Groundwater is crucial for economic and agricultural development, particularly in arid areas where surface water resources are extremely scarce. The prediction of groundwater levels is essential for understanding groundwater dynamics and providing scientific guidance for the rational utilization of groundwater resources. A back propagation (BP) neural network based on the artificial bee colony (ABC) optimization algorithm was established in this study to accurately predict groundwater levels in the overexploited arid areas of Northwest China. Recharge, exploitation, rainfall, and evaporation were used as input factors, whereas groundwater level was used as the output factor. Results showed that the fitting accuracy, convergence rate, and stabilization of the ABC-BP model are better than those of the particle swarm optimization (PSO-BP), genetic algorithm (GA-BP), and BP models, thereby proving that the ABC-BP model can be a new method for predicting groundwater levels. The ABC-BP model with double hidden layers and a topology structure of 4-7-3-1, which overcame the overfitting problem, was developed to predict groundwater levels in Yaoba Oasis from 2019 to 2030. The prediction results of different mining regimes showed that the groundwater level in the study area will gradually decrease as exploitation quantity increases and then undergo a decline stage given the existing mining condition of 40 million m 3 /year. According to the simulation results under different scenarios, the most appropriate amount of groundwater exploitation should be maintained at 31 million m 3 /year to promote the sustainable development of groundwater resources in Yaoba Oasis.
Introduction
The social development and agricultural production of oases in arid regions rely on valuable groundwater resources. However, the long-term overexploitation of groundwater has continuously diminished groundwater levels, particularly in arid oases where surface water is extremely scarce and the ecological environment is fragile [1] . A decline in groundwater levels triggers a series of eco-environmental problems and seriously affects local agricultural production and economic development. These problems have been observed in typical oases, such as Yaoba [2] , Minqin [3] , and Keriya [4] . Eco-environmental crises caused by the unreasonable utilization of groundwater have researchers indicate that the total amount of groundwater recharge is maintained at 31 million m 3 /year, whereas the amount of groundwater exploitation is maintained at approximately 40 million m 3 /year in the study area [31] . Since the development of the oasis in the 1970s, overexploitation has been observed in the region [32] . Subsequently, groundwater levels have been dropping continuously with a cumulative depth of decline that exceeds 12 m [33] . Simultaneously, a series of eco-environmental problems has been triggered, including the contraction of adjacent lakes, intrusion of groundwater by salt-water, deterioration of groundwater quality, aggravation of soil salinization, degradation of surrounding grassland, and increase of land desertification; all of these problems seriously influence local economic development, agricultural production, and peoples livelihood [34] .
Data Source and Process
Previous studies have reported that the major factors that influence groundwater levels in Yaoba Oasis include recharge, exploitation, rainfall, and evaporation, with exploitation as the most critical influencing factor that exerts the greatest effect [35] . The monitoring data of rainfall and exploitation are obtained from a local meteorological station, whereas the data of groundwater levels are derived from six wells of a dynamic monitoring network (Figure 1b) . The physical magnitudes of the data between the four factors and groundwater levels are different. Thus, all the data are converted to monthly data, normalized within the range of [-1, 1] , and restored to the actual predicted values in the prediction model output of the data. 
Model Setup

Topology of the BP Neural Network with Double Hidden Layers
Network topology, including the number of functional layers and the number of nodes in each layer, affects the generalization capability and prediction accuracy of the BP neural network [36] . The same network structure results in different outcomes for each training because the weights and thresholds are randomly initialized. A BP network for the design of double-layer grids was proven 
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Model Setup
Topology of the BP Neural Network with Double Hidden Layers
Network topology, including the number of functional layers and the number of nodes in each layer, affects the generalization capability and prediction accuracy of the BP neural network [36] . The same network structure results in different outcomes for each training because the weights and thresholds are randomly initialized. A BP network for the design of double-layer grids was proven to improve generalization performance, overcome over-fitting, and deliver more accurate results than networks with one, three, four, and more hidden layers [17, 37, 38] . In the current work, a BP model with double hidden layers was developed to optimize network structure. The input, first hidden, second hidden, and output layers belonged to a four-layer working platform of the prediction model. The input layer was composed of four neuron nodes: recharge, exploitation, rainfall, and evaporation. The output layer consisted of one neuron node, namely, groundwater level.
The number of nodes in a hidden layer should be reasonably considered for under-fitting and over-fitting because these problems can decrease the generalization ability of a network. The error value of network training increases if the number of nodes in a hidden layer is either too few or too many. If the number of nodes is excessively few, then the network cannot fully determine the rule for the sample data, thereby resulting in the inability to establish a complex mapping relationship. In this case, the BP network exhibits under-fitting and the prediction error is large. By contrast, an excessive number of hidden nodes will not only make fitting the signal along with the noise easier but will also extend the learning and training times of the network, thereby resulting in the over-fitting phenomenon of the network and a large prediction error [39, 40] . Selecting the number of hidden layer nodes is a highly complicated task. To accurately reflect the relationship between the input and the output, the principle states that fewer hidden layer nodes should be selected to make the network structure as simple as possible. In this work, the stepwise growing method of a network structure was adopted.
In particular, only a few nodes were first set to train the network and test the learning error. Then, the number of nodes was gradually increased until the learning error was no longer considerably reduced. The optimal number of nodes in a hidden layer is commonly determined using Equation (1) [38, 41, 42] .
where a represents a natural number within [1, 10] , and m, n, and l represent the nodes of the hidden, input, and output layers, respectively. In the current study, the optimal numbers of nodes in the hidden layer were the range of [3, 9] calculated using multi-trials algorithms in accordance with the aforementioned formula. The error of the simulated and measured values in the network training firstly gradually decreased and then increased with the number of hidden layer neurons increased in Table 1 . When the number of nodes in double hidden layer was set as 7-3, the training of the BP model reached the optimal level with the minimum error of 0.01. This result indicates the BP neural network with the above construction can meet the accuracy requirements the and overcome the overfitting problem. Therefore, seven and three were considered as a reasonable node for the first and second hidden layers, respectively. In the process of network training, the spatially weighted aggregation and excitation outputs of the input signal are provided by the seven neuron nodes in the first hidden layer, and the nonlinear mapping capability of the complex relationship between the input and the output is improved by the three neuron nodes in the second hidden layer [37] . Accordingly, the network topology of the BP model with double hidden layers was set to 4-7-3-1 in this work (Figure 2) .
During forward propagation, a neural network receives the sample data and transmits the signal first to the input layer and then to the output layer after the hidden layer function. If the output results are consistent with the test samples, then network training is terminated. Otherwise, the weights and thresholds are repeatedly modified between each layer depending on the back propagation of the error. Network training is completed when the error of the total samples is less than the pre-set accuracy requirement [43] . During forward propagation, a neural network receives the sample data and transmits the signal first to the input layer and then to the output layer after the hidden layer function. If the output results are consistent with the test samples, then network training is terminated. Otherwise, the weights and thresholds are repeatedly modified between each layer depending on the back propagation of the error. Network training is completed when the error of the total samples is less than the pre-set accuracy requirement [43] . 
Principle of the ABC Algorithm
The ABC algorithm has been widely applied to solving optimization problems due to its advantages of fast convergence and global search. The two core elements of the ABC algorithm are bees and food sources. The bees are grouped into three types: scout, employed, and onlooker bees. Scout bees are tasked to randomly search for the positions of food sources, whereas employed and onlooker bees are responsible for mining nectar. First, employed bees mark the size and quantity of a food source and release signals to share the path toward the food source with onlooker bees. Then, onlooker bees commit the food source to their memory and search the neighborhood for a better food source by adopting a greedy criterion. Lastly, if the same food source is mined for a certain period, then new scout bees find a new food source to replace the current one, thereby maximizing the amount of mined nectar [44] . In solving an optimization problem, the location of a food source represents the possible solution, whereas the amount of food source corresponds to the fitness of the solution [21] . Artificial bees search for global artificial food sources until an optimal solution is found. In summary, large quantities of food sources, equate to high-quality solutions. 
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ABC-BP Neural Network
A BP neural network is sensitive to random initial weights and thresholds; thus, this neural network can easily become trapped in local minima and exhibits slow convergence speed during training [20, 22] . The ABC algorithm, which demonstrates local searching and global convergence abilities, is widely used in training BP neural networks. This algorithm can optimize randomly assigned weights and thresholds and effectively improve the convergence performance of a network [28] [29] [30] . In the current study, the ABC algorithm is adopted to train a BP neural network with double hidden layers, thereby constructing a new accurate prediction model. The modelling process of the ABC-BP model is presented as a flowchart in Figure 3 . The specific steps are as follows. (6) Training is terminated when the cycle number reaches MCN. Otherwise, Step 3 is repeated.
In this manner, the initial weights and thresholds of the BP neural network are represented by the optimal solutions of the ABC algorithm. The cycle number is defined using Equation (8) .
The ABC-BP model with double hidden layers is trained and tested with the sample data to achieve groundwater level prediction. (1) Construct the BP neural network Input layer nodes n (n = 1, 2, . . . , N input ), number of hidden layers (N hidden ), hidden layer nodes m (m = 1, 2, . . . , N hidden ), output layer nodes l (l = 1, 2, . . . , N output ), training samples p (p = 1, 2, . . . , N s ), training algorithm, transfer functions among the hidden and output layers, and expected error are determined. Then, the objective function is established, and the results of this function should be optimized under the aforementioned conditions [45] .
Results and Discussion
Model Validation
(2) Initialize the parameters of the ABC algorithm The initial parameters of the ABC algorithm include the numbers of solutions (N S ), bee colonies (N C ), employed bees (N e ), and onlooker bees (N O ); the maximum cycle number (MCN); and the limit value. The initial solution X i (i = 1, . . . , N S ) of the D-dimension vectors is a randomly generated number within the range of [−1, 1] [27] . N S , N C , N e , N O , and D satisfy the following relationships:
where D is the number of optimization parameters; and N input , N hidden , N output denote the number of neurons in the input, hidden, and output layers, respectively [24] . (3) The algorithm achieves the ideal state when fitness reaches "1". The fitness value of each solution is calculated using Equation (4). An artificial employed bee finds a neighboring food source using Equation (5) and then makes a greedy selection to identify a better solution. If the fitness value of the new solution is superior to that of the old one, then the old solution is discarded and the new one is selected. Conversely, the update failure number of the old solution increases by "1" [46] . where V ij is the value of the jth dimension of the ith solution, f (X i ) is the fitness value of V ij , i = {1, . . . , N S }, j = {1, 2, . . . , D}, k = {1, 2, . . . , N S }, and k i and k are randomly assigned. MSE i is the MSE of the ith solution.
(4) The probability value (P i ) of the ith solution is expressed as Equation (6) . The artificial onlooker bee searches again (Equation (5)) for a new solution from neighboring solutions in accordance with P i .
(5) If the update failure number of solutions exceeds the limit, then the solution is discarded. Subsequently, the employed bee becomes a scout bee that searches randomly for a new solution, which is generated from the calculation of Equation (7) and stored to replace the old solution [47] .
(6) Training is terminated when the cycle number reaches MCN. Otherwise, Step 3 is repeated. In this manner, the initial weights and thresholds of the BP neural network are represented by the optimal solutions of the ABC algorithm. The cycle number is defined using Equation (8) .
The ABC-BP model with double hidden layers is trained and tested with the sample data to achieve groundwater level prediction.
Results and Discussion
Model Validation
Initialization of Model Parameters
Considering the combination of the ABC algorithm and the BP neural network with double hidden layers, the ANN function of MATLAB 2014a was used to create and train the ABC-BP model through programming. The training algorithm of the BP neural network and the transfer functions of the hidden and output layers exert considerable influences on the accuracy of the prediction model [38] . Levenberg-Marquardt ("trainlm"), a BP algorithm and training function of the BP neural network, can effectively shorten the convergence time and improve the convergence performance of a network compared with other training functions, such as "trainscg", "traincgp", "trainrp", and "traingdx" [48] [49] [50] . The "sigmoid"-type transfer functions of the BP neural network with multiple hidden layers are commonly used between hidden layers, including "tansig" and "logsig", and the linear transfer function "purelin" is typically used between the neurons of the output layer [49] . Many combined allocations exist among three transfer functions with "tansig", "logsig", and "purelin". The BP model with double hidden layers can overcome the overfitting problem and achieve the optimal prediction effect when the algorithm "trainlm" was selected as the training function, the function "tansig" was selected as the transfer function from the input layer to the first hidden layer, the function "logsig" was selected as the transfer function from the first hidden layer to the second hidden layer, and the function "purelin" was selected as the activation function from the second hidden layer to the output layer [51, 52] . The momentum factor, learning rate, maximum number of trainings, and expected error were set as 0.3, 0.01, 240, and 0.01, respectively. The monthly average recharge, exploitation, rainfall, and evaporation data from January 2010 to December 2016 were used as input data. The monthly mean groundwater level data from January 2010 to December 2016 were used as training samples. The monthly average groundwater level data from January 2017 to December 2018 were used as test samples. Evidently, a large bee colony is equivalent to the identification of superior solutions. Nevertheless, this procedure increases the computational complexity of the algorithm. In the simulation test, the initial numbers of employed bees (N e ) and onlooker bees (N O ) were set as 100, the number of bee colonies (N C ) was 200, the MCN was 150, and the limit value was 100, which should be greater than the D-dimension of each solution.
Model Training
After the initial parameters were set, the ABC-BP model trained the input data, tested the sample data several times, and ended the training upon achieving the optimal effect. The analysis result of the relationship between the fitness value and the cycle number in the training period indicated that the fitness value rapidly increased with the iteration times during the early stages (Figure 4 ). This finding demonstrated that the obtained solution became increasingly optimized. Fitness gradually stabilized at a constant value after a series of cycles. The result indicated that the model completely converged when the cycle number reached 150. The training results showed that the convergence rate of the BP neural network was improved by the ABC algorithm in terms of solving optimization problem. As network training was completed, the initial weights and thresholds of the BP neural network were obtained using the ABC algorithm. The weight W1 and threshold B1 of the input layer to the first hidden layer are respectively given as follows: 
The weight W2 and threshold B2 of the first hidden layer to the second hidden layer are given as follows: 
The weight W3 and threshold B3 of the second hidden layer to the output layer are given as follows:
[ ] As network training was completed, the initial weights and thresholds of the BP neural network were obtained using the ABC algorithm. The weight W 1 and threshold B 1 of the input layer to the first hidden layer are respectively given as follows: 
The weight W 2 and threshold B 2 of the first hidden layer to the second hidden layer are given as follows: 
The weight W 3 and threshold B 3 of the second hidden layer to the output layer are given as follows: The ABC-BP and BP models were trained, and the groundwater level data were simulated several times to verify the feasibility and superiority of the ABC-BP prediction model. The optimal and worst training results of the two models were selected for comparative analysis. Figure 5 clearly shows that the relative error (RE) in the worst training of the ABC-BP model was slightly lower than that in the optimal training of the BP model. Moreover, the RE in the optimal training of the ABC-BP model was maintained at a low value of approximately 0.007. Hence, the accuracy of the ABC-BP model was higher than that of the BP model. In addition, the results of the ABC-BP model remained consistent after several runs, which demonstrated that this model considerably improved prediction stability. The multiple training results for groundwater levels obtained using the BP model differed from those obtained using the ABC-BP model. The iteration times and final RE of each training varied due to the randomness of the weights and thresholds in the BP model. Thus, the prediction results of the traditional BP model were unreliable. As shown in Figure 6 , the logarithmic variation curves of the MSE values in the optimal and worst training of the ABC-BP model were always lower than those of the BP model throughout the entire test process. The finding implied that the accuracy of the ABC-BP model was higher than that of the BP model. Furthermore, the ABC-BP model can obtain a small MSE of 0.01 after 20 training times and reached the predetermined error accuracy through a few cycles [24] . By contrast, the optimal and worst curves of the BP model demonstrated slow convergence rate, thereby verifying that the ABC-BP model can considerably improve prediction accuracy and ensure a fast convergence rate. As shown in Figure 6 , the logarithmic variation curves of the MSE values in the optimal and worst training of the ABC-BP model were always lower than those of the BP model throughout the entire test process. The finding implied that the accuracy of the ABC-BP model was higher than that of the BP model. Furthermore, the ABC-BP model can obtain a small MSE of 0.01 after 20 training times and reached the predetermined error accuracy through a few cycles [24] . By contrast, the optimal and worst curves of the BP model demonstrated slow convergence rate, thereby verifying that the ABC-BP model can considerably improve prediction accuracy and ensure a fast convergence rate.
In addition, the predicted and error values of the ABC-BP model were compared with those of the PSO-BP, GA-BP, and BP models under the optimal training conditions in this work. The fitting results of groundwater levels in the monitoring well ZB-03, as shown in Table 2 and Figure 7 , were used as examples. All the absolute error (AE) values remained within 0.16 when the network training of the ABC-BP model ran optimally, and the change range of AE and RE were minimal. Such results indicated that the prediction accuracy of the ABC-BP model was high and met simulation accuracy requirement. However, the AE values were maintained at approximately 0.46 in the optimal training of the BP model, and serious AE errors that exceeded 1.1 occurred during individual training. This result failed to meet the accuracy requirement for groundwater level prediction. The AE values of the PSO-BP and GA-BP models in the optimal training were kept at approximately 0.28 and 0.35, respectively. Although the predicted values were acceptable in most cases for the PSO-BP and GA-BP models, the AE values of the two models were higher than those of the ABC-BP model. As a result, the ABC-BP model comparatively performed best in the prediction effect of groundwater levels, and the simulated values of groundwater levels were closest to the true values. PSO-BP ranked second, followed by GA-BP, and the BP model demonstrated the worst performance. In addition to AE and RE, four error representations were used to compare several algorithms to better illustrate the filtering effects of the four models and highlight the superiority of the ABC algorithm. The coefficient of determination (R 2 ) represents the degree of relevant correlation between the measured and predicted values. The closer R 2 is to "1", the higher the correlation is. Conversely, the closer R 2 is to "0", the lower the correlation is [45] . As listed in Table 3 , the R 2 values of the ABC-BP, PSO-BP, GA-BP, and BP models were 0.983, 0.864, 0.826, and 0.653, respectively. It illustrated that the ABC-BP model matched better than the other three models. Moreover, the other three errors of the ABC-BP model were smaller than those of the three other models. The root MSE (RMSE) and maximum RE (REmax) of the PSO algorithm were smaller than those of the GA algorithm, whereas their mean AE (MAE) were similar. The RMSE, MAE, and REmax of the BP model were the highest, thereby indicating that the traditional BP neural network provided the worst prediction accuracy. The comparative analysis results of the four models were found that the ABC-BP model exhibited the better prediction accuracy and optimization performance, followed by the PSO-BP, GA-BP, and BP models in turn. Thus, the ABC algorithm was selected to optimize the BP neural network to further simulate the groundwater levels of the six wells in the next part of this work.
According to Figure 8 This result further illustrated that the ABC-BP model can effectively express the nonlinear relationship between the four aforementioned influencing factors and groundwater level. The ABC-BP model can also accurately simulate the trend of groundwater levels. In summary, the ABC-BP model can be used as an effective tool for forecasting the future groundwater levels of Yaoba Oasis. 
Groundwater Level Prediction under the Existing Mining Scenario
In this study, the trained ABC-BP model with double hidden layers was applied to predict the monthly groundwater levels of six monitoring wells. The prediction results of the six wells from 2019 to 2030 under the existing mining scenario are provided in Table 4 and Figure 9 . As seen from Table 4 
In this study, the trained ABC-BP model with double hidden layers was applied to predict the monthly groundwater levels of six monitoring wells. The prediction results of the six wells from 2019 to 2030 under the existing mining scenario are provided in Table 4 and Figure 9 . As seen from Table 4 Figure 9 clearly illustrates that the six monitoring wells exhibited a gradual declining tendency. The analysis of the local situation indicated that the amount of groundwater exploitation at present is maintained at approximately 40 million m 3 /year, which already exceeds the total recharge amount of 31 million m 3 /year in the study area. Under the existing mining condition, the exploitation quantity is greater than the locally allowed mining level. Consequently, the groundwater levels will drop considerably in the future and may cause substantial damage to groundwater circulation and the eco-environment. With the future development of the social economy, industry, and agriculture, groundwater demand can increase considerably. Hence, the decline rate and amplitude of groundwater level will be larger than the predicted value.
Groundwater Level Prediction under Different Mining Scenarios
The amount of groundwater exploitation should be optimized to ensure the sustainable utilization of groundwater in the study area [53] . The ABC-BP model was trained by continuously adjusting the input value of the exploitation amount and then to predict the groundwater levels of six monitoring wells under different mining scenarios. The prediction results of groundwater levels from 2019 to 2030 are summarized in Table 4 and Figure 10 . Under the actual mining situation (40 million m 3 /year), groundwater level will be in the decline stage from 2019 to 2030, given the largest drop of 5.50 m. As the exploitation quantity was adjusted to 31 million m 3 /year, groundwater level Figure 9 clearly illustrates that the six monitoring wells exhibited a gradual declining tendency. The analysis of the local situation indicated that the amount of groundwater exploitation at present is maintained at approximately 40 million m 3 /year, which already exceeds the total recharge amount of 31 million m 3 /year in the study area. Under the existing mining condition, the exploitation quantity is greater than the locally allowed mining level. Consequently, the groundwater levels will drop considerably in the future and may cause substantial damage to groundwater circulation and the eco-environment. With the future development of the social economy, industry, and agriculture, groundwater demand can increase considerably. Hence, the decline rate and amplitude of groundwater level will be larger than the predicted value.
The amount of groundwater exploitation should be optimized to ensure the sustainable utilization of groundwater in the study area [53] . The ABC-BP model was trained by continuously adjusting the input value of the exploitation amount and then to predict the groundwater levels of six monitoring wells under different mining scenarios. The prediction results of groundwater levels from 2019 to 2030 are summarized in Table 4 and Figure 10 . Under the actual mining situation (40 million m 3 /year), groundwater level will be in the decline stage from 2019 to 2030, given the largest drop of 5.50 m. As the exploitation quantity was adjusted to 31 million m 3 /year, groundwater level only changed slightly and remained at a relatively stable value. Thereafter, groundwater level will enter the stable stage. As the exploitation quantity was adjusted to 22 million m 3 As evident in Figure 10 , the variation trends of groundwater levels in the six monitoring wells are generally consistent under the same mining conditions. Groundwater level will gradually increase as exploitation quantity decreases. The groundwater system will gradually reach equilibrium as exploitation amount declines to 31 million m 3 /year, which is equal to the total recharge amount (Figure 10a) . Therefore, an exploitation amount of 31 million m 3 /year is a reasonable value under the current conditions of the study area and can meet the requirements of the sustainable utilization of groundwater and the development of agriculture. Groundwater level will gradually rise as exploitation amount decreases to 22 million m 3 /year, and the damaged hydrological ecosystem will recover (Figure 10b) . Nevertheless, an exploitation of 22 million m 3 /year will not guarantee the development of efficient local agriculture and economy. In conclusion, the most appropriate amount of groundwater exploitation for sustainable development in Yaoba Oasis is 31 million m 3 /year.
Feasible solutions such as strengthening the scientific management of water resources, implementing water-saving measures, improving the utilization rates of water resources, and adjusting crop planting structure, can effectively reduce the exploitation amount of groundwater. Subsequently, the results can change the status quo of mining. In future agricultural planning, the depressurization of groundwater exploitation is essential for balancing groundwater mining, replenishing groundwater resources, and achieving sustainable development for the agriculture, economy, and eco-environment of Yaoba Oasis.
Conclusions
An ABC-BP model with double hidden layers was proposed to simulate and predict the groundwater levels in Yaoba Oasis. The groundwater level data of six monitoring wells from January 2010 to December 2016 and January 2017 to December 2018 were used as training and test samples of the neural network, respectively. The data of the four major influencing factors, namely, recharge, exploitation, rainfall, and evaporation, obtained from January 2010 to December 2016, were used as input data. As constructed using a stepwise growing method and multi-trial algorithms, the topology structure of the ABC-BP model with double hidden layers was 4-7-3-1, which could overcome the over-fitting problem. The performance of the prediction model was determined by training and testing the ABC-BP and BP models on the sample data, respectively. The comparative analysis showed that the RE and MSE values in the optimal and worst training of the ABC-BP model were lower than the results in the optimal training of the BP model. In addition, the ABC-BP model obtained more consistent results and smaller MSE values after several training, compared with the BP model. Moreover, the ABC-BP model presented more accurate prediction results, the highest R 2 , and smaller MAE, REmax, and RMSE values than the PSO-BP, GA-BP, and BP models. In summary, the accuracy, convergence rate, and stabilization of the BP neural network with double hidden layers were considerably improved by the ABC algorithm by overcoming the low accuracy and slow convergence problems. Accordingly, the simulated values from January 2017 to December 2018 well fitted the measured values of the six monitoring wells during the training process of the proposed ABC-BP model.
The trained ABC-BP model with double hidden layers was applied to predict the groundwater levels in Yaoba Oasis from 2019 to 2030 under different mining scenarios. According to the prediction results, the groundwater levels will rise gradually as exploitation quantity decreases. Groundwater levels will enter the decline stage with a total decline range of 1.31 m to 5.50 m under the existing mining scenario (40 million m 3 /year), the stable stage with an exploitation amount of 31 million m 3 /year, and the recovery stage with an exploitation amount of 22 million m 3 /year. Therefore, the exploitation quantity of 31 million m 3 /year was found to be applicable for the sustainable development of groundwater resources in the study area.
The prediction of groundwater levels using the ABC-BP model in a typical oasis in the arid northwest region of China was realized in this study. The research results can guide the scientific utilization of groundwater and provide a novel approach for similar research in other arid oases with the same characteristics. Further investigation is suggested to forecast the daily groundwater level in the case of limited observed data, study the coupling between different influencing factors and groundwater level, and focus on the application of the ABC-BP model with different network structures in other hydrological fields.
