This paper presents sufficient conditions of asymptotic stability for discrete-time linear systems subject to actuator saturations with an output feedback law. The derived stability results are given in terms of LMIs. A new proof is presented to obtain previous conditions of asymptotic stability. A numerical example is used to illustrate this technique by using a linear optimization problem subject to LMI constraints.
2 Output feedback for saturated systems This paper studies the static output feedback problem for discrete-time linear systems subject to actuator saturations. This work can be seen as an extension of the results of [10, 22] where a state feedback is used. The use of a key lemma rewriting the saturation function under a convex combination is the cornerstone of this work and the works of [14, [20] [21] [22] . A different proof of the main result of [22] is obtained by using this writing of the saturation. Hence, a new sufficient condition of asymptotic stability for these systems is obtained. Further, the synthesis of the stabilizing controller by static output feedback is then proposed under LMI form. Furthermore, a relaxation technique is used to obtain less conservative LMIs. The proposed technique is completely different from all the previous works cited before on the same subject. The obtained regions of invariance and contractivity are generally less conservative.
This paper is organized as follows. The problem formulation is dealt with in the second section. The third section is reserved to some preliminary results useful for the development below. The main results of this work which consist in designing saturating stabilizing static output feedback for linear discrete-time systems with actuator saturations are presented in the fourth section. Section 5 deals with two illustrative examples.
Problem formulation
Consider the linear system described by
where x k ∈ R n is the state, u k ∈ R m is the control with m ≤ n, y k ∈ R p is the output vector. The notation sat(·) stands for the standard saturation function assumed here to be normalized, that is,
Let the following standard assumptions for the problem hold true: (H1) matrix C has full rank; (H2) (A,B) is stabilizable; (C,A) is detectable. Consider the following static output feedback control law:
The closed-loop system is then given by
In this work, we are interested in the synthesis of stabilizing controllers for linear systems subject to actuator saturations by static output feedback.
Preliminary results
In this section, two results on which our work is based are recalled, that is, a condition of asymptotic stability of a linear system subject to actuator saturation [10, 22] , together with a useful lemma.
A. Benzaouia et al. 3 Define the following subsets of R n :
with P a positive definite matrix and f j the jth row of the matrix F ∈ R m×n . ε(P,ρ) is an ellipsoid set while ᏸ(F) is a polyhedral set for which the saturation does not occur.
Theorem 3.1 [22] . Given an ellipsoid ε(P,ρ), if there exists a matrix H ∈ R m×n such that i are introduced by [22] to model the nonlinear saturation function as a linear convex combination by using the following lemma.
with Ᏽ = [1,η] , η = 2 m , and co standing for the convex hull. In this case, there exist
Main result
In this section, the design of stabilizing controllers for linear systems with actuator saturations is presented by using the results of both Theorem 3.1 and Lemma 3.2. A different proof of Theorem 3.1 is also proposed. Note that * is used to write the transpose of the off-diagonal element of an LMI. 
then the closed-loop system (2.3) is asymptotically stable for all x 0 ∈ ε(P,ρ).
Proof. Assume that there exists a matrix H and a symmetric matrix P such that conditions (4.1) and (4.2) hold true. Using Lemma 3.2, there exist δ 1 ,...,δ η such that one can rewrite the saturated output feedback control (2.2) as follows:
The closed-loop system can be rewritten as
(4.4)
Consider now the Lyapunov function candidate given by
Its rate of increase on the trajectories of the system (4.4) is given by
Recall that condition (4.1) is satisfied and premultiply each inequality (4.1) for i = 1,...,η by δ i (k). Summing up the obtained inequalities and bearing in mind that
The use of Schur complement allows one to write condition (4.7) under the equivalent form, 8) which ensures that
where 
then, the closed-loop system subject to saturations (2.3) is asymptotically stable at the origin for all x 0 ∈ ε(P,ρ), where z j is the jth row of matrix Z and
14)
15)
Proof. Let conditions (4.11)-(4.13) hold true. According to (4.13), one can write KCX = KVC. Since matrix X is positive definite, and by virtue of assumption (H1), matrix V solution of (4.13) is nonsingular. Further, by replacing Y = KV and Z = HX as given by (4.14)-(4.15), the LMI,
the use of the Schur complement leads to follows.
Postmultiplying and premultiplying the last inequalities by P leads to
6 Output feedback for saturated systems
The use of the Schur complement a second time leads to LMI (4.1). Using [19] , the LMI (4.12) can also be transformed to the equivalent inclusion condition (4.2) with X = P −1 . Consequently, by virtue of Theorem 4.1, the closed-loop system subject to saturations (2.3) is asymptotically stable at the origin for all x 0 ∈ ε(P,ρ).
It is worth noting that the state feedback problem follows readily from Theorem 4.2 by letting C = I m . In this case, V = X. The resolution of these LMIs can be extended to the case where the scalar ρ is also taken as a design variable.
Conditions of Theorem 4.2 may be conservative due to (4.13). In order to relax this conservatism, we associate this equation to a second matrix S different from X as suggested by [12] for unsaturated systems. This technique is presented by the following result. 
Theorem 4.3. For a given scalar ρ, if there exist symmetric matrix
X ∈ R n×n , matrices V ∈ R p×p , S ∈ R n×n , Y ∈ R m×p ,
and Z ∈ R m×n solutions of the LMIs
Proof. The main idea of this proof is given by [12] . Using (4.23), (4.24) , and (4.25), the LMI (4.21) can be rewritten equivalently as
It is obvious that if (4.21) holds, then S + S T − X > 0; thus, matrix S is nonsingular; hence matrix V is also nonsingular. Since matrix X is positive definite, we have
This implies that
Inequalities (4.29) and (4.21) enable us to write
This LMI is equivalent to
Consequently, by letting P = X −1 , the LMI (4.21) implies the LMI (4.1). This last LMI, together with condition (4.22), presents the sufficient conditions of stability of Theorem 4.1. Hence, the closed-loop system subject to saturations (2.3) is asymptotically stable at the origin for all x 0 ∈ ε(P,ρ).
It is worth noting that in the case of output feedback we have more constraining equalities (4.13) that may generally lead to conservative regions of stability. Hence, as in the previous works on the problem of saturated systems, it is of great interest to enlarge the ellipsoid ε(P,ρ) of initial conditions. Two optimization procedures to obtain the largest ellipsoid are proposed by rewriting the LMI (4.22) with μ = 1/ρ as an additional variable as follows: According to [22] , when this optimization problem is feasible, the volume of the obtained ellipsoids is maximum with respect to the data of the system. The resolution of these two optimization problems can be easily obtained by the use of Matlab.
Examples
In this section, two illustrative examples are presented to show the applicability of the results presented above.
Example 5.1. Consider the double integrator system modeled by the saturated discretetime linear system given by the following matrices: 
Conclusion
This work deals with asymptotic stability of linear systems with static output feedback subject to actuator saturations. Sufficient conditions of asymptotic stability are then established. Another proof of the results of [22] obtained with state feedback control is given in the case of output feedback control. This proof is based on the rewriting of the saturation function under a linear convex function. Further, all the results of this work are presented under LMI form. A relaxation technique, together with two optimization problems, is also given to improve the feasibility of the LMIs and the conservatism of the solutions. Two illustrative examples are studied to show the applicability of this approach.
