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Recently, high-performance VLSIs are required for real-time processing in real-
world intelligent systems such as mobile phones, digital cameras, televisions,
robots and vehicles. The high-performance requirements of these VLSIs can-
not be achieved using general purpose processors which provide the flexibility
to change applications by software approach. On the other hand, the special
purpose processors such as Application-Specific Integrated Circuits (ASICs) can
achieve a high-performance through the hardware-level optimization for only a
single target application. However, as the process technology advances and the
circuit scale becomes large, the high mask and design costs of the ASICs become
higher and higher.
Reconfigurable VLSIs such as Field-Programmable Gate Arrays (FPGAs) are
truly revolutionary devices that combine the benefits of the both general purpose
processors and ASICs. In reconfigurable VLSIs, functions and interconnections
of logic resources can be directly programmed into the chip, and are not perma-
nently frozen by the manufacturing process. As a result, reconfigurable VLSIs



























VDDL: the lower supply voltage
VDDH: the higher supply voltage
Fig. 1.1: Structure of the multi-voltage control.
formance, but also achieve cost-effective and short time-to-market. In spite of
these advantages, reconfigurable VLSIs impose a large power overhead compared
to ASICs. As a result, the applications of reconfigurable VLSIs are limited, and
the low-power techniques for reconfigurable VLSIs are awaited.
In order to reduce the power consumption, some efficient techniques such as
the multi-voltage control and the power gating have been proposed for ASICs.
However, these techniques cannot be implemented efficiently into the conventional
reconfigurable VLSIs because of the inherent problems of the conventional recon-
figurable VLSI structures. There are three main problems in the conventional
reconfigurable VLSIs to achieve low-power.
The first problem of the conventional reconfigurable VLSIs is that multi-
voltage control techniques cannot be implemented efficiently.
The multi-voltage control is mainly used to reduce the dynamic power. In this
method, blocks required to achieve a high-throughput are supplied with the high-
est voltage, and the rest are supplied with a lower voltage for reducing the power
consumption. Fig. 1.1 shows the structure of the multi-voltage control. Each
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multi-voltage domain has a Dynamic Voltage and Frequency Scaling (DVFS)
controller, a voltage selector and a programmable clock generator. Between the
multi-voltage domains, level shifters and asynchronous communication circuitry
are required.
DVFS techniques are classified into two types: coarse-grain DVFS and fine-
grain DVFS. In coarse-grain multi-voltage control, a large number of Logic Blocks
(LBs) share a single local clock tree and a single DVFS controller. However, if any
LB within a coarse-grain multi-voltage domain is supplied with a high voltage to
achieve a high-throughput, none of the LBs which share the same voltage control
signal can be supplied with a lower voltage, even if they are not required to achieve
a high-throughput. On the other hand, in fine-grain multi-voltage control, each
LB has its own local clock tree and DVFS controller, therefore when any LB is not
required to achieve a high-throughput, they can be supplied with a lower voltage.
This results in much lower power consumption compared to coarse-grain multi-
voltage control. However, the conventional synchronous FPGAs are difficult to
implement fine-grain DVFS which achieves higher flexibility and lower power
than coarse-grain DVFS. The reasons are as follows. The first reason is that the
conventional reconfigurable VLSIs cannot implement fine-grain local clock trees.
Each multi-voltage domain requires a local clock tree since the clock frequency
of each multi-voltage domain is different. In reconfigurable VLSIs, the fine-grain
local clock tree can be implemented using the programmable interconnection
resources. However, the worst case of clock skew cannot be estimated since
reconfigurable VLSI vendors do not guarantee the worst case of the minimum
delay of components. Therefore, it is impossible to guarantee that no hold-time
violations occur [1]. For this reason, the Xilinx ISE reference manual [2] strongly
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recommends not customizing the fixed clock tree. As a result, the local clock
trees only can be implemented using the fixed coarse-grain local clock trees. The
second reason is the large overheads of the conventional DVFS circuitry. In fine-
grain multi-voltage control, each LB has its DVFS controller, so the number of the
DVFS controllers is much larger than that of coarse-grain multi-voltage control.
This results in large area and power overheads. Due to these overheads, fine-grain
multi-voltage control is commonly assumed to be less efficient than coarse-grain
multi-voltage control, although it has the potential to save more power.
The second problem of the conventional reconfigurable VLSIs is that power
gating techniques cannot be implemented efficiently.
Power gating techniques are based on selectively setting the functional units
into a low leakage mode when they are inactive. As shown in Fig. 1.2, as the
transistor feature sizes and threshold voltages decrease, the static power due to
leakage current becomes comparable to dynamic power. Especially, in reconfig-
urable VLSIs, the static power is a serious problem because it has an enormously
large number of transistors to achieve its programmability. Current high-end
reconfigurable VLSIs consume over 1W of the static power, while low-cost recon-
figurable VLSIs consume up to 100’s mW [3–5]. Power gating has emerged as the
most effective design technique to achieve low static power [6].
The power consumption of power gating circuitry is consumed by the sleep
controller, the sleep signal distribution network and the sleep transistors. The
fundamental challenge for any power gating technique is to ensure that the saved
static power outweighs the power overhead of the power gating. Power gating
techniques are classified into two types: coarse-grain power gating and fine-grain






























Fig. 1.2: Consumer portable power consumption trends.
gle sleep controller, so the area and power overheads of the sleep controller are
relatively small. However, if any LB within a coarse-grain power-gated domain
is active, none of the LBs which share the same sleep transistor can be set to
the sleep mode. Reconfigurable VLSIs with coarse-grain power gating also causes
a large dynamic power and area overhead in the sleep signal distribution net-
work since it is distributed to many LBs through programmable interconnection
resources. On the other hand, in fine-grain power gating, each LB has its own
sleep transistor and related sleep controller, so when any LBs are inactive, they
can be set to the sleep mode immediately. This results in much lower static
power compared to coarse-grain power gating. Especially, for reconfigurable VL-
SIs, no programmable interconnection resource for distributing the sleep signal is
required. In fine-grain power gating, each LB has its sleep controller, the number
of the sleep controllers is much larger than that of coarse-grain power gating. In
synchronous architectures, the sleep controller consists of some memory bits to
store the sleep time and a sequencer for control. Note that the sleep controller is
9
always running. This results in large area and dynamic power overheads. Due to
these overheads, fine-grain power gating is commonly assumed to be less efficient
than coarse-grain power gating, although it has the potential to cut most of the
static power [3, 7]. In spite of the importance of efficient sleep controllers, most
studies on power gating focused on power-gated circuits or power-gated domain
partitioning, but little work is carried out for sleep controllers.
The third problem of the conventional reconfigurable VLSIs is the high static
power of the configuration memory and the difficulty of the static power re-
ducing. Especially, the static power of configuration memory in Dynamically
Programmable Gate Arrays (DPGAs) [8,9] is a serious problem, since they have
a much larger number of memory bits than FPGAs.
DPGAs provide more area-efficient implementations than conventional FP-
GAs. Since most of the computations do not run simultaneously, large applica-
tions can be broken into several small sub-programs. These sub-programs can
share the same hardware resources by scheduling them into different time slots.
One of typical DPGA architectures is multi-context architecture [10]. A
DPGA based on multi-context architecture is Multi-Context FPGA (MC-FPGA).
In MC-FPGAs, each program or application is assigned to a separate context.
The MC-FPGAs have multiple memory bits per configuration bit for fast switch-
ing contexts. Fig. 1.3 shows a typical MC-FPGA architecture which consists of
a mesh-connected cellular array. Each cell consists of an LB and a Switch Block
(SB) similar to the typical FPGA. For a configuration data, a Multi-Context
switch (MC-switch) is used. Fig. 1.4 shows structure of the MC-switch with
four contexts. In an MC-switch, each memory bit corresponds to a configuration
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Fig. 1.4: Structure of a typical MC-switch (four contexts).
to the signal of the context-ID (context signal). The context signal is broadcasted
to all MC-switches.
The conventional MC-FPGAs using SRAM (Static Random Access Memory)
as the configuration memory has two major problems [11]. The first problem
is that the SRAM-based MC-FPGAs have large area and static power for the
configuration memory. The MC-FPGAs have a large number of memory bits to
store the configuration data. Since the large area of an SRAM bit, the area of
the configuration memory is dominant in area. Moreover, the large number of
SRAM bits causes a problem in static power because of their leakage current.
The second problem is that the SRAM-based MC-FPGAs is difficult to apply for
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lower-power embedded applications such as mobile information applications since
the power-up time and configuration power is large. The low-power embedded
applications tend to require frequent power ON and OFF to save power con-
sumption. However, the SRAM-based MC-FPGAs lose their configuration data
when power is OFF. The SRAM-based MC-FPGAs must be reconfigured every
time when power is ON. The configuration data is typically stored in an external
nonvolatile memory such as the EEPROM or FLASH memory, and the data is
loaded into the MC-FPGAs after power up.
In this research, three architectures for low-power are proposed, in order
to solve the three problems of the conventional reconfigurable VLSIs, respec-
tively. The proposed architectures are based on self-adaptive supply voltage con-
trol schemes, which adapt to the changes of the environmental and the circuit
state, such as the changes of the temperature, supply voltage, operation load
and conditional branching. Chapter 2 proposes an FPGA architecture based on
self-adaptive multi-voltage control for dynamic power reduction [12–14]. The ar-
chitecture exploits the features of asynchronous circuits to detect the each power
domain whether is on the critical path at real-time. The critical path infor-
mation is used to determine that each power domain is supplied with the high
voltage or the low voltage. Since the critical path is easily detected by exploiting
asynchronous circuits, the overheads of the DVFS controller are small and the
power domain can be implemented as fine as a single LB. Chapter 3 proposes an
FPGA architecture based on self-adaptive power-gating for static power reduc-
tion [15–20]. The architecture exploits the features of asynchronous circuits to
detect the activity of each power-gated domain. The current activity information
is exploited to predict the activity in the future, and then determine when to
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shut down and wake up the power-gated domain. Since the activity is easily de-
tected by exploiting asynchronous circuits, the overheads of the sleep controller
are small and the power-gated domain can be implemented as fine as a single LB.
Chapter 4 proposes a dynamically reconfigurable architecture using ferroelectric
non-volatile functional pass-gate for static power reduction [21, 22]. The pro-
posed functional pass-gate is used for MC-switches. In the functional pass-gate,
Ferroelectric-Capacitors (FCs) are used for non-volatility, and the static power
is greatly reduced because no permanent voltage supply is required for holding
the configuration data. In order to fully exploit the advantages of the FCs, the
integration of storage and logic technique, the multiple-valued storage technique







control for dynamic power
reduction
2.1 Overview
Since power is proportional to the square of the supply voltage, lowering the
supply voltage reduces the power consumption significantly. However, lowering
the supply voltage also increases the delay of the block. Blocks on the critical
path are supplied with the highest voltage since its performance determines the
system performance. The rest blocks can be supplied with a lower voltage without
system performance degradation [6]. Thus, a large proportion of blocks can be
supplied with the lower voltage. This approach saves the power consumption
significantly.
Multi-voltage techniques can be mainly classified as follows:
• Static Voltage Scaling (SVS): different blocks are given different, fixed sup-
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ply voltages.
• DVFS: blocks are dynamically switched between two or more voltage levels
follow changing workloads.
DVFS is a more efficient technique for power reduction since the workload
in a processor varies with time [23–25]. Fig. 1.1 shows a DVFS architecture.
Each multi-voltage domain has a DVFS controller, a voltage selector and a pro-
grammable clock generator. The multi-voltage domains communicate via the
asynchronous handshake protocol.
Although DVFS is efficient for power reduction, it is difficult to be imple-
mented in conventional synchronous FPGAs. In DVFS, pairs of voltage and
frequency values for each power domain need to be determined with sufficient
margin to guarantee operation across the entire range of the best and worst case
process. Energy savings are possible only the system level performance require-
ments are understood. It is clear when the frequency can be lowered without
missing deadlines.
Moreover, the conventional synchronous FPGAs are difficult to implement
fine-grain DVFS which achieves lower power than coarse-grain DVFS. DVFS
techniques are classified into two types: coarse-grain DVFS and fine-grain DVFS.
In coarse-grain multi-voltage control, a large number of Logic Blocks (LBs) share
a single local clock tree and a single DVFS controller. However, if any LB within
a coarse-grain multi-voltage domain is supplied with a high voltage to achieve
a high-throughput, none of the LBs which share the same voltage control signal
can be supplied with a lower voltage, even if they are not required to achieve
a high-throughput. On the other hand, in fine-grain multi-voltage control, each
LB has its own local clock tree and DVFS controller, therefore when any LB is
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not required to achieve a high-throughput, they can be supplied with a lower
voltage. This results in much lower power consumption compared to coarse-grain
multi-voltage control.
However, the conventional synchronous FPGAs are difficult to implement fine-
grain DVFS which achieves higher flexibility and lower power than coarse-grain
DVFS. The reasons are as follows. The first reason is that the conventional recon-
figurable VLSIs cannot implement fine-grain local clock trees. Each multi-voltage
domain requires a local clock tree since the clock frequency of each multi-voltage
domain is different. In reconfigurable VLSIs, the fine-grain local clock tree can
be implemented using the programmable interconnection resources. However, the
worst case of clock skew cannot be estimated since reconfigurable VLSI vendors
do not guarantee the worst case of the minimum delay of components. Therefore,
it is impossible to guarantee that no hold-time violations occur [1]. For this rea-
son, the Xilinx ISE reference manual [2] strongly recommends not customizing
the fixed clock tree. As a result, the local clock trees only can be implemented
using the fixed coarse-grain local clock trees. The second reason is the large
overheads of the conventional DVFS circuitry. The power consumption of DVFS
circuitry is mainly consumed by the DVFS controller, the programmable clock
generator, the level shifters and the voltage-control signal distribution network.
The fundamental challenge for any DVFS technique is to ensure that the saved
power outweighs the power overhead of the DVFS circuitry. DVFS techniques
are classified into two types: coarse-grain DVFS and fine-grain DVFS. In coarse-
grain DVFS, a large number of LUTs share a single DVFS controller so the
area and power overheads of the DVFS controller are relatively small. However,
if any LUT within a coarse-grain multi-voltage domain is supplied with a high
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voltage to achieve a high throughput, none of the LUTs which share the same
voltage control signal can be supplied with a lower voltage even if they are not
required to achieve a high throughput. FPGAs with coarse-grain DVFS also
cause a large dynamic power and a large area overheads in the voltage-control
signal distribution network since it is distributed to many LUTs through pro-
grammable interconnection resources. On the other hand, in fine-grain DVFS,
each LUT has its own DVFS controller, therefore when any LUTs are not re-
quired to achieve a high throughput, they can be supplied with a lower voltage.
This results in much lower power consumption compared to coarse-grain DVFS.
Especially, for FPGAs, no programmable interconnection resources for distribut-
ing the voltage-control signal is required. In fine-grain DVFS, each LUT has its
DVFS controller, so the number of the DVFS controllers is much larger than that
of coarse-grain DVFS. This results in large area and power overheads. Due to
these overheads, fine-grain DVFS is commonly assumed to be less efficient than
coarse-grain DVFS, although it has the potential to save more power.
In order to implement fine-grain DVFS to FPGAs for lower power, this chap-
ter proposes a supply-voltage-control scheme called self-adaptive voltage control,
which detects the critical path in real time with small overheads by exploiting
features of asynchronous architectures. In the proposed supply-voltage-control
scheme, logic blocks on the sub-critical path are autonomously switched to a
lower supply voltage to reduce the power consumption without system perfor-
mance degradation. The supply voltage of each power domain is self-adaptive
to the workload, data path, process variation and temperature. Note that no
software or complex off-line analyze is required. Moreover, in order to reduce the
overheads of level shifters used at the power domain interface, an LUT without
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level shifters is employed [26]. Because of the small overheads of the proposed
supply-voltage-control scheme and the power domain interface, the granularity
size of the power domain in the proposed FPGA is as fine as a single four-input
logic block.
2.2 Related work
In order to solve the problems caused by the clock and the clock tree, asyn-
chronous architectures are proposed [19, 20, 27–30]. The features of the asyn-
chronous architectures are that no clock is required. This feature results in a low
power and a high throughput. The throughput is no longer limited by the clock,
and then the performance does not increase as the circuit scale increases [31].
Asynchronous encoding schemes are mainly classified into
• Single-rail encoding (ex. bundled-data encoding)
• Dual-rail encoding
(ex. four-phase dual-rail encoding)
The bundled-data encoding is the most common one in the single-rail en-
coding. Fig. 2.1 shows a simple bundled-data pipeline. In the bundled-data
encoding, request and value are splits into separate wires. The value is encoded
as in a synchronous circuit using N wires to denote a N -bit number, and request
is encoded using a dedicated request wire denoted by Req. The bundled-data
encoding requires the explicit insertion of matching delays in Req to ensure that
a request is never received before the bundled value is valid. The bundled-data
encoding is the most frequently-used way in ASICs since its hardware overhead
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Fig. 2.1: Simple bundled-data pipeline.
Hence, to transfer an N -bit value, only N+2 wires are required. The major dis-
advantage of the bundled-data encoding is that it requires the constraint of the
delay length. If the data path is fixed in advance, it is relatively easy to meet
the constraint by optimizing the layouts. However, for FPGAs, since the data
path is programmable, complex programmable delay elements are required. As a
result, the bundled-data encoding is not suitable for FPGAs.
The dual-rail encoding encodes a bit onto two wires. Fig. 2.2 shows a simple
dual-rail pipeline. In the dual-rail encoding, value is made implicit in the request
and no delay insertion is therefore required [32]. Hence, the dual-rail encoding is
the ideal one for FPGAs. In the dual-rail encoding, to transfer an N -bit value,
2N+1 wires are required. The four-phase dual-rail encoding is the most common
one in dual-rail encodings. Table 2.1 shows the code table of the four-phase
dual-rail encoding. The four-phase dual-rail encoding has two phases: “data”
and “spacer”. The data “0” is encoded as (0, 1) and “1” is encoded as (1, 0).
Moreover, the spacer is encoded as (0, 0). Fig. 2.3 shows the example where data
“0”, “0” and “1” are transferred. The main feature is that the sender sends a
spacer after a data. The receiver knows the arrival of a data by detecting the
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Fig. 2.2: Simple dual-rail pipeline.
Table 2.1: Code table of the four-phase dual-rail encoding.
Codeword (t, f)
Data value 0 (0, 1)
Data value 1 (1, 0)
Spacer (0, 0)
* Codeword (1, 1) is not used
of data arrival, and no delay element is required. Hence, the four-phase dual-rail
is suitable for FPGAs.
2.3 Architecture
2.3.1 Architecture overview
Fig. 2.4 shows the overall structure of the proposed FPGA and Fig. 2.5 shows the
programmable interconnection resources. Similar to conventional synchronous
FPGAs, the proposed FPGA consists of LBs, Connection Blocks (CBs) and SBs.
The LB computes an arbitrary four-input function. The LB accesses nearby
communication resources through the CB, which connects LB input and output
terminals to routing resources though programmable switches. The SB consists
21
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Fig. 2.4: Overall structure.
of diamond switches that allow a signal on a track to connect to another track.
Because dual-rail encodings are employed, four wires are required for a data bit.
Two wires for the data encoded in dual-rail encoding, one wire for the acknowledge
and one wire for the supply-voltage-control signal. The four wires for a data bit
are controlled by a single configuration memory bit.
2.3.2 Fundamental principle of self-adaptive voltage control
In an asynchronous architecture, it is easily detected which input data arrives


















Fig. 2.5: Programmable interconnection resources around an LB.
detected in real time. Fig. 2.6 demonstrates the principle of the data arrival
detection. For simplicity, each LB is assumed to operate a two-input function.
As the initial state, the phases of the input and output data are spacer. If In0
arrives earlier than In1, the phase of In0 changes to data, and the phase of In1
does not change (Case0 shown in Fig. 2.6). On the other hand, if In1 arrives
earlier than In0, the phase of In1 changes to data, and that of In0 does not
change (Case1 shown in Fig. 2.6). Therefore, the data arrival comparator just
extracts and compares the phases of the input data. As a result, the area and
power overheads of the data arrival comparator are small.
Fig. 2.7 shows the critical path detection using the data arrival information.
For each LB, the solid line from the previous LB denotes the data that arrives
earlier; the dotted line denotes the data that arrives later; the dot-dash line
denotes the data arrives at the same time as the other. Beginning with the last
LB, the critical path is gradually found by repeating the comparison of data
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Data that arrives at the same time as the other
Fig. 2.7: Critical path detection using the data arrival information.
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guaranteed that the last LB is on the critical path. The predecessors of LB8 are
LB7 and LB6. Data from LB7 arrives at LB8 later than that from LB6. This
means that LB7 is on the critical path. Next, LB7 is focused. Data from LB5
arrives at LB7 later than that from LB2. This means that LB5 is on the critical
path. Finally, LB5 is focused. Data from LB0 and LB1 arrive at LB5 at the
same time. This means that LB0 and LB1 are on the critical path. As a result,
the path: LB0, LB1, LB5, LB7, LB8 is the critical path. Thus, by exploiting
the data arrival information, the critical path is detected in real time. Since
the critical path is detected, LBs on the sub-critical path can be autonomously
supplied with a lower voltage to reduce the power consumption without system
performance degradation.
Fig. 2.8 shows an example of the proposed supply-voltage-control scheme.
In the example, two supply voltages are used. As shown in Fig. 2.8(a), as the
initial state (Step0), all LBs are supplied with VDDH. As shown in Fig. 2.8(b),
in Step1, LBs whose data arrives earlier at the successor are switched to VDDL.
Although many LBs are supplied with VDDL, some LBs which are not on the
critical path are supplied with VDDH. As shown in Fig. 2.8(c), in Step2, LBs
which send data to the LB supplied with VDDL are switched to VDDL. All LBs
on the sub-critical path are supplied with VDDL by repeating Step2. In this
scheme, only the LBs on the critical path are supplied with VDDH, an the other
are supplied with VDDL. As a result, the power consumption is reduced without
system performance degradation.
Fig. 2.9 shows the function of the supply-voltage-controller (VDD-controller)
in an LB. In the proposed supply-voltage-control scheme, each LB is dynamically
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Fig. 2.9: Function of the VDD-controller.
LB. For simplicity, two-input LBs are shown. CBs and SBs are also omitted. In
the example, LB2 is assumed to be on the critical path and to be supplied with
VDDH. The supply voltages of LB0 and LB1 are controlled by LB2. The data
from LB0 (In0 ) arrives at LB2 earlier than that from LB1 (In1 ) for a predefined
threshold time. The threshold time is determined such that In0 arrives earlier
than In1 even if the supply voltage of LB0 is VDDL. LB2 detects the data arrival
information of each input data, and sends the VDD-control signal (VC out 0 ) to
LB0 for setting its supply voltage to VDDL. Since In0 arrives earlier than In1
even if the supply voltage of LB0 is VDDL, the power consumption is reduced
by lowering the supply voltage without system performance degradation. Note
that if LB2 is not on the critical path and is supplied with VDDL, LB0 and LB1
are also not on the critical path. In this case, LB0 and LB1 are controlled to be
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Fig. 2.10: Logic block structure.
the VDD-control signal is propagated together with the data and the acknowledge
signal as shown in Fig. 2.5. Therefore, no extra configuration memory bits are
required to route the VDD-control, and the extra routing resources are only pass-
gates and wires.
2.3.3 Circuit implementation
Fig. 2.10 shows the structure of an LB. The LB mainly consists of an LUT, an
output register, a handshake controller, a programmable power supply, a VDD
controller and three level shifters. The VDD controller is supplied with VDDL,
and the gray region is supplied with the programmable power supply. The inputs
of the VDD controller are the input data from the previous LBs of the data path.


























Fig. 2.11: VDD controller.
shifters are required for each input signals. In the proposed FPGA, the VDD
controller is supplied with VDDL since the delay overhead is smaller than that of
the level shifters. As mentioned in the later, since the LUT is based on dynamic
circuit, no level shifter is required for the inputs. Hence, in the LB, only three
level shifters are required for control signals. As a result, the power and area
overheads of the power domain interface are small.
Fig. 2.11 shows the structure of the VDD controller. For simplicity, instead
of a four-input VDD controller which is used in the actual LB, a two-input VDD
controller is shown. The VDD controller mainly consists of a data arrival detec-
tor, a programmable delay, pass-gates and latches. The data arrival detector is
also used to generate the request signal (Req) for the LUT and the handshake
controller. Since the Req generating circuit is also required for conventional asyn-
chronous FPGAs, the overheads of the VDD controller are small. The behavior
of the VDD controller can be classified into two cases. Fig. 2.12 shows the case
where one data arrives earlier than the other data for a predefined threshold time
Tth (Case0), and Fig. 2.13 shows the case where the two data arrive at almost



















Fig. 2.12: Behavior of the VDD controller (Case0: In0 arrives earlier than In1 for the
predefined threshold time Tth).
In Case0, as shown in Fig. 2.12, In0 arrives earlier than In1. When In0 ar-
rives, Data-arrival in0 is set from “0” to “1”. When In1 arrives, Data-arrival in1
is set from “0” to “1”. Since In0 arrives earlier than In1, the waveform of Earliest-
data-arrival is same as that of Data-arrival in0. Earliest-data-arrival propagates
through the programmable delay, and the delayed signal is PD out. The delay
time of the programmable delay is used as the predefined threshold time Tth, and
is determined such that the earlier arriving data (In0 ) arrives earlier than the
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other data (In1 ) even if the supply voltage of the LB which sends the earlier
arriving data (In0 ) is VDDL. When In0 arrives, pass-gate PG0 is opened. Since
PG0 is opened before PD out arrives at Latch0, VC out in1 is kept as “0”. Then
the supplied voltage of the LB which sends In1 is kept as VDDH. When In1
arrives, PG1 is opened. Since PG1 is opened after PD out arrives at Latch1,
VC out in0 is set to “1”. Then the supplied voltage of the LB which sends In0
is switched to VDDL.
In Case1, as shown in Fig. 2.13, In0 and In1 arrive at almost the same time.
Since PG0 and PG1 are opened before PD out arrives at the latches. Then the
supplied voltage of the LBs which send In0 and In1 are kept as VDDH.
Fig. 2.14 shows the structure of the LUT. For simplicity, instead of a four-
input LUT which is used in the actual LB, a two-input LUT is shown. As a
typical manner, to implement LB-level fine-grain DVFS for an FPGA, each input
of LBs requires a level-shifter. Moreover, since the dual-rail encoding is used, the
number of level shifters in the asynchronous FPGA is twice as many as that in a
synchronous FPGA. The large number of level shifters causes a large power and
a large area overheads. In order to resolve this problem, dynamic circuit is used
to reduce the number of level-shifters. The request signal (Req) is used as the
pre-charge signal. That is the circuits pre-charge when Req=0, evaluate when
Req=1. Since pull-down network is used, regardless the voltage of the supply
voltage used in previous LBs and the current LB, no level-shifter is required for
the LUT [26]. The behavior of the LUT is as follows. When Req = 0, the
values of Out.t and Out.f are “0”, that is the output represents a spacer in the
four-phase dual-rail encoding. When Req = 1, the values of Out.t and Out.f are










































(b) Out.f generating circuit.
Fig. 2.14: LUT structure.
is the output represents a data in the four-phase dual-rail encoding.
2.4 Evaluation
An FPGA based on the proposed supply-voltage scheme is fabricated using the e-
Shuttle 65nm CMOS process. Fig. 2.15 and Table 2.2 show the micro-photograph
and the features of the proposed FPGA, respectively. The chip includes 100 cells,
where a cell consists of an LB, a CB and an SB as shown in Fig. 2.16. Correct










Evaluation of 100 series-connected cells
Chip micro-photograph
Fig. 2.15: Chip micro-photograph and the measured waveform of the proposed FPGA.
Table 2.2: Features of the proposed FPGA.
Process e-Shuttle 65nm CMOS
Standard supply voltage 1.2V
Chip size 2.1mm × 2.1mm










Fig. 2.16: Structure of a cell.
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Table 2.3: Comparison between cells of an asynchronous FPGA using a single supply
voltage and the proposed FPGA.
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Table 2.3 shows the comparison between a conventional asynchronous FPGA
using a single supply voltage and the proposed FPGA. The evaluation circuit is
a cell as shown in Fig. 2.16. For an example, VDDH and VDDL are respectively
set as 1.2V and 0.9V in the proposed FPGA. Compared to the conventional
asynchronous FPGA, the transistor count is increased by 29%. This hardware
overhead is mainly caused by the VDD-controller in the LB and the programmable
switches for the VDD-control signal in the CB and the SB. Since the proposed
FPGA supplied with VDDL uses a lower supply voltage than the conventional
asynchronous FPGA, the processing time is increased by 92% and the processing
energy is reduced by 33%. The processing energy of the proposed FPGA supplied
with VDDH is lower than that of the conventional asynchronous FPGA. This is
because the data arrival detector is always supplied with VDDL. For the same
reason, the processing time of the proposed FPGA supplied with VDDH is larger




















Cell supplied with VDDH
Cell supplied with VDDL
Fig. 2.17: Relationship between the energy consumption and VDDL.
Fig. 2.17 shows the relationship between the energy consumption and VDDL,
and Fig. 2.18 shows the relationship between the processing time and VDDL.
The evaluation circuit is a cell. The energy consumption in Fig. 2.17 consists
of the processing energy and the VDD-control energy. The processing time and
energy consumption of the cell supplied with VDDH depends not only on VDDH
but also on VDDL. This is because the data arrival detector is always supplied
with VDDL.
Fig. 2.19 shows the relationship between the dynamic energy consumption
and the ratio of the LBs supplied with VDDL to the total LBs. The evaluation
circuit includes 100 cells. In an MPEG-4 video codec application, 68% of the
LBs can be supplied with VDDL [33]. If 0.7V is chosen for VDDL, the energy is
reduced by 35% compared to the conventional asynchronous FPGA.
























Cell supplied with VDDH
Cell supplied with VDDL

























Ratio of LBs supplied with VDDL to the total LBs
Conventional asynchronous FPGA
Proposed FPGA (VDDH: 1.2V, VDDL: 0.9V)
Proposed FPGA (VDDH: 1.2V, VDDL: 0.7V)
Fig. 2.19: Relationship between the energy consumption and the ratio of the LBs


























Fig. 2.20: Definition of the workload.
The total energy consumption per data set of the synchronous FPGA includes
the power consumption by clock distribution. The clock distribution network of
synchronous FPGAs consumes power, even when the FPGA itself is not used;
clock network customization to address this issue appears to be impractical [1,2].
Based on this consideration, we evaluate the relationship between the dynamic
energy consumption and workload for the synchronous FPGA and the proposed
FPGA. The workload refers to the rate of the number of active-state cycles to
the total number of cycles. Fig. 2.20 explains the workload. The vertical axis
denotes the state of a circuit (active or inactive), and the horizontal axis denotes
cycles. The number of active-state cycles of Fig. 2.20 is given by
15 + 10 + 5 + 10 = 40[cycles]. (2.1)
Then, the workload is given by
40/100× 100(%) = 40[%]. (2.2)
In our evaluation model, we specify workload instead of the workload distribu-






















Fig. 2.21: Comparison between a synchronous FPGA and the proposed FPGA (8×8-bit
array multiplier).
example, we do not assume that the workload is distributed evenly over time.
Fig. 2.21 shows the comparison between the synchronous FPGA and the pro-
posed FPGA. The evaluation circuit is an 8×8-bit array multiplier. In typical
applications, the workloads are in the range of 20% to 40%. In this case, the
proposed FPGA reduces the dynamic energy by 23% to 45% compared to the
synchronous FPGA.
2.5 Conclusion
This chapter proposed a fine-grain DVFS scheme called self-adaptive voltage con-
trol for low-power FPGAs. In order to decide the supply voltage for each LB, an
asynchronous architecture is exploited. LBs on the sub-critical path are switched
to a lower supply voltage to reduce the power consumption. In the proposed
FPGA, the supply voltage of each LB is self-adaptive to the workload, data path,
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process variation and temperature. Moreover, in order to reduce the overheads of
level shifters used at the power domain interface, an LUT without level shifters is
employed. Because of the small overheads of the proposed supply-voltage-control
scheme and the power domain interface, the granularity size of the power domain







As the transistor feature sizes and threshold voltages decrease, the static power
due to leakage current becomes comparable to dynamic power. Especially, in
FPGAs, the static power is a serious problem because it has an enormously large
number of transistors to achieve its programmability. Current high-end FPGAs
consume over 1W of the static power, while low-cost FPGAs consume up to 100’s
mW [3–5]. Power gating has emerged as the most effective design technique to
achieve low static power [6]. Power gating techniques are based on selectively
setting the functional units into a low leakage mode when they are inactive.
The power consumption of power gating circuitry is consumed by the sleep
controller, the sleep signal distribution network and the sleep transistors. The
fundamental challenge for any power gating technique is to ensure that the saved
static power outweighs the power overhead of the power gating. Power gating
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techniques are classified into two types: coarse-grain power gating and fine-grain
power gating. In coarse-grain power gating, a large number of LUTs share a
single sleep controller so the area and power overheads of the sleep controller are
relatively small. However, if any LUT within a coarse-grain power-gated domain
is active, none of the LUTs which share the same sleep transistor can be set to
the sleep mode. FPGAs with coarse-grain power gating also causes a large dy-
namic power and area overhead in the sleep signal distribution network since it is
distributed to many LUTs through programmable interconnection resources. On
the other hand, in fine-grain power gating, each LUT has its own sleep transistor
and related sleep controller, so when any LUTs are inactive, they can be set to
the sleep mode immediately. This results in much lower static power compared
to coarse-grain power gating. Especially, for FPGAs, no programmable intercon-
nection resources for distributing the sleep signal is required. In fine-grain power
gating, each LUT has its sleep controller, the number of the sleep controllers is
much larger than that of coarse-grain power gating. In synchronous architectures,
the sleep controller consists of some memory bits to store the sleep time and a se-
quencer for control. Note that the sleep controller is always running. This results
in large area and dynamic power overheads. Due to these overheads, fine-grain
power gating is commonly assumed to be less efficient than coarse-grain power
gating, although it has the potential to cut most of the static power [3, 7]. In
spite of the importance of efficient sleep controllers, most studies on power gating
focused on power-gated circuits or power-gated domain partitioning, but little
work is carried out for sleep controllers.
In this chapter, we present a low power FPGA. To reduce dynamic power
consumption, we introduce an LEDR (Level-Encoded Dual-Rail) based architec-
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ture, which achieves the lowest dynamic power consumption among all dual-rail
asynchronous architectures we have considered. To reduce the static power, a
LUT-level power gating technique called autonomous fine-grain power gating is
proposed. Our asynchronous architecture detects the activity of a power-gated
domain, and uses this activity to determine when to shut down and wake up the
power-gated domain. The activity of a power-gated domain can be easily detected
by comparing the phases of the input data with that of the output data. In this
technique, since the activity of each LUT can be detected easily, the area and
the power overheads of the sleep controller are small. Using the ASPLA 90nm
CMOS process, we have fabricated a test chip which is used for our experimental
evaluation. In the test chip, the granularity size of the power-gated domain is as
fine as a single 2-input-and-1-output LUT. Thanks to the small power overhead
of the sleep controller, the energy penalty for entering the sleep-state from the
active-state and exiting the active-state from the sleep-state is small. As a result,
leakage energy savings compensates for the energy penalty even if the sleep time
is as short as tens of nanoseconds. In other words, it is worth entering the sleep
state even if the sleep time is as short as tens of nanoseconds. We use an image
processing application called “template matching” for evaluation. Since the pro-
posed FPGA is suitable for processing where the workload changes dynamically,
an adaptive algorithm where a small computational kernel is employed. Com-
pared to the synchronous FPGA and the asynchronous FPGA without power
gating, the power consumption of the proposed FPGA is reduced respectively by




In asynchronous FPGAs, the clock and clock distribution network create several
difficult challenges, namely dynamic power consumption and clock skew.
References [27,34] proposed asynchronous FPGAs based on bundled-data en-
coding, the most common asynchronous encoding. In this encoding, delay ele-
ments are used for the control path. The worst-case minimum delay of delay
elements must be larger than the worst-case maximum delay of the data-path.
Thus, the use of delay elements limits the throughput. Especially, for FPGAs,
since the data path is programmable, complex programmable delay elements are
required. References [29, 35] proposed asynchronous FPGAs based on dual-rail
encoding which requires no delay insertion. They use four-phase dual-rail encod-
ing because of relatively small hardware cost. However, as shown in Fig. 2.3, in
four-phase dual-rail encoding, a spacer must be inserted between two consecutive
valid data values. This results in low throughput and high dynamic power con-
sumption because of the large number of signal transitions. References [19, 20]
proposed asynchronous FPGAs based on LEDR encoding. LEDR is one of several
2-phase dual-rail encodings [36]. In LEDR encoding, no spacer is required. Table
3.1 shows the code table of LEDR encoding. In LEDR encoding, each data value
has two types of code words with different phases. Fig. 3.1 shows the example
where data values “0”, “0” and “1” are transferred. The main feature is that the
sender sends data values alternately in phase 0 and phase 1. Because no spacer
is required, the number of signal transitions is half of four-phase dual-rail encod-
ing. As a result, the throughput is high and the power consumption is small.
Based on this observation, in the proposed FPGA, LEDR encoding is employed
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Fig. 3.1: Example of LEDR encoding.
for implementing the asynchronous architecture to reduce the dynamic power.
3.2.2 Sleep signal generation techniques for power gating
Sleep signal generation techniques for power gating are roughly classified into two
categories: software-based ones [37,38] and hardware-based ones [39,40].
Software-based techniques are based on offline analysis of application code to
identify periods of inactivity. Hardware and software approaches for software-
based techniques are proposed in [37] and [38]. Although the software-based
technique can dynamically track the utilization of the function units and in turn
assist the task of sleep signal generation, it suffers from large power and de-
lay overheads [40, 41]. These overheads make the software-based technique not
suitable for fine-grain power gating.
Hardware-based techniques for relative fine-grain power gating have recently
appeared [39, 40]. They were originally proposed for microprocessors. In the
techniques proposed in references [39] and [40], the activities of the power-gated
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domain are extracted from the instruction flow. A power-gated domain is shut
down after it stays idle for a given threshold. Reference [39] proposed a Static
Sleep Signal Generator (SSSG) technique where the threshold time is predefined.
Reference [40] proposed a Dynamic Sleep Signal Generator (DSSG) technique
where the threshold time dynamically changes according to the requirements
of the running application. The DSSG technique enhances the accuracy of the
prediction of the standby period length by adding history-like information to the
threshold time decision making process. Since the SSSG and the DSSG techniques
both use an instruction level analysis of the activity of the power-gated domains,
they are applicable only to block-level power gating [40].
This chapter proposes a fine granularity sleep signal generation technique,
where the power-gated domain is as fine as a single 2-input-and-1-output LUT.
Table 3.2 summarizes the features of the previous work and this work. In terms of
the activity detection, only this work directly detects the activity of a power-gated
domain by exploiting asynchronous architectural features. In the asynchronous
architecture, the activity of the power-gated domain is easily detected by com-
paring the phases of the input data with the output data. Therefore, LUT-level
power gating is possible and the area and power overheads of activity detection
is small. In the conventional coarse-grain approaches, the power-gated domain
is controlled every clock cycle. In the proposed fine-grain approach, each logic
block has its own sleep controller. The use of asynchronous architecture allows
the small area and the small delay overheads. As a result, each logic block can
be turned OFF after operation completion with a small delay comparable to that
of a few small gates. In terms of the threshold time decision, the threshold time
in this work is predefined like SSSG since the hardware of DSSG requires large
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Table 3.2: Comparison between this work and previous work.









Architecture Synchronous Synchronous Asynchronous







Global controller Not required Required Not required
Dynamic power in 
the sleep state
None Exist None




overhead of the 
sleep controller
Medium Large Small





area and dynamic power overheads. In the DSSG, state machines for each power-
gated domain and a global counter are required for the threshold time decision.
The global counter always runs and its output is distributed to each power-gated
domain through programmable resources. As a result, the dynamic power over-
head consumed by the global counter and the distributed network of the output
is large. Moreover, dynamic power is consumed even in the sleep state. Due to
these area and dynamic power overheads, the DSSG technique is not suitable for
LUT-level power gating. Therefore, to achieve small overheads of the sleep con-
troller for LUT-level power gating, the threshold time of the proposed technique
is predefined. Because of LUT-level activity detection and small overheads, the





























Fig. 3.2: Overall architecture.
3.3 Architecture
3.3.1 Architecture overview
Fig. 3.2 shows the overall architecture of the proposed FPGA which has a mesh-
connected cellular array based on a bit-serial architecture. Each LB has a sleep
controller which controls the sleep transistor of the LUT. As the asynchronous
protocol, we employ LEDR encoding which is suitable for FPGAs [19, 20]. The
proposed architecture requires 4 wires: 2 for a data, 1 for acknowledge (ACK)
and 1 for wake-up. The wake-up signal is used to wake up the next LB in advance.
Since the next LB has already been woken up before the data arrives, there is no
penalty of the wake-up time.
Fig. 3.3 shows the structure of the cell. The switch block consists of pass-





































Fig. 3.3: Structure of a cell.
(V and R), one for the acknowledge signal and one for the wake-up signal. A
pass-switch block consists of four pass switches and a single memory bit. The
four pass switches are used for the four wires of the wire-set, respectively. The
pass switches are controlled by the same memory bit.
Since a LUT is small, the cost of switch blocks is a primary concern in map-
ping. A mapping technique called direct allocation of a Control/Data Flow Graph
(CDFG) is efficient for reducing the complexity of the interconnection network
of the resulting mapping [42–44]. As shown in Fig. 3.4(a), in the direct alloca-
tion, a behavior is given by a CDFG that represents data dependencies between
operations. Each node of the CDFG represents an operation, and each edge of
the CDFG represents a data dependency between the operations. As shown in
Fig. 3.4(b), to execute the behavior represented by the CDFG, its operations are
mapped onto the logic blocks. Each node of the CDFG is directly mapped to a
















Fig. 3.4: Direct allocation.
operation and the connection between logic blocks is fixed. In the direct allo-
cation, the input of a logic block is directly connected to the output of another
logic block. Therefore, the complexity of interconnection networks between logic
blocks is reduced.
3.3.2 Fundamental principle of autonomous fine-grain power gating
In an asynchronous architecture, it is easily detected whether a LUT is used
or not. Fig. 3.5 demonstrates the principle of the activity detection using the
asynchronous architecture. To explain easily, each LB is assumed to operate an
1-input-and-1-output function. As the initial state (t0), the phases of input and
the output data of the LB are phase “0”. If the new data arrives at the LB (t1),
the phase of the input data changes to “1”, and then the operation starts. When
the operation is complete (t2), the phase of the output data changes to “1” as the
same of the phase of the input data. After that, if the new data arrives at the LB
(t3), the phase of the input data changes to “0”, and then the operation starts.
When the operation is complete (t4), the phase of the output data changes to “0”
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Phase 0’s data Phase 1’s data
LBt1: Data arrival of phase 1’s data
LBt0: Initial state
LBt3: Data arrival of phase 0’s data
LBt4: Operationcompletion
LBt2Operationcompletion
Fig. 3.5: Activity detection using the asynchronous architecture.
as the same of the phase of the input data. In summary, when a new data arrives
at the LB, the phase of the input data is different from that of the output data.
When the operation is complete, the phase of the input data is the same as that
of the output data. Base on this consideration, the activity of the LB is detected
just by comparing the phases of the input data and the output data. The activity
information can be exploited to power OFF unused LBs and to wake them up.
Therefore, the proposed sleep controller just extracts and compares the phases of
input and output data. As a result, the area and power overheads of the proposed
sleep controller are much smaller than that in synchronous architecture.
Fig. 3.6 shows the simplest implementation of the autonomous fine-grain
power gating. In this scheme, the sleep controller consists of XOR gates and a
comparator. The XOR gates are used to extract the phases of the input and the


















Fig. 3.6: Simplest implementation and control strategy of autonomous power gating.
and output are the same or not. If the LB is busy, the phases of the input and
the output are different. Then the output of the comparator is “1”. If the LB
is idle, the phases of the input and the output are the same. Then the output
of the comparator is “0”. The output of the comparator which represents the
activity of the LB is directly used as the control signal of the sleep transistor. In
this implementation, the LB has two states: sleep and active. If the new input
data arrives at the LB, the LB turns to the active state, and the sleep transistor
turns ON to execute the operation. If the operation is complete, the LB turns to
the sleep state, and the sleep transistor turns OFF to reduce the leakage current.
However, this scheme has two problems as shown in Fig. 3.7. The first one is that
the wake-up time affects the delay time since the sleep transistor of the LB turns
ON after the input data arrives. The second one is that the switching power may
become larger than the saved power. This is because the sleep transistor turns












Fig. 3.7: Problems of the simplest implementation of autonomous power gating.
ActiveStandbySleep
Data arrive at the previous LBs Data arrival
Operation
completion
Data don’t come during
the threshold time
Power: ON Power: ONPower: OFF
Fig. 3.8: Control strategy of the proposed power gating method.
To solve this problem, we propose an efficient control strategy of the au-
tonomous fine-grain power gating. As shown in Fig. 3.8, the standby state is
used to
1. wake up the LB before the data arrives, and
2. power OFF the LB only when the data doesn’t come for quite a while.
The use of the standby state has two major advantages. Firstly, the wake-up time
can be hidden since the LB has already been woken up when the data arrivals.
Secondly, the dynamic power can be saved since the number of the unnecessary
switching of the sleep transistor is reduced.






















Fig. 3.9: Example of the proposed power gating method.
two LBs: LB1 and LB2 where LB1 is the “previous LB” of LB2. As shown in
Fig. 3.9(a), LB1 and LB2 are respectively in the standby and sleep state as the
initial state. To avoid the penalty of the wake-up time, LB1 which is the first LB
of the pipeline chain is not powered OFF. In other words, LB1 is in either the
standby state or the active state. As shown in Fig. 3.9(b), when the new data
arrives at “the previous LB” (LB1), a wake-up signal from LB1 is sent to LB2
to wake it up. Then, LB2 turns to the standby state. As shown in Fig. 3.9(c),
when the data arrives at LB2, LB2 turns to the active state. In this state, the














Fig. 3.10: Waveform of the sleep signal of proposed power gating method.
standby state. As shown in Fig. 3.9(d), LB2 turns to the standby state since
the operation of LB2 is complete. As shown in Fig. 3.9(e), if no data arrives
at LB2 during the threshold time, LB2 predicts that the data does not arrive
for quite a while. Then, LB2 turns to the sleep state and is powered OFF. The
threshold time is determined such that the LB is not powered OFF in a busy
condition where data arrives frequently. The method to decide the threshold
time is explained in reference [39]. The waveform of the sleep signal is shown in
Fig. 3.10. The LB is woken up before the data arrival and powered OFF only
while the LB is idle.
3.3.3 Circuit implementation
Fig. 3.11 shows the block diagram of a LB. Each LB mainly consists of a LUT, an
output register, a sleep controller, and a C-element. The LUT operates arbitrary
























Fig. 3.11: Block diagram of an LB.
for handshake protocol [32].
The gray region is the sleep controller. The Wake-up signals from previous
LBs are used to wake up the LB before the new input data arrives. The Data-
arrive signal is used to wake up the next LB when the data arrives. The phase
comparator is used to detect the data arrivals. Two latches retain the Wake-
up signals from previous LBs until all the input data arrive at the LB. The
programmable delay delays the sleep signal by the predetermined threshold time
in powering OFF the LB. There is no penalty of the wake-up time despite that
the whole sleep controller is composed of small-size-and-high-threshold-voltage
transistors. This is because the LB gets ready to wake up when the data arrives
at previous LBs. As a result, the area and power overheads are small.
Fig. 3.12 shows the block diagram of a phase comparator for a 2-input-and-
1-output LB. The phase comparator is used to detect the data arrival. Phases
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Phase-a Phase-b Phase-out
Va Ra Vb Rb Vout Rout
Reset(global)
Out
Fig. 3.12: Block diagram of a phase comparator.
Table 3.3: Truth table of the latch for the Wake-up signal.
Wake-up Data-arrival Out




of each data are extracted by XOR gates. If Phase-a and Phase-b are different
from Phase-out, it means that all new data has arrived. In that case, the LB
is active, and the output is “1”. Otherwise, it means that some data has not
yet arrived and that the LB cannot start the operation. In that case, the LB is
inactive, and the output is “0”.
Table 3.3 shows the truth table of the latch for the Wake-up signal. If the
Wake-up once goes to “1”, the latch retain the signal until all data arrive at the
LB. When all data arrive at the LB and no data arrives at the previous LBs, the
output of the latch is reset to “0”.
Fig. 3.13 shows the block diagram of the programmable delay. As described












Fig. 3.13: Block diagram of the programmable delay.
Table 3.4: Relationship between the memory configuration and the threshold time of
the programmable delay.
M0 M1 Normalized threshold time
0 0 Not use power gating
0 1 0.5
1 0 Not defined
1 1 1
predetermined threshold time, the LB predicts that the data does not arrive
for quite a while. Then, the LB turns to the sleep state and is powered OFF.
The programmable delay is used to power OFF an LB after it stays idle for the
predetermined threshold time. Therefore, the function of the programmable delay
is to delay the sleep signal by the predetermined threshold time in powering OFF.
Note that the programmable delay does not delay the sleep signal in powering
ON. The programmable delay consists of a series of OR gates and several memory
bits. The memory bits are used to program the delay time. Table 3.4 shows the
relationship between the memory configuration and the threshold time. Let us
consider a case when power gating is used. In powering ON the LB, Din turns


































M : Memory bit
Fig. 3.14: The multiplexer-based LUT for LEDR encoding (Only Vout is illustrated).
makes the output of the last OR gate to “1” immediately. In powering OFF the
LB, Din turns from “1” to “0”. The value “0” of Din propagates through the
series of OR gates so that the sleep signal is delayed. The use of more OR gates
and more memory bits make it possible to increase the number of choices of the
delay time.
In the proposed FPGA, LEDR encoding is used. For the LEDR-based FPGA,
the major consideration is designing a compact LUT. Fig. 3.14 shows the con-
ventional multiplexer-based LUT for the LEDR, where only Vout is illustrated,
and another LUT is necessary to obtain Rout. Based on two 2-bit inputs (Va, Ra)
and (Vb, Rb), Vout is determined. If the combination of the inputs is invalid (i.e. if
























Fig. 3.15: Block diagram of the proposed LUT.
by the feed back loop. To make a correct output for such invalid combination of
inputs, the number of multiplexers becomes large.
To solve this problem, the LUT based on a hybrid of decoders and multiplexers
was proposed in reference [19]. The hybrid LUT is extended to power gating.
Fig. 3.15 shows the block diagram of the proposed LUT, which consists of 4 sub-
modules. Each sub-module consists of a decoder, a multiplexer and a memory bit.
The decoders exclude invalid input patterns with different phases. Then, only
valid data are fed to the multiplexer. As a result, the numbers of multiplexers are
reduced, and the transistor count is reduced by 36% compared to the multiplexer
type LUT. Fig. 3.16 shows the detailed structure of a sub-module. For simplicity






























Fig. 3.16: Detailed structure and the behavior of the sub-module of the LUT for invalid
inputs.
of inputs is invalid (i.e. if the two inputs have the different phases), all pass-
transistors turn OFF according to the output of the decoder; the outputs of the
multiplexer are in a high-impedance condition; the previous outputs stored in
latch are kept. On the other hand, if input patterns are valid (i.e. if the two
inputs have the same phase), according to the output of the decoder, these two
pass-transistors turn ON; the value of the memory bit is selected as outputs; the
outputs are stored in the latches as shown in Fig. 3.17.
The major difference between the LUT in reference [19] and the proposed
LUT is that the proposed LUT has a sleep transistor. To reduce the static
power of the latches, the buffer of the latch is composed of small transistors with
high threshold voltages. In designing the LUT, the major consideration is to
guarantee that there is no indefinite value occurs due to the power gating. Such
indefinite values cause malfunctions in asynchronous architectures since the data





























(Va,Ra)=(1,1) (Data1,Phase0)   (Vb,Rb)=(1,1) (Data1,Phase0)
Fig. 3.17: Behavior of the sub-module of the LUT for valid inputs.
occurring, the sleep signal is input to the decoders. In the sleep mode, all pass-
transistors turn OFF according to the outputs of the decoders; the outputs of
multiplexers are in the high impedance condition; the latches keep the previous
operation result.
3.4 Evaluation
3.4.1 Evaluation of a single cell
The proposed asynchronous FPGA is fabricated using the ASPLA 90nm CMOS
process. Fig. 3.18 and Table 3.5 show the micro-photograph and the features of
the proposed FPGA, respectively. The chip includes 200 cells on 0.46mm×0.63mm
area, where a cell consists of an LB and a switch block. The sleep controller oc-
cupies 11% of the cell area. Correct operation of the proposed FPGA on the test
chip is confirmed.



















Evaluation of 200 series-connected cells
Fig. 3.18: Chip micro-photograph and the measured waveform of the proposed FPGA.
Table 3.5: Features of the proposed FPGA.
Process ASPLA 90nm CMOS
Supply voltage 1.0V
Area 1.5mm × 1.5mm (Core)
Cell size 34µm × 31µm
Number of cells 10 × 20
without power gating [19] and the synchronous FPGA. The synchronous FPGA
basically has the same architecture as the proposed asynchronous FPGA. It has
a mesh-connected cellular array. Each cell consists of a 2-input LUT, an output
register and a switch block. The difference between the proposed FPGA and
the synchronous FPGA is that the synchronous FPGA has a clock tree and does
not have power gating circuitry. All the evaluation results come from HSPICE
simulation.
Table 3.6 shows the advantages and overheads of the proposed FPGA running
at 85̊ C. The evaluation circuit is a cell which consists of a logic block and a switch
block as shown in Fig. 3.3. The number of power transistor switchings means
the number of transitions from the active state to the sleep state.
63


























































Energy of the 






















In this paragraph, the proposed FPGA is compared to the conventional LEDR-
based FPGA [19]. The static power of a cell is reduced by 69% in the sleep state,
and the area and the dynamic power of a cell are increased by 13% and 8%,
respectively. In the proposed FPGA, because the LB is powered ON before the
input data arrives, there is no delay overhead. In terms of area of a cell, since the
area is increased by 13%, the available logic is reduced by 12% under the same
area constraint. The area and dynamic power of the logic block are increased
by 14% and 6%, respectively. These overheads are mainly caused by the sleep
controller, including its phase comparator and programmable delay. The area and
the dynamic power of a switch block are increased by 13% and 22%, respectively.
These overheads are caused by routing the wake-up signal. As shown in Fig. 3.3,
the wake-up signal is propagated together with the data and the acknowledge
signal. No extra configuration memory bits are required to route the wake-up
signals; the extra routing resources, therefore, are only pass-switches and wires.
In this paragraph, the proposed FPGA is compared to the synchronous FPGA.
The static power of a cell is reduced by 38% in the sleep state, and the delay of
a cell is increased by 34%. In terms of area of a cell, since the area is increased
by 170%, the available logic is reduced by 63% under the same area constraint.
The total energy consumption per data set of the synchronous FPGA includes
the power consumption by clock distribution. The clock distribution network of
synchronous FPGAs consume power, even when the FPGA itself is not used;
clock network customization to address this issue appears to be impractical [1,2].
Based on this consideration, we evaluate the relationship between the power
consumption and workload for the synchronous FPGA, the conventional LEDR-
































































































Fig. 3.19: Evaluation in terms of power consumption at 85̊ C.
parameters: the number of cycles per second (Ncs), a workload and the num-
ber of power transistor switchings (Nps) instead of the workload distribution.
Note that Ncs corresponds to the data rate in asynchronous architectures or the
clock frequency in synchronous architectures. Therefore, no strong assumption
for workload distribution is required. For example, we do not assume that the
workload is distributed evenly over time.
Fig. 3.19 shows the evaluation results of a single cell at 85̊ C. Ncs is assumed
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Fig. 3.20: Relationship between the power consumptions and Ncs.
assumed to be 100, 10000 and 1000000 times/sec. The proposed FPGA provides
lower power consumption than the conventional LEDR-based FPGA and the
synchronous FPGA if the workload of the implemented application is less than
44%-45% and 55%, respectively. From this figure, the number of power switchings
has a small impact on the total power consumption since the power overhead of
the proposed sleep controller is small. Fig. 3.19 also indicates that the proposed
FPGA is suitable for low-workload applications.
Fig. 3.20 shows the relationship between the power consumptions and Ncs.
From Fig. 3.20, we obtain the relationship between the power reductions and
Ncs as shown in Fig. 3.21. The workload and the temperature are assumed
to be 20% and 85̊ C, respectively. Let P1, P2 and P3 be the power consump-
tions of the conventional LEDR-based FPGA, the synchronous FPGA and the
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] Power reduction of the synchronous FPGA
Power reduction of the LEDR-based FPGA
Fig. 3.21: Relationship between power reductions and Ncs.
based FPGA is given by
(P1− P3)/P1× 100[%], (3.1)
and the power reduction of the synchronous FPGA is given by
(P2− P3)/P2× 100[%]. (3.2)
In the proposed FPGA, if Ncs is larger than 40M/sec, Nps is assumed to be
10000. Otherwise, the cell turns to the sleep state immediately after each oper-
ation completion to save the static power considering the energy breakeven time
described later. When Ncs is small, the interval between each data is long even
in the active-state cycles, and it is worth switching the power switch to save
the static power after each operation completion. Compared to the conventional
LEDR-based FPGA, as Ncs decreases, the power reduction becomes larger. This
68
is because the ratio of the static power to the total power becomes larger and
the power gating becomes more efficient as Ncs decreases. Compared to the syn-
chronous FPGA, as Ncs decreases to 40M/sec, the power reduction decreases.
This is because reducing the dynamic power due to the clock tree is more effective
than reducing the static power of the proposed FPGA. As Ncs decreases from
40M/sec, the power reduction becomes larger. This result shows that the power
gating within a cycle is effective when the interval between each data is long.
Static power due to leakage current increases exponentially with temperature
[45]. Temperature dependence of the sub-threshold leakage current is important,
since digital VLSI circuits usually operate at elevated temperatures due to the
power dissipation (heat generation) of the circuit [46]. Therefore, we evaluated
our circuits at three different temperatures. Our results indicate that augmenting
the proposed FPGA has the greatest impact at higher temperatures. Based
on this consideration, the comparison in terms of power consumption is also
evaluated at 105̊ C and 125̊ C.
Figs. 3.22 and 3.23 show the evaluation results of a single cell at 105̊ C and
125̊ C, respectively. Ncs is assumed to be 200M/sec; Nps of the proposed FPGA
is assumed to be 100, 10000 and 1000000 times/sec. As mentioned above, the
number of power switchings has a small impact on the total power consumption
in the proposed architecture. Therefore, we omit the enlarged graphs around the
crosspoints. Although the power consumption of the clock network can be elim-
inated by the asynchronous architecture, the static power of the asynchronous
architecture is larger than that of the synchronous architecture due to its hard-
ware complexity. The ratio of the static power to the total power becomes higher
















































































Fig. 3.23: Evaluation in terms of power consumption at 125̊ C.
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Table 3.7: Energy breakeven time of the autonomous fine-grain power gaiting.
85̊ C 105̊ C 125̊ C
Energy breakeven time 25ns 16ns 10ns
tecture in high leakage environment such as in high temperature is less efficient
than that in low temperature. At 125̊ C, the conventional LEDR-based FPGA
is more efficient than the synchronous FPGA only if the workload is lower than
18%. Accordingly, for the asynchronous architecture, an efficient power gating
technique is necessary to achieve low power.
Compared with the conventional LEDR-based FPGA, the proposed FPGA
achieves much more power efficiency as the temperature increases. The proposed
FPGA provides lower power consumption than conventional FPGA if the work-
load of the implemented application is less than 59% and 73% at 105̊ C and 125̊ C
respectively. Compared with the synchronous FPGA, the proposed FPGA pro-
vides lower power consumption if the workload of the implemented application is
less than 46% and 42% at 105̊ C and 125̊ C respectively.
When power gating is used, the sleep controller and power switch consume
energy when transitioning between the sleep and active states. Energy breakeven
time is defined to be the point at which the leakage energy savings becomes equal
to the energy penalty incurred to entering and exiting the sleep state. If a circuit
sleeps for more than the energy breakeven time, it is worth switching the power
switch [47]. Table 3.7 shows the energy breakeven time of the proposed power
gaiting method. Due to the small power overhead of generating the sleep signal,
the energy breakeven times at 85̊ C, 105̊ C and 125̊ C are as short as 25ns, 16ns
and 10ns, respectively.




















Fig. 3.24: Workloads of four cells.
is estimated by using the measurements of “power of a single cell” shown in Figs.
3.19, 3.22 and 3.23 as follows. Let us consider the case where four cells are used
as shown in Fig. 3.24(a). The workloads of cell0, cell1, cell2 and cell3 are 30%,
15%, 25% and 10%, respectively. The temperature, Ncs and Nps of each cell are
assumed to be 85̊ C, 200M/sec and 10000, respectively. The power consumption
of each cell is estimated by using the workload and the measurements of “power
of a single cell” shown in Fig. 3.19. Table 3.8 shows the power consumptions of
the cells and the total power consumptions estimated by adding up the power
consumptions of all cells. As shown in Table 3.9, the total power consumption
can be also estimated by the average workload per cell. From the workloads of
the cells, the average workload per cell is
(30[%] + 15[%] + 25[%] + 10[%])/4 = 20[%]. (3.3)
From the average workload, the average power consumption per cell is estimated
from Fig. 3.19. The total power consumption per cell is estimated by multiplying
the average power consumption by the number of cells. From Tables 3.8 and 3.9,
the total power consumption of the case of Fig. 3.24(b) is same as that of Fig.
3.24(a).
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Synchronous 6.67uW 5.07uW 6.13uW 4.54uW 22.41uW
LEDR 5.58uW 3.49uW 4.89uW 2.79uW 16.75uW
Proposed 5.26uW 2.84uW 4.45uW 2.04uW 14.59uW
WL: Workload








The most accurate way to evaluate the power consumption is to use circuit
simulators such as HSPICE throughout the evaluation at a transistor level. How-
ever, FPGAs are too large to evaluate using only circuit simulators. Therefore,
our evaluation is based on the workload of cells as follows. The relationship be-
tween the workload of a cell and the power consumption of the cell is measured
using HSPICE simulation in advance as shown in Figs. 3.19, 3.22 and 3.23. The
whole circuit for a target application is divided into blocks such as multipliers,
and the workloads of the blocks are estimated at a cycle level. Each block is
mapped onto cells of an FPGA, and the workload of cells in the active state are
estimated. Using the workloads of the blocks and the workloads of cells in the
active state, we obtain the average workloads of cells throughput the target appli-
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18.5% 15% 22% 30%
Median 
filter
16.4% 17% 24% 33%
Elliptic filter 18.4% 15% 22% 30%
FFT 26.7% 8% 14% 21%
cation. Using the resulting average workload of cells and the pre-measured power
consumption of a cell, we estimate the total power consumption for the target
application by adding up the power consumptions of all the cells as mentioned
above.
3.4.2 Evaluation using benchmarks
In the following, the FPGAs are evaluated using four benchmarks: template
matching, median filter, elliptic filter [48], and 64-point FFT. Tables 3.10 and
3.11 summarize the results.
Template matching is used in a variety of applications, such as image pro-
cessing, MPEG encoding, and object recognition, among others. A template is
a square sub-image. The objective of template matching is to find a window
that is most similar to the template within an image. The similarity measure is
used to estimate how much similar the template and the candidate window are.
Given a template, a similarity measure is computed for all the possible candidate
windows. Then, the most similar candidate window is obtained. A sum of ab-
solute difference (SAD) is one commonly-used similarity measure. The smaller
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18.5% 38% 33% 30%
Median 
filter
16.4% 41% 36% 33%
Elliptic filter 18.4% 38% 32% 30%
FFT 26.7% 25% 20% 17%
SAD means that the template is more similar to the candidate window. Tem-
plate matching is computation-intensive processing since SADs are computed for
many candidate windows and even a single SAD includes many operations. To
reduce the computational amount, we use the adaptive algorithm [49]. Given a
template, the similarity measure is calculated for many candidate windows. In
the adaptive algorithm, an SAD is calculated in a pixel serial manner. If the
intermediate value of the SAD exceeds the current minimum SAD for previous
candidate windows, the SAD calculation is stopped since the window is found not
to be the most similar windows to the template. When this adaptive algorithm
is executed by processing elements in parallel for windows, the workloads of pro-
cessing elements varies depending on the windows. Such a variance of workloads
is suitable for the proposed FPGA since the processing elements can turns off
automatically depending on their workloads. Moreover, the adaptive algorithm
is suitable for the proposed FPGA, since the average workload per cell is low
as 18.5%. We consider images having dimension 512× 512 pixels and templates
having size 16 × 16. In order to achieve high throughput and area efficiency,
bit-serial pipeline architecture is fully employed. Basically, a processing element
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for SAD computation is designed based on the mapping [42] except that a full
adder is constructed by some cells in the mapping of the proposed FPGA. This is
because the cell of the proposed FPGA does not have a carry logic unlike [42]. In
the evaluation, the number of cycles per second is assumed to be 200M/sec. The
maximum throughput is determined by the critical path delay of a full adder,
which is estimated to be 2nsec. Hence, the maximum number of cycles per sec-
ond is estimated to be 500M/sec, which is enough high for image processing at
the video rate (30 frames/sec). Compared to the LEDR-based FPGA, the power
consumption is reduced by 15%, 22% and 30% at 85̊ C, 105̊ C and 125̊ C, respec-
tively. Compared to the synchronous FPGA, the power consumption is reduced
by 38%, 33% and 30% at 85̊ C, 105̊ C and 125̊ C, respectively.
For median filter, the bit-serial pipeline architecture is fully employed like the
template matching example. The quick sort is employed to reduce the compu-
tational amount, and the average workload per cell is low as 16.4%. Compared
to the conventional LEDR-based FPGA, the power consumption of the proposed
FPGA is reduced by 17%, 24% and 33% at 85̊ C, 105̊ C and 125̊ C, respectively.
Compared to the synchronous FPGA, the power consumption of the proposed
FPGA is reduced by 41%, 36% and 33% at 85̊ C, 105̊ C and 125̊ C, respectively.
For elliptic filter, the bit-serial pipeline architecture is fully employed, too.
Pipelined parallel-serial multipliers [50, 51] are used to enhance the throughput.
Although multipliers occupy a larger area than adders, their workloads are low
because of data dependency. As a result, the average workload per cell is low as
18.4%. Compared to the conventional LEDR-based FPGA, the power consump-
tion of the proposed FPGA is reduced by 15%, 22% and 30% at 85̊ C, 105̊ C and
125̊ C, respectively. Compared to the synchronous FPGA, the power consump-
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tion of the proposed FPGA is reduced by 38%, 32% and 30% at 85̊ C, 105̊ C and
125̊ C, respectively.
For 64-point FFT, the bit-serial pipeline architecture is fully employed, too.
In order to enhance the total throughput, we use as many adders as five and one
multiplier. As a result, the average workload per cell is relatively high as 26.7%.
Compared to the conventional LEDR-based FPGA, the power consumption of
the proposed FPGA is reduced by 8%, 14% and 21% at 85̊ C, 105̊ C and 125̊ C,
respectively. Compared to the synchronous FPGA, the power consumption of
the proposed FPGA is reduced by 25%, 20% and 17% at 85̊ C, 105̊ C and 125̊ C,
respectively.
3.5 Conclusion
This chapter proposed an asynchronous FPGA based on autonomous fine-grain
power gating with small overheads. In asynchronous architecture, the activity
of an LB is easily detected only by comparing the phases of the input and the
output data. To implement the autonomous fine-grain power gating efficiently,
the standby state is used to wake up the LB before the data arrives and power
OFF the LB only when the data doesn’t come for quite a while. As a result, the
wake-up time can be hidden and the dynamic power of unnecessary switching of







for static power reduction
4.1 Overview
DPGAs [8,9] provide more area-efficient implementations than conventional FP-
GAs. Since most of the computations do not run simultaneously, large applica-
tions can be broken into several small sub-programs. These sub-programs can
share the same hardware resources by scheduling them into different time slots.
One of typical DPGA architectures is multi-context architecture [10]. An
DPGA based on multi-context architecture is MC-FPGA. In MC-FPGAs, each
program or application is assigned to a separate context. The MC-FPGAs have
multiple memory bits per configuration bit for fast switching contexts. Fig. 1.3
shows a typical MC-FPGA architecture which consists of a mesh-connected cel-









Fig. 4.1: Example of a function of an MC-switch (four contexts).
tion data, an MC-switch is used. Fig. 1.4 shows structure of the MC-switch with
four contexts. In an MC-switch, each memory bit corresponds to a configuration
memory bit for the relevant context. The configuration data is selected according
to the signal of the context-ID (context signal). The context signal is broadcasted
to all MC-switches. Fig. 4.1 shows an example of a function of the MC-switch.
The vertical axis denotes the state of the MC-switch (ON or OFF), and the hor-
izontal axis denotes the context-ID. If the MC-switch is ON, terminals TL and
TR are connected. Otherwise, the terminals are disconnected. In this example,
the MC-switch is ON at contexts 0 and 2, and is OFF at contexts 1 and 3. To
implement this function, the storage values of SRAM bits (M0, M1, M2, M3) in
Fig. 1.4 are set to (1, 0, 1, 0).
The conventional MC-FPGAs using SRAM as the configuration memory has
two major problems [11]. The first problem is that the SRAM-based MC-FPGAs
have large area and standby power for the configuration memory. The MC-
FPGAs have a large number of memory bits to store the configuration data. Since
the large area of an SRAM bit, the area of the configuration memory is dominant
in area. Moreover, the large number of SRAM bits causes a problem in standby
power because of their leakage current. The second problem is that the SRAM-
based MC-FPGAs is difficult to apply for lower-power embedded applications
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such as mobile information applications since the power-up time and configuration
power is large. The low-power embedded applications tends to require frequent
power ON and OFF to save power consumption. However, the SRAM-based MC-
FPGAs lose their configuration data when power is OFF. The SRAM-based MC-
FPGAs must be reconfigured every time when power is ON. The configuration
data is typically stored in an external non-volatile memory such as the EEPROM
or FLASH memory, and the data is loaded into the MC-FPGAs after power up.
In order to solve these problems, an MC-switch based on a Functional Pass-
Gate (FPG) using multiple-valued signals was proposed [52]. The FPG performs
as a pass transistor and a threshold logic, where the threshold value is stored in
the FPG [53]. In Ref. [52], a Floating-Gate MOS (FGMOS) transistor is used as
an FPG. To implement the efficient threshold function, multiple-valued signals
are used. By using the FGMOS-FPG-based MC-switch, the MC-FPGA achieves
small area, low standby power and instant power-ON. Although the MC-switch
is more area-efficient than the SRAM-based one, it still has redundancy. In other
words, there are multiple different threshold patterns to implement the same
function.
In order to eliminate this redundancy, an MC-switch based on FGMOS-FPG
using multiple/binary valued hybrid signals was proposed [54–56]. Like Ref. [52],
multiple-valued signals are used to implement the threshold function. Moreover,
binary-valued signals are also used to divide the function of an MC-switch into
sub-functions such that each sub-function has only two contexts. Since the sub-
functions are not overlapped in contexts, there is no redundancy in the MC-
switch. However, FGMOSs require a dedicated process and a high programming
voltage. As a result, FGMOSs are difficult to integrate with CMOS circuits on a
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single chip.
This chapter presents an area-efficient and non-volatile MC-switch based on
Ferroelectric-Capacitor FPG (FC-FPG). Like Refs. [55, 56], the proposed MC-
switch uses the multiple/binary valued hybrid signals to eliminate the redundancy
of the MC-switch. The process of the FCs is compatible with CMOS transistors
and the programming voltages of the FCs are the same as CMOS transistors.
As a result, FCs are suitable to integrate with CMOS circuits on a single chip.
Capacitive coupling of two FCs is exploited to realize the multiple thresholds using
FCs that are binary storage devices. The test chip for four contexts is fabricated
in a 0.35µm-CMOS/0.60µm-ferroelectric-capacitor process. The transistor count
of the proposed multi-context switch block is reduced to 63% in comparison with
that of the SRAM-based one.
4.2 Related work
An MC-switch based on an FPG using only multiple-valued signal was proposed
[52]. The MC-switch is designed using threshold functions and multiple-valued
signals. For the case of N contexts, an arbitrary function of an MC-switch is
given by OR-ing N/2 window-literals at most. In other word, an N -context
MC-switch is implemented by an circuit which OR-ing N/2 window-literals. An
window-literal is implemented by AND-ing an up-literal and a down-literal. An
up-literal is a monotone increasing function. Given the logical threshold value
Lth and logical control value Cm, an up-literal FUL(Cm, Lth) is given by
FUL(Cm, Lth) =













(b) Function of the FPG.
Fig. 4.2: FPG and its function.
An down-literal is a monotone decreasing function. Given the logical threshold
value Lth and control value Cm, an down-literal FDL(Cm, Lth) is given by
FDL(Cm, Lth) =
 1 Cm ≤ Lth0 otherwise. (4.2)
In order to implement the MC-switch in an area-efficient manner, an FPG is
employed [53]. Fig. 4.2 shows the block diagram of the FPG and its function.
The FPG performs as a pass transistor and a threshold logic, the logical value
of the threshold is programmable and is stored in the FPG. The logical value
of the threshold is called Lth in this chapter. If the logical value of the control
signal (Control) is larger than the logical threshold value, terminals TL and TR
are connected, and the state of the FPG is ON. Otherwise, they are disconnected,
and the state of the FPG is OFF. As a result, the FPG implements an up-literal.
Fig. 4.3 shows the MC-switch based on FPG, The equivalent SRAM-based
circuit of the MC-switch is shown in Fig. 1.4. Terminals TL and TR in Fig. 4.3
are respectively correspond to terminals TL and TR in Fig. 1.4. Signals Cm and











Fig. 4.3: MC-switch using multiple-valued signals (four contexts).
2 and 3 correspond to the context-ID 0, 1, 2 and 3. The logical value of Cm is
defined as N − Cm − 1. Hence, Cm = 3 − Cm for N = 4. Note that the down-
literal FDL for Cm is implemented by the up-literal using Cm. As a result, the
FPG using Cm as the control signal implements a up-literal, and the FPG using
Cm as the control signal implements a down-literal. Since a window-literal is
generated by wire-ANDing an up-literal and a down-literal, the upper two FPGs
implement a window-literal and the lower two FPGs implement another one.
By wire-ORing the two window-literals, an arbitrary function of an N -context
MC-switch is implemented. In Ref. [52], the FPG is implemented by a single
four-valued FGMOS where the logical threshold value is programmed as -0.5,
0.5, 1.5 or 2.5. As a result, a four-context MC-switch consists of four FGMOSs.
The problem of the MC-switch using multiple-valued signals is its redundancy.
The MC-switch consists four FPGs, each of which stores one of four threshold
values. Therefore, the number of storage patterns of the MC-switch is 44 = 256.
However, the required number of storage patterns for a 4-context MC-switch is
only 24 = 16. Therefore, most of the storage patterns, 240(= 256− 16) patterns
are redundant. Due to this redundancy, the MC-switch using multiple-valued
signals is inefficient in area.
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(b) Sub-function F1 (c) Sub-function F2
Fig. 4.4: Function division of the MC-switch using multiple/binary valued hybrid sig-
nals (four contexts).
4.3 MC-switch based on an FPG using multiple/binary
valued hybrid signals
In order to eliminate the redundancy of the MC-switch using multiple-valued
signals, binary-valued signals are combined with multiple-valued signals in the
MC-switch [55,56].
Fig. 4.4(a) show the function F of an MC-switch for four contexts. As shown
in Figs. 4.4(b) and (c), function F is divided into two sub-functions F1 and
F2 in such that each sub-function has only two contexts. Sub-function F1 is for
context 0 and context 1, and sub-function F2 is for context 2 and context 3. Since
the two sub-functions are not overlapped in contexts, there is no redundancy in
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Fig. 4.5: Functional-pass-gate-based MC-switch using hybrid signals (four contexts).
two contexts is an up-literal or a down-literal. As a result, the MC-switch only
requires two literals for sub-function F1 and sub-function F2, respectively.
Fig. 4.5 shows the MC-switch using multiple/binary valued hybrid signals.
The function of the MC-switch is generated by wire-ORing two FPGs. Two
multiplexers are used for selecting the context signals for the two FPGs. As
mentioned in Section 4.5, in a switch block, such multiplexers are shared among
a lot of MC-switches. As a result, the hardware overhead of the multiplexers is
negligible. The upper FPG operates at context 0 and context 1, and the lower
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Table 4.1: Code table of the binary-valued and the multiple-valued signals for the
MC-switch using multiple/binary valued hybrid signals (four contexts).
Context-ID
Binary-valued Multiple-valued
Cb Cb Cm Cm
0 0 1 1 2
1 0 1 2 1
2 1 0 1 2
3 1 0 2 1
one at context 2 and context 3. Each control signal of the FPGs is a product
of a logical binary-valued context signal (Cb or Cb) and a logical multiple-valued
context signal (Cm or Cm), where the product of Cb and Cm is given by
Cb · Cm =
 0 (Cb = 0)Cm (Cb = 1). (4.3)
Table 4.1 summarizes the relation between the context-ID and the logical control
signals (Cb, Cb, Cm, Cm). Table 4.2 shows all functions of the MC-switch with
four contexts. The left part shows the target functions. Columns “C0”, “C1”,
“C2” and “C3” denote the states of the target functions at contexts 0, 1, 2
and 3, respectively. The right part shows the logical control signals and the
logical threshold values of the upper FPG and the lower FPG to implement the
target functions. This table shows that the MC-switch implements an arbitrary
function for four contexts. Fig. 4.6 shows the multiple/binary valued hybrid
control signals used in the MC-switch. Signal Cb determines which context each
FPG operates at. The value “0” of Cb corresponds to contexts 0 and 1, and
value “1” to contexts 2 and 3. When Cb = 0 (contexts 0 and 1), only the upper
FPG operates, where the FPG “operates” means that the state of the FPG is
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Table 4.2: All functions of the MC-switch using multiple/binary valued hybrid signals
(four contexts).
Target function Upper FPG Lower FPG
C0 C1 C2 C3 Control Lth Control Lth
0 0 0 0 Cb · Cm 2.5 Cb · Cm 2.5
0 0 0 1 Cb · Cm 2.5 Cb · Cm 1.5
0 0 1 0 Cb · Cm 2.5 Cb · Cm 1.5
0 0 1 1 Cb · Cm 2.5 Cb · Cm 0.5
0 1 0 0 Cb · Cm 1.5 Cb · Cm 2.5
0 1 0 1 Cb · Cm 1.5 Cb · Cm 1.5
0 1 1 0 Cb · Cm 1.5 Cb · Cm 1.5
0 1 1 1 Cb · Cm 1.5 Cb · Cm 0.5
1 0 0 0 Cb · Cm 1.5 Cb · Cm 2.5
1 0 0 1 Cb · Cm 1.5 Cb · Cm 1.5
1 0 1 0 Cb · Cm 1.5 Cb · Cm 1.5
1 0 1 1 Cb · Cm 1.5 Cb · Cm 0.5
1 1 0 0 Cb · Cm 0.5 Cb · Cm 2.5
1 1 0 1 Cb · Cm 0.5 Cb · Cm 1.5
1 1 1 0 Cb · Cm 0.5 Cb · Cm 1.5
1 1 1 1 Cb · Cm 0.5 Cb · Cm 0.5
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(a) Signal used by the upper FPG for up-literal.
Context-ID





(b) Signal used by the upper FPG for down-literal.
Context-ID





(c) Signal used by the lower FPG for up-literal.





(d) Signal used by the lower FPG for down-literal.
Fig. 4.6: Hybrid signals used in the MC-switch using multiple/binary valued hybrid
signals.
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determined by the threshold operation. The lower FPG does not operate (is
OFF) since the logical control signals Cb · Cm and Cb · Cm are 0 for Cb = 0. On
the other hand, when Cb = 1 (contexts 2 and 3), only the lower FPG operates,
and the upper FPG is OFF. Signal Cm and Cm are used to generate the control
signals for an up-literal and a down-literal, respectively. The logical threshold
value of the FPG corresponds to the threshold of the literal. For example, if the
control signal Cb ·Cm shown in Fig. 4.6(a) is selected, threshold operation is done
at the FPG between Cb · Cm and the pre-determined logical threshold value Lth
as shown in Fig. 4.7. As a result, an up-literal for contexts 0 and 1 is obtained.
Similarly, if the control signals Cb ·Cm, Cb ·Cm, and Cb ·Cm shown in Fig. 4.6(b),
(c) and (d) are selected, we obtain respectively a down-literal for contexts 0 and
1, an up-literal for contexts 2 and 3, and a down-literal for contexts 0 and 1.
4.4 MC-switch based on a ferroelectric-capacitor FPG us-
ing multiple/binary valued hybrid signals
4.4.1 Fundamental principle of ferroelectric-capacitors
An FC is one of non-volatile storage. The FC is physically distinguished from a
regular capacitor by substituting the dielectric with an ferroelectric material as
shown in Fig. 4.8(a). Fig. 4.8(b) is the symbol of an FC. An FC has two directions
of the remnant-polarization, and an FC is used as a variable capacitor. The
capacitance of the FC is determined by the direction of the remnant-polarization
and the direction of the Electric Potential Difference (EPD) applied across the
FC. If the direction of the remnant-polarization and the direction of the EPD are
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(c) Lth = 2.5.







(a) Structure. (b) Symbol.
Fig. 4.8: Ferroelectric Capacitor (FC).
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polarization and the direction of the EPD are the opposite, the capacitance of
the FC is large. An FC has a coercive voltage. If the direction of the EPD
applied across the FC is opposite to that of the remnant-polarization and the
amount of the EPD is larger than the coercive voltage, the remnant-polarization
of the FC changes to the opposite direction. This is called destructive operation.
Otherwise, the remnant-polarization of the FC does not change. This is called
non-destructive operation. An FC-FPG which executes non-destructive operation
was proposed [57, 58]. The FC-FPG executes only binary-valued functions and
cannot execute multiple-valued functions. Therefore, the FC-FPG cannot be
applied to the MC-switch using multiple/binary valued signals.
4.4.2 Multiple-valued ferroelectric-capacitor FPG
A multiple-valued FC-FPG for three-valued threshold functions was proposed
[59]. Fig. 4.9 shows the basic structure of the FC-FPG and its threshold functions,
where values S1 and S2 denote the polarization directions of the left FC and the
right FC, respectively. Depending on S1 and S2, there exists three threshold
functions whose threshold voltages are different from each other. Note that the
threshold function in Fig. 4.9(b) are implemented by two different sets (S1, S2) =
(0, 0) and (1, 1). In the following, the set (S1, S2) = (0, 0) is used for the threshold
function in Fig. 4.9(b) since it executes non-destructive operation and the set
(S1, S2) = (1, 1) does not. To execute the threshold function, voltage Vmul is
applied to terminal t1, and voltage 0V is applied to terminal t2. Vmul is the
voltage of a multiple-valued signal corresponding to the control signal of the FPG
shown in Fig. 4.2(a). The gate voltage of the pass transistor VG is generated
by the capacitive coupling effect of the two FCs, and VG determines the state
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(ON/OFF) of the pass transistor. Let Vt1 and Vt2 be the voltages of the terminals
t1 and t2, respectively. Since the relationship among the terminal voltages is
Vt1 >= VG >= Vt2, the directions of the EPD applied across each FC is always
left.
Figs. 4.9(a), (b) and (c) are arranged in an increasing order of the logical
threshold value.
Fig. 4.9(a) shows the FC-FPG where the threshold voltage is smallest, and
the logical threshold value is defined as 0.5. In Fig. 4.9(a), the direction of the
remnant-polarization of the left FC is right, and that of the right FC is left.
Since the direction of the EPD applied across each FC is left, the capacitance
of the left FC is much larger than that of the right FC. Since the gate voltage
of the pass transistor VG is generated by the capacitive coupling effect, the EPD
applied across the left FC is much smaller than that applied across the right FC.
As a result, voltage VG is approximately the same as voltage Vmul. In this way,
the operation is non-destructive, and the reason is as follows. In the left FC,
although the direction of the EPD applied across the FC is opposite to that of
the remnant-polarization, the amount of the EPD is small and is not larger than
the coercive voltage. Therefore, the remnant-polarization of the left FC does not
change. In the right FC, the direction of the EPD applied across the FC is the
same as that of the remnant-polarization. Therefore, the remnant-polarization of
the right FC does not change.
Fig. 4.9(b) shows the FC-FPG where the threshold voltage is larger than
Fig. 4.9(a), and the logical threshold value is defined as 1.5. In the following,
the set (S1, S2) = (0, 0) is used for the threshold function in Fig. 4.9(b) since
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(c) Logical threshold value = 2.5.
Fig. 4.9: Basic structure of an FC-FPG and its threshold function.
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the set (S1, S2) = (0, 0), the direction of the remnant-polarization of the left FC
and that of the right FC are left. Since the direction of the EPD applied across
each FC is left, the capacitance of the left FC and the right FC are the same.
Since the gate voltage of the pass transistor VG is generated by the capacitive
coupling effect, the EPD applied across the left FC is the same as that applied
across the right FC. As a result, voltage VG is approximately the same as voltage
Vmul/2. If the voltage of input signal Vmul is the same, VG of Fig. 4.9(a) is
smaller than that of 4.9(b). Therefore, to turn ON the pass transistor, Fig.
4.9(b) requires a higher voltage of Vmul. As a result, the threshold voltage of
Fig. 4.9(b) is larger than that of Fig. 4.9(a), and the logical threshold value of
Fig. 4.9(b) is defined as 1.5. In this way, the operation is non-destructive, and
the reason is as follows. In the left FC and the right FC, the direction of the
EPD applied across the each FC is the same as the direction of the remnant-
polarization of the FC. Therefore, the remnant-polarization of the FCs do not
change. The set (S1, S2) = (1, 1) has the same logical threshold value as the set
(S1, S2) = (0, 0) but it executes destructive operation. The reason that the set
(S1, S2) = (1, 1) executes destructive operation is as follows. In the left FC and
the right FC, the direction of the EPD applied across the each FC is opposite to
that of the remnant-polarization, and moreover, the amount of EPD is larger than
the coercive voltage. Therefore, the remnant-polarization of the FCs change.
Fig. 4.9(c) shows the FC-FPG where the threshold voltage is larger than Fig.
4.9(b), and the logical threshold value is defined as 2.5. In the direction of each
FCs in 4.9(c) is the opposite of that in 4.9(a). Therefore, in Fig. 4.9(c), the EPD
applied across the left FC is much larger than that applied across the right FC.
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Fig. 4.10: Structure of the FC-FPG in [59].
than Fig. 4.9(b), and the logical threshold value is defined as 2.5. Similarly to
Fig. 4.9(a), the operation is non-destructive.
When implementing the MC-switch using the basic FC-FPG, there are two
problems. The first one is that the gate voltage of the pass transistor (VG) is
not complete “V dd” or “0V ”, and then the pass transistor is not complete “ON”
or “OFF”. As a result, the delay and the power consumption of the data path
are increased. The second one is the leakage current between the two electrode
in an FC. The leakage current changes voltage VG after executing the threshold
function, and then causes a malfunction.
To solve these problems, we proposed an FC-FPG with a sense amplifier and
a feed-back loop in Ref. [59]. Fig. 4.10 shows the structure of the FC-FPG. The
sense amplifier is used to binarize the gate voltage of the pass transistor (VG). The
feed-back loop is used to apply the same voltage across the two electrodes of each
FC, and the remnant-polarizations of the FCs are retained steadily. However,












Fig. 4.11: Structure of the proposed FC-FPG.
count of the feed-back loop using multiplexers.
In order to overcome this area overhead, an area-efficient FC-FPG which does
not require the multiplexers is proposed in this chapter. In the proposed FC-
FPG, two cross-coupled inverters perform not only as a sense amplifier to binarize
the gate voltage of the pass transistor (VG) but as a memory bit to store the
binarized result. As a result, the multiplexers for the feed-back loop of Fig. 4.10
is eliminated.
Fig. 4.11 shows the structure of the proposed FC-FPG. The two cross-coupled
inverters perform as a sense amplifier to binarize the output voltage and as a
memory bit to store the binarized output. The FC-FPG has three modes: INI-
TIALIZE mode, OPERATE mode and STORE mode. To execute a function,
the FC-FPG executes the modes in the order: INITIALIZE mode, OPERATE
mode and STORE mode. Fig. 4.12 shows the behavior of the INITIALIZE mode.














Fig. 4.12: INITIALIZE mode of the proposed FC-FPG.
4.12(a) shows the FC-FPG in the INITIALIZE mode, and Fig. 4.12(b) shows the
equivalent circuit. In the INITIALIZE mode, in order to initialize node OutG,
terminal Initialize is set to logical value “1” and terminal t2 is set to logical value
“0”. Moreover, in order not to change the polarization of the FCs, terminals t1
and t3 are also set to logical value “0” which is the same as terminal t2. Fig. 4.13
shows the behavior of the OPERATE mode. Fig. 4.13(a) shows the FC-FPG
in the OPERATE mode, and Fig. 4.13(b) shows the equivalent circuit. In the
OPERATE mode, the FC-FPG executes the threshold functions shown in Fig.
4.9, and the cross-coupled inverters which perform as a sense amplifier binarizes
the output OutG to a binary signal OutSA. Fig. 4.14 shows the behavior of the
STORE mode. Fig. 4.14(a) shows the FC-FPG in the STORE mode, and Fig.
4.14(b) shows the equivalent circuit. In the STORE mode, signal OutG is set to
the binarized result OutSA, and is stored in the cross-coupled inverters. More-


















Fig. 4.13: OPERATE mode of the proposed FC-FPG.
logical value “0” and terminal Store is set to logical value “1”. As a result, the
EPD of two electrodes of each FC is “0”, and then the polarization of each FC is
retained steadily.
4.5 Area-efficient switch block architecture and evalua-
tion
MC-FPGAs have a high degree of redundancy in configuration data between
contexts [11, 60]. That is, in MC-FPGAs, less than 3% of configuration data are
changed when contexts are switched. Therefore, most of configuration data are
always “1” or always “0”, and most of MC-switches are “always ON” or “always
OFF” as shown in Table 4.3, where columns “C0”, “C1”, “C2” and “C3” denote
the states of the target functions at contexts 0, 1, 2 and 3, respectively. Based

















Fig. 4.14: STORE mode of the proposed FC-FPG.
Table 4.3: Configuration patterns of always ON and always OFF.
C0 C1 C2 C3
Always ON 1 1 1 1
Always OFF 0 0 0 0
is proposed. Fig. 4.15 shows the structure of the switch block. The switch
block is based on typical crossbar network structure, where crosspoint switches
are placed in a two dimensional array of N columns and N rows. In the switch
block, a crosspoint switch is implemented by a single MC-switch. The switch
block is divided into the upper part and the lower part, each of which consists
of N/2 rows of MC-switches. The multiplexers on the top and on the bottom of
each part are used to select the control signals for the MC-switches. Each of the
top multiplexers corresponds to the top multiplexer of Fig. 4.5, which is used
to control the upper FPG of the MC-switch of Fig. 4.5. Similarly, each of the



















































Fig. 4.15: Switch block structure using the proposed MC-switches.
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MUX








Fig. 4.16: Multiplexer used in the proposed switch block.
Table 4.4: Relation between the control signals selected by the top multiplexers of each
part and the functions of the MC-switches on the same column of each part (at contexts
0 and 1).
Control signals Functions
Top MUX of 
the upper part
Top MUX of 
the lower part
Upper part at 
C0 and C1
Lower part at 
C0 and C1
Cb•Cm Cb•Cm Up-literal Up-literal
Cb•Cm Cb•Cm Up-literal Down-literal
Cb•Cm Cb•Cm Down-literal Up-literal
Cb•Cm Cb•Cm Down-literal Down-literal
shows the structure of the multiplexer. The multiplexer consists of a conventional
multiplexer and an FC-based non-volatile SRAM [61]. In order to reduce the area
overhead of the multiplexers, each of the multiplexers is shared among the MC-
switches on the same column of each part. Note that all MC-switches on the
same column of each part implement either only up-literals or only down-literals
for each two contexts since the controls from the top and bottom multiplexers
are shared among them. Fig. 4.17 shows a single column of the switch block.
First, let us focus on the functions of the MC-switches at contexts 0 and 1.
The relation between the control signals selected by the top multiplexers and


























Fig. 4.17: A single column of the switch block.
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4.4 shows the control signals which are selected by the multiplexers. Columns
“Top MUX of the upper part” and “Top MUX of the lower part” denote the
control signals selected by the top multiplexer of the upper part and the top
multiplexer of the lower part, respectively. The right columns of Table 4.4 shows
the functions implemented by the MC-switches. Column “Upper part at C0 and
C1” denotes the functions implemented by each MC-switch on the upper part
at contexts 0 and 1. Similarly, column “Lower part at C0 and C1” denotes
the functions implemented by each MC-switch on the lower part at contexts 0
and 1. For example, if the top multiplexer of the upper part selects Cb · Cm
and the top multiplexers of the lower part selects Cb · Cm, each MC-switch of
the upper part implements an up-literal and each MC-switch of the lower part
implements a down-literal at contexts 0 and 1. Similarly, the functions of the
MC-switches at contexts 2 and 3 are determined by the control signals which are
selected by the bottom multiplexers. As mentioned above, most of MC-switches
are “always ON” or “always OFF”. Therefore, an efficient way of implementing
“always ON” or “always OFF” for each MC-switch is important. In the proposed
switch block, although the control signals are shared among the MC-switches on
the same column, each MC-switch can be independently set to “always ON”
or “always OFF”. This is because configuration patterns of “always ON” and
“always OFF” can be implemented by either an up-literal or a down-literal. The
mapping efficiency for more complex configuration patterns can be improved by
mapping same-type configuration patterns onto the same part of the same column.
For example, the MC-switches which implement up-literals are assigned to the
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Chip micro-photograph Measured waveform
Fig. 4.18: Chip micro-photograph and the measured waveform of the test chip.
The test chip for four contexts is fabricated in a 0.35µm CMOS / 0.60µm-
ferroelectric-capacitor process. Fig. 4.18 shows the micro-photograph of the test
chip. The three-valued threshold operation of the FC-FPG on the test chip is
confirmed. The logical values for the multiple-valued signals “0”, “1” and “2”
are represented by voltages 0V , 2.0V and 3.3V , respectively.
Table 4.5 shows the comparison in terms of transistor counts between the FC-
FPG-based MC-switch in Ref. [59] and the proposed MC-switch. Compared to
the FC-FPG-based MC-switches in Ref. [59], the transistor count is reduced by
35%, because the feed-back loop using multiplexers is eliminated in the proposed
MC-switch.
Table 4.6 shows the comparison between the SRAM-based MC-switch and
the proposed MC-switch. In terms of the transistor count, the proposed MC-
switch reduces the transistor count by 41%, because the threshold function and
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Table 4.5: Comparison in terms of transistor counts between the MC-switch in Ref. [59]
and the proposed MC-switch (four contexts).
MC-switch in Ref. [59] Proposed
Transistor count 34 22
FC count 4 4
Table 4.6: Comparison between the SRAM-based MC-switch and the proposed MC-
switch.
SRAM-based Proposed
Transistor count 37 22







of the context 
switching
445fW
INITIAL:      179fW 
OPERATE: 160fW 
STORE:        71fW 
(Total:         410fW)
Delay of the 
context switching
427ps
INITIAL:         237ps
OPERATE : 1065ps
STORE :        231ps
(Total:          1533ps)
Hspice simulation using 0.35um-CMOS/0.60um-ferroelectric-capacitor process
the non-volatile storage are merged into the proposed FC-FPG. Although the
proposed MC-switch requires FCs and the SRAM-based one does not, the FCs of
the proposed MC-switch are placed directly on the top of the CMOS transistors
and there is no area overhead. Moreover, in the proposed MC-switch, NMOS
transistors are mainly used. As a result, the proposed MC-switch reduces the
area by 46%. In terms of the leakage current, the proposed MC-switch reduces
the leakage current by 59% in the active state. Moreover, since the proposed
MC-switch is non-volatile, it is possible to turn OFF the power supply for saving
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the standby power in the standby state. In terms of the dynamic power of context
switching, the proposed MC-switch is smaller than that of the SRAM-based one.
In terms of the delay of context switching, the proposed MC-switch is larger
than that of the SRAM-based one. The reason is as follows. The FC-FPG
has three modes: INITIALIZE mode, OPERATE mode and STORE mode. To
execute a function, the FC-FPG executes the modes in the order, INITIALIZE
mode, OPERATE mode and STORE mode. The delay of the OPERATE mode
occupies a large portion of the total delay. From Table 4.6, the delay of the context
switching of the FC-FPG is larger than that of the SRAM-based MC-switch. This
is mainly due to the large delay of the OPERATE mode. In the OPERATE mode,
the data stored in the FCs is read, and then the data is binarized by the sense
amplifier. The large delay of the OPERATE mode is due to the multiple level
voltages. In other words, since the voltage of the input of the sense amplifier is
not complete ”Vdd” or ”Gnd”, the delay of the sense amplifier is large. A possible
solution is using a high-speed sense amplifier. However, such a high-speed sense
amplifier requires a large area overhead. In the proposed MC-switch using FC-
FPGs, the delay of the context switching is about 1.5ns, which is fast enough
for switching the context within a clock cycle because even the clock period of
state-of-art dynamically reconfigurable VLSIs is larger than 3.3ns (300MHz).
Fig. 4.19 shows the relations between switch block size and area for the
SRAM-based switch block and the proposed switch block. In a 32 × 32 switch
block, the transistor count of the SRAM-based one is reduced by 44%.
The proposed MC-switch can be extended for more than four contexts by
adding FPGs. Fig. 4.20 shows an MC-switch with eight contexts and Table 4.7



















Fig. 4.19: Relations between switch block size and area.
of four FPGs connected in parallel. Like the proposed four-context MC-switch,
each FPG implements a sub-function which has only two contexts. In other
words, the FPGs FPG1, FPG2, FPG3 and FPG4 operate at sets of contexts
(contexts 0 and 1), (contexts 2 and 3), (contexts 4 and 5) and (contexts 6 and
7), respectively. By wire-ORing the FPGs, the MC-switch is implemented. Note
that the multiplexers for selecting control signals can be shared with other MC-
switches like the proposed four-context MC-switch. Generally, an N-context MC-
switch is implemented by N/2 FPGs connected in parallel.
4.6 Conclusion
An area-efficient MC-switch based on an FC-FPG using multiple/binary valued
hybrid signals was presented. To eliminate the multiple different threshold pat-
terns to implement the same function, binary-valued signals are used to divide
the function into sub-functions. Since the sub-functions are not overlapped in
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In Out
mbb CCC ⋅⋅ 01
MUX Sel10 1
mbb CCC ⋅⋅ 01
mbb CCC ⋅⋅ 01
MUX Sel20 1
mbb CCC ⋅⋅ 01
mbb CCC ⋅⋅ 01
MUX Sel40 1
MUX Sel30 1
mbb CCC ⋅⋅ 01





Fig. 4.20: Structure of the proposed MC-switch with eight contexts.
contexts, there is no redundancy in the MC-switch. As a result, the number of
FPGs for the MC-switch is reduced to half in comparison with the FPG-based
MC-switch uses only the multiple-valued signals. For area-efficiency, two cross-
coupled inverters perform not only as a sense amplifier to binarize the gate voltage
of the pass transistor but as a memory bit to store the binarized result.
In more advanced processes, the standby power becomes more dominant rather
than the dynamic one. The power-gating technique is an efficient way to reduce
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Table 4.7: Code table of the signals used in the proposed MC-switch with eight contexts.
Context-ID
Binary-valued Multiple-valued
Cb1 Cb1 Cb0 Cb0 Cm Cm
0 0 1 0 1 1 2
1 0 1 0 1 2 1
2 0 1 1 0 1 2
3 0 1 1 0 2 1
4 1 0 0 1 1 2
5 1 0 0 1 2 1
6 1 0 1 0 1 2
7 1 0 1 0 2 1
the standby power. To implement the power-gating circuits, the non-volatility of
the FCs is useful. As a future work, it is important to develop FC-based non-
volatile circuits [62] such as look-up-tables and registers for MC-FPGAs based
on power-gating.
One promising application of the MC-FPGA using FC-FPGs will be advanced
smart cards where unique identification, individual information and values are
stored and processed within a card [63]. FCs present advantages compared to
conventional FGMOSs in terms of programming time, programming voltage and
energy consumption.
In the future, more advanced capacitance-based memory devices than the FC
will probably be proposed. In those devices, the principle of proposed circuit can
also be used, and the circuit will be more efficient than the present one. Moreover,
the proposed circuit structure can be also applied to other types of storage device.
For example, spin-based devices can be used instead of FCs, and the function of
an FFC element can be implemented by using resistive voltage division instead





In this research, three architectures are proposed for low-power reconfigurable
VLSIs. To reduce the dynamic power, Chapter 2 proposed an architecture based
on self-adaptive multi-voltage control. To reduce the static power, Chapter 3 and
Chapter 4 proposed an architecture based on self-adaptive power-gating and a
dynamically reconfigurable architecture using ferroelectric non-volatile functional
pass-gate, respectively.
For the future works, the development of the efficient asynchronous circuits
is important since the proposed architectures exploit the features of the asyn-
chronous circuits. For asynchronous circuits, many types of encoding have been
proposed, and each encoding has its inherent advantages. For example, the four-
phase dual-rail encoding achieves small-area for functional unit, while the LEDR
encoding achieves high-throughput and low-power for data transfer. In order
to achieve small-area, high-throughput and low-power, the development of an
asynchronous FPGA that combines multiple encodings is important [30,64–66].
It is also important to develop a synchronous/asynchronous hybrid architec-
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Fig. 5.1: Synchronous/asynchronous hybrid architecture.
which consist of logic blocks, and each section can be used as either a synchronous
circuit or an asynchronous circuit according to its workload. According to the
result of this research, asynchronous circuits are power-efficient for low-workload
sections since they efficiently reduce the useless power consumption which is es-
sentially not required for the operations, such as the power of the clock tree, the
leakage power and the power of the sub-critical path. On the other hand, in high-
workload sections, the amount of the useless power consumption is small. In this
case, synchronous circuits are power-efficient for high-workload sections because
of their simple hardware. According to the above considerations, in the syn-
chronous/asynchronous hybrid architecture, the low-workload sections are used
as asynchronous circuits and the high-workload sections are used as synchronous
circuits for power efficiency.
In more advanced processes such as those enhanced by miniaturization, 3-
dimensional integration or flexibilization [70], the scale of the VLSI or the de-
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viations of device characteristics will become larger. As a result, the parameter
variations across the chip will become larger, and will make it impossible to con-
trol delays in clock networks and other global signals efficiently [71]. In these
future systems, Globally Asynchronous and Locally Synchronous (GALS) solu-
tions and entirely asynchronous solutions will become widely used. Therefore,
for power-efficiency, the development of low-power techniques exploiting the fea-
tures of asynchronous circuits is important. Moreover, as the scale of the VLSI
increases and the applications become more complex such as the increases of the
interrupt frequency and the number of concurrent tasks, the control of low-power
techniques will become difficult by applying off-line algorithms. Therefore, it will
be more important for low-power techniques to glean the circuit information (ex.
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