We prove pathwise uniqueness and strong existence of solutions for stochastic reaction-diffusion systems with locally Lipschitz continuous reaction term of polynomial growth and Hölder continuous multiplicative noise. Under additional assumptions on the coefficients, we also prove positivity of the solutions.
Introduction
Reaction-diffusion systems and stochastic perturbations of them play an important role in applications in chemistry, biology and physics [19] . In an abstract form, a stochastic reaction-diffusion system can be treated as a stochastic evolution equation
on a Banach space E, which is a space of R r -valued functions, defined on a domain O. Thus, (1.1) actually represents a system of r coupled equations. Here, A is a diagonal matrix of second order differential operators which describe the diffusion in the system and the map F accounts for the reaction in the system and is typically a composition operator with components of polynomial growth. The system is driven by a cylindrical Wiener process W H in a suitable Hilbert space H.
In the case of r = 1, i.e. a single reaction-diffusion equation rather than a system, there are many articles concerned with such equations, both in the case of additive noise (see [7, 11, 12, 8] ) and in the case of (locally) Lipschitz continuous multiplicative noise (see [2, 4, 16, 27, 14] ). Stochastic reaction-diffusion systems with locally Lipschitz continuous multiplicative noise were considered in [5] .
In the case where the noise term G is no longer locally Lipschitz continuous the techniques from the above references can no longer be used. This is essentially due to the fact that for such equations a priori only stochastically weak solutions (or martingale solutions) can be constructed. However, stochastic reaction-diffusion equations with merely Hölder continuous multiplicative noise appear naturally, e.g. in scaling limits of interacting particle systems, see e.g. [18] were for r = 1 noise terms with G(u)(x) := |u(x)| For such stochastic reaction-diffusion systems with Hölder continuous multiplicative noise only few results are available and, to the best of our knowledge, only the case r = 1 is treated. In [3] , existence of solutions has been proved under an additional boundedness assumption on the coefficient G. However, a uniqueness result is missing in that article, except for the case of locally Lipschitz continuous G. Pathwise uniqueness for the stochastic heat equation on R d (i.e. r = 1, A is the Laplace operator and F ≡ 0) was proved in [21] in the case where W H is replaced with a colored noise and G is composition with a γ-Hölder continuous function, where the allowed values of γ depend on the noise. In [20] , the one-dimensional version of the stochastic heat equation with white noise was considered, and it was proved that for that equation pathwise uniqueness holds for γ > 3/4. For γ < 3/4, it was recently proved in [17] that solutions are neither pathwise unique nor unique in law.
In this article, we are concerned with stochastic reaction-diffusion systems on a bounded Lipschitz domain O ⊂ R d of the form
x) + f l (x, u 1 (t, x), . . . , u r (t, x)) dt + ∞ k=1 g l,k (x, u l (t, x))dβ l,k (t), t > 0, x ∈ O, l = 1, . . . , r ∂u l ∂ν A l (t, x) = 0 t > 0, x ∈ ∂O, l = 1, . . . , r u l (0, x) = ξ l (x) x ∈ O, l = 1, . . . , r .
Here, A l is a uniformly elliptic, second order differential operator in divergence form on O and ∂/∂ν A l is the associated conormal derivative. The functions f l : O × R k → R are locally Lipschitz continuous, of polynomial growth and satisfy suitable dissipativity assumptions. Typical examples that we have in mind are odddegree polynomials with negative leading coefficients, see Section 6. The functions g l,k : O × R → R are locally 1 2 -Hölder continuous and of linear growth such that the Hölder constants and the coefficients in the linear growth are square summable. Finally, the β l,k are independent, one-dimensional Brownian motions. By [17] , pathwise uniqueness cannot be expected for equations driven by space-time white noise with 1 2 -Hölder continuous coefficient. However, our assumption allow us to consider noise terms of the form G(U (t))RdW , where G is composition with a locally We will make our assumptions precise in Section 2
Under these assumptions, we prove pathwise uniqueness (Theorem 3.1) of solutions to equation (1.2) on the state space E = C(O) r . Our proof follows the ideas of Yamada and Watanabe [29] , who proved pathwise uniqueness for finite-dimensional SDE with 1 2 -Hölder continuous coefficients. The main difficulty to extend these results to the infinite-dimensional setting is of course to handle the differential operators A l . The strategy from [20, 21] to prove pathwise uniqueness, which is also an adaption of the Yamada-Watanabe ideas, cannot be used in our situation. Indeed, there the authors convolute solutions u of the stochastic heat equation with a mollifier ϕ n . In their variational framework, this yields the term u * ∆ϕ n in the equation for the resulting process. It is then used that, as a consequence of its translation invariance, the Laplacian commutes with convolutions, i..e. we have u * ∆ϕ n = ∆(u * ϕ n ). This is no longer true for differential operators with nonconstant coefficients, which we consider here. We overcome this difficulty by using the concept of an (analytically) weak solution, see Definition 2.7, which allows us to perform pointwise estimates.
We would like to point out that in the Yamada-Watanabe result, it is essential that the multiplicative noise is diagonal. Therefore, in (1.2) we have also considered "diagonal noise" by letting the noise term in the l-th equation only depend only on u l , rather than the whole vector u. Thus, the equations in (1.2) are only coupled via the reaction terms f l Under additional assumptions on the functions f l and g l,k , similar arguments as in the proof of Theorem 3.1 can be used to show that the solutions to (1.2) preserve positivity, i.e. if ξ 1 , . . . , ξ n ≥ 0 a.s. then we also have u l (t) ≥ 0 almost surely for all t ≥ 0 and l = 1, . . . , r, see Theorem 4.3.
Using pathwise uniqueness, we can adopt the strategy from [5, 14] to prove existence of solutions to (1.2) in Theorem 5.5. In contrast to the existence result from [3] , we can drop the uniform boundedness assumption on G and allow G of linear growth.
This article is organized as follows. In Section 2, we fix our assumptions on equation (1.2) and rewrite it in the abstract form (1.1). We also prove some preliminary results and recall some stochastic concepts that we will use. Section 3 contains the prove of pathwise uniqueness and Section 4 our result about positivity of solutions. Existence of solutions will be proved in Section 5. In the concluding Section 6, we apply our results to a stochastic reaction-diffusion system of Fitzhugh-Nagumo type.
Preliminaries
In this section, we fix our assumptions on equation (1.2), rewrite the equation in the abstract form (1.1) and recall different notions of existence and uniqueness for equation (1.1) that will be used in what follows.
Throughout, all vector spaces are real. If H is a Hilbert space, we write (·, ·) H for the inner product in H. When P n (u) and Q n (u) are certain quantities depending on an index n and a function u, we write P n (u) Q n (u) to indicate that there exists a constant c, independent of n and u such that P n (u) ≤ cQ n (u) for all n and u. We write P n (u) Q n (u) if both P n (u) Q n (u) and Q n (u) P n (u).
2.1. The differential operators. We assume that the differential operators A l are given by
where we make the following assumptions: (A) The domain O ⊂ R d is bounded and has Lipschitz boundary. For l = 1, · · · , r, the matrix valued functions a l := (a l ij ) : O → R d×d are symmetric and have measurable entries. Moreover, for certain η, M > 0 we have
To construct realizations of the differential operators which are generators of strongly continuous semigroups, we follow a variational approach. We consider on
The associated operator A l,2 is given by
and A l,2 u = −w. Note that the boundary condition ∂u/∂ν A l := a l ∇u · ν = 0 on ∂O is incorporated in the domain of A l,2 . As is well-known, the operator A l,2 generates a strongly continuous and analytic semigroup S l,2 , see [26] . Changing the function c l by a constant if necessary, we may and shall assume that S l,2 is uniformly exponentially stable, hence A l,2 is invertible. Note that we can compensate the change in c l by appropriately changing f l in equation (1.2), thus this assumption means no loss of generality for the stochastic reaction-diffusion equation (1.2).
Since the form a is sub-Markovian, see [26, Chapter 4] , the semigroup S l,2 restricts to a strongly continuous and analytic semigroup S l,p on L p (O) for every p ∈ [2, ∞). The generator A l,p of the restricted semigroup S l,p is exactly the part of A l,2 in L p (O).
Finally, D(A l,2 ) ⊂ C(O) and the semigroup S l,2 restricts to a strongly continuous semigroup S l,C on C(O), whose generator A l,C is the part of A l,2 in C(O). In the case where c l ≡ 0, this follows from the results of [10] , the case of general c l ∈ L ∞ (O) follows with a perturbation argument.
To prove existence of solutions to (1.2) in spaces of continuous functions, we will need some embedding results for the fractional domain spaces D((−A l,p ) α ). Often, such results are obtained from precise knowledge of D(A l,p ) and interpolation. However, this strategy requires more regularity of the coefficients a l and the boundary of O. Here, we follow a different approach.
Proof. Let us first note that since
, it follows from [1, Section 7.3] that the semigroups S l,p are ultracontractive, i.e. for p ≥ 2 the operator S l,p (t) maps L p (O) into L ∞ (O) and we have Thus, to prove that (−A l,p ) −α f ∈ C(O), it suffices to show that the integral in (2.1) exists as a Bochner integral in C(O). Hence we have to show that t α−1 S l,p (t)f ∞ is integrable on (0, ∞). From ultracontractivity we obtain
which is integrable on (0, 1) since α > d 2p . Since S l,p is uniformly exponentially stable, we obtain for a certain constant c ′ > 0 that
. It thus follows that the integral in (2.1) indeed exists as a Bochner integral in C(O). Moreover, we have the estimate
This finishes the proof.
Let us now introduce the Banach space E and the operator A that will be used in the abstract formulation (1.1) of equation (1.1). We set E := (C(O)) r , endowed with the norm u E := r l=1 u j ∞ . The operator A will be the diagonal operator diag(A 1,C , . . . , A r,C ), with domain D(A 1,C ) × · · · × D(A r,C ). Then A generates the strongly continuous semigroup S C := diag(S 1,C , · · · , S r,C ).
To simplify notation, we will drop the index C from now on and merely write A 1 , . . . , A r and S 1 , . . . , S r in what follows.
The reaction term.
Concerning the functions f l , we make the following assumptions:
(F) For l = 1, . . . , r, the function f l : O × R k → R is given as
where the continuous function k l is assumed to be locally Lipschitz continuous and of linear growth in the variables s 1 , . . . , s r , uniformly with respect to the first, i.e. there are constants c 1 , c 2 and L m for m ∈ N such that
The continuous function h l : O × R → R is assumed to be locally Lipschitz continuous in the second variable, uniformly with respect to the first. Moreover, we assume that (1) For a certain constant a l > 0 and an integer N l , we have
for all x ∈ O and s ∈ R.
(2) For certain constants a 1,l , a 2,l ∈ R and b 1,l , b 2,l > 0 and the integer N l from (F1) we have
Example 2.2. Conditions (F1) and (F2) are satisfied for functions of the form
where N l is an integer and the coefficients ω l,j belong to C(O) and the highest order coefficients ω l,2N l+1 satisfy ω l,2N l +1 (x) ≤ −ε < 0 for some ε > 0 and all x ∈ O. The proof of this fact can be found in Examples 4.2 and 4.5 in [14] .
We now define the operators H l :
Finally, the map F : E → E which appears in (1.1) will be given by
Obviously, the maps F, F l , H l , K l are locally Lipschitz continuous.
Conditions (F1) and (F2) imply that the maps H l satisfy additional dissipativity conditions which play a crucial role in proving existence of solutions of (1.1). These dissipativity conditions were first used in [7] .
Recall, that in a Banach space (B, · ), the subdifferential of the norm at x is given by ∂ x := {ϕ ∈ B * : ϕ = 1 and x, ϕ = x } . As a consequence of the Hahn-Banach theorem, ∂ x = ∅ for all x ∈ B. We have
∞ . for suitable constants a ′ , a ′′ , b ′′ > 0 depending only on the constants a l from (F1) and a 1,l , a 2,l , b 1,l , b 2,l from (F2).
Proof. See [7, Section 4.3] , cf. also Examples 4.2 and 4.5 in [14] 2.3. The noise term. Let us now turn to the stochastic term in equation (1.2). We shall assume:
(G) For l = 1, · · · , r and k ∈ N the continuous functions g l,k :
Example 2.4. Let us give an example of functions g l,k which satisfy (G). For simplicity, we assume that r = 1 and drop the subscript l.
We additionally assume that e k ∈ C(O) and that the sequence λ k e k ∞ is square summable. Moreover, let g : R → R be of linear growth and locally Hölder continuous of order 1 2 , i.e. |g(s)| ≤ a + b|s| for certain a, b ∈ R and there exist constants
In this situation, the noise term in equation (1.2) can actually be rewritten as g(u(t, x))RdW (t, x), where W is a space-time white noise, i.e. an L 2 (O)-cylindrical Brownian motion.
Remark 2.5. If the orthonormal basis (e k ) in example 2.4 is uniformly bounded in C(O), i.e. sup k e k ∞ < ∞, then our assumptions reduce to (λ k ) ∈ ℓ 2 . This is for example the case if we consider the standard orthonormal basis of L 2 (0, 2π). If we want to consider the orthonormal basis (e k ) which diagonalizes the operator A 2 on L 2 (O), then this basis consists of functions in C(O), as D(A s ) ⊂ C(O), however the functions are typically not uniformly bounded in C(O). Typically, one can obtain a bound e k ∞ k s for a certain s > 0 from ultracontractivity. In this case, one has to color the noise more by requiring that (k s λ k ) ∈ ℓ 2 .
Let us return to our general setting and explain how the stochastic term is modeled in the abstract equation (1.1). We define G l :
where G l,k : C(O) → C(O) is defined by G l,k (u) (x) := g l,k (x, u(x)). Note that the above series converges in C(O), since h k g l,k (·, u(·)) ∞ ≤ h k (α l,k + β l,k u ∞ ) is summable.
For the purpose of stochastic integration, we will view G l as a function taking values in L (ℓ 2 , L p (O)) by embedding C(O) into L p (O). It turns out that G l even takes values in γ(ℓ 2 , L p (O)), the space of γ-radonifying operators from ℓ 2 to L p (O).
Let us briefly recall the definition of γ-radonifying operators. Given a Hilbert space H and a Banach space B, every finite rank operators T : H → B can be represented in the form
j=1 is an orthonormal system in H and x 1 , . . . , x N ∈ B. Here, h ⊗ x is the rank one operator mapping g ∈ H to (g, h) H x. With T represented in this form, we define For more information about γ-radonifying operators, we refer the reader to [23] .
To see that the map G l from above takes values in γ(ℓ 2 , L p (O)), let (e k ) denote the canonical orthonormal basis of ℓ 2 . Then the series 
proving that G l is of linear growth. Let us next show that G l : C(O) → γ(ℓ 2 , L p (O)) is continuous. To that end, let u n → u in C(O). Employing [25, Lemma 2.1] a second time, it follows that
, which converges to 0 as n → ∞ by dominated convergence.
Let us summarize the properties of G l Lemma 2.6. Assume (G). Then the maps G l : C(O) → γ(ℓ 2 , L p (O)) are welldefined, of linear growth and continuous.
We now proceed to model the stochastic term in equation (1.1). The driving process W H is an H-cylindrical Wiener process for a suitable Hilbert space H, defined on a filtered probability space (Ω, Σ, F, P), i.e. a bounded linear operator from L 2 ([0, ∞); H) to L 2 (Ω) with the following properties:
(1) for f ∈ L 2 ([0, ∞); H), the random variable W H (f ) is centered Gaussian.
(2) for t > 0 and
It is easy to see that for h ∈ H, the process (W H (t)h) t≥0 , defined by W H (t)h := W H (½ (0,t] ⊗ h) is a real valued F-Brownian motion (which is standard if h H = 1). Moreover, two such Brownian motions (W H (t)h 1 ) t≥0 and (W H (t)h 2 ) t≥0 are independent if and only h 1 and h 2 are orthogonal in H. We refer to [23] for a further discussion.
To model the reaction-diffusion system (1.2) in abstract form, we choose H := ℓ 2 r . Denoting the canonical orthonormal basis of ℓ 2 by (e k ), we put e l,k := (0, · · · , 0, e k , 0, . . . , 0), where the e k is at position l. Then (e l,k ) is an orthonormal basis of H. Let β l,k , l = 1, . . . , r and k ∈ N be a family of independent realvalued Brownian motions defined on a common probability space (Ω, Σ, P). Then W H :
is an H-cylindrical Wiener process, see [23] . We denote by P l : H → H the projection onto the l-th component and define G : E → L (H,Ẽ) by
Later on, we will also write H l := P l H and define 2) . Since the map G is not locally Lipschitz continuous, we initially work with stochastically weak solutions, i.e. the probability space is part of the solution. We first consider a solution concept which is also analytically weak. 
P-almost surely.
If an initial datum ξ ∈ E is specified, we say that ((Ω, Σ, P), F, W H , U ) is a weak solution to the initial value problem corresponding to (1.1), if it is a weak solution of (1.1) and additionally P(U (0) = ξ) = 1.
Note that the stochastic integral in (2.2) is an integral of an H ≃ H * -valued stochastic process with respect to a cylindrical Wiener process. Such an integral is defined as follows. If (h k ) k∈N is an orthonormal Basis of H, put w k := W H (s)h k which is a real valued Brownian motion. We then define In particular, choosing µ l := R(λ, A l ) * δ x , where δ x is Dirac measure in x and µ j = 0 for j = l, equation (2.2) reduces to
This will be used in the following section.
In order to prove existence of solutions, the concept of weak solutions is not suitable. Instead, we will use the concept of a mild solution. To define the concept of a mild solution, we have to use a Banach space valued stochastic integral. We will use the theory of stochastic integration in UMD Banach space [24] . We note that our state space E is not a UMD Banach space. However, the fractional domain space D((−A l,p ) α ), being isomorphic to L p (O), is a UMD Banach space. We may thus perform stochastic integration in fractional domain spaces and then use Lemma 2.1 to get back into our state space. More precisely, we have Lemma 2.8. Assume (A) and (G). Moreover, let (Ω, Σ, F, P) be a stochastic basis on which an H-cylindrical Wiener process is defined. Then, if X = (X 1 , . . . , X r ) is a continuous, F-progressive E-valued process, then for every t > 0 the process t → S(t − s)G(X(s)) is stochastically integrable and the stochastic integral Proof. It suffices to prove the assertion for r = 1. We will drop the index l for ease of notation. Fix ω ∈ Ω, t > 0, p > max{2, d/4} and α ∈ ( d 2p , 1 2 ). We claim that the map R ω : L 2 (0, t; H) → D((−A p ) α ) given by X(s, ω) ), x * ds for all x * ∈ D((−A p ) α ) * is γ-radonifying. Since D((−A p ) α ), being isomorphic to L p (Ω), has type 2, it suffices to show that s → S(t − s)G(X(s, ω)) belongs to L 2 (0, t; γ(H, D((−A p ) α )), see [23, Theorem 11.6] . To that end, we have X(s, ω) ) represents a strongly measurable map R : Ω → γ(L 2 (0, t; H); D((−A p ) α )). As s → S(t − s)G (X(s, ω) ) is F-progressive, it follows from [24, Theorem 5.9 ] that the process is stochastically integrable and the stochastic integral defines a D((−A p ) α )valued random variable. By the embedding from Lemma 2.1, we are done.
We may thus define Definition 2.9. Assume (A), (F) and (G). A mild solution of equation (1.1) is a tupel ((Ω, Σ, P), F, W H , u), where (Ω, Σ, P) is a probability space endowed with a filtration F which satisfies the usual conditions, W H is an H-cylindrical Wiener process with respect to F and u = (u(t)) t≥ is a continuous, F-progressive, E-valued process such that for all t ≥ 0 we have
If an initial datum ξ ∈ E is specified, we say that ((Ω, Σ, P), F, W H , U ) is a mild solution to the initial value problem corresponding to (1.1), if it is a mild solution of (1.1) and additionally P(U (0) = ξ) = 1.
By the results of [13, Section 6] , the weak and the mild solutions of equation (1.1) coincide. We will thus briefly speak of solutions of equation (1.1), rather than weak (or mild) solutions.
2.5.
Pathwise uniqueness and strong existence. Typically, when working with stochastically weak solutions, the appropriate uniqueness concept is that of uniqueness in law. However, we will use the following uniqueness concept: Definition 2.10. We say that pathwise uniqueness holds for (1.1), if whenever ((Ω, Σ, P), F, W H , u j ) for j = 1, 2 are weak solutions of equation (1.1), defined on the same probability space and with respect to the same H-cylindrical Wiener process, satisfying u 1 (0) = u 2 (0) a.s. we have P(u 1 = u 2 ) = 1.
For finite dimensional stochastic differential equations, Yamada and Watanabe [29] proved that pathwise uniqueness implies uniqueness in law. Moreover, they proved that if solutions exist, then they exist strongly, i.e. given a stochastic basis (Ω, Σ, F, P) on which an H-cylindrical Wiener process is defined, we can find a continuous, F-progressive, E-valued process u defined on that stochastic basis, such that ((Ω, Σ, P), F, W H , u) is a weak solution.
These results also generalize to stochastic equations on Banach spaces, see [13, Section 5] .
We will make extensive use of strong existence of solutions in Section 5 to prove existence of solutions to stochastic reaction-diffusion systems also for unbounded reaction terms.
We should also note that given pathwise uniqueness and existence of solutions for deterministic initial values ξ, if follows automatically that solutions exist for random initial data ξ : Ω → E which are F 0 -measurable. See [13] for a proof in the infinite dimensional case.
Pathwise uniqueness
In this section we prove Proof. We may (and shall) assume that ρ l,m (t) ≥ t for l = 1, . . . , r and m ∈ N, otherwise replacing ρ l,m (t) with ρ l,m (t) + t.
Let us fix l ∈ {1, · · · , r} and m ∈ N. Similar as in the proof of the classical Yamada-Watanabe theorem [29] , we chose a decreasing sequence a n ↓ 0 such that a 0 = 1 and
This is possible by assumption (G2b). Note that the sequence (a n ), as well as the functions ψ n and ϕ n introduced next, depend on l and m. Next we pick functions ψ n ∈ C ∞ c (R) such that supp ψ n ⊂ (a n , a n−1 ) and 0 ≤ ψ n (t) ≤ 2 nρ l,m (t) ≤ 2 nt and an−1 an ψ n (t) dt = 1.
We define ϕ n (t) := |t| 0 s 0 ψ n (τ ) dτ ds .
Then ϕ n ∈ C ∞ (R) with ϕ ′ n (t) = sgn(t) |t| 0 ψ n (s) ds and ϕ ′′ n (t) = ψ n (|t|).
We note that
which implies that ϕ n (t) → |t|, uniformly on R. Moreover, ϕ ′ n (t)t = |t| |t| 0 ψ n (s) ds converges to |t| pointwise.
After this preparation, we now come to the main part of the proof. Let u 1 := (u 1 1 , . . . , u 1 r ) and u 2 = (u 2 1 , . . . , u 2 r ) be two weak solutions of (1.2), defined on the same probability space and with respect to the same sequence of Brownian motions (β l,k ). Moreover, we assume that u 1 (0) = u 2 (0) almost surely.
For m ∈ N we define the stopping time τ m by
where we set inf ∅ = ∞. For λ > 0, l ∈ {1, . . . , r} and x ∈ O the vector x * = (µ 1 , . . . , µ r ), defined by µ * l := λR(λ, A l ) * δ x and µ * j = 0 for j = l, is an element of D(A * ). Thus, since u 1 and u 2 are weak solutions with u 1 (0) = u 2 (0) almost surely, we have, almost surely,
To simplify notation, we introduce some abbreviations. We write
. From Itô's formula it follows that, almost surely,
As this is true for every x ∈ O, we may integrate over O and take expectations. This yields
We proceed in several steps.
Step 1: We estimate I 1 (n, λ) and let λ → ∞.
Noting that ϕ ′ n (∆ λ u l (s)) ∈ H 1 (O) by the chain rule, we find that
Next observe that
since ϕ ′′ n ≥ 0. It thus follows that I 1 (n, λ) ≤ 0. We now abbreviate
as λ → ∞ for every t > 0. Inserting the estimate for I 1 (n, λ) into (3.1) and letting λ → ∞ we obtain, using the continuity of ϕ n , ϕ ′ n and ϕ ′′ n ,
Step 2: We estimate J 1 (n) and J 2 (n) and let n → ∞.
Since f l is locally Lipschitz continuous by (F) and since |ϕ ′ n | ≤ 1, it follows that, for a constant L m ≥ 0, we have
|∆u j (s)(x)| dx ds .
As for J 2 (n), using (G2) and the estimate ϕ ′′ n (t) = ψ n (t) ≤ 2 nρ l,m (t) , we see that
Combining these estimates, we find that
Since ϕ n (t) ↑ |t| as n → ∞, it follows upon n → ∞ that
Step 3: We finish the proof. As equation (3.2) is true for every l = 1, . . . , r, we find, summing up, that
Thus, by Gronwall's Lemma,
Since t ∧ τ m → t almost surely, upon m → ∞ it follows that
for all t ≥ 0. As solutions are continuous in x, it follows that u 1 (t) = u 2 (t) almost surely, for every t ≥ 0. Finally, by continuity of the paths, the exceptional set may be chosen independently of t, hence u 1 = u 2 almost surely, i.e. pathwise uniqueness.
Remark 3.2. Note that in the proof of Theorem 3.1 neither the special structure of the functions f l in condition (F), nor the linear growth assumption on the functions g l,k in condition (G2) was used. Thus pathwise uniqueness holds already if the functions f l are locally Lipschitz continuous and the functions g l,k satisfy (G2).
Positivity
Under additional assumptions on the nonlinearities f l and g k,l , the techniques from Section 3 can also be used to prove that the solutions of equation (1.2) for positive initial data are almost surely positive. For deterministic reaction-diffusion equations, the solutions preserve positivity if and only if the reaction term is quasi positive [28] . 
Then for every l ∈ {1, . . . , r}, x ∈ O and s 1 , . . . , s r ∈ [−n, n] with s l ≤ 0 we have
Proof. Without loss of generality, we assume that l = 1. We have
. . , s r ) . If Φ 1 (x, 0, s 2 , . . . , s r ) ≥ 0, this already yields (4.1). Otherwise, since Φ is quasi positive, there exists an index 2 ≤ j 0 ≤ r with s j0 < 0. We assume without loss of generality that j 0 = 2. The same estimate as above shows that
. . , s r ) . These arguments are now iterated. Doing this, we have proved (4.1) at some point or, after r iterations, we have proved that
which also yields (4.1), as Φ 1 (x, 0, . . . , 0) ≥ 0 by quasi positivity. Proof. We pick the sequence a n and the function ψ n as in the proof of Theorem 3.1 and define ϕ n (t) := ½ (0,∞) t 0 s 0 ψ n (τ ) dτ ds .
In particular, ϕ ′
Given a solution u of (1.2) with u 1 (0), . . . , u r (0) ≥ 0 almost surely, we repeat the computations and estimates in the proof of Theorem 3.1 with u 1 ≡ 0 and u 2 =: u. Doing so, we obtain at the end of Step 1
− g l,k (x, u l (s ∧ τ m , x)) 2 dx ds =: J 1 (n) + J 2 (n) .
Note that we do not obtain an extra term for the initial datum, as ϕ n (−v l (x)) = 0 almost surely. We now estimate the terms J 1 (n) and J 2 (n).
Since ϕ ′ n (t) = 0 for t ≤ 0, the integrand in J 1 (n) vanishes, unless u l (s∧τ n , x) < 0. In that case, since f is quasipositive and locally Lipschitz continuous, it follows from We first prove existence of solutions under additional boundedness assumptions on the maps k l and g l,k . (2) For l = 1, . . . , r, the vector β l from assumption (G1) satisfies β l ≡ 0.
Then every ξ = (ξ 1 , . . . , ξ r ) ∈ E, there exists a unique solution of equation (1.2) with initial datum ξ.
In the proof of Theorem 5.2, we use the following Lemma which is a reformulation of [3, Lemma 4.2], see also [14, Lemma 4.4] . Proof of Theorem 5.2. Throughout, we fix a positive time T > 0. It suffices to prove existence of solutions defined for times t ∈ [0, T ]. Indeed, by the results of Section 3 and the Yamada-Watanabe theorem, any solution exist strongly and any two solutions agree as long as they are both defined. Thus, solutions defined on bounded time intervals can be glued together to get a solution defined for all times.
We now proceed in two steps.
Step 1 Construction of a maximal solution for equation (1.2) . also note that the reaction term f is quasi positive, as f 1 (0, v) = v ≥ 0 for v ≥ 0 and f 2 (u, 0) = au ≥ 0 for u ≥ 0. Thus, our results immediately yield the following Then for every ξ 1 , ξ 2 ∈ L 0 (Ω, F 0 , P; C(O)), there exist a pathwise unique solution (u, v) of the stochastic reaction diffusion system
= div (a 1 ∇u(t)) + u(t) − u(t) 3 + v(t) dt + g 1 (u(t))R 1 dW 1 (t) dv(t) = div (a 2 ∇v(t)) + au(t) − bv(t) dt + g 2 (u(t))R 2 dW 2 (t)
If ξ 1 , ξ 2 are almost surely positive and g 1 (0) = g 2 (0) = 0, then the solutions u, v are almost surely positive for all times.
