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COMPENSATED CONVEXITY, MULTISCALE MEDIAL AXIS MAPS
AND SHARP REGULARITY OF THE SQUARED-DISTANCE
FUNCTION∗
KEWEI ZHANG† , ELAINE CROOKS‡ , AND ANTONIO ORLANDO§
Abstract. In this paper we introduce a new stable mathematical model for locating and mea-
suring the medial axis of geometric objects, called the quadratic multiscale medial axis map of scale
λ, and provide a sharp regularity result for the squared-distance function to any closed nonempty
subset K of Rn. Our results exploit properties of the function Clλ(dist
2(·; K)) obtained by applying
the quadratic lower compensated convex transform of parameter λ [K. Zhang, Ann. Inst. H. Poincare´
Anal. Non Line´aire, 25 (2008), pp. 743–771] to dist2(·; K), the Euclidean squared-distance function
to K. Using a quantitative estimate for the tight approximation of dist2(·; K) by Clλ(dist2(·; K)),
we prove the C1,1-regularity of dist2(·; K) outside a neighborhood of the closure of the medial axis
MK of K, which can be viewed as a weak Lusin-type theorem for dist
2(·; K), and give an asymptotic
expansion formula for Clλ(dist
2(·; K)) in terms of the scaled squared-distance transform to the set
and to the convex hull of the set of points that realize the minimum distance to K. The multiscale
medial axis map, denoted by Mλ(·; K), is a family of nonnegative functions, parametrized by λ > 0,
whose limit as λ → ∞ exists and is called the multiscale medial axis landscape map, M∞(·; K). We
show that M∞(·; K) is strictly positive on the medial axis MK and zero elsewhere. We give condi-
tions that ensure Mλ(·; K) keeps a constant height along the parts of MK generated by two-point
subsets with the value of the height dependent on the scale of the distance between the generating
points, thus providing a hierarchy of heights (hence, the word “multiscale”) between diﬀerent parts
of MK that enables subsets of MK to be selected by simple thresholding. Asymptotically, further
understanding of the multiscale eﬀect is provided by our exact representation of M∞(·; K). More-
over, given a compact subset K of Rn, while it is well known that MK is not Hausdorﬀ stable, we
prove that in contrast, Mλ(·; K) is stable under the Hausdorﬀ distance, and deduce implications for
the localization of the stable parts of MK . Explicitly calculated prototype examples of medial axis
maps are also presented and used to illustrate the theoretical ﬁndings.
Key words. multiscale medial axis map, compensated convex transforms, Hausdorﬀ stability,
squared-distance transform, sharp regularity, Lusin theorem
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1. Introduction. The medial axis of an object is a geometric structure that was
introduced by Blum [14] as a means of providing a compact representation of a shape.
Initially deﬁned as the set of the shock points of a grass ﬁre lit on the boundary and
allowed to propagate uniformly inside the object, closely related deﬁnitions of skeleton
[17] and cut locus [53] have since been proposed, and have served for the study of its
topological properties [3, 22, 41, 44, 51], its stability [23, 21], and for the development
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of fast and eﬃcient algorithms for its computation [1, 12, 11, 39, 46]. Applications of
the medial axis are ample in scope and nature, ranging from computer vision to image
analysis, from mesh generation to computer aided design. We refer to [50] and the ref-
erences therein for applications and accounts of some recent theoretical developments.
An inherent drawback of the medial axis is, however, its sensitivity to boundary
details, in the sense that small perturbations of the object (with respect to the Haus-
dorﬀ distance) can produce huge variations of the corresponding medial axis. This
observation has prompted a large body of research that has roughly followed two
lines, both aimed at the deﬁnition of some stable modiﬁcation of the medial axis: one
consists of reducing the complexity of the medial axis by pruning the less important
parts of the domain [49], the other considers the deﬁnition of ﬁlter conditions that
identify subsets of the medial axis which are stable to perturbations of the sets and
retain some of its topological properties, for instance, homotopy equivalence with the
object. Within this second line of research, we mention, among others, the λ-medial
axis introduced in [20], the θ-homotopy preserving medial axis introduced initially in
[31] and subsequently modiﬁed in [52] to ensure the homotopy equivalence, and the
power crust method [8]. The λ-medial axis and the θ-homotopy preserving medial axis
are explicitly deﬁned as subsets of the medial axis, being collections of those points
of the medial axis that meet some geometrical criteria. Such criteria are expressed in
terms of a bound either on the distance to the boundary of the object or on the sepa-
ration angle θ (see Deﬁnition 3.16 below), respectively. The power crust, in contrast,
and also the algorithm discussed in [25, 26], provide a continuous approximation of
the medial axis constructed using a subset of the vertices, called poles, of the Voronoi
diagram of a ﬁnite-point sample of the object boundary. In all such works, the stable
modiﬁcations are sought by identifying directly points of the medial axis or of an
approximation of it. The excellent survey paper [10] contains a thorough discussion
of such approaches and of the related stability issues.
We adopt in this paper a fundamentally distinct strategy which, if compared with
the works mentioned above, represents an indirect approach relying on the use of the
compensated convex transforms [59]. The theory of compensated convex transforms
has been introduced and applied in the calculus of variations for ﬁnding the quasicon-
vex envelope of a function [55, 56, 57, 58] and for ﬁnding tight smooth approximations
of the maximum function and the squared-distance function [60]. Compensated con-
vex transforms, however, also provide a natural and stable global method to extract
geometric singularities, such as ridges, valleys, and edges, from a given function by
manipulating its “landscape” [62, 63], and it is in this way that the transforms, in
particular the lower compensated convex transform (hereafter, called also the lower
transform), will be used in this paper. Whether one applies the lower compensated
convex transform or the upper compensated convex transform depends on the type
of geometric singularities to be extracted. The works [62, 63] present a systematic
study on the use of these basic transforms to extract singularities from the graph of
functions in general, or from the characteristic functions of compact sets, whereas
the patent application [61] contains various applications including our method for
extracting the multiscale medial axis map. The key properties that are exploited to
highlight and/or to design a speciﬁc singularity are the tight approximation of the
compensated transforms, their regularity, and the manner in which they respond to
the type of curvature. More speciﬁcally, [62] focuses on the basic use of these trans-
forms to detect ridges, valleys, and saddle points of graph of functions, whereas [63]
presents the design of a transform which is capable of ﬁltering out the “regular points”
and the “regular directions” on manifolds.
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The application of the lower transform to study the medial axis of a set is moti-
vated fundamentally by the identiﬁcation of the medial axis with the singularity set
of the distance function [37, Lemma 8.5.12] and by the geometric structure of this set
[3, 18, 43]. On the other hand, the distance function, its regularity, and its geometric
structure, are well studied both in geometric measure theory [30] and in the theory
of partial diﬀerential equations [19, 29, 34, 37]. If the set K is a smooth compact
submanifold of Rn, there are many local regularity results of the distance function
near K [40, 32, 27, 28], whereas, for a general bounded open set Ω, some results by
Albano [2] imply that the distance function dist(·; Ωc) is locally C1,1 in Ω \MΩc in
the sense that if x ∈ Ω \MΩc , there is a δ > 0 such that dist(·; Ωc) ∈ C1,1(B(x; δ)).
In the following, however, it is more convenient to refer to the squared-distance
function and use the identiﬁcation of the singular set of the distance function with
the set of points where the squared-distance function fails to be locally C1,1. Here,
we just note that the advantage of referring to the squared distance function rather
than to the distance function has also been realized in other contexts, such as in the
study of the motion of surfaces by its mean curvature represented by manifolds with
codimension greater than one [24, 5]. We refer to [4] for a detailed study on the
properties of the squared-distance function and on its applications in the geometric
evolution problems.
Using properties of the lower transform, we apply the lower compensated convex
transform to the Euclidean squared-distance function which gives a smooth (C1,1)
tight approximation outside a neighborhood of the closure of the medial axis (see
Theorem 3.3), and deﬁne our multiscale medial axis map as a scaled diﬀerence between
the squared-distance function and its lower transform. From the property of the tight
approximation of the lower transform of the squared-distance function, we also deduce
a sharp C1,1-regularity result (see Corollary 3.8 and Example 3.10) of the squared-
distance function outside a neighborhood of the closure of the medial axis of K, which
can be viewed as a weak Lusin-type theorem for the squared-distance function and
extend regularity results of the squared-distance function to any closed nonempty
subset of Rn. This result also oﬀers an instance of application of the compensated
convex transform to obtain a ﬁne result of geometric measure theory and is, somehow,
related to the behavior of semiconcave functions (see [19] and Remark 2.7(c) below).
We observe that, in general, the regularity of dist2(·; K) cannot be better than C1,1
even for a compact convex set K, where MK = ∅. A simple example is given by the
square K = [0, 1]× [0, 1] ⊂ R2. In this case, it can be easily veriﬁed that dist2(x; K)
is globally C1,1 but not C2.
The application of the lower compensated convex transform of scale λ to the
squared-distance function produces a continuous function in Rn that remains strictly
positive on the medial axis and tends to zero outside of it as a positive parameter λ
becomes very large (see Proposition 3.20). We will, in fact, characterize the limit of
the multiscale medial axis map of scale λ as λ approaches inﬁnity (see Theorem 3.23)
and refer to this geometric structure as the quadratic multiscale medial axis landscape
map of K. The values of this map are well separated, in the sense that they are zero
outside the medial axis and remain strictly positive on it. Furthermore, we will give
conditions (see Proposition 3.18 and section 5) that ensure that the multiscale medial
axis map of scale λ actually keeps a constant height along the parts of the medial
axis generated by two-point subsets, with the value of the height dependent on the
distance between the two generating points. Such values can, therefore, be used to
deﬁne a hierarchy between diﬀerent parts of the medial axis and we can thus select
the relevant parts through simple thresholding, that is, by taking suplevel sets of the
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multiscale medial axis map. To reﬂect this property, we use the word “multiscale.”
For each branch of the medial axis, the multiscale medial axis map automatically
deﬁnes a scale associated with it. In other words, a given branch has a strength which
depends on some geometric features of the part of the set that generates that branch.
Given a closed nonempty subset K of Rn, we will also prove that, despite the
medial axis of K not being Hausdorﬀ stable, the quadratic multiscale medial axis
map, is indeed Hausdorﬀ stable (see Theorem 4.3). It follows that the graph of the
medial axis map carries more information than the medial axis itself, which allows
the deﬁnition of a hierarchy between the parts of the medial axis and the selection of
the relevant ones through simple thresholding, that is, by taking suplevel sets of the
medial axis map. In this manner, it is possible to choose the main parts that reﬂect
genuine geometric features of the object and remove minor ones generated by noise.
In conclusion, we observe that while our method seems to share similarities with
those based on the extraction of ridges of the distance transform [9, 16, 39, 45, 54],
(that require, however, an a priori deﬁnition of ridge, based usually on an approxima-
tion of the derivative of the distance transform), the method we propose is, in fact,
substantially diﬀerent from such approaches, given that we obtain a neighborhood
of the singularities as the diﬀerence between the squared-distance transform and its
smooth tight approximation. In this manner, as mentioned above, we provide an indi-
rect deﬁnition of the singularity, which does not require any derivative approximation
or any diﬀerentiability assumption.
After this brief introduction, the next section will introduce the relevant notation
and recall basic results in convex analysis and lower compensated convex transforms.
Section 3 contains the deﬁnition of the multiscale medial axis map, and some of
its principal properties, such as the tight approximation of the lower compensated
transform to the squared-distance transform (see Theorem 3.3) and as an application,
we deduce a sharp regularity result of the squared-distance function to any nonempty
closed subset of Rn (see Corollary 3.8). Section 4 presents the Hausdorﬀ stability
of the multiscale medial axis map whereas section 5 discusses some mathematical
prototype models of explicitly calculated medial axis maps for a simple four-point set
to some more complicated three dimensional objects. Finally, section 6 concludes the
paper with the proofs of the main results.
2. Notation, basic deﬁnitions, and preliminary results. Throughout the
paper Rn denotes the n-dimensional Euclidean space, and |x| and x · y the standard
Euclidean norm and inner product, respectively, for x, y ∈ Rn. In some cases, we will
also make use of the notation (x, y) to denote the point of Rn given by xe1 + y2e2 +
· · ·+ynen, where {e1, . . . , en} is an orthornormal basis of Rn, (x, y2, . . . , yn) ∈ Rn, and
y = y2e2+ · · ·+ynen. Given a nonempty subset K of Rn, Kc denotes the complement
of K in Rn, i.e., Kc = Rn \K, K its closure, and co[K] the convex hull of K, that
is, the smallest (with respect to inclusion) convex set that contains the set K. For
x ∈ Rn and r > 0, B(x; r) indicates the open ball with center x and radius r whereas
S(x; r) denotes the sphere with center x and radius r and is the boundary of B(x; r).
The distance transform of a nonempty set K ⊂ Rn is the function that, at any point
x ∈ Rn, associates the distance of x to K, which is deﬁned as inf{|x− y|, y ∈ K} and
is denoted as dist(x; K). We use the notation Df to denote the derivative of f .
Across the current literature, there is no uniform deﬁnition of the medial axis,
with its meaning changing from one author to another. What the medial axis is for
one, becomes the skeleton for another, and in some cases subtle diﬀerences are present,
especially in the continuum case, where the closure of such sets is considered. In this
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paper we adopt the deﬁnition given by Lieutier in [41], but it is reformulated here to
include a nonempty closed set K ⊂ Rn with K = Rn as well as a nonempty bounded
open set Ω.
Definition 2.1. For a given nonempty closed set K ⊂ Rn, with K = Rn, we
deﬁne the medial axis MK of K as the set of points x ∈ Rn \K such that x ∈ MK if
and only if there are at least two diﬀerent points y1, y2 ∈ K, satisfying dist(x; K) =
|x − y1| = |x − y2|. For a nonempty bounded open set Ω ⊂ Rn, the medial axis of Ω
is deﬁned by MΩ := Ω ∩M∂Ω.
Remark 2.2.
(a) The deﬁnition of medial axis for a bounded open set Ω is equivalent to that
of the closed set Ωc, since the deﬁnition of MK implies that MΩc = M∂Ω and, hence,
MΩ = MΩc .
(b) Other frequently used notions are those of the skeleton of K, denoted as
skl(K), and the cut locus of a manifold, denoted as cl(K), which applies to the more
general case of Riemannian geometry. Here, for a nonempty closed subset K of the
Euclidean space Rn, we deﬁne the skeleton of K to be the set of the centers of the
maximal (with respect to inclusion) open balls contained in Kc, whereas the cut locus
of K is taken to be the set of the cut locus of the points of the boundary of K in Rn,
where the cut locus of p in ∂K is the set of points in the manifold where the geodesics
starting at p stop being minimizing. It can then be shown that cl(K) = MK . As a
result, the notions of medial axis, skeleton, and cut locus are related but are not the
same; for example, in general [44, 25],
MK ⊂ skl(K) ⊂ MK .
(c) Our deﬁnition of the medial axis MK is, in particular, consistent with our
main convergence result (Theorem 3.23) which recovers MK as the set on which the
limit of the medial axis map Mλ(·; K) (Deﬁnition 3.1) as λ tends to inﬁnity is strictly
positive.
Next we collect deﬁnitions and results from convex analysis for functions f taking
ﬁnite values, i.e., for f : Rn → R, which will be used in this paper, and refer to [36, 47]
for details and proofs.
Given a function f : Rn → R bounded below, the convex envelope co[f ] is the
largest convex function not greater than f . We will often make use of the following
characterization.
Proposition 2.3. Let f : Rn → R be coercive in the sense that f(x)/|x| → ∞
as |x| → ∞, and x0 ∈ Rn. Then
(i) The value co [f ] (x0) of the convex envelope of f at x0 ∈ Rn is given by
co [f ] (x0) = inf
i=1,...,n+1
{
n+1∑
i=1
λif(xi) :
n+1∑
i=1
λi = 1,
n+1∑
i=1
λixi = x0, λi ≥ 0, xi ∈ Rn
}
.
If, in addition, f is lower semicontinuous, the inﬁmum is reached by some (λ∗i , x
∗
i )
for i = 1, 2, . . . , n+ 1 with (x∗i , f(x
∗
i ))’s lying in the intersection of the epigraph of f ,
epi(f), and the supporting plane of epi(f);
(ii) the value co [f ] (x0), for f taking only ﬁnite values, can also be obtained as
follows:
co [f ] (x0) = sup {(x0) :  aﬃne and (y) ≤ f(y) for all y ∈ Rn}
with the sup attained by an aﬃne function ∗ ∈ Aﬀ(Rn).
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We then introduce the following deﬁnition [13], which is needed in Lemma 2.5.
Definition 2.4. Assume x0 ∈ Rn. We say that a function f : Rn → R is
uppersemidiﬀerentiable at x0 if there exists a ∈ Rn such that
lim sup
y→0
f(x+ y)− f(x)− a · y
|y| ≤ 0 .
The following lemma, concerning the existence and properties of an optimal aﬃne
function, will be needed for the proofs of Proposition 2.14 and Theorem 3.3.
Lemma 2.5. Suppose f : Rn → R is continuous, uppersemidiﬀerentiable, coercive
in the sense that lim|x|→∞ f(x)/|x| = +∞, and co[f ] ∈ C1,1(Rn). If co[f ](0) < f(0),
then there is an aﬃne function (x) = 2a ·x+b and distinct points x1, x2, . . . , xk ∈ Rn
and λ1 > 0, λ2 > 0, . . . , λk > 0 satisfying 2 ≤ k ≤ n+1,
∑k
i=1 λi = 1,
∑k
i=1 λixi = 0,
and xi = 0, xi = xj if 1 ≤ i = j ≤ k, such that
(2.1)
(i) (x) ≤ f(x) for all x ∈ Rn ;
(ii) (xi) = f(xi) for i = 1, 2, . . . , k ;
(iii) 2a = D(xi) = Df(xi) for i = 1, 2, . . . , k;
(iv) b = (0) = co[f ](0) ;
(v) 2a = D(0) = D co[f ](0) .
The quadratic lower compensated convex transform, introduced in [59], will play
a pivotal role in the deﬁnition of our multiscale medial axis map. We next recall its
deﬁnition and some of its properties, and refer to [59, 62, 63] for details and proofs.
Definition 2.6. Let f : Rn → R be a lower semicontinuous function [47, 36]
satisfying
(2.2) f(x) ≥ −A1|x|2 −A2
for some constants A1, A2 ≥ 0. The (quadratic) lower compensated convex transform
(lower transform for short) for f with scale λ > A1 is deﬁned for x ∈ Rn by
(2.3) Clλ(f)(x) = co[f + λ| · |2](x) − λ|x|2.
If f is bounded below, we may set λ ≥ 0.
Remark 2.7.
(a) The requirement of the lower semicontinuity of f is to guarantee that
Clλ(f)(x) → f(x) as λ → ∞ for all x ∈ Rn, since otherwise, the lower transform
will converge to the lower semicontinuous envelope of f .
(b) From (2.3) it also follows that Clλ(f)(x) is the envelope of all the quadratic
functions with ﬁxed quadratic term λ|x|2 that are less than or equal to f , that is, for
x ∈ Rn [62, (1.4)]
Clλ(f)(x) = sup
{−λ|x|2 + (x) : −λ|y|2 + (y) ≤ f(y) for all y ∈ Rn and  aﬃne} .
(c) Recalling from [19] that a function f : Rn → R is called c-semiconvex if, for
some constant c > 0, the function f(x) + c/2|x|2 is convex, we observe that the lower
compensated convex transform for f with scale λ, Clλ(f) is a 2λ-semiconvex function.
In fact, Clλ(f) represents the 2λ-semiconvex envelope of f . We sometimes use such a
property to extend some properties of semiconvex functions to Clλ(f).
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Fig. 1. Steps illustrating the construction of the lower compensated convex transform of f(x) =
dist2(x; K) with K = −1, 1. (a) Graph of the function f ; (b) graph of the augmented function
f +λ| · |2 with λ = 2; (c) graph of the convex envelope of f +λ| · |2 compared to that of f +λ| · |; (d)
graph of Clλ(f) compared to that of f .
(d) To gain further geometric insight into the lower compensated convex trans-
form deﬁned by (2.3), in Figure 1 we display the steps of the construction of Clλ(f)
for f(x) = dist2(x; K) with K = {−1, 1} and λ = 2. The graph of the augmented
function f +λ|x|2 is displayed in Figure 1(b) along with f , whereas Figure 1(c) shows
the convex envelope of the augmented function. Figure 1(d) displays ﬁnally the graph
of Clλ(f) which is compared with that of f . Note that the convex envelope of the
augmented function is diﬀerent from f +λ|x|2 only in a neighborhood of the singular
point 0 of f , so that, when then we subtract the weight, the ﬁnal eﬀect is a smoothing
of f only in such neighborhood. This simple example, along with the ones discussed
in section 5, enables one also to understand the role of the parameter λ and our mean-
ing of scale. The parameter λ acts as a scale parameter in the sense that it controls
the curvature of the lower compensated convex transform in the neighborhood of the
singularity of the function and allows the extraction of the singularity with a value
which gives somehow a measure of its strength. Also one may observe the so-called
“tightness” of the lower compensated convex transform approximation of the original
function from below (see Proposition 2.10), which agrees with the original function
except in the neighborhood near the singular point.
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The following properties of Clλ(f) will also be used.
Proposition 2.8. Given f : Rn → R that satisﬁes (2.2), then for all A1 < λ <
τ < ∞, we have
Clλ(f)(x) ≤ Clτ (f)(x) for x ∈ Rn ,
and, for λ > A1
Clλ(f)(x) ≤ f(x) for x ∈ Rn .
Proposition 2.9. If f ≤ g in Rn and satisﬁes (2.2), then
Clλ(f)(x) ≤ Clλ(g)(x) for x ∈ Rn and λ ≥ max{A1,f , A1,g} .
The transform Clλ(f) realizes a “tight” approximation of the function f , in the
following sense (see [59, Theorem 2.3(iv)]).
Proposition 2.10. Let f ∈ C1,1(B(x0; r)), with B(x0; r) the open ball of cen-
ter x0 and radius r > 0. Then for suﬃciently large λ > 0, we have that f(x0) =
Clλ(f)(x0).
Such a property motivates the deﬁnition of the multiscale ridge transform which
was introduced in [62] to extract ridges of general functions and shown to be invariant
with respect to translation. This multiscale ridge transform will be used in section 3
to deﬁne the multiscale medial axis map (see Deﬁnition 3.1).
Definition 2.11. Given λ > 0, the ridge transform of scale λ, for a given
function f : Rn → R satisfying (2.2), is deﬁned as:
Rλ(f(x)) := f(x)− Clλ(f)(x), x ∈ Rn .
We now present some regularity properties of Clλ(dist
2(·; K)), which will be ex-
ploited to analyze the behavior of the multiscale medial axis map. We recall ﬁrst the
following result given in [59, Lemma 4.3].
Lemma 2.12. Suppose f : Rn → R is convex and such that |f(x)| ≤ c|x|2 + c1
for x ∈ Rn with c, c1 > 0. Assume λ > 0 and deﬁne fλ = λ| · |2 − f . Then for λ > c,
(2.4) co[fλ](x+ y)− co[fλ](x) −D co[fλ](x) · y ≤ λ|y|2
for x, y ∈ Rn.
The next proposition improves a result in [59, Theorem 3.1].
Proposition 2.13. Suppose K ⊂ Rn is a nonempty closed set. Then for λ > 0,
Clλ(dist
2(·; K)) ∈ C1,1(Rn) .
Furthermore, the Lipschitz constant of the gradient DClλ(dist
2(·, K)) is at most
2max{1, λ}.
The next property is a useful inequality for the derivative of the lower transform,
DClλ(dist
2(·; K)).
Proposition 2.14. Suppose K ⊂ Rn is a nonempty closed set. Then
(2.5) |DClλ(dist2(·; K))(x)|2 ≤ 4Clλ(dist2(·; K))(x)
and equality holds in (2.5) if and only if Clλ(dist
2(·; K))(x) = dist2(x; K).
Remark 2.15. Given that u = dist2(·; K) is known to be a viscosity solution of
the Hamilton–Jacobi equation [43, 19]
(2.6) |Du|2 = 4u ,
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Propositions 2.13 and 2.14 together imply that the lower transform Clλ(dist
2(·; K)) is
a C1,1 subsolution of the Hamilton–Jacobi equation (2.6).
We next introduce the sets K(x) and K2,λ(x), which will be used to gain insight
into the geometric structure of Clλ(dist
2(·; K)).
Definition 2.16. Let K ⊂ Rn be a nonempty closed set. For any x ∈ Rn, let
r(x) = dist(x; K). We then deﬁne the following sets:
(2.7) K(x) =
{
x+ y ∈ Rn : x+ y ∈ ∂K and |y| = r(x)
}
and, for λ > 0,
(2.8) K2,λ(x) :=
{
x+
y
1 + λ
∈ Rn : x+ y ∈ ∂K and |y| = r(x)
}
.
Remark 2.17. If x ∈ K, the set K(x) is the set of points of ∂K that realize the
distance of x to K. Note also that it follows from (2.7) that K(x) = B(x; r(x)) ∩K,
so, in particular, K(x) is compact, and if x ∈ K, B(x; r(x)) ⊂ Kc.
The following result, obtained in the proof of [59, Theorem 3.7], gives an explicit
expression of the lower transform of dist2(·; K(x)), the squared distance to the set
K(x), and will be used to produce a bound on the multiscale medial axis map (see
Theorem 3.15(i)).
Proposition 2.18. Let K ⊂ Rn be a nonempty closed set and MK the medial
axis of K. Assume x ∈ MK and denote by K(x) and K2,λ(x) the sets deﬁned by (2.7)
and by (2.8), respectively. Then, for all y ∈ Rn,
Clλ(dist
2(·; K(x)))(y) = (1 + λ)dist2(y; co[K2,λ(x)]) + λ
1 + λ
r2(x) − λ|y − x|2,
where co[K2,λ(x)] is the convex hull of K2,λ(x).
We will also need, for the proof of Theorem 3.23, the following explicitly calculated
formula of the lower transform for compact sets contained in a sphere S(0; r) =
{x ∈ Rn, |x| = r} centered at 0 ∈ Rn with radius r > 0. The formula is easy to
derive following similar calculations to those in the proof of [60, Theorem 1] or of [59,
Theorem 5.1].
Proposition 2.19. Let K ⊂ S(0; r) be a nonempty compact set. Then for every
x ∈ Rn,
Clλ(dist
2(·; K))(x) = λr
2
1 + λ
+ (1 + λ)dist2
(
x; co
[
K
1 + λ
])
− λ|x|2,
where co[K/(1 + λ)] is the convex hull of K/(1 + λ) = {x/(1 + λ), x ∈ K}.
We will invoke the following technical lemma several times (see Lemma 3.2 in
[59]).
Lemma 2.20. Assume ρ > 0. Let K = Bc(0; ρ) = {x ∈ Rn, |x| ≥ ρ} be the
complement of the open ball B(0; ρ) with center the point 0 and radius ρ, then
Clλ(dist
2(·; K))(x) =
⎧⎪⎨
⎪⎩
λ
1 + λ
ρ2 − λ|x|2, |x| ≤ ρ
1 + λ
,
dist2(x; K), |x| ≥ ρ
1 + λ
.
In the next lemma, which generalizes slightly [59, Lemma 3.3], we give the ex-
pression of the lower transform of the squared distance to a set of two points. The
two points, without loss of generality, are assumed to lie along a basis vector of Rn,
speciﬁcally, along the basis vector e1 ∈ Rn. This lemma will be used extensively
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when we investigate the behavior of the multiscale medial axis map with respect to
perturbations of the boundary of K.
Lemma 2.21. Assume n ≥ 2 and let {e1, . . . , en} be an orthonormal basis of the
Euclidean space Rn. Let K = {−αe1, αe1}, where α > 0. We write y = e2y2 + · · ·+
enyn ∈ Rn−1 and represent the point xe1 + y ∈ Rn as the pair (x, y), which therefore
denotes the point (x, y2, . . . , yn) ∈ Rn. Then for every λ > 0, we have
Clλ(dist
2(·; K))(x, y) =
⎧⎪⎨
⎪⎩
λ
1 + λ
α2 − λx2 + |y|2 , |x| ≤ α
1 + λ
,
dist2((x, y); K) |x| ≥ α
1 + λ
.
In particular,
Clλ(dist
2(·; K))(0, y) = λ
1 + λ
α2 + |y|2 < α2 + |y|2 = dist2((0, y); K) .
We conclude this section with the deﬁnition of δ-neighborhood of a set, of Haus-
dorﬀ distance between two sets [6], and of 
-sample of a set [10].
Definition 2.22. Given a nonempty subset E of Rn and δ > 0, we deﬁne the
δ-neighborhood Eδ of E by
Eδ = {x ∈ Rn : dist(x; E) < δ}.
Note that Eδ is an open subset of Rn.
Definition 2.23. Let E, F be nonempty subsets of Rn. The Hausdorﬀ distance
between E and F is deﬁned in [6] by
distH(E,F ) = inf
{
δ > 0 : F ⊂ Eδ and E ⊂ F δ} .
This deﬁnition is also equivalent to saying that
distH(E,F ) = max
{
sup
x∈E
dist(x; F ), sup
x∈F
dist(x; E)
}
.
Definition 2.24. Let K be a compact subset of Rn. A sample S of the boundary
of K is a ﬁnite set of points of the boundary of K, i.e., S ⊂ ∂K and #(S) ∈ N where
#(S) denotes the cardinality of S. An 
-sample of ∂K is a sample whose Hausdorﬀ
distance to ∂K is less than 
, that is, distH(S, ∂K) < 
.
A uniform 
-sample S of ∂K is an 
-sample of ∂K such that
distH(S, ∂K) < 
 diam(K),
where the diameter of K, diam(K), is deﬁned as
diam(K) = sup
x,y∈K
|x− y| .
3. The multiscale medial axis map. In this section, we deﬁne the quadratic
multiscale medial axis mapMλ(·;K), characterize some of its properties, and establish
its relation to the medial axis MK . As a by-product, we also infer sharp regularity
results for the squared-distance function dist2(·;K), which are of independent interest.
Definition 3.1. Let K ⊂ Rn be a nonempty closed set. The quadratic multiscale
medial axis map of K (medial axis map for short) with scale λ > 0 is deﬁned for
x ∈ Rn by
(3.1)
Mλ(x; K) := (1+λ)Rλ(dist
2(·; K))(x) = (1+λ)
(
dist2(x; K))−Clλ(dist2(·; K)))(x)
)
.
For a bounded open set Ω ⊂ Rn with boundary ∂Ω, we deﬁne the quadratic multiscale
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medial axis map of Ω with scale λ > 0 as
Mλ(x; Ω) := Mλ(x; ∂Ω) x ∈ Ω.
Remark 3.2.
(a) The convergence of the lower transform to the original function as λ → ∞
yields that limλ→∞ Rλ(dist2(·; K))(x) = 0, implying that the values of the ridge
transform can be very small when λ > 0 is large. To make the height of our medial
axis map on the medial axis bounded away from zero, we thus need to scale the
ridge transform. The factor (1 + λ) turns out to be the “right” scaling factor, as will
be justiﬁed in Theorem 3.15 below, where it will be shown that on the medial axis
MK , the medial axis map Mλ(x; K) is bounded both above and below by quantities
independent of λ.
(b) The quadratic multiscale medial axis map can also be seen as a morpho-
logical operator [48], equal to the scaled top-hat transform of the squared-distance
transform with quadratic structuring function. Letting f(x) = dist2(x; K) and
bλ(x) = −λ|x|2, it can be shown that the lower transform corresponds to the grayscale
opening operator with quadratic structuring function [62]; i.e.,
Clλ(f) =
(
f  bλ
)⊕ bλ ,
and thus,
Mλ(·; K) = (1 + λ)
[
f − (f  bλ)⊕ bλ
]
.
Notwithstanding such an interpretation, it is convenient to view Deﬁnition 3.1 in
terms of the lower compensated convex transform. The exploitation of properties of
such transforms permits a relatively easy evaluation of the geometrical properties of
Mλ(·; K) and also permits an easy numerical realization of Mλ(·; K). This relies on
the availability of numerical schemes for computing the lower transform of a given
function, which entails the availability of schemes to compute the convex envelope
of a function. We refer to [64] for the algorithmic and implementation details of the
schemes for realizing the lower transform of a function.
We begin with a key quantitative estimate of the tight approximation of the
squared distance function dist2(·;K) by its lower transform Clλ(dist2(·; K)). This
result not only underpins our study of the roˆle of Mλ in characterizing the medial
axisMK , but also yields improved locality and regularity properties of C
l
λ(dist
2(·; K))
and dist2(·;K), respectively (see Corollaries 3.6, 3.8, and 3.13), which are of interest
in their own right.
Theorem 3.3. Let K ⊂ Rn be a nonempty closed set and denote by MK the
medial axis of K. Suppose MK = ∅, λ > 0, assume x ∈ Rn \MK , and let Mλ(x; K)
be the multiscale medial axis map of K with scale λ. If
(3.2) λ ≥ dist(x; K)
dist(x; MK)
,
then
dist2(x; K) = Clλ(dist
2(·; K))(x)
and, consequently,
Mλ(x; K) = 0.
Remark 3.4. Note that MK = ∅ if and only if K is convex (see, for exam-
ple, [33, Theorem 2.21]), in which case dist2(·; K) is convex and, therefore, equals
Clλ(dist
2(·; K)) in Rn for all λ > 0.
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Now assume λ > 0 and introduce the set
(3.3) Vλ,K = {x ∈ Rn : λdist(x; MK) ≤ dist(x; K)} .
Clearly MK ⊂ Vλ,K , so this deﬁnes a “neighborhood” of the medial axis MK of K
(note that it is possible that MK ∩K = ∅, so Vλ,K is not necessarily a neighborhood
in the strict sense), and Vλ,K is a closed set. Moreover, as λ > 0 increases, Vλ,K
describes a family of shrinking sets such that
(3.4)
⋂
λ>0
Vλ,K = MK ,
and if we take the support of the multiscale medial axis map, Theorem 3.3 yields that
(3.5) spprt(Mλ(·; K)) ⊂ Vλ,K .
With the help of (3.5), we can show the following result that characterizes MK
in terms of spprt(Mλ(·; K)).
Corollary 3.5. Suppose K ⊂ Rn is a nonempty closed set and MK = ∅. Then⋂
0<λ<+∞
spprt(Mλ(·; K)) = MK .
An important consequence of Theorem 3.3 is the following locality property of the
lower transform of the squared-distance function. This result is also of independent
interest, in particular, because it quantiﬁes the size of neighborhood needed to evaluate
Clλ(dist
2(·;K)), and also because it will be exploited in the proofs of Theorem 3.15
and Proposition 3.20 to establish results characterizing the properties of Mλ(·;K).
Corollary 3.6 (locality property). Suppose K ⊂ Rn is a nonempty closed set.
Then for every x0 ∈ Rn,
Clλ(dist
2(·; K))(x0) = coB(x0; r(x0))[dist2(·; K) + λ|(·) − x0|2](x0),
where
r(x0) :=
2
λ
dist(x0; K) .
Remark 3.7.
(a) Corollary 3.6 improves the result in [38], where the radius of the ball for the
locality property is r(x0) = 6 dist(x0; K)/
√
λ for λ > 2.
(b) In [38], it was also established that x0 ∈ Rn is a stationary point of
Clλ(dist
2(·; K)) if and only if x0 ∈ co[K(x0)]. We will see that the “only if” part
of this result is a consequence of arguments from the proof of Theorem 3.3; see Re-
mark 6.1.
Theorem 3.3 can also be combined with Proposition 2.13 to yield a regularity
property of the distance transform, which can be viewed as a weak version of the
Lusin theorem for the squared-distance function.
Corollary 3.8. Assume λ > 0. Let K ⊂ Rn be a nonempty closed set and Vλ,K
the neighborhood of MK deﬁned by (3.3). Then
dist2(·; K) ∈ C1,1(Rn \ Vλ,K) .
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Furthermore, for all x, y ∈ Rn \ Vλ,K
(3.6)
|Ddist2(y, K)−Ddist2(z, K)|
|y − z| ≤ 2max{1, λ} .
Remark 3.9. It follows from Corollary 3.8 and Stepanov’s theorem [35, 42] that
the Hessian of dist2(·; K) exists almost everywhere in Rn \MK .
Both estimate (3.2) in Theorem 3.3 and estimate (3.6) for the Lipschitz constant
in Corollary 3.8 (when λ ≥ 1) are, in fact, sharp, as the following example shows.
Example 3.10. Consider K = (−1, 1)c = R \ (−1, 1) ⊂ R. Then MK = {0} and
for λ > 0,
Clλ(dist
2(·; K))(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
λ
λ+ 1
− λx2, |x| ≤ 1
λ+ 1
,
dist2(x; K),
1
λ+ 1
≤ |x| ≤ 1,
0, |x| ≥ 1.
As a result, dist2(x; K) = Clλ(dist
2(·; K))(x) if and only if |x| ≥ 1/(λ+1). Moreover,
for this example we have that dist(x; MK) = |x|, whereas dist(x; K) = 1 − |x| if
|x| ≤ 1 and dist(x; K) = 0 if |x| ≥ 1. Therefore (3.2) holds if |x| ≥ 1. If 0 < |x| < 1,
(3.2) is given by
λ|x| ≥ 1− |x| ⇔ |x| ≥ 1/(1 + λ) ,
which shows that estimate (3.2) is sharp for K = (−1, 1)c.
Furthermore, for x± := ±1/(λ+ 1),
Ddist2(x±, K) = ∓4λ/(1 + λ), |x+ − x−| = 2/(1 + λ),
so that
|Ddist2(x+, K)−Ddist2(x−, K)|
|x+ − x−| = 2λ .
Thus we can also conclude that estimate (3.6) of Corollary 3.8 is sharp when λ ≥ 1.
We cover next the case of a bounded open set Ω ⊂ Rn, giving a precise statement
about equality of the medial axis maps Mλ(x; Ω
c) and Mλ(x; ∂Ω), followed by a
modiﬁcation of Corollary 3.8.
Proposition 3.11. Suppose Ω ⊂ Rn is a nonempty bounded open set and let
λ > 0. Then
(3.7) Clλ(dist
2(·; ∂Ω))(x) = Clλ(dist2(·; Ωc))(x), x ∈ Ω,
and, consequently,
(3.8) Mλ(x; ∂Ω) = Mλ(x; Ω
c), x ∈ Ω.
Remark 3.12.
(a) Property (3.8) of the medial axis map is important in many practical situ-
ations. For example, in image processing, the objects Ω of which we wish to ﬁnd the
medial axis might be deﬁned by taking a threshold from a grayscale image, that is, as
a suplevel set of the image function. The object is then represented by a binary image
rather than by its boundary. Therefore, in this case, it might be more convenient for
us to compute numerically the medial axis map Mλ(x; Ω
c) rather than Mλ(x; ∂Ω).
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(b) It is worth noting the diﬀerent qualitative behavior of the convex envelope
and the compensated convex transform that appears in (3.7). For λ > 0, the left-hand
side of (3.7) is always positive in Rn \ Ω whereas the right-hand side equals zero in
Ωc. By setting λ = 0, the left-hand side of (3.7) reduces to the the convex envelope of
dist2(x; ∂Ω), which vanishes in the convex hull co[Ω] of the closure of Ω, whereas the
right-hand side of (3.7) gives the convex envelope of dist2(x; Ωc), which is identically
zero in Rn.
For a bounded open set Ω, Corollary 3.8 modiﬁes as follows.
Corollary 3.13. Let Ω ⊂ Rn be a bounded nonempty open set. Then
dist2(·; Ωc) ∈ C1,1(Ω \Wλ,Ω) ,
where
Wλ,Ω :=
{
x ∈ Ω, dist(x;MΩc) ≤ diam(Ω)
λ
}
,
and diam(Ω) is the diameter of Ω. Furthermore, for all x, y ∈ Ω \Wλ,Ω,
|Ddist2(y, Ωc)−Ddist2(z, Ωc)|
|y − z| ≤ 2max{1, λ} .
A consequence of Corollary 3.13 is that outside any neighborhood of Wλ,Ω,
dist2(·; Ωc) is a C1,1 function. However, we also notice that MK can have posi-
tive n-dimensional Lebesgue measure. Therefore the measure of Wλ,Ω might not be
small even when λ > 0 is large. Corollaries 3.8 and 3.13 also demonstrate that the
lower transform can be viewed as a C1,1 extension of the squared-distance function
from the set V cλ,K , on which dist
2(·;K) = Clλ(dist2(·;K)), to Rn and from Ω \Wλ,Ω
to Ω, respectively.
Theorem 3.3 showed that if x ∈ MK , then Mλ(x;K) = 0 when λ is suﬃciently
large. We now further explore the relationship between the medial axis map Mλ(·;K)
and the medial axis MK , both establishing λ-independent positive upper and lower
bounds onMλ(x; K) whenever x ∈ MK , and fully characterizing the limit ofMλ(·;K)
as λ → ∞. The following geometric structure will play a key roˆle in both Theo-
rems 3.15 and 3.23.
Definition 3.14. Let K ⊂ Rn be a nonempty closed set and for x ∈ Rn, denote
by K(x) the set deﬁned by (2.7), that is, K(x) = B(x; r(x)) ∩ K, and denote by
co[K(x)] the convex hull of K(x). The quadratic multiscale medial axis landscape
map of K is deﬁned for x ∈ Rn by
(3.9) M∞(x; K) := dist2(x; K)− dist2(x; co[K(x)]) .
It is straightforward to see that M∞(x;K) = 0 if x ∈ MK but M∞(x;K) > 0
for all x ∈ MK . Indeed, if x ∈ MK , then there exists y ∈ K such that K(x) =
{y} = co[K(x)] and dist2(x;K) = |x− y|2, thus M∞(x;K) = 0. On the other hand,
if x ∈ MK , then there exist distinct y1, y2 ∈ K(x), so since y1+y22 ∈ co[K(x)], we have
M∞(x;K) ≥ 12 |x− y1|2 + 12 |x− y2|2 − |x− y1+y22 |2 = 14 |y1 − y2|2 > 0.
The next result establishes key bounds on Mλ(·,K).
Theorem 3.15. Let K ⊂ Rn be a nonempty closed set, and denote by MK the
medial axis of K and by M∞(x; K) the quadratic multiscale medial axis landscape
map deﬁned by (3.9).
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(i) For every λ > 0 and every x ∈ MK ,
(3.10) M∞(x; K) ≤ Mλ(x; K) ≤ dist2(x; K) .
(ii) For every λ > 0 and for every x ∈ Rn,
0 ≤ Mλ(x; K) ≤ dist2(x; K) .
The lower bound in (3.10) can be expressed in terms of the separation angle
which has been used, for instance, in [52], for a local geometrical characterization of
the medial axis.
Definition 3.16. Let K ⊂ Rn be a nonempty closed set and denote by MK the
medial axis of K. For x ∈ MK , let y1, y2 ∈ K(x) and denote by ∠[y1 − x, y2 − x] the
angle between the two nonzero vectors y1 − x and y2 − x, taken between 0 and π, i.e.,
∠[y1 − x, y2 − x] = cos−1 (y1−x)·(y2−x)|y1−x||y2−x| . We then deﬁne the separation angle θx for
x ∈ MK as follows:
θx = max
{
∠[y1 − x, y2 − x], y1, y2 ∈ K(x)
}
.
Remark 3.17. Recall from Remark 2.17 that K(x) is compact and hence the
supremum of the set {∠[y1 − x, y2 − x], y1, y2 ∈ K(x)} is realized by a pair of
distinct points of K(x).
Proposition 3.18. Let K ⊂ Rn be a nonempty closed set, and denote by MK
the medial axis of K. Then for every λ > 0 and x ∈ MK,
(3.11) sin2(θx/2)dist
2(x; K) ≤ Mλ(x; K) ≤ dist2(x; K) .
Remark 3.19.
(a) For a limit point x ∈ MK \MK , we have either x ∈ K or θx = 0, and the
estimate (3.11) is valid also in this case.
(b) Since the bounds in (3.11) are independent of λ, we have that for x ∈ MK ,
sin(θx/2) dist
2(x; K) ≤ lim inf
λ→+∞
Mλ(x; K) ≤ lim sup
λ→+∞
Mλ(x; K) ≤ dist2(x; K) .
(c) Since for x ∈ MK , there are at least two diﬀerent points y1, y2 ∈ ∂B(x; r(x))
∩K, it follows that θx > 0 and, hence, comparing with (3.11), we have Mλ(x; K) > 0
for x ∈ MK .
The next result gives the limit behavior of Mλ(x; K) as λ → ∞ for x ∈ MK .
Proposition 3.20. Let K ⊂ Rn be a nonempty closed set and denote by MK
the medial axis of K. Assume λ > 0 and denote by Mλ(x; K) the medial axis map of
K of scale λ. Then for x ∈ Rn \MK,
(3.12) lim
λ→+∞
Mλ(x; K) = 0 .
Remark 3.21. Theorem 3.3 clearly implies (3.12) in the special case that x ∈
MK . But the set MK \ (MK ∪K) may not be empty and we do not know whether
Mλ(x, K) > 0 for all λ > 0 for x ∈ MK \ (MK ∪K). So Proposition 3.20 is needed
for the proof of the general characterization of limλ→∞ Mλ(·; K) that will be given
in Theorem 3.23.
Remark 3.22. By Propositions 3.18 and 3.20, we have
lim inf
λ→+∞
Mλ(x; K)
{
> 0 if x ∈ MK ,
= 0 if x ∈ MK .
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This implies that the limit of Mλ(x; K) can extract exactly the medial axis of K. If
we apply a slightly weaker scaling to the ridge transform, say (1+ x)α for 0 < α < 1,
and deﬁne Mαλ (x; K) = (1 + x)
αRλ(dist
2(·; K))(x), we have
lim inf
λ→+∞
Mαλ (x; K)
{
+∞ if x ∈ MK ,
= 0 if x ∈ MK ,
that is, Mαλ (x; K) approaches the indicator function of MK [36] as λ becomes large.
We can now characterize the limit of Mλ(x; K) as λ → +∞ for all x ∈ Rn.
Theorem 3.23. Suppose K ⊂ Rn is a nonempty closed set. Then for every
x ∈ Rn,
lim
λ→+∞
Mλ(x; K) = M∞(x; K) .
From Theorem 3.3, Corollary 3.8, and Theorem 3.23, it follows that when λ >
0 is increasing, the support of Mλ(·; K) is contained in a shrinking neighborhood
of MK and approaches the multiscale medial axis landscape map M∞(x; K). The
numerical advantage of studying Mλ(·; K) as an approximation of the multiscale
medial axis landscape map M∞(·; K) is that it relies only on the computation of
the lower compensated convex transform of the squared-distance transform, whose
construction is local by virtue of Corollary 3.6, whereas the computation ofM∞(·; K)
is diﬃcult because we need to evaluate the convex hull co[K(x)]).
Remark 3.24. A further consequence of Theorem 3.23 is that for every ﬁxed
x ∈ Rn and for every nonempty closed set K ⊂ Rn, the family of lower transforms
λ → Clλ(dist2(·; K))(x) is “diﬀerentiable” at inﬁnity. If we let 
 = 1/λ, g(
; x) =
Cl1/(dist
2(·; K))(x), and g(0; x) = lim→0 g(
; x) = dist2(x; K), then
lim
→0+
g(
; x)− g(0; x)


= −M∞(x; K) ,
so we have the asymptotic expansion
Clλ(dist
2(·; K))(x) = dist2(x; K)− M∞(x; K)
1 + λ
+ o
(
1
1 + λ
)
when λ → ∞.
Remark 3.25. In general, x → dist2(x; co[K(x)]) is not continuous in Rn as x
approaches the medial axis MK . But from Theorem 3.23, we can show that for every
x ∈ Rn,
(3.13) lim
λ→+∞
{
(1 + λ)Clλ(dist
2(·; K))(x) − λdist2(x; K)
}
= dist2(x; co[K(x)])
using the equality
dist2(x; K)−Mλ(x; K) = (1 + λ)Clλ(dist2(·; K))(x)− λdist2(x; K) .
For large λ > 0, (3.13) can be viewed as an approximation of dist2(x; co[K(x)]) by
continuous functions. The function dist(x; co[K(x)]) has been used, for instance, for
surface reconstruction when K ⊂ R3 is ﬁnite [25]. While it is diﬃcult, in general, to
calculate dist2(x; co[K(x)]) directly, we see from (3.13) that the numerical computa-
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tion of Clλ(dist
2(·; K))(x), whose evaluation involves only local convex envelope calcu-
lations because of Corollary 3.6, oﬀers an easy approximation of dist2(x; co[K(x)]).
We conclude this section by observing brieﬂy that, based on the estimates of
Theorem 3.15 and Proposition 3.18, it is reasonable to deﬁne an alternative medial
axis map by taking the square root of Mλ(x; K).
Definition 3.26. We deﬁne the multiscale medial axis map of linear growth
(linear medial axis map for short) by
M1λ(x; K) :=
√
Mλ(x; K)
for x ∈ Rn.
From Proposition 3.18, we obtain that the height of this linear medial axis map
is “proportional” to the distance function itself; that is, for λ > 0, we have
sin(θx/2) dist(x; K) ≤ M1λ(x; K) ≤ dist(x; K) for x ∈ MK
and
0 ≤ M1λ(x; K) ≤ dist(x; K) for x ∈ Rn .
Note that the linear medial axis mapM1λ(x; K) is diﬀerent from a deﬁnition based
on the lower compensated convex transform for the distance function dist(x; K) itself,
i.e., based on Rλ(dist(·; K)). Of course, we can deﬁne such maps using the p-distance
function distp(x; K) for any 1 ≤ p < ∞. But in this paper, we focus mainly on the
medial axis map Mλ(·;K) deﬁned using the squared-distance function, i.e., for p = 2,
in which case the geometry of Mλ(x; K) is easy to control. For instance, as we will
see in the next section, Mλ(x; K) has the same height along the parts of the medial
axis generated by two points. This is a key property when one looks for approximate
medial axes by applying the Voronoi diagram method of ﬁnite 
-samples.
4. Hausdorﬀ stability. Quantifying the instability of the medial axis is of fun-
damental importance for both theory and computation. This aspect becomes more
and more relevant in practice nowadays, given that point clouds are increasingly being
used for geometric modeling over a wide range of applications. Moreover, there are
computational approaches, such as the Voronoi diagram method, which search for a
continuous approximation of the medial axis of a shape starting from subsets of the
Voronoi diagram of a sample of the shape boundary. The presence of noise on the
boundary, and/or the discrete character of samples of the boundary shape thus call
for methods that permit the control of the parts of the medial axis which are not
stable. In this section, we will discuss how this aspect is tackled by the multiscale
medial axis map. In the ﬁrst part of the section, we examine the values of Mλ(·; K)
when the distance of the point to the boundary of the set is achieved by two points,
whereas in the second part we discuss the Hausdorﬀ stability of Mλ(·; K).
Proposition 4.1. Assume n ≥ 2 and let {e1, . . . , en} be an orthonormal basis
of the Euclidean space Rn. Let K = {−αe1, αe1}, where α > 0. We write y = e2y2+
· · ·+enyn ∈ Rn−1 and represent the point xe1+y ∈ Rn as the pair (x, y) ∈ R×Rn−1,
which therefore denotes the point (x, y2, . . . , yn) ∈ Rn. Then for every λ > 0, we have
Mλ((x, y); K) =
⎧⎪⎨
⎪⎩
(1 + λ)2
(
|x| − α
1 + λ
)2
, |x| ≤ α
1 + λ
,
0 , |x| ≥ α
1 + λ
.
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Remark 4.2. The medial axis map Mλ((x, y); K) reaches its maximum on the
medial axis of K, at the point (0, y) = y2e2 + · · ·+ ynen ∈ Rn−1, attaining the value
Mλ((0, y); K) = α
2. Note that α > 0 is half the distance between the two points −αe1
and αe1 of K. Another important observation is that Mλ((x, y); K) is a function of
the x-variable only, and does not change its height along the y direction. Therefore,
on branches of the medial axis generated by two points, the height remains the same.
If α is small (equivalently, the two points in K are close to each other), the values of
Mλ((x, y); K) will be uniformly small.
We next give the Hausdorﬀ stability property of the multiscale medial axis map,
followed by some comments on implications of this property for the localization of the
medial axis of a domain.
Theorem 4.3. Assume λ > 0. Let K, L ⊂ Rn be nonempty compact sets. Then
as L → K under the Hausdorﬀ distance, Mλ(·; L) → Mλ(·; K) uniformly in every
ﬁxed bounded set in Rn. More precisely, if we let μ := distH(K, L) be the Hausdorﬀ
distance between K and L, then for x ∈ Rn,
(4.1)
∣∣∣Clλ(dist2(·; K))(x) − Clλ(dist2(·; L))(x)∣∣∣ ≤ μ((dist(x; K) + μ)2 + 1 + μ)
and
(4.2)
∣∣∣Mλ(x; K)−Mλ(x; L)∣∣∣ ≤ μ(1+λ)((dist(x; K)+μ)2+2dist(x; K)+2μ+1) .
Remark 4.4.
(a) From Theorem 4.3 we also conclude that for any compact sets K1, K2∣∣∣Mλ(x; K1)−Mλ(x; K2)∣∣∣ ≤ min
i=1,2
{
μ(1+λ)
(
(dist(x; Ki)+μ)
2+2dist(x; Ki)+2μ+1
)}
,
which shows that the medial axis map is uniformly continuous on compact sets with
respect to the Hausdorﬀ metric.
(b) While the medial axis of K is not a stable structure with respect to the
Hausdorﬀ distance, its medial axis map Mλ(x; K) is by contrast a stable structure.
This result complies with (4.2) which shows that as λ becomes large, the bound in
(4.2) becomes large.
As an immediate consequence of Theorem 4.3 we have the following result, which
relates the medial axis map of the boundary of a domain Ω with that of its 
-samples
K.
Corollary 4.5. Assume λ > 0. Let Ω ⊂ Rn be a bounded open set with diameter
diam(Ω). Suppose K ⊂ Rn is a compact set such that distH(∂Ω, K) ≤ 
. Then for
x ∈ Rn∣∣∣Clλ(dist2(·; ∂Ω))(x) − Clλ(dist2(·; K))(x)∣∣∣ ≤ 
((diam(Ω) + 
)2 + 1 + 
) ,
and ∣∣∣Mλ(x; ∂Ω)−Mλ(x; K)∣∣∣ ≤ 
(1 + λ)((diam(Ω) + 
)2 + 2 diam(Ω) + 2
+ 1)
for all x ∈ Ω.
Remark 4.6.
(a) If we consider an 
-sampleK of ∂Ω, that is, a discrete set of points such that
distH(∂Ω,K) ≤ 
, Corollary 4.5 yields a simple criterion that permits the suppression
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Fig. 2. Multiscale medial axis map of a nonconvex domain Ω and of an -sample K of its
boundary. (a) Graph of Mλ(·; Ω) for λ = 5; (b) graph of Mλ(·; K); (c) support of Mλ(·; Ω); (d)
suplevel set of Mλ(x; K) for a threshold equal to 0.15maxx∈R2{Mλ(x; K)}.
of those parts of the Voronoi diagram of K that are not related in the limit, as 
 → 0,
to the stable parts of the medial axis of Ω.
(b) Since the medial axis of K is the Voronoi diagram of K, if V denotes the
set of all the vertices of the Voronoi diagram Vor(K) of K, and P is the subset of
V formed by the poles of Vor(K) introduced in [7], (i.e., those vertices of Vor(K)
that converge to the medial axis of Ω as the sample density approaches inﬁnity), then
as a result of Proposition 3.20, for λ > 0, we conclude that
lim
→0+
Mλ(x; K) = 0 for x ∈ V \ P .
Since as 
 → 0+, K → ∂Ω, and knowing that P → MΩ [8, 15], then on the vertices of
Vor(K) that do not tend toMΩ, Mλ(x; K) must approach zero in the limit because
of Proposition 3.20. As a result, in the context of the methods of approximating the
medial axis starting from the Voronoi diagram of a sample (such as those described
in [8, 25, 26, 50]), the use of the multiscale medial axis map oﬀers an alternative
and much easier tool to construct continuous approximations to the medial axis with
guaranteed convergence as 
 → 0+.
With the aim of giving insight into the implications of the Hausdorﬀ stability
of Mλ(x; ∂Ω) and Corollary 4.5, we display in Figure 2 the graph of the multiscale
medial axis map of a nonconvex domain Ω and of an 
-sample K of its boundary.
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Inspection of the graph of Mλ(x; ∂Ω) and Mλ(x; K), displayed in Figures 2(a) and
2(b), reveals that both functions take comparable values along the main branches of
MΩ. Also, Mλ(x; K) takes small values along the secondary branches, generated
by the sampling of the boundary of Ω. These values can therefore be ﬁltered out
by simple thresholding so that a stable approximation of the medial axis of Ω can
be computed. This can be appreciated by looking at Figure 2(d), which displays
a suplevel set of Mλ(x; K) that appears to be a reasonable approximation of the
support of Mλ(x; ∂Ω) shown in Figure 2(c).
5. Examples of exact medial axis maps and their supports. In this section
we illustrate the behaviors of our multiscale medial axis map for some two dimensional
geometric objects K, for which it is possible to obtain an explicit analytical expression
for Mλ(x; K). Thanks to the translation and the partial rotation invariance property
of the convex envelope [62, Propositions 2.3, 2.10], it is then possible to derive an
explicit analytical expression for Mλ(x; K) in the case that K is a three dimensional
solid obtained by, for instance, rotations or translations of the models considered in
this section. For the sake of conciseness, we leave the derivations to interested readers.
Though the derivation here is limited only to two dimensional geometric models,
these models retain, nevertheless, their basic geometric features, because they are able
to show that Mλ(x; K) can, in fact, provide an accurate and stable way to ﬁnd MK ,
the medial axis of K, and represents likewise an eﬀective tool to analyze the geometry
and structure of MK . We will also see how it is possible to select either the main
stable parts of MK or to locate its ﬁne parts by using suplevel sets of Mλ(x; K).
Example 5.1. We consider the case of a four-point set K ⊂ R2 deﬁned as follows.
Let b, 
 > 0 with 
 ∈ (0, 1), set c = 
b. Deﬁne, then,
K = {(b, c), (b,−c), (−b, c), (−b,−c)} .
For this set, we have
dist2((x, y); K) = (|x| − b)2 + (|y| − c)2
and, after some lengthy calculations based on the construction of aﬃne functions, we
can show that the lower transform can be expressed as
Clλ(dist
2(·; K))(x, y) = (1 + λ)g(x, y) + λ
1 + λ
(b2 + c2)− λ(x2 + y2) ,
where the auxiliary function g = g(x, y) is a continuous piecewise quadratic function
deﬁned as follows:
g(x, y) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0 if |x| ≤ b
1 + λ
, |y| ≤ c
1 + λ
,(
|x| − b
1 + λ
)2
if |x| ≥ b
1 + λ
, |y| ≤ c
1 + λ
,(
|y| − c
1 + λ
)2
if |x| ≤ b
1 + λ,
|y| ≥ c
1 + λ
,(
|x| − b
1 + λ
)2
+
(
|y| − c
1 + λ
)2
if |x| ≥ b
1 + λ
, |y| ≥ c
1 + λ
.
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The multiscale medial axis mapMλ(x; K) is then computed using the deﬁnition (3.1).
In particular, for this example, after some algebraic rearrangement, it is possible to
show that since all four points in K lie on a circle centered at the origin, the medial
axis map of K can be expressed as
(5.1) Mλ((x, y); K) = (1+λ)
2
(
dist2((x, y); K/(1+λ))−dist2((x, y); co(K)/(1+λ))
)
for (x, y) ∈ R2, where for Z ⊂ Rn and α ∈ R\{0}, we use the notation Z/α to denote
the set {w ∈ Rn : w = z/α for z ∈ Z}. By a closer inspection of (5.1), we can make
then the following observations:
(i) The support of Mλ(·; K) is
spprt(Mλ(·; K)) =
{
(x, y) ∈ R2 : |x| ≤ 2b
1 + λ
or |y| ≤ 2
b
1 + λ
}
.
The “thickness” of the support for the main branch y-axis is, therefore, 2b/(1 + λ)
while that for the minor branch x-axis is 2
b/(1 + λ).
(ii) The height of the medial axis map along the main branch y-axis when |y| ≥

b/(1 + λ) is b2 while the value along the x-axis when |x| ≥ b/(1 + λ) is 
2b2.
(iii) At the only Voronoi vertex 0 of the Voronoi diagram of K, the value is
Mλ(0; K) = b
2(1 + 
2).
Figure 3 displays the graph of Mλ(x; K) as given by (5.1) for diﬀerent values of
λ and for the set K deﬁned by b = 2 and 
 = 0.5. For each value of λ, we can easily
verify the presence of two scales in Mλ(x; K): a strong one which is reﬂected by the
values of Mλ(x; K) along the y-axis generated by the two-point set {(−b, c), (b, c)}
and a weak one captured by the value of Mλ(x; K) along the x-axis generated by the
two-point set {(b, −c), (−b, −c)}. In agreement with our theoretical results, we also
verify that the support of the continuous function Mλ(x; K) contains the medial axis
of K, given by the Voronoi diagram of K in this case, and such support shrinks to
MK as λ increases.
Example 5.2. In this example, we consider ﬁrst the case of the open set Ωs =
(−r,∞) × (−r, r) with r > 0, whose results will be used to construct the multiscale
medial axis map of a rectangular domain. By inspection, we can easily infer that
(5.2) dist2((x, y); ∂Ωs) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(|y| − r)2 if x ≥ 0 ,
(|y| − r)2 if − r ≤ x ≤ 0, |y| ≥ |x| ,
(|x| − r)2 if − r ≤ x ≤ 0, |y| ≤ |x| ,
(|x| − r)2 if x ≤ −r, |y| ≤ r ,
(|x| − r)2 + (|y| − r)2 if x ≤ −r, |y| ≥ r ,
whereas the lower transform, obtained after lengthy calculations based on the con-
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Fig. 3. Graph of Mλ(·; K) for the four-point set K = {(b, c), (b,−c), (−b, c), (−b,−c)} with
b = 2 and c = b = 1, for diﬀerent values of λ: (a) λ = 0.25; (b) λ = 4; (c) λ = 8; (d) λ = 15.
struction of aﬃne functions, is given, for (x, y) ∈ Ωs by
(5.3)
Clλ(dist
2(·; ∂Ωs))(x, y)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g(x+ r, y + r) if − r ≤ x ≤ 0, −r ≤ y, x+ y ≤ − r
1 + λ
,
g(x+ r, r − y) if − r ≤ x ≤ 0, −r ≤ −y, x− y ≤ − r
1 + λ
,
r2
λ
1 + λ
− λ(x2 + y2) if x ≤ 0, − r
1 + λ
≤ x+ y, − r
1 + λ
≤ x− y ,
r2
λ
1 + λ
− λy2 if x ≥ 0, |y| ≤ r
1 + λ
,
(|y| − r)2 if x ≥ 0, r
1 + λ
≤ |y| ,
(|y| − r)2 if x ≥ −r, |y| ≥ r ,
(|x| − r)2 if x ≤ −r, |y| ≤ r ,
(|x| − r)2 + (|y| − r)2 if x ≤ −r, |y| ≥ r ,
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where the auxiliary function g = g(x, y) is a continuous piecewise quadratic function
deﬁned as follows:
g(x, y)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x2 if x ≤ λ
1 + λ
, x ≥ 0, y ≥ 0 ,
y2 if y ≤ xλ
1 + λ
, y ≥ 0, x ≥ 0 ,
λ
1 + λ
(
(x+ y)
1 + λ
2λ+ 1
)2
−λ
((
x− (x+ y) 1 + λ
2λ+ 1
)2
+
(
y − (x+ y) 1 + λ
2λ+ 1
)2)
if
xλ
1 + λ
≤ y ≤ x(1 + λ)
λ
, y ≥ 0, x ≥ 0 ,
x2 if x ≤ 0, y ≥ 0 ,
y2 if x ≥ 0, y ≤ 0 ,
x2 + y2 if x ≤ 0, y ≤ 0 .
The multiscale medial axis map of Ωs, Mλ((x, y); Ωs), is obtained by applying
deﬁnition (3.1) and by taking into account (5.2) and (5.3). By exploiting proper-
ties of the lower transform with respect to symmetry and translation of axes, we
can then easily obtain the analytical expression for the multiscale medial axis map
of a rectangular domain. If, for instance, we consider the open bounded set Ω =
(−(r + r2 ), r + r2 )× (−r, r), then it is not diﬃcult to show that
Mλ((x, y); Ω) =
⎧⎪⎪⎨
⎪⎪⎩
Mλ
((
x+
r
2
, y
)
; Ωs
)
if x ≤ 0 ,
Mλ
((
−x+ r
2
, y
)
; Ωs
)
if x ≥ 0 .
Figure 4(a) displays the support of Mλ((x, y); Ω) which is a neighborhood of the
medial axis, whereas Figure 4(b) depicts the graph of Mλ((x, y); Ω). For the points
(x, y) ∈ MΩ with θx = π, it follows thatMλ((x, y); Ω) = dist2((x, y); ∂Ω), so implying
that in this sense, the upper bound in (3.11) is sharp.
Example 5.3. We consider now the oval shaped domain Ω ⊂ R2 made by the
union of two semicircles with center at the points (−r/2, 0) and (r/2, 0) and radius
r/2, respectively, and the rectangle (−r/2, r/2)× (−r/2, r/2). For this domain, it is
not diﬃcult to verify that
(5.4) dist2((x, y); ∂Ω) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(|y| − r)2 if |x| ≤ r
2
,
(√(
x+
r
2
)2
+ y2 − r
)2
if x+
r
2
≤ 0 ,
(√(
x− r
2
)2
+ y2 − r
)2
if x− r
2
≥ 0 ,
whereas the lower transform, obtained after some lengthy calculations based on the
construction of aﬃne functions, is given, for (x, y) ∈ Ω, by
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Fig. 4. Multiscale medial axis map of Ω = (−(r + r
2
), r + r
2
)× (−r, r) for λ = 10: (a) graph of
Mλ((x, y); Ω) for λ = 10; (b) domain Ω displayed along with the support of Mλ((x, y); Ω).
(5.5)
Clλ(dist
2(·; ∂Ω))(x, y)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λr2
1 + λ
− λ
((
x+
r
2
)2
+ y2
)
if
√(
x+
r
2
)2
+ y2 ≤ r
1 + λ
, x+
r
2
≤ 0 ,(√(
x+
r
2
)2
+ y2 − r
)2
if
√(
x+
r
2
)2
+ y2 ≥ r
1 + λ
, x+
r
2
≤ 0 ,
λr2
1 + λ
− λ
((
x− r
2
)2
+ y2
)
if
√(
x− r
2
)2
+ y2 ≤ r
1 + λ
, x− r
2
≥ 0 ,(√(
x− r
2
)2
+ y2 − r
)2
if
√(
x− r
2
)2
+ y2 ≥ r
1 + λ
, x− r
2
≥ 0 ,
λr2
1 + λ
− λy2 if |y| ≤ r
1 + λ
, |x| ≤ r
2
,
(|y| − r)2 if |y| ≥ r
1 + λ
, |x| ≤ r
2
.
Figure 5(a) displays the graph of Mλ((x, y); Ω) obtained by applying deﬁnition (3.1)
where we account for (5.4) and (5.5), whereas Figure 5(b) shows the support of
Mλ((x, y); Ω) along with the domain Ω.
In the following example we describe the behavior of Mλ(x; K) for the case of a
discrete set K, sampled from a connected set, and evaluate the structure of Mλ(x; K)
as the sample density approaches inﬁnity.
Example 5.4. We consider the geometric model of the uniform sampling of two
parallel lines at distance b to each other. The points are taken equally spaced over
each line at distance c = 
b with 
 ∈ (0, 1) measuring the sampling density, in the
sense that as 
 → 0, the sampling density on the two lines tends to inﬁnity. The
sampling of the two parallel lines is deﬁned so that the discrete points are aligned
along the x- and y-axis as displayed in Figure 6(a). For such a sample K, we can then
use the results obtained in Example 5.1 for the four-point set which we refer to as
K4p. It is not diﬃcult to show that, for (x, y) ∈ R2, and i ∈ Z such that |y+ i
b| ≤ 
b,
Mλ((x, y); K) = Mλ((x, y + i
b); K4p) ,
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Fig. 5. Multiscale medial axis map for the oval shaped domain: (a) graph of the medial axis
map, Mλ((x, y); Ω), for λ = 10 and of the squared-distance function, dist
2((x, y); ∂Ω) whose zero
level set gives the boundary of the domain. Only the restriction to y ≥ 0 is displayed, given that
Mλ((x, y); Ω) ≤ dist2((x, y); ∂Ω); (b) the oval shaped domain Ω displayed with the support of its
medial axis map Mλ((x, y); Ω).
Fig. 6. (a) Geometric model of a set K representing a uniform -sample of two parallel lines.
Graph of the multiscale medial axis map for diﬀerent sample densities: (b) b = 2,  = 0.5, λ = 10;
(c) b = 2,  = 0.1, λ = 10.
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Fig. 7. Geometric model of one stairlike boundary perturbation, as in a digitized domain.
where Mλ((x, y + i
b); K4p) is the multiscale medial axis map for the four-point set
discussed in Example 5.1.
Figures 6(b) and 6(c) display the graph of Mλ((x, y); K) for b = 2, λ = 10, and
for diﬀerent sampling density 
, 
 = 0.5 and 
 = 0.1, respectively.
The comparison of the graphs of Mλ((x, y); K) for the two diﬀerent sample densi-
ties of the same object shows how the value ofMλ((x, y); K) along the minor branches
of the medial axis of the discrete set K attenuates as 
 → 0. Consistent with the ﬁnd-
ing obtained for the four-point set, we have that the value of Mλ((x, y); K) along the
minor branches is proportional to 
2. It then follows that by setting a threshold not
lower than such a value, we can single out the stable part of MK , which provides an
approximation for (and, in this case, is, in fact, coincident with) the medial axis of
the two parallel lines.
In this last example, we analyze a model of perturbations of the boundary domain
represented by staircase-like piecewise aﬃne curves. This eﬀect is very common, for
instance, in digital images and is the source of unrealistic medial axis branches, which
are usually not desirable. Common practice in this case is to perform a boundary
smoothing prior to any image processing operation. We will show that this is not
needed with the multiscale medial axis map. The ﬁne structure of the medial axis
corresponding to the irregularities of the boundary is indeed captured by the mul-
tiscale medial axis map and can be ﬁltered out. We will verify this statement on a
prototype model of this boundary domain perturbation, by showing that the height of
the medial axis map on such branches can be very small if the stairlike eﬀect is small.
Example 5.5. Assume c > 0 and let us consider the set K = {(x, y) ∈ R2 : x ≥
0, y ≥ 0, x+ y ≤ c} ∩ {(x, y) ∈ R2, x+ y ≥ c} displayed in Figure 7, which is used as
a prototype of one single step perturbation of a boundary domain.
The squared distance function dist2((x, y); Kc)) to the complement of K and the
lower transform Clλ(dist
2(·; Kc))(x, y) are then given, respectively, by
(5.6) dist2((x, y); Kc) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x2 if x ≤ y, 0 ≤ x ≤ c, 0 ≤ y ≤ c,
y2 if x ≥ y, 0 ≤ x ≤ c, 0 ≤ y ≤ c,
x2 + (y − c)2 if y ≥ c, 0 ≤ y − x ≤ c,
(x− c)2 + y2 if x ≥ c, 0 ≤ x− y ≤ c,
1
2
(x + y − c)2 if x+ y ≥ c, y − x ≥ c,
or x+ y ≥ c, x− y ≥ c,
0 otherwise,
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and
(5.7)
Clλ(dist
2(·; Kc))(x, y)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x2 if x ≤ yλ
1 + λ
, 0 ≤ x ≤ c, 0 ≤ y ≤ c,
y2 if y ≤ xλ
1 + λ
, 0 ≤ x ≤ c, 0 ≤ y ≤ c,
λ(1 + λ)
( x+ y
1 + 2λ
)2
− λ
(
x− (1 + λ)(x + y)
1 + 2λ
)2
− λ
(
y − (1 + λ)(x + y)
1 + 2λ
)2
if
λx
1 + λ
≤ y ≤ (1 + λ)x
λ
, 0 ≤ x ≤ c,
0 ≤ y ≤ c, x+ y ≤ (1 + 2λ)c
1 + λ
,
1
2
(x+ y − c)2 if x+ y ≥ c, y − x ≥ c, or x+ y ≥ c, x− y ≥ c,
x2 + (y − c)2 if y ≥ c, c
1 + λ
≤ y − x ≤ c,
(x− c)2 + y2 if x ≥ c, c
1 + λ
≤ x− y ≤ c,
1
2
(
λc2
1 + λ
− λ(y − x)2 + (x+ y − c)2
)
if x+ y ≥ (1 + 2λ) c
1 + λ
,
c
1 + λ
≥ y − x ≥ − c
1 + λ
,
x2 + y2 if x ≤ 0, y ≤ 0,
0 otherwise .
The medial axis map Mλ((x, y); K
c) is then obtained from (3.1) using (5.6) and (5.7).
The graph of Mλ((x, y); K
c) for λ = 9 and step size c = 1 is shown in Figure 8(a),
whereas Figure 8(b) displays its support. By inspecting the graph of Mλ((x, y); K
c),
we observe that after an initial increase near the corner tip, Mλ((x, y); K
c) keeps a
constant value along MK , with this value proportional to the square of the step size.
It is not diﬃcult to verify the following:
lim
λ→+∞
Mλ((x, y); K) = M∞((x, y); K) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x2
2
if 0 ≤ x ≤ c, x = y ,
c2
2
if x ≥ c, x = y ,
0 if x = y ,
with uniform convergence if y = x and x ≥ 0.
Despite its simplicity, this basic model elucidates the behavior of Mλ((x, y); K
c
s)
for a set Ks with a stairlike boundary proﬁle as, for instance, the one displayed in
Figure 9(a).
For such a set Ks, it is not diﬃcult to verify that for (x, y) ∈ R2, let i ∈ Z such
that |(x− ic)− (y + ic)| ≤ c, then
(5.8) Mλ((x, y); K
c
s) = Mλ((x− ic, y + ic); Kc)
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Fig. 8. Multiscale medial axis map of the set K displayed in Figure 7, prototype of boundary
perturbation as occurring in digitized images. (a) Graph of Mλ((x, y); K
c) for λ = 10; (b) support
of Mλ((x, y); K
c) displayed together with the set K.
Fig. 9. (a) Geometric model of a prototype of staircase-type perturbation of the boundary
domain Ks. (b) Graph of Mλ((x, y); K
c
s) for λ = 10; (c) support of Mλ((x, y); K
c
s) displayed
together with the set K.
withMλ((x, y); K
c) corresponding to the one step boundary domain perturbation dis-
cussed at the beginning of this example. Figure 9(b) contains the graph of
Mλ((x, y);Ks), whereas Figure 9(c) shows its support, displayed together with the
set Ks. The height of the ridges along MKs depends only on the gap size c, in par-
ticular, it is proportional to c2. It follows, therefore, that by setting the threshold
larger than c2, the corresponding suplevel set ofMλ((x, y); Ks) will ﬁlter out all minor
branches of MKs generated by the stepstair-like boundary.
As an application of these concepts, we show in Figure 10 the results of the
numerical realization of Mλ((x, y); K) for the digital image of a maple leaf, where we
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Fig. 10. Multiscale medial axis map as obtained by the numerical implementation of
Mλ((x, y); K): (a) support of the multiscale medial axis map Mλ((x, y); K) for the digital image of
a maple leaf, for λ = 10. All the ﬁne branches generated by the steps on the boundary are displayed.;
(b) suplevel set of Mλ((x, y); K) corresponding to a threshold equal to one displaying only stable
parts of the medial axis.
can note the eﬀects just discussed. In particular, Figure 10(a) depicts the support of
Mλ((x, y); K) with the display of all ﬁne branches created by the steplike irregularities
of the boundary domain, whereas Figure 10(b) shows the suplevel set ofMλ((x, y); K)
corresponding to a threshold equal to one which singles out only the neighborhood of
stable parts of MK .
6. Proofs of main results.
Proof of Lemma 2.5. The existence of an aﬃne function  such that (2.1)(i)
and (2.1)(ii) hold is well known (see, e.g., [59, Remark 2.1] or [36]). The claim that
2 ≤ k ≤ n + 1 comes from the Carathe´odory theorem [47, Cor. 17.1.5] and the fact
that co[f ](0) < f(0). Also it is easy to see that the xi’s can be made distinct and
xi = 0. For the proof of (2.1)(iii), observe that f is upper semidiﬀerentiable,  ≤ f ,
and (xi) = f(xi). By [13, Cor. 2.5], it thus follows that f is diﬀerentiable at xi
and Df(xi) = D(xi) = 2a. The proof of (2.1)(iv) is obtained from the deﬁnition of
the convex envelope. For (2.1)(v), we have, by deﬁnition of the convex envelope, that
 ≤ co[f ] and (0) = co[f ](0). Since by hypothesis, co[f ] ∈ C1,1(Rn), we can conclude
that 2a = D(0) = D co[f ](0), again using [13, Cor. 2.5].
Proof of Proposition 2.13. It is known [59, Theorem 3.1] that Clλ(dist
2(·; K)) ∈
C1,1(Rn), so we only need to improve the estimate of the Lipschitz constant obtained
in [59, p. 755], namely, 8 + 10λ. From the deﬁnition of the lower transform, we have
(6.1) Clλ(dist
2(·; K))(x+y)−Clλ(dist2(·; K))(x)−(DClλ(dist2(·; K))(x))·y ≥ −λ|y|2
for all x, y ∈ Rn. Now dist2(·; K) is a 2-semiconcave function [19, Prop. 2.2.2],
that is, x → |x|2 − dist2(x, K) := g(x) is a convex function. So if we let fλ(x) :=
(λ+ 1)|x|2 − g(x), then by Lemma 2.12, we have
(6.2) co[fλ](x+ y)− co[fλ](x)− (D co[fλ](x)) · y ≤ (λ+ 1)|y|2
for all x, y ∈ Rn. We also have, for x ∈ Rn, that
Clλ(dist
2(·; K))(x) = co[dist2(·; K) + λ| · |2](x) − λ|x|2 = co[fλ(·)](x) − λ|x|2 .
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By (6.2), we obtain
Clλ(dist
2(·; K))(x+ y)− Clλ(dist2(·; K))(x)− (DClλ(dist2(·; K))(x)) · y
= co[fλ](x+ y)− co[fλ](x) − (D co[fλ](x)) · y − λ|y|2 ≤ (λ+ 1)|y|2 − λ|y|2
= |y|2 .
(6.3)
Combining (6.1) and (6.3), we have
−λ|y|2 ≤ Clλ(dist2(·; K))(x+y)−Clλ(dist2(·; K))(x)−(DClλ(dist2(·; K))(x))·y ≤ |y|2 .
Thus x → Clλ(dist2(·; K))(x) is both 2-semiconcave and 2λ-semiconvex. By [19,
Corollary 3.3.8], we therefore conclude that Clλ(dist
2(·; K)) ∈ C1,1(Rn), and the
Lipschitz constant of the gradient DClλ(dist
2(·; K)) is not greater than
2max{1, λ}.
Proof of Proposition 2.14. Let λ > 0. Without loss of generality, we may as-
sume that x0 = 0. We consider two diﬀerent cases, depending on the values of
Clλ(dist
2(·; K))(0) and dist2(0; K).
Case (i): Clλ(dist
2(·; K))(0) < dist2(0; K).
In this case, by deﬁnition of the lower transform and the convex envelope, we
have
Clλ(dist
2(·; K))(0) = co[dist2(·; K) + λ| · |2](0).
Since the function dist2(·; K) + λ| · |2 is also continuous, upper semidiﬀerentiable,
coercive and co[dist2(·; K)+λ|·|2] ∈ C1,1, the assumptions of Lemma 2.5 are satisﬁed.
Let the aﬃne function  and x1, . . . , xk ∈ Rn, λ1 > 0, . . . , λk > 0 with 2 ≤ k ≤ n+ 1
be as given by Lemma 2.5, satisfying (2.1)(i) to (2.1)(v). We have, by (2.1)(ii) and
(2.1)(iii), that
(6.4) 2a · xi + b = dist2(xi; K) + λ|xi|2, 2a = D(dist2(·; K) + λ| · |2)(xi) .
Therefore x → dist2(x; K) is diﬀerentiable at xi for i = 1, 2, . . . , k. By [37, Lem-
ma 8.5.12], we see that K(xi) := {yi} consists of a single element yi ∈ K, so that
dist2(xi; K) = |xi− yi|2 and Ddist2(·; K)(xi) = 2(xi− yi). Thus (6.4) reduces in this
case to
(6.5) 2a · xi + b = |xi − yi|2 + λ|xi|2, 2a = 2(xi − yi) + 2λxi .
By (6.5)2 and knowing that
∑k
i=1 λi = 1 and
∑k
i=1 λixi = 0, we ﬁnd
(6.6) a =
k∑
i=1
λi
(
(xi − yi) + λxi
)
= −
k∑
i=1
λiyi ,
whereas by (6.5)1, (6.6), and the strict convexity of | · |2, we obtain
b =
k∑
i=1
λi(2a · xi + b) =
k∑
i=1
λi(|xi − yi|2 + λ|xi|2)
>
∣∣∣∣∣
k∑
i=1
λi(xi − yi)
∣∣∣∣∣
2
=
∣∣∣∣∣−
k∑
i=1
λiyi
∣∣∣∣∣
2
= |a|2 .
(6.7)
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Hence |a|2 < b, that is,∣∣∣∣12DClλ(dist2(·; K))(0)
∣∣∣∣
2
< Clλ(dist
2(·; K))(0) .
Case (ii): Clλ(dist
2(·; K))(0) = dist2(0; K).
In this case, we have
co[dist2(·; K) + λ| · |2](0) = Clλ(dist2(·; K))(0) = dist2(0;K) + λ|0|2
and
co[dist2(·; K) + λ| · |2](x) ≤ dist2(x; K) + λ|x|2
for x ∈ Rn. Since co[dist2(·; K) + λ| · |2] ∈ C1,1 is convex and dist2(·; K) + λ| · |2 is
upper semidiﬀerentiable, it follows from [13, Corollary 2.5] that D(dist2(x; K)+λ|x|2)
exists at 0, and
D(dist2(·; K) + λ| · |2)(0) = D co[dist2(·; K) + λ| · |2](0) .
Again by [37, Lemma 8.5.12], K(0) = {y0} with y0 ∈ K the unique point that realizes
the distance of 0 to K. So
|D co[dist2(·; K) + λ| · |2](0)|2 = |D(dist2(·; K) + λ| · |2)(0)|2
= | − 2y0|2 = 4dist2(0; K)
= 4 co[dist2(·; K) + λ| · |2](0) .
Proof of Theorem 3.3. Let λ > 0. Without loss of generality, we may assume that
x0 = 0. We prove our result by establishing the contrapositive, and therefore suppose
that
Clλ(dist
2(·; K))(0) < dist2(0; K)
and seek to prove that
λdist(0; MK) < dist(0; K) .
As in the proof of Proposition 2.14, all the assumptions of Lemma 2.5 are met for
the function f(·) = dist2(·;K) + λ| · |2. Hence there exist an aﬃne function , points
x1, . . . , xk ∈ Rn, and λ1 > 0, . . . , λk > 0, 2 ≤ k ≤ n + 1, that satisfy (2.1)(i) to
(2.1)(v), which ensures that (6.5) holds with {yi} = K(xi)}, i ∈ {1, . . . , k}. From
(6.5)2, we have
(6.8) xi =
yi + a
1 + λ
,
which when substituted into (6.5)1 yields
2a ·
(
yi + a
1 + λ
)
+ b =
∣∣∣∣yi + a1 + λ − yi
∣∣∣∣
2
+ λ
∣∣∣∣yi + a1 + λ
∣∣∣∣
2
.
A simple manipulation of this equation in yi then gives
(6.9)
∣∣∣yi − a
λ
∣∣∣2 = (1 + λ)|a|2
λ2
+
(1 + λ)b
λ
:= c2, i = 1, 2, . . . , k,
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and (6.8) and (6.9) together imply
(6.10)
∣∣∣xi − a
λ
∣∣∣2 = c2
(1 + λ)2
. i = 1, 2, . . . , k .
Now from (6.9), it follows that the points y1, y2, . . . , yk ∈ K lie on the sphere S(a/λ; c)
= {y ∈ Rn, |y − a/λ| = c}, and since xi = xj for i = j, we also have that yi = yj
for i = j, by (6.8). We show next that the open ball B(a/λ; c) does not intersect K,
and hence a/λ ∈ MK , the medial axis of K. We prove this claim by contradiction.
Suppose y∗ ∈ K ∩B(a/λ; c), and deﬁne
(6.11) x∗ =
y∗ + a
1 + λ
.
Then we have, from (2.1)(i), that
(6.12) 2a · x∗ + b = (x∗) ≤ dist2(x∗, K) + λ|x∗|2 ≤ |x∗ − y∗|2 + λ|x∗|2
and by placing (6.11) into (6.12), it follows that∣∣∣y∗ − a
λ
∣∣∣2 ≥ c2 ,
which contradicts the assumption that y∗ ∈ B(a/λ; c). Hence
(6.13) B
(a
λ
; c
)
∩K = ∅,
and thus a/λ ∈ MK . By the strict convexity of | · |2 and the fact that
∑k
i=1 λixi = 0,
we then have, from (6.10), (6.7), and Proposition 2.14, that
dist2(0; MK) ≤
∣∣∣a
λ
∣∣∣2 < k∑
i=1
λi
∣∣∣xi − a
λ
∣∣∣2
=
c2
(λ+ 1)2
=
1
(λ + 1)2
(
(1 + λ)|a|2
λ2
+
(1 + λ)b
λ
)
=
|a|2
λ2(1 + λ)
+
b
λ(1 + λ)
<
b
λ2
<
dist2(0; K)
λ2
,
and hence
λdist(0; MK) < dist(0; K) .
This proves that if 0 /∈ MK and
λ ≥ dist(0; K)
dist(0; MK)
,
then Clλ(dist
2(·; K))(0) ≥ dist2(0; K). Since we always have that Clλ(dist2(·; K))(0) ≤
dist2(0; K), it can be concluded that
Clλ(dist
2(·; K))(0) = dist2(0; K) ,
which completes the proof.
Remark 6.1. Recall that in Remark 3.7(b), we noted that if x0 is a critical
point of Clλ(dist
2(·; K)), then x0 ∈ co[K(x0)]. Translating x0 to 0, we can now see
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that if Clλ(dist
2(·; K))(0) < dist2(0;K), this follows from (6.6), (6.9), and (6.13),
since Lemma 2.5(v) implies that a = 0 if DClλ(dist
2(·; K))(0) = 0, whereas if
Clλ(dist
2(·; K))(0) = dist2(0;K), the arguments in Case (ii) of the proof of Proposi-
tion 2.14 yield that 0 ∈ K if DClλ(dist2(·; K))(0) = 0, thus clearly 0 ∈ co[K(0)] in
this case also.
Proof of Corollary 3.5. Note ﬁrst that (3.4) and (3.5) together yield that⋂
0<λ<+∞
spprt(Mλ(·;K)) ⊂
⋂
0<λ<+∞
Vλ,K = MK .
On the other hand, suppose x0 ∈ RN is such that Mλ(x0;K) = 0. Then we have that
dist2(x0;K) = C
l
λ(dist
2(·;K))(x0), so as argued in Case (ii) of the proof of Proposition
2.14, it follows that x0 ∈ MK . Thus for all λ > 0, MK ⊂ {x ∈ RN : Mλ(x;K) > 0},
which implies that
MK ⊂
⋂
0<λ<+∞
spprtMλ(·;K).
Proof of Corollary 3.6. We only need to consider the case where
Clλ(dist
2(·; K))(x0) < dist2(x0; K),
since otherwise the claim is clearly true. Without loss of generality, assume that
x0 = 0. As in the proof of Theorem 3.3, the assumptions of Lemma 2.5 are satisﬁed for
the function f(·) = dist2(·;K)+λ| · |2, so there exist an aﬃne function (x) = 2a ·x+b,
points x1, . . . , xk ∈ Rn, and λ1 > 0, . . . , λk > 0, 2 ≤ k ≤ n+1, that satisfy (2.1)(i) to
(2.1)(v), so that (6.10) holds. Moreover, from Proposition 2.14 and the assumption
that Clλ(dist
2(·; K))(0) < dist2(0; K), it follows that |a|2 < b < dist2(0;K). Hence,
for each for i = 1, 2, . . . , k, we have
|xi| − |a|
λ
≤
∣∣∣xi − a
λ
∣∣∣ = c
1 + λ
<
√
b
λ
,
and so
|xi| < |a|
λ
+
√
b
λ
<
2
√
b
λ
<
2dist(0; K)
λ
.
Thus xi ∈ B(0; r(0)) for i = 1, 2, . . . , k, where r(0) = 2dist(0; K)/λ. The conclusion
then follows from the deﬁnitions of the convex envelope and of
Clλ(dist
2(·; K))(0).
Proof of Corollary 3.8. Since MK ⊂ Vλ,K , it follows from Theorem 3.3 that
dist2(x;K) = Clλ(dist
2(·; K))(x) for all x in the set Rn \ Vλ,K , which is an open set
because Vλ,K is closed. Thus the result is immediate from Proposition 2.13.
Proof of Proposition 3.11. Since ∂Ω ⊂ Ωc, then
dist2(y,Ωc) ≤ dist2(y, ∂Ω) for y ∈ Rn ,
and by the ordering property of the lower transform,
Clλ(dist
2(·; Ωc))(x) ≤ Clλ(dist2(·; ∂Ω))(x) for x ∈ Ω.
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We want now to prove that the equality actually holds for x ∈ Ω. We will show this
by a contradiction argument. Though the equality dist2(y; Ωc) = dist2(y; ∂Ω) holds
for all y ∈ Ω, we cannot straightforwardly deduce the equality of the lower transforms
in Ω. Assume therefore, that at some point x ∈ Ω we have that
(6.14) Clλ(dist
2(·; Ωc))(x) < Clλ(dist2(·; ∂Ω))(x) .
By the translation invariance of the distance and of the lower transform [64, Propo-
sition 2.10], we can assume, without loss of generality, that x = 0 ∈ Ω, so that (6.14)
becomes
Clλ(dist
2(·; Ωc))(0) < Clλ(dist2(·; ∂Ω))(0) ,
which is then equivalent to stating that
co[dist2(·; Ωc) + λ| · |2](0) < co[dist2(·; ∂Ω) + λ| · |2](0) .
Since the function dist2(x, ∂Ω) + λ|x|2 is coercive and is continuous, by Proposi-
tion 2.3(ii) there exists an aﬃne function (x) such that
(x) ≤ dist2(x; ∂Ω) + λ|x|2 for all x ∈ Rn ,
and
(6.15) (0) = co[dist2(·; ∂Ω) + λ| · |2](0) .
Note that by Proposition 2.3(i), (0) ≥ 0. There must be a point y0 ∈ (Ω)c such that
(6.16) (y0) > dist
2(y0; Ω
c) + λ|y0|2 = λ|y0|2.
If we write our aﬃne function as (x) = a · x + b with b = (0) given by (6.15) and
a ∈ Rn, then (6.16) reads as
(6.17) a · y0 + b > λ|y0|2.
Since for x ∈ ∂Ω,
(x) ≤ dist2(x; ∂Ω) + λ|x|2 = dist2(x; Ωc) + λ|x|2 ,
and for t > 0 small enough, ty0 ∈ Ω, it follows that there exists 0 < t0 < 1 for which
t0y0 ∈ Ωc and
(t0y0) = dist
2(t0y0; Ω
c) + λ|t0y0|2 = λ|t0y0|2 .
This implies that
t0a · y0 + b = λ|t0y0|2 ,
that is,
a · y0 = t0λ|y0|2 − b/t0 .
If we substitute (6) into (6.17), we obtain
t0λ|y0|2 − b/t0 + b > λ|y0|2 ,
MULTISCALE MEDIAL AXIS MAPS AND DISTANCE FUNCTION 4323
that is,
b < −t0λ|y0|2 < 0 ,
which contradicts the fact that b ≥ 0. Thus
(x) ≤ dist2(x; Ωc) + λ|x|2 for all x ∈ Rn ,
hence,
co[dist2(·; Ωc) + λ| · |2](0) ≥ co[dist2(·; ∂Ω) + λ| · |2](0) ,
thus
Clλ(dist
2(·; Ωc))(0) ≥ Clλ(dist2(·; ∂Ω))(0) ,
which contradicts the initial assumption (6.14).
Proof of Corollary 3.13. We only need to verify that Vλ,Ωc ∩ Ω ⊂ Wλ,Ω. In fact,
if x ∈ Vλ,Ωc ∩Ω, then λdist(x; MΩc) ≤ dist(x; Ωc) ≤ diam(Ω). Thus x ∈ Wλ,Ω so that
Ω \Wλ,Ω ⊂ Ω \ Vλ,Ωc . The conclusion then follows from Corollary 3.8.
Proof of Theorem 3.15. Note ﬁrst that clearly Mλ(x; K) ≥ 0 for all x ∈ Rn. We
now prove the positive lower bound for Mλ(x; K) when x ∈ MK . Let x ∈ MK and
r(x) = dist(x; K). Since K(x) ⊂ K then
dist2(y; K) ≤ dist2(y; K(x)) for all y ∈ Rn ,
hence, by the ordering property of the lower transform, Proposition 2.9,
(6.18) Clλ(dist
2(·; K))(y) ≤ Clλ(dist2(·; K(x)))(y) for all y ∈ Rn .
Now, by Proposition 2.18, we have for y = x that
(6.19) Clλ(dist
2(·; K(x)))(x) = (1 + λ)dist2(x; co[K2,λ(x)]) + λ
1 + λ
r2(x) .
By Carathe´odory’s theorem [47], for every w = x+ y ∈ co[K2,λ(x)], there are at most
n+1 points x+ yi/(1+λ) ∈ K2,λ(x) with x+ yi ∈ K(x), i.e., x+ yi ∈ ∂K and |yi| =
r(x), and λ1 ≥ 0, . . . , λn+1 ≥ 0 such that
∑n+1
i=1 λi = 1 and w = x+
∑n+1
i=1 λiyi/(1+λ).
Thus we have
|x− w|2 =
∣∣∣∣∣
n+1∑
i=1
λi
yi
1 + λ
∣∣∣∣∣
2
=
1
(1 + λ)2
∣∣∣∣∣
n+1∑
i=1
λiyi
∣∣∣∣∣
2
=
1
(1 + λ)2
∣∣∣∣∣x−
n+1∑
i=1
λi(x+ yi)
∣∣∣∣∣
2
,
which yields
(6.20) dist2(x; co[K2,λ(x)]) =
1
(1 + λ)2
dist2(x; co[K(x)]) .
By substituting (6.20) into (6.19) we have
(6.21) Clλ(dist
2(·; K(x)))(x) = 1
1 + λ
dist2(x; co[K(x)]) +
λ
1 + λ
r2(x) .
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By comparing (6.18) and (6.21), we ﬁnally obtain
Mλ(x; K) ≥ (1 + λ)(dist2(x; K)− Clλ(dist2(x; K(x))))
= dist2(x; K)− dist2(x; co[K(x)]) .
To ﬁnd now an upper bound to Mλ(x; K) that holds for all x ∈ Rn, note ﬁrst that if
x ∈ K, then Mλ(x; K) = dist2(x; K) = 0. Suppose now that x ∈ K. Then r(x) > 0
and B(x; r(x)) ⊂ Kc, so K ⊂ Bc(x; r(x)) and hence
dist2(y; Bc(x, r(x))) ≤ dist2(y; K) for y ∈ Rn
and, thus, by the ordering property of the lower transform (Proposition 2.9),
(6.22) Clλ(dist
2(·; Bc(x, r(x))))(y) ≤ Clλ(dist2(·; K))(y) for y ∈ Rn .
By Lemma 2.20, for |y| ≤ r(x)/(1 + λ), after a simple translation of points and due
to the invariance of the distance transform, we have
Clλ(dist
2(·; Bc(x, r(x))))(y) = λ
1 + λ
r2(x)− λ|y − x|2
which for y = x gives
Clλ(dist
2(·; Bc(x, r(x))))(x) = λ
1 + λ
r2(x) ,
hence
dist2(x; K)− Clλ(dist2(·; Bc(x, r(x))))(x) =
1
1 + λ
dist2(x; K) .
By comparing (6.22) and (6), we then conclude that
dist2(x; K)− Clλ(dist2(·; K))(x) ≤ dist2(x; K)− Clλ(dist2(·; Bc(x; r(x))))(x)
=
1
1 + λ
dist2(x; K) ,
which completes the proof.
Proof of Proposition 3.18. Let x ∈ MK , r(x) = dist(x; K) > 0, and denote
by x1, x2 ∈ B(x; r(x)) ∩ K the points of K(x) that realize the separation angle θx
at the point x. Thus |x − x1| = |x − x2| = r(x). Since {x1, x2} ⊂ K(x), then
x1 + t(x2 − x1) ∈ co[K(x)] for t ∈ [0, 1], which for t = 1/2 gives
dist(x; co[K(x)]) ≤ dist
(
x;
x1 + x2
2
)
= cos
(
θx
2
)
r(x) .
Thus
dist2(x; co[K(x)]) ≤ dist2(x; K) cos2
(
θx
2
)
and, hence,
dist2(x; K)− dist2(x; co[K(x)]) ≥ dist2(x; K)
(
1− cos2
(
θx
2
))
= dist2(x; K) sin2
(
θx
2
)
,
as required.
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Proof of Proposition 3.20. If x0 ∈ K, clearly Mλ(x0; K) = 0 for all λ > 0. So
we may assume that x0 /∈ K. Since x0 /∈ MK , dist2(·; K) is diﬀerentiable at x0 [37,
Lemma 8.5.12]. Therefore for every 
 > 0, there exists δ > 0 such that
|dist2(x0 + y; K)− dist2(x0; K)−Ddist2(x0; K) · y| ≤ 
|y|
for y ∈ B(0; δ). Now by the locality property Corollary 3.6, we have
Clλ(dist
2(·; K))(x0) = coB(x0; r(x0))[dist2(·; K) + λ|(·) − x0|2](x0) ,
where r(x0) = 2dist(x0; K)/λ > 0. Thus for λ > 0 suﬃciently large, r(x0) < δ.
Since x → dist2(x; K) + λ|x − x0|2 is continuous and coercive, by Lemma 2.5 and
Corollary 3.6, there exist x1, . . . , xk ∈ B(x0; r(x0)) and λ1 > 0, . . . , λk > 0 such that∑k
i=1 λi = 1,
∑k
i=1 λixi = x0, and
coB¯(x0; r(x0))[dist
2(·; K) + λ|(·) − x0|2](x0)
=
k∑
i=1
λi
(
dist2(xi; K) + λ|xi − x0|2
)
≥
k∑
i=1
λi
(
dist2(x0; K) +Ddist
2(x0; K) · (xi − x0)− 
|xi − x0|+ λ|xi − x0|2
)
≥ dist2(x0; K)− 

2
4λ
,
as |xi−x0| ≤ r(x0) < δ. Here we have also used the facts that
∑k
i=1 λiDdist
2(x0; K) ·
(xi − x0) = 0 and that λt2 − 
t ≥ −
2/(4λ) for t ∈ R. Since
Clλ(dist
2(·; K))(x0) ≤ dist2(x0; K),
we then have
0 ≤ Mλ(x0; K) ≤ (1 + λ)

2
4λ
.
Thus
0 ≤ lim inf
λ→+∞
Mλ(x0; K) ≤ lim sup
λ→+∞
Mλ(x0; K) ≤ 

2
4
.
Since 
 > 0 is arbitrary, the conclusion follows.
Proof of Theorem 3.23. We only consider the case x0 ∈ MK . Again without loss
of generality, we may assume that x0 = 0 ∈ MK . Let K0 = K(0) and dist(0; K) =
dist(0; K0) = r0 > 0. Since K0 ⊂ K, we have dist2(x; K) ≤ dist2(x; K0) for x ∈ Rn,
so that
Clλ(dist
2(·; K))(x) ≤ Clλ(dist2(·; K0))(x)
=
λr20
1 + λ
+ (1 + λ)dist2(x; co[K0/(1 + λ)])− λ|x|2
for x ∈ Rn. Therefore
Mλ(0; K) ≥ Mλ(0; K0) = (1 + λ)(dist2(0; K0)− Clλ(dist2(·; K0))(0))
= r20 − dist2(0; co[K0]) = M(0; K0).
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Next we establish lower bounds for Clλ(dist
2(·; K))(x) using the locality prop-
erty from Corollary 3.6. For 0 < 
 < r0 suﬃciently small, let K0;  ⊂ S(0; r0)
be the closed 
-neighborhood of K0 on the sphere, deﬁned using the geodesic dis-
tance ρ(x, y) on S(0; r0), that is K0;  = {y ∈ S(0; r0), ρ(y; K0) ≤ 
}, where
ρ(y; K0) = inf{ρ(y, x), x ∈ K0}.
The aim of the following technical construction is to show that for x in a small
neighborhood of 0, dist2(x; K0,2) is a lower bound for dist
2(x; K). For δ > 0, deﬁne
the closed neighborhoodKδ0, = {(r0+t)y/|y|, y ∈ K0,, 0 ≤ t ≤ δ} and note thatKδ0,
is clearly a compact set. Then it can easily be proved, using a contradiction argument,
that for every 0 < 
 < 1, there exists 0 < δ ≤ 
2 such that K ∩ B(0; r0 + δ) ⊂ Kδ0,.
Deﬁne also another compact set by
V,δ = K
δ
0, ∪K0,2,
where K0,2 will be used to “shadow” K
δ
0,, and the unbounded closed set
W,δ = V,δ ∪Bc(0; r0 + δ).
Clearly, K ⊂ W,δ, so that dist2(x; K) ≥ dist2(x; W; δ) for all x ∈ Rn.
We claim that there exists η > 0 suﬃciently small such that
(6.23) dist2(x; W; δ) = dist
2(x; K0,2)
for x ∈ B¯(0; η). We postpone the proof of (6.23) to the end and proceed ﬁrst to
assume that (6.23) holds. Then for λ > 0 suﬃciently large, we have
2dist(0; W,δ)
λ
=
2dist(0; K0,2)
λ
=
2r0
λ
< η .
By the locality property (Corollary 3.6), we have
Clλ(dist
2(·; W,δ))(0)− (dist2(·; W,δ) + λ| · |2)(0)
= coB(0; η)[dist
2(·; W,δ) + λ| · |2)](0)
= coB(0; η)[dist
2(·; K0;2) + λ| · |2](0)
= co[dist2(·; K0,2) + λ| · |2](0)
= Clλ(dist
2(·; K0,2))(0)
=
λr20
1 + λ
+ (1 + λ)dist2
(
0; co
[
K0,2
1 + λ
])
,
where we have used (6.23) and Proposition 2.19. Thus we obtain
Clλ(dist
2(·; K))(0) ≥ Clλ(dist2(·; W,δ))(0) =
λr20
1 + λ
+(1+λ)dist2(0; co[K0,2/(1+λ)]).
As dist2(0; K) = dist2(0; W,δ) = dist
2(0; K0,2) = r
2
0 , we then have
Mλ(0; K) ≤ r20 − dist2(0; co[K0,2]) .
Therefore for suﬃciently large λ > 0,
M∞(0; K0) ≤ Mλ(0; K) ≤ M∞(0; K0,2).
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Passing to the limit λ → +∞ then gives that for each ﬁxed 
 > 0 small,
M∞(0; K0) ≤ lim inf
λ→+∞
Mλ(0; K) ≤ lim sup
λ→+∞
Mλ(0; K) ≤ M∞(0; K0,2) .
Since K0 is compact and K0,2 → K0 as 
 → 0 under the Hausdorﬀ distance in Rn,
we also have that co[K0,2] → co[K0] as 
 → 0 under the Hausdorﬀ distance in Rn.
Thus as V → dist2(0; V ) is continuous under the Hausdorﬀ distance for compact sets
V ⊂ Rn [6], it follows that lim→0+ dist2(0; co[K0,2]) = dist2(0; co[K0]), and hence
lim→0+M∞(0; K0,2) = M∞(0; K0). Hence limλ→+∞ Mλ(0; K) exists, and
lim
λ→+∞
Mλ(0; K) = M∞(0; K0) = M∞(0; K) .
It remains to prove (6.23). First note that when 0 < η < δ/2,
dist(x; S(0; r0 + δ)) > dist(x;K0,2),
because dist(x; S(0; r0 + δ)) = r0 + δ − |x| ≥ r0 + δ − η and dist(x; K0,2) ≤
dist(0; K0,2) + |x| ≤ r0 + η, so that (6) holds if r0 + η < r0 + δ − η, which is
equivalent to 2η < δ.
Now we show that dist(x; V,δ) = dist(x; K0,2). Given any point z0 = (t0+r0)y0/
|y0| ∈ V,δ\K0,2 with 0 < t0 ≤ δ and y0 ∈ K0,, we observe that a necessary condition
for some x ∈ B(0; η) to reach the distance to V,δ at z0, that is, dist(x; V,δ) = |x−z0|,
is that the line passing through z0 and x does not intersect K0,2. Notice that for the
point y0 ∈ K0,, the 
-neighborhood of y0 in S(0; r0) under the geodesic distance ρ,
given by Sy0, := {w ∈ S(0; r0), ρ(y0, w) ≤ 
} is contained in K0,2. Therefore if we
draw a line passing through z0 and the relative boundary of Sy0, in S(0; r0) and we
can show that the distance between the line and the origin 0 is bounded below by a
positive constant uniformly with respect to y0 ∈ K0, and 0 < t0 ≤ δ, then we can
ﬁnd 0 < η < δ/2 such that dist(x; V,δ) = dist(x; K0,2) for x ∈ B(0; η).
Due to the symmetry of Euclidean balls and spheres, we only need to consider
the case in R2 with y0 = (r0, 0), z = (r0 + t, 0), where 0 < t ≤ δ, and Sy0, =
{(r0 cos θ, r0 sin θ), −
/r0 ≤ θ ≤ 
/r0}. The distance between the line L passing
through z and the boundary point (r0 cos(
/r0), r0 sin(
/r0)) and the origin (0, 0) is
attained at a point of the form (s, u(s)), where
u(s) =
r0 sin(
/r0)(r0 + t− s)
r0 + t− r cos(
/r0) ,
so that the squared distance between (0, 0) and a point (s, u(s)) in L is
s2 +
r20 sin
2(
/r0)(r0 + t− s)2
(r0 + t− r cos(
/r0))2 ,
with the minimum point at
s0 =
r20 sin
2(
/r0)(r0 + t)
r20 sin
2(
/r0) + (r0 + t− r cos(
/r0))2
.
The distance between (0, 0) and L is
√
s20 + u
2(s0) ≥ |s0| ≥ r
3
0 sin
2(
/r0)
2(r0 + δ)2
:= η0 > 0 .
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Therefore if we choose 0 < η < min{δ/2, η0}, we have, for all x ∈ B(0; η), that
dist(x; V,δ) = dist(x; K0,2), and hence
dist(x; W,δ) = dist(x; K0,2)
for all x ∈ B(0; η).
Proof of Proposition 4.1. This follows from the deﬁnition of Mλ((x, y); K) and
Lemma 2.21.
Proof of Theorem 4.3. Let μ = distH(K; L) with μ ﬁnite since K and L are
compact sets. By Deﬁnition 2.23 for Hausdorﬀ distance, we have for x ∈ Rn
(6.24) |dist(x; K)− dist(x; L)| ≤ μ ,
hence,
dist2(x; K) ≤ μ2 + 2μdist(x; L) + dist2(x; L)
≤ μ2 + μ(1 + dist2(x; L)) + dist2(x; L) = μ(1 + μ) + (1 + μ)dist2(x; L) .
After adding λ|x|2 to both sides and taking the convex envelope, we ﬁnd
co
[
dist2(·; K) + λ| · |2] (x) ≤ μ(1 + μ) + (1 + μ) co [dist2(·; L) + λ
1 + μ
| · |2
]
(x)
which yields
(6.25) Clλ(dist
2(·; K))(x) ≤ μ(1 + μ) + (1 + μ)Clλ/(1+μ)(dist2(·; L))(x) .
Since
Clλ/(1+μ)(dist
2(·; L))(x) ≤ Clλ(dist2(·; L))(x) and
Clλ/(1+μ)(dist
2(·; L))(x) ≤ dist2(x, L) ,
we obtain, from (6.25), after using (6.24), that
Clλ(dist
2(·; K))(x) ≤ μ(1 + μ) + Clλ(dist2(·; L))(x) + μdist2(x; L)
≤ Clλ(dist2(·; L))(x) + μ(1 + μ) + μ(μ+ dist(x; K))2) .
(6.26)
With a similar argument, we ﬁnd that
Clλ(dist
2(·; L))(x) ≤ μ(1 + μ) + Clλ(dist2(·; K))(x) + μdist2(x; K)
≤ Clλ(dist2(·; K))(x) + μ(1 + μ) + μ(μ+ dist(x; K))2) .
(6.27)
By comparing (6.26) and (6.27) we therefore conclude that given a compact set K ⊂
R
n, for any compact set L ⊂ Rn, we have that, for any x ∈ Rn,
(6.28)
∣∣Clλ(dist2(·; K))(x)− Clλ(dist2(·; L))(x)∣∣ ≤ μ((1 + μ) + (μ+dist(x; K))2)) ,
which proves (4.1). To show (4.2), observe that after using (6.24) we have for any
x ∈ Rn
|dist2(x; K)− dist2(x; L)| ≤ |dist(x; K)− dist(x; L)||dist(x; K) + dist(x; L)|
≤ μ(2dist(x; K) + μ) ,
(6.29)
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and from the deﬁnition of the multiscale medial axis map and the triangle inequality,
we obtain
|Mλ(x; K)−Mλ(x; L)| ≤ μ(1 + λ)
(
(dist(x; K) + μ)2 + 2dist(x; K) + 2μ+ 1
)
,
where we have taken into account (6.28) and (6.29). This concludes the proof.
Proof of Corollary 4.5. This follows from Theorem 4.3, since
dist(x; ∂Ω) ≤ diam(Ω)
if x ∈ Ω¯.
Acknowledgment. We would like to thank the referees for their valuable sug-
gestions.
REFERENCES
[1] O. Aichholzer, W. Aigner, F. Aurenhammer, T. Hackl, B. Ju¨ttler, and M. Rabl,
Medial axis computation for planar free-form shapes, Comput. Aided Design, 41 (2009),
pp. 339–349.
[2] P. Albano, The regularity of the distance function propagates along minimizing geodesics,
Nonlinear Anal., 95 (2014), pp. 308–312.
[3] P. Albano, P. Cannarsa, K.T. Nguyen, and C. Sinestrari, Singular gradient ﬂow of the
distance function and homotopy equivalence, Math. Ann., 356 (2013), pp. 23–43.
[4] L. Ambrosio and C. Mantegazza, Curvature and distance function from a manifold, J. Geom.
Anal., 8 (1998), pp. 723–748.
[5] L. Ambrosio and H.M. Soner, Level set approach to mean curvature ﬂow in arbitrary codi-
mension, J. Diﬀerential Geom., 43 (1996), pp. 693–737.
[6] L. Ambrosio and P. Tilli, Topics on Analysis in Metric Spaces, Oxford University Press,
Oxford, 2004.
[7] N. Amenta and M. Bern, Surface reconstruction by Voronoi ﬁltering, Discrete Comput.
Geom., 22 (1999), pp. 481–504.
[8] N. Amenta, S. Choi, and R. Kolluri, The power crust, unions of balls, and the medial axis
transform, Comp. Geom., 19 (2001), pp. 127–153.
[9] C. Arcelli and G. Sanniti di Baja, Ridge points in Euclidean distance maps, Pattern Recog-
nit. Lett., 13 (1992), pp. 237–243.
[10] D. Attali, J-D. Boissonnat, and H. Edelsbrunner, Stability and computation of medial
axis - a state-of-the-art report, in Mathematical Foundations of Scientiﬁc Visualization,
Computer Graphics, and Massive Data Exploration, T. Mo¨ller et al., eds., Springer, Berlin,
2009, pp. 109–125.
[11] D. Attali and A. Lieutier, Optimal reconstruction might be hard, Discrete Comput. Geom.,
49 (2013), pp. 133–156.
[12] D. Attali and A. Montanvert, Computing and simplifying 2D and 3D semicontinuous skele-
tons of 2D and 3D shapes, Comput. Vis. Image Underst., 67 (1997), pp. 261–273.
[13] J. M. Ball, B. Kirchheim, and J. Kristensen, Regularity of quasiconvex envelopes, Calc.
Var. Partial Diﬀerential Equations, 11 (2000), pp. 333–359.
[14] H. Blum, A transformation for extracting new descriptors of shape, in Models for the Per-
ception of Speech and Visual Form, W. W. Dunn, ed., MIT Press, Cambridge, MA, 1967,
pp. 362–380.
[15] J. D. Boissonnat and F. Cazals, Smooth surface reconstruction via natural neighbor inter-
polation of distance functions, in ACM Symposium on Computational Geometry, ACM,
New York, 2000, pp. 223–232.
[16] G. Borgefors, I. Ragnemalm, and G. Sanniti di Baja, The Euclidean distance transform:
Finding the local maxima and reconstructing the shape, in Seventh Scandinavian Con-
ference on Image Analysis, Aalborg, Denmark, Pattern Recognition Society of Denmark,
Aalborg East, Denmark, 1991, pp. 974–981.
[17] L. Calabi and W. E. Hartnett, Shape recognition, prairie ﬁres, convex deﬁciencies and
skeletons, Amer. Math. Monthly, 75 (1968), pp. 335–342.
[18] P. Cannarsa and R. Peirone, Unbounded components of the singular set of the distance
function in Rn, Trans. Amer. Math. Soc., 353 (2001), pp. 4567–4581.
4330 K. ZHANG, E. CROOKS, AND A. ORLANDO
[19] P. Cannarsa and C. Sinestrari, Semiconcave Functions, Hamilton-Jacobi Equations, and
Optimal Control, Birkha¨user, Boston, 2004.
[20] F. Chazal and A. Lieutier, The ‘λ’-medial axis, Graph. Models, 67 (2005), pp. 304–331.
[21] F. Chazal and R. Soufflet, Stability and ﬁniteness properties of medial axis and skeleton,
J. Control Dyn. Syst., 10 (2004), pp. 149–170.
[22] H. I. Choi, S. W. Choi, and H. P. Moon, Mathematical theory of medial axis transform,
Paciﬁc J. Math., 181 (1997), pp. 57–88.
[23] S. W. Choi and H.-P. Seidel, Linear one-sided stability of MAT for weakly injective 3D
domain, Comput. Aided Design, 36 (2004), pp. 95–109.
[24] E. De Giorgi, Congetture riguardanti alcuni problemi di evoluzione, Duke Math. J., 81 (1996),
pp. 255–268.
[25] T. K. Dey, Curve and Surface Reconstruction, Cambridge University Press, Leiden, Amster-
dam, 2006.
[26] T. K. Dey and W. Zhao, Approximating the medial axis from the Voronoi diagram with a
convergence guarantee, Algorithmica, 38 (2004), pp. 356–366.
[27] M. C. Delfour and J. P. Zolesio, Shape analysis via oriented distance functions, J. Funct.
Anal., 123 (1994), pp. 129–201.
[28] M. C. Delfour and J. P. Zolesio, Shape analysis via distance functions: Local theory, in
CRM Proc. Lecture Notes Ser. Interfaces Transitions, M. Delfour, ed., AMS, Providence,
RI, 1998, pp. 91–123.
[29] L.C. Evans, Partial Diﬀerential Equations, Grad. Stud. Math., AMS, Providence, RI, 2010.
[30] H. Federer, Curvature measures, Trans. Amer. MAth. Soc., 93 (1959), pp. 418–491.
[31] M. Foskey, M. Lin, and D. Manocha, Eﬃcient computation of a simpliﬁed medial axis, in
ACM Symposium on Solid Modeling and Applications, ACM, New York, 2003, pp. 96–107.
[32] R. L. Foote, Regularity of the distance function, Proc. Amer. Math. Soc., 92 (1984), pp. 153–
155.
[33] M. Giaquinta and G. Modica, Mathematical Analysis: Foundations and Advanced Techniques
for Functions of Several Variables, Birkha¨user, Basel, 2011.
[34] D. Gilbarg and N. S. Trudinger, Elliptic Partial Diﬀerential Equations of Second Order,
Springer, Berlin, 1998.
[35] J. Heinonen, Lectures on Lipschitz Analysis, Technical Report, Department of Mathematics
and Statistics, University of Jyva¨skyla¨, Jyva¨skyla¨, Finland, 2005.
[36] J.-B. Hiriart-Urruty and C. Lemare´chal, Fundamentals of Convex Analysis, Springer,
Berlin, 2001.
[37] L. Ho¨rmander, The Analysis of Linear Partial Diﬀerential Operators, Springer Verlag, Berlin,
1983.
[38] S. Khan, Tight Smoothing of Squared Distance Functions and Applications to Computer-Aided
Design and Diﬀerential Equations, Ph.D. thesis, Swansea University, Swansea, United
Kingdom, 2014.
[39] R. Kimmel, D. Shaked, N. Kiryati, and A. Bruckstein, Skeletonization via distance maps
and level sets, Comput. Vis. Image Underst., 62 (1995), pp. 382–391.
[40] S. Krantz and H. Parks, Distance to Ck hypersurfaces, J. Diﬀerential Equatons., 40 (1981),
pp. 116–120.
[41] A. Lieutier, Any open bounded subset of Rn has the same homotopic type as its medial axis,
Comput. Aided Design, 36 (2004), pp. 1029–1046.
[42] J. Maly, A simple proof of the Stepanov theorem on diﬀerentiability almost everywhere, Expo.
Math., 17 (1999), pp. 59–61.
[43] C. Mantegazza and A.C. Mennucci, Hamilton-Jacobi equations and distance functions on
Riemannian manifolds, Appl. Math. Optim., 47 (2003), pp. 1–25.
[44] G. Matheron, Examples of topological properties of skeletons, J. Serra, ed., Image Analysis
and Mathematical Morpholpogy, Part II, Academic Press, London, 1988, pp. 217–238.
[45] U. Montanari, A method for obtaining a skeleton using a quasi-Euclidean distance, J. ACM,
15 (1968), pp. 600–624.
[46] R. L. Ogniewicz and O. Ku¨bler, Hierarchic Voronoi skeletons, Pattern Recognit., 28 (1995),
pp. 343–359.
[47] R. T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, NJ, 1966.
[48] J. Serra, Image Analysis and Mathematical Morpholpogy, Academic Press, London, 1982.
[49] D. Shaked and A. M. Bruckstein, Pruning medial axes, Comput. Vis. Image Underst., 69
(1998), pp. 156–169.
[50] K. Siddiqi and S. M. Pizer, eds., Medial Representations, Springer, New York, 2008.
[51] E. C. Sherbrooke, N. M. Patrikalakis, and F.-E. Wolter, Diﬀerential and topological
properties of medial axis transforms, Graph. Models Image Process., 58 (1996), pp. 574–
592.
MULTISCALE MEDIAL AXIS MAPS AND DISTANCE FUNCTION 4331
[52] A. Sud, M. Foskey, and D. Manocha, Homotopy-preserving medial axis simpliﬁcation, In-
ternat. J. Comput. Geom. Appl., 17 (2007), pp. 423–451.
[53] F. E. Wolter, Cut Locus and Medial Axis in Global Shape Interrogation and Representation,
Design Laboratory Memorandum Issue 92-2, MIT, Dept. Ocean Engineering, Cambridge,
MA, 1993.
[54] M. Wright, R. Cipolla, and P. Giblin, Skeletonization using an extended Euclidean distance
transform, Image Vis. Comput., 13 (1995), pp. 367–375.
[55] K. Zhang, On various semiconvex relaxations of the squared-distance function, Proc. Roy. Soc.
Edinburgh Sect. A, 129 (1999), pp. 1309–1323.
[56] K. Zhang, A two-well structure and intrinsic mountain pass points, Calc. Var. Partial Diﬀer-
ential Equations, 13 (2001), pp. 231–264.
[57] K. Zhang, Mountain pass solutions for a double-well energy, J. Diﬀerential Equations., 182
(2002), pp. 490–510.
[58] K. Zhang, Neighborhoods of parallel wells in two dimensions that separate gradient Young
measures, SIAM J. Math. Anal., 34 (2003), pp. 1207–1225.
[59] K. Zhang, Compensated convexity and its applications, Anal. Inst. H. Poincare´ Anal. Non
Line´aire, 25 (2008), pp. 743–771.
[60] K. Zhang, Convex analysis based smooth approximations of maximum functions and squared-
distance functions, J. Nonlinear Convex Anal., 9 (2008), pp. 379–406.
[61] K. Zhang, A. Orlando, and E.C.M. Crooks, Image Processing, WO patent application
2011080081, published on 7 July 2011; UK application 1210137.4 with priority date of 15
December 2009.
[62] K. Zhang, A. Orlando, and E.C.M. Crooks, Compensated convexity and Hausdorﬀ stable
geometric singularity extractions, Math. Models Methods Appl. Sci., 25 (2015), pp. 747–
802.
[63] K. Zhang, A. Orlando, and E.C.M. Crooks, Compensated convexity and Hausdorﬀ stable
extraction of intersections for smooth manifolds, Math. Models Methods Appl. Sci., 25
(2015), pp. 839–874.
[64] K. Zhang, E.C.M. Crooks, and A. Orlando, Compensated Convexity Transforms and Nu-
merical Algorithms, manuscript.
