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In philosophical discussions, we ought to step back from our senses, and
consider things themselves, distinct from what are only perceptible measures
of them.
Isaac Newton
.This is dedicated to my father and all the fathers of the world. Their love
has lighted the way for us in our darkest hours.
Abstract
In the last decade much interest has been shown in space-time trellis codes
(STTCs) since they can offer coding gain along with the ability to exploit the
space and time diversity of MIMO channels. STTCs can be flexibly designed
by trading off performance versus complexity.
The work of Dayal [1] stated that if training symbols are used together
with data symbols, then a space-time code can be viewed as a noncoherent
code. The authors of [1] described the migration from coherent space-time
codes to training assisted noncoherent space-time codes.
This work focuses on the development of training assisted noncoherent
STTCs, thus extending the concept of noncoherent training codes to STTCs.
We investigate the intrinsic link between coherent and noncoherent demod-
ulation. By analyzing noncoherent STTCs for up to four transmit antennas,
we see that they have similar performance deterioration to noncoherently
demodulated M -PSK using a single antenna. Various simulations have been
done to confirm the analysis.
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Chapter 1
Introduction
1.1 Introduction
In the past 20 years, wireless communication has evolved from analog, sin-
gle medium (voice), and low data rate (a few kilobits per second) systems
to the digital, multimedia, and high data rate (ten to hundreds of megabits
per second) systems of today. Future wireless communication systems may
require high spectral efficiency and flexible inter-operability across heteroge-
neous networks to provide personalized and integrated services to users [5].
Many of the envisaged applications will require high data rates.
The International Telecommunication Union (ITU) has formulated a rec-
ommendation regarding the direction of future technological developments
including fourth generation (4G) communication systems [6]. 4G systems are
expected to support data rates in the order of 100 Mbits/s in the outdoor en-
vironment and 1 Gbits/s in the indoor environment [7]. Any proposed system
that can meet these requirements with lower bandwidth will be considered.
There are various competing wireless communication technologies that may
be used. In order to support the required large throughputs, wireless commu-
nication systems must employ signalling formats and receiver algorithms that
provide a significant increase in spectrum efficiency and capacity over cur-
1
2 Introduction
rent systems. Recently, a lot of research on multiple-input multiple-output
(MIMO) systems has been performed [8, 4, 9, 10]. This has occurred due
to the potential for MIMO systems to provide a linear increase in capacity
and throughput with antenna numbers [11]. In order to exploit diversity at
the transmit and receive antennas, MIMO architectures are used to provide
multiple data transmission paths. The number of inputs and outputs refers
to the number of antennas used at the transmitter and receiver, respectively.
1.2 Wireless Communication Systems
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Figure 1.1: Block diagram of a wireless communication system.
A block diagram showing signal flow through a typical communications
system is illustrated in Figure 1.1. In a digital communication system, the
message source typically generates a sequence of binary data. It may consist
of digital samples of analog inputs such as audio and video, and purely digital
sources (computer data). For most systems, limited bandwidth is either a
physical or regulatory constraint.
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The efficient representation of the source output is often achieved through
source encoding or data compression. The source encoded sequences are then
delivered to the channel encoder for further processing. As the compressed
information sequences are susceptible to channel interference, redundancy
is deliberately added by the channel encoder to help overcome undesirable
effects due to the communication channel and the additive noise.
The digital modulator maps the digital information sequences to corre-
sponding analog radio waveforms. In baseband representation, information
sequences are mapped to a complex signal constellation and then transmitted
from either a single antenna or multiple antennas. The information source,
source encoder, channel encoder and modulator are collectively known as the
transmitter.
The physical medium over which the signals are transferred from the
transmitter to the receiver is known as the channel. An ideal channel has
no fading or other channel perturbations. The only concern for the receiver
operating on an ideal channel is the disturbance caused by the presence of
thermal noise primarily due to the receiver amplifier. The thermal base band
noise is modelled as additive white Gaussian noise (AWGN) [12].
In a wireless communication system, the channel is usually more compli-
cated than the simple AWGN model. For example, the fixed-access line of
sight digital microwave radio channel is a multi-path fading channel [13]. In
such a channel, the received signal is the linear combination of components
arriving via multiple channel paths reflected by obstacles such as trees, cars,
buildings or atmospheric disturbance [12]. If multiple transmit antennas and
receive antennas are used (a MIMO channel model is used), the reflected ra-
dio signals typically travel over several uncorrelated propagation paths and
arrive at different receive antennas with different phases and signal levels.
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A quasi-static Rayleigh fading MIMO channel is used in this thesis. It is a
multi-path channel corresponding to slow fading conditions.
The digital demodulator recovers the data sequence from received signals.
The demodulated sequences are then sent to the channel decoder to recon-
struct the original data streams. The original message sequences are then
reconstructed from these sequences using the source decoder. These elements
are collectively known as the receiver.
The fundamental objective of communication system design is the ef-
fective delivery of information from transmitter to receiver with acceptable
number of errors dependent on the application.
1.3 From Hamming Code to Alamouti Code
The history of forward error correction (FEC) or channel coding dates back
to Shannon’s pioneering work [14] in 1948. It predicts that arbitrarily reli-
able communications is achievable by adding redundant information to the
transmitted messages. However, Shannon did not propose explicit coding
schemes for implementation.
The single error-correcting Hamming code [15] was one of the first prac-
tical FEC codes and was proposed in 1950. The Hamming block code is
not powerful enough for most practical applications. A family of important
and powerful block codes, Bose-Chaudhuri-Hocquenghem (BCH) codes were
discovered in 1959 [16] and 1960 [17, 18]. It was later recognized that these
codes exhibit a cyclic structure, meaning all cyclically shifted versions of a le-
gitimate codeword are also legitimate codewords [19]. In 1960, Reed-Solomon
(RS) codes were discovered [20]. They are non-binary subset of BCH codes.
The block lengths and symbol sizes of BCH and RS codes can be adjusted
to accommodate the message sizes. They provide a range of code rates that
1.3 From Hamming Code to Alamouti Code 5
can be chosen to satisfy performance requirements. In recent years, RS codes
have found many practical applications such as in compact disc players and
deep-space communications [21].
Convolutional codes were discovered in 1955 by Elias [22]. Various de-
coding algorithms for them have been proposed by Wozencraft and Reiffen
[23, 24], Fano [25] and Massey [26]. Among the efforts to find an effective
decoder structure, the Viterbi algorithm (VA) [27] for maximum likelihood
sequence estimation (MLSE) was a milestone in the implementation of con-
volutional error correcting codes. A detailed tutorial interpretation of the VA
can be found in Forney’s frequently cited paper [28]. The VA finds the most
likely transmitted information sequence. One of the first practical applica-
tions of convolutional codes that utilized the VA as a decoder was developed
by Heller and Jacobs during the seventies [29]. From the early 1970s, er-
ror correcting codes were incorporated into various satellite communication
systems, such as in the Anik domestic satellite system in Canada [13].
Coding and modulation were treated as distinct subjects in communica-
tions from the 1970s. By integrating coding and modulation, and using an
enlarged signal set, Ungerboeck developed trellis-coded modulation (TCM)
[30, 31]. The redundant and information bits impose certain patterns on the
transmitted signal set. The set partitioning approach used to design these
codes involves partitioning a constellation successively into smaller subsets
with progressively increasing minimum Euclidean distance between their re-
spective signal points. TCM achieves significant coding gains without in-
creasing bandwidth by using an enlarged signal constellation.
A historic breakthrough in error control coding was the invention of turbo
codes by Berrou et al. in 1993 [32]. These codes can push the operation of
communication systems close to the Shannon capacity limit. Turbo coding is
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based on a composite code consisting of two recursive convolutional encoders
and an interleaver.
1.4 Multiple-input Multiple-output Systems
Modern mobile communication systems are expected to provide users with
a wide range of services at high data rates. To support these rates, the
throughput of band-limited wireless channels can be increased by employing
multiple antennas to achieve diversity. Classically, this involves multiple
antennas at the receiver and maximum ratio combining (MRC) [33, 34, 35]
of the received signals to improve performance. This single-input multiple-
output (SIMO) architecture collects more energy, which improves the signal-
to-noise ratio (SNR).
Signal power in a wireless channel fluctuates with time and space. When
the received signal power drops dramatically, the channel is said to fade. Di-
versity is used in wireless systems to combat fading. The principle of antenna
diversity is to provide the receiver with several independently faded versions
of the transmitted signal. As the number of diversity branches increases, the
probability that at any instant of time, one or more branches is not in a fade
increases. Thus diversity helps to stabilize a wireless link.
Space-time codes (STCs) are designed to achieve transmit diversity. A
wireless system using a STC encodes and modulates the information se-
quence, and conveys it over multiple transmit antennas to one or more receive
antennas thereby creating a multiple-input single-output (MISO) or MIMO
channel. The received signals are demodulated and decoded accordingly.
The STCs fall into two main categories: STBCs and STTCs.
Driven by the desire to support high data rates for a wide range of bearer
services, Tarokh et al. proposed space-time trellis codes (STTCs) in 1998
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[4]. STTCs can provide high throughput on band-limited wireless channels
through jointly designing the coding and modulation for multiple transmit
antennas. Later, Alamouti introduced a low-complexity space-time block
code (STBC) that offers significantly lower complexity at the cost of a slight
degradation in performance [8]. This Alamouti code motivated Tarokh et al.
to generalize Alamouti’s scheme to an arbitrary number of transmit antennas
[36].
1.4.1 Space-Time Block Codes
Orthogonal STBCs are essentially modulation schemes for multiple transmit
antennas. They provide transmit diversity, but no coding gain. The best-
known STBC is the Alamouti code for two transmit antennas and one or
more receive antennas [8]. The generator matrix of the Alamouti code is
given by
G =
(
x1 x2
−x∗2 x∗1
)
(1.1)
where each row corresponds to a different time slot and each column to a
different transmit antenna. This can be viewed as a repetition code over
space and time, simultaneously transmitting the same data over multiple
antennas. The information is transmitted over different paths to mitigate
fading. Diversity gain is achieved by transmitting an independent replica of
the required information. To obtain good spectral efficiency, a high order
modulation must be used, giving tighter constraints on the linearity of radio
frequency (RF) amplifiers and analog-to-digital converter (ADC) / digital-
to-analog converter (DAC) resolution. Thus, the main objective of STBCs is
not to increase the data rate, but to improve the robustness of the wireless
link [37].
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No full rate (rate 1) complex orthogonal STBC exists with more than
two transmit antennas, nT > 2 [36]. Note rate is defined as the number
of transmitted data symbols per time interval regardless of nT . When four
transmit antennas are used, nT = 4, orthogonal STBCs can convey at most
three information symbols within four symbol time intervals, and thus incur
a rate loss (rate 3/4). Some quasi-orthogonal STBCs with full rate do exist
[38], but they have higher decoding complexity than orthogonal STBCs.
Optimal decoding of orthogonal STBCs is relatively simple compared to
STTCs since only linear processing is required [39]. The complexity of STBCs
increases linearly with the number of transmit antennas. In mobile wireless
communication systems, the mobile transceiver has limited battery power
and computational capacity. Therefore, low complexity STBCs are desirable.
They enjoy popularity in wireless cellular standards such as Universal Mobile
Telecommunications System (UMTS) and wireless networking standards such
as IEEE 802.11n and IEEE 802.16e [37].
1.4.2 Space-Time Trellis Codes
STTCs combine modulation and convolutional coding to transmit informa-
tion using multiple transmit antennas over a MIMO channel. This scheme
transmits information and redundant symbols distributed over both time and
a set of transmit antennas. Therefore, correlation in both the temporal and
spatial dimensions is achieved. The receiver typically performs MLSE, using
the VA, to decode the received signals [4].
In contrast to STBCs, STTCs are able to provide both coding gain and
diversity gain. STTCs can show considerable performance gain for wireless
communication at the expense of a rising decoding effort with increasing
numbers of transmit antennas or trellis states.
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The complexity of STTCs increases exponentially with the number of
transmit antennas and the size of the signal constellation [4]. The number of
trellis encoder and decoder states has to be very large for STTCs to achieve
full diversity for a large number of transmit antennas. This results in large
computational effort and memory storage. For example, 64 and 1024 states
is the minimum requirement for a QPSK STTC with four and six transmit
antennas, respectively. This also makes maximum-likelihood (ML) decoding
at the receiver very complicated. To address this issue, the combination
of transmit antenna selection and STTCs for a small number of transmit
antennas can be used [40].
1.4.3 MIMO Channel Capacity
The best possible system performance is called channel capacity. It was de-
fined for the AWGN channel by Shannon in [14]. It states that an arbitrarily
small probability of error can be achieved at all rates less than capacity.
The expression of channel capacity for multiple transmit antenna systems in
the presence of fading and Gaussian noise was first derived in [41], which
was later published in [42]. The fading is assumed to be independent from
one channel to another. In [11], the capacity of a multi-antenna system on
a quasi-static fading channel was derived. The quasi-static fading channel
is constant for a given period of time and then changes in an independent
manner. The channel capacity in [11] is given by
C = B log2
∣∣∣∣I+ SNRnT H H∗
∣∣∣∣ bits/s (1.2)
where H is an nR × nT channel matrix, I is an nR × nR identity matrix
and nR denotes the number of receive antennas. SNR denotes the signal-to-
noise ratio per receive antenna and B denotes the bandwidth of the channels.
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The channel capacity of (1.2) provides a bound on the maximum achievable
information rate in a MIMO channel.
For a single transmit and single receive antenna system, the channel ma-
trix H reduces to a scalar. Therefore, (1.2) can be simplified to the Shannon
information capacity, which is given by [43, 44]
C = B log2 (1 + SNR) bits/s. (1.3)
It defines the maximum rate at which information can be transmitted across
a single channel without error. It can be seen from (1.2) and (1.3) that
the dependence of channel capacity C on bandwidth B is linear, whereas
its dependence on SNR is logarithmic. Accordingly, it is easier to increase
the channel capacity by expanding bandwidth rather than increasing the
transmitted power for a prescribed noise variance.
1.5 Motivation and Objectives
The high capacity and high spectral efficiency offered by MIMO technology
has made it an attractive technique for wireless systems. It could be used in
a number of wireless environments. Coherent detection requires an accurate
phase reference and complete channel state information (CSI). When the
channel coherence time is short and it is not possible to obtain complete
CSI, differential detection is often used to demodulate received signals over
time varying channels.
The objective of this thesis is to develop non-differential STTC systems
for noncoherent communication and to investigate their performance in fad-
ing channels. This thesis
• Presents a survey of MIMO and space-time coding technologies in-
cluding STTCs.
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• Investigates the key requirements for designing spectrally efficient
STTCs on MIMO channel by applying appropriate design criteria for the
number of transmit antennas.
• Summarizes the decoding of STTCs using the VA.
• Investigates the relationship between coherent and noncoherent mod-
ulation, and proposes STTCs using training assistance [1] .
• Provides detailed performance analysis of noncoherent STTCs when
two and four transmit antennas are used.
• Presents the performance of noncoherent STTCs for various numbers
of transmit antenna, channel modelling, and number of training symbols.
1.6 Organization of Thesis
The thesis is divided into five chapters. The first part, Chapter 1 and Chapter
2, provides a review of MIMO technology, STBCs and STTCs. The second
part, Chapters three, four and five, provides detailed development, design,
analysis and simulation of the training-assisted STTCs for noncoherent com-
munication.
Chapter 2 describes how to encode STTCs and how to decode them using
the VA. A STTC encoder example is given for illustration. By applying
appropriate space-time code design criteria, optimum space-time trellis coded
schemes for various numbers of transmit antennas and spectral efficiencies
are constructed.
Chapter 3 begins by reviewing existing noncoherent STCs for wireless
communications. This chapter shows the inherent relationship between co-
herent and noncoherent modulation by analyzing a differential demodulator
when a single transmit antenna is used. It demonstrates that differential
detection actually extracts CSI from the previous symbol. Based on the
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concept of using pilot symbols for noncoherent MIMO communication [45],
we use pilot symbols with the STTCs in each frame. Analysis shows that
the performance of the noncoherent STTCs is around 3 dB inferior to the
coherent STTCs.
Chapter 4 describes the simulation setup and results. It starts by defining
the simulation environment. Performance of the coherent and noncoherent
STTCs are simulated over quasi-static channels. The simulation results show
that the performance gap between the coherent and noncoherent STTCs is
approximately 3 dB. The performance of the noncoherent STTCs can be im-
proved under some conditions by using more training symbols. This chapter
also shows the performance of noncoherent STTCs on a continuously varying
Rayleigh fading channel, and shows good performance when the normalized
Doppler spread is small. The performance starts to degrade when the nor-
malized Doppler spread increases.
Chapter 5 summarizes the ideas presented in this thesis. The advantages
and limitations of the proposed noncoherent STTCs are also discussed. Fi-
nally a brief discussion of possible future work relating to noncoherent STTCs
is presented.
1.7 Summary
This chapter has provided a brief review of MIMO technology along with
space-time coding techniques. The major features of the technology were
explained and some of the advantages were discussed. Two of the most
important forms of STCs, namely STBCs and STTCs, were presented and
compared. Finally the scope and organization of the thesis were summarized.
Chapter 2
Space-Time Trellis Codes
2.1 Introduction
Space-time trellis codes (STTCs) have attracted considerable interest for high
data rate wireless communications. They can provide significant diversity
gain as well as the coding gain that can not be provided by space-time block
codes (STBCs). STTCs can be designed as full-rate codes (one data symbol
per time slot), so that they do not introduce bandwidth expansion.
STTCs were introduced by Tarokh, Seshadri and Calderbank [4] in 1998.
This caused the development [3, 46, 2, 9, 47] of design criteria for various
conditions. Better codes in specific conditions were obtained through com-
plete generater coefficient searches according to the rank and determinant
criteria [4], and the trace criterion [47].
In this chapter, we describe the system model and encoder structure of
STTCs. By applying the STTC design criteria [4, 47], good STTCs for vari-
ous numbers of transmit and receive antennas are constructed and compared.
We also describe the Viterbi algorithm (VA), which is used for decoding.
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Figure 2.1: A MIMO system model.
2.2 System Model
We consider a communication system where the transmitter is equipped with
nT antennas, and the receiver is equipped with nR antennas. The channel is
modelled by a nT×nR matrix, denoted byH. The elements ofH, denoted by
hi,j, 1 < i ≤ nT , 1 ≤ j ≤ nR, are fading coefficients or channel gains between
the ith transmit antenna and the jth receive antenna. The system model
is shown in Figure 2.1. In any time slot, t, the output of the ith transmit
antenna is a complex symbol xi,t, i = 1, 2, ..., nT . The signal received at the
jth receive antenna, 1 ≤ j ≤ nR, at time t is then given by [4]
rj,t =
nT∑
i=1
hi,jxi,t + nj,t (2.1)
where the noise at time t, nj,t, is modelled as independent samples of additive
white Gaussian noise (AWGN) with one sided power spectral density No.
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Figure 2.2: STTC encoder structure [2].
2.3 STTC Encoder
In [2], the authors describe a general encoder structure for STTCs using
multiple transmit antennas. The binary inputs to the encoder are mapped
by generator coefficients to modulation symbols. The encoding process can
be described by a trellis diagram.
The encoder structure of a STTC with nT transmit antennas using M -
ary phase shift keying (M -PSK) is shown in Figure 2.2. The input message
codeword is denoted c = (c0, c1, c2, ..., ct, ...), where ct = (c
1
t , c
2
t , ..., c
m
t ) de-
notes the m = log2M information bits at time t. A one-bit delay in a shift
register is denoted z−1.
In the STTC encoder, binary input sequences are fed into the m shift
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registers. The kth input sequence is passed into the kth feedforward shift
register, where k = 1, 2, ...,m. It is then multiplied by an encoder coefficient
sequence. The outputs from all multipliers are added modulo M , giving the
encoder output xt = (x1,t, x2,t, ..., xnT ,t). The multiplication coefficients of
the modulo M multipliers can be written as [2]
g1 = [(g10,1, g
1
0,2, ..., g
1
0,nT
), (g11,1, g
1
1,2, ..., g
1
1,nT
), ..., (g1v1,1, g
1
v1,2
, ..., g1v1,nT )] (2.2)
g2 = [(g20,1, g
2
0,2, ..., g
2
0,nT
), (g21,1, g
2
1,2, ..., g
2
1,nT
), ..., (g2v2,1, g
2
v2,2
, ..., g2v2,nT )] (2.3)
...
gk = [(gk0,1, g
k
0,2, ..., g
k
0,nT
), (gk1,1, g
k
1,2, ..., g
k
1,nT
), ..., (gkvk,1, g
k
vk,2
, ..., gkvk,nT )] (2.4)
...
gm = [(gm0,1, g
m
0,2, ..., g
m
0,nT
), (gm1,1, g
m
1,2, ..., g
m
1,nT
), ..., (gmvm,1, g
m
vm,2, ..., g
m
vm,nT
)](2.5)
where gkj,i, k = 1, 2, ...,m, j = 1, 2, ..., vk, i = 1, 2, ..., nT , is an element of the
M -PSK constellation set, and vk is the memory order of the kth shift register.
The sets of multiplication coefficients are also called the generator sequences
[48].
The encoder maps the input sequence, c, into an M -PSK modulated
signal sequence. The encoder output at time t for transmit antenna i is
given by [2]
xi,t =
m∑
k=1
vk∑
j=0
gkj,ic
k
t−j (modulo M). (2.6)
The modulated signals are transmitted simultaneously by nT transmit an-
tennas. The transmitted signal vector at time t is given by xt = (x1,t, x2,t, ...,
xnT ,t), where the encoder outputs, x, are M -PSK symbols. Most M -PSK
STTCs achieve a bandwidth efficiency of m bits/s/Hz. The total memory
order of the decoder is given by [48]
v =
m∑
k=1
vk. (2.7)
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Figure 2.3: Four-state STTC encoder for two transmit antennas.
The value of vk for M -PSK constellations is determined by
vk =
⌊
v + k − 1
log2M
⌋
, (2.8)
where bac denotes the largest integer ≤ a. The total number of states for
the trellis encoder is 2v.
2.3.1 An Encoder Example
In this section, we give a simple example of a four-state STTC encoder using
QPSK and two transmit antennas as shown in Figure 2.3. The encoder’s
generator sequences are given by [3]
g1 = [(2, 2), (1, 0)], (2.9)
g2 = [(0, 2), (3, 1)]. (2.10)
The trellis consists of 2v = 4 states corresponding to the contents of the 2 shift
registers. The trellis description of the generator is shown in Figure 2.4. The
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Figure 2.4: Trellis of a four-state STTC using QPSK system and two transmit
antennas [3].
encoder accepts m = 2 input bits at each time. There are 2m = 4 branches
leaving each state corresponding to four different input combinations. Each
branch is labelled by c1t c
2
t/x1,tx2,t, where c
1
t c
2
t are a pair of encoder input bits,
and x1,tx2,t are the two coded QPSK symbols transmitted through antennas
one and two at time, t, respectively. Transitions from each state node, with
the associated output QPSK symbols x1,tx2,t, are uniquely decided by the
encoder inputs c1t c
2
t . Let us assume an input sequence
c = (11, 10, 01, 10). (2.11)
The space-time trellis encoder generates output sequences for antenna one
and antenna two respectively, which are defined by
x1,t = 2c
1
t + c
1
t−1 + 0c
2
t + 3c
2
t−1 (modulo 4) (2.12)
x2,t = 2c
1
t + 0c
1
t−1 + 2c
2
t + c
2
t−1 (modulo 4). (2.13)
The QPSK signals from the 1st to 4th symbol times after complex signal
constellation mapping, for antennas one and two respectively, are
2.4 Code Design Criteria for Small Values of rnR 19
x1 =
[
exp
(
2 · pij
2
)
, exp
(
0 · pij
2
)]
(2.14)
x3 =
[
exp
(
2 · pij
2
)
, exp
(
3 · pij
2
)]
(2.15)
x3 =
[
exp
(
1 · pij
2
)
, exp
(
2 · pij
2
)]
(2.16)
x4 =
[
exp
(
1 · pij
2
)
, exp
(
3 · pij
2
)]
, (2.17)
where j is defined as
√−1. The resulting QPSK signal squences are ready
for transmission.
2.4 Code Design Criteria for Small Values of
rnR
Tarokh et al. derived performance criteria for designing STTCs under the
assumption that the fading is slow and frequency nonselective [4]. They are
known as the rank and determinant criteria for flat Rayleigh fading chan-
nels. Chen et al. pointed out that they are best applied for small values of
rnR, where r is the rank of the STTC distance matrix [2]. The rank and
determinant criteria are now summarized based on [2].
A wireless communication system with nT transmit and nR receive an-
tennas is considered. Assume that the encoded signal sequence
x = (x1,1x2,1...xnT ,1, x1,2x2,2...xnT ,2, ..., x1,tx2,t...xnT ,t, ..., x1,lx2,l...xnT ,l)(2.18)
was transmitted, where l is codeword length. A maximum-likelihood receiver
might decide erroneously in favor of another codeword, say
e = (e1,1e2,1...enT ,1, e1,2e2,2...enT ,2, ..., e1,te2,t...enT ,t, ..., e1,le2,l...enT ,l). (2.19)
The difference matrix B(x, e) is a nT × l matrix, which is defined as
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B(x, e) =
 e1,1 − x1,1 . . . e1,t − x1,t . . . e1,l − x1,l... . . . ... . . . ...
enT ,1 − xnT ,1 . . . enT ,t − xnT ,t . . . enT ,l − xnT ,l
 . (2.20)
We can construct an nT × nT squared distance matrix, A(x, e), which is
defined as
A(x, e) = B(x, e)B∗(x, e) (2.21)
where B∗(x, e) denotes the transposed conjugate of B(x,e). The conditional
pairwise error probability then has the upper bound [4]
P (x→ e|H) ≤ 1
2
exp
[−d2(x, e)Es
4No
]
(2.22)
where d2(x, e) is the codeword distance given by
d2(x, e) = tr{HB(x, e)[HB(x, e)]∗} (2.23)
=
l∑
t=1
nR∑
j=1
∣∣∣∣∣
nT∑
i=1
hi,j(xi,t − ei,t)
∣∣∣∣∣
2
,
Es is the energy per symbol at each transmit antenna and tr(·) denotes the
trace of a matrix. The conditional pairwise error probability of (2.23) can
also be written as [4]
P (x→ e|H) ≤
[
1∏nT
i=1(1 + λi
Es
4No
)
]nR
. (2.24)
When the SNR is high, this upper bound can be simplified to
P (x→ e|H) ≤
(
r∏
i=1
λi
)−nR (
Es
4No
)−rnR
(2.25)
where λ1λ2...λi are the nonzero eigenvalues of the matrix A(x, e).
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codes nT states generator sequence rank det
Tarokh et al.’s 2 4 g1 = [(0, 2), (2, 0)]
g2 = [(0, 1), (1, 0)]
2 4.0
Ba¨ro et al.’s 2 4 g1 = [(2, 2), (1, 0)]
g2 = [(0, 2), (3, 1)]
2 8.0
Tarokh et al.’s 2 8 g1 = [(0, 2), (2, 0)]
g2 = [(0, 1), (1, 0), (2, 2)]
2 12.0
Ba¨ro et al.’s 2 8 g1 = [(2, 2), (1, 0)]
g2 = [(0, 2), (3, 1), (2, 2)]
2 12.0
Tarokh et al.’s 2 16 g1 = [(0, 2), (2, 0), (0, 2)]
g2 = [(0, 1), (1, 2), (2, 0)]
2 12.0
Ba¨ro et al.’s 2 16 g1 = [(0, 2), (2, 0), (0, 2)]
g2 = [(2, 1), (1, 2), (2, 0)]
2 20.0
Table 2.1: Two transmit antenna QPSK STTCs based on the determinant
and rank criteria [3, 4].
In order to minimize the pairwise error probability of (2.25), both rnR
and
∏r
i=1 λi must be maximized. The diversity order is given by rnR. It is
determined by the minimum rank, r, of the matrix A(x, e) over all codeword
pairs (x, e) and the number of receive antennas. The minimum rank of
A(x, e) is also referred to as the rank of the STTC. The coding gain is given
by (λ1 ·λ2 · ... ·λr) 1r . Maximizing coding gain is equivalent to maximizing the
determinant of A(x, e) over all codeword pairs (x, e).
2.5 STTCs Based on the Rank and Determi-
nant Criteria
Tarokh et al. heuristically designed some STTCs and showed some perfor-
mance curves for the Rayleigh flat fading channel [4]. The simulation results
show that as the number of trellis states increases, the coding gain of the
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system increases. However, STTCs for a given encoder complexity do not
necessarily achieve maximum coding gain since they may not be designed
according to any particular design criterion.
Ba¨ro et al. introduced several new STTCs and presented results of a
systematic code search [3] according to the design criteria developed in [4].
The search produced STTCs that perform better than those in [4] at the
same complexity. In Table 2.1, Tarokh et al.’s codes and Ba¨ro et al.’s codes
for two transmit antennas and QPSK are listed. It should be noted that
determinants of the systematically searched Ba¨ro et al.’s codes are at least
as large as that of the Tarokh et al.’s codes. Therefore, the STTCs of [3]
have good coding gain if the number of transmit antennas is small.
2.6 Code Design Criteria for Large Values of
rnR
Chen et al. developed a criterion for designing STTCs [2] based on the as-
sumption that the system has a large diversity order. Full rank r = nT is
not always achievable due to restrictions imposed by the code trellis. The
maximum rank of a STTC is min(nT , bν2c + 1) [2]. They found that if the
diversity order is larger than or equal to three, the so-called trace or Eu-
clidean distance criterion should be used. Their derivation is summarized in
the following, based on the description in [9] and [2].
We write the codeword distance (2.23) as
d2(x, e) = tr{HB(x, e)[HB(x, e)]∗}
= tr[HB(x, e)B∗(x, e)H∗] (2.26)
By using the cyclic property of trace which allows cyclic permutation of
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matrices [49], we can rewrite (2.26) as
d2(x, e) = tr [B∗(x, e)H∗HB(x, e)]
= tr
[
nRB
∗(x, e)
H∗H
nR
B(x, e)
]
. (2.27)
Let
M =
H∗H
nR
(2.28)
with elements
mi,j =
1
nR
nR∑
k=1
h¯i,khj,k (2.29)
where h¯i,k denotes the complex conjugate of hi,k. Since we assume the channel
coefficients hi,j are uncorrelated and random, the expected value of mi,j is
defined as
E{mi,j} = { 1 i = j0 i 6= j. (2.30)
Therefore, assuming the number of receive antennas approaches infinity, we
have
lim
nR→∞
H∗H
nR
= I (2.31)
where I denotes the nT × nT identity matrix. By substituting (2.31) into
(2.27), we get
lim
nR→∞
d2(x, e) = tr [nRB
∗(x, e)B(x, e)] (2.32)
= nR
nT∑
i=1
λi.
From (2.22) and (2.32), we have
lim
nR→∞
P(x→ e|H) ≤ 1
2
exp
(
−nR Es
4No
nT∑
i=1
λi
)
. (2.33)
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This shows that as nR approaches infinity, the channel coefficients do not have
an impact on the performance. In order to minimize the pairwise probability
of error, the sum of the eigenvalues of A(x, e) should be maximized. This
provides a code design rule when the number of receive antennas is large.
Maximization of the sum of the eigenvalues of A(x, e) can also be used as
the design rule for finite values of nR provided rnR ≥ 3 as explained in the
following paragraphs.
The conditional pairwise error probability in (2.22) can also be expressed
as [4]
P (x→ e|H) ≤ 1
2
exp
(
−
nR∑
j=1
nT∑
i=1
λi|βi,j| Es
4No
)
(2.34)
where |βi,j| follows the central Chi-square distribution [13, pp. 41–44] with
mean
µ|βi,j |2 = 1 (2.35)
and variance
σ2|βi,j |2 = 1. (2.36)
For large rnR values, according to the central limit theorem, the expres-
sion
nR∑
j=1
nT∑
i=1
λi|βi,j|2 (2.37)
approaches a Gaussian random variable D with mean
µD = nR
nT∑
i=1
λi (2.38)
and variance
µ2D = nR
nT∑
i=1
λ2i . (2.39)
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Thus, the unconditional pairwise error probability can be upper-bounded
by
P (x→ e) ≤
∫ +∞
0
1
2
exp
(
− Es
4No
D
)
p(D)dD (2.40)
where p(D) is the pdf of the Gaussian random variable D. Using
∫ +∞
0
exp(−γD)p(D)dD = exp
(
1
2
γ2σ2D − γµD
)
Q
(
γσ2D − µD
σD
)
, γ > 0,
(2.41)
the upper bound in (2.40) can then be expressed as
P (x→ e) ≤ 1
2
exp
[
1
2
(
Es
4No
)2
σ2D −
Es
4No
µD
]
Q
(
Es
4No 2
σ2D − µD
σD
)
. (2.42)
Then by using the inequality
Q(x) ≤ 1
2
ex
2/2 (2.43)
we may write
P (x→ e) ≤ 1
4
exp
(
−nR Es
4No
nT∑
i=1
λi
)
. (2.44)
To minimize the pairwise error probability,
∑nT
i=1 λi must be maximized.
For a square matrix, the sum of the eigenvalues is equal to the trace of the
matrix, denoted by tr(ν). It can be written as
tr(ν) =
nT∑
i=1
λi =
nT∑
i=1
Ai,i (2.45)
26 Space-Time Trellis Codes
where Ai,i is the ith element on the main diagonal of the matrix A(x, e).
Therefore, the trace of matrix A(x, e) can also be expressed as
tr(ν) =
nT∑
i=1
l∑
j=1
|ei,j − xi,j|2 . (2.46)
This shows that the trace of A(x, e) is equivalent to the Euclidean distance
between codewords x and e over all transmit antennas. The pairwise er-
ror probability is minimized if the Euclidean distance is maximized. When
rnR ≥ 3, the performance of a STTC is dominated by the minimum trace
of A(x, e) taken over all pairs of distinct codewords x and e. Therefore, a
STTC designed using the trace design criterion maximize the minimum trace
of A(x,e) over all codeword pairs [2].
2.7 STTCs Based on Trace Criterion
As mentioned in the previous section, the design criterion used for the STTCs
depends on the value of rnR. The trace criterion is applicable if rnR ≥ 3. For
a given encoder structure, a set of coefficients is determined by minimizing
the pairwise error probability. A full code search was performed over all
possible pairs of paths in the code trellis by Chen et al. [9, 2].
The QPSK STTCs found in [2] based on the trace criterion are shown in
Tables 2.2 and 2.3. It can be seen that the rank is either two or three for
four transmit antennas. For three transmit antennas, the rank is also less
than the number of transmit antennas. Full rank r = nT is not achievable
when the trace criterion is considered. It is found in [9] that full rank is
only achievable by sacrificing the maximum value of the minimum squared
Euclidean distance, and vice versa. In general, codes designed using the trace
criterion are effective provided rnR ≥ 3. The rank and determinant criteria
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nT states generator sequence rank trace
3 4 g1 = [(0, 2, 2), (1, 2, 3)]
g2 = [(2, 3, 3), (2, 0, 2)]
2 16.0
3 8 g1 = [(2, 2, 2), (2, 1, 1)]
g2 = [(2, 0, 3), (1, 2, 0), (0, 2, 2)]
2 20.0
3 16 g1 = [(1, 2, 1), (1, 3, 2, (3, 2, 1))]
g2 = [(2, 0, 2), (2, 2, 0), (2, 0, 2)]
2 24.0
3 32 g1 = [(0, 2, 2), (2, 3, 3), (1, 2, 2)]
g2 = [(2, 2, 0), (1, 2, 2), (2, 3, 1), (2, 0, 0)]
2 24.0
3 64 g1 = [(0, 2, 2), (3, 1, 0), (3, 3, 2), (3, 2, 1)]
g2 = [(2, 2, 0), (2, 2, 2), (0, 0, 3), (2, 0, 1)]
2 28.0
Table 2.2: QPSK STTCs with three transmit antennas based on the trace
criterion [2].
have a smaller effect on the performance of STTCs when rnR ≥ 3.
2.8 Detection Using the Viterbi Algorithm
A STTC decoder usually uses the VA [28] to perform maximum likelihood
(ML) decoding. Assuming that channel state information (CSI) is available
at the receiver, the branch metrics are computed as the squared Euclidean
distance between the hypothesized received symbols and the actual received
signals as
nR∑
j=1
∣∣∣∣∣rj,t −
nT∑
i=1
hj,ixi,t
∣∣∣∣∣
2
. (2.47)
The VA selects the path with the minimum path metric through the code
trellis.
For example, let us consider the trellis diagram of a STTC for two trans-
mit antennas shown in Figure 2.4. The algorithm computes metrics for every
28 Space-Time Trellis Codes
nT states generator sequence rank trace
4 4 g1 = [(0, 2, 2, 0), (1, 2, 3, 2)]
g2 = [(2, 3, 3, 2), (2, 0, 2, 1)]
2 20.0
4 8 g1 = [(2, 2, 2, 2), (2, 1, 1, 2)]
g2 = [(2, 0, 3, 1), (1, 2, 0, 3), (0, 2, 2, 1)]
2 26.0
4 16 g1 = [(1, 2, 1, 1), (1, 3, 2, 2), (3, 2, 1, 3))]
g2 = [(2, 0, 2, 2), (2, 2, 0, 0), (2, 0, 2, 2)]
3 32.0
4 32 g1 = [(0, 2, 2, 2), (2, 3, 3, 2), (1, 2, 2, 1)]
g2 = [(2, 2, 0, 1), (1, 2, 2, 0), (2, 3, 1, 0), (2, 0, 0, 2)]
3 36.0
4 64 g1 = [(0, 2, 2, 1), (3, 1, 0, 2), (3, 3, 2, 2), (3, 2, 1, 3)]
g2 = [(2, 2, 0, 2), (2, 2, 2, 0), (0, 0, 3, 1), (2, 0, 1, 2)]
3 38.0
Table 2.3: QPSK STTCs with four transmit antennas based on the trace
criterion [2].
possible path in the trellis. At each node in the trellis, the VA compares the
metrics of the four paths entering the node. The path with the lowest Eu-
clidean distance metric is retained, and the other three paths are discarded.
These computations are repeated for each state in every time slot. The paths
that are retained by the algorithm are called survivors or active paths. In
this case, no more than four survivor paths and their metrics will be stored.
The list of four paths is always guaranteed to contain the ML choice. In
principle, the VA continues this process until it completes its forward search
through the trellis and reaches the end of the entire data stream. In order to
release decoded data to the user from time to time, trellis termination nodes
are added by the receiver. The termination node is usually the all-zero state
and all candidate survivor paths converge to this state. At this point, the
decoder makes a decision on the ML path as only one final survivor path
is retained. Then, like a block decoder, the sequence of symbols associated
with that path is released as the decoded version of the received sequence.
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Therefore, the VA can also be considered as a maximum likelihood sequence
estimator (MLSE).
2.9 Summary
In this chapter, we have described the trellis encoder structure for multiple
antenna transmission using STTCs. The number of binary information bits
simultaneously fed into the trellis encoder is determined by the modulated
signal constellation size M . At each symbol time, m = log2M information
bits are processed by the STTC encoder. STTCs are typically designed such
that the number of transmit antennas does not determine system throughput.
We have also summarized the upper bounds on STTC conditional pair-
wise error probability. System performance is dominated by the code rank r
and the product of all nonzero eigenvalue of A(x, e) when rnR ≤ 3. If full
rank is achieved, it is equivalent to maximizing the minimum determinant
of A(x, e). Then, Ba¨ro et al.’s STTCs [3] obtained according to the rank
and determinant criteria should be used. On the other hand, if rnR ≥ 3,
system performance is dominated by the minimum squared Euclidean dis-
tance between any two different codewords, or the minimum possible trace
of A(x, e). codes [9] should be used in this case. Some of the STTCs found
in [9, 3] were listed in this chapter.

Chapter 3
STTCs for Noncoherent
Communication
3.1 Introduction
The concept of a pilot sequence combined with the data symbols was devel-
oped for multiple-antenna communication on noncoherent Rayleigh fading
channels by Dayal et al. [45]. They adopted the point of view that training
may be used for noncoherent space-time block codes (STBCs) and called the
resulting codes training codes [1, 45]. A similar idea was also presented by El
Gamal et al. using what they called a threaded algebraic space-time (TAST)
framework [50]. TAST is a training based signaling scheme that performs
well for noncoherent communication.
In this chapter, noncoherent space-time codes (STCs) including differen-
tial STCs and training codes for noncoherent STBCs are briefly reviewed.
We then revisit the concepts of noncoherent communications and introduce
novel training codes for space-time trellis codes (STTCs) and noncoherent
communication. We investigated the performance when two and four trans-
mit antennas are used. Analysis shows that the performance of these non-
coherent STTCs is approximately 3 dB inferior to that of coherent STTCs
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when M -PSK signals are used. This result coincides with the performance
gap between coherent and noncoherent communication when a single antenna
is used [13].
3.2 Differential STCs for Noncoherent Com-
munications
In most published papers [10, 51, 52, 53], differential space-time block struc-
tures are used for noncoherent communications in multiple-input multiple-
output (MIMO) channel. Hughes [10] and Hochwald et al. [54] independently
introduced a differential unitary space-time modulation (DUSTM) scheme.
In DUSTM, signals are differentially transmitted block by block using uni-
tary matrices. One of the features of DUSTM is that the signals transmitted
by different antennas are mutually orthogonal as well as unitary. Detection
complexity is rather low when two transmit antennas are used [55]. How-
ever, their detection suffers from an exponential complexity increase with
transmitted block size [54].
As a remedy, differential space-time block codes (DSTBCs) can be em-
ployed since they utilize differential estimates and offer linear decoding com-
plexity [56, 51]. The performance of DSTBCs is 3 dB worse than that of
coherent codes with ideal channel state information (CSI) at the receiver.
DSTBCs initially transmit a reference block which does not carry any data.
Then the transmitter encodes the data sequence in a differential manner.
Differential modulation schemes for quasi-orthogonal space-time block
codes (QOSTBC) were presented in [52]. QOSTBCs provide the full trans-
mission rate for complex signals with three and four transmit antennas [38].
The ML decoding complexity of differential QOSTBCs and those with com-
plete CSI increases exponentially with the number of transmit antennas [57].
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There are various other differential STCs proposed in the literature [58,
59, 53]. Most of them are concatenated codes using DUSTMs or DSTBCs.
A differential space-time turbo coding scheme was developed in [58]. It is a
turbo code concatenated with DUSTM.
Trellis-coded modulation (TCM) for noncoherent communications based
on DUSTMs was proposed in [59] when CSI is unknown to the receiver. The
set partitioning approach is used to design these codes and an enlarged signal
set is used. The TCM scheme is then concatenated with DUSTMs to realize
differential modulation using a unitary matrix. Later in [53], differential
STTCs were proposed, where STTCs are concatenated with DSTBCs. The
structure of the STTC encoder within the differential STTCs of [53] is the
same as the one in [2]. The encoder coefficients are optimized by code search
based on the design criteria derived in [53]. The trellis encoded symbols are
then mapped into DSTBC matrices for transmission. The performance of the
differential STTCs is almost the same as that of the trellis-coded DUSTM
over quasi-static fading channels, and is superior to that of the trellis-coded
DUSTM over independent fast fading channels. The decoding complexity of
the differential STTCs is lower than that of the trellis-coded DUSTM.
3.3 Training-Assisted Noncoherent STCs
Pilot-assisted modulation has been a classical engineering approach for deal-
ing with an unknown channel [1]. For example, pilot-assisted schemes for a
single transmit-receive antenna system were analyzed in [60]. In [61], training
was considered for the Bell Lab’s layered space-time architecture (BLAST)
system of [62].
In [50], the authors proposed a training scheme which utilizes a full di-
versity coherent TAST block code for the noncoherent case. It outperforms
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DUSTM [63]. The authors of [50] argued that using DUSTM as a defacto
standard for noncoherent space-time communication should be reviewed. Ap-
propriate use of coherent STCs offers a very efficient solution for noncoherent
space-time communication [50].
In [1], the authors combined pilot-assisted modulation with the data sym-
bols to create noncoherent training codes for unknown channels. They also
pointed out that while training schemes have been around for a long time,
people have not considered the schemes as approaches to noncoherent signal
design. The training codes were thought of as a coding strategy inspired by
[64]. The training codes of [1] are summarized in the following paragraphs.
To estimate the fading, the transmitted matrix X is split into two parts.
The first part is a training sequence which is known to the receiver. The
second part is the data sequence which is to be transmitted over an unknown
channel. As in [1], the information matrix consists of data symbols which
are encoded using a STBC so that
X =
1√
S

√
SτT√
1− τY1
...√
1− τYs
 (3.1)
where the training symbols are in a DT ×nT orthogonal matrix T and DT is
the training interval. The information is in S number of DD×nT matrices Yi
(1 ≤ i ≤ S) and so that D = DT + SDD, where D is the channel coherence
interval and DD is the data transmission interval in each information matrix.
Channel estimation acquired from T is valid within the coherence interval
D. The fraction of energy spent on training for each information matrix
is τ(0 ≤ τ ≤ 1). The factors √S and τ ensure that the average symbol
energy of X is one. It is convenient to assume that the training matrix T
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has orthonormal columns [1]. It satisfies the condition
nTT
∗T = I. (3.2)
This requires a training interval of DT ≥ nT symbol intervals. In order to
maximize throughput, DT = nT should preferably be used.
The noncoherent orthogonal design in [65] can be considered as a pilot-
assisted training code as discussed in [1]. When two transmit antennas are
used, a training code comprising one training block and one information
block transmitted over four symbol periods may be denoted as [1]
1
2
√
2

√
2 0
0
√
2
x1 x2
−x∗2 x∗1
 (3.3)
where
x1, x2 = exp
(
n · 2pij
M
)
, n = 0, 1, 2, ...,M − 1 (3.4)
are M -PSK signals and M is an integer. Similarly, we can also extend the
use of training codes to STTCs. To the best of our knowledge, no published
literature has investigated STTCs for noncoherent communications without
the concatenation of DSTBCs or DUSTM.
In this thesis, a noncoherent STTC without the assistance of DSTBCs
or DUSTM is proposed by extending the training-assisted codes of [1] to
STTCs. The proposed noncoherent STTCs are less complex than the differ-
ential STTCs of [53] since no concatenation with DSTBCs is needed. The
throughput loss of the proposed noncoherent STTCs compared to the dif-
ferential STTCs is marginal since only a few symbols are used for training
in each frame in the noncoherent STTCs. The performance gap between
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the proposed noncoherent STTCs and the corresponding coherent STTCs is
approximately the same as the gap between the coherent and noncoherent
M -PSK using a single transmit and receive antenna. Since the differential
STTCs of [53] are differentially encoded and decoded using DSTBCs, they
suffer similar performance degradation as DSTBCs when compared to STBCs
in a quasi-static fading channel. The proposed noncoherent STTCs provide a
novel scheme for noncoherent communication without concatenation of DST-
BCs or DUSTM. Meanwhile, the complexity is lower than that of differential
STTCs. Therefore, the proposed noncoherent STTCs are of interest.
The design of the proposed noncoherent STTCs is the key focus of this
thesis and will be discussed in Section 3.5 and Section 3.6. Before we consider
noncoherent STTCs, we first revisit noncoherent modulation and demodula-
tion.
3.4 Coherent and Noncoherent Modulation
In this section, we review the close relationships between coherent and nonco-
herent schemes by explaining noncoherent demodulation in coherent terms,
thus breaking the dichotomy of coherent and noncoherent modulations. This
also justifies Dayal et al. [1] and El Gamal et al.’s [50] treatments of using
training pilots in noncoherent communications.
Consider a differential phase shift keying (DPSK) scheme with four signal
points in a single-antenna system. The signal constellation can be represented
by
exp
(
n · pij
2
)
, n = 0, 1, 2, 3. (3.5)
Assume the data sequence
c = (c1, c2, c3, ..., ct, ...) (3.6)
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is transmitted, where ct ∈ {0, 1, 2, 3}. The data sequence is mapped to the
signal constellation to generate a modulated symbol sequence given by
s = (s1, s2, s3, ..., st, ...) (3.7)
where
st = exp
(
ct · pij
2
)
. (3.8)
The transmitter generates the differentially modulated sequence
x = (x1, x2, x3, ..., xt, ...) (3.9)
where
xt = xt−1st (3.10)
= xt−1 exp
(
ct · pij
2
)
.
Thus, the data information is sent as the phase difference between two
consecutive symbols. The initial symbol x0 = 1 does not carry any informa-
tion and can be thought of as a reference.
Let us represent the received data sequence by
r = (r1, r2, r3, ..., rt, ...) (3.11)
where
rt = htxt + nt (3.12)
is the received signal and ht is the complex channel gain at time t. nt is the
additive white Gaussian noise (AWGN) with two sided power spectral density
of No
2
. The complex channel gain at time t is denoted ht. The received data is
processed by computing the differential phases between any two consecutive
symbols. The symbol estimate is then given by
sˆt =
rt
rt−1
(3.13)
=
htxt + nt
ht−1xt−1 + nt−1
.
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Assume that the system signal-to-noise ratio (SNR) is high, hence the
noise nt and nt−1 can be neglected. It is also assumed that the channel
coefficient ht is equal to ht−1. Therefore, the differentially decoded phase sˆt
is given by
sˆt =
xt
xt−1
(3.14)
where x0 is the reference symbol. Equation (3.13) shows how DPSK is de-
coded at the receiver. However, the differential detection of phase can also
be explained from the coherent point of view using channel estimation. Let
us assume that, at time t=0, the received signal r0 is given by
r0 = h0x0 + n0 (3.15)
where x0 is the known reference symbol sent by the transmitter. Since the
noise n0 can be neglected at high SNR, we may write the channel estimate
hˆ0 at time t = 0 as
hˆ0 =
r0
x0
. (3.16)
It is assumed that the channel coefficient does not change in consecutive
symbols. Therefore
hˆ1 = hˆ0 (3.17)
where hˆ1 is the channel estimate at time t = 1. The channel estimate hˆ1 is
used to decode the incoming information symbol s1 given by
sˆ1 = min
arg s˜1
∣∣∣hˆ1s˜1x0 − r1∣∣∣2 (3.18)
= min
arg s˜1
∣∣∣r0s˜1 − r1∣∣∣2
where sˆ1 is the detected information symbol and s˜1 is the hypothesized in-
formation symbol at time t = 1. Similarly, at any arbitrary time t, channel
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estimates hˆt can be obtained using
hˆt = hˆt−1 =
rt−1
xt−1
(3.19)
where xt−1 is the previously transmitted symbol assumed known to the re-
ceiver. The detection of the differentially coded information symbol st is
given by
sˆt = min
arg s˜t
∣∣∣hˆts˜txt−1 − rt∣∣∣2
= min
arg s˜t
∣∣∣rt−1s˜t − rt∣∣∣2. (3.20)
It can be seen in (3.20) that the detected symbol sˆt only depends on con-
secutive received signals rt−1 and rt. Channel estimation is done while each
information symbol is detected. This process shows that differential demod-
ulation can be explained in terms of coherent communications. This is also
a reason why the DPSK scheme is also called differentially coherent modu-
lation and demodulation [12]. However, DPSK is normally considered to be
a noncoherent scheme since it does not require either perfect or explicit CSI.
The imperfect or noisy CSI is implicitly conveyed by the previous symbol.
This reveals the inherent link between coherent and noncoherent schemes.
3.5 Noncoherent Demodulation
3.5.1 One Transmit Antenna
Let us consider a single-antenna system transmitting a QPSK signal
xt =
√
2E
T
cos(2pifct+ φt), 0 6 t < T (3.21)
where φt ∈ {0, pi2 , pi, 3pi2 }, fc is the carrier frequency, E is the signal energy
per symbol and T is the symbol duration. This signal is transmitted over a
channel resulting in the received signal
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Figure 3.1: Block diagram of quadrature demodulation structure.
rt =
√
2E
T
cos(2pifct+ φt + θc) + nt (3.22)
where θc is the phase offset due to the channel. The phase offset θc is un-
known to the receiver and may be considered as a random variable uniformly
distributed on [0, 2pi).
We consider the noncoherent demodulation of the signal of (3.22). The
signal can be decomposed into in-phase and quadrature baseband compo-
nents as shown in Figure 3.1.
The received signal rt is demodulated using the following orthogonal basis
functions
ΦI =
√
2
T
cos(2pifct+ θ) (3.23)
ΦQ =
√
2
T
sin(2pifct+ θ) (3.24)
to produce the base band components
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Figure 3.2: Demodulated QPSK constellation showing rotation by an un-
known phase offset (θc − θ).
rI =
√
E cos[φt + (θc − θ)] (3.25)
rQ =
√
E sin[φt + (θc − θ)] (3.26)
at the integrator output, where θ is an arbitrary phase. For the moment we
have ignored the additive noise. This can clearly be seen to produce a rotated
signal constellation, where the rotation is given by the unknown phase offset
(θc − θ). This is illustrated in Figure 3.2.
Now let’s consider the 16-QAM signal constellation shown in Figure 3.3.
In any T second signalling interval, a 16-QAM signal can be written in the
form
xt =
√
2E
T
a cos(2pifct)−
√
2E
T
b sin(2pifct) 0 6 t < T (3.27)
where a, b ∈ {±1,±3}. This signal can easily be written in terms of ampli-
tude and phase or in polar form as
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(a,b)
Figure 3.3: A 16-QAM constellation.
Figure 3.4: Noncoherently demodulated 16-QAM constellation showing the
effect of the random phase offset (θc − θ).
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xt =
√
2E
T
√
a2 + b2 cos(2pifct+ α) (3.28)
where α = tan−1(a
b
), a =
√
a2 + b2 cosα, and b =
√
a2 + b2 sinα. After
passage through the channel, the received signal can be written as
rt =
√
2E
T
√
a2 + b2 cos(2pifct+ α + θc) + nt. (3.29)
This signal can be demodulated to obtain baseband in-phase and quadra-
ture components using the orthogonal functions of (3.23), (3.24) and the
demodulation structure of Figure 3.1 to obtain in any signalling interval
rI =
√
a2 + b2 cos [α + (θc − θ)] (3.30)
rQ = −
√
a2 + b2 sin [α + (θc − θ)] . (3.31)
These quantities lead to the rotated 16-QAM constellation shown in Figure
3.4.
At this point, we see that for any linear modulation that can be repre-
sented in complex baseband form, the resulting signal constellation will be
rotated by a random phase offset consisting of the difference (θc−θ) between
the received signal phase and the phase of the local oscillator. In the next
section, we will consider the case of noncoherent demodulation in space-time
transmission.
3.5.2 Two Transmit Antennas
We now consider a space-time transmission system that employs two transmit
antennas and one receive antenna as shown in Figure 3.5. For simplicity in
this section, we use complex notation for all signals and channel gains.
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Figure 3.5: Basic block diagram of a space-time system using two transmit
antennas and one receive antenna.
Since there are two transmit antennas, we need to consider two sub-
channels between the transmitter and the receiver. We assume a Rayleigh
flat fading channel and characterize the sub-channels by the complex gains
h1 = c1 exp(jθc1) (3.32)
h2 = c2 exp(jθc2) (3.33)
where c1 and c2 are Rayleigh distributed variables and the phases θc1 and θc2
are uniformly distributed random phase offsets. We may write the transmit-
ted signals from antenna one and antenna two at time t as
x1,t = A1 exp(j2pifct) (3.34)
x2,t = A2 exp(j2pifct) (3.35)
respectively, where the complex envelopes A1 and A2 are chosen according
to the desired modulation format. We may then write the overall received
signal as
rt = h1x1,t + h2x1,t + nt. (3.36)
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Using (3.32), (3.33), (3.34) and (3.35), we may write the received signal as
rt = c1A1 exp(j2pifct+ jθc1) + c2A2 exp(j2pifct+ jθc2) + nt. (3.37)
This signal is to be noncoherently demodulated using the receiver structure
shown in Figure 3.1. In the complex domain, this is equivalent to multiplying
rt by the complex exponential
√
2E
T
exp(−j2pifct − θ). Neglecting the noise
term for the moment, this leads to the sampled complex baseband signal at
the integrator output as
rt = c1A1 exp(jθc1 − jθ) + c2A2 exp(jθc2 − jθ). (3.38)
3.5.3 Four Transmit Antennas
We now assume transmitted M -PSK signals are sent from four transmit an-
tennas and arrive at one receive antenna via the following complex channels,
hi = ci exp(jθci), i ∈ {1, 2, 3, 4} (3.39)
where ci is channel gain and θci is a random phase offset on the channel
between transmit antenna i and receive antenna. The transmitted signal
from the ith antenna is given by
xi,t = Ai exp(j2pifct) (3.40)
where Ai is the complex envelope and exp(j2pifct) is the signal carrier with
frequency fc. The received signal at time t is the combination of four trans-
mitted signals and can be written as
rt =
4∑
i=1
hixi,t + nt (3.41)
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where nt is AWGN with zero mean. In this section, we still assume the
number of receive antennas nR is equal to one. Considering the different
carrier phases from each transmitter, the received signal can be written as
rt =
4∑
i=1
ciAi exp(j2pifct+ jθci) + nt. (3.42)
The received signal is noncoherently demodulated by multiplying (3.42)
by the complex exponential
√
2E
T
exp(−j2pifct + θ), where θ is an arbitrary
phase. Assuming noise is ignored, the base band representation of the signal
after noncoherent detection is given by
rt =
4∑
i=1
ci
√
E exp(jθci − jθ). (3.43)
3.6 Noncoherent STTC Training Codes
3.6.1 Two Transmit Antennas
Now we introduce the proposed noncoherent STTC training codes for two
transmit antennas. At the beginning of each frame of data, pilot symbols are
transmitted from the two antennas. For example, if we consider the signalling
format to be QPSK, and transmit the phases (0, 0) from the two antennas
respectively in the interval [0, T ), we have the transmitted signals
x1,T =
√
2E
T
exp(j2pifct) (3.44)
x2,T =
√
2E
T
exp(j2pifct). (3.45)
Similarly, if we transmit the phases (0, pi) in the interval [T, 2T ), we have the
transmitted signals
x1,2T =
√
2E
T
exp(j2pifct) (3.46)
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x2,2T =
√
2E
T
exp(j2pifct+ pi). (3.47)
Using these and (3.32), (3.33), (3.36), we obtain the sampled demodulator
outputs at time T and 2T as
rT = c1
√
E exp(jθc1 − jθ) + c2
√
E exp(jθc2 − jθ) (3.48)
and
r2T = c1
√
E exp(jθc1 − jθ)− c2
√
E exp(jθc2 − jθ). (3.49)
where for the moment we have neglected any noise effects. We have also
made the assumption that the fading process is either quasi-static or slowly
varying, allowing us to ignore the time dependence of the fading variables.
The channel coefficients thus do not change significantly between any two
adjacent symbol periods. Therefore, we can use these received signals to
obtain estimates of the complex fading gains as
hˆ1 = c1 exp(jθc1 − jθ) =
rT + r2T
2
√
E
(3.50)
hˆ2 = c2 exp(jθc2 − jθ) =
rT − r2T
2
√
E
. (3.51)
The symbol energy
√
E may easily be normalized to unity in the case
of M -PSK transmission. In the case of M -QAM (M > 4) transmission, it
appears that only a constant energy modulation can be used for the pilot
symbols. Therefore, complex M -QAM (M > 4) will not be used in this
noncoherent space-time modulation scheme for training. It can, however, be
used for data transmission. Coincidentally, M -QAM (M > 4) is not used
in differential modulation/demodulation schemes in the single-antenna case
either. The local oscillator phase shift θ cannot be removed since the phase
differences are unknown.
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Having found the channel estimates of (3.50) and (3.51), we use these to
define the set of possible hypotheses in a maximum likelihood sequence esti-
mator (MLSE) for the transmitted space-time trellis coded signal. We first
construct a set of reference symbols. The members of this set will constitute
a set of hypotheses for the calculation of branch metrics for the decoding of
the transmitted signal using MLSE implemented via the Viterbi algorithm
(VA). For the moment, we continue the example of nT = 2 transmit anten-
nas and nR = 1 receive antenna that we have been using. We will discuss
the four transmit antenna case in the next section. In any symbol interval,
x1,t and x2,t are transmitted from the two antennas, where t represents the
symbol interval index. We may then obtain the hypothesized received signal
as
hˆ1x1,t + hˆ2x2,t (3.52)
where x1,t, x2,t range over all possible values of the modulation set. This
allows the calculation of a set of branch metrics of the form∣∣∣hˆ1x1,t + hˆ2x2,t − rt∣∣∣2 (3.53)
where rt is the received symbol in the symbol interval t. For an M -ary
modulation, the set in (3.52) has M2 members. ML decoding of the STTC
then proceeds by means of the VA according to the trellis of the transmitted
STTC.
3.6.2 Four Transmit Antennas
We now describe the noncoherent STTC training codes for four transmit
antennas. The received base band signal after noncoherent detection is given
by (3.43). It can be seen that the phase offset (θci − θ) is unknown to the
receiver. We assume that sets of pilot symbols are sent at the beginning of
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each frame. The pilot symbols must be linearly independent vectors. For
simplicity, the binary phase-shift keying (BPSK) signal sequence (1,1,1,1) is
sent by antenna one; BPSK signal sequence (1,1,-1,-1) is sent by antenna two;
BPSK signal sequence (1,-1,1,-1) is sent by antenna three and BPSK signal
sequence (-1,1,1,-1) is sent by antenna four over the intervals [0, T ), [T, 2T ),
[2T, 3T ) and [3T, 4T ), respectively. We may then write the equations
rT = c1
√
E exp(jθc1 − jθ) + c2
√
E exp(jθc2 − jθ)
+c3
√
E exp(jθc3 − jθ)− c4
√
E exp(jθc4 − jθ) (3.54)
r2T = c1
√
E exp(jθc1 − jθ) + c2
√
E exp(jθc2 − jθ)
−c3
√
E exp(jθc3 − jθ) + c4
√
E exp(jθc4 − jθ) (3.55)
r3T = c1
√
E exp(jθc1 − jθ)− c2
√
E exp(jθc2 − jθ)
+c3
√
E exp(jθc3 − jθ) + c4
√
E exp(jθc4 − jθ) (3.56)
r4T = c1
√
E exp(jθc1 − jθ)− c2
√
E exp(jθc2 − jθ)
−c3
√
E exp(jθc3 − jθ)− c4
√
E exp(jθc4 − jθ). (3.57)
Now we assume that the noise is negligible and that the channels do not
change during the periods that we are interested in. The above equations
can then be solved to obtain the channel estimates
hˆ1 =
rT + r2T + r3T + r4T
4
√
E
(3.58)
hˆ2 =
rT + r2T − r3T − r4T
4
√
E
(3.59)
hˆ3 =
rT − r2T + r3T − r4T
4
√
E
(3.60)
hˆ4 =
−rT + r2T + r3T − r4T
4
√
E
. (3.61)
We shall assume that these estimates are valid over the entire frame
duration and that the symbol energy E is normalized to unity. The branch
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metrics for use in VA decoding are then determined by the Euclidean distance
between all possible values of the modulation set and the received signal as∣∣∣∣∣
4∑
i=1
hˆixi,t − rt
∣∣∣∣∣
2
. (3.62)
3.7 Performance of Noncoherent STTC Train-
ing Codes
In this section, we compute the noise variance of the received signals when
they are noncoherently decoded using the channel estimation scheme of Sec-
tion 3.6.
3.7.1 Two Transmit Antennas
From the branch metrics, we see that detection errors may be caused by
AWGN corrupting the received signal rt, and channel estimation noise in-
troduced by hˆ1 and hˆ2. All these noises contribute to the branch metrics in
(3.53). For convenience, in the performance analysis, we convert all noises
into a single effective noise, which may be regarded as the AWGN added at
each receiver. This effective noise can be written as
n˜t =
1
2
(nT + n2T )x1,t +
1
2
(nT − n2T )x2,t + nt (3.63)
where nT , n2T and nt are complex AWGN at time slot T , 2T and t respec-
tively. They are independent zero mean complex Gaussian random variables
with variance of N0/2 per dimension. In base band representation, the vari-
ance of the complex noise nt is given by
σ2nt = No. (3.64)
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The variance of the effective noise, which represents all noises, is then
given by
σ2n˜t = E{[n˜t − E{n˜t}]2}
= E
{[
1
2
(nT + n2T )x1,t +
1
2
(nT − n2T )x2,t + nt
−1
2
E {(nT + n2T )x1,t} − 1
2
E {(nT − n2T )x2,t}
−E {nt}
]2}
(3.65)
where E{·} is the statistical expectation operator. Since nT , n2T and nt are
AWGN with zero mean, we can write
1
2
E {(nT + n2T )x1,t}
=
1
2
E {(nT − n2T )x2,t}
= E {nt}
= 0. (3.66)
The noise variance of (3.65) becomes
σ2n˜t = E
{[
1
2
(nT + n2T )x1,t +
1
2
(nT − n2T )x2,t + nt
]2}
(3.67)
= E
{
1
4
(nT + n2T )
2(x1,t)
2
}
+ E
{
1
4
(nT − n2T )2(x2,t)2
}
+E
{
n2t
}
+ E
{
1
4
(nT + n2T )(nT − n2T )x1,tx2,t
}
+E
{
1
2
(nT + n2T )x1,tnt
}
+ E
{
1
2
(nT − n2T )x2,tnt
}
. (3.68)
Since nt is a random sample of Gaussian processes with zero mean, we
can write
E{n2t} = E{(nt − E{nt})2} (3.69)
= σ2nt
= No
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which is the noise power. Similarly,
E{n2T} = N0 (3.70)
E{n22T} = N0. (3.71)
Therefore, we can simplify the first term in (3.67) as
E
{
1
4
(nT + n2T )
2(x1,t)
2
}
= E
{
1
4
(n2T + 2nTn2T + n
2
2T )(x1,t)
2
}
=
1
4
E
{
n2T (x1,t)
2
}
+
1
2
E
{
nTn2T (x1,t)
2
}
+
1
4
E
{
n22T (x1,t)
2
}
=
1
4
N0 + 0 +
1
4
N0
=
1
2
N0. (3.72)
Similarly, we can write
E
{
1
4
(nT − n2T )2(x2,t)2
}
=
1
2
N0. (3.73)
We can find that the last three terms in (3.67) are
E
{
1
4
(nT + n2T )(nT − n2T )x1,tx2,t
}
=
1
4
(E{nT}2 − E{n2T}2)x1,tx2,t
= 0 (3.74)
and
E{(nT + n2T )x1,tnt} = 0 (3.75)
E{(nT − n2T )x2,tnt} = 0, (3.76)
respectively. Thus (3.67) is reduced to
σ2n˜t =
1
2
N0 +
1
2
N0 +N0
= 2N0. (3.77)
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It can be seen that the variance of the overall noise n˜t is twice that of
coherent detection when two transmit antennas and one receive antenna is
used. The increase of noise is due to imperfect estimations of the CSI. From
(3.77), we expect the noncoherent STTCs’ performance to be approximately
3 dB inferior to coherent STTCs when two transmit antennas and one receive
antenna are used. Nevertheless, the noncoherent STTCs do not need perfect
channel estimation.
3.7.2 Four Transmit Antennas
When four transmit antennas are used, the possible detection error is caused
by noise corrupting the received signal at time t, and channel estimation
noises introduced due to errors in estimating hˆ1, hˆ2, hˆ3 and hˆ4. We convert
all the noises into a single effective noise, which can be written as
n˜t =
1
4
(nT + n2T + n3T + n4T )x1,t +
1
4
(nT + n2T − n3T − n4T )x2,t
+
1
4
(nT − n2T + n3T − n4T )x3,t + 1
4
(−nT + n2T + n3T − n4T )
x4,t + nt (3.78)
where nT , n2T , n3T , n4T and nt are independent complex Gaussian random
samples at time T , 2T , 3T , 4T and t, respectively. They are zero mean with
variance N0/2 per dimension. The variance of the total effective noise may
be written as
σ2n˜t = E{[n˜t − E{n˜t}]2}
= E
{[
1
4
(nT + n2T + n3T + n4T )x1,t +
1
4
(nT + n2T − n3T − n4T )x2,t
+
1
4
(nT − n2T + n3T − n4T )x3,t + 1
4
(−nT + n2T + n3T − n4T )x4,t + nt
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−1
4
E{(nT + n2T + n3T + n4T )x1,t} − 1
4
E{(nT + n2T − n3T − n4T )x2,t}
−1
4
E{(nT − n2T + n3T − n4T )x3,t} − 1
4
E{(−nT + n2T + n3T − n4T )x4,t}
−E{nt}
]2}
. (3.79)
Since nT , n2T , n3T , n4T and nt are AWGN with zero mean
1
4
E{(nT + n2T + n3T + n4T )x1,t}
=
1
4
E{(nT + n2T − n3T − n4T )x2,t}
=
1
4
E{(nT − n2T + n3T − n4T )x3,t}
=
1
4
E{(−nT + n2T + n3T − n4T )x4,t}
= E{nt}
= 0. (3.80)
Therefore, we obtain
σ2n˜t = E
{[
1
4
(nT + n2T + n3T + n4T )x1,t +
1
4
(nT + n2T − n3T − n4T )x2,t
+
1
4
(nT − n2T + n3T − n4T )x3,t + 1
4
(−nT + n2T + n3T − n4T )x4,t
+nt
]2}
. (3.81)
We further expand (3.81) as a sum of terms in an extended form as
σ2n˜t = E
{
1
16
(nT + n2T + n3T + n4T )
2(x1,t)
2
}
+E
{
1
16
(nT + n2T − n3T − n4T )2(x2,t)2
}
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+E
{
1
16
(nT − n2T + n3T − n4T )2(x3,t)2
}
+E
{
1
16
(−nT + n2T + n3T − n4T )2(x4,t)2
}
+ E{n2t}
+E
{
1
8
(nT + n2T + n3T + n4T )(nT + n2T − n3T − n4T )x1,tx2,t
}
+E
{
1
8
(nT + n2T + n3T + n4T )(nT − n2T + n3T − n4T )x1,tx3,t
}
+E
{
1
8
(nT + n2T + n3T + n4T )(−nT + n2T + n3T − n4T )x1,tx4,t
}
+E
{
1
8
(nT + n2T − n3T − n4T )(nT − n2T + n3T − n4T )x2,tx3,t
}
+E
{
1
8
(nT + n2T − n3T − n4T )(−nT + n2T + n3T − n4T )x2,tx4,t
}
+E
{
1
8
(nT − n2T + n3T − n4T )(−nT + n2T + n3T − n4T )x3,tx4,t
}
+E{(nT + n2T + n3T + n4T )x1,tnt}
+E{(nT + n2T − n3T − n4T )x2,tnt}
+E{(nT − n2T + n3T − n4T )x3,tnt}
+E{(−nT + n2T + n3T − n4T )x4,tnt}. (3.82)
Assuming nT , n2T , n3T , n4T and nt are uncorrelated random processes, and
E{n2T} = E{n22T} = E{n23T} = E{n24T} = E{n2t} = N0, we can write
E
{
1
16
(nT + n2T + n3T + n4T )
2(x1,t)
2
}
= E
{
1
16
(nT + n2T − n3T − n4T )2(x2,t)2
}
= E
{
1
16
(nT − n2T + n3T − n4T )2(x3,t)2
}
= E
{
1
16
(−nT + n2T + n3T − n4T )2(x4,t)2
}
=
1
4
N0 (3.83)
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and
E
{
1
8
(nT + n2T + n3T + n4T )(nT + n2T − n3T − n4T )x1,tx2,t
}
=
1
8
(E
{
nT + n2T}2 − E{n3T + n4T
}2
)x1,tx2,t
= 0. (3.84)
Similarly,
E
{
1
8
(nT + n2T + n3T + n4T )(nT − n2T + n3T − n4T )x1,tx3,t
}
= E
{
1
8
(nT + n2T + n3T + n4T )(−nT + n2T + n3T − n4T )x1,tx4,t
}
= E
{
1
8
(nT + n2T − n3T − n4T )(nT − n2T + n3T − n4T )x2,tx3,t
}
= E
{
1
8
(nT + n2T − n3T − n4T )(−nT + n2T + n3T − n4T )x2,tx4,t
}
= E
{
1
8
(nT − n2T + n3T − n4T )(−nT + n2T + n3T − n4T )x3,tx4,t
}
= E {(nT + n2T + n3T + n4T )x1,tnt}
= E{(nT + n2T − n3T − n4T )x2,tnt}
= E{(nT − n2T + n3T − n4T )x3,tnt}
= E{(−nT + n2T + n3T − n4T )x4,tnt}
= 0. (3.85)
From (3.82), (3.83), (3.84) and (3.85), we have
σ2n˜t =
1
4
N0 +
1
4
N0 +
1
4
N0 +
1
4
N0 +N0
= 2N0. (3.86)
Therefore, the noncoherent effective noise variance is twice that of coherent
detection. Hence when four transmit antennas are used in noncoherent space-
time trellis modulation, the performance is about 3 dB inferior to the coherent
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demodulation case when four transmit antennas are used. This loss is due to
the noisy channel estimates obtained using a limited number of pilot symbols.
It is equivalent to injecting extra noise at the receiver.
Noncoherent space-time training codes and noncoherent detection for a
single-antenna system show similar performance degradation compared to
coherent schemes. The performance of DPSK is approximately 3 dB poorer
than that for coherentM -PSK whenM ≥ 4 for a single-antenna system [13].
Note that 3 dB is only an approximate value.
3.8 Summary
This chapter has introduced the proposed training based noncoherent STTCs.
A literature review of noncoherent STCs has shown that coherent STCs with
the assistance of training symbols can be used for noncoherent communi-
cation with minimal modification. We showed that noncoherent decoding
can be expressed in terms of coherent detection when a single transmit an-
tenna is used. This revealed that differential detection essentially extracts
CSI from the previously sent symbol. We then extended the concept of non-
coherent training to STTCs by putting estimation symbols into each frame.
The performance of the resulting codes is approximately 3 dB inferior to
that obtained with coherent STTCs. This coincides with the performance
degradation expected on noncoherent detection for a single transmit antenna.

Chapter 4
Simulation Results
4.1 Introduction
In this chapter, computer simulation results of the system proposed in Chap-
ter 3 are presented. The main purpose is to investigate the performance of
the training-assisted noncoherent STTCs presented in Chapter 3 under vari-
ous conditions. The simulation environment is described in the next section.
Then results are presented for noncoherent STTCs using QPSK and 8PSK
modulation. Up to four transmit and four receive antennas have been used.
The impact of the number of training symbols used in quasi-static flat fading
channels on the system performance is investigated. All results have been
obtained after at least 100 symbol or frame error events. Each data frame
contains 130 M -PSK symbols from each transmit antenna including training
symbols.
4.2 Simulation Environment
4.2.1 Transmitter
The binary message sequences are encoded using a STTC encoder and then
transmitted from nT antennas. The encoder outputs are mapped to complex
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signal constellation points. The average symbol energy of the transmitted
signal at each transmit antenna is given by
σ2s =
1
nT
. (4.1)
Therefore, the total transmitted energy across all transmit antennas is one
at each time slot. This is done to provide a fair comparison of multiple-
input multiple-output (MIMO) systems with various numbers of transmit
antennas. Since the total energy does not go up with the number of trans-
mit antennas, the performance improvement from increasing the number of
transmit antennas is due to increased transmit diversity.
4.2.2 Receiver
The transmitted signals are sent over a MIMO channel. It is modelled as
either quasi-static or continuously varying Rayleigh fading channel. These
channels are discussed in more detail in the following sections. At each re-
ceive antenna, independent additive white Gaussian noise (AWGN) is added.
In reality, it is introduced by electronic components and amplifiers and is
characterized as thermal noise [13].
The SNR is defined as the symbol energy to noise ratio per receive an-
tenna. Symbol energy, Es, is the total energy per data symbol received at
each receive antenna and is the summation of energies from all transmit an-
tennas in a multiple-antenna system. We define the total transmitted signal
energy as one in each time slot. Here we define the variance of each complex
channel coefficient, σ2h, as one. Therefore, the total symbol energy at each
receive antenna is given by
Es = σ
2
s
nT∑
i=1
σ2h,i = 1. (4.2)
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The noise variance No is defined as
No =
Es
10
SNR
10
. (4.3)
4.3 Performance over a Quasi-static Channel
4.3.1 Quasi-static Channel Model
In this thesis, wireless communication systems with nT transmit and nR re-
ceive antennas are considered. For a quasi-static flat Rayleigh fading channel,
the channel coefficients, or elements of the nR×nT channel response matrix,
H, are assumed to remain unchanged during each frame. The fading gains
for different frames are modelled as independent samples of complex Gaus-
sian random variables with zero mean and a variance of 0.5 per dimension.
The envelope of each channel is a Rayleigh random process.
4.3.2 One Receive Antenna
In this subsection, we compare the performances of the coherent STTC of
[3] and noncoherent STTC developed in Chapter 3. We consider a system
with two transmit and one receive antennas using QPSK modulation. It was
explained in Chapter 2 that if the product of the code rank r (r = nT if the
STTC is of full rank) and the number of receive antennas nR is less than
three, Ba¨ro et al.’s STTCs [3] based on the rank and determinant criteria
should be used. The STTC encoder structure is explained in Chapter 2. The
four-state STTC of [3] is used in this simulation. The generator sequences
are
g1 = [(2, 2), (1, 0)], (4.4)
g2 = [(0, 2), (3, 1)]. (4.5)
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Figure 4.1: Performance of four-state coherent and noncoherent STTCs using
Ba¨ro et al.’s code [3], QPSK, nT = 2 and nR = 1.
In the simulations, each frame consists of 130 symbols from each transmit
antenna including training symbols. Two training symbols were used for each
antenna. There are 128 data symbols sent from each transmit antenna. The
frame error rate (FER) results in Figure 4.1 show that the performance of a
training-assisted noncoherent STTC is 3 dB inferior to that of the coherent
STTC in a quasi-static flat fading channel at a FER of 10−3. Therefore,
the performance gap between the coherent and noncoherent STTCs is about
the same as the gap between coherent and noncoherent M -PSK using a
single transmit and receive antenna [13], namely around 3 dB. Note that in
a training-assisted noncoherent STTC, the coherence time of the quasi-static
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channel is assumed to be one frame.
4.3.3 Two Receive Antennas
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Figure 4.2: Performance of four-state coherent and noncoherent STTCs using
Chen et al.’s code [2], QPSK, nT = 2 and nR = 2.
This subsection compares the performances of the coherent STTC of [2]
and noncoherent STTC using two receive antennas. A system with two
transmit and two receive antennas using QPSK is considered. Since the
product of the code rank r and the number of receive antennas nR is three
or more, Chen et al.’s STTCs [2] based on the trace criterion can be used to
provide maximum Euclidian distance between any erroneous and transmitted
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codewords. The generator sequences are
g1 = [(0, 2), (1, 0)], (4.6)
g2 = [(2, 2), (0, 1)]. (4.7)
The frame length is 130 symbols including two training symbols for each
transmit antenna. Both the bit error rate (BER) and frame error rate (FER)
results are used to compare the relative performance of the coherent and non-
coherent STTCs. The results in Figure 4.2 show that the performance of a
noncoherent STTC using two transmit and two receive antennas is 3.1 dB
inferior to that of the coherent STTC in a quasi-static flat fading channel at
a FER of 10−3 and a BER of 10−3. The FER and BER performance of a
training assisted noncoherent STTC is 3.3 dB and 3.4 dB inferior to that of
the coherent STTC at a FER of 10−2 and a BER of 10−2 respectively. There
are 2 symbols used as training in every 130-symbol frame. The training sym-
bols contribute 0.07 dB performance loss. Therefore, the performance gap
between the coherent and noncoherent STTCs is the same as the analysis
made in Section 3.7.1 when FER and BER is equal to 10−3. The FER and
BER performance loss of noncoherent STTCs increases when SNR decreases
in this case. Similar performance gap can be observed between coherent and
noncoherent M -PSK using a single transmit and receive antenna. The per-
formance loss in differential BPSK relative to BPSK is also more significant
at small SNR than the loss at large SNR [13]. It is an approximation that
the performance of DPSK is 3 dB poorer than that of PSK [13].
We now consider what happens to the performance if more training sym-
bols are sent with the noncoherent STTC in each sub-channel. Figure 4.3
shows that performance improves by 1.3 dB at a FER of 10−3 if four training
symbols are sent when considering quasi-static flat fading channels. When
eight training symbols are sent the performance improvement is around 2
4.3 Performance over a Quasi-static Channel 65
2 4 6 8 10 12 14 16 18 20
10−4
10−3
10−2
10−1
100
SNR per receive antenna (dB)
FE
R
FER of coherent STTC
FER of noncoherent STTC with 2 pilot symbols
FER of noncoherent STTC with 4 pilot symbols
FER of noncoherent STTC with 8 pilot symbols
Figure 4.3: Performance of four-state coherent and noncoherent STTCs using
Chen et al.’s code [2] with 2, 4 and 8 training symbols, QPSK, nT = 2 and
nR = 2.
dB. This indicates that increasing the number of training symbols in the
quasi-static flat fading channel can improve the system performance due to
improving the quality of the channel estimates. More accurate estimation of
channel coefficients hi,j is achieved using averaging.
Performance improvements resulting from using more training symbols
are due to smaller CSI estimation errors. The estimation error depends on the
number of transmit antennas and the number of training symbols. Analysis
of the effective noise variance of the noncoherent STTC scheme using the
minimum required number of training symbols is presented in Chapter 3. It
can be seen in Figure 4.4 that the variance of the average estimation error
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Figure 4.4: Estimation error variance, nT = 2.
reduces by half when the number of training symbols is increased from 2 to 4
symbols at an SNR of 0 dB. The estimation error decreases further when the
number of training symbols increases. Moreover, the estimation error due to
noisy CSI also decreases when the SNR increases.
4.3.4 Four Receive Antennas
Figure 4.5 shows the performance of a coherent and noncoherent eight-state
STTCs using 8PSK. Chen et al.’s code [9] for four transmit antennas is used.
The generator sequences are
g1 = [(2, 1, 3, 7), (3, 4, 0, 5)], (4.8)
g2 = [(4, 6, 2, 2), (2, 0, 4, 4)]. (4.9)
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Figure 4.5: Coherent and noncoherent eight-state STTC using 8PSK, nT = 4
and nR = 4.
There are 130 symbols sent from each transmit antenna in each frame. Four
symbols are used for training, while the remaining 126 symbols are data. FER
is plotted against SNR per receive antenna in Figure 4.5. It shows that a FER
of 10−3 can be achieved at SNR = 8.5 dB when coherent detection is used.
Four training symbols are used for the noncoherent STTC and performance
is 3.5 dB inferior to the coherent STTC at a FER of 10−3. There is a small
gap (0.5dB) between analyzed performance and simulation result in this case.
This is partly due to the energy loss during training. Since four symbols are
used in training in every 130 symbols, the training symbols contribute 0.14
dB performance loss.
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4.4 Performance over a Continuously Vary-
ing Fading Channel
4.4.1 Rayleigh Fading Channel Model and Simulation
movement
Figure 4.6: Arrival ray angles in the Jakes model.
A continuously varying Rayleigh fading channel model is applicable in
most real world scenarios. A slowly varying Rayleigh fading channel is of
particular interest since the CSI is highly time-correlated.
In order to investigate system performance when the mobile terminal is
moving, a Rayleigh fading channel can be modelled using Clarke’s fading
channel model [66]. The normalized autocorrelation function of a Rayleigh
fading channel with motion at a constant velocity can be modelled as a
zero-order Bessel function of the first kind [66]. In Jakes’ book [67], the
model for Rayleigh fading based on summing sinusoids is described. This
channel model was used by Jakes and others in Bell Laboratories to derive the
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Figure 4.7: Complex Rayleigh fading with unity average channel gain plotted
in polar coordinates.
comprehensive mobile radio channel model [67]. Therefore, it is also called
Jakes fading model in many papers [13, 68, 69, 70, 71]. It is a deterministic
method for simulating time-correlated Rayleigh fading waveforms.
Rayleigh fading of each channel coefficient is simulated by the summation
of sinusoids with distinct Doppler frequencies ranging up to some maximum
Doppler frequency [67]. The method assumes that P equal-strength rays
arrive at a moving receiver with uniformly distributed arrival angles αp, such
that the pth ray experiences a Doppler shift ωp = ωMcos(αp), where ωM is
the maximum Doppler shift. Using αp = 2pi(p− 0.5)/P in Figure 4.6, there
is quadrantal symmetry in the magnitude of the Doppler shift. This leads to
the model [72] for the channel response given by
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h(t) =
√
2
Po
Po∑
p=1
[cos(βp) + j sin(βp)] cos(ωpt+ θp) (4.10)
where Po = P/4 and θp is the initial phase, which can be randomly chosen.
Setting βp = pip/(Po + 1) gives zero cross-correlation between the real and
imaginary parts of h(t). If P is large enough we may invoke the central limit
theorem [73] to conclude that h(t) is approximately a complex Gaussian
process, so that |h| is Rayleigh as desired. From the work of Bennett [74]
and Slack [75] it follows that the Rayleigh approximation is quite good for
P ≥ 6, with deviation from the Rayleigh distribution confined mostly to the
tail of the distribution [67].
Simulations were run to generate complex baseband fading waveforms
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Figure 4.9: Comparison of the theoretical autocorrelation function of the
fading signal with the simulation result.
to test the Rayleigh fading generator with a normalized maximum Doppler
frequency Fd = fdTs = 0.001, where fd is the maximum Doppler frequency
and Ts is the symbol duration. The complex fading coefficients and fading
envelope are shown in Figure 4.7 and Figure 4.8 as a function of time. It can
be seen that the signal level drops as much as 10−3 (30 dB) during a deep
fade.
The continuously varying complex fading coefficient h(t) is a random pro-
cess that has correlation over time. It has the temporal correlation function
[76]
E{h(t)h∗(t− τ)} = Jo(pifdTsτ) (4.11)
where Jo(·) is a Bessel function of the first kind of order zero and τ is delay.
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The autocorrelation of the simulated result is plotted along with the theoret-
ical temporal correlation of the Bessel function in Figure 4.9. The side lobes
are approximately periodic in delay and their envelope decays slowly after
the initial zero-crossing [68]. The agreement between theory and simulation
is quite good at small to moderate values of τ , where delay, τ , is calculated
by the number of symbol durations Ts.
4.4.2 Performance over a Continuously Varying Rayleigh
Fading Channel
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Figure 4.10: Performance of four-state QPSK STTC on the continuously
varying Rayleigh fading channel for nT = 2 and nR = 1.
Figure 4.10 compares the simulated performance of a noncoherent STTC
for various normalized Doppler frequencies. Two transmit antennas, one
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receive antenna and a four-state QPSK STTC are used. A four-state Ba¨ro
et al.’s code [3] is used since rnR < 3. The generator sequences are given by
[3]
g1 = [(2, 2), (1, 0)], (4.12)
g2 = [(0, 2), (3, 1)]. (4.13)
Ba¨ro et al.’s codes are based on the rank and determinant criteria. Two
training symbols were sent at the beginning of each data frame. Each frame
consists of 130 symbols from each transmit antenna including training sym-
bols. It can be seen that the performance of the noncoherent STTC on a
continuously fading channel is close to that on a quasi-static channel when
the normalized maximum Doppler frequency is fdTs = 5× 10−5. But perfor-
mance degrades significantly at larger fdTs for this frame duration.
In a real system, e.g. GSM, a pilot sequence is put in the middle of each
frame rather than at the beginning in order to improve the precision of the
channel estimate. Figure 4.11 shows the performance of the same system
when training symbols are placed in the middle of the frame instead of at
the beginning of the frame. 64 data symbols (half a frame) are followed by
2 training symbols. The remaining half frame is sent after that. Each frame
consists of 2 training symbols and 128 data symbols. The decoder terminates
the trellis to the zero state at the end of each frame. The simulation results
show improvement compared to those in Figure 4.10. The frame with a
central pilot exhibits reasonable performance when fdTs = 10
−4. In Figure
4.11, the curve for fdTs = 2 × 10−4 shows an error floor when the FER
approaches 10−3 instead of 10−2 as in Figure 4.10.
One may ask if a mobile receiver that can cope with a Doppler fading
rate of fdTs = 10
−4 can be practically used in any real world scenarios. Let
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Figure 4.11: Performance of four-state QPSK STTC on continuously varying
Rayleigh fading channel, nT = 2, nR = 1. Training symbols are placed in the
middle of a frame.
us apply the above wireless MIMO communication system to an environment
with some parameters taken from the IEEE 802.11g standard [77]. Let us
assume the carrier frequency is fc = 2.4 GHz, the Baud rate is RBaud = 16.5
Msymbol/s (ERP-PBCC 33 Mbits/s formats using QPSK), and a person on
a bicycle is carrying a mobile handset travelling at a speed of v = 35 km/hr.
The normalized maximum Doppler frequency is then given by
f ′dTs = vfc/cRBaud (4.14)
= 4.71× 10−6Hz
where c = 3× 108 m/s is the speed of light. It can be seen that f ′dTs ¿ 10−4
Hz. Therefore, a mobile handset carried by a fast moving person on a bicycle
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in an outdoor environment sees what can be considered to be a quasi-static
channel.
It can be seen that noncoherent STTCs can work well on continuously
varying Rayleigh fading channels. Note that performance in terms of FER
could be improved significantly by reducing the frame length.
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Figure 4.12: Performance of four-state QPSK STTC on continuously varying
Rayleigh fading channel, nT = 2, nR = 2. Training symbols are placed in the
middle of a frame.
Figure 4.12 shows the performance of the noncoherent STTC on a con-
tinuously varying Rayleigh fading channel with two transmit and two receive
antennas. A four-state QPSK STTC is used. Two training symbols are
placed in the middle of each frame. Since two receive antennas are used,
performance is around 11 dB better than the performance when only one
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receive antenna (Figure 4.11) is used at a FER of 10−3. Performance is good
for fdTs = 10
−4, but starts to deteriorate when fdTs > 2× 10−4.
4.5 Summary
This chapter has presented simulation results for noncoherent STTCs on
quasi-static and continuously time varying Rayleigh fading channels. Per-
formance results show that a noncoherent STTC with minimum training
symbols is around 3 dB inferior to a coherent STTC with perfect CSI on a
quasi-static channel. Performance can be improved by sending more train-
ing symbols to reduce the estimation error variance. Noncoherent STTCs
can perform well on continuously varying Rayleigh fading channels when
the normalized Doppler frequency is less than or equal to 10−4. Possible
improvements will be discussed in the next chapter.
Chapter 5
Conclusions
This chapter presents the main contributions and findings of this thesis. Some
of the important results and observations are discussed. Some suggestions
for future work are discussed with a brief summary of the possible extensions
to this thesis work.
5.1 Conclusions and Discussion
The thesis has developed noncoherent space-time trellis codes (STTCs) for
multiple-input multiple-output (MIMO) communications. As in [1], we have
adopted the point of view that “training combined with the space-time coded
data symbols may be viewed as a noncoherent code”.
In the first part of this thesis, we reviewed the encoder structure and
decoding algorithm of STTCs. By studying the STTC design criteria and
investigating an example STTC encoder, we gained an understanding of the
joint design of error control coding, modulation and transmit diversity.
We then introduced the concept of using training symbols in noncoherent
STTCs. By reviewing training codes for noncoherent space-time block codes
(STBCs) [1] and coherent space-time codes (STCs) for noncoherent channels
[50], we concluded that the combined pilot-assisted modulation with data
77
78 Conclusions
symbols on unknown channels can be considered as “noncoherent training
codes”. We then briefly summarized the training codes for noncoherent com-
munication proposed by Dayal et al. in [1].
The work of [1] and other differential STCs [10, 56, 54, 51] for noncoher-
ent communications are essentially based on STBCs. In this research, it was
seen that a short sequence of training symbols can be used with STTCs for
noncoherent transmission. Coincidentally, training-assisted STBCs for non-
coherent MIMO communication were introduced in [1], showing that training
symbols can be used with STCs as a possible solution for noncoherent MIMO
communication. This thesis has further identified the fact that noncoherent
STTCs with a minimum number of training symbols behave similarly to a
differential detection scheme when a single transmit antenna is used in terms
of performance loss due to incomplete or noisy channel state information
(CSI).
We looked at the inherent relationship between coherent and noncoherent
digital communication. We explained that differential demodulation of M -
PSK signals can be considered as coherent demodulation through extracting
CSI from previously received symbol. This justifies the treatment of using
training symbols for noncoherent communications [1]. We then extended
the concept of training for noncoherent communication to STTCs by using
pilot symbols in each frame of the STTCs. After analyzing noncoherent
STTCs for up to four transmit antennas, we concluded that the performance
of noncoherent STTCs is approximately 3 dB inferior to that of coherent
STTCs if the energy loss on training symbols is not considered. Therefore, the
performance gap between coherent and noncoherent STTCs is approximately
the same as the performance deterioration suffered by differentially detected
M -PSK using a single transmit antenna. The coherence time of differentially
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detected M -PSK using a single transmit antenna must be at least 2 symbol
intervals since the channel state is assumed to be static over adjacent symbols.
The coherence time for the quasi-static channels used by the noncoherent
STTCs was assumed to be one frame.
To examine and verify the performance of the proposed noncoherent
STTCs, coherent and noncoherent STTCs based on the four-state Ba¨ro et
al.’s code [3] using two transmit and one receive antennas were simulated.
Two training symbols were transmitted from each antenna in each frame.
The channel was modelled as a quasi-static flat Rayleigh fading channel.
The simulation results of the training-assisted noncoherent STTCs are 3 dB
inferior to that of coherent STTC when two transmit and one receive anten-
nas are used, and when only two training intervals are used.
Similarly, coherent and noncoherent STTCs using two transmit and two
receive antennas were simulated. Since the product of the code rank r and
the number of receive antennas nR is equal to or greater than three, four-state
Chen et al.’s STTCs [2] based on the trace criterion are used. The simulation
results show that performance gap between the noncoherent STTCs and
coherent STTCs is approximately 3 dB in terms of both frame error rate
(FER) and bit error rate (BER).
We also considered the performance of coherent and noncoherent STTCs
using four transmit antennas and four receive antennas. Similar performance
differences between them were observed.
We have noted that performance can be improved by increasing the num-
ber of training symbols used by the training-assisted noncoherent STTCs.
This is due to improved channel estimates due to averaging. The error vari-
ance of the estimates reduces when the number of training symbols increases.
The analysis in Chapter 3 presents the performance of noncoherent STTCs
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when the minimum required number of training symbols are used.
Since continuously time varying fading channels are usually seen in real
world applications, we also investigated training-assisted noncoherent STTCs
in such channels. Specifically, we considered a time-varying Rayleigh flat
fading channel model. We found that the performance is reasonably good
when the normalized maximum Doppler frequency is less than or equal to
10−4 and a minimum number of training symbols are used for a noncoherent
STTC with two transmit and one receive antennas. We also noted that
putting training symbols in the middle of each frame improves performance
in a time-varying channel.
In conclusion, this research presents training-assisted noncoherent STTCs.
The emphasis of the research has been on noncoherent STTCs with a mini-
mum number of training symbols. The noncoherent STTCs are useful when
simple channel estimation is desirable in MIMO communication.
5.2 Future Work
There are a number of aspects of the current work that can be extended.
All of the current simulations are based on a frame length of 130 symbols
including training symbols. By reducing the frame length, training-assisted
STTCs can work on noncoherent channels when the channel coherence time
(the period over which the channel state is not changing) is less than 130
symbol intervals. In some real world scenarios, it is important to be able
to cope with rapidly varying channels where the channel coherence time is
short. Since we already have a short training algorithm with reasonable
performance, we might be able to reduce the frame length down to less
than 10 symbol intervals. The penalty for this scheme is increased training
overhead. By observing the performance in terms of BER, the noncoherent
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STTCs with various frame lengths could be compared with each other.
Dynamic allocation of resources including transmitter power, bandwidth
and bit rates based on demand is often used in modern wireless communi-
cation. For example, under the IS-95 code-division multiple access (CDMA)
standard, the transmitter power of the mobiles is controlled so that the re-
ceived powers at the base station is the same for all mobiles [78]. Therefore,
another possible way to investigate noncoherent STTCs is to allocate an op-
timized fraction of energy to training symbols and data symbols while the
average symbol energy remains at unity.

Appendix A
Abbreviations
Abbreviations Definition
ADC analog-to-digital converter
AWGN additive white Gaussian noise
BCH Bose-Chaudhuri-Hocquenghem
BER bit error rate
BLAST Bell Lab layered space-time architecture
BPSK binary phase-shift keying
CDMA code-division multiple access
CSI channel state information
DAC digital-to-analog converter
DPSK differential phase-shift keying
DSTBC differential space-time block codes
DUSTM differential unitary space-time modulation
dB decibel
det determinant
exp exponential
FEC forward error correction
FER frame error rate
GSM global system for mobile communication
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Hz Hertz
IEEE Institute of Electrical and Electronic Engineers
log2 logarithm to base 2
IS-95 intermediate standard-95
ITU International Telecommunication Union
MIMO multiple-input multiple-output
MRC maximum ratio combining
ML maximum likelihood
MLSE maximum likelihood sequence estimator
PSK phase-shift keying
QAM quadrature amplitude modulation
QPSK quadrature phase-shift keying
RF radio frequency
RS Reed-Solomon
SER symbol error rate
SIMO single-input multiple-output
SNR signal-to-noise ratio
STBC space-time block code
STC space-time code
STTC space-time trellis code
TCM trellis-coded modulation
UMTS Universal Mobile Telecommunications System
VA Viterbi algorithm
Table A.1: Abbreviations.
Appendix B
Symbols
Symbols Definitions
(·)∗ transposed conjugate of
A(x, e) Euclidean distance matrix of transmitted sequence x
and received sequence e
B(x, e) difference matrix of transmitted sequence x and received
sequence e
e error vector favored by ML receiver
E{·} expected value of
Eb average transmitted energy per bit
ei,t error sequence detected by ML receiver for transmit an-
tenna i at time t
Es average transmitted energy per symbol
Fd normalized Doppler frequency
fd Doppler frequency
H matrix of MIMO channel coefficient
hi,j channel coefficient between transmitter i and receiver j
Jo(·) zeroth Bessel function of the first kind
No AWGN variance
n vector of received noise
nj,t noise at receive antenna j at time t
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nR number of receive antennas
nT number of transmit antennas
P the number of equal strength rays arriving at a moving
receiver
r received signal vector
r rank of the distance matrix A(x, e)
rj,t received signal at antenna j at time t
tr(·) trace of a matrix
Ts symbol duration
X transmitted signal vector
xi,t transmitted STTC sequence from transmit antenna i at
time t
λi nonzero eigenvalues of the distance matrix A(x, e)
αp arrival angle of the p-th ray at the receiver
ωp doppler shift of the p-th ray at the receiver
Table B.1: Symbol definitions.
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