In this paper we present a solution for any standard quaternion quadratic equation, i.e. an equation of the form z 2 + µz + ν = 0 where µ and ν belong to some quaternion division algebra Q over some field F , assuming the characteristic of F is 2.
Introduction
In [HS02] , Huang and So presented a solution for any quadratic equation z 2 + µz + ν = 0 over Hamilton's quaternion algebra H. In [Abr09] , Abrate generalized that result for any quaternion algebra over any field of characteristic not 2. Being able to solve a quaternion quadratic equation has proved useful, for example in computing the left eigenvalues of a 2 × 2 quaternion matrix (see [Woo85] ). In this paper we shall present a solution for such equations over a quaternion division algebra over a field of characteristic 2.
Let F be a field of characteristic 2. A quaternion algebra Q over F is a four dimensional algebra F + F x + F y + F xy where x and y satisfy the relations x 2 + x = α, y 2 = β, xy + yx = y for some α ∈ F and β ∈ F × . Every central simple algebra over F of dimension 4 (or equivalently of degree 2) is a quaternion algebra [Sch85, Chapter 8, Section 11]. The quaternion algebra is equipped with a canonical involution σ defined by σ(a + bx + cy + dxy) = a + b + bx + cy + dxy for any a, b, c, d ∈ F . For any element q ∈ Q, σ(q) is called its "conjugate". The norm and trace of q are defined to be N(q) = qσ(q) and Tr(q) = q +σ(q), both are in F . These definitions coincide with the general definitions of the reduced norm and trace in central simple algebras. For any q ∈ Q, q 2 + Tr(q)q + N(q) = 0, which means that Tr(q) = 0 if and only if q 2 ∈ F . The space F + F y + F xy consists of all the elements of trace zero.
It is known that Q is either a division algebra or the matrix algebra M 2 (F ). From now on we shall assume that Q is a division algebra. In particular it means that F must be an infinite field, following [MW05] . From [Her56] it is known that the quadratic equation z 2 + µz + ν = 0 has either infinitely many roots or up to two roots.
The elements z ∈ Q \ F which satisfy z 2 + z ∈ F are called "ArtinSchreier", and the elements z ∈ Q \ F which satisfy z 2 ∈ F are called "square-central". In particular, in the description of the quaternion algebra above, x is Artin-Schreier and y is square-central. It is pointed out in [Sch85, Chapter 8, Section 11] that for any Artin-Schreier x ′ ∈ Q there exists a square-central element y ′ ∈ Q satisfying x ′ y ′ + y ′ x ′ = y ′ , and then x ′ and y ′ can replace x and y in the description of the quaternion algebra above. The canonical involution, norm and trace are independent of the choice of generators and therefore remain the same. Given this Artin-Schreier element
Every element in V 0 commutes with x ′ and every element t ∈ V 1 satisfies tx + xt = t.
Proof. By a straight-forward computation, for any z ∈ Q, zy ′ +y ′ z commutes with y ′ . If zy ′ + y ′ z = 0 for every z ∈ Q then y ′ is central in Q, which means that y ′ ∈ F , contradictory to the assumption that y ′ is square-central. Therefore we can choose some z for which w = zy
′2 + x ′ commutes with y ′ . Since Q is a division algebra of degree 2 [Alb61] , it has no nontrivial division subalgebras, which means that the subalgebra generated by x ′ and y ′ is the whole algebra. Since x ′2 + x ′ commutes with x ′ and y
Quaternion Quadratic Equations
Let F be a field of characteristic 2 and Q be a quaternion division algebra over F . Let z 2 +µz +ν = 0 be the equation under discussion. The coefficients µ and ν are arbitrary elements in Q.
As a set, Q can be written as the disjoint union of {0}, F × , the set of square-central elements, and all the other elements. We shall denote the latter by Q ′ . Therefore, µ belongs to exactly one of these subsets. If µ ∈ F × then by dividing the equation by µ 2 we get (µ −1 z) 2 + (µ −1 z) + µ −2 ν = 0, which means that in this situation it suffices to be able to solve the case of
, which means that η −1 µ is Artin-Schreier and the equation can be expressed as (η
, and so in this situation it suffices to be able to solve the case of an Artin-Schreier µ.
In conclusion, it suffices to be able to solve the following cases:
µ is Artin-Schreier
Assume that the equation is z 2 + µz + ν = 0 for some ν ∈ Q and some Artin-Schreier element µ satisfying µ 2 + µ = α. The element ν splits as ν 0 + ν 1 where ν 0 µ = µν 0 and ν 1 µ + µν 1 = ν 1 . Furthermore, ν 0 = ν 0,0 + ν 0,1 µ where ν 0,0 , ν 0,1 ∈ F . Theorem 3.1. If ν 1 = 0 then all the elements z ∈ Q satisfying z 2 +µz+ν = 0 belong to the set
Otherwise, all the elements z ∈ Q belong to the subfield F [µ], and therefore we can simply solve it as a quadratic equation over this field.
Proof. Since µ is Artin-Schreier, z = z 0 +z 1 where z 0 µ = µz 0 and z 1 µ+µz 1 = z 1 .
Furthermore, the expression I = z 2 + µz + ν splits into two parts I 0 + I 1 such that I 0 µ = µI 0 and I 1 µ + µI 1 = I 1 .
The equation then splits in the following way:
The second part of the equations therefore becomes Assume ν 1 = 0. The first part splits again I 0 = I 0,0 + I 0,1 where I 0,0 ∈ F and I 0,1 ∈ F µ. It splits in the following way:
As a result we have the following algorithm for calculating the roots of the equation z 2 + µz + ν = 0 where µ is Artin-Schreier and ν ∈ F [µ]:
Algorithm 3.2. 1. Calculate all the elements t ∈ F satisfying (t+ν 0,1 ) 2 + tα + (t + α) 
µ is square-central
Assume µ is square-central, then there exists some Artin-Schreier θ satisfying θµ + µθ = µ. In particular, µ 2 = β and θ 2 + θ = α for some α, β ∈ F . The element ν splits into ν 0 + ν 1 where ν 0 θ = θν 0 and ν 1 θ + θν 1 = ν 1 . Furthermore, ν 0 = ν 0,0 + ν 0,1 θ and ν 1 = ν 1,0 µ + ν 1,1 µθ.
Theorem 4.1. All the elements z ∈ Q satisfying z 2 + µz + ν = 0 belong to
Proof. The element z splits into z 0 + z 1 where z 0 θ = θz 0 and z 1 θ + θz 1 = z 1 . The expression I = z 2 + µz + ν splits into I 0 + I 1 where I 0 θ = θI 0 and
The equation correspondingly splits into two:
Now, z 0 = a + bθ and z 1 = cµ + dµθ for some a, b, c, d ∈ F . z 0 z 1 + z 1 z 0 = bz 1 = bcµ + bdµθ. µz 0 = aµ + bµθ, µz 1 = cβ + dβθ. z Consequently we have the following system of four equations:
From I 0,1 we obtain d = β −1 (b 2 +ν 0,1 ). Substituting that in I 1,1 , we obtain β −1 (b 2 + ν 0,1 )b + b + ν 1,1 = 0. From I 1,0 we obtain a = bc + ν 1,0 , and by substituting that in equation I 0,0 we obtain (bc + ν 1,0 ) 2 + b 2 α + β(c 2 + cd + αd 2 ) + cβ + ν 0,0 = 0. 
µ = 1
Every element in ν ∈ Q is one of the following: central, square-central or nx for some Artin-Schreier element x and n ∈ F × .
Theorem 5.1.
If ν is square-central then the elements z ∈ Q satisfying z 2 + z + ν = 0 are all the elements of the form a + ν where a satisfies a 2 + a + ν 2 = 0. 3. If ν = nx for some Artin-Schreier element x and n ∈ F × then all the elements z ∈ Q satisfying z 2 + z + ν = 0 belong to
Proof. Case 1 Assume ν ∈ F . Fix some Artin-Schreier element x. Every element z ∈ Q decomposes as z 0 + z 1 where z 0 x = xz 0 and z 1 x + xz 1 = z 1 . The expression I = z 2 + z + ν decomposes similarly into I 0 + I 1 , and we obtain the following system of equations:
The element z 0 is equal to a+bx for some a, b ∈ F . Substituting that in I 1 leaves (b+1)z 1 = 0. If z 1 = 0 then b = 1. Then I 0 = a 2 +α+1+z 2 1 +a+x+ν = 0. However, I 0 = I 0,0 +I 0,1 x where I 0,0 , I 0,1 ∈ F . In particular, I 0,1 = 1, which means that 1 = 0 and that creates a contradiction. Therefore z commutes with x, which means that z ∈ F [x]. However, this is true for every ArtinSchreier element x, and therefore z ∈ F .
Case 2
Assume ν is square-central. Then for some fixed Artin-Schreier element x satisfying x 2 + x = α we have xν + νx = ν. Every element z ∈ Q decomposes as z 0 + z 1 where z 0 x = xz 0 and z 1 x + xz 1 = z 1 . The expression I = z 2 + z + ν decomposes similarly into I 0 + I 1 , and we obtain the following system of equations: Then I 0,0 = a 2 + a + ν 2 = 0. In conclusion, the roots are the elements of the form a+ν where a satisfies a 2 + a + ν 2 = 0.
Case 3
Assume ν = nx for some Artin-Schreier x and some n ∈ F × . Every element z ∈ Q decomposes as z 0 + z 1 where z 0 x = xz 0 and z 1 x + xz 1 = z 1 . The expression I = z 2 + z + ν decomposes similarly into I 0 + I 1 , and we obtain the following system of equations:
The element z 0 decomposes as a + bx for some a, b ∈ F , and so from I 1 we obtain (b + 1)z 1 = 0, which means that z 1 = 0 or b = 1. If z 1 = 0 then b = 1. Consequently z 2 0 = a 2 + x + α and z 0 = a + x. Proof. Case 1 Assume ν is square-central. Then xν + νx = ν for some Artin-Schreier x. As before, z = z 0 + z 1 and we obtain the system Case 2 Assume ν = nx for some Artin-Schreier element x and some n ∈ F × . As before z = z 0 + z 1 , and we obtain the system 
