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The multi-layer multi-configuration time-dependent Hartree method (ML-MCTDH) is a highly efficient
scheme for studying the dynamics of high-dimensional quantum systems. Its use is greatly facilitated if
the Hamiltonian of the system possesses a particular structure through which the multi-dimensional matrix
elements can be computed efficiently. In the field of quantum molecular dynamics, the effective interaction
between the atoms is often described by potential energy surfaces (PES), and it is necessary to fit such PES
into the desired structure. For high-dimensional systems, the current approaches for this fitting process either
lead to fits that are too large to be practical, or their accuracy is difficult to predict and control.
This article introduces multi-layer Potfit (MLPF), a novel fitting scheme that results in a PES representation
in the hierarchical tensor (HT) format. The scheme is based on the hierarchical singular value decomposition,
which can yield a near-optimal fit and give strict bounds for the obtained accuracy. Here, a recursive
scheme for using the HT-format PES within ML-MCTDH is derived, and theoretical estimates as well as
a computational example show that the use of MLPF can reduce the numerical effort for ML-MCTDH by
orders of magnitude, compared to the traditionally used Potfit representation of the PES. Moreover, it is
shown that MLPF is especially beneficial for high-accuracy PES representations, and it turns out that MLPF
leads to computational savings already for comparatively small systems with just four modes.
I. INTRODUCTION
Still today, the accurate numerical treatment of quan-
tum systems with many degrees of freedom (DOFs) is
a challenging task. Just to represent the wavefunction,
most approaches require an amount of data which scales
exponentially with the number of dimensions, a situa-
tion which has become known as the curse of dimension-
ality1. Worse, the quantum-mechanical expressions in-
volve high-dimensional integrations (e.g. for computing
matrix elements of operators), and sophisticated meth-
ods are necessary for treating this quadrature problem.
In recent years, progress on these problems has been
made on multiple fronts. Sparse grid integration meth-
ods, as pioneered by Smolyak2, have been used by A´vila
and Carrington as well as by Lauvergnat and Nauts to
compute vibrational spectra of 12D systems3–5. Another
approach, which is also taken in the present work, for-
mally employs a full product grid but uses tensor decom-
position techniques to represent wavefunctions and oper-
ators in a compact manner. Perhaps the most success-
ful exponent of this approach is the multi-configuration
time-dependent Hartree method (MCTDH)6–9 which em-
ploys a Tucker decomposition10 for the wavefunction. If
the Hamiltonian is suitably structured (more on that
below), MCTDH can be used to treat realistic systems
up to around 20D11–16, and even more if the system is
weakly correlated or if low accuracy is sufficient17,18. The
multi-layer generalization of the MCTDH scheme (ML-
MCTDH), first formulated by Wang and Thoss19 and
a)E-mail: Frank.Otto@pci.uni-heidelberg.de
later reformulated by Manthe20 as a recursive algorithm
for arbitrary layering schemes, has already been used
to treat systems with hundreds of DOFs19,21–26. ML-
MCTDH uses a tensor decomposition which has then
become known in the mathematical literature as hierar-
chical tensor or hierarchical Tucker (HT) format27, and
developing techniques for operating on tensors in HT-
and related formats is an active field of research. The
monograph by Hackbusch28 gives an in-depth overview
of the state of the art, and may be supplemented by the
recent literature survey in Ref. 29.
To overcome the quadrature problem, MCTDH re-
quires that the Hamiltonian can be expressed as a sum of
products of one- (or low-)dimensional operators. For the
kinetic energy part of the Hamiltonian, this can readily
be achieved by using a suitable coordinate system. Most
notably, the polyspherical approach of Gatti et al.30 can
yield an exact kinetic energy operator for arbitrary sys-
tem sizes, and a software package (TANA) is available
for carrying out this procedure automatically31. For the
potential energy part of the Hamiltonian, in general only
model systems possess the desired sum-of-products form.
But in quantum molecular dynamics, the accurate treat-
ment of a realistic system requires the use of a poten-
tial energy surface (PES), which is usually obtained as
a complicated analytical fit to a large set of electronic
structure calculations. For spectroscopic applications, it
may be sufficient to use normal modes and do a Taylor
expansion of the PES, as in the vibronic coupling Hamil-
tonian model32 for which ML-MCTDH studies with up to
66D33,34 have been carried out. But a Taylor expansion
is only locally a good fit to the PES, whereas for many
applications (e.g. floppy molecules, or scattering) one
needs a more globally good fit. The next paragraph will
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2review several approaches for finding such a fit. But first
it should be noted that the quadrature problem may al-
ternatively be solved by employing time-dependent grids,
as in Manthe’s CDVR method35 which also works in con-
junction with ML-MCTDH36, where it has been success-
fully used to treat a 189D system-bath problem which
involved a 9D PES23 as well as systems with global PES
up to 21D37–41. The drawback of this approach is that it
requires an extreme amount of PES function evaluations,
which can easily become a bottleneck for the calculation,
and massively parallel architectures (like GPUs) may be
needed to overcome this problem42.
For high-dimensional systems, perhaps the currently
most widely used method for fitting a PES into sum-of-
products form is the n-mode representation (n-MR, also
known as cut-HDMR) in which the PES is expressed as
a sum of terms which each depend only on a subset of
the coordinates. Expressing each such low-dimensional
term as a sum of products is then a much easier task.
MCTDH studies using this approach have been carried
out for the Zundel cation43,44 and for malonaldehyde16.
However, great care and effort is required to obtain a
suitable n-MR because the method is not variational, in
the sense that adding more terms to the expansion is
not guaranteed to lead to a more accurate potential rep-
resentation. Another approach for obtaining a sum-of-
products fit is the use of neural networks with exponential
activation functions45,46, though it has not been demon-
strated that this approach can scale to higher dimensions.
From the perspective of tensor decompositions, the sum-
of-products form corresponds to the so-called canonical
or parallel factors or shortly CP tensor format. In this
context, finding a sum-of-products fit means that, given
a general higher-order tensor, one would wish to find an
accurate CP approximation to it, but the number of sum-
mands (the CP-rank) should not be too high. It turns
out that this is a difficult problem, due to the fact that
the set of CP-tensors with fixed CP-rank is not closed47.
Nevertheless, some iterative procedures for solving this
approximation problem exist (see Chapter 9.5 in Ref. 28
for an overview), but their accuracy is hard to control
as they may get stuck in local minima. The situation
improves if one imposes additional structural constraints
on the CP format, specifically, turning to the Tucker for-
mat (i.e. the format used by the MCTDH wavefunc-
tion) leads to the Potfit algorithm48 which has later
been re-derived and named higher-order singular value
decomposition49 (HOSVD). This method allows the ef-
ficient construction of near-optimal fits with controlled
accuracy, and it is variational, i.e. the accuracy will in-
crease if more terms are added. Due to this precise and
predictable control of accuracy, Potfit is the method of
choice for systems where it is affordable, and hence it has
been used in numerous MCTDH studies to date.
Potfit suffers from two limitations. The first limita-
tion is that the algorithm starts from a full-grid repre-
sentation of the potential, and hence it is subject to the
curse of dimensionality. Recently, Pela´ez and Meyer in-
troduced the multigrid Potfit method (MGPF)50 which
addresses this limitation by employing two nested grids, a
coarse one and a fine one. This can reduce the amount of
data that needs to be processed by orders of magnitude,
so that it may be feasible to treat systems with up to
about 12D with MGPF. The second limitation of Potfit
is that the number of terms in the Tucker representation
still grows exponentially with dimensionality, which neg-
atively affects the performance of (ML-)MCTDH, since
their numerical effort depends linearly on this number of
terms. Essentially, this problem has so far precluded the
wider use of ML-MCTDH for large systems with general
PES (except for the studies using CDVR).
The present article addresses this second limitation by
employing the hierarchical Tucker format for represent-
ing the potential. In contrast to Potfit, this does not
result in a sum-of-products structure for the potential en-
ergy operator, but in a hierarchical multi-layer structure,
which motivates the name multi-layer Potfit (MLPF) for
this new fitting procedure. It will be shown that this
multi-layer operator structure, when used in conjunction
with ML-MCTDH, leads to a solution of the quadrature
problem which is vastly superior to the regular Potfit ap-
proach, in that it can reduce the numerical effort for ML-
MCTDH by orders of magnitude. Additionally, MLPF
preserves the variational nature of the fitting process,
and very high-accuracy representations of the PES be-
come feasible.
This article is organized as follows. Section II re-
views the ML-MCTDH scheme. In Section III, multi-
layer operators are introduced, and the scheme for using
them within ML-MCTDH is derived. Section IV presents
MLPF as a multi-layer generalization of Potfit. Section
V discusses how the computational cost for ML-MCTDH
is reduced by using MLPF, and points out some limita-
tions of the new scheme. In Section VI, a computational
example shows the actual benefits of MLPF. Section VII
concludes. Two appendices describe the more technical
details of MLPF and the computational cost analysis.
II. REVIEW OF ML-MCTDH
The treatment of ML-MCTDH used in this article
closely follows the approach of Manthe20 and its dis-
cussion in Ref. 25. However, the introduction of a new
representation for the potential energy operator will re-
quire changes to the practical equations of motion for
ML-MCTDH. Due to the increased complexity of these
equations, it is beneficial to introduce a more compact
notation for the quantities involved. In the recursive
spirit of the resulting expressions, this new notation fo-
cuses on the relative position of a logical mode in the
multi-layer tree, and keeping explicit track of the layer
to which a mode belongs is not necessary. For complete-
ness and consistency, this section presents Manthe’s ideas
and equations in the new notation.
3A. Wavefunction ansatz and notation
A quantum system with d distinguishable degrees of
freedom (DOFs) q1, q2, . . . , qd is described by a wavefunc-
tion ψ which depends on these coordinates (and on time
t). To treat this system computationally, one can employ
for each DOF f a set of Nf time-independent orthonor-
mal basis functions χ
[f ]
α (qf ) (henceforth called primitive
basis functions), and expand ψ in the resulting product
basis:
ψ(q1, . . . , qd, t)
=
N1∑
α1=1
· · ·
Nd∑
αd=1
Bα1···αd(t)χ
[1]
α1(q1) · · ·χ[d]αd(qd) (1)
The problem with this standard method is that the
size of B scales exponentially with d, namely #B =∏d
f=1Nf = N
d (where N is the geometric mean
of the Nf ). One approach for solving this prob-
lem is the Multi-Configuration Time-Dependent Hartree
(MCTDH) method6–9 which expands ψ in smaller sets of
time-dependent orthonormal basis functions ϕ
[f ]
i (qf , t),
i = 1 . . . nf . These single-particle functions (SPFs) are
in turn expanded in the primitive bases:
ψ(q1, . . . , qd, t) =
n1∑
i1=1
· · ·
nd∑
id=1
Ai1···id(t)
× ϕ[1]i1 (q1, t) · · ·ϕ
[d]
id
(qd, t) (2)
ϕ
[f ]
i (qf , t) =
Nf∑
α=1
A
[f ]
i;α(t)χ
[f ]
α (qf ) ; f = 1 . . . d (3)
This representation of ψ requires ∼ nd + dnN storage
(where n is a mean value of the nf ) for A and the A
[f ],
which is much lower than the storage requirement for B
if n  N . By experience, n can be smaller than N by
a factor between 2 and 10, depending on the system and
the required accuracy of the representation.
Yet, MCTDH does not get rid of the curse of dimen-
sionality, it just alleviates it by lowering the base of
the exponential scaling. Further computational savings
can be gained by grouping DOFs together into logical
modes Qκ, κ = 1 . . . p, such that the κ-th mode con-
tains the DOFs aκ through bκ, and then employing multi-
dimensional SPFs:
Qκ = (qaκ , . . . , qbκ) ; κ = 1 . . . p (4)
ψ(Q1, . . . , Qp, t) =
n˜1∑
i1=1
· · ·
n˜p∑
ip=1
Ai1···ip(t)
× ϕ(1)i1 (Q1, t) · · ·ϕ
(p)
ip
(Qp, t) (5)
ϕ
(κ)
i (Qκ, t) =
Naκ∑
α1=1
· · ·
Nbκ∑
αdκ=1
A
(κ)
i;α1···αdκ (t)
× χ[aκ]α1 (qaκ) · · ·χ[bκ]αdκ (qbκ) (6)
(i = 1 . . . n˜κ ; dκ := bκ − aκ + 1)
This mode combination reduces the storage requirements
to ∼ n˜p + pn˜Nd/p. As a rule of thumb, the number
of multi-dimensional SPFs that is necessary to keep the
same level of accuracy as when using one-dimensional
SPFs, is n˜κ ≈ naκ + · · · + nbκ , or in short n˜ ≈ nd/p.
With this rule, now also the exponent of the exponential
scaling rule is reduced, which further alleviates the curse
of dimensionality. However, in practice one can group
only dκ = 2 . . . 4 DOFs into one mode, because other-
wise the effort for treating the multi-dimensional SPFs
(∼ Ndκ) becomes prohibitive.
But the computational effort can be further reduced
by introducing another layer of basis functions and ex-
pansion coefficients. In this scheme, one first groups
the DOFs into a moderate number of modes (say,
p = 2 . . . 4), and then splits each mode Qκ into sub-
modes Qκ,1, . . . , Qκ,pκ . Then one introduces sub-SPFs
ϕ
(κ,λ)
j (Qκ,λ, t) (j = 1 . . . nκ,λ) and expands the SPFs
ϕ
(κ)
i (Qκ, t) in products of these sub-SPFs (now dropping
the tilde from the SPF numbers):
ψ(Q1, . . . , Qp, t) =
n1∑
i1=1
· · ·
np∑
ip=1
Ai1···ip(t)
× ϕ(1)i1 (Q1, t) · · ·ϕ
(p)
ip
(Qp, t) (7)
ϕ
(κ)
i (Qκ, t) =
nκ,1∑
j1=1
· · ·
nκ,pκ∑
jpκ=1
A
(κ)
i;j1···jpκ(t)
× ϕ(κ,1)j1 (Qκ,1, t) · · ·ϕ
(κ,pκ)
jpκ
(Qκ,pκ , t) (8)
The sub-SPFs themselves are either expanded in the
primitive bases,
ϕ
(κ,λ)
j (Qκ,λ, t) =
Naκ,λ∑
α1=1
· · ·
Nbκ,λ∑
αdκ,λ=1
A
(κ,λ)
j;α1···αdκ,λ(t)
× χ[aκ,λ]α1 (qaκ,λ) · · ·χ[bκ,λ]αdκ,λ (qbκ,λ) , (9)
or, if the mode Qκ,λ is too big to do so, it is expanded
in another set of sub-sub-SPFs which depend on sub-
sub-modes Qκ,λ,µ, and so on. This multi-layer MCTDH
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FIG. 1. An example for the hierarchical organization of the
physical degrees of freedom qf into logical modes Qz. The
edges are labeled with the numbers Nf of primitive basis
functions for DOF f or the numbers nz of SPFs for node
z, respectively.
(ML-MCTDH) representation of ψ is very flexible and
rather compact (in terms of the total number of expan-
sion coefficients). Manthe estimates20 that, under mod-
erate assumptions, the storage requirements for an ML-
MCTDH wavefunction scale polynomially in d (d3 seems
a realistic value).
The successive splitting of the modes into sub-modes,
sub-sub-modes etc. leads to a hierarchy of modes, which
is best visualized as a tree structure (the ML-tree), as
exemplified by Fig. 1. Then each (sub. . . -)mode can be
labeled by its corresponding node in this tree structure.
A node z is specified by the path through which it can be
reached from the top node, i.e. z = (κ, λ, . . .). To specify
that the node z′ is the µ-th child node of z, one appends
µ to this path, in short z′ = (z, µ). For consistency of no-
tation, the top node itself is specified by an empty path,
z = ∅. Its corresponding mode Q∅ is the total mode
containing all degrees of freedom, and its sub-modes are
the original modes Q1, . . . , Qp. In general, a mode Qz
either has pz sub-modes Qz,1, . . . , Qz,pz , or it contains dz
degrees of freedom qaz , . . . , qbz (dz = bz − az + 1). In the
first case, z is called an internal node, while in the latter
case, z is called a leaf node and Qz is called a primitive
mode. Leaf nodes may also be labeled by its DOFs, i.e.
z = [az, . . . , bz].
To shorten the notation, observe that the SPFs
ϕ
(z)
i (Qz) are elements of a Hilbert space H(z) (usually
chosen as the space of square-integrable functions over
Qz). Hence by specifying the superscript, it is clear to
which Hilbert space ϕ
(z)
i belongs, and on which mode it
depends. Then the total wavefunction can be concisely
expressed as a tensor product, i.e. Eq. (7) becomes
ψ(t) =
n1∑
i1=1
· · ·
np∑
ip=1
Ai1···ip(t)ϕ
(1)
i1
(t)⊗ · · · ⊗ ϕ(p)ip (t) ,
(10)
and likewise Eq. (8) can be re-expressed as
ϕ
(κ)
i (t) =
nκ,1∑
j1=1
· · ·
nκ,pκ∑
jpκ=1
A
(κ)
i;j1···jpκ(t)
× ϕ(κ,1)j1 (t)⊗ · · · ⊗ ϕ
(κ,pκ)
jpκ
(t) . (11)
More generally, for internal nodes, the SPFs are ex-
pressed as
ϕ
(z)
i (t) =
nz,1∑
j1=1
· · ·
nz,pz∑
jpz=1
A
(z)
i;j1···jpz(t)
× ϕ(z,1)j1 (t)⊗ · · · ⊗ ϕ
(z,pz)
jpz
(t) , (12)
while for leaf nodes, they are expressed in terms of prim-
itive basis functions,
ϕ
(z)
i (t) =
Naz∑
α1=1
· · ·
Nbz∑
αdz=1
A
(z)
i;α1···αdz(t)χ
[az ]
α1 ⊗ · · · ⊗ χ[bz ]αdz .
(13)
To further simplify notation, the time-dependence of
the SPFs ϕ
(z)
i and of the expansion coefficients A
(z)
i;···
should by now be clear and will no longer be mentioned
unless necessary. Additionally, by defining a multi-index
Jz for node z as
Jz =
{
(j1, . . . , jdz ) ; jf = 1 . . . Naz+f−1 if z is a leaf
(j1, . . . , jpz ) ; jκ = 1 . . . nz,κ if z is internal
(14)
and by introducing the configurations Φ
(z)
Jz as
Φ
(z)
Jz =
χ
[az ]
j1
⊗ · · · ⊗ χ[bz ]jdz if z is a leaf
ϕ
(z,1)
j1
⊗ · · · ⊗ ϕ(z,pz)jpz if z is internal
(15)
all SPFs can consistently be expanded as
ϕ
(z)
i =
∑
Jz
A
(z)
i;JzΦ
(z)
Jz . (16)
Eq. (16) can even include the total wavefunction ψ if one
uses p∅ = p, n∅ = 1, and sets ϕ
∅
1 = ψ. That is, the total
wavefunction can be seen as a single SPF depending on
the total mode. For simplicity, one may omit the index
i = 1, as it is implied by the top node, and use ϕ∅ for
the total wavefunction:
ϕ∅ =
∑
J∅
A∅J∅Φ
∅
J∅ (17)
5It is often useful to distinguish the part of the total
wavefunction that depends on a certain mode Qz from
the part which depends on all other coordinates, Q∅\Qz.
The part that depends on Qz can be expressed by the
SPFs of node z, while the complementary part defines
the single-hole functions (SHFs) Ψ
(z)
l :
ϕ∅(Q∅) =
nz∑
l=1
Ψ
(z)
l (Q∅\Qz)ϕ(z)l (Qz) (18)
That is, the SHFs are given by projecting out one par-
ticular SPF from the total wavefunction, namely
Ψ
(z)
l = 〈ϕ(z)l |ϕ∅〉 . (19)
For the top node, this leads to one trivial SHF, namely
Ψ∅ = 〈ϕ∅|ϕ∅〉 = 1, which does not depend on any co-
ordinates. For other nodes, there is a useful recursion
relation for expressing the SHFs. Any node z′ other than
the top node is a child of some node z, i.e. z′ = (z, κ) if
it is the κ-th child. The SHFs of such a node z′ can be
written as
Ψ
(z,κ)
l = 〈ϕ(z,κ)l |ϕ∅〉 =
〈
ϕ
(z,κ)
l
∣∣∣ nz∑
m=1
Ψ(z)m ⊗ ϕ(z)m
〉
=
〈
ϕ
(z,κ)
l
∣∣∣ nz∑
m=1
Ψ(z)m ⊗
∑
Jz
A
(z)
m;Jz
pz⊗
λ=1
ϕ
(z,λ)
jλ
〉
=
nz∑
m=1
∑
Jz\κ
A
(z)
m;J
z\κ
l
Ψ(z)m ⊗
⊗
λ 6=κ
ϕ
(z,λ)
jλ
(20)
where Jz\κ and Jz\κl denote multi-indices with a skipped
or replaced index,
Jz\κ = (j1, . . . , jκ−1, jκ+1, . . . , jpz ) (21)
J
z\κ
l = (j1, . . . , jκ−1, l, jκ+1, . . . , jpz ) . (22)
Eq. (20) means that the SHFs of a node (z, κ) can be
expressed in terms of the SHFs and A-coefficients of its
parent node z plus the SPFs of the sibling nodes (z, λ),
λ 6= κ. Specifically, the A-coefficients of node (z, κ) and
its children are not needed to express its SHFs.
B. Equations of motion
The time-evolution of the total wavefunction under the
action of a Hamiltonian operator Hˆ can be obtained by
inserting the recursive expansion Eqs. (16,15) into the
Dirac-Frenkel51 variational principle,
〈δϕ∅|Hˆ − i ∂
∂t
|ϕ∅〉 = 0 . (23)
The quantities being varied are all the SPFs of all nodes
throughout the ML-tree, which means that all coefficients
A
(z)
l;Jz are being varied. In order to maintain the orthonor-
mality of the SPFs, one may impose the constraints
i〈ϕ(z)l |ϕ˙(z)m 〉 = 〈ϕ(z)l |gˆ(z)|ϕ(z)m 〉
∀z 6= ∅ ∀ l,m = 1 . . . nz (24)
where gˆ(z) is a Hermitian (but otherwise arbitrary) oper-
ator acting on Qz. In practice, gˆ
(z) = 0 is used, and the
further discussion will be restricted to this case.
The variational procedure leads to equations of motion
(EOMs) for the A-coefficients. For the top node, one
obtains
iA˙∅J∅ =
∑
K∅
〈Φ∅J∅ |Hˆ|Φ∅K∅〉A∅K∅ , (25)
and for all other nodes
iA˙
(z)
l;Jz =
∑
Kz
〈
Φ
(z)
Jz
∣∣∣(1− Pˆ (z))
×
nz∑
i=1
(ρ(z))−1li
nz∑
m=1
〈Hˆ〉(z)im
∣∣∣Φ(z)Kz〉A(z)Kz (26)
where Pˆ (z) is a projector onto the space spanned by the
SPFs of node z,
Pˆ (z) =
nz∑
l=1
|ϕ(z)l 〉〈ϕ(z)l | (27)
=
nz∑
l=1
∑
Jz
∑
Kz
A
(z)
l;JzA
(z)∗
l;Kz |Φ(z)Jz 〉〈Φ(z)Kz | , (28)
(ρ(z))−1 is the inverse of the density matrix ρ(z) whose
elements are given by the overlaps of the SHFs of node
z,
ρ
(z)
lm = 〈Ψ(z)l |Ψ(z)m 〉 , (29)
and 〈Hˆ〉(z) is a matrix of mean-field operators defined by
〈Hˆ〉(z)lm = 〈Ψ(z)l |Hˆ|Ψ(z)m 〉 . (30)
Note that each 〈Hˆ〉(z)lm is an operator on the coordinate
Qz, as Eq. (30) only integrates over the coordinates Q∅\
Qz.
C. Hamiltonian in Sum-of-Products Form
In this and the following sections, the expressions in-
volving leaf nodes will be restricted to the case where
the primitive modes contain only a single DOF. While
the more general case is very relevant in practice, this re-
striction simplifies the notation, and the generalization of
the expressions given here to primitive modes with more
than one DOF is straightforward.
In order for ML-MCTDH to be efficient, one needs a
fast way to evaluate the right-hand side of the equations
6of motion (25,26). In these, the most expensive part is
the computation of the terms〈
Φ
(z)
Jz
∣∣〈Hˆ〉(z)lm ∣∣Φ(z)Kz〉 = 〈Φ(z)Jz ⊗Ψ(z)l ∣∣Hˆ∣∣Φ(z)Kz ⊗Ψ(z)m 〉 .
(31)
Each of these terms constitutes (formally) a d-
dimensional integration. This quadrature problem can be
solved rather efficiently if the Hamiltonian has the form
of a sum of products of one-dimensional operators,
Hˆ =
s∑
r=1
crHˆr with Hˆr =
d⊗
f=1
hˆ[f ]r . (32)
For each node z, each Hˆr can be factored into an operator
hˆ
(z)
r acting on Qz and an operator Hˆ(z)r acting on Q∅\Qz:
Hˆr = hˆ
(z)
r ⊗ Hˆ(z)r =
⊗
f∈Qz
hˆ[f ]r ⊗
⊗
f /∈Qz
hˆ[f ]r (33)
As Manthe has shown20, this structure of the Hamilto-
nian permits a recursive scheme for evaluating the terms
from Eq. (31). They can be expressed as〈
Φ
(z)
Jz
∣∣〈Hˆ〉(z)lm ∣∣Φ(z)Kz〉
=

s∑
r=1
cr H
(z)
r,lm
〈
χ
[f ]
Jz
∣∣hˆ[f ]r ∣∣χ[f ]Kz〉 if z is a leaf, z = [f ]
s∑
r=1
cr H
(z)
r,lm
pz∏
κ=1
h
(z,κ)
r,jκkκ
otherwise
(34)
where the H- and h-terms are defined by
h
(z)
r,jk = 〈ϕ(z)j |hˆ(z)r |ϕ(z)k 〉 (35)
H
(z)
r,lm = 〈Ψ(z)l |Hˆ(z)r |Ψ(z)m 〉 (36)
and which can be evaluated recursively:
h
(z)
r,jk =

Nf∑
α=1
Nf∑
β=1
A
(z)∗
j;α A
(z)
k;β
〈
χ[f ]α
∣∣hˆ[f ]r ∣∣χ[f ]β 〉 if z = [f ]
∑
Iz
∑
Lz
A
(z)∗
j;IzA
(z)
k;Lz
pz∏
κ=1
h
(z,κ)
r,iκlκ
otherwise
(37)
H∅r,11 = 1 (38)
H
(z,κ)
r,lm =
nz∑
a=1
nz∑
b=1
H
(z)
r,ab
∑
Jz\κ
∑
Kz\κ
A
(z)∗
a;J
z\κ
l
A
(z)
b;K
z\κ
m
∏
λ6=κ
h
(z,λ)
r,jλkλ
(39)
Eq. (37) expresses the h-terms for node z in terms of the
h-terms of its child nodes (z, κ), which suggests a recur-
sive “bottom-up” evaluation order, starting at the bot-
tom layer where the h-terms depend on the matrix ele-
ments of the one-dimensional operators hˆ
[f ]
r in the prim-
itive bases. On the other hand, Eq. (39) expresses the
H-terms for a node (z, κ) in terms of the H-terms of
its parent node z and the h-terms of its sibling nodes
(z, λ), λ 6= κ, leading to a “top-down” recursive evalua-
tion, starting from the top node where H∅r = 1.
For a Hamiltonian in form (32), using Eq. (34) yields the following explicit EOMs for the A-coefficients: For the
top node
iA˙∅J∅ =
s∑
r=1
cr
∑
K∅
A∅K∅
p∅∏
κ=1
h
(κ)
r,jκkκ
, (40)
for any other internal node z
iA˙
(z)
l;Jz =
∑
Kz
(
δJzKz −
nz∑
a=1
A
(z)
a;JzA
(z)∗
a;Kz
) nz∑
l′=1
(ρ(z))−1ll′
s∑
r=1
cr
nz∑
m=1
H
(z)
r,l′m
∑
Lz
A
(z)
m;Lz
pz∏
κ=1
h
(z,κ)
r,kκlκ
, (41)
and for a leaf node z = [f ]
iA˙
(z)
l;α =
Nf∑
β=1
(
δαβ −
nz∑
a=1
A(z)a;αA
(z)∗
a;β
) nz∑
l′=1
(ρ(z))−1ll′
s∑
r=1
cr
nz∑
m=1
H
(z)
r,l′m
Nf∑
γ=1
A(z)m;γ
〈
χ
[f ]
β
∣∣hˆ[f ]r ∣∣χ[f ]γ 〉 . (42)
It is evident that the numerical effort for evaluating
Eqs. (37–42) scales linearly with s, the number of terms
in the Hamiltonian expansion. A detailed analysis of this
numerical effort will be given in Appendix B 1.
7III. ML-MCTDH WITH MULTI-LAYER OPERATORS
The sum-of-products operator form, Eq. (32), has tra-
ditionally been used for MCTDH calculations, and as
the previous section has shown, it is also well-suited for
ML-MCTDH calculations. However, in comparison to
MCTDH, the ML-MCTDH wavefunction possesses an
additional hierarchical structure, and it is worthwile ex-
ploring whether a similar structure for the Hamiltonian
operator leads to additional benefits. In this section, the
theory for such multi-layer operators and their applica-
tion within ML-MCTDH is developed.
A. Multi-layer operators
Consider an operator that has, like the wavefunction, a
hierarchical structure. At the top level, such an operator
reads analogous to Eq. (17)
Uˆ∅ =
m1∑
c1=1
· · ·
mp∅∑
cp∅=1
V ∅c1···cp∅ Uˆ
(1)
c1 ⊗ · · · ⊗ Uˆ (p∅)cp∅
=
∑
C∅
V ∅C∅
p∅⊗
κ=1
Uˆ (κ)cκ (43)
where Uˆ∅ operates on all degrees of freedom Q∅, while
the Uˆ
(κ)
cκ operate only on Qκ. The first-layer operators
Uˆ
(κ)
c are then expanded in a similar manner as sums
of products of second-layer operators, and so on. This
recursive expansion of Uˆ∅ stops at the bottom layer,
where the leaf operators act directly on primitive modes.
Reusing the terminology from ML-MCTDH, the opera-
tors Uˆ
(z)
b shall be called single-particle operators (SPOs).
Their expansion reads
Uˆ
(z)
b =

Uˆ
[f ]
b if z = [f ] is a leaf∑
Cz
V
(z)
b;Cz
pz⊗
κ=1
Uˆ (z,κ)cκ otherwise
(44)
(b = 1 . . .mz)
where Cz is again a multi-index, i.e. Cz = (c1, . . . , cpz )
with cκ = 1 . . .mz,κ. The leaf operators Uˆ
[f ]
b and the
transfer tensors V
(z)
b;Cz together determine the full opera-
tor Uˆ∅, in the same manner as the primitive basis func-
tions χ
[f ]
α and the the A-coefficients determine the to-
tal wavefunction. An operator that has the hierarchical
structure (43,44) shall be called a multi-layer operator.
Like for the multi-layer wavefunction, it can be useful
to decompose the multi-layer operator Uˆ∅ into a part
acting on Qz and a part acting on all other degrees of
freedom:
Uˆ∅ =
mz∑
b=1
Wˆ
(z)
b ⊗ Uˆ (z)b (45)
This introduces the single-hole operators (SHOs) Wˆ
(z)
b .
For example, if z is a child of the top node, i.e. z =
(κ), the explicit form of Wˆ
(κ)
b can be seen directly from
Eq. (43):
Wˆ
(κ)
b =
∑
C∅\κ
V ∅
C
∅\κ
b
⊗
λ6=κ
Uˆ (λ)cλ (46)
In general an explicit form for the SHOs will be cumber-
some to write down, but like for the SHFs one can obtain
a recursive form of the SHOs by decomposing Uˆ∅ into
SHOs and SPOs for a node (z, κ) and for its parent z:
Uˆ∅ =
mz,κ∑
a=1
Wˆ (z,κ)a ⊗ Uˆ (z,κ)a (47)
=
mz∑
b=1
Wˆ
(z)
b ⊗ Uˆ (z)b =
mz∑
b=1
Wˆ
(z)
b ⊗
∑
Cz
V
(z)
b;Cz
pz⊗
λ=1
Uˆ (z,λ)cλ
=
mz,κ∑
a=1
mz∑
b=1
∑
Cz\κ
V
(z)
b;C
z\κ
a
Wˆ
(z)
b ⊗
⊗
λ6=κ
Uˆ (z,λ)cλ
⊗ Uˆ (z,κ)a
(48)
In the last step, cκ was simply renamed to a. Comparing
Eq. (47) and Eq. (48) yields an expression for an SHO in
terms of the parent SHOs and the sibling SPOs:
Wˆ (z,κ)a =
mz∑
b=1
∑
Cz\κ
V
(z)
b;C
z\κ
a
Wˆ
(z)
b ⊗
⊗
λ 6=κ
Uˆ (z,λ)cλ (49)
This is the operator analogue to Eq. (20). For complete-
ness, note that for the top node, m∅ = 1, Wˆ
∅
1 = 1, and
Uˆ∅1 = Uˆ
∅ hold trivially.
B. EOMs with multi-layer operators
The ML-MCTDH equations of motion in the form
(25,26) are independent of the form of the Hamiltonian.
As stated previously, the evaluation of the terms from
Eq. (31) is central to their efficiency. Concerning the use
of multi-layer operators, note that in general the Hamil-
tonian Hˆ may be a sum of a sum-of-products operator
and several multi-layer operators. However, as the EOMs
are linear in Hˆ, it is sufficient to consider the contribu-
tions of one multi-layer operator Uˆ∅ to the terms (31).
The following assumes that the multi-layer operator
Uˆ∅ uses exactly the same tree structure as the ML-
MCTDH wavefunction ϕ∅, though the number of SPFs
(nz) and SPOs (mz) per node may differ. Using the
decomposition from Eq. (45), one obtains the following
8contribution to (31):〈
Φ
(z)
Iz
∣∣〈Uˆ∅〉(z)jk ∣∣Φ(z)Lz 〉
=
〈
Φ
(z)
Iz ⊗Ψ(z)j
∣∣∣ mz∑
b=1
Wˆ
(z)
b ⊗ Uˆ (z)b
∣∣∣Φ(z)Lz ⊗Ψ(z)k 〉
=
mz∑
b=1
〈Ψ(z)j |Wˆ (z)b |Ψ(z)k 〉 〈Φ(z)Iz |Uˆ (z)b |Φ(z)Lz 〉 (50)
The second factor of this expression reads, for z = [f ],
〈Φ(z)α |Uˆ (z)b |Φ(z)β 〉 = 〈χ[f ]α |Uˆ [f ]b |χ[f ]β 〉 =: U[f ]b,αβ , (51)
while for non-leaf z it can be further decomposed:
〈Φ(z)Iz |Uˆ (z)b |Φ(z)Lz 〉
=
〈 pz⊗
κ=1
ϕ
(z,κ)
iκ
∣∣∣∑
Cz
V
(z)
b;Cz
pz⊗
κ=1
Uˆ (z,κ)cκ
∣∣∣ pz⊗
κ=1
ϕ
(z,κ)
lκ
〉
=
∑
Cz
V
(z)
b;Cz
pz∏
κ=1
〈
ϕ
(z,κ)
iκ
∣∣Uˆ (z,κ)cκ ∣∣ϕ(z,κ)lκ 〉 (52)
Using the abbreviations
W
(z)
b,jk := 〈Ψ(z)j |Wˆ (z)b |Ψ(z)k 〉 (53)
U
(z)
c,jk := 〈ϕ(z)j |Uˆ (z)c |ϕ(z)k 〉 (54)
one arrives at〈
Φ
(z)
Iz
∣∣〈Uˆ∅〉zjk∣∣Φ(z)Lz 〉
=
mz∑
b=1
W
(z)
b,jk

U
[f ]
b,IzLz if z = [f ]∑
Cz
V
(z)
b;Cz
pz∏
κ=1
U
(z,κ)
cκ,iκlκ
otherwise
.
(55)
Like in the sum-of-products case, it is possible to com-
pute the quantities W
(z)
b,jk and U
(z)
c,jk recursively. For the
U-terms at a non-leaf node z, express the SPFs and SPOs
in terms of those of its children:
U
(z)
c,jk = 〈ϕ(z)j |Uˆ (z)c |ϕ(z)k 〉
=
〈∑
Iz
A
(z)
j;Iz
pz⊗
κ=1
ϕ
(z,κ)
iκ
∣∣∣∑
Bz
V
(z)
c;Bz
pz⊗
κ=1
Uˆ
(z,κ)
bκ∣∣∣∑
Lz
A
(z)
k;Lz
pz⊗
κ=1
ϕ
(z,κ)
lκ
〉
=
∑
Bz
∑
Iz
∑
Lz
V
(z)
c;BzA
(z)∗
j;IzA
(z)
k;Lz
pz∏
κ=1
〈ϕ(z,κ)iκ |Uˆ
(z,κ)
bκ
|ϕ(z,κ)lκ 〉
=
∑
Bz
∑
Iz
∑
Lz
V
(z)
c;BzA
(z)∗
j;IzA
(z)
k;Lz
pz∏
κ=1
U
(z,κ)
bκ,iκlκ
(56)
This shows that the U-terms at node z can be computed
from those of its children, leading to a “bottom-up” re-
cursive evaluation that starts from the U-terms at the
leaf nodes, which are given by
U
[f ]
c,jk = 〈ϕ[f ]j |Uˆ [f ]c |ϕ[f ]k 〉
=
〈 Nf∑
α=1
A
[f ]
j;αχ
[f ]
α
∣∣∣ Uˆ [f ]c ∣∣∣ Nf∑
β=1
A
[f ]
k;βχ
[f ]
β
〉
=
Nf∑
α=1
Nf∑
β=1
A
[f ] ∗
j;α A
[f ]
k;β 〈χ[f ]α |Uˆ [f ]c |χ[f ]β 〉︸ ︷︷ ︸
U
[f ]
c,αβ
. (57)
Provided that the leaf operators Uˆ
[f ]
c are time-
independent, their matrix representation U[f ]c in the
primitive basis needs to be computed only once in the
beginning.
To derive a recursive expression for the W-terms, one
makes use of Eq. (20) and Eq. (49). Then the W-term for
the κ-th child of node z reads
W
(z,κ)
b,jk = 〈Ψ(z,κ)j |Wˆ (z,κ)b |Ψ(z,κ)k 〉
=
〈 nz∑
i=1
∑
Jz\κ
A
(z)
i;J
z\κ
j
Ψ
(z)
i ⊗
⊗
λ6=κ
ϕ
(z,λ)
jλ
∣∣∣ mz∑
c=1
∑
Bz\κ
V
(z)
c;B
z\κ
b
Wˆ (z)c ⊗
⊗
λ6=κ
Uˆ
(z,λ)
bλ
∣∣∣ nz∑
l=1
∑
Kz\κ
A
(z)
l;K
z\κ
k
Ψ
(z)
l ⊗
⊗
λ6=κ
ϕ
(z,λ)
kλ
〉
=
mz∑
c=1
nz∑
i=1
nz∑
l=1
W
(z)
c,il
∑
Bz\κ
∑
Jz\κ
∑
Kz\κ
V
(z)
c;B
z\κ
b
× A(z)∗
i;J
z\κ
j
A
(z)
l;K
z\κ
k
∏
λ 6=κ
U
(z,λ)
bλ,jλkλ
. (58)
Hence the W-terms of the parent and the U-terms of
the siblings are needed to compute the W-terms of a
node. This leads to a “top-down” recursive evaluation
that starts from the W-term at the top node, which is
simply
W∅1,11 = 〈Ψ∅1 |Wˆ∅1 |Ψ∅1 〉 = 1 . (59)
9Finally, from Eq. (55) one gets the following contributions of the hierarchical operator Uˆ∅ to the RHS of the
ML-MCTDH equations of motion: For the top node
iA˙∅J∅ = · · · +
∑
B∅
V ∅B∅
∑
L∅
p∅∏
κ=1
U
(κ)
bκ,jκlκ
A∅L∅ , (60)
for any other internal node z
iA˙
(z)
l;Jz = · · · +
∑
Kz
(
δJzKz −
nz∑
a=1
A
(z)
a;JzA
(z)∗
a;Kz
) nz∑
l′=1
(ρ(z))−1ll′
mz∑
c=1
nz∑
l′′=1
W
(z)
c,l′l′′
∑
Bz
V
(z)
c;Bz
∑
Lz
pz∏
κ=1
U
(z,κ)
bκ,kκlκ
A
(z)
l′′;Lz , (61)
and for a leaf node z = [f ]
iA˙
(z)
l;α = · · · +
Nf∑
β=1
(
δαβ −
nz∑
a=1
A(z)a;αA
(z)∗
a;β
) nz∑
l′=1
(ρ(z))−1ll′
mz∑
c=1
nz∑
l′′=1
W
(z)
c,l′l′′
Nf∑
γ=1
U
[f ]
c,βγA
(z)
l′′;γ . (62)
Not surprisingly, the ML-MCTDH EOMs with multi-
layer operators (including the recursive expressions for
the U- and W-terms) are more complex than the cor-
responding expressions (37–42) for sum-of-products op-
erators. However, in the sum-of-products case, one has
to evaluate these expressions for each term in the sum,
while the expressions for multi-layer operators directly
yield the result for the full operator. How this can lead
to performance gains will be the subject of the discussion
in Sec. V A.
IV. POTFIT AND MULTI-LAYER POTFIT
With the introduction of multi-layer operators, the
question arises for which parts of the Hamiltonian this
new operator format may be beneficial. As mentioned in
the introduction, the kinetic energy operator (KEO) nat-
urally possesses a sum-of-products structure, provided
that a suitable coordinate system has been chosen. More-
over, the number of terms for the KEO is usually not
large, so that a conversion into a multi-layer operator is
likely not of much benefit, if any. Hence, this article will
not explore the use of multi-layer operators for the KEO.
In contrast, the potential energy part of the Hamil-
tonian is often described by a potential energy surface
(PES) which is given as a general function of all co-
ordinates. The representation of such a PES in any
format, whether sum-of-products or multi-layer, neces-
sitates a fitting procedure which introduces an approxi-
mation. Hence one has to find a balance between
• the quality of this approximation,
• the computational cost for generating the fit, and
• the resulting size of the fit, which in turn influences
the computational cost for ML-MCTDH.
Several approaches for fitting a PES into sum-of-products
form have been mentioned in the introduction. Among
these, the Potfit method offers a superior control of ac-
curacy, and it turns out that it can be rather straight-
forwardly generalized into a procedure for fitting a PES
into a multi-layer structure. After reviewing some es-
sential properties of Potfit, this section will discuss the
resulting algorithm, multi-layer Potfit.
A. Review of Potfit
The Potfit algorithm introduced by Ja¨ckle and Meyer48
can yield a PES representation in sum-of-products form,
as long as the dimensionality of the system is not too high
(say, 6–8 physical degrees of freedom, or 4–5 primitive
modes). The algorithm starts from evaluating the PES
function V on a product grid, which results in a potential
energy tensor of order d,
Vα1···αd = V (q
[1]
α1 , . . . , q
[d]
αd
) ; αf = 1 . . . Nf . (63)
In practice, the grid points q
[f ]
α are closely related to the
primitive basis functions χ
[f ]
α , e.g. often a discrete vari-
able representation (DVR) is used, where the χ
[f ]
α are
localized such that χ
[f ]
α (q
[f ]
β ) = δαβ . In such a repre-
sentation, the elements of the V -tensor can also be seen
as the diagonal matrix elements of the potential energy
operator Vˆ in the primitive product basis (and its non-
diagonal matrix elements vanish).
Next, this tensor is subjected to what has later become
known in the mathematical literature as a higher-order
singular value decomposition (HOSVD)49. For each di-
mension f , one builds a potential density matrix by con-
tracting the V -tensor with itself along all indices except
the f -th, and then determines the eigenvalues λ
[f ]
i and
eigenvectors v
[f ]
i of this symmetric and positive semidef-
inite matrix. Equivalently, one builds a matricization
10
of the V -tensor by unfolding all indices except the f -
th, and then performs an SVD on the resulting matrix,
which yields singular values σ
[f ]
i and singular vectors v
[f ]
i .
Numerically, the SVD approach is more stable, but re-
quires (much) more computer memory. If the eigenval-
ues/singular values are in descending order, then both
approaches are connected through λ
[f ]
i = (σ
[f ]
i )
2, and
they result in the same orthonormal vectors. In Potfit
terminology, these vectors are called natural potentials
and the λ
[f ]
i are called natural weights. One can asso-
ciate each natural potential v
[f ]
i with a one-dimensional
local operator vˆ
[f ]
i whose matrix elements in the primitive
basis are given by 〈χ[f ]α |vˆ[f ]i |χ[f ]β 〉 = v[f ]iα δαβ .
By keeping, for each f , only the mf dominant natural
potentials (i.e. those with the largest natural weights),
one arrives at the following approximation for the V -
tensor,
Vα1···αd ≈ V˜α1···αd =
m1∑
i1=1
· · ·
md∑
id=1
Ci1···id v
[1]
i1α1
· · · v[d]idαd ,
(64)
or correspondingly for the potential operator,
Vˆ ≈
m1∑
i1=1
· · ·
md∑
id=1
Ci1···id vˆ
[1]
i1
⊗ · · · ⊗ vˆ[d]id . (65)
Eq. (64) is commonly known as a Tucker representa-
tion10. The elements of the core tensor C are obtained
by projecting V onto products of the natural potentials,
i.e.
Ci1···id =
N1∑
α1=1
· · ·
Nd∑
αd=1
v
[1]
i1α1
· · · v[d]idαdVα1···αd . (66)
The error that is introduced by this approximation is
bounded by49,52
‖V − V˜ ‖2 ≤
d∑
f=1
∑
if>mf
λ
[f ]
if
(67)
where ‖ · ‖ is the Frobenius norm. A more physical
error measure, the root-mean-square (rms) error ∆rms,
is related to this by ∆rms =
√
‖V − V˜ ‖2/Ngrid, where
Ngrid =
∏d
f=1Nf is the total number of points in the
product grid.
The expansion (65) requires
∏d
f=1md terms in total.
This number may be reduced by actually carrying out
one of the summations, say over i1 (and then one may as
well choose m1 = N1). Using this contraction trick, one
arrives at
Vˆ ≈
m2∑
i2=1
· · ·
md∑
id=1
Dˆ
[1]
i2···id ⊗ vˆ
[2]
i2
⊗ · · · ⊗ vˆ[d]id (68)
with Dˆ
[1]
i2···id =
N1∑
i1=1
Ci1···id vˆ
[1]
i1
(69)
Now the number of terms needed to represent Vˆ has
been reduced by a factor m1. In practice, one contracts
over that index f where mf would be largest. Assuming
that all primitive modes employ m natural potentials,
the overall number of terms for representing the poten-
tial operator (i.e. the number of summands in Eq. (68))
is md−1.
The quality of the Potfit approximation can be im-
proved (or, given a target accuracy, the number of
necessary terms can be reduced) through an iterative
procedure48,52. This is especially worthwhile if one in-
troduces a relevant region, i.e. a region of the product
grid where the potential representation should be of good
quality (e.g. the region where the potential energy lies
below a certain threshold). For details, see Ref. 7.
A limiting factor for Potfit is that one needs to ini-
tially evaluate and store the potential on a full product
grid. The resulting amount of data scales exponentially
like Nd, which makes the method infeasible for larger
d. Recently, Pela´ez and Meyer introduced the multigrid
Potfit method (MGPF)50 which aims to circumvent this
limitation by employing two nested grids, a coarse one
and a fine one. In MGPF, the potential only needs to be
evaluated on product grids that are fine in one mode and
coarse in all others. This drastically reduces the amount
of data that needs to be processed, and computations
for up to about 12 degrees of freedom seem feasible with
MGPF. However, MGPF does not reduce the number
of terms that are needed to represent the potential; this
number still scales as md−1.
B. The multi-layer generalization of Potfit
At this point it may be helpful for the reader to re-
call how the transition from MCTDH to ML-MCTDH is
accomplished: physical degrees of freedom are first com-
bined into logical modes, then these modes are combined
into larger meta-modes, and so on, resulting in a tree-like
mode hierarchy (cf. Fig. 1). In short, the central idea is
repeated mode combination. Combining this idea with
the Potfit/HOSVD algorithm straight-forwardly leads to
the multi-layer Potfit (MLPF) procedure. The result-
ing method has been described previously in the mathe-
matical literature by Grasedyck as hierarchical SVD with
leaves-to-root truncation (Algorithm 2 in Ref. 53). A sim-
ilar technique has been used in Ref. 37 for converting an
MCTDH wavefunction into ML-MCTDH format. The
technically-minded reader may find a detailed specifica-
tion of the MLPF algorithm in Appendix A 1. Here, it
shall be sufficient to illustrate this procedure using a sys-
tem with 8 DOFs which are organized into a binary tree
of modes.
For simplicity, it is assumed that each of the 8 DOFs
employs N grid points. MLPF starts like regular Pot-
fit, that is, first the PES function is evaluated on the
full grid, yielding the potential energy tensor Vα1···α8
(αf = 1 . . . N). Then, as in Potfit, this order-8 tensor is
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subjected to HOSVD, which yields an order-8 core ten-
sor Ci1···i8 plus, for each DOF, the m dominant natural
potentials v
[f ]
if
(if = 1 · · ·m) – again for simplicity, here
it is assumed that m is the same for all DOFs. This gives
a first approximation to V :
Vα1···α8 ≈
m∑
i1=1
· · ·
m∑
i8=1
Ci1···i8v
[1]
i1α1
· · · v[8]i8α8 (70)
Next, two DOFs each are combined into logical modes,
and the corresponding multi-indices
β1 = (i1, i2) β2 = (i3, i4) β3 = (i5, i6) β4 = (i7, i8)
are introduced. Then the order-8 core tensor is reinter-
preted or reshaped into an order-4 tensor,
Ci1···i8 ≡ Cβ1···β4 (βκ = 1 . . .m2) . (71)
Next, this reshaped core tensor is subjected to a sec-
ond HOSVD, which yields a second order-4 core tensor
C¯j1···j4 plus, for each mode, the m¯ dominant natural po-
tentials v¯
(κ)
jκ
(jκ = 1 . . . m¯). If m¯ < m
2, this results in an
approximation to C:
Cβ1···β4 ≈
m¯∑
j1=1
· · ·
m¯∑
j4=1
C¯j1···j4 v¯
(1)
j1β1
· · · v¯(4)j4β4 (72)
This process is now repeated. Two logical modes each
are combined into meta-modes, and the multi-indices
γ1 = (j1, j2) γ2 = (j3, j4)
are introduced. The order-4 tensor C¯ is reshaped into an
order-2 tensor,
C¯j1j2j3j4 ≡ C¯γ1γ2 (γµ = 1 . . . m¯2) , (73)
and subjected to a third HOSVD (which now happens to
be a regular matrix SVD), yielding another order-2 core
tensor C¯k1k2 and natural potentials v¯
(µ)
kµ
(kµ = 1 . . . m¯).
If m¯ < m¯2, this results in an approximation to C¯:
C¯γ1γ2 ≈
m¯∑
k1=1
m¯∑
k2=1
C¯k1k2 v¯
(1)
k1γ1
v¯
(2)
k2γ2
(74)
This completes the MLPF procedure. The resulting data
are the natural potentials (v[f ], v¯(κ), v¯(µ)) and the final
core tensor C¯.
In order to connect the output of MLPF with the
multi-layer operator structure introduced in Sec. III A,
one first associates (as in Potfit) the natural potentials
for the primitive modes with one-dimensional local
operators vˆ
[f ]
i , such that 〈χ[f ]α |vˆ[f ]i |χ[f ]α′ 〉 = v[f ]iα δαα′ .
Inserting Eqs. (74) and (72) into Eq. (70) and rearrang-
ing the summations, one then arrives at the following
approximation for the potential energy operator:
Vˆ ≈
m¯∑
k1=1
m¯∑
k2=1
C¯k1k2
 m¯∑
j1=1
m¯∑
j2=1
v¯
(1)
k1,j1j2
(
m∑
i1=1
m∑
i2=1
v¯
(1)
j1,i1i2
vˆ
[1]
i1
⊗ vˆ[2]i2
)
⊗
(
m∑
i3=1
m∑
i4=1
v¯
(2)
j2,i3i4
vˆ
[3]
i3
⊗ vˆ[4]i4
)
⊗
 m¯∑
j3=1
m¯∑
j4=1
v¯
(2)
k2,j3j4
(
m∑
i5=1
m∑
i6=1
v¯
(3)
j3,i5i6
vˆ
[5]
i5
⊗ vˆ[6]i6
)
⊗
(
m∑
i7=1
m∑
i8=1
v¯
(4)
j4,i7i8
vˆ
[7]
i7
⊗ vˆ[8]i8
) (75)
In this form, the multi-layer operator structure is
rather evident. A direct comparison with Eqs. (43,44)
reveals the following associations:
V ∅ = C¯
V (1) = v¯(1) V (2) = v¯(2)
V (1,1) = v¯(1) V (1,2) = v¯(2)
V (2,1) = v¯(3) V (2,2) = v¯(4)
Uˆ
[f ]
b = vˆ
[f ]
b (f = 1 . . . 8, b = 1 . . .m)
That is, the top-level transfer tensor is given by the fi-
nal core tensor, the other transfer tensors are given by
the natural potentials of the logical (meta-)modes, and
the leaf operators are given by the natural potentials of
the primitive modes. Eq. (75) also contains the expres-
sions for the non-leaf single particle operators: the four
terms in parentheses give the SPOs Uˆ
(1,1)
j1
, Uˆ
(1,2)
j2
, Uˆ
(2,1)
j3
,
and Uˆ
(2,2)
j4
, respectively, whereas the two terms in square
brackets yield the SPOs Uˆ
(1)
k1
and Uˆ
(2)
k2
.
The quality of the multi-layer approximation V˜ created
by MLPF depends, of course, on the number of natural
potentials that are kept in each step, the so-called trun-
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cation ranks (m, m¯, m¯ in the above example). Larger
truncation ranks lead to a more accurate approximation.
In fact, the error is strictly bounded by the sum of all ne-
glected natural weights (see Theorem 11.64 in Ref. 2854),
i.e.
‖V − V˜ ‖2 ≤
∑
z 6=∅
∑
i>mz
λ
(z)
i . (76)
This is the multi-layer analogue of the error estimate
for Potfit, Eq. (67). Additionally, it can be shown
(ibid.) that the MLPF approximation is close to opti-
mal, namely
‖V − V˜ ‖2 ≤ (K − 1)‖V − Vbest‖2 (77)
where K is the number of nodes in the multi-layer tree
(K = 2d− 1 for a binary tree), and Vbest is the best pos-
sible MLPF approximation with the same tree structure
and the same truncation ranks, i.e. the best possible ap-
proximation with the same format and size as V˜ . (The
equivalent of Eq. (77) for regular Potfit is discussed in
Ref. 50.) Eq. (77) can be slightly improved for the case
that the top node has only two children; then the final
HOSVD is just a regular SVD, which has a better error
bound, and (K − 1) can be reduced to (K − 2).
Eq. (76) opens a path for an error-controlled trun-
cation strategy, i.e. one can determine the truncation
ranks based on the desired accuracy of the representa-
tion. This is highly convenient, because the alterna-
tive manual adjustment of the truncation ranks for many
nodes would be cumbersome and time-consuming. Ap-
pendix A 2 presents one possible implementation of such
an error-controlled truncation scheme; this scheme has
been adopted for the computational example presented
in Sec. VI.
Regarding the computational cost for the MLPF pro-
cedure, note that the core tensor becomes smaller and
smaller as the algorithm progresses. Hence the majority
of the effort is spent in the initial two steps (evaluat-
ing the PES on the full grid, and performing the initial
HOSVD). Consequently, the effort for MLPF is not much
higher than for Potfit itself. However, it is also not lower,
and the same limiting factors that affect Potfit also affect
MLPF – specifically, the need to evaluate the PES on the
full product grid. Options to mitigate this problem will
be discussed in Sec. V B.
V. DISCUSSION
A. Computational cost for ML-MCTDH
To see how much performance ML-MCTDH can gain
by using MLPF instead of Potfit for representing the po-
tential, one must estimate the numerical effort for both
the sum-of-products and the multi-layer operator for-
mats. Such an estimate is simplified if a homogeneous
structure of the multi-layer tree is assumed.
Here we will consider a perfectly balanced tree with L
layers and mode combinations of order 2, such that there
are d = 2L primitive modes. Furthermore, assume that
the number of SPFs is nz = n for all leaf nodes, and
that it increases by a factor of a when going from one
layer to the next-higher one (i.e. nz = an for the 1st
layer above the bottom, nz = a
2n for the 2nd, and so
on—but n∅ = 1). The same situation was considered by
Manthe in Ref. 20, where he showed that the size of the
wavefunction (i.e. the overall number of A-coefficients)
scales as n3d3 log2 a (for a > 21/3), and it was suggested
that the same scaling applies to the computational cost
for ML-MCTDH. A more detailed analysis is presented
in Appendix B. Here the results are summarized and an-
alyzed.
If, as in Potfit, a sum-of-products operator is used to
represent the potential, the scaling of the ML-MCTDH
cost is given by Eq. (B8), and if each primitive mode em-
ploys m natural potentials so that Potfit needs s = md−1
operator terms (cf. Eq. (68)), then the computational
cost for evaluating the ML-MCTDH equations of motion
for the whole tree scales as
cost(Potfit) ∝ md−1n4d4 log2 a . (78)
For MLPF, a similar tree complexity as for the multi-
layer wavefunction is assumed: each primitive mode em-
ploys m natural potentials, and this number increases by
a factor of b when going one layer up. For this scenerio,
the scaling of the ML-MCTDH cost is given by Eq. (B11)
as
cost(MLPF) ∝ m2n4d4 log2 a+2 log2 b (if a2 > b) . (79)
One sees that both potential representations lead to the
same dependence on the wavefunction complexity (i.e. on
n and a), but the dependence on the operator complexity
(i.e. on m and (for MLPF) on b) is vastly different: the
cost using Potfit scales exponentially with d, while the
cost using MLPF scales only polynomially with d (e.g.
∝ d6 for a = b = 2). The ratio of the computational
costs scales as
cost(MLPF)
cost(Potfit)
∝ d
2 log2 b
md−3
, (80)
i.e. MLPF is exponentially cheaper than Potfit for in-
creasing d. It can also be seen that MLPF is especially
beneficial for larger m, i.e. for more accurate potential
representations. The latter result already holds for d = 4,
which is the minimum dimensionality for which the multi-
layer approach makes senses.
The asymptotic scaling behaviour discussed above
shows that ML-MCTDH can profit from using MLPF
given that d is “large enough”, but for practical pur-
poses an actual estimate of this minimum d would be
highly desirable. In fact, such an estimate can be rather
easily obtained by accurately adding up all the counts of
arithmetic operations for all nodes in the multi-layer tree
(as detailed in Appendix B), if specific values for n, m, a,
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FIG. 2. Estimated savings in the computational cost for ML-
MCTDH when using a potential in MLPF instead of Potfit
representation. d is the number of primitive modes. The ML-
tree is as described in the text, with n = 10 and a = b = 2.
Higher values of m correspond to more accurate potential
representations. The values of n and a influence these curves
only marginally. Data was computed for d = 4, d = 8, and
d = 16; the lines show interpolations to other values of d.
and b are chosen. For n = 10 and a = b = 2, Fig. 2 shows
how much the ML-MCTDH cost can be reduced by us-
ing MLPF instead of Potfit, for three different accuracy
levels of the potential representation (m = 5, m = 10,
m = 20). It can be seen that already for d = 4, there
is hope for reducing the computational cost by one order
of magnitude or more. As expected from the asymptotic
scaling behaviour (cf. Eq. (80)), the savings increase ex-
ponentially with d, and MLPF proves to be especially
advantageous for high-accuracy potential representations
(i.e. for large m).
B. Limitations of multi-layer Potfit
In Sec. III B, it was assumed that the multi-layer op-
erator and the ML-MCTDH wavefunction have identical
tree structures. But it is quite common that a PES ap-
plies only to a subset of the system’s DOFs – consider
e.g. the situation of two weakly interacting subsystems,
where each subsystem has its own PES and the interac-
tion is described by coupling terms involving only some
of the DOFs. Using such a “partial” PES in MLPF will
lead to a multi-layer operator that only acts on some of
the DOFs, so obviously this operator cannot have the
same tree structure as the wavefunction. However, if
the operator tree is identical to a subtree of the wave-
function, the operator can trivially be multiplied with
unit operators acting on the missing DOFs, and by using
unit transfer tensors, it is straightforward to build up
an equivalent full multi-layer operator with the correct
tree structure. In fact, this scheme also applies to any
product of a partial multi-layer operator with products of
one-dimensional operators, and even to direct products of
multi-layer operators (as long as they act on disjoint sets
of DOFs). Hence in practice, the tree structure used in
MLPF must merely be compatible with the tree structure
of the wavefunction (i.e. it should match some subtree),
it doesn’t actually need to be identical.
As discussed in Sec. IV B and detailed in Appendix A 2,
the accuracy of the MLPF representation can be eas-
ily controlled by specifying the desired root-mean-square
(RMS) error. Unfortunately, this error measure is not
always the most physically sensible. First, the RMS er-
ror constitutes an average error, and as such it may not
be sensitive to very sharp spikes or dips. Missing or er-
roneously introducing such features in the potential may
however affect the wavefunction quite strongly. Hence
it would be desirable to at least also estimate the max-
imum error, but it’s difficult to do so without running
over the full grid. Another problem is that the RMS er-
ror gives equal weight to all points of the product grid,
while one is often only interested in a “relevant” region of
the whole configuration space, e.g. those regions where
the potential energy lies below a certain threshold so that
such regions are unreachable by the wavefunction. This
can be modeled by introducing (continuous or binary)
weights for the grid points, and then trying to minimize
the weighted RMS error. The Potfit algorithm contains
an option for such a minimization through an iterative
procedure, and as the first two steps of MLPF are basi-
cally equivalent to Potfit, it should be easy to incorporate
a similar feature into MLPF. However, this is not imple-
mented in the current version of MLPF.
Like Potfit, MLPF starts by evaluating the PES on
the full product grid. As already discussed at the end
of Sec. IV A, this limits the applicability of the method,
as the size of the product grid scales exponentially with
the number of primitive modes. But as with Potfit, the
multigrid Potfit (MGPF) method50 may also be used here
to alleviate this problem. In fact, it is straightforward
to take the potential representation returned by MGPF,
compute the natural potentials for the contracted mode,
and then start the MLPF algorithm with the core ten-
sor (i.e. omitting the first two steps). This approach
has already been tried successfully on a system with 9
DOFs, which will be the subject of a separate publica-
tion. Combining MLPF with MGPF can probably ex-
tend its applicability to PES’s with up to 12 DOFs. For
larger systems, it will likely be necessary to develop new
methods for fitting the PES into MLPF-format.
VI. A COMPUTATIONAL EXAMPLE
In this section, the benefits of MLPF shall be demon-
strated using a realistic example. The example sys-
tem to be considered is the inelastic collision of two H2
molecules. As our group has studied this system in the
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FIG. 3. ML-MCTDH tree for the H2+H2 scattering system
described in the text. The edges are labeled according to
the number of SPFs (upper two layers) or primitive basis size
(bottom layer).
past55–59 using standard MCTDH, here a brief summary
of the system details is sufficient.
The system is described by six internal coordinates
plus one additional angle that results from using the so-
called E2 frame instead of the body-fixed frame, which
is convenient for total angular momentum J > 0. Hence
seven physical degrees of freedom are used: the inter-
molecular distance R, the H2 bond lengths ri (i = 1, 2),
and polar/azimuthal angles θi/φi describing the orienta-
tion of the molecules with respect to the intermolecular
axis. Due to the structure of the kinetic energy oper-
ator, it is beneficial for the wavepacket propagation to
use instead of the angles φi their conjugate momenta ki.
This amounts to a Fourier transform of the wavefunc-
tion in φ1 and φ2. In the previous MCTDH calculations,
four primitive modes were employed: R, (r1, r2), (θ1, k1),
(θ2, k2). Now for the ML-MCTDH calculations, the same
primitive modes are used, and one intermediate layer is
introduced. The resulting tree structure is depicted in
Fig. 3, where also the numbers of primitive basis func-
tions (bottom layer) and the numbers of SPFs (upper
two layers) are shown. These SPF numbers were chosen
to be rather high, i.e. a rather accurate wavefunction
representation was used, so that inaccuracies in the po-
tential representation are not obscured by inaccuracies in
the wavefunction.
In the present work, the potential energy surface of
Boothroyd et al.60 for the (H2)2 system was used. This
“BMKP” PES is given as a six-dimensional function,
V (R, r1, r2, θ1, θ2, φ) where φ = φ1 − φ2. To use this
PES in the wavepacket propagation, one must perform
a Fourier transform along φ, leading to five-dimensional
Fourier components VΩ(R, r1, r2, θ1, θ2) (Ω = 0, 1, 2, . . .).
Keeping only components with Ω ≤ 3 proved sufficient
for convergence (and only Ω ≥ 0 need to be considered
as here VΩ = V−Ω). Each Fourier component, initially
given on the primitive product grid of 1.23 · 106 points,
was then brought into Potfit- or MLPF-format. As this
step truncates the potential representation, it constitutes
an approximation.
The aim of this example study was to investigate how
the accuracy of this truncation affects the computational
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FIG. 4. MLPF trees with truncation ranks (upper two layers)
and primitive basis sizes (bottom layer) for the zeroth Fourier
component of the BMKP potential, for different values of the
target ∆rms. The percentages indicate the compression ratio
(see text).
effort and the results. From Sec. V A it is expected that
the computational advantage of MLPF over Potfit will be
larger for higher accuracies. To verify this expectation,
both Potfit and MLPF representations of the Fourier
components V0, . . . , V3 were created for target values
of ∆rms ranging from 2 · 10−3 to 1 · 10−5 eV. For Pot-
fit, the mode (r1, r2) was contracted, and the numbers
of natural potentials for the other modes were manu-
ally adjusted to reach the desired accuracy. For MLPF,
the truncation ranks were obtained through the error-
controlled truncation algorithm described in Appendix
A 2. In all cases, the upper bound for the actual ∆rms,
as returned by the algorithm, was quite close to the sup-
plied target value. The resulting MLPF trees for V0 are
shown in Fig. 4, where also the truncation ranks required
to achieve the wanted accuracy as well as the “compres-
sion ratio” are indicated. The latter measures how much
data the MLPF representation needs compared to the
original data given on the primitive product grid. (Other
Fourier components show similar behaviour.)
With the potential in either Potfit- or MLPF-format,
15
CP
U t
im
e [
ho
urs
]
1
10
100
target Δrms [eV]
10-3 10-4 10-5
 Potfit
 MLPF
FIG. 5. CPU time needed for an ML-MCTDH propagation
versus the accuracy of the potential representation, for a sys-
tem with 4 primitive modes. (See text for details of the sys-
tem.) The open and filled circles show the timings for the po-
tential in Potfit and MLPF representation, respectively. Data
was obtained using one core of an IntelR© i5-3470 CPU.
target
∆rms [eV]
Potfit
term count
memory usage [MiB]
Potfit MLPF
2 · 10−3 300 73 55
1 · 10−3 800 121 63
5 · 10−4 2299 263 74
2 · 10−4 5144 533 90
1 · 10−4 8044 807 105
1 · 10−5 135
TABLE I. Memory consumption of an ML-MCTDH propaga-
tion for a system with 4 primitive modes (see text for details),
using a potential either in Potfit-format or in MLPF-format.
For Potfit, the memory usage is close to proportional to the
number of terms in the sum-of-products expansion.
an ML-MCTDH propagation was carried out using an
extended version of the Heidelberg MCTDH package61
which can evaluate the ML-MCTDH EOMs for multi-
layer operators. The initial state is described by the
two molecules in their vibrational and rotational ground
state, with the relative motion described by a Gaussian
wavepacket centered at R = 8.0 a0 with a width of 0.3 a0
and a momentum of 8.0 ~a−10 , at zero total angular mo-
mentum. After propagating for 250 fs, the method of
Tannor and Weeks62 was used to extract energy-resolved
transition probabilities Pi→f (E) for rotational excita-
tions of the molecules from the time-dependent wave-
function (see Ref. 57 for details of this analysis proce-
dure). Here, only the four strongest rotational tran-
sitions from i = (j1, j2) = (0, 0) to f = (j
′
1, j
′
2) =
(2, 0), (2, 2), (4, 0), (4, 2) were considered (the ji are the
rotational quantum numbers of the molecules; changes
P (0
,0)
→(
4,0
) (E
) ×
 10
0
0.0
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collision energy E [eV]0.5 1.0
2·10-3 MLPF
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1·10-5 MLPF
FIG. 6. (color online) Convergence of the transition prob-
ability P(0,0)→(4,0) with increasing accuracy of the potential
representation. The legend lists the target accuracy ∆rms (in
eV) and the representation method. This transition was se-
lected because it exhibits the largest deviations. Compare
also with Table II.
in the vibrational states were not considered).
Fig. 5 plots the CPU time needed for one such ML-
MCTDH propagation against the target accuracy of the
potential representation. (For the present system, the
CPU time for producing the Potfit- and MLPF-format
potentials are negligible.) As predicted, the MLPF rep-
resentation shows a significantly weaker increase of the
numerical effort with increasing accuracy than the Pot-
fit representation. The computational savings factor
ranges from 2.5 to 10.8, which roughly confirms the esti-
mate given in Sec. V A. Likewise, Table I summarizes the
peak memory consumption for the ML-MCTDH propa-
gations. Again, the resource usage is strongly reduced
when using the potential in MLPF-format. For the tar-
get ∆rms = 10
−5 eV, a propagation using Potfit-format
would have needed a prohibitive amount of time for the
present study, and only the propagation using MLPF-
format was carried out; its results were used as a reference
to judge the actual accuracy of the other propagations.
While Potfit and MLPF yield approximations to the
potential with a controllable RMS error, the question is
how the physically relevant observables are affected by
these approximations. To verify that more accurate po-
tentials indeed lead to more accurate observables, the
computed transition probabilities Pi→f were compared
to the results of the reference propagation (MLPF with
16
target
∆rms [eV]
P -RMSE [10−3]
Potfit MLPF
2 · 10−3 3.27 3.33
1 · 10−3 1.39 1.98
5 · 10−4 1.21 0.51
2 · 10−4 0.26 0.24
1 · 10−4 0.23 0.18
TABLE II. Error measure (see text) of the transition probabil-
ities Pi→f , summed over the four strongest rotational transi-
tions, using a potential either in Potfit- or MLPF-format. For
comparison, the transition probabilities here range between
0.0 and 0.28, with an average value around 0.09.
∆rms = 10
−5 eV). Among the rotational transitions con-
sidered, the one with the final state f = (4, 0) exhib-
ited the most prominent differences. The convergence of
the corresponding transition probabilities is displayed in
Fig. 6. One can see that both Potfit and MLPF exhibit
similar convergence behaviour. To make a more quantifi-
able statement, the following error measure can be used:
P -RMSE =
√√√√√√√
∑
i→f
∫ E1
E0
dE
(
Pi→f (E)− P refi→f (E)
)2
∑
i→f
(E1 − E0)
(81)
where the integration ranges over the collision energy
from E0 = 44 meV (the energy threshold of the lowest
rotational transition) to E1 = 1.2 eV, and the sum in-
cludes the four strongest rotational transitions. Table II
shows that this error measure indeed roughly follows the
accuracy of the potential representation, and that Potfit
and MLPF lead to similar errors in the observables. This
indicates that Potfit and MLPF lead to the same results,
within the specified margin of accuracy.
VII. SUMMARY AND OUTLOOK
While multi-layer MCTDH (ML-MCTDH) has al-
ready been successfully used for several high-dimensional
systems19,21–25,33,34, it has so far been difficult to use it
for systems that are described by a general potential en-
ergy surface (PES). This is due to the difficulties encoun-
tered when evaluating matrix elements of the potential
energy operator. The CDVR approach35,36 has been suc-
cessful in overcoming these difficulties23,37–42, though its
use requires an enormous amount of PES evaluations,
which may require a large amount of computational re-
sources. The alternative to CDVR is to represent (or fit)
the PES in a form that is compatible with ML-MCTDH,
in the sense that it allows efficient evaluation of the ma-
trix elements. Traditionally, the sum-of-products form is
used, and the fitting of the PES into this form is done by
the Potfit algorithm48. However, for large systems the
Potfit representation requires a huge amount of terms so
that ML-MCTDH computations may become impracti-
cal.
This article has introduced the multi-layer Potfit
(MLPF) method, which yields a PES representation that
is as accurate as Potfit, that is as computationally afford-
able as Potfit, and that can reduce the computational
cost for ML-MCTDH by orders of magnitude. Techni-
cally, this is achieved by employing the hierarchical sin-
gular value decomposition53 to represent the PES in the
hierarchical tensor format27 (Section IV B). This proce-
dure not only yields a near-optimal fit, its accuracy can
also easily be estimated on the fly. Using these features,
the present work shows that this algorithm can be used
in a black-box-like manner, in the sense that all expan-
sion orders could be automatically selected based on the
desired root-mean-square error of the representation.
The MLPF representation of the PES allows for an effi-
cient recursive scheme for evaluating all the ML-MCTDH
matrix elements of the potential energy operator (Section
III). The computational cost for this scheme has been es-
timated and compared to the cost induced by the Potfit
representation (Section V A). This estimate shows that
MLPF can already be beneficial for systems with just four
primitive modes, where computational savings of about
one order of magnitude can be expected. In general, the
savings are higher for more accurate representations, so
that MLPF can actually yield more accurate results with
less computational effort than Potfit. For a larger num-
ber of primitive modes, by using MLPF instead of Potfit,
the computational effort for ML-MCTDH is expected to
decrease by orders of magnitude. This means that com-
putations once considered infeasible may now be within
reach.
To test the methods discussed in this paper, an imple-
mentation of the hierarchical SVD algorithm has been
written in Fortran 2003, and the Heidelberg MCTDH
package61 has been extended so that it can use the re-
quired multi-layer operator structure and treat the mod-
ified equations of motion. The code was used to study
a diatom-diatom scattering system with seven degrees
of freedom that are organized into four primitive modes
(Section VI). Representations of the PES in Potfit- and
in MLPF-format were created for different target accura-
cies, and an ML-MCTDH propagation with each of these
PES representations was carried out. It was confirmed
that Potfit and MLPF lead to the same results within
the given margin of accuracy. The computational effort
using the MLPF-form is indeed much lower than for the
Potfit-form, especially for high-accuracy representations,
where the speedup was more than a factor of ten. These
results fully confirm the theoretical estimates.
The biggest limitation for MLPF is that it currently,
like Potfit, needs to initially evaluate the PES on the
full product grid. This limits its applicability to systems
with 6–8 degrees of freedom (4–5 primitive modes). The
recently introduced multigrid Potfit (MGPF) method50
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can relax this limitation, and is easy to integrate with
MLPF. This should allow treating systems with up to
12 degrees of freedom, and an example study (to be
published separately) of a 9D system has so far yielded
encouraging results. For larger numbers of dimensions,
one must likely develop new methods for finding a good
MLPF representation of the PES. As a starting point, it
is worth noticing that MLPF is quite agnostic regarding
the grid structure within the primitive modes. Currently,
ML-MCTDH (and MLPF) can employ multi-dimensional
primitive modes but requires them to use a direct prod-
uct grid, so that already 3D modes become very large.
Instead, one might use optimized multi-dimensional non-
product grids, which will bring the modes down to a more
manageable size, thus enabling the treatment of systems
with a few additional degrees of freedom. Additionally,
the properties of the hierarchical SVD, like giving a strict
upper bound for the error, are almost too good – more
approximate methods that can still work for larger sys-
tems will probably be acceptable in practice.
ACKNOWLEDGMENTS
The author wishes to thank Hans-Dieter Meyer and
Daniel Pela´ez for carefully reading and commenting on
the manuscript. Also, the author is grateful to them as
well as to Oriol Vendrell for encouraging discussions. Fi-
nancial support by the Deutsche Forschungsgemeinschaft
(DFG) is gratefully acknowledged.
Appendix A: Technical details of multi-layer Potfit
1. The MLPF algorithm
Procedures for fitting full tensors into the hierarchi-
cal tensor format have been described by Grasedyck in
Ref. 53 and termed hierarchical singular value decompo-
sition. The computationally most affordable of these al-
gorithms is the one using leaves-to-root truncation (ibid.,
Algorithm 2). However, Ref. 53 (as well as other math-
ematical literature) only considers binary trees, whereas
the trees used with ML-MCTDH may have nodes with
more than two children. Hence, a minor extension of the
algorithm is needed.
In the case that all leaf nodes of the ML-tree are on
the same layer (i.e. they have they same distance from
the top node), the MLPF algorithm proceeds as follows:
1. Obtain the potential tensor Vα1···αd .
2. Use the Potfit/HOSVD algorithm48,49 on V : First,
for each leaf node z = [f ] . . .
(a) rearrange V into a matrix, with αf as the row
index and all other indices combined into the
column index
(b) perform a SVD of this matrix ⇒ singular val-
ues σ
[f ]
i and left singular vectors v
[f ]
i
(c) keep only the mz dominant singular vectors
Then compute the core tensor C by Eq. (66).
3. Move up one layer in the tree. If the top node is
reached, the algorithm is finished. Otherwise, let
there be d′ nodes in this layer. For each node z
in this layer, combine the indices iz,1, . . . , iz,pz of
its children into a multi-index Jz, so that the core
tensor C can be reshaped into an order-d′ tensor.
4. Perform HOSVD on the reshaped C. This yields,
for each z on the current layer, singular values σ
(z)
i
(and the associated natural weights, λ
(z)
i := [σ
(z)
i ]
2)
and the mz dominant singular vectors v
(z)
i . Up-
date the core tensor by projecting the current core
tensor onto outer products of the singular vectors,
analogous to Eq. (66).
5. Go to step 3.
The more general case, where leaf nodes may be on differ-
ent layers, can be dealt with by treating the correspond-
ing indices of the core tensor as “by-standers”, i.e. no
SVD and no projection is done along those indices, until
the computation has progressed so far that the the node
in question is on the current layer.
2. Error-controlled truncation
The error caused by MLPF can be estimated via
Eq. (76). Because the natural weights are available while
the algorithm progresses, one can devise a scheme which
automatically chooses the truncation ranks mz such that
the MLPF fit will have a specified accuracy. In the
present work, the following scheme is used:
1. Select the desired root-mean-square (RMS) error
∆rms of the MLPF representation. Set ∆
2 =
Ngrid∆
2
rms, where Ngrid is the number of points in
the full product grid. Set Ktodo = K − 1. Set the
current layer to the lowest layer.
2. Set 2 = ∆2/Ktodo. Perform the HOSVD of the
current layer, choosing truncation ranks mz such
that
∑
i>mz
λ
(z)
i ≤ 2 for all z on the current layer.
3. Update ∆2 by subtracting from it the sum of all
neglected natural weights. Update Ktodo by sub-
tracting from it the number of nodes on the current
layer.
4. Go up one layer. If the top node is reached, exit.
If there are exactly two nodes on the current layer,
reduce Ktodo from 2 to 1 (because the next HOSVD
will be a regular matrix SVD). Go to step 2.
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Choosing the truncation ranks in this way ensures that
the resulting potential approximation will have an RMS
error that is not higher than ∆rms.
The above scheme tries to distribute the error evenly
across all nodes, but if nodes on lower layers don’t use
up the errors that are allocated to them, nodes on higher
layers are allowed to use larger errors. This may be ben-
eficial because it is expected that nodes closer to the
top need larger truncation ranks, so this scheme helps
to keep the truncation ranks more uniform. Admittedly,
the given scheme is quite ad-hoc; other schemes are con-
ceivable, e.g. one may try to distribute the error evenly
across layers.
Appendix B: Analysis of computational cost for
ML-MCTDH
1. ML-MCTDH with sum-of-products operators
Let us estimate the numerical effort that is required
to evaluate the ML-MCTDH EOMs with operators in
sum-of-products format (see Sec. II C). The strategy is
to first compute all h-terms by Eq. (37), then all H-terms
by Eq. (39), and finally the RHS of Eqs. (40–42). To il-
lustrate how to estimate the numerical effort of these
computations, take as an example the h-terms for a non-
leaf node z with pz = 3, nz = n¯, and nz,κ = n, so that
Eq. (37) reads
h
(z)
r,jk =
n∑
i1=1
n∑
i2=1
n∑
i3=1
n∑
l1=1
n∑
l2=1
n∑
l3=1
A
(z)∗
j;i1i2i3
A
(z)
k;l1l2l3
× h(z,1)r,i1l1h
(z,2)
r,i2l2
h
(z,3)
r,i3l3
(j, k = 1 . . . n¯) . (B1)
In mathematical terms, A
(z)
k;l1l2l3
is a tensor of order 4, and
(considering only a single r) the h(z,κ) are matrices, and
the summations over the lκ constitute matrix-tensor mul-
tiplications which can be carried out successively. The
first such operation over, say, l1 produces from A
(z) and
h(z,1) an intermediate order-4 tensor X ′k;i1l2l3 . This ten-
sor has n¯n3 elements, and each element takes n FLOPs
(combined floating-point multiplications and additions)
to compute, leading to an overall cost of n¯n4.63 In the
same manner, the summation over l2 produces from X
′
and h(z,2) another intermediate tensor X ′′k;i1i2l3 , which
costs another n¯n4 FLOPs. Likewise for the summation
over l3, which produces a tensor X
′′′
k;i1i2i3
. Finally, the
order-4 tensors A(z)∗ and X ′′′ are contracted over the
indices i1, i2, i3 to produce the final matrix h
(z). This
matrix has n¯2 elements, and each contraction costs n3
FLOPs, resulting in an overall cost of n¯2n3 for this last
step. Hence the total cost for computing h
(z)
r,jk for one r
and all j, k is, in this specific case, n¯n3(n¯+ 3n), or more
generally for pz = p, n¯n
p(n¯ + pn). Finally, computing
these terms for all r, i.e. for all terms in the sum-of-
products expansion (32), increases the overall cost by a
factor of s, i.e. the number of terms in this expansion.
In a similar manner, one may estimate the computa-
tional effort for the H-terms (39) and for the RHS of the
EOMs (40–42). In case of the latter, the effort for multi-
plying with the inverse density matrix and for applying
the projector can usually be neglected, as these need to
be done only once so that their cost doesn’t depend on s.
In summary, for a non-leaf node z with pz = p, nz = n¯,
and nz,κ = n, one obtains:
cost(h(z)) = sn¯np(n¯+ pn) (B2)
cost(H(z,1)) + · · ·+ cost(H(z,p)) = sn¯np(n¯+ p2n) (B3)
cost(RHS(z)) ≈ sn¯np(n¯+ pn) (B4)
For leaf nodes, the computational effort depends on the
sparsity of the matrix representations of the primitive
mode operators, 〈χ[f ]α |hˆ[f ]r |χ[f ]β 〉. If this matrix is diago-
nal, the effort will be proportional to Nf ; for a full ma-
trix, it is ∝ N2f ; if the primitive mode employs an FFT
representation, the effort is ∝ Nf logNf . But as was
shown in section IV A, if a general PES in Potfit form is
used, most of the terms hˆ
[f ]
r have a diagonal matrix rep-
resentation, and to simplify the discussion, let us assume
that this is true for all terms. Then the computational
effort for a leaf node z = [f ] with nz = n¯ and Nf = N
becomes
cost(h(z)) = sn¯N(n¯+ 1) (B5)
cost(RHS(z)) ≈ sn¯N(n¯+ 1) (B6)
Note that there is no equivalent of Eq. (B3) for leaf nodes
because they don’t have children.
To illustrate the total numerical effort for the whole
ML-tree, a homogeneous tree structure like in Sec. V A
is assumed. But here the restriction to binary trees is
lifted, and more general trees with mode combinations of
order p are considered, so that there are d = pL primitive
modes in the tree. As in Sec. V A, the number of SPFs
for each primitive mode is assumed to be n, and increases
by a factor of a when going one layer up. Then, summing
all relevant costs from Eqs. (B2–B6) over all nodes, and
keeping only the most expensive terms, results in:
wf-size ∝ np+1d(p+1) logp a (for a > p1/(p+1)) (B7)
total-cost ∝ s np+2d(p+2) logp a (for a > p1/(p+2)) (B8)
For p = 2, this reproduces Manthe’s result20 for the
size of the ML-MCTDH wavefunction, but the numerical
effort shows a slightly worse scaling behaviour, namely
s n4d4 log2a. By practical experience (mostly with prim-
itive mode combination in standard MCTDH) it was
found that a = p is a reasonable value, which leads to
a polynomial dependence of the numerical effort on the
number of degrees of freedom (d4 for p = 2.). However,
this result is negated if s has a stronger dependence on d,
which happens to be the case if Potfit is used to represent
the potential.
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2. ML-MCTDH with multi-layer operators
Let us now estimate the numerical effort for the ML-
MCTDH equations of motion in case a multi-layer opera-
tor is used. Again, the overall strategy is to first evaluate
the U-terms (57,56), then the W-terms (58), and finally
the RHS contributions (60–62). Naturally, the analysis
of the computational costs for these expressions is now
more involved.
For example, computing the U-terms for an internal
node z with pz = p involves an expression (cf. Eq. (56))
with 3 tensors of order p + 1 (V (z), A(z)∗, A(z)) and p
tensors of order 3 (U(z,1), . . . ,U(z,p)) which need to be
contracted over 3p indices. The computational cost for
this evaluation depends on the order in which the con-
tractions are carried out, and one may attempt to find
an order which minimizes this cost. This constitutes
a generalization of the well-known matrix-chain multi-
plication problem; although the generalization to arbi-
trary tensors has been shown to be NP-complete64, in
the present case the number of tensors and contractions
is small enough to make an exhaustive search feasible.
Using e.g. the “single-term optimization” algorithm from
Ref. 65, this search can be performed, and the results can
guide the implementation. Not surprisingly, the optimal
order of contractions depends on the extents of the in-
dices involved. Moreover, the solution which minimizes
the number of arithmetic operations may not be opti-
mal in practice, as it might require an excessive amount
of temporary storage (especially for larger pz), and re-
ducing memory consumption may anyway be beneficial
on contemporary computer architectures which employ
a hierarchical memory model. By considering ranges of
values for pz, nz, mz which should be relevant in practice,
an approach was chosen that can be implemented rather
generally, that is not too far from optimal concerning
computational cost, and that has moderate requirements
for temporary storage.
To illustrate this approach, let us consider the U-terms
for an internal node z with pz = 2, nz = n¯, mz = m¯,
nz,κ = n, and mz,κ = m. These terms read (cf. Eq. (56))
U
(z)
c,jk =
m∑
b1=1
m∑
b2=1
n∑
i1=1
n∑
i2=1
n∑
l1=1
n∑
l2=1
V
(z)
c;b1b2
× A(z)∗j;i1i2A
(z)
k;l1l2
U
(z,1)
b1,i1l1
U
(z,2)
b2,i2l2
(B9)
(c = 1 . . . m¯ ; j, k = 1 . . . n¯) .
First, A(z) is contracted with U(z,1) over i1 as well asA
(z)∗
with U(z,2) over l2 (cost: 2mn¯n
3). The two resulting in-
termediate tensors are then contracted over i2, l1 (cost:
m2n¯2n2). The resulting tensor is finally contracted with
V (z) over b1, b2 (cost: m¯m
2n¯2). The evaluation of the W-
terms and the RHS contributions proceeds in a similar
fashion, and the required steps have the same computa-
tional costs as those encountered for the U-terms.
To arrive at a cost estimate for the whole tree, consider
the same homogeneous tree structure as before, but for
brevity now restricted to the case p = 2, i.e. let all
d = 2L leaf nodes employ n SPFs and m SPOs, and
when going one layer up, let the number of SPFs and
SPOs increase by a factor of a and b, respectively (except
for n∅ = m∅ = 1 at the top). In general, the cost for the
bottom layer can be neglected. Keeping only the highest-
order terms in n and m, one obtains (using xL = dlog2 x):
node-cost(n¯, n, m¯,m) ≈ c1m2n¯2n2 + c2m¯m2n¯2 (B10)
(with c1, c2 constant)
total-cost ≈ node-cost(1, aL−1n, 1, bL−1m)
+
L−1∑
l=1
2L−l node-cost(aln, al−1n, blm, bl−1m)
→ c′1m2n4(a4b2)L + c′2m3n2(a2b3)L
(for L→∞ and if a4b2, a2b3 > 2)
→
{
c′1m
2n4d4 log2 a+2 log2 b if a2 > b
c′2m
3n2d2 log2 a+3 log2 b if a2 < b
(B11)
Assuming that a and b have similar values, the case a2 >
b is likely to be more relevant in practice, therefore the
discussion Sec. V A is restricted to that case.
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