Abstract-The "novel information criterion" (NIC) algorithm was developed by Miao and Hua in 1998 for fast adaptive computation of the principal subspace of a vector sequence. The NIC algorithm is as efficient computationally as the PAST method, which was devised by Yang in 1995, and also has an attractive orthonormal property. Although all available evidence suggests that the NIC algorithm converges to the desired solution for any fixed leakage factor between zero and one, a complete proof (or disproof) has not been found, except for an arbitrarily small leakage factor. This paper presents this long-standing open problem with a discussion of what is known so far. The results shown in this paper provide a new insight into the orthonormal property of the NIC algorithm at convergence.
I. INTRODUCTION
Subspace computation is a fundamental tool for data compression, feature extraction, parameter estimation, model detection, and multiuser communications (e.g., see [4] , [5] , [9] - [11] ). A key objective of subspace computation is to compute the principal subspace spanned by a sequence of vectors. Namely, given a n 2 m complex matrix Y = [y(1) y(2) 1 11 y(m)], one needs to compute a p-column basis matrix W such that the range of W is the rank-p principal subspace of Y. A systematic treatment of a class of power-based algorithms is available in [2] . These algorithms are recursive and globally convergent (under a weak condition) to a desired principal subspace. They are well suited for adaptive subspace computations (or subspace tracking). As a very brief description, the power-based algorithms update the estimate of a principal subspace by multiplying the previous estimate by some forms of the original data. Besides the power-based algorithms, there are nonpower-based algorithms as well. Examples of nonpower-based algorithms are available in [8] and the references therein. Among the power-based algorithms is the "novel information criterion" (NIC) algorithm [1] . The NIC algorithm is a generalization of an earlier algorithm called "projection approximation for subspace tracking" (PAST) [3] . Although fast in convergence to a desired principal subspace, the PAST algorithm does not generally yield an orthonormal basis matrix. Simulations have shown that the NIC algorithm not only converges as fast as the PAST algorithm in subspace tracking but also always yields an orthonormal basis matrix at convergence [2] .
In this correspondence, we first review the NIC algorithm and then present a long-standing conjecture that the NIC algorithm (with a fixed leakage factor between zero and one) converges to an orthonormal basis matrix of the desired principal subspace. This conjecture has been observed in all examples known today. We will also present a new understanding of this conjecture, which explains the orthonormal property of the NIC method at convergence. holds for any positive definite matrix A. This follows from the definition log(A)= Ediag(log 1 ; log 2 ; 111; log n )E H , where A = Ediag(1; 2; 11 1; n)E H is the eigenvalue decomposition of A. In [1] , only real matrices are considered. For complex matrices, we need a slightly different treatment, as described below. Following the gradient ascent principle to maximize the NIC criterion, we have the following algorithm:
where is a step size, and W(k) 
Applying (1d) to (1b), we have the NIC algorithm in its batch form:
The range of W(k) is used as an estimate of the principal subspace of the range of Y at iteration k. W(k) is also referred to as the weight matrix in a context of linear neural networks [10] . When = 1, (1) becomes the batch form of the PAST algorithm [3] . When 0 < < 1, the old estimate W(k) "leaks" through the term (1 0)W(k) to yield the new estimate W(k + 1). Hence, is also referred to as a leakage
factor. An adaptive version of (2) follows if C is replaced by the recur-
is the new data vector at time k + 1. One can also add some standard forgetting factor (e.g., see [2] and [7, p. 354] ) to the above recursion of C(k) to achieve faster adaptation. Following the principle of "projection approximation" [3] (i.e., replacing
in a propagation term), an adaptive version of (2) can be implemented such that its computational order at each iteration is linearly proportional to n. This linear complexity is the key computational advantage of both the NIC and PAST algorithms in comparison to many other methods [2] . To conduct a convergence analysis of (2), however, one needs to assume a constant C. 2 The open problem here is either a proof or a disproof of the following conjecture.
Conjecture: If a) the pth and (p+1)th largest eigenvalues of C are distinct, and b) W(0) has a nonsingular (full rank 3 ) projection onto the span S of the first p eigenvectors (principal subspace) of C, then the limit W(1) of the recursive (1) with 0 < < 1 is an orthonormal matrix (i.e., W(1) H W(1) = I) with its column span equal to S.
Note that the conditions a) and b) are weak and almost always satisfied in practice.
This conjecture is proven to be true when is arbitrarily small [1] , where the convergence is established via a Lyapunov function. When is arbitrarily small, there is a corresponding differential NIC flow equation, whose convergence is further established in a more recent paper [6] . The conjecture, however, does not cover the case when = 1.
For this case, W(1) spans S but is not necessarily an orthonormal matrix [2] . A simple examination of (2) confirms the intuition that the dynamics of (2) is only slowed down when is decreased from 1. However, the conjecture suggests that by choosing a fixed satisfying 0 < < 1, W(1) not only spans S but is also an orthogonal matrix. The property range(W(1)) = S seems obvious since it is proven to be true for both arbitrarily small and for = 1. However, this property is not yet proven today. On the other hand, the property W(1) = orthonormal for any satisfying 0 < < 1 is not at all obvious, especially considering the fact that W(1) is not necessarily orthonormal if = 1. We show next a new understanding of the conjecture with a focus on the property W(1) = orthonormal.
III. NEW UNDERSTANDING
Equation (2) can be transformed into the following: We now show two lemmas. The first lemma shows that the weight matrix in the NIC algorithm does not diverge to infinity nor degenerate into a reduced-rank matrix. The second lemma shows the orthonormal property of the NIC method at convergence.
Lemma 1:
If X 1 (0) is nonsingular and 0 < < 1, then for all k > 0, X(k) has a full column rank and a finite norm.
Proof: Let the ith singular value of a matrix A be denoted by i fAg. Assuming that X(k) has a full column rank for a fixed k, it follows from (2a) that
which implies that p fX(k+1) H X(k+1)g > 2(10). Therefore, under condition b), pfX(k)g > c2 > 0 for all k > 0, which means that X(k) has a full column rank. Now, from (2a), we have i.e., X(k) has a finite norm.
The next lemma provides an important statement, and the proof that follows is even more insightful.
Lemma 2:
If X1(0) is nonsingular, 0 < < 1, and X2(1) = 0, then X 1 (1) is unitary.
Proof: Let 6 be the p 2 p top left submatrix of 3. Then, taking the top p rows of (2a), we have
where E(k) is a matrix of small norm for large k, and E(1) = 0. This property of E(k) follows from X2(1) = 0. Note that the above equation requires X 1 (k) to be nonsingular. This is guaranteed by Lemma 1 and the assumption that X 2 (k) is arbitrarily small for large k. Substituting the singular value decomposition of X1(k) into the above matrix equation leads to the following singular value equation:
where 1 i p, d i (k) is the ith singular value of X 1 (k), i.e., d i (k) = i fX 1 (k)g, e i (k) is a small perturbation for large k, and e i (1) = 0.
Note that ei(k) is not necessarily a singular value of E(k).The validity of the singular value (3) holds despite the fact that the left and/or right subspaces of X 1 (k) are generally different (unless E(k) = 0) from those of X1(k + 1). It follows from Lemma 1 and the assumption X 2 (1) = 0 that for large enough k and all i, 0 < c 2 < d i (k) < c 1 < 1. All we need to show now is that di(k) converges to one for all i.
For convenience, we will drop the subscript i from (3) and write an alternative form of (3), which is easy to verify, as follows:
We define a positive number " and an integer k 0 such that for all k > k 0 , maxfje(k)j; jd(k)e(k)j;j(e(k)=d(k))jg < ". It follows from X2(1) = 0 that for any arbitrarily small ", there exists such k0.
Since (4) is a nonlinear (difference) equation, it is no surprise that we need to examine its convergence property in separate regions. In our treatment of (4), we use d(k) and d(k + 1) as two coordinates, as shown in Fig. 1 . We now analyze the convergence property of Case 1) d(k) > 1, and d(k + 1) > 1 + . In this case, (4) implies that for any given , there is a small enough (but finite)
We also know that
Case 2) d(k) < 1, and d(k + 1) > 1 + . In this case, (4) implies that for any given , there is a small enough (but finite) " 
where O(") denotes a term of the order of ". we have 5
Hence, (7a) implies
Case 4) d(k) < 1, and d(k + 1) < 1 0 . In this case, (4) implies that for any given , there is a small enough (but finite) "
We now use (3) and (4) to write 
IV. CONCLUSIONS
We have reviewed the NIC algorithm for subspace computation and provided a complex data version of the algorithm. Despite its excellent performance as demonstrated by all existing theories and numerical experiments, the NIC algorithm still poses a long standing question about its convergence property. This question demands a complete proof (or disproof) of the conjecture that the NIC algorithm (under a weak condition) converges to an orthonormal basis matrix of the desired principal subspace. In this correspondence, we have provided a new understanding of this conjecture with regard to its orthonormal property at convergence. A full proof (or disproof) of the conjecture remains open.
