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The Tale of One-Way Functions∗
Leonid A. Levin†
Boston University‡
All the king’s horses, and all the king’s men,
Couldn’t put Humpty together again.
Abstract
The existence of one-way functions (owf) is arguably the most important problem
in computer theory. The article discusses and refines a number of concepts relevant to
this problem. For instance, it gives the first combinatorial complete owf, i.e., a function
which is one-way if any function is. There are surprisingly many subtleties in basic
definitions. Some of these subtleties are discussed or hinted at in the literature and
some are overlooked. Here, a unified approach is attempted.
1 Introduction I: Inverting Functions
From time immemorial, humanity has gotten frequent, often cruel, reminders that many
things are easier to do than to reverse. When the foundations of mathematics started to be
seriously analyzed, this experience immediately found a formal expression.
1.1 An Odd Axiom
Over a century ago, George Cantor reduced all the great variety of mathematical concepts to
just one—the concept of sets—and derived all mathematical theorems from just one axiom
scheme—Cantor’s Postulate. For each set-theoretical formula A(x), it postulates the exis-
tence of a set containing those and only those x satisfying A. This axiom looked a triviality,
almost a definition, but was soon found to yield more than Cantor wanted, including contra-
dictions. To salvage its great promise, Zermelo, Fraenkel, and others pragmatically replaced
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Cantor’s Postulate with a collection of its restricted cases, limiting the types of allowed prop-
erties A. The restrictions turned out to cause little inconvenience and precluded (so far) any
contradictions; the axioms took their firm place in the foundations of mathematics.
In 1904, Zermelo noticed that one more axiom was needed to derive all known mathemat-
ics, the (in)famous Axiom of Choice: every function f has an inverse g such that f(g(x)) = x
for x in the range of f . It was accepted reluctantly; to this day, proofs dependent on it are
being singled out. Its strangeness was not limited to going beyond Cantor’s Postulate—it
brought paradoxes! Allow me a simple illustration based on the ability of the axiom of choice
to enable a symmetric choice of an arbitrary integer.
Consider the additive group T = R/Z of reals mod 1 as points x ∈ [0, 1) on a circle;
take its subgroup Q10 ⊂ T of decimal fractions a/10
b. Let f(x) be the (countable) coset
x+Q10, i.e., f projects T onto its factor group T/Q10. Any inverse g of f then selects one
representative from each coset. Denote by G = g(f(T)) the image of such a g; then each
x ∈ T is brought into G by exactly one rational shift x+ q, q ∈ Q10. Now I will deviate from
the standard path to emphasize the elementary nature of the paradox. One last notation:
q′ = (10q) mod 1 is q ∈ Q10, shortened by the removal of its most significant digit.
For a pair p, q ∈ Q10, I bet 2 : 1 that x + p rather than x + q falls in G for a random
x ∈ T. The deal should be attractive to you since my bet is higher while conditions to win
are completely symmetric under rotation of x. To compound my charitable nature to its
extreme, I offer such bets for all q ∈ Q10, q > 0, p = q
′, not just one pair. If you rush
to accept, we choose a random x (by rolling dice for all of its digits) and find the unique
q ∈ Q10 for which x + q ∈ G. Then I lose one bet for this q and win ten (for each q such
that q′ = q). Generosity pays!
This paradox is not as easy to dismiss as is often thought. Only 11 bets are paid in each
game: no infinite pyramids. Moreover, if x is drawn from a sphere S2, a finite number of
even unpaid bets suffices: Banach and Tarski [1] constructed 6 pairs, each including a set
Ai ⊂ S2 and a rotation Ti; betting x ∈ Ai versus Ti(x) ∈ Ai, they lose one bet and win two
for each x. Our x+ p and x+ q above are tested for the same condition and differ in finitely
many digits; all digits are evenly distributed and independent. One can refuse the thought
experiment of rolling the infinite number of digits of x or the question of whether x+ q ∈ G,
but this amounts to rejecting basic concepts of the set theory. It is simpler to interpret the
refusal to bet as a hidden disbelief in the Axiom of Choice.
1.2 Finite Objects: Exhaustive Search
These problems with inverting functions have limited relevance to computations. The latter
deal with finite objects, which are naturally well-ordered by Induction Axioms, rendering
the Axiom of Choice unnecessary. There are other mitigating considerations, too. Shannon
Information theory assigns to a random variable x as much information about its function
f(x) as to f(x) about x. Kolmogorov (algorithmic) information theory (see [2, 3]) extended
this concept from random to arbitrary x: I(x : y) is the difference between the smallest
lengths of programs generating y and of those transforming x to y. Kolmogorov and I
proved in 1967 that this measure is symmetric too, like Shannon’s, albeit approximately [4].
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The proof involved a caveat: computationally prohibitive exhaustive search of all strings
of a given length. For instance, the product pq of two primes contains as much (i.e., all)
information about them as vice versa, but [5] and great many other things in modern cryptog-
raphy depend on the assumption that recovering the factors of pq is infeasible. Kolmogorov
suggested at the time [6] that this information symmetry theorem may be a good test case to
prove that for some tasks exhaustive search cannot be avoided (in today’s terms, P 6= NP).
The RSA application marked a dramatic twist in the role of the inversion problem:
from notorious troublemaker to priceless tool. RSA was the first of the myriad bewildering
applications which soon followed. At the heart of many of them was the discovery that the
hardness of every one-way function f(x) can be focused into a hard-core bit, i.e., an easily
computable predicate b(x) which is as hard to determine from f(x), or even to guess with
any noticeable correlation, as to recover x completely.
In [7], the first hard-core for f(x) = ax mod p was found, which was soon followed with
hard-cores for RSA and Rabin’s function (x2 mod n), n = pq, and for “grinding” functions
f ∗(x1, . . . , xn) = f(x1), . . . , f(xn) (see [8]; for the proof of Isolation Lemma used in [8], see
[9]). In [10], the general case was proved (see also [11, 12]).
The importance of such hard-cores comes from their use, proposed in [7, 8] for unlimited
deterministic generation of perfectly random bits from a small random seed s. In the case
of permutation f , such generators are straightforward: gs(i) = b(f
i(s)), i = 0, 1, 2, . . . . The
general case was worked out in [13].
With the barrier between random and deterministic processes thus broken, many previ-
ously unthinkable feats were demonstrated in the 80s. Generic cryptographic results (such
as, e.g., [14]), zero-knowledge proofs, and implementation of arbitrary protocols between dis-
trusting parties (e.g., card games) as full information games [15] are just some of the many
famous examples. This period was truly a golden age of Computer Theory brought about
by the discovery of the use of one-way functions.
2 Introduction II: Extravagant Models
2.1 The Downfall of RSA
This development was all the more remarkable as the very existence of one-way (i.e., easy to
compute, infeasible to invert) functions remains unproven and subject to repeated assaults.
The first came from Shamir himself, one of the inventors of the RSA system. He proved [16]
that factoring (on infeasibility of which RSA depends) can be done in polynomial number of
arithmetic operations. This result uses a so-called “unit-cost model,” which charges one unit
for each arithmetic operation, however long the operands. Squaring a number doubles its
length, repeated squaring brings it quickly to cosmological sizes. Embedding a huge array of
ordinary numbers into such a long one allows one arithmetic step to do much work, e.g., to
check exponentially many factor candidates. The closed-minded cryptographers, however,
were not convinced and this result brought a dismissal of the unit-cost model, not RSA.
Another, not dissimilar, attack is raging this very moment. It started with the brilliant
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result of Peter Shor. He factors integers in polynomial time using an imaginary analog
device, Quantum Computer (QC), inspired by the laws of quantum physics taken to their
formal extreme.
2.2 Quantum Computers
QC has n interacting elements, called q-bits. A pure state of each is a unit vector on the
complex plane C2. Its two components are quantum amplitudes of its two Boolean values.
A state of the entire machine is a vector in the tensor product of n planes. Its 2n coordinate
vectors are tensor-products of q-bit basis states, one for each n-bit combination. The ma-
chine is cooled, isolated from the environment nearly perfectly, and initialized in one of its
basis states representing the input and empty memory bits. The computation is arranged as
a sequence of perfectly reversible interactions of the q-bits, putting their combination in the
superposition of a rapidly increasing number of basis states, each having an exponentially
small amplitude. The environment may intervene with errors; the computation is done in an
error-correcting way, immune to such errors as long as they are few and of special restricted
forms. Otherwise, the equations of Quantum Mechanics are obeyed with unlimited precision.
This is crucial since the amplitudes are exponentially small and deviations in remote (hun-
dredth or even much further) decimal places would overwhelm the content completely. In
[17], such computers are shown capable of factoring in polynomial time. The exponentially
many coordinates of their states can, using a rough analogy, explore one potential solution
each and concentrate the amplitudes in the one that works.
2.3 Small Difficulties
There are many problems with such QCs. For instance, thermal isolation cannot be per-
fect. Tiny backgrounds of neutrinos, gravitational waves, and other exotics, cannot be
shielded. Their effects on quantum amplitudes need not satisfy the restrictions on which
error-correcting tools depend. Moreover, nondissipating computing gates, even classical,
remain a speculation. Decades past, their existence was cheerfully proclaimed and even
proved for worlds where the laws of physical interaction can be custom-designed. In our
world, where the electromagnetic interaction between electrons, nuclei, and photons is about
the only one readily available, circuits producing less entropy than computing remain hypo-
thetical. So, low temperatures have limits and even a tiny amount of heat can cause severe
decoherence problems. Furthermore, the uncontrollable degrees of freedom need not behave
simply as heat. Interaction with the intricately correlated q-bits may put them in devilish
states capable of conspiracies which defy imagination.
2.4 Remote Decimals
All such problems, however, are peanuts. The major problem is the requirement that basic
quantum equations hold to multi-hundredth if not millionth decimal positions where the
significant digits of the relevant quantum amplitudes reside. We have never seen a physical
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law valid to over a dozen decimals. Typically, every few new decimal places require major
rethinking of most basic concepts. Are quantum amplitudes still complex numbers to such
accuracies or do they become quaternions, colored graphs, or sick-humored gremlins? I
suspect physicists would doubt even the laws of arithmetic pushed that far. In fact, we know
that the most basic laws cannot all be correct to hundreds of decimals: this is where they
stop being consistent with each other!
And what is the physical meaning of 500 digit long numbers? What could one possibly
mean by saying “This box has a remarkable property: its many q-bits contain the Ten
Commandments with the amplitude whose first 500 decimal places end with 666”? What
physical interpretation could this statement have even for just this one amplitude? Close
to the tensor product basis, one might have opportunities to restate the assertions using
several short measurable numbers instead of one long. Such opportunities may also exist for
large systems, such as lasers or condensates, where individual states matter little. But QC
factoring uses amplitudes of an exponential number of highly individualized basis states. I
doubt anything short of the most generic and direct use of these huge precisions would be
easy to substitute. One can make the amplitudes more “physical” by choosing a less physical
basis. Let us look into this.
2.5 Too Small Universe
QC proponents often say they win either way, by making a working QC or by finding a
correction to Quantum Mechanics; e.g., in [18] Peter Shor said: “If there are nonlinearities
in quantum mechanics which are detectable by watching quantum computers fail, physicists
will be VERY interested (I would expect a Nobel prize for conclusive evidence of this).”
Consider, however, this scenario. With few q-bits, QC is eventually made to work. The
progress stops, though, long before QC factoring starts competing with pencils. The QC
people then demand some noble prize for the correction to the Quantum Mechanics. But
the committee wants more specifics than simply a nonworking machine, so something like
observing the state of the QC is needed. Then they find the Universe too small for observing
individual states of the needed dimensions and accuracy. (Raising sufficient funds to compete
with pencil factoring may justify a Nobel Prize in Economics.)
Let us make some calculations. In cryptography, the length n of the integers to factor
may be a thousand bits (and could easily be millions.) By ∼ n, I will mean a reasonable
power of n. A 2∼n dimensional space H has 22
∼n
nearly orthogonal vectors. Take a generic
v ∈ H . The minimal size of a machine which can recognize or generate v (approximately)
is K = 2∼n—far larger than our Universe. This comes from a cardinality argument: 2∼K
machines of K atoms. Let us call such v “megastates.”
There is a big difference between untested and untestable regimes. Claims about individ-
ual megastates are untestable. I can imagine a feasible way to separate any two QC states
from each other. However, as this calculation shows, no machine can separate a generic QC
state from the set of all states more distant from it than QC tolerates. So, what thought
experiments can probe the QC to be in the state described with the accuracy needed? I
would allow to use the resources of the entire Universe, but not more!
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Archimedes made a great discovery that digital representation of numbers is exponentially
more efficient than analog ones (sand pile sizes). Many subsequent analog devices yielded
unimpressive results. It is not clear why QCs should be an exception.
2.6 Metric versus Topology
A gap in quantum formalism may be contributing to the confusion. Approximation has two
subtly different aspects: metric and topology. Metric tells how close our ideal point is to
a specific wrong one. Topology tells how close it is to the combination of all unacceptable
(nonneighboring) points. This may differ from the distance to the closest unacceptable point,
especially for quantum systems.
In infinite dimensions, the distinction between 0 and positive separation between a point
and a set varies with topologies. In finite dimensions, 0-vs.-positive distinction is too coarse:
all topologies agree. Since 2500 is finite only in a very philosophical sense, one needs a quan-
titative refinement, some sort of a weak-topological (not metric) depth of a neighborhood
polynomially related to resources required for precision to a given depth. Then, precision to
reasonable depths would be physical, e.g., allow one to generate points inside the neighbor-
hood, distinguish its center from the outside, etc.
Metric defines ε-neighborhoods and is richer in that than topology where the specific
value of ε is lost (only ε > 0 is assured). However, metric is restricted by the axiom that
the intersection of any set of ε-neighborhoods is always another ε-neighborhood. Quantum
proximity may require both benefits: defined depth ε and freedom to express it by formulas
violating the “intersection axiom.” Here is an example of such a violation, without pretense
of relevance to our needs. Suppose a neighborhood of 0 is given by a set of linear inequalities
fi(x) < 1; then its depth may be taken as 1/
∑
i
‖fi‖. Restricting x to the unit sphere would
render this depth quadratically close to metric depth. A more relevant formula may need
preferred treatment of tensor product basis.
2.7 The Cheaper Boon
QC of the sort that factors long numbers seems firmly rooted in science fiction. It is a pity
that popular accounts do not distinguish it from much more believable ideas, like Quantum
Cryptography, Quantum Communications, and the sort of Quantum Computing that deals
primarily with locality restrictions, such as fast search of long arrays. It is worth noting that
the reasons why QC must fail are by no means clear; they merit thorough investigation. The
answer may bring much greater benefits to the understanding of basic physical concepts than
any factoring device could ever promise. The present attitude is analogous to, say, Maxwell
selling the Daemon of his famous thought experiment as a path to cheaper electricity from
heat. If he did, much of insights of today’s thermodynamics might be lost or delayed.
The rest of the article ignores any extravagant models and stands fully committed to
the Polynomial Overhead Church–Turing Thesis: Any computation that takes t steps on an
s-bit device can be simulated by a Turing Machine in sO(1)t steps within sO(1) cells.
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3 The Treacherous Averaging
Worst-case hardness of inverting functions may bring no significant implications. Imagine
that all instances come in two types: “easy” and “hard.” The easy instances x take ‖x‖2
time. An exponential expected time of randomized algorithms is required both to solve, and
to find any hard instance. So, the Universe would be too small to ever produce intractable
instances, and the inversion problem would pose no practical difficulty. It is “generic,” not
worst-case, instances that both frustrate algorithm designers and empower cryptographers
to do their incredible feats. The definition of “generic,” however, requires great care.
3.1 Las Vegas Algorithms
First we must agree on how to measure the performance of inverters. Besides instances
x = f(w), algorithms A(x, α) inverting one-way functions f can use random dice sequences
α ∈ {0, 1}N. They never need a chance for (always filterable) wrong answers. So we restrict
ourselves to Las Vegas algorithms which can only produce a correct output, abort, or diverge.
For a given x, the performance of A has two aspects: the volume1 V of computation and
the chance pV (over α) of success in V steps. They are not independent: p can be always
boosted while roughly preserving V/p (more precisely −V/ log(1−p)) by simply running A on
several independent α. This idea suggests the popular requirement that Las Vegas algorithms
be normalized to, say, p ≥ 1
2
. The problem with this restriction is that estimating p and the
needed number of trials may require exponential volume overhead in the worst case. Thus,
only such measures as average volume can be kept reasonable while normalizing the chance.
It is important that both are averaged only over A’s own dice α; the instance x is chosen by
the adversary. In this setting, the duplicity of performance aspects does become redundant:
p and average volume are freely interchangeable (to shrink the latter, one simply runs A
with a small chance).
Combining several runs into one lessens the modularity and counting the runs needed does
involve some overhead. However, there are more substantial reasons to prefer normalization
of average volume to that of the success rate p. In some settings, success is a matter of
degree. For instance, different inverses of the same instance of a owf may be of different
and hard-to-compare value. Normalizing the average volume, on the other hand, is robust.
This volume bound may be O(1) if the model of computation is very specific. If flexibility
between several reasonable models is desired, polynomial bounds, specific to each algorithm,
may be preferable. There is one obstacle: the set of algorithms with a restricted expected
complexity is not recursively enumerable. We can circumvent this problem by using the
following enforceable form of the bound.
Definition 1 Las Vegas algorithms A(x, α) ∈ LV(b) start with a given bound b(x) on ex-
pected computation volume. At any time, the algorithm can bet a part of the remaining
1I say volume rather than time, for greater robustness in the case of massively parallel models.
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volume, so that it is doubled or subtracted depending on the next dice of α. LV(O(1)) usually
suffices and we will abbreviate it as L.2
Despite its tight O(1) expected complexity bound, L is robust since any Las Vegas algo-
rithm can be put in this form, roughly preserving the ratio between the complexity bound
and the success rate. The inverse of the latter gives the number of runs required for a
constant chance of success, thus playing the role of running time. An extra benefit is that
a reader adverse to bothering with the inner workings of computers can just accept their
restriction to L and view all further analysis in purely probabilistic terms!
3.2 Multimedian Time
Averaging over the instance x is, however, much trickier. It is not robust to define generic
complexity of an algorithmA(x) running in t(x) steps as its expected time Ext(x). A different
device may have a quadratic time overhead. For instance, recognition of input palindromes
requires quadratic time on a Turing machine with one tape, but only linear time with two
tapes. It may be that a similar overhead exists for much slower algorithms, too. Then
t(x) may be, say, ‖x‖2 for x 6∈ 0∗, while t(0 . . . 0) may be 2‖x‖ for one device and 4‖x‖ for
another. Take x uniformly distributed on {0, 1}n. Then Ext(x) for these devices would be
quadratic and exponential respectively: averaging does not commute with squaring. Besides,
this exponential average hardness is misleading since the hard instances would never appear
in practice!
More device-independent would be the median time, the minimal number of steps spent
for the harder half of instances. This measure, however, is not robust in another respect: it
can change dramatically if its half threshold is replaced with, say, a quarter.
Fortunately, these problems disappear as one of the many benefits of our Las Vegas
conventions. One can simply take algorithms in L and measure their chance of success for
inputs chosen randomly with a given distribution. The inverse of this chance, as a function
of, say, input length, is a robust measure of security of a one-way function. This measure
is important in cryptography, where any noticeable chance of breaking the code must be
excluded. A different measure is required for positive tasks aimed at success for almost all
instances. We start by considering a combined distribution over all instance lengths.
Definition 2 We consider an L-distribution of instances, i.e., a distribution of outputs of
an L-algorithm’s on empty input.3 Now, we run the generator k times (spending an average
time of O(k)) and apply the inverter until all generated solvable instances are solved.4 The
2Pronounced “Las” algorithms to hint at Las Vegas and the term’s inventor Laszlo Babai. I would like to
stress that no YACC (Yet Another Complexity Class) is being introduced here. L is a form of algorithms;
this is much less abstract than a class of algorithms or, especially, a class of problems solvable by a class of
algorithms. Besides, it is not really new, just a slight tightening of the Las Vegas restriction.
3If the instance generator is not algorithmic, the definition can be modified to use the output length
instead of complexity in the definition of L. The instances of length n should have probabilities combining
to a polynomial, e.g., p(x) = 1/(‖x‖ log ‖x‖)2.
4If the generator can produce unsolvable instances too, the definition ignores them.
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number of trials is a random variable depending on the inverter’s and generator’s dice. Its
median value MT(k) is called the multimedian time of inverting f by A.
This measure is robust in many respects. It commutes with squaring the inverter’s
complexity and, thus, is robust against variation of models. It does not depend much on the
1
2
probability cut-off used for median. Indeed, increasing k by a factor of c raises MT(k) as
much as does tightening the inverter’s failure probability to 2−c.
MT is relevant for both upper and lower bounds. Let T(x) be high for ε fraction of
x ∈ {0, 1}n. Then MT(k) is as high for k = n3/ε. Conversely, let MT(k) be high. Then,
with overwhelming probability, T(xi) is at least as high for some of n = k
2 random x1, . . . , xn
(and
∑
i
‖xi‖ = O(n)).
3.3 Nice Distributions
So far, we addressed the variance of performance of a randomized algorithm over its vari-
able dice for a fixed input, as well as the issue of averaging it over variable input with a
given distribution. Now we must address the variance of distributions. Choosing the right
distributions is not always trivial, a fact often dismissed by declaring them uniform. Such
declarations are confusing, though, since many different distributions deserve the name.
For instance, consider graphs G = (V,E ⊂ V 2), ‖V ‖ = n, where n is chosen with
probability c/n2 (here, c is a normalizing factor). For a given n, graphs G are chosen with
two distributions, both with a claim to uniformity: µ1 chooses G with equal probability
among all 2n
2
graphs; µ2 first chooses k = ‖E‖ with uniform probability 1/(n
2+1) and then
G with equal probability among all the Ckn2 candidates. The set {G : ‖E‖ = n
1.5} has then
µ2 probability 1/(n
2 + 1), while its µ1 is exponentially small. In fact, all nice distributions
can be described as uniform in a reasonable representation. Let me reproduce the argument,
sketched briefly in [19], adding an additional aspect that I will use later.
Let us use set-theoretic representation of integers: n = {0, 1, . . . , n − 1}. A measure µ
is an additive real function of sets of integers; µ(n) = µ({0}) + µ({1}) + . . . + µ({n − 1})
is its monotone distribution function. Its density µ′(n) = µ(n + 1) − µ(n) = µ({n}) is the
probability of {n} as a singleton, rather than of a set n = {0, 1, . . . , n −1}. Let Q2 be the
set of binary fractions i/2‖i‖ ∈ [1/2, 1). We round the real-valued µ to Q2, keeping only as
many binary digits as needed for constant factor accuracy of probabilities.
Definition 3 µ:N → Q2 is perfectly rounded if µ(x) is the shortest fraction within the
interval (µ(x− 1), µ(x+ 1)) and − logµ({x}) = O(‖x‖).
The last condition is just a convenience and can be met simply by mixing the (monotone)
µ with some simple distribution.
Lemma 1 Every computable µ:N → Q2 can be uniformly transformed into a perfectly
rounded µ1 computable at most ‖x‖ times slower than µ(x) and so that, for nondecreas-
ing µ (i.e., one with µ′ ≥ 0), µ′1 ≥ µ
′/4.
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Monotonicity is assured by comparing µ(x) with µ(y), for prefixes y of x ∈ Q2. Then
the claim can be achieved by rounding. First, round µ(x) to the shortest binary p that is
closer to it than to any other µ(y) and call these rounded values points. Find all slots, i.e.,
closest to p shorter binary fractions of each binary length. Then, for each slot in the order
of increased lengths, find the point that fills it in the successive roundings until the slot for
x is found.
All perfectly rounded µ have a curious property: bothm(x) = µ(x)/µ({x}) and ‖m(x)‖ =
− log µ({x}) are always integers, making µ(x) = .m(x) ∈ Q2, a fraction expressed by bits
of m(x) following the dot. So m is quite uniformly distributed: 2kµ(m−1(k)) ∈ [1, 2] for
k ∈ m(N). It is also computable in polynomial time, as m−1 is (by binary search). So, we
can use m(x) as an alternative representation for x, in which the distribution µ is remarkably
uniform.
Simple distributions are not normally general enough. They may be the ultimate source
of the information in the instances x of our problems, but the original information r is
transformed into x by some process A that may itself be something like a one-way function.
We can assume that A is an algorithm with a reasonable time bound, but not that its
output distribution is simple. Such distributions are called samplable. In [20], samplable
distributions are dealt with in a similar manner as with those in this section, though through
a different trick.
4 Completeness
4.1 Complete Distributions and Inverters
Given a function to invert, how would one generate hard instances? There are two aspects of
the problem. The first is achieving a significant probability of generation of hard instances.
The second is keeping the probability of easy instances negligible. A number of reductions
(with various limitations) exist between these tasks. Let us restrict our attention to the first
one.
First, note that Lemma 1 enumerates all distributions computable in time t(x), preserving
t within a linear factor. Thus, we can generate the largest of all these distributions by
adding them up with summable coefficients, say, 1/i2. This distribution will be complete
for TIME(t(x)) and belong to TIME(t(x)‖x‖). A nice alternative would be to combine
all complexities by translating high times into small probabilities, similarly to Section 3.1.
Instead, we will switch to samplable distributions directly.
Definition 4 Distributions generated by algorithms in L without input are called samplable.
If the algorithm has inputs, they are treated as a parameter for a family of samplable distri-
butions.
Usual versions of this definitions are broader, allowing a class of algorithms closer to
LV(P) and generation of polynomially larger distributions; we limit the generators to L for
greater precision.
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Proposition 1 There exists a complete, i.e., largest up to constant factors, family of sam-
plable distributions.
The lemma follows if we note that L is enumerable and, thus, the complete distribution
can be obtained by choosing members of L at random and running them. The generator of
this distribution spends O(1) average time per run and has the greatest in L (up to a constant
factor) capacity for generating surprises. (Compared to LV(P) algorithms, its chance of a
nasty surprise may be polynomially smaller.)
Since the complete distribution makes sense only to within a constant factor, it is robust
in logarithmic scale only and defines an objective hardness of “hitting” a set X given x.
Notation 1 By Kl(X/x), we denote the − log of probability of a set X under the complete
distribution family parameterized by x.
As often happens, a strong attack tool helps inventing a strong defense. Optimal searches
were noted, e.g., in [21, 22, 23] but here we get a nice version for free. The complete generator
of hard instances can be used as an optimal algorithm for solving them. Since algorithms in
L combine time into probability, their performance is measured by their chance of success.
The generator of an optimal distribution family (parameterized by the instance x) has the
highest, up to a constant factor, chance 1/S(f/x) = 2−Kl(f
−1(x)/x) of generating solutions.
Its minus logarithm s(f/x) measures the hardness of each individual instance x and is called
its security. The generator takes an O(1) average time per run and succeeds in expected
S(f/x) runs. No other method can do better.
Open problem. The constant factor in the optimal inversion algorithm may be arbitrarily
large. It is unknown whether it can be limited to a fixed constant (say, 10) independent of
the competing algorithm for sufficiently large instances.
4.2 Inversion Problems and OWFs
A complete distribution achieves about as high probability of hard instances as possible.
Using it makes the choice of a hard-to-invert function easy: all NP-complete functions would
do similarly well. However, the interesting goal is usually to find a function that is tough for
some standard, say, uniform distribution of instances. Serendipitously, Lemma 1 transforms
any P-time distribution into a uniform one via an appropriate encoding. Combined with this
encoding, any NP-complete function joins those hardest to invert. However, the encoding
destroys the function’s appeal, so the problem of combining a nice function with a nice
distribution remains.
Of course, while many functions seem hard, none are proven to be such. In [19, 20, 24,
25, 26, 27], a number of combinatorial and algebraic problems are proved to be complete on
average with uniform distributions, i.e., as hard as any inversion problem with samplable
distribution could be.
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These results, however, do not quite yield owfs. The difference between owf and complete
on average inversion problems can be described in many ways. The simplest one is to define
owfs as hard on average problems of inverting length-preserving functions. In this case the
choice between picking at random a witness (crucial for owfs), or an instance, becomes
unimportant.
Indeed, each witness gives only one instance. So if length is preserved, the uniform
distribution restricted to solvable instances does not exceed the one generated by uniformly
distributed witnesses. On the other hand, if the witnesses are mapped into much fewer hard
instances, they must have many siblings. Then, the function can be modified as follows.
Guess the logarithm k of the number of siblings of the witness w and pick a random member
a of a universal hash family ha(w). Output f(w), k, a, h
′
a(w), where h
′ is h truncated to k
bits. (These outputs, i.e. instances, are k bits too long but can be hashed into strings of the
same length as the witnesses.) The extra information in the output (if k is guessed correctly)
is nearly random, and so makes inversion no easier. However, the siblings are separated into
small groups and the numbers (and, thus, uniform probabilities) of hard instances and their
witnesses become comparable. The converse is also true:
Proposition 2 Any owf with multimedian V (k) of its security S(x) (for uniformly random
w and x = f(w)) can be transformed into a length-preserving owf with a 1/O(k) fraction of
instances that have security polynomially related to V .
First, the fraction of hard instances is boosted as described at the end of Section 3.2. If
the number of hard instances is much smaller than that of their witnesses, the function can
still be made length-preserving without altering its hardness by separating the siblings as in
the previous paragraph. See [20] for more detailed computations of the results of hashing
owfs.
4.3 Complete OWF: Tiling Expansion
We now modify the Tiling Problem to create a complete combinatorial owf. No such owf has
been described yet, though [9] shows the existence of an artificial complete owf. It would be
nice to have several complete owfs that are less artificial, i.e., intuitive to someone who does
not care to know the definition of computability. Below, such an example is given as a seed.
Hopefully, a critical mass of such examples will be achieved some day providing an arsenal
for reductions to more popular owf candidates to show their completeness.
NP versus owf completeness. It is a mystery why the industry of proving worst-case NP-
completeness of nice combinatorial problems is so successful. Of course, such questions refer
to art rather than science and so need not have a definite answer. It seems important that
several “clean” complete combinatorial NP problems are readily available without awkward
complexities that plague deterministic computation models. Yet, average-case completeness
is only slowly overcoming this barrier. And for complete owfs, my appeal to produce even
one clean example remained unanswered for two decades.
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A complete owf is easy to construct as a modification of a universal Turing Machine
(UTM). UTM computation, in turn, is easy to transform into combinatorial objects (tiled
squares, etc.). These objects are stripped from the many technicalities needed to define
a model of computation. Indeed, these technicalities are involved in making computation
deterministic, which is unnecessary since the final relation is intended to be nondeterministic
anyway. The “stripped” versions have simple combinatorial structure and appeal, which
makes it possible to find so many reductions to other mathematical objects.
This approach works for constructing average-complete NP problems. It fails, however,
to preserve length which is needed for constructing complete owfs. (In some other definitions,
length-preservation is replaced with other requirements, but these, too, are destroyed by the
above construction.) Here, I use simple tools, such as the concept of expansion, to try to
make a first step to overcome these problems. The construction preserves input length and
retains clean combinatorial structure of tiling. I hope that this first step could be used as a
master-problem for reductions to other nice owfs.
Tiles: unit squares with a letter at each corner;
may be joined if the letters match.
Expansion: maximal tile-by-tile unique (using given tiles)
extension of a partial tiling of a square with marked border.
a x
e r
x c
r z
e r
n s
r z
s z
Definition 5 Tiling Expansion is the following function: Expand a given top line of tiles to
a square using a given set of permitted tiles; output the bottom line and the permitted tiles.
Theorem 1 Tiling Expansion is a owf if and only if owfs exist.
The reduction. We start with a UTM, add a time counter that aborts after, say, n2 steps.
We preserve a copy of the program prefix and force it, as well as the input length, on the
output. This produces a complete “computational” length-preserving owf. Now, we reduce
the computation of the UTM, modified as above, to Tiling in a standard way. We add a
special border symbol and restrict the tiles so that it can combine only with the input or
output alphabets (of equal size), or with the end-tape symbol, or the state initiating the
computation, depending on the sides of the tile. The expansion concept does the rest.
Tiling is a nice combinatorial entity, but it lacks determinism. This demands specifying
all tiles in the square, which ruins the length preservation. Requiring the set of tiles to force
deterministic computation would involve awkward definitions unlikely to inspire connections
with noncomputational problems, reductions to which is the ultimate goal. Instead, expan-
sion allows an arbitrary set of tiles but permits the extension of a partially tiled square only
at places where such possible extension is unique. In this way, some partially tiled squares
can be completed one tile at a time; others get stuck. This process is inefficient, but efficiency
loss (small in parallel models) is not crucial here.
It remains an interesting problem to reduce this owf to other nice combinatorial or alge-
braic owfs thus proving their completeness.
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The raw owfs, however, are hard to use. While many results, such as, e.g., pseudo-random
generators, require no other assumptions, their constructions destroy efficiency almost en-
tirely. To be useful, owfs need other properties, e.g., low Renyi entropy. This low entropy
is also required for transforming weak owfs into strong ones (while preserving security, as
in [28]), and for other tasks. The following note suggests a way that may achieve this. (Its
f(x) + ax can be replaced with other hashings.)
Remark 1 Inputs of g(a, x) = (a, f(x) + ax) have ≤ 1 siblings on average for any length-
preserving f and a, x ∈GF2‖x‖.
Conjecture 1 The above g is one-way, for any owf f , and has the same (within a polynomial
factor) security.
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Ñëàá èìïåðàòîð è âñÿ åãî ðàòü
Ñíîâà Øàëòàÿ-Áîëòàÿ ñîáðàòü.
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Îäíîé èç íàèáîëåå âàæíûõ ïðîáëåì òåîðåòè÷åñêîé èíîðìàòèêè ÿâëÿåòñÿ
âîïðîñ î ñóùåñòâîâàíèè îäíîñòîðîííèõ óíêöèé. Ýòà ñòàòüÿ ðàññìàòðèâàåò è
óòî÷íÿåò ðÿä ïîíÿòèé, ñ íèì ñâÿçàííûõ. Â ÷àñòíîñòè, âïåðâûå ïðèâîäèòñÿ ÿâíîå
êîìáèíàòîðíîå ïîñòðîåíèå ïîëíîé îäíîñòîðîííåé óíêöèè (ïîëíîòà îçíà÷àåò, ÷òî
ýòà óíêöèÿ ÿâëÿåòñÿ îäíîñòîðîííåé, åñëè òàêîâûå âîîáùå ñóùåñòâóþò). Îñíîâíûå
êîíöåïöèè ñîäåðæàò íåîæèäàííî ìíîãî òîíêîñòåé (÷àñòè÷íî óæå óïîìèíàâøèõñÿ
â ëèòåðàòóðå). Çäåñü ïðåäëàãàåòñÿ íåêîòîðûé åäèíûé ïîäõîä.
1 Ââåäåíèå I: îáðàùåíèå óíêöèé
Ñ íåçàïàìÿòíûõ âðåìåí ÷åëîâå÷åñòâó íå ðàç íàïîìèíàëîñü  èíîãäà æåñòîêî  ÷òî
ñäåëàííîãî íå îáðàòèøü. Ìàòåìàòèêè ñòîëêíóëèñü ñ îðìàëüíûì âûðàæåíèåì ýòîé
ïðîáëåìû, åäâà íà÷àâ ñåðüåçíî àíàëèçèðîâàòü îñíîâàíèÿ ñâîåé íàóêè.
1.1. Ñòðàííàÿ àêñèîìà. Áîëåå âåêà íàçàä åîðã Êàíòîð ïðåäëîæèë ñâåñòè âñå
ðàçíîîáðàçèå ìàòåìàòè÷åñêèõ ïîíÿòèé ê åäèíñòâåííîìó ïîíÿòèþ ìíîæåñòâà, à âñå
ìàòåìàòè÷åñêèå òåîðåìû  ê åäèíñòâåííîé ñõåìå àêñèîì, êîòîðóþ ìîæíî íàçâàòü
∗
àáîòà âûïîëíåíà ïðè ÷àñòè÷íîé èíàíñîâîé ïîääåðæêå Clay Mathematis Institute, Boston Uni-
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Ýòè ñòðî÷êè àíãëèéñêîé çàãàäêè êîìáèíèðóþò õîðîøî èçâåñòíûé ÷èòàòåëþ ïåðåâîä Ìàðøàêà
ñî ñëåäóþùèì áîëåå áóêâàëüíûì ïåðåâîäîì: Êðóãëèê-îðáèê íà ñòåíêå ñèäåë, // Êðóãëèê-îðáèê ñ
òðåñêîì ñëåòåë. // Ñëàá èìïåðàòîð, ñëàáà åãî ðàòü // Êðóãëèêà-îðáèêà ñíîâà ñîáðàòü.  Ïðèìå÷àíèå
Ë.À. Ëåâèíà.
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ïîñòóëàòîì Êàíòîðà. Ýòîò ïîñòóëàò óòâåðæäàåò (äëÿ êàæäîé îðìóëû A(x) â
ÿçûêå òåîðèè ìíîæåñòâ), ÷òî ñóùåñòâóåò ìíîæåñòâî, êîòîðîå ñîñòîèò èç âñåõ x,
äëÿ êîòîðûõ âûïîëíåíî A(x). Ýòî áåçîáèäíîå óòâåðæäåíèå (ïî÷òè ÷òî îïðåäåëåíèå
ïîíÿòèÿ ìíîæåñòâà), êàê âñêîðå âûÿñíèëîñü, èìååò ìíîãî ñëåäñòâèé, è äàæå áîëüøå,
÷åì õîòåëîñü áû: èç íåãî ìîæíî âûâåñòè ïðîòèâîðå÷èå. ×òîáû ñïàñòè ïîëîæåíèå,
Öåðìåëî, Ôðåíêåëü è äðóãèå ìàòåìàòèêè ïðàãìàòè÷åñêè îãðàíè÷èëè ïîñòóëàò Êàíòîðà
íåêîòîðûìè åãî ÷àñòíûìè ñëó÷àÿìè, ðàçðåøèâ ëèøü îðìóëû A ñïåöèàëüíîãî
âèäà. Ïðè ýòîì âðîäå áû ïðîòèâîðå÷èÿ íå ïîëó÷àåòñÿ, à âñå öåííîå ïðîäîëæàåò
âûâîäèòüñÿ. Ïîëó÷èëàñü àêñèîìàòè÷åñêàÿ òåîðèÿ ìíîæåñòâ, èãðàþùàÿ öåíòðàëüíóþ
ðîëü â îñíîâàíèÿõ ìàòåìàòèêè.
Â 1904 ãîäó Öåðìåëî çàìåòèë, ÷òî â äîêàçàòåëüñòâàõ ìàòåìàòè÷åñêèõ òåîðåì
èñïîëüçóåòñÿ åùå îäíà àêñèîìà, (ïå÷àëüíî) çíàìåíèòàÿ àêñèîìà âûáîðà. Åå ìîæíî
ñîðìóëèðîâàòü òàê: äëÿ âñÿêîé óíêöèè f ñóùåñòâóåò îáðàòíàÿ ê íåé, ò.å. òàêàÿ
óíêöèÿ g, äëÿ êîòîðîé f(g(x)) = x ïðè âñåõ x èç îáëàñòè çíà÷åíèé óíêöèè f .
Ìàòåìàòèêè ïîñòåïåííî ïðèíÿëè åå, õîòÿ è íåîõîòíî: äî ñèõ ïîð èñïîëüçîâàíèå ýòîé
àêñèîìû îòìå÷àåòñÿ îñîáî. Àêñèîìà âûáîðà íå ÿâëÿåòñÿ ÷àñòíûì ñëó÷àåì ïîñòóëàòà
Êàíòîðà, ê òîìó æå èìååò ïàðàäîêñàëüíûå ñëåäñòâèÿ. Âîò ïðîñòîé ïðèìåð, îñíîâàííûé
íà òîì, ÷òî ýòà àêñèîìà ïîçâîëÿåò ñèììåòðè÷íûé âûáîð ïðîèçâîëüíîãî öåëîãî ÷èñëà.
àññìîòðèì àääèòèâíóþ ãðóïïó T = R/Z âåùåñòâåííûõ ÷èñåë ïî ìîäóëþ 1,
åñòåñòâåííî îòîæäåñòâëÿåìóþ ñ îêðóæíîñòüþ è ñ ïðîìåæóòêîì [0, 1). Ïóñòü Q10  åå
ïîäãðóïïà, ñîñòîÿùàÿ èç âñåõ êîíå÷íûõ äåñÿòè÷íûõ äðîáåé, ò.å. ÷èñåë âèäà a/10b. Ïóñòü
f ñîïîñòàâëÿåò ñ êàæäûì ÷èñëîì x ∈ T åãî ñìåæíûé êëàññ x + Q10 â àêòîð-ãðóïïå
T/Q10.
Ëþáàÿ îáðàòíàÿ ê f óíêöèÿ g âûáèðàåò â êàæäîì ñìåæíîì êëàññå ïî
ïðåäñòàâèòåëþ. Ïóñòü G = g(f(T))  ìíîæåñòâî ýòèõ ïðåäñòàâèòåëåé, ò.å. ìíîæåñòâî
çíà÷åíèé óíêöèè g. Â ýòîì ñëó÷àå äëÿ êàæäîãî x ∈ T ñóùåñòâóåò åäèíñòâåííûé
ñäâèã èç Q10, ïåðåâîäÿùèé x âíóòðü G (è T ðàçáèâàåòñÿ íà ñ÷åòíîå ÷èñëî êëàññîâ,
ïîëó÷àþùèõñÿ èç G ñäâèãîì íà ýëåìåíòû Q10).
Ìû íåñêîëüêî îòñòóïèì îò òðàäèöèîííîãî èçëîæåíèÿ, ÷òîáû ïîä÷åðêíóòü
ýëåìåíòàðíûé õàðàêòåð ðàññìàòðèâàåìîãî ïàðàäîêñà. Åùå îäíî (ïîñëåäíåå)
îáîçíà÷åíèå: äëÿ ëþáîãî ÷èñëà q ∈ Q10 ÷åðåç q
′
ìû îáîçíà÷èì ÷èñëî (10q) mod 1,
ïîëó÷àåìîå îòáðàñûâàíèåì ñòàðøåãî ðàçðÿäà.
Ïóñòü p, q  ýëåìåíòû Q10. ß ïðåäëàãàþ òàêîå ïàðè: åñëè x + p ∈ G (äëÿ ñëó÷àéíî
âûáðàííîé òî÷êè x íà îêðóæíîñòè), òî âû ïëàòèòå ìíå ðóáëü, à åñëè x + q ∈ G, òî ÿ
ïëà÷ó âàì äâà. Ýòî âûãîäíî äëÿ âàñ, ïîñêîëüêó ìîÿ ñòàâêà áîëüøå, à óñëîâèÿ âûèãðûøà
ñîâåðøåííî ñèììåòðè÷íû (ñîîòâåòñòâóþùèå ìíîæåñòâà îòëè÷àþòñÿ ïîâîðîòîì). Ìàëî
òîãî, ÿ ãîòîâ áûòü åùå áîëåå ùåäðûì è îäíîâðåìåííî çàêëþ÷èòü ìíîãî òàêèõ ïàðè,
ïî îäíîìó äëÿ êàæäîãî q ∈ Q10, q > 0; ÿ ñòàâëþ íà p = q
′
ïðîòèâ q. Êàê òîëüêî âû
ñîãëàøàåòåñü, ìû âûáèðàåì ñëó÷àéíîå x ∈ T (êàæäàÿ åãî öèðà ïîëó÷àåòñÿ áðîñàíèåì
÷åñòíîé ìîíåòû) è ïîäñ÷èòûâàåì íàøè ïðèáûëè è óáûòêè. Ïóñòü q  òîò åäèíñòâåííûé
ýëåìåíò ìíîæåñòâà Q10, äëÿ êîòîðîãî x + q ∈ G. Òîãäà ÿ ïðîèãðûâàþ ïàðè äëÿ ýòîãî
q è âûèãðûâàþ äåñÿòü ïàðè (äëÿ âñåõ q, ïðè êîòîðûõ q′ = q). Ùåäðîñòü îêóïàåòñÿ, íå
ïðàâäà ëè?
Íå òàê ïðîñòî îáúÿñíèòü, â ÷åì êîðåíü çëà â ýòîì ïàðàäîêñå. Â êàæäîé èãðå
ñðàáàòûâàþò ëèøü 11 ïàðè, è î èíàíñîâîé ïèðàìèäå ðå÷ü íå èäåò. Áîëåå òîãî, åñëè
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áðàòü â êà÷åñòâå x ñëó÷àéíóþ òî÷êó ñåðû, òî äàæå îáùåå ÷èñëî âñåõ âîçìîæíûõ ïàðè
ìîæíî ñäåëàòü êîíå÷íûì: Áàíàõ è Òàðñêèé [1℄ ïîêàçàëè, ÷òî ìîæíî ïîñòðîèòü øåñòü
ïàð (Ai, Ti), ãäå Ai åñòü íåêîòîðîå ïîäìíîæåñòâî ñåðû S
2
, à Ti  ïîâîðîò ýòîé ñåðû, ñ
òàêèì ñâîéñòâîì: ñòàâÿ íà x ∈ Ai ïðîòèâ Ti(x) ∈ Ai îäíîâðåìåííî ïðè âñåõ i = 1, . . . , 6,
ìû ïðîèãðûâàåì îäíî ïàðè è âûèãðûâàåì äâà (ïðè ëþáîì x). Âîçâðàùàÿñü ê íàøåìó
ïðèìåðó, îòìåòèì, ÷òî ÷èñëà x + p è x + q ïðîâåðÿþòñÿ íà ïðèíàäëåæíîñòü ê îäíîìó
è òîìó æå ìíîæåñòâó G è îòëè÷àþòñÿ â êîíå÷íîì ÷èñëå äåñÿòè÷íûõ ðàçðÿäîâ (ïðè÷åì
âñå ðàçðÿäû íåçàâèñèìû è ðàâíîâåðîÿòíû).
Ïîçâîëèòåëüíî óñîìíèòüñÿ âîîáùå â çàêîííîñòè ìûñëåííîãî ýêñïåðèìåíòà,
èñïîëüçóþùåãî áåñêîíå÷íîå ÷èñëî ñëó÷àéíûõ áðîñàíèé, èëè â îñìûñëåííîñòè âîïðîñà
î ïðèíàäëåæíîñòè x + q ìíîæåñòâó G. Íî ïðè ýòîì ìû ïîêóøàåìñÿ íà ñàìûå îñíîâû
òåîðèè ìíîæåñòâ. Ïðîùå èíòåðïðåòèðîâàòü îòêàç îò êàæóùåãîñÿ âûãîäíûì ïàðè êàê
ñêðûòîå íåäîâåðèå ê àêñèîìå âûáîðà.
1.2. Êîíå÷íûå îáúåêòû è ïîëíûé ïåðåáîð. Òåîðèþ âû÷èñëåíèé ýòè òðóäíîñòè
ñ îáðàùåíèåì óíêöèé çàòðàãèâàþò ìåíüøå, ïîñêîëüêó êîíå÷íûå îáúåêòû è òàê âïîëíå
óïîðÿäî÷åíû (ïðèíöèïîì ìàòåìàòè÷åñêîé èíäóêöèè) è àêñèîìà âûáîðà íè ê ÷åìó.
(Òåì íå ìåíåå âîïðîñ îá ýåêòèâíîì îáðàùåíèè óíêöèè îñòàåòñÿ àêòóàëüíûì.)
Ê òîìó æå øåííîíîâñêàÿ òåîðèÿ èíîðìàöèè äëÿ ëþáîé óíêöèè f ïðèïèñûâàåò
ñëó÷àéíîé âåëè÷èíå x ñòîëüêî æå èíîðìàöèè î ñëó÷àéíîé âåëè÷èíå f(x), ñêîëüêî
f(x) îá x. Êîëìîãîðîâñêàÿ (àëãîðèòìè÷åñêàÿ) òåîðèÿ èíîðìàöèè (ñì. [2, 3℄) ïîçâîëÿåò
îïðåäåëèòü ïîíÿòèå êîëè÷åñòâà èíîðìàöèè äëÿ êîíå÷íûõ (íå îáÿçàòåëüíî ñëó÷àéíûõ)
îáúåêòîâ: I(x : y), êîëè÷åñòâî èíîðìàöèè â x îá y, åñòü ðàçíîñòü ìåæäó äëèíàìè
êðàò÷àéøèõ ïðîãðàìì, ïîðîæäàþùèõ y áåç èñïîëüçîâàíèÿ x è ñ èñïîëüçîâàíèåì
x. Êîëìîãîðîâ è àâòîð íàñòîÿùåé ñòàòüè äîêàçàëè â 1967 ãîäó, ÷òî ýòà âåëè÷èíà,
ïîäîáíî øåííîíîâñêîé, ñèììåòðè÷íà: I(x : y) ≈ I(y : x), õîòÿ ýòî ðàâåíñòâî ëèøü
ïðèáëèæåííîå [4℄.
Â äîêàçàòåëüñòâå åñòü ïîäâîõ: èñïîëüçóåòñÿ ïîëíûé ïåðåáîð âñåõ ñòðîê äàííîé
äëèíû, òðåáóþùèé íåâîîáðàçèìî îãðîìíîãî âðåìåíè. Íàïðèìåð, ïðîèçâåäåíèå äâóõ
ïðîñòûõ ÷èñåë ñîäåðæèò âñþ èíîðìàöèþ îá ýòèõ ÷èñëàõ (è íàîáîðîò), íî èçâëå÷ü
ýòó èíîðìàöèþ íà ïðàêòèêå íåâîçìîæíî  èìåííî íà ýòîì ïðåäïîëîæåíèè îñíîâàíà
ñèñòåìà RSA [5℄ è ìíîæåñòâî äðóãèõ ïðèåìîâ ñîâðåìåííîé êðèïòîãðàèè. Êîëìîãîðîâ â
ñâîå âðåìÿ óêàçûâàë íà ñâîéñòâî ñèììåòðèè èíîðìàöèè êàê íà îäíó èç çàäà÷, õîðîøî
ïîäõîäÿùèõ äëÿ ïîïûòêè äîêàçàòü, ÷òî ïîëíûé ïåðåáîð íåóñòðàíèì (P 6= NP, êàê
ñêàçàëè áû ñåé÷àñ) [6℄.
Ïîÿâëåíèå ñèñòåìû RSA èçìåíèëî âçãëÿä íà òðóäíî îáðàòèìûå óíêöèè: äîñàäíîå
ïðåïÿòñòâèå ñòàëî íåçàìåíèìûì èíñòðóìåíòîì. Çà RSA ïîñëåäîâàëî ìíîæåñòâî äðóãèõ
óäèâèòåëüíûõ ïðèëîæåíèé. Îêàçàëîñü (è ýòî ñóùåñòâåííî äëÿ ìíîãèõ èç íèõ), ÷òî
òðóäíîñòü îáðàùåíèÿ óíêöèè ìîæíî ñêîíöåíòðèðîâàòü â åäèíñòâåííîì áèòå. îâîðÿò,
÷òî (ëåãêî âû÷èñëèìûé) ïðåäèêàò b(x) ÿâëÿåòñÿ òðóäíûì áèòîì (hard-ore bit) äëÿ
òðóäíî îáðàòèìîé (îäíîñòîðîííåé, one-way) óíêöèè f(x), åñëè âîññòàíîâèòü çíà÷åíèå
b(x) ïî f(x) (èëè óãàäàòü ñî ñêîëüêî-íèáóäü çàìåòíîé êîððåëÿöèåé) ñòîëü æå ñëîæíî,
êàê âîññòàíîâèòü âñå x.
Âïåðâûå òàêîé ïðåäèêàò áûë ïðåäëîæåí â [7℄ äëÿ óíêöèè f(x) = ax mod p.
Âñêîðå áûëè óêàçàíû òðóäíûå áèòû äëÿ ñèñòåìû RSA, äëÿ óíêöèè àáèíà (x 7→
7→ x2 mod n, ãäå n åñòü ïðîèçâåäåíèå äâóõ ïðîñòûõ ÷èñåë), à òàêæå äëÿ äðîáÿùèõ
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óíêöèé âèäà f ∗(x1, . . . , xn) = f(x1), . . . , f(xn) (ñì. [8℄; äîêàçàòåëüñòâî ëåììû îá
èçîëÿöèè, èñïîëüçóåìîé â [8℄ ïðè àíàëèçå òðóäíîñòè áèòà, ìîæíî íàéòè â [9℄). Â [10℄
ðåøåí îáùèé ñëó÷àé ïðîèçâîëüíîé îäíîñòîðîííåé óíêöèè (ñì. òàêæå [11, 12℄).
Ïî÷åìó òðóäíûå áèòû òàê âàæíû? Â [7, 8℄ ïîêàçàíî, êàê ñ èõ ïîìîùüþ
ìîæíî ïðåîáðàçîâàòü êîðîòêîå ñëó÷àéíîå äâîè÷íîå ñëîâî (seed) â íåîãðàíè÷åííóþ
ïîñëåäîâàòåëüíîñòü áèòîâ, íåîòëè÷èìûõ îò ñëó÷àéíûõ. Åñëè îäíîñòîðîííÿÿ óíêöèÿ
f ÿâëÿåòñÿ ïåðåñòàíîâêîé, òî ãîäèòñÿ ïîñëåäîâàòåëüíîñòü gs(i) = b(f
i(s)), i = 0, 1, 2, . . .
Îáùèé ñëó÷àé ðàçðàáîòàí â [13℄.
Òàêèì îáðàçîì áàðüåð ìåæäó ñëó÷àéíûìè è äåòåðìèíèðîâàííûìè ïðîöåññàìè
áûë ðàçìûò, è â 1980-õ ãîäàõ áûëè ïîëó÷åíû ìíîãèå ðåçóëüòàòû, êàçàâøèåñÿ
ðàíåå íåìûñëèìûìè. Ñðåäè íèõ îáùèå òåîðåìû êðèïòîãðàèè (ñì., íàïðèìåð,
[14℄), êîíñòðóêöèè äîêàçàòåëüñòâ ñ íóëåâûì ðàçãëàøåíèåì (zero-knowledge proofs)
è ðåàëèçàöèÿ ïðîèçâîëüíûõ ïðîòîêîëîâ âçàèìîäåéñòâèÿ íå äîâåðÿþùèõ äðóãó
ó÷àñòíèêîâ (êàê áûâàåò, ñêàæåì, â êàðòî÷íûõ èãðàõ) â âèäå èãð ñ ïîëíîé èíîðìàöèåé
[15℄. Ýòîò ïåðèîä ìîæíî íàçâàòü çîëîòûì âåêîì òåîðåòè÷åñêîé èíîðìàòèêè, è îí ñòàë
âîçìîæíûì áëàãîäàðÿ îäíîñòîðîííèì óíêöèÿì.
2 Ââåäåíèå II:
ýêñòðàâàãàíòíûå âû÷èñëèòåëüíûå ìîäåëè
2.1. Ïàäåíèå RSA. Çàìåòèì, ÷òî âñå ïåðå÷èñëåííûå êîíñòðóêöèè îñíîâàíû íà
îäíîñòîðîííèõ (ëåãêî âû÷èñëèìûõ è òðóäíî îáðàòèìûõ) óíêöèÿõ, à ñóùåñòâîâàíèå
òàêèõ óíêöèé îñòàåòñÿ ëèøü ãèïîòåçîé, íåîäíîêðàòíî ïîäâåðãàâøåéñÿ ðàçíîãî ðîäà
ñîìíåíèÿì.
Ïåðâûé ýïèçîä òàêîãî ðîäà ñâÿçàí ñ ñàìèì Øàìèðîì, îäíèì èç èçîáðåòàòåëåé
ñèñòåìû RSA. Îí äîêàçàë â [16℄, ÷òî ðàçëîæåíèå íà ìíîæèòåëè (íà òðóäíîñòè êîòîðîãî
îñíîâàíà RSA) ìîæåò áûòü âûïîëíåíî çà ïîëèíîìèàëüíîå ÷èñëî àðèìåòè÷åñêèõ
äåéñòâèé. Ïðè ýòîì êàæäîå äåéñòâèå ñ÷èòàåòñÿ çà îäíó îïåðàöèþ, íåçàâèñèìî îò
äëèíû ÷èñåë (unit-ost model). Ïðè âîçâåäåíèè â êâàäðàò äëèíà ÷èñëà óäâàèâàåòñÿ,
è ïîâòîðíîå âîçâåäåíèå â êâàäðàò áûñòðî ïðèâîäèò ê ÷èñëàì êîñìîëîãè÷åñêîãî
ðàçìåðà. Îäíî òàêîå ÷èñëî ìîæåò êîäèðîâàòü äëèííûé ìàññèâ îáû÷íûõ ÷èñåë, è îäíîé
îïåðàöèè ñîîòâåòñòâóåò áîëüøîé îáúåì ðàáîòû (íàïðèìåð, ïðîâåðêà ýêñïîíåíöèàëüíîãî
÷èñëà âîçìîæíûõ äåëèòåëåé). Àëãîðèòì Øàìèðà íå ïðîèçâåë âïå÷àòëåíèÿ íà êîñíûõ
êðèïòîãðàîâ: îòâåðãíóòîé îêàçàëàñü âû÷èñëèòåëüíàÿ ìîäåëü, èãíîðèðóþùàÿ äëèíó
÷èñåë, à íå RSA.
Äðóãàÿ íå ëèøåííàÿ ñõîäñòâà àòàêà íà RSA ïðîèñõîäèò â íàñòîÿùåå âðåìÿ
è íà÷àëàñü ñ çàìå÷àòåëüíîãî ðåçóëüòàòà Ïèòåðà Øîðà. Îí ïîêàçàë, ÷òî ìîæíî
ðàçëàãàòü ÷èñëà íà ìíîæèòåëè çà ïîëèíîìèàëüíîå âðåìÿ, èñïîëüçóÿ âîîáðàæàåìûå
àíàëîãîâûå âû÷èñëèòåëüíûå ìàøèíû, íàçâàííûå êâàíòîâûìè êîìïüþòåðàìè. Ýòè
ìàøèíû ïîäñêàçàíû çàêîíàìè êâàíòîâîé èçèêè (äîâåäåííûìè äî êðàéíîñòè).
2.2. Êâàíòîâûå êîìïüþòåðû. Êâàíòîâûé êîìïüþòåð ñîñòîèò èç n
âçàèìîäåéñòâóþùèõ ýëåìåíòîâ, íàçûâàåìûõ êóáèòàìè (q-bits). Êàæäûé èç íèõ
ÿâëÿåòñÿ êâàíòîâîé ñèñòåìîé; åå ÷èñòûå ñîñòîÿíèÿ ïðåäñòàâëÿþò ñîáîé åäèíè÷íûå
âåêòîðû â äâóìåðíîì êîìïëåêñíîì ïðîñòðàíñòâå C
2
; äâå êîìïîíåíòû âåêòîðà
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ïðåäñòàâëÿþò ñîáîé àìïëèòóäû äâóõ áóëåâñêèõ çíà÷åíèé. Ñîñòîÿíèå ñèñòåìû â öåëîì
ïðåäñòàâëÿåò ñîáîé âåêòîð â òåíçîðíîì ïðîèçâåäåíèè n äâóìåðíûõ ïðîñòðàíñòâ. Â
ýòîì ïðîèçâåäåíèè åñòü áàçèñ èç 2n âåêòîðîâ, ÿâëÿþùèõñÿ ïðîèçâåäåíèÿìè áàçèñíûõ
âåêòîðîâ ñîìíîæèòåëåé. Êàæäûé áàçèñíûé âåêòîð, òàêèì îáðàçîì, ñîîòâåòñòâóåò
äâîè÷íîìó ñëîâó äëèíû n. Êâàíòîâûé êîìïüþòåð îõëàæäàþò, èçîëèðóþò îò âíåøíåãî
ìèðà ïî÷òè èäåàëüíî è ïîìåùàþò â áàçèñíîå ñîñòîÿíèå, â êîòîðîì ÷àñòü áèòîâ
îáðàçóåò âõîäíîå ñëîâî, à îñòàëüíûå áèòû ðàâíû íóëþ. Äàëåå ïðîèçâîäèòñÿ
âû÷èñëåíèå, ñîñòîÿùåå èç ïîñëåäîâàòåëüíîãî ïðèìåíåíèÿ èäåàëüíî îáðàòèìûõ
ïðåîáðàçîâàíèé, ñîîòâåòñòâóþùèõ âçàèìîäåéñòâèþ êóáèòîâ. Ïîëó÷åííîå ñîñòîÿíèå
ìîæåò áûòü ñóïåðïîçèöèåé íåâîîáðàçèìî áûñòðî ðàñòóùåãî ÷èñëà áàçèñíûõ ñîñòîÿíèé
ñ ýêñïîíåíöèàëüíî ìàëûìè àìïëèòóäàìè. Âçàèìîäåéñòâèå ñ îêðóæàþùåé ñðåäîé
ìîæåò âíîñèòü îøèáêè, ïîýòîìó âû÷èñëåíèå ïðåäóñìàòðèâàåò êîððåêöèþ ýòèõ
îøèáîê (âîçìîæíóþ, åñëè îøèáêè ðåäêè è èìåþò ñïåöèàëüíûé âèä). Â îñòàëüíîì ìû
ïîëàãàåìñÿ íà çàêîíû êâàíòîâîé ìåõàíèêè, ñ÷èòàÿ èõ âûïîëíåííûìè ñ íåîãðàíè÷åííîé
òî÷íîñòüþ. Ïîñëåäíåå ïðåäïîëîæåíèå âåñüìà ñóùåñòâåííî, ïîñêîëüêó àìïëèòóäû
ýêñïîíåíöèàëüíî ìàëû è îòêëîíåíèÿ â ñîòîì (èëè äàæå íàìíîãî áîëåå äàëåêîì) çíàêå
ïîñëå çàïÿòîé ìîãóò ïîëíîñòüþ èçìåíèòü õîä âû÷èñëåíèÿ.
Â [17℄ ïîêàçàíî, ÷òî òàêèå êîìïüþòåðû ìîãóò âûïîëíÿòü ðàçëîæåíèå íà ìíîæèòåëè
çà ïîëèíîìèàëüíîå âðåìÿ. Èñïîëüçóÿ ãðóáóþ àíàëîãèþ, ìîæíî ñêàçàòü, ÷òî êàæäàÿ èç
ýêñïîíåíöèàëüíîãî ÷èñëà êîîðäèíàò ïðîâåðÿåò äåëèìîñòü íà ñîîòâåòñòâóþùåå ÷èñëî, è
àìïëèòóäû êîíöåíòðèðóþòñÿ â òåõ êîîðäèíàòàõ, êîòîðûå ñîîòâåòñòâóþò äåëèòåëÿì.
2.3. Ìàëåíüêèå òðóäíîñòè. Ïîïûòêà ðåàëèçîâàòü êîìïüþòåðû îïèñàííîãî
âèäà ñòàëêèâàåòñÿ ñ ìàññîé ïðîáëåì. Ñêàæåì, òðóäíî ïðåäñòàâèòü ñåáå èäåàëüíóþ
òåðìîèçîëÿöèþ, íå ãîâîðÿ óæå î çàùèòå îò íåéòðèíî, ãðàâèòàöèîííûõ âîëí è
òîìó ïîäîáíîé ýêçîòèêè; èõ âëèÿíèå íà êâàíòîâûå àìïëèòóäû íå îáÿçàòåëüíî
óäîâëåòâîðÿåò óñëîâèÿì, îò êîòîðûõ çàâèñèò êîððåêöèÿ îøèáîê. Áîëåå òîãî, äàæå è
êëàññè÷åñêèå âû÷èñëåíèÿ áåç ðàññåÿíèÿ òåïëà îñòàþòñÿ ãèïîòåòè÷åñêèìè, õîòÿ ïðî
íèõ ãîâîðÿò óæå íåñêîëüêî äåñÿòèëåòèé, à â âîîáðàæàåìûõ ìèðàõ ñ èñêóññòâåííûìè
çàêîíàìè âçàèìîäåéñòâèÿ èõ ñóùåñòâîâàíèå äàæå äîêàçàíî. Â ðåàëüíîì ìèðå, ãäå
íàì äîñòóïíî â îñíîâíîì ëèøü ýëåêòðîìàãíèòíîå âçàèìîäåéñòâèå ìåæäó ýëåêòðîíàìè,
ÿäðàìè è îòîíàìè, òàêîãî ðîäà ñõåìû (ïðîèçâîäÿùèå áîëüøèå âû÷èñëåíèÿ ñ ìàëûì
òåïëîâûäåëåíèåì) îñòàþòñÿ ñïåêóëÿòèâíûìè. Ïîýòîìó ïîíèæåíèå òåìïåðàòóð èìååò
ïðåäåë, à äàæå è íåáîëüøîå êîëè÷åñòâî òåïëà ìîæåò ñèëüíî íàðóøèòü êîãåðåíòíîñòü.
Áîëåå òîãî, íåêîíòðîëèðóåìûå ñòåïåíè ñâîáîäû ìîãóò áûòü áîëåå îïàñíû, ÷åì ïðîñòîå
íàãðåâàíèå: êòî çíàåò, ê ÷åìó ìîæåò ïðèâåñòè èõ âçàèìîäåéñòâèå ñ òîí÷àéøå
ñêîððåëèðîâàííûìè ñîñòîÿíèÿìè êóáèòîâ?
2.4. Çà ñîòíè öèð îò çàïÿòîé. Âñå ýòî öâåòî÷êè. Îñíîâíàÿ ïðîáëåìà äðóãàÿ: â
òðåáîâàíèè, ÷òîáû çàêîíû êâàíòîâîé ìåõàíèêè áûëè ñïðàâåäëèâû ñ òîé àíòàñòè÷åñêîé
òî÷íîñòüþ (ñîòíè, åñëè íå ìèëëèîíû çíàêîâ ïîñëå çàïÿòîé), êîòîðàÿ íóæíà äëÿ
êâàíòîâûõ àëãîðèòìîâ. Ôèçèêè íå çíàþò íè îäíîãî çàêîíà, êîòîðûé áûë áû ñïðàâåäëèâ
ñ òî÷íîñòüþ äî íåñêîëüêèõ äåñÿòêîâ çíàêîâ. Êàê ó÷èò èñòîðèÿ èçèêè, êàæäûå
íåñêîëüêî ñëåäóþùèõ çíàêîâ òðåáóþò íîâûõ òåîðèé è ïåðåîñìûñëåíèÿ áàçèñíûõ
ïîíÿòèé. Ìîæåò, ïðè òàêîì óðîâíå òî÷íîñòè íàäî ñ÷èòàòü êâàíòîâûå àìïëèòóäû íå
êîìïëåêñíûìè ÷èñëàìè, à êâàòåðíèîíàìè, ðàñêðàøåííûìè ãðààìè èëè ãðåìëèíàìè
ñ ÷åðíûì þìîðîì. . . ß ïîäîçðåâàþ, ÷òî èçèêè è â çàêîíû àðèìåòèêè-òî ñ òàêîé
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òî÷íîñòüþ íå âåðÿò. (Íà ñàìîì äåëå ìû äàæå çíàåì, ÷òî îñíîâíûå çàêîíû èçèêè íå
ìîãóò âûïîëíÿòüñÿ ñ òàêîé òî÷íîñòüþ, ïîñêîëüêó îíè íà÷èíàþò ïðîòèâîðå÷èòü äðóã
äðóãó!)
È âîîáùå, êàêîé ìîæåò áûòü èçè÷åñêèé ñìûñë â 500-çíà÷íîì ÷èñëå? Ïóñòü
ìû ãîâîðèì: Â ýòîì ÿùèêå õðàíÿòñÿ êóáèòû, êîòîðûå ñîäåðæàò òåêñò äåñÿòè
çàïîâåäåé, ñ àìïëèòóäîé, â êîòîðîé òðè äåñÿòè÷íûå öèðû, íà÷èíàÿ ñ ïÿòèñîòîé,
ðàâíû 666. Åñòü ëè õîòü êàêîé-òî èçè÷åñêèé ñìûñë â íàøåì óòâåðæäåíèè? Åñëè
ñîñòîÿíèå ñèñòåìû áëèçêî ê áàçèñíûì âåêòîðàì òåíçîðíîãî ïðîèçâåäåíèÿ, òî ìîæíî
íàäåÿòüñÿ ïåðåîðìóëèðîâàòü óòâåðæäåíèå, çàìåíèâ äëèííóþ äåñÿòè÷íóþ äðîáü íà
íåñêîëüêî êîðîòêèõ (êîòîðûå óæå ìîæíî èçìåðÿòü). ×òî-òî îñìûñëåííîå ìîæíî
âîîáðàçèòü äëÿ áîëüøèõ ñèñòåì òèïà ëàçåðîâ èëè êîíäåíñèðîâàííûõ ñîñòîÿíèé,
ãäå îòäåëüíûìè ñîñòîÿíèÿìè ìîæíî ïðåíåáðå÷ü. Íî ðàçëîæåíèå íà ìíîæèòåëè ñ
ïîìîùüþ êâàíòîâûõ êîìïüþòåðîâ ñóùåñòâåííî èñïîëüçóåò ýêñïîíåíöèàëüíîå ÷èñëî
ãëóáîêî èíäèâèäóàëüíûõ ñîñòîÿíèé. Ìíå òðóäíî ïðåäñòàâèòü, ÷åì â òàêîé ñèòóàöèè
ìîæíî çàìåíèòü îáùåå è ïðÿìîå ïðåäñòàâëåíèå àìïëèòóä ñ íåâîîáðàçèìîé òî÷íîñòüþ,
ðàçâå ÷òî ñäåëàâ èõ áîëåå èçè÷åñêèìè çà ñ÷åò âûáîðà ìåíåå èçè÷åñêîãî áàçèñà.
àññìîòðèì ýòîò ïîäõîä áîëåå ïîäðîáíî.
2.5. Êàê ìàëà âñåëåííàÿ. Ñòîðîííèêè êâàíòîâûõ êîìïüþòåðîâ ÷àñòî ãîâîðÿò,
÷òî òàê èëè èíà÷å ìû áóäåì â âûèãðûøå: óäàñòñÿ ëèáî ñäåëàòü ðàáîòàþùèé êâàíòîâûé
êîìïüþòåð, ëèáî óòî÷íèòü çàêîíû êâàíòîâîé ìåõàíèêè. Íàïðèìåð, Ï. Øîð â [18℄
ãîâîðèò:
Åñëè â êâàíòîâîé ìåõàíèêå èìåþòñÿ íåëèíåéíûå ýåêòû, êîòîðûå ìîæ-
íî îáíàðóæèòü, íàáëþäàÿ çà íåèñïðàâíîé ðàáîòîé êâàíòîâûõ êîìïüþòåðîâ,
èçèêè ÂÅÑÜÌÀ çàèíòåðåñóþòñÿ èìè (ÿ áû îæèäàë Íîáåëåâñêîé ïðåìèè
çà óáåäèòåëüíîå ñâèäåòåëüñòâî òàêèõ ýåêòîâ).
àññìîòðèì, îäíàêî, äðóãîé âàðèàíò: íàì óäàåòñÿ ñäåëàòü êâàíòîâûå êîìïüþòåðû
èç íåñêîëüêèõ êóáèòîâ, ðàáîòàþùèå â ñîîòâåòñòâèè ñ òåîðèåé. Ñ ðîñòîì ÷èñëà êóáèòîâ,
îäíàêî, òàêèå êîìïüþòåðû ñäåëàòü âñå ñëîæíåå, è ïðîãðåññ îñòàíàâëèâàåòñÿ çàäîëãî
äî òîãî, êàê êâàíòîâûå âû÷èñëåíèÿ ñïîñîáíû ñîïåðíè÷àòü ñ âû÷èñëåíèÿìè íà îáîðîòå
ñòàðîãî êîíâåðòà. Ïîýòîìó ðàçëàãàòü áîëüøèå ÷èñëà íà ìíîæèòåëè ìû íå ìîæåì.
Ìîæíî ëè õîòÿ áû ïðåòåíäîâàòü íà áîëåå èëè ìåíåå äîñòîéíóþ ïðåìèþ çà ïîïðàâêè ê
êâàíòîâîé ìåõàíèêå?
Îäíàêî íàãðàæäàþùèé êîìèòåò çàõî÷åò óâèäåòü ÷òî-íèáóäü áîëåå êîíêðåòíîå, ÷åì
ïðîñòî íåðàáîòàþùèé êîìïüþòåð,  íàïðèìåð, ÿâíîå óêàçàíèå ñîñòîÿíèÿ, â êîòîðîì
îí íàõîäèòñÿ. Íî âñåõ ðåñóðñîâ âñåëåííîé îêàçûâàåòñÿ íåäîñòàòî÷íî, ÷òîáû èçìåðèòü
íåîáõîäèìîå ÷èñëî êîîðäèíàò ñ íåîáõîäèìîé òî÷íîñòüþ. (Îñòàåòñÿ ëèøü íàäåÿòüñÿ íà
Íîáåëåâñêóþ ïðåìèþ ïî ýêîíîìèêå, åñëè óäàñòñÿ ñîáðàòü äåíüãè, íåîáõîäèìûå äëÿ
ðàçëîæåíèÿ ïÿòèçíà÷íûõ ÷èñåë íà ìíîæèòåëè ñ ïîìîùüþ êâàíòîâûõ êîìïüþòåðîâ!)
Ñäåëàåì íåêîòîðûå îöåíêè, îáîçíà÷àÿ ÷åðåç ∼n íåáîëüøèå ñòåïåíè ÷èñëà n.
Ó êðèïòîãðàîâ ÷èñëà, ïîäëåæàùèå ðàçëîæåíèþ íà ìíîæèòåëè, ìîãóò èìåòü òûñÿ÷è (à
ëåãêî âîçìîæíû è ìèëëèîíû) áèòîâ. Ïðîñòðàíñòâî ñîñòîÿíèé H ðàçìåðíîñòè 2∼n èìååò
ïðèìåðíî 22
∼n
ïî÷òè îðòîãîíàëüíûõ äðóã äðóãó âåêòîðîâ. àññìîòðèì ýëåìåíò v ∈ H
îáùåãî ïîëîæåíèÿ (áóäåì íàçûâàòü òàêèå âåêòîðû ìåãàñîñòîÿíèÿìè). Ìèíèìàëüíûé
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ðàçìåð ìàøèíû, êîòîðàÿ ìîæåò ïîðîäèòü èëè ðàñïîçíàòü v, èìååò ïîðÿäîê K = 2∼n 
çíà÷èòåëüíî áîëüøå, ÷åì âñåëåííàÿ. Â ñàìîì äåëå, äîñòàòî÷íî ïîñ÷èòàòü ìàøèíû
èç K àòîìîâ: èõ ïðèìåðíî 2∼K .
Åñòü ïðèíöèïèàëüíàÿ ðàçíèöàìè ìåæäó íå íàáëþäàâøèìèñÿ è ïðèíöèïèàëüíî
íåíàáëþäàåìûìè âåùàìè. Óòâåðæäåíèÿ ïðî îòäåëüíûå ìåãàñîñòîÿíèÿ íåíàáëþäàåìû.
Ìîæíî ïðåäñòàâèòü ñåáå ñïîñîá îòëè÷èòü äâà ìåãàñîñòîÿíèÿ äðóã îò äðóãà, íî  êàê
ïîêàçûâàþò ñäåëàííûå îöåíêè  íåò âîçìîæíîñòè îòäåëèòü äàííîå ñîñòîÿíèå (îáùåãî
ïîëîæåíèÿ) îò âñåõ äàëåêèõ îò íåãî ñ òîé ñòåïåíüþ òî÷íîñòè, êîòîðàÿ ñóùåñòâåííà
äëÿ ïîâåäåíèÿ êâàíòîâîãî êîìïüþòåðà. Êàêîé, â òàêîì ñëó÷àå, ýêñïåðèìåíò ìîæåò
ïîäòâåðäèòü ïðàâèëüíîå ñîñòîÿíèå êâàíòîâîãî êîìïüþòåðà? (Äàæå ìûñëåííûé  â
ïðåäïîëîæåíèè, ÷òî ìû ïîëüçóåìñÿ ðåñóðñàìè âñåé âñåëåííîé, íî íå áîëåå!)
Åùå Àðõèìåä îòêðûë, ÷òî öèðîâàÿ îðìà ïðåäñòàâëåíèÿ ÷èñåë ýêñïîíåíöèàëüíî
ýåêòèâíåå àíàëîãîâîé (êó÷è ïåñêà). Âïîñëåäñòâèè ðàçëè÷íûå àíàëîãîâûå óñòðîéñòâà
ðåäêî îêàçûâàëèñü âïå÷àòëÿþùèìè. Íåÿñíî, ïî÷åìó êâàíòîâûå êîìïüþòåðû äîëæíû
áûòü èñêëþ÷åíèåì.
2.6. Ìåòðèêà èëè òîïîëîãèÿ? îâîðÿ î ïðèáëèæåíèÿõ ê ñîñòîÿíèÿì ñèñòåìû,
ìû îáíàðóæèâàåì, ÷òî â êâàíòîâîé ìåõàíèêå îòñóòñòâóåò àäåêâàòíûé îðìàëèçì.
Åñòü òîíêîå ðàçëè÷èå ìåæäó ïðèáëèæåíèÿìè â ñìûñëå ìåòðèêè è òîïîëîãèè. Ìåòðèêà
ãîâîðèò î òîì, íàñêîëüêî îäíî (õîðîøåå) ñîñòîÿíèå áëèçêî ê ñïåöèè÷åñêîìó äðóãîìó
(ïëîõîìó). Òîïîëîãèÿ èìååò äåëî ñ áëèçîñòüþ õîðîøåãî ñîñòîÿíèÿ ê ñî÷åòàíèþ âñåõ
íåïðèåìëåìûõ (íå îêðåñòíûõ) ñîñòîÿíèé, è ýòî íå îáÿçàòåëüíî òî æå ñàìîå, ÷òî
ðàññòîÿíèå äî áëèæàéøåãî ïëîõîãî ñîñòîÿíèÿ, îñîáåííî äëÿ êâàíòîâûõ ñèñòåì.
Â áåñêîíå÷íîìåðíûõ ïðîñòðàíñòâàõ åñòü ðàçíûå ñïîñîáû îòëè÷àòü êîíå÷íóþ
ðàçäåëåííîñòü òî÷êè è ìíîæåñòâà îò íóëåâîé (ðàçíûå òîïîëîãèè). Â êîíå÷íîìåðíîì
ñëó÷àå ñ îðìàëüíîé òî÷êè çðåíèÿ òàêîãî ðàçëè÷èÿ íåò: âñå òîïîëîãèè ñîâïàäàþò.
Îäíàêî ÷èñëà ïîðÿäêà 2500 ìîæíî ñ÷èòàòü êîíå÷íûìè ëèøü â âåñüìà èëîñîñêîì
ñìûñëå, è áûëî áû æåëàòåëüíî ââåñòè íåêîå ïîíÿòèå ñëàáîòîïîëîãè÷åñêîé ãëóáèíû
îêðåñòíîñòè, ïîëèíîìèàëüíî ñâÿçàííîå ñ ðåñóðñàìè, íåîáõîäèìûìè äëÿ äîñòèæåíèÿ
ýòîé ãëóáèíû. Ïðè ýòîì òî÷íîñòü, ñîîòâåòñòâóþùàÿ ðàçóìíîé ãëóáèíå, äîëæíà
áûòü èçè÷åñêè äîñòèæèìîé (âîçìîæíî ïîðîæäàòü òî÷êè âíóòðè ñîîòâåòñòâóþùåé
îêðåñòíîñòè, îòäåëÿòü öåíòð îêðåñòíîñòè îò òî÷åê, â íåé íå ëåæàùèõ, è ò.ä.).
Èìåÿ óíêöèþ ðàññòîÿíèÿ, ìû ìîæåì ãîâîðèòü îá ε-îêðåñòíîñòÿõ (÷òî íåâîçìîæíî
â òîïîëîãèè, ãäå êîíêðåòíîå çíà÷åíèå ε îòñóòñòâóåò, èçâåñòíî ëèøü ñóùåñòâîâàíèå
íåêîòîðîãî ε > 0). Îäíàêî ε-îêðåñòíîñòè â ìåòðè÷åñêèõ ïðîñòðàíñòâàõ íåèçáåæíî
îáëàäàþò òàêèì ñâîéñòâîì (êîòîðîå ìîæíî íàçâàòü àêñèîìîé ïåðåñå÷åíèÿ):
ïåðåñå÷åíèå ëþáîãî ìíîæåñòâà ε-îêðåñòíîñòåé (ïðè äàííîì ε) åñòü ε-îêðåñòíîñòü.
îâîðÿ î áëèçîñòè â ïðîñòðàíñòâå ñîñòîÿíèé êâàíòîâîé ñèñòåìû, ìû ìîæåò çàõîòåòü
èçìåðÿòü ãëóáèíó îêðåñòíîñòè ÷èñëîì, íå ïîä÷èíÿÿñü àêñèîìå ïåðåñå÷åíèÿ. Âîò
ïðèìåð òàêîãî ðîäà èçìåðåíèÿ (íå ïðåòåíäóþùèé íà ïðèãîäíîñòü äëÿ íàøèõ öåëåé).
Ïðåäïîëîæèì, ÷òî îêðåñòíîñòü íóëÿ çàäàåòñÿ ñèñòåìîé ëèíåéíûõ íåðàâåíñòâ fi(x) < 1;
òîãäà åå ãëóáèíîé ñ÷èòàåòñÿ ÷èñëî 1/
∑
i
‖fi‖, õîòÿ îãðàíè÷åíèå òî÷êè x ñåðîé ñ
ãèëüáåðòîâîé íîðìîé 1 ñäåëàëî áû ýòó ãëóáèíó êâàäðàòè÷íî ñâÿçàííîé ñ ðàäèóñîì
îêðåñòíîñòè.
Âîçìîæíî, ÷òî áîëåå îñìûñëåííûé ñ òî÷êè çðåíèÿ èçèêè ïîäõîä ìîæíî
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ïîëó÷èòü, åñëè ó÷èòûâàòü íàëè÷èå ñïåöèàëüíîãî áàçèñà (ñîñòàâëåííîãî èç òåíçîðíûõ
ïðîèçâåäåíèé).
2.7. Íå ïðîäåøåâèòü! àçëîæåíèå íà ìíîæèòåëè ñ ïîìîùüþ êâàíòîâûõ
êîìïüþòåðîâ êàæåòñÿ ìíå íàó÷íîé àíòàñòèêîé. Ìîæíî ëèøü ñîæàëåòü, ÷òî â
ïîïóëÿðíûõ îáçîðàõ îíî íå îòäåëÿåòñÿ îò áîëåå ðåàëèñòè÷íûõ ïðåäëîæåíèé  êâàíòîâîé
êðèïòîãðàèè, êâàíòîâîé èíîðìàöèè, à òàêæå êâàíòîâûõ âû÷èñëåíèé, â êîòîðûõ
ñóùåñòâåíåí íåëîêàëüíûé äîñòóï ê èíîðìàöèè (íàïðèìåð, áûñòðûé ïîèñê â áîëüøèõ
ìàññèâàõ).
Ñëåäóåò îòìåòèòü òàêæå, ÷òî óíäàìåíòàëüíûå ïðè÷èíû, ïðåïÿòñòâóþùèå ðàáîòå
êâàíòîâûõ êîìïüþòåðîâ, îïðåäåëåííî íå ÿñíû è çàñëóæèâàþò ñåðüåçíîãî èçó÷åíèÿ.
Ïîëüçà îò íåãî ìîæåò áûòü áîëüøå, ÷åì âñÿ ìûñëèìàÿ ïîëüçà îò áûñòðîãî
ðàçëîæåíèÿ íà ìíîæèòåëè. Ïðåäñòàâüòå ñåáå, ÷òî çíàìåíèòûé äåìîí Ìàêñâåëëà â ñâîå
âðåìÿ ðåêëàìèðîâàëñÿ áû êàê ïåðñïåêòèâíûé ñïîñîá ïîëó÷åíèÿ ýëåêòðîýíåðãèè èç
îêðóæàþùåãî òåïëà! Âåðîÿòíî, â òàêîì ñëó÷àå ñîâðåìåííàÿ òåðìîäèíàìèêà ïîÿâèëàñü
áû çàìåòíî ïîçæå.
Â îñòàâøåéñÿ ÷àñòè ñòàòüè ìû íå ðàññìàòðèâàåì ýêñòðàâàãàíòíûå ìîäåëè
âû÷èñëåíèé è òâåðäî ïðèäåðæèâàåìñÿ ïîëèíîìèàëüíîãî òåçèñà ×åð÷àÒüþðèíãà:
ëþáîå âû÷èñëåíèå, òðåáóþùåå t òàêòîâ ðàáîòû s-áèòîâîãî óñòðîéñòâà, ìîæíî
ìîäåëèðîâàòü íà ìàøèíå Òüþðèíãà çà sO(1)t øàãîâ ñ ïàìÿòüþ sO(1).
3 Ïîäâîõè óñðåäíåíèÿ
Ñàìà ïî ñåáå òðóäíîñòü îáðàùåíèÿ óíêöèè â õóäøåì ñëó÷àå (íà ñàìîì òðóäíîì
âõîäå) åùå ìàëî ÷òî çíà÷èò. Ïðåäñòàâèì ñåáå, íàïðèìåð, ÷òî âñå âõîäû äåëÿòñÿ
íà ëåãêèå è òðóäíûå. Ëåãêèå âõîäû x òðåáóþò âðåìåíè ‖x‖2 äëÿ îáðàáîòêè;
à òðóäíûå  ýêñïîíåíöèàëüíîãî ñðåäíåãî âðåìåíè êàê äëÿ îáðàáîòêè, òàê è äëÿ
íàõîæäåíèÿ âåðîÿòíîñòíûìè àëãîðèòìàìè. Â òàêîì ñëó÷àå âñåëåííàÿ ñëèøêîì ìàëà,
÷òîáû ïîðîäèòü ïðèìåð, êîòîðûé ìû íå ìîæåì ðåøèòü, è îáðàùåíèå óíêöèé íå
ïðåäñòàâëÿåò òðóäíîñòåé íà ïðàêòèêå.
Íà ïðàêòèêå âàæíà òðóäíîñòü îáðàùåíèÿ â òèïè÷íûõ ñëó÷àÿõ. Èìåííî îíà ìåøàåò
ðàçðàáîò÷èêàì àëãîðèòìîâ è äåëàåò âîçìîæíûìè ðàçíûå êðèïòîãðàè÷åñêèå ÷óäåñà.
Íî êîððåêòíîå îïðåäåëåíèå òèïè÷íîñòè  âåùü äîâîëüíî òîíêàÿ.
3.1. Las Vegas-àëãîðèòìû. Ïðåæäå âñåãî íàäî äîãîâîðèòüñÿ î ñïîñîáàõ èçìåðåíèÿ
ýåêòèâíîñòè àëãîðèòìà îáðàùåíèÿ. Àëãîðèòì îáðàùåíèÿ A(x, α) ïîëó÷àåò íà
âõîä çíà÷åíèå x = f(w) îáðàùàåìîé óíêöèè f íà íåêîòîðîì èñêîìîì w, à òàêæå
ïîñëåäîâàòåëüíîñòü ñëó÷àéíûõ áèòîâ α ∈ {0, 1}N. Åñëè ðå÷ü èäåò îá îáðàùåíèè,
êîãäà ìû ìîæåì ïðîâåðèòü îòâåò ïîäñòàíîâêîé, íàì íåò íåîáõîäèìîñòè çàáîòèòüñÿ
î íåâåðíûõ îòâåòàõ, è ìîæíî ïðåäïîëàãàòü, ÷òî àëãîðèòì ëèáî äàåò âåðíûé îòâåò
(îäèí èç ïðîîáðàçîâ ýëåìåíòà x), ëèáî íå äàåò íèêàêîãî îòâåòà (âîçìîæíî, íèêîãäà
íå îñòàíàâëèâàåòñÿ). Òàêèå àëãîðèòìû íàçûâàþò Las Vegas-àëãîðèòìàìè.
Ýåêòèâíîñòü ðàáîòû àëãîðèòìà íà äàííîì ïðèìåðå x èçìåðÿåòñÿ äâóìÿ
ïàðàìåòðàìè: îáúåìîì V âû÷èñëåíèÿ3 è âåðîÿòíîñòüþ pV (îòíîñèòåëüíî α) óñïåøíîãî
3
Ìû ãîâîðèì îáúåì, à íå âðåìÿ, èìåÿ â âèäó âîçìîæíûå ìîäåëè âû÷èñëåíèé ñ íåîãðàíè÷åííûì
ïàðàëëåëèçìîì.
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îáðàùåíèÿ çà V øàãîâ. Ýòè ïàðàìåòðû ñâÿçàíû äðóã ñ äðóãîì: ìîæíî óâåëè÷èòü
âåðîÿòíîñòü óñïåõà p çà ñ÷åò ïîâòîðåíèÿ A ïðè ðàçíûõ íåçàâèñèìûõ α; ïðè ýòîì
îòíîøåíèå V/p (òî÷íåå −V/ log(1− p)) ìåíÿåòñÿ ìàëî. Ïîýòîìó êàæåòñÿ ðàçóìíûì
(êàê ýòî ÷àñòî è äåëàåòñÿ) èêñèðîâàòü çíà÷åíèå p è òðåáîâàòü, ÷òîáû àëãîðèòì
âûäàâàë âåðíûé îòâåò, ñêàæåì, ñ âåðîÿòíîñòüþ 1/2 èëè áîëüøå. Îäíàêî ïðè ýòîì
âîçíèêàåò òðóäíîñòü: îöåíêà âåðîÿòíîñòè p è íåîáõîäèìîãî ÷èñëà ïîâòîðåíèé ìîæåò
ïîòðåáîâàòü ýêñïîíåíöèàëüíîãî îáúåìà (â õóäøåì ñëó÷àå), è ïîòîìó èìååò ñìûñë
ãîâîðèòü ëèøü î ñðåäíåì îáúåìå âû÷èñëåíèé (äëÿ èêñèðîâàííîé âåðîÿòíîñòè óñïåõà).
Ïîä÷åðêíåì, ÷òî óñðåäíåíèå âûïîëíÿåòñÿ ëèøü ïî âíóòðåííèì ñëó÷àéíûì áèòàì (ò.å.
ïî α), âõîä x âûáèðàåòñÿ ïðîòèâíèêîì. Ïðè òàêîì ïîäõîäå äâà ïàðàìåòðà äëÿ èçìåðåíèÿ
ýåêòèâíîñòè èçëèøíè: óâåëè÷åíèÿ âåðîÿòíîñòè ìîæíî äîñòè÷ü çà ñ÷åò óâåëè÷åíèÿ
ñðåäíåãî îáúåìà è íàîáîðîò (÷òîáû óìåíüøèòü ñðåäíèé îáúåì, äîñòàòî÷íî âûïîëíÿòü
îáðàùåíèå ëèøü ñ íåêîòîðîé ìàëîé âåðîÿòíîñòüþ).
Ìîæíî ïîéòè äðóãèì ïóòåì è íîðìàëèçîâàòü íå âåðîÿòíîñòü óñïåõà, à ñðåäíèé
îáúåì âû÷èñëåíèé. Ïðè ýòîì ìû èçáåãàåì íàêëàäíûõ ðàñõîäîâ íà îöåíêó âåðîÿòíîñòè
óñïåõà è óìåíüøåíèÿ ìîäóëÿðíîñòè èç-çà êîìáèíèðîâàíèÿ íåñêîëüêèõ ïðèìåíåíèé
àëãîðèòìà. Åñòü, îäíàêî, áîëåå âàæíûå àðãóìåíòû â ïîëüçó òàêîãî ïîäõîäà: ïðåäñòàâèì
ñåáå, íàïðèìåð, ÷òî ðàçëè÷íûå ïðîîáðàçû äàííîãî çíà÷åíèÿ îäíîñòîðîííåé óíêöèè
èìåþò ðàçíîå (è òðóäíî ñðàâíèìîå) êà÷åñòâî. Îãðàíè÷åíèÿ æå ñðåäíåãî îáúåìà
âû÷èñëåíèÿ èìåþò âïîëíå ÿñíûé ñìûñë. Äëÿ êîíêðåòíîé ìîäåëè âû÷èñëåíèé ìîæíî
èêñèðîâàòü O(1)-ãðàíèöó äëÿ îáúåìà; åñëè æå ìû õîòèì ðàáîòàòü ñ ðàçëè÷íûìè
ðàçóìíûìè ìîäåëÿìè, ìîæíî îãðàíè÷èâàòü ñðåäíèé îáúåì âû÷èñëåíèé ìíîãî÷ëåíîì
îò äëèíû âõîäà (ïðè ýòîì äëÿ ðàçíûõ àëãîðèòìîâ ìîæíî áðàòü ðàçíûå ìíîãî÷ëåíû).
Òóò, îäíàêî, âîçíèêàåò ïðåïÿòñòâèå: ìíîæåñòâî àëãîðèòìîâ ñ äàííûì îãðàíè÷åíèåì
íà ñðåäíèé îáúåì âû÷èñëåíèé íå ÿâëÿåòñÿ ðåêóðñèâíî ïåðå÷èñëèìûì. Ïðåîäîëåòü ýòó
òðóäíîñòü ìîæíî ñ ïîìîùüþ ñëåäóþùåãî ïîäõîäà, ãàðàíòèðîâàííî îãðàíè÷èâàþùåãî
ñðåäíèé îáúåì âû÷èñëåíèé.
Î ï ð å ä å ë å í è å 1 Las Vegas-àëãîðèòì A(x, α) èç êëàññà LV(b) íà÷èíàåò ðàáîòó,
çíàÿ çàðàíåå ãðàíèöó b(x) íà äîïóñòèìûé îáúåì âû÷èñëåíèé. Ïðè ýòîì â ëþáîé
ìîìåíò àëãîðèòì èìååò ïðàâî ïîñòàâèòü íà êîí ëþáóþ ÷àñòü îñòàâøåãîñÿ îáúåìà;
åñëè îí ïðîèãðûâàåò (÷òî îïðåäåëÿåòñÿ ñëåäóþùèì ñëó÷àéíûì áèòîì α), òî ýòà
÷àñòü ïðîïàäàåò, åñëè æå îí âûèãðûâàåò, òî îíà óäâàèâàåòñÿ. Îáû÷íî äîñòàòî÷íî
ðàññìàòðèâàòü êëàññ LV(O(1)), êîòîðûé ìû îáîçíà÷àåì ïðîñòî L.4
Íåñìîòðÿ íà æåñòêîå O(1)-îãðàíè÷åíèå, L-àëãîðèòìû äîñòàòî÷íî ïðåäñòàâèòåëü-
íû: ëþáîé Las Vegas-àëãîðèòì ìîæíî ïðèâåñòè ê âèäó èç L, ñîõðàíÿÿ (â îñíîâíîì)
îòíîøåíèå ìåæäó ñëîæíîñòüþ è âåðîÿòíîñòüþ óñïåõà. Åñëè p  âåðîÿòíîñòü óñïåõà
äëÿ L-àëãîðèòìà, âåëè÷èíà 1/p ñîîòâåòñòâóåò ÷èñëó ïîâòîðåíèé, íåîáõîäèìîìó äëÿ
äîñòèæåíèÿ óñïåõà ñ èêñèðîâàííîé âåðîÿòíîñòüþ, è ïîòîìó èãðàåò ðîëü âðåìåíè
4
Ýòî L ìîæíî ïðîèçíîñèòü êàê Las, èìåÿ â âèäó Las Vegas, à òàêæå Laszlo Babai (êîòîðûé
ïðèäóìàë íàçâàíèå Las Vegas-àëãîðèòìû). Ïîä÷åðêíåì, ÷òî ðå÷ü íå èäåò îá îïðåäåëåíèè î÷åðåäíîãî
ñëîæíîñòíîãî êëàññà: ìû îïèñûâàåì íåêîòîðóþ îïðåäåëåííóþ îðìó àëãîðèòìîâ, à íå êëàññ
àëãîðèòìîâ èëè (÷òî åùå áîëåå àáñòðàêòíî) êëàññ çàäà÷, ðàçðåøèìûõ ñ ïîìîùüþ àëãîðèòìîâ
íåêîòîðîãî êëàññà. Îòìåòèì, ÷òî ïî ñóùåñòâó òðåáîâàíèå L íå ÿâëÿåòñÿ îñîáåííî íîâûì: îíî
ïðåäñòàâëÿåò ñîáîé ëèøü íåáîëüøîå óñèëåíèå îáùåé èäåè Las Vegas-àëãîðèòìà.
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ðàáîòû àëãîðèòìà. Ïðè ýòîì ÷èòàòåëü, íå æåëàþùèé âäàâàòüñÿ â äåòàëè âíóòðåííåãî
óñòðîéñòâà êîìïüþòåðîâ, ìîæåò ïðèíÿòü L-àëãîðèòìû êàê íåêóþ äàííîñòü è âåñü
äàëüíåéøèé àíàëèç ïðîâîäèòü èñêëþ÷èòåëüíî â òåðìèíàõ òåîðèè âåðîÿòíîñòåé!
3.2. Îöåíêà âðåìåíè â òåðìèíàõ ìóëüòèìåäèàí. Íàì îñòàëîñü ðàçîáðàòüñÿ
ñ áîëåå ñëîæíîé ïðîáëåìîé  óñðåäíåíèåì ïî âîçìîæíûì âõîäàì x. Îïðåäåëåíèå
ñëîæíîñòè êàê ñðåäíåãî çíà÷åíèÿ Ext(x) (äëÿ àëãîðèòìà, äåëàþùåãî t(x)øàãîâ íà âõîäå
x) âåñüìà íåóñòîé÷èâî. Â ñàìîì äåëå, ïðè ïåðåõîäå îò îäíîé âû÷èñëèòåëüíîé ìîäåëè
ê äðóãîé âðåìÿ ðàáîòû ìîæåò âîçâåñòèñü â êâàäðàò. Òàêîâà ñèòóàöèÿ, íàïðèìåð, ñ
ðàñïîçíàâàíèåì ñèììåòðèè âõîäà: íà îäíîëåíòî÷íîé ìàøèíå îíî òðåáóåò êâàäðàòè÷íîãî
âðåìåíè, à íà äâóõëåíòî÷íîé äîñòàòî÷íî ëèíåéíîãî. Ïðåäñòàâèì ñåáå, ÷òî ïîäîáíàÿ
ñèòóàöèÿ èìååò ìåñòî äëÿ çíà÷èòåëüíî áîëåå ìåäëåííûõ àëãîðèòìîâ. Ïóñòü, íàïðèìåð,
âðåìÿ t(x) ðàáîòû àëãîðèòìà ðàâíî ‖x‖2 äëÿ âñåõ âõîäîâ, êðîìå ñîñòîÿùèõ èç îäíèõ
íóëåé, à äëÿ x = 0n ðàâíî 2n â îäíîé ìîäåëè âû÷èñëåíèé è 4n â äðóãîé. Áóäåì ñ÷èòàòü,
÷òî âñå 2n âõîäîâ äàííîé äëèíû n ðàâíîâåðîÿòíû. Òîãäà ñðåäíåå çíà÷åíèå Ext(x)
áóäåò ïîëèíîìèàëüíûì â îäíîé ìîäåëè è ýêñïîíåíöèàëüíûì â äðóãîé: óñðåäíåíèå
íå êîììóòèðóåò ñ âîçâåäåíèåì â êâàäðàò. Ê òîìó æå ýòà ýêñïîíåíöèàëüíàÿ îöåíêà
ñëîæíîñòè íà ñðåäíåì âõîäå íå èìååò ïðàêòè÷åñêîé öåííîñòè, ïîñêîëüêó âåðîÿòíîñòü
ïîÿâëåíèÿ ñëîæíîãî âõîäà ïðåíåáðåæèìî ìàëà.
Áîëåå èíâàðèàíòíîé ìåðîé ñëîæíîñòè âû÷èñëåíèÿ ìîãëà áû ñëóæèòü ìåäèàíà
âðåìåíè âû÷èñëåíèé íà ñëó÷àéíîì âõîäå, ò.å. ìèíèìàëüíîå ÷èñëî øàãîâ, äîñòàòî÷íîå
äëÿ îáðàáîòêè ëþáîãî èç áîëåå ñëîæíîé ïîëîâèíû âõîäîâ. Ýòà ìåðà, îäíàêî,
íåóñòîé÷èâà â äðóãîì ñìûñëå: îíà ìîæåò êàðäèíàëüíî èçìåíèòüñÿ, åñëè ïîëîâèíó
íàèáîëåå ñëîæíûõ âõîäîâ çàìåíèòü, ñêàæåì, íà ÷åòâåðòü.
Ê ñ÷àñòüþ, íàøå ñîãëàøåíèå î Las Vegas-àëãîðèòìàõ çàîäíî ðåøàåò è ýòó
ïðîáëåìó. Äëÿ ïðîèçâîëüíîãî L-àëãîðèòìà ìû ìîæåì èçìåðèòü âåðîÿòíîñòü óñïåøíîãî
îáðàùåíèÿ íà ñëó÷àéíîì âõîäå (èìåþùåì çàäàííîå ðàñïðåäåëåíèå âåðîÿòíîñòåé).
Îáðàòíàÿ âåëè÷èíà ê ýòîé âåðîÿòíîñòè (êàê óíêöèÿ, ñêàæåì, îò ðàçìåðà âõîäà)
ÿâëÿåòñÿ ðàçóìíîé ìåðîé ñòîéêîñòè îäíîñòîðîííåé óíêöèè. Òàêàÿ ìåðà õîðîøà
äëÿ êðèïòîãðàèè, ãäå ñòàâèòñÿ öåëü ïðåäîòâðàòèòü âçëîì øèðà äàæå è ñ ìàëîé
âåðîÿòíîñòüþ. Â çàäà÷àõ, ãäå òðåáóåòñÿ äîñòè÷ü óñïåõà íà ïî÷òè âñåõ âõîäàõ, íåîáõîäèì
äðóãîé ïîäõîä.
Î ï ð å ä å ë å í è å 2 Ïóñòü çàäàíî íåêîòîðîå L-ðàñïðåäåëåíèå íà âõîäàõ (ãîâîðÿ î
L-ðàñïðåäåëåíèÿõ, ìû èìååì â âèäó ðàñïðåäåëåíèÿ íà âûõîäàõ L-àëãîðèòìà ñ ïóñòûì
âõîäîì)5. Ïîðîæäàåì âõîä (ïî ýòîìó ðàñïðåäåëåíèþ) k ðàç, ÷òî òðåáóåò ñðåäíåãî
âðåìåíè O(k), à çàòåì ïðèìåíÿåì àëãîðèòì îáðàùåíèÿ, ïîêà íå áóäóò íàéäåíû
ïðîîáðàçû ó âñåõ âõîäîâ, äëÿ êîòîðûõ îíè ñóùåñòâóþò
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ñëó÷àéíîé âåëè÷èíîé (çàâèñÿùåé îò ñëó÷àéíûõ áèòîâ, èñïîëüçóåìûõ â àëãîðèòìå
îáðàùåíèÿ, à òàêæå îò ñëó÷àéíûõ áèòîâ, èñïîëüçîâàííûõ ïðè ïîðîæäåíèè âõîäîâ).
Åå ìåäèàíà MT(k) íàçûâàåòñÿ ìóëüòèìåäèàíîé âðåìåíè îáðàùåíèÿ f ñ ïîìîùüþ
àëãîðèòìà A.
5
Åñëè ðàñïðåäåëåíèå íà âõîäàõ íå àëãîðèòìè÷åñêîå, ìîæíî èçìåíèòü îïðåäåëåíèå, çàìåíèâ â
îïðåäåëåíèè êëàññà L ñëîæíîñòü íà äëèíó âûõîäà. Ïðè ýòîì âõîäû äëèíû n äîëæíû èìåòü âåðîÿòíîñòè
ñ ñóììîé n−O(1), íàïðèìåð, p(x) = 1/(‖x‖ log ‖x‖)2.
6
Âõîäû, äëÿ êîòîðûõ ïðîîáðàçîâ íåò, íå ó÷èòûâàþòñÿ.
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Ýòà ìåðà êà÷åñòâà àëãîðèòìà èìååò ðÿä äîñòîèíñòâ. Îíà êîììóòèðóåò ñ âîçâåäåíèåì
â êâàäðàò âðåìåíè ðàáîòû è ïîòîìó óñòîé÷èâà îòíîñèòåëüíî ïåðåõîäà ê äðóãîé
ìîäåëè âû÷èñëåíèé. Âûáîð ãðàíèöû 1/2, ïîäðàçóìåâàåìîé ìåäèàíîé, òàêæå íå ÿâëÿåòñÿ
ñóùåñòâåííûì. Â ñàìîì äåëå, óâåëè÷åíèå k â c ðàç ñîîòâåòñòâóåò òàêîìó æå óâåëè÷åíèþ
MT(k) êàê è óìåíüøåíèå âåðîÿòíîñòè íåóäà÷è îáðàùåíèÿ äî 2−c.
Âåëè÷èíà MT îñìûñëåííà è äëÿ âåðõíèõ, è äëÿ íèæíèõ îöåíîê. Ïóñòü t(x) âåëèêî
äëÿ ε-äîëè âõîäîâ x ∈ {0, 1}n. Òîãäà MT(k) ñòîëü æå âåëèêî äëÿ k = n3/ε. Îáðàòíî,
ïóñòü MT(k) âåëèêî. Òîãäà ïî÷òè íàâåðíÿêà t(xi) ñòîëü æå âåëèêî äëÿ íåêîòîðûõ èç
n = k2 ñëó÷àéíûõ âõîäîâ x1, . . . , xn (è
∑
i
‖xi‖ = O(n)).
3.3. Ïðîñòûå ðàñïðåäåëåíèÿ. Äî ñèõ ïîð ìû ó÷èòûâàëè âëèÿíèå ñëó÷àéíûõ
áèòîâ â âåðîÿòíîñòíîì àëãîðèòìå íà âðåìÿ ðàáîòû (äëÿ èêñèðîâàííîãî âõîäà), à
òàêæå óñðåäíÿëè ýòî âðåìÿ ïî ðàçëè÷íûì âõîäàì ñ èêñèðîâàííûì ðàñïðåäåëåíèåì
âåðîÿòíîñòåé. Ñåé÷àñ ìû îáñóäèì âûáîð ýòîãî ðàñïðåäåëåíèÿ, êîòîðûé äàëåêî íå âñåãäà
ïðîñò è îòíþäü íå èñ÷åðïûâàåòñÿ ññûëêîé íà ðàâíîìåðíîå ðàñïðåäåëåíèå. Òàêèå
ññûëêè ÷àñòî ëèøü çàïóòûâàþò äåëî, ïîñêîëüêó ðàçëè÷íûå ðàñïðåäåëåíèÿ ìîãóò íå
áåç îñíîâàíèé ñ÷èòàòüñÿ ðàâíîìåðíûìè.
Íàïðèìåð, ðàññìîòðèì ãðàû G = (V,E ⊂ V 2) ñ n âåðøèíàìè (‖V ‖ = n), ãäå
çíà÷åíèå n âûáèðàåòñÿ ñ âåðîÿòíîñòüþ c/n2 (çäåñü c  íîðìèðóþùèé ìíîæèòåëü). Íà
ýòîì ìíîæåñòâå (ïðè äàííîì n) ðàññìîòðèì äâà ðàñïðåäåëåíèÿ, êîòîðûå çàñëóæèâàþò
íàçâàíèÿ ðàâíîìåðíûõ. Ïåðâîå èç íèõ, êîòîðîå ìû îáîçíà÷èì µ1, ñëó÷àéíî è
ðàâíîâåðîÿòíî âûáèðàåò ãðà G ñðåäè âñåõ 2n
2
ãðàîâ. àñïðåäåëåíèå µ2 ñîîòâåòñòâóåò
ñëó÷àéíîìó ðàâíîìåðíîìó âûáîðó ÷èñëà ðåáåð k = ‖E‖ â äèàïàçîíå îò 0 äî n2 è çàòåì
ñëó÷àéíîìó ðàâíîìåðíîìó âûáîðó E ñðåäè Ckn2 âîçìîæíîñòåé. Õîòÿ îáà ðàñïðåäåëåíèÿ
ìîãóò áûòü íàçâàíû ðàâíîìåðíûìè, îíè ðàäèêàëüíî îòëè÷àþòñÿ. Íàïðèìåð, ìíîæåñòâî
{G : ‖E‖ = n1,5} èìååò âåðîÿòíîñòü ïðèìåðíî 1/n2 îòíîñèòåëüíî µ2, õîòÿ åãî
âåðîÿòíîñòü îòíîñèòåëüíî µ1 ýêñïîíåíöèàëüíî ìàëà.
Â îïðåäåëåííîì ñìûñëå âñå ïðîñòûå ðàñïðåäåëåíèÿ âåðîÿòíîñòåé ìîæíî ñ÷èòàòü
ðàâíîìåðíûìè. Ìû ïðèâåäåì ñîîòâåòñòâóþùåå ðàññóæäåíèå (êðàòêî íàìå÷åííîå â [19℄)
ñ íåêîòîðûìè äîáàâëåíèÿìè, íóæíûìè äëÿ äàëüíåéøåãî.
Îòîæäåñòâèì (êàê ýòî äåëàþò â òåîðèè ìíîæåñòâ) êàæäîå íàòóðàëüíîå ÷èñëî n ñ
ìíîæåñòâîì ìåíüøèõ íàòóðàëüíûõ ÷èñåë {0, 1, 2, . . . , n− 1}. Ìåðîé ìû áóäåì íàçûâàòü
àääèòèâíóþ âåùåñòâåííîçíà÷íóþ óíêöèþ íà ìíîæåñòâàõ íàòóðàëüíûõ ÷èñåë. Â
ñîîòâåòñòâèè ñ íàøèì ñîãëàøåíèåì µ(n) = µ({0})+µ({1})+. . .+µ({n−1}); òåì ñàìûì µ
ïðåäñòàâëÿåò ñîáîé ìîíîòîííóþ óíêöèþ ðàñïðåäåëåíèÿ. Ñîîòâåòñòâóþùàÿ ïëîòíîñòü
ðàñïðåäåëåíèÿ çàäàåòñÿ îðìóëîé µ′(n) = µ(n + 1) − µ(n) = µ({n}); âåëè÷èíà µ′(n)
åñòü âåðîÿòíîñòü îäíîýëåìåíòíîãî ìíîæåñòâà {n} (à íå n êàê ìíîæåñòâà ìåíüøèõ
íàòóðàëüíûõ ÷èñåë). ×åðåç Q2 îáîçíà÷èì ìíîæåñòâî êîíå÷íûõ äâîè÷íûõ äðîáåé
i/2‖i‖ ∈ [1/2, 1). Ìû îêðóãëÿåì çíà÷åíèÿ óíêöèè µ äî ýëåìåíòîâ Q2, ñîõðàíÿÿ ëèøü
ìèíèìàëüíî íåîáõîäèìîå ÷èñëî äâîè÷íûõ öèð (òàê, ÷òîáû âåðîÿòíîñòü èçìåíèëàñü íå
áîëåå ÷åì â êîíñòàíòó ðàç).
Î ï ð å ä å ë å í è å 3 îâîðÿò, ÷òî óíêöèÿ µ : N → Q2 âïîëíå îêðóãëåíà, åñëè µ(x)
ÿâëÿåòñÿ êðàò÷àéøåé äâîè÷íîé äðîáüþ â èíòåðâàëå (µ(x − 1), µ(x + 1)), à òàêæå
− log µ({x}) = O(‖x‖).
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Ïîñëåäíåå óñëîâèå äîáàâëåíî äëÿ óäîáñòâà; åãî ìîæíî îáåñïå÷èòü, ñìåøàâ
(ìîíîòîííóþ) óíêöèþ µ ñ êàêèì-íèáóäü ïðîñòûì ðàñïðåäåëåíèåì.
Ë å ì ì à 1 Âñÿêàÿ âû÷èñëèìàÿ óíêöèÿ µ : N → Q2 ìîæåò áûòü ýåêòèâíî
ïðåîáðàçîâàíà âî âïîëíå îêðóãëåííóþ óíêöèþ µ1, âû÷èñëèìóþ ñ çàìåäëåíèåì (ïî
ñðàâíåíèþ ñ µ(x)) â ‖x‖ ðàç. Ïðè ýòîì, åñëè µ ìîíîòîííà (ò.å. µ′ ≥ 0), òî µ′1 ≥ µ
′/4.
Ìîíîòîííîñòü îáåñïå÷èâàåòñÿ ñðàâíåíèåì µ(x) ñ µ(y) äëÿ âñåõ y, ÿâëÿþùèõñÿ
íà÷àëàìè x ∈ Q2. Äàëåå óòâåðæäåíèå ëåììû äîñòèãàåòñÿ çà ñ÷åò îêðóãëåíèÿ. Ñíà÷àëà
ìû îêðóãëÿåì µ(x) äî êðàò÷àéøåé äâîè÷íîé äðîáè p, êîòîðàÿ áëèæå ê µ(x), ÷åì ê
ëþáîìó äðóãîìó µ(y); ýòè îêðóãëåííûå çíà÷åíèÿ ìû íàçûâàåìòî÷êàìè. Çàòåì íàõîäèì
âñå ùåëè, ò.å. áëèæàéøèå ê p äâîè÷íûå äðîáè âñåõ ìåíüøèõ äâîè÷íûõ äëèí. Çàòåì äëÿ
êàæäîé ùåëè (â ïîðÿäêå âîçðàñòàíèÿ äëèíû) íàõîäèì òî÷êó, êîòîðàÿ åå çàïîëíÿåò ïðè
ïîñëåäîâàòåëüíûõ îêðóãëåíèÿõ; òàê äåëàåòñÿ äî òåõ ïîð, ïîêà ùåëü äëÿ x íå áóäåò
íàéäåíà.
Âïîëíå îêðóãëåííûå óíêöèè µ îáëàäàþò ëþáîïûòíûì ñâîéñòâîì: îáà ÷èñëà
m(x) = µ(x)/µ({x}) è − log µ({x}) = ‖m(x)‖ âñåãäà öåëûå, è ïîòîìó µ(x) åñòü
êîíå÷íàÿ äâîè÷íàÿ äðîáü, ó êîòîðîé öåëàÿ ÷àñòü íóëåâàÿ, à ïîñëå çàïÿòîé èäåò m(x).
Ïîýòîìó m ðàñïðåäåëåíî ïî÷òè ðàâíîìåðíî: 2kµ(m−1(k)) ∈ [1, 2] ïðè k ∈ m(N). Êðîìå
òîãî, îíî âû÷èñëèìî çà ïîëèíîìèàëüíîå âðåìÿ, òàê æå êàê è m−1 (äâîè÷íûé ïîèñê).
Ñëåäîâàòåëüíî, m(x) ìîæíî ðàññìàòðèâàòü êàê àëüòåðíàòèâíîå ïðåäñòàâëåíèå äëÿ x, â
êîòîðîì ðàñïðåäåëåíèå µ ñòàíîâèòñÿ äîñòàòî÷íî ðàâíîìåðíûì.
Âîîáùå ãîâîðÿ, íå âñåãäà ìîæíî îãðàíè÷èòüñÿ ïðîñòûìè ðàñïðåäåëåíèÿìè íà
âõîäàõ. Âîçìîæíî, èñõîäíûå äàííûå r, èñïîëüçîâàííûå ïðè ïîñòðîåíèè âõîäà x, è èìåëè
ïðîñòîå ðàñïðåäåëåíèå, íî ñàì ïðîöåññ A ïðåîáðàçîâàíèÿ r â x ìîã áûòü ÷åì-òî âðîäå
îäíîñòîðîííåé óíêöèè. Ìû ìîæåì ïðåäïîëàãàòü, ÷òî A åñòü àëãîðèòì ñ íå ñëèøêîì
áîëüøèì âðåìåíåì ðàáîòû, íî íå ÷òî ðàñïðåäåëåíèå âåðîÿòíîñòåé íà åãî âûõîäàõ
ïðîñòî. Âîçíèêàþùåå íà âûõîäå A ðàñïðåäåëåíèå íàçûâàåòñÿ ðåàëèçóåìûì (samplable).
Â [20℄ òàêèå ðàñïðåäåëåíèÿ ñâîäÿòñÿ ê ðàâíîìåðíûì, òàê æå êàê è ðàññìàòðèâàåìûå â
äàííîì ïóíêòå, õîòÿ è ñ ïîìîùüþ äðóãîãî òðþêà.
4 Ïîëíîòà
4.1. Ïîëíûå ðàñïðåäåëåíèÿ è èíâåðòîðû. ×òî çíà÷èò, ÷òî äàííàÿ óíêöèÿ òðóäíà
äëÿ îáðàùåíèÿ? Ýòî ìîæíî óòî÷íèòü äâîÿêî. Ìîæíî ñ÷èòàòü óíêöèþ òðóäíîé, åñëè
òðóäíûå äëÿ îáðàùåíèÿ çíà÷åíèÿ ïîðîæäàþòñÿ ñ íå ñëèøêîì ìàëîé âåðîÿòíîñòüþ.
À ìîæíî òðåáîâàòü áîëüøåãî: ÷òîáû âåðîÿòíîñòü ïîëó÷åíèÿ ëåãêîãî äëÿ îáðàùåíèÿ
çíà÷åíèÿ áûëà ïðåíåáðåæèìî ìàëà. Ñóùåñòâóþò ðàçëè÷íûå ñïîñîáû ñâåñòè îäíó çàäà÷ó
ê äðóãîé, è ìû áóäåì ðàññìàòðèâàòü ïåðâóþ èç óïîìÿíóòûõ çàäà÷.
Ïðåæäå âñåãî îòìåòèì, ÷òî ëåììà ïîçâîëÿåò ïåðå÷èñëèòü âñå âû÷èñëèìûå çà âðåìÿ
t(x) ðàñïðåäåëåíèÿ, ñîõðàíÿÿ t ñ òî÷íîñòüþ äî ëèíåéíîãî ìíîæèòåëÿ. Ñëîæèâ âñå òàêèå
ðàñïðåäåëåíèÿ ñ êîýèöèåíòàìè, îáðàçóþùèìè ñõîäÿùèéñÿ ðÿä (íàïðèìåð, 1/i2),
ìû ïîëó÷èì ðàñïðåäåëåíèå â êëàññå TIME(t(x)‖x‖), ÿâëÿþùååñÿ ïîëíûì äëÿ êëàññà
TIME(t(x)). Ìîæíî áûëî áû ñîåäèíèòü ðàñïðåäåëåíèÿ âñåõ ñëîæíîñòåé â îäíî, ïðè
ýòîì êàæäîå çíà÷åíèå ïîðîæäàåòñÿ ñ òåì ìåíüøåé âåðîÿòíîñòüþ, ÷åì áîëüøå ñëîæíîñòü
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åãî ïîðîæäåíèÿ (êàê ýòî äåëàëîñü â ï. 3.1). Íî ìû ïðåäïî÷èòàåì èìåòü äåëî ïðÿìî ñ
ðåàëèçóåìûìè ðàñïðåäåëåíèÿìè.
Î ï ð å ä å ë å í è å 4 àñïðåäåëåíèÿ âåðîÿòíîñòåé íà âûõîäå L-àëãîðèòìîâ áåç
âõîäà íàçûâàþòñÿ ðåàëèçóåìûìè. Àíàëîãè÷íûì îáðàçîì L-àëãîðèòì ñî âõîäîì çàäàåò
ðåàëèçóåìîå ñåìåéñòâî ðàñïðåäåëåíèé (âõîä ÿâëÿåòñÿ ïàðàìåòðîì).
Îáû÷íî äàåòñÿ ìåíåå îãðàíè÷èòåëüíîå îïðåäåëåíèå, ðàçðåøàþùåå áîëüøèé êëàññ
àëãîðèòìîâ (áîëåå áëèçêèé ê LV ñ ïîëèíîìèàëüíûì îãðàíè÷åíèåì) è ïîëèíîìèàëüíî
áîëüøèå âåðîÿòíîñòè; ìû ðàññìàòðèâàåì ëèøü L-àëãîðèòìû, ñòðåìÿñü ê áîëüøåé
òî÷íîñòè.
Ï ð å ä ë î æ å í è å 1 Ñóùåñòâóåò ïîëíîå (íàèáîëüøåå ñ òî÷íîñòüþ äî
ïîñòîÿííîãî ìíîæèòåëÿ) ðåàëèçóåìîå ñåìåéñòâî ðàñïðåäåëåíèé.
Â ñàìîì äåëå, L-àëãîðèòìû ìîæíî ïåðå÷èñëÿòü, è ïîëíîå ðåàëèçóåìîå ñåìåéñòâî
ðàñïðåäåëåíèé ìîæíî ïîëó÷èòü, âûáèðàÿ ñëó÷àéíûé L-àëãîðèòì è âûïîëíÿÿ åãî.
Îïèñàííûé àëãîðèòì òðåáóåò â ñðåäíåì âðåìåíè O(1) è èìååò íå ìåíüøå øàíñîâ
(ñ òî÷íîñòüþ äî ïîñòîÿííîãî ìíîæèòåëÿ) ïîðîäèòü ñþðïðèç, ÷åì ëþáîé äðóãîé
L-àëãîðèòì. (Ó LV-àëãîðèòìîâ ñ ïîëèíîìèàëüíûì îãðàíè÷åíèåì âåðîÿòíîñòü íå-
ïðèÿòíîãî ñþðïðèçà ìîæåò áûòü áîëüøå, ÷åì ó îïèñàííîãî àëãîðèòìà, íî ðàçëè÷èå
íå áîëåå ÷åì ïîëèíîìèàëüíî.)
Ïîëíîå ðàñïðåäåëåíèå îïðåäåëåíî ëèøü ñ òî÷íîñòüþ äî îãðàíè÷åííîãî ìíîæèòåëÿ,
ïîýòîìó òîëüêî â ëîãàðèìè÷åñêîé öåëî÷èñëåííîé øêàëå îíî äàåò îáúåêòèâíóþ ìåðó
òðóäíîñòè ïîïàäàíèÿ â ìíîæåñòâî X ïðè äàííîì çíà÷åíèè ïàðàìåòðà x, îïðåäåëåííóþ
ñ òî÷íîñòüþ äî îãðàíè÷åííîãî ÷èñëà äåëåíèé øêàëû.
Î á î ç í à ÷ å í è å. ×åðåç Kl(X/x) ìû îáîçíà÷àåì − log2 p(X/x), ãäå p(X/x) åñòü
âåðîÿòíîñòü ïîïàäàíèÿ â ìíîæåñòâî X îòíîñèòåëüíî ïîëíîãî ñåìåéñòâà ðåàëèçóåìûõ
ðàñïðåäåëåíèé ñ ïàðàìåòðîì x.
Êàê ÷àñòî áûâàåò, ñðåäñòâî äëÿ àòàêè ïîìîãàåò íàéòè è çàùèòó. Îïòèìàëüíûå
àëãîðèòìû ïîèñêà (óêàçàííûå â [21, 22, 23℄) ïðè íàøåì îïðåäåëåíèè ïîëó÷àþòñÿ
ñàìè ñîáîé: ïîëíûé ãåíåðàòîð òðóäíûõ çàäà÷ ïðåâðàùàåòñÿ â îïòèìàëüíûé àëãîðèòì
èõ ðåøåíèÿ. Íàïîìíèì, ÷òî ìû êîíâåðòèðóåì âðåìÿ ðàáîòû â âåðîÿòíîñòü óñïåõà,
ïåðåõîäÿ ê L-àëãîðèòìàì, è èçìåðÿåì èõ ïðîèçâîäèòåëüíîñòü ýòîé âåðîÿòíîñòüþ.
Àëãîðèòì, ïîðîæäàþùèé íàèáîëüøåå ðåàëèçóåìîå ðàñïðåäåëåíèå (ñ ïàðàìåòðîì x)
èìååò íàèáîëüøóþ (ñ òî÷íîñòüþ äî ïîñòîÿííîãî ìíîæèòåëÿ) âåðîÿòíîñòü 1/S(f/x) =
2−Kl(f
−1(x)/x)
ïîðîæäåíèÿ ðåøåíèé. Âåëè÷èíà s(f/x) = Kl(f−1(x)/x) õàðàêòåðèçóåò
òðóäíîñòü êîíêðåòíîãî ïðèìåðà x è ìîæåò áûòü íàçâàíà åãî ñòîéêîñòüþ. Íàø
îïòèìàëüíûé ãåíåðàòîð â ñðåäíåì òðåáóåò O(1)øàãîâ íà îäèí çàïóñê è S(f/x) çàïóñêîâ.
Íèêàêîé äðóãîé àëãîðèòì íå ìîæåò äàòü ëó÷øåãî ðåçóëüòàòà.
Î ò ê ð û ò à ÿ ï ð î á ë å ì à. Ïîñòîÿííûé ìíîæèòåëü â îïòèìàëüíîì àëãîðèòìå
îáðàùåíèÿ ìîæåò áûòü ïðîèçâîëüíî áîëüøèì. Íåèçâåñòíî, ìîæíî ëè îãðàíè÷èòü ýòîò
ìíîæèòåëü (äëÿ äîñòàòî÷íî äëèííûõ âõîäîâ) íåêîòîðîé àáñîëþòíîé êîíñòàíòîé, íå
çàâèñÿùåé îò âûáîðà ñðàâíèâàåìîãî ñ îïòèìàëüíûì àëãîðèòìà (ñêàæåì, ÷èñëîì 10).
4.2. Çàäà÷è îáðàùåíèÿ è îäíîñòîðîííèå óíêöèè. Ïîëíîå ðàñïðåäåëåíèå
äàåò íå ìåíüøóþ âåðîÿòíîñòü ïîëó÷èòü òðóäíûé âõîä, ÷åì ëþáîå äðóãîå. Áëàãîäàðÿ
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ýòîìó â êà÷åñòâå òðóäíîé äëÿ îáðàùåíèÿ óíêöèè ìîæíî âçÿòü ëþáóþ NP-ïîëíóþ
óíêöèþ: âñå îíè îäèíàêîâî õîðîøè. Îäíàêî îáû÷íî õî÷åòñÿ íàéòè óíêöèþ, êîòîðóþ
òðóäíî îáðàòèòü äëÿ êàêîãî-ëèáî îáû÷íîãî (íàïðèìåð, ðàâíîìåðíîãî) ðàñïðåäåëåíèÿ íà
âõîäàõ. Íåîæèäàííûì îáðàçîì ëåììà êàê ðàç è óêàçûâàåò êîäèðîâàíèå, ïðåîáðàçóþùåå
çàäàííîå ðàñïðåäåëåíèå (âû÷èñëèìîå çà ïîëèíîìèàëüíîå âðåìÿ) â ðàâíîìåðíîå. Ñ åãî
ïîìîùüþ ëþáàÿ NP-ïîëíàÿ óíêöèÿ ñòàíîâèòñÿ ìàêñèìàëüíî òðóäíîé äëÿ îáðàùåíèÿ.
Îäíàêî â ñî÷åòàíèè ñ òàêèì êîäèðîâàíèåì óíêöèÿ òåðÿåò ïðèâëåêàòåëüíîñòü, òàê ÷òî
âîïðîñ î ïîñòðîåíèè ïðèâëåêàòåëüíîé óíêöèè, òðóäíîé äëÿ îáðàùåíèÿ ïðè îáû÷íîì
ðàñïðåäåëåíèè íà âõîäàõ, ñîõðàíÿåòñÿ.
Êàê èçâåñòíî, íè äëÿ îäíîé óíêöèè íå óäàëîñü äîêàçàòü, ÷òî îíà òðóäíà äëÿ
îáðàùåíèÿ, õîòÿ ìíîãèå óíêöèè êàæóòñÿ òàêîâûìè. Â [19, 20, 24, 25, 26, 27℄ (è ðÿäå
äðóãèõ ðàáîò) óêàçàí ðÿä êîìáèíàòîðíûõ è àëãåáðàè÷åñêèõ çàäà÷, êîòîðûå ÿâëÿþòñÿ
â ñðåäíåì ïîëíûìè ïðè ðàâíîìåðíîì ðàñïðåäåëåíèè âõîäîâ (ò.å. îíè íå ïðîùå ëþáîé
çàäà÷è îáðàùåíèÿ ñ ðåàëèçóåìûì ðàñïðåäåëåíèåì).
Îäíàêî ýòè ðåçóëüòàòû âñå åùå íå äàþò îäíîñòîðîííèõ óíêöèé. àçíèöà ìåæäó
îäíîñòîðîííèìè óíêöèÿìè è òðóäíûìè â ñðåäíåì çàäà÷àìè îáðàùåíèÿ ìîæåò áûòü
âûðàæåíà ìíîãèìè ñïîñîáàìè. Ïðîñòåéøèé èç íèõ ñîñòîèò â òîì, ÷òîáû îïðåäåëèòü
îäíîñòîðîííþþ óíêöèþ êàê òðóäíóþ â ñðåäíåì çàäà÷ó îáðàùåíèÿ óíêöèè,
ñîõðàíÿþùåé äëèíó. Â ýòîì ñëó÷àå ðàçëè÷èå ìåæäó âûáîðîì ñëó÷àéíîãî àðãóìåíòà
èëè ñëó÷àéíîãî çíà÷åíèÿ (ñóùåñòâåííîå äëÿ îäíîñòîðîííèõ óíêöèé) ïåðåñòàåò áûòü
âàæíûì.
Â ñàìîì äåëå, êàæäîìó ðåøåíèþ ñîîòâåòñòâóåò òîëüêî îäíî çíà÷åíèå, ïîýòîìó äëÿ
ñîõðàíÿþùèõ äëèíó óíêöèé âåðîÿòíîñòü ïîÿâëåíèÿ çíà÷åíèÿ óíêöèè èç äàííîãî
ìíîæåñòâà çíà÷åíèé, èìåþùèõ ðåøåíèÿ, íå ìåíüøå âåðîÿòíîñòè, ñîîòâåòñòâóþùåé
ðàâíîìåðíîìó ðàñïðåäåëåíèþ. Ïðè ýòîì, îäíàêî, ìîæåò áûòü ìíîãî áëèçíåöîâ 
ðåøåíèé, ñîîòâåòñòâóþùèõ îäíîìó è òîìó æå çíà÷åíèþ. Â ýòîì ñëó÷àå ìû ìîæåì
ìîäèèöèðîâàòü óíêöèþ ñëåäóþùèì îáðàçîì. Îòãàäàåì ëîãàðèì ÷èñëà áëèçíåöîâ
äëÿ äàííîãî ðåøåíèÿ w (ïóñòü ýòîò ëîãàðèì ðàâåí k) è ðàññìîòðèì ñëó÷àéíûé ýëåìåíò
a óíèâåðñàëüíîãî ñåìåéñòâà õåø-óíêöèé ha(w). Áóäåì ñ÷èòàòü âûõîäîì óíêöèè
íàáîð f(w), k, a, h′a(w), ãäå h
′
ïîëó÷àåòñÿ èç h, åñëè îñòàâèòü òîëüêî k ïåðâûõ áèòîâ. (Ýòè
çíà÷åíèÿ íà k áèòîâ äëèííåå ðåøåíèé è îòîáðàæàþòñÿ ñ ïîìîùüþ äðóãîé õåø-óíêöèè
â ñòðîêè òîé æå äëèíû, ÷òî è ðåøåíèÿ.) Ñîäåðæàùàÿñÿ â ýòîì âûõîäå äîïîëíèòåëüíàÿ
èíîðìàöèÿ (ïðè ïðàâèëüíî óãàäàííîì çíà÷åíèè k) áëèçêà ê ñëó÷àéíîé, è ïîòîìó íå
ïîìîãàåò îáðàùåíèþ. Ñ äðóãîé ñòîðîíû, áëèçíåöû ðàçäåëÿþòñÿ íà íåáîëüøèå ãðóïïû, è
ïîòîìó êîëè÷åñòâî (è âåðîÿòíîñòü ïðè ðàâíîìåðíîì ðàñïðåäåëåíèè) òðóäíûõ çíà÷åíèé
è êîëè÷åñòâî èõ ïðîîáðàçîâ ñòàíîâÿòñÿ ñðàâíèìûìè. Îáðàòíîå óòâåðæäåíèå òàêæå
âåðíî:
Ï ð å ä ë î æ å í è å 2 Ëþáàÿ îäíîñòîðîííÿÿ óíêöèÿ ñ ìóëüòèìåäèàíîé V (k)
âðåìåíè îïòèìàëüíîãî îáðàùåíèÿ (ò.å. S(x), äëÿ x = f(w) è ðàâíîìåðíî
ðàñïðåäåëåííîãî w) ìîæåò áûòü ïðåîáðàçîâàíà â ñîõðàíÿþùóþ äëèíó îäíîñòîðîííþþ
óíêöèþ, ó êîòîðîé äëÿ 1/O(k) äîëè ïðèìåðîâ íàäåæíîñòü ïîëèíîìèàëüíî ñâÿçàíà ñ
V .
Ïðåæäå âñåãî, ìû óâåëè÷èâàåì äîëþ òðóäíûõ äëÿ îáðàùåíèÿ çíà÷åíèé, êàê îïèñàíî
â êîíöå ï. 3.2. Åñëè ÷èñëî òðóäíûõ çíà÷åíèé ñóùåñòâåííî ìåíüøå, ÷åì ÷èñëî èõ
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ïðîîáðàçîâ, óíêöèþ âñå ðàâíî ìîæíî ïåðåäåëàòü â ñîõðàíÿþùóþ äëèíó áåç èçìåíåíèÿ
òðóäíîñòè, ðàçäåëÿÿ áëèçíåöîâ, êàê îïèñàíî â ïðåäûäóùåì àáçàöå. Áîëåå ïîäðîáíî
ïðîöåññ ïðèìåíåíèÿ õåøèðîâàíèÿ ê îäíîñòîðîííèì óíêöèÿì èññëåäîâàí â [20℄.
4.3. Ïîëíàÿ îäíîñòîðîííÿÿ óíêöèÿ: ïðîäîëæåíèå çàìîùåíèÿ. Ìû ñåé÷àñ
ïîêàæåì, êàê ìîäèèöèðîâàòü çàäà÷ó î çàìîùåíèè, ïîëó÷èâ èç íåå êîìáèíàòîðíóþ
ïîëíóþ îäíîñòîðîííþþ óíêöèþ. Òàêèå óíêöèè íå âñòðå÷àëèñü â ëèòåðàòóðå,
õîòÿ â [9℄ ïðèâîäèòñÿ ïîñòðîåíèå èñêóññòâåííîé ïîëíîé îäíîñòîðîííåé óíêöèè.
Êîíå÷íî, õîðîøî áû íàéòè íåñêîëüêî ïðèìåðîâ ïîëíûõ îäíîñòîðîííèõ óíêöèé, ìåíåå
èñêóññòâåííûõ, ò.å. âûãëÿäÿùèõ ïðèâëåêàòåëüíî äëÿ ÷åëîâåêà, íå çíàêîìîãî (è íå
æåëàþùåãî çíàêîìèòüñÿ) ñ òåîðèåé àëãîðèòìîâ. Ìû ñåé÷àñ ïðèâåäåì îäèí òàêîé ïðèìåð
äëÿ çàòðàâêè, íàäåÿñü íà òî, ÷òî ðàíî èëè ïîçäíî áóäåò íàêîïëåíà êðèòè÷åñêàÿ ìàññà
ïîëíûõ óíêöèé, ñâåäåíèå êîòîðûõ ïîçâîëèò äîêàçûâàòü ïîëíîòó ðàçíîîáðàçíûõ
èíòåðåñíûõ êàíäèäàòîâ â îäíîñòîðîííèå óíêöèè.
NP-ïîëíîòà è OWF-ïîëíîòà. Øèðîêèé óñïåõ äîêàçàòåëüñòâ NP-ïîëíîòû
ìíîãî÷èñëåííûõ êîìáèíàòîðíûõ çàäà÷ îñòàåòñÿ çàãàäî÷íûì. Ýòî âîïðîñ ñêîðåå
èñêóññòâà, ÷åì íàóêè, è ïîòîìó íå òðåáóþùèé îäíîçíà÷íîãî îáúÿñíåíèÿ. Íî îäíîé
èç ïðè÷èí, âèäèìî, ÿâëÿåòñÿ áîëüøîé íàáîð ãîòîâûõ NP-ïîëíûõ êîìáèíàòîðíûõ
çàäà÷, îïèñàíèå êîòîðûõ íå òðåáóåò àíàëèçà (óòîìèòåëüíûõ) äåòàëåé, õàðàêòåðíûõ
äëÿ äåòåðìèíèðîâàííûõ âû÷èñëèòåëüíûõ ìîäåëåé. Äëÿ ïîëíîòû â ñðåäíåì òàêèõ
ïðèìåðîâ ïîêà ñóùåñòâåííî ìåíüøå, õîòÿ îíè è íàêàïëèâàþòñÿ. Ñ äðóãîé ñòîðîíû, ìîé
âîïðîñ î ïîñòðîåíèè ÿâíîãî ïðîñòîãî ïðèìåðà ïîëíîé îäíîñòîðîííåé óíêöèè îñòàâàëñÿ
áåçîòâåòíûì â òå÷åíèå äâóõ äåñÿòèëåòèé.
Ïîëíàÿ îäíîñòîðîííÿÿ óíêöèÿ ìîæåò áûòü ïîëó÷åíà ìîäèèêàöèåé
óíèâåðñàëüíîé ìàøèíû Òüþðèíãà (UTM). Â ñâîþ î÷åðåäü, ïðîòîêîëû ðàáîòû
UTM ìîãóò áûòü ëåãêî ïðåîáðàçîâàíû â êîìáèíàòîðíûå îáúåêòû ñ îïðåäåëåííûìè
ñâîéñòâàìè (òèïà çàìîùåíèé). Îïèñàíèå ýòèõ ñâîéñòâ ïðîùå îïèñàíèÿ ìàøèíû
Òüþðèíãà, ïîñêîëüêó òåïåðü íåò íåîáõîäèìîñòè çàáîòèòüñÿ î äåòåðìèíèðîâàííîñòè
âû÷èñëåíèÿ: îòíîøåíèå, êîòîðîå ìû ñòðîèì, è íå äîëæíî áûòü äåòåðìèíèðîâàííûì.
Óïðîùåííûå àíàëîãè âû÷èñëåíèé ïðèâëåêàòåëüíû ñâîåé ïðîñòîé êîìáèíàòîðíîé
ñòðóêòóðîé, êîòîðàÿ ïîçâîëÿåò ñâåñòè âîçíèêàþùóþ çàäà÷ó êî ìíîæåñòâó äðóãèõ (òåì
ñàìûì äîêàçàâ ïîëíîòó ïîñëåäíèõ).
Ýòîò ïîäõîä äåéñòâèòåëüíî ïîçâîëÿåò ïîñòðîèòü NP-çàäà÷è, ÿâëÿþùèåñÿ ïîëíûìè
â ñðåäíåì (average-omplete). Îäíàêî îí íå ïîçâîëÿåò îáåñïå÷èòü óñëîâèå ñîõðàíåíèÿ
äëèíû, êîòîðîå ñóùåñòâåííî ïðè ïîñòðîåíèè ïîëíûõ îäíîñòîðîííèõ óíêöèé. (Îíî
ìîæåò áûòü çàìåíåíî äðóãèìè òðåáîâàíèÿìè, íî è ýòè òðåáîâàíèÿ íå óäàåòñÿ
óäîâëåòâîðèòü â îïèñàííîé âûøå êîíñòðóêöèè.) Ñåé÷àñ ìû ïîêàæåì, êàê ìîæíî
ñðàâíèòåëüíî ïðîñòûìè ñðåäñòâàìè (ïîíÿòèå ðàñøèðåíèÿ) ïîïûòàòüñÿ ïðåîäîëåòü
âîçíèêàþùèå ïðîáëåìû. Ïðè ýòîì ìû îáåñïå÷èì ñîõðàíåíèå äëèíû è ïðîñòóþ
êîìáèíàòîðíóþ ñòðóêòóðó çàìîùåíèÿ. Ìû íàäååìñÿ, ÷òî ýòà ïîëíàÿ îäíîñòîðîííÿÿ
óíêöèÿ ìîæåò áûòü ïîëåçíà êàê èñõîäíàÿ òî÷êà äëÿ äîêàçàòåëüñòâ ïîëíîòû
èíòåðåñíûõ îäíîñòîðîííèõ óíêöèé ñ ïîìîùüþ ñâåäåíèé.
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Ïëèòêè: åäèíè÷íûå êâàäðàòû, óãëû êîòîðûõ ïîìå÷åíû áóêâàìè; èõ ìîæíî
ïðèêëàäûâàòü ñòîðîíà ê ñòîðîíå, åñëè áóêâû ñîâïàäàþò. àñøèðåíèå:
ìàêñèìàëüíîå ïðîäîëæåíèå çàäàííîãî ÷àñòè÷íîãî çàìîùåíèÿ êâàäðàòà ñ
îòìå÷åííîé ãðàíèöåé â òàêîì ïîðÿäêå, ïðè êîòîðîì êàæäàÿ ñëåäóþùàÿ
ïëèòêà îïðåäåëÿåòñÿ îäíîçíà÷íî (ïðè çàäàííîì íàáîðå ïëèòîê).
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Î ï ð å ä å ë å í è å 5 àñøèðåíèåì çàìîùåíèÿ ìû íàçûâàåì ñëåäóþùóþ óíê-
öèþ: àðãóìåíò  âåðõíÿÿ ñòðîêà çàìîùåíèÿ è íàáîð ðàçðåøåííûõ ïëèòîê; çíà÷åíèå 
íèæíÿÿ ñòðîêà çàìîùåíèÿ, ïîëó÷àåìîãî ðàñøèðåíèåì âåðõíåé ñòðîêè, è íàáîð
ðàçðåøåííûõ ïëèòîê.
Ò å î ð å ì à 1 Ôóíêöèÿ ðàñøèðåíèÿ çàìîùåíèÿ ÿâëÿåòñÿ îäíîñòîðîííåé òîãäà è
òîëüêî òîãäà, êîãäà îäíîñòîðîííèå óíêöèè ñóùåñòâóþò.
Ñâåäåíèå: Ìû íà÷èíàåì ñ óíèâåðñàëüíîé ìàøèíû Òüþðèíãà è äîáàâëÿåì ê íåé
ñ÷åò÷èê, êîòîðûé ïðåðûâàåò åå ðàáîòó ïîñëå, ñêàæåì, n2 øàãîâ. Ìû ñîõðàíÿåì êîïèþ
ïðîãðàììû (íà÷àëüíûé îòðåçîê âõîäà) íåèçìåííîé, à òàêæå ïðèíóäèòåëüíî äåëàåì
äëèíó âûõîäà ðàâíîé äëèíå âõîäà. Ýòà êîíñòðóêöèÿ äàåò íàì ïîëíóþ îäíîñòîðîííþþ
óíêöèþ, ñîõðàíÿþùóþ äëèíó (ïðàâäà, îïèñûâàåìóþ ñ ïîìîùüþ âû÷èñëèòåëüíîé
ìîäåëè). Äàëåå ìû ñâîäèì âû÷èñëåíèå UTM (ñ óêàçàííûìè ìîäèèêàöèÿìè) ê çàäà÷å
î çàìîùåíèè ñ ïîìîùüþ ñòàíäàðòíîãî ïðèåìà. Ìû äîáàâëÿåì ñïåöèàëüíûé ãðàíè÷íûé
ñèìâîë è ðàçðåøàåì åãî ëèøü â ïëèòêàõ, â êîòîðûõ îí ñî÷åòàåòñÿ ñ ñèìâîëàìè âõîäíîãî
èëè âûõîäíîãî àëàâèòîâ (îäèíàêîâîãî ðàçìåðà), à òàêæå ñ ñèìâîëîì êîíöà ëåíòû èëè
ñ ñèìâîëîì, íà÷èíàþùèì âû÷èñëåíèå (â çàâèñèìîñòè îò ñòîðîíû ïëèòêè). Îñòàåòñÿ
âîñïîëüçîâàòüñÿ îïðåäåëåíèåì ðàñøèðåíèÿ.
Çàìîùåíèå ÿâëÿåòñÿ ïðîñòîé êîìáèíàòîðíîé çàäà÷åé, íî åå íåäåòåðìèíèðîâàííàÿ
ïðèðîäà âûíóæäàåò íàñ óêàçûâàòü âñå ïëèòêè â êâàäðàòå, ÷òî ìåøàåò ñîõðàíåíèþ
äëèíû. Åñëè òðåáîâàòü, ÷òîáû íàáîð ïëèòîê âûíóæäàë äåòåðìèíèçì âû÷èñëåíèÿ,
ïîëó÷èòñÿ ãðîìîçäêàÿ êîíñòðóêöèÿ, êîòîðóþ òðóäíî ñâÿçàòü ñ ïðîñòûìè
êîìáèíàòîðíûìè çàäà÷àìè. Âìåñòî ýòîãî, ãîâîðÿ î ðàñøèðåíèÿõ, ìû íå íàêëàäûâàåì
îãðàíè÷åíèé íà ìíîæåñòâî ðàçðåøåííûõ ïëèòîê, çàòî ðàçðåøàåì ïðèêëàäûâàòü ëèøü
ïëèòêè, êîòîðûå îäíîçíà÷íî îïðåäåëÿþòñÿ (ïðè äàííîì íàáîðå ðàçðåøåííûõ ïëèòîê)
óæå èìåþùèìèñÿ. Ïðè ýòîì íåêîòîðûå ÷àñòè÷íûå çàìîùåíèÿ êâàäðàòà óäàåòñÿ
ïðîäîëæèòü äî ïîëíûõ, äîáàâëÿÿ ïëèòêè îäíó çà äðóãîé, äðóãèå  íåò. Ýòîò ïðîöåññ
ïðèâîäèò ê ïîòåðå ýåêòèâíîñòè (íåáîëüøîé äëÿ ïàðàëëåëüíûõ ìîäåëåé), íî ýòî äëÿ
íàñ íå âàæíî.
Îñòàåòñÿ èíòåðåñíàÿ çàäà÷à: ñâåñòè ýòó îäíîñòîðîííþþ óíêöèþ ê äðóãèì
ïðîñòûì êîìáèíàòîðíûì èëè àëãåáðàè÷åñêèì óíêöèÿì, òåì ñàìûì äîêàçàâ èõ
ïîëíîòó.
Ïðîèçâîëüíûå îäíîñòîðîííèå óíêöèè íå òàê ïðîñòî ïðèìåíèòü íà ïðàêòèêå. Âî
ìíîãèõ ñëó÷àÿõ (íàïðèìåð, ïðè ïîñòðîåíèè ïñåâäîñëó÷àéíûõ ïîñëåäîâàòåëüíîñòåé)
äðóãèõ ïðåäïîëîæåíèé îðìàëüíî íå òðåáóåòñÿ, íî ïðèõîäèòñÿ èñïîëüçîâàòü
ïîñòðîåíèÿ, êîòîðûå êàòàñòðîè÷åñêè óõóäøàþò êîëè÷åñòâåííûå ïîêàçàòåëè
ýåêòèâíîñòè. Áîëåå ïðèãîäíûå íà ïðàêòèêå êîíñòðóêöèè èñïîëüçóþò îäíîñòîðîííèå
óíêöèè ñ íåêîòîðûìè äîïîëíèòåëüíûìè ñâîéñòâàìè, íàïðèìåð, ñ ìàëîé ýíòðîïèåé
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â ñìûñëå åíüè. Ýòî æå òðåáîâàíèå èñïîëüçóåòñÿ ïðè ïðåîáðàçîâàíèè ñëàáî
îäíîñòîðîííåé óíêöèè â ñèëüíî îäíîñòîðîííþþ (ñ ñîõðàíåíèåì ïàðàìåòðà
ñòîéêîñòè, êàê îïèñàíî â [28℄). Ñëåäóþùåå çàìå÷àíèå óêàçûâàåò îäèí èç âîçìîæíûõ
ïóòåé ïîëó÷åíèÿ îäíîñòîðîííåé óíêöèè, óäîâëåòâîðÿþùåé ýòîìó òðåáîâàíèþ.
(Â íåì âûðàæåíèå f(x) + ax ìîæåò áûòü çàìåíåíî íà äðóãèå õåø-óíêöèè.)
Çàìå÷àíèå. Àðãóìåíòû óíêöèè g(a, x) = (a, f(x) + ax) â ñðåäíåì èìåþò íå áîëåå
îäíîãî áëèçíåöà äëÿ ëþáîé ñîõðàíÿþùåé äëèíó óíêöèè f è äëÿ a, x ∈ GF2‖x‖ .
 è ï î ò å ç à. Ïîñòðîåííàÿ òàêèì îáðàçîì óíêöèÿ g ÿâëÿåòñÿ îäíîñòîðîííåé,
åñëè óíêöèÿ f áûëà òàêîâîé, è èìååò òîò æå (ñ òî÷íîñòüþ äî ïîëèíîìèàëüíîãî
ìíîæèòåëÿ) ïàðàìåòð ñòîéêîñòè.
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