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Nuclear Discrepancy
for Active Learning
Tom J. Viering and Jesse H. Krijthe and Marco Loog
Abstract. Active learning algorithms propose which unlabeled objects should
be queried for their labels to improve a predictive model the most. We
study active learners that minimize generalization bounds and uncover
relationships between these bounds that lead to an improved approach to
active learning. In particular we show the relation between the bound of the
state-of-the-art Maximum Mean Discrepancy (MMD) active learner, the
bound of the Discrepancy, and a new and looser bound that we refer to as
the Nuclear Discrepancy bound. We motivate this bound by a probabilistic
argument: we show it considers situations which are more likely to occur.
Our experiments indicate that active learning using the tightest Discrepancy
bound performs the worst in terms of the squared loss. Overall, our proposed
loosest Nuclear Discrepancy generalization bound performs the best. We
confirm our probabilistic argument empirically: the other bounds focus on
more pessimistic scenarios that are rarer in practice. We conclude that
tightness of bounds is not always of main importance and that active
learning methods should concentrate on realistic scenarios in order to
improve performance.
Key words and phrases: Active Learning, Learning Theory, Generalization,
Maximum Mean Discrepancy, Discrepancy.
1. INTRODUCTION
Supervised machine learning models require enough labeled data to obtain
good generalization performance. For many practical applications such as medical
diagnosis or video classification it can be expensive or time consuming to label
data [18]. Often in these settings unlabeled data is abundant, but due to high
costs only a small fraction can be labeled. In active learning an algorithm chooses
unlabeled samples for labeling [4]. The idea is that models can perform better
with less labeled data if the labeled data is chosen carefully instead of randomly.
This way active learning methods make the most of a small labeling budget or
can be used to reduce labeling costs.
T. J. Viering is with the Pattern Recognition Laboratory, Delft University of
Technology, Delft, The Netherlands. (e-mail: t.j.viering@tudelft.nl). J. H. Krijthe
is with the Data Science Group, Radboud University Nijmegen, Nijmegen, The
Netherlands. (e-mail: jkrijthe@gmail.com). M. Loog is with the Pattern
Recognition Laboratory, Delft University of Technology, Delft, The Netherlands
and the Image Section, University of Copenhagen, Copenhagen, Denmark. (e-mail:
m.loog@tudelft.nl).
1
ar
X
iv
:1
70
6.
02
64
5v
1 
 [c
s.L
G]
  8
 Ju
n 2
01
7
2A lot of methods have been proposed for active learning [18], among which several
works have used generalization bounds to perform active learning [9, 10, 7, 11]. We
perform a theoretical and empirical study of active learners, that choose queries
that explicitly minimize generalization bounds, to investigate how the relation of
the bounds impacts active learning performance. We use the kernel regularized
least squares model [17] and the squared loss, a popular active learning setting
[13, 20].
We study the state-of-the-art Maximum Mean Discrepancy (MMD) active
learner of Chattopadhyay et al. [3] that minimizes a generalization bound [20].
The MMD is a divergence measure [8] which is closely related to the Discrepancy
measure of Mansour et al. [15], both have been used in domain adaptation [12, 5].
Using the Discrepancy, we show that we can get a tighter bound than the MMD
in the realizable setting. Tighter bounds are generally considered better as they
estimate the generalization error more accurately. One might therefore also expect
them to lead to better labeling choices in active learning and so we introduce
an active learner that minimizes the Discrepancy. We show using a probabilistic
analysis, however, that the Discrepancy and MMD active learners optimize their
strategies for unlikely scenarios. This leads us to introduce the Nuclear Discrepancy
whose bound is looser. The Nuclear Discrepancy considers an average case scenario
that may occur more often in practice.
We show empirically that active learning using the Nuclear Discrepancy im-
proves upon the MMD and Discrepancy. In fact, active learning using the tightest
Discrepancy bound performs the worst. We show experimentally that the scenarios
considered by our bound occurs more often, explaining these counter-intuitive
results. Our study shows that tighter bounds do not guarantee improved active
learning performance and that a probabilistic analysis is essential.
The rest of this paper is organized as follows. In Section 3 we introduce two
existing generalization bounds, the MMD and Discrepancy, and we present several
novel theoretical results. We give an improved MMD bound applicable to active
learning and we show how to choose the MMD kernel (contribution 1). Under these
conditions the MMD and Discrepancy bound become comparable, and we show
that the Discrepancy bound is tighter (contribution 2). We use these theoretical
results in Section 4 to analyze these existing bounds probabilistically. In this
section we explain why tighter bounds may not lead to improved active learning
performance (contribution 3). This probabilistic analysis leads to our novel looser
Nuclear Discrepancy bound (contribution 4). In Section 5 we benchmark the
active learners on several datasets. We show that indeed our bound improves upon
the Discrepancy and MMD for active learning, and we verify our probabilistic
argument empirically by computing a novel error decomposition (contribution 5).
In Section 6 we give a brief discussion and in Section 7 we give the conclusions of
this work. All proofs are given in the supplementary material. First, however, we
introduce the setting and necessary notation.
2. SETTING AND NOTATION
Let X = Rd denote the input space and Y the output space. We assume there
exists a deterministic labeling function f : X → Y. We study the binary classifi-
cation setting but all our results are applicable to regression as well. We assume
there is an unknown distribution P over X from which we get an independent and
3identically distributed (i.i.d.) unlabeled sample Pˆ . Initially the labeled set Qˆ is
empty. The active learner selects (queries) samples sequentially from the unlabeled
pool Uˆ = Pˆ \ Qˆ, these samples are labeled and added to Qˆ. The samples are not
removed from the set Pˆ , but the set Uˆ is updated after each query. On Qˆ a kernel
regularized least squares model is trained. We indicate such a model using h and
its output on a sample x ∈ X using h(x).
We take the kernel K of the model to be positive definite symmetric (PDS). For
these kernels a reproducing kernel Hilbert space (RKHS) exists and we indicate
the RKHS by H. We use the overloaded notation where h also indicates the
corresponding vector in the RKHS of the model or function h. The norm of
a vector h in the RKHS is written as ||h||K . We use K(x, x′) to indicate the
kernel function between object x and x′. In this work we use the Gaussian kernel
K(x, x′) = exp
(
− ||x−x′||22
2σ2
)
where σ, the bandwidth, is a hyperparameter of the
kernel. For the computations of the MMD we need a second kernel which we indicate
with K ′ and we indicate its RKHS and bandwidth by H′ and σ′, respectively. We
use the convention that all vectors are column vectors. XPˆ and XQˆ are the nPˆ
by d and nQˆ by d matrices of the sets Pˆ and Qˆ. We use the same convention as
Cortes and Mohri [5], where kernel regularized least squares minimizes the following
objective for an hypothesis h ∈ H when trained on the sample Qˆ: LQˆ(h, f)+λ||h||2K .
We use LQˆ(h, f) as shorthand for the mean squared error of h on the sample Qˆ with
labels given by f :
∑
x∈Qˆ(h(x)− f(x))2. The parameter λ > 0 is a regularization
parameter which controls the complexity of the model. Similar to [5] we choose
a subset of H as our hypothesis set: H = {h ∈ H : ||h||K ≤ Λ = fmax√λ }, where
fmax = maxx∈X f(x). In [16, Lemma 11.1] it is shown that training of the kernel
regularized least squares model always leads to a solution h ∈ H.
We focus on the squared loss since the bounds give direct guarantees on this
performance measure, and because the quantities in the bounds can be computed
in closed form for this loss. The goal for the active learner is to choose queries in
such a way as to minimize the expected loss of the model: LP (h, f) =
∫
X (h(x)−
f(x))2P (x)dx. We would actually want to train our model on Pˆ , since if the model
complexity is chosen appropriately, small loss on Pˆ will lead to small expected loss
on P 1. However, since we do not have labels for the samples in Pˆ , we upperbound
the loss on Pˆ instead. This upperbound is minimized by the active learners. The
studied bounds are of the form LPˆ (h, f) ≤ LQˆ(h, f) + obj(Pˆ , Qˆ) + η.
Due to training LQˆ(h, f) will be relatively small. The term η is a constant
that cannot be minimized during the active learning process since it depends
on the labels of the set Pˆ . However, if the model mismatch is small, η will be
small. Therefore we ignore this term during active learning, this is also (sometimes
implicitly) done in other works [12, 3, 5]. The active learners will therefore minimize
some objective obj(Pˆ , Qˆ) sequentially. This objective can be the MMD, disc or
discN which will be introduced in the next sections. These objectives estimate the
similarity between the samples Pˆ and Qˆ and do not depend on labels. Note that
the resulting active learners will be non-adaptive: the active learning strategy is
independent from the observed labels during active learning.
1This holds even in the active learning setting, since the samples in Pˆ are i.i.d. samples. If
desired, a standard Rademacher complexity bound can be used to bound the expected loss on P
in terms of the loss on Pˆ [6].
4Sequential minimization by the active learner is done as follows. The active
learner forms a candidate set Qˆ ∪ s for each possible query s, and computes the
objective for each candidate set. The query of the candidate set with minimal
objective is chosen for labeling: s∗ = arg mins∈Uˆ obj(Pˆ , Qˆ∪s). Note that constants
Λ or Λ′ do not influence the query selection for any of the objectives. We consider
two settings. In the realizable setting the labeling function f ∈ H, thus a model of
our hypothesis set generates the labels and there is no model misspecification. In
this case Y = R. In the agnostic setting we use binary labels, thus Y = {+1,−1},
and we generally have that f /∈ H.
3. THEORETICAL ANALYSIS OF EXISTING BOUNDS
Improved MMD Bound for Active Learning. The MMD measures the similarity
between the two samples Qˆ and Pˆ . Using this criterion we give a generalization
bound similar to the one given in [20] that is suitable for active learning. We use
the empirical MMD quantity, defined as
(1) MMD(Pˆ , Qˆ) = max
g˜∈H′
 1
nPˆ
∑
x∈Pˆ
g˜(x)− 1
nQˆ
∑
x∈Qˆ
g˜(x)
 .
Here g˜ is the worst-case function from a set of functions H ′. We take the set H ′
as H ′ = {h ∈ H′ : ||h||K′ ≤ Λ′}, where K ′ is a yet to be specified PDS kernel with
RKHS H′. We note that the MMD can be computed in practice using Equation 3
in [8], where we have to multiply by Λ′ since we consider the general case where
Λ′ 6= 1. The equation is given in the supplementary material. By using the function
g˜ to approximate the worst-case loss function we can prove the following novel
bound:
Theorem 1 (MMD Generalization bound) Let L be any loss function, and
let g(x) = L(h(x), f(x)). Then for any hypothesis h ∈ H,
(2) LPˆ (h, f) ≤ LQˆ(h, f) + MMD(Pˆ , Qˆ) + ηMMD,
where ηMMD is given by ηMMD = 2 ming˜∈H′ maxh∈H,x∈Pˆ |g(x)− g˜(x)|.
The term ηMMD appears because we may have that g /∈ H ′. Our MMD bound
differs in two aspects from the bound of Wang and Ye [20]. In Wang and Ye [20]
the MMD is estimated between the distributions P and Q. However, to estimate
the MMD between distributions i.i.d. samples are required [8, Appendix A.2]. The
samples of Qˆ are not i.i.d. since they are chosen by an active learner. We avoid this
by using the MMD for empirical samples. The second novelty is that we measure
the error of approximating the loss function g using the quantity ηMMD. This
formulation allows us to adapt the MMD to take the hypothesis set and loss into
account, similar to the Discrepancy measure of Cortes and Mohri [5].
Theorem 2 (Adjusted MMD) Let L be the squared loss and assume f ∈ H
(realizable setting). If K ′(xi, xj) = K(xi, xj)2 and Λ′ = 4Λ2, then it is guaranteed
that g ∈ H ′ and thus ηMMD = 0.
Corollary 1 Let f ∈ H and let K be a Gaussian kernel with bandwidth σ. If K ′
is a Gaussian kernel with bandwidth σ′ = σ√
2
and Λ′ = 4Λ2 then ηMMD = 0.
5Compared to other works Theorem 2 gives a more principled way to choose
the MMD kernel in the context of learning2. Previously, often a Gaussian kernel
was used for the MMD with σ′ = σ. In particular, Corollary 1 shows that if our
model uses σ as bandwidth and σ′ = σ, we may have that ηMMD 6= 0 even in
the realizable setting f ∈ H, since σ′ is too large. This is undesirable since ηMMD
cannot be minimized during active learning. Therefore our choice for σ′ which
guarantees that ηMMD = 0 in the realizable setting is preferable.
Discrepancy Bound for Active Learning. We give a bound of Cortes et al. [6]
in terms of the Discrepancy. The Discrepancy is defined as
(3) disc(Pˆ , Qˆ) = max
h,h′∈H
|LPˆ (h′, h)− LQˆ(h′, h)|.
Observe that the Discrepancy depends directly on the loss L and the hypothesis
set H.
Theorem 3 (Discrepancy generalization bound) Assume that for any x ∈
X and h ∈ H that L(h(x), f(x)) ≤ C and that L is the squared loss. Then given
any hypothesis h ∈ H,
(4) LPˆ (h, f) ≤ LQˆ(h, f) + disc(Pˆ , Qˆ) + ηdisc,
where ηdisc is given by ηdisc = 4C minf˜∈H maxx∈Pˆ |f˜(x)− f(x)|.
Here ηdisc measures the model misspecification. If f ∈ H the term ηdisc becomes
zero.
Eigenvalue Analysis. The matrix M is given by
(5) M =
1
nPˆ
XT
Pˆ
XPˆ −
1
nQˆ
XT
Qˆ
XQˆ.
We study the bounds of the Discrepancy and the MMD using the eigenvalues
of matrix M . This analysis is novel for the MMD and allows us to show that
the Discrepancy bound is tighter. Furthermore, we need this analysis in the next
section to motivate the Nuclear Discrepancy. Mansour et al. [15] show that the
Discrepancy, in terms of the eigenvalues λi of M , is given by
(6) disc(Pˆ , Qˆ) = 4Λ2 max
i
|λi| ≡ 4Λ2λ1.
in case K is the linear kernel3. From this point on we assume that the eigenvalues
λi of M are sorted by absolute value, where λ1 is the largest absolute eigenvalue.
The next original theorem shows how the MMD can be computed using M .
Theorem 4 Under the conditions of Theorem 2 we have
(7) MMD(Pˆ , Qˆ) = 4Λ2
√∑
i
λ2i ,
2Note that the MMD can also be used to determine whether or not two sets of samples are
from the same distribution [8].
3The Discrepancy can also be computed for any arbitrary kernel by replacing M by MK
[5], see the supplementary material for more details. All our theoretical results that follow are
applicable to both M and MK and are thus applicable to any kernel. For simplicity we use M in
the main text.
6In this case, ηMMD = ηdisc = 0, and by comparing Equation 6 and Equation 7 we
can show that disc(Pˆ , Qˆ) ≤ MMD(Pˆ , Qˆ). Thus the Discrepancy bound (Theorem
3) is tighter than the MMD bound (Theorem 1) under the conditions of Theorem
2. Since the Discrepancy bound is tighter, one can argue that it estimates the
expected loss more accurately than the MMD bound. Therefore, one may expect
that active learning by minimization of the Discrepancy may result in better active
learning queries than minimization of the MMD.
4. NUCLEAR DISCREPANCY
Though it may seem obvious to expect better performance in active learning
when tighter bounds are used, the probabilistic analysis given in this section
indicates that the Discrepancy will perform worse than the MMD. This, in turn,
will lead us to introduce the Nuclear Discrepancy. Our analysis suggests that this
bound will improve upon the MMD and the Discrepancy when used for active
learning. To start with, we require the following decomposition of the error:
Theorem 5 If f, h ∈ H, L is the squared loss, and LQˆ(h, f) ≈ 0 (h is trained on
Qˆ), then
(8) LPˆ (h, f) ≈ |uTMu| = |
∑
i
u¯2iλi|,
where u = h − f , and where u¯i is the projection of u on the normalized ith
eigenvector of M . Note that
√∑
i u¯
2
i ≤ 2Λ.
Observe that in the above theorem, the components of u¯2i weigh the contribution
of each eigenvalue λi to the error. Essentially, this means that if u¯ points more
in the direction of the eigenvector belonging to eigenvalue λi, this eigenvalue will
contribute more to the error.
Active learning by minimization of the Discrepancy minimizes the largest
absolute eigenvalue (Equation 6). In view of the error decomposition above, we
can see that the Discrepancy always considers the scenario where u points in the
direction of the eigenvector with largest absolute eigenvalue. One should realize
that this is a very specific scenario, where all components of u¯i 6=1 are zero, that is
very unlikely to occur. This is a worst case scenario because this maximizes the
right hand side of Equation 8 with respect to u.
The MMD considers a less pessimistic and a more realistic scenario. The MMD
active learner minimizes the squared eigenvalues (Equation 7) and thus assumes
all eigenvalues contribute to the error. However, the MMD is biased towards
minimizing large absolute eigenvalues because the eigenvalues are squared. This
suggests that the MMD assumes that u is more likely to point in the direction of
eigenvectors with large absolute eigenvalues, since the objective indicates these
eigenvalues are more important to minimize. This is also in a sense pessimistic,
since large absolute eigenvalues can contribute more to the error. However, this
scenario is less unlikely than the scenario considered by the Discrepancy. Because
the MMD active learner optimizes its strategy for a scenario that we expect to
occur more often in practice, we expect it to improve upon the Discrepancy.
In light of the foregoing, we now propose the more optimistic assumption that
any u is equally likely. This assumption is not true generally since h is the result of
7a minimization problem. However, we expect this average case scenario to better
reflect reality than always assuming a pessimistic scenario like the MMD where
u points in the direction of large eigenvalues. An active learner that optimizes
its strategy for this more realistic scenario will therefore likely improve upon the
MMD. Our optimistic assumption leads to the following theorem.
Theorem 6 (Probabilistic generalization bound) Let f, h ∈ H and u = h−
f . Then u ∈ U = {u ∈ H : ||u||K ≤ 2Λ}. Assuming each u ∈ U is equally likely
we can show that:
(9) E
u∈U
LPˆ (h, f) ≤ Eu∈U LQˆ(h, f) +
4
3
Λ2
∑
i
|λi|,
where λi are the eigenvalues of the matrix M (Equation 5).
This bound indicates that we should minimize all absolute eigenvalues if all u are
equally likely to occur. Inspired by this analysis, we define the Nuclear Discrepancy
quantity as discN (Pˆ , Qˆ) = 4Λ2
∑
i |λi|. This is proportional to the so-called nuclear
matrix norm of M . Observe that the Nuclear Discrepancy upperbounds the MMD
(Equation 7) and the Discrepancy (Equation 6). By upperbounding the Discrepancy
in Equation 4 we obtain the following deterministic bound.
Theorem 7 (Deterministic Nuclear Discrepancy bound) Assume that for
any x ∈ X and h ∈ H that L(h(x), f(x)) ≤ C and that L is the squared loss. Then
given any hypothesis h ∈ H,
(10) LPˆ (h, f) ≤ LQˆ(h, f) + discN (Pˆ , Qˆ) + ηdisc,
where ηdisc is given in Theorem 3.
The Nuclear Discrepancy bound is looser in the realizable setting than the
MMD and Discrepancy bounds. Yet the bound is more optimistic since it takes
an average case scenario into account instead of an unlikely pessimistic scenario.
These average case scenarios might occur more often in practice, and therefore we
expect the Nuclear Discrepancy to improve upon the MMD and Discrepancy when
minimized for active learning, since the Nuclear Discrepancy takes these scenarios
explicitly into account in its strategy.
5. EXPERIMENTS
Experimental Setup and Baselines. A training set (65%) and test set (35%) are
used in each experiment. The training set corresponds to Pˆ . Qˆ is initially empty.
After each query, the labeled set Qˆ ⊆ Pˆ is updated and the model is trained
and evaluated on the test set in terms of the mean squared error (MSE). We use
the active learners to sequentially select 50 queries. As baseline we use random
sampling and a sequential version of the state-of-the-art MMD active learner
[3, 20]. We compare the baselines with our novel active learners: the Discrepancy
active learner and the Nuclear Discrepancy active learner.
The active learning methods are evaluated on 12 datasets. Some datasets are
provided by Cawley and Talbot [2] and the other datasets originate from the UCI
Machine Learning repository [14]. See the supplementary material for the dataset
characteristics. Similar to Huang et al. [13] we convert multiclass datasets into
8two class datasets. To ease computation times we subsampled datasets to contain
a maximum of 1000 objects. All features were normalized to have zero mean and
a standard deviation of one. To make datasets conform to the realizable setting
we use the approach of Cortes and Mohri [5]: we fit a model of our hypothesis set
to the whole dataset and use its outputs as labels.
To set reasonable hyperparameters, we repeat the following procedure multiple
times. This procedure makes sure the η’s in the bounds are small and that the
model complexity is appropriate. We randomly select 25 examples from the dataset
and label these. We train a model on these samples and evaluate the MSE on
all unselected objects. The hyperparameters that result in the best performance
after averaging are used in the active learning experiments. For reproducibility we
give all hyperparameter settings in the supplementary material. The procedure
above leads to the hyperparameter σ of the Gaussian kernel and the regularization
parameter λ of the model. We set the hyperparameter of the Gaussian kernel of
the MMD according to our analysis in Corollary 1 as σ′ = σ√
2
.
Realizable Setting. First we benchmark our proposed active learners in the
realizable setting. In this setting we are assured that η = 0 in all bounds and
therefore we eliminate effects that arise due to model misspecification. Also the
relations between the bounds are guaranteed: the Discrepancy bound is the tightest,
and the Nuclear Discrepancy bound is the loosest.
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Fig 1: Averaged learning curves over 100 runs in the realizable setting. The MSE is
measured with respect to random sampling (lower is better). The Discrepancy with the
tightest bound often performs the worst and the Nuclear Discrepancy with the loosest
bound often performs the best.
We plot several learning curves in Figure 1. The MSE of the active learner
minus the mean performance (per query) of random sampling is displayed on the
9y-axis (lower is better). The curve is averaged over 100 runs. Error bars represent
the 95% confidence interval computed using the standard error. We summarize
our results on all datasets in Table 1 (see page 11) as is usual in active learning
[20, 11]. To this end, each time after 5 queries, we compute a two tailed t-test
(significance level p = 0.05) comparing the 200 MSE results of two active learning
methods. If an active learner improves significantly upon another in terms of MSE
we count this as a win, if there is no significant difference we count it as a tie, and
if it performs significantly worse we count it as a loss.
Observe that the Discrepancy active learner, with the tightest bound, in the
majority of the cases performs worst. Especially the results on the ringnorm dataset
are remarkable, here the Discrepancy performs worse than random sampling. In
the majority of the cases the proposed Nuclear Discrepancy, with the loosest
bound, indeed improves upon the MMD and the Discrepancy active learners.
Error Decomposition. In the realizable setting we have the advantage that we
know the labeling function f . This allows us to compute the error decomposition of
Equation 8 explicitly. See the supplementary material for details how to compute
the decomposition in case kernels are used. Using this decomposition we can
explain the differences in performance between the active learners.
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Fig 2: Error decomposition during active learning. We plot the mean contribution of the
absolute largest eigenvalue (EV1), u¯21λ1, and the mean summed contribution of several
other sets of eigenvalues to Pˆ (see Equation 8) over all 100 runs of the random active
learner. The eigenvalues are ordered by absolute size. Observe that the absolute largest
eigenvalue in some cases contributes little or nothing and that in general all eigenvalues
contribute to the error. This confirms that the Nuclear Discrepancy considers more
realistic scenarios.
In Figure 2 we show this decomposition of the error using a stacked bar chart
10
during several active learning experiments of the baseline active learner ‘Random’4.
Recall that the eigenvalues of the matrix M are sorted by absolute size, here we
use EV1 to indicate the absolute largest eigenvalue. The contribution of EV1 is
given by: u¯21λ1 (see also Equation 8). We use the notation EV 2 - 9 to indicate the
summed contribution of the eigenvalues:
∑9
i=2 u¯
2
iλi. The mean contribution over
100 runs is shown.
Observe that the contribution of the absolute largest eigenvalue to the error
in practice often is extremely small: the bar of EV1 is hardly visible in Figure
2. Note: EV1 is represented by the white bar that starts at the bottom which is
only visible for the datasets thyroid and german. Therefore the Discrepancy active
learner chooses suboptimal samples: its strategy is optimized for a worst-case
scenario that is very rare in practice. The MMD improves upon the Discrepancy
since we observe that the scenario of the MMD is more likely. However, observe
that small absolute eigenvalues can contribute substantially to the error, this is
especially clear for the ringnorm dataset where EV 50 - 650 contribute the most to
the error after 10 queries. In practice we did not find evidence that larger absolute
eigenvalues are likely to contribute more to the error. This confirms our argument
why the Nuclear Discrepancy can improve upon the MMD: the scenario considered
by the Nuclear Discrepancy is more likely to occur in practice.
Agnostic Setting. The experiments in the realizeable setting dealt with a some-
what artificial setting without model mismatch. Now we discuss the results of
the agnostic setting where the original binary labels of the datasets are used. In
this setting η 6= 0, but η will be small due to our choice of hyperparameters, and
therefore we ignore it during active learning. All results are summarized in Table
1 (see page 11). The learning curves are quite similar to the realizable setting,
therefore we defer them to the supplementary material. One notable difference is
that the learning curves are less smooth and have larger standard errors. Therefore
the active learning methods are harder to distinguish which is reflected in Table
1 by more ties. However, the trends observed in the realizable setting are still
observed in this setting: the Nuclear Discrepancy active learner improves more
often on the MMD than the reverse, and the MMD improves more often upon the
Discrepancy than the reverse.
4The graphs for other active learners are qualitatively similar and for brevity we do not show
them here.
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6. DISCUSSION
A first issue raised by this work is the following. Where the experiments in the
realizable setting provide clear insights, the results concerning the agnostic setting
are certainly not fully understood. Studying the approximation errors η in the
bounds may offer further insight. But such study is not trivial since the behavior
of η in this setting depends on the precise model mismatch and the setting of the
hyperparameters.
A second issue of interest is whether our Nuclear Discrepancy bound can be
helpful in other settings as well. Ben-David et al. [1] give the Discrepancy bound for
the zero-one loss. Given our results we suspect this bound can be too pessimistic as
well. A Nuclear Discrepancy type bound for the zero-one loss is therefore desirable.
However such a bound is non-trivial to compute since it will involve an integral
over the zero-one loss function, and therefore we defer this to future work.
Aside for the implications for active learning, our results have implications for
domain adaptation as well. Cortes and Mohri [5] observe that the Discrepancy
outperforms the MMD in adaptation. We suspect that the MMD can improve
for our suggested choice of σ′. Furthermore, our results suggest that the Nuclear
Discrepancy is a promising bound for adaptation, however it poses a non-trivial
optimization problem which we plan to address in the future.
Finally, in this work we have only considered non-adaptive active learners.
Adaptive active learning strategies use label information to choose queries, this
additional information may lead to improved performance. For domain adaptation,
[6] considers such an adaptive approach to improve upon the Discrepancy. Their
bound is, however, not trivial to apply to active learning because it is intrinsically
designed for domain adaptation. Nevertheless, any successful adaptation of our
approach in such direction would certainly be valuable.
7. CONCLUSION
We proposed two novel active learning methods based on generalization bounds
and compared them to the state-of-the-art MMD active learner. To investigate
the relation between the bounds and active learning performance, we have shown
that the Discrepancy bound is the tightest bound and our proposed Nuclear
Discrepancy is the loosest.
Even though the Discrepancy bound is tighter, the active learner performs
worse compared to the MMD active learner, even in the realizable setting. Our
proposed Nuclear Discrepancy, which has the loosest bound, improves significantly
upon both the MMD and Discrepancy in terms of the mean squared error in the
realizable setting.
We explain this counter-intuitive result by showing that the Discrepancy and
MMD focus too much on pessimistic scenarios that are unlikely to occur in
practice. On the other hand, the Nuclear Discrepancy considers an average case
scenario, which occurs more often, and therefore performs better. We show that a
probabilistic approach is essential: active learners should optimize their strategy
for scenarios that are likely to occur in order to perform well.
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SUPPLEMENTARY MATERIAL
8. BACKGROUND THEORY
8.1 Computation of the MMD
The MMD quantity can be computed in practice by rewriting it as follows:
max
g˜∈H′
1
nPˆ
∑
x∈Pˆ
g˜(x)− 1
nQˆ
∑
x∈Qˆ
g˜(x) = max
g˜∈H′
1
nPˆ
∑
x∈Pˆ
〈g˜, ψ(x)〉K′ − 1
nQˆ
∑
x∈Qˆ
〈g˜, ψ(x)〉K′(11)
= max
g˜∈H′
〈g˜, 1
nPˆ
∑
x∈Pˆ
ψ(x)〉K′ − 〈g˜,
∑
x∈Qˆ
1
nQˆ
ψ(x)〉K′(12)
= max
g˜∈H′
〈g˜, µPˆ − µQˆ〉K′(13)
=Λ′||µPˆ − µQˆ||K′ .(14)
In the first step we used that g˜(x) = 〈g˜, ψ(x)〉K′ due to the reproducing property [16,
p. 96]. Here ψ is the mapping from X to the RKHS H′ of K ′. The other steps follow from
the linearity of the inner product. In Equation 13 we defined µPˆ =
1
nPˆ
∑
x∈Pˆ ψ(x) and
similarly for µQˆ, note that these are vectors in the RKHS of K
′. The last step follows
from the fact that the vector in H ′ maximizing the term in Equation 13 is:
(15) g˜ =
µPˆ − µQˆ
||µPˆ − µQˆ||K′
Λ′
This follows from the fact that the inner product between two vectors is maximum if
the vectors point in the same direction. Because of the symmetry of ||µPˆ − µQˆ||K′ with
respect to Pˆ and Qˆ, it’s straightforward to show that this derivation also holds if we
switch Pˆ and Qˆ.
We can compute the MMD quantity in practice by working out the norm with kernel
products:
Λ′||µQˆ − µPˆ ||K′ =Λ′
√
〈µQˆ, µQˆ〉K′ − 2〈µPˆ , µQˆ〉K′ + 〈µQˆ, µPˆ 〉K′
(16)
=Λ′
√√√√ 1
n2
Qˆ
∑
x,x′∈Qˆ
K ′(x, x′)− 2 1
nPˆnQˆ
∑
x∈Pˆ
∑
x′∈Qˆ
K ′(x, x′) +
1
n2
Pˆ
∑
x,x′∈Pˆ
K ′(x, x′)(17)
8.2 Computation of the Discrepancy
In this section we calculate the discrepancy analytically for the squared loss in the
linear kernel following the derivation of [15, p. 8]. At the end of this section we extend
the computation to any arbitrary kernel following the derivation of [5, Section 5.2]. In
our setting Qˆ ∈ Pˆ and all samples have equal weights, therefore this derivation is slightly
adapted from [15] and [5]. We first rewrite the discrepancy for the linear kernel. As in
Theorem 5 we take u = h− h′. We directly use the results of Theorem 5.
disc(Pˆ , Qˆ) = max
h,h′∈H
|LPˆ (h′, h)− LQˆ(h′, h)|(18)
= max
||u||≤2Λ
|uTMu|(19)
= max
||u¯||≤2Λ
|
d∑
i
u¯2iλi|(20)
= max
(
max
||u¯||≤2Λ
d∑
i
u¯2iλi, max||u¯||≤2Λ
d∑
i
u¯2i − λi
)
(21)
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First we solve the first term:
(22) max
||u¯||≤2Λ
d∑
i
u¯2iλi
Observe that u¯ provides a weighted combination of eigenvalues. To maximize this equation,
we therefore need to put all the weight of u¯ on the largest eigenvalue. Thus the vector u
that maximizes this is given by a multiple of the eigenvector emax corresponding to the
maximum eigenvalue λmax:
(23) u = emax2Λ
Note ||u|| = 2Λ (since the eigenvector emax is orthonormal) to maximize the quantity
in Equation 22. Substituting the solution of u and using that the eigendecomposition is
orthogonal we obtain:
max
||u¯||≤2Λ
d∑
i
u¯2iλi = 4Λ
2 max
i
λi(24)
Now for the maximization of the second term of Equation 21, observe that the solution
changes sign (since now we want to place all the weight on the minimum eigenvalue. Thus
we find that:
disc(Pˆ , Qˆ) = 4Λ2 max(λmax,−λmin)(25)
= 4Λ2 max
i
|λi| = 4Λ2|λ1|(26)
= 4Λ2||M ||2(27)
Where ||M ||2 is also known as the spectral norm of the matrix M , which is given by the
largest absolute eigenvalue |λ1|.
Now we can compute the discrepancy in a linear kernel. In an arbitrary kernel we
cannot easily compute the covariance matrices of the sets Pˆ and Qˆ, since the RKHS of
K may be very large or infinite, such as for the Gaussian kernel. In the following we
rewrite the spectral norm of M in terms of kernel innerproducts, so the discrepancy can
be computed in any arbitrary kernel.
First we introduce the set Uˆ = Pˆ \ Qˆ. We assume in the following that the matrix XPˆ
is structured as:
(28) XPˆ =
[
XQˆ
XUˆ
]
It can be shown that M can be rewritten as [5]:
(29) M = XT
Pˆ
DXPˆ
Where D is an nPˆ × nPˆ diagonal matrix. The matrix D reweights all objects and is given
by:
(30) D =
[
( 1nPˆ
− 1nQˆ )I 0
0 1nPˆ
I
]
Where ( 1nPˆ −
1
nQˆ
)I is a diagonal matrix of size nQˆ × nQˆ, and 1nPˆ I is a diagonal matrix of
size nUˆ × nUˆ .
Since the matrix product AB and BA have the same eigenvalues [5], and since ||M ||2
only depends on the eigenvalues, we can permute the matrices in M to obtain a new
matrix MK while ||M ||2 = ||MK ||2:
M = (XT
Pˆ
D)XPˆ(31)
MK = XPˆ (X
T
Pˆ
D) = KPˆ PˆD(32)
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Here KPˆ Pˆ is the kernel matrix of the set Pˆ , meaning it contains the kernel products
K(x, x′) for all objects in Pˆ . Now MK only depends on the kernel matrix of Pˆ . Note that
the kernel matrix should be ordered the same as XPˆ , thus the kernel matrix is given by:
(33) KPˆ =
[
KQˆQˆ KQˆUˆ
KUˆQˆ KUˆUˆ
]
Now the discrepancy can be computed in any arbitrary kernel using:
(34) disc(Pˆ , Qˆ) = 4Λ2||MK ||2
Note that then we have to compute the largest absolute eigenvalue of the matrix MK to
compute the discrepancy.
9. PROOFS
9.1 Proof of Theorem 1
Let L be any loss function, let g(x) = L(h(x), f(x)) and let the function g˜ be any
arbitrary function in H ′ = {h ∈ H′ : ||h||K′ ≤ Λ′}, where K ′ is a PDS kernel with RKHS
H′. We indicate the empirical average of the functions g and g˜ on a set of samples Sˆ by
gSˆ and g˜Sˆ , respectively. We aim to bound the quantity:
(35) |LPˆ (h, f)− LQˆ(h, f)| = |gPˆ − gQˆ|
Observe that:
(36) |gPˆ − gQˆ| = |gPˆ − gQˆ + g˜Pˆ − g˜Pˆ + g˜Qˆ − g˜Qˆ|
By reordering the terms and applying the triangle inequality twice we can show that:
(37) |gPˆ − gQˆ| ≤ |g˜Pˆ − g˜Qˆ|+ |gPˆ − g˜Pˆ |+ |gQˆ − g˜Qˆ|
The first term on the right hand side can be bounded by the MMD quantity:
(38) |g˜Pˆ − g˜Qˆ| ≤ maxg˜∈H′ |g˜Pˆ − g˜Qˆ| = MMD(Pˆ , Qˆ)
Then we obtain:
(39) |gPˆ − gQˆ| ≤ MMD(Pˆ , Qˆ) + |gPˆ − g˜Pˆ |+ |gQˆ − g˜Qˆ|
Now we simplify the remaining two terms on the right. These terms appear because we
may have that g /∈ H ′. Observe that due to the triangle inequality we have that:
(40) |gPˆ − g˜Pˆ | ≤
1
nPˆ
∑
x∈Pˆ
|g(x)− g˜(x)|
By maximizing over x ∈ Pˆ we can show that:
(41)
1
nPˆ
∑
x∈Pˆ
|g(x)− g˜(x)| ≤ max
x∈Pˆ
|g(x)− g˜(x)|
Combining Equations 40 and 41 we have that:
(42) |gPˆ − g˜Pˆ | ≤ max
x∈Pˆ
|g(x)− g˜(x)|
Thus we have shown that:
(43) |gPˆ − g˜Pˆ | ≤ max
x∈Pˆ
|g(x)− g˜(x)|
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This same result can be derived for the second term:
(44) |gQˆ − g˜Qˆ| ≤ max
x∈Qˆ
|g(x)− g˜(x)|
Now in our setting Qˆ ⊆ Pˆ , thus we can bound this using the term of Pˆ :
(45) |gQˆ − g˜Qˆ| ≤ max
x∈Pˆ
|g(x)− g˜(x)|
Therefore, we have that:
(46) |gPˆ − g˜Pˆ |+ |gQˆ − g˜Qˆ| ≤ 2 max
x∈Pˆ
|g(x)− g˜(x)|
Combining this with Equation 39 we find:
(47) |gPˆ − gQˆ| ≤ MMD(Pˆ , Qˆ) + 2 max
x∈Pˆ
|g(x)− g˜(x)|
Now we make the bound independent of h by maximizing over all h ∈ H:
(48) |gPˆ − gQˆ| ≤ MMD(Pˆ , Qˆ) + 2 maxh∈H maxx∈Pˆ |g(x)− g˜(x)|
Up to now our results hold for any g˜ ∈ H ′. Now to make the bound tight, we minimize
with respect to g˜:
(49) |gPˆ − gQˆ| ≤ MMD(Pˆ , Qˆ) + 2 ming˜∈H maxh∈H maxx∈Pˆ |g(x)− g˜(x)|
Because of the absolute value, the equation below also holds:
(50) gPˆ − gQˆ ≤ MMD(Pˆ , Qˆ) + 2 ming˜∈H maxh∈H maxx∈Pˆ |g(x)− g˜(x)|
Rewriting we obtain:
(51) LPˆ (h, f) ≤ LQˆ(h, f) + MMD(Pˆ , Qˆ) + 2 ming˜∈H maxh∈H maxx∈Pˆ |g(x)− g˜(x)|
For clarity, we now plug in g(x) = L(h(x), f(x)):
(52) LPˆ (h, f) ≤ LQˆ(h, f) + MMD(Pˆ , Qˆ) + 2 ming˜∈H maxh∈H,x∈Pˆ |L(h(x), f(x))− g˜(x)|
9.2 Proof of Theorem 2
Let L be the squared loss and we assume the realizable setting f, h ∈ H.
9.2.1 Proof in the Linear Case First we show the theorem for the case where K is
the linear kernel: K(x, x′) = xTx′.
Let z(x) = h(x)−f(x). Then ||z||K = ||h−f ||K ≤ 2Λ, since ||h||K ≤ Λ and ||f ||K ≤ Λ.
The loss function is g(x) = z(x)2 = (h(x)− f(x))2.
We define the squared kernel of K as K ′(x, x′) = 〈x, x′〉2K = (xTx′)2 = K(x, x′)2. The
featuremap ψ of K ′ that maps from X = H to H′ is given by [19, chap. 9.1]5:
(53) ψ(x) = (x21, x
2
2,
√
2x1x2, x
2
3,
√
2x1x3,
√
2x2x3, x
2
4,
√
2x1x4,
√
2x2x4,
√
2x3x4, . . .)
Note the kernel K ′ is a PSD kernel since its featuremap exists. The function z(x) can
be described as z(x) = 〈z, x〉K = zTx. Thus the function g(x) = z(x)2 = 〈z, x〉2K =
K ′(z, x) = 〈ψ(z), ψ(x)〉K′ , thus g ∈ H ′ with g = ψ(z). Furthermore we have that
||g||K′ = 〈ψ(z), ψ(z)〉K′ = K ′(z, z) = 〈z, z〉2K = ||z||2K ≤ 4Λ2, since ||z||K ≤ 2Λ. Thus we
have shown that ||g||K′ ≤ 4Λ2.
In conclusion, we have that:
(54) g ∈ H ′ = {∀h ∈ H′ : ||h||K′ ≤ Λ′ = 4Λ2}
This will ensure ηMMD = 0.
5Note that actually in [19] this kernel is defined as a polynomial kernel. In our case for this
polynomial kernel we have that R = 0 and d = 2, resulting in the featuremap given in Equation
53. This is often referred to as the squared kernel.
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Table 2
This table illustrates the notation used when 2 kernels are involved.
Transformation ψK ψK′
Space X → H → H′
Kernel K K′
9.2.2 Proof for any Kernel Now we prove the more general case where K is any
kernel. First we introduce some notation. We define the squared kernel K ′ as:
(55) K ′(f, h) = 〈f, h〉2K
Where f ∈ H and g ∈ H, where H is the RKHS of K. We indicate H′ as the RKHS of
K ′. We assume K is a PSD kernel. By definition of K ′ the kernel K ′ is a PSD kernel
since a squared kernel is known to be PSD[16, Theorem 5.3]. Now we have two kernels
we have two featuremaps: ψK(x) which maps the input space X to the RKHS of K (this
map exists since we assume K is a PSD kernel), and ψK′(h) which maps a vector from
the RKHS of K to the RKHS of K ′. Note that the second featuremap ψK′(h) remains
the same quadratic featuremap as before but now maps from H to H′. See Table 2 for an
overview of the notation used.
Recall that because K is a PSD kernel we have that:
(56) K(x, x′) = 〈ψK(x), ψK(x′)〉K
For x, x′ ∈ X . Similarly for the kernel K ′ which is also PSD we have that:
(57) K ′(f, g′) = 〈ψK′(f), ψK′(g)〉K′
For f, g ∈ H. We define z as:
(58) z = h− f
The function g is given by:
(59) g(x) = z(x)2
We have that ||h||K ≤ Λ and ||f ||K ≤ Λ since we assumed the realizable setting. Then it
is straightforward to show that:
(60) ||z||K = ||h− f ||K ≤ 2Λ
Since h and f are in the RKHS of K, z is also in the RKHS of K. Thus we can write z
as an innerproduct in the RKHS of K:
(61) z(x) = 〈z, ψK(x)〉K
Now we show that the function g ∈ H′, in other words we show that g is in the RKHS of
K ′. By definition we have that:
(62) g(x) = z(x)2 = 〈z, ψK(x)〉2K
Now we can easily recognize our definition of K ′ in this equation (compare with Equation
55), thus we note that:
(63) g(x) = K ′(z, ψK(x))
Now since K ′ is a PSD kernel, each kernel product corresponds to an innerproduct in its
RKHS. Note that the vectors z and ψK(x) are vectors in H. To map these vectors to the
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RKHS of K ′ we need to use the featuremap ψK′ . We thus apply Equation 57 resulting in:
(64) g(x) = 〈ψK′(z), ψK′(ψK(x))〉K′
We observe that g corresponds to the vector ψK′(z) ∈ H′, and thus we have that g ∈ H′.
Now we show that ||g||K′ ≤ 4Λ2 to show that g ∈ H ′. Since g = ψK′(z) ∈ H′ the norm
of g in K ′ is given by:
(65) ||g||2K′ = 〈ψK′(z), ψK′(z)〉K′
Now we can use Equation 57 to rewrite this in terms of K ′. We obtain:
(66) ||g||2K′ = K ′(z, z)
Using the definition of K ′ we find:
(67) K ′(z, z) = 〈z, z〉2K = ||z||4K
Now recall we showed earlier in Equation 60 that ||z||K ≤ 2Λ. Combining this with
Equations 66 and 67 we find that:
(68) ||g||K′ = ||z||2K ≤ 4Λ2
Thus we have shown that for any arbitrary kernel K that g ∈ H ′ = {∀h ∈ H′ : ||h||K′ ≤
Λ′ = 4Λ2}.
Finally, we show that to compute the MMD we can use the kernelK ′′(x, x′) = K(x, x′)2.
Since we require that kernel products are computed between objects in X to compute the
MMD (see Equation 17). As of now we defined the kernel K ′(f, h) so that it operates on
f, g ∈ H and therefore we cannot use it to compute the MMD empirically using Equation
17. To this end we show that g ∈ H ′′ = {∀h ∈ H′′ : ||h||K′′ ≤ Λ′ = 4Λ2} by showing that
H′ = H′′, where H′′ is the RKHS of K ′′. Then we can use K ′′ to compute the MMD using
Equation 17 since K ′′ satisfies the assumptions of the MMD bound and K ′′ operates on
objects in X .
By definition of K ′′ we have that:
(69) K ′′(x, x′) = K(x, x′)2
Now using Equation 56 we can show that:
(70) K ′′(x, x′) = K(x, x′)2 = 〈ψK(x), ψK(x′)〉2K
Observe that this coincides with the definition of K ′ (Equation 55), thus we can write
this as:
(71) K ′′(x, x′) = 〈ψK(x), ψK(x′)〉2K = K ′(ψK(x), ψK(x′))
Now using Equation 57 we can write this as:
(72) K ′′(x, x′) = K ′(ψK(x), ψK(x′)) = 〈ψK′(ψK(x)), ψK′(ψK(x′))〉K′
in other words, we see that the kernel product of K ′′ can be computed in the RKHS of the
kernelK ′. Thus, the RKHS ofK ′ andK ′′ coincide! Thus we have thatH′ = H′′ and we can
generalize all results in terms of K ′ to the kernel K ′′. Therefore, g is also in the RKHS of
K ′′, and in particular we have that g ∈ H ′′ = {∀h ∈ H′′ : ||h||K′′ ≤ Λ′ = 4Λ2}. This could
also be observed by noting that the featuremap of K ′′ is given by ψK′′(x) = ψK′(ψK(x))
and thus maps to the space H′, and from this it follows that H′ = H′′.
In conclusion, we have that:
(73) g ∈ H ′′ = {∀h ∈ H′′ : ||h||K′′ ≤ Λ′ = 4Λ2}
Where K ′′(x, x′) = K(x, x′)2. In the statement of the theorem and in the rest of the main
text we have renamed K ′′ to K ′ for simplicity.
Note that in both these cases (linear and arbitrary kernel) we have that ηMMD = 0,
since g′ ∈ H the minimization over g′ will yield g′ = g, and thus ηMMD = 0.
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9.3 Proof of Corollary 1
We apply Theorem 2 to a Gaussian kernel K. As in Theorem 2 we let f ∈ H. If we
use a Gaussian kernel with bandwidth σ for the learning algorithm h:
(74) K(x, x′) = exp
(
−||x− x
′||2
2σ2
)
We obtain for the kernel K ′ that:
(75) K ′(x, x′) = K(x, x′)2 = exp
(
−2||x− x
′||2
2σ2
)
= exp
(
−||x− x
′||2
2σ′2
)
Where we absorbed the factor of 2 in the exponent in σ′, we obtain another Gaussian
kernel with σ′ = σ√
2
. Thus, if one uses a Gaussian kernel with bandwidth σ for the
learning algorithm, σ′ = σ√
2
for the kernel of the MMD together with the choice Λ′ = 4Λ2
will ensure that ηMMD = 0.
9.4 Proof of Theorem 3
This proof is slightly adapted from the proof in [6]. Let f be any deterministic labeling
function and h ∈ H. We assume that for any h and f that: L(h(x), f(x)) ≤ C. Furthermore,
we assume that the loss L is µ-admissible [6].
Definition 1 A loss function L is µ-admissible if there exists a µ > 0 such that the
inequality
(76) |L(h(x), f(x)− L(h′(x), f(x))| ≤ µ|h(x)− h′(x)|
holds for all (x, f(x)) ∈ X × Y and h, h′ ∈ H.
We assume L is the squared loss, and for the squared loss it is possible to show that
µ = 2C [6].
In case of the realizable setting it is straightforward to show the discrepancy bound: if
f ∈ H we simply maximize over h and f to obtain the bound:
(77) |LPˆ (h, f)− LQˆ(h, f)| ≤ maxh,f∈H |LPˆ (h, f)− LQˆ(h, f)| = disc(Pˆ , Qˆ)
To extend this bound to the agnostic case where f /∈ H this will require us to approximate
the agnostic function f by a function f˜ ∈ H. We give the proof below.
Observe that the following equation holds for all f˜ ∈ H:
(78)
|LPˆ (h, f)−LQˆ(h, f)| = |LPˆ (h, f)−LQˆ(h, f)+LPˆ (h, f˜)−LPˆ (h, f˜)−LQˆ(h, f˜)+LQˆ(h, f˜)|
If we rearrange the terms on the right hand side and apply the triangle inequality twice,
we can show that:
(79)
|LPˆ (h, f)−LQˆ(h, f)| ≤ |LPˆ (h, f˜)−LQˆ(h, f˜)|+|LPˆ (h, f)−LPˆ (h, f˜)|+|LQˆ(h, f˜)−LQˆ(h, f)|
Now we can bound the first term on the right hand side by maximizing over all h and
f˜ ∈ H:
(80) |LPˆ (h, f˜)− LQˆ(h, f˜)| ≤ max
h,f˜∈H
|LPˆ (h, f˜)− LQˆ(h, f˜)| = disc(Pˆ , Qˆ)
Then we obtain the following generalization bound which holds for all f˜ ∈ H:
(81) |LPˆ (h, f)−LQˆ(h, f)| ≤ disc(Pˆ , Qˆ) + |LPˆ (h, f)−LPˆ (h, f˜)|+ |LQˆ(h, f˜)−LQˆ(h, f)|
Similar to the MMD bound we will bound the two last terms on the right hand side.
These will form the approximation term.
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Then by the µ-admissibility of the squared loss we have (see the proof of Proposition 8
in [6]):
(82) |LPˆ (h, f)− LPˆ (h, f˜)| ≤ µ
1
nPˆ
∑
x∈Pˆ
|f(x)− f˜(x)|
Maximizing x over Pˆ results in:
(83) |LPˆ (h, f)− LPˆ (h, f˜)| ≤ µmax
x∈Pˆ
|f(x)− f˜(x)|
The same holds for the last term:
(84) |LQˆ(h, f)− LQˆ(h, f˜)| ≤ µmax
x∈Qˆ
|f(x)− f˜(x)|
Now, since in our setting Qˆ ⊆ Pˆ we have that:
(85) µmax
x∈Qˆ
|f(x)− f˜(x)| ≤ µmax
x∈Pˆ
|f(x)− f˜(x)|
Thus we can bound both terms as:
(86) |LPˆ (h, f)− LPˆ (h, f˜)|+ |LQˆ(h, f˜)− LQˆ(h, f)| ≤ 2µmax
x∈Pˆ
|f(x)− f˜(x)|
Combining this result with Equation 81 we find:
(87) |LPˆ (h, f)− LQˆ(h, f)| ≤ disc(Pˆ , Qˆ) + 2µmax
x∈Pˆ
|f(x)− f˜(x)|
This bound holds for all f˜ ∈ H. Now we minimize over f˜ to obtain a tight bound:
(88) |LPˆ (h, f)− LQˆ(h, f)| ≤ disc(Pˆ , Qˆ) + 2µmin
f˜∈H
max
x∈Pˆ
|f(x)− f˜(x)|
Now we can rewrite the bound without absolute value as:
(89) LPˆ (h, f) ≤ LQˆ(h, f) + disc(Pˆ , Qˆ) + 2µmin
f˜∈H
max
x∈Pˆ
|f(x)− f˜(x)|
In particular for the squared loss µ = 2C so we obtain:
(90) LPˆ (h, f) ≤ LQˆ(h, f) + disc(Pˆ , Qˆ) + 4C min
f˜∈H
max
x∈Pˆ
|f(x)− f˜(x)|
9.5 Proof of Theorem 4
The goal of this section is to show that we can compute the MMD with the matrix M ,
where M is given by:
(91) M =
1
nPˆ
XT
Pˆ
XPˆ −
1
nQˆ
XT
Qˆ
XQˆ.
Let λi be the eigenvalues of M . Then we wish to show that:
(92) MMD(Pˆ , Qˆ) = 4Λ2
√∑
i
λ2i
We require that the MMD is computed using the squared kernel K ′(x, x′) = K(x, x′)2.
To this end we will require the Frobenius norm:
Definition 2 The Frobenius norm for the m by n matrix A is given by:
(93) ||A||2F =
m∑
i=1
n∑
j=1
|aij |2
22
9.5.1 Linear Kernel 2 Dimensions We first will show this result in d = 2 dimensions
in the linear kernel K(x, x′) = xTx′.
Let us introduce some notation. The jth component of object i will be denoted by xij .
The covariance matrix for set Pˆ becomes:
(94)
1
nPˆ
XT
Pˆ
XPˆ =
1
nPˆ
( ∑
i∈Pˆ x
2
1i
∑
i∈Pˆ x1ix2i∑
i∈Pˆ x1ix2i
∑
i∈Pˆ x
2
2i
)
The matrix M is given by:
M =
1
nPˆ
XT
Pˆ
XPˆ −
1
nQˆ
XT
Qˆ
XQˆ(95)
=
(
1
nPˆ
∑
i∈Pˆ x
2
1i − 1nQˆ
∑
i∈Qˆ x
2
1i
1
nPˆ
∑
i∈Pˆ x1ix2i − 1nQˆ
∑
i∈Qˆ x1ix2i
1
nPˆ
∑
i∈Pˆ x1ix2i − 1nQˆ
∑
i∈Qˆ x1ix2i
1
nPˆ
∑
i∈Pˆ x
2
2i − 1nQˆ
∑
i∈Qˆ x
2
2i
)
(96)
=
(
∆11 ∆12
∆21 ∆22
)
(97)
We define ∆kl to ease notation:
(98) ∆kl ≡ 1
nPˆ
∑
i∈Pˆ
xkixli − 1
nQˆ
∑
i∈Qˆ
xkixli
Note that ∆kl = ∆lk.
The MMD can be computed using:
(99) MMD(Pˆ , Qˆ) = Λ′||µPˆ − µQˆ||K′ = 4Λ2||µPˆ − µQˆ||K′
Where µPˆ and µQˆ are the means of the sets Pˆ and Qˆ in the RKHS H
′:
(100) µPˆ =
∑
x∈Pˆ
ψ(x)
The mean of Qˆ is defined similarly. Here ψ(x) is the featuremap from X = H to H′ which
was given in Equation 53.
The mean of Pˆ in the RKHS of K ′ is given by:
(101) µPˆ =
1
nPˆ
 ∑i∈Pˆ x21i∑
i∈Pˆ x
2
2i∑
i∈Pˆ
√
2x1ix2i

Note that this is in 3 dimensions, where we obtained these x values by using the featuremap
of the quadratic kernel: ψ(x) = (x21, x22,
√
2x1x2). The difference between the means
µPˆ − µQˆ can be written as:
(102) µPˆ − µQˆ =

1
nPˆ
∑
i∈Pˆ x
2
1i − 1nQˆ
∑
i∈Qˆ x
2
1i
1
nPˆ
∑
i∈Pˆ x
2
2i − 1nQˆ
∑
i∈Pˆ x
2
2i√
2( 1nPˆ
∑
i∈Pˆ x1ix2i − 1nQˆ
∑
i∈Qˆ x1ix2i)
 =
 ∆11∆22√
2∆12

The norm of µPˆ − µQˆ is given by:
(103) ||µPˆ − µQˆ||2K′ = ∆211 + ∆222 + 2∆212
Note that the Frobenius norm of M is given by the same expression (see Equation 97,
and note that ∆12 = ∆21):
(104) ||M ||2F = ∆211 + 2∆212 + ∆222 = ||µPˆ − µQˆ||2K′
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Thus the MMD can be written as:
(105) MMD(Pˆ , Qˆ) = 4Λ2||µPˆ − µQˆ||K′ = 4Λ2||M ||F
It can be shown that the Frobenius norm is equal to the square root of the sum of squared
singular values. However, since M is a real symmetric matrix, the singular values σi of
M are equal (except for the sign) to the eigenvalues λi of M , and therefore here the
Frobenius norm is equal to the square root of the sum of squared eigenvalues of M :
(106) MMD(Pˆ , Qˆ) = 4Λ2
√∑
i
λ2i
9.5.2 Linear Kernel d Dimensions This can be generalized to any arbitrary number
of dimensions as follows. In d dimensions, the entries of the matrix M become Mkl = ∆kl.
Therefore the Frobenius norm of M is given by:
(107) ||M ||2F =
∑
i=1...d
∑
j=1...d
∆2ij =
∑
i=1...d
∆2ii +
∑
j=i+1,...,d
2∆2ij
Correspondingly, the vector µPˆ − µQˆ becomes:
(108) µPˆ − µQˆ =

∆11
∆22√
2∆12
∆33√
2∆13√
2∆23
∆44√
2∆14√
2∆24√
2∆34
...

The norm is given by:
||µPˆ − µQˆ||2K′ =
∑
i=1,...,d
∆2ii +
∑
i=1,...,d
∑
j=i+1,...,d
2∆2ij(109)
=
∑
i=1,...,d
∆2ii +
∑
i6=j
∆2ij(110)
=
∑
i=1...d
∑
j=1...d
∆2ij = ||M ||2F(111)
And thus in this case it still holds that:
(112) ||M ||F = ||µPˆ − µQˆ||K′
And thus:
(113) MMD(Pˆ , Qˆ) = 4Λ2
√∑
i
λ2i
Note that due to our careful ordering of the featuremap of the squared kernel (Equation
53) we have that this featuremap is still properly defined even if the dimension of d→∞.
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9.5.3 Extension to Arbitrary Kernels The same result as above can be obtained
for any arbitrary kernel K, only we have to work in the RKHS of K, thus everywhere
x needs to be replaced by ψ(x)K . Furthermore xij will become the jth component of
ψ(xi)K , where xi will be object i. This proof still holds, since the featuremap ψ(x)K′ is
still given by the featuremap of the squared kernel, however in this case the featuremap
is with respect to the RKHS of K: this does not influence the proof. We showed that
this holds for any arbitrary dimension, thus our results hold for a kernel with arbitrary
dimension of the RKHS of K. For the Gaussian kernel we cannot compute the matrix M .
Instead, since M and MK have the same eigenvalues (where MK is defined in Equation
32), we can compute the MMD instead using the eigenvalues of MK .
So we have that:
(114) MMD(Pˆ , Qˆ) = 4Λ2
√∑
i
λ2i
where λi are the eigenvalues of MK . Note that
(115) MMD(Pˆ , Qˆ) 6= 4Λ2||MK ||F .
This does not hold, since the matrix MK is not symmetric. Therefore, the eigenvalues of
MK are not the same as the singular values of MK (as was the case for M). Therefore,
Equation 114 does not imply that the MMD can be computed using the Frobenius norm
of MK .
9.6 Proof of Theorem 5
Since f ∈ H, we have that f = fTx. Thus wee have that:
(116) LPˆ (h, f) =
1
nPˆ
(XPˆh−XPˆ f)T (XPˆh−XPˆ f)
Define u = h− f . Then we can show that:
(117) LPˆ (h, f) =
1
nPˆ
(XPˆu)
T (XPˆu) =
1
nPˆ
uTXT
Pˆ
XPˆu
We can show the same result for LQˆ(h, f):
(118) LQˆ(h, f) =
1
nQˆ
uTXT
Qˆ
XQˆu
Rewriting:
(119) LPˆ (h, f)− LQˆ(h, f) =
1
nPˆ
uTXT
Pˆ
XPˆu−
1
nQˆ
uTXT
Qˆ
XQˆu
We can rewrite the above as:
(120) LPˆ (h, f)− LQˆ(h, f) = uT
(
1
nPˆ
XT
Pˆ
XPˆ −
1
nQˆ
XT
Qˆ
XQˆ
)
u
Now we define the d times d matrix M as:
(121) M =
1
nPˆ
XT
Pˆ
XPˆ −
1
nQˆ
XT
Qˆ
XQˆ
And thus we have that:
(122) LPˆ (h, f)− LQˆ(h, f) = uTMu
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Since M is a real symmetric matrix, M is a normal matrix and admits an orthonormal
eigendecomposition with real eigenvalues:
(123) M =
d∑
i
eiλie
T
i
Where λi indicate the eigenvalues and ei are the corresponding eigenvectors with unit
length. Since the eigendecomposition is orthonormal we have that eTi ej = 1 only if i = j,
otherwise eTi ej = 0. Since M is a normal matrix its orthonormal eigenvectors span the
entire space Rd, and thus form an orthonormal basis for Rd. Because of this we can
express the vector u in terms of the eigenvectors of M :
(124) u =
d∑
i
u¯iei
Where u¯i is the projection of u on ei:
(125) u¯i = eTi u
Now we can rewrite uTMu:
uTMu =
d∑
i
uT eiλie
T
i u(126)
=
d∑
i
u¯2iλi(127)
Combining with Equation 122 yields:
(128) LPˆ (h, f)− LQˆ(h, f) =
d∑
i
u¯2iλi
Taking the absolute value we have that:
(129) |LPˆ (h, f)− LQˆ(h, f)| = |
d∑
i
u¯2iλi|
Now if we assume h is trained on Qˆ, LQˆ(h, f) ≈ 0, and we have that:
(130) LPˆ (h, f) ≈ |
d∑
i
u¯2iλi|
Since ||h||K ≤ Λ and ||f ||K ≤ Λ we have that ||u||K ≤ 2Λ. The vector u¯ is equal up to u
except for a rotation (sinceM is a normal matrix). Thus we have that, ||u¯||K = ||u||K ≤ 2Λ.
In the linear kernel this means that:
(131) ||u¯||K =
√∑
i
u¯2i ≤ 2Λ
In Subsection 9.9 we show how to compute u¯2i in this error decomposition explicitly.
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9.7 Proof of Theorem 6
Let h, f ∈ H. Then u = h− f has ||u||K ≤ 2Λ since ||h||K ≤ Λ and ||f ||K ≤ Λ. Thus
u ∈ U = {u ∈ H : ||u||K ≤ 2Λ}. Since u¯ is equal to u up to a rotation, we have that
||u¯||K ≤ 2Λ as well. We assume each u in U is equally likely, similarly each u¯ in U is
equally likely.
We start from Equation 128 and take the absolute value on both sides:
(132) |LPˆ (h, f)− LQˆ(h, f)| = |
d∑
i
u¯2iλi|
We wish to bound the right hand side in expectation over u. First, we bound the right
hand side using the triangle inequality:
(133) |
d∑
i
u¯2iλi| ≤
d∑
i
u¯2i |λi|
Now we compute the expectation of the right hand side with respect to u, which is the
same as in expectation with respect to u¯.
(134) E
u
d∑
i
u¯2i |λi| =
∫
U
∑
u¯2i |λi|p(u¯)du¯
Where:
(135) p(u¯) =
1∫
U
du¯
=
1
vol(U)
The integral over the set U in Equation 134 is hard to compute. Therefore, we bound this
integral by an integral over V , where the set V = {u¯ ∈ H : maxi |u¯i| ≤ 2Λ}. Note that V
is the enclosing box around U and thus U ∈ V . The integral over V can be solved in closed
form. Furthermore, take D = V \ U . We introduce shorthand notation t(u¯) = ∑u2i |λi|.
Since the function t(u¯) is a parabola that increases farther away from the origin, that
the mean of t on D is larger than the mean of t on U :
(136)
1
vol(D)
∫
D
t(u¯)du¯ ≥ 1
vol(U)
∫
U
t(u¯)du¯
We can rewrite this result above:
vol(U)
∫
D
t(u¯)du¯ ≥ vol(D)
∫
U
t(u¯)du¯(137)
vol(U)
(∫
D
t(u¯)du¯+
∫
U
t(u¯)du¯
)
≥ (vol(D) + vol(U))
∫
U
t(u¯)du¯(138)
1
vol(U) + vol(D)
(∫
D
t(u¯)du¯+
∫
U
t(u¯)du¯
)
≥ 1
vol(U)
∫
U
t(u¯)du¯(139)
1
vol(V )
∫
V
t(u¯)du¯ ≥ 1
vol(U)
∫
U
t(u¯)du¯(140)
Now, we compute the integral of t(u¯) over V :
1
vol(V )
∫
V
t(u¯)du¯ =
1
vol(V )
∫
V
∑
i
u2i |λi|du¯(141)
=
1
vol(V )
∑
i
|λi|
∫
V
u2i du¯(142)
=
1
vol(V )
∑
i
|λi|(4Λ)d−1
∫ 2Λ
−2Λ
u2i du¯i(143)
=
1
vol(V )
∑
i
|λi|(4Λ)d−1 2
3
(2Λ)3(144)
27
Note that vol(V ) = (4Λ)d, thus:
(145)
1
vol(V )
∫
V
t(u¯)du¯ =
4
3
Λ2
∑
i
|λi|
Combining with Equation 140 and Equation 134 we have that:
(146) E
u
d∑
i
u¯2i |λi| ≤
4
3
Λ2
∑
i
|λi|
Thus, in expectation over u ∈ U we have that:
(147) E
u∈U
|LPˆ (h, f)− LQˆ(h, f)| ≤
4
3
Λ2
∑
i
|λi|
In particular, this also holds without absolute value. Thus we have that the following
holds in expectation over u ∈ U :
(148) E
u∈U
LPˆ (h, f) ≤ Eu∈U LQˆ(h, f) +
4
3
Λ2
∑
i
|λi|
9.8 Proof of Theorem 7
This theorem can directly be shown by observing that the Nuclear Discrepancy
upperbounds the Discrepancy, and then upperbounding the Discrepancy in the bound of
Theorem 3 by the Nuclear Discrepancy.
9.9 Computation of the Error Decomposition
The computation of u¯i, the projection of u onto the eigenvector vi of M is non-trivial.
Observe that here vi is the ith eigenvector and not a component. Here we assume vi is
not normalized to unit norm. We give a detailed description in this appendix how to
compute u¯i. In this case the equation for u¯i is:
(149) u¯i =
uT vi√
vTi vi
The difficulty in this derivation is finding the vector vi in case kernels are used. In that
case we need to find vi expressed in terms of the datamatrix X. Then we can apply the
‘kernel trick’ to compute Equation 149.
Note that in the linear kernel we have:
(150) Mvi = λivi
In case of the linear kernel it is straightforward to compute vi. To compute vi when
kernels are used, first we show that vi can be expressed in terms of the datamatrix X,
and afterward we find this expression of vi in terms of X. Note that:
(151) Mvi =
nPˆ∑
j=1
djxjx
T
j vi =
nPˆ∑
j=1
(xTj vi)djxj = λivi
Thus we have that:
(152)
nPˆ∑
j=1
(xTj vi)dj
λi
xj = vi
Thus we have that each eigenvector vi is a linear combination of the vectors xj . Here the
sum is taken over all objects x ∈ Pˆ . Since Qˆ ⊆ Pˆ , this includes all data the active learner
has access to. Then we can write each eigenvector vi as:
(153) vi = XTPˆ αi
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Thus we can express each vector vi using the datamatrix XPˆ . Now we will have to find
the vector αi to find vi. We substitute the equation above in equation 150 to obtain:
(154) MXT
Pˆ
αi = λiX
T
Pˆ
αi
Now we multiply left with DXPˆ on both sides to obtain:
(155) DXPˆMX
T
Pˆ
αi = λiDXPˆX
T
Pˆ
αi
Observe that this is equal to:
(156) MTKM
T
Kαi = λiM
T
Kαi
Where MK was defined in Equation 32. Now we define βi = MTKαi. Then we find:
(157) MTKβi = λiβi
We can compute the eigenvectors β by computing the eigendecomposition of MTK . This is
possible even when using kernels, since MK is expressed in terms of the kernel matrix.
However we require the vector αi to compute the eigenvector vi. Thus now we will aim to
express αi in terms of βi. Observe that if we multiply equation 157 by (MTK)
−1 on both
sides we obtain:
(158) βi = λi(MTK)
−1βi
Now observe that due to the definition of βi we have that:
(159) βi(MTK)
−1 = αi
Combining equation 158 and 159 we find that:
(160) αi =
βi
λ
Substituting this in equation 153 we find the vector vi:
(161) vi = XTPˆ
βi
λ
Now we have found vi. Now we can proceed to compute ui.
Note that due to the representer theorem we have that the hyperplane of each model
can be written as a linear combination of the data:
(162) u = f − h = XT
Dˆ
c′ −XT
Qˆ
c ≡ XT
Dˆ
c˜
Here f is given as a linear combination of XDˆ, which we define as the complete datamatrix.
This datamatrix includes the training and test set, since f in our experiments was obtained
by training on the whole dataset where the original binary labels of the dataset are used.
However note that for any f ∈ H the model f can be written in this way. Similarly, since
h is trained on the dataset Qˆ, we can write h as a linear combination of objects in Qˆ.
Combining equation 161 and 162 with equation 149 we find that:
(163) ui =
c˜XDˆX
T
Pˆ
βi
λi√
βTi
λi
XPˆX
T
Pˆ
βi
λi
=
c˜KDˆPˆβi√
βiKPˆ Pˆβi
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10. EXPERIMENTAL SETTINGS AND DATASET CHARACTERISTICS
The active learning methods are evaluated on the datasets shown in Table 3. The
datasets marked with ∗ were provided by Cawley and Talbot [2]. Other datasets originate
from the UCI Machine Learning repository [14].
Table 3
Basic characteristics of evaluation datasets.
Dataset #obj. #pos. #dim.
vehicles 435 218 18
heart 297 137 13
sonar 208 97 60
thyroid∗ 215 65 5
ringnorm∗ 1000 503 20
ionosphere 351 126 33
diabetes 768 500 8
twonorm∗ 1000 500 20
banana∗ 1000 439 2
german 1000 700 20
splice 1000 541 60
breast 699 458 9
The parameter settings used are displayed in Table 4.
Table 4
Table with parameters used for the benchmark datasets
Dataset σ log10(λ)
vehicles 5.270 -3.0
heart 5.906 -1.8
sonar 7.084 -2.6
thyroid 1.720 -2.6
ringnorm 1.778 -3.0
ionosphere 4.655 -2.2
diabetes 2.955 -1.4
twonorm 5.299 -2.2
banana 0.645 -2.2
german 4.217 -1.4
splice 9.481 -2.6
breast 4.217 -1.8
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11. LEARNING CURVES OF AGNOSTIC SETTING
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Fig 3: Results on all benchmark datasets for the agnostic setting.
31
12. ADDITIONAL RESULTS ON ALL DATASETS FOR THE
REALIZEABLE SETTING
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Fig 4: Results on all benchmark datasets for the realizable setting where f ∈ H.
().
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Fig 5: Error decomposition for all datasets.
