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Abstract 
The improvements of molecular beam epitaxy have reached a state where the 
deposition of material layers on an atomic length scale is possible. State-of-the- 
art x-ray and electron beam lithography allows horizontal patterning on a nanome- 
ter scale. These technologies have given rise to a new class of devices that oper- 
ate on quantum mechanical principles. QUEST (Quantum Electron Semiconductor 
Transport) simulates electron quantum transport at high bias through semiconductor 
heterostructures. Large cross-section and one-dimensional quantum devices can be 
analyzed including effects due to dissipation and charging. The simulation is lim- 
ited to steady-state transport in a single conduction band. The analysis is based 
on the non-equilibrium Green's function approach of Keldysh, Kadanoff, and Baym. 
Electron-phonon interactions are treated in the self-consistent first Born approxi- 
mation and electron charging effects are built in via a self-consistent electro-static 
potential. Quantum interference is naturally built into the Green's functions. The 
user's manual includes a tutorial that guides the new user through several examples 
of electron transport through resonant tunneling diodes. The examples include elas- 
tic scattering, inelastic scattering by acoustic phonons, inelastic scattering by optical 
phonons, intrinsic bistability due to charge accumulation and effects due to trans- 
verse modes. The user's manual also includes a reference guide meant for the more 
experienced user who needs to look up parameter definitions. (118 pages, 39 figures, 
1 table, 12 index pages) 
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Chapter 1 
Overview 
The technology of molecular beam epi t axy has allowed the fabricat ion of layered semi- 
conductor materials with atomically sharp layer boudaries. Layers may be as thin as 
one single atomic layer and the creation of structures, whose material parameters vary 
on an atomic length scale, are possible. Following the initial proposal by Esaki [I.] sev- 
eral device structures such as double barrier resonant tunneling diodes (DBRTD's) [2], 
superlattices [3] and hot-electron injection devices [4] have been realized. The device 
behavior can only be understood in a quantum mechanical framework including the 
carrier energy quantization and charge accumufation effects. The interaction of the 
carriers with the surrounding crystalline lattice become of great importance with re- 
spect to the device performance especially in high bias, high temperature applications. 
Electron-phonon-scattering is of great importance especially in polar semiconductors 
such as GaAs. 
Limitations: 
Quantum Electron Semiconductor Transport (QUEST ) allows the simulation 
of electron transport in a single conduction band including inelastic electron-phonon 
interactions for arbitrary bias. In order to keep this complex electron transport 
problem tractable several simplifications have been made: 
Electron transport in a single conduction band is simulated. Effects due to 
electrons or holes in other bands are not included. 
Material parameters are assumed to vary only in one, the longitudinal, direction. 
The electron transport problem is solved for steady state conditions. Transient, 
time dependent behavior is not calculated. 
Electrons are characterized by one effective mass which is constant throughout 
the structure. 
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Phase breaking is included by the coupling of the electrons to baths of oscil- 
lators. This interaction is local in real-space which caused the scattering to 
be isotropic in k-space. The phase-breaking mechanisms can be divided into 2 
groups: elastic and inelastic. Elastic phase breaking is simulated in QUEST as 
energy independent. Inelastic phase-breaking is modeled as energy dependent 
with two possible oscillator spectra: 
- J w2 O(wD- I w 1 )  inelastic Debye phonon scattering. 
- US (w - wo) inelastic Einstein phonon scattering 
Electron-electron scattering is neglected. 
The material parameters are discretized onto a one-dimensional tight binding 
chain. The dispersion function of the tight binding chain is of the form E (k) = 
fi2 
rn* .2 (1 - cos (ka))  where a and k are the lattice spacing and the electron wave 
vector, respectively. The lattice spacing 'a' should (usually) be chosen such that 
all relevant energies in the problem are in the parabolic region of the cosine- 
function such that E(k) c =. If the lattice spacing is chosen too large, 
effects of the tight binding energy dispersion will influence the calculation. 
Memory. 
QUEST is written in standard' Fortran 77 and can in principle be run on any UNIX 
environment. The RAM needed for the execution of QUEST depends stron,gly on the 
number of spatial and energy nodes involved. The number of spatial tight binding 
nodes depends on the physical size of the structure and the free electron dispersion 
relation as discussed above. The number of energy nodes depends on the energy 
range covered in high bias simulations ( 500meV) and the sharpness and multitude 
of resonance features ( lpeV - ImeV) that need to be finely resolved. We will discuss 
the optimization schemes employed further below in the manual. Typically we have 
used 150-300 energy nodes which has placed the RAM requirements with 100 spatial 
nodes to  about 50MB. This large memory requirement is usually not satisfied on a 
normal workstation. We have run QUEST on 8 platforms: Ardent Titan, Gould NP1, 
IBM RISC 6000-560, HP Apollo 9000-730, SUN 4, Sparc I, Sparc I1 and CRAY-YMP. 
Compilation: 
Fortran 77 does not allow for dynamic memory allocations. Array sizes need to be 
fixed before the compilation of the code. In order to keep the memory requirements 
flexible (for example for debugging or fast test runs on smaller workstations) we have 
labeled 4 critical array sizes: 
lWith one exception: some variable names are longer than 6 characters. 
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maximum number of z-axis nodes 
maximum number of energy nodes 
maximum number of different materials 
FE-grid nodes (to be explained in Chapter 3 on page 62.) 
The input deck, which will be discussed in detail further below, specifies the first 
three number of nodes of the above list that are actually used in the computation. 
The compilation routine included in the software package asks for these array sizes, 
substitutes them into the actual code and proceeds with the usual compilation. For 
best program performance with respect to speed, we suggest the compiled array sizes 
to be as close as possible to the actually needed ones in order to ease the cache 
memory swapping during the computation. Unused but allocated memory also takes 
away from other users that may need it on multiple user machines. 
Running QUEST : 
The input deck is usually the only input needed to run QUEST . It specifies the 
device to  be analyzed, energy grid parameters, and the quantities to be computed. 
The input deck is entered as standard input and a summary of the calculation is 
produced as standard output. This output record contains the input deck, possible 
error messages, warnings and calculation results such as total, coherent, and incoher- 
ent terminal currents, the achieved precision and a structural summary of the device 
analyzed (see Figure 1.1). 
Suppose that the executable version of QUEST has been called quest and that the 
user has created an input deck i n .  deck. The program would be executed as follows: 
quest < in.deck > out.deck 
where out .deck is the summarized output of QUEST . Details of the design of the 
input deck can be found in Chapter 2 and Chapter 3. QUEST may also generate 
output files containing 2D data (e.g. conduction band profile or electron density 
versus z-axis) and 3D data (e.g. current density per unit energy vs. z-axis and 
energy, or local density of states vs. z-axis and energy) as specified in the input deck. 
The storage format of these data files is ASCII and may be imported into a wide 
variety of graphing packages. The data format and the available output files will be 
discussed in Chapter 3. 
Theory: 
Chapter 4 contains an overview of the theory underlying the calculations per- 
formed in QUEST . We think that it is important to develop a physical feel for 
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4 Overview 
I title Double Barrier Structure - constant Elastic Phase-breaking C 
! !  This is a sample input deck used as tutorial for QUEST I !! anstant elastic m a s e  breaking I I device Structure-~ftusfg t-4.2k nodes-75 > dispersion-const 
layers characterulglf/elrlbls w 
contac t - t rue l t rue l fa l4 . .  . w 
ec-oFFset-0.evl0.evlO.ev/O.ev/O.evlO.5Oevl.22ev > 
nd+5.0mev/5.01oev10.0wl.. . > 
length-50.0a/50.0a/50.0al50.0a/70.Oal50.al50.a > 
bias layer- va-0.115~ 
csection infinitpfalse x-die2 .nm y-dim-2 .nm 
output tag-115 quantitydevice/nOlz:e)lj > 
chkpt-f alse 
solve fprecn-3 iprecn-3 man-iters-90 
egrid kbt-10 cutoff-1 ~des-301 topteg-14. 
Input Deck 
s.NO1D-xxx 
s . t au-xxx 
Figure 1.1 : Input/output summary for QUEST 
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the quantities calculated with QUEST . The optimization of the energy grid may be 
quite tricky and requires a smart computer user, who does not trust the computation 
blindly. It is therefore extremely important to understand which quantities are being 
solved for and which quantities are being derived from others. The three essential 
quantities which are calculated iteratively are the local density of states No (2; E) , the 
occupation f (2; E )  and the scattering time TQ (z; E) .  These three quantities can be 
part of the output files and should be analyzed carefully with respect to the resolution 
of sharp step-like or peak-like features. 
A serious word of caution in  the usage of QUEST is in place here: a bad energy 
grid may obscure features in No, f ,  and TQ and corrupt the calculation totally! 
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Chapter 2 
Tutorial Introduction 
2.1 The First Run 
The computation instructions such as device description and desired device calcula- 
tions are fed into the QUEST via an input-deck. We will familiarize the reader with 
the syntax of the input-deck by explaining an example input-deck step-by-step. The 
complete list of available input options and their syntax is deferred to Chapter 3. 
After a first simple calculation we will make the example more and more complex. 
Figure 2.1: Conduction band profile of the double barrier resonant tunneling structure to 



















8 Tutorial  Int roduct ion 
Throughout this tutorial, we will employ the phenomenon of resonant tunneling 
through a double barrier structure (see Fig. 2.1), for the explanation of QUEST . 
We will start with the easiest setup possible assuming a (large) constant (energy 
and spatially independent) elastic phase-breaking time. That means that the phase- 
breaking time is not calculated self-consistently as a function of local density of states 
and occupation. All energies are decoupled in this case, transport is completely elastic 
and the problem could be calculated for example using the package SEQUAL [5 ] .  
Figure 2.2 depicts this sample input-deck and we will go through this input-deck 
step-by-step in the next several paragraphs. 
2.1.1 Syntax and General Comments 
Figure 2.2 is a sample input-deck that we will be analyzing in the following sections. 
It is included in the QUEST software package in the directory SAMPLE1. Before going 
into the particular device specifications of this example we first need to define the 
syntax of the QUEST input-deck. 
Cards, Keys  The input-deck of QUEST is grouped into logical units known as cards. 
Each card has its own name followed by the information allowed in this partic- 
ular card (the keys). In Figure 2.2 the cards are t i t l e ,  device, l aye r s ,  b ias ,  
csec t ion ,  output ,  so lve  and egrid.  
Defaults  Some keys have default values and may be left out of the input-deck. The 
so lve  card, for example, contains information about the required precision of 
the simulations. The required precision for the occupancy factor f ,  the current 
density J, the electron density n, and the electrostatic potential V may be 
specified separately. We have specified only the precision for f and J explicitly. 
The other two values are then assumed to be the default values. Furthermore 
we could have left out the solve card entirely1. and the following parameters 
would be assumed by QUEST : 
so lve  fprecn=3 iprecn=2 nprecn=2 vprecn=2 max-iters=20 
The default values2 of the keys can be found in Chapter 3. 
Lists Some keys are assigned a list of values. Each value in the list is separated by 
- 
the slash (/) character. For example, a list is needed to specify the names of 
several material layers. 
'The reader revisiting this section after exploration of some later sections will note tihat the tau 
card is left out of Figure 2.2 in this example of elastic phase breaking. 
'A word of caution here: well defined parameters are known parameters; don't get haunted b y  
default values the program chooses f o r  you. 
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!! This is a sample input deck used as tutorial for QUEST 
!! constant elastic phase breaking 









cap=le30f/. . . 
ias layer=c va=0.115v 
section infinite=false x-dim=2.nm y-dim=2.nm 
utput tag=115 quantity=device/nO(z;e)/j 
olve fprecn=3 iprecn=3 max-iters=90 
Figure 2.2: Sample 1 input-deck for a simulation of a double barrier resonant tunneling 
structure with elastic phase breaking. 
layers  character = c/g/f/e/w/b/s 
This command in the layer card specifies the (one letter) names of seven layers 
whose properties need to be further specified. 
Shorthands Some lines end with an ellipsis (. . . ), which indicates that all following 
list elements are the same as the last specified one. This means that 
tauinit  = loops/ . . .  
is equivalent to 
tauinit  = 100ps/100ps/100ps/10Ops/100ps/100ps/100ps 
Order The order of cards in the input-deck is not important. Cards should be 
separated by empty lines for readability. 
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Line Continuation Lines can be continued with the (>) character, if they become 
too long3. 
Comment Lines Comment lines can be inserted using exclamation marks between 
cards. 
2.1.2 Title Card 
Each input-deck must begin with a title to make the input-deck more readable, 
make similar looking input-decks distinguishable, and to give the simulation a name. 
2.1.3 Device Card 
The device card specifies some general device parameters. 
device structure=cfbwsfg temp=4.2k nodes=75 > 
dispersion=const 
The temperature is set to 4.2K (temp=4.2K) and total number of spatial nodes is set 
to 75 (n0des=75)~. The type of phase breaking is specified with the dispersion key. 
We specify here constant elastic phase breaking. This means that the phase breaking 
time is independent of energy and constant spatially within each layer. The structure 
key 
structure = cfbwsfg 
specifies the order of the layers of the structure. The properties of each of the layers 
named with one character (c, f, s, w, g) is specified in the following layers card. 
2.1.4 Layers Card 
The first line in the layers card 
layers character=c/g/f /e/w/b/s > 
contact=true/true/f alse/. . . > 
ec-offset=0.ev/0.ev/0.ev/0.ev/0.ev/0.50ev/.22ev > 
nd+=5.0mev/5.0mev/0.Oev/ ... > 
length=50.0a/50.0a/50.0a/200.0a/70.0a/50.a/5O.a > 
tauinit=lOOps/. . . > 
31n the release version this maximum number is set to 80 characters. This can be modified in 
psubs .f. 
4The number 75 will be explained in the next section 2.1.4 in the length key of the layers card. 
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indicates that we want to specify the parameters of the l a y e r s  c, g, f, e, w, b, s in 
that sequence. This does not have to be the physical sequence in which they follow 
in the s t r u c t u r e  key on the device card. In fact the next line indicates that the 
first two layers, c and g (contact and ground), are contact layers and that the rest 
of the layers are not contact layers. The structure has to be terminated by contact 
layers and no other contact may be between these two. You can check that this 
requirement is satisfied in the device card (structure=cfbwsfg). We can specify 
more layers than we actually have in the structure (layer e is not in the structure), 
but we must not define fewer layers. A layer that is specified in the l aye r s  card can 
occur several times in the actual structure. The layer f for example occurs twice in 
the key s t ructure=cfbusfg in the device card. 
The key ec-of f s e t  defines the conduction band offset that each layer has in units 
of eV or meV. Regions b and s have conduction band offsets of 5OOmeV and 220meV, 
respectively and create the asymmetric barrier structure shown in Figure 2.1. 
nd+ defines the doping level of each layer either in units of cm-3, m- 3 or converted 
into quasi Fermi levels in units of eV or meV. The specification of nd+ in the contacts 
defines the Fermi-energy. We will not calculate a self-consistent electrostatic potential 
in this example. The doping of the device region between the contacts is therefore 
irrelevant. 
The doping key nd+ is followed by the length key in our example. The thick- 
nesses of all layers are specified here in units of a (A), nrn, um (prn) ,  cm, and m. Given 
these lengths, we can figure out the number of spatial nodes necessary in the device 
card. The device specified has length (50+50+50+70+50+50+50) A= 370 A. We 
recommend a lattice spacing of 5A which results in 74 nodes. To achieve a homoge- 
neous lattice spacing we need to increase this number by one. This is why we have 
entered nodes=75 in the device card. 
The next two keys are related to the average phase breaking time in each region. 
For the initialization of the more complicated Debye or Einstein phonon spectra two 
different sets of values are introduced (as discussed later). Here we are interested 
in the case of constant energy independent and spatially independent elastic phase 
breaking. We define a very long phase breaking time of loops to analyze the case of 
pure coherent transport. In the case of dispersion=const  in the device card , we 
must specify the same parameters in t a u i n i t  and tau ta rg .  
The cap key is needed for an approximate self-consistent potential calculation 
which we do not perform here. But it must be specified in the input-deck, since a 
default cannot be installed in the l a y e r s  card. 
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2.1.5 Bias Card 
The b ia s  card 
b i a s  layer=c  va=0 .115v 
specifies the voltage to be applied at the contact region 'c'. The potential is assumed 
to drop linearly between the two contacts, unless a self-consistent potential calculation 
is performed, or an otherwise calculated potential profile is fed in (see Chapter 3). 
The applied voltage must be of the units V or mV. 
2.1.6 Csection Card 
Another structural parameter is specified in the cross section (csection) card. QUEST 
can handle two different types of transverse dimensions (infinite and finite cross- 
section). Translational invariance is assumed in the case of infinite cross-section. The 
total energy coordinate is split up in a longitudinal and transverse component and 
the transverse energy component is integrated out of the problem. This procedure is 
numerically quite intensive. However, many physical processes can be analyzed in a 
one dimensional, finite cross section model that contains only one or few transverse 
modes. In 
csect ion i n f i n i t e = f a l s e  x-dim=2nm y-dim=2nm 
we specify a very small cross section such that, given the small Fermi Energy, only 
one transverse mode is supported. 
2.1.7 Output Card 
The output card 
output tag=115 quantity=device/nO(z;e)/j 
contains the label or t a g  that is attached to the data output files to distinguish 
them from different simulations. We are planning to generate an I-V-curve for our 
double barrier resonant tunneling diode and want to compute the current for several 
different applied voltages. We have therefore chosen the tag to  be the applied voltages 
(in mV). Furthermore, we have specified in the quant i ty  key, that we want the device 
structural parameters, the local density of states and the current density to be written 
out after the calculation. The contents and the format of these data output files is 
explained in detail in section 3.14. 
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2.1.8 Solve Card 
The so lve  card contains the number of maximum iterations after which the compu- 
tation will be stopped, if a convergence has not been achieved. 
so lve  fprecn=3 iprecn=3 max-iters=90 
Also, we specify the desired precision in the occupancy factor f and the current I. 
2.1.9 Egrid Card 
Motivation 
Finally, we come to the most tricky card in the input-deck: the eg r id  card. This 
input-deck card specifies the generation and the degree of sophistication of the inho- 
mogeneous energy grid. The calculation of electron transport through a heterostruc- 
ture is realized in QUEST via the iterative calculation of some microscopic properties. 
These are the local density of states No, the occupation factor f ,  the phase breaking 
time ra,  and the current density J. These 4 quantities may have sharp features on an 
energy scale of O.1pV - ImeV, and kBT - 0.lmeV. The applied bias may be in the 
range of several hundred meV. A homogeneous energy grid that covers, for example, 
200 meV with a resolution of 1peV would require 200,000 energy grid nodes which 
are clearly out of our range of computational feasibility. Clearly an inhomogeneous 
energy grid needs to be designed. 
However, QUEST does allow for the generation of a homogeneous energy grid using 
the emin, emax and nodes keys as explained in Chapter 3. Automatic and optimized 
energy node placement is the-default. QUEST contains routines that perform opti- 
mizations with respect to the local density of states No and the occupancy f .  In the 
presence of inelastic scattering a third variable can be entered into the optimization: 
the current density J. 
Energy Range; Our Example 
We are dealing here with elastic phase breaking, which does not allow for vertical flow. 
All total energies are decoupled as discussed above. We therefore do not optimize 
with respect to the current density J. The range of energies covered by the energy 
grid needs to be specified first. The low end of the energy range is determined by the 
smallest conduction band energy including the bias (see Figure 2.3). 
The lowest energy boundary can be lowered with the parameter (cutoff  x h/O.lps) 
to include the density of states tails under the conduction band due to finite phase 
breaking. Since we have defined tau=100ps in the l aye r s  card, we expect only a very 
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AE = kbt xkgxtemp 
AE = c u t o f f  x- 
Figure 2.3: Conduction band profile with applied bias indicating the critical energies that 
determine the relevant energy range. 
small spread of the one-dimensional density of states under the conduction band, and 
we have specified cut off = 1. 
egrid kbt=lO cutoff=l nodes=301 topteg=14. 
The upper energy boundary is determined by the largest local chemical potential 
( p )  in the structure. This boundary can be pushed up with the parameter kbt in 
kbt x kB x temp. In our example here, we have specified kbt=lO which means that 
the energy grid in our case is raised above p by 10kBT in the emitter. 
Highest Energy with Inelastic Scattering 
In the case of inelastic scattering the energy grid is extended to higher energies by 
a range that is determined by the scattering process. The extra energy range is 
determined by the acoustic phonon cut-off tiwD = 34meV for dispersion=si and by 
the optical phonon eigen energy hwo = 36meV (default) for dispersion=gaas. 
Feature Resolution and Optimization Algorithm 
Now we need to explain the actual node placement within the energy range defined 
above. First we discuss the optimization with respect to the density of states. The 
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center panel in Figure 2.4 indicates the well known sharply peaked density of states 
that develops within a double barrier structure at the resonance energy. It is also well 
known that the density of states within a perfect one-dimensional wire is proportional 
to 1 / a .  The local density of states is therefore also very strongly peaked at the 
conduction band edge in the leads. Finite phase breaking tends to spread out this 
sharply peaked function (see Figure 2.1.9). The three panels in Figure 2.4 show how 
the sharply peaked features in the density of states occur at different energies at 
different spatial coordinates. 
Figure 2.4: Conduction band profile of a double barrier resonant tunneling structure with 
cuts through the local density of states indicated in the inserted panels. 
We need to place more nodes at energies where the density of states varies most 
(Figure 2.4). Let us assume that we integrate the density of states across the device 
energy by energy. Plotted versus energy, we obtain the three features indicated in Fig- 
ure 2.4 on one energy axis, independent of the spatial coordinate in Figure 2.1.9a. We 
now integrate the solid line in Figure 2.1.9a from -00 to E to obtain the monotonically 
increasing function monoN depicted in Figure 2.1.9b. We now place a homogeneous 
grid of points on the y axis of Figure 2.1.9b and obtain a non homogeneous grid on 
the x axis, which is dense at energies where No varies rapidly in energy. 
The critical reader might remark now: How can you speak about integrating a very 
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Figure 2.5: (a) Density of states integrated across the device as a function of energy. 
Sharply peaked features occur a t  the conduction band edges of the emitter and the collector 
and a t  the central resonance state (see Figure 2.4 ). Indicated a t  the lower peak is the 
density of states proportional to  I/@. The pole at the conduction band edge will be 
washed out by finite phase-breaking and a tail under the previous cutoff energy will be 
created. (b) Distribution function monoN obtained by integration from density in (a). 
Sharply peaked features are converted into steps. A homogeneous grid on the y-axis projects 
into an inhomogeneous energy grid on the energy (x) axis. The grid is dense in regions of 
sharply peaked density of states. 
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spiky function to obtain a nonuniform energy grid, when you do not have the energy 
grid yet to do the integration effectively? For the initial setup of the inhomogeneous 
energy grid QUEST optimizes the energy grid with respect to the density of states 
by using a Romberg integration scheme [6]. This time consuming scheme integrates 
finer and finer energy intervals as long as the finer energy interval makes a significant 
contribution to the accuracy of the integral over the density of states. 
The nonuniform energy grid is not generated with this monotonic curve in Fig- 
ure 2.1.9b alone. In a similar fashion to the density of states, QIJEST generates a 
monotonic function using the occupation factor f .  The optimization with respect 
to the occupation factor f does not use the iteratively calculated occupation f ,  but 
an artificially set-up f which has flat chemical potential p in the contacts, a lin- 
early behaving p inside the device, and an artificial optimization temperature top teg  
(Fig. 2.6). 
W(EJ7z ) )  The monotonically increasing function of energy, monof is If, dEt J' dz (- aE1 . 
Nodes need to be placed around the chemical potential p (2) where f will vary.  odes 
in the contacts with flat p will therefore be weighed more and the monotonic function, 
monof, typically looks like the one sketched in Figure 2.7. 
Figure 2.6: Conduction band profile with the chemical potential p ( z )  indicated along 
the device. p (z) is the chemical potential that is being used in the occupation factor 
optimization. Subject to optimization is & at the optimization temperature topteg. The 
three panels included as inserts indicate the spiky derivative. 
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af(E * Figure 2.7: Monotonic function, monof = Jfm d E f  J dr (-+) 
We have discussed above how the energy range will be extended above the largest 
chemical potential value by the use of kbt  or in the case of simulations of acoustic or 
optical phonons. The Fermi-Dirac occupation in the contacts is rather sharply varying 
a t  the Fermi Energy at low temperatures. Most of the energy grid points would 
therefore be located very closely around this one Fermi energy. If we have chosen the 
energy range to be extended above the largest chemical potential energy for whatever 
reason, we need to make sure that some energy grid points are indeed placed into 
that higher energy region. QUEST allows a special optimization temperature top teg  
to spread out the Fermi distribution tail into these higher energies. In this case here 
we have extended the energy range by the use of kbt. We recommend that top teg  
is chosen such that 3 x kg x topteg extends to the same region. The rule: of thumb 
is therefore: 
kbt  x kB x temp = 3 x kB x top teg  
+ top teg  = kbt x temp/3 (2.1) 
This gives in our case a value of 1013 x 4.211' = 1411'. 
The two monotonic functions, monof N and monof, can now be added with the weighing 
factor nout according to: 
monof f  = monof + monof N x nowt (2.2) 
The default of nOwt is 1. The nonuniform energy grid can now be obtained according 
to the sketch in Figure 2.1.9b for the overall function mono. 
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After a first understanding of a simple QUEST input-deck, we can now compile QUEST 
with the appropriate field parameters. We have: 
7 different device layers 
75 z-axis nodes 
a 301 Eaxis modes 
a 500 recommended FEgrid nodes. 
These 4 values will be requested by the compile program of the package and all the 
*.P files will be converted to *.f files that can then be compiled. Depending on 
the platform on which you run QUEST , you may find it very useful to employ some 
specific compiler optimization options that vary from machine to machine. Introduce 
optimization options step-by-step, run and time QUEST and check the results. Some 
compiler options make QUEST quite fast, but the calculated results may be wrong! 
The parameters given above will be good for all the examples that will follow in 
this tutorial, except for the number of z-axis nodes. In one of the later examples we 
will need 115 z-axis nodes. If you have the memory available on your machine we 
recommend that you use the numbers (7,117,301,500) for the compilation now, so you 
don't have to recompile again for the examples in this tutorial. 
In order to use5 the compiling unit, you need to have the c-program s u b s t i t .  c 
compiled in your path6 (i.e. in your bin or current directory). s u b s t i t .  c is part of 
the QUEST package. The executable is called quest  and can be copied to the bin7 
directory. 
2.1.11 Running QUEST 
You can now copy the above example (in-115) out of the directory SAMPLE1 to a 
new, empty directory and execute QUEST in this directory as: 
quest  < in-115 > !  out-115 
or 
5We are assuming here that you run QUEST in a UNIX environment. 
'YOU need to have the '/bin directory in your path-name, which is usually specified in your shell 
setup. 
71f you run csh you need to enter source -/. cshrc to let your shell know t,hat you have a new 
file in your path. 
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quest  < in-115 > !  out-115 & 
The execution time of this sample should be in the ball park of 30 minutes. The 
resulting output deck out-115 is given in Figure 2.8. 
2.1.12 The Output Deck 
The output deck calculated with SAMPLEl/in-115 is given in Figures 2.5-2.11. The 
first page of the output deck (see Figure 2.8) repeats the input-deck that has been 
fed into QUEST . There will be some markings in the repeated input-deck in the case 
of syntax errors. 
The table of page 2 (Figure 2.9) of the output deck contains structural parameters 
such as donor density, scattering time, conduction band offset, number of nodes in a 
layer and the position on the z-axis for all layers in the structure. The lowest order 
1-D-subband energy ( e l l )  is then given in the case of finite cross section calculations. 
This structural information is followed by a table (Figure 2.9-2.10) describing the 
development of significant figures from iteration to iteration. The authors have found 
that although the calculation for constant scattering time T* is much faster than in 
the inelastic case, much more iterations are usually necessary for the convergence of 
the occupancy f and the current density J. 
The final result of this calculation is the terminal current in the two contacts as 
given in the next table (Figure 2.10). Physically these two currents must be the same 
in magnitude but computational problems, such as a bad energy grid may result in 
different magnitudes. This table may therefore provide a first hunch of some'subtle 
numerical problems that might have occurred. 
The current in the left and the right contact is also given in terms of coherent 
(Ie1) and incoherent ( Ib)  contributions. These are the current contributions due to 
carriers that have not, and have, suffered a phase breaking event in the transport from 
one contact the other. Also we have included a calculation of the conductance of the 
structure given the total current and the applied voltage. This is not the diflerential, 
but rather the total conductance. The output-deck ends with a report of warnings 
and possibly error messages (Figure 2.11). 
2.1.13 Other Output Files 
QUEST will have created several other output files that have all a tag 115 attached 
to them. The format of these files is explained in detail in section 3.14. Also there 
are the untagged files IV and GV that just contain the data sets 
{Applied voltage, total current, coherent current, and incoherent current} 
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........................................................................... 
. . . . . . . . . .  # # # #  # #  # #  # # # # # #  . # # # # #  . # # # # # #  . . . . . . . . .  
. . . . . . . . .  # #  # #  # #  # #  # #  . .  # #  . . .  # #  . . . . . . . . . . .  
. . . . . . . .  # #  # #  ##  # #  # # # # . .  # # # # . . # #  . . . . . . . . . . .  
. . . . . . . .  # #  # #  . # #  # #  # #  . . . .  # #  . # #  . . . . . . . . . . . .  
. . . . . . . .  # # #  # . # # # #  # # # # # #  . # # # # #  . .  # #  . . . . . . . . . . . .  
.............................................................................. 
Purdue University >> Release 1.0 << January 1993 
Input Deck: 
.............................................................................. 
title double barrier structure - constant elastic phase-breaking 
! !  this is a sample input deck used as tutorial for quest 
!! constant elastic phase breaking 
device structure=cfbwsfg ternp=4.2k nodes=75 > 
dispersion=const 
layers character=c/g/f/e/w/b/s > 
contact=true/true/false/ ... > 
ec-offset=O.ev/0.ev/O.ev/O.ev/O.ev/0.50ev/.22ev > 
nd+=5.Ornev/5.Omev/O.Oev/ ... > 
length=50.0a/50.0a/50.0a/50.0a/70.0a/50.a/5O.a > 
tauinit=lOOps/ ... > 
tautarg=lOOps/ ... > 
cap=le30f/ ... 
bias layer=c va=O. 115v 
csection infinite=false x-dim=Z.nm y-dirn=Z.nrn 
output tag=115 quantity=device/nO(z;e)/j 
chkpt=false 
solve fprecn=3 iprecn=3 max-iters=90 
egrid kbt=lO cutoff=l nodes=301 topteg=14. 
+ 
Figure 2.8: Page one of the output-deck of SAMPLE1. 
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* 
............................................................................ 
lQUEST High B i a s  Regime Page  2 
Purdue U n i v e r s i t y  S u m a r y  o f  Inpu t  Device 
.............................................................................. 
doub le  b a r r i e r  s t r u c t u r e  - c o n s t a n t  e l a s t i c  phase- breaking  
Donor I n e l a s t i c  
Dens i t y  S c a t t e r i n g  Ec O f f s e t  Nodes i n  P o s i t i o n  
(/cm* *3) Time (s) (ev) Layer 
/ / ! 
0.00 +-----+ + 
.7380E+19 .1000E-09 .OOOOO 11 ! c ! / !  
50.00 +-----+ + 
.1044E+19 .1000E-09 .OOOOO 10 ! f ! / !  
100.00 +-----+ + 
.1044E+19 .1000E-09 .50000 10 ! b !/! 
150.00 +-----+ + 
.1044E+19 .1000E-09 .OOOOO 14 ! w !/! 
220.00 +-----+ + 
.1044E+19 .1000E-09 .22000 10 ! s !/! 
270.00 +-----+ + 
.1044E+19 .1000E-09 .OOOOO 10 ! f ! / !  
320.00 +-----+ + 
.7380E+19 -1000E-09 .OOOOO 10 ! g !/ 
370.00 +-----+ 
Eigen-Energy 
e l l  = .2806E+01 e f e q -  = 
-2811E+01 of Lowest Mode 
I t e r a t i o n  S i g n i f i c a n t  O S i g n i f i c a n t  
Number F i g s  i n  f (z;E) F i g s  i n  I (z;E) 
---_--------I-------------------------------------- 
1. I 0 .  
2. 1 0. 
0. 3 .  1 
4 .  1 0. 
Figure 2.9: Page two of the output-deck of SAMPLEl. 
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Figure 2.10: Page four and five of the output-deck of SAMPLEl. Page three has been cut 
out in this figure. 
d 
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Purdue U n i v e r s i t y  I t e r a t i o n  Data 
doub le  b a r r i e r  s t r u c t u r e  - c o n s t a n t  e l a s t i c  phase- breaking 
I t e r a t i o n  S i g n i f i c a n t  S i g n i f i c a n t  
Number F i g s  i n  f  (z;E) F i g s  i n  I  (z;E) 
70. 1 2 .  
90. 1 2.  2 .  
lQUEST High B i a s  Regime Page 5  
Purdue U n i v e r s i t y  C u r r e n t s  and Vol tages  
double  b a r r i e r  s t r u c t u r e  - c o n s t a n t  e l a s t i c  phase- breaking 
Applied 
B i a s  Cur r en t  P o s i t i o n  
Va (V) (A/m**2) (Angst)  +-----+ 
/ /! 
0.00 +-----+ + 
.115000 -. 47351E+05 ! c !/! 
50.00 +-----+ + 
Total Current in 1 f  ! / !  
100.00 +-----+ + 
! b ! / !  
,50.00 + ----- + + 
! w ! / !  
220.00 +-----+ + 
! s i / !  
270.00 +-----+ + 
! f  ! / !  
320.00 +-----+ + 
.4 7351E+05 ! g  ! /  
370.00 +-----+ 
Conductance G = .4251E-03 e**2/h /Coherent & ~ncoheren? 
L e f t  Contac t :  I e l  = - . 4 3 8 5 ~ + 0 5  I i n  = - . 3498~+04  Current in Left 
Righ t  Con tac t :  I e l  = .4385E+05 I i n  = .3498E+04 \ & Right Contacts / 
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 QUEST High B ia s  Regime Page 6 
Purdue U n i v e r s i t y  Comments on t h e  C a l c u l a t i o n  
............................................................................. 
double  b a r r i e r  s t r u c t u r e  - c o n s t a n t  e l a s t i c  phase- breaking 
TYPE REMARK SUGGESTION o r  
( t imes  ) EXPLANATION 
............................. ............................. 
! COMMENT ! Unbiased l e a d s  a r e  assumed ! I f  t h i s  assumption is n o t  ! 
! ( 1) ! t o  b e  grounded. ! c o r r e c t ,  u s e  t h e  " bias"  car 'd ! 
I I ! t o  s p e c i f y  a l l  b i a s e s .  I 
--------- ............................ ............................. 
! CAUTION ! Too many nodes > Ecmin. ! Recompile wi th  more energy ! 
I I ! nodes.  I 
--------- ............................. .............................. 
! CAUTION ! I t e r a t i v e  s o l u t i o n  f o r  t h e  ! The " p r e c i s i o n "  r eques t ed  on ! 
1 ! d i s t r i b u t i o n  f u n c t i o n  f ( z ; E )  ! t h e  " solve"  c a r d  may be t o o  ! 
1 ! d i d  n o t  converge.  ! l a r g e .  I 
--------- .............................. 
Figure 2.11: Page six of the output-deck of SAMPLE1. 
a {Applied voltage, total conductance), 
respectively. 
In addition to these final data files some more files that are useful for debugging 
and analysis are put out. The most important of these are the files monoXX that 
allow the analysis of the generation of the inhomogeneous energy grid. Theses are 
the functions monof f ,  monof N, rnonof~sin~le ' ,  monof f ,  and mono jg. 
'only for dispersion=gaas in the case of optimization of the energy grid one optical phonon 
energy above the density of states resonance features. 
'Only for J optimization. 
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2.2 A Complete I-V-Characteristic 
2.2.1 Small Phase-Breaking Rate 
The directory SAMPLEI. 1 contains the files1' DRIVE, in-V and Vset. in-V is the 
same input-deck as in-1 15 except that for the applied voltage and for the tag we 
have inserted a label. The executable c-shell file DRIVE substitutes elements of the 
file Vset into this label, generates a specific input-deck, and executes quest. Once 
one computation is complete DRIVE substitutes the next voltage element from Vset 
into in-V and proceeds as before until all the elements in Vset have been worked on. 
During this loop of several quest calculations DRIVE will also append the IV output 
files to each other and generate a file called IvsV. 
The resulting current voltage characteristic is depicted in Figure 2.12a on a lin- 
ear scale. Figure 2.12b includes the total, the coherent and the incoherent current 
contribution on a logarithmic scale. Since the phase-breaking time is selected to be 
loops, the coherent current is the major contribution to the total current. ' 
Figure 2.12: Current-voltage characteristic for the double barrier structure of SAMPLE1.l. 
(a) Total current on a linear scale. (b) Total, coherent, and incoherent current contributions 
on a logarithmic scale. Incoherent current contribution is small compared to the coherent 
one, since phase-breaking time is very long. Figures are plotted with the results from the 
file IvsV. 
. . , . ,  I l l l l r  (b) lo5 - 
The voltages in the file Vset are in this example in ascending order. This need 
not be the case; DRIVE merely picks one element of Vset after the other and the 
user may edit Vset during the execution of DRIVE for example to make the grid on 
'Owe assume here that the user runs QUEST in a UNIX environment. 
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the voltage axis more dense. The user may find this convenient if he has to submit 
DRIVE to a queuing system that takes care of scheduling of CPU-times. Considering 
the relatively high CPU-times consumed by QUEST a nonhomogeneous voltage grid, 
which is refined more and more by hand, is advisable. The I-V-points in the file IvsV 
will appear in the order as they have been simulated. The UNIX comnland s o r t  
IvsV will perform an ASCII sort on IVSV". 
2.2.2 Analysis of Data Arrays 
Next to the files out- tag the simulations have put out several other data filed2: 
s .  dev-tag device parameters as a function of z in a table format: 
1) Z Z-axis coordinate, 
2) n ( 2 )  Electron density in units of ~ r n - ~ ,  
3) P ( 2 )  Chemical potential including bias in units of eV, 
4) Ec ( 2 )  Conduction band profile including bias in units of 
ev ,  
5 )  v ( 2 )  Electrostatic potential profile including bias but ex- 
cluding conduction band offsets in units of eV, 
6) ND ( 2 )  Doping concentration in units of ~ r n - ~ ,  
7) Kin ( 2 )  Linear electrostatic potential drop as guessed po- 
tential drop in case of an applied bias, and 
8) V ( z )  --Kin ( z )  Excess electrostatic potential due to charge accu- 
mulation in the case of a self-consistent potential 
calculation13. 
s . f - t ag  occupation factor f ( z ;  E )  
s .NO-tag local density of states No ( z ;  E )  
s . tau- tag spatially and energy dependent phase breaking time TQ ( z ;  E )  
s . JcE-tag current density per unit energy J ( z ;  E )  
s . Iz- tag divergence of the current per unit energy I, ( z ;  E )  
We recommend that you analyze at least the four arrays f ,  NO, t au ,  and JcE in the 
list at  different regions of device performance: i.e. at the resonance peak current and 
the valley current in the current-voltage characteristic. The file s . tau- tag contains 
useless information in our case since we have simulated the case of elastic, energy and 
spatially independent phase breaking. s. tau- tag therefore contains only an array of 
the single number 1.0e-10 (loops). 
"Note that this sort is really an ASCII format sort such that 0.1 will be sorted before 9.0e-2. 
12The format and exact content of all available data output files is given in Section 3.14.2. 
13This column is especially useful for the generation of a new potential guess in a new simulation 
at a similar bias point. 





Figure 2.13: Double barrier structure at a valley current bias of 180mV (c.f. Figure 2.12). 
The resonance state is pulled under the conduction band edge of the emitter by 30meV. 
Analysis at Valley Current Bias 
We will analyze the internal data arrays at an applied voltage of 180mV which cor- 
responds to a bias in the valley current region (c-f. Figure 2.12). The corresponding 
conduction band profile is given in Figure 2.13. We have plotted the occupation factor 
f ,  the density of states No, and the current density J in the following Figures 2.14-2.16 
and will briefly explain the significant features. 
The Local Density of States 
The applied voltage of 180mV corresponds to a point in the valley of the current- 
voltage characteristic. The peak of the density of states in the quantum well should 
be under the conduction band edge of the emitter contact at  0 on the energy axis. 
The Fermi-Energy was selected to be 5meV which we expect to be wide compared 
to the resonance width. Figure 2.14 depicts the density of states versus energy and 
z coordinate on a linear and a chopped linear scale. Figure 2.14a shows that the 
very spiky density of states in the quantum well is well resolved and is at least 2 
orders of magnitude larger than any other feature in the density of states. In order 
to resolve the other features, we need to plot the density of states on a different 
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scale14. Figure 2.14b reveals more structure in the density of states and indicates 
how the resonance state in the quantum well extends out of the well region into the 
barriers. The density of states before the barriers is modified from the perfect 1-D 
wire solution. 
Local Dens~tu of States Local Densrry of  Slates 
Figure 2.14: Local density of states No (2; E) of the double barrier structure in defined in 
the text at an applied bias of 180mV. (a) on a linear scale. (b) on a linear scale with the 
maximum value plotted reduced from 1.7 x lo30 to 5 x Resonance leaks out of the 
quantum well. 
The Local Non-Equilibrium Occupation 
The occupation f needs to be well resolved in the contact regions where the boundary 
conditions of local thermal equilibrium are to be employed. Figure 2.15 depicts the 
occupation factor f at  180mV bias indicating some off-resonance occupat,ion in the 
well. The sharp steps at the Fermi-energies in the collector and the emitter are 
well resolved. The off resonance quantum well occupation is almost one since the 
emitter barrier is much smaller than the collector barrier [ 7 ] .  The occupation factor 
f is the degree to which a given density of states is filled with electrons. Although 
the occupation is almost one at the incoming electron energy in the quantum well, 
the electron density in the quantum well is small, since the density of states at  the 
incoming electron energies is very small. We expect to find no occupation at the 
14We have found that cutting the maximum amplitude or plotting on a logarithmic scale exhibits 
interesting features in the density of states. 
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quantum well resonance energy since all electrons are injected at  a higher energy from 
the emitter and there is no inelastic mechanism that would scatter them down into 
the resonance. Also there is no back-flow from the collector side since the resonance 
is much higher in energy than the Fermi sea in the collector. Indeed, no occupation 
can be identified at  the quantum well resonance energy with the data plotted in 
Figure 2.15. 
Figure 2.15: Occupation factor f (2; E) of the double barrier structure defined in the text 
at an applied bias of 180mV. 
The Local Current Density 
The next array that we want to  analyze is the current density J (2; E) at the same 
bias point of 180mV on a linear. Figure 2.16 depicts this internal quantity within 
the device, i.e. the z-axis starts with the first non-contact layer and ends at  the last 
non-contact layer1'. 
The current density plot in Figure 2.16 shows a very sharp16 current density 
flowing at  an energy of about -30meV. This current density is under the conduction 
band of the collector. We clearly have a problem here that we have to analyze 
carefully. 
15The corresponding z-axis data are stored in the file Jzgrid-180 which was converted to the file 
Jzgrid. all since the structure was not modified in this set of data. 
''Sharp as in a very narrow energy linewidth with respect to energy. 
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Cwrenr Dlsrrlbutlan per Unlt Enerqy 
Figure 2.16: Current density per unit energy within the device at an applied bias of 
180mV. Raw data as put out in ftle s. JcE-180. Two regions of energy show significant 
current contributions. One in an energy range of (0 - 5 meV) the second one at z -30 
meV. The sharp peaked contribution at z -30 meV is unexpected since it indicates current 
flow under the conduction band. 
Further Data Processing 
Figure 2.16 seems to indicate that the major current contribution flows under the 
conduction band of the emitter. However, there is also a region of energies above 
the conduction band through which current flow is indicated. The amplitude of 
this current density is smaller than the one below the conduction band, however the 
window of transmission seems to be much larger. We now need to understand how 
the current flow under the conduction band comes about and how large it really 
is as compared to the current flow above the conduction band. Since the current 
density is expressed as a function per unit energy we really need to compare integral 
quantities within an energy region to compare the current magnitudes. VC'e are now 
going to  take a moving average with respect to  energy of the current density function. 
Mathematically this can be expressed as: 
E+A 
d E ' J ( r ; E t )  Jave (2; E )  = - 2 A E-A 
The program m0vingave.f that is included in the directory EXTRAS performs this 
operation. Figure 2.17a depicts the result of such an operation with a window half- 
width A of 1meV. We can again identify two current paths, one above the conduction 
band, that we understand, and one below the conduction band, that we still do not 
- 
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understand. Since this current density has been normalized to the window width A 
we can now actually compare the magnitude of the two current contributions and see 
that the current flow under the conduction band is significant. 
Cwrent Dlstr~butlon per Unlt Energy Elecrron Density 
Figure 2.17: (a) Current density per unit energy within the device at an applied bias of 
180mV. Data modified by a moving average operation as described in the text. The two 
current contributions are both significant. (b) Electron density per unit energy according 
to n ( z ;  E) = f (z; E )  x No(z; E). Amplitude on this linear scale is clamped. There is 
no significant electron density at the incident energy, however there is a significant electron 
density at the resonance energy. These electrons are leaking from the emitter contact region 
into the quantum well due to the extension of the density of states of the quantum well 
into the contact region under the conduction band. The strong spike at z -30 meV on the 
emitter side indicates the leaking density of states from the quantum resonance which being 
filled from the emitter contact. 
Another hint of what is going wrong in our simulation is given in Figure 2.17b, 
where we have plotted No (2; E) x f (z; E)17. We can clearly see in this plot that we 
do have some occupation in the quantum well resonance under the conduction band. 
Referring back to Figure 2.14b we can see how the resonance density of states tunnels 
out the quantum well through the barriers. This resonance is indeed so strong that it 
actually tunnels far out of the well even into the emitter region under the conduction 
band in the contact. The boundary condition in the contact at  the specified low 
temperature of 4.2K is such that the occupation is 1 under the conduction band. The 
1 7 ~ h i s  data set No x f can be obtained with the data sets No and f and the program NAAKE. f 
which is provided in the directory EXTRAS. 
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spatial resonance tail is therefore being filled under the conduction band. This means 
that we have placed our  emitter too close t o  the barriers! 
Eliminat ing Cur ren t  Flow under  t h e  Conduction Band  
There are two ways to fix the problem of current flow under the conduction band: 
1. Introduce a spacer layer in front of the emitter contact such that the density 
of states is attenuated by spatial separation such that there will be no direct 
tunneling from the contact into the resonance. 
2. Modify the boundary condition of the occupation in the contacts, such that 
there is explicitly no occupation under the conduction band. 
Both approaches have been implemented in QUEST . We will explain these in the 
following subsections. 
A Lead Layer 
The introduction of a lead layer in front of the emitter barrier is the more physi- 
cal solution and easily implemented in a modified input deck. In order to simulate 
a heavily doped, highly conductive spacer layer we have implemented a feature in 
QUEST which allows the specification of layers next to contacts layer to be such that 
there is no potential drop due to applied bias across them. The modified input deck 
is included in the directory SAMPLE1.1.1. The user can run the simulatiori with this 
new input deck again. The changes that we have introduced explicitly are in the 
device, the layers, and the bias card: 
device structure=cfbwsfeg temp=4.2k nodes=115 > 
dispersion=const 
layers character=c/g/f/e/w/b/s > 
contact =true/true/f alse/ . . . > 
ec-offset=0.ev/0.ev/O.ev/O.ev/O.ev/0.50ev/.22ev > 
nd+=5.0mev/5.0mev/O.Oev/ ... > 
length=50.0a/50.0a/50.0a/200.0a/70.0a/50.a/5O.a > 
tauinit=lOOps/. . . > 
tautarg=lOOps/ ... > 
cap=le30f/ . . .  
bias layer=c va=O.%Va%v leadl=l leadr=2 
We have included a new layer 'e' in the device card which is sandwiched between 
the contact 'g' and the field spacer 'f'. The new layer 'e' is specified in the layers 
card as having the same properties as the field spacer 'f' except for its length of 200A. 
Since we want to keep the same spatial resolution in the setup of the problem, we 
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Figure 2.18: Conduction band of double barrier structure of SAMPLE1 .I.. 1 including a lead 
in front of the emitter barrier (c.f. Figure 2.1) . 
> 
have to allow for more spatial nodes now. 200A corresponds to 40 nodes by 5A. The 
number of spatial nodes in the device card increases therefore from 75 to 115. The 
spacer 'e' is specified to have lead properties over which we do not have a potential 
drop due to applied bias in the bias card. The key leadr=2 counts the number of 
layers including the right contact starting at the right contact, which will be treated 
as leads. The key leadl=l works in a similar fashion for the left contact. leadl=l 
and leadr=l are the defaults of QUEST . The bias applied to the structure will now 
drop linearly between the two leads. A sketch of the modified conduction band is 
given in Figure 2.18. 
The introduction of the spacer layer will fix the problem of current flow under the 
conduction band. However, the increase of the number of nodes in the simulation 
increases the computation time significantly. 
Modification of t h e  Contact  Boundary  Condit ion 
50 
g 
A modification of the boundary conditions (method 2) would not increase the number 
of spatial nodes in the simulation. The extension of the 1-D density of states under 
the conduction band due to finite phase breaking is of the order fi/.r@ fi/100ps z 
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6.6peV. This energy range is small compared to the Fermi sea (5meV) in the contacts 
and the energy range over which the density of states falls off ( l / f i )  above the 
conduction band. QUEST has implemented a switch f cu t  in the egr id  c.ard which 
explicitly sets the occupation under the conduction band in the contacts to zero. We 
loose the occupation under the conduction band due to finite phase breaking this way, 
but we also eliminate the error that we have found above; there will be no current 
flow under the conduction band anymore. The only change needed as compared to 
SAMPLE1 . I is that we have added f cu t= t rue  into the input deck. This new input 
deck is stores in the directory SAMPLEi. i . f .  
We ran the two input decks SAMPLE1 .1.1 and SAMPLE1 . I .f and obtained virtually 
the same results. Indeed we do not find a current contribution anymore that, is flowing 
under the conduction band. 
2.2.3 Large Phase-Breaking Rate 
The first complete current-voltage characteristic calculated in the previous section 
assumed a very long energy independent and space independent phase breaking time 
of 100ps. Carriers are very unlikely to scatter and the current flowing through the 
structure is basically coherent (Fig. 2.12). Let us now consider the case of a small 
elastic phase breaking time inside the device and substitute in the so far unchanged 
input-deck of SAMPLE1 . I for t a u i n i t  and tautarg:  
This specifies the well (w) and the two barrier regions (b and s) to have a phase 
breaking time of lops. The phase breaking time in the other regions such as the 
contacts (c and g) and the spacer ( f )  is still 100ps. This input-deck is included in the 
directory SAMPLEI. 2 and can be run again with DRIVE to obtain a similar I-V-curve 
as before. The new I-V-curve of SAMPLE1 .2  with spatially varying phase breaking 
time is compared to the previous of of SAMPLE1 .I in Figure 2.19. 
The currents on resonance are almost the same in the two cases. The on-resonance 
current is obtained as the integral over the energy channel of the incoming electrons; 
i.e. the Fermi sea of 5meV. If the resonance width is much smaller than the Fermi 
sea in the emitter, the total current can be obtained as an integral over the resonance. 
The effective resonance linewidth can be expressed width the emitter ancl collector 
escape rates and the phase breaking time in the well as: 
-~~ 
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Figure 2.19: Current-voltage characteristic for two different sets of elastic phase breaking 
times. Well and barriers have loops and lops phase breaking time, respectively. Contacts 
and spacers have loops in both cases. 
for T* = lops and large barriers. The point of view of sequential vs. coherent taken 
on the tunneling process is irrelevant as long as the spread of the resonance state in 
the quantum well is narrow compared to the incoming electron energy range. The 
discussion whether transport through double barrier diodes is coherent or sequential 
has been intense in the late 1980's and can be reviewed in Ref. [s]. 
The valley current of SAMPLE1 .2, however, is increased by the increased phase 
breaking. An extended discussion on analytic calculations explaining effects on the 
off-resonance current due to  phase breaking can be found in Ref. [9]. To ease the 
comparison of the two examples, we have plotted in Fig. 2.20 the current components 
of the two calculations 18. The increase of the inelastic scattering rate in SAMPLE1 .2  
depicted in Fig. 2.20b shows a strong increase of the incoherent current contribution 
on resonance. The total current will remain the same, since the total resonance width 
does not increase above the width of the Fermi sea, as discussed above. The coherent 
current contribution therefore reduces accordingly. 
'*Fig. 2.20a is repeated here from Fig. 2.12 for comparison. 
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Figure 2.20: Current-voltage characteristic for two different sets of elastic phase breaking 
times. Well and barriers have loops (a) and lops (b) phase breaking time, respectively. 
Contacts and spacers have loops in both cases. The figures show the total, coherent and 
incoherent current contribution. The increase phase breaking rate (b) has increased the 
coherent current contribution. 
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Inelastic Scattering 
So far we have only considered the case of 1-D elastic phase breaking where a scatter- 
ing event does not change an electrons energy. With inelastic scattering, an electronic 
energy is changed by the scattering event. Thus, the different energy channels become 
coupled. For a more detailed discussion on the coupling of different energy channels 
We refer the reader to section 4.1". 
QUEST can simulate two inelastic scattering mechanisms, acoustic and optical 
phonon scattering. Acoustic Debye phonons are present in every semiconductor and 
may have strong effects on the device behavior. Polar optical phonons are only present 
in polar semiconductors like GaAs where they are strongly coupled to the electrons. 
In the following sections several examples of inelastic scattering will be discussed. We 
will start with a calculation involving acoustic phonons. 
2.3.1 Acoustic P honons 
We have indicated the form of the spectrum of the acoustic phonons in Chapter 1 
already. The strength of the interaction is assumed to be qua.dratically dependent on 
the phonon energy with a sharp cut-off at the Debye frequency: J w2 O (wD- I w I). 
The details of the usage of this spectrum is deferred to Chapter a4. We will only 
indicate here the way acoustic phonons can be initialized in QUEST in our example. 
The input deck can be found in the directory SAMPLE3.1 (Figure 2.21). 
In principle, QUEST needs to be told only three things with regard to the acoustic 
phonon scattering: 
1. Specify the inclusion of an acoustic phonon spectrum. This is done in the 
d e v i c e  card where we set: 
dispers ion=s i  
This choice initializes the inclusion of acoustic phonons and acoustic phonons 
only. The Debye energy of these phonons is defaulted to 34meV in this case. 
2. Specify the strength of the interaction in the different layers. This is performed 
with the specification of tautarg in the l a y e r s  card. We specify the interaction 
strength to be spatially dependent with command: 
tauinit=lOOps/ . . .  > 
tautarg=100ps/100ps/1Ops/ . . .  > 
QUEST will now calculate the scattering strength J such that the average scat- 
tering time is the time specified as target time tautarg.  If we specify the 
interaction strength relative to an average scattering time we must2' group the 
IgCompare in particular Figures 4.1 and 4.2 
''See section 3.12 for more details. 
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title Double Barrier Structure - Debye Phonon Inelastic Phase-breaking 
!! This is a sample input deck used as tutorial for QUEST 
device structure=cfbwsfg temp=4.2k nodes=75 > 
dispersion=si 4 si: 
coustic Phonon 
layers character=c/g/f/e/w/b/s > 
contact=true/true/false/ ... > 
ec-offset=0.ev/0.ev/O.ev/O.ev/O.ev/O.5Oev/.22ev > 
nd+=5.0mev/5.0mev/0.Oev/ ... > 
length=50.Oa/5O.Oa/5O.Oa/50.Oa/70.Oa/50.a/SO.a > 
tauinit=lOOps/ ... > 
tautarg=100ps/100ps/10ps/ ... > 
cap=le30f/. . . Increase phase 
bias layer=c va=O.%Va%v reaking in devic 
csection infinite=false x-dim=2.nm y-dim=2.nm 
output tag=%Va% quantity=device/nO(z;e)/j 
chkpt=false 
solve fprecn=3 iprecn=3 max-iters=60 
fcut=true 
Tau Card: group 
Figure 2.21: Input-deck for acoustic phonon scattering example. 
regions of equal t a u t a r g  using the group key in the t a u  card: 
t a u  group=cg/fwbs 
The calculated scattering strength will be written into the file s .UJoz in a one 
column format. The first number is the optical phonon interaction strength U 
which is 0 in our case of pure acoustic phonon scattering. The second number 
in the file is irrelevant in this release of QUEST . Starting at  the third entry of 
s .UJoz follows the array of interaction strengths J,, (2) for every z-coordinate 
in the device. 
3. Improve the generation of the inhomogeneous energy grid. ,Different energy 
channels will be coupled by the scattering mechanism and there will be 'vertical 
flow' of current. The current may now flow at  energies where the energy grid 
is not well filled and the placement of nodes must be optimized. We therefore 
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add2' the following commands for the energy grid optimization with respect to 
the current density to the egrid card: 
egrid optj=true j iter=5/9/13 jwt=0.4 
The key optj turns on the optimization with respect to J, j iter=5/9/13 indi- 
cates that the energy grid will be optimized in the iterations 5, 9, and 12, and 
jut=() .4 is the weight associated with the generated function r n o n o ~ ~ ~ .  
(b) 5 lo4 -. . . . . I .  . . . 
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Figure 2.22: Current-voltage-characteristic of a double barrier structure. Simulation for 
finite cross section and strong acoustic phonons with a Debye frequency of 3OmeV. Depicted 
are total, coherent, and incoherent current. (a) On a logarithmic scale. (b) On a linear 
scale. 
Using the input-deck from SAMPLE3.1 we have generated a complete I-V-characteristic 
which is plotted in Figure 2.22. If we would have plotted the result from Figure 2.12 
with constant elastic phase breaking of loops here again, we would have seen that 
the resonance peaks are exactly the same. The acoustic phonons mainly create an 
increased valley current. Electrons tunnel into the energy tail of the resonance and 
emit an acoustic phonon to reach the center of the resonance23 
2.3.2 Optical Phonon Scattering 
The second inelastic interaction mechanism simulated in QUEST is the scattering by 
optical phonons. The scattering strength of the electron-phonon-coupling is strong 
"See section 3.13 for more details. 
22This function is treated similarly to newt, c.f. to Eq. 2.2 in section 2.1.9. 
23We treat the subject of 'vertical flow' in more detain in section 2.3.2 and 4.2. 
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in polar semiconductors. Optical phonons have a sharp dispersion function and are 
often modeled with a delta-function spectrum (Einstein Spectrum). 
QUEST can treat the spectrum of the optical phonon frequencies in one of two 
ways: 
1. Einstein Spectrum 
2. Rectangular shaped spectrum of specified HWHM (Half Width at  Half Maxi- 
mum). 
Fig. 2.23 depicts the two spectra available for simulation with QUEST . The function 
F (w) is explained in more detail in Chapter 4. A more formal explanation of the 
differences and consequences of the two different spectra can be found in Ref. [7] .  The 
quantities to  be specified in the simulation are the interaction strength U ,  the eigen 
energy (hw), and the spectral width. 
Figure 2.23: Spectra of the polar optical phonons simulated in QUEST . Perfect delta- 
function and finite width step-function spectra are available. The eigen-energy (h) and
the spectral width (HWHM) need to be specified. 
A 
Optical Phonons: An Example 
A 
Following the example of double barrier resonant tunneling diode we will now explain 
the changes needed in the input-deck for the inclusion of polar optical phonons. The 
new input-deck is included in the package in SAMPLE2 and depicted in Fig. 2.24. 
We will explain the changes that we performed from SAMPLE1 in the following 
paragraphs. Firstly we gave the simulation a new name in the title card: 
F fro) 
A 
title Double Barrier Structure - Optical Phonon Inelastic Phase-breaking. 
In the device card we now specify dispersion=gaas instead of dispersion=const to 
-%o, 
- ephonon ephonon 
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title double barrier structure - optical phonon inelastic phase-breaking 
!! this is a sample input deck used as tutorial for quest 
device structure=cfbwsfg temp=4.2k nodes=75 > gaas: 
dispersion=gaas 4 Optical & Acoustic 





tautarg=lOOps/ ... Fixed > 
cap=le30f/ ... Card: Speci 
bias layer=c va=0.100v Phonon 
csection infinite=false x-dirn=2.nm y-dim=2.nm 
output tag=100 quantity=device/nO(z;e)/j 
solve fprecn=3 iprecn=3 rnax-iters=60 
nOwt=l.O nOopt=w 
egrid kbt=lO cutoff=l nodes=301 topteg=14. 
opt j=true jiter=5 jwt=O . 4  
f cut=true 
Figure 2.24: SAMPLE2 input-deck for the calculation of inelastic scattering involving optical 
phonons. 
indicate that we have now polar optical and acoustic phonons in the problem. We now 
need to use the tau card to specify the properties of the polar optical phonon spec- 
trum. The key ephonon=36mev specifies the energy of the optical phonons. QUEST 
also allows the specification of a spectral width of the phonons as above (see Sec- 
tion 2.23). We specify here a half width a t  half maximum with hwhmopt=2mev. The 
last thing that needs to be specified with respect to the optical phonon strength is the 
interaction strength of the phonons with the electrons. We specify here the strength 
to  be fixed at a particular value using f i x u = t r u e .  If this option is turned on an 
external file s .UJoz is read in as an additional input to determine the strength of the 
acoustic and the optical phonons. These two interaction strengths are now constant 
in space. The file s . UJoz is supplied in the SAMPLE2 directory. The first three lines 
of the file s .UJoz are now of interest for the determination of the scattering strength 
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of the acoustic and the optical phonons. The first number in the file determines 
the optical phonon interaction strength U (0.1676e-26 in our example) and the third 
number determines the acoustic phonon interaction strength J,, (0.8395e-13 in our 
example)24. We have scaled the two interaction strengths in our example such that 
the acoustic phonons are negligible compared to the optical phonons for the purpose 
of demonstration. 
The other major addition has occurred in the input-deck in the egr id  card. The 
transport through the structure now involves inelastic processes that couple different 
energy channels. The optical phonons couple very specific energies with each other 
due to their discrete spectrum. We obtain a better resolution of the energy grid if we 
limit the optimization of the energy grid with respect to the density of states to the 
well region (noopt =w) . 
We have also found that we can usually obtain satisfactory precision with a smaller 
number of iterations in the case of inelastic phase breaking. The number of maximum 
iterations max-iters=60 in the solve card was therefore reduced to 60 from 90 in 
the elastic scattering simulation. 
I,, 
- - -  
- - - - -  
I coh 
1 inc 
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Figure 2.25: Current-voltage-characteristic of a double barrier structure. Simulation for 
finite cross section and strong optical phonons with a eigen frequency of 36meV. Depicted 
are total, coherent, and incoherent current. (a) Linear scale. (b) Logarithmic scale. 
24The second number in the file is irrelevant for this release of QUEST and is included only for 
'historical' reasons. 
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The Phonon Peak 
An I-V characteristic for a 1-D double barrier resonant tunneling diode with optical 
phonon scattering is shown in Figure 2.25. A clear turn-on of scattering enhanced 
current is visible on a linear and a logarithmic scale of the I-V-charac,teristic. This so- 
called phonon peak has been a topic of current research. For a review of the problem 
see Reference [7] and the references therein. 
2.4 Charging 
Charge accumulation in the quantum well of double barrier resonance structures 
has been shown to lead to intrinsic bistability of the device [lo, 11, 12, 131. The 
observed bistabilities were especially pronounced in structures that were asymmetric, 
where one barrier was bigger (wider or taller) than the other. In the case where 
the collector barrier is bigger than the emitter barrier (see Figure 2.1) electrons tend 
to tunnel easily into the quantum well through the emitter barrier. However the 
escape rate through the collector is much smaller and electrons tend to stay in the 
quantum well a significant time before they escape to the collector. This electron 
accumulation causes the conduction band to float up and the resonance 'floats' up 
in energy. Thus, a higher bias must be applied to pull the resonance down below 
the emitter conduction band and turn off the resonant current. If the voltage is now 
swept downwards from a bias past resonance, the resonance is empty and remains 
empty until it reaches the emitter conduction band edge again. The conduction band 
cannot float up in this case of the reverse sweep, since the resonance state is empty 
to start out with. The I-V-characteristic therefore obtains a bistability depending on 
the charge accumulation in the device. 
QUEST allows for the simulation of the self-consistent calculation of the electro- 
static potential with the electron density. In the case of an infinite cross section 
( i n f i n i t e = t r u e  in the csec t ion  card) the full Poisson Equation is solved self- 
consistently with the electron density obtained from the quantum mechanical ap- 
proach (see Chapter 4) for details). 
For the case of a finite cross section ( i n f i n i t e = f a l s e  in the csec t ion  card) we 
have implemented a local potential that can be evaluated self-consistently with the 
electron density. The spatially varying potential due to charge accumulation is cal- 
culated according to: 
The capacitance-like constant C (2) is specified in the l a y e r s  card ('see Figure 2.26). 
The units of this quantity are 5 and the capacitance can be scaled heuristically by 
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title Example Charging in 1-D 
egrid auto=true optimize=true kbt=lO cutoff=l 
nodes=301 optj=true 
nOwt=l.O nOopt=e/w > in two 
topteg=30. 
device structure=cfbwselg temp=4.2k nodes=115 > 
open-ends=true dispersion=gaas f capacitance> 
layers character=c/g/f/e/w/b/s/l tauinit=l.Ops/ ... small value in 
tautarg=20000.Ops/ ... > 
ec-offset=0.ev/0.ev/O.ev/O.ev/O.ev/ 




tau group=cgfbswe poprt=2.5el3s-1 fixu=true > 
hwhmopt=2mev ephonon=36mev 
bias layer=c va=O.%Va%v leadl=l 1 




solve fprecn=3 iprecn=3 self-cons=true max-iters=99 > 
Figure 2.26: Input deck for charging example. 
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associating a particular charging potential A with the storage of a single electron in 
the quantum well. In our case we obtain a charging potential of: 
e 
- 
1.602 10-''As A =  = 19mV C x Volume 3 108-$ x 2nm x 2nm x 7nm (2.6) 
The local potential calculated in QUEST in the case of small cross sections is similar 
to the one used in calculations of Coulomb Blockade [14, 151 effects due to single 
electrons. However we will not observe such single electron effects in our simulation 
due to fundamental limitations in the one-electron Hamiltonian approach. 
The current-voltage characteristics are calculated point by point on the voltage 
axis with different simulation runs. In order to obtain the bistable solution we need to 
feed the electro static potential from a closely located bias point into the input-deck 
as an initial guess to provide the 'history' information that there has been charge in 
the quantum well in the previous bias point. This can be done with the specification 
of the f ile=vguess key in the bias card. The format of the potential file to be fed 
in is explained in some detail in Section 3.8. 
Figure 2.27a depicts the electron charge and the conduction band at two stable 
points corresponding to one bias voltage. One stable point shows charge depletion 
with a flat conduction band in the quantum well the other shows charge accumulation 
with a bulged conduction band. 
Figure 2.27b depicts the calculated current density in forward and reverse bias. 
Bistable behavior of the device is evident in forward bias but not in reverse bias. The 
role of the two two barriers is exchanged in reverse bias. Electrons can escape more 
easily through the small collector (emitter in forward bias) barrier than they can enter 
through the big emitter barrier (collector barrier in reverse bias). The reverse sweep 
does not show charging effects and basically traces the curve that we would obtain 
without a self-consistent potential calculation. Note that the simulation shows again 
the phonon-peaks that we discussed in Section 2.3.2. 
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Applied Voltage (mV) 
Figure 2.27: Bistability in double barrier resonant tunneling diodes due to charge accumu- 
lation. (a) Conduction band profiles at two stable points of resonance transmission with 
corresponding electron densities. The charge depletion corresponds to a flat conduction 
band in the quantum well and the charge accumulation corresponds to the bulged conduc- 
tion band in the quantum well. Data are taken from the file s . dev-tag generated with 
QUEST . (b) Current-voltage-characteristic of the double barrier structure. Self-consistent 
calculation for finite cross section and with optical phonon scattering. The energy of the 
optical phonons is 36meV. Bistability is evident in forward bias, but not in reverse bias. 
Secondary peaks are phonon-peaks as discussed in Section 2.3.2. Note that they do not 
scale in forward and reverse bias with the main resonance peak. 
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2.5 Transverse Modes 
All previous examples are calculated for small cross section devices that behave like 
a wave-guide that can carry only one discrete transverse mode. We will consider the 
effects due to a finite number of discrete transverse modes in this section. The bound- 
ary conditions in the transverse direction are assumed to be hard wall which allows 
an easy calculation of the transverse modes. The wave-functions in the transverse 
direction can be expressed as sine-waves: 
n, Y  (x, y )  - sin (F) x sin (-) ) 
xdim Ydim 
where the quantum numbers n, and n, are positive definite. The eigen-energies in 
the transverse direction are 
The energy of the lowest eigen-mode (n, = n, = 1) for transverse dimensions of xdi, = 
Y d m  = 2nm (see e.g. Figure 2.26) and an effective mass of 0.067mo is Elvl = 2.803eV. 
This is the el1 value given in the output deck under the table of device parameters (see 
Figure 2.9). The energy of the next higher transverse mode is =: E2,1 = '7.008eV. 
The spacing between these two modes is: 
The finite cross section in the previous examples was set such that given a Fermi- 
sea of 5meV the higher transverse modes at El,2 = Ez,l were not populated (c.f. 
Inequality 2.10) and only the lowest transverse mode was conducting. The overall 
energy axis is offset by the value of eil in order to have at least one transverse mode 
conducting. In the following example we will consider the case of a larger Fermi- 
sea of 30meV for the same small cross section. Still only lowest transverse mode is 
populated as can be seen from the Inequality 2.9. 
We want to  compare this new single-moded calculation (where we have increased 
the Fermi energy) to a multi-moded calculation now. For this we need to design a 
structure that has several transverse modes occupied within a Fermi energy of 30meV. 
Let us assume that we have increased transverse dimensions of xdim = ydm = 40nm. 
This modification of the transverse dimension results in a new transverse eigen energy 
spectrum which will bring the different transverse modes "closer" together. To find 
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the states that are occupied in the given Fermi energy range, we have to search for 
all the quantum numbers n, and n, that obey the following in equal it^^^: 
Table 2.5 lists the lowest quantum number configurations of n, and n, ordered by 
their corresponding eigen energy which is proportional to njf_ + n: The table indicates 
that we expect 4 different transverse levels to be occupied given a Fermi energy of 30 
meV. We therefore expect to see 4 distinct mode turn-ons in the I-V-characteristic. 
Table 2.1: Lowest transverse eigen modes listed by increasing transverse energy. Several 
of the eigen modes are degenerate. The occupancy of the transverse modes is determined 
using Inequality 
States (n,, n,) 
(1,1) 
Figure 2.28 depicts the results of two sets of simulations obtained26 with QUEST for: 
U 
O n e  Mode:  a very small cross section of 2 nm27 
Degeneracy 
1 
M a n y  Modes:  a larger cross section of 20 nm2'. 
. . ,  
(172)'(271) 
(2.2) 
Both simulations have a Fermi energy of 30 meV2' in the contacts and a11 increased 
elastic phase breaking time3' of 10 ps inside the device. The currents in Figure 2.28 
have been normalized to  their maximum value for ease of comparison. The single- 
moded structure shows only one step as expected. The current increases only slightly 
n: + ni 
2 
25Note that the overall energy scale is offset by the lowest transverse mode eigen energy El,1 





27 c sec t ion  inf  i n i t e = f  a l s e  x-dim=- y-dim=2nm 
28 c sec t ion  i n f i n i t e = f a l s e  x-dim=40nm y-dim=40nm 
291ayers nd+=30.0mev/30.0mev/Oev/. . . 
301ayers tauinit=100ps/100ps/100ps/100ps/10ps/10ps/1Ops > 
tautaurg=l00ps/100ps/100ps/100ps/10ps/10ps/10ps 
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Figure 2.28: Comparison of current-voltage characteristics in the case of single-moded and 
multi-moded double barrier structures. Current is normalized to the maximum value. The 
first steps in the multi-moded and the single-moded structure are of the same height without 
normalization to the peak current. Note that the second current step for the many-moded 
structure is about twice as large as the first and the third current step. This corresponds 
to the degeneracy listed in Table 2.5. The forth step barely turns on since the forth eigen 
energy is already close to the Fermi energy. 
5 1 - I I I I , I I . l  m-d 
. - 
- /4 4 2 - 8 0.8 - i 
- 
( N  20%) within the  energy window of the  Fermi sea in the  emitter. We attribute this 
small increase t o  the  increasing transmission rates through the emitter and collector 
barriers due t o  the  effective barrier lowering of the applied bias. The  current through 
the  multi-moded structure shows the expected current steps. The  second current 
step for the many-moded structure is about twice as large as the first and the third 
current. This difference corresponds t o  the  different degeneracies of the higher levels 
as indicated in Table 2.5. The  fourth transverse mode turns on only over a small 
voltage region since it is very close t o  the Fermi energy. 
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2.6 Infinite Cross-Section 
We have already mentioned in Section 2.1.6 that QUEST can account for large trans- 
verse dimensions by assuming an infinite cross section with perfect translational in- 
variance in the transverse directions. The wave-functions in the transverse dimen- 
sions become plane waves and the treatment of transverse energy coordinate becomes 
mat hematically and numerically treatable [16]. The final expressions in the kernel of 
the transport equation (see Chapter 4) now involve integrals from the bottom of the 
energy grid to the energy of interest. The integrations are numerically expensive. 
We will now compare a new calculation31 for an infinite cross section32 with the 
simulations from the previous section of single and multi-moded wires. The three 
simulations have the same input deck except for the specification of the different 
cross sections given in footnotes 27, 28, and 32. 
The three current voltage characteristics are depicted in Figure 2.29. They are 
normalized to their maximum current density. Note that the currents for the multi- 
moded and the infinite cross section structure are really scaled down. Thc: first step 
in the multi-moded structure is really as big as the first step in the single-moded 
structure. The conductance along a one-dimensional structure is quantized33 for 
each electron channel through the structure. The conductance only depends on the 
number of modes34 that are active in the current transport. Increasing the number 
of transverse modes therefore increases the conductance. The assumption of plane 
wave states in the transverse direction effectively places transverse modes infinitely 
small. Figure 2.29 shows nicely how the increase of number of nodes modifies the 
shape of the expected I-V characteristic. The current steps due to adding transverse 
modes are smeared out in the limit of transverse plane waves. The steplike I-V- 
characteristic turns into a ramp-like I-V. We can understand this in the picture of 
infinitesimally closely spaced eigen energies (plane waves) whose momenturn has to be 
matched by the electrons coming in from the Fermi-sea of the emitter. The number 
of electrons with transverse momentum k increases with the wave-vector k in the lead 
fr2 k2 as E (k )  = while the density of states in the quantum well is two dimensional 
( N  O (E - ER)) due to the infinite cross section. The deeper the resonance 'dips' into 
the Fermi-sea of electrons coming from the emitter: the more modes can be occupied 
and the current keeps increasing until the resonance drops under the conduction band 
of the emitter and transverse momentum conservation cannot be satisfied anymore. 
31The input deck can be found in the directory SAMPLE4. inf in i te .  
32 csection inf inite=true 
3 3 ~ h e  barriers in our transport problem are very large so that the conductance through the system 
is much smaller than the conductance quantum of e 2 / h .  
34The number of electrons in an electron waveguide is limited unlike the number of photons in an 
electro-magnetic waveguide since electrons are fermions that obey the Pauli-exclusion principle. 
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Applied Voltage (V) 
Figure 2.29: Comparison of current-voltage-characteristics of double barrier structures in 
the case of a single-moded, multi-moded and infinite cross section structure. The currents 
are normalized to their maximum value. The characteristics of the single-moded and multi- 
moded structure are repeated here for convenience from Figure 2.28. 
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Figure 2.30: Comparison of current contributions for the single moded and the infinite 
cross section case on a logarithmic scale. The dominance of the coherent over the incoherent 
contribution at resonance is the same for both cases. Note, however, that the valley current 
of the infinite cross section structure is about twice as large compared to  the single-moded 
wire and it is carried by the incoherent contribution. In the single-moded case the incoherent 
contribution is negligible in the valley current. 
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The comparison between the finite and infinite cross section becomes even more 
interesting if we look at the coherent and incoherent current components (Figure 2.30). 
We had chosen the elastic phase breaking in the quantum well and the barriers to 
be lops. This causes the coherent and the incoherent current contributions to be of 
about the same order of magnitude a t  the main resonance peak for both si~nulations. 
However, the distribution between coherent and incoherent currents is different in the 
two cases for the valley current. The valley current in the finite cross section device 
is mainly carried by the coherent current contribution since the density of states in 
quantum well decreases rapidly. On the contrary, the valley current in the infinite 
cross section device is carried by the incoherent current contribution. Elastic phase 
breaking events that randomize the momentum (we have a local scattering potential 
here which causes the scattering to be isotropic in k-space) are still possible in a large 
(const ant) two-dimensional density of states. 
This concludes the examples in the Tutorial Introduction of this User's Manual. 
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Reference Guide 
This reference guide is meant for the user who has already familiarized himself with 
the examples in the tutorial introduction in Chapter 2. Using QUEST for the simu- 
lation of transport problems involving inelastic scattering is not an easy task and we 
strongly encourage the user to start with the relatively easy examples in Chapter 2 
first. This Reference Guide merely lists all options that are available in the input-deck 
of QUEST in some detail. 
The input-deck is analyzed by a subroutine Purdue Universal TRanslator of 
Input Decks (PUTRID) written by Michael J. McLennanl. It has been implemented 
in the package SQUALID-2D [17, 18, 19, 20, 211. If the user has used SQUALID-2D 
before, he will be quite familiar with the general structure of input-decks already. 
The first section on general comments is taken directly from the SQULID-2D user's 
manual [19]. 
3.1 Input-Deck: General Comments 
Briefly, the input-deck consists of a series of "cards". Each card begins with a key 
name and is followed by data. The data is either raw character data (as for the 
t i t l e  card), or a series of assignments to adjustable parameters. The basic syntax 
is summarized below, using words in curly braces ( { } ) to represent the key words 
that would appear in the actual input-deck. 
BASIC SYNTAX 
Character Data: {card name} { res t-of-line-is-character-data} 
Parameter Data: {card name)  {keyname} = {value} 
'This is the program questpsubs . f. 
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MULTIPLE-VALUED KEYS 
Certain keys can be assigned lists values, with slash characters (/) between the 
values: {cardname) {keyname)={value)/{value)/{value) 
ELLIPSIS FOR REPEATED VALUES 
The last value in a multiple-valued key can be repeated to the end of the list by 
ending the list with an ellipsis (three period characters): 
{cardname) {keyname)={value)/ ... 
{cardname) {keyname)={value)/{value)/ ... 
This is particularly useful when all values in the list are meant to be the same 
(e.g., a uniform value for t a u i n i t  in all regions of the device) 
LINE CONTINUATION CHARACTER 
Except for the t i t l e  card, any card can be continued onto any number of lines 
by including the special continuation symbol (>) at the end of each line: 
{cardname) {keynamel)={value) > 
{keyname2)={value)/{value)/{value) > 
{keyname3)={value)/{value)/ . . . 
Note that the continuation symbol (>) in not included in the last line. 
COMMENT CARDS 
Any line beginning with a non-alphanumeric symbol is ignored: 
** This i s  a  comment l l n e  
! This i s  another 
Comment cards cannot be continued using the special continuation character "> ". 
SPACES 
In general, the use of blank space is encouraged to make input-decks more read- 
able. Blank lines can be introduced between cards. Spaces and tabs can be 
entered freely at the beginning of each line between parameter assignments. 
However, within each assignment itself, there can be no spaces. 
List of Card Names 
This section merely lists all of the cards available in QUEST and provides a brief 
explanation. 
-- 
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t i t l e  -Specifiesthetitleofthesimulation. 
device - Specifies device structure and device environment. 
layers  - Specifies the properties of the material layers. 
csect  ion - Specifies cross sectional device parameters. 
bias  - Specifies the bias/potential to be applied in the structure. 
so lve  - Specifies the accuracy of the simulation, self-consistency of the 
potential calculation and the pick-up of a left off simulation. 
output - Specifies which parameters will be stored as output. 
egrid - Specifies the generation of the inhomogeneous/homogeneous 
energy-grid. 
tau - Specifies the properties of the inelastic scattering. 
3.3 Glossary of Data Types 
Each of the key entries on every card has a particular data type. The following section 
lists these data types and with entry examples. 
{character} = Character data (strings or single characters) 
Examples: a ,  ? , xyz, test-data 
{integer} = Integral number without units. 
Examples: 0 ,  1 ,  2 ,  17 
{real}  = Real number without units. 
Examples: 0 . 0 ,  11.23,  6.3e-03, 12e4 
{ log i ca l }  = On and off switch for an option: 
true = option selected 
f a l s e  = option not selected 
Examples: true ,  f a l s e  
{length} = Real number with dimensions of length: 
m = meters (m) 
cm = centimeters (cm) 
um = micrometers (pm) 
nm = nanometers (nm) 
a = angstroms (A) 
Examples: 10. Oa, 1.Oe-9m, 0 .  OOlum 
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= Real number with dimensions of energy: 
ev = electron-volts (eV) 
mev = milli-electron-volts (meV) 
Examples: 0. OOlev, 1. Omev 
= Real number with dimensions of volts: 
v = volts (V) 
mv = milli-volts (mV) 
Examples: 0.010v, 10. Omv 
= Real number with dimensions of time: 
s = seconds (s) 
ms = milliseconds (ms) 
us = microseconds (ps) 
ns = nanoseconds (ns) 
ps = picoseconds (ps) 
Examples: 1.Oe-lls, 10. Ops 
= Real number with dimensions of l/time: 
s-1 = l/seconds (s-l) 
Examples:  1.Oe-11s-1 
= Real number with dimensions of l/volume: 
m-3 = meters-3 (m-3) 
cm-3 = centimeters-3 ( ~ m - ~ )  
ev = electron-volts (eV) 
mev = milli-electron-volts (meV) 
Examples:  1.0e+23m-3, 2.77e+16cm-3, 10.0meV , 0.05eV 
= Real number with dimensions of absolute temperature: 
k = Kelvin (K) 
Examples:  4.2k 
= Real number with dimensions capacitance: 
f = Farad xm-3 
Examples: 1.Oe-28f 
= Quantity requested as output: 
device = device parameters along the growth axis 
nO (z; e) = local density of states 
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j = current files 
t 0 (z , z ' ) = kernel of transport equation 
Examples: device, nO (z ; e) , j , to (z , z ' ) 
3.4 The Help Command 
The command help can be used in an interactive manner to obtain syntax information 
directly using QUEST . The user can run the executable quest (see Sections 2.1.10 
and 2.1.1 1) by typing: 
quest 
and the header of the output deck of QUEST will appear on the screen as depicted in 
Figure 3.1 followed by a prompt2. 
. . . . . . . . . .  # # # #  # #  # #  # # # # # #  . # # # # #  . # # # # # #  . . . . . . . . .  
. . . . . . . . .  # #  # #  # #  # #  # #  . .  # #  . . .  # #  . . . . . . . . . . .  
. . . . . . . .  # #  # #  # #  ## # # # # . .  # # # # . . # #  . . . . . . . . . . .  
. . . . . . . .  # #  # #  . # #  # #  # #  . . . .  # #  . # #  . . . . . . . . . . . .  
. . . . . . . .  # # #  # . # # # #  # # # # # #  . # # # # #  . .  # #  . . . . . . . . . . . .  
............................................................................. 
P u r d u e  U n i v e r s i t y  >> R e l e a s e  1 .0  << J a n u a r y  1993 
I n p u t  Deck: 
Figure 3.1: Standard output of QUEST in interactive mode. QUEST waits for further input 
with a prompt waiting. 
The user may now enter help to obtain the information in Figures 3.2 and 3.3. 
The command help produces a two-page output: The first page is a list of all available 
cards (c.f. Section 3.2) of the input deck containing all possible keys within each card. 
Each key is associated with a particular data type as discussed in Section 3.3. To 
exit the help modus od the interactive modus of QUEST the user needs to interrupt 
the execution of QUEST with <CTRL> C. 
The following sections will be devoted to the explanation of every card and key 
available in the input-deck of QUEST . 
- 
2The user could, in principle, enter a complete input-deck by hand now. This, however, would 
require a lot of patience 
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Figure 3.2: Page one of response of QUEST to  the help (see very first line) command in 
the interactive mode. All cards with their possible key entries are listed. Also given are the 
expected units that are expected with every key. 
J 
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help 
help 
SUMMARY OF INPUT DECK 
........................................................................... 
t i t l e  ( r e s t  of l i n e  a f t e r  blanks) 
egrid auto= ( log ica l )  optimize= ( logica l )  kbt= ( r e a l )  cutoff= ( r e a l )  > 
density= ( in teger )  noopt= (character)  j i t e r=  ( in teger )  > 
nOwt= ( r e a l )  emin= (energy) emax= (energy) nodes= ( in teger )  > 
topteg= ( r e a l )  opt j= ( log ica l )  jwt= ( r ea l )  f a t =  ( log ica l )  
device s tructure= (character)  emass= ( r e a l )  krel= ( r e a l )  temp= (temp) > 
nodes= ( in teger )  open-ends= ( logica l )  dispersion= (character)  
layers  character= (character)  t au in i t=  (time) ec-offset= (energy) > 
contact= ( log ica l )  nd+= (doping) length= ( length)  tautarg= (time) > 
cap- (capac ) 
b i a s  va= (voltage) layer= (character)  f i l e =  (character) > 
leadl= ( in teger )  leadr= ( integer)  
output tag= (character)  quantity= (outquan) max-enodes= ( in teger )  > 
max-modes= ( in teger )  chkpt= ( log ica l )  
csect ion i n f i n i t e =  ( log ica l )  x-dim= (length) y-dim= ( length)  
solve self-cons= ( log ica l )  newrun= ( logica l )  fprecn= ( in teger )  > 
iprecn= ( in teger )  nprecn= ( integer)  vprecn= ( in teger )  > 
rnax-iters= ( in teger )  
tau group= (character)  phitarg= (time) poprt= (timinv) > 
fixu= ( logica l )  hwhmopt= (energy) ephonon= (energy) nopt= ( r e a l )  > 
sigma= ( logica l )  taumax= (time) t au f i l e=  (character)  > 
e f i l e =  (character)  f f i l e =  (character)  
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lQUEST High B ia s  Regime Page 2 
Purdue U n i v e r s i t y  Inpu t  Informat ion  
TYPE NAME ALLOWED VALUES 
-------------- ......................................................... 
I e n e rgy  I real wi th  u n i t s  of  ev ,  mev I 
--------------- .......................................................... 
I v o l t a g e  I r e a l  w i th  u n i t s  of  v,  mv I 
-------------- .......................................................... 
I t i m e  I r e a l  w i th  u n i t s  o f  s, m s ,  us ,  n s ,  p s  I 
-------------- .......................................................... 
I t i m i n v  I r e a l  w i th  u n i t s  o f  s-1 I 
--------------- .......................................................... 
I l e n g t h  I r e a l  w i th  u n i t s  of  m, c m ,  um, nm, a I 
--------------- .......................................................... 
I dop ing  I r e a l  wi th  u n i t s  o f  m-3, cm-3, ev ,  mev I 
--------------- .......................................................... 
I temp I r e a l  w i th  u n i t s  o f  k I 
--------------- .......................................................... 
I c apac  I real wi th  u n i t s  of  f  I 
--------------- .......................................................... 
I outquan I d ev i ce ,  no ( z ; e ) ,  t o  ( z ,  z t  ) ,  j I 
--------------- .......................................................... 
Figure 3.3: Page two of response of QUEST to the help (see very first line of Figure 3.2.) 
command in the interactive mode. 
3.5 Title Card 
Purpose: Allows the user to  enter a title string which is printed a t  the top of each 
page in the standard output record. We encourage the  usage of the 
titles t o  ease the  reading of the output decks and ease the comparison 
of different output decks. 
Syntax: t i t l e  { rest-of-line-is-title) 
Default: t i t l e  {No Default) 
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3.6 Device Card 
Purpose: Specifies the global device structure and the device environment. The 
actual sequence of layer materials (which are individually specified in 
the layers  card), the temperature, the number of spatial nodes, effec- 
tive electron mass, dielectric constant and lead boundary conditions are 
specified. 
Syntax: device  structure={ character} > 
nodes={integer) > 
temp= { temp} > 









d i ~ ~ e r s i o n = ~ a a s  > 
open-ends=true 
structure Specifies the sequence of layers in terms of their one-character-names as 
specified in the layers  card. The sequence of layers may not contain 
a space character and must begin and end with a contact la,yer. Layer 
names specified by one character may be repeated several times in the 
character sequence, if layers with the same material properties appear 
several times in the growth sequence (i.e. a barrier region needs only to 
be defined as one layer in the layers  card but may occur several times 
in the actual layer sequence.). 
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nodes Specifies the actual number of nodes used for the simulation. The ef- 
fective lattice spacing 'a' in the tight-binding lattice can be figured out 
given the length of each layer as specified in the l a y e r s  card and the 
actual sequence of layers in the s t r u c t u r e  key above. We recommend 
a lattice spacing of a=5A to allow a spatial resolution of the density of 
states. Effects of the underlying tight binding dispersion relation may 
corrupt the calculation meant for free electrons in a parabolic band if 
the lattice spacing is chosen too large or the effective mass is chosen too 
small. The dispersion function of the tight binding chain is of the form 
ti2 E (k) = (1 - cos (ka)) where a and k are the lattice spacing and 
the electron wave vector, respectively. The lattice spacing 'a' should 
(usually) be chosen such that all relevant energies in the problem are in 
the parabolic region of the cos-function such that E(k)  w. If the 
.m lattice spacing is chosen too large, effects of the tight binding energy 
dispersion will influence the calculation. The number of specified nodes 
may not be larger than the number specified as maximum number of 
z-axis nodes during the compilation (See Section 2.1.10). 
temp Specifies the environmental temperature in degrees Kelvin. This tem- 
perature is used as boundary condition in the contacts. The contacts 
are assumed to be in local equilibrium held at  a particular chemical 
potential. The occupation factor f of the electrons in the contacts is 
therefore assumed be Fermi-Dirac distributed. 
emas s Specifies the effective electron mass relative to the free electron mass 
rno = 9.11 x 10-31kg. The default value as given above is the GaAs 
effective mass of 0.067. A spatially varying effective mass has not been 
implemented in QUEST . 
k r e l  Specifies the relative dielectric constant of the material. This constant 
is needed in the calculation of the self-consistent potential with Poisson 
Eq. for infinite cross sections (see se l f- cons  key in the s o l v e  card). A 
spatially varying relative dielectric constant has not been implemented 
in QUEST . 
d i s p e r s i o n  Specifies the kind of phase breaking that is simulated in QUEST . Three 
options are available: 
c o n s t  Specifies elastic phase breaking that is consta~it in energy. The 
phase-breaking time TQ can be different in every layer as speci- 
fied with the t a u i n i t  key in the l a y e r s .  t a u i n i t  and t a u t a r g  
have to be specified identically. 
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s i Specifies inelastic phase breaking due to acoustic phonons. The 
Debye cutoff frequency is wo = 34meV. The energy depen- 
dence of these phonons is described by J w2 O (wD- ( w I) (see 
section 4.3.2). To ease the calculation of the scattering times 
this energy dependence has been mapped onto a separate energy 
grid, the FEgrid. The dimensions of this FE-grid need to be 
specified before compilation. If acoustic phonons are involved 
in the simulation a nonzero value must be specified for the array 
dimensions. We advise you to follow the recommended value 
of 500 in the compile subroutine. The strength of the acoustic 
phonons can be specified in one of two ways: 
Indirect specification via the average scattering time in a 
particular layer using tau ta rg .  This indirect specification 
fixes the average scattering time in a region and scales the 
interaction strength accordingly. The regions with identical 
scattering time must be grouped with the group key in the 
t a u  card. See the t a u t a r g  key in the l a y e r s  card and the 
group key in the t a u  card for more details. For an example 
refer to Section 2.3.1. The interaction strengths that have 
been calculated in this implicit specification are stored in 
the file s .UJoz in the following format: The first number is 
the optical phonon interaction strength U (zero in the case 
of pure acoustic phonons). The second number is irrelevant 
for this release of QUEST . Starting at the third entry of 
s .UJoz follows the array of interaction strengths ,To, (2) for 
every z-coordinate in the device. 
Explicit specification of the interaction strength J using 
f i xu= t rue  in the t a u  card and the external input file 
s .UJoz. The interaction strength J,, can be explicitly spec- 
ified only to be homogeneous (i.e. not spatially varying). 
The file s .UJoz must consist at least of three real numbers. 
The first one specifies the optical phonon strength U (which 
should be set to zero for dispers ion=si ,  the second one is 
not used in this release of QUEST , and the third one spec- 
ifies the homogeneous interaction strength of the acoustic 
phonons. To obtain a number for this interaction strength 
we advise the user to have the interaction strength be cal- 
culated first via the implicit specification with t a u t a r g  and 
group or to start with a more fundamental calculation of 
the interaction strength [7]. 
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gaas Specifies inelastic phase breaking due to optical phonons and 
due to acoustic Debye phonons. The strength of the acoustic 
phonons is allowed to vary between different layers, however, 
the optical phonon interaction strength is uniform throughout 
the device. The default of the optical phonon eigen energy is 
wo = 36meV and can be changed using the ephonon key in 
the t a u  card. The spectrum of the optical phonons is taken 
to be of delta-function shape by default. The optical phonons 
can be given an energy spread with a rectangular line-shape 
by the specification of the half width at half maximum value 
of this line-shape using the hwhmopt key in the t a u  card. The 
treatment of the acoustic phonons is identically to the one in 
d i spers ion=s i  except that the Debye cutoff frequency is here 
wo = 20meV. The Interaction strengths can be specified simi- 
larly to the d i spers ion=s i  case explicitly and indirectly via an 
average scattering time: 
Indirect specification via the average scattering time in a 
particular layer using t a u t a r g  and group for the acoustic 
phonons and poprt for the optical phonons. This indirect 
specification for the acoustic phonons fixes the average scat- 
tering time in a region and scales the interaction strength 
accordingly. See the t a u t a r g  key in the l aye r s  card and 
the group key in the t a u  card for more details. The strength 
of the optical phonons does not vary spatially. It is deter- 
mined by the scaling of the interaction strength U at the 
highest energy grid point in equilibrium, such that at that 
energy the maximum scattering rate is poprt. The inter- 
action strengths that have been calculated in this implicit 
specification are stored in the file s .UJoz in the following 
format: The first number is the optical phonon interaction 
strength U .  The second number is irrelevant for this release 
of QUEST . Starting at the third entry of s .UJoz follows the 
array of interaction strengths J,, ( 2 )  for every z-coordinate 
in the device. 
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Explicit specification of the interaction strength J and U 
using f ixu=t rue  in the t a u  card and the external input 
file s . UJoz. The interaction strengths U and J,, can be ex- 
plicitly specified only to be homogeneous (i.e. not spatially 
varying). The file s . UJoz must consist at  least of three real 
numbers. The first one specifies the optical phonon strength 
U, the second one is not used in this release of QUEST , and 
the third one specifies the homogeneous interaction strength 
of the acoustic phonons. To obtain a number for this in- 
teraction strength we advise the user to have the interaction 
strength be calculated first via the implicit specification with 
t a u t a r g  and group or to start with a more fundamental cal- 
culation of the interaction strength [7]. 
open-ends The open-ends key specifies the boundary conditions of the device in 
the growth direction. The available options are: 
open-ends=true Contacts are perfect unperturbed semi-infinite leads 
including a spatially constant phase-breaking time. 
open-ends=false Specifies hard wall boundary conditions at the con- 
tacts. 
Layers Card 
Purpose :  Specifies material parameters of each single layer. The sequence of spec- 
ified layers may not be in the growth sequence. The sequence of different 
materials must be specified in the device  card. Different materials need 
to  be specified only once. More layers may be specified than actually 
used in the device  card, but no less. All layers are specified in the order 
given by the cha rac t e r  key within the l a y e r s  card. 
Syntax: l a y e r s  character={ character) > 
l eng t  h={length) > 
ec-off set={energy) > 
contact={logical) > 
nd+={ doping) > 
tauinit={time) > 
tautarg={time) > 
cap= { capac) 
Default: l a y e r s  No d e f a u l t  , all cards must be specified! 
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c h a r a c t e r  Specifies a sequence of diflerent characters without interruption by 
spaces. Each character stands for one layer that will be specified in 
its properties in the following keys. The material property specifica- 
tion will be in this given sequence. If the character string consists of 5 
characters, 5 layers need to be specified in all the following entries. 
l eng th  Specifies the length of each layer in metric units of length. 
e c- o f f s e t  Specifies the conduction band offset in each layer in units of energy. 
Conduction band offsets due to material changes in the heterostructure 
are included here. 
con tac t  Specifies which of the layers are contacts. The argu~nent of each key 
content is of logical type. The actual sequence of layers specified in the 
device  card may only contain two contacts and these must be placed 
at the beginning and the end of the device. 
nd+ Specifies the doping in each layer in metric units of l/volume. The 
doping of the non-contact layers is only relevant in a self-consistent 
potential calculation. This key mainly serves as a specification of the 
Fermi-energy in the contacts and may therefore also be specified in terms 
of energy . 
cap cap is used in the calculation of a self-consistent potential using 
a local potential model for finite cross-section devices (csec t ion  
i n f  i n i t e = f  a l se ) .  The scaling parameter in this local potential model 
is a capacitance -like quantity C (z) of the units Fm-3. The local po- 
tential is calculated with the expression V (z) = e 3: ND (2)-n(z) 
C(z) . cap 
must be specified even if it is not used for a self-consistent potential 
calculation. The self-consistent potential calculation can be turned 
on with se l f- cons  key in the so lve  card for finite cross section de- 
vices (csec t  ion in f  i n i t e = f  a lse) .  In the case of infinite cross section 
devices ( c sec t i on  in f  i n i t e = t r u e )  the full Poisson Equation will be 
solved in the case of (solve  se l f -cons=true)  and cap will have no 
effect there. 
t a u i n i t  The calculation of the density needs a specified phase breaking time. 
t a u i n i t  specifies this initial phase breaking time which is constant in 
energy. t a u i n i t  serves as the fixed, energy independent phase breaking 
time in the case of a pure elastic phase breaking calculation where the 
phase breaking time is not calculated self-consistently with the density 
of states and occupation (dispersion=const) .  
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t a u t a r g  Generally used for the specification of the interaction strength of acous- 
tic phonons. In the case of elastic, energy independent phase breaking 
(dispersion=const) ,  the entries of t a u t a r g  need to be set identically 
to those in t a u i n i t .  
t a u t a r g  is used to determine the strength of acoustic phonons in the 
case inelastic phase breaking (dispers ion=si  or dispersion=gaas).  If 
the acoustic phonon interaction strength is not specified explicitly (see 
f i x u  in the t a u  card), t a u t a r g  will be used to determine the acoustic 
phonon scattering strength in each region in a manner such that the 
average scattering time in each region is t au ta rg .  This procedure may 
lead to a severe problem if barrier layers are not grouped together with 
well layers. The density of states is many orders of magnitude reduced 
in barrier regions and QUEST would increase the interaction strength 
by several orders of magnitude to keep the scattering rate to be the 
same as in the no-barrier regions. This very strong interaction drives 
the problem out of the allowed region of a perturbation treatment and 
erroneous results will occur. The regions of equal targeted scattering 
time must be grouped together with the group key in the t a u  card as 
in the example of Section 2.3.1. Note that even if you specify the acous- 
tic phonon interaction strength explicitly ( f ixu=t rue  in the t a u  card), 
you must specify t au t a rg  (it will not be used but it must appear in the 
input-deck). 
3.8 Bias Card 
Purpose: Specifies the bias voltage that is applied to one or two of the contact 
nodes, how it drops off inside the device and allows for the feeding in 
of an externally calculated electrostatical potential profile. The electro- 
static potential in the longitudinal direction is assumed to fall off linearly 
between the leads unless the electrostatic potential is fed in externally 
with the f i l e  key. The electro-static potential may drop off other than 
linearly in the case of a self-consistent potential calculation. 
Syntax: b i a s  v a= { volt age) > 
layer={ character) > 
f ile={character) > 
leadl={integer) > 
l eadr=  {integer) 
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Default: device va={No Default} > 
layer={No Default} > 
f i le=nul l  > 
leadl=l > 
leadr=l 
va Specifies the voltage to be applied to the contacts in units of volts or 
milli-volts. 
layer Specifies to which of the contacts specified in the layers card a bias is 
to be applied. 
f i l e  The f i l e  key can specify a filename that contains a previously stored 
or otherwise calculated potential profile. The potential file must have 
the following three column format: 
1. Z-axis coordinate. 
2. Potential profile not containing conduction band offsets and the 
linear potential drop between the leads. This column contains 
only the excess electrostatic potential due to charge accumulation 
or depletion. 
3. Conduction band offsets assuming flat-band conditions. 
The z-axis data must coincide with the current z-axis data as specified 
in the input-deck. The electrostatic potential profile may have arbitrary 
shape and should be flat in the contact regions. The conduction band 
offset profile is used to check that the structure from which the potential 
is read in has the same offsets as the structure that is currently specified 
in the input-deck. The user may find the f i l e  option particularly useful 
for two purposes: 
1. Provide an initial guess for the potential profile as calculated from 
some other program, as for example SEQU AL [ 5 ] .  
2. Provide an initial guess for the potential profile as calculated at a 
similar bias. Section 2.4 explains in more detail how we achieved 
the bistable I-V-curve. 
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1 e ad1 Specifies the number of layers counted from the left end of t'he device 
that are considered to be leads. The distinction between contacts and 
leads lies in the boundary conditions and in the electro-static potential 
drop across them. Contact layers are assumed to be in local equilib- 
rium, where the occupation number of electrons is set to a Fermi-Dirac 
distribution and there is no voltage drop due to applied bias. The lead 
parameter merely specifies that there is no potential drop across this 
layer due to applied bias. If, for example, leadl=2 then there is no 
potential drop across the left contact and in the next layer to the right 
of the left contact. This next layer to the right is considered as a part 
of the device region and the occupation is being solved for. See an ap- 
plication of this key in Figure 2.18 in Section 2.2.2. 
leadr Same as leadl  but for the right lead. 
3.9 Output Card 
Purpose: Specifies which data is being stored as output, how this output is tagged, 
and what data lengths are allowed. 
Syntax: output tag={ character) > 
quantity={outquan) > 
chkpt = {logicd) > 
max-enodes={integer) > 
max-znodes={integer) 
Default: output t ag=xxx > 
quant ity={No Default) > 
chkpt=f a l se  > 
max-enodes=502 > 
max-znodes=402 
Specifies the label/tag that is attached to the regular output files. De- 
pending on the numerical experiment that is being performed this tag 
may be usefully chosen as the applied voltage, the Fermi-energy, a bar- 
rier height, etc. The checkpoint and debugging data files are joot tagged 
with this tag. 
- 
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quantity Specifies which data are formally put out after the calculation. There 
are four options available that trigger the output of one or several data 
arrays (see section 3.14.2 for details): 
device Print out the following data arrays: 
s . dev-tag 
s .f-tag 
s . Iz-tag printed out if a bias is applied 
s . tau-tag 
nO(z;e) Print out the following data arrays: 
s . NO-tag 
s .NOID-tag printed out if inf inite=true 
Print out the following data arrays if a bias is applied: 
s. J-tag 
s. JcE-tag 
s . Jez-tag printed out if inf inite=true 
tO(z,z') Printoutthefollowingdataarray:  s.T-tag with 
extra z'-axis in s . z-tag 
chkpt Allows for the output of intermediate calculation results such as the 
energy grid, the occupation, scattering time such that an interrupted 
calculation can be picked up again. This option will only be active in 
the case of dispersion=si or dispersion=gaas. The actual output 
files are: 
chkpt .Vainit, chkpt .muinit, chkpt .NO, chkpt .fd, chkpt .tau, 
chkpt.egrid, chkpt.zgrid, chkpt.~, chkpt.n, chkpt.iter, and 
chkpt . epts. See Section 3.14.3 for details of these files. 
ma-enodes Some graphing programs are limited in the length of x and y-axis ar- 
rays. ma-enodes limits the number of energy grid points that will be 
included in the output file. The new mesh is obtained via interpolation 
in the given mesh. This also reduces significantly amount of data that 
needs to be stored. 
ma-znodes Same as ma-enodes but with respect to  the z-axis. 
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Syntax: solve f precn={integer) > 




newrun= {logical) > 
s e l f  -cons={logical) 






s e l f  -cons=true 
f precn Specifies the precision desired in the calculation of the occupation f .  
ip recn  Specifies the precision desired in the calculation of the current J. 
nprecn Specifies the precision desired in the calculation of the electron density 
n. This specification is only relevant in the self-consistent potential cal- 
culation ( s e l f  -cons=true). 
vprecn Specifies the precision desired in the calculation of the electro static 
potential v. This specification is only relevant in the self-consistent po- 
tent ial calculation ( s e l f  -cons=true). 
max- iters Specifies the maximum number of iterations that will be allowed in the 
numerical calculations. 
newrun Allows the continuation from a left off calculation (e.g. the machine 
went down) if the intermediate solutions were previously stored away 
using the command chkpt=true in the output card. The available op- 
tions are: 
t r u e  Start a new calculation. 
f alsepick up at an old calculation. 
s e l f  -cons Controls whether the electrostatic potential in the device is calculated 
self-consistently with the electron density. The options are: 
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f alseThe electro static potential is not calculated self-consistently with 
the electron density. 
true The electro static potential is calculated self-consistently with the 
electron density. The method used for the calculation of the elec- 
tro static potential depends on the choice of cross section: 
1. inf i n i t  e=true: The electro static potential is calculated 
with Poisson equation. 
2. inf in i te=fa lse :  The electro static potential is calculated 
using a local potential approximation. The scaling parame- 
ter in this local potential model is a capacitance-like quantity 
C (2) of the units Fm-3 as specified in the cap key in the 
layers  card. The local potential is calculated with the ex- 
pression V (2) = e x N D  ( 2 )  -n(z)  
C ( z )  . cap m u s t  be specified even if 
it is not used for a self-consistent potential calculation. 
Tau Card 
Purpose: Specifies details of the inelastic scattering mechanisms. 
Syntax: tau group={character) > 
poprt={timeinv) > 




ef  ile={character) ff  ile={character) > 
taufile={character) sigma={logical) > 
taumax={time) phitarg={time) 
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Default: t a u  group={No Default} > 
p o p r t = l .  0e13s-1 > 
f i x u = f a l s e  > 
ephonon=36.0mev > 
hwhmopt=-1 .0ev > 
nopt=-1 > 
e f i l e = n u l l  f f i l e = n u l l  t a u f i l e = n u l l  
s igma=false taumax=l.Os phi targ=lO 
group Relevant for acoustic phonons whose interaction strength is determined 
indirectly using t a u t a r g  in the l a y e r s  card (f ixu=f a l s e ,  default). 
Barrier layers should be grouped with adjacent layers of the same av- 
erage scattering time t a u t a r g .  Layers that are grouped together must 
have the same t a u t a r g .  All layers must be specified once and once only! 
See also t a u t a r g  in section 3.7. For an example see Section 2.3.1. 
PoPrt  Relevant for optical phonons whose interaction strength is determined 
indirectly using t a u t a r g  in the l a y e r s  card (f  ixu=f a l s e ,  default). The 
indirect determination of the scattering strength is based on the the 
calculated scattering time a t  the highest point of the energy grid. The 
interaction strength is scaled such that the the optical phonon emission 
rate at the top energy grid point in equilibrium is popr t .  
f  i x u  Controls the explicit determination of the phonon interaction strength. 
t r u e  Interaction strength is fixed explicitly for acoustic and optical 
phonons. This specification is done using the file s .UJoz. The 
interaction strengths U and J,, can be explicitly specified only 
to be homogeneous (i.e. not spatially varying). The file s.UJoz 
must consist at least of three real numbers. The first one specifies 
the optical phonon strength U, the second one is not used in this 
release of QUEST , and the third one specifies the homogeneous 
interaction strength of the acoustic phonons. To obtain a number 
for this interaction strength we advise the user to have the interac- 
tion strength be calculated first via the implicit specification with 
t a u t a r g  and group or to start with a more fundamental calcula- 
tion of the interaction strength [7]. 
falseInteraction strength is fixed indirectly for acoustic and optical 
phonons. This specification is done using t a u t a r g  and group for 
acoustic phonons and poprt  for optical phonons. 







t auf ile 
sigma 
phit arg 
Specifies the eigen energy of the optical phonons in units of energy. 
Specifies the energy spread of the optical phonons. The default of 
hwhmopt=-1.0 indicates that the eigen energy spectrum is a delta func- 
tion. Any value larger than OeV specified for hwhmopt is considered as 
the half width at half maximum of the rectangular phonon line-shape. 
See also Figure 2.23 in section 2.3.2 for more details on the line-shape 
of the optical phonons. 
Specifies the the number of optical phonons explicitly if specified to be 
value larger than 0. Usually (default: nopt=-1) the number of optical 
phonons is calculated base on Bose-Einstein statistics depending on the 
temperature (temp) specified in the device card. The formula evalu- 
ated for the Bose-Einstein distribution is N = 1/ ( ~ ' L w ~ / ~ B ~  - 1). Since
-hwg hwo = 36meV >> kBT we have N = e k ~ T  << 1. The number of op- 
tical phonons available for absorption is usually extremely small since 
the activation energy of the phonons is much larger than kBT. For the 
simulation of 'hot-phonon' effects or interactions with incoherent 'light' 








Purpose: Specifies the generation of the energy grid. The usage of this card 
makes the use of QUEST tricky and we urge the reader to go through 
the tutorial, especially sections 2.1.9, 2.3.1, and 2.3.2. 
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Syntax: e g r i d  nodes={integer) > 
kbt={real) > 
c u t  o f f  = {real) > 
density={integer) > 
t opt  eg= {red)  > 






au t  o= { logical) > 
opt imize={logical) > 
emin= {energy) > 
emax= {energy) 
Default: e g r i d  nodes=1000 > 
kbt=5.0 > 
cu tof f=3 .0  > 
dens i ty=4  > 
topteg=-1.0 > 
f c u t = f a l s e  > 
n0opt={No Default) > 
nOwt=l.O > 
o p t j = f a l s e  > 
ju t=I .O > 
j iter=4/8/12/16/20 > 
au to=t rue  > 
opt imize=true  > 
emin={No Default) > 
emax= {No Default) 
nodes Specifies the total number of nodes used on the energy grid. This num- 
ber must not be larger than the number used as maximum number of 
energy grids used during the compilation (see section 2.1 . lo) .  
kb t  Specifies the energy range which is used to extend the energy grid above 
the largest chemical potential in the device. As a visualization see Fig- 
ure 2.3 in section 2.1.9). For the extension to even h.igher energies in 
the case of inelastic scattering see section 2.1.9. 
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cu t  off  Specifies the extension of the energy grid under the lowest conduction 
band edge according to (cutoff  x h/O.lps) to include the density of 
states tails under the conduction band due to a finite phase breaking 
time. See also Figure 2.3 in section 2.1.9 as a visualization. The number 
of grid points in this extended energy range is specified with densi ty .  
dens i t y  Specifies the number of energy grid points that are laid into the extra 
energy region under the lowest conduction band. This region is speci- 
fied with the parameter cu tof f .  See also Figure 2.3 in section 2.1.9 as 
a visualization. 
t op t eg  Specifies the temperature that is used in the energy grid optimization 
. with respect to the occupation factor f .  Note that QUEST does not op- 
timize with respect to the actual occupation factor f, but wit.h respect 
to a quasi equilibrium occupation f that is described by a local chemical 
potential p (2). See also Figure 2.6 in section 2.1.9. For a more detailed 
explanation of the parameter t op t eg  see also Figure 2.6 in section 2.1.9 
and the discussion on page 18. 
f  cu t  Controls the boundary condition of the occupation factor f in the con- 
tacts with the following options: 
f  a lseThe occuvation factor f in the contacts is calculated with a Fermi- 
Dirac distribution + l))assuming local ther- 
mal equilibrium with a specified Fermi ~ n e r g ~ .  
t r u e  For E << EF we have f ( E )  = 1 which implies full occupation. 
It proves numerically useful3 to cut the occupation factor f to 
0 for energies under the conduction band in the contacts. This 
cuts out the occupation of electrons under the conduction band 
due to finite phase breaking which can be considered a negligible 
effect in most simulations. f c u t = t r u e  turns on this cut of the 
occupation factor only in the contacts that serve as a boundary 
condition for the occupation inside the device. See the discussion 
on the elimination of current flow under the conduction band in 
section 2.2.2 on page 33. 
3 ~ e  can save computation time by omission of long spacer layers without loss of physics as 
discussed in section 2.2.2 on page 33. 
Purdue University QUEST User's Manual 
3.13 Egrid Card 77 
no opt  Specifies layers in which energy grid optimization is performed with re- 
spect to the density of states. 
Section 2.1.9 describes in some detail how a monotonic function is ob- 
tained to optimize the energy grid with respect to the density of states 
(Figs. 2.4 and 2.1.9). The assumption there was that the optimization 
is performed in all layers. noopt allows the direct specification of layers 
in which the optimization is being performed. If for example a den- 
sity of states is known to very spiky in one particular region it might 
prove useful to only optimize in that one region. Several layers can be 
specified by separating them by the slash character (e-g. noopt=w/e for 
the specification of the layers w and e.) See also section 2.3.2 for an 
example. 
nowt Specifies the weight of the optimization with respect to the density of 
states versus the one with respect to the unity weight of the occupation. 
See Eq. 2.2 in section 2.1.9. 
o p t j  Turns on the optimization with respect to the current density. This 
option may prove useful in the simulation of inelastic processes. Some 
examples of the application of o p t j  can be found in section 2.3 where 
o p t j  was employed in all simulations. The available options are: 
f alseNo optimization with respect to the current density. 
t r u e  Optimization with respect to the current density is turned on and 
needs to be specified in more detail using j w t  and j i ter.  j w t  and 
j i t e r  do have default values as specified above. 
j w t  Specifies the weight of the current density optimization with respect to 
the unity weight of the occupation factor f and the specified weight nOwt 
of the density of states. The three monotonic functions are combined 
according to: 
monof = monof f + monof N x nOwt + mono j x j w t  (3.1) 
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j iter Specifies the iteration numbers at which an additional optimization of 
the energy grid is performed. 
The optimization of the energy grid is quite time consuming and should 
be performed only where necessary. The scattering times T, and 7, (see 
section 4.2 for details) that connect different energies are calculated self- 
consistently in an iterative manner and deviate quite significantly from 
their initial guess. The current density per unit energy in later iter- 
ations may also vary significantly from the initial elastic distribution. 
QUEST therefore allows a directed optimization of the energy grid in 
intermediate iterations. 
auto Specifies the determination of the simulated energy range. 
t rue  The device structure will be analyzed with respect to "interest- 
ing" regions of energy as explained in Figure 2.3 in Section 2.1.9. 
QUEST determines the energy range with respect to the lowest 
conduction band edge and the highest Fermi Energy. A second, 
adjacent region is defined under the lowest conduction band edge 
using the parameter cut o f f  . 
f a l s e A  homogeneous energy grid is generated in a specified energy range 
using emin, emax and nodes. 
optimize Controls the generation of a inhomogeneous versus a homogeneous en- 
ergy grid. Two energy .ranges are distinguished: the 'normal' energy 
range as determined with auto=true and the extra energy range under 
the conduction band specified with cutof f .  The lowest extra energy 
region specified with cutoff  (see Figure 2.3 in Section 2.1.9) is always 
filled with a homogeneous energy grid with densi ty  number of nodes. 
The optimize switch is irrelevant if auto=f a l s e .  
t rue  An inhomogeneous energy grid is generated in the 'normal' energy 
range with all the bells and whistles that we have described so far. 
f a l s e A  homogeneous energy grid in the 'normal energy' range is gener- 
at ed. 
emin Minimum energy of the energy grid for the option auto=f a l s e .  
emax Maximum energy of the energy grid for the option auto=f a l s e .  
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3.14 Output Files 
There are five groups of output files that can be generated with QUEST . These 
groups of files will be (or have already been) explained in more detail in the sections 
indicated in the list: 
1. The output-deck out- tag; see Section 2.1.12. 
2. The internal data arrays s .  xxx-tag; see Section 3.14.2. 
3. The checkpoint data arrays for the pickup of a left-off calculation chkpt .xxx; 
see Section 3.14.3. 
4. The energy grid optimization arrays monofx; see Section 3.14.4. 
5 .  The debugging arrays deb. xxx; see Section 3.14.5. 
3.14.1 The Output-Deck 
Please refer to the detailed description of the sample input deck in Section 2.1.12. 
3.14.2 The Internal Data Arrays 
There are five groups of internal data arrays that must be distinguished by their 
format. These are the: 
1. Internal data versus the energy-axis and the full z-axis of the device: 
( s  . f - tag, s .NO-tag, s ..NOID-tag, s . tau- tag,  s . Iz- tag). 
2. Internal data versus the energy-axis and the z-axis of the device excluding con- 
tacts: 
(s. JcE-tag, s . Jez-tag). 
3. Energy axis and z-axis files (egrid-tag, zgrid-tag, Jzgrid-tag). 
4. Internal data versus the z-axis of the device: s . dev-t ag, s . J-tag. 
5 .  Kernel T (z, z'; E) as a function of two spatial coordinates z and z'. 
The files in group number 1 and 2 contain an array of data that can be easily plot- 
ted with a surface or contour plotting program. The data are stored/read according 
to the following algorithm4: 
4Taken from SUN3D, Plotting environment for 3-D surface and contour plots', written by Michael 
J .  McLennan 
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do 10 j=i,ymax 
do 10 i=l,xmax 
read(5,*) zdata( i ,  j) 
10 continue 
The files files in group 1 and 2 contain pure z-axis data that can be plotted against 
a x and a y axis stored in separate files. The y-axis data are stored in egrid-tag 
and the x-axis data are stored in zgrid-tag, Jzgrid-tag for the data in groups 1, 2 
respectively. A brief description of the data sets is given below: 
s .f -tag Occupation factor f (2; E) ,  
corresponding axis files: zgrid-tag and egrid-tag. 
s .NO-tag Local density of states No (2; E), 
corresponding axis files: zgrid- t ag and egrid-tag. 
s . tau- tag Spatially and energy dependent phase breaking time T@ (2; E), 
corresponding axis files: zgrid-tag and egrid-tag. 
s . Iz- t  ag Divergence of the current per unit of total energy I, (2; E), 
corresponding axis files: zgrid-t ag and egrid-tag. 
s . JcE-t ag Current density per unit of total energy J (2; E) ,  
corresponding axis files: zgrid-tag and egrid-tag. 
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s .  Jez-tag Current density per unit of longitudinal (z-oriented kinetic) energy 
J, (z; E), corresponding axis files: zgrid-tag and egrid-tag. 
This file is an exception from all the previous internal data arrays 
versus z-axis and energy. The data array s . Jez-tag is generated for 
simulations with infinite cross sections (inf i n i t  e=true where the 
total energy of an electron has a longitudinal (z-axis) and a trans- 
verse (x-y-plane) energy component. The electron wave functions in 
the transverse direction are plane waves, assuming that the struc- 
tures are translationally invariant in the x-y-coordinates. This im- 
plies that electrons behave like free electrons in this plane. However, 
the wave-functions in the z-direction are far from free electron wave- 
functions, since the material parameters change drastically in the 
z-axis. The scattering processes simulated in QUEST are isotropic in 
k-space since they are local in real space. Longitudinal momentum 
can therefore be converted to transverse momentum even by elas- 
tic scattering processes. Electrons therefore may loose momentum 
in the z-axis direction. There is therefore 'vertical. flow' of electrons 
with respect to their z-axis momentum / energy which may change 
the device behavior drastically. The file s. Jez-tag therefore allows 
the analysis of this 'vertical flow'. 
Next we will be discussing the files of group number 3 containing data versus the 
z-axis of the device: 
s . dev-tag The file s. dev-tag is a file consisting of 8 columns in a table for- 
mat. The format of s .dev-tag has been described in Section 2.2.2 
already and will be repeated here for completeness: 
1) z Z-axis coordinate, 
2) n ( 4  Electron density in units of cm-", 
3) P (2) Chemical potential including bias in units of eV, 
4) Ec (2) Conduction band profile including bias in units of 
e v ,  
5 )  v (2) Electrostatic potential profile including bias but ex- 
cluding conduction band offsets in units of eV, 
6) ND (-4 Doping concentration in units of ~ m - ~ ,  
7) K i n  (2) Linear electrostatic potential drop as guessed po- 
tential drop in case of an applied bias, and 
8) V (z) - K i n  (z) Excess electrostatic potential due to charge accu- 
mulation in the case of a self-consistent potential 
calculation5. 
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s . J-t ag The second file of group 3 is s . J-tag which mainly contains the cur- 
rent density at  each z-axis coordinate integrated over energy. The 
file consists of 4 columns with the following entries: 
1) Z-axis coordinate inside the device. 
2) J (2) Current density corresponding to file s . JcE-tag in- 
tegrated over the total energy E as a function of z. 
3) Jz  (2) Current density corresponding to file s . Jez- tag in- 
tegrated over the longitudinal energy E as a func- 
tion of z. This number is only meaningful in the 
case of i n f i n i t e = t r u e  simulations as discussed 
above regarding the file s .  Jez-tag. 
4) Null Not useful 
3.14.3 The Checkpoint Data Arrays 
The checkpoint data arrays are usually used to continue a left-off calculation. We 
have had the experience that some platforms that we ran QUEST on tend to be 
unstable within the time frame of a single long calculation of say 24 hours or so. The 
chkpt=true key in the output (see Section 3.9) card allows the output of intermediate 
results from which a calculation can be picked up again in the case of an interrupted 
run (see newrun=f a l s e  key in the s o l v e  card in Section 3.11). The checkpoint output 
files may sometimes prove useful for debugging and will will briefly list the filenames 
and the content of the checkpoint files. All the checkpoint files have the prefix chkpt . 
which distinguishes them from the other output data and allows an easy removal from 
the disk using "rm chkpt . *. 
chkpt . Vainit  Contains the applied electrostatic potential in a two column format 
with the z-axis of the device the first and the potential the second 
column. This file will be put out regardless of the option chkpt in 
the output card. 
chkpt . muinit Contains the initial guess for the chemical potential /I (2) in format 
similar to chkpt .Vaini t .  This file will be put out regardless of the 
option chkpt in the output card. 
5This column is especially useful for the generation of a new potential guess in a new simulation 
at a similar bias point. 
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chkpt .NO Contains the local density of states No (2; E) in a format simi- 
lar to s.NO-tag. The z-axis and the energy axis are stored in 
chkpt . zgrid and chkpt . egrid, respectively. 
chkpt . f d Contains the occupation factor f (2; E )  in a format similar to 
s . f -tag. The z-axis and the energy axis are stored in chkpt . zgrid 
and chkpt . egrid, respectively. 
chkpt . tau  Contains the phase breaking time TQ (z; E) in a format similar 
to s.tau-tag.  The z-axis and the energy axis are stored in 
chkpt . zgrid and chkpt . egrid, respectively. 
chkpt .egrid Contains the energy grid vector needed for the files chkpt .NO, 
chkpt .fd,  and chkpt .tau.  This energy grid contains the offset 
energy E l l  of the first eigen-mode in the case of inf in i t e= fa l s e  
in the csect ion card. 
chkpt . zgrid Contains the z-axis vector needed for the files chkpt .NO, chkpt . f  d, 
and chkpt .tau.  
chkpt . v Contains the applied electrostatic potential along the z-axis of the 
device. The format of this file is a one column vector. 
chkpt . n Contains the calculated electron density along the z-axis of the de- 
vice, if self-cons=true in the so lve  card. The format of this file 
is a one column vector. 
chkpt . i t e r  Contains information about the number of iterations and the pre- 
cision in I, f ,  v and n that have been achieved. 
chkpt . ept s Contains internal energy grid ranges and the lowest energy in the 
energy grid. 
3.14.4 The Energy Grid Generation Arrays 
The Energy grid generation arrays of the form monof X contain valuable information 
with respect to the understanding of how QUEST generates the inhomogeneous en- 
ergy grid. These files are in a two column format where the first column is the energy 
axis of the simulation and the second column is the dependent variable. These files 
contain information about the generation of the inhomogeneous energy grid. Sec- 
tion 2.1.9 discussed the generation of the energy grid in detail. Five functions of the 
type monofX are generated: 
- 
Purdue University QUEST User's Manual 
84 Reference Guide 
1) monof f Distribution function for optimized node placement with respect 
to the occupation factor f (see Figure 2.6). 
2) monof N Distribution function for optimized node placement with respect 
to the density of states No (see Figure 2.1.9). 
3) monofNsingleDistribution function for optimized node placement with respect 
to the density of states No (see Figure 2.1.9) for a single pass in 
the case of dispersion=gaas. Sharp resonance phenomena in the 
density of states tend to generate sharp features in the scattering 
time at energies one optical phonon energy above in the presence 
of optical phonons (See Figure 4.4 in Section 4.2). To place nodes 
where the scattering strength will vary strongly in energy we ob- 
tain the function monofNsingle as described in Figure 2.1.9 and 
then obtain the function monofN as: 
monof N (E) = monof  single (E) + 
amplil x monof~single(E - hwo) + 
ampli2 x monof~single(E - 2hwo) (3.2) 
The amplitudes amplil and ampli2 are not changeable in the input 
deck but are parameter in the file questegrid.f in the subroutine 
opt egr. 
4) mono j Distribution function for optimized node placement with respect to 
the current density J. The generation of the array monoj is similar 
to the one of monoff and monofN. 
5) monof Summed distribution function for optimized node placement with 
respect to the single contributions monof f, monof N, and mono j . 
The single components are combined according to: 
monof = monoff + 
monofN x nOwt + 
mono j x jwt 
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3.14.5 The Debugging Arrays 
There is a set of debugging files that are put out by QUEST if the debugging flag in the 
file questmain. f is set to debug=. t rue .  before the compilation of the program. This 
flag cannot be set in the input-deck. Users that are inclined to add certain parame- 
ters to QUEST might find the files useful deb. v l i n ,  deb. zgr id int ,  deb. egridint ,  
deb .f i n i t ,  deb .NO, deb . p o i s s ,  deb .v-001, deb .v-0001, deb .v-00001 deb .v??, 
deb . dv??, deb . Nd??, and deb. n??. They are especially directed toward the debug- 
ging of self-consistent potential calculations where the feedback from one iteration 
to the next may be very critical (see the comments in the code of questmain. f and 
ques tpo i s s  .f). 
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Formalism 
4.1 A Transport Equation 
Multi-Probe-Formula: 
Most of the work of our research group has been inspired [22] by the Landauer ap- 
proach [23, 241 which calculates the current through structures as a function of trans- 
mission coefficients and applied biases. The Biittiker [25] formula, in particular, has 
found widespread use. It relates the currents Ii at the probes i to the electro-chemical 
potential p j  at the probes j by: 
The transmission coefficients-T;j [26] are assumed to connect the "probes" i and j 
coherently at one energy. The equation can then be interpreted term by term as 
follows: 
1. A particular chemical potential p; causes current to flow in lead i by transmission 
into the other leads j. 
2. The chemical potentials p j  in the other leads j cause a back-injected current 
into lead i. 
The phases of the electrons become randomized in the ideal contacts and the trans- 
mission from contact to contact is perfectly coherent. This picture is very intuitive 
and transmission coefficients Tij may be calculated in a straight forward manner from 
a single electron SchrGdinger equation. Although quite successful in explaining many 
experimental observations (see for example [27, 28, 291)' Eq. (4.1) is restricted to 
linear response [30, 311) and there were several other questions unanswered: 
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How are phase breaking processes included? 
How can harmonic generation [32, 331 and large signal response [34, 351 be 
included? 
Continuous-Probe-Formula: 
In the spirit of these questions Datta [22] derived a continuous probe model where 
the fundamental quantities are calculated based on a quantum kinetic approach. The 
current equation may now be written as: 
If each point F i n  the device with associated energy E is assumed to be a terminal, 
then we can interpret the new Eq. (4.5) in a similar fashion as Eq. (4.1). T (r', r"; E) 
connects transmission paths at the same energy from one "terminal" (r', E) to the 
next "terminal" (r", E). The transmission between these new coordinates (r', E) and 
(r", E )  is assumed to be coherent and once again the particles suffer phase breaking 
processes at these coordinates. In effect, every transmission path is delimited by 
phase breaking events (Fig. (4.1)). 
T(r, r;E) 
f(r;E) a m  l f(rq;E)
T( r, r' ; E') 
f ( r ; E ' ) a m  l f(rq;E') 
Figure 4.1: Coherent transport at one energy. Outflow from coordinate (F, E), back-flow 
from coordinate (F1, E). Energies E and E' are decoupled. 
We have only considered local phase-breaking processes. That means that upon 
phase-breaking, the particle will lose its phase memory and may change its total 
energy state (in the case of an inelastic process), however it will not change its F- 
coordinate in this process. This way of thinking is implemented in Eq. (4.5) and the 
two current contributions can be interpreted as follows: 
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Current flow to other coordinates: T (r', 7; E )  f (r', E ) :  
- f (6 E )  is the electron occupation at the coordinate (r', E), the source for 
out-flow from the coordinate (r', E) .  
- T (F, r"; E )  is the coherent transmission from (r', E )  to (r", E).  
Back-flow from other coordinates: T (r', F r  E )  f (r", E):  
- f (r", E )  is the occupation at the coordinate (7, E ) ,  the source of back-flow 
into the coordinate (r', E) .  
- T (F, r"; E )  is the coherent transmission from (r", E) to (F, E).  
This approach is good for the description of high bias and elastic phase breaking 
processes. In effect all energies are decoupled as visualized in Fig. (4.1). Eq. (4.5) 
may now be solved similarly to Eq. (4.1) given the boundary conditions : 
I(?',E)=O , {r') E Device 
f (F, E )  = f ~ e r m i - ~ i r a c  , {F} E Contact 
Continuous-Probe-Formula, Inclusion of Inelastic Scattering: 
Inelastic processes are assumed to couple different energy channels (:Fig. (4.2)). Each 
coordinate (7, E )  receiving particles from coordinate (r', E )  may be coupled to other 
energy at the same spatial coordinate r" (local scattering). If, for example, all par- 
ticles at (r", E )  are to be scattered away to other energies (7, E ') we do not have 
particles available to cause back-flow from this coordinate (?, E )  at the same energy. 
The product of the occupation and the ratio of particle in-scattering and particle 
Ztn-scatter FtrE out-scattering { f ( P I ,  E )  z , t - s , a t t e ~ c ~ l , ~ )  determines the effective occupation that is 
available for back-flow into (r', E ) .  We call this effective occupation which takes care 
of the coupling of the occupation at (F ' ,  E )  to other energies (r", E ') (see Fig. (4.2)) 
fT (TI, E) .  
We now write the transport equation involving also inelas tic processes as: 
Iin-scatter ( ? I ,  E )  I (r ' ,E)  = 5 J d r " ~ ( i , i ' ; ~ )  f ( < E ) -  f (F1,E)- h lout- scatter (TI, E )  
Relations to Scattering Rates: 
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T 
f )  
(r' ; E'J 
Figure 4.2: Coherent transport at one energy. Outflow from coordinate (F, E ) ,  back-flow 
from coordinate (r", E). The effective occupation available for back-flow at (F1, E )  depends 
on other energies El at the same site 7'. Different energy channels are now coupled. 
f ,  is defined as the ratio of the hole-out-scattering (electron in-scattering) and the 
total scattering (sum of hole and electron out-scattering): 
1 1 
7p(F1,E) - f ,  (?I' E )  = - 7p(T1,E) 1 1 
( E )  rp(T1,E) + 
and - The scattering rates ip(ll,E! and the transmission coefficient T (F, r"; E )  T ~ ( F ' , E )  
can be calculated from a microscopic model based on a non-equilibrium perturbative 
field theory approach. The formalism has been developed by Kadanoff and Baym [36] 
and Keldysh [37] (KKB formalism). 'The KKB formalism treats electrons and holes 
(the empty electron states) in one band on an equal footing. Both carriers will 
have separate scattering times associated with them. As in the usual valence and 
conduction band theory electrons tend to fall down in energy and holes tend to float 
up in energy. some details of this field theory approach can be found in Section 4.3. 
In the next section we will then state the prescriptions for the calculations of the 
scattering times. 
4.2 Scattering Times 
It will be shown in the Section 4.3 how the transmission coefficient T (F, ? I ;  E )  is re- 
lated to the impulse response function of a single electron Hamiltonian that includes 
the local interactions of the electron with the surrounding phonon bath via a appropri- 
1 ate self-energies which are in turn related to the scattering times and m. 
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Since the final expressions of the scattering times are more intuitive than the formal 
ansatz of the problem we will try to provide a "physical feeling" for the scattering 
times first. We consider optical phonons which are assumed to have one particular 
eigen-energy Lo. If we consider low temperatures where kbT << hwo we can assume 
the Bose-Einstein factor N = .,' = 0. This means that all thermal phonons are 
-1 
frozen out and only spontaneo-us emission of phonons can occur. Our prescription 
for the calculation of the scattering times, considering only one dimension is then as 
follows: 
These two terms indicate the electron out-scattering time $- and the hole out- 
scattering time ' (= electron in scattering time) at their particular coordinates (2, E).  
7~ 
We elaborated earlier, how these two quantities connect different energy coordinates 
a t  one fixed spatial coordinate. We will try to make this connection clearer using the 
phonon peak example. 
(Emitted m) (collector) 
Figure 4.3: Set-up for example calculation of scattering times. Lorentzian shaped density 
of states in the well filled up in the bottom from the collector (right) side and filled with 
some electrons from the emitter (left) side. 
We assume here to have a Lorentzian shaped density of states (Fig. 4.3) with 
some electrons injected one optical phonon energy above the resonance. We further 
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assume that all the states right under the peak of the Lorentzian are about filled 
(99%). 
Empty Resonant State: 
Let us first consider the case where the main resonance is empty (Fig. 4.4a)). Using 
only the information about f and No we can evaluate $ and $ (see Fig (4.4b))). We 
can see now how $ has a peaked feature one phonon energy above the resonance and 
how $ has a peaked feature one phonon energy below the resonance. Note that k is 
the dominant scattering contribution via $ = k + at  the injection energy +trwo. 
This means that at  the incident energy electrons only leave (to lower energies). At 
the resonance energy (0) 1 is the dominant contribution and holes leave this energy 
TP (electrons are incident between energies EF and Ec). This means that electrons are 
transported downward in energy from the incident energy to the resonance energy 
(vertical flow). 
The first intuitive question that appeared to the author at this point was: "Why 
are the electron out-scattering rate at the incident energy and the electron in-scattering 
rate at  the resonance different from each other?" The answer to this is that it is not the 
rates that have to be equal, but the electron in- and out-scattering fluxes. Fig. (4 .4~) )  
depicts the electron out-scattering flux and the hole out-scattering flux 2. It can 
TP 
be seen now that the hole-out-scattering flux is identical to the electron-out-scattering 
flux shifted downward in energy by one optical phonon energy. That means that all 
the injected electrons really arrive exactly one optical phonon energy below at the 
resonance. 
Filled Resonant State: 
Now that we have a more vivid picture of vertical flow, let us consider the origi- 
nal question of the effect of the filling of the resonance. Fig. (4.4d)) is identical to 
Fig. (4.4a)) except for the 99% filling of the resonance. The newly calculated scatter- 
ing time $ at the injection energy in Fig. (4.4e)) is clearly strongly reduced (see the 
comparing arrow between Fig. (4.4b)) and Fig. (4.4e)). Since the number of injected 
electrons did not change (f was unchanged at the injection energy +liwo), the total 
downward electron flux has to be reduced due to the reduced scattering rate. This 
can be seen in Fig. (4.4f)) as compared to Fig. (4 .4~) ) .  
With this lengthy example we have shown here: 
how the electron and hole out-scattering times depend on energy, 
how the electron and hole out-scattering times take care of the "vertical" energy 
flow of electron upon interaction with optical phonons, 
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-%a, 0 %a0 =ha0 0 no0 
Energy Energy 
Figure 4.4: Example for the energy dependence of the scattering rates $ and 1 (a) 7~ ' 
Lorentzian Density of States No centered at E = 0 and occupation f, empty resonance. (b) 
Scattering rates $ and as calculated from Eqs. 4.7 and 4.8. (c) Scattering fluxes and 
:. (d) Same as (a) but full resonance. (e) Same as (b), but based on (d). (f) Same as (c), 
but based on (d). 
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how the total particle flux between the different energies is conserved, 
how the Pauli-Exclusion-Principle is built in in our scattering rate calculation. 
Approximations for the Eflective Occupation f, : 
The scattering related quantity that appears explicitly in our transport Eq. (4.5) is 
1 
f,. It is defined as f, = and provides a measure about the relative electron ;+; 
in-scattering rate with respectio the total electron scattering rate. We have plotted 
f, in Fig. (4.5) for the two different cases of filling discussed in Fig. (4.4). We can see 
that f, is negligible compared to f at the incident energy which means that there is no 
back-flow from the well into the emitter at the incident energy. At the resonance we 
see that f, is approximately 1 which implies that there is a large electron in-scattering 
at this energy. 
-10 I I I 
-%ao 0 %a0 
Energy 
- 
*ao 0 %a0 
Energy 
Figure 4.5: Occupation f and f ,  based on the example in Figure 4.4. (a) and (b) correspond 
to Figure 4.4a) and 4.4d), respectively. 
The following sections are meant to provide a brief overview of the Green's function 
approach taken in our research group. We will show, how the scattering for electrons 
and holes in the conduction band can be derived from a microscopic Hamiltonian 
scattering model. The particle propagation at one energy will be described by a 
Green function that is the solution to an effective mass single electron Hamiltonian 
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that includes the electron-phonon interaction by an appropriate self-energy. For a 
more detailed discussion we refer the reader to [22, 16, 171. 
4.3.1 Green's Functions 
The formalism that is the basis of our approach has been developed by Kadanoff and 
Baym [36] and Keldysh [37]. The two-time electron correlation function G< is the 
central quantity in this formulation: 
where Q ( c , t l )  is the electron field operator. It is common to transform to cen- 
ter of mass and relative time coordinates T = ( t l  + t 2 )  / 2  and t = ( t l  - t 2 )  and 
Fourier transform with respect to the new t coordinate to obtain G< (<,T2; E ,  T ) .  
G< (G, T2; E ,  T )  can be related to the density matrix p (<,T2, T )  by setting t l  = t 2  in 
G< which is equivalent to: 
In steady state it is assumed that there is no variation with the variable T = 
( t l  + t 2 )  12 and we will neglect this coordinate from now on. Similar to approaches 
based on density matrices, G< has the role of a distribution function from which 
macroscopic quantities may be calculated. From G< we can easily obtain the elec- 
tron density and current density per unit energy by the following relations: 
-, e Ft ie2 
J (F, E )  = -- (V - V1)  G< (F, F I ;  + - A ( q  G C ( P ; < E )  . (4.12) 47rm F=F I 2nm 
The total electron and current density are obtained by integration over the energy 
coordinate of their respective densities: 
~ ( T , E )  = J ~ E  ~ ( c E )  . (4.14) 
To obtain the correlation function G< we need to solve [38, 22, 391: 
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where 
G A ( F , F ' ; E ) = ( ~ R ( ~ ' 7 F ; ~ ) ) *  . 
GR is the impulse response of a single electron Hamiltonian that incorporates the 
interaction with other particles via the self-energy CR. 
(E - ~ ~ ( 3 )  G ~ ( F ' F ' ;  E) - CR(F'F~;E) G R ( F ~ ~ F ' ; E )  = b ( ~ - F ' )  . 
(4.1 7) 
GR7 the retarded Green's function, is the causal response, GA7 the advanced Green's 
function, is the anti-causal impulse response. G<-> has the role of an ensemble or 
distribution function. After this brief interpretation of the electron Green's functions 
we now need to provide some more insight in the meaning of the self-energies CR and 
C<T>. 
CR can be written as the sum of a Hermitian and anti-Hermitian contribution: 
a 
c ~ ( F ~ F ~ ; E ) = ~ ( F ~ F ~ ~ E ) - - ~ ( F ~ F ~ ; E )  . 
2 
(4.18) 
The anti-Hermitian contribution is due to self-energies C<*> that are nonzero. This 
anti-Hermitian contribution causes the system not to conserve particles for every 
energy anymore. The anti-Hermitian part of the retarded self-energy can be written 
terms of C<*> as: 
The Hermitian contribution contains the Hilbert transform of the anti-Hermi tian 
part and contributions due to self-energies with C<l> = 0 (which do not have an 
anti-Hermitian contribution). 
In all current work we have neglected this real part of the retarded self-energy and have 
only worked with the imaginary part which allows for transitions between energies. 
C<*> is determined by the type of interaction considered. The specification of C<l> 
closes the set of equations (4.15 - 4.20) and the closed set needs to be solved self- 
consistently. 
4-3-2 Microscopic Model 
Datta [22] has introduced three Hamiltonians into his model. A one electron effective 
mass Hamiltonian 
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describes electrons within one band where V (7) includes potential drops across the 
device and band discontinuities. Dephasing processes are due to a reservoir of inde- 
pendent oscillators assumed to be in thermal equilibrium: 
which interacts with the the electrons through a 6-potential in space 
The sum over phonon modes Ern can be turned into an integral with the assumption 
of a continuum of modes characterized by a density of oscillator modes: 
4 / d i /  d (hw) Jo (< hw) . 
In the current implementation of the simulator we implemented three different 
spectra of Jo: 
~Einsteinphonons : Jo (hw) oc S (w f wo) ; hwo = 36meV (4.25) 
~Debyephonons : Jo (hw) oc w 2 0  (wD - Iwl) ; hwD - 20meV. 
Expressions for C<" have been derived using the last two Hamiltonians with the 
following assumptions: 
l The phonon reservoir is- in local equilibrium (the oscillator coordinates can be 
traced out under this assumption.). 
l Only one phonon scattering processes are allowed, this corresponds to the first 
Born-approximation, but it is carried out self-consistently to all orders: 
and 
C ~ ( F ~ , G ; E )  = o ( G I E )  - i (4.28) 
where l / rn  (< E) is the electron out-scattering rate, 1/7p (F; E) is the hole out-scattering 
rate and l /rd (< E) =.l/r,  (< E) + l / rp  (< E )  is the total dephasing rate. So far we 
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have just stated the locality in space of C<9> which is due to the local interaction 
Hamiltonian H'. We still need to express the newly introduced scattering times in 
terms of oscillator densities etc. To bring the equations that we actually solve into a 
final form, we introduce the following quantities: 
which are the electron density, hole density and local density of states all per unit area, 
respectively.. Furthermore we define the non-equilibrium occupation factor f (r'; E )  as 
which reduces to the Fermi-Dirac factor in equilibrium. 
The final equations for the one electron Green's function GR coupled to a bath of 
independent oscillators may now be written down as: 
E - H o ( F ' ) - o ( F ; E ) + i  GR ( F ,  r' '; E )  = 6 ( F  - F I )  , (4.33) 2~~ ( F ;  E )  
1 
- 5 J d (hw)  F (i; hw) No (r', E - hw)  f (< E - hw)  , (4.36) 
Tp (r'; E )  h 
1 
- 2 J d ( h w )  F (F;  hw)  No (F;  E + hw)  f (i; E + hw)  , (4.37) 
7-n (r'; E )  ti 
where F ( F ;  hw)  is a given function depending on the oscillator strength and spectrum 
U2 Jo (r'; hw)  and the average number N ( w )  of phonons available with energy hw given 
by Bose-Einstein statistics: 
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; w  > 0 F (r'; hw) = u2 Jo (F; f iw) x 
Inserting Eq. (4.36) into Eq. (4.35) results in a homogeneous integral equation for the 
occupation factor: 
x No (r' I; E  - f iw)  f (r' I; E  - hw) , (4.41) 
which generally cannot be solved analytically. But this scheme lends itself nicely 
to an iterative solution procedure where initial guesses for T,, T, and f get refined 
from iteration to iteration. Also note that that Eq. (4.33) for the retarded Green's 
function is now of the form 0 GR = 6 and all energies are decoupled in the operator 
0. An equation of such structure is relatively easy to solve. An implementation on a 
tight-binding lattice now couples only next neighbors, which results in a sparse matrix 
problem. A nonlocal potential in space would couple more than the next neighbors 
in the discretization grid and would result in a much more massive problem to be 
solved. 
Since we have found a way to calculate the single electron Green's function self- 
consistently with the self-energies C<.> we can now evaluate G<l> (?, ?'; E )  from 
Eq. (4.15) and use this expression with Eq. (4.12) to obtain a current density. This 
density needs t o  be integrated across the cross-section of the structure. In the contacts 
where the current is zero at infinity this surface integral can be converted into a volume 
integral and the resulting current per unit energy, per unit volume is: 
which can be be cast into the form of Eq. (4.5) by using Eq. (4.6) and defining the 
transmission coefficient as: 
We have therefore obtained a transfer function T (F, F1; E) in terms of a microscopic 
model. 
The expression for the current was derived for any point F in  the contact. Using 
Eq. (4.35) one can show that I (r'; E) = 0 V { f l  E Device. This corresponds to 
-- 
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the current boundary condition given in Eq. (4 .3 ) .  This boundary condition is be- 
ing substituted by a condition on the Green's function in the contacts. The Green's 
functions in the contacts need to decay with a dephasing length such that the current 
density is zero a t  infinity and the surface integral over the contact can be closed and 
transformed into a volume integral. The solution to an open-ended one dimensional 
wire Green's function is known and we extend GR from the numerical nodes ana- 
lytically to infinity using the phase-breaking time obtained in the numerical nodes. 
Therefore, our model includes phase-breaking throughout the whole device and the 
contacts region. 
The boundary condition on the occupancy f is an assumed Fermi-Dirac distribu- 
tion function in the contacts with well defined chemical potentials as already discussed 
with Eq. (4 .4 ) .  
In summary we can state that we have now a formalism based on a microscopic 
Hamiltonian model for which we can solve a nonequilibrium occupancy f (r'; E )  in the 
device and and the current I (r'; E )  in the contacts self-consistently with Eq. (4.33- 
4.38,4.42). 
4.3.3 Optical Phonons 
We are now at the stage where we can consider a particular scattering spectrum. We 
will here consider an Einstein spectrum of optical phonons which we model using 
Eqs. (4.40) and (4.25) as: 
6 (tiw - hwo) N (t iw) ;t iw > 0 F (?;ti@) = o2 x 7 (4.45) 6 ( t i w $ h w o ) N ( ( t i w ( ) + l  ; t i w < O  
where we have simplified o2 = U2 * Jo (p)). Using U instead of 0 from now on one 
can simplify Eq. (4.45 further to: 
F (r'; hw)  = u2 { N S  (hw - ~ W O )  + ( N  + 1 )  6 ( f iw + ~ w o ) }  , (4.46) 
with: I 
With this delta 6-function spectrum in Eq. (4.46) we can simplify Eqs. (4.36) and 
(4.37) by integrating out the energy dependence: 
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h 
= 2 n U2 { ( N  + 1 )  No (?, E + hwO) f (F, E + hwO) 
7n (?; E )  
+ N No (F, E - hwO) f (F, E - F L W ~ ) )  . (4.49) 
The bulk optical phonon energy in GaAs is about 36meV. For T = 77K and T = 4 K  
we have kbT = 6.6meV and kbT = 0.34meV, respectively. Using Eq.(4.47) we can 
calculate N z 4.4-3 and N z 4.6 x respectively. If we are in the regime where 
kbT << hao we can assume N z 0 and Eqs. (4.48) and (4 .49)  simplify to: 
h 
= 2 n U2 NO (F, E, - hw0) ( 1  - f (F, E - hwO;)) 
7, (5 E )  
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*.P files, 19 
*.f files, 19 
/ character, 8 
A, 55 
l/seconds, 56 
acoustic phonons, see scattering 
activation energy, 74 
angstroms, 55 
anti-Hermitian, 96 
Ardent Titan, 2 
Array sizes, 2 
asymmetric structures, 43 
auto, see egrid 
available phonons, 74 
average, moving, 30 
Biittiker formula, 87 
back-flow, 29 
barrier lowering, 49 























bias card, 12 
bistability, intrinsic, 43, 67 
Born-approximation, 97 
Bose-Einstein, 74, 98 
boundary condition 
contacts, 31 
current, 89, 100 
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occupation, 89 smallest energy, 13 
calculation, left-off, 82 
cap, see data type, layers 
capacitance, potential calculation, 65 
card 
general, 8, 53 
list of 's, 54 
caution, 5 
centimeters, 55 
character, see data type, layers 
character data, definition, 53 
charge accumulation, 1 
charging, 43 
checkpoint data, 82 
chkpt, see output 
chkpt .XXXX, see files 
cm, 55 
coherent transport, 11 
coherent, transport, 35 
comment card, 54 
comment lines, 10 
compiler optimization, 19 
compiling, 2, 19 








current flow under, 30 
electrons, 90 







valley current, 27 
const, see dispersion,device 
contact, see layers 
continuation, line, 9 




CRAY-Y MP, 2 









false, definition, 70 
true, definition, 70 
sect ion 









csection card, 12 
current 





per longitudinal energy, 81 
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per total energy, 80 
storage, 26 
cutoff, see egrid 
data files, analysis, 26 
data flow, 3 
data processing, 30 
data type 
cap, definition, 56 
character, definition, 55 
doping, definition, 56 
energy, definition, 56 
integer, definition, 55 
length, definition, 55 
logical 
definition, 55 
false, definition, 55 
true, definition, 55 
outquan, definition, 57 
real, definition, 55 
temp, definition, 56 
time, definition, 56 
timeinv, definition, 56 
voltage, definition, 56 
Datta, 88 
deb.???, see files 
debugging, 2 
Debye frequency, 37, 62 
Debye phonon, 2 
defaults, general, 8 
density, see egrid 
density matrix, 95 
density of states 
analysis, 27 
conduction band edge, 15 
output, 80 






const, definition, 61 
definition, 61 
gaas, definition, 63 
gaas, example, 40 
si, definition, 62 
si, example, 37 
emass, definition, 61 
example, 10 






false, definition, 64 








device parameters, output, 81 
device, outquan, 56 
dielectric constant, 61 
differential conductance, 20 
dispersion, see device 
cosine, 2, 61 
parabolic, 2 
tight binding, 2, 61 
divergence of the current 
output, 80 
storage, 26 
doping, see data type 
output, 81 
e l l ,  20 
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ec-offset, see layers 
effective mass, 1 
free electron, 61 
spatially varying, 61 
efile, see tau 
egrid 
acoustic phonons, optimize, 38 
auto 
definition, 78 
false, definition, 78 








density, definition, 76 
emax, definition, 78 
emin, definition, 78 
energy range, 13 




false, definition, 76 
true, definition, 76 
















lowest energy, 13 








node placement, 14 
nodes 
definition, 75 






false, definition, 78 




false, definition, 77 






optical phonons, 40 
transverse modes, 47 
Einstein phonon, 2 
elastic phase-breaking, see scattering 
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electron 
correlation function, 95 
density, output, 81 




emass, see device 
emin, see egrid 





energy grid, see egrid 




scattering strength at ', 73 
error messages, 3 
escape rate, 34, 43 
eV, 56 
execution, program, 3 
false, see data type 
Farad, 56 
fcut, see egrid 
FE-grid, 3 
usage, 62 
Fermi-Dirac, temp, 61 
Fermi-energy, 11 
ffile, see tau 






print selection, 69 
chkpt-epts 
definition, 83 
print selection, 69 
chkpt .fd 
definition, 83 
print selection, 69 
chkpt .iter 
definition, 83 
print selection, 69 
chkpt .muinit 
definition, 82 
print selection, 69 
chkpt .n 
definition, 83 
print selection, 69 
chkpt.NO 
definition, 83 
print selection, 69 
chkpt.tau 
definition, 83 
print selection, 69 
chkpt.v 
definition, 83 
print selection, 69 
chkpt .Vainit 
definition, 82 
print selection, 69 
chkpt-zgrid 
definition, 83 
print selection, 69 
DRIVE, 25 
egrid-tag, definition, 79 





Jzgrid-tag, definition, 79 
monof 
definition, 84 
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generation, 1 7 














device parameters, 81 
plotted, 46 










divergence of the current, 80 




print selection, 69 
s. JcE-tag 
analysis, 26 




print selection, 69 
s. Jez-tag 
current density per longitudinal 
energy, 81 
definition, 79 




density of states, 80 
plotted, 28 
print selection, 69 
s.NOlD-tag 
definition, 79 
print selection, 69 
s.T-tag 
definition, 79 




phase breaking time, 80 
print selection, 69 
s.UJoz 
acoutic phonons, 38 
fixu, 73 
gaas, 63, 64 












subs tit.^, 19 
Vset, 25 
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zgrid-tag, definition, 79 
finite, see csection 
fixu, see tau 
formalism, 3 
Fortran 77, 2 
fprecn, see solve 
gaas, see dispersion,device 
General Comments, 8 
Gould NP1, 2 
graphing, 3 





group, see tau 
GV files, 20 
Hamiltonian, 90 
effective mass, 96 
hard-wall boundary condition, 70 
help 
command, 57 
interuption of, 57 
high bias, 1 
holes, 1 
hot-phonon, 74 
HP Apollo 9000-730, 2 
hwhmopt, see tau 
IBM RISC 6000-560, 2 
incoherent light, 74 
inelastic phase-breaking, see scattering 
infinite, see csection 
input deck 
first run, 7 
general, 3, 53 
syntax, 7 
input-output summary, 3 
integer, see data type 
integral equation, 99 






optical phonons, 40 
spatial dependence, 37 
intrinsic bistability, 43 
iprecn, see solve 
iterations, maximum number, 13 
iterative procedure, 5 
iterative solution, 99 
IV files, 20 
j, outquan, 57 
jiter, see egrid 
jwt, see egrid 
K, 56 
Kadanoff, 90, 95 
kbt, see egrid 
Keldysh, 90, 95 
Kelvin, 56, 61 
kernel, outquan, 57 
key 
general, 8, 53 
multiple valued, 53 
repeated value, 54 
KKB formalism, 90 
section, 94 
krel, see device 
Landauer approach, 87 
lattice spacing, recommended, 61 
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ec-off se t 
definition, 65 
example, 11 




















lead layer, motivation, 32 
leadl, see bias 
leadr, see bias 
left-off, calculation, 82 
length, see data type, layers 
light, 74 
limitations, 1 
line continuation, 9, 54 
linewidth, resonance, 34 
local equilibrium, 61 
logical, see data type 
longitudinal energy, 12 
m, 55 
mass, free electron ", 61 
max-enodes, see output 
max-iters, see solve 
max-modes, see output 
memory, 2 
memory swapping, 3 
meV, 56 
micrometers, 55 





modes, transverse, 12, 47 
momentum randomization, 52 
monof, see files 
monoff, see files 
monofN, see files 
monofNsingle, see files 
monoj, see files 
moving average, 30 
ms, 56 
multiple user, 3 
mV, 56 
nO(z;e), outquan, 56 
noopt, see egrid 
nOwt, formula, 18 
nanometers, 55 
nanoseconds, 56 
nd+, see layers 
newrun, see solve 
nm, 55 
nodes, see device, egrid 
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nopt, see tau 
nprecn, see solve 
ns, 56 
numerical experiment, 68 
occupation 
analysis, 28 
boundary condition, 89 
output, 80 
storage, 26 
transverse modes, 47 
offset, conduc'tion band, 11 
open-ends, see device 
optical phonons, see scattering 
optimize, see egrid 
optj, see egrid 
order, 9 
oscillator spectra, 2 
oscillator strength, 98 
oscillators, 97 







max-enodes, definition, 69 
max-znodes, definition, 69 
quantity 
definition, 69 
device, definition, 69 
example, 12 
j, definition, 69 
nO(z;e), definition, 69 






output deck, example, 20 
output files, section, 79 
outquan, see data type 
parameter data, definition, 53 
Pauli-exclusion priciple, 50 
perturbation treatment, 66 





phitarg, see tau 
phonon peak, 43 
picoseconds, 56 
platform, 2 
Poisson Equation, 43, 61, 65, 72 
polar semiconductors, 1 










excess, output, 81 
initialize calculation, 72 
local, 43 
output, 81 
self-consistent, example, 43 
storage, 26 
initial guess, 67 
local, 72 
capacitance, 65 
no drop, 33 
previously stored, 67 






continuous ' formula, 88 
problems 
computational, 20 
short leads, 32 
PS, 56 
PUTRID, 53 
quantity, see output 
queuing system, 26 
RAM, 2 
randomize, momentum, 52 
readability, 9 
real, see data type 






resonant tunneling, 7 
Romberg integration, 17 
running QUEST , 3, 19 
s, 56 
s.dev-tag, see files 
s.f-tag, see files 
s.Iz-tag, see files 
s.J-tag, see files 
s.JcE-tag, see files 
s.Jez-tag, see files 
s-N0-tag, see files 
s.tau-tag, see files 
SAMPLEX.Y, see files 
scattering 
acoustic phonon, section, 37 
Debye phonon, 2 
Debye phonon, section, 37 




large, example, 34 
electron in-", 91 
electron out-", 91 
electron-electron, 2 
formalism, 90 
hole out-", 91 
inelastic, section, 37 




strength in equilibrium, 73 
scheduling, 26 
seconds, 56 
self-cons, see solve 
self-energy, 96 
SEQUAL, 8, 67 
sequential, transport, 35 
shorthands, 9 
si, see dispersion,device 
sigma, see tau 
significant figures, 20 
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definition, 71 
example, 13, 42 
newrun 
definition, 71 
false, definition, 71 
true, definition, 71 
nprecn, definition, 71 
self-cons 
definition, 71 
false, definition, 72 
syntax, 71 
vprecn, definition, 71 
spacer layer, motivation, 32 
spaces, 54 
Sparc I, 2 
Sparc 11, 2 
spectral width, optical phonons, 40 
SQUALID-2D, 53 
steady state, 1, 95 
storage algrithm, 79 
structure, see device 
subs tit.^, 19 
SUN 4 , 2  
syntax, 7, 8, 53 














false, definition, 73 
gaas, 64 
si, 62 










nopt, definition, 74 




sigma, definition, 74 
syntax, 72 
taufile, definition, 74 
taumax, definition, 74 
taufile, see tau 
tauinit, see layers 
taumax, see tau 
tautarg, see layers 
temp, see data type, device 
theory, 3 
tight binding, 2 
time, see data type 
dependent, 1 
relative coordinates, 95 







topteg, see egrid 
monof, 17 
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rule of thumb, 18 
total conductance, 20 
transient, 1 
translational invariance, 12, 50 




transverse energy, 12 
transverse modes, 12, 47 
true, see data type 
UNIX, 2 
user, multiple, 3 
V ,  56 
va, see bias 
valence band, 90 
valley current, analysis, 27 
vertical flow 
none, 13 
optical phonons, 92 
voltage, see data type 
volts, 56 
vprecn, see solve 
warnings, 3 
wave-functions, transverse modes, 47 
x-dim, see csection 
y-dim, see csection 
z-axis 
maximum number of nodes, 3 
output, 81 
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