Introduction
The ground field k is algebraically closed and of characteristic zero. Let g be a reductive algebraic Lie algebra over k and σ an involutory automorphism of g. Then g = g 0 ⊕ g 1 is the direct sum of σ-eigenspaces. Here g 0 is a reductive subalgebra and g 1 is a g 0 -module. Let G be the adjoint group of g and G 0 ⊂ G a connected subgroup with Lie G 0 = g 0 . The commuting variety of (g, g 0 ) is the following set:
The problem whether C(g 1 ) is irreducible was considered by Panyushev [5] , [6] and SabourinYu [8] , [9] . Suppose g is simple. Then the known results are
• if the rank of the symmetric pair (g, g 0 ) is equal to the semisimple rank of g (called the maximal rank case), then the corresponding commuting variety is irreducible, [5] ; • if the rank of (g, g 0 ) equals 1, then C(g 1 ) is irreducible only in one case, namely, (so m+1 , so m ), [6] , [8] ; • for (sl 2n , sp 2n ) and (E 6 , F 4 ) the corresponding commuting variety is irreducible, [6] ;
• if (g, g 0 ) = (so 2+m , so 2 ⊕so m ), then C(g 1 ) is irreducible, [9] .
For all other symmetric pairs the problem is open. Here we extend the result of [9] to all symmetric pairs (so n+m , so n ⊕ so m ). The scheme of the proof is similar to that of [9] . But as it often happens, the argument in a general situation is shorter and simpler, than in a particular case.
Commuting variety
The commuting variety C(g) = {(x, y) ∈ g×g | [x, y] = 0} of a reductive Lie algebra g was considered by Richardson in [7] , where he shows that C(g) coincides with the closure of G(t×t) for any Cartan subalgebra t ⊂ g, and is therefore irreducible. It is not yet known whether C(g) is normal or whether the ideal of C(g) is generated by quadrics.
Let (g, g 0 ) be a symmetric pair and c ⊂ g 1 a maximal abelian subspace consisting of semisimple elements. Any such subspace is called a Cartan subspace of g 1 . All Cartan subspaces are G 0 -conjugate, see [3] . The dimension of c is called the rank of the symmetric pair (g, g 0 ). It is well-known that C 0 = G 0 (c×c) is the unique irreducible component of C(g 1 ) of maximal dimension, see [5, Sect. 3] . Here dim C(g 1 ) = dim g 1 + dim c. It follows that C(g 1 ) is irreducible if and only if C(g 1 ) = C 0 .
The irreducibility problem for C(g 1 ) was first considered by Panyushev in [5] . As was mentioned above, C(g 1 ) is not always irreducible. On the other hand, in some particular cases one can say more about properties of C(g 1 ). If (g, g 0 ) is a symmetric pair of maximal rank, then C(g 1 ) is a normal complete intersection and the ideal of C(g 1 ) in k[g 1 × g 1 ] is generated by quadrics, see [5] .
Let n be a non-negative integer. The set
The following statement is well-known for the specialists, but we include a proof here for the sake of completeness.
Proof. Let x ∈ S. Since S contains semisimple elements, they form a dense subset. Therefore, we can find a morphism γ : k → S such that γ(0) = x and γ(t) is semisimple for each t = 0. Then (g 1 ) x = lim t→0 (g 1 ) γ(t) , where the limit is taken in an appropriate Grassmannian. For each y ∈ (g 1 ) x , we can define elements y(t) ∈ (g 1 ) γ(t) such that y = lim t→0 y(t). Since (x, y) = lim t→0 (γ(t), y(t)) and (γ(t), y(t)) ∈ C 0 for each t = 0, we conclude that (x, y) ∈ C 0 .
Semisimple and nilpotent elements in g 1
In this section g = so n+m , g 0 = so n ⊕so m . Let V = k n+m be a vector space of the defining representation of g. Then we have a
Let g h be the centraliser of an element h ∈ g 1 . Then σ induces the symmetric decomposition (g h ) = (g 0 ) h ⊕ (g 1 ) h , where (g 0 ) h is the centraliser of h in g 0 . First we describe centralisers g h and (g 0 ) h of semisimple elements h ∈ g 1 .
Proof. Recall several well-known facts about semisimple elements of so n+m . Let v λ ∈ V be an eigenvector of h such that h · v λ = λv λ and λ = 0. Since h preserves the symmetric form ( , ), we have (
. . , r} be the set of the eigenvalues of h. Then there is an orthogonal h-invariant decomposition
Now it remains to describe (g 0 ) h = (g h ) σ . We may assume that σ is a conjugation by a diagonal matrix A ∈ O n+m such that A| Va = −id and
Denote by N(g 1 ) the nullcone of G 0 : g 1 , i.e., the set of all nilpotent elements in g 1 . Recall several standard facts concerning nilpotent elements in gl(V ). Suppose e ∈ gl(V ) is nilpotent and m = dim Ker (e). Then by the theory of Jordan normal form, there are vectors w 1 , . . . , w m ∈ V and non-negative integers d 1 , . . . , d m such that e d i +1 ·w i = 0 and {e For each e ∈ N(g 1 ) we choose cyclic vectors {w i } as prescribed by Lemma 3 There is an sl 2 -triple {e, f, h} such that f ∈ g 1 and h ∈ g 0 . Recall that e is called even if the eigenvalues of ad(h) on g are even. An element e ∈ N(g 1 ) is said to be σ-distinguished (in other notations p-or (−1)-distinguished) if (g 1 ) e contains no semisimple elements of [g, g] .
Proof. Let {V i } be the cyclic spaces of e ∈ N(g 1 ) chosen as prescribed by Lemma 3. Suppose there is an even-dimensional V i . According to [4, Prop. 2] , if V i has type aba . . . ab, then V i * has type bab . . . ba, i.e., if σ(w i ) = −w i , then σ(w i * ) = w i * . Let l be a Levi subalgebra of (so(V i ⊕V i * )) e . We may assume that l is σ-invariant. Then l = sl(kw i ⊕kw i * ) ∼ = sl 2 . The restriction of σ defines a symmetric decomposition l = l 0 ⊕ l 1 , where l 0 = l σ = so 2 . Therefore l 1 = l ∩ g 1 contains semisimple elements. This means that e is not σ-distinguished. Hence, all V i are odd-dimensional and e is even.
C(g 1 ) is irreducible
In this section we prove that C(g 1 ) is irreducible in case (g, g 0 ) = (so n+m , so n ⊕so m ). The following lemma is taken from [9] , but the proof given here is shorter. Note that this lemma is valid for any symmetric pair (g, g 0 ).
Lemma 5. Suppose e ∈ N(g 1 ) is even. Then e belongs to a G 0 -sheet containing semisimple elements.
Proof. Let (e, f, h) be an sl 2 -triple such that f ∈ g 1 , h ∈ g 0 . Since e is even, we have dim g h = dim g e . Set e(t) := e − t 2 f for t ∈ k. If t = 0, then e(t) is semisimple and conjugated to th. Therefore dim g e(t) = dim g h = dim g e . Clearly e(0) = e = lim t→0 e(t) and the G 0 -sheet containing e contains also semisimple elements e(t).
Suppose (g, g 0 ) = (so n+m , so n ⊕so m ) and let c ⊂ g 1 be a Cartan subspace.
Theorem 1. The commuting variety
Proof. Recall that C 0 = G 0 (c×c). Following the original proof of Richardson [7] (see also [6, Sect. 2]), we show by induction on dim c that C(g 1 ) = C 0 . The base of induction is the rank 1 case (so n+1 , so n ), where the irreducibility of C(g 1 ) is proved in [6] , [8] . Let (x, y) ∈ C(g 1 ).
(1) Suppose there is a semisimple element h ∈ g 1 such that [h, x] = [h, y] = 0. This assumption is automatically satisfied if either x or y is semisimple. Moreover, if x (or y) is not nilpotent and x = x s + x n is the Jordan decomposition, then x s ∈ g 1 and [
Consider the symmetric pair (g h , (g 0 ) h ). Replacing c by a conjugated Cartan subspace, we may assume that h ∈ c. Then c is a Cartan subspace of (g 1 ) h . Also, x, y ∈ (g 1 ) h by the assumption. By Lemma 2, (g h ,
is a symmetric pair of maximal rank, hence, the corresponding commuting variety is irreducible, see [5, (3.5) (1)]. Clearly, the commuting variety corresponding to a direct sum of symmetric pairs is a direct product of the commuting varieties corresponding to the summands. Therefore, using the inductive hypothesis, we conclude that C ((g 1 ) h ) is irreducible. Thus (x, y) ∈ (G 0 ) h (c×c) and, hence, (x, y) ∈ C 0 .
(2) It remains to consider pairs of commuting nilpotent elements. Suppose first that there is a semisimple element h ∈ g 1 such that [x, h] = 0. Then (x, (1 − t)y + th) ∈ C(g 1 ) for each t ∈ k and (1 − t)y + th is nilpotent only for a finite number of t's. Therefore, by part (1), one has (x, (1 − t)y + th) ∈ C 0 for almost all t. Since y = lim t→0 (1 − t)y + th, we get (x, y) ∈ C 0 .
(3) Now we may assume that both x and y are σ-distinguished nilpotent elements. According to Lemma 4, x is even. Then, by Lemma 5, x belongs to a G 0 -sheet containing semisimple elements. According to part (1), the assumptions of Lemma 1 are satisfied and it follows that (x, y) ∈ C 0 .
