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Abstract
Conditions for stability of two-dimensional (2D) Fornasini–Marchesini (FM) models with
variable shifts are derived using nonnegative matrix theory. The conditions are shift inde-
pendent. The stability is proved under a general boundary condition (BC). © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction
Fornasini and Marchesini [10] introduced a class of linear dynamical systems in
two discrete-time variables. This class now bears their name (abbreviated to FM) and
the zero input two-dimensional (2D) linear FM model is given by the equation
x(i + 1, j + 1) = Ax(i + 1, j)+ Bx(i, j + 1)+ Cx(i, j). (1)
This system, as well as an equivalent version called the Roesser model [17], is used
in image processing (representations of filters), in the representation of discretized
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partial differential equations [16], and in the models of different physical phenomena
such as compartmental systems, single-carriageway traffic flow, and river pollution
[8].
There is a well-developed stability theory for FM dynamical systems, using dif-
ferent approaches (see [4,9–12,15,18] and the references therein).
A sufficient condition for stability of the FM model, proved in [18], is
ρ(|A| + |B| + |C|) < 1, (2)
where ρ(A) denotes the spectral radius of the matrix A, and, given a matrix M =
(mij ), |M| denotes the nonnegative matrix (|mij |).
In this paper, it is proved that this condition actually guarantees the asymptot-
ic stability of a more general 2D FM model with variable shifts and quantization
type nonlinearities. For simplicity, it will be supposed that C = 0 so that the model
considered is the following:
x(i + 1, j + 1) = Q(Ax(i + 1, j − d2(i, j))+ Bx(i − d1(i, j), j + 1)), (3)
where for all i, j , d1(i, j) and d2(i, j) are positive integers, referred to as shifts,
Q(x) = (q1(x1), . . . , qn(xn))T is any function satisfying the condition:
|qm(α)|  |α| for all α ∈ R and 1  m  n. (4)
Many nonlinearities occurring in digital filtering are special cases of (4) (see [14])
and this nonlinearity is often referred to as a sector nonlinearity. The 2D system is
assumed to have boundary conditions (BC) satisfying
lim
i→∞ x(i, 0) = limj→∞ x(0, j) = 0. (5)
Stability of the zero solution of the dynamical system (3) is defined in the sense of
Liapunov [14]:
Definition 1.1. Equilibrium xe = 0 is stable if
∀ε > 0, ∃δ(ε) > 0 s.t. ‖x(i, j)‖ < ε ∀i, j  0,
whenever ‖x(i, 0)‖ < δ, ‖x(0, j)‖ < δ for all i  I , j  J .
The motivation for introducing shifts into 2D models is as follows. First, FM
models with shifts may be used to model asynchronous iterative methods for the
solution of partial differential equations [1]. Second, the models and the correspond-
ing stability results are natural generalizations of the well-known Chazan–Miranker
result [6] for a 1D system. In [6], the presence of varying shifts was indicated by the
use of the term ‘chaotic iteration’, but given the other connotations of the adjective
chaotic, it has become more standard in subsequent work to refer to iterations with
time varying delays [13] or asynchronous iterations [3]. It should also be pointed out
that, in the 1D case, a considerable amount of work has been done on this type of
model and its generalizations and the reader is referred to the papers [5,7,13,19,20]
to get some idea of the models and corresponding results that are available.
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2. Stability of variable shift FM models
In this section, it is shown that the asymptotic stability condition (2) actually
ensures asymptotic stability of the zero solution of the FM model with variable shifts
and sector nonlinearities (3).
Theorem 2.1. Consider the 2D system with variable shifts (3) above, subject to the
BCs satisfying (5). Assume that the variable shifts are bounded, i.e., there exists an
positive integer D such that
0  d1(i, j)  D − 1, 0  d2(i, j)  D − 1, (6)
and assume that
ρ(|A| + |B|) < 1. (7)
Then the zero solution of (3) is asymptotically stable.
Some additional notation and a lemma is needed to proceed with the proof of
Theorem 2.1. For a pair of matrices or vectors A and B of the same size, the partial
order relation between them is denoted and defined as follows: A  B means that
every element of A is less than or equal to the corresponding element of B; A < B
means that A  B and A = B; A B means that every element of A is strictly less
than the corresponding element of B. Double indices (i, j) are interpreted as 1 × 2
matrices and the same partial order relation applied to them.
Lemma 2.2 [2]. For any matrices A,B ∈ Rn×n, ρ(|A| + |B|) < 1 if and only if
there exists a vector v  0 and a scalar α < 1 such that
(|A| + |B|)v  αv.
For a positive vector v  0, a generalized infinity norm is defined as
‖x‖v = max
i
|xi |
vi
,
where xi is the ith component of the vector x. It is clear that
‖x‖v < β ⇔ |x| < βv.
Proof of Theorem 2.1. Since ρ(|A| + |B|) < 1, from Lemma 2.2, there exists a
positive vector v  0 and a scalar α: 0  α < 1 such that
(|A| + |B|)v  αv.
For the positive integer D, a sequence S(k) of sets of indices is defined as follows:
S(k)={(i, j) | 1  i  kD, (k − 1)D + 1  j  kD or
1  j  kD, (k − 1)D + 1  i  kD}, k = 1, 2, . . .
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Fig. 1. The sets S(k) and (k).
and a sequence of sets of boundary indices as follows (see Fig. 1):
(k) = {(i, 0), (0, j) | (k − 1)D + 1  i, j  kD}, k = 1, 2, . . .
For k = 1, 2, . . . , define
β(k) = max
(i,j)∈S(k)
‖x(i, j)‖v,
γ (k) = max
(i,j)∈(k)
‖x(i, j)‖v
and
c(k) = max{β(k), γ (k), γ (k + 1)}.
Let (i0 + 1, j0 + 1) be an index in S(k + 1). From (6), it follows that (i0 + 1, j0 −
d2(i0, j0)) and that (i0 − d1(i0, j0), j0 + 1) are indices in S(k + 1) ∪ S(k) ∪ (k +
1) ∪ (k). Suppose that for all (i, j): (i, j) ∈ S(k + 1) and (i, j) < (i0 + 1, j0 + 1),
inequality ‖x(i, j)‖v  c(k)α holds. Then
|x(i0 + 1, j0 + 1)|
= ∣∣Q((Ax(i0 + 1, j0 − d2(i0, j0))+ Bx(i0 − d1(i0, j0), j0 + 1)
))∣∣

∣∣Ax(i0 + 1, j0 − d2(i0, j0))+ Bx(i0 − d1(i0, j0), j0 + 1)
∣∣
 |A| ∣∣x(i0 + 1, j0 − d2(i0, j0))
∣∣+ |B| ∣∣x(i0 − d1(i0, j0), j0 + 1)
∣∣
 c(k)|A|v + c(k)|B|v
 c(k)αv,
which is equivalent to
‖x(i0 + 1, j0 + 1)‖v  c(k)α.
So, by induction on S(k + 1) in both indices i and j, it follows that for all (i, j) ∈
S(k + 1), ‖x(i, j)‖v  c(k)α, i.e.,
β(k + 1)  αc(k). (8)
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Now, without loss of generality, suppose that γ (k + 1)  γ (k). Otherwise, one can
use
γ˜ (k) = max{γ (k), γ (k + 1), . . .}
to replace γ (k). Thus, (8) can be written as
β(k + 1)  α max{β(k), γ (k)}. (9)
Expanding (9) for k = 1, 2, . . . , gives
β(1) = β(1);
β(2)  max{αβ(1), γ (1)};
β(3)  max
{
α2β(1), αγ (1), γ (2)
};
...
β(k + 1)  max {αkβ(1), αk−1γ (1), . . . , αγ (k − 1), γ (k)};
...
For any arbitrarily fixed ! > 0, there exists some K (which depends on !) such that
γ (k) < !, αk < ! for all k  K,
and therefore, for all k  2K − 1,
β(k + 1)  max {αkβ(1), αk−1γ (1), . . . , αKγ (k −K),
αK−1γ (k −K + 1), . . . , γ (k)}
 max{!β(1), !γ (1), !}
= max{β(1), γ (1), 1}!.
So
lim
k→∞ β(k) = 0. 
Some remarks on Theorem 2.1 are as follows.
Remark 2.3. Condition (7) is a generalization of the Chazan–Miranker condition
for 1D systems with variable shifts (also called partial asynchronism) [3,6] to the 2D
case. The condition is also necessary in the following sense: if B = 0 and ρ(|A|) 
1, then there exists a 2D system (with a specially chosen sequence of shifts) which is
not asymptotically stable. Note that, since the stability condition derived in this paper
(condition (2) and/or (7)) actually coincides with the stability condition derived in
[18] for the system without shifts, it can be concluded that it is a very conservative
stability condition for the latter.
Remark 2.4. Another interpretation of Theorem 2.1 is that the iterative process
described by Eq. (1) with C = 0, under condition (7) will converge even in the cases
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in which the evaluation of a ‘next state’ may depend not only on the closest states
in the (i, j)-plane, but also on states within some bounded neighborhood of the cur-
rent state. Alternatively, it may be affirmed that, under condition (7), the stability of
the zero solution is robust, in the sense that errors in the exact previous states are
tolerable.
Remark 2.5. The following BCs are found in the literature:
The finite memory BC:
x(i, 0) = x(0, j) = 0 for i, j large enough, (10)
which is used in most papers related to 2D models.
The finite sum BC:
∑
i
‖x(i, 0)‖ < +∞ and
∑
j
‖x(0, j)‖ < +∞, (11)
which has been used to prove asymptotic stability using a Lyapunov function along
the diagonal lines of the (i, j) lattice. Obviously, the finite memory BC is the strong-
est one, since it implies the finite sum BC and implies, in turn, the asymptotic stabil-
ity BC assumed in this paper.
Remark 2.6. Theorem 2.1 is also valid for the stability of the more general shifted
2D system:
x(i + 1, j + 1)=Q(Ax(i − d1(i, j), j − d2(i, j))
+Bx(i − d3(i, j), j − d4(i, j))
+Cx(i − d5(i, j), j − d6(i, j))
)
,
under condition (2) and also requiring all shifts to be bounded.
3. Concluding remarks
This paper introduced a variant of the FM 2D dynamical system with variable
shifts. Stability was proved with a general BC. The result obtained here also gener-
alizes the well-known Chazan–Miranker result for 1D systems (in the case of partial
asynchronism) to the case of 2D systems.
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