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Jet substructure is playing a central role at the Large Hadron Collider (LHC) probing the Stan-
dard Model in extreme regions of phase space and providing innovative ways to search for new
physics. Analytic calculations of experimentally successful observables are a primary catalyst driv-
ing developments in jet substructure, allowing for a deeper understanding of observables and for
the exploitation of increasingly subtle features of jets. In this paper we present a field theoretic
framework enabling systematically improvable calculations of groomed multi-prong substructure
observables, which builds on recent developments in multi-scale effective theories. We use this
framework to compute for the first time the full spectrum for groomed tagging observables at the
LHC, carefully treating both perturbative and non-perturbative contributions in all regions. Our
analysis enables a precision understanding which we hope will improve the reach and sophistication
of jet substructure techniques at the LHC.
INTRODUCTION
The Large Hadron Collider (LHC) represents a unique
opportunity to probe the detailed structure of the Stan-
dard Model at the TeV scale. Collisions at the LHC are
dominated by Quantum Chromodynamics (QCD), and
in particular, jets, whose radiation encodes the details of
the underlying scattering process. There has therefore
been a significant theoretical effort to understand more
complicated final states involving jets, both in terms of
calculating the underlying ultraviolet process [1–10] and
disentangling infrared divergences therein [7, 11–19], as
well as developing new tools for understanding factoriza-
tion and the infrared dynamics of QCD radiation [20–37].
This has enabled realistic first principles calculations of
physical observables on jets [27, 38–50].
Experimental advances at the LHC have allowed the
detailed substructure of a jet to be measured and ex-
ploited to determine its origin, giving rise to the field
of jet substructure [51]. Of particular importance are
multi-prong discriminants, which allow the identification
of structures which are characteristic of hadronically de-
caying W/Z/H bosons. Due to the complex environment
of the LHC, these are used in conjunction with a groom-
ing strategy, which removes low energy contamination.
From a theoretical perspective, these techniques require
understanding the structure of QCD jets at a much more
differential level than previously considered.
Analytic calculations play a crucial role in the field of
jet substructure, having transformed it from relying on
simple observables based on heuristics, to sophisticated
observables which are able to exploit increasingly sub-
tle aspects of gauge theories [52–55], leading to improved
performance and novel search strategies. As a concrete
example, analytic calculations of previous status quo ob-
servables led to the modified mass drop (mMDT) [46, 56]
and soft drop groomers [57], as well as the D2 [27, 58]
and N2 [55] discriminants, which are the current tools of
choice. Continued progress in developing new techniques
relies on the next generation of calculations for deeper
understanding and guidance.
In this paper we present a field theory framework for
the analytic calculation of groomed multi-prong observ-
ables, building on recent developments in multi-scale ef-
fective field theories (EFTs) [25–28, 31]. It allows for a
systematically improvable perturbative calculation based
on operator definitions and a resummation of logarithmi-
cally enhanced terms, which dominate the behavior of the
observable in the region of interest, using the renormal-
ization group.
While our framework applies quite generally, in this
paper we consider the specific case of the groomed D2
observable [27, 58], which has been widely used at the
LHC to identify hadronically decaying W/Z/H bosons.
We compute for the first time at next-to-leading logarith-
mic (NLL) and leading order (LO) accuracy fully realis-
tic distributions at the LHC, allowing us to draw robust
theoretical conclusions about both the perturbative and
non-perturbative behavior of the observable.
JET SUBSTRUCTURE OBSERVABLES
To identify hadronically decaying bosons based on
their radiation patterns, we will use observables formed
from the correlations of pT and boost invariant angle
R2ij = φ
2
ij + η
2
ij [52, 55]. These form the building blocks
for observables of use at both ATLAS and CMS, and
their simple structure facilitates analytic calculations and
leads to well behaved perturbative corrections [59]. Here
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FIG. 1. (a) Contours of D2 in the (e2, e3) phase space. (b) The groomed D2 distribution obtained through marginalization of
the multi-differential cross section. Effective field theories describing the different regions are discussed in the text.
we will focus on a specific example [27, 58]
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where the two-point and three-point correlation functions
are defined as [52]
e
(α)
2 =
1
p2TJ
∑
i<j∈J
pTipTjR
α
ij , (2)
e
(α)
3 =
1
p3TJ
∑
i<j<k∈J
pTipTjpTkR
α
ijR
α
ikR
α
jk . (3)
In the remainder of the text, we will take α = 2, and
drop the label to simplify notation. The D2 observable
measures the extent to which a jet has a two-prong sub-
structure. For a two-prong jet, as is characteristic of a
decaying W/Z/H, D2  1, while for a more uniform jet,
D2 ∼ 1, allowing them to be distinguished [27, 58]. This
is illustrated in Fig. 1, which shows contours of constant
D2 in the (e2, e3) phase space.
To reduce sensitivity to soft radiation, we will use the
mMDT [46, 56] or soft drop [57] grooming algorithm.
From a theoretical perspective, these algorithms have
the advantage that they remove color connections to
other jets [39, 40]. After clustering a jet with the Cam-
bridge/Aachen algorithm [60–62], the mMDT algorithm
declusters the jet, and at each step compare branches i
and j, removing branches which fail the criteria
min[pTi, pTj ]
pTi + pTj
> zcut , (4)
where zcut is a parameter typically taken to be around
10%. The soft drop grooming algorithm generalizes this
to include angular dependence, but in this paper we will
only consider mMDT grooming for simplicity.
THEORETICAL FRAMEWORK
To analytically compute substructure observables such
as D2 in a systematically improvable manner we will use
techniques from effective theory, in particular, the soft-
collinear effective theory (SCET) [20–24], which provides
operator and Lagrangian techniques for analyzing factor-
ization.
Multi-Differential Marginalization
Substructure discriminants of current interest take
the form of ratios of IRC safe observables, such as
Eq. (1). These discriminants can be viewed as identify-
ing contours (more generally hypersurfaces) in the multi-
dimensional space spanned by the observables. The cross
section can then be obtained by marginalization (inte-
gration along a contour) of the multi-differential cross
section [27, 63]
dσ
dD2
=
∫
de2de3 δ
(
D2 − e3
(e2)3
)
dσ
de2de3
. (5)
For the case of D2, this is illustrated in Fig. 1, along with
the final distributions for both quark and gluon jets at
NLL+LO accuracy, as will be described in the text.
The multi-differential cross section can be computed
[64, 65] efficiently by tiling the multi-dimensional phase
space with EFTs, which can then be smoothly patched
together. This approach is completely general, and re-
duces the problem to identifying the correct EFTs in all
asymptotic regions of the phase space [25–28]. The ex-
tension to additional measurements or subjets is concep-
tually simple by iterating these constructions.
3Factorization with Grooming
In the case that m2J  zcutp2TJ  p2TJ , which is satis-
fied for situations of interest at the LHC, the grooming
procedure removes all wide angle soft radiation, including
non-global logarithms [66], and the observable is deter-
mined by collinear physics [39, 40]. In this limit there is
also a well defined notion of quark and gluon jets [39, 40].
Due to collinear factorization, the normalized cross sec-
tion depends only on the quark and gluon fractions
dσnorm
dD2
=
∑
k
κk
dσnormk
dD2
, (6)
where the κk can be interpreted as the fraction of jets
with flavor k within the given mass cut. It can be ex-
tracted using fixed order codes [67–70]. We will drop the
“norm” superscript for simplicity
The grooming procedure, which isolates the collinear
radiation from the rest of the event, makes the jet behave
similar to a boosted event shape (other than the color
flow), with center of mass energy set by the jet mass,
mJ . For a color singlet decay this is strictly true, and was
exploited in [45]. In the present case we will see that this
will lead to a number of remarkable features, in particular
for the structure of non-perturbative corrections.
Although the dynamics of interest are purely collinear,
energy hierarchies still exist for the radiation (modes)
within the jet. Due to these hierarchies imposed by the
D2 measurement large logarithms exist in the pertur-
bative calculation of the D2 observable, which must be
resummed to all orders to calculate the shape of the dis-
tribution. When used for discrimination, a cut D2  1
is applied, making an accurate description of the distri-
bution deep in the resummation region necessary.
We will perform the resummation by factorizing the
cross section in each effective theory into single scale
functions, F . Logarithms in the cross section are then re-
summed by the renormalization group evolution of these
different functions d logF/d logµ = γF , where γF is the
anomalous dimension.
All functions have operator definitions that are valid
to all orders using standard gauge invariant operators in
SCET [20, 21]. These are either matching coefficients,
which we denote H, jet functions, which describe ener-
getic collinear dynamics, and are denoted J , or collinear-
soft functions, which we denote Cs, capturing radiation
with softer energies that couple eikonally to the energetic
subjets.
The jet functions are defined as matrix elements of
collinear fields
Jn(e3) = tr〈0| n¯/
2
χnδ(Q− P¯)δ(~P⊥)δ(e3 − Eˆ3)χ¯n|0〉 , (7)
where χn(x) =
[
W †n(x) ξn(x)
]
, with Wn a lightlike Wil-
son line, is a gauge invariant quark field, and P is the mo-
mentum operator. Similar definitions exist for the gluon
field. The collinear-soft functions are defined as matrix
elements of Wilson line operators
Csi(e3) = tr〈0|T{Yi}δ(e3 − Eˆ3)ΘSDT¯{Yi}|0〉 . (8)
Here Yi are products of Wilson lines along subjet, or the
recoiling jet directions, T and T¯ denote time and anti-
time ordering respectively, and Eˆ3 is an energy flow op-
erator that implements the measurement function, while
ΘSD implements the soft drop constraints. These oper-
ators can be written in terms of the energy-momentum
tensor of the effective theory [71–74].
As illustrated in Fig. 1, three distinct effective field
theories are required to cover the entire phase space; an
effective theory describing the region where no substruc-
ture is resolved within the jet (factorization I), and two
effective theories describing when a two-prong substruc-
ture is resolved. The latter two are distinguished by the
energy distribution of the subjets, namely if the subjets
are both energetic, with pT  zcutpTJ , which we will call
IIa, or if one of the subjets has pT ∼ zcutpTJ , which we
will call IIb.
The factorization I is a generalization of that given in
[27]. Here the substructure of the jet is not resolved by
the measurement, and the grooming acts only on dynam-
ical soft radiation
d2σIk
de2de3
= J(e2)Cs(e2, e3, zcut) . (9)
The factorization IIa is a generalization of [27]
d2σIIak
dz de2de3
= Hc(z, e2)J1(e3)J2(e3)Cs(e3, zcut) , (10)
Here Hc is a matching coefficient which describes the
splitting into two energetic subjets, J1 and J2, and is
derived from collinear 1 → 2 splitting amplitudes. The
functions Cs describe collinear-soft radiation at different
energy scales, and z is the pT -fraction of one of the sub-
jets of the total pTJ .
The most interesting factorization occurs when the
subjet energy, pT ∼ zcutpTJ . In this case, we can identify
a universal matching coefficient that describes the split-
ting into a low energy jet in the presence of a grooming
algorithm, analogous to the standard soft current [75–77].
At leading power, e2 is set by the Born-level kinematics of
the subjets, making the result independent of the partic-
ular observable measured, and a universal ingredient in
the study of groomed multiprong observables. We have
d2σIIbk
dz de2de3
= Hs(z, e2, zcut)Cs(e3)Jsc(e3)J(e3) , (11)
In this case, the hard matching coefficient depends on
zcut. For example, the two diagrams that must be con-
sidered in the matching for the non-Abelian channel are
HsCA = + (12)
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FIG. 2. (a) Fit for the non-perturbative parameter ΩD in
e+e− collisions. (b) Effect of MPI and hadronization as mod-
eled by Pythia for pp → Zj, and comparison with the shape
function prediction.
The first is a standard one-loop diagram, while in the sec-
ond an additional real emission is removed by the mMDT
algorithm. The one-loop anomalous dimension is
γHs =− (2CF + CA) Γcusp[αs] log 4µ
2
ze2Q2
− αs
2pi
β0
− αsCF
pi
log
z2
z2cut
+
αs
pi
(CF − CA)
Cl2(
pi
3 )
pi
. (13)
Here Cl2(
pi
3 ) = =Li2(eipi/3) ≈ 1.01494 is the maximum
value of the Clausen function. Polylogarithms of the
sixth root of unity have appeared in a number of higher
order calculations [78–81]. The leading logarithmic be-
havior is proportional to the cusp anomalous dimension,
Γcusp [82].
We have checked that summing over the different ef-
fective field theory contributions, and removing overlap
[27, 28] our factorization correctly reproduces the small
D2 behavior by comparison with EVENT2 [83]. A more
detailed discussion can be found in [84].
Non-Perturbative Corrections
Non-perturbative corrections play an important role
in the description of QCD event shapes. Our operator
based formulation allows non-perturbative corrections to
be defined in terms of matrix elements whose scalings
and symmetry properties can be studied [85–89]. In the
present case, the dominant non-perturbative corrections
due to hadronization arise from collinear-soft modes, and
can be shown to have a leading-power scaling as
DNP2 ∼
ΩD
z
3/2
cutmJ
. (14)
Here ΩD is a non-perturbative scale, ΩD ∼ ΛQCD,
and this expression is independent of the jet transverse
momentum, pTJ . The fact that the dominant non-
perturbative effects arise from collinear-soft modes has
two important consequences. First, the collinear-soft
function, Eq. (8), depends only on the color structure
of the Wilson lines along the subjet and recoil direc-
tions, and its non-perturbative structure is therefore in-
dependent of the particular processes in which the jet
was produced. Second, to leading order in the number
of colors, the non-perturbative corrections are indepen-
dent of whether a jet is gluon or quark initiated, since
the dominant soft hadronization corrections arise from
the zero rapidity region in the rest frame of a color-
connected dipole, as was first experimentally established
in [90].1 The outer dipoles will then have their contri-
butions groomed away, but the interior will not. This is
clearly seen from the color flow diagrams (here solid lines
denote the color flows)
versus ,
Contributions from the underlying event (which we
model using multiple parton interactions (MPI)) have an
identical scaling, but are further suppressed by the ef-
fective area of the jet, namely m2J/p
2
TJ  zcut, and can
therefore be completely neglected. We will verify that
these predictions are well reproduced in simulation.
Non-perturbative effects are implemented via a shape
function F (), which is a parametrization of the non-
perturbative matrix element, and are included via the
convolution [85, 86]
dσNP
dD2
=
∞∫
0
d F ()
dσ
dD2
(
D2 − 
mJz
3/2
cut
)
. (15)
We take the functional form F () = (4/Ω2D)e
−2/ΩD ,
[92] where ΩD is defined as in Eq. (14). By our fac-
torization, ΩD is independent of the mechanism of jet
production (up to possible flavor dependence, which we
have argued is suppressed) and can therefore be esti-
mated from Pythia 8.226 [93, 94] in e+e− collisions.
1 This distribution of soft hadrons is manifest in the Lund string
model [91], but applies to more general models of hadronization.
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FIG. 3. (a) Analytic predictions for the groomed D2 distribution for boosted Z and QCD jets. (b) Prediction for the QCD
efficiency vs. Z boson efficiency curve, illustrating the importance of non-perturbative corrections.
As shown in Fig. 2(a), we see that it is identical within
errors for quarks and gluons and that it correctly repro-
duces the scaling with mass predicted by factorization.
This implies that for the bulk of the D2 distribution,
only a single non-perturbative parameter is needed to
describe groomed D2 for all mass cuts and processes.
To verify this, in Fig. 2(b) we test the effect of both
MPI and hadronization for the pp → Zj process in
Pythia 8.226, and compare with the prediction of the
shape function extracted from e+e− collisions. We have
chosen a smaller mass to enhance the non-perturbative
effects. As predicted by factorization MPI is negligi-
ble, and the effect of hadronization is well reproduced
by the shape function. We have verified this for a variety
of other parameters and partonic channels, both using
the perturbative factorization theorem prediction and the
unhadronized Pythia distributions as input to the shape
function, treating the parton shower with hadronization
as data.
RESULTS FOR THE LHC
Observables based on the energy correlation functions
are being used in a wide range of applications at the
LHC. Here we will illustrate our framework on a simple
example, namely discriminating hadronically decaying Z-
bosons from QCD. The extension to other processes is
straightforward, using the factorization properties of the
observable.
In Fig. 3(a) we show analytic distributions for the D2
observable for both a hadronically decaying Z and QCD
background at NLL matched to leading order fixed or-
der computed using 1 → 3 splitting functions. Quark
and gluon fractions have been extracted after the appli-
cation of a 80-100GeV mass cut. In Fig. 3(b) we show an
analytic signal efficiency vs. background efficiency curve
highlighting the difference between the perturbative and
full results. While the non-perturbative effects have a
moderate impact on the distribution, they have a non-
trivial impact on the discrimination efficiency, particu-
larly in the region of interest where D2 is small, and
therefore must be properly incorporated.
CONCLUSIONS
In this paper we have presented an effective field theory
framework which allows for systematically improvable
calculations for groomed multi-prong observables of cur-
rent interest at the LHC. We demonstrated the power of
our approach by computing for the first time the groomed
D2 observable at the LHC illustrating complete theoret-
ical control over the perturbative and non-perturbative
aspects of the observable. We hope that the next gener-
ation of theoretical understanding will drive the develop-
ment of new jet substructure techniques to fully exploit
the rich dataset of the LHC.
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