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Resumen
El problema de resolver la ecuacio´n matricial AXB = C ha sido estudiado en la
literatura. Algunos autores han buscado la solucio´n general de este problema mientras
que otros han considerado algu´n tipo de restriccio´n sobre la solucio´n buscada (sime´tri-
ca, definida positiva, etc.) o bien sobre las matrices conocidas (por ejemplo, siendo B
la matriz identidad y A una reflexio´n generalizada).
En este trabajo se estudia dicho problema buscando soluciones X que sean re-
flexivas con respecto a una reflexio´n generalizada tripotente P (es decir, la matriz
X ∈ Cn×n debe cumplir la condicio´n X = PXP ) siendo P ∈ Cn×n una matriz
Hermı´tica y tripotente conocida.
1. Introduccio´n
Una matriz P ∈ Cn×n se llama reflexiva generalizada si P 2 = I y P ∗ = P , siendo
P ∗ la traspuesta conjugada de la matriz P e I la matriz identidad de taman˜o adecuado.
Una matriz X ∈ Cn×n se dice reflexiva con respecto a una matriz reflexiva generalizada
P ∈ Cn×n si PXP = X.
Zhen-yun Peng y Xi-yan Hu [5] resolvieron el problema de existencia y hallaron la forma
de la solucio´n X que satisface la ecuacio´n matricial AX = B y es reflexiva generalizada
con respecto a una reflexio´n generalizada dada.
Por medio de propiedades de las matrices Hamiltonianas Hermı´ticas generalizadas,
Zhong-Zhi Zhang, Xi-Yan Hu y Lei Zhang [2] encontraron condiciones necesarias y sufi-
cientes que caracterizan la existencia de solucio´n del problema AX = B en el conjunto de
las matrices Hamiltonianas Hermı´ticas generalizadas.
El problema de resolver la ecuacio´n matricial AXB = C ha sido estudiado en [1, 2].
Algunos autores han buscado la solucio´n general de este problema mientras que otros han
1
A. Herrero, N. Thome
considerado algu´n tipo de restriccio´n sobre la solucio´n buscada (sime´trica, definida positi-
va, etc.) o bien sobre las matrices conocidas (por ejemplo, siendo B la matriz identidad y
A una reflexio´n generalizada). Este tipo de matrices se utiliza en ingenier´ıa y computacio´n
cient´ıfica como puede verse en [4], as´ı como su aplicacio´n en teor´ıa de control aparece en
[6, 7].
En este trabajo se estudia el problema de resolver la ecuacio´n matricial AXB = C
buscando soluciones X que sean reflexivas con respecto a una reflexio´n generalizada tri-
potente P (es decir, la matriz X ∈ Cn×n debe cumplir la condicio´n X = PXP ) siendo
P ∈ Cn×n una matriz Hermı´tica y tripotente (es decir, P ∗ = P y P 3 = P ).
Para resolver el problema planteado sera´n necesarios los siguientes resultados.
Teorema 1 (Teorema 2.1 [8]) Sea A ∈ Cn×n. Las siguientes afirmaciones son equiva-
lentes:
1. Ak+1 = A (es decir, A es {k + 1}-potente).
2. A es diagonalizable y su espectro esta´ contenido en el conjunto {0} ∪ Ωk, donde Ωk
representa el conjunto de todas las ra´ıces de la unidad de orden k.
Para una matriz P ∈ Cn×n reflexiva generalizada existe una matriz unitaria U ∈ Cn×n
tal que
P = U
[
Ir O
O −In−r
]
U∗.
Por otro lado, la descomposicio´n generalizada en valores singulares para un par de
matrices [M,N ] viene dada por M = WΣMUM y N = WΣNVN donde W es una matriz
invertible, UM y VN son matrices unitarias y
ΣM =

IM
DM
OM
O
 , ΣN =

ON
DN
IN
O
 ,
siendo todas las matrices de taman˜os adecuados y las matrices DM y DN conteniendo los
valores singulares estrictamente positivos de M y N , respectivamente [3].
2. Planteamiento y resolucio´n del problema
Consideremos la ecuacio´n matricial
AXB = C
donde A,B,C ∈ Cn×n. Se trata de buscar soluciones X ∈ Cn×n que sean reflexivas con
respecto a una reflexio´n generalizada tripotente P , es decir, la matriz X ∈ Cn×n debe
cumplir la condicio´n X = PXP siendo P ∈ Cn×n una matriz Hermı´tica y tripotente
conocida.
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Del Teorema 1 es claro que si P es una matriz tripotente entonces su espectro esta´ con-
tenido en {0, 1,−1}. Adema´s, al ser P Hermı´tica, P es diagonalizable por una matriz
unitaria, es decir, existe una matriz unitaria U ∈ Cn×n tal que P = UDU∗ con
D =
 Iα O OO −Iβ O
O O O

siendo α+ β = rango(P ).
Puesto que la relacio´n entre la matriz X y la reflexio´n generalizada tripotente P debe
ser PXP = X, se tiene que X = UDU∗XUDU∗. Premultiplicando por U∗ y postmulti-
plicando por U se construye una matriz X˜ que verifica X˜ = DX˜D. Dividiendo en bloques
la matriz X˜ de taman˜os adecuados segu´n los bloques de la matriz D, se tiene que X11 X12 X13X21 X22 X23
X31 X32 X33
 =
 Iα O OO −Iβ O
O O O
 X11 X12 X13X21 X22 X23
X31 X32 X33
 Iα O OO −Iβ O
O O O

por tanto
X˜ =
 X11 O OO X22 O
O O O
 . (1)
Teniendo en cuenta que X = UX˜U∗, la ecuacio´n matricial AXB = C se transforma
en
A˜X˜B˜ = C donde A˜ = AU y B˜ = U∗B.
Dividiendo en bloques las matrices A˜ y B˜ se tiene:
A˜ =
 A1A2
A3
∗ B˜ =
 B1B2
B3
 (2)
y sustituyendo en la ecuacio´n matricial A˜X˜B˜ = C resulta
[
A∗1 A∗2 A∗3
]  X11 O OO X22 O
O O O
 B1B2
B3
 = C.
Realizando los productos por bloques correspondientes esta ecuacio´n se reduce a
A∗1X11B1 +A
∗
2X22B2 = C. (3)
Aplicando la descomposicio´n generalizada en valores singulares a los pares de matrices
[A∗1, A∗2] y [B∗1 , B∗2 ] se obtiene la forma de la solucio´n X. En efecto, se tiene que
A∗1 =WAΣ1AU
∗
A, A
∗
2 =WAΣ2AV
∗
A
y
B∗1 =WBΣ1BU
∗
B, B
∗
2 =WBΣ2BV
∗
B,
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donde las matrices involucradas verifican las condiciones indicadas al final de la Introduc-
cio´n. Sustituyendo las expresiones anteriores en la igualdad (3) se llega a:
Σ1A(U∗AX11UB)Σ
∗
1B +Σ2A(V
∗
AX22VB)Σ
∗
2B =W
−1
A CW
−∗
B (4)
donde se ha utilizado que las matrices WA y W ∗B son invertibles. Dividiendo en bloques
las matrices de los pare´ntesis anteriores se tiene:
U∗AX11UB =
 X¯11 X¯12 X¯13X¯21 X¯22 X¯23
X¯31 X¯32 X¯33
 , V ∗AX22VB =
 X¯44 X¯45 X¯46X¯54 X¯55 X¯56
X¯64 X¯65 X¯66

y adema´s puede escribirse:
W−1A CW
−∗
B =

C11 C12 C13 C14
C21 C22 C23 C24
C31 C32 C33 C34
C41 C42 C43 C44
 .
Sustituyendo estas u´ltimas tres expresiones en la igualdad (4) se tiene:
X¯11 X¯12D1B O O
D1AX¯21 D1AX¯22D1B +D2AX¯55D2B D2AX¯56 O
O X¯65D2B X¯66 O
O O O O
 =

C11 C12 C13 C14
C21 C22 C23 C24
C31 C32 C33 C34
C41 C42 C43 C44

En consecuencia, esta igualdad se verifica si y so´lo si se cumple que
C14 = O,C24 = O,C34 = O,C13 = O,C31 = O,C41 = O,C42 = O,C43 = O,C44 = O.
En resumen, se ha demostrado el siguiente resultado.
Teorema 2 Sean A ∈ Cn×m, B ∈ Cn×l, C ∈ Cm×l y P ∈ Cn×n tales que P ∗ = P y
P 3 = P . Entonces existe una matriz X ∈ Cn×n que verifica las ecuaciones matriciales
AXB = C y PXP = X
si y so´lo si
C14 = O,C24 = O,C34 = O,C13 = O,C31 = O,C41 = O,C42 = O,C43 = O,C44 = O
donde
W−1A CW
−∗
B =

C11 C12 C13 C14
C21 C22 C23 C24
C31 C32 C33 C34
C41 C42 C43 C44

siendo WA y WB las matrices invertibles que aparecen al aplicar la descomposicio´n gene-
ralizada en valores singulares sobre el par de matrices [A∗1, A∗2] y [B∗1 , B∗2 ], respectivamente
(es decir, A∗1 =WAΣ1AU∗A, A
∗
2 =WAΣ2AV
∗
A y B
∗
1 =WBΣ1BU
∗
B, B
∗
2 =WBΣ2BV
∗
B).
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En este caso la solucio´n general se puede expresar como:
X = U
 U−∗A X1U−1B O OO V −∗A X2V −1B O
O O O
U∗
donde
X1 =
 C11 C12D−11B X¯13D−11AC21 X¯22 X¯23
X¯31 X¯32 X¯33

y
X2 =
 X¯44 X¯45 X¯46X¯54 D−12A(C22 −D1AX¯22D1B)D−12B D−12AC23
X¯64 C32D
−1
2B C33
 ,
siendo X¯ij matrices arbitrarias de taman˜os adecuados.
Observacio´n 1 Notar que alguno de los bloques de X˜ en (1) puede estar ausente puesto
que algu´n bloque de D puede no figurar entre los bloques de la diagonal de P . Esto ocurri-
ra´ cuando el espectro de P este´ estrictamente contenido en {0, 1,−1}.
Ejemplo 1 La solucio´n reflexiva de la ecuacio´n matricial AXB = C donde
A =
 1 1 11 1 1
1 1 1
 , B =
 1 0 00 0 0
0 0 0
 y C =
 2 0 02 0 0
2 0 0

con respecto a la reflexio´n generalizada tripotente
P =
 0 1 01 0 0
0 0 0

es
X =
 1 + a2 1− a2 01− a2 1 + a2 0
0 0 0
 para cualquier valor de a ∈ C.
En efecto, es fa´cil ver que
P =
 1/√2 −1/√2 01/√2 1/√2 0
0 0 1

︸ ︷︷ ︸
U
 1 0 00 −1 0
0 0 0

︸ ︷︷ ︸
D
 1/√2 1/√2 0−1/√2 1/√2 0
0 0 1

︸ ︷︷ ︸
U∗
y por tanto P 3 = P = P ∗ (cumplie´ndose adema´s que P 2 6= I [3]).
Siguiendo el razonamiento anterior se tiene que:
X˜ = U∗XU =
 x11 0 00 x22 0
0 0 0

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y adema´s
A˜ = AU =

√
2 0 1√
2 0 1√
2 0 1
 , B˜ = U∗B =

1√
2
0 0
− 1√
2
0 0
0 0 0

con lo que la ecuacio´n (3) se transforma en:
x11

√
2√
2√
2
[ 1√
2
0 0
]
+ x22
 00
0
[ − 1√
2
0 0
]
= C
de donde se obtiene que la ecuacio´n matricial tiene solucio´n y adema´s x11 = 2 y x22 = a,
con a ∈ C arbitrario.
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