Abstract In this paper, we investigate the optimal investment problem to maximize expected discounted payoff of a project whose value is given by a product of two processes: a geometric Brownian motion representing continuous fluctuation over time and a Markov process which gives a discontinuous scale change. It turns out that the optimal policy is of threshold type whose thresholds depend on the current state of the Markov process. For 2-state case, the problem can be solved explicitly by using Bellman equation and smooth pasting conditions. On the other hand, the problem becomes much involved when there are multiple states. We exploit the structure of the optimal policy and the form of the value functions which enables us to develop a simple numerical procedure for computing the optimal policy and the value functions.
Introduction
Recently, many papers have studied optimal investment problems under uncertainty. The main objective of these researches is to find optimal time to invest so as to maximize the expected future payoff under the assumptions on the stochastic dynamics of the project value, investment opportunity, investment cost, and so on. In contrast to the traditional approaches for valuing projects, these analyses makes it possible to explicitly incorporating such flexibilities as option to invest, defer and expansion into decision making. As a result, a variety of models have been analysed and applied to practical problems in the context of real option analysis [12] .
The basic form of the optimal investment problem is to maximize expected discounted payoff of the project with a constant investment cost. Assuming that the project value follows a geometric Brownian motion, the optimal policy is shown to be of threshold type and the value function and the optimal threshold are explicitly obtained. Since the seminal book by Dixit and Pindyck [3] , this basic problem has been extended in many directions. Décamps et al. [2] analyses a problem in which an investor has to choose among two alternative projects with different characteristics. Guo [5] and Guo et al. [6] introduce Markovian regime shifts into the drift and volatility of a geometric Brownian motion. Ohnishi and Tsujimura [10] considers an optimal investment problem with transaction costs. Vollert [13] discusses several types of optimal investment problem in a stochastic control framework.
In this paper, we investigate the optimal investment problem in which the project value is given by a product of two processes. One process follows a geometric Brownian motion which represents continuous fluctuation over time as in the most previous studies. Another source of uncertainty is given by a Markov process which gives a discontinuous scale change to the project value. From practical point of view, such a scale change will be caused, for example, by preemption or exit of other companies, drastic changes of product price, and so on. We first show that the optimal policy is of threshold type whose thresholds depend on the current state of the Markov process. By using the standard approach based on Bellman equation and smooth pasting conditions, the optimal solutions can be obtained explicitly for 2-state case. On the other hand, the structure of the optimal policy becomes much involved when there are multiple states. We therefore exploit the structure of the optimal policy and the form of the value functions which enables us to develop a simple numerical procedure for computing the optimal policy and the value functions.
This paper is organized as follows. In Section 2, we formulate the optimal investment problem. In Section 3, we investigate the characteristics of the optimal policy. Section 4 is devoted to solving Bellman equation to identify the form of the value functions. Finally in Section 5, we consider some computational issues and show some numerical examples.
The Optimal Investment Problem and Preliminary Results
In this section, we describe an investment decision problem and formulate it as an optimization problem. Suppose there is a project to which we are going to invest some amount of money. At any time point until investment has been executed, we can choose either to invest now or to wait for future investment. If we decide to invest at t, then we will receive payoff V t − I where V t is a value of the project and I is an investment cost.
In this paper, we assume that the project value is given by V t = S t U t . Conceptually, U t represents the continuous fluctuation over time and S t gives a discontinuous scale change or multipilcative shock to the project value. As in standard real option models, we assume that {U t } follows a geometric Brownian motion:
where drift µ and volatility σ are constant and {z t } is a standard Brownian motion. It is well known that the solution of Equation (2.1) is given as a geometric Brownian motion:
On the other hand, {S t } is a continuous-time Markov process on the state space S = {s 1 , . . . , s N } governed by the transition rate matrix Q. Throughout the paper, we assume without loss of generality 0 < s 1 < s 2 < · · · < s N < ∞. We also assume that {U t } and {S t } are mutually independent. A constant investment cost I is incurred at the time of investment and a future payoff is discounted by an exogenously given discount rate ρ, as in the most literatures on real option analysis. To assure the existence of the expectation, we assume ρ > µ.
The investment decision problem can be formulated as
The supremum is taken over all stopping times with respect to the filtration generated by {U t } and {S t }.
Here and in what follows, we use the abbreviated notation
For later use, we introduce the optimal solution when S t = s is a constant. The problem in this case is to obtain
(we specify the dependence of H(u; s) on s). Then, as described in Dixit and Pindyck [3] , the optimal policy is to invest at the first time U t ≥ υ occurs and the value function under this policy is given by
In the sequel, we use the notations
to represent the solutions of a quadratic equation
Remark 2.1
In real option analysis, it is common to define the objective function (2.3) by
to clarify the analogy with financial call options [3] . It is however obvious that Equations (2.3) and (2.8) lead to the same value function and optimal investment time since it is never optimal to invest when S t U t < I and, starting with any initial values of S 0 ∈ S and U 0 > 0, S t U t > I occurs at some future time t with probability 1.
Before closing this section, we state the following result whose proof can be found in a standard textbook on differential equations. Lemma 2.1 For a ≥ 0, the solution of the ordinary differential equation
is given by
where
Coefficients d 1 , d 2 should be determined by boundary conditions.
Characterization of the Optimal Policy
In this section, we investigate the characteristics of the optimal investment policy. 
for any {F t }-stopping time τ , and
whereτ is the optimal stopping time for {Ũ t }. If one uses the policy to invest atτ for {U t }, we obtain from u <ũ that
By taking the expectation on both sides of Equation (3.3) and using Equation (3.2), we get
Since the inequality (3.4) contradicts the fact that (3.1) holds for any τ , this completes the proof. 2 Since the project value V t = S t U t changes discontinuously when S t transits from one state to another, an investment will be executed at the time either U t reaches the threshold υ i from below while S t = s i remains unchanged, or S t transits from s i to s i+1 when υ i+1 ≤ U t < υ i .
From Lemma 3.1, we see
connects to the straight line s i u − I from above at u = υ i . It should be noted that some of υ i may be infinite which means it is never optimal to invest when S t = s i . However, at least υ N < ∞ as shown in the next lemma.
Notice that the graph of H(u; s) connects from above to the straight line su−I at u =
hold so as to satisfy (3.5). The result follows since
2 When {S t } has only two states, we see υ 2 < υ 1 from Lemma 3.2. However, the order of υ i 's is not automatically determined when there are more than two states. In general, there seems to exist no simple way to identify the order of υ i 's. This makes the problem of solving Bellman equation to obtain the value functions much involved.
In what follows, we provide a simple and useful condition to assure
t denote the conditional process of S t starting with S 0 = s i . Theorem 3.1 If one can construct sample paths of {S
} on the same probability space so as to satisfy
The meaning of the condition in Theorem 3.1 seems unclear at first sight. Before proving the theorem, we give an illustrative example which satisfies the condition. Example 3.1 Suppose that {S t } follows a birth-death process with the transition rate matrix
and the state space is composed of N equally spaced states with unit interval s, i.e.,
. . , N . If the transition rates satisfy
then the condition in Theorem 3.1 is satisfied for all i = 1, . . . , N − 1 as we will see below.
The condition (3.7) implies that the lower (higher, respectively) the current state is, the more likely the process will move to higher (lower) state. This property is so called mean reversion which is observed in a variety of financial time series such as interest rate and price of commodities.
To see that the condition (3.7) implies that in Theorem 3.1, let P = I + Q/θ be a transition probability matrix obtained by uniformization where
Denote by {S n } a discrete time Markov chain governed by P and let {N (t)} be a Poisson process with intensity θ which is independent of {S n } and {z t } t≥0 . The subordinated process S t = S N (t) is a continuous time Markov chain governed by Q (see Example 4.2 of Kijima [7] ). Let Y 1 , Y 2 , . . . be a sequence of independent uniform random variables which is independent of {N (t)}. We construct the conditional process {S 
} which satisfy Equation (3.6). Now we prove Theorem 3.1. (Proof of Theorem 3.1) Suppose to the contrary that υ i < υ i+1 and choose arbitrary u ∈ (υ i , υ i+1 ). Letτ be the optimal investment time starting with S 0 = s i+1 and U 0 = u. From the choices of u andτ , we have
By the assumption of Theorem 3.1, we can obtain
for any sample path of {U t } independently chosen from {S (j) t } (j = i, i + 1) and for resulting sample ofτ determined by {S (i+1) t } and {U t }. Then,
(3.14)
Inequality (3.12) follows by taking expectation of (3.11) with respect to the independent probability measures on {S
holds for all T > 0 where 1 A is an indicator function of A. The first inequality in (3.15) follows from optional sampling theorem applied to supermartingale {e −ρt U t } and the second one follows from U t > 0. Since P (τ < ∞) = 1, we obtain from monotone convergence theorem lim
which together with inequalities (3.9) and (3.15) prove (3.13). Since inequality (3.14) contradicts (3.10), the proof is completed. 2 In addition to the order of υ i 's, we need to know whether υ i < ∞ or not to solve Bellman equation. To this end, let S k = {s k+1 , s k+2 , . . . , s N } and let κ ik be the first passage time of S t from s i into S k . Now suppose S 0 = s i and U 0 = u and consider the following policy: (a) invest at κ ik irrespective of the value of U κ ik . Denote by G ik (u) the expected payoff of policy (a). Since {S t } and {U t } are assumed to be independent, G ik (u) is calculated as
where f
respectively be k × k north-west corner and k × (N − k) north-east corner truncations of the transition rate matrix Q. For i = 1, . . . , k and j = k + 1, . . . , N , we obtain
where I is an identity matrix and [A] ij denotes (i, j)th component of matrix A, cf., [7] . The next lemma characterizes asymptotic of
The opposite inequality is derived from
Since P (U t < υ j |U 0 = u) monotonically decreases to 0 as u → ∞, lim u→∞ {F i (u)−G ik (u)} ≤ 0 by monotone convergence theorem. 2 The next theorem gives a complete answer to the question whether
with the understanding that k
This means that it is never optimal to invest when S t = s k * and U t = u for all u > 0. Thus, υ k * = ∞. Since υ k is decreasing by assumption,
k (ρ − µ) and we obtain 
Bellman Equation and the Value Functions
In this section, we solve Bellman equation to identify the form of the value functions. Throughout the section, we assume
⊤ be associated left and right eigenvectors (⊤ denotes transpose):
are all distinct real numbers. This condition is fulfilled when {S t } is a birth-death process as in Example 3.1. It is also well known that the transition rate matrix of a time reversible Markov chain has real eigenvalues [7] . Define three k × k matrices by
. . .
which, by definition, satisfy 
where F (N ) ′ (u) and F (N ) ′′ (u) are component-wise derivatives. The term QF (N ) (u) represents the effect caused by a state transition of S t . See e.g., Fleming and Soner [4] and Vollert [13] for Bellman equation when the underlying process has a jump.
To transform the system of equations into independent equations, we pre-multiply Equation (4.2) by L (N ) to obtain
Since Equation (4.3) is a set of N independent differential equations of the form of Equation (2.9), we can solve them explicitly from Lemma 2.1 as
where η are unknown coefficients. Note that since lim u→0 F i (u) = 0 for all i = 1, . . . , N , we obtain lim u→0 H i (u) = 0. In order to satisfy this boundary condition, the second term in Equation (4.4) must vanish and we have
Pre-multiplying Equation (4.6) by L (k) yields
By solving k independent differential equations (4.7), we obtain from Lemma 2.1 that
. . , N . Thus, it is enough to consider the case k * ≥ 1. Since Bellman equation can be solved exactly in the same way as (ii) above, we obtain Equation (4.8). The difference is that, Lemma 3.3 . This implies the first term in Equation (4.8) must vanish and
So far, we have obtained the solutions (4.5), (4.8) and (4.9) of Bellman equation on all intervals I N , . . . , I k * . These solutions can be transformed into the value functions by
The number of unknown coefficients contained in Equation (4.10) is (N − k * )(N + k * ). To determine these coefficients as well as (N − k * ) unknown thresholds υ k * +1 , . . . , υ N , we invoke the value matching and smooth pasting conditions. These conditions are known to be a powerful tool to solve free boundary problems and widely used in literatures [2, 3, 5, 6, 13] .
Specifically, the value matching and smooth pasting conditions for F i (u) at υ k are given as lim
From Equation (4.10), these conditions can be rewritten in terms of H
for k = k * + 1, . . . , N . We obtain (N + k * + 1)(N − k * ) equations to determine the same number of unknowns. In general, the procedure to solve this system of nonlinear equations is implemented by numerical computation since they do not have explicit solutions except for 2-state case as we will show in the next section.
To satisfy this asymptotic, the linear term of F i (u) in Equation (4.10) for u ∈ I k * must coincide with g
(ρ)I. Specifically, Equation (4.10) is reduced to
Equation (4.14) can also be verified directly from Equations (3.19) and (4.9). Remark 4.2 In general, the solution of Bellman equation provides a candidate of the value function. To ensure that it is indeed the optimal value function, we will use the verification theorem which gives a sufficient condition for optimality. Specifically, if we can show
for any initial states i and u, then the above solutions of Bellman equation are the value functions. For verification theorem of the optimal stopping problems, see, for example, Chang [1] and Fleming and Soner [4] . To check Equation (4.15), we note from Lemma 3.3 and Equation (3.17) that there exists
] is bounded in t and ρ > µ, we obtain Equation (4.15).
Computational Issues and Numerical Examples
In this section, we consider some computational issues for numerically obtaining the optimal policy and the value functions.
Explicit solutions for 2-state case
First, we solve the optimal investment problem explicitly when {S t } is a 2-state Markov process on S = {s 1 , s 2 } (s 1 < s 2 ) governed by
Q is diagonalizable in the following way:
From Lemma 3.2, υ 2 < υ 1 always holds in this case. Since it is easy to calculate
Since υ 1 < ∞ in case A while υ 1 = ∞ in case B, the optimal policy in each case is given as follows:
We will solve Bellman equation on I 2 and I 1 in this order.
⊤ . We obtain from Equations (4.5) and (4.10) that
1 u
where η
(ii) u ∈ I 1 : I 1 = (υ 2 , υ 1 ) in case A and I 1 = (υ 2 , ∞) in case B. In both cases, F 2 (u) = s 2 u−I for u > υ 2 and it suffices to consider F 1 (u). Since Q = −α and r
In case A, we obtain from Equation (4.8) and Remark 4.1 that
where η On the other hand in case B, we obtain from Equation (4.9) that
The unknown coefficients and thresholds should be determined by solving Equations (5.3)-(5.6) under the value matching and smooth pasting conditions. In what follows, we consider cases A and B separately. Case A: In case A, there are 4 coefficients a (2) 1 , a (2) 2 , a (1) 1 , b (1) 1 and 2 thresholds υ 1 , υ 2 to be determined by
From Equations (5.8) and (5.10), we can derive
1 +ξ
We also derive from Equations (5.7) and (5.9)
(5.12)
Combining Equation (5.12) with Equations (5.7) and (5.9), we can further show
1 )
I. Since d ij 's and e ij 's are known coefficients, the second equality of Equation (5.14) is a nonlinear equation of a single variable x which can easily be solved numerically. Once x is at hand, we can calculate υ 2 from Equation (5.14),
1 and a
2 from Equation (5.12), a (1) 1 and b (1) 1 from Equation (5.11). Case B: In case B, we need to determine 4 unknowns a
which can be solved explicitly. Specifically, we obtain after some algebras
2 + (ξ
2 )(ρ + α + β)αη
Numerical procedure for multi-state case
Since we do not expect to get explicit solutions when there are multiple states, we instead propose a simple numerical procedure for computing the optimal policy and the value functions.
As stated in Section 4, there are N − k * threshold values and (N + k * )(N − k * ) unknown coefficients of the value functions to be determined by the same number of nonlinear equations (4.12) and (4.13). A key observation is that Equations (4.12) and (4.13) 
Numerical examples
In this subsection, we show some numerical results. Table 1 summarizes the parameters of the base model for 2-state case. Roughly speaking, an annual growth rate of the project value is 5% with volatility 10%, and future payoff will be discounted 10% per year. The Markov process changes its state once a 10 year in average. Table 2 shows how the ratio s 2 /s 1 affects the thresholds (we fix s 1 = 1). For the above parameters, case A or B in Equation (5.2) occurs according to s 2 < 1.5 or s 2 ≥ 1.5, respectively. In this case, an investment will be executed only when S t = s 2 . υ 2 decreases as s 2 increases due to stronger incentive to invest before the Markov process moves to s 1 . In fact, the payoff obtained by investing at υ 2 is around 1.95 for all values of s 2 listed in Table 2 . Figure 1 shows the value functions F 1 (u) and F 2 (u) for s 2 = 1.2 and s 2 = 2.0, Table 1   Table 3 shows thresholds when transition rates q 12 and q 21 of the Markov process range from 0.1 to 1.0 (from 10 years to 1 year in average). υ 2 increases as q 12 = q 21 increases since the possibility of risk to stay in state s 1 for longer time decreases. However, the difference is rather small for these parameters since it is almost unlikely to occur to invest in state s 1 .
For 3-state case, we use the same parameters of µ, σ, ρ and I as in Table 1 Finally, we will show an example in which all threshold values are finite. This case will occur if the difference between scale parameters are not large. 
