Abstract
Introduction
Digital images and videos undoubtedly contribute a big portion to digital multimedia data that people are enjoying today. Nevertheless, in the raw format, each digital image or video data usually need a large volume of bits to represent, and therefore some sort of compression has to be done before it is transmitted or stored. Over the past three decades, many image and video coding methods have been developed for this compression task, such as predictive coding [1, 2] , transform coding [3] , vector quantization [4] , and subband/wavelet coding [5, 6] . Among various coding techniques, the block-based transform approach has become particularly successful thanks to its simplicity, excellent energy compaction in the transform domain, super compromise between bit rate and quantization errors. Consequently, many international standards for image and video coding developed so far have adopted certain transform, including JPEG, H.261/H.263, MPEG1/2/4, and H.264. These coding standards almost cover all applications that we can enumerate from our daily life, such as digital cameras, video phones, internet media, digital TV broadcasting, and HDTV. With almost no exception, the transform chosen in these coding standards is the 2-D discrete cosine transform (DCT) [7, 8] that is applied on individual blocks of a square size NN  . In practice, this conventional 2-D DCT is always implemented separately through two-point DCTs, along the vertical and horizontal directions. Although 2-D DCT has been so popular in image and video processing, it has some unpleasant defects. Once bit rate changes, more time is wasted in the complex multiplications for the complex quantization table. Additionally, the reconstructed image based on DCT has serious blocking artifacts at low bit rates. Considering these issues, Ref. [9] proposed the all phase digital filtering theory. The key idea of all phase digital filtering is to consider the all possible interception phase of data block in the process of the orthogonal transform. On this basis, the new concept of all phase Walsh biorthogonal transform (APWBT) was proposed in [10] and better coding performance was achieved when applied to grey image compression. Ref. [11] deduced the specific forms of all phase biorthogonal transform (APBT) matrices based on Walsh-Hadamard transform for subsequent application in still image compression. In APBT, uniform quantization value instead of complex quantization table is adopted, so the amount of computation decreases while changing bit rates. And the visual quality improves obviously at low bit rates for APBT algorithm.
In H.264 video standard, directional prediction is used. Considering this idea, Ref. [12] proposed a new block-based DCT framework-directional DCT (D-DCT) for image coding. In D-DCT, seven modes are proposed including the conventional DCT. Its basic idea is to choose the best transform-mode from all directional DCTs according to the direction of dominating edges within image. For the image in which vertical or horizontal directions are not dominating, D-DCT performs well. Experimental results show that rate distortion coding performance can be improved remarkably and certain coding gain is obtained.
In the light of directional DCT and APBT, directional APBT (D-APBT) is proposed in [13] and applied to grey image compression. Based on the previous work, we try to apply D-APBT to color image compression in this paper.
The remainder of this paper is organized as follows. In Section 2, we introduce the directional APBT algorithm. And the color image compression scheme is presented in Section 3. In Section 4, the experimental results and comparisons with D-DCT are given. Finally, conclusions are presented in Section 5. and will first develop a truly directional APBT for the diagonal down-left mode, and then discuss the extension to other modes.
Directional APBT

Directional APBT for the Diagonal Down-Left Mode
As shown in Figure 2 , the first 1-D APBT will be performed along the diagonal down-left direction, i.e., for each diagonal line with
. There are in total 21 N  diagonal down-left APBTs to be done, whose lengths are
. After these APBTs, all the coefficients are expressed into a group of column vectors
Notice that each column of uN  .The right sub-image of Figure 3 shows a modified zig-zag scanning that will be used to convert the 2-D coefficient block into a 1-D sequence so as to facilitate the variable length coding based on run length. , 0, , 
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Extension to Other Directional Modes
Extension to other directional modes is straightforward. For instance, for the diagonal down-right mode (Mode 4), we can simply flip it, and then the flipped image block will fall into the case as discussed above. For Modes 6~8, we can simply flip or transpose the image block first and then the manipulated block will fall into the case of Mode 5. Furthermore, Modes 0 and 1 are the conventional APBT and thus produce exactly the same result, we need to consider seven modes only.
Color Image Compression Scheme
The standard of JPEG can compress the source color image data (luminance component and chrominance components) from the different color spaces like RGB, YCbCr, etc. Wherein, RGB model almost includes all of the colors perceived by the human eyes. However, this model is not suitable for graphical analysis, since the R, G and B components are highly relevant. When the brightness is changed, the three components will be amended accordingly [14] . Therefore, most of the color image compression schemes firstly transform the original image data from highly correlated RGB color space into a decorrelated color space like YUV, YCbCr, etc., [15] . Then the redundancies between the color components are reduced, and we can code the decorrelated color components by JPEG image compression schemes. Figure 4 shows the procedure of compression for color image in this paper. Firstly, we transform the original data from RGB color space into YCbCr color space through Eq. 
Both the luminance and chrominance components could be processed by the procedure presented in Figure 5 . We'll take the luminance as an example to illustrate the scheme in the following part. When luminance data are got, choose the best mode from seven modes according to the criterion of minimum mean-square error (MSE). In the sending part, when calculating the MSE, both of D-APBT and quantization are needed, so they are combined to one step in Figure 5 . Additionally, uniform value is adopted in the procedure of quantization. After the luminance block is transformed and quantized in the best mode, the remaining steps are same with DCT-JPEG: zig-zag scanning and entropy encoding. Then the compressed data are transmitted through the channel. In the receiving part, all the procedures are completely opposite to the sending part. Through the inverse color-space-conversion, the reconstructed color image is got. 
Experimental Results
To measure the performance of algorithm proposed in this paper, we choose the Composite Peak Signal to Noise Ratio (CPSNR) defined as 
I
are the original and reconstructed images respectively, M and N are the dimensions of each color component array, i and j are the locations of pixels in the color plane, and k represents the color plane. In this part, the seven directional modes referred to above are considered. What we need to do is to code each image block with the most appropriate directional mode. The simulation adopts the exhaustive traversal method, that is, seven modes are used to code each block separately, then chooses the best direction mode according to the rate distortion. Firstly, one bit is used to distinguish the conventional mode and directional mode, and then the extra three bits are used to distinguish Modes 3~8.
The experimental results are given as follows. The simulation environment is MATLAB 7.0. The color images of Peppers and Lena with size of 5 1 2 5 1 2  are chosen as the test images. When RGB components are transformed into YCbCr space, the signal-mode of 4:4:4 is adopted. Therefore, sampling and interpolation are not needed. For luminance and chrominance blocks, the same quantization value is adopted. Table 1 and Table 2 show the experimental results of directional DCT, directional APDCBT and directional APIDCBT applied to image Peppers and Lena respectively. To be more clear and intuitive, we draw the ratio distortion curves. As shown in Figure 6 , at low bit rates, D-APBT algorithm performs better than D-DCT and at high bit rates, D-APBT algorithm performs close to D-DCT. 
Conclusion
In this paper, the D-APBT algorithm is applied to color image coding. Compared with the D-DCT, the D-APBT algorithm performs better at low bit rates. And even at high bit rates, it performs close to D-DCT. Since uniform value is used in the step of quantization, the computational complexity decreases obviously. So the D-APBT algorithm could be successfully applied in color image compression. It not only extends the application range of the APBT theory, but also proves the effectiveness of the directional transform theory.
Although better performance has been achieved in APBT algorithm, the procedure of choosing the best mode still needs an amount of calculation. Hence, the further work can be focused on exploring a better method to choose the appropriate mode.
