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Abstract
Class-conditional generative models are crucial tools for data generation from
user-specified class labels. A number of existing approaches for class-conditional
generative models require nontrivial modifications of existing architectures, in
order to model conditional information fed into the model. In this paper, we intro-
duce a plug-and-play module called ’multimodal controller’ in order to generate
multimodal data without introducing additional learning parameters. In the absence
of the controllers, our model reduces to non-conditional generative models. We
test the efficacy of multimodal controller on CIFAR10 and Omniglot datasets, and
experimentally demonstrate that multimodal controlled generative models (includ-
ing VAE, PixelCNN, Glow, and GAN) are capable of generating class-conditional
images of better or comparable quality when compared with the state-of-the-art
conditional generative models. Moreover, we show that multimodal controlled
models are also capable of transiting images between classes and creating images
from novel data modalities.
1 Introduction
In recent years, many generative models based on neural networks have been proposed and achieved
remarkable performance. The main backbones of generative models include Autoencoder, Autore-
gression, Normalization Flow, and Adversarial generative models. Perhaps the most well-known
representatives of them are Variational Autoencoder (VAE) [1], PixelCNN [2], Glow [3], and Gen-
erative Adversarial Network (GAN) [4], respectively. VAE learns a parametric distribution over an
encoded latent space, samples from this distribution, and then constructs generations from decoded
samples. PixelCNN uses autoregressive connections to factorize the joint image distribution as a
product of conditionals over sub-pixels. Glow optimizes the exact log-likelihood of the data with a
deterministic and invertible transformation. GAN is introduced as a generative framework where
intractable probabilistic distributions are approximated through adversarial training.
In many application scenarios, we are interested in constructing generations based on a conditional
distribution. For instance, we may be interested in generating human face images conditional on some
given characteristics of faces such as hair color, eye size, gender, etc. A systematic way to incorporate
conditional information may enable us to control the data generating process with more flexibility.
In this direction, conditional generative models including Conditional Variational Autoencoder
(CVAE) [5], Conditional Generative Adversarial Network (CGAN) [6], and Conditional PixelCNN
(CPixelCNN) [7] have been proposed which model conditional information by learning the associated
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(a) Generation
(b) Creation
Figure 1: Snapshots of (a) generated images and (b) created images from the challenging Omniglot dataset [10],
using our multimodal controlled generative adversarial networks. Each column is a modality-specific generation,
attempting to exhibit the same concept [9].
embeddings. The learned features are usually concatenated or added with non-conditional features at
various network layers. Conditional Glow (CGlow) learns a class-conditional prior distribution and
an optional auxiliary classifier.
In this paper, we propose a plug-and-play module named Multimodal Controller (MC) to control the
parameter allocation for training multimodal generative models. Each mode of data will be granted
a unique randomly sampled sub-network. The training procedure is identical to non-conditional
generative models. Our main contributions of this work are three-fold.
• We provide a novel method to transform non-conditional generative models into class-
conditional generative models, by simply attaching a multimodal controller at each layer.
Unlike classical conditional generative models, our method does not introduce additional
learning parameters, and it can be easily incorporated into existing implementations.
• We demonstrate that the controlled network can allocate specialized sub-networks to each
mode of the data in order to generate class-conditional samples. Our method performs
comparable or better than various well-known classical conditional generative models,
especially when the number of modalities is large, and the data size for each modality is
small (as demonstrated in Figure 1(a)).
• We propose a new type of data generation, herein referred to as data creation. We show
that our method is capable of creating data from novel data modalities (as demonstrated in
Figure 1(b)). On the contrary, the existing conditional generative models can only generate
data from the modalities predetermined in the training dataset.
We experiment with CIFAR10 and Omniglot datasets [8, 9] at the 32× 32 resolution. Our baseline
models include CVAE, CPixelCNN, CGlow, and CGAN. The outline of the remaining part of this
paper is given next. In Section 2, we review the related work. In Section 3, we introduce our proposed
multimodal solution. In Section 4, we provide experimental results demonstrating the performance of
our approach. Finally, we make our concluding remarks in Section 5.
2 Related Work
Variational Autoencoder (VAE) [1] is a directed generative model with probabilistic latent variables.
Latent variables z are sampled from a latent prior distribution p(z), and the generated data x follow
a generative distribution p(x|z). In general, this optimization problem is challenging due to the
intractability of computing posterior distributions. However, a variational lower bound in conjunction
with stochastic gradient variational Bayes (SGVB) [1] can be used for efficient optimization, based
on the re-parameterization trick. The objective function can be written as
minq(·|·),p(·|·)
{
DKL (q(z|x)‖p(z))− Eq(z|x) log p(x|z)
}
.
We note that discrete latent distributions can also be handled by using the Gumbel-softmax trick [11].
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Conditional Variational Autoencoder (CVAE) [5] approximates the conditional distribution p(x | h)
with the conditional information h. The latent variables z allows for the modeling of multi-modality in
conditional distributions, so that diverse and perceptually realistic data can be sampled in a supervised
manner. In practice, we learn the embedding layers to model the conditional information h, and
concatenate or add corresponding conditional features into both the encoder and decoder.
PixelCNN, originally proposed in [2], is an autoregressive generative model that fully factorizes
the joint probability density function of images into a product of conditional distributions over all
sub-pixels. The conditional distributions p(xi|x<i) can be parameterized by various kinds of neural
networks such as recurrent neural networks in PixelRNN [2], convolutional neural networks in
PixelCNN [2], residual blocks in CPixelCNN and PixelCNN++ [7, 12], and residual blocks with
attention blocks in PixelSNAIL [13]. The autoregressive likehood function is given by
p(x) = p (x1, . . . , xn) =
n∏
i=1
p (xi|x1, . . . , xi−1) .
Conditional PixelCNN learns the embedding layers to model the conditional distribution p(x|h) and
adds conditional features to the non-conditional gated convolutional layers [7]. Many applications
use PixelCNN as a prior model for the latent space as in VQ-VAE [14, 15]. Autoregressive generative
models are also being adopted in generating audio and texts in addition to images [16, 17].
Glow [3] is a normalization flow-based generative model originally proposed in NICE [18] and
extended in RealNVP [19]. The flow-based generative model enables exact and tractable log-
likelihood and latent space inference. Glow demonstrates that optimizing the plain log-likelihood
objective is capable of generating realistic-looking images. By ensuring a bijective neural network
mapping, we can directly calculate the likelihood with the change of variables in the following way:
log p(x) = log p(z) +
∑k
i=1 log
∣∣det (J (f−1i (x)))∣∣ , z = f−1k ◦ f−1k−1 ◦ . . . f−10 (x),
where ◦ denotes the composition operator. Due to the exact latent space inference, the flow-based
generative models can synthesize data conditionally by training a prior modeling for the conditional
information h with an optional auxiliary classifier. WaveGlow [20] combines the gist of Glow and
WaveNet [16] to synthesize high-quality audio. We can also construct autoregressive flow with
lower triangular Jacobian by factorizing the joint probability distribution as a product of conditionals
[21, 22].
Generative Adversarial Network (GAN) [4] is formed by a Generator (G) network and a Discriminator
(D) network. Here, G learns a mapping from a prior distribution p(z) to the data distribution; D
outputs a single scalar that estimates the probability of a sample being an authentic training data
(instead of a fabricated/generated data from G). The training goal is to find a Nash equilibrium to the
following two-player min-max problem:
minGmaxD
{
Eq(x)
[
logD(x)
]
+ Ep(z)
[
log(1−D(G(z)))]}.
Conditional Generative Adversarial Network (CGAN) [6] learns the embedding layers to model
the conditional information h and attach them to both discriminator and generator. There exist
many other ways of incorporating conditional information. In [23], the one-hot class vector is
concatenated with the noise vector for G, and the objective is modified to encourage the training of
an auxiliary classifier. In [24] and [25], class-conditionals with gains and biases in BatchNorm [26]
are provided. In [27], D is conditioned by using the cosine similarity between its features and a
learned class-conditional embedding. A hybrid approach that combines the previous two methods
was proposed in [28]. Recently, StyleGAN [29] automatically learns unsupervised separation of
high-level attributes and enables scale-specific synthesis. MSGAN [30] proposes a mode-seeking
regularization term to address the ’mode collapse’ issue of CGAN. STGAN [31] tackles image
attribute-editing by selectively modeling the difference between target and source attributes.
Evaluating generative models is in general challenging [32]. Throughout our experiments, we use
the Inception Score (IS) [33] and Fréchet Inception Distance (FID) [34] in order to approximately
measure the quality of generated samples and to compare with the baseline.
3 Proposed Method
3.1 Multimodal Controller
To generate class-conditional generative data, a vanilla approach is to train individual generative
models to model the marginal probability distribution for each mode of data, without considering
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any inter-modality dependency. In practice, we may not have enough data points for every mode of
data, and the computational complexity significantly increases as the number of modes increases.
Thus, it is crucial to rely on the association among different data modality to avoid overfitting and
reduce computational complexity. To address these issues, Multimodal Controlled (MC) generative
models will randomly allocate different sets of model parameters for each mode of data. By
allowing parameter sharing and specialization, we are able to generate class-conditional data without
introducing additional learning parameters and much computational overhead.
Suppose that there is a dataset X with C data modalities. Each mode of data Xc = {xic}Nci=1 consists
of Nc i.i.d. samples of a (continuous or discrete) random variable. Given a set of learning model
parameters θ ∈ RD with size D, each mode of data is modeled with a random subset θc ⊂ θ without
replacement. For notational convenience, here we interchangeably used the notions of subset and
subvector. In this way, the allocated parameters for each mode will represent both the inter-mode
association and intra-mode variation thanks to parameter sharing and specialization.
Next, we discuss technical details in the specific context of neural networks. Suppose that a data
matrix X ∈ RN×K is the input of a network layer, where N is the sample size and K is the input
dimension. Suppose that the layer is parameterized by a weight matrix W ∈ RD×K and bias vector
b ∈ RD, where D is the hidden dimension. We randomly draw C modality codewords ec ∈ FD2 to
construct a modality codebook E ∈ FC×D2 , where F2 denotes the binary field. Note that each row of
the codebook is a binary vector that represents a mode. Let × denote the usual matrix multiplication,
and  denote the element-wise product. For notational brevity, given a matrix U and a vector u, we
let U  v denote U  V where V is broadcast from u (if the dimension matches). A similar notion
applies to the operations of multiplication and addition. Let Xc denote the Nc ×D submatrix of X
whose rows correspond to the c-th mode. A multimodal controlled linear layer is given by:
WˆD×Kc =W  ec, bˆDc = b ec, yNc×Dc = Xc × WˆTc + bˆc,
where yNc×Dc is the output from the c-th mode, and we used subscripts to highlight the dimension.
Our calculation shows that the above formulation requires a time complexity linear in the number
of modes. Alternatively, we provide a parallel formulation that is constructed using a Hadamard
representation of the above linear transformations. In particular, we may write
XN×K =
X
N1×K
1
...
XNC×KC
 , WˆN×D×K =
Wˆ
N1×D×K
1
...
WˆNC×D×KC
 , bˆN×D =
bˆ
N1×D
1 ,
...
bˆNC×DC
 , yN×D =∑Kk=1(X  WˆT )ijk + bˆ.
The above alternative formulation may be used to compute the multimodal controlled linear layer in
parallel in order to reduce the overall time cost. Nevertheless, this parallelization cannot be directly
applied to other types of parametric layers such as convolution and transposed convolution layers.
Also, it requires N times more memory by creating unnecessary copies of weight matrices.
In practical implementations, we suggest the following multimodal controlled linear layer:
yN×D = φ(BN(X ×WT + b)) (H × E)
where BN(·) denotes the batch normalization [26], φ(·) is the activation function being used, and
H ∈ {0, 1}N×C is the one-hot indicator of class-conditional information. Our suggestion is mainly
based on two considerations. First, H can easily zero-out class-conditional channels of features and
make it convenient for parallel computing. Second, we attach MC after activation function to avoid
interfering with the calculation of running estimates in batch normalization and an activation function.
The above multimodal controlled linear layer can be easily extended to other parametric modules
such as convolution and transposed convolution layers.
3.2 Multimodal Controlled Generative Models
Multimodal controlled generative models attach the proposed MC modules to various parametric
layers, with some customization depending on their architectures. By controlling the allocation of
model parameters, randomly sampled sub-networks are able to synthesize class-conditional data. We
describe the usage of MC for the most well-known representatives of generative models including
VAE, PixelCNN, Glow, and GAN.
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Multimodal Controlled Variational Autoencoder (MCVAE). MCVAE appends an MC module to
every layer of VAE. The number of model parameters remains the same as non-conditional VAE. If
E = 1, the all-one vector, our proposed method produces a non-conditional VAE. For each mode of
data xc, we allocate a unique subset of learning parameters θc randomly sampled from the overall
model parameters θ, and obtain class-conditional latent variables zc. The objective can be written as:
min
θ
{ C∑
c=1
Nc
N
[
Eqθc (zc|xc) log pθc(xc|zc)−DKL (qθc(zc|xc)‖pθc(zc))
]}
.
Thanks to the end-to-end structure of VAE, the proposed MCVAE is able to class-conditionally zero
out the channels of features layer by layer. For the bottleneck layer, we obtain class-conditional
latent variables zc by attaching the MC module after applying the reparameterization trick, instead
of directly attaching to the parameters of the latent distribution. The model parameters θc can be
optimized in the same way as in non-conditional VAE.
Multimodal Controlled PixelCNN (MCPixelCNN). PixelCNN combines two gated convolutional
network stacks in order to remove blind spots in the receptive field [7]. MCPixelCNN allocates
sub-networks for each mode by introducing the following multimodal controlled gated activation
unit:
y =
{
tanh (Wk,f ∗ x) (H × E)
} σ (Wk,g ∗ x) ,
where σ denotes the sigmoid function, k is the number of layers, and ∗ is the convolution operator.
Our various experimental results show that controlling the tanh(·) activation unit is sufficient for
synthesizing class-conditional data. Other convolution layers used in connecting two stacks and
residuals do not necessarily need to be multimodally controlled. The class-conditional likelihood
function can be written as
pθc(xc) = pθc (x1,c, . . . , xn,c) =
∏n
i=1 pθc (xi,c|x1,c, . . . , xi−1,c) .
Multimodal Controlled Glow (MCGlow). Glow has three major components including Actnorm,
Invertible 1× 1 convolution, and affine coupling layer. The number of channels of features passing
Actnorm and Invertible 1× 1 convolution is usually a multiple of the number of color channels due to
the squeeze operation. It leads to a small number of channels of features and is incapable of allocating
parameters for a large number of data modalities. MCGlow allocates sub-networks only for NN(·) in
affine coupling layer, where NN(·) is a shallow and wide convolutional neural network block often
used in ResNet [35] and RealNVP [19]. As a result, the parameters used in Actnorm and Invertible
1× 1 convolution are shared across all modes. The class-conditional likelihood function for a k-layer
Glow can be written as:
log pθc(xc) = log p(z) +
∑k
i=1 log
∣∣det (J (f−1i,c (xc)))∣∣ , z = f−1k,c ◦ f−1k−1,c ◦ . . . f−10,c (xc).
Multimodal Controlled Generative Adversarial Network (MCGAN). MCGAN appends MC
module to every layer of the discriminator and generator. We experimentally found that using MC on
either generator or discriminator only does not produce class-conditional synthesis. We do not mask
out the latent variable z because there exist no preceding parametric layers as in VAE. The objective
function of a multimodal controlled two-player minimax game is formulated as:
minGmaxD
{∑C
c=1
Nc
N
[
Eqθc (xc)
[
logDθc(xc)
]
+ Epθc (z)
[
log(1−Dθc(Gθc(z)))
]]}
.
4 Experiments
In this section, we demonstrate applications of our proposed generative models to data generation,
transition, and creation. We compare the result of our proposed multimodal controlled generative
models with that of classical conditional generative models. We illustrate our results for four different
types of multimodal controlled generative models on CIFAR10 and Omniglot datasets [8, 9]. In
particular, we use VQ-VAE to reduce computational complexity and use PixelCNN to learn an
autoregressive prior distribution for generating the latent space. We do not train an auxiliary classifier
for Glow networks, as was suggested in the original paper for fair comparisons with other generative
models. Due to the random nature of our proposed method, we conduct 12 random experiments for
each generative model on each task. The results show that random sub-network sampling is robust
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enough to produce stable results for either a small or large number of data modality. We also note
that it is always possible for conditional generative models to introduce more learning parameters to
model conditional information and produce better results. Details regarding the experimental settings,
network architecture, and model complexity for comparisons are described in the supplementary
document.
4.1 Generation
In this section, we present quantitative and qualitative results of conditional and multimodal controlled
generative models. From our results, multimodal controlled generative models are able to provide
samples of comparable or better fidelity and diversity especially for the Omniglot dataset which has a
challenging number of data modality.
We show the means and standard errors (from 12 random experiments) of the Mean Squared Error
(MSE) for VAE and Negative Log-likelihood (NLL) for PixelCNN and Glow in Table 1 and 2.
Theses quantitative results show our proposed method is able to produce similar reconstructions
as conditional generative models. We note that these NLL values are only comparable between
conditional and multimodal controlled generative models that use the same pre-trained VQ-VAE
encoder and decoder. To further assess the fidelity and diversity of our generated samples, we report
our results in Table 3 with Inception Score (IS) [33] and Fréchet Inception Distance (FID) [34] which
are perhaps the two most common metrics for comparing generative models.
Our quantitative results show that multimodal controlled generative models perform comparably
with conditional generative models for CIFAR10, which has sufficient shots for a small number
of data modality. On the other hand, our proposed method performs considerably better than the
baseline for Omniglot, which has inadequate shots of a large number of data modality. It is worth
mentioning that the MCPixleCNN trained on Omniglot performs worse than the CPixelCNN because
the number of learning parameters of CPixelCNN is twice as large as MCPixelCNN due to the size
of conditional embeddings. Note that randomly sampled sub-networks are using approximately
half the number of learning parameters as the original network. A similar observation is made on
MCGAN, which has a higher discriminator loss and a lower IS in training CIFAR10 because of a
weaker discriminator in adversarial training. On the contrary, when trained with a dataset that is less
difficult to discriminate (e.g. Omniglot), MCGAN is able to generate class-conditional data with
high fidelity and diversity. Random experiments show that randomly sampled sub-networks indeed
produce less stable but comparable or better results when compared with conditional generative
models. We provide qualitative results in Figure 1(a) and 2. More generations can be found in the
supplementary document. Both our quantitative and qualitative results demonstrate the efficacy of
the proposed MC.
CIFAR10 Omiglot
CVAE 0.032 (3.3E-5) 0.015 (4.8E-5)
MCVAE 0.032 (5.5E-5) 0.022 (1.2E-3)
VQ-VAE 0.012 (1.2E-4) 0.002 (5.9E-5)
Table 1: Mean Squared Errors of various VAEs.
CIFAR10 Omiglot
CPixelCNN 2.53 (0.047) 0.30 (0.021)
MCPixelCNN 2.38 (0.044) 0.35 (0.027)
CGlow 3.39 (0.001) 0.97 (0.012)
MCGlow 3.42 (0.002) 1.03 (0.025)
Table 2: Negative Log-Likelihood (NLL) of multi-
modal controlled and conditional PixelCNN/Glow.
4.2 Transition
In this section, we provide qualitative results of data transition in Figure 3. More results are included
in the supplementary document. For a given fixed latent vector, VAE, Glow, and GAN are able to
transit one generated data from one data modality to another. Conditional generative models achieve
this task by interpolating between conditional embeddings. Inspired by genetic methods, multimodal
controlled generative models transit data with a step rate α. In particular, we use the source modality
codeword es and the target modality codeword et to make an intermediate modality codeword ei by
ei = [et,0:bαDe, es,bαDe:D].
4.3 Creation
Data creation means that a generative model is able to class-conditionally synthesize from a novel
data modality that is not even prescribed in the training dataset. As shown in the supplementary
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CIFAR10 Omniglot
IS FID IS FID
CVAE 3.4 (0.01) 129.2 (0.42) 163.1 (0.74) 370.6 (1.86)
MCVAE 3.2 (0.01) 132.2 (0.36) 555.1 (23.94) 354.8 (22.56)
CPixelCNN 4.6 (0.01) 76.4 (0.22) 463.7 (6.73) 27.8 (0.87)
MCPixelCNN 4.4 (0.02) 81.1 (0.34) 394.0 (6.62) 46.2 (1.74)
CGlow 4.3 (0.02) 68.1 (0.43) 312.2 (2.20) 36.7 (0.68)
MCGlow 4.7 (0.02) 68.1 (0.34) 499.1 (26.40) 43.2 (1.66)
CGAN 8.1 (0.03) 16.2 (0.15) 317.4 (0.99) 41.0 (0.68)
MCGAN 7.2 (0.04) 28.6 (0.66) 916.2 (9.80) 23.6 (0.76)
Table 3: Inception Score (IS) and Fréchet Inception Distance (FID) for generative models trained with CIFAR10
and Omniglot. Means and standardard errors (in brackets) are calculated across 12 random experiments.
(a) MCVAE (b) MCPixelCNN (c) MCGlow (d) MCGAN
(e) MCVAE (f) MCPixelCNN (g) MCGlow (h) MCGAN
Figure 2: Generations from multimodal controlled generative models trained with CIFAR10 (the first row) and
Omniglot (the second row). Each column are generations from one data mode. Generations from conditional
generative models are included in the supplementary material.
document, a convex combination of conditional embeddings is not able to create novel data. We
propose to create a new data modality by randomly sampling new modality codewords en. This
method is a natural consequence of the proposed MC architecture, and it does not rely on learning
parameters. To our best knowledge, the task of data creation is novel and does not have a standard
benchmark. For now, We evaluate the quality of clustering quantitatively with Davies-Bouldin Index
(DBI) [36] as shown in Table 4. It needs to be pointed out that this metric does not draw a connection
between the created data and the original training data. We provide qualitative results of data creation
as shown in Figure 1(b) and 4, and more results in the supplementary document. The results show the
new modality codewords en is capable of creating novel data from a data modality that has never been
trained before. Creations trained from CIFAR10, although clustering consistently, are not structurally
similar to the original training data. A possible reason is that a small number of data modality is
insufficient to learn adequate variations of sub-networks. On the contrary, the MCGAN trained with
Omniglot is able to create novel data with high fidelity and diversity mainly because the variations of
sub-networks have been sufficiently exploited.
5 Conclusions
In this work, we propose Multimodal Controller (MC) for generative models for the generation of
class-conditional data. Unlike classical conditional generative models which introduce additional
learning parameters in order to model class-conditional information, our method takes the advantage
of parameter sharing and specialization from variations of sub-networks. Our method is also generic
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(a) MCVAE (b) MCGlow (c) MCGAN
(d) MCVAE (e) MCGlow (f) MCGAN
Figure 3: Transitions from multimodal controlled generative models trained with CIFAR10 and Omniglot. Each
column has transitions starting from the first mode to its corresponding index. The most left column thus has no
transitions.
CIFAR10 Omniglot
Raw dataset 11.20 5.38
MCVAE 1.9 (0.04) 2.5 (0.05)
MCPixelCNN 4.6 (0.24) 4.3 (0.05)
MCGlow 4.5 (0.15) 5.0 (0.17)
MCGAN 3.5 (0.11) 3.9 (0.05)
Table 4: Davies-Bouldin Index (DBI) for multimodal controlled generative models on the raw and created
datasets of CIFAR10 and Omniglot. The created dataset has the same number of modalities as the raw dataset.
Small DBI values indicate that our creations are properly clustered on novel data modalities. We note that the
quantity of DBI does not fully characterize the ’goodness’ of creation, and other possible evaluation criteria are
left as future work.
for various well-known generative models, with performance comparable or better than classical
conditional generative models. Moreover, a novel machine learning task is proposed and coined as
’data creation’. Multimodal controlled generative models are naturally capable of creating data from
novel data modalities by leveraging massive combinations of inherent sub-networks. We believe that
this work will shed light on machine learning creativity with a natural and simple usage of neural
networks.
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(a) MCVAE (b) MCPixelCNN (c) MCGlow (d) MCGAN
(e) MCVAE (f) MCPixelCNN (g) MCGlow (h) MCGAN
Figure 4: Creations from multimodal controlled generative models trained with CIFAR10 and Omniglot. Each
column are creations from one data mode.
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Broad Impact
Our new method for creating generative models may be used to facilitate the design and deployment of
sophisticated generative models. For the social aspects, a potential positive outcome is the significant
reduction of R&D costs in many fields that will benefit from this technique. A potential negative
societal consequence is that it may facilitate the auto-generation of unwanted content on a massive
scale.
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Supplementary Material for
“Multimodal Controller for Generative Models”
Abstract of the supplement. In this supplementary document, we provide 1) more experimental
details including the metrics and network architecture, and 2) more qualitative results to demonstrate
the multimodal controlled generative models presented in the main paper as well as conditional
generative models. Our codes and comments to reproduce the presented results have been uploaded
as part of the supplementary material.
6 Experimental Details
6.1 Metric
Inception Score (IS) was originally introduced by [33] and formulated as
exp (E (DKL(p(y|x)‖p(y)))), where p(y|x) is the output of pretrained Inception network
[37]. [37] shows that IS is strongly correlated with subjective human views of image quality. Fréchet
Inception Distance (FID) [34] uses the information of the final layer of the inception model to
measure the quality of the generated examples. It measures the Wasserstein distance between two
distributions p1 and p2 assuming that they are both multivariate Gaussian distributions, expressed by
‖µp1 − µp2‖22 + trace
(
Cp1 + Cp2 − 2 (Cp1Cp2)1/2
)
,
where (µp1 , µp2) and (Cp1 , Cp2) are the mean and covariance of samples from p1 and p2 respectively.
We evaluate IS for CIFAR10 with the standard Inception network pretrained with the ImageNet
dataset. We train our own classifier as shown in Table 10 for Omniglot dataset with all the training
and test data. We use both training and test data from Omniglot throughout our experiments, and as a
result each generative model is trained with 20 images across 1623 modes. We calculate the score for
randomly generated 1000 examples per mode for CIFAR10, and 20 per mode for Omniglot. For each
experiment we split our generated samples into 10 parts and calculate the average of IS. We repeat
each experiment 12 times with different random seeds and report the means and standard errors as in
Table 3.
6.2 Network Architecture
We show hyperparameters for training generative models in Table 5. We use exponential moving
average to update the vector quantizer in VQ-VAE with a dictionary size of 512 and embedding
dimension of 64 [14]. We show multimodal controlled layers in Figure 4. The network architectures
of MCVAE and MCGAN used in our experiments are shown in Table 6 to 9, where nc is the number
of image channels and M is the image shape. We use the standard architecture of PixelCNN and
Glow described in the original work [7, 3]. The number of layers, embedding size, and hidden
channel size of PixelCNN are 15, 512, and 128, respectively. The depth of a flow K, the number of
levels L, and the hidden channel size of Glow are 3, 16, and 512, respectively. We show that the
number of learning parameters of generative models in Table 11. The embedding size of embeddings
used for modeling conditional information h in CVAE and CGAN is 32. We concatenate conditional
embeddings to the first layer of encoder (discriminator) and decoder (generator) as described in
[5, 6]. Following the implementation suggested in [7], we add conditional embeddings to every gated
activation in CPixelCNN. As a result, CPixelCNN has more learning parameters for modeling h than
other conditional generative models do. Moreover, the CPixelCNN for Omniglot also has twice the
number of learning parameters as MCPixelCNN does. Therefore, it is foreseeable that the CPixelCNN
for Omniglot outperforms the MCPixelCNN as shown in 3. We conditional embeddings to the prior
trained in the first level of CGlow [3]. Multimodal controlled generative models always have less
learning parameters than conditional generative models because we do not train any conditional
embeddings to model h.
7 More Qualitative Results
In this section, we provide more qualitative results that are demonstrated in the main paper. We show
the qualitative results from conditional generative models and results with more modes. We show
1
VAE VQ-VAE PixelCNN Glow GAN
Batch size 128 128 128 128 64
Loss BCE MSE NLL NLL Hinge
Optimizer Adam Adam Adam Adam Adam
α 2E-4 2E-4 2E-4 2E-4 2E-4
(β1, β2) (0.9, 0.999) (0.9, 0.999) (0.9, 0.999) (0.9, 0.999) (0.5, 0.999)
Scheduler Exponetial Exponetial Exponetial Exponetial None
γ 0.99 0.99 0.99 0.99 None
Table 5: Hyperparameters for training generative models.
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Figure 5: Multimodal Controlled Linear (MCLinear), Convolution (MCConv) and ResBlock (MCResBlock)
architecture used in all our experiments.
Image x ∈ RM×M×nc
MCConv (nc, 64, 4, 2, 1)
MCConv (64, 128, 4, 2, 1)
MCConv (128, 256, 4, 2, 1)
MCResBlock (256, 256, 3, 1, 1)
MCResBlock (256, 256, 3, 1, 1)
Linear (µ) (256×Me ×Me, 128)
Linear (log σ2) (256×Me ×Me, 128)
Table 6: Encoder used in MCVAE.Me = 4 for CI-
FAR10 and Omniglot.
z ∈ R128 ∼ N (0, I)
MC (128, 128)
Linear (128, 256×Me ×Me), BN, ReLU
MC (256, 256)
MCResBlock (256, 256, 3, 1, 1)
MCResBlock (256, 256, 3, 1, 1)
MCConvTranspose (256, 128, 4, 2, 1)
MCConvTranspose (128, 64, 4, 2, 1)
ConvTranspose (64, nc, 4, 2, 1), Sigmoid
Table 7: Decoder used in MCVAE.Me = 4 for CI-
FAR10 and Omniglot.
2
z ∈ R128 ∼ N (0, I)
MCConvTranspose (128, 512, 4, 1, 0)
MCResBlock Up (512, 256, 3, 1, 1)
MCResBlock Up (256, 128, 3, 1, 1)
MCResBlock Up (128, 64, 3, 1, 1)
Conv (64, nc, 3, 1, 1), Tanh
Table 8: Generator used in MCGAN. ResBlock Up in-
terpolates input feature map at the beginning of block
by scale 2.
Image x ∈ RM×M×nc
MCResBlock Down (nc, 64, 3, 1, 1)
MCResBlock Down (64, 128, 3, 1, 1)
MCResBlock Down (128, 256, 3, 1, 1)
MCResBlock (256, 512, 3, 1, 1)
Global Average Pooling
Linear (512, 1)
Table 9: Discriminator used MCGAN. All BN layers
are replaced with Spectral Normalization (SN) [38].
ResBlock Down average pools feature map at the end
of block by scale 2.
Image x ∈ RM×M×nc
Conv (nc, 8, 3, 1, 1)
MaxPool (8, 8, 2)
Conv (8, 16, 3, 1, 1)
MaxPool (16, 16, 2)
Conv (16, 32, 3, 1, 1)
MaxPool (32, 32, 2)
Conv (32, 64, 3, 1, 1)
Linear (64×Me ×Me, C)
Table 10: Classifier used to train Omniglot for evaluat-
ing IS and FID.Me = 4 for CIFAR10 and Omniglot.
CIFAR10 Omiglot
CVAE 7.79 7.89
MCVAE 7.63 7.62
CPixelCNN 6.40 12.60
MCPixelCNN 6.36 6.36
CGlow 21.97 15.79
MCglow 21.97 15.73
CGAN 8.69 8.79
MCGAN 8.41 8.41
Table 11: Number of learning parameters used in
generative models in M (millions)
additional generations and transitions from conditional and multimodal controlled generative models
in Figure 6 to 10. The CGAN trained with Omniglot suffers from mode collapse and fails to generate
and transit data. We transit data in conditional generative models by fixing z and interpolating
between two conditional embedding vectors. Note that the original paper of CGlow proposed to
interpolate the sampling space instead of conditional embeddings thanks to its invertibility. We show
the qualitative results of creations in Figure 11 and 12. To our best knowledge, the way to create novel
conditional embeddings is not well studied. Our result shows that random convex combination of
trained conditional embeddings does not produce novel modes. On the contrary, by random sampling
a new set of codewords, multimodal controlled generative models are able to create data clustered on
unforeseen centers.
3
(a) CVAE (b) CPixelCNN (c) CGlow (d) CGAN
(d) CVAE (e) CGlow (f) CGAN
Figure 6: Generations and Transitions from conditional generative models trained with CIFAR10.
(a) CVAE
(b) CPixelCNN
(c) CGlow
(d) CGAN
Figure 7: Generations from conditional generative models trained with Omniglot.
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(a) MCVAE
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(d) MCGAN
Figure 8: Generations from multimodal controlled generative models trained with Omniglot.
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(a) CVAE
(b) CGlow
(c) CGAN
Figure 9: Transitions from conditional generative models trained with Omniglot.
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(a) MCVAE
(b) MCGlow
(c) MCGAN
Figure 10: Transitions from multimodal controlled generative models trained with Omniglot.
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(a) MCVAE
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(d) MCGAN
Figure 11: Creations from multimodal controlled generative models trained with CIFAR10.
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(a) MCVAE
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(d) MCGAN
Figure 12: Creations from multimodal controlled generative models trained with Omniglot.
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