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Abstract
The Lagrangian Sp(3) BRST symmetry for irreducible gauge the-
ories is constructed in the framework of homological perturbation the-
ory. The canonical generator of this extended symmetry is shown to
exist. A gauge-fixing procedure specific to the standard antibracket-
antifield formalism, that leads to an effective action, which is invariant
under all the three differentials of the Sp(3) algebra, is given.
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Keywords: BRST symmetry, homological perturbation theory
1 Introduction
The crucial feature of the BRST method [1]–[13] is the recursive pattern of
homological perturbation theory [14]–[20], which allows one to prove the exis-
tence of the BRST symmetry itself. The machinery of homological perturba-
tion theory has been adapted to cover the BRST-anti-BRST transformation
in both Lagrangian and Hamiltonian formulations [21]–[38]. In the context
of extended BRST symmetries, the Hamiltonian version of the Sp(3) BRST
symmetry has recently been developed in [39]–[41].
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In this paper we show that the methods of homological perturbation
theory can be extended in order to cover the construction of the Lagrangian
Sp(3) BRST symmetry in the irreducible case. This can be done by triplicat-
ing each differential appearing in the antibracket-antifield BRST formalism.
We begin with the triplication of the gauge transformations of a given ir-
reducible theory, which allows us to determine the correct ghost spectrum.
Consequently, we develop a proper construction of the exterior longitudi-
nal tricomplex to ensure that the cohomologies associated with each of the
three exterior longitudinal derivatives are isomorphic to the cohomology of
the standard exterior longitudinal derivative along the gauge orbits from the
BRST description of the initial irreducible theory. The most difficult part
is the construction of the Koszul-Tate tricomplex. Due to the fact that the
complete description of the gauge orbits obtained by triplicating the gauge
symmetries is not accompanied by the triplication of the equations of mo-
tion, each of the three Koszul-Tate differentials contains, besides the standard
canonical part, also a noncanonical component, which acts on some supple-
mentary antifields (bar and tilde variables). The Koszul-Tate tricomplex is
constructed to furnish a triresolution of the algebra of smooth functions de-
fined on the stationary surface of field equations. The problem of constructing
the Sp(3) BRST algebra is further transferred at the level of its canonical
generator, that is solution to the so-called classical master equation of the
Sp(3) formalism. By means of properly extending the homological perturba-
tion theory, the canonical generator is shown to exist. The final step of our
treatment consists in giving a gauge-fixing procedure that ensures the invari-
ance of the effective action under all three BRST symmetries that compose
the Lagrangian Sp(3) algebra.
The paper is organized as follows. Section 2 reviews the basic aspects
of the standard antibracket-antifield formalism. In Section 3 we present the
main ideas of the Lagrangian BRST Sp(3) theory. Section 4 focuses on
the construction of the exterior longitudinal tricomplex, while Section 5 ap-
proaches the construction of the Koszul-Tate triresolution. In Section 6 we
prove the existence of the canonical generator of the Sp(3) theory as solu-
tion to the extended classical master equation. The gauge-fixing procedure
is accomplished in Section 7. Section 8 exemplifies the general procedure for
abelian gauge fields. In Section 9 we present the main conclusions of the
paper.
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2 Brief review of standard antibracket-antifield
formalism
We begin with a theory described by the Lagrangian action
S0 [Φ
α0 ] =
∫
dDxL (Φα0 , ∂µ1Φ
α0 , · · · , ∂µ1···µkΦ
α0) , (1)
invariant under the (infinitesimal) gauge transformations
δεΦ
α0 = Zα0α1ε
α1 , (2)
written in De Witt’s condensed notations. The fields and gauge parameters
are assumed to respectively display the Grassmann parities ǫ (Φα0) ≡ ǫα0 ,
ǫ (εα1) ≡ ǫα1 , while those of the gauge generators are of course ǫ
(
Zα0α1
)
=
ǫα0 + ǫα1 . The action S0 [Φ
α0 ] is supposed to be a local functional, so it may
depend on the fields and their space-time derivatives up to a finite order, say,
k. In addition, the gauge transformations (2) are taken to be irreducible, i.e.,
the gauge generators are independent1. We work in the general case of an
open gauge algebra
δRZα0α1
δΦβ0
Zβ0β1 − (−)
ǫα1 ǫβ1
δRZα0β1
δΦβ0
Zβ0α1 = Z
α0
γ1
Cγ1α1β1 −
δRS0
δΦβ0
Mβ0α0α1β1 , (3)
where the structure functions Cγ1α1β1 and M
β0α0
α1β1
may involve the fields, pos-
sess the Grassmann parities ǫ
(
Cγ1α1β1
)
= ǫα1 + ǫβ1 + ǫγ1 , ǫ
(
Mβ0α0α1β1
)
= ǫα0 +
ǫβ0 + ǫα1 + ǫβ1 , and display the symmetry properties
Cγ1α1β1 = − (−)
ǫα1ǫβ1 Cγ1β1α1 , (4)
Mβ0α0α1β1 = − (−)
ǫα1ǫβ1 Mβ0α0β1α1 = − (−)
ǫα0 ǫβ0 Mα0β0α1β1 . (5)
The upper index R (L) signifies the right (left) derivative. Taking into ac-
count the restrictions imposed by the Jacobi identity, we are led to some new
1This means that the solutions to the equation Zα0α1f
α1 ≈ 0 are trivial, fα1 =
δ
R
S0
δΦα0
fα0α1 , where the weak equality ‘≈’ refers to the stationary surface of field equations,
Σ : δ
R
S0
δΦα0
= 0.
3
structure functions, Dα0δ1α1β1γ1 , defined by
δRCδ1α1β1
δΦα0
Zα0γ1 − C
δ1
α1τ1
Cτ1β1γ1 +
(−)ǫα1(ǫβ1+ǫγ1)

δRCδ1β1γ1
δΦα0
Zα0α1 − C
δ1
β1τ1
Cτ1γ1α1

+
(−)ǫγ1(ǫα1+ǫβ1)
(
δRCδ1γ1α1
δΦα0
Zα0β1 − C
δ1
γ1τ1
Cτ1α1β1
)
=
3
δRS0
δΦα0
Dα0δ1α1β1γ1 . (6)
The procedure can be continued step by step in order to reveal the entire
higher-order tensor structure provided by the gauge theory under discussion.
At the level of the BRST formalism, the entire gauge structure of a the-
ory is completely captured by the BRST differential, s. The key point of
the antibracket-antifield formalism is represented by the construction of the
BRST differential along the general line of homological perturbation theory.
The BRST operator starts like s = δ +D + · · ·, where δ is the Koszul-Tate
differential, and D is the exterior longitudinal derivative along the gauge or-
bits. The Koszul-Tate operator provides an homological resolution of C∞ (Σ)
(smooth functions on the stationary surface), while D takes into account the
gauge invariances on Σ. The main feature of s is its nilpotency, s2 = 0.
Denoting by (, ) the antibracket, and by S the canonical generator of the
Lagrangian BRST symmetry, s• = (•, S), the nilpotency of s is equivalent
to the classical master equation
(S, S) = 0, (7)
with the boundary condition
S = S0 + Φ
∗
α0
Zα0α1η
α1 + · · · , (8)
where Φ∗α0 represent the antifields associated with the original fields, and η
α1
are the ghosts corresponding to the gauge parameters. If we make the nota-
tion Φα for the fields (original fields and ghosts) and Φ∗α for their antifields,
such that
(
Φα,Φ∗β
)
= δαβ , we have that the Koszul-Tate differential and the
exterior longitudinal derivative along the gauge orbits can be canonically
generated through
δΦ∗α = (Φ
∗
α, S)|ghosts=0 , (9)
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DΦα = (Φα, S)|antifields=0 . (10)
The classical master equation is equivalent to the family of equations
δ
[k+1]
S =
[k]
D
[
[0]
S, · · · ,
[k]
S
]
, where S =
∞∑
k=0
[k]
S , res
(
[k]
S
)
= k and gh
(
[k]
S
)
= 0. The
degree denoted by res controls the grading of the Koszul-Tate complex and is
named resolution degree, res (δ) = −1. The existence of the solution to the
above family is guaranteed by the acyclicity of the Koszul-Tate differential
at positive resolution degrees. With the help of the solution to the master
equation one constructs the gauge-fixed action
Sψ = S
[
Φα,Φ∗α =
δLψ
δΦα
]
, (11)
where ψ [Φα] is the gauge-fixing fermion, which is traditionally chosen to
depend only on the fields.
3 General ideas of the Lagrangian Sp(3) BRST
symmetry
Let us investigate what happens if we consider a complete redundant descrip-
tion of the gauge orbits obtained by triplicating the gauge transformations
(2)
δεΦ
α0 = Zα0α1 (ε
α1
1 + ε
α1
2 + ε
α1
3 ) . (12)
Alternatively, we can write down (12) under a matrix-like form
δεΦ
α0 = Zα0A1ε
A1, (13)
where
Zα0A1 =
(
Zα0α1 , Z
α0
α1
, Zα0α1
)
, εA1 =


εα11
εα12
εα13

 , A1 = (α1, α1, α1) . (14)
Consequently, the gauge generators Zα0A1 will be no longer independent, but
two-stage reducible, with the reducibility relations and reducibility matrices
respectively expressed by
Zα0A1Z
A1
B1
= 0, ZA1B1Z
B1
γ1
= 0, (15)
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ZA1B1 =


0 δα1β1 −δ
α1
β1
−δα1β1 0 δ
α1
β1
δα1β1 −δ
α1
β1
0

 , ZB1γ1 =


−δβ1γ1
−δβ1γ1
−δβ1γ1

 . (16)
According to the ideas of the usual antifield-BRST theory [13], we can con-
struct a standard BRST symmetry for the system described by the action
(1), subject to the second-stage reducible gauge transformations (12).
Our main concern is to go deeper and see if there is possible to generate an
extended Lagrangian BRST symmetry of the type Sp(3) for our gauge the-
ory, i.e., if we can algebraically construct three anticommuting differentials
(sa)a=1,2,3
sasb + sbsa = 0, a, b = 1, 2, 3. (17)
In other words, we investigate the construction of a differential tricomplex
(s1, s2, s3,A), trigraded in terms of the ghost tridegree trigh = (gh1, gh2, gh3),
where
trigh (s1) = (1, 0, 0) , trigh (s2) = (0, 1, 0) , trigh (s3) = (0, 0, 1) , (18)
such that each of three differentials decomposes like
sa = δa +Da + · · · . (19)
We will refer to this differential tricomplex as the Sp(3) BRST tricomplex.
The above decomposition is made according to the following ideas:
1. The three operators (δa)a=1,2,3 should define a differential tricomplex
(δ1, δ2, δ3,A
′), trigraded by the resolution tridegree, denoted by trires =
(res1, res2, res3), with trires (δ1) = (−1, 0, 0), trires (δ2) = (0,−1, 0),
trires (δ3) = (0, 0,−1). Moreover, this triple complex is required to
furnish a triresolution of C∞ (Σ), where Σ is the stationary surface
of field equations, Σ : δRS0/δΦ
α0 = 0. We will call it the Koszul-
Tate triresolution. (For a more detailed approach to triresolutions, see
Appendix A.)
2. The three operators (Da)a=1,2,3 will act on a certain trigraded algebra
A′′ such that (D1, D2, D3,A
′′) is a differential tricomplex (the exterior
longitudinal tricomplex ), the corresponding tridegree being denoted by
trideg = (deg1, deg2, deg3), with trideg (D1) = (1, 0, 0), trideg (D2) =
(0, 1, 0), trideg (D3) = (0, 0, 1). In addition, we ask that the cohomolo-
gies associated with each (Da)a=1,2,3 are isomorphic to the cohomology
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of the standard exterior longitudinal derivative along the gauge orbits
from the BRST description of the initial irreducible theory.
The relationship between these three types of gradings is that if a func-
tion(al) F has trires (F ) = (r1, r2, r3) and trideg (F ) = (d1, d2, d3), then its
ghost tridegree is trigh (F ) = (g1, g2, g3), where ga = da − ra, a = 1, 2, 3. In
order to implement the three symmetries (sa)a=1,2,3 at the Lagrangian level,
we will construct three different antibrackets, consider three extended clas-
sical master equations, and show that there exists a common solution S to
these equations, that generates the three BRST-like symmetries. In conse-
quence, we have to associate three antifields with each field (original fields
and ghosts). Just like in the case of the antibracket-antifield BRST-anti-
BRST symmetry, the triplication of gauge symmetries is not accompanied
by a triplication of the equations that define the stationary surface. This is
why we will need some supplementary variables (bar and tilde variables) in
the antifield sector to kill some nontrivial co-cycles in the homologies of the
Koszul-Tate operators. As a result, each of the Koszul-Tate differentials will
decompose as a sum between a canonical and a noncanonical part, where
the noncanonical operators will act only on these supplementary antifields.
Regarding the exterior longitudinal tricomplex, we will see that a good start-
ing point is the triplication of the gauge symmetries and the introduction of
the corresponding reducibility relations, which will allow us to determine the
correct ghost spectrum.
It is interesting to notice another aspect induced by the triplication of
the gauge symmetries. We can always define a simple differential complex
associated with a given tricomplex. For example, (D,A′′), with
D = D1 +D2 +D3, (20)
can be regarded as the simple differential complex associated with the tri-
complex (D1, D2, D3,A
′′) if we grade the algebra A′′ according to deg =
deg1 +deg2 +deg3, hence deg (D) = 1. The (weak) nilpotency and anticom-
mutativity of (Da)a=1,2,3 on A
′′, DaDb + DbDa ≈ 0, a, b = 1, 2, 3, together
with this simple graduation, imply that
(DaDb +DbDa ≈ 0, a, b = 1, 2, 3)⇔ D
2 ≈ 0, (21)
where the weak equality refers to the stationary surface. Moreover, D is noth-
ing but the exterior longitudinal derivative associated with this new reducible
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and complete description of the gauge orbits (extended exterior longitudinal
derivative), and the cohomology of D is isomorphic to those of (Da)a=1,2,3,
and therefore isomorphic to that of the standard exterior longitudinal deriva-
tive. Along the same line, (δ,A′), with
δ = δ1 + δ2 + δ3, (22)
graded by the total resolution degree res = res1 + res2 + res3 (res (δ) = −1)
is precisely a simple differential complex corresponding to (δ1, δ2, δ3,A
′), and
we have that
(δaδb + δbδa = 0, a, b = 1, 2, 3)⇔ δ
2 ≈ 0. (23)
The operator δ (extended Koszul-Tate differential) clearly furnishes a reso-
lution of the algebra C∞ (Σ), the relationship between the triresolution and
resolution properties being
(H0,0,0 (δa) = C
∞ (Σ))⇔ H0 (δ) = C
∞ (Σ) , (24)
(Hi,j,k (δa) = 0, i, j, k ≥ 0, i+ j + k > 0)⇔ Hl (δ) = 0, l > 0, (25)
where Hi,j,k (δa) signifies the space of elements F with trires (F ) = (i, j, k),
that are δa-closed modulo δa-exact, andHl (δ) means the cohomological space
spanned by the objects G with res(G) = l, that are δ-closed modulo δ-exact.
Finally, from the Sp(3) differential tricomplex (s1, s2, s3,A) we can con-
struct the simple differential complex (s,A) graded according to the total
ghost number tgh = gh1 + gh2 + gh3, where
s = s1 + s2 + s3, (26)
and the extended BRST differential s has tgh (s) = 1. It is clear that it splits
as
s = δ +D + · · · , (27)
where δ and D are exactly the extended Koszul-Tate differential, respec-
tively, the extended exterior longitudinal derivative introduced before. The
relationship between the three simple degrees is expressed by tgh = deg−res.
The rest of the terms, denoted by ‘· · ·’, are required in order to ensure the
nilpotency of s, i.e.,
s2 = 0, (28)
which is linked to the Sp(3) algebra defining relations (17) through
(sasb + sbsa = 0, a, b = 1, 2, 3)⇔ s
2 = 0. (29)
8
These observations stay at the basis of the procedure we are going to develop
in order to investigate the existence of the Lagrangian BRST symmetry of the
type Sp(3): instead of explicitly proving the existence of (sa)a=1,2,3 satisfying
the properties mentioned in the above, we will prove the existence of the
associated extended BRST symmetry and show that it splits in exactly three
pieces matching the trigraduation.
4 Exterior longitudinal tricomplex. Tricanon-
ical structure
We begin with the triplication of the gauge generators and gauge parameters
like in (14), as well as with the corresponding reducibility functions (16). In
this way, our departure point is a second-stage reducible complete description
of the gauge orbits associated with the initial irreducible one. Following the
lines of the standard BRST formalism related to the construction of the
exterior longitudinal complex in the reducible case, we introduce the ghosts
ηA1 for the gauge generators Zα0A1, the ghosts of ghosts π
B1 for the first-stage
reducibility functions ZA1B1, and the ghosts of ghosts of ghosts λ
γ1 for the
second-stage reducibility functions ZB1γ1 , such that the entire ghost spectrum
is given by
ηA1 ≡ (ηα11 , η
α1
2 , η
α1
3 ) , π
B1 ≡
(
πβ11 , π
β1
2 , π
β1
3
)
, λγ1 , (30)
where the Grassmann parities of the ghosts are valued like
ǫ (ηα1a ) = ǫα1 + 1, ǫ
(
πβ1a
)
= ǫβ1 , ǫ (λ
γ1) = ǫγ1 + 1, (31)
where a = 1, 2, 3. The algebra A′′ will then be the polynomial algebra gener-
ated by ηA1, πB1 and λγ1 , with coefficients from C∞ (Σ). In order to properly
grade this algebra, we set the obvious trigraduation
trideg (ηα11 ) = (1, 0, 0) , trideg (η
α1
2 ) = (0, 1, 0) , trideg (η
α1
3 ) = (0, 0, 1) , (32)
trideg
(
πβ11
)
= (0, 1, 1) , trideg
(
πβ12
)
= (1, 0, 1) , trideg
(
πβ13
)
= (1, 1, 0) ,
(33)
trideg (λγ1) = (1, 1, 1) , trideg (Φα0) = (0, 0, 0) . (34)
By applying the rules of the standard Lagrangian BRST formalism, we
can construct the extended exterior longitudinal derivative D associated with
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this new reducible description of the gauge orbits. The action of D on the
original fields, as well as on the generators of the polynomial algebra A′′, is
defined by
DΦα0 = Zα0A1η
A1, DηA1 = ZA1B1π
B1 + · · · , (35)
DπB1 = ZB1γ1λ
γ1 + · · · , Dλγ1 = · · · , (36)
where the terms generically denoted by ‘· · ·’ are such as to ensure D2 ≈ 0,
and they can be explicitly determined by using the formulas (3–6) related to
the gauge structure of the investigated theory. In terms of the accompanying
simple graduation, we have that deg (Φα0) = 0, deg (ηα1a ) = 1, deg (π
α1
a ) = 2,
a = 1, 2, 3, deg (λα1) = 3. On behalf of the relations (20) and (35–36), we
can write down the complete definitions of the three exterior longitudinal
derivatives on the generators from the exterior longitudinal tricomplex in
the context of the trigraduation governed by trideg, under the form
DaΦ
α0 = Zα0α1η
α1
a , (37)
Daη
α1
b = εabcπ
α1
c +
1
2
(−)ǫβ1 Cα1β1γ1η
γ1
a η
β1
b , (38)
Daπ
α1
b = −δabλ
α1 +
1
2
(−)ǫβ1+1Cα1β1γ1η
γ1
a π
β1
b +
1
12
(−)ǫδ1 εbcdC
α1
β1γ1
Cγ1δ1ε1η
ε1
a η
δ1
c η
β1
d , (39)
Daλ
α1 =
1
2
(−)ǫβ1 Cα1β1γ1η
γ1
a λ
β1 +
1
12
(−)ǫδ1+1
(
Cα1β1γ1C
γ1
δ1ε1
− (−)ǫβ1(ǫδ1+ǫε1) Cα1δ1γ1C
γ1
ε1β1
)
ηε1a η
δ1
b π
β1
b ,(40)
where εabc are completely antisymmetric and constant, with ε123 = +1. It
can be checked by direct computation that (D1, D2, D3,A
′′) in the presence
of the definitions (37–40) indeed determines a differential tricomplex, and, in
addition, that the cohomologies associated with each (Da)a=1,2,3 are isomor-
phic to the cohomology of the standard exterior longitudinal derivative.
As we have previously noticed, we intend to define a generator that is com-
mon to all three BRST-like symmetries (sa)a=1,2,3. In view of this, we define
three antibrackets, to be denoted by (, )a, with a = 1, 2, 3, which further re-
quires the introduction of three antifields, conjugated to each field/ghost in
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one of the antibrackets. In order to make this tricanonical structure compat-
ible with the trigraduation, and preserve the symmetry between its compo-
nents, we set the ghost tridegrees of the antibrackets as trigh ((, )1) = (1, 0, 0),
trigh ((, )2) = (0, 1, 0), trigh ((, )3) = (0, 0, 1). It is understood that the an-
tibrackets satisfy all the basic properties of the antibracket in the standard
antibracket-antifield formalism [8], [13], such as odd Grassmann behaviour,
etc. Moreover, we ask that the trigrading governing the exterior longitudi-
nal tricomplex does not interfere with that characteristic to the Koszul-Tate
triresolution, so we impose that trideg (δa) = (0, 0, 0), trires (Da) = (0, 0, 0),
trires
(
ΦA
)
= (0, 0, 0), which remains valid with respect to the corresponding
simple gradings, where ΦA is a collective notation for all fields and ghosts
ΦA ≡ (Φα0 , ηα1a , π
α1
a , λ
α1) . (41)
Thus, we are led to the following antifield spectrum
Φ
∗(a)
A ≡
(
Φ∗(a)α0 , η
∗(a)
bα1
, π
∗(a)
bα1
, λ∗(a)α1
)
, a, b = 1, 2, 3. (42)
The main features of the antifields are
ǫ
(
Φ
∗(a)
A
)
= ǫ
(
ΦA
)
+ 1, (43)
trires
(
Φ
∗(1)
A
)
=
(
gh1
(
ΦA
)
+ 1, gh2
(
ΦA
)
, gh3
(
ΦA
))
= −trigh
(
Φ
∗(1)
A
)
,
(44)
trires
(
Φ
∗(2)
A
)
=
(
gh1
(
ΦA
)
, gh2
(
ΦA
)
+ 1, gh3
(
ΦA
))
= −trigh
(
Φ
∗(2)
A
)
,
(45)
trires
(
Φ
∗(3)
A
)
=
(
gh1
(
ΦA
)
, gh2
(
ΦA
)
, gh3
(
ΦA
)
+ 1
)
= −trigh
(
Φ
∗(3)
A
)
,
(46)
and they result from the basic properties of the antibrackets plus the cor-
relation among the various trigradings. The upper index (a) indicates in
which antibracket is an antifield Φ
∗(a)
A conjugated to a field Φ
A, such that the
fundamental antibrackets read as(
ΦA,Φ
∗(a)
B
)
b
= δABδ
a
b . (47)
For notational simplicity, we will make the convention to represent a func-
tion(al) F of resolution tridegree (r1, r2, r3) by
[r1,r2,r3]
F and one of ghost tride-
gree (g1, g2, g3) by
(g1,g2,g3)
F . Similarly, we will use the notations
[r]
F and
(g)
F in
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connection with the total resolution degree, respectively, total ghost num-
ber. Thus, for a function(al) depending only on the antifields,
[r1,r2,r3]
F , we can
write
(−r1,−r2,−r3)
F , and the same for res and tgh. Concretely, we have that the
antifields (42) have the following resolution tridegrees
[1,0,0]
Φ
∗(1)
α0
,
[0,1,0]
Φ
∗(2)
α0
,
[0,0,1]
Φ
∗(3)
α0
,
[2,0,0]
η
∗(1)
1α1
,
[1,1,0]
η
∗(2)
1α1
,
[1,0,1]
η
∗(3)
1α1
, (48)
[1,1,0]
η
∗(1)
2α1
,
[0,2,0]
η
∗(2)
2α1
,
[0,1,1]
η
∗(3)
2α1
,
[1,0,1]
η
∗(1)
3α1
,
[0,1,1]
η
∗(2)
3α1
,
[0,0,2]
η
∗(3)
3α1
, (49)
[1,1,1]
π
∗(1)
1α1
,
[0,2,1]
π
∗(2)
1α1
,
[0,1,2]
π
∗(3)
1α1
,
[2,0,1]
π
∗(1)
2α1
,
[1,1,1]
π
∗(2)
2α1
,
[1,0,2]
π
∗(3)
2α1
, (50)
[2,1,0]
π
∗(1)
3α1 ,
[1,2,0]
π
∗(2)
3α1 ,
[1,1,1]
π
∗(3)
3α1 ,
[2,1,1]
λ
∗(1)
α1
,
[1,2,1]
λ
∗(2)
α1
,
[1,1,2]
λ
∗(3)
α1
, (51)
and hence the total resolution degrees
[1]
Φ
∗(a)
α0
,
[2]
η
∗(a)
bα1
,
[3]
π
∗(a)
bα1
,
[4]
λ
∗(a)
α1
, a, b = 1, 2, 3. (52)
Employing the usual ideas of the BRST formalism, we ask that the ex-
tended exterior longitudinal derivative is inferred by means of the total an-
tibracket (, ) = (, )1 + (, )2 + (, )3 with a generator S of total ghost number
equal to zero. Actually, we will ask more, and take S to be of ghost tridegree
(0, 0, 0). In this manner we are certain that (Da)a=1,2,3 will be recovered via
the antibrackets ((, )a)a=1,2,3 with one and the same generator
DaΦ
A =
(
ΦA, S
)
a
∣∣∣
Φ
∗(b)
B
=0
. (53)
Then, from (53) and (37–39), it is easy to see that the generator S begins
like
S = S0 [Φ
α0 ] + Φ∗(a)α0 Z
α0
α1
ηα1a + εabcη
∗(a)
bα1
πα1c − π
∗(a)
aα1
λα1 + · · · =
[0]
S +
[1]
S +
[2]
S +
[3]
S + · · · . (54)
The first term, S0 [Φ
α0 ] =
[0]
S is not necessary in order to get the relations (53),
but the reason for considering it will be clear at the level of the Koszul-Tate
triresolution. The notations
[n]
S are motivated by the standard approach, and
refer to a decomposition according to the total resolution degree. All the
terms involved so far with the functional S satisfy the condition to have the
ghost tridegree equal to (0, 0, 0).
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5 Koszul-Tate triresolution
We have reached now the construction of the Koszul-Tate tricomplex. Actu-
ally, as we want to reproduce the action of the Koszul-Tate operators on the
antifields through the antibrackets between the antifields and the generator
S at all ghosts equal to zero, the form of the Koszul-Tate operators is some-
how fixed by the form of S. Unfortunately, this property cannot be ensured
in the framework of the Lagrangian Sp(3) BRST formalism as we require in
the meantime that the Koszul-Tate tricomplex generates a triresolution of
C∞ (Σ). The incompatibility between these two requirements is induced by
the fact that the complete description of the gauge orbits obtained by trip-
licating the gauge symmetries is not accompanied by the triplication of the
equations of motion. Then, as we cannot weaken the triresolution property,
we admit in change that the Koszul-Tate operators are not entirely repro-
duced by means of the antibrackets, or, in other words, we expect that these
differentials decompose in a canonical and a noncanonical part.
The boundary conditions (54) allow us to write δ = δ1 + δ2 + δ3 on
the polynomial algebra A′ generated by the antifields
(
Φ
∗(a)
A
)
a=1,2,3
, with
coefficients from C∞ (I), where I is the space of all field histories. Initially,
(δa)a=1,2,3 are defined on the generators of A
′ through
δaΦ
∗(b)
α0
=
(
Φ∗(b)α0 , S
)
a
∣∣∣
ghosts=0
= −δab
δLS0
δΦα0
, (55)
δaη
∗(b)
cα1
=
(
η∗(b)cα1 , S
)
a
∣∣∣
ghosts=0
= (−)ǫα1 δabΦ
∗(c)
α0
Zα0α1 , (56)
δaπ
∗(b)
cα1
=
(
π∗(b)cα1 , S
)
a
∣∣∣
ghosts=0
= (−)ǫα1+1 δabεcdeη
∗(d)
eα1
, (57)
δaλ
∗(b)
α1
=
(
λ∗(b)α1 , S
)
a
∣∣∣
ghosts=0
= (−)ǫα1+1 δabπ
∗(d)
dα1
, (58)
and they obviously respect the grading properties: trires (δ1) = (−1, 0, 0),
trires (δ2) = (0,−1, 0), trires (δ3) = (0, 0,−1), res (δ) = res (δa) = −1. How-
ever, there appear two major problems linked to the above definitions. First
of all, δ is not a differential as δ2 fails to vanish on the antifields π∗(b)cα1 and
λ∗(b)α1 . Moreover, δ cannot realize a resolution of C
∞ (Σ), and (δa)a=1,2,3 also
cannot determine a triresolution of the same algebra, as long as there appear
nontrivial co-cycles at positive resolution degrees. Indeed, Φ
∗(2)
A and Φ
∗(3)
A
are co-cycles for δ1, Φ
∗(1)
A and Φ
∗(3)
A for δ2, Φ
∗(1)
A and Φ
∗(2)
A for δ3, while all
Φ
∗(1)
A − Φ
∗(2)
A , Φ
∗(2)
A − Φ
∗(3)
A and Φ
∗(3)
A − Φ
∗(1)
A are nontrivial co-cycles for δ.
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An appropriate way to remedy both inconveniences is to add some new
variables in the antifield sector, such that all the above co-cycles become
trivial, and then modify the actions of the Koszul-Tate operators on π∗(b)cα1
and λ∗(b)α1 in such a way that they become nilpotent. Analysing the structure
and the resolution tridegrees of the nontrivial co-cycles mentioned before, it
looks that we need to introduce three such new variables (bar variables) for
each triplet of antifields(
Φ
∗(1)
A ,Φ
∗(2)
A ,Φ
∗(3)
A
)
→
(
Φ¯
(1)
A , Φ¯
(2)
A , Φ¯
(3)
A
)
, (59)
with the properties
ǫ
(
Φ¯
(a)
A
)
= ǫ
(
Φ
∗(a)
A
)
+ 1 = ǫ
(
ΦA
)
, a = 1, 2, 3, (60)
trires
(
Φ¯
(1)
A
)
=
(
gh1
(
ΦA
)
, gh2
(
ΦA
)
+ 1, gh3
(
ΦA
)
+ 1
)
, (61)
trires
(
Φ¯
(2)
A
)
=
(
gh1
(
ΦA
)
+ 1, gh2
(
ΦA
)
, gh3
(
ΦA
)
+ 1
)
, (62)
trires
(
Φ¯
(3)
A
)
=
(
gh1
(
ΦA
)
+ 1, gh2
(
ΦA
)
+ 1, gh3
(
ΦA
))
, (63)
(which further induce that trigh
(
Φ¯
(a)
A
)
= −trires
(
Φ¯
(a)
A
)
, and res
(
Φ¯
(a)
A
)
=
tgh
(
ΦA
)
+ 2 = −tgh
(
Φ¯
(a)
A
)
), and on which (δa)a=1,2,3 act like
δaΦ¯
(b)
A = (−)
ǫ(ΦA) εabcΦ
∗(c)
A , (64)
where the phase-factor in (64) was chosen for convenience. More precisely,
the bar variables and their properties are expressed by
[0,1,1]
Φ¯
(1)
α0
,
[1,0,1]
Φ¯
(2)
α0
,
[1,1,0]
Φ¯
(3)
α0
,
[1,1,1]
η¯
(1)
1α1
,
[2,0,1]
η¯
(2)
1α1
,
[2,1,0]
η¯
(3)
1α1
, (65)
[0,2,1]
η¯
(1)
2α1
,
[1,1,1]
η¯
(2)
2α1
,
[1,2,0]
η¯
(3)
2α1
,
[0,1,2]
η¯
(1)
3α1
,
[1,0,2]
η¯
(2)
3α1
,
[1,1,1]
η¯
(3)
3α1
, (66)
[0,2,2]
π¯
(1)
1α1
,
[1,1,2]
π¯
(2)
1α1
,
[1,2,1]
π¯
(3)
1α1
,
[1,1,2]
π¯
(1)
2α1
,
[2,0,2]
π¯
(2)
2α1
,
[2,1,1]
π¯
(3)
2α1
, (67)
[1,2,1]
π¯
(1)
3α1
,
[2,1,1]
π¯
(2)
3α1
,
[2,2,0]
π¯
(3)
3α1
,
[1,2,2]
λ¯
(1)
α1
,
[2,1,2]
λ¯
(2)
α1
,
[2,2,1]
λ¯
(3)
α1
, (68)
while the definitions of δa acting on them read as
δaΦ¯
(b)
α0
= (−)ǫα0 εabcΦ
∗(c)
α0
, δaη¯
(b)
dα1
= (−)ǫα1+1 εabcη
∗(c)
dα1
, (69)
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δaπ¯
(b)
dα1
= (−)ǫα1 εabcπ
∗(c)
dα1
, δaλ¯
(b)
α1
= (−)ǫα1+1 εabcλ
∗(c)
α1
. (70)
On account of (69–70), we change the definitions (57–58) like
δaπ
∗(b)
cα1
= (−)ǫα1+1 δab
(
εcdeη
∗(d)
eα1
+ Φ¯(c)α0Z
α0
α1
)
, (71)
δaλ
∗(b)
α1
= (−)ǫα1+1 δab
(
π
∗(d)
dα1
+ η¯
(d)
dα1
)
. (72)
At this stage, one can see that we have removed all the initial nontrivial
co-cycles from the homologies of δa and δ, and implemented the nilpotency
on the antifields π∗(b)cα1 . In the meantime, we have also created new nontrivial
co-cycles (Φ¯
(a)
A respectively in the homologies of δa, and Φ¯
(1)
A + Φ¯
(2)
A + Φ¯
(3)
A in
that of δ), and have not yet restored the nilpotency on the generators λ∗(b)α1 .
In view of this, the next step will be to still enlarge the antifield spectrum
by some supplementary variables (tilde variables), one for each triplet of bar
variables (
Φ¯
(1)
A , Φ¯
(2)
A , Φ¯
(3)
A
)
→ Φ˜A, (73)
with the properties
ǫ
(
Φ˜A
)
= ǫ
(
Φ¯
(a)
A
)
+ 1 = ǫ
(
ΦA
)
+ 1, (74)
trires
(
Φ˜A
)
=
(
gh1
(
ΦA
)
+ 1, gh2
(
ΦA
)
+ 1, gh3
(
ΦA
)
+ 1
)
, (75)
or, equivalently,
[1,1,1]
Φ˜ α0 ,
[2,1,1]
η˜ 1α1 ,
[1,2,1]
η˜ 2α1 ,
[1,1,2]
η˜ 3α1 , (76)
[1,2,2]
π˜ 1α1 ,
[2,1,2]
π˜ 2α1 ,
[2,2,1]
π˜ 3α1 ,
[2,2,2]
λ˜ α1 . (77)
We define the actions of δa on the tilde variables through
δaΦ˜A = (−)
ǫ(ΦA)+1 Φ¯
(a)
A , (78)
hence
δaΦ˜α0 = (−)
ǫα0+1 Φ¯(a)α0 , δaη˜bα1 = (−)
ǫα1 η¯
(a)
bα1
, (79)
δaπ˜bα1 = (−)
ǫα1+1 π¯
(a)
bα1
, δaλ˜α1 = (−)
ǫα1 λ¯(a)α1 , (80)
and adjust the definitions (72) as
δaλ
∗(b)
α1
= (−)ǫα1+1 δab
(
π
∗(d)
dα1
+ η¯
(d)
dα1
− Φ˜α0Z
α0
α1
)
. (81)
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In this manner, we removed all nontrivial co-cycles at positive triresolution
and resolution degrees from the homologies of δa and δ, and, meanwhile,
recovered the nilpotency of δ.
In consequence, the total Koszul-Tate operator splits as
δ = δcan + V, (82)
with res (δ) = res (δcan) = res (V ) = −1, where δcan gives the part from δ
inferred via a canonical action, and the operator V acts only on the bar and
tilde variables
V = V¯ + V˜ . (83)
Taking into account the relation δ = δ1 + δ2 + δ3 and the trigraduation, we
have that
δa = δcana + Va, a = 1, 2, 3, (84)
Va = V¯a + V˜a, a = 1, 2, 3, (85)
δcana• = (•, S)a|ghosts=0 , (86)
V¯a• = (−)
ǫ(ΦA) εabcΦ
∗(c)
A
δR•
δΦ¯
(b)
A
, V˜a• = (−)
ǫ(ΦA)+1 Φ¯
(a)
A
δR•
δΦ˜A
, (87)
hence
trires (V1) = trires
(
V¯1
)
= trires
(
V˜1
)
= (−1, 0, 0) = −trigh (V1) , (88)
trires (V2) = trires
(
V¯2
)
= trires
(
V˜2
)
= (0,−1, 0) = −trigh (V2) , (89)
trires (V3) = trires
(
V¯3
)
= trires
(
V˜3
)
= (0, 0,−1) = −trigh (V3) . (90)
Under these circumstances, it can be shown that (δ1, δ2, δ3,A
′) indeed realizes
a triresolution of C∞ (Σ), where the correct A′ is given by the polynomial
algebra in the generators
(
Φ
∗(a)
A , Φ¯
(a)
A , Φ˜A
)
, with coefficients from C∞ (I), and
the actions of the three Koszul-Tate differentials are defined with the help of
the relations (55–56), (69–71) and (79–81). Consequently, the simple complex
(δ,A′) graded in terms of total resolution degree, res, furnishes a resolution
of C∞ (Σ). In conclusion, we had to give up the canonical action of the
Koszul-Tate differentials in favour of constructing a true triresolution of the
algebra C∞ (Σ). Some of the most important properties of the triresolutions,
which will be used in the sequel at the proof of the existence of S, are given
in Appendix A.
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The modification of the canonical part of δa like in (71) and (81) attracts
a change in the boundary conditions for S
S = S0 [Φ
α0 ] + Φ∗(a)α0 Z
α0
α1
ηα1a +
(
εabcη
∗(a)
bα1
+ Φ¯(c)α0Z
α0
α1
)
πα1c −(
π∗(a)aα1 + η¯
(a)
aα1
− Φ˜α0Z
α0
α1
)
λα1 + · · · . (91)
6 Extended classical master equation
Once we have determined the extended exterior longitudinal tricomplex and
realized a triresolution of C∞ (Σ), we are able to identify the algebra A with
the polynomial algebra
A = C
[
Φ
∗(a)
A , Φ¯
(a)
A , Φ˜A
]
⊗ C∞ (I)⊗C
[
ΦA
]
, (92)
trigraded now in terms of the ghost tridegree trigh = (gh1, gh2, gh3). We
extend the actions of δa on the fields and ghosts by requiring that
δaΦ
A = 0, a = 1, 2, 3, (93)
which ensures that trigh (δ1) = (1, 0, 0), trigh (δ2) = (0, 1, 0), trigh (δ3) =
(0, 0, 1) and tgh (δa) = tgh (δ) = 1. Now, we have to show that there exist
three nilpotent operators sa : A → A, such that (s1, s2, s3,A) is a triple
complex trigraded by trigh, and the extended BRST differential s = s1 +
s2 + s3 starts like δ + D + · · ·, where the supplementary terms are chosen
such that s2 = 0. Combining these results with those of the standard BRST
formalism, we are led to the construction of the generator S with tgh (S) = 0,
such that
s• = (•, S) + V •, (94)
where (, ) = (, )1 + (, )2 + (, )3. Demanding the nilpotency of s, we are led to
solving the classical master equation of the Lagrangian Sp(3) formalism
1
2
(S, S) + V S = 0, (95)
on account of the Jacobi identity for the antibracket and of the fact that V
behaves like a derivation with respect to the total antibracket. Following the
usual rules of homological perturbation theory, the equation (95) is equivalent
to the tower of equations
δ
[k+1]
S =
[k]
D
[
[0]
S, · · · ,
[k]
S
]
, k ≥ 0, (96)
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where
S =
∞∑
p=0
[p]
S, res
(
[p]
S
)
= p, tgh
(
[p]
S
)
= 0, (97)
while the boundary conditions on S are (see (91))
[0]
S= S0 [Φ
α0 ] ,
[1]
S= Φ
∗(a)
α0
Zα0α1η
α1
a , (98)
[2]
S=
(
εabcη
∗(a)
bα1
+ Φ¯(c)α0Z
α0
α1
)
πα1c + · · · , (99)
[3]
S= −
(
π∗(a)aα1 + η¯
(a)
aα1
− Φ˜α0Z
α0
α1
)
λα1 + · · · . (100)
Equations (96) are nothing but the equations of the standard BRST theory,
so the proof of the existence of their solutions is well-known. Indeed, it is
enough to prove that
[k]
D is δ-closed for k ≥ 1 in order to prove that the
equations (96) possess solutions (
[0]
S and
[1]
S are purely boundary terms, so
they are completely expressed by (98)). On the other hand, the δ-closure
of
[k]
D results from the Jacobi identity for the total antibracket, so equations
(96) possess solutions. Thus, the only matter to be dealt with remains the
proof of the fact that s splits in precisely three pieces, s = s1 + s2 + s3, of
ghost tridegrees (1, 0, 0), (0, 1, 0), respectively, (0, 0, 1), or, equivalently, that
S is of ghost tridegree (0, 0, 0).
Definition 1 Let F ∈ A. If F satisfies tgh (F ) = l > 0 (respectively,
tgh (F ) = l ≥ 0), then F is said to be of positive ghost tridegree (respectively,
nonnegative ghost tridegree) if it can be decomposed as
F =
∑
i+j+k=l
(i,j,k)
F , (101)
where i ≥ 0, j ≥ 0 and k ≥ 0. (We understand that by virtue of the
above notation one has trigh
(i,j,k)
F = (i, j, k).) Then, it is easy to see that
the subset of A provided by the polynomials in the ghosts and antifields with
coefficients from C∞ (I) of positive ghost tridegree (respectively, nonnegative
ghost tridegree) is a subalgebra, to be denoted by A++ (respectively, A+). In
particular, we have that A++ ⊂ A+.
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Next, we prove a positivity theorem, that will be useful in the sequel.
Theorem 1 (positivity theorem) Let F ∈ A++ be such that res (F ) = m > 0
and δF = 0. Then, there exists P ∈ A+ such that δP = F .
Proof. We consider the component
{i,j,k};[p,q,r]
F of F with the proper-
ties trideg
(
{i,j,k};[p,q,r]
F
)
= (i, j, k) and trires
(
{i,j,k};[p,q,r]
F
)
= (p, q, r). The
assumption res (F ) = m allows us to write that
F =
∑
i,j,k

 ∑
p+q+r=m
{i,j,k};[p,q,r]
F

 . (102)
The condition δF = 0 implies that
δ

 ∑
p+q+r=m
{i,j,k};[p,q,r]
F

 = 0, (103)
for every fixed triplet (i, j, k), while the condition F ∈ A++ ensures that
in the last sum appear only terms with p ≤ i, q ≤ j and r ≤ k, where
i + j + k > m. Then, it follows that we are in the conditions of Theorem 4
(see the Appendix A), which enables us to state that there exists an element
{i,j,k}
P with trideg
(
{i,j,k}
P
)
= (i, j, k) and res
{i,j,k}
P = m+ 1, such that
∑
p+q+r=m
{i,j,k};[p,q,r]
F = δ
(
{i,j,k}
P
)
, (104)
which can be represented like
{i,j,k}
P =
∑
p¯+q¯+r¯=m+1
{i,j,k};[p¯,q¯,r¯]
P , (105)
where in the last sum are involved only terms with p¯ ≤ i, q¯ ≤ j and r¯ ≤ k,
such that the total ghost degree of every subcomponent is i+j+k−m−1 ≥ 0
as i+j+k > m, which shows that
{i,j,k}
P ∈ A+. Consequently, (102) and (104)
show that we have
F = δP, (106)
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with
P =
∑
i,j,k
{i,j,k}
P , (107)
where P ∈ A+. This proves the theorem.
In terms of the notions introduced in the above, we can equivalently
reformulate the property that S is of ghost tridegree (0, 0, 0) like S ∈ A+.
Indeed, if
(l,m,n)
S denotes the component of S with trigh
(
(l,m,n)
S
)
= (l, m, n),
then the condition tgh (S) = 0 implies that l + m + n = 0, while S ∈ A+
gives that l ≥ 0, m ≥ 0, n ≥ 0, which ensures that indeed l = 0, m = 0,
n = 0, hence trigh (S) = (0, 0, 0). This equivalent property is proved by the
next theorem.
Theorem 2 Let S be a solution of the classical master equation (95). Then,
S may be chosen of nonnegative ghost tridegree, S ∈ A+.
Proof. We develop S according to the total resolution degree like in (97).
Suppose that
[p]
S is of nonnegative ghost tridegree for p ≤ k. Then, we have
to prove that
[k+1]
S may be chosen to be of nonnegative ghost tridegree. As
we have seen, the equation (95) is equivalent to the family (96). (We are
only interested in the equations with k > 0, as
[0]
S and
[1]
S are purely boundary
terms, completely given by (98), and they obviously display nonnegative
ghost tridegrees.) The explicit form of
[k]
D is given by
[k]
D
[
[0]
S, · · · ,
[k]
S
]
= −
1
2

 k∑
m=1
(
[m]
S ,
[k−m+1]
S
)
(Φ,Φ∗)
+
k∑
m=2
(
[m]
S ,
[k−m+2]
S
)
(η,η∗)
+
k∑
m=3
(
[m]
S ,
[k−m+3]
S
)
(π,π∗)
+
k∑
m=4
(
[m]
S ,
[k−m+4]
S
)
(λ,λ∗)

 , (108)
where (, )(Φ,Φ∗) represents the total antibracket constructed with respect to
the fields Φα0 and their antifields, (, )(η,η∗) is the total antibracket involving
only the ghosts ηα1a and their antifields, and so on. On account of the prop-
erties of the total antibracket, it is easy to see that in the right hand-side of
(108) appear only components fromA++, hence
[k]
D∈ A++. Indeed, let us con-
sider a more general term of the type
(
[p]
S,
[q]
S
)
, with p ≤ k, q ≤ k, where (, )
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signifies the total antibracket with respect to all pairs field(ghost)/antifield.
Then, as by assumption
[p]
S and
[q]
S are of nonnegative ghost tridegree, while
the possible ghost tridegrees of the total antibracket are (1, 0, 0), (0, 1, 0) or
(0, 0, 1), it follows that
(
[p]
S,
[q]
S
)
is of positive ghost tridegree. Thus, the right
hand-side of the equation (96) is of positive ghost tridegree. On the other
hand, δ
[k]
D= 0 (k > 0), such that we are in the conditions of the positivity
theorem. So, there exists
[k+1]
S such that δ
[k+1]
S =
[k]
D, and, moreover,
[k+1]
S is of
nonnegative ghost tridegree,
[k+1]
S ∈ A+. This ends the proof.
As a consequence of the above theorem, we have that indeed trigh (S) =
(0, 0, 0), which shows that s splits precisely into three pieces (sa)a=1,2,3, of
ghost tridegrees (1, 0, 0), (0, 1, 0), respectively, (0, 0, 1). Moreover, we have
that the classical master equation of the Sp(3) formalism (95) is equivalent
to three equations corresponding to the three different antibrackets
1
2
(S, S)a + VaS = 0, a = 1, 2, 3. (109)
In this way, we have shown that there exists a generator of the Lagrangian
BRST Sp (3) symmetry, and hence this symmetry can be constructed for
any (irreducible) gauge theory. However, on the one hand, the generator S
is neither s1, nor s2, nor s3 invariant. On the other hand, we need to infer
a proper gauge-fixed action that can be used in the path integral, which is
sa-invariant. In this light, we expose in the sequel a gauge-fixing procedure
that implements the sa-invariances of the gauge-fixed action and presents
in addition the desirable feature of ensuring a direct equivalence with the
standard antibracket-antifield BRST formalism.
7 Gauge-fixing procedure
We begin by restoring an anticanonical structure for all the variables (and,
in particular, for the bar and tilde ones) for bringing the classical master
equation of the BRST Sp(3) formalism to a more familiar form. In view of
this, we focus for the moment on a single antibracket, for example on the first
one, and forget about the other two, (, )2 and (, )3. In order to preserve the
tricanonical structure, we cannot declare the existing variables, excepting ΦA
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and Φ
∗(1)
A , conjugated in the first antibracket. This is why we need to extend
the algebra of the BRST Sp(3) tricomplex A by adding the variables
(
ρA2 , ρ
A
3 , κ
A
1 , µ
A
2 , µ
A
3 , ν
A
1
)
, (110)
with the properties
ǫ
(
ρA2
)
= ǫ
(
ρA3
)
= ǫ
(
νA1
)
= ǫ
(
ΦA
)
, (111)
ǫ
(
κA1
)
= ǫ
(
µA2
)
= ǫ
(
µA3
)
= ǫ
(
ΦA
)
+ 1, (112)
trigh
(
ρA2
)
=
(
gh1Φ
A − 1, gh2Φ
A, gh3Φ
A + 1
)
, (113)
trigh
(
ρA3
)
=
(
gh1Φ
A − 1, gh2Φ
A + 1, gh3Φ
A
)
, (114)
trigh
(
νA1
)
=
(
gh1Φ
A, gh2Φ
A + 1, gh3Φ
A + 1
)
, (115)
trigh
(
κA1
)
=
(
gh1Φ
A − 1, gh2Φ
A + 1, gh3Φ
A + 1
)
, (116)
trigh
(
µA2
)
=
(
gh1Φ
A, gh2Φ
A + 1, gh3Φ
A
)
, (117)
trigh
(
µA3
)
=
(
gh1Φ
A, gh2Φ
A, gh3Φ
A + 1
)
, (118)(
Φ
∗(3)
A , ρ
B
2
)
1
= δBA ,
(
ρA3 ,Φ
∗(2)
B
)
1
= δAB,
(
Φ¯
(1)
A , κ
B
1
)
1
= δBA , (119)(
µA3 , Φ¯
(2)
B
)
1
= δAB,
(
Φ¯
(3)
A , µ
B
2
)
1
= δBA ,
(
νA1 , Φ˜B
)
1
= δAB. (120)
So, if S is solution to the equation (95), then
S1 = S + Φ
∗(2)
A µ
A
2 + Φ
∗(3)
A µ
A
3 + Φ¯
(1)
A ν
A
1 , (121)
satisfies the equation
(S1, S1)1 = 0, (122)
which is nothing but the standard classical master equation in the first an-
tibracket. As a consequence, we can apply the gauge-fixing procedure from
the standard antibracket-antifield approach. In view of this, we have to
choose a certain fermionic functional ψ1 that depends on half of the variables
from the enlarged BRST tricomplex, and eliminate the other half with its
help. We notice that, according to the fundamental antibrackets (119–120)
and
(
ΦA,Φ
∗(1)
B
)
1
= δAB, the variables Φ
A, Φ
∗(3)
A , ρ
A
3 , Φ¯
(1)
A , µ
A
3 , Φ¯
(3)
A and ν
A
1 are
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regarded as ‘fields’, while Φ
∗(1)
A , ρ
A
2 , Φ
∗(2)
A , κ
A
1 , Φ¯
(2)
A , µ
A
2 and Φ˜A are viewed like
their corresponding ‘antifields’. We choose to eliminate the variables Φ
∗(1)
A ,
ρA2 , ρ
A
3 , κ
A
1 , Φ¯
(2)
A , Φ¯
(3)
A and Φ˜A, and, moreover, to take the fermion ψ1 such as
to implement the gauge-fixing conditions
ρA2 = ρ
A
3 = κ
A
1 = 0. (123)
Then, we have to take ψ1 not to depend on the variables conjugated to those
appearing in (123), namely, Φ
∗(3)
A , Φ
∗(2)
A and Φ¯
(1)
A , but only on the remaining
ones, i.e., ΦA, µA2 , µ
A
3 and ν
A
1 . (The variables are eliminated from the theory
with the aid of the well-known relations antifield = δ
Lψ1
δ(field)
, field = − δ
Lψ1
δ(antifield)
,
where it is understood that the ‘field’ is conjugated to the corresponding
‘antifield’ in the first antibracket.) In view of this, we take ψ1 of the form
ψ1 = (−)
1+ǫ(ΦB)(ǫ(ΦA)+1) δ
2Lψ
[
ΦA
]
δΦAδΦB
µA3 µ
B
2 +
δLψ
[
ΦA
]
δΦA
νA1 , (124)
where ψ
[
ΦA
]
is an arbitrary fermionic functional involving only the fields
and ghosts. From (124) we find the gauge-fixing conditions (123), as well as
Φ
∗(1)
A = (−)
1+ǫ(ΦC)(ǫ(ΦB)+1) δ
3Lψ
δΦAδΦBδΦC
µB3 µ
C
2 +
δ2Lψ
δΦAδΦB
νB1 ≡ fA (Φ, µ, ν) ,
(125)
Φ¯
(2)
A = (−)
ǫ(ΦA) δ
2Lψ
δΦAδΦB
µB2 ≡ g2A (Φ, µ) , (126)
Φ¯
(3)
A = (−)
ǫ(ΦA) δ
2Lψ
δΦAδΦB
µB3 ≡ g3A (Φ, µ) , (127)
Φ˜A =
δLψ
δΦA
≡ hA (Φ) , (128)
such that the gauge-fixed action will be given by
S1ψ
[
ΦA,Φ
∗(2)
A ,Φ
∗(3)
A , Φ¯
(1)
A , µ
A
2 , µ
A
3 , ν
A
1
]
=
S
[
ΦA,Φ
∗(1)
A = fA,Φ
∗(2)
A ,Φ
∗(3)
A , Φ¯
(1)
A , Φ¯
(2)
A = g2A, Φ¯
(3)
A = g3A, Φ˜A = hA
]
+
Φ
∗(2)
A µ
A
2 + Φ
∗(3)
A µ
A
3 + Φ¯
(1)
A ν
A
1 . (129)
In consequence, after applying the gauge-fixing procedure, we have reached
the gauge-fixed action (129). Moreover, it can be simply shown that it leads
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to an effective action which is sa-invariant, and that can be further used in
the path integral. Although correct, the gauge-fixing procedure developed so
far is not completely satisfactory in a sense that will be made clear below. Let
us consider the simple case of an abelian gauge algebra with gauge generators
Zα0α1 independent of the fields, such that ǫα0 = ǫα1 . In this case, the solution
to the master equation (122) is completely given by (121), where S is entirely
expressed by the boundary conditions (91). We take a gauge-fixing fermion
ψ that is quadratic in the fields ΦA. From (125–128) it follows that the
functions fA, g2A and g3A will not involve the Φ
A’s, while hA are linear
in ΦA. Then, hA induces in the gauge-fixed action the term hα1
(
ΦA
)
λα1 .
Because ǫ
(
hα1
(
ΦA
))
= ǫα1 +1 = ǫα0 +1, and hα1 are linear in Φ
A, it results
that hα1 cannot depend on the original fields, Φ
α0 (as ǫ (Φα0) = ǫα0). This
means that at the level of the gauge-fixed action (129) the only dependence
of the original fields appears in the original Lagrangian action itself, hence
the gauge-fixed action is degenerate (due to the gauge invariances (2)). Thus,
in order to infer a correct gauge-fixed action we must take ψ at least cubic
in the ΦA’s. Now, we assume that ψ is cubic in the ΦA’s. In this situation,
from (125–128) we observe that the functions fA, g2A, g3A and hA will depend
in general on Φα0 , being quadratic in the variables they involve, such that
they will induce within the gauge-fixed action (129) a dependence of Φα0
that is manifested through interaction terms that are cubic in the various
variables. In conclusion, the gauge-fixed action cannot contain a gauge-
fixing term of the type bα1fα1 (Φ
α0), where fα1 (Φ
α0) = 0 signify the gauge
conditions on the original fields. This fact represents an inconvenient because
the presence of such a term is necessary for a proper relationship with the
standard antibracket-antifield formalism.
In order to surpass this inconvenient, we proceed as follows. We introduce
the purely gauge fields ϕα1 (that do not enter the original action) with the
gauge invariances δξϕ
α1 = ξα1 , where the gauge parameters ξα1 have statistics
opposite to that of the gauge conditions fα1 (Φ
α0), hence we have
ǫ (ϕα1) = ǫ (ξα1) = ǫ (fα1) + 1. (130)
According to the general theory exposed in section 4, we introduce the ad-
ditional ghost sector
(
(1,0,0)
C
α1
1 ,
(0,1,0)
C
α1
2 ,
(0,0,1)
C
α1
3 ,
(0,1,1)
p
α1
1 ,
(1,0,1)
p
α1
2 ,
(1,1,0)
p
α1
3 ,
(1,1,1)
l
α1
)
, (131)
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displaying the Grassmann parities
ǫ (Cα1a ) = ǫ (l
α1) = ǫ (fα1) , ǫ (p
α1
a ) = ǫ (fα1) + 1, a = 1, 2, 3. (132)
For notational simplicity, we make the collective notation
ϕI = (ϕα1 , Cα1a , p
α1
a , l
α1) . (133)
Thus, as explained in sections 4 and 5, the antifield spectrum will contain
the variables (
ϕ
∗(a)
I , ϕ¯
(a)
I , ϕ˜I
)
, a = 1, 2, 3, (134)
whose properties result from the general formulas (43–46), (60–63) and (74–
75) adapted to the additional field/ghost spectrum. As the sector correspond-
ing to the new fields does not interfere in any point with the original one,
the solution to the master equation of the BRST Sp(3) formalism associated
with the overall gauge theory will be
S¯ = S + ϕ∗(a)α1 C
α1
a +
(
εabcC
∗(a)
bα1
+ ϕ¯(c)α1
)
pα1c −
(
p∗(a)aα1 + C¯
(a)
aα1
− ϕ˜α1
)
lα1 . (135)
Now, we reprise the gauge-fixing procedure exposed in the above, but with re-
spect to the larger gauge theory. We give up the second and third antibrack-
ets, and introduce the variables
(
rI2, r
I
3, k
I
1, m
I
2, m
I
3, n
I
1
)
with the properties
respectively of the type (111–120). Subsequently, we pass to the functional
S¯1 = S¯ + Φ
∗(2)
A µ
A
2 + Φ
∗(3)
A µ
A
3 + Φ¯
(1)
A ν
A
1 + ϕ
∗(2)
I m
I
2 + ϕ
∗(3)
I m
I
3 + ϕ¯
(1)
I n
I
1, (136)
which is of course solution to the standard classical master equation in the
first antibracket,
(
S¯1, S¯1
)
1
= 0. Now, we have to choose a fermionic func-
tional ψ¯1, with the help of which we eliminate half of the variables in favour
of the other half. We act like before, and eliminate, besides Φ
∗(1)
A , ρ
A
2 , ρ
A
3 ,
κA1 , Φ¯
(2)
A , Φ¯
(3)
A and Φ˜A, also the variables ϕ
∗(1)
I , r
I
2, r
I
3, k
I
1, ϕ¯
(2)
I , ϕ¯
(3)
I and ϕ˜I
via the gauge-fixing conditions (123) together with
rI2 = r
I
3 = k
I
1 = 0. (137)
This can be done through
ψ¯1 = (−)
1+ǫ(ΦΛ)(ǫ(Φ∆)+1) δ
2Lψ¯′
[
Φ∆
]
δΦ∆δΦΛ
µ∆3 µ
Λ
2 +
δLψ¯′
[
Φ∆
]
δΦ∆
ν∆1 , (138)
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where the fermionic functional ψ¯′ depends only on Φ∆ =
(
ΦA, ϕI
)
. Also, we
employed the notations µ∆2 =
(
µA2 , m
I
2
)
, µ∆3 =
(
µA3 , m
I
3
)
, ν∆1 =
(
νA1 , n
I
1
)
. In
order to implement some linear gauge conditions, we take the functional ψ¯′
of the special form
ψ¯′ = ψ¯
[
Φ∆
]
+ ϕα1fα1 (Φ
α0) , (139)
where fα1 (Φ
α0) is linear in the fields Φα0 . The elimination process gives, at
the level of the larger gauge theory, some relations of the type (125–128),
with A, B, C replaced by ∆, ∆′, ∆′′, and ψ by ψ¯′. We remark that the
elimination of the variables connected with the fields Φα0 and ϕα1 produces
the terms
Φ∗(1)α0 = Nα1α0n
α1
1 + · · · , ϕ
∗(1)
α1
= (−)ǫα0(ǫ(fα1)+1)Nα1α0ν
α0
1 + · · · , (140)
Φ¯(2)α0 = (−)
ǫα0 Nα1α0m
α1
2 + · · · , ϕ¯
(2)
α1
= (−)(ǫα0+1)(ǫ(fα1)+1)Nα1α0µ
α0
2 + · · · ,
(141)
Φ¯(3)α0 = (−)
ǫα0 Nα1α0m
α1
3 + · · · , ϕ¯
(3)
α1
= (−)(ǫα0+1)(ǫ(fα1)+1)Nα1α0µ
α0
3 + · · · ,
(142)
Φ˜α0 = Nα1α0ϕ
α1 + · · · , ϕ˜α1 = fα1 (Φ
α0) + · · · , (143)
where Nα1α0 =
δLfα1
δΦα0
.
The gauge-fixed action S¯1ψ¯′
[
Φ∆,Φ
∗(2)
∆ ,Φ
∗(3)
∆ , Φ¯
(1)
∆ , µ
∆
2 , µ
∆
3 , ν
∆
1
]
will be con-
structed from (136) where we eliminate some of the ‘fields’ and ‘antifields’
with the help of the expressions resulting from ψ¯′, such that the path integral
can be written as
Zψ¯′ =
∫
DΦ∆DΦ
∗(2)
∆ DΦ
∗(3)
∆ DΦ¯
(1)
∆ Dµ
∆
2 Dµ
∆
3 Dν
∆
1 exp
(
iS¯1ψ¯′
)
, (144)
being understood that Φ
∗(a)
∆ =
(
Φ
∗(a)
A , ϕ
∗(a)
I
)
, Φ¯
(a)
∆ =
(
Φ¯
(a)
A , ϕ¯
(a)
I
)
. If we take
ψ¯ not to depend on ϕα1 , Cα1a and p
α1
a , the latter relations in (143) yield the
term fα1 (Φ
α0) lα1 in the gauge-fixed action, which represents the standard
gauge-fixing term. The gauge-fixing procedure developed in relation with
the larger theory is more flexible. Excepting the fact that we can obtain a
standard gauge-fixing term, it is no longer necessary that ψ¯ is cubic in the
Φ∆’s as the term that fixes the gauge invariances of the original fields comes
now from the second piece in (139), so ψ¯ may be taken to be quadratic (see
also the example).
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Now, we define the effective action. This is obtained by enforcing the
gauge-fixing conditions directly in the solution S¯1 of the classical master
equation in the first antibracket with the help of some Lagrange multipliers
Seff = S¯1 +
(
Φ
∗(1)
∆ −
δLψ¯1
δΦ∆
)
µ∆1 +
(
Φ¯
(2)
∆ −
δLψ¯1
δµ∆3
)
ν∆2 +(
Φ¯
(3)
∆ +
δLψ¯1
δµ∆2
)
ν∆3 +
(
Φ˜∆ −
δLψ¯1
δν∆1
)
ω∆, (145)
where the Lagrange multipliers have the properties
µ∆1 =
(
µA1 , m
I
1
)
, ν∆2 =
(
νA2 , n
I
2
)
, ν∆3 =
(
νA3 , n
I
3
)
, ω∆ =
(
ωA, oI
)
, (146)
ǫ
(
µ∆1
)
= ǫ
(
ω∆
)
= ǫ
(
Φ∆
)
+ 1, ǫ
(
ν∆2
)
= ǫ
(
ν∆3
)
= ǫ
(
Φ∆
)
. (147)
Taking into account the formulas (138), (125–128) with A, B, C replaced by
∆, ∆′, ∆′′, and ψ by ψ¯′, we find that the effective action reads as
Seff = S¯ +
3∑
a=1
(
Φ
∗(a)
∆ µ
∆
a + Φ¯
(a)
∆ ν
∆
a
)
+
(
Φ˜∆ −
δLψ¯′
δΦ∆
)
ω∆ +
(−)
ǫ
(
Φ∆
′
)
δ3Lψ¯′
δΦ∆δΦ∆′δΦ∆′′
µ∆
′′
3 µ
∆′
2 µ
∆
1 −
δ2Lψ¯′
δΦ∆δΦ∆′
3∑
a=1
(
ν∆
′
a µ
∆
a
)
, (148)
so the corresponding path integral is of the type
Zeff =
∫
DΦ∆DΦ
∗(a)
∆ DΦ¯
(a)
∆ DΦ˜∆Dµ
∆
a Dν
∆
a Dω
∆ exp (iSeff) . (149)
If one integrates in Zeff over the auxiliary variables µ
∆
1 , ν
∆
2 , ν
∆
3 , ω
∆, Φ
∗(1)
∆ ,
Φ¯
(2)
∆ , Φ¯
(3)
∆ and Φ˜∆, one reobtains the path integral (144).
Let us work in the sequel with the second antibracket and forget about
the other two. In this case we need to introduce the variables
(
µ∆1 , µ
∆
3 , ν
∆
2
)
respectively conjugated in the second antibracket to
(
Φ¯
(3)
∆ , Φ¯
(1)
∆ , Φ˜∆
)
, and
work with the gauge-fixing fermion
ψ¯2 = (−)
1+ǫ(ΦΛ)(ǫ(Φ∆)+1) δ
2Lψ¯′
[
Φ∆
]
δΦ∆δΦΛ
µ∆1 µ
Λ
3 +
δLψ¯′
[
Φ∆
]
δΦ∆
ν∆2 , (150)
while the gauge-fixing conditions resulting from ψ¯2 are obtained with the
help of the same ψ¯′ like in (139), and will be enforced within the effective
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action through the Lagrange multipliers
(
µ∆2 , ν
∆
1 , ν
∆
3 , ω
∆
)
. Similarly, if we
focus on the third antibracket, then we add
(
µ∆1 , µ
∆
2 , ν
∆
3
)
, which are taken to
be conjugated in the third antibracket to
(
Φ¯
(2)
∆ , Φ¯
(1)
∆ , Φ˜∆
)
, and consider the
gauge-fixing fermion
ψ¯3 = (−)
1+ǫ(ΦΛ)(ǫ(Φ∆)+1) δ
2Lψ¯′
[
Φ∆
]
δΦ∆δΦΛ
µ∆2 µ
Λ
1 +
δLψ¯′
[
Φ∆
]
δΦ∆
ν∆3 . (151)
The consequent gauge-fixing conditions are implemented within the effective
action via the Lagrange multipliers
(
µ∆3 , ν
∆
1 , ν
∆
2 , ω
∆
)
. Thus, we can derive
the path integral (149) working with any of the antibrackets, so we conclude
that (149) is sa-invariant. This follows from the general properties of the
formalism developed until now. One can also check by direct computation
that the effective action (148) is invariant under the ‘gauge-fixed’ BRST
Sp(3) transformations
saΦ
∆ = (−)ǫ(Φ
∆) µ∆a , (152)
saΦ
∗(b)
∆ = δab
δRS¯
δΦ∆
, (153)
saΦ¯
(b)
∆ = εabcΦ
∗(c)
∆ , (154)
saΦ˜∆ = Φ¯
(a)
∆ , (155)
saµ
∆
b = (−)
ǫ(Φ∆) εabcν
∆
c , (156)
saν
∆
b = (−)
ǫ(Φ∆) δabω
∆, (157)
saω
∆ = 0, (158)
up to some ‘skew-symmetric’ combinations of equations of motion. In this
way, the announced aim, of obtaining an effective action that is sa-invariant,
has been accomplished. This completes our formalism.
8 Example
Let us exemplify the general theory developed so far. In order to emphasize
the key features of our method, we consider the simple case of abelian gauge
fields. We begin with the Lagrangian action
S0 [A
α] = −
1
4
∫
d4xFαβF
αβ, (159)
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invariant under the abelian and irreducible gauge transformations δεA
α =
∂αε, where Fαβ = ∂αAβ−∂βAα. The analogies between the general formalism
and this example are: α0 → α, Φ
α0 → Aα, α1 → 1, ε
α1 → ε, Zα0α1 → ∂
α.
According to the general ideas exposed in Section 3, we triplicate the gauge
parameters, and consider the second-stage reducible gauge transformations
δεA
α = ∂αε1 + ∂
αε2 + ∂
αε3. Then, the ghost spectrum reads as
(1,0,0)
η 1,
(0,1,0)
η 2,
(0,0,1)
η 3,
(0,1,1)
π 1,
(1,0,1)
π 2,
(1,1,0)
π 3,
(1,1,1)
λ , (160)
where
ǫ (ηa) = ǫ (λ) = 1, ǫ (πa) = 0, a = 1, 2, 3. (161)
The antifield spectrum and its properties result from the general line exposed
in sections 4 and 5. The solution to the classical master equation (95) of the
Sp(3) formalism reads as
S =
∫
d4x
(
−
1
4
FαβF
αβ + A∗(a)α ∂
αηa + εabcη
∗(a)
b πc+
A¯(c)α ∂
απc −
(
π∗(a)a + η¯
(a)
a
)
λ+ A˜α∂
αλ
)
, (162)
and it actually reduces to the boundary conditions (98–100).
Initially, we will fix the gauge without introducing the supplementary
fields ϕα1 . In view of this, we pass to the first antibracket and discard the
other two. Consequently, we need the additional variables (110) in order to
obtain that every variable has its conjugated in the first antibracket. Thus,
the solution S1 to the standard master equation in the first antibracket (122)
reads as
S1 = S +
∫
d4x
(
A∗(2)α µ
(A)α
2 +
3∑
a=1
(
η∗(2)a µ
(ηa)
2 + π
∗(2)
a µ
(πa)
2
)
+ λ∗(2)µ
(λ)
2 +
A∗(3)α µ
(A)α
3 +
3∑
a=1
(
η∗(3)a µ
(ηa)
3 + π
∗(3)
a µ
(πa)
3
)
+ λ∗(3)µ
(λ)
3 + A¯
(1)
α ν
(A)α
1 +
3∑
a=1
(
η¯(1)a ν
(ηa)
1 + π¯
(1)
a ν
(πa)
1
)
+ λ¯(1)ν
(λ)
1
)
, (163)
where we put an extra upper index for distinguishing between the various
types of µ’s and ν’s associated with different fields that carry the same index
A. We employ a gauge-fixing fermion of the type (124) for performing the
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gauge-fixing procedure. As we need to choose a definite form for the fermionic
functional ψ, let us examine a little bit the form of S1. The ‘gauge-fixing’
term for the electromagnetic field is yielded via the elimination of A˜α from
the term A˜α∂
αλ present into the solution S. Then, we have to put in ψ a
term that is at least quadratic in Aα, such that A˜α = δ
Lψ/δAα effectively
depends on Maxwell’s field. For definiteness, we choose this term to be
precisely quadratically, ψ ∼ AαAα. As ψ is fermionic, the term A
αAα should
be multiplied by a scalar fermionic ghost. There are actually four ghosts that
satisfy this requirement, namely, (ηa)a=1,2,3 and λ. As the ghost of ghost of
ghost λ is already implied in A˜α∂
αλ, we are tempted to take ψ ∼ AαAαλ for
forcing the couplings in the gauge-fixed action to involve less fields/ghosts. In
the meantime, we avoid other terms in ψ for not complicating unnecessarily
the gauge-fixed action. In conclusion, we try ψ under the form
ψ =
∫
d4x
(
1
2
AαAαλ
)
, (164)
with the help of which we infer (see formulas (125–128))
A∗(1)α = µ
(A)
3α µ
(λ)
2 − µ
(A)
2α µ
(λ)
3 + λν
(A)α
1 + Aαν
(λ)
1 , (165)
η
∗(1)
1 = η
∗(1)
2 = η
∗(1)
3 = π
∗(1)
1 = π
∗(1)
2 = π
∗(1)
3 = 0, (166)
λ∗(1) = −µ
(A)
3α µ
(A)α
2 + Aαν
(A)α
1 , A¯
(2)
α = λµ
(A)
2α + Aαµ
(λ)
2 , (167)
η¯
(2)
1 = η¯
(2)
2 = η¯
(2)
3 = π¯
(2)
1 = π¯
(2)
2 = π¯
(2)
3 = 0, (168)
λ¯(2) = −Aαµ
(A)α
2 , A¯
(3)
α = λµ
(A)
3α + Aαµ
(λ)
3 , (169)
η¯
(3)
1 = η¯
(3)
2 = η¯
(3)
3 = π¯
(3)
1 = π¯
(3)
2 = π¯
(3)
3 = 0, (170)
λ¯(3) = −Aαµ
(A)α
3 , A˜α = Aαλ, (171)
η˜1 = η˜2 = η˜3 = π˜1 = π˜2 = π˜3 = 0, λ˜ =
1
2
AαAα. (172)
Substituting the above relations in (163), we obtain a gauge-fixed action of
the type (129). Integrating in the resulting gauge-fixed path integral over
some auxiliary fields, we arrive at
Z1ψ =
∫
DAαDηaDπaDλ exp
(
iS ′1ψ
)
, (173)
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where
S ′1ψ =
∫
d4x
(
−
1
4
FαβF
αβ −
3∑
a=1
λ (∂απa) (∂
αηa) + λAα∂
αλ
)
. (174)
All the terms in the gauge-fixed action excluding those appearing in the
original Lagrangian action describe couplings of order three among fields
and ghosts. Now, it appears clearly that we cannot reach the familiar form
of the gauge-fixed action for Maxwell’s theory involving a term b∂αA
α that
enforces the Lorentz gauge condition ∂αA
α = 0, or a Gaussian term of the
type b
(
∂αA
α + 1
2
b
)
, where b is an auxiliary bosonic field.
In the sequel, we will fix the gauge following the more elaborated line
exposed in the final part of Section 7. We intend to implement the gauge-
fixing conditions fα1 (Φ
α0) = 0 → ∂αA
α = 0. In view of this, we add a
fermionic scalar field ϕ subject to the gauge transformation δξϕ = ξ. The
solution to the classical master equation of the Sp(3) BRST formalism for
the overall gauge theory has the form
S¯ = S +
∫
d4x
(
ϕ∗(a)Ca +
(
εabcC
∗(a)
b + ϕ¯
(c)
)
pc −
(
p∗(a)a + C¯
(a)
a − ϕ˜
)
l
)
,
(175)
(see (135) where the index α1 has been suppressed). In order to pass to the
solution of the master equation in the first antibracket, we enlarge the field
and antifield spectra with the fields of the type r, k, m and n, such that we
arrive at (see (136))
S¯1 = S¯ +
∫
d4x
(
A∗(2)α µ
(A)α
2 +
3∑
a=1
(
η∗(2)a µ
(ηa)
2 + π
∗(2)
a µ
(πa)
2
)
+ λ∗(2)µ
(λ)
2 +
A∗(3)α µ
(A)α
3 +
3∑
a=1
(
η∗(3)a µ
(ηa)
3 + π
∗(3)
a µ
(πa)
3
)
+ λ∗(3)µ
(λ)
3 + A¯
(1)
α ν
(A)α
1 +
3∑
a=1
(
η¯(1)a ν
(ηa)
1 + π¯
(1)
a ν
(πa)
1
)
+ λ¯(1)ν
(λ)
1 + ϕ
∗(2)m
(ϕ)
2 + l
∗(2)m
(l)
2 + ϕ
∗(3)m
(ϕ)
3 +
3∑
a=1
(
C∗(2)a m
(Ca)
2 + p
∗(2)
a m
(pa)
2
)
+
3∑
a=1
(
C∗(3)a m
(Ca)
3 + p
∗(3)
a m
(pa)
3
)
+
l∗(3)m
(l)
3 + ϕ¯
(1)n
(ϕ)
1 +
3∑
a=1
(
C¯(1)a n
(Ca)
1 + p¯
(1)
a n
(pa)
1
)
+ l¯(1)n
(l)
1
)
. (176)
The gauge-fixing process relies on the choice of a certain fermionic functional
of the type (138), with the fermion ψ¯′ like in (139). We take ψ¯
[
Φ∆
]
→
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∫
d4x
(
Aα∂αλ+
1
2
ϕl
)
and fα1 (Φ
α0)→ ∂αA
α, such that
ψ¯′ =
∫
d4x
(
Aα∂αλ+ ϕ
(
1
2
l + ∂αA
α
))
. (177)
Eliminating some ‘fields’ and ‘antifields’ from (176) with the help of (177), as
explained in Section 7, and further integrating in the resulting path integral
over some auxiliary variables, we finally deduce
Z1ψ¯′ =
∫
DAαDϕDηaDCaDπaDpaDλDl exp
(
iS¯ ′1ψ¯′
)
, (178)
where
S¯ ′1ψ¯′ =
∫
d4x
(
−
1
4
FαβF
αβ +
(
1
2
l + ∂αA
α
)
l − (∂αϕ) (∂
αλ) +
3∑
a=1
((∂αpa) (∂
αηa) + (∂
αCa) (∂απa))
)
. (179)
We observe that we were able to enforce a Gaussian term in the gauge-fixed
action, of the type
(
1
2
l + ∂αA
α
)
l, as the ghost of ghost of ghost l correspond-
ing to the supplementary scalar fermionic field ϕ is bosonic. If we want to
implement the Lorentz gauge-fixing condition ∂αA
α = 0, it is enough to dis-
card the term 1
2
ϕl from (177), obtaining thus S¯ ′1ψ¯′ without the term
1
2
(l)2.
In the meantime, we notice that ψ¯′ is quadratic in the fields, which was not
possible for a fermion of the type ψ (which must be at least cubic, see (164)).
Finally, we remark that the gauge-fixed action (179) bear the trace of the
triplication. Indeed, the terms (∂αpa) (∂
αηa) correspond to the triplication
of the gauge transformations, (∂απa) (∂
αCa) are associated with the induced
first-stage reducibility relations, while (∂αϕ) (∂
αλ) are correlated with the
second-stage reducibility relations. In this context, pa, Ca and ϕ play the
role of Lagrangian antighosts respectively coresponding to ηa, πa and λ. This
completes the analysis of the model under study.
9 Conclusion
To conclude with, in this paper we have shown that the Sp(3) BRST sym-
metry for irreducible theories can be developed in the antibracket-antifield
formulation by adapting the methods of homological perturbation theory.
32
The key point of our approach is the construction of a Koszul-Tate triresolu-
tion of the algebra of smooth functions defined on the stationary surface of
field equations, that allows us to apply a positivity-like theorem for triresolu-
tions. With the canonical generator of the Sp(3) BRST symmetry at hand,
we give a gauge-fixing procedure specific to the standard antibracket-antifield
formalism, that leads to an effective action which is sa-invariant. The general
procedure is finally applied on abelian gauge fields.
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A Appendix: basic properties of triresolu-
tions
Definition 2 Let A0 be an algebra and A
′ be a trigraded algebra with the
tridegree called resolution tridegree, trires = (res1, res2, res3), where all resa
(a = 1, 2, 3) are assumed to be nonnegative integers, resa ≥ 0, a = 1, 2, 3. We
define the total resolution degree as res = res1+res2+res3. Let δ : A
′ → A′ be
a differential of total resolution degree minus one, δ2 = 0, res (δ) = −1, such
that res (δa) = res (a)− 1 when res (a) ≥ 1, or res (δa) = 0 when res (a) = 0,
in which case δa = 0. One says that the simple differential complex (δ,A′)
induces a triresolution
(
(δa)a=1,2,3 ,A
′
)
of the algebra A0 if and only if:
1. The differential δ splits as the sum among three derivations only,
δ = δ1 + δ2 + δ3, with trires (δ1) = (−1, 0, 0), trires (δ2) = (0,−1, 0), and
trires (δ3) = (0, 0,−1) (no extra piece, say, of resolution tridegree (−2, 1, 0)
occurs). The nilpotency of δ induces that (δa)a=1,2,3 are three anticommuting
differentials, δaδb + δbδa = 0, a, b = 1, 2, 3.
2. We have that
H0,0,0 (δa) = A0, Hi,j,k (δa) = 0, a = 1, 2, 3, i, j, k ≥ 0, i+ j + k > 0, (180)
H0 (δ) = A0, Hl (δ) = 0, l > 0, (181)
where Hi,j,k (δa) signifies the space of elements with trires = (i, j, k), that are
δa-closed modulo δa-exact, and Hl (δ) means the cohomological space spanned
by the objects with res = l, that are δ-closed modulo δ-exact.
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Theorem 3 Let
(
(δa)a=1,2,3 ,A
′
)
be a triresolution and
[i,j,k]
F ∈ A′ (assuming
i+ j + k > 0), be such that(
δa
[i,j,k]
F = 0, a = 1, 2, 3
)
⇔ δ
[i,j,k]
F = 0. (182)
Then,
[i,j,k]
F can be represented as
[i,j,k]
F = δ3δ2δ1
[i+1,j+1,k+1]
F . (183)
Proof. From (182) it follows that δ3
[i,j,k]
F = 0, which further yields that
there exists an element
[i,j,k+1]
R such that
[i,j,k]
F = δ3
[i,j,k+1]
R , (184)
since Hi,j,k (δ3) = 0 for i + j + k > 0. But one also has δ2
[i,j,k]
F = 0, hence
δ2δ3
[i,j,k+1]
R = 0, which is equivalent to δ3
(
δ2
[i,j,k+1]
R
)
= 0 on account of the
anticommutativity between δ2 and δ3. This means that there exists an object
[i,j−1,k+2]
R′ such that
δ2
[i,j,k+1]
R = δ3
[i,j−1,k+2]
R′ . (185)
Similarly, we have that δ1
[i,j,k]
F = 0, which induces that δ3
(
δ1
[i,j,k+1]
R
)
= 0 by
means of the anticommutativity between δ1 and δ3. Therefore, there exists
a certain
[i−1,j,k+2]
R′′ with the property
δ1
[i,j,k+1]
R = δ3
[i−1,j,k+2]
R′′ . (186)
If we apply: (i) δ2 on (185); (ii) δ1 on (186); (iii) δ1 on (185), δ2 on (186),
and add the results, then we find the equations
δ2
[i,j−1,k+2]
R′ = δ3
[i,j−2,k+3]
R′ , (187)
δ1
[i−1,j,k+2]
R′′ = δ3
[i−2,j,k+3]
R′′ , (188)
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δ1
[i,j−1,k+2]
R′ +δ2
[i−1,j,k+2]
R′′ = δ3
[i−1,j−1,k+3]
Q . (189)
Next, we perform the following steps: we apply (i) δ2 on (187); (ii) δ1 on
(188); (iii) δ1 on (187), δ2 on (189), and add the resulting equations; (iv) δ2
on (188), δ1 on (189), and add the resulting equations, then we get
δ2
[i,j−2,k+3]
R′ = δ3
[i,j−3,k+4]
R′ , (190)
δ1
[i−2,j,k+3]
R′′ = δ3
[i−3,j,k+4]
R′′ , (191)
δ1
[i,j−2,k+3]
R′ +δ2
[i−1,j−1,k+3]
Q = δ3
[i−1,j−2,k+4]
Q′ (192)
δ2
[i−2,j,k+3]
R′′ +δ1
[i−1,j−1,k+3]
Q = δ3
[i−2,j−1,k+4]
Q′′ . (193)
From now on, we obviously derive a tower of descent equations of the form
δ2
[i,j−m,k+m+1]
R′ = δ3
[i,j−m−1,k+m+2]
R′ , (194)
δ1
[i−m,j,k+m+1]
R′′ = δ3
[i−m−1,j,k+m+2]
R′′ , (195)
δ1
[i,j−m,k+m+1]
R′ +δ2
[i−1,j−m+1,k+m+1]
Q′ = δ3
[i−1,j−m,k+m+2]
Q′ , (196)
δ2
[i−m,j,k+m+1]
R′′ +δ1
[i−m+1,j−1,k+m+1]
Q′′ = δ3
[i−m,j−1,k+m+2]
Q′′ , (197)
for m ≥ 3. The last equations in (196–197) read as
δ2
[i−1,0,k+j+2]
Q′ = 0, m = j + 1, (198)
δ1
[0,j−1,k+i+2]
Q′′ = 0, m = i+ 1, (199)
while the last equations in (194–195) are expressed by
δ2
[i,0,k+j+1]
R′ = 0, m = j, (200)
δ1
[0,j,k+i+1]
R′′ = 0, m = i. (201)
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Their solutions are obviously given by
[i−1,0,k+j+2]
Q′ = δ2
[i−1,1,k+j+2]
M ′ , (202)
[0,j−1,k+i+2]
Q′′ = δ1
[1,j−1,k+i+2]
M ′′ , (203)
[i,0,k+j+1]
R′ = δ2
[i,1,k+j+1]
N ′ , (204)
[0,j,k+i+1]
R′′ = δ1
[1,j,k+i+1]
N ′′ . (205)
Introducing the solutions (202) and (204) in the equation (196) corresponding
to m = j, respectively, the solutions (203) and (205) in the equation (197)
associated with m = i, we further infer the solutions to these two equations
like
[i−1,1,k+j+1]
Q′ = δ1
[i,1,k+j+1]
N ′ +δ2
[i−1,2,k+j+1]
M ′ −δ3
[i−1,1,k+j+2]
M ′ , (206)
[1,j−1,k+i+1]
Q′′ = δ2
[1,j,k+i+1]
N ′′ +δ1
[2,j−1,k+i+1]
M ′′ −δ3
[1,j−1,k+i+2]
M ′′ . (207)
In order to solve the equations (194) and (195) for m = j − 1, respectively,
m = i− 1, we employ one more time the solutions (204), respectively, (205),
which allows us to determine
[i,1,k+j]
R′ = δ2
[i,2,k+j]
N ′ −δ3
[i,1,k+j+1]
N ′ , (208)
[1,j,k+i]
R′′ = δ1
[2,j,k+i]
N ′′ −δ3
[1,j,k+i+1]
N ′′ . (209)
Using the results (206) and (208) in the equation (196) for m = j − 1,
respectively, (207) and (209) in the equation (197) for m = i − 1, we reach
their solutions in the form
[i−1,2,k+j]
Q′ = δ1
[i,2,k+j]
N ′ +δ2
[i−1,3,k+j]
M ′ −δ3
[i−1,2,k+j+1]
M ′ , (210)
[2,j−1,k+i]
Q′′ = δ2
[2,j,k+i]
N ′′ +δ1
[3,j−1,k+i]
M ′′ −δ3
[2,j−1,k+i+1]
M ′′ . (211)
Reprising the same operations, namely, inserting step by step the solutions
into the equations (194–197) with decreasing m, we find the following solu-
tions to the equations (190–193)
[i,j−2,k+3]
R′ = δ2
[i,j−1,k+3]
N ′ −δ3
[i,j−2,k+4]
N ′ , (212)
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[i−2,j,k+3]
R′′ = δ1
[i−1,j,k+3]
N ′′ −δ3
[i−2,j,k+4]
N ′′ , (213)
[i−1,j−1,k+3]
Q = δ1
[i,j−1,k+3]
N ′ +δ2
[i−1,j,k+3]
M ′ −δ3
[i−1,j−1,k+4]
M ′ , (214)
[i−1,j−1,k+3]
Q = δ2
[i−1,j,k+3]
N ′′ +δ1
[i,j−1,k+3]
M ′′ −δ3
[i−1,j−1,k+4]
M ′′ . (215)
At this stage, we notice that there appears a first restriction due to (214–215),
namely,
δ1
[i,j−1,k+3]
N ′ +δ2
[i−1,j,k+3]
M ′ −δ3
[i−1,j−1,k+4]
M ′ =
δ2
[i−1,j,k+3]
N ′′ +δ1
[i,j−1,k+3]
M ′′ −δ3
[i−1,j−1,k+4]
M ′′ . (216)
In the meantime, the solution to the equations (187–188) is expressed by
[i,j−1,k+2]
R′ = δ2
[i,j,k+2]
N ′ −δ3
[i,j−1,k+3]
N ′ , (217)
[i−1,j,k+2]
R′′ = δ1
[i,j,k+2]
N ′′ −δ3
[i−1,j,k+3]
N ′′ . (218)
Looking now at the equation (189), it only gives some new restrictions as
it should be satisfied for every of the solutions (214) and (215). Thus if we
use the results given by (217–218) in the equation (189), where we replace
[i−1,j−1,k+3]
Q alternatively with the solutions (214) and (215), we arrive at the
new restrictions
δ1δ2
[i,j,k+2]
N ′ −δ1δ3
[i,j−1,k+3]
N ′ +δ2δ1
[i,j,k+2]
N ′′ −δ2δ3
[i−1,j,k+3]
N ′′ =
δ3δ1
[i,j−1,k+3]
N ′ +δ3δ2
[i−1,j,k+3]
M ′ , (219)
δ1δ2
[i,j,k+2]
N ′ −δ1δ3
[i,j−1,k+3]
N ′ +δ2δ1
[i,j,k+2]
N ′′ −δ2δ3
[i−1,j,k+3]
N ′′ =
δ3δ2
[i−1,j,k+3]
N ′′ +δ3δ1
[i,j−1,k+3]
M ′′ . (220)
The restrictions (216) and (219–220) are simultaneously satisfied if and only
if there exist some elements X ′, X ′′, Y ′, Y ′′, Z ′, Z ′′ and W such that
[i,j,k+2]
N ′ =
[i,j,k+2]
N ′′ +δ1
[i+1,j,k+2]
X ′ +δ2
[i,j+1,k+2]
X ′′ +δ3
[i,j,k+3]
W , (221)
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[i−1,j,k+3]
N ′′ =
[i−1,j,k+3]
M ′ +δ2
[i−1,j+1,k+3]
Y ′ +δ3
[i−1,j,k+4]
Y ′′ +δ1
[i,j,k+3]
W , (222)
[i,j−1,k+3]
N ′ =
[i,j−1,k+3]
M ′′ +δ1
[i+1,j−1,k+3]
Z ′ +δ3
[i,j−1,k+4]
Z ′′ −δ2
[i,j,k+3]
W , (223)
where, in addition, there must exist an object T that correlates Y ′′ and Z ′′
with
[i−1,j−1,k+4]
M ′ and
[i−1,j−1,k+4]
M ′′ involved with the right hand-sides of the
solutions (214–215) via the relations
−δ1
[i,j−1,k+4]
Z ′′ +δ2
[i−1,j,k+4]
Y ′′ =
[i−1,j−1,k+4]
M ′ −
[i−1,j−1,k+4]
M ′′ +δ3
[i−1,j−1,k+5]
T . (224)
Thus, we have completely elucidated the solutions to the equations (187–
189). We are now left only with the equations (185–186), which are obviously
solved by
[i,j,k+1]
R = δ2
[i,j+1,k+1]
N ′ −δ3
[i,j,k+2]
N ′ , (225)
[i,j,k+1]
R = δ1
[i+1,j,k+1]
N ′′ −δ3
[i,j,k+2]
N ′′ , (226)
where
[i,j,k+2]
N ′ and
[i,j,k+2]
N ′′ are linked through the relation (221). On the other
hand, the last two formulas imply a new restriction, namely
δ2
[i,j+1,k+1]
N ′ −δ3
[i,j,k+2]
N ′ = δ1
[i+1,j,k+1]
N ′′ −δ3
[i,j,k+2]
N ′′ . (227)
Using now (221) in (227), it follows that the last restriction is equivalent to
δ1
(
[i+1,j,k+1]
N ′′ −δ3
[i+1,j,k+2]
X ′
)
= δ2
(
[i,j+1,k+1]
N ′ +δ3
[i,j+1,k+2]
X ′′
)
, (228)
which is satisfied if and only if there exist some elements F , G and H such
that
[i+1,j,k+1]
N ′′ −δ3
[i+1,j,k+2]
X ′ = −δ2
[i+1,j+1,k+1]
F +δ1
[i+2,j,k+1]
G , (229)
[i,j+1,k+1]
N ′ +δ3
[i,j+1,k+2]
X ′′ = δ1
[i+1,j+1,k+1]
F +δ2
[i,j+2,k+1]
H . (230)
Finally, substituting any of the solutions (225–226) (which now coincide)
into the equation (184) and taking into account (229–230), we deduce that
its solution is provided by
[i,j,k]
F = δ3δ2δ1
[i+1,j+1,k+1]
F , (231)
which proves the theorem.
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Theorem 4 Let
[m]
F ∈ A′, with res
(
[m]
F
)
= m > 0, be such that
[m]
F =
∑
p+q+r=m
[p,q,r]
F . (232)
Assume that: 1. δ
[m]
F = 0, and 2. in the sum (232) only terms with p ≤ i,
q ≤ j, r ≤ k occur, for some i, j, k, such that i+ j+k > m (strictly). Then,
we can represent
[m]
F under the form
[m]
F = δ
[m+1]
P , (233)
where
[m+1]
P =
∑
p¯+q¯+r¯=m+1
[p¯,q¯,r¯]
P , (234)
involves only terms with p¯ ≤ i, q¯ ≤ j and r¯ ≤ k.
Proof. According to the assumption 2, it follows that
[m]
F =
[i,j,m−i−j]
F +
[i−1,j,m−i−j+1]
F +
[i,j−1,m−i−j+1]
F +
· · ·+
[i,m−i−k,k]
F + · · ·+
[m−j−k,j,k]
F , (235)
being understood that
[a,b,c]
F = 0 if a < 0, or b < 0, or c < 0. It is clear that
[i,j,m−i−j]
F is the term in F with the lowest third component of the resolution
tridegree (if m− i− j < 0, then this piece vanishes). Then, from δ
[m]
F = 0, it
follows that δ3
[i,j,m−i−j]
F = 0, such that, using Hi′,j′,k′ (δ3) = 0, for i
′+j′+k′ >
0, we deduce that
[i,j,m−i−j]
F = δ3
[i,j,m−i−j+1]
P ′ , (236)
where
[i,j,m−i−j+1]
P ′ ≡ 0 if m − i − j < 0. In the meantime, we have that
m− i − j + 1 ≤ k because m < i + j + k. If we subtract δ
[i,j,m−i−j+1]
P ′ from
[m]
F , we infer that
[m]
F −δ
[i,j,m−i−j+1]
P ′ =
[i−1,j,m−i−j+1]
F ′ +
[i,j−1,m−i−j+1]
F ′ + · · ·
+
[i,m−i−k,k]
F + · · ·+
[m−j−k,j,k]
F . (237)
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Next, we act similarly and remove the terms of lowest third component of
the resolution tridegree in the right hand-side of (237), namely,
[i−1,j,m−i−j+1]
F ′
+
[i,j−1,m−i−j+1]
F ′ . If we proceed in the same manner, we reach the last step
[m]
F −δP˜ =
[m−j−k,j,k]
F ′ , (238)
such that δ
[m]
F = 0 becomes equivalent to
(
δ
[m−j−k,j,k]
F ′ = 0
)
⇔
(
δ1
[m−j−k,j,k]
F ′ = 0, δ2
[m−j−k,j,k]
F ′ = 0, δ3
[m−j−k,j,k]
F ′ = 0
)
. (239)
On the other hand, the previous theorem ensures that
[m−j−k,j,k]
F ′ = δ1δ2δ3
[m−j−k+1,j+1,k+1]
Q =
(δ1 + δ2 + δ3) δ2δ3
[m−j−k+1,j+1,k+1]
Q , (240)
due to the nilpotency and anticommutativity of δ2 and δ3, such that we can
further write
[m−j−k,j,k]
F ′ = δ
[m−j−k+1,j,k]
P ′ , (241)
with
[m−j−k+1,j,k]
P ′ = δ2δ3
[m−j−k+1,j+1,k+1]
Q . Then, we find that
[m]
F = δ
(
[m+1]
P
)
, (242)
where
[m+1]
P =
[i,j,m−i−j+1]
P ′ + · · ·+
[i,m−i−k+1,k]
P ′ + · · ·+
[m−j−k+1,j,k]
P ′ . (243)
It is now easy to see that m − i − j + 1 ≤ k, m − i − k + 1 ≤ j and
m− j − k + 1 ≤ i, as we supposed that m < i+ j + k, hence
[m+1]
P includes
only terms of resolution tridegrees (p¯, q¯, r¯), with p¯ ≤ i, q¯ ≤ j and r¯ ≤ k, such
that p¯+ q¯ + r¯ = m+ 1. This ends the proof.
40
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