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Abstract
For any positive integers n, s, t, l such that n ≥ 10, s, t ≥ 2, l ≥ 1 and n ≥ s+t+l,
a new infinite family of regular 3-hypertopes with type (2s, 2t, 2l) and automorphism
group of order 2n is constructed.
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1 Introduction
Polyhedra and their generalisation to higher ranks, polytopes, have been studied for more
than two millenniums. Abstract regular polytopes generalize the concept of ”realisable”
polytopes, making them combinatorial objects consisting of a poset satisfying a series of
axioms that the usual polytopes did.
Abstract polytopes, when regular, are in one-to-one correspondence with string C-
groups, that are smooth quotients of Coxeter groups [13] . These groups have a Coxeter
diagram that is a string. Dropping the string condition on the Coxeter diagram associated
to a string C-group, Fernandes, Leemans and Weiss introduced hypertopes in [10] as a
generalisation of abstract polytopes. Hypertopes are thin residually connected incidence
geometries and if they are regular, one can associate to them a C-group (not necessary
string). However, given a C-group, it is not always the case that the incidence geometry
associated to it (via Tits’ algorithm) is a hypertope.
Hypertopes of rank three, also called hyperhedra, are non-degenerate hypermaps. By
that, we mean they satisfy the diamond condition, that is, given two incident hyperfaces
F and G, there are exactly two hyperfaces incident to both F and G.
Hypertopes and C-groups are becoming an active topic currently. Ens [9] classified reg-
ular toroidal hypertopes of rank four, and it was shown that their automorphism groups
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are the quotients of infinite irreducible Coxeter groups of euclidean type with 4 genera-
tors. Catalano et al. [5] constructed an infinite family of hypertopes of rank four having
the complete graph K4, and their groups of rotational symmetries are isomorphic to the
simple group PSL(2, q) with q = p or p2 where p is a prime number satisfying some extra
conditions. Fernandes and Leemans [12] classified C-groups of rank n − 1 and n − 2 for
the symmetric group Sn, and all these C-groups correspond to regular hypertopes. Fer-
nandes et al. [11] investigated finite rank 4 structures obtained by hexagonal extensions
of toroidal hypermaps, and many new examples that are regular or chiral were given even
when the extensions are polytopal, which contains a new infinite family of finite nonlinear
hexagonal extensions of the tetrahedron.
However, there are few results for nilpotent groups. If a regular hypertope has a
nilpotent automorphism group, then it must be a 2-group. In this paper we focus on
regular hypertopes of rank three whose automorphism groups are 2-groups. We prove the
existence of regular 3-hypertopes with type (2s, 2t, 2l) and automorphism group of order
2n for n ≥ 10, s, t ≥ 2, l ≥ 1 and n ≥ s + t + l. In fact, we construct a group G
generated by three involutions ρ0, ρ1, ρ2, such that G has order 2
n, ρ0ρ1, ρ1ρ2, ρ0ρ2 have
orders 2s, 2t, 2l respectively, the pair (G, {ρ0, ρ1, ρ2}) satisfies the intersection property
(see 2.1 for definition) and the subgroups G0 = 〈ρ1, ρ2〉, G1 = 〈ρ0, ρ2〉 and G2 = 〈ρ0, ρ1〉
satisfy one of the Tits conditions (see Propostion 2.9).
The paper is organized as follows. In Section 2, we give background definitions and
properties of regular hypertopes and their automorphism groups needed to understand in
this paper. The main result and its proof is given in Section 3.
2 Background results
2.1 C-groups
Let G be a group and S = {ρ0, · · · , ρd−1} be a generating set of involutions of G. For
I ⊆ {0, . . . , d − 1}, let GI := 〈ρj : j ∈ I〉. We say that the pair (G, S) satisfies the
intersection property if GI ∩ GJ = GI∩J for every I, J ⊆ {0, . . . , d − 1}. Clearly, the
intersection property implies that S is a minimal generating set of G.
A C-group is a pair (G, S) satisfying the intersection property, where G is a group and
S is a generating set of involutions of G, and the rank of (G, S) is the cardinality of S. A
C-group is a string C-group if its set of generators S can be ordered in such a way that S :=
{ρ0, . . . , ρd−1} satisfies the string property: (ρiρj)
2 = 1 for all i, j ∈ {0, · · · , d − 1} with
|i− j| > 1. If (G, S) only satisfies the string property, it is called a string group generated
by involutions or sggi. It is known that string C-groups are in one-to-one correspondence
with abstract regular polytopes [13, Section 2E].
The following proposition is called the quotient criterion for a string C-group.
Proposition 2.1 [13, Section 2E] Let (G, {ρ0, ρ1, ρ2}) be an sggi, and let Λ = (〈σ0, σ1, σ2〉,
{σ0, σ1, σ2}) be a string C-group. If the mapping ρj 7→ σj for j = 0, 1, 2 induces a homo-
morphism pi : G → Λ, which is one-to-one on the subgroup 〈ρ0, ρ1〉 or on 〈ρ1, ρ2〉, then
(G, {ρ0, ρ1, ρ2}) is also a string C-group.
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The following proposition gives some string C-groups with type {4, 4}. It is proved in
[7, Section 8.3] and [13].
Proposition 2.2 For b ≥ 2, let
M1 = 〈ρ0, ρ1, ρ2 | ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
4, (ρ1ρ2)
4, (ρ0ρ2)
2, (ρ2ρ1ρ0)
2b〉,
M2 = 〈ρ0, ρ1, ρ2 | ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
4, (ρ1ρ2)
4, (ρ0ρ2)
2, (ρ1ρ2ρ1ρ0)
b〉.
Then |M1| = 16b
2 and |M2| = 8b
2.
In Proposition 2.2, it is easy to see that o(ρ2ρ1ρ0) = 2b in M1 and o(ρ1ρ2ρ1ρ0) = b in M2.
2.2 Regular hypertopes
Hypertopes are a natural generalization of polytopes. In order to give the definition, we
start with the definition of an incidence system [3].
Definition 2.3 An incidence system Γ := (X, ∗, t, I) is a 4-tuple such that
• X is a set whose elements are called the elements of Γ;
• I is a set whose elements are called the types of Γ;
• t : X → I is a type function, associating to each elements x ∈ X of Γ a type t(x) ∈ I;
• ∗ is a binary relation on X called incidence, that is reflexive, symmetric and such
that for all x, y ∈ X , if x ∗ y and t(x) = t(y) then x = y.
The incidence graph of Γ is the graph whose vertex set is X and where two vertices
are joined provided the corresponding elements of Γ are incident. A flag F is a set of
pairwise incident elements of Γ, i.e. a clique of its incidence graph and the type of F is
{t(x) : x ∈ F}. A chamber is a flag of type I. An element x is said to be incident to a
flag F when x is incident to all elements of F and we write x ∗ F . An incidence system Γ
is a incidence geometry provided that every flag of Γ is contained in a chamber. The rank
of Γ is the number of types of I, namely the cardinality of I.
Let Γ := (X, ∗, t, I) be an incidence geometry and F a flag of Γ. The residue of F in
Γ is the incidence geometry ΓF := (XF , ∗F , tF , IF ) where
• XF := {x ∈ X : x ∗ F, x /∈ F};
• IF = I\t(F );
• tF and ∗F are the restrictions of t and ∗ to XF and IF .
If each residue of rank at least 2 of Γ has a connected incidence graph then Γ is said to
be residually connected. Moreover, Γ is thin when every residue of rank one of Γ contains
exactly two elements. A hypertope is a residually connected thin incidence geometry.
Let Γ := (X, ∗, t, I) be an incidence system. An automorphism of Γ is a mapping
α : (X, I)→ (X, I) : (x, t(x)) 7→ (α(x), t(α(x))) where
• α is a bijection on X ;
• for each x, y ∈ X , x ∗ y if and only if α(x) ∗ α(y);
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• for each x, y ∈ X , t(x) = t(y) if and only if t(α(x)) = t(α(y)).
An automorphism α of Γ is called type preserving when for each x ∈ X , t(α(x)) = t(x).
The set of type-preserving automorphisms of Γ forms a group, denoted by AutI(Γ), and
the set of automorphisms of Γ also forms a group, denoted by Aut(Γ).
An incidence geometry Γ is flag-transitive if AutI(Γ) is transitive on all flags of a
given type J for each type J ⊆ I. An incidence geometry Γ is chamber-transitive if
AutI(Γ) is transitive on all chambers of Γ. Moreover, an incidence geometry Γ is regular
if AutI(Γ) acts regularly on the chambers (i.e. the action is semi-regular and transitive).
The following proposition is folklore in incidence geometry.
Proposition 2.4 [10, Proposition 2.2] Let Γ be an incidence geometry. Then Γ is
chamber-transitive if and only if Γ is flag-transitive.
By Proposition 2.4, a regular hypertope is a flag-transitive hypertope. A rank one
hypertope is a geometry with two elements. The polygons are precisely the hypertopes
of rank two. In fact, every abstract regular polytope is a regular hypertope, and in rank
three and higher, there are regular hypertopes that are not abstract regular polytopes.
Given an incidence system Γ and a chamber C of Γ, we may associate to the pair
(Γ, C) a pair consisting of a group G and a set {Gi : i ∈ I} of subgroups of G where
G := AutI(Γ) and Gi is the stabilizer in G of the element of type i in C. The following
proposition shows how to reverse this construction, that is starting from a group and some
of its subgroups, how to construct an incidence system.
Proposition 2.5 (Tits, 1956) [14] Let n be a positive integer and I := {1, · · · , n}. Let G
be a group together with a family of subgroups (Gi)i∈I , X the set consisting of all cosets
Gig with g ∈ G and i ∈ I, and t : X → I defined by t(Gig) = i. Define an incidence
relation ∗ on X ×X by:
Gig1 ∗Gjg2 iff Gig1 ∩Gjg2 6= ∅.
Then the 4-tuple Γ := (X, ∗, t, I) is an incidence system having a chamber. Moreover, the
group G acts by right multiplication as an automorphism group on Γ. Finally, the group
G is transitive on the flags of rank less than 3.
For a group G and a family of subgroups (Gi)i∈I , the geometry Γ constructed in
Proposition 2.5 is called a coset geometry. The following result gives a way to check
whether a coset geometry (and in particular a hypertope) is flag-transitive. See also
Dehon [8] or [12].
Proposition 2.6 (Buekenhout, Hermand) [4] Let P(I) be the set of all the subsets of I
and let α : P(I)\{∅} → I be a function such that α(J) ∈ J for every J ⊂ I, J 6= ∅. Then
G is flag-transitive on coset geometry Γ(G; (Gi)i∈I) if and only if, for every J ⊂ I such
that |J | ≥ 3, we have ⋂
j∈J−α(J)
(GjGα(J)) = (
⋂
j∈J−α(J)
Gj)Gα(J).
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When Γ(G; (Gi)i∈I) is a regular hypertope, from [10, Lemma 3.4] we know that ∩j∈I\{i}Gj
is a group of order 2, and define ρi as the unique involution in ∩j∈I\{i}Gj. We call the set
{ρi : i ∈ I} the distinguished generators of Γ(G; (Gi)i∈I).
Proposition 2.7 [10, Theorem 4.1] Let I := {0, 1, · · · , r − 1} and let Γ(G; (Gi)i∈I) be
a regular hypertope of rank r. Then the pair (G, S) where S is the set of distinguished
generators of Γ is a C-group of rank r.
For now on, we construct a hypertope from a coset geometry Γ(G; (Gi)i∈I) in a natural
way, where (G, S) is a C-group of rank r with I = {0, 1, . . . , r − 1} and Gi = GI\{i}. For
regular hypertopes, we have the following proposition.
Proposition 2.8 [10, Theorem 4.6] Let (G, {ρ0, ρ1, . . . , ρr−1}) be a C-group of rank r,
and let Gi = 〈ρj | ρj ∈ S, j ∈ I\{i}〉 for all i ∈ I := {0, . . . , r − 1}. If G is flag-transitive
on Γ(G; (Gi)i∈I), then Γ is a regular hypertope.
Let (G, {ρ0, ρ1, ρ2}) be a C-group of rank 3 and let Γ(G; (Gi)i∈I) be the coset geometry
constructed from (G, {ρ0, ρ1, ρ2}), where Gi = 〈ρj | j ∈ {0, 1, 2}\{i}〉. Let I = {0, 1, 2} and
let α : P(I)\{∅} → I be a function such that α({0, 1, 2}) = {0}, where P(I) is the set of all
subsets of I. Clearly, G1G0∩G2G0 = (G1∩G2)G0 if and only ifG0G1∩G0G2 = G0(G1∩G2),
and by Proposition 2.6, Γ(G; (Gi)i∈I) is flag-transitive if and only if G1G0 ∩ G2G0 =
(G1 ∩G2)G0, for which some equivalent conditions were given by Tits.
Proposition 2.9 (Tits) [15] Let G0, G1, G2 be three subgroups of a group G. Then the
following conditions are equivalent.
(1) G0G1 ∩G0G2 = G0(G1 ∩G2);
(2) (G0 ∩G1) · (G0 ∩G2) = (G1G2) ∩G0;
(3) If the three cosets G0x,G1y and G2z have pairwise nonempty intersection, then G0x∩
G1y ∩G2z 6= ∅.
2.3 Group theory
Let G be a group. For x, y ∈ G, we use [x, y] as an abbreviation for the commutator
x−1y−1xy of x and y, and [H,K] for the subgroup generated by all commutators [x, y]
with x ∈ H and y ∈ K, when H and K are subgroups of G. The following proposition is
a basic property of commutators and its proof is straightforward.
Proposition 2.10 Let G be a group. Then, for any x, y, z ∈ G, [xy, z] = [x, z]y[y, z] and
[x, yz] = [x, z][x, y]z.
The commutator (or derived) subgroup G′ of a group G is the subgroup generated by
all commutators [x, y] for any x, y ∈ G. The Frattini subgroup, denoted by Φ(G), of a
finite group G is defined to be the intersection of all maximal subgroups of G. Let G be a
finite p-group for a prime p, and set ℧1(G) = 〈g
p | g ∈ G〉. The following theorem is the
well-known Burnside Basis Theorem.
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Proposition 2.11 [1, Theorem 1.12] Let G be a p-group and |G : Φ(G)| = pd.
(1) G/Φ(G) ∼= Zdp. Moreover, if N⊳G and G/N is elementary abelian, then Φ(G) ≤ N .
(2) Every minimal generating set of G contains exactly d elements.
(3) Φ(G) = G′℧1(G). In particular, if p = 2, then Φ(G) = ℧1(G).
By the above proposition, all minimal generating sets have the same cardinality, which
is called the rank of G and denoted by d(G). This implies that a given 2-group has only
C-group representations with a fixed rank, that is, the rank of the 2-group.
3 Main Result
To prove the main result, we need the following lemma.
Lemma 3.1 Let M1 and M2 be the groups defined in Proposition 2.2. Then M1 ∼= (D2b×
D2b)⋊ (C2 × C2) and M2 ∼= (D2b ×D2b)⋊ C2.
Proof. Recall that
M1 = 〈ρ0, ρ1, ρ2 | ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
4, (ρ1ρ2)
4, (ρ0ρ2)
2, (ρ2ρ1ρ0)
2b〉,
M2 = 〈ρ0, ρ1, ρ2 | ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
4, (ρ1ρ2)
4, (ρ0ρ2)
2, (ρ1ρ2ρ1ρ0)
b〉.
We first consider M1. Write A = 〈ρ
ρ0
1 , ρ
ρ2
1 〉 and B = 〈ρ1, ρ
ρ0ρ2
1 〉. Since (ρ2ρ1ρ0)
2b = 1
and ρ0ρ2 = ρ2ρ0, we have (ρ2ρ1ρ0ρ2ρ1ρ0)
b = (ρρ21 ρ
ρ0
1 )
b. By Proposition 2.2, o(ρ2ρ1ρ0) = 2b,
implying o(ρρ21 ρ
ρ0
1 ) = b. It follows that A = 〈ρ
ρ0
1 , ρ
ρ2
1 〉
∼= D2b. Since 〈ρ1, ρ
ρ0ρ2
1 〉 = 〈ρ
ρ0
1 , ρ
ρ2
1 〉
ρ2,
we have B = 〈ρ1, ρ
ρ0ρ2
1 〉
∼= D2b. Note that [ρ1, ρ
ρ0
1 ] = (ρ1ρ0)
4 = 1 and [ρ1, ρ
ρ2
1 ] = (ρ1ρ2)
4 =
1. Furthermore, [ρρ0ρ21 , ρ
ρ0
1 ] = [ρ
ρ2
1 , ρ1]
ρ0 = 1 and [ρρ0ρ21 , ρ
ρ2
1 ] = [ρ
ρ0
1 , ρ1]
ρ2 = 1. It follows
that [A,B] = 1 and hence AB ≤M1, that is, AB is a subgroup of M1.
Note that Bρ0 = 〈ρ1, ρ
ρ0ρ2
1 〉
ρ0 = 〈ρρ01 , ρ
ρ2
1 〉 = A and A
ρ0 = 〈ρρ01 , ρ
ρ2
1 〉
ρ0 = 〈ρ1, ρ
ρ0ρ2
1 〉 = B.
Similarly, Aρ2 = B and Bρ2 = A. It follows that 〈ρ0, ρ2〉 normalizes AB and hence
〈ρ0, ρ2〉AB ≤ M1. Furthermore, 〈ρ0, ρ2〉AB = 〈ρ0, ρ2, ρ
ρ0
1 , ρ
ρ2
1 , ρ1, ρ
ρ0ρ2
1 〉 = 〈ρ0, ρ1, ρ2〉 =
M1. By Proposition 2.2, 16b
2 = |M1| = |〈ρ0, ρ2〉AB|, and since 〈ρ0, ρ2〉 ∼= C2 × C2 and
|A| = |B| = 4b2, we have 〈ρ0, ρ2〉 ∩ (AB) = 1 and A ∩ B = 1. Since [A,B] = 1, we have
M1 = (A×B)⋊ 〈ρ0, ρ2〉 ∼= (D2b ×D2b)⋊ (C2 × C2).
Now we consider M2. Write C = 〈ρ0, ρ
ρ1
2 〉 and D = 〈ρ
ρ1
0 , ρ2〉. Since (ρ1ρ2ρ1ρ0)
b = 1,
we have (ρρ12 ρ0)
b = 1 and (ρ2ρ
ρ1
0 )
b = ((ρρ12 ρ0)
b)ρ1 = 1. By Proposition 2.2, o(ρ1ρ2ρ1ρ0) = b,
implying o(ρρ12 ρ0) = o(ρ2ρ
ρ1
0 ) = b. It follows C
∼= D2b and D ∼= D2b. Note that [ρ0, ρ
ρ1
0 ] =
(ρ0ρ1)
4 = 1, [ρρ10 , ρ
ρ1
2 ] = [ρ0, ρ2]
ρ1 = 1 and [ρρ12 , ρ2] = (ρ1ρ2)
4 = 1. Then [C,D] = 1 and
hence CD ≤ M2. Clearly, C
ρ1 = D and Dρ1 = C, implying 〈ρ1〉CD ≤ M2. It follows
〈ρ1〉CD = 〈ρ1, ρ0, ρ
ρ1
2 , ρ
ρ1
0 , ρ2〉 = M2. Again by Proposition 2.2, 8b
2 = |M2| = |〈ρ1〉CD|,
and hence C∩D = 1 and 〈ρ1〉∩(CD) = 1. Since [C,D] = 1, we haveM2 = (C×D)⋊〈ρ1〉 ∼=
(D2b ×D2b)⋊ C2.
After the paper was finished, we found that Lemma 3.1 was also proved in [13], but
with a different method. For completeness, we still keep the proof here. The following is
the main result of this paper.
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Theorem 3.2 For any positive integers n, s, t, l such that n ≥ 10, s, t ≥ 2, l ≥ 1 and n ≥
s + t + l, let R(ρ0, ρ1, ρ2) = {ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
2s , (ρ1ρ2)
2t , (ρ0ρ2)
2l, [(ρ0ρ1)
4, ρ2], [ρ0, (ρ1ρ2)
4],
[(ρ0ρ2)
2, ρ1]} and let
G =

 〈ρ0, ρ1, ρ2 | R(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, ρ2]
2
n−s−t−l
2 〉, n− s− t− l even
〈ρ0, ρ1, ρ2 | R(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, (ρ1ρ2)
2]2
n−s−t−l−1
2 〉, n− s− t− l odd.
The group G is the automorphism group of a regular 3-hypertope with type (2s, 2t, 2l) and
order 2n. Moreover,
G ∼=
{
(C2s−2 ×C2t−2 × C2l−1).((D
2
n−s−t−l+3
2
×D
2
n−s−t−l+3
2
)⋊ (C2 × C2)), n− s− t− l even
(C2s−2 ×C2t−2 × C2l−1).((D
2
n−s−t−l+4
2
×D
2
n−s−t−l+4
2
)⋊ C2), n− s− t− l odd.
Proof. Let L1 = 〈ρ0, ρ1, ρ2 | ρ
2
0, ρ
2
1, ρ2, (ρ0ρ1)
2s〉, L2 = 〈ρ0, ρ1, ρ2 | ρ0, ρ
2
1, ρ
2
2, (ρ1ρ2)
2t〉 and
L3 = 〈ρ0, ρ1, ρ2 | ρ
2
0, ρ
2
2, ρ1, (ρ0ρ2)
2l〉. Then L1 ∼= D2s+1 , L2 ∼= D2t+1 and L3 ∼= D2l+1.
Let A = 〈(ρ0ρ1)
4〉, B = 〈(ρ0ρ1)
4〉 and C = 〈(ρ0ρ2)
2〉. Write o(g) for the order of g in
G for any g ∈ G.
Claim 1: In G, o(ρ0ρ1) = 2
s, o(ρ1ρ2) = 2
t, o(ρ0ρ2) = 2
l and |G| = 2n. Furthermore,
AEG, B EG, C EG and ABC = A× B × C ∼= C2s−2 × C2t−2 × C2l−1 .
Since 〈ρ1, ρ2〉 is a dihedral group, we have (ρ1ρ2)
ρ1 = (ρ1ρ2)
ρ2 = (ρ1ρ2)
−1. Since
[ρ0, (ρ1ρ2)
4] = 1 in G, we have AEG. Similarly, BEG and C EG as [(ρ0ρ1)
4, ρ2] = 1 and
[(ρ0ρ2)
2, ρ1] = 1. It is easy to see that the generators ρ0, ρ1, ρ2 in L1 satisfy all relations
in G. Thus L1 is an epimorphic image of G, and since ρ0ρ1 has order 2
s in L1, we have
o(ρ0ρ1) = 2
s in G. Similarly, o(ρ1ρ2) = 2
t and o(ρ0ρ2) = 2
l in G. It follows that A ∼= C2s−2 ,
B ∼= C2t−2 and C ∼= C2l−1 .
Let K = ABC. Now we prove that K = A × B × C and |G/K| = 2n−s−t−l+5. Write
R1(ρ0, ρ1, ρ2) = {ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
2s, (ρ1ρ2)
2t , (ρ0ρ2)
2, [(ρ0ρ1)
4, ρ2], [ρ0, (ρ1ρ2)
4]}. Since C =
〈(ρ0ρ2)
2〉EG, we have G/C ∼= G1, where
G1 =
{
〈ρ0, ρ1, ρ2 | R1(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, ρ2]
2
n−s−t−l
2 〉, n− s− t− l even
〈ρ0, ρ1, ρ2 | R1(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, (ρ1ρ2)
2]2
n−s−t−l−1
2 〉, n− s− t− l odd.
Clearly, the generators ρ0, ρ1, ρ2 in L1 satisfy all relations in G1, and hence ρ0ρ1 has order
2s in G1. This implies o(ρ0ρ1C) = 2
s in G/C and so |AC/C| = o((ρ0ρ1C)
4) = 2s−2. It
follows that |AC| = |C||AC/C| = 2s+l−3, and since |AC||A ∩ C| = |A||C| = 2s+l−3, we
have |A∩C| = 1 and hence AC = A×C. Similarly, the generators ρ0, ρ1, ρ2 in L2 satisfy
all relations in G1, implying o(ρ1ρ2C) = 2
t in G/C.
Set R2(ρ0, ρ1, ρ2) = {ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
4, (ρ1ρ2)
2t , (ρ0ρ2)
2, [ρ0, (ρ1ρ2)
4]}. Then G/AC ∼=
G2, where
G2 =
{
〈ρ0, ρ1, ρ2 | R2(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, ρ2]
2
n−s−t−l
2 〉, n− s− t− l even
〈ρ0, ρ1, ρ2 | R2(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, (ρ1ρ2)
2]2
n−s−t−l−1
2 〉, n− s− t− l odd.
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The generators ρ0, ρ1, ρ2 in L2 satisfy all relations in G2, and hence ρ1ρ2 has order 2
t in G2,
which implies o(ρ1ρ2AC) = 2
t and |B(AC)/(AC)| = o((ρ1ρ2AC)
4) = 2t−2. It follows that
|B(AC)| = |B(AC)/(AC)||AC| = 2s+t+l−5, and since |B(AC)||B ∩ (AC)| = |B||AC| =
2s+t+l−5, we have |B∩(AC)| = 1 and hence K = ABC = A×B×C ∼= C2s−2×C2t−2×C2l−1.
In particular, |K| = 2s+t+l−5.
Set R3(ρ0, ρ1, ρ2) = {ρ
2
0, ρ
2
1, ρ
2
2, (ρ0ρ1)
4, (ρ1ρ2)
4, (ρ0ρ2)
2}. Then G/K ∼= G3, where
G3 =
{
〈ρ0, ρ1, ρ2 | R3(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, ρ2]
2
n−s−t−l
2 〉, n− s− t− l even
〈ρ0, ρ1, ρ2 | R3(ρ0, ρ1, ρ2), [(ρ0ρ1)
2, (ρ1ρ2)
2]2
n−s−t−l−1
2 〉, n− s− t− l odd.
Assume that n−s−t−l is even. Since ρ0ρ2 = ρ2ρ0 and (ρ0ρ1)
2 = (ρ0ρ1)
−2 = (ρ1ρ0)
2, we
have [(ρ0ρ1)
2, ρ2] = (ρ1ρ0ρ1ρ2)
2 in G3, and so [(ρ0ρ1)
2, ρ2]
2
n−s−t−l
2 = (ρ1ρ0ρ1ρ2)
2
n−s−t−l+2
2 .
Note that 2
n−s−t−l+2
2 ≥ 2
0+2
2 = 2. By Proposition 2.2, |G/K| = |G3| = 8 · (2
n−s−t−l+2
2 )2 =
2n−s−t−l+5.
Assume that n − s − t − l is odd. Noting that (ρ0ρ1)
4 = (ρ1ρ2)
4 = 1 in G3, we have
1 = [(ρ0ρ1)
2, (ρ1ρ2)
2]2
n−s−t−l−1
2 = (((ρ0ρ1)
2(ρ1ρ2)
2)2)2
n−s−t−l−1
2 = (((ρ0ρ1ρ2)
2)2)2
n−s−t−l−1
2
= (ρ0ρ1ρ2)
2·2
n−s−t−l+1
2 because ρ0ρ2 = ρ2ρ0. Since 2
n−s−t−l+1
2 ≥ 2
1+1
2 = 2, Proposition 2.2
implies |G/K| = |G3| = 16 · (2
n−s−t−l+1
2 )2 = 2n−s−t−l+5.
In both cases, |G/K| = |G3| = 2
n−s−t−l+5 and hence |G| = |G/K| · |K| = 2n, as
claimed. Since K ∼= C2s−2 × C2t−2 × C2l−1 , Lemma 3.1 implies
G ∼=
{
(C2s−2 ×C2t−2 × C2l−1).((D
2
n−s−t−l+3
2
×D
2
n−s−t−l+3
2
)⋊ (C2 × C2)), n− s− t− l even
(C2s−2 ×C2t−2 × C2l−1).((D
2
n−s−t−l+4
2
×D
2
n−s−t−l+4
2
)⋊ C2), n− s− t− l odd.
Claim 2: (G/C, {ρ0C, ρ1C, ρ2C}) is a string C-group with o(ρ0ρ2C) = 2, o(ρ0ρ1C) = 2
s
and o(ρ1ρ2C) = 2
t, and (G, {ρ0, ρ1, ρ2}) is a C-group.
Note that K = ABC = A × B × C and G/K ∼= G3. By [7, Section 8.3] and [13],
(G3, {ρ0, ρ1, ρ2}) and so (G/K, {ρ0K, ρ1K, ρ2K}) is a string C-group. Clearly, there is
a natural epimorphism from G/(AC) to G/K induced by ρ0AC 7→ ρ0K, ρ1AC 7→ ρ1K
and ρ2AC 7→ ρ2K as AC ≤ K. Note that o(ρ0ρ1K) = 4 and o(ρ0ρ2K) = 2 in G/K.
Then o(ρ0ρ1AC) = 4 and o(ρ0ρ2AC) = 2 in G/(AC). Thus G/AC is an sggi, and
Proposition 2.1 implies that (G/AC, {ρ0AC, ρ1AC, ρ2AC}) is a string C-group. Recall
that o(ρ1ρ2AC) = 2
t in G/AC.
Similarly, there is a natural epimorphism from G/C to G/(AC) induced by ρ0C 7→
ρ0AC, ρ1C 7→ ρ1AC and ρ2C 7→ ρ2AC, and hence o(ρ1ρ2C) = 2
t in G/C. Furthermore,
(G/C, {ρ0C, ρ1C, ρ2C}) is a string C-group with o(ρ0ρ2C) = 2 and o(ρ0ρ1C) = 2
s in G/C.
In particular, {ρ0C, ρ1C, ρ2C} is a minimal generating set of G/C and by Proposition 2.11,
G/C has rank 3, that is, d(G/C) = 3.
Write G0 = 〈ρ1, ρ2〉, G1 = 〈ρ0, ρ2〉 and G2 = 〈ρ0, ρ1〉. To prove that (G, {ρ0, ρ1, ρ2}) is
a C-group, we only need to show that (G, {ρ0, ρ1, ρ2}) satisfies the intersection property,
which is equivalent to show that G0∩G2 = 〈ρ1〉, G1 ∩G2 = 〈ρ0〉 and G0∩G1 = 〈ρ2〉 in G.
Suppose G0 ∩G1 > 〈ρ2〉. Since G0 and G1 are dihedral, we have (ρ1ρ2)
2t−1 ∈ G0 ∩G1
and (ρ0ρ2)
2l−1 ∈ G0∩G1, both of which belong to the center of G0∩G1. Clearly, G0∩G1 has
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no subgroup isomorphic to Z32, implying that 〈ρ1, (ρ1ρ2)
2t−1〉 = 〈ρ1, (ρ0ρ2)
2l−1〉. It follows
(ρ1ρ2)
2t−1 = (ρ0ρ2)
2l−1 or (ρ1ρ2)
2t−1 = ρ1(ρ0ρ2)
2l−1 . For the former, o(ρ1ρ2C) ≤ 2
t−1 in
G/C, contradicting o(ρ1ρ2C) = 2
t. For the latter, d(G/C) ≤ 2 as G = 〈ρ1, ρ1ρ2, ρ0ρ2〉,
contradicting d(G/C) = 3.
Suppose G1 ∩ G2 > 〈ρ0〉. Similarly to the previous paragraph, (ρ0ρ2)
2l−1 = (ρ0ρ1)
2s−1
or (ρ0ρ2)
2l−1 = ρ0(ρ0ρ1)
2s−1 , which is impossible because the former implies o(ρ0ρ1C) < 2
s
in G/C and the latter implies d(G/C) < 3.
Suppose G0 ∩ G2 > 〈ρ1〉. Then (ρ0ρ1)
2s−1 = (ρ1ρ2)
2t−1 or (ρ0ρ1)
2s−1 = ρ1(ρ1ρ2)
2t−1.
The latter is impossible because d(G) = 3. For the former, (ρ0ρ1C)
2s−1 = (ρ1ρ2C)
2t−1 and
hence 〈ρ0C, ρ1C〉 ∩ 〈ρ1C, ρ2C〉 > 〈ρ1C〉, contradicting that G/C is a string C-group.
It follows that G0 ∩ G2 = 〈ρ1〉, G1 ∩ G2 = 〈ρ0〉 and G0 ∩ G1 = 〈ρ2〉 in G, and hence
(G, {ρ0, ρ1, ρ2}) is a C-group, as claimed.
Claim 3: (G0 ∩G1) · (G0 ∩G2) = (G1G2) ∩G0.
RecallG0 = 〈ρ1, ρ2〉, G1 = 〈ρ0, ρ2〉 andG2 = 〈ρ0, ρ1〉. By Claim 2, (G0∩G1)·(G0∩G2) =
〈ρ2〉〈ρ1〉 = {1, ρ2, ρ1, ρ2ρ1}.
Noting that G1 and G2 are dihedral, we have G1 = {(ρ2ρ0)
iρj0 | i ∈ Z2l , j ∈ Z2} and
G2 = {ρ
j
0(ρ0ρ1)
k | k ∈ Z2s , j ∈ Z2}. It follows that G1G2 = {(ρ2ρ0)
iρj0 (ρ0ρ1)
k | i ∈ Z2l , j ∈
Z2, k ∈ Z2s}. It is straightforward that {1, ρ2, ρ1, ρ2ρ1} ⊆ (G1G2) ∩G0.
On the other hand, assume x ∈ (G1G2) ∩ G0. Then x = (ρ2ρ0)
iρj0(ρ0ρ1)
k = (ρ1ρ2)
pρq1
for some i ∈ Z2l , k ∈ Z2s , p ∈ Z2t and j, q ∈ Z2.
Let i be even. Then xC = ρj0(ρ0ρ1)
kC = (ρ1ρ2)
pρq1C. By Claim 2, G/C is a string
C-group, and hence xC ∈ 〈ρ0C, ρ1C〉 ∩ 〈ρ1C, ρ2C〉 = 〈ρ1C〉. It follows x ∈ C or x ∈ ρ1C.
Note that C = 〈(ρ0ρ2)
2〉 ≤ G1. If x ∈ C then x ∈ C ∩G0 ≤ G1 ∩G0 = 〈ρ2〉 because G is
a C-group (Claim 2), and since ρ2 6∈ C, we have x = 1. If x ∈ ρ1C then x ∈ ρ1G1 ∩G0 =
ρ1(G1 ∩G0) = ρ1〈ρ2〉, and since ρ1ρ2 6∈ ρ1C, we have x = ρ1.
Let i be odd. Then xC = ρ2ρ
j+1
0 (ρ0ρ1)
kC = (ρ1ρ2)
pρq1C, and hence ρ2xC ∈ 〈ρ0C, ρ1C〉∩
〈ρ1C, ρ2C〉 = 〈ρ1C〉. By the previous paragraph, ρ2x = 1 or ρ1, that is, x = ρ2 or ρ2ρ1.
It follows that (G1G2) ∩ G0 = {1, ρ1, ρ2, ρ2ρ1}, and hence (G0 ∩ G1) · (G0 ∩ G2) =
(G1G2) ∩G0, as claimed.
By Claim 3, (G0 ∩ G1) · (G0 ∩ G2) = (G1G2) ∩ G0, and by Proposition 2.9, this is
equivalent to having G0G1∩G0G2 = G0(G1∩G2). By Proposition 2.6, the coset geometry
Γ(G, {G0, G1, G2}) is therefore flag-transitive and by Proposition 2.8, Γ(G, {G0, G1, G2})
is a regular hypertope of type (2s, 2t, 2l) and with automorphism group G.
To end this paper, we would like to propose the following conjecture.
Conjecture 3.3 For any positive integers n, s, t, l such that n ≥ 10, s, t ≥ 2, l ≥ 1 and
n < s+ t+ l, there is no regular 3-hypertope with type (2s, 2t, 2l) and automorphism group
of order 2n.
By [6, Theorem 3.2], the conjecture is true for l = 1, and Magma shows that it is
also true for n ≤ 10. Furthermore, one may show that the conjecture is true if one of
〈ρ0, ρ1〉〈ρ1, ρ2〉, 〈ρ0, ρ1〉〈ρ0, ρ2〉 and 〈ρ0, ρ2〉〈ρ1, ρ2〉 is a group.
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