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Well–Poised Macdonald Functions Wλ and
Jackson Coefficients ωλ On BCn
Hasan Coskun and Robert A. Gustafson
Abstract. The very well–poised elliptic Macdonald functionsWλ/µ in n inde-
pendent variables are defined and their properties are investigated. The Wλ/µ
are generalized by introducing an extra parameter to the elliptic Jackson co-
efficients ωλ/µ and their properties are studied. BCn multivariable Jackson
sums in terms of both Wλ and ωλ functions are proved.
1. Introduction
A family of symmetric elliptic functions Wλ associated to the root system BCn
are introduced which extend the symmetric Macdonald polynomials [M2] and Ok-
ounkov’s [O1] symmetric interpolation polynomials. These Wλ functions satisfy a
number of identities which generalize important identities for classical very-well-
poised basic hypergeometric series, such as the Jackson or q-Dougall summation
theorem and Bailey’s 10φ9 transformation. The symmetric elliptic ωλ function
which extends Wλ by an additional parmeter is also defined in this paper. How-
ever, the basic (trigonometric) version of ωλ functions, together with the basic 10ϕ9
transformation are first given in [C1]. Some of these results are proved indepen-
dently and by different methods by Rains [R1].
The genesis of the Wλ functions goes back to a family of symmetric inter-
polation polynomials defined by Biedenharn and Louck [BL]. The proof given
by Biedenharn and Louck for the symmetry of their polynomials depends on a
well-known hypergeometric transformation formula for balanced terminating 4F3
hypergeometric series. By using Bailey’s 10φ9 transform, it was possible to include
two additional parameters to their functions in the two variable case, obtaining
the two variable (trigonometric) Wλ functions. The general Wλ functions were
then studied as a means to generalize these classical hypergeometric methods to
the context of multivariate hypergeometric series. By using the elliptic version of
the Bailey’s 10φ9 transformation as given in Frenkel and Turaev [FT], it was easily
seen that the same approach generalized to the elliptic case. This extension of the
trigonometric Wλ and ωλ to the elliptic case is conjectured first in [C1]. Following
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Frenkel and Turaev, there has been much work done recently in studying different
generalizations of hypergeometric series involving elliptic functions, e.g. [HR], [SZ]
and [W2].
The initial motivation for the basic (trigonometric) version of ωλ was to prove
the BCn Bailey Lemmas given in [C1]. Bailey Lemma is a powerful iterative
method classically used for proving basic hypergeometric series identities (see [AAB],
[B1], [AAR], [GIS], [LM], [Sp], [W1], [CG] and [C2] for example). However,
as described in Theorem 3.3, properties of each function Wλ or ωλ are used in the
proof of the properties of the other. For example, that Wλ(x1, . . . , xn; q, p, t, a, b) is
symmetric follows from the symmetry of ωλ(x1, . . . , xn; r, q, p, t; a, b) in xi variables.
The paper is organized as follows. At the start of §2 we give a definition (Def-
inition 2.1) characterizing the symmetric elliptic Wλ functions as solutions of a
multivariate interpolation problem. This definition is a analogous to that given
by Okounkov [O2] for the symmetric interpolation polynomials associated to the
root system Cn. In §2.1 , a combinatorial definition of the elliptic Wλ functions is
given in definitions (2.11), (2.12), and (2.14). Some of the basic properties of these
combinatorial Wλ functions is also proved. In §2.2, a definition (Def. 2.11) of mul-
tiple very-well-poised elliptic hypergeometric series is given. The definition of the
elliptic ωλ or more generally the ωλ/ν functions (2.38) is also given in this section
and some of their properites are proved. In particular, ωλ fuction is characterized
in terms of certain multiplication and shift operators, analogous to the characteri-
zation of Biedenharn and Louck’s factorial Schur functions given by Goulden and
Hamel [GH]. It is also shown that ωλ is independent of different representations
of λ.
In §3 Theorem 3.3 is proved by induction in nine steps. The first steps (2.5)–
(2.9) establish that the combinatorial Wλ functions satisfy the conditions given in
Definition 2.1. Other steps include the proof of the W–Jackson sum (3.6), a BCn
generalization of elliptic Bailey’s 10ϕ9 transformation (3.31), and an elliptic cocycle
identity for the ω functions. There is also a discussion of a BCn generalization of
the Bailey Transform, which is a key algorithm used to generate classical hyperge-
ometric series identities (see [An], [AAR], [B2], [LM], [CG] and [C2]). Last few
results mentioned here are proved by easily extending the methods developed for
the basic (trigonometric) case in [C1] to the elliptic case.
Finally, §4 gives a proof of the ω–Jackson sum (4.12) which extends the W–
Jackson sum by an additional parmeter r ∈ C. The proof uses the symmetry and
vanishing properties of ωλ, and a key identity (3.10) for ωλ/µ(xr
δ(m); r, q, p, t; a, b).
The ω–Jackson sum reduces to the W–Jackson sum in the limit as r → t. The
basic (trigonometric) case of ω–Jackson sum (4.12) is proved in [C1]. We finish
this section by listing further important properties of the ωλ function.
2. Elliptic Macdonald Functions And Elliptic Jackson coefficients
We recall some terminology from the theory of basic hypergeometric series. For
a, q ∈ C, |q| < 1 and integerm, we define the basic factorial (a; q)∞ :=
∏∞
i=0(1−aq
i)
and (a; q)m := (a; q)∞/(aq
m; q)∞. We also define an elliptic analogue of the basic
factorial as follows. For x, p ∈ C and |p| < 1, let the elliptic function be given by
(2.1) E(x) = E(x; p) := (x; p)∞(p/x; p)∞
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and for a ∈ C, and a positive integer m define
(2.2) (a; q, p)m :=
m−1∏
k=0
E(aqm)
The definition is extended to negative m by setting (a; q, p)m = 1/(aq
m; q, p)−m.
Note also that when p = 0, (a; q, p)m reduces to standard (trigonometric) q–
Pochhammer symbol.
For any partition λ = (λ1, . . . , λn) and t ∈ C we can also define
(2.3) (a)λ = (a; q, p, t)λ :=
n∏
k=1
(at1−i; q, p)λi .
Note that when λ = (λ1) = λ1 is a single part partition, then (a; q, p, t)λ =
(a; q, p)λ1 = (a)λ1 . We’ll also use the notation
(2.4) (a1, . . . , ak)λ = (a1, . . . , ak; q, p, t)λ := (a1)λ . . . (ak)λ.
Let x1, . . . , xn ∈ C be a set of variables and F = C(q, p, t, a, b) field of rational
functions in the parameters q, p, t, a, b ∈ C. For positive integers i, k with 1 ≤ i ≤ n,
let V (i, k) be the vector space of functions in x1, . . . , xn spanned over F by 1 and
{1/E(bqmxi), 1/E(bq
ma−1x−1i )|1 ≤ m ≤ k}
Set V (i, 0) = F and V (i) = ∪k≥0V (i, k). Also let Vn[k] be the vector space over F
generated by the product V (1, k)V (2, k) · · ·V (n, k) and Vn the vector space gener-
ated by V (1)V (2) · · ·V (n).
Let S be the hyperoctahedral group of symmetries generated by the permu-
tations of the variables x1, . . . , xn together with the inversions xi → 1/axi for
1 ≤ i ≤ n. Then V Sn [k] (respectively V
S
n ) is the subspace of Vn[k] (Vn) invariant
under S.
At various times it may be necessary to assume that p, q, t, a, b do not take on
special values or that |t| < 1. It will generally be clear when this is required.
Note the effect on V (i, k) of setting p = 0. Then V (i, k) reduces to a subspace
of the field of rational functions C(x1, . . . , xn) over C(q, t, a, b) spanned by 1 and
{1/(1− bqmxi), 1/(1− bq
ma−1x−1i )|1 ≤ m ≤ k}
After setting p = 0, we may also consider the limits b→∞ or b→ 0. The effect on
V (i) is essentially to shift the poles of 1/(1− bqmxi) and 1/(1− bq
ma−1x−1i ) to 0 or
∞. Consequently, the elements of V Sn will asymptotically tend toward symmetric
polynomials in the variables x−1i and axi.
We will now characterize a special basis of V Sn . This basis will extend, up to
a change of variables and normalization, the BCn type interpolation polynomials
P ∗λ (x; q, t, s) of Okounkov [O1] and consequently also extend the shifted Schur func-
tions of F. Knop [Kn], A. Okounkov [O2], G. Olshanski [OO] and S. Sahi [Sa].
These in turn extend the homogeneous Macdonald polynomials Pλ(x; q, t) [M1] and
Schur functions.
Definition 2.1. Let tδ(n) = (tn−1, tn−2, . . . , 1) and for n-part partition λ
qλ = (qλ1 , . . . , qλn). Also define −λr = (−λn,−λn−1, . . . ,−λ1) and set q
−λr tδ(n) =
(q−λntn−1, q−λn−1tn−2, . . . , q−λ1). Define Wλ(x1, . . . , xn; p, q, t, a, b) to be the ele-
ment of V Sn satisfying the following conditions:
(2.5) Wλ(x; q, p, t, a, b) ∈ V
S
n [λ1]
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(2.6) Wλ(q
νtδ(n); q, p, t, a, b) = 0
if λ 6⊆ ν.
Setting
(2.7) W˜λ(x; q, p, t, a, b) = Wλ(x; q, p, t, a, b)
n∏
i=1
(qbxi, qba
−1x−1i )λ1
(x−1i , axi)λ1
.
Then
(2.8) W˜λ(b
−1q−ν
r
tδ(n); q, p, t, a, b) = 0
if ν 6⊆ λ and ν ⊆ (λ1)
n.
(2.9) Wλ(q
λtδ(n); q, p, t, a, b) = N(λ, n; q, p, t, a, b)
is a normalization constant to be specified below.
Neither the existence nor the uniqueness of the Wλ are obvious. We will con-
struct the Wλ functions below satisfying conditions (1)–(4). The set of the Wλ
functions as λ ranges over all n-part partitions λ will form a basis of V Sn over F.
The uniqueness of the Wλ functions will then follow from conditions (2)–(4).
Remark 2.2. The definition of the Wλ functions is similar to to Okounkov’s
P ⋆λ functions [O1]. The difference is that conditions (1) and (3) above are replaced
by a multidegree condition degP ⋆λ (x; q, t, s) ≤ |λ| or degP
⋆
λ (x; q, t) ≤ |λ| where
|λ| = λ1 + . . .+ λn is the weight of the n-part partition.
The normalization we will use for the Wλ functions is given as follows. Let
λ = (λ1, . . . , λn) be a partition, then
(2.10) N(λ, n; q, p, t, a, b) = Wλ(q
λtδ(n); q, p, t, a, b)
=
n∏
k=1
{
(qbtn−k, qtn−k)λk(at
2n−2k)2λk
((a/b)tn−k, atn−k)λk (qbt
n+1−2k)2λk
t(n+1−2k)λk
}
· (a/(qb))|λ| ·
∏
1≤i<j≤n
(qtj−i−1)λi−λj (at
2n−i−j)λi+λj
(qtj−i)λi−λj (at
1+2n−i−j)λi+λj
2.1. Combinatorial Definition of Wλ Functions. For positive integer n,
let λ = (λ1, . . . , λn), µ = (µ1, . . . , µn) be partitions such that the skew partition
λ/µ is a horizontal strip; i.e. λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . λn ≥ µn. Also set
λn+1 = µn+1 = 0. For λ and µ as above and b ∈ C, we define
(2.11) Hλ/µ(q, p, t, b)
:=
∏
1≤i<j≤n
{
(qµi−µj−1tj−i)µj−1−λj (q
λi+λj t3−j−ib)µj−1−λj
(qµi−µj−1+1tj−i−1)µj−1−λj (q
λi+λj+1t2−j−ib)µj−1−λj
·
(qλi−µj−1+1tj−i−1)µj−1−λj
(qλi−µj−1 tj−i)µj−1−λj
}
·
∏
1≤i<(j−1)≤n
(qµi+λj+1t1−j−ib)µj−1−λj
(qµi+λj t2−j−ib)µj−1−λj
.
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and also for x ∈ C,
(2.12) Wλ/µ(x; q, p, t, a, b) := Hλ/µ(q, p, t, b) ·
(x−1, ax)λ(qbx/t, qb/(axt))µ
(x−1, ax)µ(qbx, qb/(ax))λ
·
n∏
i=1
{
E(bt1−2iq2µi)
E(bt1−2i)
(bt1−2i)µi+λi+1
(bqt−2i)µi+λi+1
· ti(µi−λi+1)
}
,
Note that for t = q, Hλ/µ(q, p, q, b) = 1, and for p = b = 0, Hλ/µ(q, 0, t, 0) =
ψλ/µ where ψλ/µ is the weight function in Macdonald’s combinatorial formula [M1]
:
(2.13) Pλ(x1, . . . , xn) =
∑
µ≺λ
ψλ/µx
|λ/µ|
1 Pµ(x2, . . . , xn).
where µ ≺ λ means λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . λn ≥ µn ≥ 0. (In this case, we can
also assume µn = 0, since Pµ(x2, . . . , xn) = 0 otherwise.)
Letting λ, µ be arbitrary partitions λ = (λ1, . . . , λn), µ = (µ1, . . . , µn) with
λ/µ a skew partition, we define the function Wλ/µ(y, z1, . . . , zℓ; q, p, t, a, b) in ℓ + 1
variables y, z1, . . . , zℓ ∈ C by the following recursion formula
(2.14) Wλ/µ(y, z1, z2, . . . , zℓ; q, p, t, a, b)
=
∑
ν≺λ
Wλ/ν(yt
−ℓ; q, p, t, at2ℓ, btℓ)Wν/µ(z1, . . . , zℓ; q, p, t, a, b).
We also set Wλ/0(x; q, p, t, a, b) = Wλ(x; q, p, t, a, b) where x ∈ C
n.
Note that when λ has only one part and x ∈ C, then
(2.15) Wλ(x; q, p, t, a, b) :=
(x−1, ax)λ
(qbx, qb/(ax))λ
is independent of the parameter t.
Notice also the strange property that for any n-part partition λ 6= 0, and x ∈ C,
Wλ/λ(x; q, p, t, a, b) is not identically 1. In fact, Wλ/λ(x; q, p, t, a, b) is not even a
constant.
We’ll now discuss some properties of the combinatorially defined Wλ func-
tions. The first proposition is an easy consequence of the definitions (2.11), (2.12)
and (2.14).
Proposition 2.3. Let λ be an n-part partition with λn 6= 0 and 0 ≤ k ≤ λn
for some integer k. Let x = (x1, . . . , xn) ∈ Cn, then
(2.16) Wλ(x; q, p, t, a, b) =
[n/2]∏
j=1
(qbtn−2j)2k
(qbt−1−n+2j)2k
n∏
i=1
(x−1i )k(axi)k
(qbxi)k(qb/(axi))k
·Wλ−kn(xq
−k; q, p, t, aq2k, bq2k)
where kn is the n-part partition all of whose parts equal the integer k.
Corollary 2.4.
(2.17) Wλn
1
(x; q, p, t, a, b) =
[n/2]∏
j=1
(qbtn−2j)2λ1
(qbt−1−n+2j)2λ1
n∏
i=1
(x−1i )λ1(axi)λ1
(qbxi)λ1(qb/(axi))λ1
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Remark 2.5. An alternative normalization of the Wλ functions are given as
follows:
(2.18) W ∗λ (x; q, p, t, a, b)
=
∏
1≤i<j≤n
{
(tj−i)λi−λj (qbt
n−i−j)λi+λj
(tj−i+1)λi−λj (qbt
n−i−j+1)λi+λj
}
Wλ(x; q, p, t, a, b)
One advantage of this normalization is that it simplifies the above formula. We
have
(2.19) W ∗λ (x; q, p, t, a, b) =
n∏
i=1
(x−1i )k(axi)k
(qbxi)k(qb/(axi))k
W ∗λ−kn(xq
−k; q, p, t, aq2k, bq2k)
Another property is the vanishing theorem for the combinatorially defined Wλ
function.
Theorem 2.6. Let π = (π1, . . . , πn) and λ = (λ1, . . . , λn) be n-part partitions
such that λ * π. We then have
(2.20) Wλ(q
πtδ; q, p, t, a, b) = 0.
Proof. By induction on n and using the recursive definition (2.14) of the W
functions
(2.21) Wλ(q
πtδ; q, p, t, a, b)
=
∑
ν
Wλ/ν(y1; q, p, t, at
2(n−l+1), btn−l+1) ·Wν(y2; q, pt, a, b),
where y1 = (q
π1tl−2, qπ2tl−2, . . . , qπl−1) and y2 = (q
πltn−l, qπl+1tn−l−1, . . . , qπn) and
l, 1 ≤ l ≤ n is chosen so that λl > πl (since λ 6⊆ π). 
Corollary 2.7. If λ = (λ1, . . . , λn) is a partition with λn−k+1 = . . . = λn = 0,
where 1 ≤ k ≤ n, and x = (x1, . . . , xn−k, t
δ(k)) ∈ Cn and tδ(k) = (tk−1, . . . , 1), then
set λˆ = (λ1, . . . , λn−k) and xˆ = (x1, . . . , xn−k). We have
(2.22) Wλ(x; q, p, t, a, b) = Wλˆ(xˆt
−k; q, p, t, at2k, btk).
Proof. Use the recurrence relation
(2.23) Wλ(x; q, p, t, a, b) =
∑
µ≺λ
Wλ/µ(xˆt
−k; q, p, t, at2k, btk)Wµ(t
δ(k); q, p, t, a, b).
By Theorem (2.6), the only non–vanishing term in (2.23) is when µ = 0k. The
result follows after observing that W0k(t
−δ(k); q, p, t, a, b) = 1 and
Wλˆ/0k(xˆt
−k; q, p, t, at2k, btk) = Wλˆ(xˆt
−k; q, p, t, at2k, btk).

A further property of the combinatorially defined Wλ function corresponds to
a property of Okounkov’s BC-type interpolation polynomials [O1]:
(2.24) P ∗µ (1/x1, . . . , 1/xn; 1/q, 1/t, 1/s) = s
2|µ|t2n−2|µ|P ∗µ (x1, . . . , xn; q, t, s).
We have
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Proposition 2.8.
(2.25) Wλ(x
−1
1 , . . . , x
−1
n ; q
−1, p, t−1, a−1, b−1)
= a−2|λ|b2|λ|q2|λ|t2n(λ)−2(n−1)|λ|Wλ(x1, . . . , xn; q, p, t, a, b)
Proof. One checks that for skew W functions of one variable x ∈ C, we have
(2.26) Wλ/µ(x
−1; q−1, p, t−1, a−1, b−1)
= (qba−1)2|λ|−2|µ|t2n(λ)−2n(µ)−2|µ|Wλ/µ(x; q, p, t, a, b)
and the result follows by the induction using the recursive definition (2.14). 
The next result is an analog for the Wλ functions of the reversal formulas for
basic hypergeometric series.
Proposition 2.9. Let λ ⊆ Nn be a partition and x ∈ Cn. Let λ¯ = Nn − λr =
(N − λn, . . . , N − λ1). Then
(2.27) Wλ¯(x; q, p, t, a, b) =
∏
1≤i<j≤n
(qbtn−i−j+1, q1−Nb−1tn−i−j)λi+λj
(qbtn−i−j , q1−Nb−1tn−i−j+1)λi+λj
· (qba−1)2|λ|
n∏
i=1
(x−1i , axi)N
(qbxi, qb/(axi))N
Wλ(bq
Nx; q, p, t, ab−2q−2N , b−1q−2N )
which using the alternate normalization can be written as
(2.28) W ∗λ¯ (x; q, p, t, a, b) =W
∗
Nn(x; q, p, t, a, b)
· (qb/2a)2|λ|W ∗λ (bq
Nx; q, p, t, ab−2q−2N , b−1q−2N )
Proof. Direct computation. 
We finally prove the following
Proposition 2.10. Wλ(x; q, p, t, a, b), where x = (x1, . . . , xn) = q
u = (qu1 , . . . , qun) ∈
Cn, is elliptic in each of the variables u1, . . . , un ∈ Cn and 0 < q < 1
Proof. It will suffice to show that for any variable xi, 1 ≤ i ≤ n substituting
pxi in place of xi leaves theWλ(x; q, p, t, a, b) function invariant. From the definition
(2.14 ) of the W function this reduces to considering the skew function in one
variable Wλ/µ. Using the definition of Wλ/µ given in (2.12) and (2.11), consider
the result of replacing the variable x by px in the factor
(2.29)
((px)−1, apx)λ
(qbpx, qb/(apx))λ
=
((x)−1, ax)λ
(qbx, qb/(ax))λ
and a similarly
(2.30)
(qbpx/t, qb/(apxt))µ
((px)−1, apx)µ
=
(qbx/t, qb/(axt))µ
((x)−1, ax)µ
.
Hence Wλ/µ is invariant under replacing x by px and Wλ(x; q, p, t, a, b) is invariant
under replacing xi by pxi. 
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2.2. Multiple Elliptic Hypergeometric Series. We’ll now define an ana-
logue of terminating very–well–poised elliptic hypergeometric series on BCn.
Definition 2.11. Let ai be non–zero complex parameters for i ∈ [k− 1] where
k ≥ 5 is an integer, and µ and ν be partitions such that ℓ(ν) ≤ n and µ ⊆ ν. Then
set
(2.31) k+1Φ
n
k [a1, a2, . . . , ak−3; ak−2, ν‖ ak−1, µ]q,p,t
=
∑
λ
µ⊆λ⊆ν
Kλ(a1)
[a1t
1−n, a2, . . . , ak−3]λ
[qtn−1, qa1/a2, . . . , qa1/ak−3]λ
·Wλ(q
νtδ(n); q, p, t, ak−2t
2−2n, a1t
1−n)
·Wµ(q
λtδ(n); q, p, t, a1t
2−2n, ak−1t
1−n)
where
(2.32) Kλ(a1) :=
n∏
i=1
{
E(a1t
2−2iq2µi)
E(a1t2−2i)
(
qt2i−2
)µi}
·
∏
1≤i<j≤n
{
(qtj−i)λi−λj (a1t
3−i−j)λi+λj
(qtj−i−1)λi−λj (a1t
2−i−j)λi+λj
}
and ⊆ denotes the partial inclusion ordering defined by
(2.33) µ ⊆ λ ⇔ µi ≤ λi, ∀i ≥ 1.
We’ll sometimes suppress the q, p, t dependence. We occationally drop n in
the notation as well, for the series does not depend on n as we verify below. In
particular when µ = 0, we simplify the notation for the left hand side of (2.31) and
write
(2.34) k+1Φk [a1, a2, . . . , ak−3; ak−2, ν]
:= k+1Φ
n
k [a1, a2, . . . , ak−3; ak−2, ν‖ ak−1, 0]q,p,t
Note that the series (2.31) and (2.34) are very well–poised, in the sense that
the denominator parameters have the form qa1/ai, where ai are the numerator pa-
rameters, and the very–well–poised factor is located inside the factor Kλ(a1). We’ll
say that the series (2.31) and (2.34) are balanced, if the product of the denominator
parameters is qtn−1 times that of numerator parameters.
Remark 2.12. The definition (2.11) is a direct extension of the multiple basic
hypergeometric series given in [C1] to the elliptic case.
Just as for the trigonometric version given in [C1], the elliptic Jackson coeffi-
cients ωλ(x; r, q, p, t, a, b) are first defined explicitely in the case of one variable ωλ/µ
function associated to a skew partition λ/µ. Then the multivariable ωλ function
is defined in terms of the Ω algebra generated by certain shift and multiplication
operators on the Z–space V of infinite lower–triangular matrices defined in
Definition 2.13. Let F = C(q, p, t, r, a, b) and let F∞ = F(X) denote the
extended field of of rational functions over F in the infinite set of indeterminates
X = {x1, x2, . . .}. We use F(z) for the case when z = (x1, . . . , xn) is arbitrary
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number of variables n ∈ Z>. Then V denotes the Z–space of all infinite lower–
triangular matrices indexed by partitions, whose entries are from F∞. The condition
that u ∈ V is lower triangular with respect to the partial inclusion ordering (2.33)
can be phrased in the form
(2.35) uλµ = 0, when µ 6⊆ λ
The addition operation is defined in the standard form as
(2.36) (u+ v)λµ := uλµ + vλµ,
and the multiplication operation is defined by the relation
(2.37) (uv)λµ :=
∑
µ⊆ν⊆λ
uλνvνµ
for u, v ∈ V . This operation is clearly associative since the same matrix entries
enter into the double sum either way we sum it.
We now give the definition of the elliptic Jackson coefficients. Recall [M2] that
if µ ⊆ λ, the set theoretic difference λ − µ is called a skew (diagram) partition. A
skew partition is called a horizontal strip if it satisfies the betweenness condition
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . ..
Definition 2.14 (Elliptic Jackson Coefficients). Let λ and µ be partitions of
at most n–parts such that λ/µ is a skew partition. Then the Jackson coefficients
ωλ/µ are defined by
(2.38) ωλ/µ(x; r, q, p, t; a, b) :=
(x−1, ax)λ
(qbx, qb/ax)λ
(qbr−1x, qb/axr)µ
(x−1, ax)µ
·
(r, br−1t1−n)µ
(qbr−2, qtn−1)µ
n∏
i=1
{
E(br−1t2−2iq2µi)
E(br−1t2−2i)
(
qt2i−2
)µi}
·
∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(br−1t3−i−j)µi+µj
(br−1t2−i−j)µi+µj
}
Wµ(q
λtδ(n); q, p, t, bt2−2n, br−1t1−n)
where x, r, q, p, t, a, b ∈ C are free complex parameters.
Note that ωλ/µ(x; r; a, b) = ωλ/µ(x; r, q, p, t; a, b) is defined when the skew par-
tition λ/µ is not a horizantal strip.
Defining W(xi)=W(xi; r, q, p, t, a, b) for each i ∈ [n] as the infinite matrix
whose (λµ)–entry is ωλ/µ(xi; r, q, p, t, a, b) we introduce the Ω algebra that pro-
duces the recursion formula for the Jackson coefficients ωλ. The recurrence formula
we obtain is completely analogous to that for Wλ functions.
Definition 2.15. With notation as above, let Xi denote the linear operator
on V defined as the right matrix multiplication by W(xi), for each indeterminate
xi, and let I denote the identity operator on the same space. Also define the linear
operator M on V by
(2.39) (Mv(X ; r, q, p, t, a, b))λµ := v(r
−1X ; r, q, p, t, ar2, br)λµ
for any v ∈ V where r−1X = {r−1x1, r
−1x2, . . .}. Then Ω
n is the algebra generated
by the composite operators
(2.40) W(xi) := XiM
for all i ∈ [n] and I, where the multiplication operation is composition.
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Consider the algebra representation π : Ωn 7→ EndV of Ωn on the space V
defined by
(2.41) π(f)v = fv
for f ∈ Ωn and v ∈ V . Then for every linear combination (which is a polynomial
due to the symmetry proved below) f in operatorsW(x1), W(x2), . . ., W(xn) in Ω
n,
there exists an infinite lower triangular matrix associated to it, namely π(f)I = fI.
This leads to our definition of the recursion formula for ωλ.
Definition 2.16. With the notation as above and z = (x1, . . . , xn), we set
(2.42) W(z) := W(zt) · I =W(r1−nx1) · · ·W(r
−1xn−1)W(xn)
where zt = (xn, xn−1, . . . , x1) and W(z
t) :=
∏n
i=1W(xn−i+1).
Entrywise writing of (2.42) gives the recursion formula for the Jackson coeffi-
cients
(2.43) ωλ/τ (y, z; r; a, b) :=
∑
µ
ωλ/µ(r
−ky; r; ar2k, brk)ωµ/τ (z; r; a, b)
where y = (x1, . . . , xn−k) ∈ Cn−k and z = (xn−k+1, . . . , xn) ∈ Ck.
Using the recurrence relation (2.43) we can extend the definition of ωλ/µ(x; a, b)
from the single variable x ∈ C case to the multivariable ωλ/µ(z; r; a, b) case with
arbitrary number of variables z = (x1, . . . , xn) ∈ Cn. The fact that multivariable
ωλ/µ(z; r; a, b) is symmetric will be proved below.
We set ωλ(z; r; a, b) := ωλ/0(z; r; a, b). In the case of one variable x ∈ C we get
(2.44) ωλ(x; r; a, b) := ωλ/0(x; r, q, p, t; a, b) =
(x−1)λ(ax)λ
(qbx)λ(qb/ax)λ
which is independent of r.
The definition of the elliptic Jackson coefficients directly implies the following
properties.
Lemma 2.17. For n–part partitions λ and µ, if µ * λ, then
(2.45) ωλ/µ(x; r; a, b) = 0.
Proof. The proof follows from the vanishing property (2.20) of Wλ function
which says that for an n–part partitions λ, Wµ(q
λtδ(n); q, p, t, a, b) = 0 if µ * λ. 
We next establish the fact that the definition of ωλ/µ is invariant under any
representation of λ. More precisely, we have
Lemma 2.18. Let λ = (λ1, λ2, . . . , λn) be an n–part partition with λn−m+1 6= 0
and λn−m+1 = . . . = λn = 0 where 1 ≤ m ≤ n. Then we have
(2.46) ωλ/µ(x; r; a, b) = ωλˆ/µˆ(x; r; a, b).
where λˆ and µˆ denotes the (n − m)–part partition obtained by dropping the last
m zero parts from λ and µ respectively. That is, λˆ = (λ1, . . . , λn−m) and µˆ =
(µ1, . . . , µn−m).
Proof. We first recall (2.22) that for an n–part partition ν = (ν1, ν2, . . . , νn)
with νn−m+1 = . . . = νn = 0 where 1 ≤ m ≤ n, we have
(2.47) Wν(z; q, p, t, a, b) = Wνˆ(yt
−m; q, p, t, at2m, btm)
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where ν′ = (ν1, . . . , νn−m) and z = (y, t
δ(m)) ∈ Cn with y ∈ Cn−m.
Assume that µ ⊆ λ, for otherwise ωλ/µ will vanish by Lemma (2.17). Then if
we set z = qλtδ(n) and y = (qλ1tn−1, . . . , qλn−mtm) and use the property discussed
above, we get
(2.48) Wµ(q
λtδ(n); q, p, t, bt2−2n, br−1t1−n)
=Wµ((y, t
δ(m)); q, p, t, bt2−2n, br−1t1−n)
= Wµˆ(q
λˆtδ(n−m); q, p, t, bt2−2(n−m), br−1t1−(n−m))
It remains to show that the factor
(2.49)
(br−1t1−n)µ
(qtn−1)µ
∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(br−1t3−i−j)µi+µj
(br−1t2−i−j)µi+µj
}
is also invariant under any representation of λ. It is clear that for k < n we have
(2.50)
∏
1≤i<j≤n
cij =
∏
1≤i<j≤k
cij ·
∏
1≤i≤k<j≤n
cij ·
∏
k<i<j≤n
cij
for an array of objects cij . If we set k = n−m and
(2.51) cij :=
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(br−1t3−i−j)µi+µj
(br−1t2−i−j)µi+µj
}
we see that the last factor on the right hand side of the product (2.50) drops,
because µi−µj = µi+µj = 0 for all k < i < j ≤ n. For the second factor in (2.50)
we have µi − µj = µi, since µj = 0 when k < j ≤ n. Therefore, this middle factor
in the right hand side of (2.50) becomes
(2.52)
∏
1≤i≤k<j≤n
{
(qtj−i)µi
(qtj−i−1)µi
(br−1t3−i−j)µi
(br−1t2−i−j)µi
}
=
(br−1t1−k)µ(qt
n−1)µ
(qtk−1)µ(br−1t1−n)µ
so that we have
(2.53)
∏
1≤i<j≤n
cij =
∏
1≤i<j≤k
cij ·
(br−1t1−k)µ(qt
n−1)µ
(qtk−1)µ(br−1t1−n)µ
Therefore the factor
(2.54)
(br−1t1−n)µ
(qtn−1)µ
∏
1≤i<j≤n
cij =
(br−1t1−k)µ
(qtk−1)µ
∏
1≤i<j≤k
cij
is also invariant under any representation of λ. Other factors of the form (u)λ or
(u)µ and the very well–poised factor depend only on the length ℓ(λ) and ℓ(µ) of λ
and µ respectively, and not on n. 
This shows that the apparent n dependency of the definition (2.38) is not
essential in the sense that n could be any integer such that n ≥ ℓ(λ). Other
properties of ωλ/µ will be proved after the proof of the main theorem in the next
section.
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3. W–Jackson sum
We will prove in this section a number of the important properties of the
elliptic combinatorial W functions. We begin with a result that gives a special
evaluation of the W function, corresponding to a special evaluation of Okounkov’s
P ⋆λ functions [O1].
Proposition 3.1. For any n-part partition λ and a, b, q, p, t ∈ C we have
(3.1) Wλ(q
λtδ(n); q, p, t, a, b) = N(λ, n; q, p, t, a, b)
Proof. Equation (3.1) is a direct consequence of repeated applications of iden-
tities (2.16) and (2.22). 
In the proof of the main theorem in this section, we’ll use a generalization of a
series transformation identity known as Bailey Transform as given in [C1]. It can
be stated as follows: Let α, δ, and m ∈ V where V is defined as in Definition (2.13).
That is, α, δ and m are infinite lower triangular matrices (doubly indexed array
of objects) whose rows and columns are indexed by partitions with respect to the
partial inclusion ordering (2.33). Denote by β and γ the product matrices β = mα
and γ = δ m, where the matrix multiplication in V is defined by (2.37). Then
it is obvious that γ α = δ β. Since this identity involves three matrices on both
sides, we have two ways of summing the series due to the associativity of matrix
multiplication. This observation is stated as a change of summation order in
Lemma 3.2 (Bailey Transform). Suppose we are given three infinite lower tri-
angular matrices α, δ and m in V . If we define β and γ to be matrices with entries
(3.2) βλτ =
∑
µ
τ⊆µ⊆λ
mλµ αµτ , and γνλ =
∑
µ
λ⊆µ⊆ν
δνµmµλ
then we have
(3.3)
∑
λ
τ⊆λ⊆ν
γνλ αλτ =
∑
λ
τ⊆λ⊆ν
δνλβλτ
Proof. We have that
(3.4)
∑
λ
τ⊆λ⊆ν
γνλ αλτ =
∑
λ
τ⊆λ⊆ν
αλτ
∑
µ
λ⊆µ⊆ν
δνµmµλ
=
∑
µ
τ⊆µ⊆ν
δνµ
∑
λ
τ⊆λ⊆µ
mµλ αλτ =
∑
µ
τ⊆µ⊆ν
δνµβµτ
where the second step follows from the associativity of matrix multiplication as
explained above. 
In particular, if we set τ = 0 and send ν →∞ in (3.2) and (3.3), we get, in the
one dimensional case, the statement of the classical Bailey Transform. Because of
the limits involved, we require that certain convergence conditions are satisfied so
that γ is well–defined and the change of summation makes sense.
We now state one of the main theorems of the paper: a nine step theorem
proved by induction on the number of parts (including zero parts at the end) of the
partition λ.
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Theorem 3.3. In the following assume partitions λ, ν, τ, µ have at most n
parts, x ∈ Cn and q, p, t, r, s, a, a′, b, c, d, e, f, g ∈ C.
(1) The combinatorial Wλ function satisfy conditions (2.5)– (2.9).
(2) A W function symmetry identity:
(3.5) Wλ
(
k−1qνtδ; q, , p, t, k2a, kb
)
·
(qbtn−1)λ(qb/a)λ
(k)λ(katn−1)λ
·
∏
1≤i<j≤n
{
(tj−i)λi−λj (qa
′t2n−i−j−1)λi+λj
(tj−i+1)λi−λj (qa
′t2n−i−j)λi+λj
}
= Wν
(
h−1qλtδ; q, p, t, h2a′, hb
)
·
(qbtn−1)ν(qb/a
′)ν
(h)ν(ha′tn−1)ν
·
∏
1≤i<j≤n
{
(tj−i)νi−νj (qat
2n−i−j−1)νi+νj
(tj−i+1)νi−νj (qat
2n−i−j)νi+νj
}
where k = a′tn−1/b and h = atn−1/b.
(3) A W function Jackson sum:
(3.6) Wλ(s
−1x; q, p, t, at−2ns2, bt−ns)
=
(s)λ(ast
−n−1)λ
(qbt−1)λ(qbtn/a)λ
·
∏
1≤i<j≤n
{
(tj−i+1)λi−λj (qbst
−i−j+1)λi+λj
(tj−i)λi−λj (qbst
−i−j)λi+λj
}
·
∑
µ⊆λ
(bt−n)µ(qbt
n/(as))µ
(qtn−1)µ(ast−n−1)µ
·
n∏
i=1
{
E(bt1−2iq2µi)
E(bt1−2i)
(qt2i−2)µi
}
·
∏
1≤i<j≤n
{
(tj−i)µi−µj (qt
j−i)µi−µj
(qtj−i−1)µi−µj (t
j−i+1)µi−µj
(bqt−i−j)µi+µj (bt
−i−j+2)µi+µj
(bt−i−j+1)µi+µj (qbt
−i−j+1)µi+µj
}
·Wµ(q
λtδ(n); q, p, t, bst1−2n, bt−n) ·Wµ(x; q, p, t, at
−2n, bt−n)
(4) A cocycle identity for ω functions:
(3.7) ων/τ ((rs)
−1; rs; a(rs)2, brs)
=
∑
τ⊆λ⊆ν
ων/λ(s
−1; s; a(rs)2, brs) · ωλ/τ (r
−1; r; ar2, br)
(5) A BCn generalization of Bailey’s 10ϕ9 transformation
(3.8)
(qb/g, qb/f, qγ, qγ/fg)ν
(qb, qb/fg, qγ/f, qγ/g)ν
(γc/b, γe/b)τ
(c, e)τ
· 10Φ9 [b, c, d, e, f, g; qγb, ν‖ b/d, τ ]
= 10Φ9 [γ, γc/b, γd/b, γe/b, f, g; qγb/fg, ν‖ b/d, τ ]
where γ = qb2/cde.
(6) The multivariable ωλ/µ function is symmetric. Namely,
(3.9) ωλ/µ(x1, . . . , xk; r; a, b) = ωλ/µ(xσ(1), . . . , xσ(k); r; a, b)
for any σ ∈ S, the symmetric group.
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(7) A skew ω function special evaluation identity:
(3.10) ωλ/µ(xr
δ(m); r; a, b) =
(x−1, axrm−1)λ
(qbrm−1x, qb/(ax))λ
(qbr−1x, qb/(axrm))µ
(x−1, axrm−1)µ
·
(rm, qbrm−2)λ
(qbr−1, r)λ
(r, br−1t1−n)µ
(qbr−2, qtn−1)µ
·
n∏
i=1
{
E(br−1t2−2iq2µi)
E(br−1t2−2i)
(
qt2i−2
)µi}
·
∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(br−1t3−i−j)µi+µj
(br−1t2−i−j)µi+µj
}
·Wµ(q
λtδ(n); q, p, t, brm−1t2−2n, br−1t1−n)
where x ∈ C and xrδ(m) = (xrm−1, . . . , xr, x) for a positive integer m.
(8) The skew W function Wλ/µ(x, y; q, p, t, a, b) is symmetric in the variables
x, y ∈ C.
(9) An “extended” W Jackson sum: i.e. the identity (3.6) for n+1 part par-
titions λ = (λ1, . . . , λn+1) with the last part λn+1 = 0.
Proof. When λ = (0), the identities in Theorem 3.3 are trivially true. We
now do induction on n, the number of parts of λ assuming that at least one part is
nonzero.
Observe that in step one above, identities (2.6)–(2.9) have already been proven.
Identity (2.6) is simply Theorem 2.6. Identity (2.8) is a consequence of the W
reversal identity (2.27) and Theorem 2.6. Finally identity (2.9) is proved in Propo-
sition 3.1. This leaves identity (2.5) to be proved. The combinatorial definition
of the W function given in (2.11), (2.12), and (2.14) shows that the function
Wλ(x1, . . . , xn; q, p, t, a, b) ∈ Vn[λ1]. To further show that Wλ ∈ V
S
n [λ1], we need to
demonstrate that the Wλ function is invariant in the variables {x1, . . . , xn} under
the action of the group S. The difficult condition here is to show that the Wλ
function is invariant under the transpositions
xi ↔ xj , for 1 ≤ i < j ≤ n.
Using induction on n and the y ∈ C2 case of the generalized W recurrence identity
(3.11) Wλ/µ(y, z1, z2, . . . , zℓ; q, p, t, a, b)
=
∑
ν⊆λ
Wλ/ν(yt
−ℓ; q, p, t, at2ℓ, btℓ)Wν/µ(z1, . . . , zℓ; q, p, t, a, b),
it will suffice to show that Wλ(x1, . . . , xn; q, p, t, a, b) is invariant under the trans-
position x1 ↔ x2. When n = 1 there is nothing to prove, so we assume n ≥ 2. We
can also assume that λn = 0, because if λn > 0 then by the Wλ reduction identity
(2.16) we can reduce to the case λn = 0. Using the recurrence identity (3.11), the
symmetry of the Wλ function in x1 and x2 follows from a proof of the symmetry of
the function Wλ/ν(x1t
−(n−2), x2t
−(n−2); q, p, t, at2(n−1), btn−1) in the variables x1
and x2,where assume that λn = 0 and hence νn = 0. If λˆ and νˆ are the n-1 part
partitions obtained by dropping the nth part of λ and ν, we observe that
(3.12) Wλ/ν(x1t
−(n−2), x2t
−(n−2); q, p, t, at2(n−2), btn−2)
=Wλˆ/νˆ(x1t
−(n−2), x2t
−(n−2); q, p, t, at2(n−2), btn−2).
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Applying the step seven (n-1 part partitions) inductive assumption to the right-
hand-side of (3.12), we finish the proof that Wλ(x1, . . . , xn; q, .pt, a, b) ∈ V
S
n [λ1]
and step one of the n part partitions case of Theorem 3.3.
To prove step two, identity (3.5), we will do a double induction, first on the
last part λn of λ, and finally on the last part νn of ν. By the general inductive
assumption for Theorem 3.3, we also assume that identity (3.5) is true when λ
and ν have only n-1 parts. The general inductive assumption also implies that the
“extended” W Jackson sum (3.6) is true for n-part partitions λ with last part zero,
λn = 0. Substituting at
2n in place of a and btn in place of b, and setting x = qνtδ(n),
s = k, k = a′tn−1/b and h = atn−1/b in this “extended” W Jackson sum identity,
the right-hand-side of the W Jackson sum (3.6) exhibits a symmetry between λ, a,
k and ν, a′, h. This proves the n-part partition identity (3.5) when λn = νn = 0.
If λn > 0, then using identity (2.16) the left-hand side of (3.5) becomes
(3.13)
n∏
i=1
E(kq−νiti−n)E(kaqνi tn−i)E(qbtn−i)E(qba−1t1−i)
E(kt1−i)E(katn−i)E(qbqνitn−i)E(qba−1q−νiti−n)
·
∏
1≤i<j≤n
(tj−i)λi−λj (q
3a′t2n−i−j−1)λi+λj−2
(tj−i+1)λi−λj (q
3a′t2n−i−j)λi+λj−2
·
(q2btn−1)λ−1n(q
2b/a)λ−1n
(qk)λ−1n(qkatn−1)λ−1n
Wλ−1n
(
k−1qνtδq−1; q, p, t, k2aq2, kbq2
)
.
where λ− 1n is the partition (λ1 − 1, . . . , λn − 1) and we have simplified by using
the identity
(3.14)
(qkbtj−2i)2(qa
′t2n−i−j−1)2
(qkbtj−1−2i)2(qa′t2n−i−j)2
=
(qa′tn+j−2i−1)2(qa
′t2n−i−j−1)2
(qa′tn+j−2−2i)2(qa′t2n−i−j)2
=
(qa′tn−i−1; t)n−i(q
2a′tn−i−1; t)n−i
(qa′tn−i−1; t)n−i(q2a′tn−i−1; t)n−i
= 1.
By induction on λn, we can evaluate the Wλ−1n function in (3.13) from the λ− 1
n
case of (3.5) with b, k, h, a′ replaced by qb, qk, q−1h, q2a′ respectively and ν and a
unchanged. We obtain
(3.15) Wk−1qνtδq−1;q,p,λ−1n
(
t, k2aq2, kbq2
)
=
(qk)λ−1n(qkat
n−1)λ−1n
(q2btn−1)λ−1n(q2b/a)λ−1n
∏
1≤i<j≤n
(tj−i+1)λi−λj (q
3a′t2n−i−j)λi+λj−2
(tj−i)λi−λj (q
3a′t2n−i−j−1)λi+λj−2
·
(q2btn−1)ν(b/a
′)ν
(q−1h)ν(qha′tn−1)ν
∏
1≤i<j≤n
(tj−i)νi−νj (qat
2n−i−j−1)νi+νj
(tj−i+1)νi−νj (qat
2n−i−j)νi+νj
·Wν
(
h−1qλtδ; q, p, t, h2a′, hb;
)
.
Substituting identity (3.15) into the expression (3.13) and simplifying further, we
prove identity (3.5) in the λn > 0 case.
The case with νn > 0 can be proven in exactly the same way. Therefore we
reduce to the previously proven case λn = νn = 0. This completes the proof of step
two of Theorem 3.3.
We now prove induction step three of Theorem 3.3, the W function Jackson
sum (3.6) in the case when the variable x ∈ Cn, treating the partition λ as an
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n-tuple. We will do a further induction on λ using reverse lexicographical order.
We will use the notation µ < λ to denote µ is less than λ in reverse lexicographical
order (and similarly µ ≤ λ also includes the case µ = λ). The inductive assumption
is that identity (3.6) is true whenever λ < γ for some partition γ with l(γ) ≦ n.
We now consider the case λ = γ and proceed to show that identity (3.6) is true in
this case as well. Note that we can begin our induction in the trivial case of the
partition (0). We begin with the following
Lemma 3.4.
(3.16) Wλ(s
−1x; q, , p, t, at−2ns2, bs) =
∑
µ≤λ
cµWµ(x; q, p, t, at
−2n, b),
where x ∈ Cn, s ∈ C, cµ ∈ F, and the sum is over partitions µ with l(µ) ≤ n and
µ ≤ λ.
Proof. Since Wλ(s
−1x; q, p, t, at−2ns2, bt−ns) ∈ V Sn [λ1], it follows that
(3.17) Wλ(s
−1x; q, p, t, at−2ns2, bt−ns) =
∑
µ
cµWµ(x; q, p, t, at
−2n, bt−n),
where the sum is over partitions µ with l(µ) ≤ n and µ1 ≤ λ1. We will denote the
residue of any function f ∈ V Sn [λ1] at the pole xn = (bt
−nqλ1)−1 in the variable
xn by Rn,λ1(f) and consider the residues of both sides of equation (3.17). First
observe that Rn,λ1 induces an injection
(3.18) Rn,λ1 : (V
S
n [λ1]/V
S
n [λ1 − 1]) −→ V
S
n−1[λ1].
Next observe that
(3.19) W˜
(n−1)
λ = In,λ1 (Wλ(s
−1x; q, p, t, at−2ns2, bt−ns))
=
n−1∏
i=1
(qbt−nxi)λ1(qbt
−n/(at−2nxi)λ1
(qbt−nxi/t)λ1(qbt
−n/(at−2nxit)λ1
·Rn,λ1(Wλ(s
−1x; q, p, t, at−2ns2, bt−ns)) ∈ V Sn−1[λ2].
This implies that on the right-hand side of the expansion (3.17), the coefficients
cµ = 0 unless (µ1 < λ1) or (µ1 = λ1 and µ2 ≤ λ2). Observe similarly that
(3.20) W˜
(n−2)
λ = In−1,λ2 (W˜
(n−1)
λ )
=
n−2∏
i=1
(qbt−nxi)λ2(qbt
−n/(at−2nxi)λ2
(qbt−nxi/t)λ2(qbt
−n/(at−2nxit)λ2
·Rn−1,λ2(W˜
(n−1)
λ ) ∈ V
S
n−2[λ3],
which implies that, in expansion (3.17), the coefficients cµ = 0 unless (µ1 < λ1) or
(µ1 = λ1 and µ2 < λ2) or (µ1 = λ1, µ2 = λ2 and µ3 ≤ λ3). Iterating this procedure
then proves expansion (3.16) and completes the proof of Lemma 3.4. 
Using Lemma 3.4, the vanishing theorem (Theorem 2.6), and identity (3.5), we
can inductively compute the coefficients cµ in expansion the (3.16) forWλ(s
−1x; q, p, t, at−2ns2, bt−ns).
Let ν be a partition with l(ν) ≤ n and ν < λ. Suppose we have for µ < ν, that all the
coefficients cµ are equal to the corresponding coefficients ofWµ(x; q, p, t, at
−2n, bt−n)
on the right-hand side of expansion (3.6). Setting x = qνtδ(n) in identity (3.6) will
allow us to compute cν . By Theorem 2.6 all the Wµ(x) terms on the right-hand
side of (3.6) will vanish when ν < µ. Then the coefficient cν in the expansion
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for Wλ(s
−1x; q, p, t, at−2ns2, bt−ns) can be computed by the identity (3.5) and the
induction hypothesis for (3.6). Identity (3.5) allows us to compute the expansion
of Wλ(s
−1x; q, p, t, at−2ns2, bt−ns) at x = qνtδ(n) by means of the expansion of
Wν
(
h−1x; q, p, t, h2asbt1−n, hb
)
at x = qλtδ(n) where h = atn−1/b. Since all the
non-vanishing terms in Wλ at x = q
νtδ(n) are known except for the cν term and
all the terms of the expansion Wν
(
h−1x; q, p, t, h2asbt1−n, hb
)
are known by the
induction hypothesis for (3.6), then we can solve for cν . Given the symmetry of the
expansion ofWλ(s
−1x; q, p, t, at−2ns2, bt−ns) at x = qνtδ(n), it is easily seen that the
coefficient cν agrees with the corresponding coefficient in the W -Jackson sum (3.6).
By induction on the partitions ν with l(ν) ≤ n and ν < λ, it follows that all the co-
efficients cν , ν < λ, in the expansion of Wλ(s
−1x; q, p, t, at−2ns2, bt−ns) agree with
the corresponding coefficients on the right-hand side of (3.6). We are left to show
that the leading coefficient cλ equals the coefficient of Wλ(x; q, p, t, at
−2n, bt−n) in
(3.6).
The last part of the proof of step three of Theorem 3.3 is a direct computation of
the coefficient cλ. This can be done by computing the result W˜
(
λ0) of composing the
n I maps defined in (3.19), (3.20), etc., acting on Wλ(s
−1x; q, p, t, at−2ns2, bt−ns).
In order to calculate the residues Rn−k,λk+1 for k = 0, . . . , n− 1 we apply the com-
binatorial definition of Wλ(s
−1x) given in definitions (2.11) –(2.14) and repeatedly
apply the one-dimensional Jackson sum:
(3.21)
(azs, z−1s, qb, qb/a)m
(qb/(az), qbz, as, s)m
=
m∑
k=0
E(q2kb)(az, z−1b, qb/(as), bsqm, q−m)k
E(b)(qb/(az), qbz, q, as, q1−ms−1, bq1+m)k
qk,
for any non-negative integer m. The result is, after some simplification,
(3.22) W˜
(
λ0) = s
|λ| (bt
−n, qbtn/(as))λ
(bt−ns, qbtn/a)λ
·
n∏
i=1
(bst1−2i)2λi
(bt1−2i)2λi
·
∏
1≤i<j≤n
(qbst1−i−j , qbt−i−j, bt2−i−j , bst1−i−j)(λi+λj)
(qbt1−i−j , qbst−i−j, bst2−i−j , bt1−i−j)(λi+λj)
.
We obtain the identical result from composing the n I maps acting on the right-
hand side of (3.6), using the identity (3.1) applied to the factor Wλ(q
λtδ) as well as
the definitions (2.11)–(2.14). This proves that cλ equals the coefficient of Wλ(x) on
the right-hand side of (3.6) and completes the proof of step three of Theorem 3.3.
We are now ready to prove the induction step four , the cocycle identity (3.28),
mentioned above. We first note that the Jackson sum (3.6) can be written as
(3.23) Wλ(r
−1z; q, p, t, ar2, br) =
∑
µ⊆λ
cλ/µ(r, a, b)Wµ(z; q, p, t, a, b)
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where
(3.24)
cλ/µ(r, a, b) :=
[r]λ[art
n−1]λ
[qbtn−1]λ[qb/a]λ
[b]µ[qb/ar]µ
[qtn−1]µ[artn−1]µ
Wµ(q
λtδ(n); q, p, t, brt1−n, b)
·
∏
1≤i<j≤n
(tj−i+1)λi−λj (qbrt
1+n−i−j)λi+λj
(tj−i)λi−λj (qbrt
n−i−j)λi+λj
·
n∏
i=1
{
E(bt1+n−2iq2µi)
E(bt1+n−2i)
(qt2i−2)µi
}
·
∏
1≤i<j≤n
{
(tj−i)µi−µj (qt
j−i)µi−µj (bqt
n−i−j)µi+µj (bt
2+n−i−j)µi+µj
(qtj−i−1)µi−µj (t
j−i+1)µi−µj (bt
1+n−i−j)µi+µj (bqt
1+n−i−j)µi+µj
}
for any r ∈ C. We note that the identity (3.23) could be iterated repeatedly. A
double iteration gives
Lemma 3.5. With the notation as above and u, v ∈ C, we have
(3.25) cν/µ((uv)
−1, a(uv)2, buv) =
∑
µ⊆λ⊆ν
cν/λ(v
−1, a(vu)2, bvu) cλ/µ(u
−1, au2, bu)
Proof. We start with the Jackson sum (3.23) in the form
(3.26) Wλ((uv)
−1x; q, p, t, a(uv)2, buv)
=
∑
µ
cλ/µ(v
−1, a(uv)2, buv)Wµ(u
−1x; q, p, t, au2, bu)
Expand the Wλ functions on both sides using the Jackson sum (3.23) again and
write
(3.27)
∑
τ
cλ/τ ((uv)
−1, a(uv)2, buv)Wτ (x; q, p, t, a, b)
=
∑
µ
cλ/µ(v
−1, a(uv)2, buv)
∑
τ
cµ/τ (u
−1, au2, bu)Wτ (x; q, p, t, a, b)
Switch the order of summation and compare the coefficients of the basis functions
Wτ (x; a, b) to get the identity to be proved. 
Note that some factors in the expansion (3.25) cancel. We now rewrite the
above theorem (3.5) in terms of the ωλ/µ function in a way involving the essential
factors and independent of different representations of ν in
Corollary 3.6 (Cocycle Identity). Let λ be a partition. With the notation as
above and u, v ∈ C, we have
(3.28) ων/µ((uv)
−1;uv; a(uv)2, buv)
=
∑
µ⊆λ⊆ν
ων/λ(v
−1; v; a(vu)2, bvu)ωλ/µ(u
−1;u; au2, bu)
Proof. It suffices to note that
(3.29) ωλ/µ(u
−1;u; au2, bu) = Pλ(b) cλ/µ(u, au
−2t1−n, bu−1t1−n)P−1µ (bu
−1)
where
(3.30) Pλ(b) :=
∏
1≤i<j≤n
(tj−i+1)λi−λj (qbt
2−i−j)λi+λj
(tj−i)λi−λj (qbt
1−i−j)λi+λj
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The diagonal factor Pλ(b) cancels in the expansion, and we get the identity to be
proved after a simple reparametrization. 
Remark 3.7. An important application of the cocycle identity is the proof of a
BCn 10ϕ9 transformation which we now obtain in step six. The 10ϕ9 transformation
is an importantant application of the Bailey Transform (3.3). In fact, the 10ϕ9
transformation formula it is referred to as the Bailey Transform in the literature.
The 10ϕ9 transformation formula is proved by summing both inner series above
in the Bailey Transform (3.3) (i.e. computing β and γ) by means of the Jackson
sum. We use the cocycle identity for ωλ to prove a more general version of the
classical 10ϕ9 transformation in
Lemma 3.8. For any partitions ν and τ and complex parameters b, c, d, e, f and
g we have
(3.31)
(qb/g, qb/f, qγ, qγ/fg)ν
(qb, qb/fg, qγ/f, qγ/g)ν
(γc/b, γe/b)τ
(c, e)τ
· 10Φ
n
9 [b, c, d, e, f, g; qγb, ν‖ b/d, τ ]q,p,t
= 10Φ
n
9 [γ, γc/b, γd/b, γe/b, f, g; qγb/fg, ν‖ b/d, τ ]q,p,t
where γ = qb2/cde, τ and ν are partitions of length at most n such that τ ⊆ ν.
Proof. Recall that the cocycle identity for ωλ/µ function may be written in
the form
(3.32) ωλ/τ ((sr)
−1; sr; as2, bs) =
∑
µ
ωλ/µ(s
−1; s; as2, bs)ωµ/τ (r
−1; r; a, b)
We will use this identity to compute the inner sum (say βλ) in one side of the Bailey
Transform (3.3) and the reparametrized version
(3.33) ων/λ((us)
−1;us; a′u2, bsu) =
∑
µ
ων/µ(u
−1;u; a′u2, bsu)ωµ/λ(s
−1; s; a′, bs)
of this identity to compute the inner sum (say γλ) on the other side of (3.3).
Now we set
(3.34) mλµ = Wµ(q
λtδ(n); q, p, t, bst2−2n, bt1−n)
and
(3.35) αµτ =
(qb/as, bt1−n, r, ar−1)µ
(as, qtn−1, qbr−1, qbr/a)µ
Wτ (q
µtδ(n); q, p, t, bt2−2n, br−1t1−n)
·
n∏
i=1
{
E(bt2−2iq2µi)
E(bt2−2i)
(
qt2i−2
)µi} ∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(bt3−i−j)µi+µj
(bt2−i−j)µi+µj
}
and also set
(3.36) δνµ =
(qbs/a′u, bst1−n, s, a′s−1)µ
(a′u, qtn−1, qb, qbs2/a′]µ
Wµ(q
νtδ(n); q, p, t, bsut2−2n, bst1−n)
·
n∏
i=1
{
E(bst2−2iq2µi)
E(bst2−2i)
(
qt2i−2
)µi} ∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(bst3−i−j)µi+µj
(bst2−i−j)µi+µj
}
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Using the first version (3.32) of the cocycle identity we compute
(3.37) βλτ =
(rs, asr−1, qb, qb/a)λ
(qbr−1, qbr/a, s, as)λ
(qb/as, ar−1)τ
(asr−1, qb/a)τ
·Wτ (q
λtδ(n); q, p, t, bst2−2n, br−1t1−n)
and by means of the reparametrized version (3.33) we compute γλ, which becomes
(3.38) γνλ =
(su, a′us−1, qbs, qbs/a′)ν
(qb, qbs2/a′, u, a′u)ν
(qbs/a′u, a′s−1)λ
(a′us−1, qbs/a′)λ
·Wλ(q
νtδ(n); q, p, t, bsut2−2n, bt1−n)
So, by using the Bailey Transform (3.3) we get
(3.39)
(su, a′us−1, qbs, qbs/a′)ν
(qb, qbs2/a′, u, a′u)ν
(asr−1, qb/a)τ
(qb/as, ar−1)τ
·
∑
λ
µ⊆λ⊆ν
(bt1−n, qb/as, r, ar−1, qbs/a′u, a′s−1)λ
(qtn−1, as, qbr−1, qbr/a, a′us−1, qbs/a′)λ
·
n∏
i=1
{
E(bt2−2iq2λi)
E(bt2−2i)
(
qt2i−2
)λi} ∏
1≤i<j≤n
{
(qtj−i)λi−λj
(qtj−i−1)λi−λj
(bt3−i−j)λi+λj
(bt2−i−j)λi+λj
}
·Wλ(q
νtδ(n); q, p, t, bsut2−2n, bt1−n)Wτ (q
λtδ(n); q, p, t, bt2−2n, br−1t1−n)
=
∑
λ
µ⊆λ⊆ν
(bst1−n, rs, asr−1, qb/a, qbs/a′u, a′s−1)λ
(qtn−1, qbr−1, qbr/a, as, a′u, qbs2/a′)λ
·
n∏
i=1
{
E(bst2−2iq2λi)
E(bst2−2i)
(
qt2i−2
)λi} ∏
1≤i<j≤n
{
(qtj−i)λi−λj
(qtj−i−1)λi−λj
(bst3−i−j)λi+λj
(bst2−i−j)λi+λj
}
·Wλ(q
νtδ(n); q, p, t, bsut2−2n, bst1−n)Wτ (q
λtδ(n); q, p, t, bst2−2n, br−1t1−n)
A simple reparametrization b = b, c = qb/as, d = r, e = ar−1, f = qbs/a′u, g =
a′s−1 in the above identity (3.39) completes the proof. Using the definition (2.31)
we write this result in the form given above. 
The identity (3.31) or (3.39) reduces to a BCn generalization of the Bailey’s
classical 10ϕ9 transformation when we set τ = 0.
In step seven we prove the symmetry using the elliptic 10ϕ9 transformation
formula. Note that the ωλ(z; r; a, b), by definition, has also the built–in symmetry
xi 7→ (axi)
−1 for each i ∈ [k]. Therefore we have
Lemma 3.9. Let λ, µ be partitions and z = (x1, . . . , xk) ∈ Ck. Then
(3.40) ωλ/µ(x1, . . . , xk; r; a, b) = ωλ/µ(xσ(1), . . . , xσ(k); r; a, b)
for any σ ∈ S, the hyperoctahedral group, where the inversions are as defined above.
Proof. First we show that, for x1, x2 ∈ C we have
(3.41) ωλ/µ(x1, x2; r; a, b) = ωλ/µ(x2, x1; r; a, b)
which follows from a double application of the elliptic BCn generalization of Bai-
ley’s 10ϕ9 transformation (3.31). Namely, we first set b = b, c = x
−1
2 , d = ax2, e =
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r, f = qbx1/r, and g = qb/arx1 so that γ1 = qb
2/ar, and apply the transforma-
tion (3.31) above. Then apply it again by setting b = γ1, c = qb/a, d = qbx1/r, e =
qb/arx1, f = qbx2/r, g = qb/arx2 this time where we compute γ2 = b. This gives
the symmetry for the two variable case mentioned above, and implies the commu-
tativity of the operators W(x1) and W(x2).
The rest of the proof follows by induction. Assuming that the symmetry holds
for m variables where m ≤ k, we show that it also holds for k + 1 variables. For
z = (x1, . . . , xk) ∈ Ck and xk+1 ∈ C we have
(3.42) W(z, xk+1)λµ = (W(xk+1, z
t) · I)λµ
= (W(r−2x1, . . . , r
−2xk−1)W(xn, xk+1))λµ
= (W(r−2x1, . . . , r
−2xk−1)W(xk+1, xn))λµ
= (W(r−1x1, . . . , r
−1xk−1, r
−1xk+1)W(xn))λµ
by the definition of the multiplication rule and the first part of the proof. But
W(r−1x1, . . . , r−1xk−1, r−1xk+1) is symmetric by hypothesis which concludes the
induction step. This is because of the fact that the symmetric group Sk+1 in (k+1)
letters is generated by the permutation (12 . . . k) and the transposition (k(k + 1)).
Therefore, W(z) =W(σ(z)) for any σ ∈ Sk as required. 
We now employ the cocycle identity (3.28) to compute a closed expression
(3.10), step seven, for ωλ/µ(xr
δ(m); r; a, b). We get
Lemma 3.10. Let λ and µ be partitions, m ∈ Z>, and q, p, t, a, b, r, x ∈ C be
complex parameters. Then we have
(3.43) ωλ/µ(xr
δ(m); r, a, b) =
(x−1, axrm−1)λ
(qbrm−1x, qb/(ax))λ
(qbr−1x, qb/(axrm))µ
(x−1, axrm−1)µ
·
(rm, qbrm−2)λ
(qbr−1, r)λ
(r, br−1t1−n)µ
(qbr−2, qtn−1)µ
·
n∏
i=1
{
E(br−1t2−2iq2µi)
E(br−1t2−2i)
(
qt2i−2
)µi}
·
∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(br−1t3−i−j)µi+µj
(br−1t2−i−j)µi+µj
}
·Wµ(q
λtδ(n); q, p, t, brm−1t2−2n, br−1t1−n)
where xrδ(m) = (xrm−1, . . . , xr, x) and n is a positive integer such that n ≥ ℓ(λ).
Proof. The m = 1 case of (3.10) reduces to the definition (2.38). Assuming
that the identity (3.10) holds for all k < m, we expand the left hand side of (3.10)
using the recurrence relation (2.43) and verify that it is summable by the cocycle
identity (3.28) giving the right hand side of (3.10). Finally, an induction on m gives
the result to be proved. 
The next lemma will be crucial in proving the last two inductive steps in The-
orem 3.3.
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Lemma 3.11. Let x, q, p, t, a, b ∈ C, then
(3.44) Wλ/µ(x; q, p, t, a, b)
= lim
r→t


∏
1≤i<j≤n
[
(tj−i+1)λi−λj (t
j−i)µi−µ−j(qbt
2−i−j)λi+λj (qbt
−i−j)µi+µj
(tj−i)λi−λj (t
j−i+1)µi−µj (qbt
1−i−j)λi+λj (qbt
1−i−j)µi+µj
]
·
(r)λ(qbr
−n)λ(r
n)µ(qbr
−2)µ
(rn)λ(qbr−1)λ(r)µ(qbr−n−1)µ
ωλ/µ(x; r, a, b)
}
Proof. We will prove Lemma 3.11 in three parts. In the first part we reduce
to proving the case when µn = 0. If µn 6= 0, then we can express
(3.45) Wλ/µ(x; q, p, t, a, b) = f1Wλˆ/µˆ(xq
−1; q, p, t, aq2, bq2)
and
(3.46) ωλ/µ(x; r, q, p, t; a, b) = f2 ωλˆ/µˆ(xq
−1; r, q, p, t; aq2, bq2)
where λˆ = (λ1−1, . . . , λn−1), µˆ = (µ1−1, . . . , µn−1), and f1, f2 are (complicated)
factors. A tedious computation shows that f1 = f2 and, after iteration, we reduce
to the case µn = 0.
Using the n-part Jackson sum (3.6), we now will give an explicit formula for
Wλ/µ(t
−n; q, p, t, at2n, btn) in the case where l(λ) = n and l(µ) < n. For s ∈ C and
z = (z1, . . . , zn−1) ∈ Cn−1, we consider
Wλ(s, z1, . . . , zn−1, 1; q, p, t, a, b) =Wλ(s, z, 1; q, p, t, a, b).
By identity (2.22), we have
(3.47) Wλ(s, z, 1; q, p, t, a, b) =Wλ(st
−1, t−1z; q, p, t, at2n, btn).
The property (2.5) for n-part partitions implies that
(3.48) Wλ(st
−1, t−1z; q, p, at2n, btn) =Wλ(t
−1z, st−1; q, p, t, at2n, btn).
Expanding the right-hand side of equation (3.48), we obtain
(3.49) Wλ(r, z, 1; q, p, t, a, b)
=
∑
µ⊆λ
(s−1t)λ(ast
n)λ
(qbstn−1)λ(qb/(as))λ
∏
1≤i<j≤n
(tj−i+1)λi−λj (qbt
n+2−i−j)λi+λj
(tj−i)λi−λj (qbt
n+1−i−j)λi+λj
·
(bs)µ(qb/(at))µ
(qtn−1)µ(astn)µ
n∏
i=1
E(bstn+1−2iq2µi)(qt2i−2)µi
E(bstn+1−2i)
·
∏
1≤i<j≤n
(tj−i)µi−µj (qt
j−i)µi−µj (qbst
n−i−j)µi+µj (bst
n+2−i−j)µi+µj
(tj−i+1)µi−µj (qt
j−i+1)µi−µj (qbst
n+1−i−j)µi+µj (bst
n+1−i−j)µi+µj
·Wµ(q
λtδ(n); q, p, t, bt2−n, bs)Wµ(s
−1z, 1; q, p, t, as2, bs).
We can express the last W factor in expression (3.49) as
(3.50) Wµ(s
−1z, 1; q, p, t, as2, bs) =Wµ((st)
−1z; q, p, t, a(st)2, bst),
which forces the partitions µ appearing in the sum (3.49) to have l(µ) < n.
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Using the the W -recurrence relation (2.14), we also find
(3.51) Wλ(s, z, p, 1; q, p, t, a, b)
=
∑
µ⊆λ
Wλ/µ(st
−n; q, p, t, at2n, btn)Wµ(z, 1; q, p, t, a, b)
=
∑
µ⊆λ
Wλ/µ(st
−n; q, p, t, at2n, btn)Wµ(t
−1z; q, p, t, at2, bt),
where again l(µ) < n. Taking the limits as s→ 1 of the right-hand sides of identi-
ties (3.49) and (3.51) and comparing the coefficients of the (linearly independent)
functions Wµ(t
−1x; q, p, t, at2, bt) for a fixed partition µ, we obtain the relation
(3.52) Wλ/µ(st
−n; q, p, t, at2n, btn)
= lim
s→1

 (s
−1t)λ(ast
n)λ
(qbstn−1)λ(qb/(as))λ
∏
1≤i<j≤n
(tj−i+1)λi−λj (qbt
n+2−i−j)λi+λj
(tj−i)λi−λj (qbt
n+1−i−j)λi+λj
·
(bs)µ(qb/(at))µ
(qtn−1)µ(astn)µ
n∏
i=1
E(bstn+1−2iq2µi)(qt2i−2)µi
E(bstn+1−2i)
·
∏
1≤i<j≤n
(tj−i)µi−µj (qt
j−i)µi−µj (qbst
n−i−j)µi+µj (bst
n+2−i−j)µi+µj
(tj−i+1)µi−µj (qt
j−i+1)µi−µj (qbst
n+1−i−j)µi+µj (bst
n+1−i−j)µi+µj
·Wµ(q
λtδ(n); q, p, t, bt2−n, bs)
}
.
Substitute r = s−1t into relation (3.52) and take the limit as r → t in place of
s→ 1. Using the definition of the ωλ/µ function given by identity (2.38), then one
observes that we can replace the right-hand side of (3.52) to find
(3.53) Wλ/µ(st
−n; q, p, t, at2n, btn)
= lim
r→t


∏
1≤i<j≤n
[
(tj−i+1)λi−λj (t
j−i)µi−µ−j(qbt
nt2−i−j)λi+λj (qbt
nt−i−j)µi+µj
(tj−i)λi−λj (t
j−i+1)µi−µj (qbt
nt1−i−j)λi+λj (qbt
nt1−i−j)µi+µj
]
·
(r)λ(qbt
nr−n)λ(r
n)µ(qbt
nr−2)µ
(rn)λ(qbtnr−1)λ(r)µ(qbtnr−n−1)µ
ωλ/µ(t
−n; r; at2n, btn)
}
Identity (3.53)is simply the x = t−n (and l(µ) < n) case of Lemma 3.11. We
complete the proof of Lemma 3.11 by observing that if Lemma 3.11 is true for this
special value of x, then it must be true for all x in the domains of Wλ/µ and ωλ/µ.
This is because the factors involving the variable x inWλ/µ(x; q, p, t, at
2n, btn) by its
definition (2.12) and in ωλ/µ(t
−n; r; at2n, btn) by its definition (2.38) are identical
in the limit r → 1. This means that the two sides of (3.44) agree up to a factor
independent of x, which must be one. This completes the proof of Lemma 3.11. 
Applying the W -recurrence relation (2.14) together with the corresponding ω-
recurrence relation 2.43, we obtain an immediate corollary of Lemma 3.11:
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Corollary 3.12. Let k be a positive integer and z = (z1, . . . , zk) ∈ Ck. Let
q, p, t, a, b ∈ C, then
(3.54) Wλ/µ(z; q, p, t, a, b)
= lim
r→t


∏
1≤i<j≤n
[
(tj−i+1)λi−λj (t
j−i)µi−µ−j(qbt
k+1−i−j)λi+λj (qbt
−i−j)µi+µj
(tj−i)λi−λj (t
j−i+1)µi−µj (qbt
k−i−j)λi+λj (qbt
1−i−j)µi+µj
]
·
(r)λ(qbr
−n+k−1)λ(r
n)µ(qbr
−2)µ
(rn)λ(qbrk−2)λ(r)µ(qbr−n−1)µ
ωλ/µ(z; r; a, b)
}
Setting z = (x, y) or z = (y, x) for x, y ∈ C in identity (3.54), and us-
ing the symmetry of ωλ/µ(x, y; r, a, b) in the variables x and y, it follows that
Wλ/µ(x, y; q, p, t, a, b) is also symmetric in the variables x and y. This proves step
seven of Theorem 3.3.
To prove step eight, we will consider the function Wλ(z, t
δ(k); q, p, t, a, b), for
z ∈ Cn+1, l(λ) ≤ n and positive integer k. It follows from identities (2.22), (2.14)
and step seven, that
(3.55) Wλ(zt
−k; q, p, t, at2k, btk)
= Wλ(z, t
δ(k); q, p, t, a, b) = Wλ(t
δ(k), z; q, p, t, a, b)
=
∑
µ⊆λ
Wλ/µ(t
−n−1tδ(k); q, p, t, at2n+2, btn+1) ·Wµ(z; q, p, t, a, b).
Substituting identities (3.54) and (3.10) into (3.55) and simplifying, we obtain the
“extended”W -Jackson sum (3.6) in the case of a (n=1)-tuple variable x and l(λ) ≤
n. This completes the proof of step eight and also Theorem 3.3. 
4. ω–Jackson sum
In this section we prove an extension of the W–Jackson sum (3.6) and ob-
tain further properties of the Jackson coefficients. First note that the symmetry
(Lemma 3.9) of the infinite matrix W(x1, x2) in x1, x2 ∈ C implies that
(4.1) ωλ(1, x1; r; a, b) =W(1, x1)λ0 =W(x1, 1)λ0
Entry level writing of this relation gives
(4.2) ωλ(1, x1; r; a, b) =
∑
µ
ωλ/µ(r
−1; r; ar2, br)ωµ(x1; r; a, b)
=
∑
µ
ωλ/µ(r
−1x1; r; ar
2, br)ωµ(1; r; a, b) = ωλ(r
−1x1; r; ar
2, br)
where the last equality follows from the obvious identity
(4.3) ωµ(1; r; a, b) = δµ0
In other words, setting x2 = 1 in ωλ(x2, x1; a, b) will have the effect of shifting
the parameters. The identity (4.2) simplifies to give the summation formula
(4.4) ωλ(r
−1x1; r; ar
2, bu) =
∑
µ
ωλ/µ(r
−1; r; ar2, br)ωµ(x1; r; a, b)
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which is exactly the one variable version of the W–Jackson sum (3.6)
(4.5)
(sx−1, asx)λ
(qbx, qb/ax)λ
=
∑
µ⊆λ
(s, as)λ
(qb, qb/a)λ
(bt1−n, qb/as)µ
(qtn−1, as)µ
·
n∏
i=1
{
E(bt2−2iq2µi)
E(bt2−2i)
(qt2i−2)µi
} ∏
1≤i<j≤n
{
(qtj−i)µi−µj (bt
3−i−j)µi+µj
(qtj−i−1)µi−µj (bt
2−i−j)µi+µj
}
·Wµ(q
λtδ(n); q, p, t, brt2−2n, bt1−n)
(x−1, ax)µ
(qbx, qb/ax)µ
after a simple reparametrization. We expect to have a similar formulation of the
Jackson sum in the multivariable case.
Before we proceed to write a multivariable version of the Jackson sum in terms
of ωλ/µ function, we verify the generalization of the one variable result (4.3) in
Lemma 4.1. With the notation as above and for any partition λ, we have
(4.6) ωλ(r
δ(m); r; a, b) = δλ0
where rδ(m) = (rm−1, . . . , r, 1) for any m ∈ Z≥.
Proof. One variable (i.e., m = 1) case ωλ(1; r; a, b) = δλ0 is obvious. Assume
that the identity holds for all k < m, that is ωλ(r
δ(k); r; a, b) = δλ0 for such k. We’d
like to show that it also holds true for m. But,
(4.7) ωλ(r
δ(m); r; a, b) =W(rδ(m))λ0
=
∑
µ
W(1)λµW(r
δ(m−1))µ0 =W(1; r; ar
2m−2, brm−1)λ0
by the induction hypothesis. Therefore,
(4.8) ωλ(r
δ(m); r; a, b) = ωλ(1; r; ar
2m−2, brm−1) = δλ0
due to the obvious one variable result. 
We now generalize the argument used above in one variable case to write a
multivariable version of the Jackson sum in
Lemma 4.2. Let k,m ∈ Z≥, r ∈ C and z = (x1, . . . , xk) ∈ Ck, and let r−mz
denote r−mz = (r−mx1, . . . , r
−mxk) as before. Then, we have
(4.9) ωλ(r
−mz; r; ar2m, brm) = ωλ(r
δ(m), z; r; a, b)
where λ is any partition.
Proof. This could be seen from the symmetry property of ωλ which is shown
to be equivalent to the fact that W(xi) commute. For any m ∈ Z>, we have
(4.10) ωλ(r
δ(m), z; r; a, b) =W(rδ(m), z)λ0 =W(z, r
δ(m))λ0
which may be expanded as
(4.11) ωλ(r
δ(m), z; r; a, b) =
∑
µ
ωλ/µ(r
−krδ(m); r; ar2k, brk)ωµ(z; r; a, b)
=
∑
µ
ωλ/µ(r
−mz; r; ar2m, brm)ωµ(r
δ(m); r; a, b) = ωλ(r
−mz; r; ar2m, brm)
where the last equality follows from Lemma 4.1. 
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Using the identity (4.11) and (3.10) we can now write the multivariable Jackson
sum explicitly. We have
Theorem 4.3 (Multivariable ω–Jackson sum). For a partition λ, and complex
parameters q, p, t, r, s, a, b ∈ C, we have
(4.12)
(qb/a, qb)λ
(as, s)λ
ωλ(s
−1z; r; ar1−ks2, br1−ks)
ωλ(r−k; r; qbsrk−1, bs)
=
∑
µ
n∏
i=1
{
E(bt2−2iq2µi)
E(bt2−2i)
(
qt2i−2
)µi} ∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(bt3−i−j)µi+µj
(bt2−i−j)µi+µj
}
·
(bt1−n, qb/as)µ
(qtn−1, as)µ
Wµ(q
λtδ(n); q, p, t, bst2−2n, bt1−n)
ωµ(z; r; ar
1−k, br1−k)
ωµ(r−k; r; qbrk−1, b)
where z = (x1, . . . , xk) ∈ Ck for some k ∈ Z> and n is a positive integer such that
n ≥ ℓ(λ).
Proof. It follows by induction from the Lemma (4.2) and the key identity (3.10)
that
(4.13)
(qbrm−1, qb/a, qbrk−1, r)λ
(rk, ark+m−1, rm, qbrk+m−2)λ
ωλ(r
−mz; r; ar2m, brm)
=
∑
µ
n∏
i=1
{
E(brk−1t2−2iq2µi)
E(brk−1t2−2i)
(
qt2i−2
)µi} (r, brk−1t1−n)µ
(qbrk−2, qtn−1)µ
·
(qbr−1, qb/arm)µ
(rk, ark+m−1)µ
∏
1≤i<j≤n
{
(qtj−i)µi−µj
(qtj−i−1)µi−µj
(brk−1t3−i−j)µi+µj
(brk−1t2−i−j)µi+µj
}
·Wµ(q
λtδ(n); q, p, t, brk+m−1t2−2n, brk−1t1−n)ωµ(z; r; a, b)
where z = (x1, . . . , xk) ∈ Ck and n is a positive integer such that n ≥ ℓ(λ).
Both sides of this identity are rational functions in the single parameter s.
We rewrite this identity with some elementary algebra as an identity between two
polynomials that are equal at infinitely many values s = rm for any positive integer
m by (4.13). 
Remark 4.4. The identity (4.12) looks like a 10ϕ9 summation identity, for it
has an extra free parameter r ∈ C. However, it reduces to W–Jackson sum (3.6)
if z = x1 ∈ C or in the case when we send r → t and set k = n. Therefore, the
identity (4.12) extends W–Jackson sum to the case where r ∈ C and k ∈ Z> are
arbitrary.
Remark 4.5. Besides extending it, the preceeding argument also provides an
alternative proof to W–Jackson sum, for the proof of the ω–Jackson sum (4.12)
depends only on the cocycle identity (3.28) which can be independently proved by
other methods (see the bulk difference equation in [R1], for example).
We conclude this section by listing some important properties of the ωλ/µ func-
tions.
(1) ωλ satisfy the vanishing property
(4.14) ωλ(q
πrδ(n); r, q, p, t; a, b) = 0
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where π = (π1, . . . , πn) and λ = (λ1, . . . , λn) are n-part partitions such
that λ * πn1 . The proof is a slight generalization of that of Lemma (4.1).
(2) Setting z = rδ(k) in (4.12) gives
(4.15) ωλ(xr
δ(k) ; r; a, b) =
(x−1, ark−1x)λ
(qbrk−1x, qb/ax)λ
(rk, qbrk−2)λ
(qbr−1, r)λ
(3) If we set s = r−1 in the cocycle identity (3.28) we get the following
inversion relation
(4.16) δντ =
∑
τ⊆λ⊆ν
ων/λ(r; r
−1; a, b)ωλ/τ (r
−1; r; ar2, br)
where δντ = 1 when ν = τ , and δντ = 0 otherwise. The proof is a special
case of the proof of Lemma (3.6).
(4) We have the following elliptic transformation identities: For x ∈ C
(4.17) ωλ/µ(x; r; a, pb) = (q
2b2/a)|λ|−|µ|t−2n(λ)+2n(µ)q2n(λ
′)−2n(µ′)ωλ/µ(x; r; a, b)
(4.18) ωλ/µ(x; r; pa, b)
= (qb)−|λ|+|µ|p|λ|−|µ|r−|µ|t2n(λ)−2n(µ)q−2n(λ
′)+2n(µ′)ωλ/µ(x; r; a, b)
(4.19) ωλ/µ(x; pr; a, b) = (ar
−2)−|µ|p2|µ|t2n(µ)q−2n(µ
′)ωλ/µ(x; r; a, b)
(4.20) ωλ/µ(px; r; a, b) = ωλ/µ(x; r; a, b)
Proofs use direct computation and properties like
(4.21) (p−1x)λ = (−1)
|λ|p−|λ|x|λ|t−n(λ)qn(λ
′)(x)λ
and
(4.22) (px)λ = (−1)
|λ|x−|λ|tn(λ)q−n(λ
′)(x)λ.
Note that (4.17) and (4.20) of these identities can be generalized to the
multivariable case x ∈ Cn using the recurrence formula (2.43) for ωλ/µ.
(5) For µ = λ we get
(4.23) ωλ/λ(x; r; a, b) =
(qbr−1x, qb/arx)λ
(qbx, qb/ax)λ
(br−1t1−n, qbr−1)λ
(bt1−n, qbr−2)λ
· r|λ|
n∏
i=1
{
(bt2−2i)2λi
(br−1t2−2i)2λi
} ∏
1≤i<j≤n
{
(bt2−i−j)λi+λj
(bt3−i−j)λi+λj
(br−1t3−i−j)λi+λj
(br−1t2−i−j)λi+λj
}
The proof follows from Proposition 3.1.
Other properties including a reversal, an inversion and a duality identity for ωλ/µ
will be given in a later publication.
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