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Resum6. A. Ehrenfeucht a fait la conjecture suivante: "Tout langage L d'un monoide libre ,~* 
d'alphabet fini ? contient une partie finie F telle que, quels que soient les homomorphismes a 
et /3 de Z*  dans un monoide libre si a(x)=/3(x )Vx~F alors a(x)=/3(x)Vx~L."  Un tel 
ensemble fini F est appel6 un ensemble test de L. 
Un syst~me d'6quations S sur un alphabet ~ est dit entier s'il existe un homomorphisme a de 
Z* dans un mono'/de libre tel que S= ,~-toa. 
Pour tout homomorphisme a du monoide libre Z* d'alphabet fini ~? dans un monoide libre 
tel que a - t0 )= {1}, nous construisons un automate fini g6n6ralis6 M(a)  appel6 mJlangeur de a 
et qui reconnaSt un langage rationnel K(a)  d'un monoide libre A* d'alphabet fini Aet  deux 
homomorphismes A et /~ de A* dans ,~* tels que a-~oa={(A(x) , l~(x) ) ;x~K(a)} .  Cette 
construction est motiv6e par le th6or~me de Nivat (1966) qui caract6rise les syst~mes rationnels 
et implique que tout syst~me ntier d'6quations ur un alphabet fini est rationnel. 
Culik, I I  et Salomaa (1978) ont prouv6 que tout langage rationnel sur un alphabet fini admet 
un ensemble test. Culik, I I  et Karhum~iki (1983) ont montr6 que, S 6tant un syst~me d'6quations 
sur un alphabet fini ,~, s'il existe un langage L sur un alphabet fini A et deux homomorphismes 
het / . t  de A* dans ~*  tels que S={(A(x) , / z (x ) )  ;x~ L}, alors, si L admet F comme ensemble 
test, T= {(A(x),/~(x)) ; xe  F} est un sous-syst~me 6quivalent h S. II en r6sulte un algorithme 
pour d6terminer, pour tout homomorphisme a de .~* dans un monoi'de libre off .~ est un alphabet 
fini, un syst~me fini 6quivalent au syst~me ntier a - t  o a. 
Ce r6sultat peut &re am61ior6 h l'aide du th6or~me suivant (Spehner, 1984): "Tout sous-mono'ide 
finiment engendr6 M d'un monoide libre admet une m-pr6sentation finie" ce qui signifie qu'il 
existe un alphabet fini .~ et une partie finie p de .~* xZ*  tels que M soit isomorphe au monoide 
quotient de 2"  par la plus petite congruence de Malcev de .~* contenant p (une congruence de 
Malcev &ant une congruence z telle que le monoide quotient .~*/z soit immersible dans un 
groupe). 
En outre, le fait que l 'automate m61angeur At(a)  puisse ~tre immerg6 dans l'automate minimal 
du langage K(a)  montre que nos algodthmes de d6termination de ~(a)  et de At(a) op6rent 
avec une efficacit6 maximum. 
Abstract. The following conjecture has been posed by A. Ehrenfeucht. "For  each language L 
over a finite alphabet 2 there exists a finite subset of F of L such that, for each pair (a,/3) of  
morphisms of .~* into a free monoid, the equality a(x)=f l (x)  is true for all x in L if and only 
if it is true for all x in F." Such a finite subset F of  L is called a test set of L. 
A system S .of equations over the alphabet .~ is called entire if there exists a morphism a of 
.~* into a free monoid such that S = a -~ o a. 
We have introduced, for each morphism a of .~* in a free monoid such that Z is finite and 
a - t ( 1 ) = { 1 } a generalized automaton, At (a ) - - ca l led  the shuffle automa ton of a - -which  recognizes 
a rational anguage K(a)  over a finite alphabet A and a pair (;t, tz) of morphisms of A* into ~;* 
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such that a -l o a = {(A (x),/~(x)) ; x ~ K(a)}. Nivat's (1966) characterization f rational relations 
is a motivation for this construction and implies that all entire systems over a finite alphabet are 
rational. 
Culik, II and Salomaa (1978) have proved that every rational anguage over a finite alphabet 
admits a test set. Culik, II and Karhum~iki (1983) have shown that if S is a system of equations 
over a finite alphabet ~ and if there exists a language L over a finite alphabet A, and morphisms 
A and/z from A* into 2"  such that S = {(A(x),/~(x)) ; x ~ L}, then, if L admits a test set F, then, 
T= {(A(x),/~(x)) ; x~ F} is a finite equivalent subsystem of S. This gives an algorithm which 
determines, for each entire system of equations over a finite alphabet, a finite subsystem. 
This result can be improved by using the following theorem (Spehner, 1984): "Each finitely 
generated submonoid M of a free monoid has a finite m-presentation", i.e., there exists a finite 
alphabet ~ and a finite part p of 2~* x2* such that M is isomorphic to the quotient-monoid of 
2"  by the smallest Malcev-congruence containing p. (~ is a Malcev-congruence of 2* if the 
quotient-monoid ~*/~" is embeddable in a group.) 
The algorithm for determining the shuffle automaton ~ (c~) and the finite equivalent subsystem 
of S = a -t o a works with a maximum efficiency because ~(a)  can be embedded in the minimal 
automaton of the language K(a). 
1. Les syst~mes entiers sur un alphabet fini 
D6finit ion 1.1. Soit  ~*  le mono ide  libre d 'a lphabet  ,~ et d '616ment neut re  1. 
(i) Tout  coup le  (u, u') de 2"  ×2*  est appe l6  dquation dans le monoi'de libre ~,* 
ou sur l'alphabet ~,. 
Toute  part ie  S de 2"  x2*  (c 'est-h-dire tout  ensemble  d '6quat ions  sur  2 )  est 
appe l6e  syst~me d'dquations dans ~* ou sur ~,. 
Les 616ments de • sont  appe l6s  les variables de l '6quat ion  (u, u')  ou  du  syst~me 
d '6quat ion  S. 
(ii) Si (u, u')  est une  6quat ion  ( respect ivement  si S est un  syst~me d '6quat ions )  
sur  2,  tout  homomorph isme a de ~*  dans  un  mono ide  l ibre tel que  a (u)= a(u ' )  
( respect ivement  a(u)=a(u ' )  V(u, u')eS) est appe l6  une  solution de l'dquation 
( respect ivement  du syst~me d' ~quations S). 
(iii) Un  homomorph isme a de ,~* dans  un  mono i 'de  l ibre est dit  continu (voir  
[11, 15]) (noneras ing  en Ang la is  [12]) si 1~ t~(~)  c'est-~t-dire si a -1 (1)= {1}. 
(iv) Un  syst~me d'dquations S sur 2 est d i t  entier s'il admet  une  so lu t ion  a telle 
que  
S=a-'  o a ={(u ,  v)  ", a(u)=a(v)}. 
On dit aussi  que  a rdalise enti~rement le syst~me S.
D6finition 1.2. So ient  a un  homomorph isme cont inu  de ~*  dans  le mono ide  libre 
A*  d 'a lphabet  A, C = a (X)  et le syst~me nt ier  d '6quat ions  S = a - '  o a. 
(i) Si les 616ments zeX ,  to e~* ,  et d, d 'e  A*  v6fif ient 
a(z)=da(to)d',  dt~( to )~ l ,  et a ( to )d '~ l ,  
le coup le  (d, d ' )  est appe l6  un  ~,-couple relatif~ z, les coup les  (z, to) et (to, z) sont  
appe l6s  les motifs produits par le ~,-couple ( d, d' ) ,  et (d, d')(z,,,) est appe l6  un  ~,-couple 
dtiquetd. 
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En outre, (1, 1) est appel6 le Z-couple trivial et (1, 1) est l'unique motif produit 
par ce ,Y-couple trivial; (1, 1)(1.1) est alors appel6 le ,Y-couple dtiquetd trivial. 
(ii) Vu • A*, soit Fg(u) (respectivement Fd(u)) l'ensemble des facteurs gauches 
(respectivement droits) de u distincts de u et de 1. 
Soient Fg(C) =[...Ju~c Fg(u) et Fd(C) =[._J,,~c Fd(u). 
(iii) Soit qJ(oz) le multigraphe orient6 dont les sommets ont les 616ments de 
Fg(C)u  Fd(C)u{1} et dont les arcs sont les /:- couples 6tiquetrs. 
Le sous-multigraphe ~(oz) de ~(oz) qui est la composante fortement connexe du 
sommet 1 dans ~3(oz) est appel6 le graphe des 6quations de oz. 
(iv) Si or= ((do, dl)(z,.o,,), (d l ,  d2)(z2.~,2),..., (dr-l, dr)(z . . . .  )) est un chemin de 
~(oz), do (respectivement d,) est appel6 origine (respectivement extrdmitd) de or et, 
si la longeur r de or est paire (respectivement impaire), le couple (u, u')= 
(zlto2z3... Z,_ltO,, to,z2t03.., to,_lz,) (respectivement (u, u') = (zlto2z3... oJ,_lz,, 
to~z2t03.., z _~to,)) et son inverse (u', u) sont appelrs les motifs produits par le chemin 
or. 
Si rest  pair, 
OZ(Z IO)2Z3. . .  zr_lOgr)dr : dooz(O) lZ20)3 . . .  ¢Or--lZr), 
et s i r  est impair, 
OZ(Z leO2Z3 . . . eO,_ lZ , )  = dooz(eOlZ2eO3 . . . z , _ leo , )d ,  
Cette 6galit4 peut &re interpr&~e g~om6triquement selon le schema de la Fig. 1 
(pour r = 3). 
(v) Tout chemin or = ((do, d~)(~,.~,,),..., (d _~, d,)(z,.~,)) tel que do= d, = 1 est 
appel~ un circuit unitaire. 




Thror~me 1.3. Soient oz un homomorphisme continu du mono[de Z* d'alphabet fini 
Z dans un monoi'de libre A* d'alphabet ,4, 5f(ot) le graphe des #quations de oz et le 
syst~me d'~quations S = oz-1 o oz. 
(i) Pour tout circuit unitaire or de .~( oz ), les motifs produits par or sont des 6quations 
deS. 
(i i) Pour toute dquation (u, v) de S, il existe un circuit unitaire unique or de .~(oz) 
tel que les motifs produits par or soient (u, v) et (v, u). 
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Ce r6sultat a 6t6 d6montr6 en [18] sous l'hypoth~se restrictive 06 la restriction 
de a ~ Z et C est bijective et en [17] dans le cas 06, en outre, C est la plus petite 
partie g6n6ratrice de C* (voir aussi [10, pp. 110-115]) mais les d6monstrations 
restent valables. 
Exemple 1.4. Soient 2 ={x,y, z}, A={a, b}, a tel que a(x)=a, (~(y)=aba et 
a(z)=baab. Le graphe ~?((~) est alors represent6 par la Fig. 2. L'6quation 
(xzxxzx, yxzxy) est produite par le circuit unitaire 
or = ((1, ba)(y,x), (ba, b)(z,x), (b, b)(:.=), (b, ab)(z.x), (ab, 1)(y,x)). 
(z,xx) 
(z,x)/ ~(z,x) 
b a ~  ( z, 1 ) ab 
a ,X) 
{( t , t )  ; t E { I}  U Z} 
Fig. 2. 
D6finition 1.5. Une classe ~ de parties d'un monoYde M est dite rationnellement close 
si 
V L1, L2 E C~, Ll u L2 E C~ et L1L2 E C~, 
VLE ~, L* E ~. 
Une partie L de M est dite rationnelle si elle appartient h la plus petite classe 
rationnellement close qui contient outes les parties finies de M. 
En particulier, un systbme d'dquations S sur ~ est dit rationnel si S est une partie 
rationnelle du monoide produit Z*×~*.  
Le th6or~me suivant permet de caract6riser les syst~mes d'6quations rationnels 
sur un alphabet fini et motive la construction de l 'automate m61angeur de a donn6e 
dans la D6finition 1.7. 
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Th6or6me 1.6 (Nivat [14]). Si A* et B* sont les mono?des libres d'alphabets finis 
respectifs A et B, une partie L de A* x B* est rationnelle si, et seulement si, il existe 
un mono?de libre C* d'alphabet fini C, des homomorphismes A et Iz de C* dans A* 
et B* respectivement, et une partie rationnelle K de C* telle que 
L= {(A (x),/.~ (x)) ; x ~ K}. 
D6finition 1.7. (i) Soient $ un ensemble 6quipotent fi ,Yet disjoint de ,Y, z ~ ~ une 
bijection de ,Y sur ~ qui se prolonge en un isomorphisme 
W= Z1Z 2 .  • • Z r ~ I~ = Z1Z 2 . .  . ~'r 
(avec zl, z2, . . . ,  zr~-Y) du monoide libre ,Y* d'alphabet ,Y sur le monoi'de libre 
($)* d'alphabet ~, za =,Yu2 ,  et A* le monoide libre d'alphabet A qui v6rifie 
~;* u ($)* c A*. 
(ii) Soient D l'ensemble des sommets distincts de 1 du graphe .Y(t~), /5 un 
ensemble 6quipotent ~D et disjoint de {1} u D, r/: d ~ d une bijection de D sur/5, 
et E=DuE3u{1}.Onpose i= l .  
(iii) Si A est l 'ensemble des arcs (d, d')~z.o,) du graphe ~(a) ,  soient: 
(1) Po = U(d ,d ' ) ( z . ,o )~A {(4  ~r('O), (d, ZOO)} et r0 l'application de Po dans E telle que, 
V( d, d')<z,,o) ~A, to(d, eto) = d' et to(d, zo3) = d'. 
(2) r l 'application de E x A* dans l'ensemble des parties de E telle que, V(e, w) 
E xA*, r(e, w) soit l 'ensemble des 616ments e' de E tels qu'il existe r>0 et des 
616ments (eo, wl), (el, w2), . . . ,  (e,-1, wr) de Po tels que 
W -~- WlW2° . .  Wr ,  eo = e, e '= -ro(er_l, w,) 
et 
V ie{1 , . . . , r -1} ,  ~'o(ei-l, wi)=e~. 
Comme ,Yn$=0 et que, V i~{1, . . . , r} ,  w~e$(,Y)*uZ(,~)*,  la suite 
(eo, wl) , . . . ,  (e~-l, w~) est unique lorsqu'elle xiste: ~'(e, w) contient donc au plus 
un 616ment; une autre justification de ce r6sultat est donn6e par le Lemma 1.14. 
(3) Le couple ./~t(a) = (E, ~') est appel6 automate mdlangeur de a (le Lemme 1.9 
justifie cette terminologie): ce n'est pas un automate au sens habituel (voir [6, 10]) 
mais un automate g6n6ralis6 dont les transitions 616mentaires sefont avec des mots 
et pas uniquement avec des lettres de l'alphabet. 
Les 616ments de E sont les 6tats de JR(a) et r est la fonction de transition de ~(a) .  
(4) Pour tout arc u = (d, d')~,o,) de .Y(t~), les couples 6tiquet6s (d, d') ~o, et (d, d ' )~  
sont dits associ6s ~ u. 
Le graphe ~g(a) dont les sommets ont les 616ments de E et dont les arcs sont 
les couples 6tiquet6s associ6s aux arcs de A est appel6 le graphe du mdlangeur de a. 
(iv) Soient les homomorphismes A et lz du monoide libre A* dans ,Y* tels que, 
Vz~Z, 
A(z )=z  et A(E,)=I, 
/~(z )= l  et ~(e)=z .  
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(v) Un mot w de A* est appel6 un mdlange (ou shuffle product) des roots u et 
v s'il existe n t> 1 et des mots u , , . . . ,  Un, V l , . . . ,  Vn de A* tels que 
U ~ U lU  2 . . . Un~ /.) ~ / )17 , )2  . • • I )  n et w ~ / , /1 / . )1 / , /2 / )  2 . . . Unl) n. 
Exemple 1.8. Si, comme dans l 'Exemple 1.4, 2={x,y ,  z}, A={a,  b}, a(x)=a,  
o~(y) = aba, et a(z )= baab, le graphe ~((~) du m61angeur de (~ est represent6 par 
la Fig. 3. 
ZXX 




U f t t , t t I  
tEE 
F ig .  3 .  
w = yxzxzxxz~x est un m61ange de u = A (w)= xzxxzx et de 1] = yxzxy avec v = 
/z(w); en ofitre, ~'(1, w)= 1 et (u, v) est une 6quation de a - 'o  a produite par le 
circuit unitaire 
cr = ((1, ba)(y.x), (ba, b)(z,x), (b, b)(z.xx), (b, ab)(z.x), (ab, 1)(y.x) 
de ~(a) .  
Lemme 1.9. (Lemme du .M61angeur). Soient a un homomorphisme continu de 2"  
dans un monoi'de libre et d et d' deux sommets du graphe .~( a ). 
Un couple ( u, v) de 2*  x 2"  est un motif  produit par un chemin o" de ~(  a ) d' origine 
d et d'extrdmitd '  si, et seulement si, il existe un mot w de A* tel que A(w)=/~, 
/~(w) = v, et ¢ ({d ,d} ,w)~{d ' ,d '}~O.  
Un tel mot w est alors unique et est un mdlange des roots u et 3. 
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D~monstration. (i) Soit (u, v) un motif  produit par un chemin or= 
((do, dl)(z,,~ol),---, (dr- l ,  dr)(zr,,o,)) de ~(o~) d'origine d = do et d'extr6mit6 d'= dr. 
Alors, ~ l'6change de u et de v pros, si r est pair (respectivement impair), (u, v)= 
(zlos2z3... Zr--lWr, OJIZ2W3 • • • OOr--lZr) (respectivement (u, v) = (zlo)2z3... OOr-IZ,, 
w,Z2W3... Zr-,OOr)). 
Alors, ' t i e{ I , . . . ,  r}, z(d~_,,~w~)=a~ et ~'(di-l, ZiOS~)=di et si w= 
z,~,z-2w2... Y rWr (respectivement w = z,~,Zzo02... Z,~r) lorsque res t  pair (respec- 
tivement impair), ~'(d'-o, w) = dr (respectivement ~'(do, w) = dr) d'o6 ~'({d, d}, w) n 
{a', 
En outre, A(w) = u et tz(w) = v, et w est un m61ange de u et de ~. 
(ii) R6ciproquement, si w ~ A* est tel que r({d, if}, w) n {d', d'} ~ 0, on peut 
supposer, par dualit6, que ~'(d, w) n {d', d'} # 0. 
Par d6finition de ~', il existe alors r > 0 et, pour tout i de {1 , . . . ,  r}, un 616ment 
(di-1, ~.ito~) ou (d i-l, zi~i) de Po tel que z(d~_l, ~itoi)= d~ ou ~'(di-1, zigo~)=d~ avec 
do=d et d,=d'. 
Cet 616ment de Po d&ermine un arc (d~_~,d~)<~,.~,,) de LP(a). o-= 
((do, dO<z~.~,,),..., (dr-a, dr)<z,.~,,)) est donc un chemin de ~(a)  d'origine do = d et 
d'extr6mit6 dr = d' et, d'apr~s (i), l 'un des motifs (u, v) et (v, u) produits par tr est 
6gal ~ (A(w),/~(w)).  
(iii) L'unicit6 du chemin tr d'origine d et d'extr6mit6 d' qui produit (u, v) d6coule 
du Th6or~me 1.3 puisque o- peut &re prolong6 en un circuit unitaire. 
Les sommets d et d'  &ant donn6s, o- d&ermine w d'apr~s (i) et w d&ermine o- 
d'apr~s (ii); west  donc aussi unique. [] 
D6finition 1.10. Soit a un homomorphisme continu de Z* dans A*, S = a -ao a, 
C = a (Z) ,  D~ = Fg(C)  ~ Fd(C)  qui contient D, D~ un ensemble 6quipotent ?~ C et 
disjoint de D~ ~ {1}, c --> ~ une bijection de C sur D~, D'  = D'I ~ D~, /5 '  un ensemble 
6quipotent it D', disjoint de {1} ~ D'  et contenant/5,  r/': d --> dune  bijection de D'  
sur /5 '  qui prolonge la bijection r/" d --> aT de D sur/5,  et E '=  D '~ E3'~ {1}. On pose 
1=1.  
Soit ~" l 'application de E 'x  A dans E '~ {0} telle que 
(i) Vd, d '~D~etWz~Zte lsquea(z )=dd ' ,  
r~(d ,e )=d '  et ro(d,z)=d', 
(ii) Vd~D~,Vd '~D~{1}etVz~Zte lsqued=a(z )d ' ,  
t - -  
• 'o(a,e)=a' et ~-o(d,z)=d',  
(iii) Vz ~ ~, 
~'~(1, z) = o~(z), ~'~(1, ,~) = oe(z), 
~ '~(a(z ) ,~)=l ,  et r~(a(z),z)= l,
(iv) Vz, z '~ZetVd~D~te lsquea(z )=a(z ' )d ,  
r~(a('-"-z),~')=d et ~'~(~'('-z),z')=d, 
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(v) V(e, z) ~ E '× A tel que r~(e, z) ne soit pas d~fini selon (i), (ii), (iii) ou (iv), 
~-~(e, z) = 0. 
I1 existe alors une unique application r'  de E '× zl* dans E'w {0} qui prolonge r~ 
et telle que ~ ' (a )= (E' ,  r') soit un automate partiel; J / / '(a) est appel6 l'automate 
partiel de a. 
Remarque 1.11. En immergeant les monoides libres ` Y* et A* dans les groupes libres 
respectifs G(~:) sur `Y et G(A) sur A, l 'homomorphisme a de ~:* sans A* se 
prolonge en un unique homomorphisme de G(`Y) dans G(A) qui sera aussi not6 a. 
On identifie: 
'¢c~CnD' ,  ~avecc  et ffavecE, 
'¢z e 2:, 5 avec l'inverse z -1 de z dans G(,Y), 
Vde  D',  d avec l' inverse d -1 de d dans G(A). 
Les transitions r'(d, 5) = d' et r '(d, 5) = d' (respectivement ~"(d, z) = d'  et r'(d, z) = 
d') associ6es respectivement aux 6galit6s a(z)= dd' et d = a(z)d' avec d, d'e D'w 
{1} et z e ,Y s'interpr~tent alors comme la multiplication de d par a (z  -1) $ gauche 
(respectivement la multiplication de d -1 par a(z) ~ droite) c'est-h-dire par les 
6galit6s d'- l=a(z-1)d et d '=a(z - l )d  (respectivement d'=d-lot(z) et d ' -1= 
La composit ion de deux transitions 'interpr~te alors comme suit: 
si "r'(do, 51) = dl et ~"(dl, 52) = d2 alors r(do, 5152) = d2 
s'interpr~te par l'6galit6 
d2 = or( z21)dl = Or( Z21)Ot( Zl-1) do = a(  (Z 1 Z2)-1) do; 
si r'(do, 51) = dl et r ' (dl ,  5) = d2 alors r(do, 5152) = d2 
s'interpr&e par l'6galit6 
d21 = ot(g21)dl = o~(z21) CI~ (z? l )do = O~((Z lz2)-1) do; 
si z'(do, 51) = d, et r ' (dl ,  z2) = d2 alors r(do, 51z2) = d2 
s'interpr&e par l'6galit6 
d-i 1 = d,o ( z2) = o,( z?l)doo ( zg ;  
si "r'(do, 51) = a~l et r ' (dl ,  z2) = d2 alors r(do, 51z2) = d2 
s'interpr~te par l'6galit6 
d2 = d-(l ot( z2) = a( z-(1)da( z2). 
I1 en r6sulte que, si w = 51tolz2032... Zr~, (respectivement w = 51tolz2032... 5,to,) 
avec r pair (respectivement impair), z l , . . . ,  z ,e,Yet to , . . . ,  to, e`y*,  la transition 
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~-'(d,w)=d' (respectivement ~"(d, w)=d' )  avec d,d 'sD 'w{1} s'interprbte dans 
G(A) par l'6galit6 
d '= a[(zl~o2z3.., zr-lo~)-l]da(~OlZ2~03... ~Or_lZ~) 
(respectivement d '-1 = a[(zlto2z3.., tOr_lZr)-l]dot(tOlZ2to3... Zr--ltOr)). 
Cette interpr6tation est donc aussi valable pour l'automate m61angeur ~(a) .  
Exemple 1.12. Si, comme dans les Exemples 1.4 et 1.8, X ={x,y, z}, A ={a, b}, 
a(x) = a, a(y)  = aba, et a(z) = baab, le graphe des &ats ~'(a) de l'automate partiel 
At'(a) est represent6 par la Fig. 4. 
aab aab 
Z 
z b z 
baa 0 baa 
Z Z 
b ba  
Yk / 
baab x/ \~  
a 
Fig. 4. 
Si w = yxzyx, les transitions r'(1, y) = a--ba, ~-'(a~, 2) = ha, 7'(ba, 3.) = ab, 
~"(ab, y )=a,  et ~"(a, 2 )= l  s'interprbtent par les 6galit6s aba=ot(y) ,  ba= 
a(x-l)aba, (ab) - i=  a(z- l )ba,  a = (ab)- ia(y) ,  et 1 = a(x-i)a. ~'(1, w)= 1 S'inter- 
prbte donc par: 
1 = Ol(X-l)a = ot(x-i)(ab) -lot(y) = a(x-1)ot(z-1)baol(y) 
= ot(x-1)ot(z-1)ot(x-1)abaol(y) = og(x - l )  o1~ (z -1 )o t (x -1 )oz (y )a (y )  
= ot(x- iz - ix- lyy) .  
180 J.C. Spehner 
En outre, sur l 'exemple, r'(/~ z:~) = r(/~ z~)  = b mais z'(ab, xz:~) = ab 
~'( ab , xz:g ) = O. 
Remarque 1.13. L'automate partial At ' (a)  simule d'une certaine mani~re l'algorithme 
de Sardinas et Patterson [16] (voir aussi [10, p. 109]) qui teste si une partie finie 
d'un monoide libre est un code. 
D'autre part, en identifiant les sommets duaux d et d et les arcs duaux et en 
supprimant le sommet 1, on trouve le graphe d'Almeida [2]. 
Le lemme qui suit montre que l'on peut immerger l 'automate m41angeur M(a)  
dans l 'automate partiel de a de sorte que les 2 reconnaissent un m~me langage. 
Lemme 1.14 (Lemme d' lmmersion).  Soient a un homomorphisme continu de ,~* dans 
un monoi'de libre, dun  sommet du graphe ~LP( a ) et we  A* 
(i) Si ~-(d, w)~13, alors ¢(d,  w)= ~'(d, w) et, de m~me, si r(d, w)~13, alors 
w): w). 
(ii) "r(1, w) = 1 si, et seulement si, z'(1, w) = 1. 
D6monstration. (i) (1) Pour tout arc (d, d')(z,,,,) de ~(a) ,  a(z )=da( to )d '  avec 
da(to) ~ 1 et a( to )d '~ 1. Si to = 1, alors d ~ 1, d '~  1 et r'(d, z )= d'. Si to ~ 1, il 
existe k>0 et Zl, Z2 , . . . ,Zke .Z ,  tels que to=Z~Z2...Zk. Si k= l  et z~=z, alors 
d=d '= l  et z'(1, z£ )= l .  Sinon, soit, V ie{0 , . . . , k -1} ,  d i=a(z i+~. . .Zk)d '  et 
dk = d'. 
Si d ~ 1 (respectivement d = 1), r(d, z) = do (respectivement r'(1, z) = a('"-z) et 
r'(1, zgl) = d~) et, V ie  {1 , . . . ,  k}, r'(d~_l, ~) = d~ et, par suite, z'(d, z~.l . . .  Zk) = d'. 
De m~me, r '(d, ~.zl . . .  Zk) = d'. 
(i) (2) V(e, w)e  E × A* tel que r(e, w)~ 0 et V e 'e  r(e, w), :I r > 0 et des ~16ments 
(eo, wl), (el, w2) , . . . , (e r - l ,  Wr) de Po tels que W=WlW2. . .Wr ,  eo=e, e '=er= 
r(er-1, Wr), et, V ie{ I , . . . ,  r}, r (e i - l ,  wi) = ei. 
D'apr~s (1), V ie  {1 , . . . ,  r}, r'(e~_l, w~)= ei et, par suite, r'(e, w)= e'. 
Comme r'(e, w) contient au plus un 416ment, z(e, w) a la m~me propri6t6 et 
z(e, w)= 'r'(e, w). 
(ii) (1) Soit w e 2A* tel que r'(1, w) = 1 et tel que, Vu e Fg(w), z'(1, u) ~ 1. 
Comme ~ ~ =13, il existe une suite unique de couples (z~, to l ) , - . . ,  (Zr, tot) de 
×~* telle que, lorsque res t  pair (respectivement impair), w= z~tolz2to2.., z,.~, 
(respectivement w = Zitol Z2to2 . • • ~tOr ). 
Alors, r'(1, zl) = a(z l ) ,  to~ ~ 1 car, sinon, z'(1, z~2) e D~ et r'(1, zlz.2to2z3) =13 ce 
qui implique r'(1, w) = 0 contrairement h l'hypoth~se. Si tol = zl, alors r(1, Zl~i) = 1 = 
r'(1, Z~:?l) et w = z~! d'apr6s le d6finition de w d'ofl r(1, w) = 1. Si to~ ~ 1 et to~ ~ zl, 
l ! t t g il existe des 616ments Z l , . . . ,  z, de ~ (avec t>0)  tels que to~= z l z2 . . ,  z,. Alors, 
dl.o=Z'(1, zl~.'l)eD'l d'apr6s la d6finition de r~ et, Vse{1, . . . , t} ,  dl.~= 
' ' ' z,z~+~) =13 et, si s = t, alors ro(d~.~_~, ~.'~) e Dl car, sinon, si s < t, alors r (d~.~-l, -' -' 
r'(d~.,_l, z' ,$2)=0 ce qui implique que r'(1, w)= 13 contrairement ~ l'hypoth6se. En 
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particulier, dl : r'(1, Zlo3~) e D~ et c~(zl) = c~ (~ol)d~. (1, dl)(z,.,o,) est donc un Z-couple 
~tiquet~. 
De m~me, V ie{2 , . . . ,  r} pair (respectivement impair), comme d i - l~  1, d~= 
~"(d~-l, ~'iw,) e D'~ u {1} (respectivement d~ = r'(d~_l, z~o3,) e D~ u {1}) avec d~ # 1 si 
i < r et d, = 1 et avec a,, # 1 puisque " / " (d r - l ,  ;r~r) = r'(1, w) = 1 (respectivement 
Y(d,-1, ~,O~r) = 1) lorsque r est pair (respectivement impair) et r'(d,_l, z,) # 1 (respec- 
tivement r'(d,_l,  3 , )~ l ) .  En outre, c~(z~)=d~_la(w~)d~ avec d,_lO~(O~,)~l et 
a(w~)d~ # 1 ce qui montre que (di_l ,  di)(z,.,o,) est un E-couple ~tiquet6. 
o- = ((1, dl)(z,.,o,),..., (d,_l, 1)(~,,o,)) est donc un circuit unitaire et tousles arcs de 
o- appart iennent ~ ~(a) .  I1 en r~sulte, en posant do = 1, que, 'd ie{ l , . . . ,  r} pair 
(respectivement impair), r(d~_l, ~ia,~) = ~ (respectivement "r(di-1, ziffgi) = di) et, par 
suite, ~'(1, w) = 1. 
(ii) (2) Par dualitY, si w eZA*  est tel que r'(1, w)= 1 et tel que, Vue  Fg(w), 
r'(1, u) ~ 1, on a aussi r(1, w) = 1. 
Comme tout 61~ment w de A* tel que r'(1, W) = 1 est un produit w = w~w2.., w, 
avec, V ie  {1 , . . . ,  n}, ou bien w~ d'une de deux formes irr~ductibles pr~c6dentes 
telles que r'(1, wi)= 1, ou bien w~ de la forme z~ ou ~z avec ze~.  Alors, r(1, W~)= 
1 V ie{ l , . . . ,  n} d'of~ r(1, W)= 1. 
I1 r6sulte de (i) et de (ii) que r'(1, w) = 1 si, et seulement si, r(1, W) = 1. [] 
D6f in i t ion  1.15. (i) Si a est un homomorphisme continu de ,Y* dans A* et si 
(a )  = (E, T) est l 'automate m61angeur de a, le langage K (a )  = 
{w e A* ; r(1, w) = 1} est appel6 le langage mdlangd e a et est dit reconnuparJ/l(a). 
(ii) Si a n'est pas continu, soient Zl = {z e ,Y ; a (z )  ~ 1}, al  la restriction de a 
-Y*, £1={g;ze -Y l} ,  AI=,Ylw~,I, II1 l 'homomorphisme de A* sur A* tel que, 
Vz e A1, Hi(z)  = z et, Vz e AkA~, Hi(z)  = 1 et H~ la restriction de HI ~ Z*  et -YI*. 
Alors, a l  est continu et a =a loHa.  Si K(a~) est le langage m61ang6 de ~1, 
K(o~) = II-(~[K(al)] est appel6 le langage mdlangd e a. 
Th6or~me 1.16. Pour tout homomorphisme o~du monoi'de libre ,Y* d'alphabet fini ,Y 
dans un monoi'de libre, le langage K(ot) mdlangd de a est rationnel et tel que 
o w e 
D6monst ra t ion .  (i) Cas off a est continu. D'apr~s le Lemme 1.14, K(o~)= 
{weA* ;  ~-'(1, w)= 1} est reconnu par l 'automate partiel fini ~ ' (cr )  et est donc 
rationnel d'apr~s le th6or~me de Kleene. 
D'apr~s le Lemme 1.9 et le Th6or~me 1.3, un couple (u, v) de ,Y* x,Y* est une 
6quation de S = a -1 o c~ si, et seulement si, il existe un mot (unique) w de K(t~) tel 
que A(w)= u et /~(w) = v. I1 en r6sulte que 
--1 
o = {(A(w) ,  ; we  
(ii) Cas off o~ n'est pas continu. Avec les notations de D6finition 1.15, comme 
K(t~l) est rationnel d'apr~s (i), K(a)= H~-I[K(al ) ]  est aussi rationnel. 
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En outre, (u, v) e a -~ o a si, et seulement si, 
(H' , (u),H;(v))E o~-~'o a ,={(A(w,) , tz (w,) )  ; w,E K(o~,)} 
d'o/l encore 
-1  o~ oa={(A(w) , / z (w) ) ;wEK(a)} .  [] 
Corollaire 1.17. Tout systbme ntier d'6quations ur un alphabet fini est rationnel. 
C'est un corollaire des Th6or~mes 1.6 et 1.16. 
Ce r6sultat peut &re justifi6 directement: comme c~ est un homomorphisme, son 
graphe est rationnel, le graphe de a -~ l'est donc aussi ainsi que la compos6e or-' o a 
de ces deux relations rationnelles (voir [6, pp. 236-248]) (preuve communiqu6e par 
C. Choffrut). 
o 
Remarque 1.18. L'exemple qui suit montre qu'un syst~me ntier S peut admettre 
deux solutions a et/3 telles que S = a -~ o a =/3 - '  o/3 et K (a )  # K(/3). 
Exemple 1.19. Soient X = {x, y, z}, A = {a, b}, fl tel que fl(x) = aba, /3(y) = ababa, 
et/3(z)  = baab. 




{( t , t )  ; t E Z U {])} 
Fig. 5. 
Le circuit unitaire o-=((1,  ba)<y,x), (ha, ab)<z,,), (ab, 1)(y,x)) de ~(/3) produit 
l '6quation E = (xzx, yy). 
La plus petite congruence de X* contenant E est c (E )=/3 - '  o/3 d'apr~s [19]. 
De m~me, si a est comme dans l 'Exemple 1.4, c(E) = a-~ o a. Le graphe des 6tats 
~(/3) de l 'automate m61angeur M(/3) est represent6 par la Fig. 6. 
Alors, w=yxzxzxyxeK(a) \K ( /3 )  et w'=~xzxxzyxeK(/3) \K(o l )  alors que 
(X(w),/z(w)) = (A (w') , /z(w'))  = (xzxy, yxzx). 
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a a 
aba aba  yx  __  
yx  
@ {t t , t t}  
teZ 
Fig. 6. 
Propos i t ion  1.20. Sia  est un homomorphisme continu du monoi'de libre ~* d" alphabet 
fini ~ dans un monoi'de libre, l' automate m6langeur JR(a) est immersible dans l' auto- 
mate minimal du langage rationnel K ( a ). 
D6monst ra t ion .  (i) Soit Eg l 'ensemble des 6tats e de l 'automate partiel ~t ' (a)  tels 
qu'il existe wl et w2E A* tels que r'(1, wl )= e et r'(e, w2)= 1. Soient un 616ment 0
n'appartef iant pas & Eg, E"= Eg u {0}, zg la restriction de r' & (Eg x A*) n z ' - l (Eg) 
et ~'" l 'unique prolongement de zg fi E"xA*  tel que, V(e,z)EE"xA*\ r ' - I (E '~) ,  
• "(e, z)  = 0. 
Soit ~" (a )  l 'automate (E", z") sur zl*. 
(ii) Si Po est la partit ion de E" en {1} et Ro = E"\{1} et, si, V iEN,  Pi÷~ est 
l 'ensemble des couples (s, t) d'616ments de E" tels que, VzEAu{1},  
(r"(s, z), ~'"(t, z)) E Pi, il existe un plus petit entier naturel r tel que po D Pl D P2 D 
• " " Pr D p, ---- Pr+] . . . .  , Pr est une congruence d'automate et l 'automate quotient de 
At"(a) par p~ est alors l 'automate minimal du language K(a)  (voir [10, p. 149]). 
(iii) Ve E E", soit F- l (e)  = {fE E" ; 3z E A, -r"(f, z) = e} et, VX c E", soit 
F- ] (X)=Ue~x F- l (e) .  Soit D~'=D~c~E". 
Si a(z )= dd' avec z E 2 et d, d 'E  D~', la donn6e de z et de d'  d&ermine d et les 
transitions r"(d, z) = d' et r"(d, ~,) = d' alors que, lorsque d e C et d'  ~ 1, r"(d, ~) = 
S id  =a(z )d '  avec zE~ et d, d 'E  D~'u{1}, la donn6e de z et de d'  d&ermine d 
et les transitions r"(d, 5) = d' et ~'"(d, z) = d' ainsi que, lorsque d E C, r"(d, 5) = d' 
et r " (d ,z )=d' .  
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I1 en r6sulte que, si Pi admet une classe d'6quivalence X d'une des formes suivantes 
{d'} ou {d'} avec d'~ D~', {d', a~'} ou {d', 4'} avec d' ~ C n D~', alors, Ve ~ F - I (X) ,  
la classe de e modulo Pi+l est aussi r6duite ~ {d} ou {d} avec d ~ D~' ou ~ {d, tt} 
ou {d, d} lorsque d ~ C n D~'. 
(iv) Les classes de Pl sont {1}, {c, ~}, et {g, if} pour tout c de C ~ D~', {?} et {~} 
pour tout c ~ C\D'~ et l 'ensemble R1 des autres 616ments de E". 
Comme, Ve ~ E", 3w ~ A* tel que r"(e, w) = 1, il r6sulte de (iii) que, pour i = Iw[, 
la classe de e modulo pi est d'une des formes suivantes: {d} ou {d} avec d ~ D( ou 
{ d, d} ou { d, d} avec d ~ C ~ D~'. 
En outre, si CI = { c c C ~ D~' ; =l z ~ 2, r"( c, ~) ~ D'(} ~ O, V c ~ C~, il existe un entier 
i tel que {c}, {~}, {g}, et {if} soient des classes modulo p~ alors que, si C2 = C c~ 
D~'\C~ ~ O, Vc ~ C2, {c, c'} et {g, ~} sont des classes modulo p~ Vi > 0. 
Si res t  le plus entier naturel tel que Pr = Pr+~, les classes modulo Pr sont donc 
r6duites ~un 616ment sauf, lorsque (?2 ~ 0, les classes {c, c'} et {g, ~ avec c ~ C2. 
Comme l 'automate minimal de K(a)  est le quotient de M"(a)  par p,, l ' insertion 
de E dans E"/pr immerge l 'automate m61angeur d~(a) dans l 'automate minimal 
de K(a) .  [] 
Remarque 1.21. Ce r6sultat implique que, pour d6terminer le langage K(a) ,  il 
n'existe pas d'automate plus simple que l 'automate m61angeur ~(a) .  L'algorithme 
qui d6termine l 'automate fini ~(a)  op~re donc de mani~re optimale. 
2. Sur la Conjecture d'Ehrenfeucht 
D6finition 2.1. A. Ehrenfeucht a fait en 1970 la conjecture suivante (voir [9, Probl~me 
108]): 
"Si ~*  est un monoi'de d'alphabet fini ~, pour tout langage L de ~*, il existe 
une partie finie F de L telle que, quels que soient les homomorphismes a et/3 de 
2*  dans un monoi'de libre, les propri6t6s 
a(X)= f l (x) Vx  ~ F, 
a(x) =/3(x) Vx L, 
soient 6quivalentes." 
Une telle partie finie F de L, si elle existe, est appel6e un ensemble test de L ou 
pour L. 
Remarque 2.2. L'existence d'un ensemble test a 6t6 d6montr6e pour les langages 
rationnels par Culik, II et Salomaa [4] (voir le Th6or6me 2.3 qui suit), pour les 
langages alg6briques par Albert, Culik, II et Karhumfiki  [1], et pour langage L de 
Z* lorsque card Z -- 2 par Culik, II et Salomaa [5] et, avec une preuve plus simple, 
par Ehrenfeucht, Karhum/iki et Rozenberg [7]. Culik, II et Karhum/iki [3] ont montr6 
que la Conjecture d'Ehrenfeucht est 6quivalente 5. une conjecture sur les syst~mes 
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d'6quations ur un alphabet fini (voir le Th6or~me 2.5 qui suit). De nombreux autres 
r6sultats li6s 5. cette conjecture sont d6montr6s ou cit6s dans le bel article de synth~se 
de Karhum/iki [8]. 
Th6or~me 2.3 (Culik, II et Salomaa [4]). Si Lest  un langage rationnel du monoi'de 
libre ~,* d'alphabet fini ~, et si L est reconnu par un automate fini ( ddterministe ou 
non) ~{ -- (E, ~') d'~tat initial eo, alors 
F = {x c L ; Ve ~ E, ]{u ~ Fg(x) w {x}; r(eo, u) = e}[<~ 2} 
est un ensemble test de L. 
D6finition 2.4. (i) Deux syst~mes d'dquations ur un m~me alphabet sont dits 
dquivalents 'ils admettent les m~mes solutions. 
(ii) Si Sol(S) est l 'ensemble des solutions d'un syst~me d'6quations S sur 2, 
e(S)--ActESol(S) Of-1 o CE est appel6 la cloture dquationnelle de S. 
Les syst~mes S et e(S) sont 6quivalents et, par suite, deux syst~mes Set  T sont 
6quivalents i, et seulement si, e(S)= e(T). 
(iii) Si ~ est une famille de langages, un syst~me d'dquations S sur un alphabet 
fini 2 est dit attachd ~ ~f (morphically characterised by ~ [3]) s'il existe un alphabet 
fini A, un langage L de ~ contenu dans A*, et des homomorphismes A et/.L de A* 
dans Z* tels que S--{(A(x), / .~(x))  ; x ~ L}. 
Th6or~me 2.5 (Culik, II et Karhum~iki [3]). Pour route famille ~ de langages, les 
propri~tds suivantes : 
(i) tout langage L de ~ sur un alphabet fini admet un ensemble test, 
(ii) tout syst~me d'dquations attachd ~ ~ est dquivalent ~ un sous-syst~me fini, 
sont dquivalentes. 
Ce th6or~me st d6montr6 pour les syst~mes d'6quations avec constantes en [3] 
et dans le cas particulier 6nonc6 ici des syst~mes d'6quations ans constantes en [8]. 
Pour justifier ce th6or~me ils montrent en particulier que (avec les notations de 
D6finition 2.4) si F est un ensemble test de L, alors T - -{(A(x) , /~(x) )  ; x~ F} est 
un sous-syst~me 6quivalent ~ S. 
Si 3? est la famille de tous les langages, tout syst~me d'6quations ur un alphabet 
fini est attach6 ~ ~. I1 en r6sulte que la conjecture sur les syst~mes d'6quations et 
la Conjecture d'Ehrenfeucht sont 6quivalentes. 
Comme, d'apr~s le Th6or~me 1.6, les syst~mes rationnels ont les syst~mes attach6s 
la famille des langages rationnels, on a le  corollaire suivant des Th6or~mes 2.3 et 
2.5. 
Corollaire 2.6 (Culik, II et Karhum~iki [3]). Tout syst~me rationnel d'dquations sur 
un alphabet fini est dquivalent ~ un sous-syst~me fini. 
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D6finition 2.7. (i) Une congruence r d 'un monoide M est appel6e une congruence 
de Malcev si le monoi'de quotient M~ r est immersible dans un groupe. 
Si (ri)i~1 est une famille de congruences de Malcev d'un monoide M, r = ["~i~t T~ 
est aussi une congruence de Malcev car, V ie  I, le monoi'de M/r i  est immersible 
dans un groupe G~ et le monoi'de M~ r est isomorphe ~ un sous-monoi'de produit 
H~ (M/T~) qui est immersible dans le groupe produit I I~  Gi. 
Il existe donc, Vp c M × M, une plus petite congruence de Malcev re(p) de M 
contenant p. 
(ii) Soient a un homomorphisme continu du monoYde libre Z* d'alphabet fini 
dans un monoi'de libre A* d'a lphabet A et le syst~me ntier S = a -1 o a. 
Pour toute 6quation E = (u, u') de S, la longueur la(u) l  du mot a(u)  = a(u') de 
A* est appel6e longueur de l'dquation E pour a. 
Soit, pour tout entier naturel >0, & l 'ensemble des 6quations de S dont la longueur 
pour a est strictement inf6rieure h r. 
Une dquation E de S de longueur r pour a est dite m-inddductible si E ~ m(Sr) 
et m-ddductible si E ~ m(&) .  
Th6or~me 2.8. Soient a un homomorphisme continu du monoi'de libre ~,* d'alphabet 
fini Z dans un monoi'de libre et T l' ensemble des dquations m-inddductibles E = (u, u') 
de S = a-1 o a telles que u < u' pour un ordre lexicographique donnd dans ~,*. Alors: 
(i) l'ensemble Test  fini et, pour toute dquation E de T, le chemin unitaire tr du 
graphe ~(  a ) qui produit E passe au plus deux fois par chacun des sommets de ~(a) ,  
(ii) re(T)= S. 
Ce r6sultat a 6t6 d6montr6 en [20] en utilisant les conditions n6cessaires et 
suffisantes d'immersibil it6 d'un monoide dans un groupe de Malcev [13], dans le 
cas particulier off la restriction de a ~ ~ et C = a(2)  est bijective mais la d6monstra- 
tion reste valable pour a continu. 
Th6or~me 2.9. Tout syst~me ntier S d'dquations ur un alphabet fini ~, est dquivalent 
5 un sous-s~,st~me fini. 
En outre, il existe un algorithme qui, lorsque l 'homomorphisme ot de ,~* dans un 
monoi'de libre tel que S = o~ -~ o o~ est donnd, ddtermine un sous-syst~me fini dquivalent 
f iS. 
D6monstration 1. D'apr6s le Corollaire 1.17, tout syst~me ntier S d'6quations ur 
un alphabet fini Z est rationnel et, d'apr~s le Corollaire 2.6, S admet un sous-syst~me 
fini 7"1 6quivalent h S. 
(i) Si S admet une solution continue a telle que S = a-1 o a, le langage rationnel 
K (a)  admet 
F = {w ~ K(a)  ; Ve ~ E', [{u ~ Fg(w) w {w}; r'(1, u) = e}l ~ 2} 
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comme ensemble test d'apr6s le Theor~me 2.3. D'apr~s le Th6or~me 2.5, le sous- 
syst~me fini TI ={(h(w) , /x (w) )  ; we F} est 6quivalent h S. Or, si o- est un circuit 
unitaire de ZP(a), en associant ~chaque arc (d, d')(z,o~) de 00, les arcs associ6s (d, d')co, 
et (d, d')z~ on d6termine deux circuits unitaires O'l et 0°2 du graphe ~(a)  tels que, 
tout sous-circuit de o- de longueur paire (respectivement impaire), correspondent 
un sous-circuit de o'1 et un sous-circuit de 0"2 (respectivement deux moiti6s d'un 
circuit de ~(a) ) .  
I1 en r6sulte que T~ est l 'ensemble des 6quations produites par les circuits unitaires 
00 de ~(ce) tels que, pour toute sommet s de 00 distinct de 1, il passe au plus un 
(respectivement deux) sous-circuit(s) de 00 de longueur paire (respectivement 
impaire) (alors o- passe au plus trois fois par s). 
(ii) Si la solution a de S telle que S= a -~o a '  n'est pas continue, soient ~ '= 
{z ~ 2~ " a(z)  # 1}, a la restriction de a ~ ~'*,  S' a '-1 ' , ' = o x ,  et H l 'homomorphisme 
de ~* sur 2 '*  tel que, Vz ~ ~ ' , /7 (z )  = z et, Vz ~ X,\.,~',/7(z) = 1. Alors, a -- a '  o/7 
e ta '  est continu. D'apr~s (i) on peut d6terminer un sous-syst6me fini T'I de S' 
6quivalent ~t S'. Si T~'={(z, 1) ; zc2 \2 '} ,  T~= T' lu T~' est un sous-syst~me fini 
6quivalent ~ S. [] 
D6monstration 2. (i) Dans le cas off S admet une solution continue a qui r6alise 
enti~rement S, l 'ensemble T2 des 6quations m-ind6ductibles E = (u, u') de S telles 
que u < u' pour un ordre lexicographique donn6 dans 27* est fini et tel que m(T2) = S. 
Or, pour toute solut ion/3 de 7"2,/3(2*) est un sous-monoide du mono'/de libre et 
est donc immersible dans un groupe libre d'ofi m(T2)¢/3 - lo/3. I1 en r6sulte que 
m(T2) ~ O /3-1 o/3 = e(r2). 
/3~So1(T2) 
Comme e(T2)c  e(S)= S, e(T2)= Set  S est 6quivalence ~ T2. 
(ii) Si la solution a de S telle que S = a -1 o a n'est pas continue et si, avec les 
hypotheses et notations de la D6monstration l(i i), T~ est l 'ensemble des 6quations 
m-ind6ductibles de 0~' et T~ = T[, T2 = T~ u T~ est un sous-syst~me fini 6quivalent 
hS.  [] 
Remarque 2.10. I1 r6sulte de la d6monstration qui pr6c~de que T2 C T~. Cette 
inclusion est en g6n6ral stricte car 7"1 peut contenir des 6quations m-d6ductibles. 
Ceci est, en particulier, le cas lorsque le circuit unitaire 00 qui produit une 6quation 
de 7"1 contient le carr6 d'un sous-circuit non unitaire de longueur impaire comme 
on peut le voir sur l 'exemple suivant. 
Exemple 2.11. Si, comme dans les Exemples 1.4 et 1.8, • = {x, y, z}, A= {a, b}, 
a(x) = a, a(y)= aba, et a (z )= baab, T2= {(xzx, yy)} alors que T1 contient, entre 
autres, l '6quation (xzxy, yxzx) produite par le circuit unitaire ((1, ba)(y,x), (ba, b)(z,x), 
(b, ab)(z,x), (ab, 1)(r,x ) et l '6quation (xzxxzxy, xzxxzx) produite par le circuit unitaire 
00 = ((1, ba)(y,x), (ba, b)t~,x), (b, b)(z,=O, (b, b)(z,=O, (b, ab)(z,x), (ab, 1)(y,~)) 
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qui passe trois fois par le sommet b alors que le circuit associ6 o-1= 
(1, ba, b, b, b, ab, 1) (respectivement o'2=(1, ba, b, b, b, ab, 1)) de g'(a) ne passe que 
deux fois par b (respectivement/~). 
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