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ABSTRACT
Recent advances in Deep Reinforcement Learning (DRL)
have shown a significant improvement in decision-making
problems. The networking community has started to investi-
gate how DRL can provide a new breed of solutions to rele-
vant optimization problems, such as routing. However, most
of the state-of-the-art DRL-based networking techniques fail
to generalize, this means that they can only operate over
network topologies seen during training, but not over new
topologies. The reason behind this important limitation is
that existing DRL networking solutions use standard neural
networks (e.g., fully connected), which are unable to learn
graph-structured information. In this paper we propose to
use Graph Neural Networks (GNN) in combination with DRL.
GNN have been recently proposed to model graphs, and our
novel DRL+GNN architecture is able to learn, operate and
generalize over arbitrary network topologies. To showcase
its generalization capabilities, we evaluate it on an Optical
Transport Network (OTN) scenario, where the agent needs to
allocate traffic demands efficiently. Our results show that our
DRL+GNN agent is able to achieve outstanding performance
in topologies unseen during training.
1 INTRODUCTION
Recent advances in Deep Reinforcement Learning (DRL)
showed a significant improvement in decision-making and
automated control problems [15, 19]. In this context, the net-
work community is investigating DRL as a key technology to
provide a new breed of network optimization problems (e.g.
routing) with the goal of enabling self-driving networks [13].
However, existing DRL-based solutions still fail to generalize
when applied to network-related scenarios. This hampers
the ability of the DRL agent to make good decisions when
facing a network state not seen during training.
Indeed, most of existing DRL proposals for networking can
only operate over the same network topology seen during
training [5, 11] and thus, cannot generalize and efficiently
operate over unseen network topologies. The main reason
behind this strong limitation is that computer networks are
fundamentally represented as graphs. For instance, the net-
work topology and routing policy are typically represented
as such. However, state-of-the-art proposals [5, 12, 21, 22]
use traditional neural network (NN) architectures (e.g., fully-
connected, Convolutional Neural Networks) that are not well
suited to model graph-structured information.
Recently, Graph Neural Network (GNN) [18] have been
proposed to model and operate on graphs with the aim of
achieving relational reasoning and combinatorial generaliza-
tion. In other words, GNNs facilitate the learning of relations
between entities in a graph and the rules for composing them.
GNN have been recently proposed in the field of networking
modelling and optimization [17].
In this paper, we present a pioneering DRL+GNN archi-
tecture for networking. Our novel architecture is able to
operate and optimize problems while generalizing to unseen
topologies. Specifically, the GNN used by the DRL agent is
inspired by Message-passing Neural Networks [8]. With this
framework we design a GNN that captures meaningfully the
relation between paths and the links on a network topology.
To analyse the generalization capabilities, we experimen-
tally evaluate our proposed DRL+GNN architecture in an
Optical Transport Network (OTN) scenario. Specifically, the
DRL+GNN agent needs to learn an efficient policy to maxi-
mize the number of allocated traffic demands over an OTN
ar
X
iv
:1
91
0.
07
42
1v
1 
 [c
s.N
I] 
 16
 O
ct 
20
19
topology. Our results show that our agent is able to effi-
ciently operate over a network not seen during training with
outstanding performance.
At the best of our knowledge this is the first time a DRL
agent has been combined with a GNN to address networking
problems. We hope that our novel architecture represents a
baseline to be adapted to other scenarios.
2 BACKGROUND
The solution proposed in this paper combines two machine
learning mechanisms. First, we use Graph Neural Networks
(GNN) to model computer networks. Second, we use Deep
Reinforcement Learning (DRL) to build agents that learn
how to efficiently operate networks following a particular
optimization goal.
2.1 Graph Neural Networks
Graph Neural Networks (GNNs) is a novel family of neural
networks designed to operate over graph-structured infor-
mation. They were introduced in [18] and numerous variants
have been developed since [6, 10, 24]. In its basic form, they
consist in associating some initial states to the different ele-
ments in a graph and then combine them considering how
these elements are related in the graph. An iterative algo-
rithm updates the state elements and uses the final states to
produce an output. The particularities of the problem to solve
will determine which GNN variant to use, which elements
of the graph (edges or nodes) are considered, etc.
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Figure 1: Overview of a single step from the message
passing.
Message Passing Neural Networks (MPNN) [8] are a well-
known type of GNNs that use an iterative message-passing
algorithm to propagate information between the nodes of
the graph. In a message-passing step (see Fig. 1), each node
k receives messages from all the nodes in its neighbourhood,
denoted by N(k). Messages are generated by applying a mes-
sage function m(·) to the hidden states of node pairs in the
graph, and then are combined by an aggregation function,
for instance, a sum (Eq. 1). Finally, an update function u(·) is
used to compute a new hidden state for every node (Eq. 2).
Mt+1k =
∑
i ∈N (k )
m(htk ,hti ) (1)
ht+1k = u(htk ,Mtk ) (2)
Functions m(·) and u(·) are differentiable functions, and
consequently may be learned by neural networks. After a
certain number of iterations, the final node states are used by
a readout function r(·) to produce an output for the given task.
This function can be also implemented by a neural network
and is typically tasked to predict properties of individual
nodes (e.g., the node’s class) or global properties of the graph.
GNNs have been able to achieve relevant performance re-
sults in multiple domains where data is typically structured
as a graph [2, 8]. Since computer networks are fundamen-
tally represented as graphs, it is inherent in their design that
GNNs offer unique advantages for network modelling com-
pared to traditional neural network architectures (e.g., fully
connected NN, convolutional NN, etc.). Recent work has
shown their potential for network performance prediction
[17], even when making predictions on network topologies
not seen during training [20].
2.2 Deep Reinforcement Learning
DRL algorithms aims at learning a strategy that leads to
maximize the cumulative reward in an optimization problem.
DRL agents start from tabula rasa. This means that they
have no previous expert knowledge about the environment
where they operate. They have only a set of possible actions
and learn the optimal strategy after an iterative process that
explores the action and observation spaces. The learning
process consists in a set of actions A and a set of states S.
Given a state s ∈ S, the agent will perform an action a ∈ A that
produces a transition to a new state s’ ∈ S, and will provide
the agent with a reward r. This optimization problem can
be modelled as a Markov Decision Process (MDP). However,
finding the solution of the MDP requires to evaluate all the
possible combinations of state-action pairs.
An alternative to solve the MDP is using Reinforcement
Learning (RL). Q-learning [25] is a RL algorithm whose goal
is to make an agent learn a policy π : S → A. The algorithm
creates a table (a.k.a. q-table) with all the possible combina-
tions of states and actions. At the beginning of the training,
the table is initialized (e.g., zeros or random values) and dur-
ing training the agent updates these values according to
the rewards received after selecting an action. These values,
called q-values, represent the expected reward assuming the
agent is in a state s and performs action a. During training,
q-values are updated using the Bellman equation (see Eq.
3) where r(s,a) is the reward obtained from selecting action
a in state s, Q(s’,a) is the q-value function and γ ∈ [0, 1] is
2
the discount factor, which represents the importance of the
rewards obtained in the future.
Q(s,a) = r (s,a) + γ max
a
Q(s ′,a) (3)
Deep Q-Network (DQN) [14] is a more advanced algo-
rithm based on Q-learning that uses a deep NN to approxi-
mate the q-value function. As the q-table size becomes larger,
Q-learning has difficulties to learn a policy from high dimen-
sional state and action spaces. To overcome this problem,
they proposed to use a deep NN as q-value function estima-
tor. This method uses an experience replay buffer to store
past sequential experiences (i.e. stores tuples of {s,a,r,s’} ).
While training the neural network, the temporal correlation
is broken by sampling randomly from the experience buffer.
3 NETWORK OPTIMIZATION SCENARIO
Finding the optimal routing configuration for a set of traffic
demands is a NP-hard problem [7]. This makes it necessary
to explore alternative solutions (e.g., heuristics) with the aim
of maximizing the performance at an affordable cost. In this
paper, we explore the potential of a GNN-based DRL agent
to operate and generalize over routing scenarios involving
diverse network topologies. As a first approach, we consider
a routing scenario in Optical Transport Networks (OTN). In
this scenario, the DRL agent needs to make routing decisions
on every traffic demand as it comes.
The DRL agent operates at the level of the electrical do-
main, over a logical topology where the nodes represent Re-
configurable Optical Add-Drop Multiplexer (ROADM) nodes
and edges some predefined lightpaths connecting them (see
Fig. 2). Thus, the DRL agent receives a traffic demand defined
by the tuple {src,dst ,bandwidth}, and is tasked to route the
traffic demand through a particular sequence of lightpaths
(i.e., an end-to-end path) that connect the source and the
destination of such demand. Traffic demands are considered
requests of Optical Data Units (ODU) whose bandwidth de-
mands are defined in the ITU-T Recommendation G.709 [1].
In this scenario, the routing problem is defined as finding
the optimal strategy to route incoming source-destination
traffic demands with the goal of saving network resources
in the long-term. We consider that a demand is properly
allocated if there is enough available capacity in all the light-
paths forming the end-to-end path selected. The demands
do not expire, occupying the lightpaths until the end of an
episode. This implies a challenging task for the DRL agent,
since it has not only to identify critical resources on net-
works (e.g., potential bottlenecks) but also has to deal with
the uncertainty in the generation of future traffic demands.
The main reason behind choosing this evaluation scenario
is that it is a classical problem for OTN, for which a close-to-
optimal heuristic is well known. This will serve as a baseline
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Figure 2: Schematic representation of the DRL agent
in the OTN routing scenario.
benchmark to validate the generalization performance of our
model.
4 GNN-BASED DRL AGENT DESIGN
In this section we describe the DRL+GNN agent proposed in
this paper. Our agent implements the DQN algorithm [14],
where the q-value function is modelled by a GNN. Algo-
rithm 1 details the pseudo-code including the training pro-
cess.
The agent has an external loop that that indicates the total
number of iterations, and two nested loops that represent
evaluation and training periods respectively. The variables {s,
d, r} represent the network state, the current traffic demand
to allocate and the obtained reward respectively. The training
loop (lines 2-12) is executed Training_eps episodes. For each
new demand, the agent selects a discrete action that corre-
sponds to an end-to-end path. After each decision, it receives
a reward that is stored into an experience replay buffer along
with the state and the action. Then, function agt.replay()
takes randomly some samples from this buffer to train the
GNN model by exploiting the input graph-structured infor-
mation. The evaluation loop (lines 13-20) is executed during
Evaluation_eps episodes, where one episode starts with an
empty network and finishes when a demand is allocated into
a path that do not have enough available capacity for the
current traffic demand. Particularly, this occurs when at least
one lightpath in the end-to-end path selected does not have
enough available capacity. After the evaluation loop is com-
pleted, we store the mean reward accumulated over all the
evaluation episodes. This is used to represent the evolution
of the performance achieved by the DRL agent during the
training.
The GNN model is designed following a Message Passing
Neural Network [8] fashion. In our case, we consider the link
entity and we perform the message passing step between
all links. Specifically, for each link l the message function
from Eq.1 will take as input the hidden state of the link hl
and the hidden state of a neighbour link hi where i ∈ N (l).
The same process is repeated for all neighbours of link l and
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for all links from the graph. After iterating over all links, the
outputs are aggregated using an element-wise sum, resulting
on a new feature vector for each link. The resulting vectors
are combined with the respective previous link hidden state
in a Recurrent NN (RNN). Finally, the outputs of the RNN
are aggregated using a sum, passing the result to a fully
connected neural network. This will output a single value,
indicating the q-value of the allocated demand.
4.1 Environment
To simulate the environment, we implemented the env.step()
and env.reset_env() functions in the Gym framework [4]. The
env.step() simulates the transition of the network state af-
ter a traffic demand is allocated and generates a new traffic
demand for the following step. In case there is no enough
free capacity in the path selected, the agent is notified with
a flag (done). The env.reset_env() method is executed after
every episode end and is responsible for resetting the envi-
ronment and generate the first traffic request for the next
episode. Also, the agent uses the agt.rmb() function to store
transitions in the experience replay buffer. For this buffer,
we implemented a cyclic replay memory (i.e. once the mem-
ory is full, oldest experiences are removed) to avoid that the
agent is trained on very old samples as the training evolves.
The agt.act() method selects one over a set of possible ac-
tions given an input state following an ϵ-greedy strategy [14]
during training.
In order to limit the dimensionality of the action space,
we consider that the agent has only flexibility to allocate the
current traffic demand over k candidate paths.
5 EXPERIMENTAL RESULTS
In this section we train and evaluate our GNN-based DRL
agent to efficiently allocate traffic demands in an OTN rout-
ing scenario.
5.1 Evaluation setup
We implemented the DRL environment using the OpenAI
Gym framework [4]. For the sake of simplicity, we consider 3
types of traffic demands (ODU2, ODU3, ODU4) whose band-
width requirements are expressed in terms of multiples of
ODU0 signals (8, 32 and 64 ODU0 signals respectively). When
the DRL agent allocates a demand, it receives an immediate
reward being the bandwidth (in ODU bandwidth units) of
the current traffic demand if it was properly allocated, oth-
erwise the reward is 0. Traffic demands are generated on
every step by randomly selecting a source-destination pair
in the network and an ODUk type demand that represents
the bandwidth.
Preliminary experiments were carried to choose an ap-
propriate optimizer and hyperparameter values for our DRL
Algorithm 1 DRL Agent Training algorithm
1: for it in Iterations do
2: for episode in Training_eps do
3: s,d, src,dst ← env.reset_env()
4: reward ← 0
5: while TRUE do
6: a, s ′ ← agt.act(s, d, src, dst)
7: r ,done,d ′, src ′,dst ′ ← env.step(s’)
8: aдt .rmb(s,d, src,dst ,a, r , s ′,d ′, src ′,dst ′)
9: reward ← reward + r
10: If done == TRUE : break
11: If len(agt.mem) > batch_size : agt.replay()
12: d ← d’, s ← s’,dst ← dst’
13: for episode in Evaluation_eps do
14: s,d, src,dst ← env.reset_env()
15: reward ← 0
16: while TRUE do
17: a, s ′ ← agt.act(s, d, src, dst)
18: r ,done,d ′, src ′,dst ′ ← env.step(s’)
19: reward ← reward + r
20: If done then break
agent. To have a stable learning, we decided to change the
weights of the GNN model every 2 episodes and using 5
batches to train. The optimizer used is a Stochastic Gradi-
ent Descent [3] method with Nesterov Momentum [23]. Re-
gardint the hyperparameters, we use a learning rate of 10−4,
and a momentum of 0.9. For the ϵ-greedy exploration strat-
egy, we start with ϵ=1.0 that is maintained during 10 episodes.
Then, ϵ decays exponentially every 5 training episodes. For
the experience replay buffer, we select a size of 5,000 samples.
5.2 Training and evaluation
We train the DRL agent on an OTN routing scenario with
the 14-node NSFNet topology [9], where we consider that
the edges represent lightpaths with capacity for 200 ODU0
signals. During training, the agent receives traffic demands
and allocates them on one of the k=4 shortest paths available
in the action set.
We run 400 episodes, store the output in the experience re-
play buffer and train the GNNby selecting randomly one sam-
ple from the buffer. For the evaluation, we run 50 episodes
and compute the average cumulative reward obtained over
all of them.
In Figure 3 we show the evaluation score of the GNN-
based model during training. We also show the evolution of
ϵ during the training. As we can observe, when epsilon starts
to decay (i.e., around episode 10) there is a stable increase in
the score achieved by the agent. This suggests that, at this
point, the GNN is already in a positive phase of training and
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Figure 3: Average of the Evaluation_eps=50 episodes
test score during training.
it is possible to use its q-value estimates to make a smarter
exploration of the action space.
5.3 Generalization over other network
scenarios
To evaluate the generalization capability of our agent, we
select the version of the agent with highest score during the
training and evaluate it on a scenario of the 17-node GBN
topology [16]. Note that the agent has not seen any sample
from this topology during training. In order to benchmark its
performance, we compare it against the "Shortest Available
Path" (SAP) policy. This routing policy typically represents a
performance close to the optimal MDP solution in our OTN
routing scenario.
Figure 4 shows the performance of our GNN-based DRL
agent onGBN against the SAP heuristic and the RANDpolicy,
which represents a random path selection over all shortest
available paths. This policy can be seen as a load balancing
policy as the path is chosen uniformly. The y-axis represents
the score achieved over 50 evaluation episodes (x-axis). The
horizontal lines indicate the average score obtained over all
the episodes by each strategy. This plot reveals the ability of
our DRL agent to maintain a good performance even when
it operates in a routing scenario with a different topology
not seen during training.
6 CONCLUSION
In this paper, we presented a DRL architecture based on
GNNs that is able to generalize to unseen network topolo-
gies. The use of GNNs to model the network environment
allow the DRL agent to operate in different networks than
those used for training. We believe that the lack of general-
ization was the main obstacle preventing the deployment of
existing DRL-based solutions in production networks. Thus,
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Figure 4: Comparison of the GNN-based DRL agent
performance with the SAP and RAND strategies.
the proposed architecture is the first step towards the de-
velopment of a new generation of DRL-based products for
networking.
In order to show the generalization capabilities of our
DRL+GNN architecture, we selected a classical problem in
the field of OTN, for which a close-to-optimal heuristic is
well known. This served as a baseline benchmark to validate
the generalization performance of our model. Our results
show that our model is able to sustain a similar accuracy in a
network never seen during training. Previous DRL solutions
based on traditional neural network architectures are not
able to generalize to other topologies.
Our ongoing work is focused on applying our DRL+GNN
architecture to more complex routing and networking prob-
lems. Given the generalization performance shown by GNNs
for modelling more complex scenarios, we are confident sim-
ilar results will also be obtained when combined with DRL.
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