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SUMMARY
We study two classes of stochastic systems, the limited processor sharing sys-
tem and the multi-server system. They share the common feature that multiple
jobs/customers are being processed simultaneously, which makes the study of them
intrinsically difficult.
In the limited processor sharing system, a limited number of jobs can equally
share a single server, and the excess ones wait in a first-in-first-out buffer. The model
is mainly motivated by computer related applications, such as database servers and
packet transmission over the Internet. This model is studied in the first part of the
thesis.
The multi-server queue is mainly motivated by call centers, where each customer
is handled by an agent. The number of customers being served at any time is limited
by number of agents employed. Customers who can not be served upon arrival wait
in a first-in-first-out buffer. This model is studied in the second part of the thesis.
x
LIMITED PROCESSOR SHARING QUEUES
AND MULTI-SERVER QUEUES
VOLUME I






We consider the limited processor sharing queue (LPS) which is a generalization of
the processor sharing (PS) queue. As inferred from the name, we limit the number
of jobs that can share the server at any time by K ≥ 1, instead of letting all the jobs
share the server. The server is shared equally by those jobs in service, i.e., at any time
each job in service is processed at a rate that is the reciprocal of the number of jobs in
service. An arriving job immediately starts receiving service if there are less than K
jobs in the server when it arrives; otherwise it waits in the buffer. When the number
of jobs in the server drops from K to K−1, the server immediately admits the longest
waiting job from the buffer if there is any. A job leaves the system immediately after
the server has fulfilled its service requirement. This is a quite general model since
letting K = ∞ makes the system a PS queue and taking K = 1 reduces the system
to a FCFS queue.
There is ample motivation to study this generalization. The PS model has been
widely used in the analysis of computer systems, network servers and data transmis-
sion over the Internet. The PS discipline can be viewed as an idealization of time-
sharing protocols in computer systems, as described in [37] and [49]. The advantage
is that a big job will not block the whole system as in a FCFS queue. However,
allowing too many jobs to time-share at once can lead to significant overhead (due to
switching), hence reduce overall performance. This point has already been observed
in early papers on operating systems [14, 6], as well as in more recent studies on Web
server design [16, 34], and databases [29, 50]. So in applications, a sharing limit is
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normally imposed, which results in the LPS model.
1.2 Related Literature
Despite its wide range of applications, there are only a few studies on the LPS queue.
Avi-Itzhak and Halfin [3] propose an approximation for the mean response time as-
suming Poisson arrivals. A computational analysis based on matrix geometric meth-
ods is performed in Zhang and Lipsky [59, 60]. Some stochastic ordering results are
derived in Nuyens and van de Weij [42]. No rigorous analysis for general job size
distributions seems to be available.
Our study is carried out in a general setting, allowing the inter-arrival time and
job sizes to have general distributions. Due to the general distribution of job sizes,
the system is not Markovian. Since multiple jobs can be in service at the same time,
the remaining job sizes for each of them become important in studying the dynamics
of the system. For this purpose, we record all the remaining job sizes of all jobs in
service using a measure Z(t) at any time t. For any Borel set B ⊂ R+, Z(t)(B)
indicates the number of jobs in service with remaining job size belonging to B at
that time. Similarly, we use a measure Q(t) to describe the state of the buffer, and
Q(t)(B) indicates the number of jobs in the buffer with job size belonging to B. The
descriptor (Q(·),Z(·)), which takes values in the space of two dimensional vectors of
Borel measures, contains a wealth of information. All the usual performance processes
can be recovered from it. For example, the total number of jobs in the server is
Z(·) = Z(·)(R+), which can be written as
Z(·) = 〈1,Z(·)〉,
where the operator 〈f, µ〉 in the above denotes the integration of function f against
the measure µ. The workload W (·) in the system can be recovered by
W (·) = 〈χ,Q(·) + Z(·)〉,
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where χ denote the identity function on R+. In fact, the measure valued descriptor
contains all the information needed to describe the dynamics of the LPS system. More
details will be discussed when we give a detailed model description in Chapter 2.
The framework of using measure-valued process has been successfully applied to
study models where multiple jobs are processed at the same time. Existing works
include Gromoll, Puha and Williams [25], Gromoll and Kruk [24] and Gromoll, Robert
and Zwart [26]. However, in most of these works, buffers are not modeled because
a job immediately starts service upon arrival. The only exception is Doytchinov,
Lehoczky and Shreve [15]; in their model only one job is processed at a time and the
buffer dynamics are described by a measure-valued process. As will be explained in
the next two paragraphs, the existence of the buffer (due to the sharing limit) creates
a big challenge in our study of fluid models and the corresponding fluid limits. One
major difficulty is that the stochastic process of jobs entering the service is not as
simple as the arrival process. When the system size is below K, that process is the
same as the arrival process; when the system size is equal to K, the amount of jobs
that enter the service in the next infinitely small amount of time equals the minimum
of the arrivals and departures in that time period; when the system size is above K,
the process of jobs entering the service equals the departure process. In short, the
input into the server depends on the state of the system. We design a set of system
dynamic equations (2.5) and (2.6) involving both the server Z(·) and the buffer Q(·).
They are powerful enough to capture the complex dynamics, and yet simple enough
to perform rigorous analysis.
1.3 Overview
The ultimate goal is to obtain insightful performance evaluation. No analytic tool is
available to date that is capable of achieving the goal. Since the model we consider
is a generalization of the G/GI/1 PS queue, and exact performance analysis of that
3
model seems intractable, our research focuses on obtaining approximations of the
various performance quantities via limit theorems.
In order to develop tractable approximations for performance measures of the LPS
queues, we first study the underlying stochastic processes in the heavy traffic regime,
an asymptotic regime where the system becomes critically loaded and the sharing
limit K becomes large. To study such a complicated stochastic system, we introduce
a deterministic fluid model. This model is given by a set of fluid dynamic equations,
which are deterministic analogs of the stochastic ones. After establishing several
fundamental properties, such as existence and uniqueness of fluid model solutions,
we show that the fluid model solution converges to an equilibrium state uniformly
for all initial states within a compact set (c.f. Theorem 3.3). We next show that this
fluid model arises as the limit of fluid scaled systems of LPS queues. This part of the
analysis applies to a variety of regimes, such as lightly loaded, critically loaded and
overloaded systems. The fluid model and fluid approximations are of independent
interest. More importantly, they pave the way to the study of heavy traffic limits of










as r goes to infinity. As it has been shown in Williams [57], a key step to obtain
a diffusion limit in heavy traffic is to establish a state space collapse (SSC) result.
In our setting, the SSC means that the diffusion scaled measure valued process,
which is an infinite dimensional object, is close to a deterministic functional (c.f.
Definition 3.4) of the diffusion scaled workload process, which is one-dimensional. It
is well known that the diffusion limit of the workload process is a one-dimensional
reflected Brownian motion (RBM) for any non-idling service policy, including the
LPS one. A major objective is to show that our measure valued diffusion limit is
a deterministic functional of the one-dimensional RBM (c.f. Theorem 5.1). As a
corollary, the diffusion scaled total job size process converges in distribution to a
4
piecewise linear RBM. Since the diffusion limit, which is denoted by (Q∗(·),Z∗(·)), is
a functional of RBM, it is possible to obtain various steady state properties. As we
show in (6.3), the steady state limit (Q∗(∞),Z∗(∞)) has a rather explicit distribution.
The general framework of the above analysis has been developed in the literature,
e.g. [57, 7]. In particular, a sequence of papers [25, 45, 23] apply the same framework
to study the processor sharing queue. Instead of being a straightforward extension
of the processor sharing queue, the study of LPS queue is quite challenging and
requires innovative ideas and techniques, mainly due to the sharing limit K. First,
the fluid model involves a complicated functional equation (after some mathematical
derivations including a time change) in our analysis:
x(u) = h(u) +
∫ u
0
(x(u− v)−K)+dF (v) + ρ
∫ u
0
(x(u− v) ∧K)dFe(v), (1.1)
where ρ is the traffic intensity, F is the job size distribution and Fe is the equilibrium
distribution of F (c.f. see Section 3.3 for background and notation). In the special
case of the standard PS queue, K = ∞ and this equation reduces to a standard
renewal equation. Existence and uniqueness of the solution to a renewal equation is
already known. But in general, this is not the case, necessitating new methods. The
counterpart of proving uniform convergence of fluid model solution to the equilibrium
for standard PS queues has been carried out by Puha and Williams [45]. Standard PS
queues are relatively tractable since (1.1) is essentially a renewal equation, so the key
renewal theorem can be applied. However, it requires the development of new tools
to deal with general K in the functional equation (1.1). We have developed general
tools to study the functional equation, which are new to the best of our knowledge.
Second, we need to prove the tightness property in order to establish the fluid and
diffusion approximation. Due to the fact that the process of jobs entering the service
is not as simple as the arrival process in the PS queue (due to sharing level K <∞ in
LPS queue), we need new techniques to control the internal process that jobs move
from the buffer to the server. Third, since the object of study is a random measure
5
instead of real numbers, we need a certain type of Borel-Cantelli estimates for the
difference between the empirical distribution and the limit distribution. Again, due
to the complexity caused by the sharing limit K, we need a more general version,
which we proved from scratch. In fact, the sharing limit K caused quite substantial
difficulties throughout the thesis.









Figure 1: The interchange of heavy traffic and steady state limits.
The original stochastic measure-valued process is regenerative, and will converge
weakly as t→∞ to a steady state (c.f. Theorem 6.1). However, no explicit solution
for the stationary distribution seems available. So we establish the interchange of
heavy traffic and steady state limits as depicted in Figure 1.3. The main idea is to
couple the measure valued process for the LPS queue with its corresponding stationary
version. This helps obtain a version of classical coupling inequality, cf. (6.7). The
interchange can be established after we prove the uniform convergence of the upper
bound for the coupling inequality. It should be pointed out that the framework of
using coupling to establish interchange of the heavy traffic and steady state limit
works for all single buffer single server system in workload conserving disciplines. In
particular, for the classical PS queue our technique works as well, and allows one
to recover Grischeckin’s [22] steady-state approximation from Gromoll’s [23] process
limit theorem. For networks, the interchange is more involved, cf. Budhiraja & Lee
[9] and Gamarnik & Zeevi [19].
The validity of the interchange provides the necessary theoretical support for using
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the tractable limit (Q∗(∞),Z∗(∞)) as an approximation of the steady state of a given
LPS queue. Section 6.2 demonstrates how to analyze performance quantities such as
queue size, delay probability and response times via limit theorems. From a practical
perspective, the main insights are the approximation formulas (6.27) and (6.28) for
queue size delay probability, and (6.29)–(6.31) for response times. In particular, our
























. In the above display, ρ is the traffic intensity, c2a and c
2
s are coef-
ficients of variation for the inter-arrival and job sizes. The value dp can be interpreted
as the approximation for the probability that a customer cannot get service immedi-
ately upon arrival. Interestingly, our approximation is consistent with the heuristic
of Avi-Itzhak and Halfin [3] for the Poisson arrival process.
This part of the thesis is organized as follows. A detailed model description is
given in Chapter 2. Chapter 3 investigates properties of the fluid models, including
existence, uniqueness and uniform convergence to the equilibrium. Convergence of
a fluid scaled sequence of systems to fluid model solution is studied in Chapter 4.
Chapter 5 establish the state space collapse property and the diffusion limit. Several
auxiliary tools and results are proved in the appendices. In Chapter 6, we study
the steady state limit of the LPS queue, and establish the validity of interchanging
the heavy traffic and steady limit of the LPS queue. The interchange provides the
foundation for performance analysis later in that chapter.
The existence and uniqueness results in Chapter 3 and Chapter 4 have been pub-
lished in the paper [63] with Jim Dai and Bert Zwart. The uniform convergence to the
equilibrium in Chapter 3 and and Chapter 5 have been summarized in the technical




The following notation will be used throughout. Let N, Z and R denote the set
of natural numbers, integers and real numbers respectively. Let R+ = [0,∞). For
a, b ∈ R, write a+ for the positive part of a, bac for the integer part, dae for bac+ 1,
a ∨ b for the maximum, and a ∧ b for the minimum.
Let M, M1 and M2 denote the set of all non-negative finite Borel measures on R,
[0,∞) and (0,∞), respectively. To simplify the notation, let us take the convention
that for any Borel set A ⊂ R, ν(A∩(−∞, 0)) = 0 for any ν ∈M1 and ν(A∩(−∞, 0]) =
0 for any ν ∈ M2. Also, by this convention, M2 is embedded as a subspace of M1,
which is also a subspace of M. For ν1, ν2 ∈M1, the Prohorov metric is defined to be
d[ν1, ν2] = inf
{
ε > 0 : ν1(A) ≤ ν2(Aε) + ε and
ν2(A) ≤ ν1(Aε) + ε for all closed Borel set A ⊂ R+
}
,
where Aε = {b ∈ R+ : infa∈A |a−b| < ε}. This is the metric that induces the topology
of weak convergence of finite Borel measures. (See Section 1.6 in [5] and Section4.3 in
[25].) For any Borel measurable function g : R+ → R, the integration of this function
with respect to the measure ν ∈M1 is denoted by 〈g, ν〉.
Let M1×M2 denote the Cartesian product. There are a number of ways to define
the metric on the product space. For convenience we define the metric to be the
maximum of the Prohorov metric between each component. With a little abuse of
notation, we still use d to denote this metric.
Let (E, π) be a general metric space. We consider the space D of all right-
continuous E-valued functions with finite left limits defined either on a finite in-
terval [0, T ] or the infinite interval [0,∞). We refer to the space as D([0, T ],E) or
D([0,∞),E) depending upon the function domain. The space D is also known as the











(‖f‖◦T ∨ υT [g, g′ ◦ f ]), (1.3)
where g◦f(t) = g(f(t)) for t ≥ 0 and ΛT is the set of strictly increasing and continuous
mapping of [0, T ] onto itself and
‖f‖◦T = sup
0≤s<t≤T
∣∣ log f(t)− f(s)
t− s
∣∣.




e−T (%T [g, g
′] ∧ 1)dT. (1.4)
By saying convergence in the space D, we mean the convergence under the Skorohod
J1 topology, which is the topology induced by the Skorohod J1 metric [17].
We use “→” to denote the convergence in a general metric space (E, π), and use
“⇒” to denote the convergence in distribution of random variables taking value in




We first rigorously introduce the mathematical model underline the LPS queue in
this chapter. Consider a G/GI/1 queue operated under the limited processor sharing
policy, with the sharing limit equal to K. We use Q(t), Z(t), and X(t) to denote the
number of jobs in the buffer, number of jobs in service, and the total number of jobs
in the system at time t, respectively. Thus,
X(t) = Q(t) + Z(t) for t ≥ 0. (2.1)
The system is allowed to be non-empty initially, i.e. X(0) > 0. We index jobs by
i = −X(0)+1,−X(0)+2, . . . , 0, 1, . . .. The first X(0) jobs are initially in the system,
with jobs i = −X(0) + 1, . . . ,−Q(0) in service and jobs i = −Q(0) + 1, . . . 0 waiting
in the buffer. Jobs arrived after time 0 are indexed by i = 1, 2 . . .. Let E(t) denote
the number of jobs that arrive to the buffer during time interval (0, t], for all t ≥ 0.
According to the policy, a job may have to wait for a certain amount of time after
arrival to get service. Let wi denote the waiting time, and Ui denote the arrival time
of the ith job for all i > −X(0). By convention, Ui = 0 for i < 0, and wi = 0 for
i ≤ −Q(0). Let
τi = Ui + wi, i > −X(0).
The quantity τi can be viewed as the time that the ith job starts service. We use vi
to denote the job size of the ith job for all i > −Q(0). We assume that {vi}∞i=−∞
is a sequence of i.i.d. random variables with distribution F . For jobs with index
−X(0) < i ≤ −Q(0), i.e. the first Z(0) jobs that are in service initially in service, we
use ṽi to denote the remaining job size of the job. The sequence {ṽi}0i=−∞ is allowed
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to be general. We call {E(·), {vi}∞i=1} the stochastic primitives of the system, and
{Z(0), Q(0), {vi}0i=−∞, {ṽi}0i=−∞} the initial conditions of the system.
Now we introduce a measure-valued state descriptor (Q(·),Z(·)), which describes
the evolution of the system with given initial conditions and stochastic primitives.
Let Q(·) and Z(·) be M1-valued and M2-valued stochastic processes, respectively.
For any Borel set A ⊂ [0,∞), Q(t)(A) denotes the total number of jobs in buffer
whose job size belongs to A; for any Borel set A ⊂ (0,∞), Z(t)(A) denotes the total
number of jobs in service whose residual job size belongs to set A. Note that here
we distinguish the spaces for buffer and server descriptors. The reason is that we
allow jobs with size 0 to arrive and wait in the buffer. However, a job in service will
immediately leave the system once its remaining service time becomes 0. So no job
in service can have zero remaining service time. It is clear that we have the following
relationship
Q(t) = 〈1,Q(t)〉, Z(t) = 〈1,Z(t)〉.





where ψ(x) = 1/x if x > 0 and ψ(x) = 0 if x = 0. A job will have received a





during time interval [s, t] if it is in service in this time period. Let
B(t) = E(t)−Q(t). (2.3)
Note that at time t ≥ 0, B(t) is the index of the last job who has entered into service
by time t. Thus
B(s, t) = B(t)−B(s) (2.4)
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represents the number of jobs which have left the buffer and entered the server during
time interval (s, t]. Using the notation introduced in this section, the state descriptor












δvi(A+ S(τi, t)), (2.6)
for any Borel sets A′ ⊆ [0,∞) and A ⊆ (0,∞) and t ≥ 0, where δa denotes the Dirac
measure of point a on R and A + y = {a + y : a ∈ A}. Due to the LPS policy, the
sharing limit K must be enforced at any time t,
Q(t) = (X(t)−K)+, (2.7)
Z(t) = (X(t) ∧K). (2.8)
We call (2.5) and (2.6) the stochastic dynamic equations and (2.7) and (2.8) policy
constraints.
For t ≥ 0, the workload of the system W (t) is defined to be the amount of time
that the server remains busy if no more arrivals are allowed into the system at time
t. Using the state descriptor (Q,Z), we can recover the workload W (t) at time t ≥ 0
by
W (t) = 〈χ,Q(t) + Z(t)〉, (2.9)
where χ denotes the identity function on R.
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CHAPTER III
FLUID MODEL AND ITS PROPERTIES
To study the LPS queue introduced in the previous chapter, we first introduce a
corresponding measure-valued fluid model. For this fluid model, we establish several
fundamental properties, such as existence and uniqueness of fluid model solutions. We
also characterize the equilibrium state of the fluid model and establish the uniform
convergence of fluid model solutions to the equilibrium. It will be shown in Chapter 4
that fluid model arises as the limit of fluid scaled systems of LPS queues. Our analysis
applies to a variety of regimes, such as lightly loaded, critically loaded and overloaded
systems. The approximation properties of fluid model will help establish the heavy
traffic limit theorems.
A difficulty in our study is that the fluid model involves a complicated functional
equation, (3.23), after some mathematical derivations including a time change. In the
special case of the standard PS queue, K =∞ and this equation reduces to a standard
renewal equation. Existence and uniqueness of the solution to a renewal equation is
already known. In our case, K is finite, necessitating new methods. To establish the
uniform convergence of fluid model to the equilibrium, equation (3.23) also plays a
key role. The challenge there is to obtain a version of the renewal theory with uniform
convergence base on this equation. The methodology we used to study the equation
and it’s application to the fluid model is new to the best of our knowledge.
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3.1 Fluid Model
In this section, we propose a fluid analogue of the LPS system. Given a measure-
valued process (Q̄(·), Z̄(·)) ∈ D([0,∞),M1 ×M2), for t ≥ 0, let
Q̄(t) = 〈1, Q̄(t)〉, (3.1)
Z̄(t) = 〈1, Z̄(t)〉, (3.2)
X̄(t) = Q̄(t) + Z̄(t), (3.3)
B̄(t) = λt− Q̄(t), (3.4)
D̄(t) = λt+ X̄(0)− X̄(t), (3.5)
where λ is a positive constant which is interpreted as the arrival rate. These quantities
are the fluid analogues of Q(t), Z(t), B(t), D(t) and X(t) in the stochastic model.





where φρ(x) = 1/x for all x, ρ > 0 and
φρ(0) =
 ∞ ρ ∈ (0, 1],0 ρ ∈ (1,∞). (3.7)





This is how the fluid cumulative service amount is defined, and it turns out that this
definition serves the purpose of studying the fluid model very well. Here we give
some intuitive explanation of why using the function φρ instead of ψ in (2.2). In
the corresponding stochastic process, when there is no job in the system, the server
idles, implying ψ(0) = 0. In the fluid model with ρ ≤ 1, intuitively, the amount of
fluid in service Z̄(·) will stay at zero once it reaches zero. Since fluids flow in at a
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constant rate λ, the server, instead of idling, actually finishes service immediately
when an infinitesimal amount of fluid enters service. So very naturally, ψρ(0) = ∞
when ρ ≤ 1. However, when ρ > 1, intuitively, the queue size should grow if starts
at zero. To rule out the solution z(·) ≡ 0, we define ψρ(0) = 0. Note that the
definitions of fluid model solutions for the standard PS queue also depend on the load
(cf. [25, 44]).
Let ν be the probability measure associated with the job size distribution F . We
call ν the job size measure. An element (ξ, µ) ∈ M1 ×M2 is called a valid initial
condition if
ξ = (〈1, ξ〉+ 〈1, µ〉 −K)+ν,
〈1, µ〉 = (〈1, ξ + µ〉) ∧K.
Roughly speaking, validity of an initial state means that the initial state is consistent
with the limited sharing policy; initial waiting jobs have the same service distribution
as arriving jobs. Denote I the set of all valid initial conditions.
We now introduce the following fluid dynamic equations, which are analogous to
(2.5) and (2.6). For all Ay = (y,∞), y ≥ 0,





Z̄(t)(Ay) = µ(Ay + S̄(t)) +
∫ t
0
ν(Ay + S̄(s, t))dB̄(s), (3.10)
where Q̄(·), Z̄(·), X̄(·), B̄(·) and S̄(·) are defined in (3.1)–(3.8). They are subject to
the following constraints:
B̄(·) is non-decreasing, (3.11)
Q̄(t) = (X̄(t)−K)+, (3.12)
Z̄(t) = (X̄(t) ∧K). (3.13)
The above equations define a fluid model, which we denote by the triple (K,λ, ν).
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Denote β = 〈χ, ν〉 the mean of the job size, and define
ρ = λβ
to be the traffic intensity of the fluid model.
Definition 3.1. (Q̄(·), Z̄(·)) ∈ D([0,∞),M1 ×M2) is a solution to the fluid model
(K,λ, ν) with a valid initial state (ξ, µ) if it satisfies the fluid dynamic equations (3.9)
and (3.10), subject to the constraints (3.11)–(3.13).
Similar to the stochastic model, the fluid workload W̄ (t) at any time t > 0 is
defined as
W̄ (t) = 〈χ, Q̄(t) + Z̄(t)〉. (3.14)
3.2 Existence and Uniqueness of the Fluid Model Solution
We first present several key properties of our fluid model solution, including the
existence and uniqueness, the workload conserving property, and criteria for stability.
The results are established by considering different cases, depending on whether initial
condition is zero or not, and whether traffic intensity is bigger than one or not. We
now state these results in the following theorems and property. The proofs can be
find at the end of this section.
The following theorem establishes the existence and uniqueness for a fluid model
solution.
Theorem 3.1. Assume that the job size measure ν satisfies
〈χ, ν〉 <∞, (3.15)
ν({0}) = 0. (3.16)
There exists a unique solution (Q̄(·), Z̄(·)) to the fluid model (K,λ, ν) with initial
condition (ξ, µ) ∈ I .
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We have the following workload conserving property for any fluid model solution.
Proposition 3.1. Assume that the job size measure ν satisfies (3.15) and (3.16).
The fluid workload W̄ (·) of any solution (Q̄(·), Z̄(·)) to the fluid model (K,λ, ν) with
initial condition (ξ, µ) ∈ I satisfies
W̄ (t) = (〈χ, ξ + µ〉+ (ρ− 1)t)+ for all t ≥ 0.
We now turn to stability properties of our fluid model. Although the results are
intuitively clear, the stability properties of fluid model solutions require formal proof
in the measure-valued setup. The following definitions are analogous to the standard
fluid model as in Dai [11, 12].
Definition 3.2. A fluid model (λ,K, ν) is weakly stable if any fluid model solution
(Q̄(·), Z̄(·)) with initial condition (ξ, µ) = (0,0) satisfies (Q̄(t), Z̄(t)) = (0,0) for all
t ≥ 0.
A fluid model (λ,K, ν) is stable if for any initial condition (ξ, µ) ∈ I satisfying
0 < w = 〈χ, ξ + µ〉 <∞, there exists a finite time δ (only depending on w) such that
any fluid model solution (Q̄(·), Z̄(·)) with this initial condition satisfies (Q̄(t), Z̄(t)) =
(0,0) for all t ≥ δ.
Theorem 3.2. Assume that the job size measure ν satisfies (3.15) and (3.16). A
fluid model (λ,K, ν) is weakly stable if the traffic intensity ρ ≤ 1; it is stable if the
traffic intensity ρ < 1.
Recall that Ay = (y,∞) for all y ≥ 0. Since the fluid amount of jobs in service
Z̄(t) = Z̄(A0) for all t ≥ 0, according to (3.10) in Definition 3.1, we have
Z̄(t) = µ(AS̄(t)) +
∫ t
0
[1− F (S̄(s, t))]dB̄(s). (3.17)
To further analyze the fluid model, we need to distinguish between different cases.
We first consider the case where the initial condition is non-zero. In this case, there
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exists a non-trivial interval on which the amount of fluid in service never reaches zero.
So we can do a time change to obtain the equation (3.23), which is the key equation
in our analysis. Through this analysis, we can characterize the fluid model solution
on a small interval. We then use the “restarting” lemma (Lemma 3.2) to extend the
result to a larger interval. After that case, we consider the case where the initial
condition is zero and traffic intensity ρ ≤ 1. Basically, we show that the fluid model
solution will stay at zero. Finally, we study the case with zero initial condition and
ρ > 1. Briefly speaking, the fluid model solution will grow “linearly” in this case.
3.2.1 Starting with a Non-zero Valid Initial Condition
If the valid initial condition (ξ, µ) 6= (0,0), then Z(0) = 〈1, µ〉 > 0. Let
t∗ = inf{s > 0 : Z̄(s) = 0}. (3.18)
Since Z̄(0) > 0, by right-continuity of Z̄(·) we have t∗ > 0. The following calculations
will be performed on the interval [0, t∗), where the function S̄(·) as defined in (3.6)
has an inverse, which is denoted by T̄ (·). By the inverse function theorem,
T̄ ′(v) = Z̄(T̄ (v)). (3.19)
Perform the change of variables u = S̄(t) and v = S̄(s) to (3.10), we get
Z̄(T̄ (u)) = ξ(Au) + λ
∫ u
0




[1− F (u− v)]dQ̄(T̄ (v)).
Through the change of variable v ← u− v and integration by parts, we obtain
Z̄(T̄ (u)) = ξ(Au) + λβ
∫ u
0
Z̄(T (u− v))dFe(v)− [1− F (0)]Q̄(T̄ (u))
+ [1− F (u)]Q̄(0) +
∫ u
0
Q̄(T̄ (u− v))dF (v),
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F (y)]dy. By condition (3.16), F (0) = 0. Now we obtain the key relationship
Q̄(T̄ (u)) + Z̄(T̄ (u)) = ξ(Au) + µ(Au) +
∫ u
0






for all 0 ≤ u < u∗ = S̄(t∗). To simplify notation, denote
h(u) = ξ(Au) + µ(Au), (3.21)
x(u) = q(u) + z(u), (3.22)
where q(u) = Q̄(T̄ (u)) and z(u) = Z̄(T̄ (u)). By (3.12) and (3.13), the above equation
can be written as
x(u) = h(u) +
∫ u
0
(x(u− v)−K)+dF (v) + ρ
∫ u
0
(x(u− v) ∧K)dFe(v). (3.23)
This equation would simplify to a renewal equation if K = ∞ or K = 0, which
corresponds to the PS queue and FIFO queue respectively. In fact, although the fluid
model in earlier works on the PS queue [25, 23] or related models [24, 26] is defined
in a different way, the mathematical analysis is essentially focused on equation (3.23)
with K =∞. In our case where K is finite, equation (3.23) is not a renewal equation
anymore. Resolving the substantial technical difficulties that arise when this is not
the case is the main task in studying the fluid model for the LPS queue.
We provide a general tool to study the integral equation (3.23) in Appendix A.
The tool represents one of our major technical contributions of the thesis. Lemma A.1
there requires even weaker conditions than we need, which may be useful in future
work. In our setting, condition (3.16) and the definition of h(·) in (3.21) imply that
all the conditions needed in that lemma are satisfied. Building on this lemma, we
establish the existence and uniqueness of fluid model solutions on a small interval.
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Lemma 3.1. Assume (3.15) and (3.16). For any non-zero initial condition (ξ, µ) ∈
I , there exists a t′ > 0 such that the fluid model (K,λ, ν) has a unique solution
(Q̄(·), Z̄(·)) on [0, t′] satisfying the initial condition and
(Q̄(t), Z̄(t)) 6= (0,0) for all t ∈ [0, t′).
Proof. Lemma A.1 establishes the uniqueness and existence of solution to (3.23) on
the interval [0, a], where a is positive and does not depend on initial condition. Let
a′ = inf{u ≤ a : x(u) = 0}. (3.24)






It is clear that T̄ (·) is differentiable and strictly increasing on [0, a′]. Let S̄(t) denote
its inverse function, which is still differentiable and strictly increasing on [0, a′]. Now
define
X̄(t) = x(S̄(t))
and Q̄(t) = (X̄(t)−K)+, Z̄(t) = X̄(t)∧K. Since x(·) is càdlàg and T̄ (·) is continuous,












Since x(·) is a solution to (3.23) on the interval [0, a′], Q̄(·) is a solution to (3.20) (and
thus to (3.17)) on the interval [0, t′], where
t′ = T̄ (a′). (3.25)
Let B̄(t) = λt − Q̄(t) for all t ∈ [0, t′]. Since (ξ, µ) is a valid initial condition,
ξ([0, u]) = (〈1, ξ + µ〉 − K)+F (u) and 〈1, µ〉 = 〈1, ξ + µ〉 ∧ K. Since µ 6= 0, let
G(·) = µ([0, ·])/〈1, µ〉, which is a distribution function. Recall the definition of h(·)
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in (3.21), we have that h(u) = (h(0)∧K)[1−G(u)] + (h(0)−K)+[1−F (u)]. Thus, it
satisfies the conditions in Lemma A.2. So, by Lemma A.2, B̄(T̄ (u)) is non-decreasing
on the interval [0, a′]. Thus, B̄(t) is non-decreasing on the interval [0, t′] due to the
fact that T̄ (u) is strictly increasing on [0, a′]. Define
Q̄(t)(Ay) = Q̄(t)[1− F (y)],
Z̄(t)(Ay) = Z(Ay + S̄(t)) +
∫ t
0
ν(Ay + S̄(s, t))dB̄(s).
This only defines (Q̄(·), Z̄(·)) for Borel sets of the form (y,∞). By the π-λ theorem
it defines the measure for all Borel sets in R+. It is clear by the first equation that
Q̄(t) = 〈1, Q̄(t)〉. Plug A0 in both sides of the second equation in the above to get




[1− F (S̄(t)− S̄(s))]d[λs− Q̄(s)]
= Z̄(t),
where the last equality is due to (3.17). So (Q(·),Z(·)) satisfies the definition of a
fluid model solution, implying the existence. The measure (Q̄(·), Z̄(·)) will never be
zero on [0, t′) because of (3.24) and (3.25).
To prove uniqueness, assume there is another solution (Q̄†(·), Z̄†(·)) for the same
initial condition. By Definition 3.1 it must satisfy (3.9)–(3.13). Let
t† = inf{t ≥ 0 : X̄†(t) > 0}.
We know that t† > 0 by right-continuity of X̄†(t) and the non-zero initial condition.
So S̄†(·) has inverse T̄ †(·) on [0, t†]. Let
x†(u) = X̄†(T̄ †(u)) for 0 ≤ u ≤ T̄ †(t†).
By (3.9)–(3.13), x†(·) must satisfy (3.23) on [0, T̄ †(t†)]. Due to the uniqueness of
solutions to (3.23),
x†(u) = x(u) for u ≤ min(T̄ †(t†), a′).
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We first claim that T̄ †(t†) ≥ a′. Otherwise X̄†(t†) < a′ ≤ a. By (3.24),
X̄†(t†) = x†(T̄ †(t†)) = x(T̄ †(t†)) > 0,




T̄ (u) = q(u) ∧K = q†(u) ∧K = d
du
T̄ †(u).
Since both T̄ (u) and T̄ †(u) are absolutely continuous, T̄ †(u) = T̄ (u) for all u ≤ a′.
This means that X̄†(t) = X̄(t) and S̄†(t) = S̄(t) and for all t ≤ t′. By (3.9) and
(3.10), (Q̄†(t), Z̄†(t)) = (Q̄(t), Z̄(t)) for all t ≤ t′. Uniqueness is proved.
So far we have established the existence, uniqueness of fluid model solution on a
non-trivial interval [0, t′]. The following “restarting” lemma helps to extend the result
in Lemma 3.1 to a larger interval.
Lemma 3.2. Assume (3.15) and (3.16). Let (Q̄1(·), Z̄1(·)) be a solution to the fluid
model (K,λ, ν) on the interval [0, t1] for some t1 > 0. If (Q̄2(·), Z̄2(·)) is a solution to
the fluid model with initial condition (Q̄1(t1), Z̄1(t1)) on the interval [0, t2] for some
t2 > 0, then (Q̄(·), Z̄(·)) is a fluid model solution on [0, t1 + t2], where
(Q̄(t), Z̄(t)) =

(Q̄1(t), Z̄1(t)) if t ∈ [0, t1],
(Q̄2(t1 + t), Z̄2(t1 + t)) if t ∈ [t1, t1 + t2].
Proof. The proof of this lemma is very straightforward. It is clear that (Q̄(·), Z̄(·))
satisfies the fluid dynamic equations on the interval [0, t1]. For any t ∈ (t1, t1 + t2],
plugging t1 and t1 + (t − t1) in to (3.9) and (3.10) and then taking the summation
gives
Q̄(t)(Ay) = Q̄(0)(Ay) + [Q̄(t)− Q̄(0)]ν(Ay),




ν(Ay + S̄(t)− S̄(s))d[λs− Q̄(s)],
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for all Ay = (y,∞), y ≥ 0. So (Q̄(·), Z̄(·)) satisfies the fluid dynamic equations on
the interval [0, t1 + t2]. Clearly, it also satisfies all the constraints (3.11)–(3.13).
Lemma 3.3. Assume (3.15) and (3.16). There exists a unique solution (Q̄(·), Z̄(·))
to the fluid model (K,λ, ν) satisfying the non-zero initial condition (ξ, µ) ∈ I on
the interval [0, t∗), where either t∗ < ∞ or t∗ = ∞; in the case when t∗ < ∞, the
existence and uniqueness can be extended to [0, t∗] with (Q̄(t∗), Z̄(t∗)) = (0,0). In
both cases,
(Q̄(t), Z̄(t)) 6= (0,0) for all t ∈ [0, t∗).
Proof. Lemma 3.1 establishes the existence and uniqueness on a small interval [0, t′1],
where
t′1 = T̄ (a
′
1), (3.26)
a′1 = sup{u ≤ b : x(u) > 0}, (3.27)
according to (3.24) and (3.25) in the proof of Lemma 3.1, and the constant b is the
same as in Lemma A.1 and only depends on ρ and F . We put the subscript 1 on the
quantities corresponding to the first piece. Lemma 3.1 also says that (Q̄(·), Z̄(·)) 6=
(0,0) on the interval [0, t′1). If (Q̄(t′1), Z̄(t′1)) = (0,0), then let t∗ = t′1 and the proof
is done and we stop. If (Q̄(t′1), Z̄(t′1)) 6= (0,0), then by (3.27),
a′1 = b. (3.28)
Viewing (Q̄(t′1), Z̄(t′1)) as an initial condition, by Lemma 3.1, There exists a unique





a′2 = sup{u ≤ b : x1(u) > 0},
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where T̄1(·) is the corresponding time change based on (Q̄1(·), Z̄1(·)) (defined in the
same way as T̄ (·) for the process (Q̄(·), Z̄(·))) and x1(·) is the solution to (3.23) with
h(·) generated by the initial condition (Q̄(t′1), Z̄(t′1)) via (3.21). Again, according
to Lemma 3.1, (Q̄1(·), Z̄1(·)) 6= (0,0) on the interval [0, t′2). By Lemma 3.2, we
obtain a fluid model solution on the interval [0, t′1 + t
′
2] by defining (Q̄(t), Z̄(t)) =
((Q̄1(t − t′1), Z̄1(t − t′1))) for all t ∈ (t′1, t′1 + t′2]. If (Q̄(t′1 + t′2), Z̄(t′1 + t′2)) = (0,0),
then let t∗ = t′1 + t
′
2 and the proof is complete. Otherwise we have
a′2 = b
and we can continue the procedure.






we have established the existence of a fluid model solution on the interval [0, t∗); the




i = ∞, the proof is complete because














By the fluid dynamic equation (3.10), limt→t∗ Z̄(t) = 0. The constraints (3.12) and
(3.13) implies limt→t∗ Q̄(t) = 0. So we can extend the existence to of the fluid
model solution to the interval [0, t∗] with (Z̄(t∗), Z̄(t∗)) = (0,0). We have now
established the existence of fluid model solution. To prove the uniqueness, note










i] (here we take t0 = 0
for notational convenience). The uniqueness of the solution on the interval [0, t′1]





be proved using the same argument in Lemma 3.1 by viewing (Q̄(t′1), Z̄(t′1) as the
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initial condition and (Q̄(t′1 + ·), Z̄(t′1 + ·) as the corresponding fluid model solution
on the interval [0, t′2]. Continuing with this procedure establish the uniqueness. This
completes the proof.
The following lemma establishes the workload conserving property for any fluid
model solution before it reaches zero.
Lemma 3.4. Assume (3.15) and (3.16). For the fluid model solution in Lemma 3.3,
we have the following workload conserving property on [0, t∗):
〈χ, Q̄(t)〉+ 〈χ, Z̄(t)〉 = 〈χ, ξ〉+ 〈χ, µ〉+ (ρ− 1)t. (3.29)














ν(Ay + S̄(s, t))d[λs− Q̄(s)]dy.
(3.30)
Let F̃ be the distribution function associated with the probability measure 1〈1,µ〉µ, so
that µ(Ay) = Z̄(0)[1−F (y)]. Since the cumulative service amount S̄(·) has an inverse
on interval [0, t∗), we can perform the change of variable u = S̄(t) and t = T̄ (u) for




[1− F (y)]dy + Z̄(0)
∫ ∞
0
[F (y)− F (y + u)]dy




















1− F (y + u− v)
β




[1− Fe(u− v)]d[λT̄ (v)− Q̄(T (v))]




Fe(u− v)d[λT̄ (v)− Q̄(T (v))].
(3.32)
To deal with the last term in the above, perform the change of variable u = S̄(t) and
t = T̄ (u) for (3.17). Note that T̄ ′(u) = Z̄(T̄ (u)) = Z̄(t), So we have
T̄ ′(u) = µ(Au) + β
∫ u
0
1− F (u− v)
β




F ′e(u− v)d[λT̄ (v)− Q̄B(T̄ (v))].







Fe(u− v)d[λT̄ (v)− Q̄B(T̄ (v))]. (3.33)
The proof is completed by combining (3.31), (3.32) and (3.33) and substituting T̄ (u)
with t.
3.2.2 Starting with Zero Initial Condition when ρ ≤ 1
Intuitively, the fluid model solution should stay at zero for ever in this case. We
rigorously prove this result in the following lemma.
Lemma 3.5. When ρ ≤ 1, (Q̄(·), Z̄(·)) ≡ (0,0) is the unique solution to the fluid
model (λ,K, ν) with initial condition (ξ, µ) = (0,0).
Proof. Since (Q̄(·), Z̄(·)) ≡ 0, Z̄(·) ≡ 0. By (3.8) we have S̄(s, t) = ∞ for all
t > s ≥ 0. So ν(Ay + S̄(s, t)) = 0 for all x ≥ 0 since ν can not have any mass
at infinity. This implies that the integral on the right hand side of (3.10) is zero.
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So (Q̄(·), Z̄(·)) ≡ 0 satisfies equation (3.10). It is clear that fluid dynamic equation
(3.9) and constraints (3.11) through (3.13) are satisfied. So (Q̄(·), Z̄(·)) ≡ 0 is a fluid
model solution.
We now prove that it is the only solution. If (0,0) is the unique fluid model
solution on the interval [0, K/λ], then by Lemma 3.2 we can extend the uniqueness
to [K/λ, 2K/λ] and so on to [0,∞). Otherwise, there is another solution on [0, K/λ]
which is denoted by (Q̄†(·), Z̄†(·)). By (3.9) and (3.10), for any fluid model solution
(Q̄†(·), Z̄†(·)) starting at (0,0), we have




1d[λs− Q̄†(s)] ≤ λt.






















W̄ †(·) is continuous on [0, K/λ]. This is a solution starting from zero, so
W̄ †(0) = 0. (3.34)
But it is different from (0,0), so there must be a t1 ∈ (0, K/λ] such that (Q̄†(t1), Z̄†(t1)) 6=
(0,0), which implies that
W̄ †(t1) > 0. (3.35)
Let t0 = sup0≤t<t1{W̄
†(t) > 0}, then 0 ≤ t0 < t1 by (3.34) and (3.35) and continuity
of W̄ †(·). Again by continuity of W̄ †(·), there exists a tδ ∈ (t0, t1) such that W̄ †(tδ) =
27
δ < W̄ †(t1) for some δ > 0. On the interval [tδ, t1], (Q̄†(·), Z̄†(·)) never reaches zero.
So by Lemma 3.2 and 3.4,
W̄ †(tδ + t) = W̄
†(tδ) + (1− ρ)t for t ∈ [0, t1 − tδ].
This implies that W̄ †(t1) ≤ W̄ †(tδ), which is a contradiction.
3.2.3 Starting with Zero Initial Condition when ρ > 1
In Jean-Marie and Robert [31] and Puha, Stolyar and Williams [44], a very nice
approach has been developed for overloaded PS queue with zero initial condition. We
can apply the same approach to the LPS queue without much adjustment, since the
fluid models of the LPS queue and PS queue behave the same until the time that
total job size becomes larger than K.
Intuitively, the fluid model solution should grow as time goes by. Let us first
assume that the fluid queue length process X̄(·) grows linearly on a small interval,
i.e.
Q̄(t) = 〈1, Q̄(t)〉 = 0,
Z̄(t) = 〈1, Z̄(t)〉 = mt, (3.36)
for all t ∈ [0, K/m], where m > 0 is to be determined. The following analysis is taken












, 0 < s < t ≤ K/m. (3.37)









)]ds for all t ≤ K
m
.























Note that the left hand side is the Laplace transform of the distribution Fe. As a
function of m ∈ (0,∞), it is strictly decreasing and maps onto (0, 1). Since ρ > 1 in











for all t ∈ [0, K
m∗ρ
] and y ≥ 0. It is clear that (Q̄(·), Z̄(·)) is a fluid model solution on
the interval [0, K
m∗ρ
]. By Lemma 3.2, (Q̄( K
m∗ρ
+ ·), Z̄( K
m∗ρ
+ ·)) can be viewed as the fluid




)), which exists on [0,∞). Thus,
we have found a fluid model solution with zero initial condition.
Similar as in the case ρ ≤ 1, the difficulty is to prove uniqueness. [44] has es-
tablished existence and uniqueness of fluid model solutions for overloaded PS queue
with zero initial condition. We can borrow the result for the reason that the total
fluid amount of jobs of any fluid model solution starting at zero is bounded by λt
at any time t ≥ 0, as explained in the proof of Lemma 3.5. The sharing limit K is
never reached on the interval [0, K/λ], so the model is the same as a standard PS
queue. In fact, the fluid dynamic equation (3.10) is what is need in Theorem 4.2 and
Lemma 4.10, which implies uniqueness on the interval [0, K/λ]. The uniqueness can
be extended to [K/λ,∞) by Lemma 3.2, since X̄(K/λ) > 0. So we have the following
result.
Lemma 3.6. Assume (3.15) and (3.16). When ρ > 1, there exists a unique solution
to the fluid model (K,λ, ν) with initial condition (0,0).
We are now in a position to sum up all the above cases and prove all results on
the fluid model.
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Proof of Theorem 3.1. If the initial condition (ξ, µ) = (0,0), then the result is estab-
lished by Lemma 3.5 and Lemma 3.6. If (ξ, µ) 6= (0,0), then by Lemma 3.3 either
we have existence and uniqueness on the interval [0,∞) and the proof is done, or the
result holds on a finite interval [0, t∗] with (Q̄(t∗), Z̄(t∗)) = (0,0). The result is then
established by applying Lemma 3.2 and Lemma 3.5.
Proof of Proposition 3.1. If (ξ, µ) 6= (0,0) and ρ ≤ 1, then it follows from Lemma 3.5
that W̄ (t) = (0 + (ρ− 1))+. If (ξ, µ) = (0,0) and ρ > 1, for any t ∈ [0, K/m∗ρ], take
the integration of both sides of (3.39) with respect to y to get















and applying Fubini’s theorem, we
obtain W̄ (t) = 0 + (ρ− 1)t. If (ξ, µ) 6= (0,0), then the workload conserving property
holds before the fluid model solution reaches zero. Note that the fluid model solution
reaches zero if and only if the workload reaches zero. So when ρ ≥ 1, W̄ (t) =
w+ (ρ− 1)t > 0 for all t > 0 and the result holds on [0,∞), When ρ < 1, W̄ (tw) = 0
for tw = w/(1− ρ). By weak stability, W̄ (t) = 0 for all t ≥ tw.
Proof of Theorem 3.2. Weak stability is already proved in Lemma 3.5. Since the
descriptor (Q̄(t), Z̄(t)) equals (0,0) if and only if W̄ (t) = 0, the stability follows
immediately from Proposition 3.1.
3.3 Convergence to Equilibrium States for Fluid Model
By the workload conservation property (Proposition 3.1), starting from a valid initial
state with w = 〈χ, ξ + µ〉 <∞, the workload of fluid model solution will blow up to
infinity if ρ > 1; and the fluid model solution will be zero after a finite time if ρ < 1.
So the only interesting case to study long term behavior will be the case where the
queue is critically loaded. Now let consider the case where the traffic intensity
ρ = λβ = 1. (3.40)
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In other words, our fluid model is critically loaded.
Definition 3.3. An element (ξ, µ) ∈ I is called an equilibrium state for the fluid
model (K,λ, ν) if the solution to the fluid model with initial condition (ξ, µ) satisfies
(Q̄(t), Z̄(t)) = (ξ, µ) for all t ≥ 0.
Denote
βe = 〈χ, νe〉,






x ≥ 0. We have the following definition.
Definition 3.4. Let ∆K,ν : R+ → M1 ×M2 be the lifting map associated with the









for w ∈ R+.
The main objective of this section is to show the following long-term behavior of
the critically loaded fluid model, which helps to establish the state space collapse in
Chapter 5.
Theorem 3.3. Assume (3.15)–(3.40) and
ν is non-lattice. (3.41)
The unique solution (Q̄(·), Z̄(·)) to the fluid model (K,λ, ν) with a valid initial state
(ξ, µ) such that w = 〈χ, ξ + µ〉 <∞ satisfies
(Q̄(t), Z̄(t))→ ∆K,νw as t→∞.
Moreover, for fixed constants p,M > 0 the convergence is uniform for all initial
conditions in the set
I pM = {ξ ∈ I : 〈χ, ξ + µ〉 < M, 〈χ
1+p, ξ + µ〉 < M}. (3.42)
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Section 3.3.1 characterizes the equilibrium states for the fluid model. Section 3.3.2
presents the proof of convergence (the first half of Theorem 3.3), and Section 3.3.3
presents the proof of uniform convergence (the second half of Theorem 3.3).
3.3.1 Equilibrium States
Our first result is a characterization of an equilibrium state.
Theorem 3.4. An element (ξ, µ) ∈ I is an equilibrium state if and only if
(ξ, µ) = ∆K,νw for some w ∈ [0,∞). (3.43)
Proof. Suppose (ξ, µ) = ∆K,νw for some w ∈ [0,∞), we need show that







is the fluid model solution. If w = 0, then by weak stability, ∆k,ν0 = (0,0) is the
fluid model solution. So let us now focus on the case where w > 0. The fluid buffer
size and queue size are




Z̄(t) = 〈1, Z̄(t)〉 = w ∧Kβe
βe
.
If Z̄(t) < K, then w < Kβe which implies that Q̄(t) = 0; if Q̄(t) > 0, then w > Kβe
which implies that Z̄(t) = K. So condition (3.12) and (3.13) in Definition 3.1 are
satisfied. Since Q̄(t) and Z̄(t) remain to be a constant, (3.11) holds trivially. This
also implies that the fluid dynamic equation (3.9) is satisfied. It remains to verify the
























νe(Ay) = Z̄(t)(Ay), for all x ≥ 0. So (3.10) is verified and
(Q̄(·), Z̄(·)) is the fluid model solution.
Suppose that (ξ, µ) is an equilibrium state, we need to show that (ξ, µ) takes the
form (3.43). If (ξ, µ) = (0,0), then trivially (ξ, µ) = ∆K,ν0. Let us now assume
that (ξ, µ) 6= (0,0). Since (Q̄(·), Z̄(·) ≡ (ξ, µ) is the fluid model solution, the fluid
dynamic equation (3.10) must be satisfied. i.e.










for all x, t ≥ 0. Differentiation with respect to t shows that µ = 〈1, µ〉νe. Since (ξ, µ)
is a valid state, ξ = 〈1, ξ〉ν. Let
w = 〈χ, ξ + µ〉 = 〈1, µ〉β + 〈1, ξ〉βe.
Again by validity of state (ξ, µ), 〈1, ξ〉 = (w−Kβe)
+
β
and 〈1, µ〉 = w∧Kβe
βe
. So we conclude
that (ξ, µ) = ∆K,νw.
3.3.2 Convergence to Equilibrium States
We now identify conditions under which the fluid model solution starting at a valid
initial condition (ξ, µ) will converge to an equilibrium state.
By the fluid dynamic equation (3.9), Q̄(t)β = 〈χ, Q̄(t)〉 ≤ w. It follows from the
workload conservation property that W̄ (t) ≡ w = 〈χ, ξ + µ〉 ≥ 〈χ, Q̄(t)〉 for all t ≥ 0.
So
Q̄(t) = (X̄(t)−K)+ ≤ w
β
for all t ≥ 0. (3.44)
Since W̄ (t) = 0 if and only if Z̄(t) = 0,
Z̄(t) = (X̄(t) ∧K) > 0 for all t ≥ 0. (3.45)
So the function S̄(·) as defined in (3.6) has an inverse on the interval [0,∞), which is
denoted by T̄ (·).
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If the initial condition (ξ, µ) = (0,0), then by weak stability, the fluid model
solution will always be zero. So (0,0) is an equilibrium state. From now on, we focus
on the case where the initial condition (ξ, µ) 6= (0,0). For the valid initial condition




(1 + K−〈1,ξ〉〈1,ξ〉 ∧ ε)ξ, µ
)
if 〈1, ξ〉 < K,(
ξ, (1 + ε)µ
)
if µ 6= 0,(
(1 + (ε ∧ 0))ξ, µ+ (ε− 0)+ξ
)
if 〈1, ξ〉 = K,µ = 0.
It is clear that (ξε, µε) is still a valid initial condition. Let x
ε(·) denote the solution
to (3.23) with hξ,µ replaced by hξε,µε . We have the following comparison.
Lemma 3.7. Assume (3.15)–(3.16). For all ε ∈ (0, 1),
x−ε(u) < x(u) < xε(u) for all u ≥ 0.
Proof. Let u∗ = inf{u ≥ 0 : x(u) > xε(u)}. To prove x(u) < xε(u), it is enough to
show that u∗ =∞. Note that x(0) = hξ,µ(0) < hξε,µε(0) = xε(0). By right-continuity










[(xε(u∗ − v) ∧K)− (x(u∗ − v) ∧K)]dFe(v).
(3.46)
Assumption (3.16) implies that F (0) < 1. So there exists u′ ∈ (0, u∗) such that∫ u′+δ′
u′−δ




for all δ > 0. Choose δ small enough such that 0 < uF − δ, uF + δ < u∗. By the
definition of u∗, we have that
κ = xε(u∗ − uF − δ)− x(u∗ − uF − δ) > 0.
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By right continuity of x(·) and xε(·), we can choose δ small enough such that
xε(u)− x(u) ≥ κ
2
for all u ∈ [u∗ − uF − δ, u∗ − uF + δ].
So by (3.46), we have









This contradicts the definition of u∗. So we must have that u∗ = ∞. The proof for
the other inequality is completely analogous.







where w = 〈χ, ξ + µ〉. We now use the above lemma and the key renewal theorem to
show the following convergence.
Lemma 3.8. Assume (3.15)-(3.41) and (3.40). The solution x(·) to (3.23) with
initial condition (ξ, µ) satisfies
x(u)→ x(∞) as u→∞.
Proof. We first study the case where w = 〈χ, ξ + µ〉 > Kβe. Convolve both sides of
(3.23) with U(·), the renewal function of F (·), to get
x ∗ U(u) = hξ,µ ∗ U(u) + (x−K)+ ∗ F ∗ U(u) + (x ∧K) ∗ Fe ∗ U(u).
Since x = (x−K)+ + (x ∧K), by moving all terms containing (x−K)+ to the left
and all terms containing (x ∧K) to the right, we obtain
(x(u)−K)+ = hξ,µ ∗ U(u)−K(1− Fe) ∗ U(u)
+ [K − (x ∧K)] ∗ (1− Fe) ∗ U(u).
(3.48)
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Both hξ,µ(·) and 1−Fe(·) are directly Riemann integrable since they are non-increasing
and integrable functions. By the key renewal theorem, we have the convergence of
the first two terms on the right hand side of (3.48):
lim
u→∞














> 0 in this case, and the last term in (3.48) is always non-negative.
So there exists u1 > 0 such that
(x(u)−K)+ > 0 for all u ≥ u1.
Equivalently, this means that K − (x(u) ∧K) = 0 for all u ≥ u1. So the last term in
(3.48) can be bounded by∫ u
u−u1
Kd[(1− Fe) ∗ U(v)] = K[(1− Fe) ∗ U(u)− (1− Fe) ∗ U(u− u1)]




In the case where w < Kβe, we convolve both sides of (3.23) with Ue(·), the
renewal function of Fe(·) to get
x ∗ Ue(u) = hξ,µ ∗ Ue(u) + (x−K)+ ∗ F ∗ Ue(u) + (x ∧K) ∗ F ∗ Ue(u).
By moving all terms containing (x−K)+ to the right and all terms containing (x∧K)
to the left, we obtain
(x(u) ∧K) = hξ,µ ∗ Ue(u)− (x−K)+ ∗ (1− F ) ∗ Ue(u). (3.49)
Again, by the key renewal theorem, the first term in the above converges:
lim
u→∞







−K < 0 in this case, and the last term in (3.49) is always non-positive.
So there exists u2 > 0 such that
(x(u) ∧K) < K for all u ≥ u2.
Equivalently, this means that (x(u)−K)+ = 0 for all u ≥ u2. According to the upper




d[(1− F ) ∗ Ue(v)] =
w
β
[(1− F ) ∗ Ue(u)− (1− F ) ∗ Ue(u− u2)]




Now it only remains to study the case where w = Kβe. For any ε ∈ (0, 1),
let (ξε, µε) denote the ε-perturbation of the initial condition (ξ, ε), introduced before




0 < wε − βeK ≤ εβeK.
Following from the discussion of our first case,
lim
u→∞




By Lemma 3.7, x(u) < xε(u) for all u ≥ 0. So for all ε > 0 there exists u′1 such that
when u ≥ u′1
x(u) ≤ K + (wε − βeK)
+
β
+ ε ≤ K + (βeK
β
+ 1)ε.
Similarly, we introduce the−ε-perturbation (ξ−ε, µ−ε). It is clear that w−ε = 〈χ, ξ−ε + µ−ε〉 =∫∞
0
hξ−ε,µ−ε(u)du satisfies
−εβeK < w−ε − βeK < 0.








By Lemma 3.7, x(u) > x−ε(u) for all u ≥ 0. So for all ε > 0 there exists u′2 such that
when u ≥ u′2
x(u) ≥ w−ε
βe
− ε ≥ K − (K + 1)ε.
Summarizing this case, we have limt→∞ x(u) = K = x(∞).
Lemma 3.9. Assume (3.15)–(3.41) and (3.40). Let (Q̄(·), Z̄(·)) be the solution to











νe(Ay)| → 0. (3.51)
Proof. If w = 0, the result holds trivially. Now assume that w 6= 0. Let




z(∞) = x(∞) ∧K = w ∧Kβe
βe
.
Using the fluid dynamic equation (3.9), for all Borel set Ay ⊂ R+ we have
|Q̄(t)(Ay)− q(∞)ν(Ay)| ≤ |Q̄(t)− q(∞)|.





ν] ≤ |q̄(u)− q(∞)|.
By Lemma 3.8, there exists u1 > 0 such that when u > u1 we have |q̄(u)− q(∞)| < ε.




ν] < ε for all t > t1. (3.52)
It remains to study the limiting behavior of Z̄(·). Perform the change of variable
u = S̄(t) (t = T̄ (u)) to the fluid dynamic equation (3.10), we get
Z̄(T̄ (u))(Ay) = Z̄(0)(Ay + u) +
∫ u
0
ν(Ay + u− v)d[λT̄ (v)− q(v)].
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Since z(∞)νe(Ay) = λ
∫ u
0
ν(Ay + u − v)z(∞)dv and dT̄ (v) = z(v)dv, the following
difference can be written as
|Z̄(T̄ (u))(Ay)− z(∞)νe(Ay)|
= µ(Ay + u) +
∫ u
0




ν(Ay + u− v)[z(∞)− z(v)]dv.
(3.53)
It is clear that the first term on the right hand side of (3.53) vanishes as u → ∞.
By convergence of x(·), for all ε > 0 there exists a u1 such that |x(v) − x(∞)| < ε
if v ≥ u1. For all ε > 0, we can choose u2 > 0 such that 1 − F (u2) < ε. When
u > u1 + u2, the second term in (3.53) can be written as∫ u−u2
0
ν(Ay + u− v)dq(v) +
∫ u
u−u2
ν(Ay + u− v)dq(v),
which is bounded above by












ν(Ay + u− v)[z(∞)− z(v)]dv,
which is bounded by
≤ λ sup
0≤u≤u1





where the last inequality is due to the bound z(u) < K for all u ≥ 0. So for all ε > 0
there exists a t2 = K(u1 + u2) ≥ T̄ (u1 + u2) such that
sup
y∈[0,∞)
|Z̄(t)(Ay)− z(∞)νe(Ay)| < ε for all t ≥ t2. (3.54)
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Proof of Theorem 3.4, part I. Since the collection of subsets {(y,∞) : y ∈ [0,∞)}




νe]→ 0 as t→∞.
This and (3.51) implies the convergence result in Theorem 3.4.
3.3.3 Uniform Convergence to Equilibrium States
The convergence in the previous subsection depends on the initial condition ξ. We
now show that the convergence is uniform for all initial condition ξ in the set I pM
defined in Theorem 3.3.
To emphasize the dependency on the initial condition we use Υ(ξ, µ) to denote
the solution to equation (3.23) with initial condition (ξ, µ), and Ξ(ξ, µ) to denote the
solution to the fluid model (K,λ, ν) with initial condition (ξ, µ).
Lemma 3.10. Assume (3.15)-(3.41) and (3.40). For each ε > 0 there exists an l∗ > 0
such that when u ≥ l∗,
sup
x(·)∈Υ(I pM )
|x(u)− x(∞)| < ε.
Proof. To prove this lemma, we need to adjust the proof of Lemma 3.8 with the
assistance of Lemma B.1.
Let HM = {hξ,µ : (ξ, µ) ∈ I pM}. By the definition of the set I
p
M in Theorem 3.3,
HM is the set of non-increasing functions which are uniformly integrable with inte-
gration less than M . For any ε > 0, divide the set I pM into three parts,
I pM = I
+
ε ∪I 0ε ∪I −ε ,
where
I +ε = {(ξ, µ) ∈ I
p
M : 〈χ, ξ + µ〉 ≥ Kβe(1 + ε)},
I −ε = {(ξ, µ) ∈ I
p
M : 〈χ, ξ + µ〉 ≤ Kβe(1− ε)},
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and I 0ε = I
p
M \ (I +ε ∪I −ε ).
We first focus on the set I +ε . By doing the same algebra as in the proof of
Lemma 3.8, we see that (3.48) holds for any (ξ, µ) ∈ I +ε . By Lemma B.1 and the















for all u ≥ u∗1. So for the first two terms on the right hand side of (3.48) we have








for all (ξ, µ) ∈ I +ε and u > u∗1. Note that the last term in (3.48) is always non-
negative. So when u ≥ u∗1 we have (x(u)−K)+ > 0, (or equivalently K−(x(u)∧K) =
0) for all (ξ, µ) ∈ I +ε . So the last term in (3.48) can be bounded by∫ u
u−u∗1
Kd[(1− Fe) ∗ U(v)] = K[(1− Fe) ∗ U(u)− (1− Fe) ∗ U(u− u∗1)],
which converges to 0 by the key renewal theorem. So there exists a u′1 > 0 such that
when u > u′1, the third term in (3.48) is bounded by
Kβe
2β





(3.48) and summarizing the above, we obtain
sup
(ξ,µ)∈I +ε
|x(u)− x(∞)| < Kβe
β
ε for all u > l∗1.
Next, we consider the set I −ε . By doing the same algebra as in the proof of
Lemma 3.8, we see that (3.49) holds for any (ξ, µ) ∈ I −ε . By Lemma B.1, there









for all u > u∗2. So we have








for all (ξ, µ) ∈ I −ε and u > u∗2. Note that the last term in (3.49) is always non-
positive. So when u ≥ u∗2 we have x(u) < K, (or equivalently (x(u) −K)+ = 0) for





d[(1− F ) ∗ Ue(v)] =
w
β
[(1− F ) ∗ Ue(u)− (1− F ) ∗ Ue(u− u∗2)],
which converges to 0 by the key renewal theorem. So there exists a u′2 > 0 such that
when u > u′2, the third term in (3.49) is bounded by
K
2





(3.49) and summarizing the above,
sup
(ξ,µ)∈I−ε
|x(u)− x(∞)| < Kε for all u > l∗2.
It only remains to deal with the set I 0ε . For any hξ,µ ∈ I 0ε , consider the 2ε-
perturbation (ξ2ε, µ2ε) ∈ I +ε , and −2ε-perturbation (ξ−2ε, µ−2ε) ∈ I −ε . Denote x+(·)
and x−(·) the solutions to (3.23) corresponding to (ξ2ε, µ2ε) and (ξ−2ε, µ−2ε) respec-
tively. By Lemma 3.7,
x−(u) < x(u) < x+(u) for all u ≥ 0.
According to the above two cases, when l > l∗ = max(l∗1, l
∗
2),
x(u) ≤ x+(∞) + Kβe
β
ε ≤ x(∞)(1 + 2ε) + Kβe
β
ε,
x(u) ≥ x−(∞)−Kε ≥ x(∞)(1− 2ε)−Kε,
for all (ξ, µ) ∈ I 0ε . This means that
sup
(ξ,µ)∈I 0ε
|x(u)− x(∞)| < Cε for all u > l∗,




Lemma 3.11. Assume (3.15)–(3.41) and (3.40). For all ε > 0 there exists an L∗ > 0














νe(Ay)| < ε. (3.56)
Proof. The proof of this corollary is almost the same as the proof of Lemma 3.9.
Just note that by Lemma 3.10, the t1 in (3.52) and the t2 in (3.54) are good for all
(ξ, µ) ∈ I pM . With L∗ = max(t1, t2), the result of this lemma immediately follows.
Proof of Theorem 3.3, part II. Now we use Lemma 3.11 to show the uniform conver-
gence result. By Lemma C.1, (3.56) implies that for all ε > 0 there exists an L∗1 such






The uniform convergence follows from this and (3.55).
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CHAPTER IV
FUNCTIONAL LAW OF LARGE NUMBER LIMITS
The main motivation to study the fluid model is that it serves as the weak law of large
number limit of the stochastic process described in Chapter 2. Consider a sequence
of limited processor sharing queues indexed by r, where r increases to ∞ through
a sequence in (0,∞). Each model is defined in the same way as in Chapter 2. To
distinguish models with different indices, quantities of the rth model are accompa-
nied by superscript r. Each model may be defined on a different probability space
(Ωr,F r,Pr). Our results concern the asymptotic behavior of the descriptor under the
fluid scaling, which is defined by
Q̄r(t) = 1
r
Qr(rt), Z̄r(t) = 1
r
Zr(rt), (4.1)
for all t ≥ 0. We are also interested in fluid scaled versions of other quantities
like the workload and queue length processes. Note that Q̄r(·), Z̄r(·) and W̄ r(·) are
actually functions of (Q̄r(·), Z̄r(·)), so the scaling for these quantities are defined as
the functions of the corresponding scaling for (Q̄r(·), Z̄r(·)), i.e.
Q̄r(t) = 〈1, Q̄r(t)〉 = 1
r
Qr(rt), (4.2)
Z̄r(t) = 〈1, Z̄r(t)〉 = 1
r
Zr(rt), (4.3)
W̄ r(t) = 〈χ, Q̄r(t) + Z̄r(t)〉 = 1
r
W r(rt), (4.4)
for all t ≥ 0. Similarly we define the fluid scaling for cumulative service amount
















for all t ≥ 0.
To establish results on convergence of the above sequence of stochastic processes,
we need the following conditions, which are quite general and standard. We assume
that the arrival processes satisfy
Ēr(·)⇒ λ · as r →∞, (4.8)
where λ is a positive constant. The job size measures νr satisfy that as r →∞
d[νr, ν]→ 0, (4.9)
〈χ1+p, νr〉 → 〈χ1+p, ν〉 <∞ for some p > 0, (4.10)
where ν satisfies
ν has no atoms. (4.11)
The law of large number scaling speeds up the processes r times, so we need to scale
the sharing limit accordingly:
lim
r→∞
Kr/r → K > 0. (4.12)
Also, the following initial condition will be assumed:
(Q̄r(0), Z̄r(0))⇒ (ξ∗, µ∗), (4.13)
〈χ1+p, Q̄r(0) + Z̄r(0)〉 ⇒ 〈χ1+p, ξ∗ + µ∗〉, (4.14)
where p is the same as in (4.10) and (ξ∗, µ∗) is a deterministic element in I and
µ∗ has no atoms. (4.15)
The following proposition is a well known result for a single server queue operating
under a non-idling service discipline. Readers are referred to Section 5 in [25] for a
proof.
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Proposition 4.1. Assume the sequence of LPS queues satisfies (4.8)–(4.14). As
r →∞, we have
W̄ r(·)⇒ W̄ (·),
where W̄ (t) = (〈χ, ξ∗ + µ∗〉+ (1− ρ)t)+ for all t ≥ 0.
Since the LPS is also a non-idling service discipline, the above limit of the workload
process still holds for our model.
However, the limiting of the job size process and many other performance processes
as introduced above is far from clear. Our main result establishes the fluid limit of the
measure-valued processes (Theorem 4.1), from which the fluid limit of many interested
performance processes follows directly (Corollary 4.1).
Theorem 4.1. If the sequence of limited processor sharing queues satisfies (4.8)–
(4.15), then
(Q̄r(·), Z̄r(·))⇒ (Q̄(·), Z̄(·)) as r →∞,
where (Q̄(·), Z̄(·)) is the unique solution to the fluid model (K,λ, ν) with initial con-
dition (ξ∗, µ∗).
Since all performance measures can be recovered from the descriptor (Q̄r(·), Z̄r(·)),
we have the following corollary.
Corollary 4.1. Assume the sequence of limited processor queues satisfies (4.8)–
(4.15). As r →∞, we have
(




Q̄(·), Z̄(·), B̄(·), D̄(·)
)
,
where Q̄(·), Z̄(·), B̄(·), D̄(·) are as defined in (3.1)–(3.5).
Corollary 4.1 follows immediately from Theorem 4.1. So we omit the proof for
brevity. We will prove Theorem 4.1 at the end of this chapter.
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4.1 Relative Compactness
The objective of this section is to show the precompactness property, Theorem 4.2
below, for the fluid scaled processes (Q̄r(·), Z̄r(·)) defined in Section 3.1.
Consider the rth system. A fluid scaled version of stochastic dynamic equations



















for t ≥ 0 and any Borel sets A′ ⊆ [0,∞) and A ⊆ (0,∞). Thus, by the above
equations, we have for 0 ≤ s ≤ t

















The dynamics of the system is determined by the above equations. Equation (4.16)
says that the status of the buffer at time t equals the status at time s plus what has
arrived to the buffer and minus what has left from the buffer during time interval
(s, t]. Those jobs who left buffer enter service, the service process has been taken care
of by shifting the set A by the cumulative service amount Sr(τi, t) that the ith job
receives. This corresponds to the second term on the right hand side of (4.17). This
plus the status at time s shifted by accumulative service amount Sr(s, t) is equal to
the status of the server at time t, as indicated in (4.17). To simplify the notation in
this section, for all 0 ≤ s ≤ t, denote
Ēr(s, t) = Ēr(t)− Ēr(s), B̄r(s, t) = B̄r(t)− B̄r(s).
Note that Z̄r(t) ∈ M2 on each sample path for each r > 0 and t > 0. Due to the
convention that M2 can be embedded in M1 (c.f. Section 1.4), we view Z̄r(t) as an
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element in M1 when it is convenient. In particular, Z̄r(t)(A) is well defined for each
Borel set A ⊂ [0,∞).
The compact containment property is derived in Section 4.1.1. Section 4.1.2 serves
as a preparation for the oscillation bound. The oscillation bound is then proved in
Section 4.1.3, followed by the precompactness result Theorem 4.2. The framework of
the proofs is similar to that of [24, 26].
4.1.1 Compact Containment
The main objective of the section is to establish the compact containment property
in Lemma 4.4, which is the first main step to prove precompactness. First, let us
establish a bound for the arrival processes.
Fix T > 0. It follows immediately from condition (4.8) that for each ε, ε′ > 0





|Ēr(s, t)− λ(t− s)| < ε′
)
≥ 1− ε. (4.18)
To facilitate some arguments later on, we derive the following result from the above
inequality.






|Ēr(s, t)− λ(t− s)| < εE(r)
)
≥ 1− εE(r),
for each r ≥ 0.
Proof. For each index r let
Hr = {δ > 0 : (4.18) is true for ε′ = ε = δ}.
Clearly Hr is not empty since 1 ∈ Hr. Let εE(r) = inf Hr for each r ≥ 0. Assume that
εE(r) does not vanish at infinity. There exists a δ > 0 and a sub-sequence {rn}∞n=1
which increases to infinity such that
εE(rn) ≥ δ for all n ≥ 0. (4.19)
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However, for ε′ = ε = δ/2 there exists an rδ such that when rn ≥ rδ, (4.18) must hold.
This contradicts (4.19).
Denote
ΩrE = { sup
t∈[0,T ]




P (ΩrE) = 1. (4.20)
It is clear from the policy constraint (2.8) that for all t ≥ 0,
Z̄r(t) ≤ Kr/r < K + 1, (4.21)
where the last inequality holds for all large r since Kr/r → K. The following lemma
establishes a bound for the buffer size Q̄r(·).
Lemma 4.2. Assume (4.8) and (4.13). Fix T > 0. For each η > 0 there exists a










Proof. Plugging A = [0,∞) in (4.16) and letting s = 0, we get
Q̄r(t) ≤ Q̄r(0) + Ēr(t). (4.22)





Q̄r(0) < M ′
)
≥ 1− η.







Q̄r(t) < M ′ + λT + 1
)
≥ 1− η.
The lemma is proved by letting M1 = M
′ + λT + 1.
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Lemma 4.3. Assume (4.8)–(4.15). Fix T > 0. For any η > 0, there exists a constant







〈χ1+p, Q̄r(t) + Z̄r(t)〉 < M2
)
> 1− η,
where the positive constant p is the same as in conditions (4.10) and (4.14).





〈χ1+p, Z̄r(0)〉 < 〈χ1+p, ξ∗ + µ∗〉+ 1
)
= 1.
Denote the event in the above by Ωr0. By Lemma 4.2, for any η > 0, there exists a










Denote the event in the above by Ωr1(M1). Note that on the event Ω
r
1(M1) ∩ ΩrE,




〈χ1+p, δvri 〉, (4.23)
for any t ∈ [0, T ]. By condition (4.10), 〈χ1+p, νr〉 < ∞ and 〈χ1+p, ν〉 < ∞. Since we








〈χ1+p, δvri 〉 < (λT +M1 + 1)〈χ
1+p, ν〉+ 1
 = 1.





ΩrE ∩ Ωr0 ∩ Ωr1(M1) ∩ Ωrp(M1)
)
> 1− η. (4.24)






















P (ΩrB(M)) > 1− η. (4.25)
A set K ⊂ M1 is relatively compact if supξ∈K ξ(R+) < ∞, and if there exists a
sequence of nested compact sets Jn ⊂ R+ such that
⋃





ξ(J cn) = 0,
where J cn denotes the complement of Jn; see [33], Theorem A7.5. Denote
K(M) =
{
ξ ∈M1 : ξ(R+) < M and ξ((n,∞)) ≤M/n for all n ∈ Z+
}
.
Clearly, K(M) is a relatively compact set for any constant M > 0.
Lemma 4.4. On the event ΩrB(M),
Q̄r(t) ∈ K(M) and Z̄r(t) ∈ K(M) for all t ∈ [0, T ]
Proof. Note that both supt∈[0,T ] Q̄r(t)([0,∞)) and supt∈[0,T ] Z̄r(t)((0,∞)) are bounded





which is bounded by M
n1+p
by the definition of ΩrB(M). The same argument applies
for Z̄r(t).
4.1.2 Asymptotic Regularity
The second major step to prove precompactness is to obtain the oscillation bound in
Section 4.1.3. Oscillations mainly result from sudden departures of a large number
of jobs. To control the departure process, we show that Z̄r(·) assigns arbitrarily
small mass to small intervals. Similar results have been proved for PS queues and
related models, see [24, 26]. In our model, the process of jobs entering the service is
B̄r(t) = Ēr(t)− Q̄r(t) instead of Ēr(t), which creates additional difficulties.
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Recall the Glivenko-Cantelli estimate in Lemma D.2. By the same argument as
in Lemma 4.1, for fixed M,T > 0, there exists a function εGC(·), which vanishes
at infinity, such that the probability inequality in Lemma D.2 holds with ε and ε′



















and V is a set of functions of the form 1(x,∞) and 1[x,∞) for all x ∈ R+ with an
envelope function f̄ (see Section D). We have
lim
r→∞
P (ΩrGC(M)) = 1. (4.26)
The Glivenko-Cantelli estimate helps prove the following result.
Lemma 4.5. Assume (4.8)–(4.15). Fix T > 0. For each ε, η > 0 there exists a κ > 0









Z̄r(t)([x, x+ κ]) ≤ ε
)
≥ 1− η. (4.27)







Z̄r(0)([x, x+ κ]) ≤ ε/2
)
≥ 1− η/2. (4.28)
It follows from the initial condition (4.13) that Z̄r(0)⇒ µ∗ as r →∞. Since µ∗ is a
finite Borel measure, there exists an M > 0 such that
µ∗([M,∞)) < ε/4.
By (4.15), the distribution function associated with the measure µ∗ is continuous, thus




µ∗([x, x+ κ]) < ε/4.
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The above two inequalities imply
sup
x∈R+
µ∗([x, x+ κ]) < ε/4.
Let N = dM/κe. Denote In = [nκ, (n+2)κ] for n = 0, 1, . . . , N−1, and IN = [M,∞).
Note that, for every x ∈ [0,∞) there exists an n ≤ N such that [x, x + κ] ⊂ In. To









≥ 1− η/2. (4.29)
Denote A = {µ ∈M2 : maxn≤N µ(In) < ε/2}. It is clear that µ∗ ∈ A. Now, let us
prove that the set A is open in the space M2 equipped with the Prohorov metric. Let
{µk} ⊂M2 be a sequence in the Polish space M2 satisfying µk → µ for some µ ∈ A.
Since each In is closed, by the Portmanteau theorem, Theorem 2.1 in [5] (adapted to
finite measures, see also [26]),
lim sup
k→∞
µk(In) ≤ µ(In) < ε/2 for all n ≤ N.
Hence, µk ∈ A for all sufficiently large k, which implies that A is open in M. Thus,

















1 ∩ ΩrE ∩ ΩrB(M) ∩ ΩrGC(M).
By (4.20), (4.25) and (4.26), there exists an M > 0 such that
lim inf
r→∞
P (Ωr2(M)) ≥ 1− η.
In the remainder of the proof, all random objects are evaluated at a fixed sample
path in Ωr2(M).
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For any r > 0, t ∈ [0, T ] we define the random time
t0 = sup
{
{s ≤ t : 〈1, Z̄r(s)〉 < ε/4} ∪ {0}
}
.
If t0 = 0, then by (4.28) for each x ∈ R+
Z̄r(0)([x, x+ κ] + S̄r(t)) ≤ ε/2.
If t0 ∈ (0, t], then for each δ > 0 there exists an s such that t0 − δ < s < t0 and
Z̄r(s)(R+) < ε/4. Since we are only concerned with small ε (which should be small
enough such that Z̄r(s) < ε/4 < Kr/r), Q̄r(s) = 0 by the policy constraint (2.8).
Note that (2.3) implies
B̄r(s′, t) ≤ Ēr(s′, t) + Q̄r(s′) for all s′ ≤ t. (4.30)
Since we are on the event ΩrE, for any ε1 > 0, we have B̄
r(s, t0) ≤ λδ+ ε1 for all large
enough r. For any Borel set A, by the fluid scaled system dynamic equation (4.17),
Z̄r(t0)(A) ≤ Z̄r(s)(R+) + B̄r(s, t0) ≤ ε/4 + λδ + ε1,
which can be made smaller than ε/2 by choosing ε1, δ suitably small.
The fluid scaled stochastic dynamic equation over the interval [t0, t] can be written
as






δvri ([x, x+ κ] + S̄
r(τi, t)),
for each x ∈ R+. By the choice of t0, the first term on the right hand side of the above
equation is always upper bounded by ε/2. Let I denote the second term on the right
hand side of the proceeding equation. Now it only remains to show that I < ε/2.
Let t0, t1, · · · , tN = t be a partition of the interval [t0, t] such that |tj+1 − tj| < δ










δvri ([x, x+ κ] + S̄
r(τi, t)).
Recall that τ ri is the time that the ith job starts service, so on each sub-interval
[tj, tj+1] those i’s to be summed must satisfy tj ≤ τ ri ≤ tj+1. This implies that
S̄r(tj+1, t) ≤ S̄r(τi, t) ≤ S̄r(tj, t).
By the definition of t0, we have Z̄






Cj = [x+ S̄
r(tj+1, t), x+ S̄













Since we are on the event ΩrE ∩ΩrB(M), by (4.30), we have for all j = 0, · · · , N−1
−rM ≤ rB̄r(tj) ≤ r(λT + ε1 +M) ≤ 2λrT + rM,
B̄r(tj, tj+1) ≤ λT + ε1 +M ≤ 2λT +M.















By (4.9), for all ε2 > 0
d[νr, ν] ≤ ε2,
for all large enough r. Note that Cj is a closed Borel set, by the definition of Prohorov
metric, we have
νr(Cj) ≤ ν(Cε2j ) + ε2
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Thus, we conclude that











≤ ε2(2λT +M) + ε/4 +Nε1,
where the last inequality is because we are on the event ΩrE ∩ ΩrB(M). Finally, by
choosing ε1, ε2 small enough, we obtain that I < ε/2.
In addition to the asymptotic regularity for the server Z̄r(·), we also have the
same property for the buffer Q̄r(·). The proof is much easier.
Lemma 4.6. Assume (4.8)–(4.15). Fix T > 0. For each ε, η > 0 there exists a κ > 0









Q̄r(t)([x, x+ κ]) ≤ ε
)




E ∩ ΩrB(M) ∩ ΩrGC(M).
By (4.20), (4.25) and (4.26), there exists an M > 0 such that
lim inf
r→∞
P (Ωr3(M)) ≥ 1− η.
In the remainder of the proof, all random objects are evaluated at a fixed sample
path in Ωr3(M).
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Since we are on the event ΩrE ∩ ΩrB(M), |B̄r(·)| and Ēr(·) are bounded above by













for all large r. Thus




νr([x, x+ κ]) + ε1
≤ 2Mνr([x, x+ κ]) + ε1,
for all large r. By (4.9), for any ε2 > 0,
d[νr, ν] ≤ ε2,
for all large enough r. By the definition of Prohorov metric, we have
νr([x, x+ κ]) ≤ ν([x− ε2, x+ κ+ ε2]) + ε2
for all large enough r. By (4.11), we can choose κ, ε2 small enough such that
ν([x− ε2, x+ κ+ ε2]) < ε1.
Thus, we conclude that for any t ∈ [0, T ],
Q̄r(t)[x, x+ κ] ≤ 2M(ε1 + ε2) + ε1.
The proof is completed by choosing ε1 and ε2 to be less than ε/8M .
4.1.3 Oscillation Bound
In this section, we use the regularity result in Lemma 4.5 to obtain the oscillation
bound in Lemma 4.7. The proof technique of this lemma is a simplification of that for
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Lemma 4.14 in [24]. Consider a càdlàg function ζ(·) on a fixed interval [0, T ] taking
values in a metric space (E, π). For T ≥ 0 and δ > 0, define the modulus of continuity
to be
wL(ζ(·), δ) = sup
s,t∈[0,T ],|s−t|<δ
π[ζ(s), ζ(t)].
If the metric space is R, we just use the Euclidean metric; if the space is M1 ×M2,
we use the Prohorov metric d defined in Section 1.












≥ 1− η. (4.32)







Z̄r(t)([x, x+ κ]) ≤ ε/5
}
.





ΩrE ∩ ΩrReg(κ, ε)
)
> 1− η.





and all random quantities with index r are evaluated at a fixed sample path ω ∈
ΩrE ∩ ΩrReg(κ, ε). For 0 ≤ s ≤ t ≤ T with t− s < δ, consider the following two cases.
Case 1 If infτ∈[s,t] X̄
r(τ) < ε/5, let
t0 = inf{τ ∈ [s, t] : X̄r(τ) ≤ ε/5}.
By right continuity, X̄r(t0) ≤ ε/5. We only need consider large enough r’s such that
ε/5 is smaller than Kr/r (which converges to K > 0 as r →∞ by condition (4.12)).
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On the interval [s, t0), Z̄








) ≤ Z̄r(s)(A0 + S̄r(s, t0)) ≤ Z̄r(t0)(A0) ≤ X̄r(t0) ≤ ε/5, (4.33)










+ Z̄r(s)((0, κ]) ≤ 2ε/5,
where the last inequality follows from (4.33) and the definition of ΩrReg(κ, ε). So we
have
Q̄r(s) = 0, d[Z̄r(s),0] ≤ 2ε/5.
On the other hand, we have
X̄r(t) ≤ X̄r(s) + Ēr(s, t) for all s ≤ t.
Since we are on the event ΩrE and we can choose r large enough such that εE(r) < ε/5,
we have
Ēr(s, t) ≤ λδ + ε/5 ≤ 2ε/5, (4.34)
where the last inequality is due to the choice of δ. So X̄r(t) ≤ X̄r(t0) + 2ε/5 = 3ε/5.
Again, we only need consider large enough r’s such that ε/5 + 2ε/5 < Kr/r. So we
have
Q̄r(t) = 0, d[Z̄r(t),0] ≤ 3ε/5.
In summary, we have that when |t− s| ≤ δ,
d[Q̄r(s), Q̄r(t)] = 0, d[Z̄r(s), Z̄r(t)] ≤ 3ε/5 + 2ε/5 = ε.
Case 2 If infτ∈[s,t] X̄
r(τ) ≥ ε/5, then infτ∈[s,t] Z̄r(τ) ≥ ε/5. Therefore,




≤ min(κ, ε/5), (4.35)
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by the choice of δ. The number of jobs that enter the service during time interval
(s, t] is
B̄r(s, t) ≤ Ēr(s, t) + Z̄r(s)([0, S̄r(s, t)]) ≤ 3ε/5, (4.36)
by (4.34), the choice of δ and the definition of ΩrReg. By the dynamic equation (4.16),
we have
|Q̄r(s)(A)− Q̄r(t)(A)| ≤ max
(
Ēr(s, t), B̄r(s, t)
)
≤ 3ε/5
for any Borel set A. Thus
d[Q̄r(s), Q̄r(t)] ≤ 3ε/5.
By the dynamic equation (4.17),
Z̄r(t)(A) ≤ Z̄r(s)(A+ S̄r(s, t)) + B̄r(s, t).
By (4.35), A+ S̄r(s, t) ⊂ A3ε/5, where Aa is the a-enlargement of the set A as defined
in Section 1.4. So by (4.36)
Z̄r(t)(A) ≤ Z̄r(s)(A3ε/5) + 3ε/5 for any Borel set A.
By Property (ii) on page 72 in [5], we have d[Z̄r(s), Z̄r(t)] ≤ 3ε/5.



























Denote the two sequences {κj} and {δj} by S. To emphasize the dependency on S
and j, denote the above event by ΩrR(S, j). By Lemmas 4.5, 4.6 and 4.7, for any
η > 0, there exists an S such that
lim inf
r→∞
P (ΩrR(S, j)) ≥ 1−
η/2
2j
for each j ∈ N.
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≥ 1− η, for all r ≥ r(n). (4.37)







R(S, j) for any n < n′). Let
n(r) = sup
{
{n ∈ Z+ : r(n) ≤ r} ∪ {0}
}
.
(From the definition, we see that n(r) is allowed to be infinite. For example, when
the function r(·) has an upper bound.) In fact, n(·) can be viewed as the “inverse”
of r(·). It is clear that n(·) is an non-decreasing. We claim that limr→∞ n(r) = ∞.
The reason is as follows: for any n0 > 0 there exists r0 = r(n0) such that n(r) ≥ n0





Note that ΩrR(S) is not empty for all large enough r (since n(r) > 1 for all large
enough r), and in this case,
P (ΩrR(S)) ≥ 1− η.
So we conclude that
lim inf
r→∞
P (ΩrR(S)) ≥ 1− η. (4.38)
Now, denote
Ωr(M,S) = ΩrE ∩ ΩrB(M) ∩ ΩrGC(M) ∩ ΩrR(S).
For any r, the rth system is defined on the probability space (Ωr,Pr,F r). The
stochastic processes Qr(·) and Zr(·) are actually measurable functions on Ωr. From
now on, in some statements we will explicitly write them down in the form of Qr(ω, ·)
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and Zr(ω, ·) to indicate that they are evaluated at the sample path ω ∈ Ωr. We are
now ready to present the precompactness result.
Theorem 4.2. Assume (4.8)–(4.15). Fix T > 0. For all η > 0, the exists a constant
M > 0 and an S such that
lim inf
r→∞
P (Ωr(M,S)) ≥ 1− η. (4.39)
Any sequence of functions {(Q̄rn(ωrn , ·), Z̄rn(ωrn , ·))}n∈N with ωrn ∈ Ωrn(M,S) for




d[(Q̄rni (ωrni , t), Z̄rni (ωrni , t)), (Q̃(t), Z̃(t))]→ 0 as i→∞,
for some process (Q̃(·), Z̃(·)) which is continuous.
Proof. The probability inequality follows immediately from (4.20), (4.25), (4.26) and
(4.38).
The space M1×M2 endowed with the metric d (defined in Section 1.4) is complete.
Lemma 4.4 verifies condition (a) in Theorem 3.6.3 of [17]. For any ε > 0 there exists
a j0 such that 1/j < ε for all j ≥ j0. Since we are on the event ΩrR(S), we have that
when δ ≤ δj0 and r is large enough such that n(r) > j0,
max
(
wT (Qr(ωr, ·), δ),wT (Zr(ωr, ·), δ)
)
< ε, (4.40)
for any ωr ∈ Ωr(M,S). This verifies condition (b) in Theorem 3.6.3 of [17]. So the
sequence {(Q̄rn(ωrn , ·), Z̄rn(ωrn , ·))}n∈N is precompact in the space D([0, T ],M1 ×
M2) endowed with the Skorohod J1 topology. In other words, there is a convergent
subsequence. The limit of this subsequence is continuous by the oscillation bound
(4.40). So convergence in the Skorohod J1 topology is the same as convergence in the
uniform metric defined in Section 1.4.
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4.2 Characterization of Limits
Let DT (M,S) denote the set of limits of all convergent subsequences of the sequences
in Theorem 4.2. It is clear that DT (M,S) is a non-empty subset of elements in the
space D([0, T ],M1×M2). We have the following result (Theorem 4.3) about the set
DT (M,S). The proof of Theorem 4.1, which builds on this result, will be provided
at the end of the section.
Theorem 4.3. DT (M,S) contains only one element, which is the unique fluid model
solution (Q̄(·), Z̄(·)) with initial condition (ξ∗, µ∗) restricted on the interval [0, T ].
To better structure the proof, we first present three auxiliary lemmas (Lemmas 4.8,
4.9 and 4.10), which characterize any fixed element (Q̃(·), Z̃(·)) in the set DT (M,S).
By the definition of DT (M,S), for any (Q̃(·), Z̃(·)) ∈ DT (M,S), there exists a se-
quence {rn} which goes to ∞ and ωrn ∈ Ωrn(M,S) for each rn such that
sup
t∈[0,T ]
d[(Q̄rn(ωrn , t), Z̄rn(ωrn , t)), (Q̃(t), Z̃(t))]→ 0 as n→∞.
With a slight abuse of notation, we drop the parameter ωrn for simplicity in the proofs










d[Z̄rn(t), Z̃(t)] = 0. (4.42)
Lemma 4.8. Assume (4.8)–(4.15). For any point (Q̃(·), Z̃(·)) ∈ DT (M,S), both
Q̃(t) and Z̃(t) are atom free for all t ∈ [0, T ].
Proof. For any y ≥ 0 and κ1 > 0, since [y − κ1, y + 2κ1] is the κ1-enlargement (c.f.
Section 1.4) of the set [y, y+ κ1], by (4.41) and the definition of Prohorov metric, we
have
Q̃(t)([y, y + κ1]) ≤ Q̄rn(t)([y − κ1, y + 2κ1]) + κ1,
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for all large n. Since we are on the event Ωrn(M,S), in particular ΩrnR (S), for any
ε > 0, we can choose κ1 small enough such that
Q̄rn(t)([y − κ1, y + 2κ1]) < ε/2,
for all large n. When making κ1 small, we can also choose κ1 < ε/2. This gives that
Q̃(t)([y, y + κ1]) < ε.
This proves that Q̃(t) is atom free for any t ∈ [0, T ]. The proof for Z̃(t) follows in
exactly the same way.
Lemma 4.9. Assume (4.8)–(4.15). Fix any point (Q̃(·), Z̃(·)) ∈ DT (M,S) and con-
stants a, b ∈ [0, T ] with a < b. If
inf
t∈[a,b]
Z̃(t) > 0, (4.43)
then (Q̃(a), Z̃(a)) ∈ I and (Q̃(a + ·), Z̃(a + ·)) is the solution to the fluid model
(K,λ, ν) with initial condition (Q̃(a), Z̃(a)) on the interval [0, b− a].
Proof. Define Q̃(·), Z̃(·), B̃(·) and S̃(·, ·) in the same way as (3.1)–(3.8), then (4.41)















|B̄rn(t)− B̃(t)| = 0. (4.46)







∣∣∣→ 0 as n→∞.
Thus, for each ε > 0 there exists an n0 > 0 such that
sup
a≤s<t≤b
|S̄rn(s, t)− S̃(s, t)| < ε, for all n > n0. (4.47)
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→ K as n → ∞, the limit (Q̃(·), Z̃(·)) also satisfies (3.12) and (3.13). It
is then clear that (Q̃(a), Z̃(a)) is a valid initial condition. By the same argument,
(Q̃(·), Z̃(·)) also satisfies (3.11). Now, it only remains to show that (Q̃(a+ ·), Z̃(a+ ·))
satisfies the fluid dynamic equations (3.9) and (3.10) on the interval [0, b− a].
By (4.16), for any Borel set A ⊂ R+ and t ≥ 0,














To verify (3.9), consider the following difference for any y ≥ 0 (recall that Ay =
(y,∞)),∣∣∣Q̃(a+ t)(Ay)− (Q̃(a)(Ay) + [Q̃(a+ t)− Q̃(a)]ν(Ay))∣∣∣
≤
∣∣Q̃(a+ t)(Ay)− Q̄rn(a+ t)(Ay)∣∣
+
∣∣∣Q̄rn(a+ t)(Ay)− (Q̄rn(a)(Ay) + Irn0 (Ay)− Irn1 (Ay))∣∣∣
+
∣∣∣(Q̄rn(a)(Ay) + Irn0 (Ay)− Irn1 (Ay))− (Q̃(a)(Ay) + [Q̃(a+ t)− Q̃(a)]ν(Ay))∣∣∣
≤
∣∣Q̃(a+ t)(Ay)− Q̄rn(a+ t)(Ay)∣∣+ ∣∣Q̃(a)(Ay)− Q̄rn(a)(Ay)∣∣
+
∣∣∣[Q̃(a+ t)− Q̃(a)]ν(Ay)− Irn0 (Ay) + Irn1 (Ay)∣∣∣,
(4.49)
where the first inequality is due to triangle inequality, and the second one is due to
(4.48) and another application of triangle inequality. According to Lemma 4.8, the
set Ay is a Q̃(a + t)-continuity set (i.e. a set whose boundary has zero mess under
the measure). By Property (iii) on page 72 of [5], the convergence of Q̄rn(a + t) to
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Q̃(a+t) in the Prohorov metric implies weak convergence. By Portmanteau Theorem
(c.f. Theorem 2.1 in [5]), weak convergence implies Q̄rn(a+ t)(A)→ Q̃(a+ t)(A) for
all Q̃(a + t)-continuity set A. This implies that each of the first two terms on the
right hand side of (4.48) can be bounded by ε for all large n. Now, let us study the
third term. Let Ẽ(·) = B̃(·) + Q̃(·), so Ẽ(·) is the limit of Ēr(·). (In fact, Ẽ(·) = λ·
as proved in Section 4.1.1. But it is not needed here.) So by triangle inequality, we
have that∣∣∣[Q̃(a+ t)− Q̃(a)]ν(Ay)− Irn0 (Ay) + Irn1 (Ay)∣∣∣
=
∣∣∣[Ẽ(a+ t)− Ẽ(a)]ν(Ay)− Irn0 (Ay)− [B̃(a+ t)− B̃(a)]ν(Ay) + Irn1 (Ay)∣∣∣
≤
∣∣∣[Ẽ(a+ t)− Ẽ(a)]ν(Ay)− Irn0 (Ay)∣∣∣+ ∣∣∣B̃(a+ t)− B̃(a)]ν(Ay)− Irn1 (Ay)∣∣∣.
Note that∣∣∣[Ẽ(a+ t)− Ẽ(a)]ν(Ay)− Irn0 (Ay)∣∣∣
≤ [Ẽ(a+ t)− Ẽ(a)]
∣∣ν(Ay)− νrn(Ay)∣∣+ ∣∣∣[Ẽ(a+ t)− Ẽ(a)]νrn(Ay)− Irn0 (Ay)∣∣∣.
Again, since ν is atom free (by condition (4.11)), Ay is a ν-continuity set. So
∣∣ν(Ay)−
νrn(Ay)
∣∣ ≤ ε for all large n. Since we restrict our sample path to be in the event
Ωrn(M,S), and hence in ΩrnE ∩ Ω
rn
B (M) for each n, the limits Ẽ(·) and B̃(·) have an
upper bound M + 2λT and a lower bound −M on the interval [0, T ]. So the first
term in the above can be bounded by (M + 2λT )ε for all large n. Note that∣∣∣[Ẽ(a+ t)− Ẽ(a)]νrn(Ay)− Irn0 (Ay)∣∣∣
≤






δvrni (Ay)− [Ẽ(a+ t)− Ẽ(a)]ν
rn(Ay)
∣∣∣
Since Ẽ(·) is the limit of Ērn(·), each of the first two terms is bounded by ε for all
large n. Since we restrict our sample path to be in the event Ωrn(M,S), and hence in
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ΩrnGC(M) for all n, the last term in the above can be bounded above by ε for all large
n. Thus, we conclude that∣∣∣[Ẽ(a+ t)− Ẽ(a)]ν(Ay)− Irn0 (Ay)∣∣∣ ≤ (M + 2λT + 3)ε,
for all large n. Using exactly the same argument, we can show that∣∣∣[B̃(a+ t)− B̃(a)]ν(Ay)− Irn1 (Ay)∣∣∣ ≤ (M + 2λT + 3)ε,
for all large n. So in summary, the right side of (4.49) is bounded by (2M+4λT +8)ε
for all large n. Since ε > 0 is arbitrary, the left side of (4.49) must be 0. So the fluid
dynamic equation (3.9) is verified.
By (4.17), for all Borel set A ⊂ R+ and t ≥ 0,








rn(τ rni , a+ t)).
To verify (3.10), consider the difference∣∣∣(Z̃(a+ t)(Ay)− Z̃(a)(Ay + S̃(a, a+ t)))− ∫ a+t
a
ν(Ay + S̃(τ, a+ t))dB̃(τ)
∣∣∣
≤
∣∣∣(Z̃(a+ t)(Ay)− Z̃(a)(Ay + S̃(a, a+ t)))
−
(
Z̄rn(a+ t)(Ay)− Z̄rn(a)(Ay + S̄rn(a, a+ t))
)∣∣∣
+




ν(Ay + S̃(τ, a+ t))dB̃(τ)− Irn2 (Ay)
∣∣∣
≤
∣∣∣Z̃(a+ t)(Ay)− Z̄rn(a+ t)(Ay)∣∣∣
+








where the first inequality is due to triangle inequality, and the second one is due to
(4.50) and another application of triangle inequality. By Lemma 4.8, the measure
Z̃(t + a) is also atom free. So following the same argument as the one for Q̃(a), the
first term on the right hand side in (4.51) is bounded by ε for all large n. For any
y ≥ 0 and κ > 0,
Z̃(a)
(




























[y + S̃(a, a+ t)− κ, y + S̃(a, a+ t) + κ]
)
,
for all large n, where the first inequality is due to (4.47), the second inequality is
due to algebra and the last inequality is due to (4.42) and the definition of Prohorov
metric. Since we restrict our sample path to be in the event Ωrn(M,S), and hence in
ΩrnR (S) for all n, we can choose κ small enough (less than ε) to make the second term
on the right hand side of the above less than ε. Thus we have
Z̃(a)
(




(y + S̄rn(a, a+ t),∞)
)
≤ 2ε.
On the other side, for any y ≥ 0 and κ > 0,
Z̄rn(a)
(
























(y + S̃(a, a+ t),∞)
)
for all large n, where the first inequality is due to (4.47), the second inequality is due
to algebra. By the same argument, we can show that
Z̄rn(a)
(








This implies that the second term on the right hand side of (4.51) is bounded by 2ε.













rn(τ rni , a+ t)).
Recall that τ rni is the time that the ith job starts service in the rnth system, so on each
sub-interval [a+tj, a+tj+1] those i’s to be summed must satisfy a+tj ≤ τ rni ≤ a+tj+1.
This implies that
S̄rn(a+ tj+1, a+ t) ≤ S̄rn(τ rni , a+ t) ≤ S̄rn(a+ tj, a+ t).
By the uniform convergence (4.47), we have for all large n,
y − ε+ S̃(a+ tj+1, a+ t) ≤ y + S̄rn(τ rni , a+ t) ≤ y + ε+ S̃(a+ tj, a+ t).
Since we are on the event Ωrn(M,S) (which is defined at the end of Section 4.1), for
ε > 0 there exists an n1 such that for all n > n1 and j = 0, . . . , N − 1,
Irn2,j(Ay) ≥ B̄rn(a+ tj, a+ tj+1)νrn(Ay + ε+ S̃(a+ tj, a+ t))− ε,
≥ B̃(a+ tj, a+ tj+1)νrn(Ay + ε+ S̃(a+ tj, a+ t))− 2ε,
≥ B̃(a+ tj, a+ tj+1)ν(Ay + S̃(a+ tj, a+ t))− (2M + 2λT + 2)ε,
where the above three inequalities are due to that we are on the event ΩrGC(M),
(4.46) and the definition of Prohorov metric, respectively. Please note that the above
2M + 2λT comes from B̃(s, t) = B̃(t) − B̃(s) < 2M + 2λT , since B̃(·) has lower
bounded −M and upper bound (M + 2λT ) (again, because we are on the event
ΩrnB (M)). By the same reason, for all n > n1 and j = 0, . . . , N − 1,










B̃(a+ tj, a+ tj+1)ν(Ay + S̃(a+ tj+1, a+ t)),
we have that
IL,δ(Ay)−N(2M + 2λT + 2)ε ≤ Irn2 (Ay) ≤ IU,δ(Ay) +N(2M + 2λT + 2)ε. (4.52)









ν(Ay + S̃(τ, a+ t))dB̃(τ) ≤ IU,δ(Ay). (4.53)




ν(Ay + S̃(τ, a+ t))dB̃(τ)− Irn2 (Ay)|
≤ [IU,δ(Ay)− IL,δ(Ay)] + 2N(2M + 2λT + 2)ε.
(4.54)
For any ε1 > 0, we first choose δ small enough (therefore N is chosen) to make the
first term in the upper bound of (4.54) less than ε1/2, and then choose ε small enough
to make the second term in the upper bound of (4.54) less than ε1/2. So the third
term on the right hand side of (4.51) is bounded by ε1. In summary, the right hand
side of (4.51) is bounded by 3ε + ε1 for all large n. Since ε, ε1 > 0 can be arbitrarily
small, the left hand side of (4.51) must be 0. So (3.10) is satisfied.
Lemma 4.10. Assume (4.8)–(4.15). Fix a point (Q̃(·), Z̃(·)) ∈ DT (M,S) and a
constant t0 ∈ [0, T ]. If (Q̃(t0), Z̃(t0)) = (0,0), then
(Q̃(t), Z̃(t)) = (0,0), for all t ∈ [t0, T ] (4.55)
when ρ ≤ 1;
inf
t∈[t1,T ]
Z̃(t) > 0, for all t1 ∈ (t0, T ] (4.56)
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when ρ > 1. If (Q̃(t0), Z̃(t0)) 6= (0,0) and ρ > 1, then
inf
t∈[t0,T ]
Z̃(t) > 0. (4.57)
Proof. The assumption (Q̃(t0), Z̃(t0)) = (0,0) implies that
Z̄rn(t0)→ 0 as n→∞. (4.58)
Note that for any constant a > 0, the workload at time t0 satisfies
W̄ rn(t0) = 〈χ, Z̄rn(t0)〉





By the definition of ΩrnB (M), 〈χ1+p, Z̄rn(t0)〉 < M . For any ε > 0, we first choose a
large enough such that M
ap
< ε/2. By (4.58), we then can choose n large enough such
that a〈1, Z̄rn(t0)〉 ≤ ε/2. This implies that
W̄ rn(t0) = 〈χ, Z̄rn(t0)〉 → 0 as n→∞.
By Proposition 4.1,
W̄ rn(·)→ W̄ (·),
where W̄ (t) =
(
w∗ − (1− ρ)t
)+
for t ≥ 0. This means that W̄ (t0) = 0.
If ρ ≤ 1, then W̄ (t) = 0 for all t ≥ t0. This means that for each t ≥ t0, W̄ rn(t)→ 0
as n→∞. For any κ > 0, we have the following inequality,




Since we are on the event ΩrnR (S) (which is defined at the end of Section 4.1), we can
choose κ small enough such that





where the second term on the right hand side in the above can be made smaller than
ε by taking n large enough. This implies that Z̃(t) = 0, which means (Q̃(t), Z̃(t)) =
(0,0).
If ρ > 1, then for any t ∈ [t1, T ] we have
W̄ (t) ≥ (ρ− 1)(t1 − t0)
∆
= α1.
Since on the event ΩrB(M) (which is defined in Section 4.1.1), 〈χ1+p, Z̄rn(t)〉 < M for
all t ∈ [0, T ], for any ε > 0, there exists a c0 > 0 such that
〈χ1(c0,∞), Z̄rn(t)〉 < ε for all t ∈ [0, T ] and n ≥ 0.
This implies that for all t ∈ [0, T ],
W̄ rn(t) = 〈χ1[0,c0], Z̄rn(t)〉+ 〈χ1(c0,∞), Z̄rn(t)〉
≤ c0Z̄rn(t) + ε.
(4.59)
Take ε = α1/2, we have that Z̄
rn(t) ≥ α1
2c0
for all t ∈ [t1, T ]. Letting n → ∞,
Z̃(t) ≥ α1
2c0
for all t ∈ [t1, T ].
The assumption (Q̃(t0), Z̃(t0)) 6= (0,0) implies that Z̃(t0) > 0. If ρ > 1, then for
any t ∈ [t0, T ] we have
W̄ (t) = W̄ (t0) + (ρ− 1)(t− t0) ≥ W̄ (t0)
∆
= α0 > 0.
Note that (4.59) holds on the interval [0, T ], we apply it to the interval [t0, T ]. Take
ε = α0/2, we have that Z̄
rn(t) ≥ α0
2c0
for all t ∈ [t0, T ]. Letting n→∞, Z̃(t) ≥ α12c0 for
all t ∈ [t0, T ].
Proof of Theorem 4.3. Case 1, ρ > 1. By Lemmas 4.9 and 4.10 for any 0 < t1 ≤ t,
we have that
Q̃(t)(Ay) = Q̃(t1)ν(Ay) + [Q̃(t)− Q̃(t1)]ν(Ay), (4.60)
Z̃(t)(Ay) = Z̃(t1)(Ay + S̃(t1, t)) +
∫ t
t1
ν(Ay + S̃(s, t))dB̄(s), (4.61)
72
for all y ≥ 0. Since (Q̃(·), Z̃(·)) is continuous, we have that
(Q̃(t1), Z̃(t1))→ (ξ∗, µ∗) as t1 → 0. (4.62)
So letting t1 → 0, (4.60) becomes
Q̃(t)(Ay) = ξ∗(Ay) + [Q̃(t)− Q̃(0)]ν(Ay).
Note that ∫ t1
0
ν(Ay + S̃(s, t))dB̄(s)
≤ [B̃(t1)− B̃(0)] = λt1 − (Q̃(t1)− Q̃(0)),
which converges to 0 as t1 → 0. If µ∗ 6= 0, then Z̃(0) > 0. Lemma 4.10 implies that
infs∈[0,t] Z̃(s) > 0. This implies that
S̃(t1, t)→ S̃(t) as t1 → 0. (4.63)
By (4.62), Z̃(t1)→ µ∗ (in the Prohorov metric) as t1 → 0. It follows from (4.63) that
Z̃(t1)(Ay + S̃(t1, t))→ µ∗(Ay + S̃(t)) as t1 → 0.
If µ∗ = 0,
Z̃(t1)(Ay + S̃(t1, t))→ 0 as t1 → 0.
In both cases, letting t1 → 0, (4.61) becomes
Z̃(t)(Ay) = µ∗(Ay + S̃(t)) +
∫ t
0
ν(Ay + S̃(s, t))dB̄(s).
So we conclude that (Q̃(·), Z̃(·)) is the fluid model solution with initial condition
(ξ∗, µ∗).
Case 2, ρ ≤ 1. Let t0 = inf{t ≥ 0 : Z̃(t) = 0}. By Lemma 4.9, for all t ∈ [0, t0),
(Q̃(t), Z̃(t)) satisfies the fluid dynamic equations (3.9) and (3.10) with initial condition
(ξ∗, µ∗). By the continuity of (Q̃(·), Z̃(·)) and Lemma 4.10, (Q̃(t), Z̃(t)) = (0,0)
for all t ∈ [t0, T ]. So (Q̃(·), Z̃(·)) is the fluid model solution with initial condition
(ξ∗, µ∗).
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%[(Q̄r(·), Z̄r(·)), (Q̄(·), Z̄(·))] < ε
)
≥ 1− η,














The result follows immediately from (1.4).
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CHAPTER V
STATE SPACE COLLAPSE AND DIFFUSION LIMITS
In this Chapter, we study a “finer” scaling of the LPS queueing system, called the
diffusion scaling. It is defined by
Q̂r(t) = 1
r
Qr(r2t), Ẑr(t) = 1
r
Zr(r2t), (5.1)
for all t ≥ 0. As it has been shown in Williams [57], a key step to obtain a diffusion
limit in heavy traffic is to establish a state space collapse (SSC) result. In our setting,
the SSC means that the diffusion-scaled measure-valued process, which is an infinite
dimensional object, is close to a deterministic functional of the diffusion-scaled, one-
dimensional workload process. (See Definition 3.4 for the lifting map to define the
functional.) Our proof strategy is analogous to the modular approach proposed in
Bramson [7] and Williams [57].
We are also interested in other diffusion scaled quantities like the workload and
queue length processes. Note that Qr(·), Zr(·) and W r(·) are actually functions of
(Qr(·),Zr(·)), so the scaling for these quantities is defined as the functions of the
corresponding scaling for (Qr(·),Zr(·)), i.e.
Q̂r(t) = 〈1, Q̂r(t)〉 = 1
r
Qr(r2t), (5.2)
Ẑr(t) = 〈1, Ẑr(t)〉 = 1
r
Zr(r2t), (5.3)
Ŵ r(t) = 〈χ, Q̂r(t) + Ẑr(t)〉 = 1
r
W r(r2t), (5.4)
for all t ≥ 0.
To establish results on the convergence of the above sequence of stochastic pro-
cesses, we need the following conditions in addition to conditions (4.9)–(4.15), which
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are quite general and standard. We assume that the arrival processes satisfy
Er(r2·)− λrr2·
r




λr = λ > 0, (5.6)
and E∗(·) is a Brownian motion with drift 0 and variance λc2a. And the measures of
job sizes satisfy that as r →∞.
〈χ2+2p, νr〉 → 〈χ2+2p, ν〉 for some p > 0. (5.7)




r(1− ρr) = θ > 0. (5.8)
Let β = 〈χ, ν〉 be the mean and c2s =
〈χ2,ν〉−β2
β2
be the squared coefficient of variation
(SCV) of the job size distribution ν. The following proposition is a well-known heavy
traffic approximation for the workload process of a single queue operated under a
non-idling policy. Readers are referred to [23] for a proof.
Proposition 5.1. Assume (4.9)–(4.15), (5.5) and (5.8). The sequence of diffusion
scaled workload process
Ŵ r(·)⇒ W ∗(·) as r →∞,
where W ∗(·) is a reflected Brownian motion with drift −θ, variance β(c2a + c2s) and
initial value w∗ = 〈χ, ξ∗ + µ∗〉.
Since the LPS is also a non-idling service policy, the above result on the workload
process is still true for our model. However, the diffusion limit for job size process X(·)
and many other performance processes as introduced in Chapter 2 do not follow from
this result as the queue length process does depend on the service discipline. Our main
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result establishes the diffusion limit for the measure valued processes (Theorem 5.1),
from which the diffusion limit of queue length process follows directly (Corollary 5.1).
Our main results require that the limit (ξ∗, µ∗) in (4.13) satisfies
(ξ∗, µ∗) = ∆K,νw
∗, (5.9)
where ∆K,ν is defined in Definition 3.4.
Theorem 5.1. Assume (4.9)–(4.15), (5.5)–(5.9). The sequence of diffusion scaled
state descriptors
(Q̂r(·), Ẑr(·))⇒ ∆K,νW ∗(·) as r →∞,
where W ∗(·) is the reflected Brownian motion in Proposition 3.1.
The major step in establishing the diffusion limit is the following state space
collapse result.
Theorem 5.2. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0, we have
sup
t∈[0,T ]
d[(Q̂r(t), Ẑr(t)),∆K,νŴ r(t)]⇒ 0 as r →∞.
The state-space collapse result is appealing, since it rigorously shows that all
performance processes can be described as a simple, deterministic functional of the
workload process. We now use Theorem 5.2 to prove the main result.
Proof of Theorem 5.1. We have the convergence of the workload processes Ŵ r(t) in
Proposition 3.1. Since the mapping ∆K,ν : R+ → M1 ×M2 is continuous, by the
continuous mapping theorem
∆K,νŴ
r(·)⇒ ∆K,νW ∗(·) as r →∞.
The result of the theorem follows immediately from the state space collapse result in
Theorem 5.2 and the “convergence together lemma” (Theorem 4.1 in [5]).
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Corollary 5.1 (Piecewise Reflected Brownian Motion). Assume (4.9)–(4.15), (5.5)–
(5.9). The sequence of diffusion scaled total job size process X̂r(·) = 〈1, Q̂r(·) + Ẑr(·)〉







for t ≥ 0,
and W ∗(·) is the reflected Brownian motion as in Proposition 3.1.
Proof. Since X̂r(·) = 〈1, Q̂r(·) + Ẑr(·)〉 and the mapping Φ : M → R defined by
Φ(·) = 〈1, ·〉 is continuous, the result follows from Theorem 5.1 and the continuous
mapping theorem.




















5.1 Shifted Fluid Scaling and Precompactness
5.1.1 Shifted Fluid Scaling
Much of our understanding of the diffusion scaled process will be derived from results
about the shifted fluid scaled process, which is defined by
Q̄r,m(t) = 1
r
Qr(rm+ rt), Z̄r,m(t) = 1
r
Zr(rm+ rt), (5.10)
for all m ∈ N and t ≥ 0. To see the relationship between these two scalings, consider
the diffusion scaled process on the interval [0, T ], which corresponds to the interval
[0, r2T ] for the unscaled process. Fix a constant L > 1, the interval will be covered
by the brT c+ 1 overlapping intervals
[rm, rm+ rL] m = 0, 1, · · · , brT c.
For each t ∈ [0, T ], there exists an m ∈ {0, · · · , brT c} and s ∈ [0, L] (which may not
be unique) such that r2t = rm+ rs. Thus
Q̂r(t) = Q̄r,m(s), Ẑr(t) = Z̄r,m(s). (5.11)
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This will serve as a key relationship between fluid and diffusion scaled processes. The
above is the idea in the framework of Bramson [7] on how to translate the fluid model
SSC result into the diffusion-scaled SSC result. In this chapter, we are following this
idea.
We are also interested in shifted fluid scaled versions of other processes, like the
workload and job size processes. Note that Qr(·), Zr(·), Xr(·), W r(·) and Sr(·, ·) are
actually functions of (Qr(·),Zr(·)), so the scaling for these quantities is defined as
the functions of the corresponding scaling for (Qr(·),Zr(·)), i.e.
Q̄r,m(t) = 〈1, Q̄r,m(t)〉 = 1
r
Qr(rm+ rt), (5.12)
Z̄r,m(t) = 〈1, Z̄r,m(t)〉 = 1
r
Zr(rm+ rt), (5.13)
X̄r,m(t) = 〈1, Z̄r,m(t) + Z̄r,m(t)〉 = 1
r
Xr(rm+ rt), (5.14)
W̄ r,m(t) = 〈χ, Q̄r,m(t) + Z̄r,m(t)〉 = 1
r













for all t ≥ 0. By (2.3), the shifted fluid scaling for Br(·) is
B̄r,m(t) = Ēr,m(t)− Q̄r,m(t), (5.18)
for all t ≥ 0. To shorten the notation, for all 0 ≤ s ≤ t, denote
Ēr,m(s, t) = Ēr,m(t)− Ēr,m(s), B̄r,m(s, t) = B̄r,m(t)− B̄r,m(s). (5.19)
A shifted fluid scaled version of the stochastic dynamic equations (2.5) and (2.6)
can be written as















r,m(τ ri , t)), (5.21)
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for 0 ≤ s ≤ t and a Borel set A. The dynamics of the system is determined by the
above equations. Equation (5.20) says that the status of the buffer at time t equals
the status at time s plus what has arrived to the buffer and minus what has left from
the buffer during time interval (s, t]. Those jobs who left buffer enter service; the
service process has been taken care of by shifting the set A by the cumulative service
amount S̄r,m(τi, t) that the ith job receives. This corresponds to the second term on
the right hand side of (5.21). This plus the status at time s shifted by accumulative
service amount S̄r,m(s, t) is equal to the status of the server at time t, as indicated in
(5.21).
5.1.2 Preliminary Estimates
We first establish some bounds which will be useful for later discussion. The following
lemma gives some bound on the arrival processes.
Lemma 5.1. Assume (5.5) and (5.6). Fix T > 0 and L > 1. For all ε, ε′ > 0, there







|Er,m(s, t)− λ(t− s)| > ε′
)
< ε. (5.22)
Proof. Let t′ = m+t
r
and s′ = m+s
r
. Note that maxm≤brT c supt∈[0,L]
m+t
r
< T + 1 for all
large r, and 0 ≤ s, t ≤ L is the same as |t′− s′| ≤ L/r. For any δ > 0, there exists an








Er(r2t′)− λrt′ − (1
r
Er(r2s′)− λrs′)| > ε′
)
(5.23)
for all r ≥ r′0. By the assumptions (5.5) and (5.6) on the arrival process, {1rE(r
2·)−
λr·} converges in distribution to the Brownian motion E∗(·). Since a Brownian motion
is almost surely continuous, we conclude that (5.23) converges to zero as δ → 0. Then
the inequality (5.22) follows immediately.
80
By the same reason as in Lemma 4.1, the ε′ and ε in (5.22) can be replaced by
εE(r), which is a function of r that vanishes at infinity. Based on this, we construct




|Er,m(s, t)− λ(t− s)| < εE(r)}. (5.24)
According to Lemma 5.1, we have that
lim
r→∞
P (ΩrE) = 1. (5.25)
Recall the Glivenko-Cantelli estimate in Lemma D.2. By the same argument as
in the above, for fixed constant M1, L1, there exists a function εGC(·), which vanishes
at infinity, such that the probability inequality in Lemma D.2 holds with ε and ε′
replaced by this function. In other words, if we denote





|〈f, η̄r(n, l)〉 − l〈f, νr〉| < εGC(r)}, (5.26)




P (ΩrGC(M1, L1)) = 1. (5.27)
Now we use the above result and Proposition 3.1 to obtain a bound on the queue
length processes.
Lemma 5.2. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0 and L > 1. For all η > 0












Proof. Since brT c+L
r































Since ν is a probability measure on R+, there exists an a > 0 such that ν(a,∞) > 0.
We have the following inequality from the dynamic equation (5.20),
1
r













By (5.24), on the event ΩrE,
sup
t∈[0,T+1]
Er(r2t) ≤ 2λr2(T + 1),
for all large enough r. Let M1 = max(M, 2λT ) and L1 = M . By (5.26) and (5.28),
on the event ΩrGC(M1, L1) ∩ ΩrE ∩ Ωr1,
Ŵ r(t1) > aMν
r(a,∞) > aMν(a,∞)/2,







Ŵ r(t) > aMν(a,∞)/2
)
> η.
This contradicts the result in Proposition 3.1.
The following lemma gives a bound on the (1+p)th moment of the measure valued
process, where p is the same as in conditions (4.10) and (4.14).
Lemma 5.3. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0 and L > 1. For each




















Zr(0)〉 < 〈χ1+p, µ∗〉+ 1
)
= 1.
Denote the event in the above by Ωr0. By Lemma 5.2, for any η > 0, there exists a











Qr(rm+ rt) < M ′
)
> 1− η/2.
Denote the event in the above by Ωr1(M). Fix M1 = max(M
′, λ(T + 1)) and L1 =
λ(L+ 1) + 2M ′. By Lemma D.2,
lim
r→∞
P (ΩrGC(M1, L1)) = 1.
To prove the lemma, it suffices to show that there exists an M > 0 such that on the







Qr(rm+ rt) + 1
r
Zr(rm+ rt)〉 < M,
for all large r. In the remainder of the proof, all random quantities of the rth system
is evaluated at a sample path in the event Ωr0 ∩ Ωr1(M ′) ∩ ΩrGC(M1, L1) ∩ ΩrE.
We first find a bound for maxm≤brT c supt∈[0,L]〈χ1+p, 1rQ
r(rm+ rt)〉. By the dy-
namic equation (2.5), we have that for all m ≤ brT c and t ∈ [0, L],
〈χ1+p, 1
r
















Qr(rm+ rt) < rM ′ ≤ rL1. (5.30)











By the remark after Lemma D.2, the function χ1+p ∈ V , which appears in the





〈χ1+p, Q̄r,m(t)〉 ≤ L1〈χ1+p, νr〉+ 1/2
≤ L1〈χ1+p, ν〉+ 1.
We now look for a bound for maxm≤brT c supt∈[0,L]〈χ1+p, 1rZ
r(rm+ rt)〉. It follows























r(τ ri , rm+ rt)).
Given 0 ≤ j ≤ m−1, for those i’s with Br(r(m− j−1)) < i ≤ Br(r(m− j)) we have
τ ri ∈ [r(m− j − 1), r(m− j)].
Thus, by (5.16), the cumulative service amount that the ith job receives by time
rm+ t satisfies






where the last inequality is due to (4.12). For those i’s such that τ ri larger than
B̄r(rm), we use the trivial lower bound Sr(τ ri , rm + rt) ≥ 0. Also take the trivial
lower bound that Sr(0, rm + rt) ≥ 0. Then we have the following inequality on the
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(1 + p)th moment
〈χ1+p, 1
r























By (5.29) and (5.30), for all m ≤ brT c, t ∈ [0, L] and all large r,
− rM ′ ≤ Br(rj) ≤ λr2(T + 1) ≤ r2M1






















The first term in the above is bounded by 〈χ1+p, µ∗〉+ 1 by the definition of Ωr0. The
third term in the above is bounded by
L1〈χ1+p, νr〉+ 1/2 ≤ L1〈χ1+p, ν〉+ 1, (5.32)
for all large r by (5.26) and (4.10). It now only remains to deal with the second term
in (5.31). Let
F̄ rn(x) = η̄
r(n, L1)((x,∞)) for all x ≥ 0.














































It again follows from (5.26) and (4.10) that the second term in (5.31) is bounded by
2 + p
(1 + p)2




for all large r. The proof of this lemma is completed by summing up all these upper
bounds.
For any r, the rth system is defined on the probability space (Ωr,Pr,F r). The
stochastic processes Qr(·) and Zr(·) are actually measurable functions on Ωr. From
now on, we explicitly write these processes down in the form of Qr(ω, ·) and Zr(ω, t)
to indicate that they are evaluated on the sample path ω ∈ Ωr.
The following proposition summarizes the bound estimates in this section.
Proposition 5.2. Assume (4.9)–(4.15), (5.5)–(5.9). For any η > 0, there exists a
constant M > 0 and an event ΩrB(M) for each index r such that
lim inf
r→∞
P (ΩrB(M)) > 1− η, (5.33)















〈χ1+p, Q̄r,m(ω, t) + Z̄r,m(ω, t)〉 < M.
Proof. The first and the third inequality follow from Lemmas 5.2 and 5.3. The second
inequality follows from Proposition 3.1.
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5.1.3 Compact Containment












ξ(J cn) = 0,
where J cn denotes the complement of Jn; see [33], Theorem A7.5. We establish the
following relative compactness property using the bound estimates in Section 5.1.2.
Lemma 5.4. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0 and L > 1. For each
η > 0 there exist a constant M > 0 and a compact set K(M) ⊂M such that for all
ω ∈ ΩrB(M) (which is introduced in Proposition 5.2) and r ∈ R+,




ξ ∈M : ξ(R+) < M and ξ((n,∞)) ≤M/n1+p
}
.
Clearly, K(M) is a compact set for any constant M > 0. Note that Q̄r,m(ω, t)(R+)
is bounded by M for all m ≤ brT c, t ∈ [0, T ] and ω ∈ ΩrB(M). By the Markov
inequality, for any t ≥ 0, m ≤ brT c and ω ∈ ΩrB(M),




which is bounded by M
n1+p
by the definition of ΩrB(M).
Note that Z̄r,m(ω, t)(R+) is bounded by Kr/r by the policy constraint (2.8). By




Similar result as in this section was proved in Chapter 4. However, here we consider
a much longer time horizon [0, brT c + L] instead of interval [0, T ]. The proof of the
following result use a combination of ideas in Chapter 4 and [24].
Lemma 5.5. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0 and L > 1. For each











Z̄r,m(t)([x, x+ κ]) ≤ ε
)
≥ 1− η. (5.34)









Z̄r,0(t)([x, x+ κ]) ≤ ε
)
≥ 1− η.







Z̄r,0(0)([x, x+ κ]) ≤ ε/2
)
≥ 1− η/2. (5.35)
The proof of this inequality is exactly the same as the proof of (5.14) in Chapter 4,
so we omit it for brevity.
Now we need to extend this result to the interval [0, brT c+ L]. Denote the event
in (5.35) by Ωr1. Let
Ωr2(M) = Ω
r
1 ∩ ΩrE ∩ ΩrB(M) ∩ ΩrGC(M). (5.36)
By (5.25), (5.27) and (5.33), there exists an M > 0 such that
lim inf
r→∞
P (Ωr2(M)) ≥ 1− η.
In the remainder of the proof, all random objects are evaluated at a fixed sample
path in Ωr2(M).
For any r > 0, t ∈ [0, T ] we define the random time
t0 = sup
{









We have the following three cases for discussion.
If t1 = 0, then by (5.35) for each x ∈ R+
Z̄r,0(t1)([x, x+ κ] + S̄r,0(t1, t)) ≤ ε/2.
If t1 = t0, then for each δ > 0 there exists an s such that t1 − δ < s < t1 and
Z̄r,0(s)(R+) < ε/4. Since we are only concerned with small ε (which should be small
enough such that Z̄r,0(s) < ε/4 < Kr/r), Q̄r,0(s) = 0 by the policy constraint (2.8).
Note that (2.3) implies
B̄r,0(s, t) ≤ Ēr,0(s, t) + Q̄r,0(s) for all s ≤ t. (5.37)
By (5.24), we have B̄r,0(s, t1) ≤ λδ + ε1. For any Borel set A, by the fluid scaled
system dynamic equation (5.21),
Z̄r,0(t1)(A) ≤ Z̄r,0(s)(R+) + B̄r,0(s, t1) ≤ ε/4 + λδ + ε1,
which can be made smalled than ε/2 by choosing ε1, δ suitably small.
It t1 = t− 2MKε , then S̄
r,m(t1, t) ≥ 2Mε . So




where the last inequality is due to the Markov’s inequality and the definition of
ΩrB(M). To summarize, we have
Z̄r,0(t1)([x, x+ κ] + S̄r,0(t1, t)) ≤ ε/2. (5.38)
By the fluid scaled stochastic dynamic equation (5.21),






δBri ([x, x+ κ] + S̄
r,0(τi, t)),
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for each x ∈ R+. By the choice of t1, the first term on the right hand side of the above
equation is always upper bounded by ε/2. Let I denote the second term on the right
hand side of the proceeding equation. Now it only remains to show that I < ε/2.
Let t1, t2, · · · , tN = t be a partition of the interval [t1, t] such that |tj+1 − tj| < δ









δBri ([x, x+ κ] + S̄
r,0(τi, t)).




Recall that τ ri is the time that the ith job starts service, so on each sub-interval
[tj, tj+1] those i’s to be summed must satisfy tj ≤ τ ri ≤ tj+1. This implies that
S̄r,0(tj+1, t) ≤ S̄r,0(τi, t) ≤ S̄r,0(tj, t).
By the definition of t1, we have Z̄






Cj = [x+ S̄
r,0(tj+1, t), x+ S̄













By (5.24), (5.37) and the definition of ΩrB(M), we have for all j = 0, · · · , N − 1
−rM ≤ rB̄r,0(tj) ≤ r(λT + ε1 +M) ≤ 2λrT + rM,

















By (4.9), for all ε2 > 0
νr(Cj) ≤ ν(Cj) + ε2
for all large enough r. Since Cj is a close interval with length κ+
2δ
ε
, by (the condition





Thus, we conclude that


















where the last inequality is again due to (5.35), (5.37) and (5.39). Finally, by choosing
ε1, ε2 small enough, we obtain that I < ε/2.
5.1.5 Oscillation Bound
Consider a càdlàg function ζ(·) on a fixed interval [0, L] taking values in a metric
space (E, π). The modulus of continuity is defined to be
wL(ζ(·), δ) = sup
s,t∈[0,L],|s−t|<δ
π[ζ(s), ζ(t)].
If the metric space is R, we just use the Euclidian norm; if the space is M or M1×M2,
we use the Prohorov metric d defined in Chapter 1. We have the following bound on
the oscillation of the shifted fluid scaled measure valued processes.
Lemma 5.6. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0 and L > 1. For each













≥ 1− η. (5.40)
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The proof of this lemma, which builds on the asymptotic regularity (Lemma 5.5),
using the exactly same argument to prove Lemma 5.6 from Lemma 5.5 in Chapter 4.
We omit this proof for brevity.






















Denote the two sequences {κi} and {δi} by S. To emphasize the dependency on S
and j, denote the above event by ΩrR(S, j). By Lemma 5.5 and Lemma 5.6, for any
η > 0, there exists an S such that
lim inf
r→∞
P (ΩrR(S, j)) ≥ 1−
η
2j






It follows from (5.42) that
lim inf
r→∞
P (ΩrR(S)) ≥ 1− η. (5.44)
Denote
Ωr(M,S) = ΩrE ∩ ΩrB(M) ∩ ΩrGC(M + 2λT,M + 2λL) ∩ ΩrR(S). (5.45)
We are now ready to present the precompactness result.
Theorem 5.3. Assume (4.9)–(4.15), (5.5)–(5.9). Fix T > 0 and L > 1. For each
η > 0, the exists a constant M > 0 and an S such that such that
lim inf
r→∞
P (Ωr(M,S)) ≥ 1− η. (5.46)
Suppose {rn}n∈N is a sequence in R+ which goes to infinity. Any sequence of functions
{(Q̄rn,mn(ωn, ·), Z̄rn,mn(ωn, ·))}n∈N with ωn ∈ Ωrn(M,S) and mn ≤ brnT c for each
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n ∈ N has a subsequence {(Q̄rni ,mni (ωni , ·), Z̄rni ,mni (ωni , ·))}i∈N such that
υT [(Q̄rni ,mni (ωni , t), Z̄rni ,mni (ωni , t)), (Q̃(t), Z̃(t))]→ 0 as i→∞,
for some process (Q̃(·), Z̃(·)) which is continuous, where υT is the uniform metric
defined in (1.2).
Proof. The probability inequality follows immediately from (5.25), (5.33), (5.27) and
(5.44).
The space M1×M2 endowed with the metric d (defined in Section 1.4) is complete.
Lemma 5.4 verifies condition (a) in Theorem 3.6.3 of [17]. For any ε > 0 there exists
a j0 such that 1/j < ε for all j > j0. By (5.41) and (5.43), we have that when δ ≤ δj0
and r > j0,
max
(
wT (Q̄r,m(ωr, ·), δ),wT (Z̄r,m(ωr, ·), δ)
)
< ε, (5.47)
for any ωr ∈ Ωr(M,S) and m ≤ brT c. This verifies condition (b) in Theorem 3.6.3
of [17]. So the sequence {(Q̄rn,mn(ωrn , ·), Z̄rn,mn(ωrn , ·))}n∈N is precompact in the
space D([0, T ],M1 ×M2) endowed with the Skorohod J1 topology. In other words,
there is a convergent subsequence. The limit of this subsequence is continuous by the
oscillation bound (5.47). So convergence in the Skorohod J1-topology is the same as
convergence in the uniform metric defined in Section 1.4.
5.2 State Space Collapse
In this section, we introduce the set of fluid limits. We prove each fluid limit is a
fluid model solution. We then show that the set of fluid limits is “rich”. Finally, we
present the proof of the state space collapse result, Theorem 5.2.
5.2.1 Fluid Limits
Let DL(M,S) denote the set of fluid limits of all convergent subsequences of sequences
as in Theorem 5.3. It is then quite clear that we have the following property.
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Lemma 5.7. Assume (4.9)–(4.15), (5.5)–(5.9). The set of fluid limits DL(M,S) is
non-empty. Pick an element (Q̃(·), Z̃(·)) ∈ DL(M,S), for any ε > 0 and r0 ∈ R+,
there exists an r ≥ r0, m ≤ brT c and ω ∈ Ωr(M,S) such that
υL[(Q̄r,m(ω, ·), Z̄r,m(ω, ·)), (Q̃(·), Z̃(·))] < ε.
Roughly speaking, this lemma says that any element in DL(M,S) can be approx-
imated by a shifted fluid scaled process of the rth system evaluated at some sample
path in Ωr(M,S) with arbitrarily large index r. This helps prove the following prop-
erty of the fluid limits.
Fix a constant 0 < q < p, where p is the same one as in (4.10) and (4.14). Recall
the subset I q2M of all valid initial conditions defined in (3.42).
Lemma 5.8. Assume (4.9)–(4.15), (5.5)–(5.9). Fix L > 0 and 0 < q < p. Any
element (Q̃(·), Z̃(·)) ∈ DL(M,S) is a critically loaded fluid model solution with initial
condition belongs to I q2M .
Proof. We first prove the initial condition (Q̃(0), Z̃(0)) ∈ I q2M . By the definition of
the fluid limit, there exists a subsequence
(Q̄ri,mi(ωi, 0), Z̄ri,mi(ωi, 0))→ (Q̃(0), Z̃(0)) as i→∞,
where the above convergence is in the Prohorov metric. By (5.33) and (5.45), we have
〈1, Q̄ri,mi(ωi, 0) + Z̄ri,mi(ωi, 0)〉 < M,
〈χp, Q̄ri,mi(ωi, 0), Z̄ri,mi(ωi, 0)〉 < M.
This implies that,
〈χp, Q̄ri,mi(ωi, 0) + Z̄ri,mi(ωi, 0)〉
≤ 〈1, Q̄ri,mi(ωi, 0) + Z̄ri,mi(ωi, 0)〉+ 〈χp, Q̄ri,mi(ωi, 0) + Z̄ri,mi(ωi, 0)〉
≤ 2M.
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By the corollary of Theorem 25.12 in [4], we have that for any 0 < q < p
〈χq, Q̄ri,mi(ωi, 0) + Z̄ri,mi(ωi, 0)〉 → 〈χq, Q̃(0) + Z̃(0)〉,
〈χ, Q̄ri(0) + Z̄ri,mi(ωi, 0)〉 → 〈χ, Q̃(0) + Z̃(0)〉,
as i → ∞. This implies that 〈χq, Q̃(0) + Z̃(0)〉 < 2M and 〈χ, Q̃(0) + Z̃(0)〉 < M ,
which yields the result.
By Lemma 5.7, for any fluid limit (Q̃(·), Z̃(·)) can be approximated by a shifted
fluid scaled process of the rth process evaluated at some sample path in Ωr(M,S)
with arbitrarily large index r ∈ R+, it satisfies the stochastic dynamic equations (2.5)
and (2.6). It then follows from the same argument Lemmas 4.8–4.10 in Chapter 4 that
each fluid limit satisfies the fluid model equations (3.9) and (3.10) and constraints
(3.11)–(3.13).
5.2.2 Uniform Approximation
The following lemma is analogous to Lemma 4.1 in [7].
Lemma 5.9. Assume (4.9)–(4.15), (5.5)–(5.9). For each ε > 0, there exists an
r0 ∈ R+ such that for any r ≥ r0, m ≤ brT c and ω ∈ Ωr(M,S), we can find a
(Q̃(·), Z̃(·)) ∈ DL(M,S) satisfying
υL[(Q̄r,m(ω, ·), Z̄r,m(ω, ·)), (Q̃(·), Z̃(·))] < ε.
Proof. Assume it is not true. Then there exists an ε > 0 such that for any natural
number i there exist an ri > i, mi ∈ brT c and ωi ∈ Ωr(M,S) such that
υL[(Q̄ri,mi(ωi, ·), Z̄ri,mi(ωi, ·)), (Q̃(·), Z̃(·))] ≥ ε,
for all (Q̃(·), Z̃(·)) ∈ DL(M,S). However, by Theorem 5.3, the sequence
{(Q̄ri,mi(ωi, ·), Z̄ri,mi(ωi, ·))}∞i=0
contains a convergent subsequence, the limit of which must be in DL(M,S). This is
a contradiction.
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In contrast to Lemma 5.7, this lemma says that any shifted fluid scaled process
of the rth system evaluated at some sample path in Ωr(M,S) with index r large
enough can be approximated by some element in DL(M,S), which has been proved
to be fluid model solution in Lemma 5.8. This result will help prove the state space
collapse result for diffusion scaled processes.
5.2.3 Proof of State Space Collapse
Proof of Theorem 5.2. By (5.46), it suffices to show that for each ε > 0, there exists





d[(Q̂r(ω, t), Ẑr(ω, t)),∆K,λŴ r(ω, t)] < ε. (5.48)
By Lemma 5.8, any (Q̃(·), Z̃(·)) ∈ DL(M,S) is a critically loaded fluid model solution
with initial condition (ξ, µ) ∈ I q2M . Denote
W̃ (·) = 〈χ, Q̃(·) + Z̃(·)〉.
It follows from the workload conservation property in Proposition 3.1 that W̃ (·) ≡
〈χ, ξ + µ〉. By Theorem 3.4, there exists an L∗ > 0 such that when s > L∗,
d[(Q̃(s), Z̃(s)),∆K,νW̃ (s)] < ε/3, (5.49)
for all (Q̃(·), Z̃(·)) ∈ DL(M,S). Now, fix a constant L > L∗ + 1. Note that
[0, r2T ] ⊂ [0, L∗]
brT c⋃
m=0
[mr + L∗,mr + L].













d[(Q̄r,0(ω, s), Z̄r,0(ω, s)),∆K,λW̄ r,0(ω, s)] < ε. (5.51)
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We first prove (5.50). By Lemma 5.9, for any ε′ > 0, there exists a (Q̃(·), Z̃(·)) ∈
DL(M,S) (depending on r,m and ω) such that
υL[(Q̄r,m(ω, ·), Z̄r,m(ω, ·)), (Q̃(·), Z̃(·))] < ε′.
for any r > r0, ω ∈ Ωr(M,S) and m ≤ brT c. By the definition of Ωr(M,S) and
Proposition 5.2, we have that for each fixed 0 < q < p, both 〈χ1+q, Q̃(·) + Z̃(·)〉 and
〈χ1+q, Q̄r,m(ω, ·) + Z̄r,m(ω, ·)〉 are uniformly bounded. It then follows from Lemma C.2
and by taking ε′ small enough that
sup
t∈[0,L]
|W̃ (t)− W̄ r,m(ω, t)| < ε/3. (5.52)
Note that for any real numbers w1, w2, by the definition of the lifting map ∆K,ν , we
have
d[∆K,νw1,∆K,νw2] < |w1 − w2|. (5.53)
So (5.50) follows from (5.49) and the above three inequalities.
It now remains to show (5.51). By Lemma 5.9, for any ε′ > 0, there exists a
(Q̃(·), Z̃(·)) ∈ DL(M,S) (depending on r and ω) such that
υL[(Q̄r,0(ω, ·), Z̄r,0(ω, ·)), (Q̃(·), Z̃(·))] < ε′. (5.54)
By conditions (4.13) and (5.9), we have that
(Q̃(0), Z̃(0)) = ∆K,νW̃ (0).
In other words, the initial condition (Q̃(0), Z̃(0)) is an equilibrium state. Since
(Q̃(·), Z̃(·)) is a fluid model solution, by Theorem 3.4,
(Q̃(t), Z̃(t)) = ∆K,νW̃ (t) for all t ≥ 0.
So (5.51) follows immediately from (5.53), (5.54) and the above equation.
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CHAPTER VI
STEADY STATE OF LIMITED PROCESSOR SHARING
QUEUES
It is clear that the measure-valued process (Q(·),Z(·)) for the LPS queue is a re-




t > Rn−1 : W (t−) = 0 and W (t) > 0
}
. (6.1)
The regeneration points are those time epochs that the workload jumps from 0. It is
clear that the jump happens because of the new arrival. By the definition of workload,
(Q(t),Z(t)) = (0,0) if and only if W (t) = 0 for any t ≥ 0. So the process starts
from empty at time Rn with a new job just arrives at Rn. Thus, the evolution of the
process from time Rn onwards does not depend on any information of the process
before that time.
Note that the workload process of a single buffer single server system is the same
for all non-idling policies. It is well-known that the workload process (for any non-
idling policy) is a delayed regenerative process if W (0) > 0, and the above definition
of Rn is one way to define the regenerative points. By Proposition 3.1 in Chapter X
of [2], the mean of the regenerative cycles Yi’s (Yi = Ri −Ri−1) with i > 1 is finite if
ρ < 1. By Proposition 3.2 in Chapter X of [2], the distribution of them is non-lattice
if the service time distribution F is non-lattice.
In summary, the process (Q(·),Z(·)) can be modeled as a delayed regenerative
process. Denote E0(·) = E(·|(Q(0),Z(0)) = (0, δv1), U1 = 0), that is, the expectation
operator given that the queueing process start from empty and there is an arrival
at time 0. We write Y = Y1 for the length of the first cycle. Now, we define a
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for any Borel set A ∈M1 ×M2. The following result about the steady state distri-
bution of the LPS queue follows directly from Theorem 1.2 in Chapter X of [2].
Proposition 6.1 (Stochastic Stability of LPS). Suppose that the traffic intensity
ρ < 1 and the service time distribution F is non-lattice. The above defined distribution
π is the unique stationary distribution for the measure-valued process (Q(·),Z(·)).
The distribution of (Q(t),Z(t)) converges to π as t→∞.
The above theorem establishes the convergence of the regenerative process to the
steady state limit, which has the stationary distribution π. In fact, there exists
a stationary version (Qπ(·),Zπ(·)) of the regenerative process (see [51]) such that
the marginal distribution at any time t ≥ 0 is π. The stationarity of the process
(Qπ(·),Zπ(·)) will help to obtain a coupling inequality later.
6.1 Validity of Heavy Traffic Steady State Approximations
As we see in Theorem 5.1, the heavy traffic limiting process (Q∗(·),Z∗(·)) is the
image of the workload process W ∗(·) under the continuous mapping ∆K,ν . The limit
is in the sense of weak convergence of probability measures, so the limiting process
may not be in the same probability space where each process with index r is defined.
Denote (Ω∗,F∗,P∗) the probability space where the weak limit is defined. It is well-
known that the marginal distribution W ∗(t) of the reflected Brownian motion W ∗(·)
converges weakly to that of the steady state random variable W ∗(∞), which has the
stationary distribution,








By the continuous mapping theorem, the measure-valued process (Q∗(·),Z∗(·)) con-
verges weakly to ∆K,νW
∗(∞). Denote the distribution of ∆K,νW ∗(∞) by π∗. For
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any open set B ∈M1 ×M2,
π∗(B) = P∗ (∆K,νW ∗(∞) ∈ B) = P∗
(
W ∗(∞) ∈ ∆−1K,νB
)
. (6.3)
On the other hand, for each r, since the traffic intensity ρr < 1 and the ser-
vice time distribution is non-lattice, the diffusion scaled process (Q̂r(·), Ẑr(·)) is a
regenerative process. By Proposition 6.1, (Q̂r(t), Ẑr(t)) converges to the steady state
(Q̂r(∞), Ẑr(∞)) which has distribution π̂r as t→∞.
Now, the question is: does the stationary distribution π̂r converges to π∗, which is
obtained by first taking heavy traffic limit and then steady state limit? We have the
following theorem, which validates the interchange of steady state limit and heavy
traffic limit.
Theorem 6.1. Assume (4.9)–(4.15), (5.5)–(5.9). The sequence {π̂r} converges weakly
to π∗.
The major steps of proving the above theorem are, first, obtaining inequality (6.7)
via coupling, and second, establishing the uniform convergence on the right hand side
of (6.7) (i.e. the uniform bound of the coupling time) in Lemma 6.1. The proof of
Theorem 6.1 will be presented at the end of this section.
Following the discussion in at the beginning of this chapter, we can construct a
stationary version of the regenerative process (Q̂rπ̂r(·), Ẑrπ̂r(·)) such that at any time
t ≥ 0, it has distribution π̂r, i.e.
P
(
(Q̂rπ̂r(t), Ẑrπ̂r(t)) ∈ B
)
= π̂r(B), (6.4)
for any open set B ∈M1 ×M2. Let Ŵ rπ̂r(·) = 〈χ, Q̂rπ̂r(·) + Ẑrπ̂r(·)〉 denote the corre-
sponding workload process.
Let us now couple the stationary process (Q̂rπ̂r(·), Ẑrπ̂r(·)) with the corresponding
process (Q̂r0(·), Ẑr0(·)) which starts with a zero initial condition. In other words,
both (Q̂rπ̂r(·), Ẑrπ̂r(·)) and (Q̂r0(·), Ẑr0(·)) are driven by the same stochastic primitives
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(Êr(·), {vri }i≥1). The only difference is the initial condition. Note that the stationarity




t ≥ 0 : (Q̂rπ̂r(t), Ẑrπ̂r(t)) = (0,0)
}
. (6.5)
Note that the workload of (Q̂r0(·), Ẑr0(·)) starts at 0, which is less than or equal to
Ŵ rπ̂r(0). Since the LPS policy is work conserving, and both processes have the same
stochastic primitives, for any t ≥ 0
(Q̂rπ̂r(t), Ẑrπ̂r(t)) = (0,0) implies (Q̂r0(t), Ẑr0(t)) = (0,0). (6.6)
Since both systems are driven by the same arrival process, (Q̂rπ̂r(t), Ẑrπ̂r(t)) and
(Q̂r0(t), Ẑr0(t)) are identical for all t ≥ tc. It then follows from Corollary 2.2 in Chapter
V II of [2] that∣∣∣P((Q̂r0(t), Ẑr0(t)) ∈ B)− π̂r(B)∣∣∣ ≤ P (t̂rc > t) for all t ≥ 0. (6.7)




converges to 0 as t→∞ uniformly in r.







→ 0 as t→∞. (6.8)





i − rt for all t ≥ 0. The summation in the above
denotes the total amount of arrived work (under diffusion scaling) by time t, the
second term −rt denote the amount of work the server has finished by time t without
idling. So the first time the process (Q̂rπ̂r(·), Ẑrπ̂r(·)) reaches zero is the first time that
Ŵ rπ̂r(0) + Ĉ
r(t) = 0. By the definition of t̂rc in (6.5),
t̂rc = inf{t ≥ 0 : Ĉr(t) = −Ŵ rπ̂r(0)}.
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Ŵ rπ̂r(0) > M
)
.
Since the regenerative process (Q̂rπ̂r(·), Ẑrπ̂r(·)) is stationary, the corresponding work-
load process Ŵ rπ̂r(·) is also stationary. By Corollary 7.5 in Chapter X of [2], the
stationary distribution of the workload converges weakly to an exponential distribu-





Ŵ rπ̂r(0) > M
)
< ε for all M ≥M ′. (6.9)
From now on, we fix a constant M ∈ [M ′,∞). Note that the process Ĉr(·) converges








= P (B(t) > −M) ,







< ε/2, for all t ≥ t(M).





< ε, for all t ≥ t(M).





< ε, for all t ≥ tr(M).
Since there are only finitely many of those r’s that are less than r0, let t0(M) =







< ε, for all t ≥ max(t(M), t0(M)). (6.10)
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The lemma follows immediately from (6.9) and (6.10).
Proof of Theorem 6.1. For any closed set B ∈M1 ×M2, we have
π̂r(B)− π∗(B) ≤
∣∣∣π̂r(B)− P((Q̂r0(t), Ẑr0(t)) ∈ B) ∣∣∣
+ P
(
(Q̂r0(t), Ẑr0(t)) ∈ B
)
− P∗ ((Q∗(t),Z∗(t)) ∈ B)
+ P∗ ((Q∗(t),Z∗(t)) ∈ B)− π∗(B).
(6.11)









which vanishes as t→∞, as proved in Lemma 6.1. According to the definition of π∗
and Portmanteau Theorem (c.f. Theorem 2.1 in [5]), the lim sup of the third term on
the right hand side of (6.11) equals to 0 as t → ∞. So for any ε > 0, there exists a








P∗ ((Q∗(t1),Z∗(t1)) ∈ B)− π∗(B) < ε.





(Q̂r0(t1), Ẑr0(t1)) ∈ B
)
≤ P∗ ((Q∗(t1),Z∗(t1)) ∈ B) .
So there exists r0 such that when r ≥ r0,
P
(
(Q̂r0(t1), Ẑr0(t1)) ∈ B
)
− P∗ ((Q∗(t1),Z∗(t1)) ∈ B) < ε.
So we have that for any ε > 0, there exists r0 such that when r ≥ r0,
π̂r(B)− π∗(B) < 3ε.
This implies that lim supr π̂
r(B) ≤ π∗(B) for any closed set B. The result of the
theorem follows from Portmanteau Theorem.
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6.2 Performance Evaluation
So far, we have obtained results for the measure-valued description of the LPS queue.
We now establish some more concrete results on the queue size, delay probability and
response time.
6.2.1 Queue Length and Delay Probability





















for all w ∈ R+. It is clear that f(·) is a continuous mapping with inverse
f−1(w) =
 βex x ≤ K,βeK + β(x−K) x > K.
By the continuous mapping theorem, X∗(t) converges weakly to the steady state
X∗(∞) = f(W ∗(∞)) as t → ∞, and P (X∗(∞) > x) = P (W ∗(∞) > f−1(x)). By







stationary distribution of the reflected Brownian motion W ∗(·) is explicitly known as
in (6.2), it is easy to compute the distribution of X∗(∞),





























d∗p(∞) = P (X∗(∞) > K) = exp
(









be the steady state probability that the limiting queue size X∗(·) is above the sharing
level K. As we see, the steady state limit of the heavy traffic limit is so tractable that
the stationary distribution can be explicitly written down. Since we have established
the interchange of steady state limit and heavy traffic limit, the following result is a
direct implication of Theorem 6.1 and the continuous mapping theorem.
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Corollary 6.1. Assume (4.9)–(4.15), (5.5)–(5.9). We have that
X̂r(∞)⇒ X∗(∞),
d̂rp(∞)→ d∗p(∞),




is the steady state delay probability
for the rth system.
6.2.2 Response Time
Let R(t, v) denote the total time (including both waiting and service times) a job will
stay in the system if it arrives at time t and with job size v. Since at a time t, there
may not be an arrival or the arrival may not have job size v, the quantity R(t, v) is
often referred as the virtual response time. It contains two parts,
R(t, v) = RB(t) +RZ(t, v), (6.14)
where RB(t) is the time that this virtual job spend waiting in buffer (which does
not depend on its job size) and RS(t, v) is the service time of this virtual job. Let
WB(·) = 〈χ,Q(·)〉 and WZ(·) = 〈χ,Z(·)〉 denote the workload in buffer and the
workload in server respectively. From the time this virtual job enters the system t
until it is about to enter service t + RB(t), the server never idles. So the workload
the server processes during this time period is equal to RB(t). Since the LPS policy
is workload conserving, we must have that





It is clear that the service time of this virtual job should satisfy
S
(
t+RB(t), t+RB(t) +RZ(t, v)
)
= v (6.16)
We now study the heavy traffic limit of the diffusion scaled virtual response time




Proposition 6.2 (Heavy Traffic limit for virtual Response Time process). Assume









∗(t)−K)+, R∗Z(t, v) = v(X∗(t) ∧K), t ≥ 0. (6.17)
Proof. Since Ŵ rB(·) = 〈χ, Q̂r(·)〉 and Ŵ rZ(·) = 〈χ, Ẑr(·)〉, by Theorem 5.1 and the
continuous mapping theorem,
(Ŵ rB(·), Ŵ rZ(·))⇒
(
(W ∗(·)−Kβe)+, (W ∗(·) ∧Kβe)
)
, (6.18)
as r →∞. The diffusion scaled version of the equation (6.15) can be written as














It is clear that R̂rB(t) ≤ Ŵ r(t), which converges to a reflected Brownian motion as














∣∣∣Ŵ rZ(t+ 1rM)− Ŵ rZ(t)∣∣∣⇒ 0 as r →∞.







∣∣∣Ŵ rZ(t+ 1r R̂rB(t))− Ŵ rZ(t)∣∣∣ > ε
)
< ε.
It then follows from (6.19) that
sup
t∈[0,T ]
∣∣∣R̂rB(t)− Ŵ rB(t)∣∣∣⇒ 0 as r →∞. (6.20)















which is less than Kv+ 1 for all large enough r. By Theorem 5.1, the number of jobs
in service Ẑr(·) converges weakly to (X∗(·) ∧ Kβe) as r → ∞. Again, the limiting







R̂rB(t) + s)− Ẑr(t)
∣∣∣⇒ 0 as r →∞.










∣∣∣Sr(r2t+ rR̂rB(t), r2t+ rR̂rB(t) + x)Ẑr(t)− x∣∣∣ > ε
)
< ε.
It then follows from (6.21) that, for any v ≥ 0,
sup
t∈[0,T ]
∣∣∣R̂rZ(t, v)− Ẑr(t)v∣∣∣⇒ 0 as r →∞. (6.22)
By Corollary 5.1, as r →∞,
Ẑr(·)⇒ (X∗(·) ∧K),






. In fact, this convergence is also a direct
application of Theorem 5.1 and the continuous mapping theorem. So the convergence






So the joint convergence of R̂rB(·) and R̂rZ(·, v) follows immediately from (6.20), (6.22)
and the above convergence.
From this proposition, we see that the limiting response times are piece-wise linear
and continuous function of the limiting queue size process. It follows from (6.12) and
107
the continuous mapping theorem that the steady state distribution of the response
times are
P (R∗B(∞) > x) = exp
(













, x ≥ 0, (6.24)
P (R∗Z(∞, v) > x) = exp
(











, x ≥ 0, (6.25)




























, x ≥ Kv.
(6.26)
Similar as in Section 6.2.1, we can obtain the result below as a corollary of Theo-
rem 6.1. The difference is that the linear and continuous relationship (6.17) only
holds for the heavy traffic limit, not for each rth system, so we can not apply the
continuous mapping theorem. However, the coupling inequality (6.7) holds for the
response times as well as the measure valued process. (The reason is that if two
queues are the same, then the virtual response times will also be the same.) So the
following result can be proved following the same approach of proving Theorem 6.1.
We omit the proof for brevity.
Corollary 6.2. Assume (4.9)–(4.15), (5.5)–(5.9). For any v ≥ 0,
(R̂rB(∞), R̂rZ(∞, v))⇒ (R∗B(∞), R∗Z(∞, v)),
as r →∞.
6.3 Approximations
In this section, we apply our limit theorems to obtain approximations for the steady-
state queue length and response time.
6.3.1 queue size
Since we have validated the heavy traffic steady state approximation, we can use the
steady state random variable X∗(∞) to approximate the steady state of the diffusion
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where d∗p(∞) is given in (6.13). According to the heavy traffic conditions (5.8) and
(4.12), 1
r
can be approximately written as 1−ρ
r
ρrθ























































































Figure 2: A comparison of the approximation formulas with simulation estimates
of steady state response times of the M/G/1 LPS Queue.The sharing level K = 15,
service time distribution is log-normal with c2s = 9 and traffic intensities range from
0.05 to 0.95.
In practice, only one system with certain sharing level K and traffic intensity ρ < 1


























The resulting approximation (6.1) reduces to Kingman’s formula for the FIFO queue
when the sharing level K = 1, and the formula in [22] for the PS queue when the
sharing level K =∞. Although the approximation formulas are derived from heavy
traffic theorems, they are actually explicit if the arrival process is Poisson and ei-
ther K = 1 or K = ∞. In addition, the quality of the approximations is actually
reasonable for all traffic intensities, cf. Figure 2.
The approximation formulas are derived in the context of the G/G/1 LPS queue,
and use the first two moments of inter-arrival time and service time distributions.
Table 1 demonstrates the quality of our approximations for various combinations of
inter-arrival time and service time distributions. As suggested by the formulas, no
matter how we change the combination of distributions, the approximation will be
the same as long as the coefficient of variation c2a for inter-arrival time distribution
(and c2s for service time) are fixed. This is also reflected by the numerical results in
Table 1.
Table 1: G/G/1 LPS Queue. The sharing limit K = 20, traffic in-
tensity ρ = 0.9. The coefficient of variation of inter-arrival time and
service time distribution are fixed at c2a = 4 and c
2
s = 8 respectively.
Arr. Dist. Ser. Dist. E[X] dp
HyperExp2p
HyperExp2p 20.5378± 0.3148 0.2519± 0.0022
Log-normal 20.6243± 0.2753 0.2798± 0.0019
Hyper2star 20.5642± 0.1619 0.2066± 0.0014
Log-normal
HyperExp2p 19.6028± 0.2957 0.2334± 0.0020
Log-normal 19.3615± 0.1894 0.2562± 0.0017
Hyper2star 19.5913± 0.2435 0.1981± 0.0018
Hyper2star
HyperExp2p 20.9429± 0.3561 0.2676± 0.0027
Log-normal 21.1600± 0.2136 0.2972± 0.0015
Hyper2star 20.8725± 0.2505 0.2089± 0.0018
Approximation Formulas 20.6474 0.2059
HyperExp2p is the hyper-exponential distribution with 2 phases.
A Hyper2star random variable has probability p to be 0 and prob-
ability (1− p) to be an exponential distribution.
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6.3.2 Response time
As for the response time, we can use the steady state R∗B(∞) and R∗Z(∞, v) to ap-
proximate the steady state of the diffusion scaled response time of the rth system,























. This way of approximating 1
r
is equivalent in the
limit to using 1−ρ
r
ρrθ
based on the heavy traffic condition (5.8). The main reason for
the difference is to make the approximations of waiting time and buffer queue size


















where dp is the same as in (6.28).
Table 2 shows the quality of approximations (6.29) and (6.30) for the M/G/1
LPS queue with various service time distributions. Again, our approximations use
up to the second moment of the service time distribution, so the simulation gives the
similar performance for different distributions with the same coefficient of variation
c2s.



























Table 2: M/G/1 LPS Queue. The sharing limit K = 30,
traffic intensity ρ = 0.95. The coefficient of variation of
service time is fixed at c2s = 19.
Distribution E[RB] E[RZ(v)/v]
HyperExp2phase 42.1670± 2.0085 15.7579± 0.0871
LogNormal 37.2947± 1.6338 15.9390± 0.0942
Hyper2Star 41.0397± 1.6116 15.6039± 0.0851
Bimodal 41.8724± 1.3550 15.6162± 0.0958
Approximations 42.9278 15.7072
Finally, we show in Tables 3 a comparison of all our performance approximations
with simulations of the M/G/1 and the G/M/1 LPS queues. All the numerical results
show that the two-moment approximations are reasonable fit, with the exception of
log-normal service times (in Table 2). This is in accordance with other numerical
studies on the quality of two-moment approximations, see for example [27].
Table 3: G/M/1 and M/G/1 LPS Queues. The sharing limit K = 10,
traffic intensity ρ = 0.9.
Perf. meas.
M/G/1 G/M/1
simulation approx. simulation approx.
dp 0.3437± 0.0025 0.3478 0.2436± 0.0026 0.2580
E(X) 8.2459± 0.0569 8.2155 6.8441± 0.0555 7.0000
E(RB) 2.6591± 0.0466 2.6151 1.8629± 0.0426 2.0070
E(RZ) 6.4958± 0.0146 6.5132 5.6779± 0.0171 5.7708
The service time distribution for M/G/1 is Erlang with 2 phases
(E2), mean is 1 and c
2
s = 1/2. The inter-arrival time distribution for
G/M/1 is E2 with mean 1/0.9 and c
2
a = 1/(2× 0.9).
112








Recently, there has been a great interest in many-server queues with a large number
of servers. Such queueing systems have been used extensively to model customer call
centers; see for example, survey papers Aksin et al. [1] and Gans et al. [20]. Since
a customer can easily hang up after waiting for too long, abandonment is a non-
negligible aspect in the study of many-server queues. As pointed out in Garnett et al.
[21], customer abandonment is a key factor for call center management. In our study,
a customer can leave the system (without getting service) once has been waiting in
queue for more than his patience time. Both patience and service times are modeled
using random variables. A recent statistical study by Brown et al. [8] suggests that
the exponential assumption on service time distribution, in many case, is not valid.
In fact, the distribution of service times at call centers may be log-normal in some
cases as shown in [8]. This emphasizes the need to look at the many-server model
with general service and patience times.
In this paper, we study many-server queues with general patience and service
times. The queueing model is denoted by G/GI/n+GI. The G represents a general
stationary arrival process. The first GI indicates that service times come from a
sequences of independent and identically distributed (IID) random variables with
a general distribution. The n denotes the number of homogeneous servers. There
is an unlimited waiting space called buffer, where customers wait and can choose to
abandon if their patience times expires before their service starts. Again, the patience
times of each customer are IID and with a general distribution (the GI after the ‘+’
sign).
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Useful insights can be obtained by considering a many-server queue in limit
regimes where the number n of servers increases along with the arrival rate λn such




→ ρ as n→∞,
where the µ is the service rate of a single server (in other words, the reciprocal of
the mean service time), and ρ ∈ [0,∞). Since the abandonment ensures stability, the
limit ρ in the above need not to be less than 1. In fact, according to ρ, the limit
regimes can be divided into three classes, namely, the Efficiency-Driven (ED) regime
when ρ > 1, the Quality and Efficiency-Driven (QED) regime when ρ = 1 and the
Quality Driven (QD) regime when ρ < 1. The QED regime is also called the Halfin-
Whitt regime due to the seminal work Halfin and Whitt [28]. With this motivation,
we establish the fluid (also called law of large number) limit for the G/GI/n+GI
queue in all three regimes.
We show that the fluid model has an equilibrium, which yields approximations for
various performance quantities. These fluid approximations work pretty well in the
ED and QD regime where ρ is not that close to 1, as demonstrated in the numerical
experiments.
One of the challenges in studying many-server queues with general service times
(as well as general patience time) is that a simple Markovian analysis is not feasible. In
a system where multiple customers are processed at the same time, such as the many-
server queue, how to describe the system becomes an important issue. The number of
customers in the system does not give much information since they may all have large
remaining service times or all have small remaining service times, and this information
can affect future evolution of the system. So we choose finite Borel measures on R
to describe the state of the system. At any time t ≥ 0, instead of recording the total
number of customers in service (i.e. the number of busy servers), we record all the
remaining service times using measure Z(t). For any Borel set C ⊆ (0,∞), Z(t)(C)
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indicates the number of customers in server with remaining service time belongs to
C at that time. Similar idea applies for the remaining patience times. We first
introduce the virtual buffer, which holds all the customers who have arrived but not
yet scheduled to receive service (assuming they are infinitely patient). We record all
the remaining patience times for those in the virtual buffer using finite Borel measure
R(t) on R = (−∞,∞). At time t ≥ 0, R(t)(C) indicates the number of customers in
buffer with remaining patience time belongs to the Borel set C ⊆ R. The descriptor
(R(·),Z(·)) contains very rich information, almost all information about the system
can be recovered from it. Note that a customer with negative remaining patience
time has already abandoned. So the actual number of customers in the buffer is
Q(t) = R(t)((0,∞)) for all t ≥ 0.
More details will be discussed when we rigorously introduce the mathematical model
in Section 8. In the literature, another descriptor that keeps track of the ages of
customers in service and the ages of customers in waiting have been used, e.g. [35, 56];
The age processes have the advantage of being observable, without requiring future
information, though their analysis is often more complicated. Both age and residual
descriptions of the system often results in the same steady state insights. In this part
of the thesis, we focus on residual processes only.
The framework of using measure-valued process has been successfully applied to
study models where multiple customers are processed at the same time. Existing
works include Gromoll and Kruk [24], Gromoll, Puha and Williams [25] and Gromoll,
Robert and Zwart [26], to name a few. Most of these works are on the processor shar-
ing queue and related models where there is no waiting buffer. Recently, Zhang, Dai
and Zwart [63, 62] apply the measure-valued process to study the limited processor
sharing queue, where only limited number of customers can be served at any time
with extra customers waiting in a buffer; see also the first part of the thesis. Many
techniques in the present part of the thesis closely follows from those developed in
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[63]. There has been a huge literature on many-server queue and related models since
the seminal work by Halfin and Whitt [28]. But there are not many successes with
the case where the service time distribution is allowed to be non-exponential. One
exception is the work of Reed [48], in which fluid and diffusion limits of the customer-
count process of many server queues (without abandonment) are established where
few assumptions beyond a first moment are placed on the service time distribution.
Later, Puhalskii and Reed [46] extend the aforementioned results to allow noncritical
loading, generally distributed service times, and general initial conditions. Jelenković
et al. [32] study the many-server queue with deterministic service times; Garmarnik
and Momčilović [18] study the model with lattice-valued service times; Puhalskii
and Reiman [47] study the model with phase-type service time distributions. Man-
delbaum and Momčilović [39] study the virtual waiting time processes, and Kaspi
and Ramanan [36] study the fluid limit of measure-valued processes for many-server
queues with general service times. For the many-server queue with abandonment, a
version of the fluid model have been established as a conjecture in Whitt [55], where
a lot of insight was demonstrated, which help greatly in our work. Recently, Kang
and Ramanan also worked on the same topic and summarized their result in the
technical report [35]. Although we focus on the same topic, our work uses different
methodology from that in [35] and requires less assumptions on the service time dis-
tribution. Our approach mainly based on tracking the “residual” processes, while
[35] tracks the “age” processes for studying the queueing model. In our work, the
only assumption on the service time distribution is continuity, while the service time
distribution in [35] is required to have a density and the hazard rate function must
be bounded. Also, in our analysis, we use a fluid model which is defined in a simpler
way. This facilitates the analysis. In addition, we verify in the appendix of this thesis
(c.f. Appendix F) that our fluid model is consistent with the special case where both
service and patience times are exponentially distributed, as established in Whitt [55].
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Additional works on many-server queues with abandonment includes Dai, He and
Tezcan [13] for phase-type service time distributions and exponential patience time
distribution; Zeltyn and Mandelbaum [58] for exponential service time distribution
and general patience time distributions; Mandelbaum and Momčilović [40] for both
general service time distribution and general patience time distribution.
This part of the thesis is organized as follows: We begin in Chapter 8 by for-
mulating the mathematical model of the G/GI/n+GI queue. The dynamics of the
system are clearly described by modeling with measure valued processes; see (8.4)
and (8.5). In Chapter 9, we explore the fluid model and its properties. Chapter 10 is
devoted to establishing the convergence of stochastic process which includes the proof
of pre-compactness and the characterization of the limit as the fluid model solution.




In this chapter, we first describe the G/GI/n+GI queueing system and then dscribe
a pair of measure-valued processes that capture the dynamics of the system. On
the service side, similar as the LPS queue, we use a measure valued descriptor to
keep track of every unfinished work. The new idea in this study is to use measure
valued descriptor to keep track of residual patient time of each waiting customer. In
the following, we first introduce necessary notations and then show how to use the
measure-valued descriptors to describe the dynamics of the system.
There are n identical servers in the system. Customers arrive according to a
general stationary arrival process (the initial G) with arrival rate λ. Let ai denote
the arrive time of the ith arriving customer, i = 1, 2, · · · . Arriving customer enters
service immediately upon arrival if there is a server available. If all n servers are busy,
the arriving customer waits in a buffer, which has infinite capacity. Customers are
served in the order of their arrival by the first available server. Waiting customers may
also elect to abandon. We assume that each customer has a random patience time.
A customer will abandon immediately when his waiting time in the buffer exceeds
his patience time. Once a customer starts his service, the customer remains until
the service is completed. There are no retrials; abandoning customers leave without
affecting future arrivals.
The two GIs in the notation mean that the service times and patience times come
from two independent sequences of iid random variables; these two sequences are
assumed to be independent of the arrival process. Let ui and vi denote the patience
and service time of the ith arriving customer, i = 1, 2, · · · . In many applications such
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as telephone call centers, customers cannot see the queue (the case of invisible queues,
c.f. [41]), thus do not know the experience of other customers. In such a case, it is
natural to assume that patience times are iid. Denote F (·) and G(·) the distributions
for the patience and service times, respectively.
To describe the system using measure-valued process, we first introduce the notion
of virtual buffer. The virtual buffer holds all customers in the real buffer and some of
the abandoned customers. An abandoned customer continues to wait in the virtual
buffer when he first abandons until it were his turn for service had he not abandoned.
At this time, he leaves the virtual buffer. At any time t ≥ 0,R(t) denotes a measure in
M such that R(t)(C) is the number of customers in the virtual buffer with remaining
patience time in C ∈ B(R). Please note that this way of modeling requires R(·) to
be a measure on R, not just R+. It is clear that
Q(t) = R(t)(R+) and R(t) = R(t)(R) (8.1)
represent the number of customers waiting in the real buffer and number of customers
in the virtual buffer, respectively.
We also use a measure to describe the server. At any time t ≥ 0, Z(t) denotes
a measure in M+ such that Z(t)(C) is the number of customers in service with
remaining service time in C ∈ B(R+). Different from the virtual buffer, the servers
only hold customers with positive remaining service times, so we only care about the
subsets in R+. The quantity
Z(t) = Z(t)(R+), (8.2)
represents the number of customers in service at any time t ≥ 0.
The measure-valued (taking value in M × M2) stochastic process (R(·),Z(·))
serves as the descriptor for the G/GI/n+GI queueing model. Before we use this to
describe the dynamics of the system, let us first talk about the initial condition, since
the system is allowed to be non-empty initially. The initial state specifies R(0), the
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number of customers in the virtual buffer as well as their remaining patience times
ui and service times vi, i = 1− R(0), 2− R(0), · · · , 0. The initial state also specifies
Z(0), the number of customers in service as well as their remaining service times vi,
i = 1 − R(0) − Z(0), · · · ,−R(0). Briefly, the initial customers are given negative
index, in order not to conflict with the index of arriving customers. Those initial
customers in the buffer are also assumed to have i.i.d. service times with distribution
G(·). For each t ≥ 0, denote E(t) the number of customers that has arrived during
time interval (0, t]. Arriving customers are indexed by 1, 2, · · · according to the order
of their arrival. By this way of indexing customers, it is clear that the index of the
first customer in the virtual buffer at time t ≥ 0 is B(t) + 1, where
B(t) = E(t)−R(t). (8.3)
Denote wi the waiting time of the ith customers; then τi = ai+wi is the time that the
ith job starts service for all i ≥ 1−R(0). When i < 0, ai may be a negative number
indicating how long the ith customer had been there by time 0. We will impose some
conditions on ai’s with i < 0 later on. Let δx and δ(x,y) denote the Dirac point measure
at x ∈ R and (x, y) ∈ R2, respectively. Denote C+x = {c+x : x ∈ C} for any subset
C ⊂ R and Cx = (x,∞). For any subsets C,C ′ ⊂ R, let C ×C ′ denote the Cartesian
product. Using the Dirac measure and the above introduced notations, the evolution












δ(ui,vi)(C0 + τi − ai)× (C + t− τi),
for all C ∈ B(R+), (8.5)
at any time t ≥ 0. Denote the total number of customers in the system by
X(t) = Q(t) + Z(t) for all t ≥ 0. (8.6)
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The following policy constraints must be satisfied at any time t ≥ 0,
Q(t) = (X(t)− n)+, (8.7)
Z(t) = (X(t) ∧ n), (8.8)
where n, as introduced above, denotes the number of servers in the system.
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CHAPTER IX
FLUID MODEL AND ITS PROPERTIES
To study the stochastic model, we introduce a determinisitic fluid model. This fluid
model will be shown later to be the approximation of certain scaled stochastic pro-
cesses. Similar to the fluid model for the LPS queue, the major challenge from the
mathematical point view is the function equation (9.21), which is derived from the
fluid model.
9.1 Fluid Model
Denote the means of the marginal distributions F and G to be 1/α and 1/µ, re-
spectively. To simplify notations, let F c(·) denote the complement of the probability
distribution function F (·), i.e. F c(x) = 1 − F (x) for all x ∈ R; Gc(·) is defined





F c(x+ t− s)ds, t ≥ 0, x ∈ R, (9.1)






)Gc(x+ t− s)dB̄(s), t ≥ 0, x ∈ R+,
(9.2)
where Cx = (x,∞) and B̄(s) = λs − R̄(s). Here, all the time dependent quanities




g(s) dB̄(s) is interpreted as the Lebesgue-Stieltjes integral
on the interval (0, t]. The quantities R̄(·), Q̄(·), Z̄(·) and X̄(·) are defined in the same
way as their stochastic counterparts in (8.1), (8.2) and (8.6). The following policy
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constraints must be satisfied
Q̄(t) = (X̄(t)− 1)+, (9.3)
Z̄(t) = (X̄(t) ∧ 1). (9.4)
The fluid dynamic equations (9.1) and (9.2) and the policy constraints (9.3) and (9.4)
define a fluid model, which is denoted by (λ,H).
Denote (R̄0, Z̄0) = (R̄(0), Z̄(0)) to be the initial condition of the fluid model. For
the convenience of notations, also denote Q̄0 = Q̄(0), Z̄0 = Z̄(0) and X̄0 = Q̄0 + Z̄0.






F c(x+ s)ds, x ∈ R, (9.5)
Q̄0 = (X̄0 − 1)+, (9.6)
Z̄0 = (X̄0 ∧ 1). (9.7)
We also require that
Z̄0({0}) = 0, (9.8)
which means that nobody with remaining service time 0 stays in the server. We call
any element (R̄0, Z̄0) ∈M×M2 a valid initial condition if it satisfies (9.5)–(9.8).
We call (R̄(·), Z̄(·)) ∈ D([0,∞),M ×M2) a solution to the fluid model (λ,H)
with a valid initial condition (R̄0, Z̄0) if it satisfies the fluid dynamic equations (9.1)
and (9.2) and the policy constraints (9.3) and (9.4).
We need to assume that the patience time distribution F (·) has density f(·). Let
MF = inf{x ≥ 0 : F (x) = 1}. (9.9)
By the right continuity of F , it is clear that F (x) < 1 for all x < MF and F (x) = 1




1−F (x) x < MF ,
0 x ≥MF .
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Theorem 9.1 (Existence and Uniqueness). Assume that the service time distribution
G(·) satisfies
G(·) is continuous, (9.10)
0 < µ <∞, (9.11)
and the patience time distribution F (·) has a density f(·) such that the hazard rate
satisfies
0 < α <∞, (9.12)
sup
x∈[0,∞)
hF (x) <∞. (9.13)
There exists a unique solution to the fluid model (λ,H) for any valid initial condition
(R̄0, Z̄0).
The above theorem provides the foundation to further study the fluid model. A
key property is that the fluid model has an equilibrium state. An equilibrium state
is defined as the following:
Definition 9.1. An element (R̄∞, Z̄∞) ∈M×M2 is called an equilibrium state for
the fluid model (λ,H) if the solution to the fluid model with initial condition (R̄∞, Z̄∞)
satisfies
(R̄(t), Z̄(t)) = (R̄∞, Z̄∞) for all t ≥ 0.
This definition says that if a fluid model solution starts from an equilibrium state,
it will never change in the future. To present the result about equilibrium state, we
need to introduce some notation. For the service time distribution function G(·) on




Gc(y)dy, for all x ≥ 0.
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Theorem 9.2. Assume the conditions in Theorem 9.1. The state (R̄∞, Z̄∞) is an




F c(x+ s)ds, x ∈ R, (9.14)
Z̄∞(Cx) = min (ρ, 1) [1−Ge(x)], x ∈ R+, (9.15)
where w is a solution to the equation







Remark 9.1. If equation (9.16) has multiple solutions, then the equilibrium is not
unique (any solution w gives an equilibrium). If the equation has a unique solution
(for example when F (·) is strictly increasing), then the equilibrium state is unique.
The quantity w, when it is unique, is interpreted to be the offered waiting time
for an arriving customer. If his patience time exceeds w, he will not abandon. Thus,
the probabilty of his abandonment is given by F (w), which is equal to (ρ−1)/ρ when
ρ > 1; the latter quantity is the fraction of traffic that has to be discarded due to the
overloading. From (9.14), R̄∞(Cx) = λw for x ≤ −w. Thus, the average number of
customers in the virtual buffer is
R̄∞ = R̄∞(R) = λw,
which is consistent with Little’s law. From (9.15), the average number of busy servers
is
Z̄∞ = Z̄∞(R+) = min(ρ, 1),
which is intuitively clear. These observations and interpreprations were first made by
Whitt; these fluid model based performance measures have been used to approximate
performance measures in the stochastic system in [56].
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9.2 Existence and Uniqueness of Fluid Model Solutions
It follows from (9.1) that










Let Fe(·) denote the equilibrium distribution associated with distribution F (·) (de-








Recall the support MF defined in (9.9). It is clear that Fe(x) is strictly monotone
for x ∈ [0,MF ). Thus, F−1e (y) is well defined for each y ∈ [0, 1). When MF is finite,
Fe(MF ) = 1, and we we take F
−1
e (1) = MF . Thus, (9.17) implies that αQ̄(t)/λ ≤ 1
for all t ≥ 0, and
R̄(t)/λ = F−1e (αQ̄(t)/λ) for t ≥ 0. (9.18)
It follows from (9.2) that














Note that by (9.17), dQ̄(s) = F c( R̄(s)
λ
)dR̄(s). So



























We wish to represent the term F c( R̄(t−s)
λ













for all t ≥ 0. Note that Gc(0) = 1 by assumption (9.10). Combining (9.3), (9.4),
(9.19), and (9.20), we obtain


















For technical reason, we need to extend the domain of function F−1e (·) from [0, 1] to
[0,∞) by defining F−1e (x) = MF for all x ≥ 1. To simplify the notation, denote
ζ0(·) = Z̄0(C0 + ·) + Q̄0Gc(·) and H(x) = F c(F−1e (αλx)). It follows that










(X̄(t− s)− 1)+dG(s). (9.21)
Please note that ζ0(·) depends only on the initial condition and H(·) is a function
defined by the arrival rate λ and the patience time distribution F (·). The equation
(9.21) will serve as a key to the analysis of the fluid model.
We establish the existence and uniqueness (Theorem 9.1) of the fluid model solu-
tion. This provides the foundation on which we can further explore the properties of
the fluid model.
Existence Although we have established the existence of the solution to (9.21) in
Lemma E.1, some technical issues still exist in establishing the existence of fluid model
solution. So we can not construct a fluid model solution via the similar method as in
Chapter 3 for the LPS queues. In this thesis, we establish the existence of the fluid
model solution via fluid limits.
In Lemma 10.6, we show that every fluid limit satisfies the fluid model equations
(9.1) and (9.2) and the constraints (9.3) and (9.4). Thus this already establish the
existence.
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Uniqueness Suppose there is another solution to the fluid model (λ,H) with initial
condition (R̄0, Z̄0), denoted by (R̄†(·), Z̄†(·)). Similarly, denote
R̄†(t) = R̄†(R),
Z̄†(t) = Z̄†(R+),
for all t ≥ 0. It must satisfy the fluid dynamic equations (9.1) and (9.2) and con-








According to the algebra at the beginning of Section 3.2, X̄†(·) must satisfy equation
(9.21). By the uniqueness of the solution to the equation (9.21)
X̄†(t) = X̄(t) for all t ≥ 0.
By (9.3) and (9.18), R̄†(t) = R̄(t). By the dynamic equations (9.1) and (9.2), we
must have that
(R̄†(t), Z̄†(t)) = (R̄(t), Z̄(t)) for all t ≥ 0.
This proves uniqueness.
9.3 Equilibrium State of the Fluid Model Solution
In this section, we first intuitively explain what an equilibrium should be. Then
we rigorously prove it in Theorem 9.2. To provide some intuition, note that in the























In the equilibrium, intuitively, the number of customers in service should not change
and the distribution for the remaining service time should be the equilibrium distri-
bution Ge(·), i.e.
Z̄∞(Cx) = Z̄∞[1−Ge(x)].






The arrival rate must be equal to the summation of the departure rate from server
(due to service completion) and the one from buffer (due to abandonment), i.e.
λ = λF (
R̄∞
λ
) + Z̄∞µ. (9.22)








If R̄∞ > 0, then according to (9.23) we have Q̄∞ > 0. Thus Z̄∞ = 1 according to
policy constraints. By (9.22), ρ > 1 and R̄∞
λ
is a solution to the equation F (w) = ρ−1
ρ
.





Z̄∞ = min(ρ, 1),
where w is a solution to the equation F (w) = max(ρ−1
ρ
, 0). This is consistent with the
one in [56], which is derived from a conjecture of a fluid model. Now, we rigorously
prove this result.
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Proof of Theorem 9.2. If (R̄∞, Z̄∞) is an equilibrium state, then according to the





F c(x+ t− s)ds, t ≥ 0, (9.24)






)Gc(x+ t− s)dλs, t ≥ 0. (9.25)
It follows from (9.25) that










)[Ge(x+ t)−Ge(x)], t ≥ 0.
Taking t→∞, one has




Thus Z̄∞ = ρF
c( R̄∞
λ








First assume that R̄∞ > 0. Then Q̄∞ > 0, and thus Z̄∞ = 1 by the policy constraints
(9.3) and (9.4). Therefore, ρF c( R̄∞
λ




and ρ > 1.
Now assume that R̄∞ = 0. Then Z̄∞ = ρ, which must be less than or equal to 1 by
the policy constraints. Summarizing the cases where ρ > 1 and ρ ≤ 1, we have that
the equilibrium state must satisfy (9.14)–(9.16).
If a state (R̄∞, Z̄∞) satisfies (9.14)–(9.16), then let
(R̄(t), Z̄(t)) = (R̄∞, Z̄∞),
for all t ≥ 0. If ρ ≤ 1, then R̄(·) ≡ 0 and Z̄(·) ≡ ρ; if ρ > 1, then R̄(·) ≡ λw and
Z̄(·) ≡ 1, where w is a solution to equation (9.16). It is easy to check that (R̄(·), Z̄(·))




FLUID APPROXIMATION OF THE STOCHASTIC
MODELS
We consider a sequence of queueing systems indexed by the number of servers n, where
n→∞. Each model is defined in the same way as in Chapter 8. The arrival rate of
each model is assumed be to proportional to n. To distinguish models with different
indices, quantities of the nth model are accompanied by superscript n. Each model
may be defined on a different probability space (Ωn,Fn,Pn). Our results concern the
asymptotic behavior of the descriptor under the fluid scaling, which is defined by
R̄n(t) = 1
n
Rn(t), Z̄n(t) = 1
n
Zn(t), (10.1)






for all t ≥ 0. We assume that
Ēn(·)⇒ λ · as n→∞. (10.2)
Since the limit is deterministic, the convergence in distribution in (10.2) is equivalent







|Ēn(t)− λt| > ε
)
= 0.
Denote νnF and ν
n
G the probability measures corresponding to the patience time distri-
bution F n and the service time distribution Gn, respectively. Assume that as n→∞,
νnF → νF , νnG → νG, (10.3)
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where νF and νG are some probability measures with associated distribution functions
F and G. Also, the following initial condition will be assumed:
(R̄n(0), Z̄n(0))⇒ (R̄0, Z̄0) as n→∞, (10.4)
where, almost surely, (R̄0, Z̄0) is a valid initial condition and
R̄0 and Z̄0 has no atoms. (10.5)
Theorem 10.1. In addition to the assumptions (9.10)–(9.13) in Theorem 9.1, if the
sequence of multi-server queues satisfies (10.2)–(10.5), then
(R̄n(·), Z̄n(·))⇒ (R̄(·), Z̄(·)) as n→∞,
where, almost surely, (R̄(·), Z̄(·)) is the unique solution to the fluid model (λ,H) with
initial condition (R̄0, Z̄0).
10.1 Precompactness
We first establish the following precompactness for the sequence of fluid scaled stochas-
tic processes {(R̄n(·), Z̄n(·))}.
Theorem 10.2. Assume (4.8)–(4.15). The sequence of the fluid scaled stochastic
processes {(R̄n(·), Z̄n(·))}N∈N is precompact as n→∞; namely, for each subsequence
{(R̄nk(·), Z̄nk(·))}nk with nk →∞, there exists a further subsequence {(R̄
nkj (·), Z̄nkj (·))}nkj
such that
(R̄nkj (·), Z̄nkj (·))⇒ (R̃(·), Z̃(·)) as j →∞,
for some (R̃(·), Z̃(·)) ∈ D([0,∞),M×M+).
The remaining of this section is devoted to proving the above theorem. By
Theorem 3.7.2 in [17], it suffices to verify (a) the compact containment property,
Lemma 10.2 and (b) the oscillation bound, Lemma 10.5 below.
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Similar to (2.3), let
Bn(t) = En(t)−Rn(t). (10.6)






δuni (C + t− a
n
i ), for all C ∈ B(R), (10.7)






δ(uni ,vni )(C0 + τ
n
i − ani )× (C + t− τni ),
for all C ∈ B(R+),
(10.8)
for all 0 ≤ s ≤ t.
10.1.1 Some Preliminary Estimates
To better structure the presentation, we first present some preliminary results, which
are built on the Glivenko-Catelli estimates inn Appendix D.
For each n, let {uni }i∈Z be a sequence of i.i.d. random variables with probability
measure νnF (·), let {uni }i∈Z be a sequence of i.i.d. random variables with probability
measure νnG(·). For any n,m ∈ Z and l ∈ R+, define

















δ(uni ,vni ), (10.11)
where δx denotes the Dirac measure of point x on R and δ(x,y) denotes the Dirac
measure of point (x, y) on R × R. So L̄nF (m, l) and L̄nG(m, l) are measures on R and
L̄nF,G(m, l) is a measure on R× R.
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Denote Cx = (x,∞), for all x ∈ R. We define two classes of testing functions by
V = {1Cx(·) : x ∈ R} ,
V2 =
{
1Cx×Cy(·, ·) : x, y ∈ R
}
.
It is clear that V is a set of functions on R and V2 is a set of functions on R×R. Define
an envelop function for V as follows. Since νnF → νF , by Skorohod representation
theorem, there exists random variables Xn (with law νnF ) and X (with law νF ), such





Let ν∗F be the law of X
∗. Since L2(ν
∗
F ) (the space of square integrable functions with
respect to the measure ν∗F ) contains continuous unbounded functions, there exists a
continuous unbounded function fνF : R+ → R that is increasing, satisfies fνF ≥ 1 and
〈f 2νF , νF 〉 <∞. Similarly, based on the weak convergence ν
n
G → νG, we can construct
a function fνG that is increasing, satisfies fνG ≥ 1 and 〈f 2νG , νG〉 < ∞. Now, define
function f̄ : R+ → R by f̄(x) = min (fνF (x), fνG(x)) and function f̄2 : R+ × R+ → R
by f̄2(x, y) = min (fνF (x), fνG(y)) for all x, y ∈ R+. Note that we have to following
properties,
f̄ is increasing and unbounded, (10.12)
f ≤ f̄ for all f ∈ V , (10.13)
f ≤ f̄2 for all f ∈ V2. (10.14)
So we call f̄ and f̄2 the envelop function for V and V2 respectively. Finally, let
V̄ = {f̄} ∪ V and V̄2 = {f̄2} ∪ V2.
Lemma 10.1. Assume that
νnF → νF , νnG → νG as n→∞.
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∣∣∣〈f, L̄nF,G(m, l)〉 − l〈f, (νnF , νnG)〉∣∣∣ > ε
)
< η.
This kind of results have been widely used in the study of measure valued pro-
cesses, see [24, 26, 63]. The proof of the first two inequalities in the above lemma
follows exactly the same way as the one for Lemma B.1 in [63], and the proof of the
third inequality in the above lemma follows exactly the same as the one for Lemma 5.1
in [26]. We omit the proof for brevity. By the same reasoning as for Lemma 4.1, there
exists a function εGC(·), which vanishes at infinity such that the ε and η in the above
lemma can be replaced by the function εGC(n) for each index n. Based on this, we



























∣∣∣〈f, L̄nF,G(m, l)〉 − l〈f, (νnF , νnG)〉∣∣∣ ≤ εGC(n)}.
(10.15)
It is clear that for any fixed M,L > 0,
lim
n→∞
P (ΩnGC(M,L)) = 1. (10.16)
Intuitively, on the event ΩnGC(M,L) (whose probability goes to 1 as n → ∞ for
any fixed constants M,L), the measures L̄nF (m, l), L̄nG(m, l) and L̄nF,G(m, l) are very









A set K ⊂M is relatively compact if supξ∈K ξ(R) <∞, and there exists a sequence






where Acj denotes the complement of Aj; see [33], Theorem A7.5. The first major step
to prove Theorem 10.2 is to establish the following compact containment property.
Lemma 10.2. Assume (4.8)–(4.15). Fix T > 0. For each η > 0 there exists a





(R̄n(t), Z̄n(t)) ∈ K×K for all t ∈ [0, T ]
)
≥ 1− η.
To prove this result, we first need to establish some bound estimations. For the
convenience of notation, denote Ēn(s, t) = Ēn(t) − Ēn(s) for any 0 ≤ s ≤ t. Fix
T > 0. It follows immediately from condition (4.8) that for each ε > 0 there exists





|Ēn(s, t)− λ(t− s)| < ε
)
≥ 1− ε. (10.17)
To facilitate some arguments later on, we derive the following result from the above
inequality.






|Ēn(s, t)− λ(t− s)| < εE(n)
)
≥ 1− εE(n),
for each n ≥ 0.
The derivation of the above lemma from (10.17) follows the same as the proof of
Lemma 4.1. We omit the proof for brevity. Based on the above lemma, we construct
the following event,
ΩnE = { sup
t∈[0,T ]
|Ēn(s, t)− λ(t− s)| < εE(n)}. (10.18)
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We have that on this event, the arrival process is regular, i.e. Ēn(s, t) is “close” to
λ(t− s). And this event has “large” probability, i.e.
lim
n→∞
P (ΩnE) = 1. (10.19)
Proof of Lemma 10.2. By the convergence of the initial condition (4.13), for any ε >





R̄n(0) ∈ K0 and Z̄n(0) ∈ K0
)
> 1− ε. (10.20)
Denote the event in the above probability by Ωn0 . On this event, by the defini-
tion of relatively compact set in the space M, there exists a function κ0(·) with
limx→∞ κ0(x) = 0 such that
R̄n(0)(Cx) ≤ κ0(x), Z̄n(0)(Cx) ≤ κ0(x), (10.21)
and
R̄n(0)(C−x ) ≤ κ0(x), (10.22)
for all x ≥ 0, where C−x = (−∞,−x) for any y ∈ R. (Remember that Z̄n(0) is a
measure on R+, so we do not need to consider its measure of C−x .) It is clear that on





where the last inequality is due to the fact that Zn(·) ≤ n. Again, by the definition of
relative compact set in M, we have that supn R̄n(0)(R) = M0 < ∞. It follows from
the dynamic equation (10.7) and (10.8) that for all x > 0,













Denote L̄n1 (t) = 1n
∑En(t)






i=1 δvni . Let us first study these two
terms. Recall the definition of the event ΩnGC(M,L) and the envelope function f̄
(which increases to infinity) in (10.15). For the application here, it is enough to set
M = 1 and L = 2λT . On the event ΩnE ∩ ΩnGC(M,L), we have





δuni 〉 ≤ 2λT 〈f̄ , νF 〉+ 1,
for all large enough n. Similarly, on the same event we have that





δvni 〉 ≤ 2λT 〈f̄ , νG〉+ 1,
for all large enough n. Denote MB = 2λT max(〈f̄ , νF 〉, 〈f̄ , νG〉) + 1. By Markov’s
inequality, for all x > 0 (again, on the same event and for all large n)
L̄n1 (t)(Cx) < Mb/f̄(x), L̄n2 (t)(Cx) < Mb/f̄(x).
Unlike the measure Z(t) ∈ M+, the measure R(t) ∈ M. So we need to consider all
the test set C−x = (−∞,−x) for x ≥ 0. The following inequality again follows from
(10.7),








Note that if we take x > T , then δuni (C
−
x + t) = 0. So we have that
R̄n(t)(C−x ) ≤ R̄n(0)(C−x + T ) = R̄n(0)(C−x−T ), for all t ≤ T. (10.23)
Now, define the set K ⊂M by
K =
{
ξ ∈M :ξ(R) < 1 +M0 + 2λT,
ξ(Cx) < κ0(x) +Mb/f̄(x) for all x > 0,
ξ(C−x ) ≤ κ0(x− T ) for all x ≥ T
}
.
It is clear that K is relatively compact and on the event ΩnE ∩ ΩnGC(M,L) ∩ Ωn0 ,
(R̄n(t), Z̄n(t)) ∈ K×K for all t ∈ [0, T ].
The result of this lemma then follows immediately from (10.19), (10.20) and (10.16).
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10.1.3 Oscillation Bound
The second major step to prove precompactness is to obtain the oscillation bound
in Lemma 10.5 below. The oscillation of a càdlàg function ζ(·) (taking values in a
metric space (E, π)) on a fixed interval [0, T ] is defined as
wL(ζ(·), δ)T = sup
s,t∈[0,T ],|s−t|<δ
π[ζ(s), ζ(t)].
If the metric space is R, we just use the Euclidean metric; if the space is M or M+, we
use the Prohorov metric d defined in Section 1.4. For the measure-valued processes
in our model, oscillations mainly result from sudden departures of a large number of
customers. To control the departure process, we show that Z̄n(·) and R̄n(·) assign
arbitrarily small mass to small intervals.
Lemma 10.4. Assume (9.10), (10.2)–(10.5). Fix T > 0. For each ε, η > 0 there









Z̄n(t)([x, x+ κ]) ≤ ε
)
≥ 1− η. (10.24)







Z̄n(0)([x, x+ κ]) ≤ ε/2
)
≥ 1− η. (10.25)
This inequality is derived from the initial condition. The derivation is exactly the
same as in the proof of (5.14) in [63], so we omit it here for brevity.
Now we need to extend this result to the interval [0, T ]. Denote the event in
(10.25) by Ωn0 , and the event in Lemma 10.2 by Ω
n
C(K). Fix M = 1 and L = 2λT ,
Let
Ωn1 (M,L) = Ω
n
0 ∩ ΩnC(K) ∩ ΩnE ∩ ΩnGC(M,L). (10.26)
By (10.25), Lemma 10.2, (10.19) and (10.16), for any fixed M,L > 0,
lim inf
n→∞
P (Ωn1 (M,L)) ≥ 1− η.
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In the remainder of the proof, all random objects are evaluated at a fixed sample
path in Ωn1 (M,L).
It follows from the fluid scaled stochastic dynamic equation (10.8) that






δvni ([x, x+ κ] + t− τ
n
i ),
for each x, κ ∈ R+. By (10.25), the first term on the right hand side of the above
equation is always upper bounded by ε/2. Let S denote the second term on the right
hand side of the preceding equation. Now it only remains to show that S < ε/2.
Let 0 = t0 < t1 < · · · < tJ = t be a partition of the interval [0, t] such that
|tj+1 − tj| < δ for all j = 0, · · · , J − 1, where δ and N are to be chosen below. Write








δvni ([x, x+ κ] + t− τ
n
i ).
Recall that τni is the time that the ith job starts service, so on each sub-interval
[tj, tj+1] those i’s to be summed must satisfy tj ≤ τni ≤ tj+1. This implies that









δvni ([x+ t− tj+1, x+ t− tj + κ]).
By (10.6), we have for all j = 0, · · · , J − 1
−R̄n(0) ≤ B̄n(tj) ≤ Ēn(T ),
0 ≤ B̄n(tj+1)− B̄n(tj) ≤ Ēn(T ) + R̄n(0).
By Lemmas 10.2 and 4.1, R̄n(0) < M0 and Ē
n(T ) ≤ 2λT on ΩnC(K) ∩ ΩnE for some
constant M0. Take M = max(M0, 2λT ) and L = M0 + 2λT , it follows from the
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for each j < J . By condition (10.3), for any ε2 > 0,
d[νnG, νG] < ε2,
for all large n. By the definition of Prohorov metric, we have
νnG([x+ t− tj+1, x+ t− tj + κ]) ≤ νG([x+ t− tj+1 − ε2, x+ t− tj + κ+ ε2]),
for all large n. Since [x + t − tj+1 − ε2, x + t − tj + κ + ε2] is a close interval with
length less than κ+ δ + 2ε2, by condition (9.10), we can choose κ, δ, ε2 small enough
such that




Thus, we conclude that
S ≤ ε
4J
[B̄n(T )− B̄n(0)] + ε
4
≤ ε/2.
This completes the proof.
Lemma 10.5. Assume (9.10), (10.2)–(10.5). Fix T > 0. For each ε, η > 0 there





wL((R̄n, Z̄n)(·), δ)T ≤ 3ε
)








Z̄n(t)([x, x+ κ]) ≤ ε
}
.





ΩnE ∩ ΩnReg(ε, κ)
)
> 1− η. (10.28)
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On the event ΩnE ∩ΩnReg(ε, κ), we have some control over the dynamics of the system.
First, note that the number of customers (in the virtual buffer, including those who
have abandoned but ought to get service if they did not) that enter the server during
time interval (s, t] can be upper bounded by
B̄n(s, t) ≤ Ēn(s, t) + Z̄n(s)([0, t− s]).
When t− s ≤ min( ε
2λ
, κ), by the definition of ΩnE and Ω
n
Reg(ε, κ), we have
Ēn(s, t) ≤ ε (10.29)
B̄n(s, t) ≤ 2ε. (10.30)
Second, by the dynamic equation (10.7), for any s < t and any set C ∈ B(R),






[δuni (C + t− a
n
i )− δuni (C
3ε + s− ani )],
where Ca is the a-enlargement of the set C as defined in Section 1.4. Note that when
t− s ≤ 3ε, C+ t−ani ⊆ C3ε + s−ani for all i ∈ Z, which implies that the second term
in the above inequality is less than zero. By (10.29) and (10.30),
R̄n(t)(C)− R̄n(s)(C3ε)) ≤ 3ε.
By Property (ii) on page 72 in [5], we have
d[R̄n(t), R̄n(s)] ≤ 3ε. (10.31)
Finally, by the dynamic equation (10.8),
Z̄n(t)(C) ≤ Z̄n(s)(C + t− s)) + B̄n(s, t).
Note that when t− s ≤ 2ε, C + t− s ⊆ C2ε, where Ca is the a-enlargement of the set
C as defined in Section 1.4. By (10.30), we have
Z̄n(t)(C) ≤ Z̄n(s)(C2ε) + 2ε.
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By Property (ii) on page 72 in [5], we have
d[Z̄n(s), Z̄n(t)] ≤ 2ε. (10.32)
The result of this lemma follows immediately from (10.28), (10.31) and (10.32).
10.2 Convergence to the Fluid Model Solution
We have established the precompactness in Theorem 10.2. So every subsequence of
the fluid scaled processes has a further subsequence which converges to some limit.
For simplicity of notations, we index the convergent subsequence again by n. So we
have that
(R̄n(·), Z̄n(·))⇒ (R̃(·), Z̃(·)) as n→∞. (10.33)
By the oscillation bound in Lemma 10.5, the limit (R̃(·), Z̃(·)) is almost surely con-
tinuous. We have the following result that further characterizes the above limit.
Lemma 10.6. Assume (9.10)–(9.13) and (10.2)–(10.5). The limit (R̃(·), Z̃(·)) in
(10.33) is almost surely the solution to the fluid model (λ,H) with initial condition
(R̄0, Z̄0).
The rest of this section is devoted to characterizing the limits. To better structure
the proof, we first provide some preliminary estimates based on the dynamic equations
(10.7) and (10.8).
Lemma 10.7. Let {tj}Jj=0 be a partition of the interval [s, t] such that s = t0 < t1 <

















δuni (Cx + t− tj+1)− |Ē
n(s)− B̄n(t)|. (10.35)
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If in addition that supτ∈[s,t] |Ēn(τ)− λτ | < ε, then for any x > 0,











)δvni (Cx + t− tj),
(10.36)











)δvni (Cx + t− tj+1),
(10.37)
where R̄nL,j = inft∈[tj ,tj+1] R̄
n(t) and R̄nU,j = supt∈[tj ,tj+1] R̄
n(t).
Proof. Note that 0 ≤ δuni (C) ≤ 1 for any Borel set C and any random variable u
n
i .




δuni (C + t− a
n
i )
∣∣∣ ≤ |Ēn(s)− B̄n(t)|.
For those i’s such that En(tj) < i ≤ En(tj+1), we have that
tj < a
n
i ≤ tj+1. (10.38)
This implies that Cx + t− ai ⊆ Cx + t− tj. So we have
En(tj+1)∑
i=1+En(tj)
δuni (Cx + t− ai) ≤
En(tj+1)∑
i=1+En(tj)
δuni (Cx + t− tj).
This establishes (10.34). Also, (10.38) implies Cx + t− tj+1 ⊆ Cx + t− ai. So (10.35)
follows in the same way.




Note that R̄n(τni ) = Ē
n(τni )− Ēn(ani ) for each i. So, by the closeness between Ēn(·)
and λ·, we have
|R̄n(τni )− λ(τni − ani )|




R̄nL,j − 2ε ≤ λ(τni − ani ) ≤ R̄nU,j + 2ε,














This implies (10.36). And (10.37) can be proved in the same way.
Recall the notations L̄n(m, l), L̄np (m, l) and L̄nS(m, l) are defined in (10.9)–(10.11)
in the appendix. Using these notations, Lemma 10.7 can be written as the following:
Lemma 10.8. Let {tj}Jj=0 be a partition of the interval [s, t] such that s = t0 < t1 <








〈1(Cx+t−tj+1), L̄np (En(tj), Ēn(tj, tj+1)〉 − |Ēn(s)− B̄n(t)|. (10.40)
If in addition that supτ∈[s,t] |Ēn(τ)− λτ | < ε, then for any x > 0,











, L̄n(Bn(tj), B̄n(tj, tj+1))〉,
(10.41)











, L̄n(Bn(tj), B̄n(tj, tj+1))〉.
(10.42)
Fix a constant T > 0 and let M = 1 and L = 2λT . Denote the random variable






∣∣L̄n(m, l)(Cx × Cy)− lνnF (Cx)νnG(Cy)∣∣
+





By Lemma D.2, for any fixed constants M,L > 0,
V̄ nM,L ⇒ 0 as n→∞.
By the assumption (10.2), we have
Ēn(·)⇒ λ · as n→∞.
Since both the above two limits are deterministic, those convergences are joint with
the convergence of (R̄n(·), Z̄n(·)). Now, for each n ≥ 1, we can view (Ēn(·), R̄n(·), Z̄n(·), VM,L)
as a random variable in the space E1, which is the product space of three D([0,∞),R)
spaces and the space R. And (L̄n(m, ·), L̄nF (m, ·), L̄nG(m, ·) : m ∈ Z) in the prod-
uct space E2 of countable many D([0,∞),M) spaces. It is clear that both E1
and E2 are complete and separable metric spaces. Using the extension of Skoro-
hod representation Theorem, Lemma F.1, we assume without loss of generality that
Ēn(·), R̄n(·), Z̄n(·), V̄ nM,L, L̄n(m, ·), L̄nF (m, ·), L̄nG(m, ·),m ∈ Z, and (R̃(·), Z̃(·)) are de-
fined on a common probability space (Ω̃, F̃ , P̃) such that, almost surely,(




(R̃(·), Z̃(·)), 0, λ ·
)
as n→∞, (10.44)
and inequalities (10.39)–(10.42) and equation (10.43) also hold almost surely. Note
that the convergence of each function component in the above is in the Skorohod J1
topology. Since the limit is continuous, the convergence is equivalent to the conver-
gence in the uniform norm on compact intervals. Thus as n→∞,
sup
t∈[0,T ]
d[R̄n(t), R̃(t)]→ 0, (10.45)
sup
t∈[0,T ]
d[Z̄n(t), Z̃(t)]→ 0, (10.46)
sup
t∈[0,T ]
∣∣Ēn(t)− λt∣∣→ 0. (10.47)
Same as on the original probability space, let
R̄n(·) = 〈1, R̄n(·)〉, Q̄n(·) = 〈1(0,∞), R̄n(·)〉,
Z̄n(·) = 〈1, Z̄n(·)〉, X̄n(·) = Q̄n(·) + Z̄n(·),
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and
B̄n(·) = Ēn(·)− R̄n(·).
According to (10.45) and (10.47), we have
sup
t∈[0,T ]
∣∣B̄n(t)− B̃(t)∣∣→ 0. (10.48)
For each n, let Ω̃n,2 be an event of probability one on which the stochastic dynamic
equations (10.7) and (10.8) and the policy constraints (8.7) and (8.8) hold. Define
Ω̃0 = Ω̃1∩(∩∞n=0Ω̃nn,2), where Ω̃1 is the event of probability one on which (10.44) holds.
Then Ω̃0 also has probability one. Based on Lemma 10.7 and the above argument
using Skorohod Representation theorem, we can now prove Lemma 10.6.
Proof of Lemma 10.6. For any t ≥ 0, fix a constant T > t. Let us now study
(R̃(·), Z̃(·)) on the time interval [0, T ]. It is enough to show that on the event Ω̃0,
(R̃(t), Z̃(t)) satisfies the fluid model equation (9.1)–(9.2) and the constraints (9.3)–
(9.4). Assume for the remainder of this proof that all random objects are evaluated
at a sample path in the event Ω̃0.





F c(x+ t− s)dλs




F c(x+ t− s)dλs,
where Cεx is the ε-enlargement of the set Cx as defined in Chapter 1.4, which is





F c(x+ t− s)dλs










F c(x+ t− s)dλs,
(10.49)
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where {tj}Jj=0 is a partition of the interval [t0, t] such that t0 < t1 < . . . < tJ = t and
maxj(tj+1 − tj) < δ for some δ > 0. By the definition of Prohorov metric and the
convergence in (10.45), the first term on the right hand side of (10.49) is bounded by
ε for all large n. By (10.45) and (10.47)
|B̄n(t)− Ēn(t0)| = |Ēn(t)− R̄n(t)− Ēn(t0)|
≤ |Ēn(t)− λt|+ |R̄n(t)− R̃(t)|+ |Ēn(t0)− λt0| < 3ε,
















F c(x+ t− s)dλs,
(10.50)
















F c(x+ t− s)dλs,
(10.51)
for all large n. Note that for each j, we have
〈1(Cx+t−tj), L̄np (En(tj), Ēn(tj, tj+1)〉
≤ 〈1(Cx+t−tj), L̄np (En(tj), λ(tj+1 − tj) + 2ε〉
≤ [λ(tj+1 − tj) + 2ε]νnF (Cεx + t− tj) + ε
≤ [λ(tj+1 − tj) + 2ε][νF (Cx + t− tj) + ε] + ε
≤ λ(tj+1 − tj)νF (Cx + t− tj) + (3 + λδ)ε
for all large n, where the first inequality is due to (10.47), the second one is due to
(10.44) (the component of V̄ nM,L), the third one is due to (10.3), and the last one is
due to algebra. Similarly, we can show that
〈1(Cx+t−tj+1), L̄np (En(tj), Ēn(tj, tj+1)〉
≥ λ(tj+1 − tj)νF (Cx + t− tj+1)− (3 + λδ)ε
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for all large n. Note that
∑J−1
j=0 λ(tj+1− tj)F c(x+ t− tj) and
∑J−1
j=0 λ(tj+1− tj)F c(x+




which converge to the integration as n→∞. So by (10.50) and (10.51), we have that




F c(x+ t− s)dλs
∣∣ ≤ (3 + λδ)Jε+ 5ε.




F c(x+ t− s)dλs = 0 since ε in the above can be
arbitrary. This verifies (9.1).





)Gc(x+ t− s)d[λs− R̃(s)]
∣∣∣
≤ |Z̃(t)(Cx)− Z̄n(t)(Cεx)|+ |Z̃0(Cx + t)− Z̄n(0)(Cεx + t)|
+





)Gc(x+ t− s)d[λs− R̃(s)]
∣∣∣,
(10.52)
where the above inequality is due to the fluid scaled stochastic dynamic equation
(10.8). Again, by the definition of Prohorov metric and the convergence in (10.46),
each of the first two terms on the right hand side in the above inequality is less
than ε for all large n. Let {tj}Jj=0 be a partition of the interval [0, t] such that
0 = t0 < t1 < . . . < tJ = t and maxj(tj+1 − tj) < δ for some δ > 0. Let
R̃U,j = sup
t∈[tj ,tj+1]
R̃(t), R̃L,j = inf
t∈[tj ,tj+1]
R̃(t).
By (10.45), we have that
|R̄nU,j − R̃U,j| ≤ ε, |R̄nL,j − R̃L,j| ≤ ε,
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, L̄n(Bn(tj), B̃(tj+1)− B̃(tj) + 2ε)〉





x + t− tj) + ε






][νG(Cx + t− tj) + ε] + ε
for all large n, where the first inequality is due to (10.48), the second one is due to
(10.44) (the component of V̄ nM,L), the third one is due to (10.3). Let MB be a finite
upper bound of B̃(tJ)− B̃(t0), the above inequality can be further bounded by
[B̃(tj+1)− B̃(tj)]νF (C0 +
R̃L,j
λ












, L̄n(Bn(tj), B̄n(tj, tj+1))〉
≥ [B̃(tj+1)− B̃(tj)]νF (C0 +
R̃L,j
λ





















t− s)dB̃(s), which converge to the integration as n→∞. So, by (10.41) and (10.42),






∣∣∣ ≤ ( 3
λ
+2)MBε+3ε+ ε.
In summary, the right hand side of (10.52) can be bounded by a finite multiple of ε.
We conclude that the left hand side of (10.52) must be 0 since it does not depend on
ε, which can be arbitrary. This verifies (9.2).
150
The verification of fluid constrains (9.3) and (9.4) is quite straightforward. Basi-
cally, it is just passing the fluid scaled stochastic constraints
Q̄n(t) = (X̄n(t)− 1)+,
Z̄n(t) = (X̄n(t) ∧ 1),




Lemma A.1. Suppose F (0) < 1, ρ > 0 and h(·) is a càdlàg function. There exists a
b > 0 (only depending on ρ and F ) such that the two-side convolution equation (3.23)
x(u) = h(u) +
∫ u
0




has a unique solution x(·) on [0, b]. Furthermore, x(·) is càdlàg.
Proof. The space D([0, b],R) (all real valued càdlàg functions on [0, b], c.f. Section 1.4)
is a subset of the Banach space of bounded, measurable functions on [0, b], equipped
with the sup norm. One can check that this subset is closed in the Banach space.
Thus, the space D([0, b],R) itself, equipped with the uniform metric υb (defined in
Section 1.4), is complete.
Since F (0) < 1, there exists b > 0 such that
κ := ρFe(b) + F (b) < 1.
For any y ∈ D([0, b],R), define Ψ(y) by
Ψ(y)(u) = h(u) + ρ
∫ u
0




for any u ∈ [0, b]. By convention, the integration
∫ u
0




y(u− v)dF (v) (c.f. Page 43 in [10]).
First, we show that Ψ is a mapping from D([0, b],R) to D([0, b],R). Since the




y(u−v)dF (v) is a càdlàg function for any càdlàg function y and distribution
function F . By Theorem 12.2.2 in [54], there exists a sequence of piece-wise constant
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càdlàg functions yn such that υb[yn, y]→ 0 as n→∞. By piece-wise constant càdlàg,
we mean a function of the form
J−1∑
j=0
cj1[aj ,bj) + cJ1[aJ ,b],
where cj ∈ R, aj, bj ∈ [0, b] with aj < bj for all j = 0, . . . , J − 1 and aJ < b. Note
that the convolution of indicator function 1[aj ,bj),∫ u
0
1[aj ,bj)(u− v)dF (v)
equals 0 if u < aj, equals F (u−aj)−F (0) if u ∈ [aj, bj) and equals F (u−aj)−F (u−bj)
if u ≥ bj. Since F is càdlàg, the convolution of 1[ai,bj) is also càdlàg. Similarly, the
convolution of indicator function 1[aJ ,b],∫ u
0
1[aJ ,b](u− v)dF (v)
equals 0 if u < aJ and equals F (u− aJ)− F (0) if u ∈ [aJ , b]. Again, this convolution
is a càdlàg function. It is now easy to see that zn(u) =
∫ u
0
yn(u− v)dF (v) is a càdlàg
function for each n since it is a linear combination of càdlàg functions. For any n, we
have that








υb[yn, y]dF (v) ≤ F (u)υb[yn, y].
So υb[yn, y] → 0 implies that υb[zn, z] → 0. Since the space D([0, b],R) is complete
under the uniform metric, the limit z is a càdlàg function.

























Since κ < 1, the mapping Ψ is a contraction.
By the contraction mapping theorem (c.f. Theorem 3.2 in [30]), Ψ has a unique
fixed point x, i.e. x = ψ(x). This implies that x is the unique solution to equation
(3.23).
Lemma A.2. Assume the same condition as in Lemma A.1. Let x(·) ∈ D([0, a],R)
be the solution to equation (3.23) on some interval [0, a] with F (a) < 1 . If h(·)
satisfies the following condition
h(u) = (h(0) ∧K)[1−G(u)] + (h(0)−K)+[1− F (u)], (A.1)
where h(0) ≥ 0, F (·) is the same probability distribution function as in (3.23) and




(x(v) ∧K)dv − (x(u)−K)+
is non-decreasing in u on the interval [0, a].




z(v)dv − q(u) (A.2)
for all u ∈ [0, a]. We need to show that b(·) is an non-decreasing function on the
interval [0, a]. It follows from the definition of Fe(·) that ρ
∫ u
0








z(v)F (u− v)dv. Plugging it into (3.23) gives










































According to the definition of b(·) in (A.2), we have
b(u) = z(u)− h(u) +
∫ u
0
b(u− v)dF (v). (A.3)
It now remains to use (A.2) and (A.3) to argue that b(·) is non-decreasing on
the interval [0, a], i.e. for any u, u′ ∈ [0, a] > 0 with u ≤ u′, we have b(u) ≤ b(u′).
Applying (A.3), we have
b(u′)− b(u) = z(u′)− z(u)− [h(u′)− h(u)] +
∫ u′
0








b(u′ − v)dF (v) +
∫ u
0
[b(u′ − v)− b(u− v)]dF (v).
Note that by condition (A.1), we have
−[h(u′)− h(u)] = −(h(0) ∧K)[G(u)−G(u′)]− (h(0)−K)+[F (u)− F (u′)]
= (h(0) ∧K)[G(u′)−G(u)]− b(0)[F (u′)− F (u)],
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where the last equation is due to (3.23) and (A.2). So




[b(u′ − v)− b(0)]dF (v) +
∫ u
0
[b(u′ − v)− b(u− v)]dF (v).
(A.4)
Since b ∈ D([0, a],R), according to Theorem 6.2.2 in the supplement of [54], it is




If z(u′) < K, then q(u′) = 0. Thus, by (A.2),









[b(u′ − v)− b(0)]dF (v) +
∫ u
0




b∗dF (v) = b∗F (u′).
Summarizing both cases, we have
b(u′)− b(u) ≥ min(0, b∗F (u′))
for all u, u′ ∈ [0, a] > 0 with u ≤ u′. Suppose that b∗ < 0, taking the infimum on both
sides over the set {(u, u′) ∈ [0, a] × [0, a] : u ≤ u′} gives b∗ ≥ F (a)b∗. This implies
that [1−F (a)]b∗ ≥ 0. Since F (a) < 1, it contradicts to that b∗ < 0. So we must have
b∗ ≥ 0, this implies that b(·) is non-decreasing on [0, a].
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APPENDIX B
A KEY RENEWAL THEOREM WITH UNIFORM
CONVERGENCE
Let H denote the set of non-increasing functions h : [0,∞)→ R+ which are uniformly
integrable. In this section, we show the following uniform convergence of the key
renewal theorem.
Lemma B.1. Assume that F is a non-lattice probability distribution function with
finite mean β, and U is the associated renewal function. For each ε > 0 there exists







Proof. The gap between h ∗ U(x) and
∫∞
0








The first term in (B.1) converges to 0 uniformly for all h ∈H by uniform integrability.
For any x > 0 and N ∈ N, let Nx = bx−Nc. Then for all x > N the second term























] ≤ h(x−N)CN,F ,
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for some CN,F since h(·) is non-increasing. By uniform integrability, for any ε > 0,
there exist an xH such that when x ≥ xH ,
In1 (x) ≤ εCN,F ,
where CN,F only depends on F and N . By Blackwell’s renewal theorem (cf. The-
orem 4.4 in Chapter 5 of [2]), for each ε > 0 there exists an N > 0 such that
|U(x+ 1)− U(x)− 1
β
| < ε whenever x > N . So


















since h(·) is non-increasing and Nx = bxNc. By uniform integrability, we can choose
N big enough such that
∫ x−1
N−2 h(y)dy ≤ ε for all h ∈H . Choose xF,H = max(N, xH ),
then for all x ≥ xF,H we have
In1 (x) + I
N
2 (x) ≤ (CN,F + ε)ε.
This completes the proof.
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APPENDIX C
SOME RESULTS ON THE PROHOROV METRIC
We prove some results on the Prohorov Metric. They are used in Chapter 5.
Lemma C.1. Let µ and µ1 be finite Borel measures on [0,∞). Denote Ay = (y,∞)
for all y ≥ 0. Let M = 〈χ, µ〉. For all 0 < ε < 1 if
sup
y≥0
|µ(Ay)− µ1(Ay)| < ε, (C.1)
then
d[µ, µ1] < (M + 2)ε
1/3.
Proof. Let α, β be positive constants to be determined later. Note that by Markov’s
inequality
µ(ε−α,∞) ≤Mεα.
For any real number a, denote Ia = (a, a+ ε
β]. Condition (C.1) implies that
sup
a∈R+
|µ(Ia)− µ1(Ia)| < 2ε.
For any Borel set A ⊂ [0,∞), there exist a1, · · · , aN such that
A ∩ [0, ε−α] ⊂ ∪Ni=1Iai ,









is the εβ-enlargement of the set defined in Section 1.4. So we have





) + 2ε1−α−β +Mεα.
Now choose α = β = 1/3 to obtain
µ(A) ≤ µ1(A(M+2)ε
1/3
) + (M + 2)ε1/3.
The result of this lemma now follows from Property (ii) on page 72 in [5].
Lemma C.2. Suppose µ1 and µ are finite Borel measures on R+ satisfying
d[µ1, µ] < ε < 1, (C.2)
and 〈χ1+q, µ1〉 < M , 〈χ1+q, µ〉 < M for some positive constants q and M , then
|〈χ, µ1〉 − 〈χ, µ〉| ≤ ε1/2 + 2Mεq/2.
Proof. By Markov inequality, µ1(Ax) ≤ Mx1+q and µ(Ax) ≤
M
x1+q
for all x ≥ 0. For any
C > 0, we have the following inequality


























For any r, consider the sequence of i.i.d random variables {vri }∞i=−∞ with law νr. In our
setting, those vri ’s with i ≥ 1 correspond to the service requirement of the arriving
jobs in the rth system; those with i ≤ 0 correspond to the service requirement of







The objective of this section is to obtain the Glivenko-Cantelli Estimate, Lemma D.2
below, for η̄r(n, l). Very similar result was shown in Lemma 4.7 [24]. For completeness,
the proof which follows the one in [24] is provided here.
To present the result, we introduce some notions from empirical process theory.
Our primary references are [24] and [53].
A collection C of subsets of R2 shatters an n-point subset {x1, · · · , xn} ⊂ R+ if
the collection {C ∩ {x1, · · · , xn} : C ∈ C} has cardinality 2n. In this case, we say that
C picks out all subsets of {x1, · · · , xn}. The Vapnik-Červonenkis index (VC-index)
of C is
VC = min{n : C shatters no n−point subset},
where the minimum of the empty set equals infinity. The collection C is a Vapnik-
Červonenkis class (VC-class) if it has finite VC-index. Let V be a family of Borel
measurable functions f : R+ → R. We call V a VC-class if the collection of the
collection of subgraphs {{(x, y) : y < f(x)} : f ∈ V } is a VC-class of sets in R2.
VC-classes satisfy a very useful entropy bound. Let Γ be the set of all Borel
probability measures γ on R+. for all γ ∈ Γ, denote L1(γ) the space of all Borel
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measurable functions f : R+ → R equipped with L1(γ)-norm
‖f‖γ,1 = 〈|f |, γ〉.
For any f ∈ L1(γ), let Bγ(f, ε) = {g ∈ V : ‖g − f‖γ,1 < ε} denote the L1(γ)-ball
in L1(γ), centered at f with radius ε. For a family of functions V , N(ε,V , L1(γ)) is
the smallest number of balls Bγ(f, ε) needed to cover V . Since V is the set of index
functions over a VC-class C,
sup
γ∈Γ
logN(ε‖f̄‖γ,1,V , L1(γ)) <∞; (D.2)
see Theorem 2.6.4 in [53].
We call a family of functions V a Borel measurable class if, for each n ∈ N and
(e1, · · · , en) ∈ {−1, 1}n, the map





is Borel measurable on Rn+. The condition requires that, for all δ > 0 and r ∈ R+,
the families V rδ = {f − g : f, g ∈ V , ‖f − g‖νr,2 < δ} and V 2∞ = {(f − g)2 : f, g ∈ V }
are Borel measurable, where
‖f‖νr,2 = 〈|f |2, ν2〉,
denotes the L2(ν
r)-norm.
We call a Borel measurable function f̄ : R+ → R an envelope function for V if
any element in V is bounded by f̄ . A VC-class with an envelop function satisfies a
very useful entropy bound. Let Γ be the set of finitely discrete probability measures
γ on R+ such that ‖f̄‖γ,2 > 0. For any Borel measurable function f : R+ → R
satisfying ‖f‖γ,2 < ∞, let Bf (ε) = {g ∈ V : ‖g − f‖νr,2 < ε} denote the L2(νr)-ball
in V , centered at f with radius ε. For a family of functions V , N(ε,V , L2(γ)) is the





logN(ε‖f̄‖γ,2,V , L2(γ))dε <∞; (D.3)
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see Definition 2.1.5, (2.5.1) and Theorem 2.6.7 in [53].
The Skorohod representation theorem implies the existence of R+-valued random
variables Y r ∼ νr and Y ∼ ν such that Y r → Y almost surely. Thus there exists an
R+-valued random variable Ȳ such that
Ȳ = sup
r∈R+
Y r, almost surely. (D.4)
Let ν̄ be the law of Ȳ . Since L2(ν̄), the space of all Borel measurable functions
f : R+ → R equipped with L2(ν̄)-norm ‖f‖ν̄,2 = 〈|f |2, ν̄〉, contains a continuous,
increasing and unbounded function f̄ such that
E[f̄(Ȳ )2] = 〈f̄ 2, ν̄〉 <∞. (D.5)
Since 1C ≤ f̄ for all C ∈ C, f̄ is an envelope function for V . Finally, denote V =
V ∪ {f̄}.
The objective of this section is to obtain the following Glivenko-Cantelli Estimates
for η̄r(n, l).
Lemma D.1. Assume that d[νr, ν]→ 0 as r →∞, where ν is a probability measure.











∣∣∣〈f, η̄r(n, l)〉 − l〈f, νr〉∣∣∣ > ε) < η. (D.6)
Lemma D.2. Let V be a VC-class of Borel measurable functions such that V 2∞ and
V rδ are Borel measurable classes for all r ∈ R+ and δ > 0. Assume there exists an





〈f̄1f̄>N , νr〉 = 0. (D.7)
































∣∣∣〈f, η̄r(l)〉 − l〈f, νr〉∣∣∣ > ε/2) < η, (D.9)
where L′ = L+M0 +M1.
We now apply Theorem 2.8.1 in [53] to show (D.9). Observe that for all n ∈ N
and (e1, · · · , en) ∈ Rn, the function





is measurable on the completion of (R̄2+,B, νr)n, for all r ∈ R+. Thus V a νr-
measurable class for all r ∈ R+; see Definition 2.3.3 in [53]. Moreover, V is uniformly





〈f̄1{f̄>M}, νr〉 = 0, (D.10)
by Markov’s inequality, (D.4) and (D.5). Lastly, V satisfies the finite entropy bound
(D.2) because N(ε,V , L1(γ)) ≤ N(ε,V , L1(γ)) + 1 and C is a VC-class. These three
observations imply that the assumptions of Theorem 2.8.1 in [53] are satisfied. Con-
sequently, V is Glivenko-Cantelli, uniformly in r. That is for every δ > 0, there exists













f(vri )− 〈f, νr〉
∣∣∣ > δ) < δ. (D.11)

























By (D.4) and (D.5), the second term in the above vanishes as r →∞. The first term

























f(vri )− 〈f, νr〉
∣∣∣ > ε/4) (D.12)









f(vri )− 〈f, νr〉
∣∣∣.
When f ∈ V , it is clear that X(f) ≤ 2. By (D.4) and (D.5), X(f̄) is a random








So the first term in (D.12) is bounded by η/2 for all r ≥ 4M3nδ/ε. According to
(D.11), the lim sup of the second term in (D.12) will be bounded by η/2 if we choose
δ = min( ε
4L
, η/2).
To better structure the proof of the second result, we present the following auxil-
iary lemma.






















The constant Mq does not depend on y.
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Proof. Let us first fix n = 0 and look at ξr0,k which will be denoted by ξ
r
k for simplicity.
The property of the envelop function f̄ (D.7) and the uniform entropy bound (D.3),
together with the sets V rδ and V
r
∞ to be Borel measurable, imply that V is Donsker
and pre-Gaussian uniformly in νr, r ∈ R+. (See Theorem 2.8.3 in [53].)
Let l∞(V ) be the space of all probability measures on R+ equipped with norm
‖ · ‖V = supf∈V 〈f, ·〉. V being Donsker uniformly in νr means that ξrk converges
weakly as n → ∞ in l∞(V ) to a tight, Borel measurable version of the Brownian
bridge ξr uniformly for all νr. According to Chapter 1.12 in [53], this is equivalent to
sup
h∈BL1
|Erh(ξrk)− Eh(ξr)| → 0. (D.15)
uniformly for all νr, where BL1 is the set of functions h : l
∞(V ) → R which are
uniformly bounded by 1 and satisfy |h(z1) − h(z2)| ≤ ‖z1 − z2‖V . Pre-Gaussian





〈f, ξr〉] <∞. (D.16)
Define hy : l
∞(V )→ R by
hy(·) = (sup
f∈V
〈f, ·〉 − y + 1)+ ∧ 1.



































































Let Mq be the last term in parentheses, which does not depend on y. For each r ∈ R+,
the Brownian bridge is separable and Gaussian with supf∈V 〈f, ξr〉 finite almost surely.











see Proposition A.2.4 in [53]. Conclude from (D.16) that Mq <∞.
So far, we have shown that the result (D.14) is true for n = 0. Note that for any
n ∈ Z, ξrn,k is defined on the shifted sequence vrn+1, vrn+2, · · · By the i.i.d property of
the sequence, if we fix k then ξrn,k has the same distribution for all n ∈ Z. So we can
conclude that (D.14) is true for all n ∈ Z.
Proof of Lemma D.2. Note that




























Pick δ > 0, when r is large enough (r > M1/δ) the interval [−rM1, r2M1] will be
covered by intervals
[−r2δ, 0], [0, r2δ], · · · , [(dM1
δ
e − 1)r2δ, dM1
δ
er2δ].















































By Ottaviani’s inequality (see Proposition A.1.1 in [53]) and by stationary increments


























> 2. By Lemma D.3, there exists M3 and


















Since br2δc → ∞ as r → ∞, the limit superior of the numerator in (D.18) can
be bounded above by dM1/δe(4
√
δ/ε′)3M3, which can be made arbitrarily small by
choosing δ sufficiently small. By the same reason, those terms in the maximum of the
denominator with index k > k0 are bounded above by (4
√
δ/ε′)3M3. For those terms






















which converges to zero as r →∞. By choosing δ small enough, (D.18) can be made




Lemma E.1. Assume that G(·) is a distribution function with G(0) < 1, ζ(·) ∈
D([0, T ],R), H(·) is a Lipschitz continuous function, and ρ ∈ R. There exists a
unique solution x∗(·) ∈ D([0, T ],R) to the following equation:










(x(t− s)− 1)+dG(s), (E.1)
where, Ge is the equilibrium distribution of G.
Proof. Suppose H(·) is Lipschitz continuous with constant L. The equilibruim dis-
tribution has density µ[1−G(·)], so |Ge(t)−Ge(s)| ≤ µ|t− s| for any s, t ∈ R. Since
G(0) < 1, there exists b > 0 such that
κ := ρL[Ge(b)−Ge(0)] + [G(b)−G(0)] < 1.
Now consider the space D([0, b],R) (all real valued càdlàg functions on [0, b]) is a
subset of the Banach space of bounded, measurable functions on [0, b], equipped with
the sup norm. One can check that this subset is closed in the Banach space. Thus,
the space D([0, b],R) itself, equipped with the uniform metric υT , is complete.
For any y ∈ D([0, b],R), define Ψ(y) by











for any t ∈ [0, b]. By convention, the integration
∫ t
0




y(t − s)dF (s) (c.f. Page 43 in [10]). We prove the existence and uniqueness
of the solution to equation (E.1) by showing that Ψ is a contraction mapping on
D([0, b],R). According to the proof of Lemma A.1 in [63], the convolution of a càdlàg
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function with a distribution function is still a càdlàg function. So Ψ is a mapping
from D([0, b],R) to D([0, b],R). Next, we show that the mapping Ψ is a contraction.
























Since κ < 1, the mapping Ψ is a contraction. By the contraction mapping theorem
(c.f. Theorem 3.2 in [30]), Ψ has a unique fixed point x, i.e. x = ψ(x). This implies
that x ∈ D([0, b],R) is the unique solution to equation (E.1) on [0, b].
It now remains to extend the existence and uniqueness result from [0, b] to [0, T ].
Denote xb(t) = x(b + t), ζb(t) = ζ(b + t) + ρ
∫ b+t
t
H ((x(b+ t− s)− 1)+) dGe(s) +∫ b+t
t
(x(b+ t− s)− 1)+dG(s), then we have for t ∈ [0, T − b],










(xb(t− s)− 1)+dG(s). (E.2)
It follows from the previous argument that there is unique solution xb(·) to the above
equation. Thus, we obtain a unique extension of the solution to (E.1) on the interval
[0, 2b]. Repeating this approach for N time with N ≥ dT/be gives a unique solution
on the interval [0, T ].
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APPENDIX F
THE SPECIAL CASE WITH EXPONENTIAL
DISTRIBUTIONS FOR MULTI-SERVER QUEUES
We verify here that the fluid model developed in Chapter 9 for the general patience
and service time distributions is consistent with the one in [55], that was obtained in
the special case where both distributions are assumed to be exponential.
Our fluid model equations implies the key relationship (9.21). Now, we specialize
in the case with exponential distribution, i.e.
F (t) = Fe(t) = 1− e−αt, G(t) = Ge(t) = 1− e−µt, for all t ≥ 0.
Now (9.21) becomes













In the case of exponential service time distribution, the remaining service time of
those initially in service and the service times of those initially waiting in queue are
also assumed to be exponentially distributed. So we have
ζ0(t) = Z̄0(C0 + t) + Q̄0e−µt = X̄0e−µt,
where X̄0 = Z̄0 + Q̄0 is the initial number of customers in the system. By some
algebra, the above two equations can be simplified as the following,
X̄(t) = X̄0e
−µt + ρ[1− e−µt] + (µ− α)
∫ t
0
(X̄(t− s)− 1)+e−µsds. (F.1)
By the change of variable t− s→ s, the above integration can be written as∫ t
0





Taking the derivative on both sides of (F.1) yields




(X̄(s)− 1)+eµsds+ e−µt(X̄(t)− 1)+eµt]




(X̄(s)− 1)+eµsds+ (µ− α)(X̄(t)− 1)+
= −µX̄(t) + µρ+ (µ− α)(X̄(t)− 1)+.
Using the notation in [55], a− = −min(0, a) for any a ∈ R. Note that a = min(a, 1)+
(a− 1)+ = 1− (a− 1)− + (a− 1)+. So the above equation further implies
X̄ ′(t) = µ(ρ− 1)− α(X̄(t)− 1)+ + µ(X̄(t)− 1)−, for all t ≥ 0.
This equation is consistent with Theorem 2.2 in [55] (µ is assumed to be 1 in that
paper).
F.1 An Extension of Skorohod Representation Theorem
In this section, we present a slight extension, Lemma F.1 below, of the Skorohod
Representation Theorem (c.f. Theorem 3.2.2 in [54]). The proof of Lemma F.1 is
built on the proof of Theorem 3.2.2 provided in the supplement of [54], with slight
extension to deal with the product of two matric spaces.
Let (E1, π1) and (E2, π2) be two complete and separable metric spaces. Let (E1×
E2, π) denote the product space of them, with the product metric π obtained by the
maximum metric.
Lemma F.1. Consider a sequence of random variables {(Xn, Yn), n ≥ 1} in the
product space E1 × E2. If Xn ⇒ X, then there exists other random elements of









X̃n → X̃ as n→∞.
Proof. In order to present the proof, we first need some preliminaries. A nested
family of countably partitions of a set A is a collection of subsets Ai1,...,ik indexed by
k-tuples of positive integers such that {Ai : i ≥ 1} is a partition of A and {Ai1,...,ik+1 :
ik+1 ≥ 1} is a partition of Ai1,...,ik for all k ≥ 1 and (i1, . . . , ik) ∈ Nk+. Let P1 denote
the probability measure on the space where X lives on. Since the space (E1, π1) is
separable, according to Lemma 1.9 in the supplement of [54], there exists a nested
family of countably partitions {E1i1,...,ik} of (E1, π1) that satisfies
rad(E1i1,...,ik) < 2
−k, (F.2)
P1(∂E1i1,...,ik) = 0, (F.3)
where rad(A) denotes the radius of the set A in a metric space, and ∂(A) denote the
boundary of the set A. Since the space (E2, π2) is separable, by the same lemma, there





Note that for space (E2, π2), we only need a weaker version of Lemma 1.9 in the
supplement of [54].
The first step is to use this nested sequence of countably partitions to construct
random variables {(X̃n, Ỹn), n ≥ 1} with the same distribution for each n. For n ≥ 1,
we first construct subintervals Ini1,...,ik ⊆ [0, 1) corresponding to the marginal proba-
bility of Xn. Let I
n









, i > 1,
where Pn is the probability measure on the space where (Xn, Yn) lives. Let {Ini1,...,ik+1 :
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ik+1 ≥ 1} be a countable partition of subintervals of Ini1,...,ik . If I
n
i1,...,ik












The length of each subinterval Ini1,...,ik is the probability P
n(E1i1,...,ik × E2). We then
construct further subintervals Ini1,...,ik;i′1,...,i′k′
⊆ Ini1,...,ik corresponding to (Xn, Yn). If
Ini1,...,ik = [an, bn), then let I
n
i1,...,ik;1

















, i′ > 1.
Let {Ini1,...,ik;i′1,...,i′k′+1 : i
′

































The length of each subinterval Ini1,...,ik;i′1,...,i′k′











we choose one point (xi1,...,ik , yi′1,...,i′k).
For each n ≥ 1 and k ≥ 1, we define functions (xkn, ykn) : [0, 1) → E1 × E2 by letting
xkn(w) = xi1,...,ik and y
k







. By the nested partition











< 2−k for all j, k, n
and ω ∈ [0, 1). Since (E1 ×E2, π) is a complete metric space, the above implies that







→ 0 as k →∞.
We let (X̃n, Ỹn) = (xn, yn) on [0, 1) for n ≥ 0.
The next step is to construct X̃ and show that X̃n → X̃ almost surely. For
each n ≥ 1, let Pn1 denote the marginal probability of Xn. It is clear that Ini1,...,ik is
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) → P1(E1i1,...,ik), as
n → ∞. Consequently, the length of the interval Ini1,...,ik converges to the length of















if Ii1,...,ik = [an, bn). Now from each nonempty subset Ei1,...,ik we choose one point
xi1,...,ik . For each k ≥ 1, we define functions xk : [0, 1)→ E1 by letting xk(ω) = xi1,...,ik
for ω ∈ Ini1,...,ik . By the nested partition property and inequalities F.2,
π1(x
k(ω), xk+j(ω)) < 2−k for all j, k
and ω ∈ [0, 1). Since (E1, π1) is a complete metric space, the above implies that there
is x(ω) ∈ E1 such that
π1(x
k(ω), x(ω))→ 0 as k →∞.
We let X̃ = x on [0, 1). Since
π1(X̃n(ω), X̃(ω)) ≤ π1(X̃n(ω), X̃kn(ω)) + π1(X̃kn(ω), X̃k(ω)) + π1(X̃k(ω), X̃(ω))
≤ 3× 2−k,
for all ω in the interior of Ii1,...,ik ,
lim
n→∞
π1(X̃n(ω), X̃(ω)) ≤ 3× 2−k.
Since k is arbitrary, we must have X̃n(ω) → X̃(ω) as n → ∞ for all but at most
countably many ω ∈ [0, 1).
It remains to show that (X̃n, Ỹn) has the probability laws Pn. Let P̃ denote the
Lebesque measure on [0, 1). It suffices to show that P̃((X̃n, Ỹn) ∈ A) = Pn(A) for























∩ A 6= ∅. Then Ak ⊆ A ⊆ A′k and, by
the construction above,
P̃((X̃n, Ỹn) ∈ Ak) = Pn(Ak) and P̃((X̃n, Ỹn) ∈ A′k) = Pn(A′k)
Now let Ck = {s ∈ E1×E2 : π(s, ∂A) ≤ 2−k}. Then A′k−Ak ↓ ∂A as k →∞. Since
Pn(∂A) = 0 by assumption, Pn(Ck) ↓ 0 as k →∞. Hence
P̃((X̃n, Ỹn) ∈ A) = lim
k→∞
P̃((X̃n, Ỹn) ∈ Ak) = lim
k→∞
Pn(Ak) = Pn(A).
Following the same way, we can show that X̃ has probability law P1.
176
REFERENCES
[1] Aksin, Z., Armony, M., and Mehrotra, V., “The modern call center: A
multi-disciplinary perspective on operations management research,” Production
and Operations Management, vol. 16, no. 6, pp. 665 – 688, 2007.
[2] Asmussen, S., Applied probability and queues, vol. 51 of Applications of Math-
ematics (New York). New York: Springer-Verlag, second ed., 2003.
[3] Avi-Itzhak, B. and Halfin, S., “Expected response times in a non-symmetric
time sharing queue with a limited number of service positions,” in Proceedings
of the 12th International Teletraffic Congress, (Torino), 1988.
[4] Billingsley, P., Probability and measure. Wiley Series in Probability and
Mathematical Statistics, New York: John Wiley & Sons Inc., third ed., 1995.
[5] Billingsley, P., Convergence of probability measures. Wiley Series in Proba-
bility and Statistics: Probability and Statistics, New York: John Wiley & Sons
Inc., second ed., 1999.
[6] Blake, R., “Optimal control of thrashing,” in Proceedings of the 1982 ACM
SIGMETRICS Conference on Measurements and Modeling of Computer Sys-
tems, (Seattle, WA), 1982.
[7] Bramson, M., “State space collapse with application to heavy traffic limits for
multiclass queueing networks,” Queueing Systems Theory Appl., vol. 30, no. 1-2,
pp. 89–148, 1998.
[8] Brown, L., Gans, N., Mandelbaum, A., Sakov, A., Shen, H., Zeltyn,
S., and Zhao, L., “Statistical analysis of a telephone call center: a queueing-
science perspective,” J. Amer. Statist. Assoc., vol. 100, no. 469, pp. 36–50, 2005.
[9] Budhiraja, A. and Lee, C., “Stationary distribution convergence for general-
ized Jackson networks in heavy traffic,” tech. rep., University of North Carolina
at Chapel Hill, 2008.
[10] Chung, K. L., A course in probability theory. San Diego, CA: Academic Press
Inc., third ed., 2001.
[11] Dai, J. G., “On positive Harris recurrence of multiclass queueing networks:
a unified approach via fluid limit models,” Ann. Appl. Probab., vol. 5, no. 1,
pp. 49–77, 1995.
177
[12] Dai, J. G., “Stability of open multiclass queueing networks via fluid models,” in
Proceedings of the IMA workshop on stochastic networks, (New York), Springer-
Verlag, 1995.
[13] Dai, J. G., He, S., and Tezcan, T., “Many-server diffusion limits for
G/Ph/n+GI queues,” tech. rep., Georgia Institute of Technology, 2009.
[14] Denning, P. J., Kahn, K. C., Leroudier, J., Potier, D., and Suri, R.,
“Optimal multiprogramming,” Acta Informatica, vol. 7, pp. 197–216, 1976.
[15] Doytchinov, B., Lehoczky, J., and Shreve, S., “Real-time queues in heavy
traffic with earliest-deadline-first queue discipline,” Ann. Appl. Probab., vol. 11,
no. 2, pp. 332–378, 2001.
[16] Elnikety, S., Nahum, E., Tracy, J., and Zwaenepoel, W., “A method for
transparent admission control and request scheduling in e-commerce web sites,”
in World-Wide-Web Conference, 2004.
[17] Ethier, S. N. and Kurtz, T. G., Markov processes. Wiley Series in Probabil-
ity and Mathematical Statistics: Probability and Mathematical Statistics, New
York: John Wiley & Sons Inc., 1986.
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[39] Mandelbaum, A. and Momčilović, P., “Queues with many servers: The
virtual waiting-time process in the qed regime,” Mathematics of Operations Re-
search, vol. 33, no. 3, pp. 561–586, 2008.
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