In this paper, we present algorithms for the approximation of multivariate periodic functions by trigonometric polynomials. The approximation is based on sampling of multivariate functions on rank-1 lattices. To this end, we study the approximation of periodic functions of a certain smoothness. Our considerations include functions from periodic Sobolev spaces of generalized mixed smoothness. Recently an algorithm for the trigonometric interpolation on generalized sparse grids for this class of functions was investigated in [12] . The main advantage of our method is that the algorithm based mainly on a single one-dimensional fast Fourier transform, and that the arithmetic complexity of the algorithm depends only on the cardinality of the support of the trigonometric polynomial in the frequency domain. Therefore, we investigate trigonometric polynomials with frequencies supported on hyperbolic crosses and energy norm based hyperbolic crosses in more detail. Furthermore, we present an algorithm for sampling multivariate functions on perturbed rank-1 lattices and show the numerical stability of the suggested method. Numerical results are presented up to dimension d = 10, which confirm the theoretical findings.
Introduction
The approximation of high-dimensional functions is a fundamental problem in numerical analysis. It is a well known fact, that the discretisation of high-dimensional problems often leads to an exponential growth in the number of degrees of freedom. This is labeled as the curse of dimensions and the use of sparsity has become a very popular tool for handling such problems. For a wide range of moderately high-dimensional problems the use of sparse grids and the approximation of functions using approximants supported on hyperbolic crosses in Fourier domain has decreased the problem size dramatically from O(N d ) to O(N (log N ) d−1 ) while hardly deteriorating the approximation error, cf. e.g., [35, 37, 34, 5, 31] . Here d denotes the underlying problem's dimensionality and N is the number of nodes in one coordinate direction on the hyperbolic cross. Of course, an important issue is the adaption of efficient Fourier algorithms, which realize the map between the spatial domain and the hyperbolic crosses. Fast algorithms that realize the map between sparse grids in spatial domain and hyperbolic crosses in Fourier domain are known as the hyperbolic cross fast Fourier transform (HCFFT). Such algorithms were studied in [2, 15, 11, 19] . Recently, sparse grid based approaches have emerged as useful techniques to tackle higher dimensional problems, see e.g., the seminal paper of M. Griebel and J. Hamaekers [12] , where the authors used trigonometric interpolation based on generalized sparse grids, especially so-called energy norm based sparse grids [4, 5] , and developed the related hyperbolic cross fast Fourier transform. For the energy norm based sparse grids, only C d N degrees of freedom are necessary. Typically, one uses these techniques for the approximation of functions in periodic Sobolev spaces of generalized mixed smoothness.
In this paper, we use a sampling scheme based on sampling on rank-1 lattices in spatial domain and consider functions in subspaces of the Wiener algebra and periodic Sobolev spaces of generalized mixed smoothness. Lattice rules are well known for the integration of functions of many variables, cf. e.g., [32, 8] and the extensive reference list therein. Furthermore, there exist already comprehensive tractability results for numerical integration using rank-1 lattices, see [29] .
The main tool of our approximation method is based on the observation that a trigonometric polynomial p :
with frequencies supported on an arbitrary index set I of finite cardinality can be fast evaluated at a rank-1 lattice by the one-dimensional FFT, cf. [23] . The scalar product xy of two vectors x = (x 1 , . . . , x d ) , y = (y 1 , . . . , y d ) ∈ R d is defined as usual by xy = d t=1 x t y t . On the other hand, a trigonometric polynomial p with frequencies supported on the index set I can be reconstructed from samples on a rank-1 lattice. It follows straightforward that for convex index sets I, there exists a rank-1 lattice of cardinality M = O(|I|), which allows for the unique reconstruction of the trigonometric polynomial p with frequencies supported on I. It is shown in [20] that for hyperbolic crosses as index set I, there exist rank-1 lattices of cardinality M = O(|I| 2 ). We end up with an algorithm with a complexity of O(|I| 2 log |I|), which is very fast and simple, since it based mainly on a single one-dimensional fast Fourier transform. To this end, the first named author developed a component-by-component algorithm to find such rank-1 lattices, cf. [20] . This method is based on the component-by-component algorithm original developed for numerical integration in [6] . In contrast to possible stability problems when sampling on sparse grids, see [22] , our sampling method is perfectly stable. Furthermore, we develop an algorithm for sampling the multivariate function on a perturbed rank-1 lattice. The presented method is based on the Taylor approximation and on onedimensional fast Fourier transforms, cf. [36] . Using these tools, we are in a position to prove stability results for such perturbed rank-1 lattices. Earlier work on nonequispaced hyperbolic cross fast Fourier transform [9] is based on the HCFFT and, hence, may suffer from stability problems.
The paper is organized as follows: We introduce the necessary notation in Section 2 and collect some known results. We present methods for the fast evaluation and fast reconstruction of trigonometric polynomials at a rank-1 lattice, see Subsection 2.2 and Subsection 2.3. In Subsection 2.4, we introduce subspaces of the Wiener algebra, which are characterized by its isotropic and dominating mixed smoothness, as well as the related frequency index sets. In Section 3, we address the problem of approximating the functions from these spaces by sampling on rank-1 lattices. For that purpose, we present Algorithm 1 and prove in Theorem 3.3 and in Theorem 3.4 the related approximation errors. The aim of Section 4 is twofold. On the one hand, we show that the fast evaluation and the fast reconstruction of trigonometric polynomials on perturbed rank-1 lattices is possible using Taylor expansion. To this end, we prove the stability results in Theorem 4.3. We remark that the complexity of the suggested algorithm depends exponentially on the dimension d and is therefore only practicable for moderate dimensions d. On the other hand, the theoretical results show the stability for our sampling scheme even for large dimensions d. In Section 5, we present the results for approximating the functions from the subspaces of the Wiener algebra by sampling on perturbed rank-1 lattices, see Theorem 5.1. Finally, we present extensive numerical tests in Section 6 in order to illustrate the theoretical results and we give some concluding remarks in Section 7.
Prerequisite

Reconstruction of trigonometric polynomials from sampling values
Let a frequency index set I ⊂ Z d of finite cardinality be given. We want to reconstruct the Fourier coefficientsp k , k ∈ I, of a trigonometric polynomial p ∈ Π I := span{e 2πik• : k ∈ I} with frequencies supported on I, p(x) := k∈Ip k e 2πikx , from sampling values p(y ), = 0, . . . , L − 1. In matrix vector notation, we want to solve the linear system of equations The sampling nodes y have to be chosen such that the Fourier matrix A has full column rank |I|, in particular we infer L ≥ |I|. Then, we consider the system Ap = p as a normal equation of the first kind,
where A H denotes the adjoint of the matrix A and the square matrix A H A is non-singular, i.e., a unique solutionp ∈ C |I| exists.
If we want to (approximately) solve the linear system of equations (2.2) without further assumptions, e.g., using a conjugate gradient like method, we have an algorithmic complexity of Ω(L|I|). In Section 2.3 and 4.3, possibilities to reduce this arithmetic complexity by sampling at nodes and perturbed nodes of a rank-1 lattice will be discussed.
Evaluation of trigonometric polynomials at rank-1 lattice nodes (rank-1 lattice FFT)
Let M ∈ N, z ∈ Z d be given. We define the rank-1 lattice
We consider the evaluation of a trigonometric polynomial p ∈ Π I , p :
, where the Fourier coefficientsp k ∈ C are given, at rank-1 lattice nodes x j ∈ Λ(z, M ). As presented in [27] , we have
and the outer sum is a one-dimensional discrete Fourier transform of length M . Therefore, the multivariate trigonometric polynomial p can be evaluated at all rank-1 lattice nodes in O(M log M + d|I|) arithmetic operations by using a single one-dimensional FFT.
Note that setting the Fourier coefficientsp k to (2πik) νp k allows the fast evaluation of the mixed derivative D ν p of the multivariate trigonometric polynomial p at all rank-1 lattice nodes
Reconstruction of trigonometric polynomials by sampling at rank-1 lattice nodes
Using a suitable rank-1 lattice Λ(z, M ), it is possible to perform an exact and perfectly stable reconstruction of the Fourier coefficientsp k ∈ C of a trigonometric polynomial p ∈ Π I , p(x) := k∈Ip k e 2πikx , by sampling at rank-1 lattice nodes x j ∈ Λ(z, M ), j = 0, . . . , M − 1, cf. [23] . To this end, we use a rank-1 lattice Λ(z, M ), M ≥ |I|, such that the Fourier matrix
j=0,...,M −1; k∈I has full column rank. In particular F has orthogonal columns,
This is the case if and only if 4) see [21, Section 2] . Introducing the difference set D(I) for the index set I, D(I) := {k − h : k, h ∈ I}, we can rewrite the above conditions to
A rank-1 lattice Λ(z, M ) which fulfills one of the equivalent reconstruction properties (2.3), (2.4) or (2.5) for a given frequency index set I will be called reconstructing rank-1 lattice for I and denoted by Λ(z, M, I). Using the nodes of such a reconstructing rank-1 lattice Λ(z, M, I) as sampling nodes, we obtain the Fourier coefficientsp k , k ∈ I, bŷ
i.e., we have the exact solution for the linear system of equations (2.1). Consequently, the Fourier coefficientsp k , k ∈ I, can be computed in O(M log M + d|I|) arithmetic operations by using a single one-dimensional FFT of length M and by computing the scalar products kz for k ∈ I.
One of the main difficulties is to determine reconstructing rank-1 lattices Λ(z, M, I) for a given frequency index set I. During the last years a lot of papers deal with (fast) componentby-component constructions of rank-1 lattices which are suitable for different quality measurements, cf. e.g., [33, 7, 6, 20] . In short, one determines a suitable lattice size M and constructs a corresponding generating vector z component-by-component. Based on [6] , we developed algorithms in order to find reconstructing rank-1 lattices for arbitrary frequency index sets of finite cardinality, cf. [21] .
Theorem 2.1. For a given frequency index set I ⊂ Z d , 4 ≤ |I| < ∞, there always exists a reconstructing rank-1 lattice Λ(z, M, I) of size
The generating vector z can be constructed using a component-by-component approach, see [21] , and the construction requires no more than 2
Proof. This existence is a consequence from [21, Corollary 1] and Bertrand's postulate. When searching for the component z t , t ∈ {1, . . . , d}, of the generating vector z in the component-by-component step t, the tests for the reconstruction property (2.4) for a given component z t take no more than t |I| multiplications, (t−1) |I| additions as well as |I| modulo operations, and this yields 2 t |I| many arithmetic operations. Due to this and since each component z t , t ∈ {1, . . . , d}, of the generating vector z can only have M − 1 different values modulo M , we obtain that the construction requires no more than 2
In the numerical examples of this paper, we use the following simple strategy to determine reconstructing rank-1 lattices Λ(z, M, I) for a given frequency index set I, which is discussed in [21] . We set M 0 = 1 and search for small M s such that Λ(z = (M 0 , . . . , M s−1 ) , M = M s ) is a reconstructing rank-1 lattice for the frequency index set {(k j )
is a reconstructing rank-1 lattice for I. However, the resulting reconstructing rank-1 lattice is neither necessarily optimal nor is the upper bound M ≤ |I| 2 for the rank-1 lattice size from Theorem 2.1 guaranteed.
Function spaces and frequency index sets
This paper focuses on the approximation of functions f : T d → C belonging to certain function spaces by sampling at rank-1 lattice nodes. We consider the subspaces
of the Wiener algebra and the periodic Sobolev spaces of generalized mixed smoothness
with β ≥ 0, α > −β, where the weights ω α,β,γ (k) are defined by
The parameter α characterizes the isotropic smoothness and the parameter β the dominating mixed smoothness. Moreover, the parameter γ moderates the dependencies and importances of the different variables. We remark that one can use various equivalent weights which have different approximation properties for large dimensions d, cf. [25] . In general, functions from the subspaces A α,β,γ (T d ) of the Wiener algebra have continuous representatives and we always apply our sampling methods on these.
In the whole paper, we use embeddings of the function spaces A α,β,γ (T d ) and H α,β,γ (T d ) that are proved by the next lemma. Lemma 2.2. Let a function f ∈ A α,β,γ (T d ) be given, where α, β ∈ R, β ≥ 0, α > −β, and γ as stated in (2.6). Then, we have f
, where α, β ∈ R and λ > 1/2, we have
where we denote by ζ the Riemann zeta function.
For arbitrary λ > 1/2, we apply the Cauchy-Schwarz inequality and obtain
We are interested in the approximation of functions contained in A α,β,γ (T d ) or H α,β,γ (T d ) using trigonometric polynomials with frequencies supported on suitable frequency index sets I. Hence, let a parameter T ∈ (−∞, 1), a refinement N ≥ 1 and a weight γ as specified in (2.6) be given. We define the weighted frequency index set I
As a natural extension for T = −∞, we define the weighted frequency index set
Later on, we need some embeddings of the weighted frequency index sets
. First, we prove the embeddings into l ∞ balls, depending on the parameter T . Lemma 2.3. Let N ∈ R, N ≥ 1, γ as stated in (2.6), and T ∈ [−∞, 1) be given. The following inclusions hold
(2.10)
Proof. In order to prove the inclusions, we use
and this yields the assertion.
Next, we show embeddings into "thicker" weighted frequency index sets I d,T ,γ N , i.e., for parametersT ≤ T . Lemma 2.4. Let N ∈ R, N ≥ 1, γ as stated in (2.6), and −∞ ≤T ≤ T < 1 be given. Then, the following upper bound holds
where we define 
Proof. We observe by (2.8) that
. We estimate
.
Due to
≥ 0 and using the inequalities (2.11) and (2.12), we continue
In order to prove all inclusions from the assertion above, we have to deal separately with T = −∞. Obviously, for T =T = −∞, the inclusion from above holds. So, let us assume −∞ =T < T < 1. Due to the inequalities (2.11) and (2.12), we estimate for
and obtain k ∈ I is related to the one of the index sets
, and
which was treated in [24, Section 3.3] .
In order to estimate the cardinalities of the frequency index sets defined in (2.8) we show some useful embeddings. Lemma 2.6. Let a refinement N ∈ R, N ≥ 1, be given. In the case 0 ≤ T < 1, we have the inclusions
For T < 0, we have the inclusions
Proof. For arbitrary d ∈ N and k ∈ Z d , we have the inequalities
In the case of −∞ < T < 0, the inequality
arises. Finally, the assertion for the case T = −∞ follows directly from (2.14).
In the following lemma, we give an asymptotic upper bound for the cardinality |I 
hold. Due to [13, 3 Approximate reconstruction by sampling at rank-1 lattice nodes
As usual, we denote the Fourier coefficientŝ
, and formally approximate f by the Fourier partial sum
where I ⊂ Z d is a frequency index set of finite cardinality. In general, we only compute approximationsf k of the Fourier coefficientsf k from (3.1) for all k ∈ I. For this, we sample the function f at nodes
We compute the approximated Fourier coefficientsf k by applying the lattice rule to the integrand in (3.1),f
in O(M log M + d|I|) arithmetic operations using a single one-dimensional FFT of length M , cf. Algorithm 1. Then, we define an approximation of the function f by the approximated for various parameters T and γ.
Algorithm 1 Approximate reconstruction of a function
from sampling values on a reconstructing rank-1 lattice Λ(z, M, I).
Input:
I ⊂ Z d frequency index set of finite cardinality Λ(z, M, I) reconstructing rank-1 lattice for I of size M with generating vector z
Fourier partial sumS 
k+h , k ∈ I, and the aliasing error is given by
Proof. Since we have f (
and the assertion follows.
In order to avoid aliasing error within the frequency index set I, we use a reconstructing rank-1 lattice Λ(z, M, I) and this yields h ∈ Z d \ {0} : hz ≡ 0 (mod M ) ∩ D(I) = ∅ due to the reconstruction property (2.5). Therefore, we only have aliasing from Fourier coefficientŝ
We consider the approximation error f −S I 
Proof. We observe by (2.13) that
Consequently, we infer max
Let T ≤ −α β andβ > 0. We estimate isotropic smoothness by dominating mixed smoothness.
Using the inequalities (2.11) and (2.12), we obtain for all (2.9 ) and thus, we infer max
The next three subsections treat different kinds of approximation errors for functions f from the subspaces A α,β,γ (T d ) of the Wiener algebra. In Subsection 3.1 we consider the approximation error in the L ∞ (T d ) norm. Subsection 3.2 presents upper bounds on the approximation error in the norm of the periodic Sobolev spaces of generalized mixed smoothness H α,β,γ (T d ). The last Subsection 3.3 specifies a strategy to extend the approximation to an interpolation with similar error estimates.
Subspaces
A α,β,γ (T d ) of
the Wiener algebra
In this section, we estimate the approximation error f
and a reconstructing rank-1 lattice
T ∈ [−∞, 1) and γ as stated in (2.6). Then, the approximation error is bounded by
Proof. Applying the triangle inequality in the L ∞ (T d ) norm, we estimate the approximation
where the first term on the right hand side of this inequality is called truncation error and the second term is called aliasing error. Next, we estimate the truncation error. We have
Using the weights ω α,β,γ (k), we obtain
Applying Lemma 3.2 withα := α andβ := β yields
Last, we estimate the aliasing error. Due to (3.4), we infer
Due to the reconstruction property (2.5), we have
Consequently, we obtain S I
|f k | and proceed as in the estimate of the truncation error. This yields the assertion.
As a consequence of Theorem 3.3, we can derive three cases for the relationship between the parameter T of a weighted frequency index set I is "thicker" than required by the isotropic and dominating mixed smoothness parameters α and β, i.e., T < −α/β. Choosing the parameter T smaller than −α/β does not improve the estimate for the approximation error from the case (II).
Periodic Sobolev spaces of generalized mixed smoothness
Next, we estimate the approximation error f
in the norm of the periodic Sobolev spaces of generalized mixed smoothness.
and a reconstructing rank-1 lattice Λ(z, M, I
d,T,γ N ) be given, where N ≥ 1, β ≥ t ≥ 0, α +β > r +t, α > −β, γ as stated in (2.6) and T ∈ [− r t , 1) with − r t := −∞ for t = 0. Then, the approximation error is bounded by
Next, we apply Lemma 3.2 withα := α − r andβ := β − t. This yields the first summand in (3.8), since we have
For the aliasing error of a function f ∈ C(T d ) ∩ A α,β,γ (T d ), we have (3.4) and, in consequence of the concaveness of the square root function, we conclude
Since we have max
(3.10) Due to the reconstruction property (2.5), the inclusion (3.7) follows. Thus, we infer
Applying Lemma 3.2 withα := α andβ := β yields the second summand in (3.8).
Using the inequality (2.7) we obtain the statement of Theorem 3.4 with the H α,β+λ,γ (T d ) norm on the right hand side for functions
Approximate reconstruction by interpolation
Let a frequency index set I to an interpolation frequency index set I ⊃ I d,T,γ N using a slightly modified version of the approach presented in [28] and obtain the interpolation condition
The method for constructing the interpolation frequency index set I consists of the following steps.
Start with the index set
We have several possibilities for choosing k in step 2. Subsequent to the following Theorem 3.5, we suggest a special choice. After applying the two steps mentioned above, we have constructed an interpolation frequency index set I, which has the properties I except for column permutations. Therefore, we compute the approximated Fourier coefficientsf k , k ∈ I, by f
) arithmetic operations using a single one-dimensional FFT as described in Section 2.3.
The following theorem states that we have identical error estimates as in Section 3.1, Theorem 3.3 and Section 3.2, Theorem 3.4. In step 2 of the method for constructing the interpolation frequency index set I, we suggest choosing k as a smallest frequency index with respect to the weight ω −T,1,γ (k), k = arg min
4 Fast evaluation and reconstruction of trigonometric polynomials using Taylor expansion and rank-1 lattices
We have already discussed the fast and exact evaluation of a trigonometric polynomial p with frequencies supported on an index set I at rank-1 lattice nodes x j in Section 2.2 as well as the fast, exact and perfectly stable reconstruction of a trigonometric polynomial p by sampling at rank-1 lattice nodes x j in Section 2.3. Based on these two results, we consider the case where the sampling values are not given exactly at the rank-1 lattice nodes x j but at perturbed rank-1 lattice nodes. We are especially interested in the evaluation error and the stability of the reconstruction as a function of the perturbation parameter ε.
First, we consider in Section 4.1 the fast evaluation of a trigonometric polynomial p. As presented in [36] and based on the ideas in [1, 26] , we evaluate a trigonometric polynomial p at nodes y ∈ T d , = 0, . . . , L−1, using a Taylor expansion at a closest rank-1 lattice node x j ∈ Λ(z,
Fast evaluation of trigonometric polynomials using Taylor expansion and rank-1 lattices
We approximate a trigonometric polynomial p :
k e 2πikx and thus,
Let a frequency index set I ⊂ Z d of finite cardinality and a rank-1 lattice Λ(z, M ) ⊂ T d of size M with generating vector z ∈ Z d be given. Furthermore, we define the metric ρ(x, y) := min h∈Z d x − y + h ∞ for x, y ∈ T d . For the expansion point a ∈ T d in (4.1), we use a closest rank-1 lattice point x j ∈ Λ(z, M ), x j := arg min x j ∈Λ(z,M ) ρ(x, x j ), for each x ∈ T d , and we approximate the trigonometric polynomial p(x) := k∈Ip k e 2πikx by (4.1).
Assuming that the index µ ∈ {0, . . . , M − 1} of a closest rank-1 lattice node x µ = arg min x j ∈Λ(z,M ) ρ(y , x j ) is known for each sampling node y , = 0, . . . , L − 1, the approximation of the trigonometric polynomial p by s m can be realized in
We write the evaluation of s m (x) at sampling nodes y , = 0, . . . , L − 1, in matrix-vector notation as
wherep := (p k ) k∈I ∈ C |I| is the vector of the Fourier coefficients,
j=0; k∈I ∈ C M ×|I| is the Fourier matrix from Section 2.3, and B ν ∈ R L×M is a sparse matrix with at most one non-zero entry
at column µ in each row = 0, . . . , L − 1.
Error estimates for the evaluation of trigonometric polynomials at perturbed rank-1 lattice nodes
In this section, we establish error bounds for the approximate evaluation of a trigonometric polynomial p ∈ Π I by a Taylor expansion s m from (4.1) for nodes y ∈ Y ε from the set of admissible evaluation nodes Y ε := {x ∈ T d : ∃x j ∈ Λ(z, M ) such that ρ(x, x j ) ≤ ε} with perturbation parameter ε ≥ 0. The results for the error bounds in Theorem 4.1 are similar to the ones in [36, Theorem III.1]. However, in the latter one, we allowed arbitrary evaluation nodes x ∈ T d and used the so-called mesh norm δ, whereas we restrict the evaluation nodes y here to the set Y ε , i.e., to those nodes from T d which are close to the rank-1 lattice Λ(z, M ) with respect to the perturbation parameter ε. 
Proof. 
. Since we have ρ(y, x j ) ≤ ε and by applying the multinomial theorem, we get
for arbitrary y ∈ Y ε . Next, we remark that k m 1 ≤ max(1, k 1 ) m = ω m,0,γ (k), m > 0, follows directly from definition. Furthermore, we estimate parts of the isotropic smoothness in terms of the dominating mixed smoothness, ω
the inequalities (2.11) and (2.12). Therefore, we have
for k ∈ Z. Consequently, we infer
Due to (2.13), we obtain max k∈I 
Approximate reconstruction of trigonometric polynomials by sampling at perturbed rank-1 lattice nodes
Let a frequency index set
given. In addition, let a reconstructing rank-1 lattice Λ(z, M, I) of size M ≥ |I| be given that allows for an exact and perfectly stable reconstruction of the Fourier coefficientsp k ∈ C of a trigonometric polynomial p ∈ Π I , p(x) := k∈Ip k e 2πikx , i.e., condition (2.3) is fulfilled. Our aim is now to approximately reconstruct the Fourier coefficientsp k , k ∈ I, from sampling values p(y ), = 0, . . . , L − 1, using the approach from Section 4.1. In the matrixvector notation this problem reads as follows: Solve the linear system of equations A m−1p = p in the least-squares sense,p := arg min , respectively. We assume that the number L of sampling nodes y is equal to the rank-1 lattice size M and that each rank-1 lattice node x j is a closest one for the sampling node y j , j = 0, . . . , M − 1. Then, the sparse matrix B ν from (4.2) is a diagonal matrix, 
Proof. For the case m = 1, we obtain A σ |I| (A 0 ) = 1. In the following, we consider the case m > 1. For the largest singular value σ 1 (A m−1 ), we have 
Since B ν = diag
∈ R M ×M , F ∈ C M ×|I| has orthogonal columns and
Due to this fact and by applying the multinomial theorem
With (4.6), we obtain and the parameters α, β ∈ R, β ≥ 0, 0 < α + β ≤ m.
Proof. By Parseval's identity, we have p −S
Since we have (2.10) by Lemma 2.3 and ε < 2π d 
This yields the estimate
, where R m is the remainder from Theorem 4.1. We apply Theorem 4.1 and infer
Altogether, this yields the assertion. The following theorem states that we obtain the same error bound as in Theorem 3.4 up to the additional constant C(d, T, m) and the additional stability term Next, we estimate the aliasing error
, Consequently, we obtain
and we proceed as in the proof of Theorem 4.3 for (A
. We infer
where
(y − x j ) ν . Now, we apply inequality (3.6) from the proof of Theorem 3.3 on the first summand and Theorem 4.1 on the second summand in (5.3) . Last, we obtain D 2 = max k∈I (3.10) in the proof of Theorem 3.4. Altogether, this yields the assertion.
As in Section 3.2, we may use the inequality (2.7) in order to obtain the statement of Theorem 5.1 with the H α,β+λ,γ (T d ) norm on the right hand side for functions f ∈ C(
Numerical tests
In the following, we verify the theoretical results from Section 3 and Section 5 in numerical tests. All numerical algorithms were implemented in MATLAB and all numerical tests were run in MATLAB using double precision arithmetic on a computer with an Intel Xeon X5690 3.47GHz CPU and 144 GB RAM.
Similar to [12] , we define the functions g 3,4 (x) := n 3,4 (4 + sgn(x − 1/2) sin(2πx) 3 + sgn(x − 1/2) sin(2πx) 4 ), where n 3,4 denotes a normalization factor such that g 3,4 |L 2 (T) = 1 and sgn denotes the signum function, sgn(x) := x |x| for x = 0 and sgn(0) := 0. In our numerical tests, we consider the tensor product function
for k = 0,
Furthermore, as in [12] , we define the functions g p : T → C by g p (x) := n p (2 + sgn(x − 1/2) sin(2πx) p ), p ∈ N, where n p denotes a normalization factor such that g p |L 2 (T) = 1. Based on these univariate functions g p , we define the tensor-product functions
+p− ,1 (T d ) for > 0, cf. [12] . In our numerical tests, we consider the case p = 3. The function g 3 has the Fourier coefficients
This means that only the Fourier coefficients (
3 are non-zero. We exploit this property in our numerical tests and use weighted frequency index sets with "holes", I 
We generate reconstructing rank-1 lattices for the weighted frequency index sets I Table 6 .2 and 6.3, respectively. The tables of the cardinalities and the reconstructing rank-1 lattices have the form as demonstrated in Table 6 .1. Table 6 Table 6 .2b and find the parameter for the reconstructing rank-1 lattice z = (1, 129, 8451) and M = 47463 in the case d = 3. and parameters for reconstructing rank-1 lattices, we compute the approximated Fourier coefficientsf k by applying the lattice rule (3.2) and Algorithm 1. We compute the relative
The relative L 2 (T d ) error corresponds to the error estimate in Theorem 3.4 with r = t = 0 and inequality (2.7) up to the "constant"
. 
,1 (T d ), Theorem 3.4 and inequality (2.7) only guarantee that the error decreases like ∼ N −3+˜ ,˜ > 0, due to the term λ > 1 2 in inequality (2.7). However, the observed convergence rate is about 1 2 better and we do not observe the additional term λ. This difference is very likely due to estimate (3.9) in the proof of Theorem 3.4. For d = 2, . . . , 10, the errors are slightly higher and decrease similarly as in the onedimensional case. Using the weight parameter γ = 0.5 and d = 1, the error decreases like ∼ N −3.47 if we use the error values for the 5 largest refinements N . For d = 2, 3, the error decreases like in the one-dimensional case and for d = 4, . . . , 10, the error decreases slower. The explanation for this slower decrease of the error is that the considered refinements N are still too small to observe the asymptotic decrease. Additionally, we study the functions G d 3 . As mentioned, we use the index sets with "holes" I d,T,γ N,even . The parameters for the corresponding reconstructing rank-1 lattices are shown in Table 6 .3. The numerical results are depicted in Figure 6 .3 We observe a rapid decrease of the relative L 2 (T d ) error for increasing degrees of freedom in Figure 6 .3a. Again, the order of decrease is slower for higher dimensionality. When we compare using the index sets with "holes" I 
where we compute the H 1 (T d ) norm explicitly. We use the unweighted symmetric hyperbolic cross index sets I d,0,1 N and the reconstructing rank-1 lattices from Table 6 .2 as well as the unweighted energy norm based hyperbolic cross index sets I d, 1 8 ,1 N , the unweighted energy norm based hyperbolic cross index sets I d, 1 4 ,1 N , the weighted symmetric hyperbolic cross index sets 10 −4
(a) G 10 −4 is used. In general, the error decreases slower for larger dimensions d. This is especially due to the dependency of the cardinality of the used index sets on the dimensionality. We also consider the relative H 1 (T d ) error as a function of the refinement N in Figure 6 .6. For the unweighted symmetric hyperbolic cross index sets I d,0,1 N and the unweighted energy norm based hyperbolic cross index sets I d, 1 8 ,1 N , the error decreases like ∼ N −2.46 in the one-dimensional case, if we consider the error values for the five largest refinements, and similarly for d = 2, . . . , 10. In the case T = 0, the observed convergence rate is about 
(a) G that the plots behave similarly independent of the dimensionality d except for smaller outliers and a slope of about 2 for larger cardinalities as the theoretical considerations suggest. Figure 6 .9d, the results of the cases m = 2 and m = 3 as well as for the unperturbed case ("R1L") are compared for d = 2, 3, 6. In Figure 6 .10, the numerical results for the relative H 1 (T d ) error are depicted. We observe the same behavior as in the case of the relative L 2 (T d ) error when we compare the relative H 1 (T d ) errors from this example with the results from Example 6.2. Additionally, we increase the perturbation parameter to ε = 2πN −1 ln2, i.e., we set it independently of the dimensionality d, which is larger than the prerequisites of Theorem 5.1 allow. The numerical results are shown in Figure 6 .11. We observe almost the same behavior as with the smaller perturbation in Figure 6 .9. Only for low degrees of freedom and higher dimensionality, we observe a larger relative L 2 (T d ) error.
Conclusion
In this paper, we developed a method for the approximation of functions from subspaces of the Wiener algebra by sampling on rank-1 lattices and on perturbed rank-1 lattices. We used reconstructing rank-1 lattices which guarantee good approximation properties. Based on the decay property of the Fourier coefficients of functions, we proved error estimates and and unperturbed rank-1 lattice nodes ("R1L").
presented numerical results. Our main focus in future research will be the development of good strategies for finding reconstructing lattice rules, as well as the development of algorithms for reconstructing trigonometric polynomials with frequencies supported on an index set I by using only O(|I|) values from a corresponding reconstructing lattice rule. We refer to the impressive results of the sparse FFT, cf. [17, 16] . The authors present methods which allow the reconstruction with high probability in O(|I| log |I|). We will combine our rank-1 lattice approach with these methods. The main advantage is that after using the rank-1 lattice we have a one-dimensional problem, where in addition the support of the one-dimensional Fourier transform is known. and unperturbed rank-1 lattice nodes ("R1L"). 
