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Abstract
We study the the nonlinear Klein-Gordon (NLKG) equation on a manifold M in the
nonrelativistic limit, namely as the speed of light c tends to infinity. In particular, we
consider an order-r normalized approximation of NLKG (which corresponds to the NLS at
order r = 1), and prove that when M = Rd, d ≥ 2, small radiation solutions of the order-r
normalized equation approximate solutions of the NLKG up to times of order O(c2(r−1)).
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1
1 Introduction
This paper is a continuation of [Pas17]. In these two papers the nonlinear Klein-Gordon (NLKG)
equation in the nonrelativistic limit, namely as the speed of light c tends to infinity, is studied.
The nonrelativistic limit for the Klein-Gordon equation on Rd has been extensively studied
over more than 30 years, and essentially all the known results only show convergence of the
solutions of NLKG to the solutions of the approximate equation for times of order O(1). The
typical statement ensures convergence locally uniformly in time. In a first series of results (see
[Tsu84], [Naj90] and [Mac01]) it was shown that, if the initial data are in a certain smoothness
class, then the solutions converge in a weaker topology to the solutions of the approximating
equation. These are informally called “results with loss of smoothness”. Although in this paper
a longer time convergence is proved, this result also fills in this group.
Recently, Lu and Zhang in [LZ16] proved a result which concerns the NLKG with a quadratic
nonlinearity. Here the problem is that the typical scale over which the standard approach al-
lows to control the dynamics is O(c−1), while the dynamics of the approximating equation takes
place over time scales of order O(1). In that work the authors are able to use a normal form
transformation (in a spirit quite different from ours) in order to extend the time of validity of
the approximation over the O(1) time scale. We did not try to reproduce or extend that result.
In [Pas17] Birkhoff normal form methods were used in order to extend the approximation up
to order O(1) to the NLKG equation on M , M being a compact smooth manifolds or Rd; when
M = Rd, d ≥ 2, the approximation of solutions of the linear KG equation with solutions of the
linearized order-r normalized equation up to times of order O(c2(r−1)) is proved.
In this paper we prove a long-time approximation result for the dynamics of the NLKG:
we consider the NLKG equation on Rd, d ≥ 2, and we prove that for r > 1 solutions of the
order-r normalized equation approximate solutions of the NLKG equation up to times of order
O(c2(r−1)).
The present paper and [Pas17] can be thought as examples in which techniques from canonical
perturbation theory are used together with results from the theory of dispersive equations in order
to understand the singular limit of some Hamiltonian PDEs. In this context, the nonrelativistic
limit of the NLKG is a relevant example.
The issue of nonrelativistic limit has been studied also in the more general Maxwell-Klein-
Gordon system ([BMS04], [MN03]), in the Klein-Gordon-Zakharov system ([MN08], [MN10]), in
the Hartree equation ([CO06]) and in the pseudo-relativistic NLS ([CS16]). However, all these
results proved the convergence of the solutions locally uniformly in time; no information could
be obtained about the convergence of solutions for longer (in the case of NLKG, that means
c-dependent) timescales. On the other hand, in the recent [HKNR18], which studies the non-
relativistic limit of the Vlasov-Maxwell system, the authors were able to prove a stability result
valid for times which are polynomial in terms of the speed of light for solutions which lie in a
neighbourhood of stable equilibria of the system.
Another example of singular perturbation problem that has been studied with canonical per-
turbation theory is the problem of the continuous approximation of lattice dynamics (see e.g.
[BP06]). In the framework of lattice dynamics, the approximation has been justified only for the
typical time scale of averaging theorems, which corresponds to our O(1) time scale. Hopefully
the methods developed in [Pas17] and in the present paper could allow to extend the time of
validity of those results.
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The paper is organized as follows. In sect. 2 we state the results of the paper, together with
some examples and comments. In sect. 3 we show Strichartz estimates for the linear KG equa-
tion on Rd. In sect. 4 we recall an abstract result from [Pas17]; next, in sect. 4.1 we apply the
abstract theorem to the real NLKG equation, making some explicit computations of the normal
form at the first and at the second step. In sect. 5 we study the properties of the normalized
equation, namely its dispersive properties in the linear case and its well-posedness for solutions
with small initial data in the nonlinear case. In sect. 6 we discuss the approximation for longer
timescales: in particular, to deduce the latter we will exploit some dispersive properties of the
KG equation reported in sect. 3.
Acknowledgments. This work is a revised and extended version of a part of the author’s
PhD thesis. The author would like to thank his supervisor for the PhD thesis Professor Dario
Bambusi.
The author is supported by the ERC grant “HamPDEs”.
2 Statement of the Main Results
The NLKG equation describes the motion of a spinless particle with mass m > 0. Consider first
the real NLKG
~2
2mc2
utt − ~
2
2m
∆u+
mc2
2
u+ λ|u|2(l−1)u = 0, (2.1)
where c > 0 is the speed of light, ~ > 0 is the Planck constant, λ ∈ R, l ≥ 2, c > 0.
In the following m = 1, ~ = 1. As anticipated above, one is interested in the behaviour of
solutions as c→∞.
First it is convenient to reduce equation (2.1) to a first order system, by making the following
symplectic change variables
ψ :=
1√
2
[( 〈∇〉c
c
)1/2
u− i
(
c
〈∇〉c
)1/2
v
]
, v = ut/c
2,
where
〈∇〉c := (c2 −∆)1/2, (2.2)
which reduces (2.1) to the form
−iψt = c〈∇〉cψ + λ
2l
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]2l−1
, (2.3)
which is hamiltonian with Hamiltonian function given by
H(ψ¯, ψ) =
〈
ψ¯, c〈∇〉cψ
〉
+
λ
2l
∫ [(
c
〈∇〉c
)1/2
ψ + ψ¯√
2
]2l
dx. (2.4)
In the following the notation a . b is used to mean: there exists a positive constant K that
does not depend on c such that a ≤ Kb.
Before discussing the approximation of the solutions of NLKG with NLS-type equations, we
describe the general strategy we use to get them.
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Remark that Eq. (2.1) is Hamiltonian with Hamiltonian function (2.4). If one divides the
Hamiltonian by a factor c2 (which corresponds to a rescaling of time) and expands in powers of
c−2 it takes the form
〈ψ, ψ¯〉+ 1
c2
Pc(ψ, ψ¯) (2.5)
with a suitable funtion Pc. One can notice that this Hamiltonian is a perturbation of h0 := 〈ψ, ψ¯〉,
which is the generator of the standard Gauge transform, and which in particular admits a flow
that is periodic in time. Thus the idea is to exploit canonical perturbation theory in order to
conjugate such a Hamiltonian system to a system in normal form, up to remainders of order
O(c−2r), for any given r ≥ 1.
The problem is that the perturbation Pc has a vector field which is small only as an operator
extracting derivatives: hence, if one Taylor expands Pc and its vector field, the number of
derivatives extracted at each order increases. This situation is typical in singular perturbation
problems, and the price to pay to get a normal form is that the remainder of the perturbation
turns out to be an operator that extracts a large number of derivatives.
In Sect. 4.1 the normal form equation is explicitly computed in the case r = 2, l = 2:
−iψt = c2ψ − 1
2
∆ψ +
3
4
λ|ψ|2ψ
+
1
c2
[
51
8
λ2|ψ|4ψ + 3
16
λ
(
2|ψ|2∆ψ + ψ2∆ψ¯ +∆(|ψ|2ψ¯))− 1
8
∆2ψ
]
, (2.6)
namely a singular perturbation of a Gauge-transformed NLS equation. If one, after a gauge
transformation, only considers the first order terms, one has the NLS.
The standard way to exploit such a “singular” normal form is to use it just to construct
some approximate solution of the original system, and then to apply Gronwall Lemma in order
to estimate the difference with a true solution with the same initial datum (see for example
[BCP02]).
This strategy works also here, but it only leads to a control of the solutions over times of
order O(c2). When scaled back to the physical time, this allows to justify the approximation of
the solutions of NLKG by solutions of the NLS over time scales of order O(1), on any manifold
admitting a Littlewood-Paley decomposition (such as Riemannian smooth compact manifolds, or
Rd; see the introduction of [Bou10] and section 2.1 of [BGT04] for the construction of Littlewood-
Paley decomposition on compact manifolds).
A similar result has been obtained for the case M = Td by Faou and Schratz [FS14], who
aimed to construct numerical schemes which are robust in the nonrelativistic limit.
The idea one uses here in order to improve the time scale of the result is that of substituting
Gronwall Lemma with a more sophisticated tool, namely dispersive estimates and the retarded
Strichartz estimate. This can be done each time one can prove a dispersive or a Strichartz
estimate for the linearization of equation (2.3) on the approximate solution, uniformly in c. Now
we state our result for the approximation of small radiation solutions of the NLKG equation.
Theorem 2.1. Consider (2.3) on Rd, d ≥ 2. Let r > 1, and fix k1 ≫ 1. Assume that l ≥ 2
and r < d2 (l − 1). Then ∃ k0 = k0(r) > 0 such that for any k ≥ k1 and for any σ > 0 the
following holds: consider the solution ψr of the normalized equation (6.1), with initial datum
ψr,0 ∈ Hk+k0+σ+d/2. Then there exist α∗ := α∗(d, l, r) > 0 and there exists c∗ := c∗(r, k) > 1,
such that for any α > α∗ and for any c > c∗, if ψr,0 satisfies
‖ψr,0‖Hk+k0+σ+d/2 . c−α,
4
then
sup
t∈[0,T ]
‖ψ(t)− ψr(t)‖Hkx .
1
c2
, T . c2(r−1),
where ψ(t) is the solution of (4.13) with initial datum ψr,0.
Remark 2.2. The assumption of existence of ψr up to times of order O(c2(r−1)) is actually
a delicate matter. Equation (2.6), for example, is a quasilinear perturbation of a fourth-order
Schrödinger equation (4NLS). Even if we restrict to the case r = 2, the issues of global well-
posedness and scattering for solutions with large initial data for Eq. (2.6) have not been solved.
For solutions with small initial data, on the other hand, there are some papers dealing with the
local well-posedness of 4NLS (see for example [HHW07]), and with global well-posedness and
scattering of 4NLS (see [RWZ16]). In Sec. 5.2 we prove the local well-posedness for times of
order O(c2(r−1)) for solutions of the order-r normalized equation with small initial data under
the assumptions that l ≥ 2 and r < d2 (l − 1).
Remark 2.3. Just to be explicit, we make some examples of Theorem 2.1. For M = R2 and a
nonlinearity of order 2l, we can justify the approximation of small radiation solutions up to times
of order O(c2(r−1)), for r < l− 1. For M = R3 and a nonlinearity of order 2l, we can justify the
approximation of small radiation solutions up to times of order O(c2(r−1)), for r < 32 (l − 1).
On the other hand, when d2 (l − 1) ≤ 2, we cannot justify the approximation over long time
scales: examples of such cases are the cubic NLKG in 2, 3 and 4 dimensions, or the quintic
NLKG in 2 dimensions.
Before closing the subsection, we remark that the condition on r in Theorem 2.1 depends on
the assumption under which we were able to prove a well-posedness result for the normalized
equation, which in turn depends on the approach presented recently in [RWZ16]; we do not
exclude that this technical condition could be improved.
3 Dispersive properties of the Klein-Gordon equation
We briefly recall some classical notion of Fourier analysis on Rd. Recall the definition of the
space of Schwartz (or rapidly decreasing) functions,
S := {f ∈ C∞(Rd,R)| sup
x∈Rd
(1 + |x|2)α/2|∂βf(x)| < +∞, ∀α ∈ Nd, ∀β ∈ Nd}.
In the following 〈x〉 := (1 + |x|2)1/2.
Now, for any f ∈ S the Fourier transform of f , Ff : Rd → R, is defined by the following formula
Ff(ξ) := (2π)−d/2
∫
Rd
f(x)e−i〈x,ξ〉dx, ∀ξ ∈ Rd,
where 〈·, ·〉 denotes the scalar product in Rd.
At the beginning we will obtain Strichartz estimates for the linear equation
−i ψt = c〈∇〉c ψ, x ∈ Rd. (3.1)
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Proposition 3.1. Let d ≥ 2. For any Schrödinger admissible couples (p, q) and (r, s), namely
such that
2 ≤ p, r ≤ ∞,
2 ≤ q, s ≤ 2d
d− 2 ,
2
p
+
d
q
=
d
2
,
2
r
+
d
s
=
d
2
,
(p, q, d), (r, s, d) 6= (2,+∞, 2),
one has
‖〈∇〉
1
q− 1p
c e
it c〈∇〉c ψ0‖LptLqx . c
1
q− 1p− 12 ‖〈∇〉1/2c ψ0‖L2, (3.2)
∥∥∥∥〈∇〉 1q− 1pc
∫ t
0
ei(t−s) c〈∇〉c F (s) ds
∥∥∥∥
LptL
q
x
. c
1
q− 1p+ 1s− 1r−1 ‖〈∇〉
1
r− 1s+1
c F‖Lr′t Ls′x . (3.3)
Proof. By a simple scaling argument, from the following result reported by D’Ancona-Fanelli in
[DF08] for the operator 〈∇〉 := 〈∇〉1 (for more details see the proof of Proposition 3.1 in [Pas17]).
Lemma 3.2. For all (p, q) Schrödinger-admissible exponents
‖eiτ 〈∇〉 φ0‖
Lpτ W
1
q
− 1
p
− 1
2
,q
y
= ‖〈∇〉 1q− 1p− 12 eit 〈∇〉 φ0‖Lpτ Lqy ≤ ‖φ0‖L2y .
Remark 3.3. By choosing p = +∞ and q = 2, we get the following a priori estimate for finite
energy solutions of (3.1),
‖c1/2〈∇〉1/2c eit c〈∇〉c ψ0‖L∞t L2x . ‖c1/2〈∇〉1/2c ψ0‖L2 .
We also point out that, since the operators 〈∇〉 and 〈∇〉c commute, the above estimates in the
spaces LptL
q
x extend to estimates in L
p
tW
k,q
x for any k ≥ 0.
4 A Birkhoff Normal Form result
Consider the scale of Banach spaces W k,p(M,Cn × Cn) ∋ (ψ, ψ¯) (k ≥ 1, 1 < p < +∞, n ∈ N0)
endowed by the standard symplectic form. Having fixed k and p, and Uk,p ⊂ W k,p open, we
define the gradient of H ∈ C∞(Uk,p,R) w.r.t. ψ¯ as the unique function s.t.〈∇ψ¯H, h¯〉 = dψ¯Hh¯, ∀h ∈Wk,p,
so that the Hamiltonian vector field of a Hamiltonian function H is given by
XH(ψ, ψ¯) = (i∇ψ¯H, −i∇ψH).
The open ball of radius R and center 0 in W k,p will be denoted by Bk,p(R).
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Remark 4.1. Let k ≥ 0, 1 < p < +∞, we now introduce the Littlewood-Paley decomposition on
the Sobolev space W k,p =W k,p(Rd) (see [Tay11], Ch. 13.5).
In order to do this, define the cutoff operators in W k,p in the following way: start with
a smooth, radial nonnegative function φ0 : R
d → R such that φ0(ξ) = 1 for |ξ| ≤ 1/2, and
φ0(ξ) = 0 for |ξ| ≥ 1; then define φ1(ξ) := φ0(ξ/2)− φ0(ξ), and set
φj(ξ) := φ1(2
1−jξ), j ≥ 2. (4.1)
Then (φj)j≥0 is a partition of unity, ∑
j≥0
φj(ξ) = 1.
Now, for each j ∈ N and each f ∈ W k,2, we can define φj(D)f by
F(φj(D)f)(ξ) := φj(ξ)F(f)(ξ).
It is well known that for p ∈ (1,+∞) the map Φ : Lp(Rd)→ Lp(Rd, l2),
Φ(f) := (φj(D)f)j∈N,
maps Lp(Rd) isomorphically onto a closed subspace of Lp(Rd, l2), and we have compatibility of
norms ([Tay11], Ch. 13.5, (5.45)-(5.46)),
K ′p‖f‖Lp ≤ ‖Φ(f)‖Lp(Rd,l2) :=
∥∥∥∥∥∥∥

∑
j∈N
|φj(D)f |2


1/2
∥∥∥∥∥∥∥
Lp
≤ Kp‖f‖Lp ,
and similarly for the W k,p-norm, i.e. for any k > 0 and p ∈ (1,+∞)
K ′k,p‖f‖Wk,p ≤
∥∥∥∥∥∥∥

∑
j∈N
22jk|φj(D)f |2


1/2
∥∥∥∥∥∥∥
Lp
≤ Kk,p‖f‖Wk,p . (4.2)
We then define the cutoff operator ΠN by
ΠNψ :=
∑
j≤N
φj(D)ψ. (4.3)
We point out that the Littlewood-Paley decomposition, along with equality (4.2), can be extended
to compact manifolds (see [BGT04]), as well as to some particular non-compact manifolds (see
[Bou10]).
Now we consider a Hamiltonian system of the form
H = h0 + ǫ h+ ǫ F, (4.4)
where ǫ > 0 is a parameter. We assume that
PER h0 generates a linear periodic flow Φt with period 2π,
Φt+2π = Φt ∀t.
We also assume that Φt is analytic from W k,p to itself for any k ≥ 1, and for any p ∈
(1,+∞);
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INV for any k ≥ 1, for any p ∈ (1,+∞), Φt leaves invariant the space ΠjW k,p for any j ≥ 0.
Furthermore, for any j ≥ 0
πj(D) ◦ Φt = Φt ◦ πj(D);
NF h is in normal form, namely
h ◦ Φt = h.
Next we assume that both the Hamiltonian and the vector field of both h and F admit an
asymptotic expansion in ǫ of the form
h ∼
∑
j≥1
ǫj−1hj, F ∼
∑
j≥1
ǫj−1Fj , (4.5)
Xh ∼
∑
j≥1
ǫj−1Xhj , XF ∼
∑
j≥1
ǫj−1XFj , (4.6)
and that the following properties are satisfied
HVF There exists R∗ > 0 such that for any j ≥ 1
· Xhj is analytic from Bk+2j,p(R∗) to W k,p;
· XFj is analytic from Bk+2(j−1),p(R∗) to W k,p.
Moreover, for any r ≥ 1 we have that
· Xh−∑rj=1 ǫj−1hj is analytic from Bk+2(r+1),p(R∗) to W k,p;
· XF−∑rj=1 ǫj−1Fj is analytic from Bk+2r,p(R∗) to W k,p.
In [Pas17] we proved the following theorem.
Theorem 4.2 (see Theorem 4.3 in [Pas17]). Fix r ≥ 1, R > 0, k1 ≫ 1, 1 < p < +∞.
Consider (4.4), and assume PER, INV , NF and HVF. Then ∃ k0 = k0(r) > 0 with the following
properties: for any k ≥ k1 there exists ǫr,k,p ≪ 1 such that for any ǫ < ǫr,k,p there exists
T (r)ǫ : Bk,p(R)→ Bk,p(2R) analytic canonical transformation such that
Hr := H ◦ T (r)ǫ = h0 +
r∑
j=1
ǫjZj + ǫr+1 R(r),
where Zj are in normal form, namely
{Zj, h0} = 0, (4.7)
and
sup
Bk+k0,p(R)
‖XZj‖Wk,p ≤ Ck,p,
sup
Bk+k0,p(R)
‖XR(r)‖Wk,p ≤ Ck,p, (4.8)
sup
Bk,p(R)
‖T (r)ǫ − id‖Wk,p ≤ Ck,p ǫ. (4.9)
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In particular, we have that
Z1(ψ, ψ¯) = h1(ψ, ψ¯) + 〈F1〉 (ψ, ψ¯),
where 〈F1〉 (ψ, ψ¯) :=
∫ 2π
0
F1 ◦ Φt(ψ, ψ¯) dt2π .
4.1 The real nonlinear Klein-Gordon equation
We first consider the Hamiltonian of the real non-linear Klein-Gordon equation with power-
type nonlinearity on a smooth manifold M (M is such the Littlewood-Paley decomposition is
well-defined; take, for example, a smooth compact manifold, or Rd). The Hamiltonian is of the
form
H(u, v) =
c2
2
〈v, v〉 + 1
2
〈
u, 〈∇〉2cu
〉
+ λ
∫
u2l
2l
, (4.10)
where 〈∇〉c := (c2 −∆)1/2, λ ∈ R, l ≥ 2.
If we introduce the complex-valued variable
ψ :=
1√
2
[( 〈∇〉c
c
)1/2
u− i
(
c
〈∇〉c
)1/2
v
]
, (4.11)
(the corresponding symplectic 2-form becomes idψ ∧ dψ¯), the Hamiltonian (4.10) in the coordi-
nates (ψ, ψ¯) is
H(ψ¯, ψ) =
〈
ψ¯, c〈∇〉cψ
〉
+
λ
2l
∫ [(
c
〈∇〉c
)1/2
ψ + ψ¯√
2
]2l
dx. (4.12)
If we rescale the time by a factor c2, the Hamiltonian takes the form (4.4), with ǫ = 1c2 , and
H(ψ, ψ¯) = h0(ψ, ψ¯) + ǫ h(ψ, ψ¯) + ǫ F (ψ, ψ¯), (4.13)
where
h0(ψ, ψ¯) =
〈
ψ¯, ψ
〉
, (4.14)
h(ψ, ψ¯) =
〈
ψ¯,
(
c〈∇〉c − c2
)
ψ
〉 ∼∑
j≥1
ǫj−1
〈
ψ¯, aj∆
jψ
〉
=:
∑
j≥1
ǫj−1hj(ψ, ψ¯), (4.15)
F (ψ, ψ¯) =
λ
2l+1l
∫ [(
c
〈∇〉c
)1/2
(ψ + ψ¯)
]2l
dx (4.16)
∼ λ
2l+1l
∫
(ψ + ψ¯)2ldx
+ ǫb2
∫ [
(ψ + ψ¯)2l−1∆(ψ + ψ¯) + . . .+ (ψ + ψ¯)∆((ψ + ψ¯)2l−1)
]
dx
+O(ǫ2)
=:
∑
j≥1
ǫj−1 Fj(ψ, ψ¯), (4.17)
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where (aj)j≥1 and (bj)j≥1 are real coefficients, and Fj(ψ, ψ¯) is a polynomial function of the
variables ψ and ψ¯ (along with their derivatives) and which admits a bounded vector field from
a neighborhood of the origin in W k+2(j−1),p to W k,p for any 1 < p < +∞.
This description clearly fits the scheme treated in the previous section, and one can easily
check that assumptions PER, NF and HVF are satisfied. Therefore we can apply Theorem 4.2
to the Hamiltonian (4.13).
Remark 4.3. About the normal forms obtained by applying Theorem 4.2, we remark that in the
first step (case r = 1 in the statement of the Theorem) the homological equation we get is of the
form
{χ1, h0}+ F1 = 〈F1〉 , (4.18)
where F1(ψ, ψ¯) =
λ
2l+1l
∫
(ψ + ψ¯)2ldx. Hence the transformed Hamiltonian is of the form
H1(ψ, ψ¯) = h0(ψ, ψ¯) +
1
c2
[
−1
2
〈
ψ¯,∆ψ
〉
+ 〈F1〉 (ψ, ψ¯)
]
+
1
c4
R(1)(ψ, ψ¯), (4.19)
where
〈F1〉 (ψ, ψ¯) = λ
2l+1l
(
2l
l
)∫
|ψ|2l dx. (4.20)
If we neglect the remainder and we derive the corresponding equation of motion for the system,
we get
−iψt = ψ + 1
c2
[
−1
2
∆ψ +
λ
2l+1
(
2l
l
)
|ψ|2(l−1)ψ
]
, (4.21)
which is the NLS, and the Hamiltonian which generates the canonical transformation is given by
χ1(ψ, ψ¯) =
λ
2l+1l
∑
j=0,...,2l
j 6=l
1
i 2(l− j)
(
2l
j
)∫
ψ2l−jψ¯jdx. (4.22)
Such computations already appeared in [Pas17].
Remark 4.4. Now we iterate the construction by passing to the case r = 2.
If we neglect the remainder of order c−6, we have that
H ◦ T (1) = h0 + 1
c2
h1 +
1
c4
{χ1, h1}+ 1
c4
h2+
+
1
c2
〈F1〉+ 1
c4
{χ1, F1}+ 1
2c4
{χ1, {χ1, h0}}+ 1
c4
F2 (4.23)
= h0 +
1
c2
[h1 + 〈F1〉] + 1
c4
[
{χ1, h1}+ h2 + {χ1, F1}+ 1
2
{χ1, 〈F1〉 − F1}+ F2
]
,
(4.24)
where h1(ψ, ψ¯) = − 12
〈
ψ¯,∆ψ
〉
, and χ1 is of the form (4.22).
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Now we compute the terms of order 1c4 .
{χ1, h1} = dχ1Xh1 =
∂χ1
∂ψ
· i∂h1
∂ψ¯
− i∂χ1
ψ¯
∂h1
∂ψ
= − λ
2l+3l
∫  ∑
j=0,...,2l−1
j 6=l
1
l− j
(
2l
j
)
(2l− j)ψ2l−j−1ψ¯j

 ∆ψ dx
+
λ
2l+3l
∫  ∑
j=1,...,2l
j 6=l
1
l − j
(
2l
j
)
jψ2l−jψ¯j−1

 ∆ψ¯ dx
= − λ
2l+3l
∫
∆ψ ψ2l−1 +∆ψ¯ ψ¯2l−1 dx
− λ
2l+3l
∫ ∑
j=1,...,2l−1
j 6=l
1
l − j
(
2l
j
)∫
(2l − j)ψ2l−j−1ψ¯j ∆ψ − jψ2l−jψ¯j−1∆ψ¯ dx, (4.25)
and since j 6= l in the sum we have that
〈{χ1, h1}〉 = 0. (4.26)
Next,
h2 = −1
8
〈
ψ¯,∆2ψ
〉
, (4.27)
{χ1, F1}
=
λ2
22l+3l2
∫  ∑
j=0,...,2l−1
j 6=l
1
l − j
(
2l
j
)
(2l− j)ψ2l−j−1ψ¯j


[
2l∑
h=1
(
2l
h
)
hψ2l−hψ¯h−1
]
dx
− λ
2
22l+3l2
∫  ∑
j=1,...,2l
j 6=l
1
l− j
(
2l
j
)
jψl−j ψ¯j−1


[
2l−1∑
h=0
(
2l
h
)
(2l− h)ψ2l−h−1ψ¯h
]
dx
11
=
λ2
22l+3l2
∑
j,h=1,...,2l−1
j 6=l
1
l − j
(
2l
j
)(
2l
h
)
[(2l − j)h− j(2l − h)]
∫
ψ4l−j−h−1ψ¯j+h−1 dx
+
λ2
22l+3l2
2
∫
ψ2l−1
[
2l∑
h=1
(
2l
h
)
hψ2l−hψ¯h−1
]
dx
+
λ2
22l+3l2
2l
∫  ∑
j=0,...,2l−1
j 6=l
1
l− j
(
2l
j
)
(2l− j)ψ2l−j−1ψ¯j

 ψ¯2l−1 dx
+
λ2
22l+3l2
2
∫
ψ¯2l−1
[
2l−1∑
h=0
(
2l
h
)
(2l − h)ψ2l−h−1ψ¯h
]
dx
− λ
2
22l+3l2
2l
∫  ∑
j=1,...,2l
j 6=l
1
l− j
(
2l
j
)
jψ2l−jψ¯j−1

ψ2l−1 dx, (4.28)
〈{χ1, F1}〉 = λ2K(l)
∫
|ψ|2(2l−1) dx, (4.29)
K(l) :=
1
22l+3l2




∑
j,h=1,...,2l−1
j 6=l
j+h=2l
1
l − j
(
2l
j
)(
2l
h
)
[(2l − j)h− j(2l − h)]

+ 16l


, (4.30)
where K(l) > 0 by the conditions on j and h in the sum.
Then,
{χ1, 〈F1〉}
=
λ2
22l+3l2
(
2l
l
)∫ ∑
j=0,...,2l−1
j 6=l
1
l − j
(
2l
j
)
(2l − j)l ψ2l−j−1ψ¯jψlψ¯l−1 dx
− λ
2
22l+3l2
(
2l
l
)∫ ∑
j=1,...,2l
j 6=l
1
l − j
(
2l
j
)
jl ψ2l−jψ¯j−1ψl−1ψ¯l dx
=
λ2
22l+3l2
(
2l
l
)
(
2l
l
)
2
∫
ψ3l−1ψ¯l−1 + ψl−1ψ¯3l−1 dx +
∑
j=1,...,2l−1
j 6=l
2l
(
2l
j
)∫
ψ3l−j−1ψ¯j+l−1 dx

 ,
(4.31)
and since j 6= l in the sum we have that
〈{χ1, 〈F1〉}〉 = 0. (4.32)
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Furthermore,
F2 =
λ
2l+3l
2l
∫
(ψ + ψ¯)2l−1∆(ψ + ψ¯) dx
=
λ
2l+2
2l−1∑
j=0
(
2l − 1
j
)∫
ψ2l−j−1ψ¯j(∆ψ +∆ψ¯) dx, (4.33)
〈F2〉 = λ
2l+2
∫ (
2l− 1
l
)
ψl−1ψ¯l∆ψ +
(
2l − 1
l − 1
)
ψlψ¯l−1∆ψ¯ dx
=
λ
2l+2
(
2l− 1
l
)∫
|ψ|2(l−1)(ψ¯∆ψ + ψ∆ψ¯) dx (4.34)
Hence, up to a remainder of order O
(
1
c6
)
, we have that
H2 = h0 +
1
c2
∫ [
−1
2
〈
ψ¯,∆ψ
〉
+
λ
2l+1l
(
2l
l
)
|ψ|2l
]
dx
+
1
c4
∫ [
λ2K(l)|ψ|2(2l−1) + λ
2l+2
(
2l − 1
l
)
|ψ|2(l−1)(ψ¯∆ψ + ψ∆ψ¯)− 1
8
〈
ψ¯,∆2ψ
〉]
dx,
(4.35)
which, by neglecting h0 (that yields only a gauge factor) and by rescaling the time, leads to the
following equations of motion
−iψt = −1
2
∆ψ +
λ
2l+1
(
2l
l
)
|ψ|2(l−1)ψ + 1
c2
[
−1
8
∆2ψ + λ2K(l) (2l− 1)|ψ|4(l−1)ψ
]
+
1
c2
[
λ
2l+2
(
2l − 1
l
)(
l|ψ|2(l−1)∆ψ + (l − 1)|ψ|2(l−2)ψ2∆ψ¯ +∆(|ψ|2(l−1)ψ¯)
)]
, (4.36)
which for example in the case of a cubic nonlinearity (l = 2) reads
−iψt = −1
2
∆ψ +
3
4
λ|ψ|2ψ
+
1
c2
[
51
8
λ2|ψ|4ψ + 3
16
λ
(
2|ψ|2∆ψ + ψ2∆ψ¯ +∆(|ψ|2ψ¯))− 1
8
∆2ψ
]
. (4.37)
Eq. (4.37) is the nonlinear analogue of a linear higher-order Schrödinger equation that appears
in [CM12] and [CLM15] in the context of semi-relativistic equations.
5 Properties of the normal form equation
5.1 Linear case
Now let r ≥ 1, d ≥ 2. In [CM12] and [CLM15] the authors proved that the linearized normal
form system, namely the one that corresponds (up to a rescaling of time by a factor c2) to
−iψ˙r = Xh0+∑rj=1 ǫjhj (ψr), (5.1)
ψr(0) = ψ0,
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admits a unique solution in L∞(R)Hk+k0 (Rd) (this is a simple application of the properties of
the Fourier transform), and by a perturbative argument they also proved the global existence
also for the higher oder Schrödinger equation with a bounded time-independent potential.
Moreover, by following the arguments of Theorem 4.1 in [KAY12] and Lemma 4.3 in [CLM15]
one obtains the following dispersive estimates and local-in-time Strichartz estimates for solutions
of the linearized normal form equation (5.1).
Proposition 5.1. Let r ≥ 1 and d ≥ 2, and denote by Ur(t) the evolution operator of (5.1) at
the time c2t (c ≥ 1, t > 0). Then one has the following local-in-time dispersive estimate
‖Ur(t)‖L1(Rd)→L∞(Rd) . cd(1−
1
r )|t|−d/(2r), 0 < |t| . c2(r−1). (5.2)
On the other hand, Ur(t) is unitary on L2(Rd).
Now introduce the following set of admissible exponent pairs:
∆r := {(p, q) : (1/p, 1/q) lies in the closed quadrilateral ABCD} , (5.3)
where
A =
(
1
2
,
1
2
)
, B =
(
1,
1
τr
)
, C = (1, 0), D =
(
1
τ ′r
, 0
)
, τr =
2r − 1
r − 1 ,
1
τr
+
1
τ ′r
= 1.
Then for any (p, q) ∈ ∆r \ {(2, 2), (1, τr), (τ ′r,∞)}
‖Ur(t)‖Lp(Rd)→Lq(Rd) . cd(1−
1
r )(
1
p− 1q )|t|− d2r ( 1q− 1p), 0 < |t| . c2(r−1), (5.4)
Let r ≥ 1 and d ≥ 2: in the following lemma (p, q) is called an order-r admissible pair when
2 ≤ p, q ≤ +∞ for r ≥ 2 (2 ≤ q ≤ 2d/(d− 2) for r = 1), and
2
p
+
d
rq
=
d
2r
. (5.5)
Proposition 5.2. Let r ≥ 1 and d ≥ 2, and denote by Ur(t) the evolution operator of (5.1)
at the time c2t (c ≥ 1, t > 0). Let (p, q) and (a, b) be order-r admissible pairs, then for any
T . c2(r−1)
‖Ur(t)φ0‖Lp([0,T ])Lq(Rd) . cd(1−
1
r )(
1
2− 1q )‖φ0‖L2(Rd) = c(1−
1
r )
2r
p ‖φ0‖L2(Rd), (5.6)∥∥∥∥
∫ t
0
Ur(t− τ)φ(τ)dτ
∥∥∥∥
Lp([0,T ])Lq(Rd)
. c(1−
1
r )2r(
1
p+
1
a )‖φ‖La′([0,T ])Lb′(Rd). (5.7)
5.2 Well-posedness of higher order nonlinear Schrödinger equations
with small data
Here we discuss the local well-posedness of
−iψt = Ac,rψ + P ((∂αxψ)|α|≤2(r−1), (∂αx ψ¯)|α|≤2(r−1)), t ∈ I, x ∈ Rd, (5.8)
ψ(0, x) = ψ0(x), (5.9)
where r ≥ 2, I := [0, T ], T > 0,
Ac,r = c
2 −
r∑
j=1
∆j
c2(j−1)
, c ≥ 1,
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and P is an analytic function at the origin of the form
P (z) =
∑
m+1≤|β|<M
aβz
β, |aβ | ≤ K |β|, |z| ≪ 1, (5.10)
where M > m ≥ 2, m,M ∈ N.
We will exploit this result during the proof of Theorem 2.1. We will adapt an argument
of [RWZ16] in order to show the local well-posedness of Eq. for data with small norm in the
so-called modulation spaces.
Modulation spaces M sp,q (s ∈ R, 0 < p, q < +∞) were introduced by Feichtinger, and they
can be seen as a variant of Besov spaces, in the sense that they allow to perform a frequency
decomposition of operators, and to study their properties with respect to lower and higher
frequencies. This spaces were recently used in order to prove global well-posedness and scattering
for small data for nonlinear dispersive PDEs, especially in the case of derivative nonlinearities
(see for example [WH07], [WHH09] and [RWZ16]). We refer to [RSW12] for a survey about
modulation spaces and nonlinear evolution equations.
We define the norm on modulation spaces via the following decomposition: let σ : Rd → R
be a function such that
supp(σ) ⊂ [−3/4, 3/4]d,
and consider a function sequence (σk)k∈Zd satysfying
σk(·) = σ(· − k), (5.11)∑
k∈Zd
σk(ξ) = 1, ∀ξ ∈ Rd. (5.12)
Denote by
Yd := {(σk)k∈Zd : (σk)k∈Zdsatisfies(5.11)− (5.12)}.
Let (σk)k∈Zd ∈ Yd, and define the frequency-uniform decomposition operators
k := F−1σkF , (5.13)
where by F we denote the Fourier transform on Rd, then we define the modulation spaces
M sp,q(R
d) via the following norm,
‖f‖Msp,q(Rd) :=

∑
k∈Zd
〈k〉sq ‖kf‖qp


1/q
, s ∈ R, 0 < p, q < +∞. (5.14)
Actually, in our application we will always be interested in the spaces M sp,1(R
d) with s ∈ R and
p > 1. We just mention some properties of modulation spaces.
Proposition 5.3. Let s, s1, s2 ∈ R and 1 < p, p1, p2 < +∞.
1. M sp,1(R
d) is a Banach space;
2. S(Rd) ⊂M sp,1(Rd) ⊂ S ′(Rd);
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3. S(Rd) is dense in M sp,1(Rd);
4. if s2 ≤ s1 and p1 ≤ p2, then M s1p1,1 ⊆M s2p2,1;
5. M0p,1(R
d) ⊆ L∞(Rd) ∩ Lp(Rd);
6. let τ(p) = max (0, d(1− 1/p), d/p) and s1 > s2 + τ(p), then W s1,p(Rd) ⊂M s2p,1(Rd);
7. let s1 ≥ s2, then M s1p,1(Rd) ⊂W s2,p(Rd).
The last two properties are not trivial, and have been proved in [KS11].
We also introduce other spaces which are often used in this context: the anisotropic Lebesgue
space Lp1,p2xi;(xj)j 6=i,t,
‖f‖Lp1,p2
xi;(xj)j 6=i,t
:=
∥∥∥‖f‖Lp2x1,...,xi−1,xi+1,...,xd,t(Rd−1×I)
∥∥∥
L
p1
xi
(R)
,
and, for any Banach space X , the spaces l1,s (X) and l
1,s
,i(X),
‖f‖l1,s

(X) :=
∑
k∈Zd
〈k〉s ‖kf‖X , (5.15)
‖f‖l1,s
,i,c
(X) :=
∑
k∈Zdi
〈k〉s ‖kf‖X , Zdi := {k ∈ Zd : |ki| = max
1≤j≤d
|kj |, |ki| > c}. (5.16)
For simplicity, we write l1(X) = l
1,0
 (X) and M
s
p,1 =M
s
p,1(R
d).
Proposition 5.4. Let d ≥ 2, m ≥ 2, m > 4r/d and s > 2(r − 1) + 1/m.
(i) There exist c0 > 1 and δ0 = δ0(d,m, r) > 0 such that for any c ≥ c0, for any δ > δ0
and for any ψ0 ∈ M s2,1 with ‖ψ0‖Ms2,1 ≤ c−δ the equation (5.8) admits a unique solution
ψ ∈ C(I,M s2,1) ∩D, where T = T (‖ψ0‖Ms2,1) = O(c2(r−1)), and
‖ψ‖D =
2(r−1)∑
α=0
d∑
i,l=1
‖∂αxlψ‖l1,s−r+1/2
,i,c
(L∞,2
xi;(xj)j 6=i,t
)∩l1,s

(Lm,∞
xi;(xj)j 6=i,t
)∩l1,s+1/m

(L∞t L
2
x∩L2+mt,x )
. c−δ.
(5.17)
(ii) Moreover, if s ≥ s0(d) := d + 2 + 12 , then there exists δ1 = δ1(d,m, r) > 0 such that for
any c ≥ c0, for any δ > δ1 and for any ψ0 ∈ M s2,1 with ‖ψ0‖Ms2,1 ≤ c−δ the equation (5.8)
admits a unique solution ψ ∈ C(I,Hs), where T = T (‖ψ0‖Ms2,1) = O(c2(r−1)), and
‖ψ(t)‖Hs . c−δ, |t| . c2(r−1). (5.18)
From the above Proposition and from the embedding Hs+σ+d/2 ⊂M s2,1 for any σ > 0 we can
deduce
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Corollary 5.5. Let d ≥ 2, l ≥ 2, r < d2 (l−1) and s > 2(r−1)+ 12(l−1) . Then there exist c0 > 1,
δ0 = δ0(d, l, r) > 0 and δ1 = δ1(d, l, r) > 0 such that for any c ≥ c0, for any δ > max(δ0, δ1),
for any σ > 0 and for any ψ0 ∈ Hs+σ+d/2 with ‖ψ0‖Hs+σ+d/2 ≤ c−δ the normal form equation
for (4.10) admits a unique solution ψ ∈ C([0, T ], Hs+σ+d/2)∩D, where T = T (‖ψ0‖Hs+σ+d/2) =
O(c2(r−1)), and (5.17) holds. Furthermore, we have that ψ ∈ L∞(I)Hs+σ+d/2(Rd), and
‖ψ(t)‖Hs+σ+d/2 . c−δ, |t| . c2(r−1). (5.19)
Since the nonlinearity in Eq. (5.8) involves derivatives, this could cause a loss of derivatives
as long as we rely only on energy estimates, on dispersive estimates or on Strichartz estimates. In
order to overcome such a problem, we will study the time decay of the operator Ur(t) := eitAc,r ,
its local smoothing property, Strichartz estimates with k-decomposition and maximal function
estimates in the framework of frequency-uniform localization.
The rest of this subsection is devoted to the proof of Proposition 5.4. For convenience, we
will always use the following function sequence (σk)k∈Zd to define modulation spaces.
Lemma 5.6. Let (ηk)k∈Z ∈ Y1, and assume that supp(ηk) ⊂ [k − 2/3, k+ 2/3]. Consider
σk(ξ) := ηk1(ξ1) · · · ηkd(ξd), k = (k1, . . . , kd) ∈ Zd, (5.20)
then (σk)k∈Zd ∈ Yd.
For convenience, we also write
σ˜k =
∑
‖l‖∞≤1
σk+l, ˜k =
∑
‖l‖∞≤1
k+l, k ∈ Zd, (5.21)
and one can check that
σ˜kσk = σk, ˜k ◦k = k, k ∈ Zd. (5.22)
We also write Arf(t, x) :=
∫ t
0
Ur(t− τ)f(τ, x)dτ .
5.2.1 Time decay
Now, the time-decay of the operator Ur(t) is known (see (5.2)), but now we are interested in
its frequency-localized version, and we want to consider lower, medium and higher frequency
separately. For simplicity we discuss the case r = 2, and we defer to the the end of this section
a remark about the case r > 2. So, consider
U2(t) = eitAc,2 = eic
2t F−1eit(|ξ|2− |ξ|
4
c2
)F ,
and write ǫ = c−2. It is known that the time decay of U2(t) is determined by the critical points
of P2(|ξ|) = |ξ|2 − ǫ|ξ|4. Notice that P ′2(R) = 4R(ǫ1/2R + 1√2 )(ǫ1/2R −
1√
2
), the singular points
of P2 are ξ = 0 and the points of the sphere ξ = (2ǫ)−1/2. To handle these points, we exploit
Littlewood-Paley decomposition, Van der Corput lemma and some properties of the Fourier
transform of radial functions.
Indeed, it is known that the Fourier transform of a radial function f is radial,
Ff(ξ) = 2π
∫ ∞
0
f(R)Rd−1(R|ξ|)−(d−2)/2J d−2
2
(R|ξ|)dR,
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where Jm is the order m Bessel function,
Jm(R) =
(R/2)m
Γ(m+ 1/2)π1/2
∫ 1
−1
eiRt(1− t2)m−1/2dt, m > −1/2.
By following the computations in [RWZ16] we obtain that
Ff(s) = Kdπ
∫ ∞
0
f(R)Rd−1e−iRsh¯(Rs)dR + Kdπ
∫ ∞
0
f(R)Rd−1eiRsh(Rs)dR, Kd > 0,
(5.23)
|h(k)(R)| ≤ Kd(1 +R)−
d−1
2 −k, ∀k ≥ 0. (5.24)
Now we make a Littlewood-Paley decomposition of the frequencies: choose ρ a smooth cut-
off function equal to 1 in the unit ball and equal to 0 outside the ball of radius 2, write φ0 =
ρ(·)− ρ(2·), φj(·) = F−1φ0(2−j ·)F , j ∈ Z, and consider
U2(t)ψ0 =
∑
|j|≤K
φj(D)U2(t)ψ0 +
∑
j<−K
φj(D)U2(t)ψ0 +
∑
j>K
φj(D)U2(t)ψ0
=: P= U2(t)ψ0 + P< U2(t)ψ0 + P> U2(t)ψ0, (5.25)
where
K := K(ǫ) = 10− 1
2
⌈log2 ǫ⌉. (5.26)
Notice that the singular point R = 0 is in the support set of F(P= U2(t)ψ0). Roughly
speaking, if j < −K, the dominant term in P2(R) is R2, while if j > K the dominant term in
P2(R) is ǫR4; hence, by (5.2)
‖P< U2(t)ψ0‖L∞ . |t|−d/2‖ψ0‖L1, (5.27)
‖P> U2(t)ψ0‖L∞ . cd/2|t|−d/4‖ψ0‖L1 , 0 < |t| . c2. (5.28)
The time decay estimate for P= U2(t)ψ0 is more difficult, since P2(R) has a singular point
in R = R1 := (2ǫ)−1/2, which corresponds to the sphere |ξ| = R1 in the support set of
F(P= U2(t)ψ0). We notice that also the point that satisfies P ′′2 (R) = 0, R = (6ǫ)−1/2, cor-
responds to a sphere ξ = R2 contained in the support set of F(P= U2(t)ψ0); we shall use this
fact later.
In order to handle the singular pointR1, we perform another decomposition around the sphere
|ξ| = R1. Denote ρ˜(·) = ρ(2−K ·)−ρ(2(K+1)·), then P= = F−1ρ˜F ; write Pk = F−1φk(|ξ|−R1)F ,
we get ∑
|j|≤K
φj(D)U2(t)ψ0 =
∑
k∈Z
P=Pk U2(t)ψ0 (5.29)
By Young’s inequality
‖P=Pk U2(t)ψ0‖L∞ . ‖F−1
(
ρ˜φk(|ξ| −R1)e−itP2(|ξ|)
)
‖L∞‖ψ0‖L1 . (5.30)
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Moreover,
F−1
(
ρ˜φk(|ξ| −R1)e−itP2(|ξ|)
)
(5.23)
= Kdπ
∫ ∞
0
Rd−1ρ˜(R)φk(R −R1)e−itP2(R)−iR|x|h¯(R|x|)dR
+Kdπ
∫ ∞
0
Rd−1ρ˜(R)φk(R−R1)e−itP2(R)+iR|x|h(R|x|)dR
=: Ak(|x|) +Bk(|x|).
In order to estimate Ak(s) we rewrite it as
Ak(s) = Kdπ
(∫ ∞
R1
+
∫ R1
0
)
Rd−1ρ˜(R)φk(R−R1)e−itP2(R)−iRsh¯(Rs)dR (5.31)
=: A
(1)
k (s) +A
(2)
k (s). (5.32)
We begin by estimating A(1)k : notice that A
(1)
k (s) for k > K + 2, hence we can assume that
k ≤ K + 2. By a change of variables we obtain
A
(1)
k (s)
R=R1+2
kσ
= 2kKdπe
−iR1s
∫ 2
1/2
F (σ)eit2
2kP˜2(σ)dσ,
F (σ) := (R1 + 2
kσ)d−1ρ˜(R1 + 2kσ)φ0(σ)h¯((R1 + 2kσ)s),
P˜2(σ) := (2
2kt)−1(tP2(R1 + 2kσ)− 2kσs).
One can check that
|P˜2′(σ)| =
∣∣∣4(R1 + 2kσ)(2R1 + 2kσ)σǫ − s
t2k
∣∣∣ .
Let s≫ 1; if s≪ 2kt/ǫ, then
|F (m)(σ)| . 1, ∀m ≥ 1, |P˜2′(σ)| . ǫ, |P˜2′′(σ)| . ǫ1/2, |P˜2′′′(σ)| . ǫ, |P˜2(m)(σ)|
ǫ≤1
. 1, ∀m ≥ 4
while for s≫ 2kt/ǫ
|F (m)(σ)| . 1, ∀m ≥ 1, |P˜2(m)(σ)|
ǫ≤1
. 1, ∀m ≥ 1.
Integrating by parts we get
A
(1)
k (s) = 2
k(22kt)−NKdπeiR1s
∫ 2
1/2
eit2
2kP˜2(σ)
d
dσ
(
1
P˜2
′
(σ)
· · · d
dσ
(
1
P˜2
′
(σ)
d
dσ
(
F (σ)
P˜2
′
(σ)
)))
dσ.
Therefore
|A(1)k (s)| . 2k(22kt)−N . (5.33)
If s ∼ 2kt/ǫ, we apply Van der Corput Lemma,
|A(1)k (s)| . 2k(22kt)−1/2
∫ 2
1/2
|∂σF (σ)|dσ
(5.24)
. 2k(22kt)−1/2s−(d−1)/2 . 2k(22kt)−d/2ǫ(d−1)/2.
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Moreover, we can check that |A(1)k (s)| . 2k; hence, for s≫ 1
|A(1)k (s)|
ǫ≤1
. 2kmin(1, (22kt)−d/2). (5.34)
If s . 1, we rewrite A(1)k in the following form
A
(1)
k (s) = 2
kKdπe
−iR1s
∫ 2
1/2
F1(σ)e
itP2(R1+2
kσ)dσ,
F1(σ) := (R1 + 2
kσ)d−1ρ˜(R1 + 2kσ)φ0(σ)h¯((R1 + 2kσ)s)e−i2
kσs.
Again integrating by parts, we obtain
|A(1)k (s)| . 2kmin(1, (22kt)−d/2). (5.35)
(5.36)
Now we estimate A(2)k . We notice that R2 ∈ supp(φk(R1 − ·)) if and only if k ∈ {−2,−1};
when k /∈ {−2,−1} one can repeat the above argument and show that
|A(2)k (s)| . 2kmin(1, (22kt)−d/2). (5.37)
Let k ∈ {−2,−1}. If s≪ t or s≫ t we have by integration by parts that
|A(2)k (s)| . min(1, t−N), ∀N ∈ N.
On the other hand, if s ∼ t we can use Van der Corput Lemma and obtain
|A(2)k (s)| . t−1/3s−(d−1)/2 . t−
d
2+
1
6 .
Therefore, for k ∈ {−2,−1} we have
|A(2)k (s)| . min(1, t−
d
2+
1
6 ). (5.38)
Combining (5.37) and (5.38) we can deduce that
|A(2)k (s)| . 2kmin(1, (22kt)−
d
2+
1
6 ). (5.39)
If we sum up all the Ak for k ≤ K + 2 we finally conclude that for any d ≥ 2
‖P= U2(t)ψ0‖L∞ . cmin(|t|−d/2, |t|−d/2+1/6)‖ψ0‖L1 . (5.40)
Remark 5.7. In the general case r > 2, we have to determine critical points for the polynomial
Pr(R) =
r∑
j=1
(−1)j+1ǫj−1R2j , (5.41)
namely the roots of the polynomial
P ′r(R) =
r∑
j=1
(−1)j+1ǫj−12jR2j−1 = R

 r∑
j=1
(−1)j+1ǫj−12jR2(j−1)

 . (5.42)
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Besides the trivial value R = 0, which we deal as in the case r = 2, one should rely on lower
and upper bounds to determine the other (if any) real roots. For a lower bound, we rely on a
well-known corollary of Rouché theorem from complex analysis, and we obtain that the other
roots satisfy
R ≥ 2
max
(
2,
∑r
j=1 2jǫ
j−1
)
≥ 2
max
(
2, 2r
∑r−1
j=0 ǫ
j
)
ǫ≤1/2
≥ 2
max(2, 4rǫ)
ǫ≪1/(2r)
≥ 1.
For what concerns an upper bound, we exploit an old result by Fujiwara ([Fuj16]), and we get
that the roots satisfy
R ≤ max
1≤j≤r−1
(
2(r − 1)2jǫ
j−1
2rǫr−1
) 1
2(j−1)
≤ 2(r − 1) max
1≤j≤r−1
(
j
r
) 1
2(j−1)
ǫ
j−r
2(j−1)
ǫ≤1
≤ Krǫ−1/2
for some Kr > 0.
Hence, in the case r > 2, if ǫ sufficiently small (depending on r), then the polynomial P ′r has
critical points (apart from 0) which have modulus between 1 and O(ǫ−1/2) (a similar argument
works also for the polynomial P ′′r ), and this affects the medium-frequency decay of Ur(t). In any
case, we can deal with this problem as in the case r = 2, and we get
‖P< Ur(t)ψ0‖L∞ . |t|−d/2‖ψ0‖L1, (5.43)
‖P= Ur(t)ψ0‖L∞ . cmin(|t|−d/2, |t|−d/2+1/6)‖ψ0‖L1 , (5.44)
‖P> Ur(t)ψ0‖L∞ . cd/2|t|− d2r ‖ψ0‖L1 , 0 < |t| . c2(r−1). (5.45)
5.2.2 Smoothing estimates
As already pointed out, one needs smoothing estimates to ensure the well-posedness of Eq. (5.8)
because of the presence of derivatives in the nonlinearity. Again, we first consider the case r = 2,
and then we mention the results for r > 2.
Proposition 5.8. For any k = (k1, . . . , kd) ∈ Zd with |ki| = |k|∞ and |ki| & c∥∥∥kD3/2xi U2(t)ψ0∥∥∥
L∞,2
xi;(xj)j 6=i,t
. c‖kψ0‖L2 . (5.46)
Proof. It suffices to consider the case i = 1. For convenience, we write z¯ = (z1, . . . , zd). Then,∥∥∥kD3/2xi U2(t)ψ0∥∥∥
L∞,2
xi;(xj)j 6=i,t
=
∥∥∥∥
∫
σk(ξ)|ξ1|3/2eitP2(|ξ|)F(ψ0)(ξ)eix1ξ1dξ1
∥∥∥∥
L∞x1L
2
ξ¯,t
.
∥∥∥∥
∫
ηk1(ξ1)|ξ1|3/2eitP2(|ξ|)F(ψ0)(ξ)eix1ξ1dξ1
∥∥∥∥
L∞x1L
2
ξ¯,t
=: L.
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Now, we estimate L: if k1 & c, then ξ1 > 0 for ξ ∈ supp(ηk1). Hence, by changing variable,
θ = P2(|ξ|), we get
L .
∥∥∥∥∥
∫
ηk1(ξ1(θ))ξ1(θ)
3/2eitθF(ψ0)(ξ(θ))eix1ξ1(θ) 1
2
ξ−11 (θ)
(
2
|ξ|2
c2
− 1
)−1∥∥∥∥∥
L∞x1L
2
ξ¯,t
.
∥∥∥∥∥ηk1(ξ1(θ))ξ1(θ)1/2F(ψ0)(ξ(θ))
(
2
|ξ|2
c2
− 1
)−1∥∥∥∥∥
L2θL
2
ξ¯
.
∥∥∥∥∥ηk1(ξ1)ξ1/21 F(ψ0)(ξ)
(
2
|ξ|2
c2
− 1
)−1(
2
|ξ|2
c2
− 1
)1/2
ξ
1/2
1
∥∥∥∥∥
L2ξ
=
∥∥∥∥∥ηk1(ξ1)ξ1F(ψ0)(ξ)
(
2
|ξ|2
c2
− 1
)−1/2∥∥∥∥∥
L2
ξ
. c‖ψ0‖L2.
The proof for the case k1 . −c is similar.
By duality we have the following
Proposition 5.9. For any k = (k1, . . . , kd) ∈ Zd with |ki| = |k|∞ and |ki| & c∥∥k∂2xiA2f∥∥L∞t L2x . c‖kD1/2i f‖L1,2xi;(xj)j 6=i,t . (5.47)
Now consider the inhomogeneous Cauchy problem
−iψt = Ac,2ψ + f(t, x), ψ(0, x) = 0. (5.48)
Proposition 5.10. For any k = (k1, . . . , kd) ∈ Zd with |ki| = |k|∞ and |ki| & c∥∥k∂2xiψ∥∥L∞,2
xi;(xj)j 6=i,t
. ‖kf‖L1,2
xi;(xj)j 6=i,t
. (5.49)
Proof. It suffices to consider i = 1. We write
ψ = F−1τ,ξ
1
τ − c2 − P2(|ξ|) (Ft,xf)(τ, ξ).
We have
∂2xiψ = F−1τ,ξ
ξ21
P2(|ξ|) + c2 − τ Ft,xf. (5.50)
We want to show that∥∥∥∥F−1τ,ξ ηk1(ξ1)ξ21P2(|ξ|) + c2 − τ Ft,xf
∥∥∥∥
L∞x1L
2
ξ¯,t
.
∥∥∥F−1ξ1 ηk1(ξ1)Fx1f
∥∥∥
L1x1L
2
ξ¯,t
,
which, by Young’s inequality, is equivalent to show that
sup
x1,τ,ξj (j 6=1)
∣∣∣∣F−1ξ1 σk(ξ)ξ21P2(|ξ|) + c2 − τ
∣∣∣∣ . 1. (5.51)
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We prove (5.51): first, notice that when |k1| = |k|∞, then |ξ1| ∼ |ξ|∞ for ξ ∈ supp(σk). We
split the argument according to the cases τ − c2 > 0 and τ − c2 ≤ 0. In the case τ − c2 > 0
sup
x1,τ,ξj (j 6=1)
∣∣∣∣F−1ξ1 σk(ξ)ξ21P2(|ξ|) + c2 − τ
∣∣∣∣ .
∣∣∣∣∣
∫ k1+3/4
k1−3/4
c2
ξ21
dξ1
∣∣∣∣∣
|k1|&c
. 1.
When τ − c2 ≤ 0 we set τ2 := τ2(c) = c
(√
5
4 − τc2 − 12
)
> 0, in order to write
P2(|ξ|) + c2 − τ =
( |ξ|2
c
+ τ2
)(
−|ξ|
2
c
+ τ2 + c
)
.
Hence
F−1ξ1
σk(ξ)ξ
2
1
P2(|ξ|) + c2 − τ = F
−1
ξ1
σk(ξ)ξ
2
1(
|ξ|2
c + τ2
)(
− |ξ|2c + τ2 + c
)
= F−1ξ1
σk(ξ)ξ
2
1(
ξ21
c +
|ξ¯|2
c + τ2
)(
− ξ21c − |ξ¯|
2
c + τ2 + c
) . (5.52)
When |ξ¯|2 ≥ c(τ2 + c), we can treat the problem as before.
Next, we consider the case |ξ¯|2 < c(τ2 + c). Let
A2 := A(ξ¯, τ, c)2 =
|ξ¯|2
c
+ τ2,
B2 := B(ξ¯, τ, c)2 = −
( |ξ¯|2
c
− τ2 − c
)
,
then
F−1ξ1
ηk1(ξ1)ξ
2
1(
|ξ|2
c + τ2
)(
− |ξ|2c + τ2 + c
)
= F−1ξ1
ξ1
ξ21
c +A
2
ξ1
B2 − ξ21c
ηk1(ξ1)
=
c1/2
2
F−1ξ1
ξ1
ξ21
c +A
2
(
1
B − ξ1
c1/2
− 1
B + ξ1
c1/2
)
ηk1(ξ1)
=: I + II.
We estimate only I, as the argument of II is similar. First we write
I = − c
2
F−1ξ1
ηk1(ξ1)
ξ21
c +A
2
+
c
2
F−1ξ1
ηk1(ξ1)B
(B − ξ1
c1/2
)(
ξ21
c +A
2)
:= I1 + I2.
Since F−1ξ1 (1/ξ1) is the function sgn(ξ1), we have that I1 is bounded uniformly with respect to
c. For I2, it suffices to show
cB sup
x1
∣∣∣∣∣F−1ξ1 1(B − ξ1
c1/2
)(
ξ21
c +A
2)
∣∣∣∣∣ . 1.
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Since |F(e−|·|)(ξ)| . 11+|ξ|2 ,
cB
∥∥∥∥∥F−1ξ1 1(B − ξ1
c1/2
)(
ξ21
c +A
2)
∥∥∥∥∥
L∞x1
. cB
∥∥∥∥∥F−1ξ1 1B − ξ1
c1/2
∥∥∥∥∥
L∞x1
∥∥∥∥∥F−1ξ1 1ξ21
c +A
2
∥∥∥∥∥
L1x1
.
c2B
A2
∥∥∥∥∥F−1ξ1 1B − ξ1
c1/2
∥∥∥∥∥
L∞x1
∥∥∥∥F−1ξ1 1ξ21A−2 + 1
∥∥∥∥
L1x1
. B
∥∥∥∥∥F−1ξ1 1B − ξ1
c1/2
∥∥∥∥∥
L∞x1
· c
2
A2
∥∥∥Ae−A|x1|∥∥∥
L1x1
. 1.
Finally, we observe that in general the solution ψ of (5.48) may not vanish at t = 0. However,
by Parseval identity
ψ(0, x) = ψ(t, x)|t=0 = K
∫
I
U2(s)F(f)(s, x)ds,
for some K > 0, and if we combine it with (5.47), we have that kU2(t)d2x1ψ(0, x) ∈ L2. Hence,
by (5.46)
ψ˜(t) := ψ(t)− U2(t)ψ(0, ·) = i
∫
I
U2(t− τ)f(τ)dτ (5.53)
is the solution of (5.48), and it satisfies (5.49).
Lemma 5.11. For any σ ∈ R and k ∈ Zd with |ki| ≥ 4,
‖kDσxiψ‖Lp1,p2x1;(xj)j 6=1,t . 〈ki〉
σ ‖kψ‖Lp1,p2
x1;(xj)j 6=1,t
. (5.54)
If we replace Dσxi by ∂
σ
xi , the above inequality holds for all k ∈ Zd.
Proof. See the proof of Lemma 3.4 in [WHH09]. One can check that both sides of (5.54) are
equivalent for |ki| ≥ 4.
By combining (5.49), (5.47) and (5.54) we obtain
Proposition 5.12. For any k = (k1, . . . , kd) ∈ Zd with |ki| = |k|∞ & c we have∥∥k∂2xiA2f∥∥L∞,2
xi;(xj)j 6=i,t
. ‖kf‖L1,2
xi;(xj)j 6=i,t
, (5.55)
∥∥k∂2xiA2f∥∥L∞t L2x . c 〈|ki|〉1/2 ‖kf‖L1,2xi;(xj)j 6=i,t . (5.56)
Remark 5.13. For the case r > 2 we replace (5.46), (5.47), (5.49), (5.55) and (5.56) with∥∥∥kDr−1/2xi Ur(t)ψ0∥∥∥
L∞,2
xi;(xj )j 6=i,t
. cr−1‖kψ0‖L2 , (5.57)
∥∥k∂rxiArf∥∥L∞t L2x . cr−1‖kD1/2i f‖L1,2xi;(xj)j 6=i,t , (5.58)∥∥∥k∂2(r−1)xi ψ∥∥∥
L∞,2
xi;(xj )j 6=i,t
. ‖kf‖L1,2
xi;(xj)j 6=i,t
, (5.59)
∥∥∥k∂2(r−1)xi Arf∥∥∥
L∞,2
xi;(xj )j 6=i,t
. ‖kf‖L1,2
xi;(xj)j 6=i,t
, (5.60)
∥∥∥k∂2(r−1)xi Arf∥∥∥
L∞t L
2
x
. cr−1 〈|ki|〉r−3/2 ‖kf‖L1,2
xi;(xj)j 6=i,t
. (5.61)
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Remark 5.14. We point out the fact that we have worked out smoothing estimates only in the
higher frequencies. As in [RWZ16], only these smoothing estimates are needed in order to discuss
the well-posedness of (5.8).
5.2.3 Strichartz estimates
By exploiting (5.6) we can deduce Strichartz estimates for solutions of (5.8) combined with
k-decomposition operators.
Proposition 5.15. Let r ≥ 1, d ≥ 2, c ≥ 1, t > 0. Let (p, q) and (a, b) be order-r admissible
pairs. Then for any 0 < T . c2(r−1) and for any k ∈ Zd with |k| & K (K = K(c) is defined in
(5.26))
‖kUr(t)φ0‖Lp([0,T ])Lq(Rd) . cd(1−
1
r )(
1
2− 1q )‖kφ0‖L2(Rd)
= c(1−
1
r )
2r
p ‖kφ0‖L2(Rd), (5.62)∥∥∥∥k
∫ t
0
Ur(t− τ)φ(τ)dτ
∥∥∥∥
Lp([0,T ])Lq(Rd)
. c(1−
1
r )2r(
1
p+
1
a )‖kφ‖La′ ([0,T ])Lb′(Rd). (5.63)
Furthermore, by (5.2) we have that
‖kUr(t)‖L1→L∞ . cd(1−
1
r ) 〈t〉−d/(2r) , 0 < |t| . c2(r−1),
and by following closely the argument in Section 5 of [WH07] we can deduce
Proposition 5.16. Let r ≥ 1, d ≥ 2, c ≥ 1. Let (p, q) be a Schrödinger admissible pair, then
‖Ur(t)ψ0‖l1,s

(Lpt ([0,T ])L
q
x)
. c(1−
1
r )
2r
p ‖ψ0‖Ms2,1 , 0 < T . c2(r−1), (5.64)
‖Arf‖l1,s

(Lpt ([0,T ])L
q
x)∩l1,s (L∞t ([0,T ])L2x)
. c(1−
1
r )
4r
p ‖f‖l1,s

(Lp′([0,T ])Lq′(Rd)). (5.65)
5.2.4 Maximal function estimates
In this subsection we study the maximal function estimates for the semigroup Ur(t) and the
integral operator
∫ t
0
Ur(t − τ) · dτ in anisotropic Lebesgue spaces. To do this, we will need the
time decay properties proved in Sec. 5.2.1. As always, we first prove results for the case r = 2,
and then we write the modification for the general case.
Lemma 5.17. 1. Let q ≥ 2, 8d < q ≤ +∞ and k ∈ Zd with |k| & K(c), then
‖k U2(t)ψ0‖Lq,∞
xi;(xj)j 6=i,t
. cd/2 〈k〉1/q ‖kψ0‖L2, 0 < |t| . c2, ∀i = 1, . . . , d. (5.66)
2. Let q ≥ 2, 4d < q ≤ +∞ and k ∈ Zd with |k| . K(c), then
‖k U2(t)ψ0‖Lq,∞
xi;(xj)j 6=i,t
. c 〈k〉1/q ‖kψ0‖L2 , ∀i = 1, . . . , d. (5.67)
Proof. Clearly it suffices to show the thesis for i = 1; recall that for any x = (x1, . . . , xd) ∈ Rd
we denote x¯ = (x2, . . . , xd). By a standard TT ⋆ argument, (5.66) is equivalent to∥∥∥∥
∫
Rd
ei〈x,ξ〉eit(c
2+P2(|ξ|))σk(ξ)dξ
∥∥∥∥
L
q/2,∞
x1;x¯,t
. 〈k〉2/q . (5.68)
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If |k| & K(c), then
‖F−1eit(c2+P2(|ξ|))σk(ξ)‖L∞x
(5.28)
. cd/2 〈k〉−d |t|−d/4, 0 < |t| . c2; (5.69)
on the other hand
‖kU2(t)F−1σk‖L∞t,x . ‖kU2(t)F−1σk‖L∞t L2x . 1. (5.70)
If we combine (5.69) and (5.70), we obtain
|kU2(t)F−1σk| . cd/2(1 + 〈k〉4 |t|)−d/4, 0 < |t| . c2. (5.71)
Now, if |x1| & 1 + |t| 〈k〉5, by integrating by parts we get
|kU2(t)F−1σk| . cd/2 〈x1〉−2 . (5.72)
If |x1| . 1 + |t| 〈k〉5, by (5.71) we can deduce
|kU2(t)F−1σk| . cd/2(1 + |x1| 〈k〉−1)−d/4 (5.73)
Combining (5.72) and (5.73) we have
sup
x¯,t
|kU2(t)F−1σk| . cd/2 〈x1〉−2 + cd/2(1 + |x1| 〈k〉−1)−d/4, (5.74)
from which, by taking the Lq/2x1 norm on both sides, we obtain (5.68). The proof for the case
|k| . K(c) is similar.
Lemma 5.18. Let q ≥ 2, 8d < q ≤ +∞ and k ∈ Zd with |ki| & K(c)2, then
‖kA2f‖Lq,∞
xi;(xj)j 6=i,t
. cd/2 〈ki〉−3/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2, ∀i = 1, . . . , d. (5.75)
Proof. It suffices to prove the case i = 1. Recall that the solution of (5.48) is of the form
ψ = F−1τ,ξ
1
c2 + P2(|ξ|)− τ Ft,xf,
hence its frequency localization can be written as
k ψ = F−1τ,ξ
1
c2 + P2(|ξ|) − τ (Ft,xk f)(τ, ξ).
For convenience, we introduce the following regions
E1 = {τ − c2 ≤ −c2/4},
E2 =
{
−c2/4 ≤ τ − c2 ≤ |ξ¯|2
(
−|ξ¯|
2
c2
+ 1
)}
,
E3 =
{
τ − c2 ≥ |ξ¯|2
(
−|ξ¯|
2
c2
+ 1
)}
,
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and we make the following decomposition
c2 + P2(|ξ|)− τ =


(
|ξ|2
c + τ2(c, τ)
)(
− ξ1
c1/2
+ a
)(
ξ1
c1/2
+ a
)
(ξ¯, τ) ∈ E1,(
|ξ|2
c + τ2(c, τ)
)(
− |ξ|2c + τ2(c, τ) + c
)
, (ξ¯, τ) ∈ E2,
−
(
|ξ|2
c − c2
)2
+
(
5
4c
2 − τ) , (ξ¯, τ) ∈ E3,
(5.76)
where a = a(c, ξ¯, τ) := (τ2(c, τ) − |ξ¯|2/c+ c)1/2. We denote
k ψi = F−1τ,ξ
χEi(ξ¯, τ)
c2 + P2(|ξ|)− τ (Ft,xk f)(τ, ξ), i = 1, 2, 3.
First, we estimate k ψ1. Set η˜k1(ξ1) =
∑
|l|≤10 ηk1+l(ξ1). First we notice that
χE1(ξ¯, τ)
c2 + P2(|ξ|)− τ =
χE1(ξ¯, τ)
(2τ2(c, τ) + c)
(
|ξ|2
c + τ2(c, τ)
)
+
χE1(ξ¯, τ)
2a(2τ2(c, τ) + c)
(
1
− ξ1
c1/2
+ a
+
1
ξ1
c1/2
+ a
)
=:
3∑
j=1
Aj(c, ξ, τ).
According to the above decomposition, we can rewrite k ψ1 as
k ψ1
= F−1τ,ξ
χE1(ξ¯, τ)η˜k1 (ac
1/2)
c2 + P2(|ξ|) − τ (Ft,xk f)(τ, ξ) + F
−1
τ,ξ
χE1(ξ¯, τ)(1 − η˜k1 (ac1/2))
c2 + P2(|ξ|)− τ (Ft,xk f)(τ, ξ)
=
3∑
j=1
F−1τ,ξχE1(ξ¯, τ)Aj(ξ, τ)η˜k1 (ac1/2)(Ft,xk f)(τ, ξ)
+ F−1τ,ξ
χE1(ξ¯, τ)(1 − η˜k1(ac1/2))
c2 + P2(|ξ|)− τ (Ft,xk f)(τ, ξ)
=: I + II + III + IV.
Case k1 & K(c)
2: first, we estimate II. Let σ˜k be as in (5.21), then
II =
∫
I×Rd
eitτ+i〈x¯,ξ¯〉χE1(ξ¯, τ)
2a(2τ2(c, τ) + c)
σ˜k¯(ξ¯)η˜k1(ac
1/2) ̂kf(y1, ·)(ξ¯, τ)c1/2ei(x1−y1)ac
1/2
sgn(x1 − y1)dξ¯dy1dτ.
By changing variable, ξ1 = c1/2a(c, ξ¯, τ), and by setting ρ˜k(ξ) = σ˜k¯(ξ¯)η˜k1(ξ1), we obtain
|II| .
∣∣∣∣
∫
dy1 sgn(x1 − y1)
∫
eit(c
2+P2(|ξ|))ei(x1−y1)ξ1+i〈x¯,ξ¯〉ρ˜k(ξ) ̂kf(y1, ·)(c2 + P2(|ξ|), τ)dξ
∣∣∣∣ ,
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and by applying (5.66) we get
‖II‖Lq,∞x1;x¯,t .
∫
dy1
∥∥∥∥
∫
eit(c
2+P2(|ξ|))ei(x1−y1)ξ1+i〈x¯,ξ¯〉ρ˜k(ξ) ̂kf(y1, ·)(c2 + P2(|ξ|), τ)dξ
∥∥∥∥
Lq,∞x1;x¯,t
. cd/2 〈k1〉1/q
∫
‖ρ˜k(ξ) ̂kf(y1, ·)(c2 + P2(|ξ|), τ)‖L2ξdy1
(5.47),(5.54)
. c cd/2 〈k1〉1/q−3/2 ‖k f‖L1,2x1;x¯,t . (5.77)
Since k1 > 0, III has the same upper bound as in (5.77).
Now we estimate IV : first notice that
IV =
∫
dy1
∫
eitτ+i〈x¯,ξ¯〉σ˜k¯(ξ¯) ̂kf(y1, ·)(ξ¯, τ) K(x1 − y1, a, ξ¯)dξ¯,
K(x1, a, ξ¯) = χE1(ξ¯, τ)(1 − η˜k1(ac1/2))
∫ ∑
|l|≤1 ηk1+l(ξ1)e
ix1ξ1
c2 + P2(|ξ|)− τ dξ1.
By Young’s inequality for convolutions, Hölder’s inequality and Minkowski’s inequality we have
‖IV ‖Lq,∞x1;x¯,t ≤
∥∥∥∥
∫
‖σ˜k¯(ξ¯) ̂kf(y1, ·)(ξ¯, τ) K(x1 − y1, a, ξ¯)‖L1
ξ¯,τ
dy1
∥∥∥∥
Lqx1
≤ ‖k f‖L1,2x1;x¯,t‖σ˜k¯(ξ¯)K(x1, a, ξ¯)‖Lq,2x1;ξ¯,τ
. ‖k f‖L1,2x1;x¯,t |σ˜k¯(ξ¯)K(x1, a, ξ¯)‖L∞ξ¯ L2τLqx1 .
Integrating by parts it follows that
‖σ˜k¯(ξ¯)K(x1, a, ξ)‖L∞
ξ¯
L2τL
q
x1
. sup
|ξ−k|∞≤3
1∑
j=0
‖χE1(ξ¯, τ)(1 − η˜k1(ac1/2))∂jξ1(c2 + P2(|ξ|)− τ)−1‖L2τ .
(5.78)
Noticing that |ξ − ac1/2| ≥ c1/2 ≥ 1 in the support set of (1 − η˜k1(ac1/2))χ|ξ1−k1|≤3∂jξ1(c2 +
P2(|ξ|)− τ)−1 we can deduce from (5.76) that there is no singularity if we integrate (5.78), and
this gives
‖σ˜k¯(ξ¯)K(x1, a, ξ¯)‖L∞
ξ¯
L2τL
q
x1
. c1/2|k1|−3/2.
Now we estimate I: we begin by setting
J(x1, a, ξ¯) = χE1(ξ¯, τ)η˜k1 (ac
1/2)
∫ ∑
|l|≤1 ηk+l(ξ1)e
ix1ξ1
(2τ2(c, τ) + c)
(
|xi|2
c + τ2(c, τ)
)dξ1. (5.79)
One can check that
I =
∫
dy1
∫
eitτ+i〈x¯,ξ¯〉σ˜k¯(ξ¯) ̂k f(y1, ·)(ξ¯, τ)J(x1 − y1, a, ξ¯)dξ¯dτ.
Similar to the estimate of IV , by Young’s, Hölder’s and Minkowski’s inequalities we obtain
‖I‖Lq,∞x1;x¯,t . c
1/2‖kf‖L1,2x1;x¯,t‖σ˜k(ξ¯)J(x1, a, ξ¯)‖L∞ξ¯ L2τLqx1 .
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By integration by parts we get
|J(x1, a, ξ)| . χE1(ξ¯, τ)η˜k1 (ac
1/2)
(2τ2(c, τ) + c)(1 + |x1|)
1∑
j=0
∫
|ξ1−k1|≤3
∣∣∣∣∣∂jξ1
( |xi|2
c
+ τ2(c, τ)
)−1∣∣∣∣∣ dξ1.
Therefore
‖σ˜k(ξ¯)J(x1, a, ξ¯)‖L∞
ξ¯
L2τL
q
x1
. sup
|ξ−k|∞≤3
1∑
j=0
∥∥∥∥∥∥
χE1(ξ¯, τ)η˜k1 (ac
1/2)
(2τ2(c, τ) + c)(1 + |x1|)
1∑
j=0
∣∣∣∣∣∂jξ1
( |xi|2
c
+ τ2(c, τ)
)−1∣∣∣∣∣
∥∥∥∥∥∥
L2τ
,
(5.80)
and noticing that |ac1/2−k1| ≤ 20 in the support set of η˜k1(ac1/2), we can deduce that 2τ2(c, τ)+
c & k21 , and finally we obtain
‖σ˜k(ξ¯)J(x1, a, ξ¯)‖L∞
ξ¯
L2τL
q
x1
. |k1|−2. (5.81)
The proof for the case k . −K(c)2 is similar. Furthermore, in the estimate of k ψ2 and
k ψ3 we can check that there is no singularity in (c2 + P2(|ξ|) − τ)−1 for |ξ1| ≥ c1/2 and
(ξ¯, τ) ∈ E2 ∪ E3. Hence, one can argue as in (5.79)-(5.81) and conclude.
In the last Lemma we proved that kA2 : L1,2x1,(xj)j 6=2,t → L
2,∞
x1,(xj)j 6=2,t
. In the next Lemma
we show that kA2 : L1,2x2,(xj)j 6=1,t → L
2,∞
x1,(xj)j 6=2,t
.
Lemma 5.19. Let q ≥ 2, 8d < q ≤ +∞, k ∈ Zd with |ki| & c and h, i ∈ {1, . . . , d} with h 6= i,
then
‖kA2f‖Lq,∞
xh;(xj)j 6=h,t
. c1+d/2 〈ki〉−3/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2. (5.82)
Proof. It clearly suffices to consider the case h = 1, i = 2 and k2 & c. The proof goes along
the same line of that of (5.75), and we will only prove in detail the parts that are different. For
convenience, we denote ξ˜ = (ξ1, ξ3, . . . , ξd). We introduce the following regions
F1 = {τ − c2 ≤ −c2/4},
F2 =
{
−c2/4 ≤ τ − c2 ≤ |ξ˜|2
(
−|ξ˜|
2
c2
+ 1
)}
,
F3 =
{
τ − c2 ≥ |ξ˜|2
(
−|ξ˜|
2
c2
+ 1
)}
,
and we make the following decomposition
c2 + P2(|ξ|)− τ =


(
|ξ|2
c + τ2(c, τ)
) (
− ξ2
c1/2
+ a
)(
ξ2
c1/2
+ a
)
(ξ˜, τ) ∈ F1,(
|ξ|2
c + τ2(c, τ)
) (
− |ξ|2c + τ2(c, τ) + c
)
, (ξ˜, τ) ∈ F2,
−
(
|ξ|2
c − c2
)2
+
(
5
4c
2 − τ) , (ξ˜, τ) ∈ F3,
(5.83)
where b = b(c, ξ˜, τ) := (τ2(c, τ)− |ξ˜|2/c+ c)1/2, τ2(c, τ) = c
(√
5
4 − τc2 − 12
)
. We denote
k ψ˜i = F−1τ,ξ
χFi(ξ˜, τ)
c2 + P2(|ξ|)− τ (Ft,xk f)(τ, ξ), i = 1, 2, 3.
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We estimate k ψ˜1, since by definition of the regions Fi the estimate of the other terms follow
more easily, like in the last Lemma.
Set η˜k2(ξ2) =
∑
|l|≤10 ηk2+l(ξ2). First we notice that
χF1(ξ˜, τ)
c2 + P2(|ξ|)− τ =
χF1(ξ˜, τ)
(2τ2(c, τ) + c)
(
|ξ|2
c + τ2(c, τ)
)
+
χF1(ξ˜, τ)
2b(2τ2(c, τ) + c)
(
1
− ξ1
c1/2
+ b
+
1
ξ1
c1/2
+ b
)
=:
3∑
j=1
Bj(c, ξ, τ).
According to the above decomposition, we can rewrite k ψ1 as
k ψ˜1
=
3∑
j=1
F−1τ,ξχF1(ξ˜, τ)Bj(ξ, τ)η˜k2 (bc1/2)(Ft,xk f)(τ, ξ)
+ F−1τ,ξ
χF1(ξ˜, τ)(1 − η˜k2(bc1/2))
c2 + P2(|ξ|)− τ (Ft,xk f)(τ, ξ)
=: I + II + III + IV.
The estimates of II and III follow in the same way as for (5.75) by exchanging the roles of
ξ1 and ξ2. Now we estimate I: set
m(ξ, τ) =
χE1(ξ˜, τ)σ˜k¯(ξ˜)η˜k2(bc
1/2
2b(2τ2(c, τ) + c)
, (5.84)
and notice that 2τ2(c, τ) + c & k22 in the support set of m; hence, for sufficiently large c, we have
m(ξ, τ) .
χF1 σ˜k(ξ)
k42
,
and therefore
‖m‖
L1
ξ2
L2
ξ3,...,ξd,τ
L
2q/(q−2)
ξ1
. |k2|−2. (5.85)
Now, since by Young’s, Hölder’s and Minkowski’s inequalities we have
‖F−1ξ,τm(ξ, τ)(Ft,xk f)‖Lq,∞x1;x¯,t . ‖F
−1
ξ,τm(ξ, τ)(Ft,xk f)‖Lqx1L1ξ˜,τ
. ‖m(ξ, τ)(Ft,xk f)‖L1
ξ˜,τ
Lq
′
ξ1
. ‖m‖
L1ξ2
L2ξ3,...,ξd,τ
L
2q/(q−2)
ξ1
‖Ft,xk f‖L∞
ξ2
L2
(ξj)j 6=2 ,τ
. ‖m‖
L1ξ2
L2ξ3,...,ξd,τ
L
2q/(q−2)
ξ1
‖k f‖L1x2L2(xj)j 6=2 ,t , (5.86)
we can deduce that
‖I‖Lq,∞x1;x¯,t . |k2|
−2‖k f‖L1x1L2(xj)j 6=2 ,t . (5.87)
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Now we estimate IV : set
mk(ξ, τ) :=
χF3(ξ˜, τ)σ˜k(ξ)(1 − η˜k2(b))
c2 + P2(|ξ|)− τ , Mk(f) := F
−1
τ,ξmk(ξ, τ)(Ft,xf), (5.88)
(5.89)
and notice that Mk(f) is the solution of the inhomogeneous equation
−iψt = Ac,2ψ −F−1τ,ξmk(ξ, τ)(c2 + P2(|ξ|)− τ)(Ft,xf).
Applying (5.56) (recall that k2 & c), we have
‖Mk(f)‖L∞x,t . c3/2‖Mk(f)‖L∞t L2x
. cd/2c|k2|−3/2‖f‖L1x2L2(xj)j 6=2 ,t
= c
d
2+1|k2|−3/2‖f‖L1x2L2(xj)j 6=2,t . (5.90)
Next, for (ξ, τ) ∈ supp(mk),
|c2 + P2(|ξ|)− τ |
(ξ˜,τ)∈F3
& c−1 〈k〉2 |k2|. (5.91)
By the definition of b we have that for |ξ˜|c .
1
2 (c+ τ2(c, τ))
|c2 + P2(|ξ|) − τ | & (c+ τ2(c, τ))3/2, (ξ, τ) ∈ supp(mk), (5.92)
while for |ξ˜|c &
1
2 (c+ τ2(c, τ)) we can exploit the fact that |k|∞ = |k2| & c to obtain again that
|c2 + P2(|ξ|) − τ | & (c+ τ2(c, τ))3/2, (ξ, τ) ∈ supp(mk), (5.93)
and by combining (5.88) with (5.92)-(5.93) we obtain
mk(ξ, τ) . c
χτ≥ 34 c2 σ˜k(ξ)
(|k2|2 + c+ τ2(c, τ))3/2
, (5.94)
which gives
‖mk‖L1ξ2L2ξ3,...,ξd,τL∞ξ1 . c|k2|
−1. (5.95)
Therefore, from(5.88) and (5.86) we can deduce
‖Mk(f)‖L2,∞x1;x¯,t . c|k2|
−1‖f‖L1x2L2(xj)j 6=2,t . (5.96)
For any q ≥ 2 we obtain by interpolation between (5.90) and (5.96)
‖Mk(f)‖Lq,∞x1;x¯,t . c
1+d( 12− 1q )|k2|−3/2+1/q‖f‖L1x2L2(xj)j 6=2 ,t , (5.97)
and replacing f by k f in (5.97), we finally obtain
‖IV ‖Lq,∞x1;x¯,t . c
1+d( 12− 1q )|k2|−3/2+1/q‖f‖L1x2L2(xj)j 6=2,t .
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If we collect (5.75) and (5.82), we can deduce
Lemma 5.20. Let q ≥ 2, 8d < q ≤ +∞, k ∈ Zd with |ki| & c and h, i ∈ {1, . . . , d}, then
‖k ∂2xiA2f‖Lq,∞xh;(xj)j 6=h,t . c
1+d/2 〈ki〉1/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2. (5.98)
Remark 5.21. In the general case r > 2 we have
1. Let q ≥ 2, 4rd < q ≤ +∞ and k ∈ Zd with |k| & K(c), then
‖k Ur(t)ψ0‖Lq,∞
xi;(xj)j 6=i,t
. cd(1−
1
r ) 〈k〉1/q ‖kψ0‖L2, 0 < |t| . c2(r−1), ∀i = 1, . . . , d.
(5.99)
2. Let q ≥ 2, 4d < q ≤ +∞ and k ∈ Zd with |k| . K(c), then
‖k Ur(t)ψ0‖Lq,∞
xi;(xj)j 6=i,t
. c 〈k〉1/q ‖kψ0‖L2, ∀i = 1, . . . , d. (5.100)
3. Let q ≥ 2, 4rd < q ≤ +∞ and k ∈ Zd with |ki| & K(c)2 and i ∈ {1, . . . , d}, then
‖kArf‖Lq,∞
xi;(xj)j 6=i,t
. cr−1+d(1−
1
r ) 〈ki〉−r+1/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2(r−1).
(5.101)
4. Let q ≥ 2, 4rd < q ≤ +∞, k ∈ Zd with |ki| & c and h, i ∈ {1, . . . , d} with h 6= i, then
‖kArf‖Lq,∞
xh;(xj)j 6=h,t
. cr−1+d(1−
1
r ) 〈ki〉−r+1/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2(r−1).
(5.102)
5. Let q ≥ 2, 4rd < q ≤ +∞, k ∈ Zd with |ki| & c and h, i ∈ {1, . . . , d}, then
‖k ∂2(r−1)xi Arf‖Lq,∞xh;(xj)j 6=h,t . c
r−1+d(1− 1r ) 〈ki〉r−3/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2(r−1).
(5.103)
5.2.5 Proof of the local well-posedness
In this subsection we use smoothing estimates, Strichartz estimates and maximal funtion esti-
mates in order to prove Proposition 5.4. In order to do so, it seems necessary to estimate norms
in which partial derivatives and anisotropic Lebesgue spaces have different directions, for exam-
ple ‖∂2x1kAf‖L2,∞x2;(xj)j 6=2,t with |k|∞ = |k3|. As usual, we show results for the case r = 2, and
then we point out the modifications for the case r > 2.
Lemma 5.22. Let i, l,m ∈ {1, . . . , d}, 1 ≤ p, q,≤ +∞. Assume that k = (k1, . . . , kd) with
|k|∞ = |km| & c, then
‖k ∂2xlf‖Lp,qxi;(xj)j 6=i,t . ‖k ∂
2
xmf‖Lp,qxi;(xj)j 6=i,t . (5.104)
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Proof.
‖k ∂2xlf‖Lp,qxi;(xj)j 6=i,t .
∑
|hl|∞,|hm|∞≤1
∥∥∥∥∥F−1ξl,ξm
((
ξl
ξm
)2
ηkl+hl(ξl)ηkm+lm(ξm)
)∥∥∥∥∥
L1(R2)
× ‖k ∂2xmf‖Lp,qxi;(xj)j 6=i,t
. ‖k ∂2xmf‖Lp,qxi;(xj)j 6=i,t .
Lemma 5.23. 1. Let (a, b) be order-2 admissible, i ∈ {1, . . . , d}, q ≥ 2, 8d < q < +∞ and
k ∈ Zd with |k|∞ & K(c), then
‖k ∂αxiA2f‖Lq,∞xi;(xj)j 6=i,t . c
d
2+
2
a 〈|k|∞〉α+1/q ‖k f‖La′t Lb′x , 0 < |t| . c
2. (5.105)
2. Let (a, b) be Schrödinger admissible, i ∈ {1, . . . , d}, then
‖k∂2xiA2f‖LatLbx . c1+4/p 〈|k|∞〉
1/2 ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2 (5.106)
‖k∂2xiA2f‖L∞,2xi;(xj)j 6=i,t . c
1+4/p 〈|k|∞〉1/2 ‖kf‖La′t Lb′x , 0 < |t| . c
2. (5.107)
Proof. Denote
Lk(f, ψ) =
∫ (
k
∫
U2(t− τ)f(τ)dτ, ψ(t)
)
dt.
By dualiy and the maximal function estimate (5.66)
|Lk(f, ψ)| ≤ ‖k f‖Lq′x1L1x¯,t
∑
|l|∞≤1
∥∥∥∥k+l
∫
U2(t− τ)ψ(t)dt
∥∥∥∥
Lqx1L
∞
x¯,t
≤ ‖k f‖Lq′x1L1x¯,t
∑
|l|∞≤1
∫
‖k+lU2(t− τ)ψ(t)dt‖Lqx1L∞x¯,t
(5.66)
≤ cd/2 〈k〉1/q ‖k f‖Lq′x1L1x¯,t‖ψ‖L1tL2x ,
so by duality we obtain∥∥∥∥k
∫
U2(t− τ)f(τ)dτ
∥∥∥∥
L∞t L
2
x
. cd/2 〈k〉1/q ‖k f‖Lq′x1L1x¯,t . (5.108)
Therefore, by duality, Strichartz estimates (5.63) and (5.108)
|Lk(f, ψ)| ≤
∥∥∥∥k
∫
U2(−τ)f(τ)dτ
∥∥∥∥
L2x
∥∥∥∥k
∫
U2(−t)ψ(t)dt
∥∥∥∥
L2x
. cd/2 〈k〉1/q ‖f‖
Lq
′
x1
L1x¯,t
c(1−1/r)2r/a‖k ψ‖La′t Lb′x , (5.109)
which implies (5.105) for q > 2 or a > 2. In the case a = q = 2, (5.105) can be directly deduced
from (5.66). Furthermore, by (5.65), (5.54) and (5.56) we get
Lk(∂2xif, ψ) . c1+4/p 〈|k|∞〉1/2 ‖kf‖L1,2xi;(xj)j 6=i,t c
4/p‖ψ‖La′t Lb′x , (5.110)
and we can deduce (5.106); by exchanging f and ψ, we get (5.107).
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We now summarize the results we will use in order to prove the local well-posedness of (5.8):
we omit the proof, it follows from the results of the previous subsections, together with (5.104).
Proposition 5.24. Let d ≥ 2, 8/d ≤ p < +∞, 2 ≤ q < +∞, q > 8/d, k ∈ Zd with |k|∞ =
|ki| & c, h, i, l ∈ {1, . . . , d}. Then∥∥∥kD3/2xi U2(t)ψ0∥∥∥
L∞,2
xi;(xj)j 6=i,t
. c‖kψ0‖L2 , (5.111)
‖k U2(t)ψ0‖Lq,∞
xi;(xj)j 6=i,t
. cd/2 〈k〉1/q ‖kψ0‖L2 , 0 < |t| . c2, (5.112)
‖kU2(t)φ0‖L∞t L2x∩L2+px . c
4
p(p+2) ‖kφ0‖L2 , 0 < |t| . c2 (5.113)
‖k∂2xlA2f‖L∞,2xi;(xj)j 6=i,t . ‖k f‖L1,2xi;(xj)j 6=i,t , (5.114)
‖k ∂2xlA2f‖Lq,∞xh;(xj)j 6=h,t . c
1+d/2 〈ki〉1/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2, (5.115)
‖k∂2xlA2f‖L∞t L2x∩L2+pt,x . c
1+ 4
p(p+2) 〈ki〉1/2 ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2 (5.116)
‖k∂2xlA2f‖L∞,2xi;(xj)j 6=i,t . c
1+ 4
p(p+2) 〈ki〉1/2 ‖kf‖L(2+p)/(1+p)t,x , 0 < |t| . c
2, (5.117)
‖k ∂2xlA2f‖Lq,∞xi;(xj)j 6=i,t . c
d
2+
2
p+2+
4
p(p+2) 〈ki〉2+1/q ‖k f‖L(2+p)/(1+p)t,x , 0 < |t| . c
2,
(5.118)
‖k A2f‖L∞t L2x∩L2+pt,x . c
8
p(p+2) ‖k f‖L(2+p)/(1+p)t,x . (5.119)
For the case r > 2 we have the following results
Remark 5.25. 1. Let (a, b) be order-r admissible, i ∈ {1, . . . , d}, q ≥ 2, 4rd < q < +∞ and
k ∈ Zd with |k|∞ & K(c), then
‖k ∂αxiArf‖Lq,∞xi;(xj)j 6=i,t . c
d(1− 1r )+(1− 1r ) 2ra 〈|k|∞〉α+1/q ‖k f‖La′t Lb′x , 0 < |t| . c
2(r−1).
(5.120)
2. Let (a, b) be Schrödinger admissible, i ∈ {1, . . . , d}, then
‖k∂2(r−1)xi Arf‖LatLbx . cr−1+2r/a 〈|k|∞〉
r−3/2 ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2(r−1)
(5.121)
‖k∂2(r−1)xi A2f‖L∞,2xi;(xj)j 6=i,t . c
r−1+2r/a 〈|k|∞〉r−3/2 ‖kf‖La′t Lb′x , 0 < |t| . c
2(r−1).
(5.122)
Proposition 5.26. Let d ≥ 2, 4r/d ≤ p < +∞, 2 ≤ q < +∞, q > 4r/d, k ∈ Zd with
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|k|∞ = |ki| & c, h, i, l ∈ {1, . . . , d}. Then∥∥∥kDr−1/2xi Ur(t)ψ0∥∥∥
L∞,2
xi;(xj)j 6=i,t
. cr−1‖kψ0‖L2 , (5.123)
‖k Ur(t)ψ0‖Lq,∞
xi;(xj)j 6=i,t
. cd(1−
1
r ) 〈k〉1/q ‖kψ0‖L2, 0 < |t| . c2(r−1), (5.124)
‖kUr(t)φ0‖L∞t L2x∩L2(r−1)+px . c
4(r−1)2
p(p+2(r−1)) ‖kφ0‖L2(Rd), 0 < |t| . c2(r−1) (5.125)
‖k∂2(r−1)xl Arf‖L∞,2xi;(xj)j 6=i,t . ‖k f‖L1,2xi;(xj)j 6=i,t , (5.126)
‖k ∂2(r−1)xl Arf‖Lq,∞xh;(xj)j 6=h,t . c
r−1+d(1− 1r ) 〈ki〉r−3/2+1/q ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2(r−1),
(5.127)
‖k∂2(r−1)xl Arf‖L∞t L2x∩L2(r−1)+pt,x . c
r−1+ 4(r−1)2p(p+2(r−1)) 〈ki〉r−3/2 ‖kf‖L1,2
xi;(xj)j 6=i,t
, 0 < |t| . c2(r−1)
(5.128)
‖k∂2(r−1)xl Arf‖L∞,2xi;(xj)j 6=i,t . c
r−1+ 4(r−1)2
p(p+2(r−1)) 〈ki〉r−3/2 ‖kf‖
L
2(r−1)+p
2r−1+p
t,x
, 0 < |t| . c2(r−1),
(5.129)
‖k ∂2(r−1)xl Arf‖Lq,∞xi;(xj)j 6=i,t . c
d
2+
2r
p+2(r−1)
+ 4(r−1)
2
p(p+2(r−1)) 〈ki〉2(r−1)+1/q ‖k f‖
L
2(r−1)+p
2r−1+p
t,x
,
0 < |t| . c2(r−1), (5.130)
‖k Arf‖L∞t L2x∩L2(r−1)+pt,x . c
8(r−1)2
p(p+2(r−1)) ‖k f‖
L
2(r−1)+p
2r−1+p
t,x
. (5.131)
For convenience, we state some technical results related to nonlinear mapping estimates. For
i = 1, . . . , d and N ∈ N we set
B
(N)
i,1 := {(k(1), . . . , k(N)) ∈ (Zd)N : max(|k(1)i |, . . . , |k(N)i |) & c},
B
(N)
i,2 := {(k(1), . . . , k(N)) ∈ (Zd)N : max(|k(1)i |, . . . , |k(N)i |) . c}.
Lemma 5.27. Let s ≥ 0, N ≥ 3, i ∈ {1, . . . , d}, then∥∥∥∥∥∥∥
∑
B
(N)
i,1
k(1) ψ1 · · ·k(N) ψN
∥∥∥∥∥∥∥
l1,s
,i,c
(L1,2
x1,(xj)j 6=2 ,t
)
.
N∑
α=1
‖ψα‖∩dh=1l1,s,h,c(L∞,2xh,(xj )j 6=h,t)
∏
β=1,...,d
β 6=α
‖ψβ‖∩dh=1l1(LN−1∞xh,(xj )j 6=h,t). (5.132)
Proof. See proof of Lemma 3.1 in [RWZ16].
Lemma 5.28. Let N ≥ 1 and i ∈ {1, . . . , d}, and assume that 1 ≤ p, q, p1, q1, . . . , pN , qN ≤ +∞
satisfy
1
p
=
1
p1
+ . . .+
1
pN
,
1
q
=
1
q1
+ . . .+
1
qN
,
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then ∥∥∥∥∥∥∥
∑
B
(N)
i,2
k(1) ψ1 · · ·k(N) ψN
∥∥∥∥∥∥∥
l1
,i,c
(LqtL
p
x)
. cdNd
∑
B
(N)
i,2
N∏
i=1
‖k(i) ψi‖Lqit Lpix . (5.133)
Proof. See proof of Lemma 3.3 in [RWZ16].
Lemma 5.29. Let s ≥ 0, N ≥ 1 and i ∈ {1, . . . , d}, and assume that 1 ≤ p, q, p1, q1, . . . , pN , qN ≤
+∞ satisfy
1
p
=
1
p1
+ . . .+
1
pN
,
1
q
=
1
q1
+ . . .+
1
qN
,
then
‖ψ1 · · ·ψN‖l1,s

(LptL
q
x)
. Nd
N∏
i=1
‖ψi‖l1,s

(L
pi
t L
qi
x )
. (5.134)
Proof. See proof of Lemma 8.2 in [WH07].
Proof (Proposition 5.4, part (i), case r = 2). Since the nonlinearity contains terms of the form
(∂αxψ)
β with |α| ≤ 2, |β| ≥ m+ 1, we introduce the space
D := {ψ ∈ S ′ : ‖ψ‖D :=
∑
|α|≤2
3∑
l=1
d∑
i,j=1
ρ
(i)
l (∂
α
xjψ) . c
−δ0},
where
ρ
(i)
1 (ψ) := ‖ψ‖l1,s−r+1/2+1/m
,i,c
(L∞,2
xi;(xj)j 6=i,t
)
,
ρ
(i)
2 (ψ) := ‖ψ‖l1,s

(Lm,∞
xi;(xj)j 6=i,t
),
ρ
(i)
3 (ψ) := ‖ψ‖l1,s+1/m

(L∞t L
2
x∩L2+mt,x )
.
and for some δ0 > 0 that we will choose later.
Since ‖ψ‖D = ‖ψ¯‖D, without loss of generality we can assume that the nonlinearity contain
only terms of the form
ψβ0(∂α1x ψ)
β1(∂α2x ψ)
β2 =: Ψ1 . . .ΨR,
where R := |β| = β0 + |β1|+ |β2|, |αi| = i (i = 1, 2).
To prove the first part of Proposition 5.4 we will show that the map
F : D → D,
ψ(t) 7→ U2(t)ψ0 + iA2P ((∂αxψ)|α|≤2, (∂αx ψ¯)|α|≤2)
is a contraction mapping.
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First, we have that by Proposition 5.24
‖U2(t)ψ0‖D . c
d
2+
4
m(m+2) ‖ψ0‖Ms+3+1/m2,1 .
Now, for the estimate of ρ(i)1 (A2∂αxjF ) (i, j = 1, . . . , d) it suffices to estimate ρ
(1)
1 (A2∂αx1F ):
indeed, by (5.104)
ρ
(1)
1 (A2∂αx2F ) . ρ
(1)
1 (A2∂αx1F ).
Using frequency-uniform decomposition, we write
k(Ψ1 · · ·ΨR) =
∑
B
(R)
1,1
k(k(1) Ψ1 · · ·k(R) ΨR) +
∑
B
(R)
1,2
k(k(1) Ψ1 · · ·k(R) ΨR).
By exploiting (5.114) and (5.132) for the first sum and (5.117) and (5.134) for the second sum
we obtain
ρ
(1)
1 (A2 ∂αx1(Ψ1 · · ·ΨR)) .
∥∥∥∥∥∥∥
∑
B
(R)
1,1
k(1) Ψ1 · · ·k(R) ΨR
∥∥∥∥∥∥∥
l
1,s−r+1/2+1/m
,1,c
(L1,2
x1,(xj )j 6=1,t
)
+ c
1+ 4
R2−1
∥∥∥∥∥∥∥
∑
B
(R)
1,1
k(1) Ψ1 · · ·k(R) ΨR
∥∥∥∥∥∥∥
l1
,1,c
(L
R+1
R
t,x )
. c
1+ 4
R2−1
+d
Rd‖ψ‖RD.
Next, we estimate ρ(1)2 (A2(Ψ1 · · ·ΨR)) and ρ(1)3 (A2(Ψ1 · · ·ΨR)). By (5.119) and (5.118) we
have
3∑
j=2
ρ
(1)
j (A2(Ψ1 · · ·ΨR)) . c
d
2+
2
m+2+
8
m(m+2) ‖Ψ1 · · ·ΨR‖
l1,s+1/m(L
2+m
1+m
t,x )
(5.134)
. c
d
2+
2
m+2+
8
m(m+2)Rd‖ψ‖RD.
Then we consider ρ(1)2 (A2 ∂2x1(Ψ1 · · ·ΨR)): we have
ρ
(1)
2 (A2 ∂2x1(Ψ1 · · ·ΨR)) .

 ∑
k∈Zd
|k|∞&c
+
∑
k∈Zd
|k|∞.c

 ‖kA2 ∂2x1(Ψ1 · · ·ΨR)‖Lm,∞x1;(xj)j 6=1 ,t
=: III + IV.
Again by (5.118) and (5.134) we obtain
IV . c
d
2+
2
m+2+
4
m(m+2) ‖Ψ1 · · ·ΨR‖
l1,s+1/m(L
2+m
1+m
t,x )
. c
d
2+
2
m+2+
4
m(m+2)Rd‖ψ‖RD.
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Furthermore, we have that
III .

∑
k∈Zd1
+ · · ·+
∑
k∈Zdd

 ‖kA2 ∂2x1(Ψ1 · · ·ΨR)‖Lm,∞x1;(xj)j 6=1 ,t
=: G1(ψ) + · · ·Gd(ψ).
Using the frequency-uniform decomposition, (5.115), (5.132) and (5.133) we have that
Gi(ψ) . c
1+3 d2Rd‖ψ‖RD, i = 1, . . . , d,
therefore
III . c1+3
d
2Rd‖ψ‖RD,
Finally, we estimate ρ(1)3 (A2 ∂2xi(Ψ1 · · ·ΨR)). It suffices to consider the case i = 1: by (5.65)
and (5.54) we have
‖kA2∂2x1f‖L∞t L2∩L2+mt,x . c
4
m(m+2) 〈k1〉2 ‖k f‖
L
2+m
1+m
t,x
,
and by (5.116) and (5.105) we obtain
ρ
(1)
3 (A2 ∂2xi(Ψ1 · · ·ΨR)) . c1+
8
m(m+2)+
d
2Rd‖ψ‖RD.
Collecting all estimates, we have
‖F(ψ)‖D . c
d
2+
4
m(m+2) ‖ψ0‖Ms+3+1/m2,1 + c
1+ 3d2 +
2
m+2+
8
m(m+2)
∑
m+1≤R<M
c
4
R2−1Rd‖ψ‖RD. (5.135)
and for c ≥ 1 sufficiently large we can conclude by a standard contraction mapping argument
(see for example the proof of Theorem 1.1 in [CW90]), by choosing
δ > δ0(d,m, 2) := max
(
d
2
+
4
m(m+ 2)
,
1
m
+
3d
2m
+
2
m(m+ 2)
+
8
m2(m+ 2)
+
4
m3
)
. (5.136)
Remark 5.30. By arguing in the same way for the general case r > 2 we end up with the
condition
δ > δ0(d,m, r) := max
(
d
(
1− 1
r
)
+
4r
m2(m+ 2(r − 1)) ,
r − 1
m
+
3d
2m
+
2rm+ 8(r − 1)2
m2(m+ 2(r − 1)) +
4(r − 1)2
m3
)
.
(5.137)
Remark 5.31. The quantity δ0(d, l, r) defined in Corollary 5.5 is actually the right-hand side of
(5.137) with m replaced by 2(l − 1).
In order to prove the second part of Proposition 5.4 we will exploit another contraction
mapping argument, like in the proof of Theorem 1 in [HHW07] (which in turn is based on the
proof of Theorem 4.1 of [KPV93]). In the following, we denote by a (Qα)α∈Zd a fixed family of
nonoverlapping cubes of size R such that Rd =
⋃
αQα.
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Lemma 5.32. Let d ≥ 2 and r ≥ 2, then the following estimates hold.
• (Local smoothing, homogeneous case)
sup
α∈Zd
(∫
Qα
∫
R
|Dr−1/2x Ur(t)ψ0(x)|2dtdx
)1/2
. cr−1R1/2‖ψ0‖L2 , (5.138)
∥∥∥∥Drx
∫
I
Ur(t− τ)ψ(τ, ·)dτ
∥∥∥∥
2
. cr−1R1/2
∑
α∈Zd
(∫
Qα
∫
I
|ψ(t, x)|2dtdx
)1/2
;
(5.139)
• (Local smoothing, inhomogeneous case) the solution of the inhomogeneous Cauchy problem
−iψt = Ac,rψ + f(t, x), t ∈ I, x ∈ Rd,
such that ψ0 ≡ 0 satisfies
sup
α∈Zd
‖D2(r−1)x ψ‖L2x(Qα);L2t (I) . c2(r−1)RT 1/(4d)
∑
α∈Zd
‖f‖L2x(Qα);L2t (I) (5.140)
• (Maximal function estimate) For any s > d+ 12 we have(∫
Rd
sup
|t|.c2(r−1)
|Ur(t)ψ0(x)|2dx
)1/2
. cd(1−
1
r )‖ψ0‖Hs . (5.141)
Proof (sketch). The proof in the case r = 2 can be obtained simply by rescaling Lemma 3,
Lemma 4, Lemma 5 and Lemma 6 of [HHW07]. The proof in the case r > 2 can be obtained by
considering the operator Ur(t) and Ar(t) instead of U2(t) and A2(t).
Proof (Proposition 5.4, part (ii), case r = 2). We will prove the result only for s = s0, since the
general case follows from commutator estimates. For simplicity, we only deal with the case
P ((∂αxψ)|α|≤2, (∂
α
x ψ¯)|α|≤2) = ∂
2
xjψ ∂
2
xk
ψ ∂2xmψ.
More precisely, we fix a positive constant ν < 1/3, and we define the space ZδI of all function
φ : I × Rd → C such that the following three conditions hold
‖φ‖L∞(I)Hs0 ≤ c−δ, (5.142)∑
|β|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
|∂βxφ(t, x)|2dxdt
)1/2
≤ T ν, (5.143)
(
sup
t∈I
sup
x∈Qα
|D2xφ(t, x)|2
)1/2
≤ c−δ. (5.144)
We want to show that the map
F : ZδI → ZδI ,
ψ(t) 7→ U2(t)ψ0 + iA2P ((∂αxψ)|α|≤2, (∂αx ψ¯)|α|≤2)
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is a contraction mapping.
We can observe that for any β ∈ Zd with |β| = s0 − 32
∂βx (∂
2
xjψ ∂
2
xkψ ∂
2
xmψ) = ∂
β
x∂
2
xjψ ∂
2
xkψ ∂
2
xmψ + ∂
2
xjψ ∂
β
x∂
2
xkψ ∂
2
xmψ + ∂
2
xjψ ∂
2
xkψ ∂
β
x∂
2
xmψ
+R((∂γxψ)2≤|γ|≤s0−1/2).
Now, for any ψ ∈ ZδI we have
∑
|β|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
|∂βxψ(t, x)|2dxdt
)1/2
.
∑
|β|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
|U2(t)∂βxψ0(x)|2dxdt
)1/2
+
∑
|β|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
∣∣∣∣
∫ t
0
U2(t− τ)∂βx (∂2xjψ ∂2xkψ ∂2xmψ)dτ
∣∣∣∣
2
dxdt
)1/2
(5.138),(5.139)
. cT 1/3‖ψ0‖Hs0 + c2T 1/(4d)
∑
|β0|=s0−3/2
d∑
j,k,m=1
∑
α∈Zd
‖∂βx∂2xjψ ∂2xkψ ∂2xmψ‖L2x(Qα;L2t (I))
+ c2
∫ T
0
‖D1/2x R((∂γxψ)2≤|γ|≤s0−1/2)‖L2dt
. cT 1/3‖ψ0‖Hs0 + c2T 1/(4d)
∑
|β0|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
|∂βxψ|2dxdt
)1/2∑
α∈Zd
sup
t∈I
sup
x∈Qα
|D2xψ|2


+ c2T sup
t∈I
‖ψ‖3Hs0
. c1−δT 1/3 + c2T 1/(4d)T νc−2δ + c2Tc−3δ
≤ T ν, (5.145)
where in the last inequality we have chosen δ ≫ 1 such that
c1−δT−ν+1/3 + c2(1−δ)T 1/(4d) + c2−3δT 1−ν . 1, T = O(c2(r−1)). (5.146)
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Next, we have that for any ψ ∈ ZδI
‖ψ‖L∞(I)Hs0 ≤ ‖ψ0‖Hs0 + sup
t∈I
∫ t
0
‖U2(t− τ)d2xjψ(τ) ∂2xkψ(τ) ∂2xmψ(τ)‖L2dτ
+ sup
t∈I
∥∥∥∥D3/2x
∫ t
0
U2(t− τ)Ds0−3/2x d2xjψ(τ) ∂2xkψ(τ) ∂2xmψ(τ)dτ
∥∥∥∥
L2
(5.139)
. ‖ψ0‖Hs0 + T sup
t∈I
‖∂2xjψ(t) ∂2xkψ(t) ∂2xmψ(t)‖L2
+ cr−1
∑
α∈Zd
(∫
Qα
∫
I
|Ds0−3/2x (∂2xjψ(t) ∂2xkψ(t) ∂2xmψ(t))|2dtdx
)1/2
. ‖ψ0‖Hs0 + T sup
t∈I
‖ψ‖3
H
d
3
+2
+ c
d∑
j,k,m=1
∑
α∈Zd
(∫
Qα
∫
I
|Ds0−3/2x ∂2xjψ(t) ∂2xkψ(t) ∂2xmψ(t)|2dtdx
)1/2
+ c
∑
α∈Zd
(∫
Qα
∫
I
|R(Dγxψ)2≤|γ|≤s0−1/2|2dtdx
)1/2
. ‖ψ0‖Hs0 + T ‖ψ‖3
L∞(I)H
d
3
+2
+ c
∑
|β|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
|∂βxψ|2dxdt
)1/2 ∑
α∈Zd
sup
t∈I
sup
x∈Qα
|D2xψ|2
+ cT 1/2‖ψ‖3L∞(I)Hs0
. ‖ψ0‖Hs0 + (T + cT 1/2)c−3δ + cT νc−2δ
. c−δ, (5.147)
where in the last inequality we have chosen δ ≫ 1 such that
(T + cT 1/2)c−3δ + T νc1−2δ .
1
2
, T = O(c2(r−1)). (5.148)
Then, we have that for any ψ ∈ ZδI
∑
α∈Zd
sup
t∈I
sup
x∈Qα
|D2xψ(t, x)|2


1/2
T.c2(r−1),(5.141)
. ‖ψ0‖Hs0 + cd(1−
1
r )T ‖ψ‖3L∞(I)Hs0
. ‖ψ0‖Hs0 + cd(1− 1r )Tc−3δ
. c−δ, (5.149)
where in the last inequality we have chosen δ ≫ 1 such that
cd(1−
1
r )−2δT . 1, T = O(c2(r−1)). (5.150)
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Finally, if for any φ ∈ ZδI we set ΛT (φ) as the maximum between the three following quantities,∑
α∈Zd
sup
t∈I
sup
x∈Qα
|D2xψ(t, x)|2,
‖φ‖L∞(I)Hs0 ,
c−δT−ν
∑
|β|=s0+1/2
sup
α∈Zd
(∫
I
∫
Qα
|∂βxφ(t, x)|2dxdt
)1/2
,
we can observe that for any φ1, φ2 ∈ ZδI
ΛT (F(φ1)−F(φ2)) ≤ KT νc−2δΛT (φ1 − φ2),
where K is a positive constant which does not depend on c. Hence, if we choose δ ≫ 1 such that
(5.148), (5.146), (5.150) and
KT νc−2δ ≤ 1
2
(5.151)
hold true, we can conclude.
6 Long time approximation of radiation solutions
Now we want to exploit the result of the previous section in order to deduce some consequences
about the dynamics of the NLKG equation (2.3) on M = Rd, d ≥ 2, in the nonrelativistic limit.
Consider the simplified system, that is the Hamiltonian Hr in the notations of Theorem 4.2,
where we neglect the remainder:
Hsimp := h0 + ǫ(h1 + 〈F1〉) +
r∑
j=2
ǫj(hj + Zj).
We recall that in the case of the NLKG the simplified system is actually the NLS (given by
h0 + ǫ(h1 + 〈F1〉)), plus higher-order normalized corrections. Now let ψr be a solution of
−i ψ˙r = XHsimp(ψr), (6.1)
then ψa(t, x) := T (r)(ψr(c2t, x)) solves
ψ˙a = ic〈∇〉cψa + λ
2l
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
ψa + ψ¯a√
2
]2l−1
− 1
c2r
XT (r)∗R(r)(ψa, ψ¯a), (6.2)
that is, the NLKG plus a remainder of order c−2r (in the following we will refer to equation (6.2)
as approximate equation, and to ψa as the approximate solution of the original NLKG). We point
out that the original NLKG and the approximate equation differ only by a remainder of order
c−2r, which is evaluated on the approximate solution. This fact is extremely important: indeed,
if one can prove the smoothness of the approximate solution (which often is easier to check than
the smoothness of the solution of the original equation), then the contribution of the remainder
may be considered small in the nonrelativistic limit. This property is rather general, and has
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been already applied in the framework of normal form theory (see for example [BCP02]).
Now let ψ be a solution of the NLKG equation (2.3) with initial datum ψ0, and let δ := ψ−ψa
be the error between the solution of the approximate equation and the original one. One can
check that δ fulfills
δ˙ = ic〈∇〉cδ + [P (ψa + δ, ψ¯a + δ¯)− P (ψa, ψ¯a)] + 1
c2r
XT (r)∗R(r)(ψa(t), ψ¯a(t)),
where
P (ψ, ψ¯) =
λ
2l
(
c
〈∇〉c
)1/2 [(
c
〈∇〉c
)1/2
ψ + ψ¯√
2
]2l−1
. (6.3)
Thus we get
δ˙ = i c〈∇〉cδ + dP (ψa(t))δ +O(δ2) +O
(
1
c2r
)
;
δ(t) = eitc〈∇〉cδ0 +
∫ t
0
ei(t−s)c〈∇〉cdP (ψa(s))δ(s)ds +O(δ2) +O
(
1
c2r
)
. (6.4)
By applying Gronwall inequality to (6.4) we can obtain an approximation result which is valid
only locally uniformly in time, namely up to times of order O(1) (see Theorem 2.3 of [Pas17]).
Observe that the evolution of the error δ between the approximate solution ψa, namely the
solution of (6.2), and the original solution ψ of (2.3) is described by
δ˙(t) = i c〈∇〉cδ(t) + dP (ψa(t))δ(t); (6.5)
δ(t) = eitc〈∇〉cδ0 +
∫ t
0
ei(t−s)c〈∇〉cdP (ψa(s))δ(s)ds, (6.6)
up to a remainder which is small, if we assume the smoothness of ψa.
Now we study the evolution of the error for long (that means, c-dependent) time intervals.
We pursue such a program by a perturbative argument, considering a small radiation solu-
tion ψr = ηrad,r of the normalized system (6.1) that exists up to times of order O(c2(r−1)), r > 1.
As an application of Proposition 3.1, we consider the following case. Fix r > 1, let σ > 0 and
let ψr = ηrad be a radiation solution of (6.1), namely such that
ηrad,0 := ηrad(0) ∈ Hk+k0+σ+d/2(Rd), (6.7)
where k0 > 0 and k ≫ 1 are the ones in Theorem 4.2.
Let δ(t) be a solution of (6.5); then by Duhamel formula
δ(t) := U(t, 0)δ0 = eitc〈∇〉cδ0 +
∫ t
0
ei(t−s)c〈∇〉cdP(ψa(s))U(s, 0)δ0ds. (6.8)
Now fix T . c2(r−1); we want to estimate the local-in-time norm in the space L∞([0, T ])Hk(Rd)
of the error δ(t).
By (3.2) we can estimate the first term. We can estimate the second term by (3.3): hence for
any (p, q) Schrödinger-admissible exponents
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∥∥∥∥
∫ t
0
ei(t−s)c〈∇〉cdP (ψa(s))δ(s)ds
∥∥∥∥
L∞t ([0,T ])H
k
x
. c
1
q− 1p− 12 ‖〈∇〉
1
p− 1q+ 12
c dP(ψa(t))δ(t)‖Lp′t ([0,T])Wk,q′x
. c
1
q− 1p− 12 ‖〈∇〉
1
p− 1q+ 12
c dP(ηrad(c
2t))δ(t)‖
Lp
′
t ([0,T])W
k,q′
x
+ c
1
q− 1p− 12 ‖〈∇〉
1
p− 1q+ 12
c [dP(ψa(t))− dP(ηrad(c2t))]δ(t)‖Lp′t ([0,T])Wk,q′x
=: Ip + IIp,
but recalling (6.3) one has that
Ip .
|λ|
2l−1/2(2l)(2l− 1)c
1
q− 1p+ 12
∥∥∥∥∥∥〈∇〉
1
p− 1q− 12
c
[(
c
〈∇〉c
)1/2
(ηrad + η¯rad)
]2(l−1)
δ(t)
∥∥∥∥∥∥
Lp
′
t ([0,T ])W
k,q′
x
.
Now fix a real number ρ ∈]0, 1[, and choose
p = 2 + ρ, (6.9)
q =
2dp
dp− 4 =
4d+ 2dρ
2d+ dρ− 4 = 2 +
8
2d− 4 + dρ , (6.10)
we get (since ‖(c/〈∇〉c)
1
q− 1p− 12 ‖Lq′→Lq′ ≤ 1)
I2 ≤ |λ|
2l−1/2(2l)(2l− 1)
∥∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ηrad(c
2t) + η¯rad(c
2t))
]2(l−1)
δ(t)
∥∥∥∥∥∥
L
2−
ρ
1+ρ
t ([0,T ])W
k,q′
x
.
Now, since by Hölder inequality∥∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ηrad(c
2t) + η¯rad(c
2t))
]2(l−1)
δ(t)
∥∥∥∥∥∥
L
2−
ρ
1+ρ
t ([0,T ])W
k,q′
x
≤
∥∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ηrad(c
2t) + η¯rad(c
2t))
]2(l−1)∥∥∥∥∥∥
L
2−
ρ
1+ρ
t ([0,T ])W
k,d(1+ρ/2)
x
‖δ(t)‖L∞t ([0,T ])Hkx ,
and by Sobolev product theorem (recall that l ≥ 2, and that k ≫ 1) we can deduce that∥∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ηrad(c
2t) + η¯rad(c
2t))
]2(l−1)∥∥∥∥∥∥
L
2−
ρ
1+ρ
t ([0,T ])W
k,d(1+ρ/2)
x
≤

∫ T
0
∥∥∥∥∥
[(
c
〈∇〉c
)1/2
(ηrad(c
2t) + η¯rad(c
2t))
]∥∥∥∥∥
2(l−1)(2− ρ1+ρ )
W
k,d(1+ρ/2)
x
dt


1
(2− ρ1+ρ )
≤ ∥∥ηrad(c2t) + η¯rad(c2t)∥∥2(l−1)
L
2(l−1)(2− ρ1+ρ )
t ([0,T ])W
k,d(1+ρ/2)
x
,
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but since by Proposition 5.3 we have that for any σ > 0
L
2(l−1)(2− ρ1+ρ )
t ([0, T ])W
k,d(1+ρ/2)
x ⊇ L
2(l−1)(2− ρ1+ρ )
t ([0, T ])M
k
d(1+ρ/2),1,x
⊇ L2(l−1)(2−
ρ
1+ρ )
t ([0, T ])M
k
2,1,x
⊇ L2(l−1)(2−
ρ
1+ρ )
t ([0, T ])H
k+σ+d/2
x
⊇ L∞t ([0, T ])Hk+σ+d/2x ,
we have that
‖ηrad‖2(l−1)
L
2(l−1)(2− ρ1+ρ )
t ([0,T ])W
k,d(1+ρ/2)
x
. T
1+ρ
2+ρ ‖ηrad‖2(l−1)
L∞t ([0,T ])H
k+σ+d/2
x
, (6.11)
but by Corollary 5.5 the right-hand side of (6.11) is finite and does not depend on c ≥ 1 for
‖ηrad,0‖Hk+k0+σ+d/2x . c
−α, (6.12)
α > max
(
δ0(d, l, r), δ1(d, l, r),
r − 1
l − 1
)
:= α∗(d, l, r). (6.13)
where c ≥ c0 is sufficiently large, and where δ0(d, l, r) and δ1(d, l, r) are defined in Corollary 5.5.
Furthermore, via (4.9) one can show that there exists cr,k > 0 sufficiently large such that for
c ≥ cr,k the term II2 can be bounded by 1c2 I2.
This means that we can estimate the L∞([0, T ])Hk norm of the error only for a small (with
respect to c) radiation solution, which is the statement of Proposition 6.1.
To summarize, we get the following result.
Proposition 6.1. Consider (4.12) on Rd, d ≥ 2. Let r > 1, and fix k1 ≫ 1. Assume that
l ≥ 2 and r < d2 (l − 1). Then ∃ k0 = k0(r) > 0 such that for any k ≥ k1 and for any σ > 0 the
following holds: consider the solution ηrad of (6.1) with initial datum ηrad,0 ∈ Hk+k0+σ+d/2(Rd),
and call δ the difference between the solution of the approximate equation (6.2) and the original
solution of the Hamilton equation for (4.12). Assume that δ0 := δ(0) satisfies
‖δ0‖Hkx .
1
c2
.
Then there exist α∗ := α∗(d, l, r) > 0 and there exists c∗ := c∗(r, k) > 1, such that for any α > α∗
and for any c > c∗, if ηrad,0 satisfies
‖ηrad,0‖Hk+k0+σ+d/2 . c−α,
then
sup
t∈[0,T ]
‖δ(t)‖Hkx .
1
c2
, T . c2(r−1).
By exploiting (4.9) and Proposition 6.1, we obtain Theorem 2.1.
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