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The deep neural network is an intriguing prognostic model capable of learning
meaningful patterns that generalize to new data. The deep learning paradigm has
been widely adopted across many domains, including for natural language processing,
genomics, and automatic music transcription. However, deep neural networks rely on
a plethora of underlying computational units and data, collectively demanding a
wealth of compute and memory resources for practical tasks. This model complexity
prohibits the use of larger deep neural networks for resource-critical applications, such
as edge computing. In order to reduce model complexity, several research groups are
actively studying compression methods, hardware accelerators, and alternative com-
puting paradigms. These orthogonal research explorations often leave a gap in un-
derstanding the interplay of the optimization mechanisms and their overall feasibility
for a given task.
In this thesis, we address this gap by developing a holistic solution to assess the
model complexity reduction theoretically and quantitatively at both high-level and
low-level abstractions for training and inference. At the algorithmic level, a novel
deep, yet lightweight, recurrent architecture is proposed that extends the conven-
tional echo state network. The architecture employs random dynamics, brain-inspired
plasticity mechanisms, tensor decomposition, and hierarchy as the key features to en-
rich learning. Furthermore, the hyperparameter landscape is optimized via a particle
swarm optimization algorithm. To deploy these networks efficiently onto low-end edge
devices, both ultra-low and mixed-precision numerical formats are studied within
our feedforward deep neural network hardware accelerator. More importantly, the
tapered-precision posit format with a novel exact-dot-product algorithm is employed
in the low-level digital architectures to study its efficacy in resource utilization.
The dynamics of the architecture are characterized through neuronal partition-
ing and Lyapunov stability, and we show that superlative networks emerge beyond
iv
the “edge of chaos” with an agglomeration of weak learners. We also demonstrate
that tensorization improves model performance by preserving correlations present in
multi-way structures. Low-precision posits are found to consistently outperform other
formats on various image classification tasks and, in conjunction with compression, we
achieve magnitudes of speedup and memory savings for both training and inference
for the forecasting of chaotic time series and polyphonic music tasks. This culmina-
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- [a..b] The closed integer interval between a and b
- [a, b] The closed real interval between a and b
- (a..b) The open integer interval between a and b
- (a, b) The open real interval between a and b
matrix M A matrix is denoted as a bold uppercase char-
acter (e.g. M)
Hadamard product  The Hadamard (element-wise) product be-
tween two matrices
Kronecker product ⊗ The Kronecker product between two matrices,
e.g. if A ∈ Rm×n and B ∈ Rp×q, then the
Kronecker product A⊗B ∈ Rmp×nq
matrix transpose ᵀ Denotes the transpose of a matrix (e.g. Mᵀ)
therefore ∴ Therefore, e.g. a = b and b = c, ∴ a = c
set of positive integers Z+ The set of positive integers
set of reals R The set of real numbers
significant (strict) inequality  is much greater than
significant (strict) inequality  is much less than





Frobenius norm ‖·‖F The matrix and tensor Frobenius norm
n-mode matrix product ×n n-mode product between a tensor and a ma-
trix
n-mode vector product •n n-mode product between a tensor and a vector
vector v A vector is denoted as a bold lowercase char-
acter (e.g. v)




Deep learning is a popular paradigm in which deep neural networks (DNNs) learn
to generalize to tasks from disparate domains while achieving state-of-the-art per-
formance. However, these networks are computationally heavyweight with regard
to both compute and memory resources. For example, an outrageously large neural
network with 32-bit floating point, such as an LSTM with a mixture of experts [94],
requires approximately 137 billion parameters. To manage the training and batch in-
ference of these networks, hardware accelerators are employed, such as Google’s Ten-
sor Processing Unit, to decrease latency and increase throughput, embedded and/or
reconfigurable devices to mitigate power bottlenecks, or targeted ASICs to optimize
the overall performance. A predominant factor contributing to the computational
cost is the large footprint of primitives, known as multiply-and-accumulate (MAC)
operations, which perform weighted summations of the neuronal inputs. Techniques
such as sparsity and low-precision representation [19, 22, 41, 108] have been exten-
sively studied to reduce the cost associated with MACs. For example, substituting
8-bit fixed-point for 32-bit fixed-point when performing inference on CIFAR-10 with
AlexNet reduces the energy consumption 6× [43]. These techniques become a neces-
sity when deploying DNNs on end-devices, such as AI on the edge or IoT devices.
An alternative paradigm to address spatiotemporal processing is reservoir com-













Figure 1.1: Various modular deep echo state network (Mod-DeepESN ) topologies.
networks comprise hidden layers, referred to as reservoirs, that consist of pools of
neurons with fixed random weights and sparse random connectivity. Echo state net-
works (ESNs) [51] and liquid state machine (LSMs) [74] are the two major types of
RC. Both architectures make use of sparse random connectivity between neurons to
mimic an intrinsic form of memory, as well as enable rapid training, as training oc-
curs only within the readout layer. Whereas ESNs are rate-based models, LSMs are
spiking-based. The focus in this work is only on ESNs.
ESNs have been shown to perform well on small spatiotemporal tasks but under-
perform as task complexity increases. Prior literature has shown that ESNs are capa-
ble of various functions, such as speech processing, EEG classification, and anomaly
detection [53, 98]. In recent literature, several groups have begun to study how these
networks can cope with increasingly complex time series tasks with dynamics across
multiple scales and domains [10, 32, 73, 76]. One technique to enhance ESNs is the
addition of reservoir layers. These networks are referred to as deep ESNs, which
provide a hierarchical framework for feature extraction and capturing nontrivial dy-
namics while maintaining the lightweight training of a conventional ESN. Ma et al.
introduced the Deep-ESN architecture which utilizes a sequence of multiple reservoir
layers and unsupervised encoders to extract intricacies of temporal data [73]. Gal-
licchio et al. proposed an architecture, named DeepESN, that utilizes Jaeger et al.’s
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leaky-integrate neurons in a deeper ESN architecture [29, 53]. Here, we introduce
the Mod-DeepESN , a modular architecture that allows for varying topologies of deep
ESNs [12]. Intrinsic plasticity (IP) primes neurons to contribute more equally towards
predictions and improves the network’s performance.
Of the acceleration methods used to further reduce complexity, low-precision tech-
niques have shown the most promise. For example, linear and nonlinear quantization
have been able to match 32-bit floating point performance with 8-bit fixed-point and
8-bit floating point accelerators [19, 58, 90]. However, quantizing to an ultra-low bit
precision can necessitate an increase in computational complexity. For example, a
DNN has to be retrained or the number of hyperparameters significantly increased
[79] to maintain performance. A more lightweight solution is to perform DNN train-
ing and inference at a low-precision numerical format (fixed-point, floating point, or
posit [38]) instead of quantizing a trained network (e.g. with 32-bit floating point).
Previous studies have compared DNN inference with low-precision (e.g. 8-bit) to high-
precision floating point (e.g. 32-bit) [43]. However, these works compare numerical
formats with disparate bit-widths and thereby do not fairly provide a comprehensive,
holistic study of the network efficiency. We address these shortcomings in this work
and study these numerical formats in both feedforward and recurrent DNNs.
The recently proposed posit numerical format offers wider dynamic range, better
accuracy, and improved closure over IEEE-754 floating point [37]. Figure 1.2 shows
intuitively that a natural posit distribution (e.g. 8-bit posit, es = 0) may be an
optimal fit for representing DNN parameters (e.g. of ConvNet). Thus, we consider
posits in this work. The designs of several multiply-and-accumulate units for the
posit, fixed-point, and floating point formats at low-precision are analyzed for re-
source utilization, latency, power consumption, and energy-delay-product. We carry
out various classification tasks and compare the trade-offs between accuracy degrada-
tion and hardware efficacy. Our results indicate that posits outperform at ultra-low
3
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Figure 1.2: (a) 8-bit posit (es = 0) value distribution; (b) Normalized ConvNet parameter
distribution overlaid with quantization error (squared error). Both exhibit high density in
the [-0.5,+0.5] range.
precision and can be realized at a similar cost to floating point in DNN accelerators.
We furthermore utilize tensor decomposition methods to reduce network complex-
ity. Tensor decomposition has previously been considered in ESNs for classification
[89], but, to the best of our knowledge, never before for regression or forecasting
problems. Tensor decomposition has been used in the deep learning domain (e.g.
[61, 67, 81]), but these models suffer from the prohibitive resource demands as im-
plored earlier. We show large speedup and memory savings my incorporating such





Since the late 1980s, low-precision fixed-point and floating point computation have
been studied [40, 49]. In recent years, research attention has increased towards deep
learning applications. Multiple groups have demonstrated that 16-bit fixed-point
DNNs can perform inference with trivial degradation in performance [7, 23]. However,
most of these works study DNN inference at varying bit-precision. There is a need for
a more fair comparison between different number formats of corresponding bit-width
paired with FPGA soft cores. For instance, Hashemi et al. analyze 32-bit fixed-
point and 32-bit floating point DNN inference on three DNN architectures (LeNet,
ConvNet, and AlexNet) and show that fixed-point reduces the energy consumption
by ∼12% while suffering a mere 0–1% accuracy drop [43]. Recently, Chung et al.
proposed a DNN accelerator (Brainwave) that increases inference throughput within
a Stratix-10 FPGA by 3× by substituting 8-bit ms-fp8, a novel spatial floating point
format, in place of 8-bit fixed-point [19].
Several groups have previously studied the usage of the posit format in DNNs.
Langroudi et al. study the efficacy of posit representations of DNN parameters and
activations [65]. The work demonstrates that DNN inference using 7-bit posits en-
dures <1% accuracy degradation on ImageNet classification using AlexNet and that
5
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posits have a 30% less ravenous memory footprint than fixed-point for multiple DNNs
while maintaining a <1% drop in accuracy. Cococcioni et al. review the effectiveness
of posits for autonomous driving functions [20]. A discussion of a posit processing
unit as an alternative to a floating point processing unit develops into an argument for
posits as they exhibit a better trade-off between accuracy and implementation com-
plexity. Most recently, Johnson proposed a log float format which couples posits with
a logarithmic EMAC operation referred to as exact log-linear multiply-add (ELMA)
[56]. Use of the novel format within ResNet-50 achieves <1% accuracy deterioration
for ImageNet classification, and the ELMA shows much lower power consumption
than the IEEE-754 floating point.
In this work, we demonstrate that posit arithmetic at ultra-low bit-width is an
innate fit for DNN inference. The EMAC-equipped, parameterized Deep Positron
architecture is mounted on an FPGA soft processor and compares assiduously the
fixed-point, floating point, and posit formats at same bit-width.
2.2 Deep Neural Networks
The DNN is a connectionist, predictive model used commonly for classification and
regression. These networks learn a nonlinear input-to-output mapping in either a
supervised, unsupervised, or semi-supervised manner. Before being able to perform
inference, a DNN is trained to minimize a cost function and update parameters, called
weights and biases, using backpropagation. Customarily, either 16-bit or 32-bit float-
ing point arithmetic is used for DNN inference. However, 32-bit IEEE-754 floating
point representation maintains a massive dynamic range of over 80 decades, which
is beyond the range required for DNNs. Thus, this design of numerical distribu-
tion yields low information-per-bit based on Shannon maximum entropy [92]. 16-bit
floating point, often present in NVIDIA accelerators, unveils the format’s limitations:
nontrivial exception cases, underflow and overflow to ±infinity or zero, and redun-
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dant NaN and zero representations. Posit arithmetic offers an elegant solution to
these limitations at generic bit-width.
2.3 Posit Numerical Format
The posit numerical format, a Type III unum, was proposed to improve upon the
deficiencies of the IEEE-754 floating point format and to address complaints about
Type I and II unums [37, 101]. The posit format offers better dynamic range, accuracy,
and program reproducibility than IEEE floating point. First, let us describe the IEEE-
754 format in a generic manner to better understand the posit format. A floating point
number comprises n bits, of which we are exponential bits, wf are mantissa bits, and




e1 e2 . . . ewe
Mantissa︷ ︸︸ ︷
f1 f2 . . . fwf︸ ︷︷ ︸
n Bits
The numerical value that a floating point number represents is given by (2.1)
(−1)s × 2e−bias × h.f (2.1)
where h is the hidden bit (which is set depending on whether a number is subnormal),
bias = 2we−1 − 1, e is the unsigned exponent, and f is the unsigned mantissa. In
IEEE-754, we is standardized to 5 for half-precision (16-bit), 8 for single-precision
(32-bit), 11 for double-precision (64-bit), and 15 for quadruple-precision (128-bit).
A posit number comprises n bits and es exponent bits, which controls the dynamic
range. The primary divergence posit takes from floating point is the introduction of
a signed, run-length encoded regime bit-field. The longer this field is, a posit number
has lower precision but larger magnitude, and vice versa for shorter run-lengths. Two
posit bit-strings are reserved: 00...0 for zero and 10...0 for “Not a Real,” which can
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r r ... r r̄
Exponent, if any︷ ︸︸ ︷
e1 e2 e3 ... ees
Mantissa, if any︷ ︸︸ ︷
f1 f2 f3 ...︸ ︷︷ ︸
n Bits





× 2e × 1.f (2.2)
where k is the regime, e is the unsigned exponent (es > 0), and f is the value
of the fraction bits. If a posit number is negative, the 2’s complement is taken
before decoding. We recommend reviewing [37] for a more thorough introduction and
intuition to the posit format.
2.4 Echo State Network (ESN)
A framework introduced by Jaeger in 2001, ESNs are recurrent neural networks
(RNNs) in the RC paradigm which comprise one or more reservoirs with a popu-
lation of rate-based neurons [51]. Reservoirs maintain a set of random untrained
weights and exhibit a nonlinear response when the network is driven by an input
signal. The state of each reservoir is recorded over the duration of an input sequence
and a set of output weights is trained on the states based on a teacher signal. As
the output computes a simple linear transformation, there is no need for expensive
backpropagation of error throughout a network as is required for training RNNs in
the deep learning paradigm. Thus, the vanishing gradient problem is avoided while
still being able to capture complex dynamics from the input data. Vanilla ESNs
comprise a single reservoir and have limited application, especially with data exhibit-
ing multi-scale and highly nonlinear dynamics. To this end, various architectures
have been proposed with multiple reservoirs, additional projections, autoencoders,
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Figure 2.1: Various deep ESN architectures with varying connectivity. (a) DeepESN. (b)
DeepESN-IA. (c) GroupedESN. Graphics taken from [30].
plasticity mechanisms, etc. [10, 12, 30, 32, 73, 76].
2.5 DeepESN
Gallicchio et al. proposed one of the first deep ESN architectures in 2017 under the
name DeepESN [30]. In the work, the authors explore various ESN architectures
by consecutively stacking reservoirs with varying connectivity. The final network
selected is shown in Figure 2.1 based on its predictive performance, memory capacity,
and diversity of reservoir states. Memory capacity is increased with the depth of
DeepESN and its Lyapunov stability is optimal below the “edge of chaos” [33].
2.6 Tensor Algebra and Decomposition
In this section we describe common algebraic tensor operations and describe various
methods for tensor decomposition. Note that the terms way, mode, dimension are all
equivalent. For example, a grayscale image is two-way data (width and height) and
a vector is one-way.
Definition 2.1 (fiber). A fiber is analogous to a higher-order row or column as would
be used to describe subarrays of a matrix. It is defined as the subarray yielded by
9
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Figure 2.2: Tensor comic [99]
freezing every index except for one along a way of a tensor. For example, a matrix
column is a mode-1 fiber and a matrix row is a mode-2 fiber. For a 3-way (3rd order)
tensor, there are row, column, and tube fibers as delineated by Figure 2.3. A colored
RGB image is an example of a 3rd order tensor whose columns make up the width,
rows the height, and tubes the color channels of the image.
(a) Mode-1 (column) fibers
of a 3-way tensor
(b) Mode-2 (row) fibers of
a 3-way tensor
(c) Mode-3 (tube) fibers of
a 3-way tensor
Figure 2.3: Fibers of a 3-way tensor. Graphics from [63]
Definition 2.2 (n-mode product). The n-mode product is a function defined for
multiplication between a tensor T and either a matrix M or a vector v in mode n.
The operator is defined (and notated) differently depending on the type of argument:
1. The n-mode matrix product between T ∈ RD1×D2×...DN and M ∈ RE×Dn (n ∈
[1..N ]) is denoted T×n M = Y ∈ RD1×...Dn−1×E×Dn+1×...DN . This can be written







where in and j are indices into mode-n of a tensor, all indices but in are fixed
for the computation of each element, j ∈ [1..E], y ∈ Y, t ∈ T, and m ∈ M.
Ultimately, each mode-n fiber is multiplied by M which changes the size of the
nth dimension of T from Dn to E.
2. Similarly, the n-mode vector product between T and v ∈ RDn is denoted T •n






where v ∈ v. Each mode-n fiber is multiplied by v which removes the nth
dimension of T.
We direct the reader to [63] for continued description of the n-mode product and to
[3] for a broader consideration of tensor multiplication beyond the n-mode product.
Definition 2.3 (rank-one tensor). A tensor T ∈ RD1×D2×...DN is a rank-one tensor if
it can be computed as the outer product of N vectors, i.e.
T = v(1) ◦ v(2) ◦ . . .v(N)
where ◦ denotes the outer product between two vectors (i.e. any v(i) and v(j)). To
disambiguate from the Kronecker product, we do not represent the outer product as
the more commonly used symbol ⊗.
Definition 2.4 (rank). The rank of a tensor is the smallest number of rank-one
tensors whose sum reconstructs the original tensor without loss.
Definition 2.5 (tensor norm). We define the tensor norm as a generalization of the












Note that ‖·‖F denotes both the Frobenius matrix and Frobenius tensor norms. The
operation can be inferred by the array notation present.
2.6.1 CANDECOMP/PARAFAC (CP) Decomposition
CANDECOMP/PARAFAC (CP) decomposition was first proposed in 1927 by Hitch-
cock as the idea of the polyadic form of a tensor, that is, a tensor can be decomposed
into a finite sum of rank-one tensors [44, 45]. In 1944, Cattell incorporated parallel
factor analysis and analysis across multiple ways of the data [14, 15]. However, the
decomposition was not popularized until 1970 after Carroll and Chang introduced
canonical decomposition (CANDECOMP) and Harshman introduced parallel factors
(PARAFAC) [42]. Following [60, 63], we refer to this type of decomposition as CP
decomposition.
Formally, a CP decomposition of an N -way tensor T ∈ RD1×D2×...DN is the sum of
R ∈ Z+ sets of N component rank-one tensors. Component here implies that there











≈ + + · · · +
Figure 2.4: CP decomposition. Graphics from [63]




λr ar ◦ br ◦ cr
where λr is the scalar value that normalizes each summed element to unit length, i.e.







λr a(1)r ◦ a(2)r ◦ . . . a(N)r (2.3)
There are various methods of computing the CP decomposition, of which we do not
go into the details of. As proposed by some of the pioneers of the CP decomposition
[13, 42], the alternating least squares (ALS) algorithm finds a valid decomposition for
a fixed number of components. ALS solves for each a(k)r for all rs (in matrix factor
form [63]) by keeping all other components fixed. The algorithm solves for each
a(k)r iteratively until some convergence criterion has been met. Additional methods
for computing the CP decomposition, many being variants of ALS, are described in
[4, 63, 93].
Related Work Lebedev et al. (2015) employed CP decomposition for accelerating
Convolutional neural networks (CNNs) [67]. After standard training of a CNN, CP
decomposition is used to reduce the complexity by decomposing 4D convolutional
kernels into four linear layers, resembling a structure similar to that in MobileNets
[46]. After decomposition, a network is fine-tuned with a low learning rate.
2.6.2 Tucker Decomposition
The Tucker decomposition was originally introduced as the three-mode factor anal-
ysis (3MFA/Tucker3) by Tucker in 1963. The technique has been refined since
[70, 104, 105] and various iterations have been proposed for both three-way and N -
way decompositions, notably higher-order SVD (HOSVD) [66] and N -mode singular
value decomposition (SVD) [106]. The technique differs from CP in that it can be
used easily for tensor compression. Also, whereas the CP decomposition is guaranteed
to be unique, Tucker decompositions are not. Figure 2.5 visualizes the decomposition









Figure 2.5: Tucker decomposition. Graphics from [63]
where three factor matrices (one per mode) surround a core tensor with the same
dimensionality as T ∈ RD1×D2×D3 , i.e.







gr1,r2,r3ar1 ◦ br2 ◦ cr3
where G ∈ RR1×R2×R3 is the core tensor. A ∈ RD1×R1 , B ∈ RD2×R2 , C ∈ RD3×R3
are the factor matrices and each can be conceptualized as the principal components
in its corresponding mode. An insight shared in [63] is that the CP decomposition
can be considered a special case of the Tucker decomposition if R1 = R2 = R3
and G is superdiagonal. Additionally, G indicates the degree of interaction between
components of the factor matrices [63]. The generalized form of the decomposition is
given by (2.4).
















Consider the three-way tensor T. If any R1, R2, R3 are less than D1, D2, D3,
respectively, then G is a compressed version of T. This is known as a truncated Tucker
decomposition, as illustrated by Figure 2.6, which is analogous to what is performed
during principal component analysis (PCA) of the covariance or correlation of some









Figure 2.6: Truncated Tucker decomposition. Graphics from [63]
Note that a truncated decomposition does not necessitate computing the exact de-
composition, i.e. when R1 = D1, R2 = D2, and R3 = D3. Tractable computational
methods for the Tucker decomposition are described in detail in [63].
Related Work Kim et al. (2016) applied Tucker decomposition to 4D convolutional
filters in DNNs after training [61]. The number of input and output channels a layer
operates on are truncated and fine-tuning takes place on the decomposed network
(layers). Variational Bayesian matrix factorization (VBMF) [80] is used to determine
the reduced ranks (number of input and output channels). Prater (2017) exploited
the Tucker2 decomposition of three-way tensors, i.e. where R3 = D3 and C = I,
in ESN classification tasks. Rather than training the readout layer, the affinity of
reservoir responses projected on to the factor matrices of the decomposed input is
compared with the core tensor of the decomposed input [89]. The effective compres-
sion capability of Tucker is desirable in our work as state matrices (X) can grow to
be quite large. We discuss this methodology later in this thesis.
2.6.3 Tensor-Train (TT) Decomposition
Another decomposition worth mentioning is the Tensor-Train (TT) decomposition.
Proposed by Oseledets (2011), TT decomposes an N -way tensor into a “train” of
three-dimensional (3D) tensors [83]. Each block in the train sequentially reconstructs
the input by reshaping each 3D tensor into a matrix and performing matrix mul-
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tiplications. At the dth block of the train, the input has been restored to full size






l1 l2 l3 ld-1 ld
G1 G 3 d-1 d
Figure 2.7: TT decomposition. Graphics adapted from [111]
Related Work Novikov et al. (2015) proposed the TT-layer for fully-connected
DNNs (TensorNets) accompanied by a learning rule [81]. The method achieves a
compression ratio in the order of hundreds of thousands compared to the explicit
(non-decomposition) formulation. Garipov et al. (2016) build off of [81] by extending
the TT-layer and learning rules to both fully-connected and convolutional layers (TT-
convolutional layer) [34]. The authors were able to achieve 80× compression for CNNs
classifying images from the CIFAR-10 dataset. Yang et al. (2017) also extended [81]
to RNNs and derived the governing equations for both the gated recurrent unit (GRU)
and long short-term memory (LSTM) recurrent cell types [111]. Training with the
rules described in [81], the authors were able to achieve compress model parameters
up to millions of times. These works also show an increase in model performance
on various tasks, suggesting that maintaining layers and parameters as matrices as
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Figure 3.1: The Mod-DeepESN architecture
Building off of [12, 30], we introduce the flexibleMod-DeepESN architecture, which
maintains parameterized connectivity between reservoirs and the input. A broad set
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of topologies are accommodated by its modularity, several of which are shown in
Figure 1.1. A more detailed look at Mod-DeepESN is shown in Figure 3.1. We
denote the tensor of input data U ∈ RNS×Nt×NU which comprises NS sequences of Nt
timesteps and NU features. Nt may differ between each of the NS sequences, but for
simplicity such variability is left out of the formulation. Reservoirs that are connected
to the input receive the vector u(t) ∈ RNU at timestep t where u(t) ∈ U ∈ RNt×NU
and U ∈ U. u(t) is mapped by the input weight matrix Win ∈ RNU×‖Cu‖0NR into
each reservoir. NR is the number of neurons per reservoir and typically NR  NU .
The binary matrix C determines the feedforward connections between reservoirs and
the input u. For example, if element Cu,2 is ‘1’, then u and reservoir 2 are connected.
‖Cu‖0 gives the number of reservoirs that are connected to u. Considering a single









x(l)(t) =(1− a(l))x(l)(t− 1) + a(l)x̃(l)(t) (3.1b)
where i(l)(t) is given by (3.2).
i(l)(t) =

u(t) l = 1
x(l−1)(t) l > 1
(3.2)
W(l)res ∈ RNR×NR is a feedforward weight matrix that connects two reservoirs, while
Ŵ
(l)
res ∈ RNR×NR is a recurrent weight matrix that connects intra-reservoir neurons.
Note that W(1)res is the corresponding slice of Win according to C. The per-layer leaky
parameter a(l) controls the leakage rate in a moving exponential average manner. Note
that the bias vectors are left out of the formulation for simplicity. The state of a Mod-
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DeepESN network is defined as the concatenation of the output of the NL reservoirs,
i.e. x(t) = (u(t),x(1)(t), ...,x(NL)(t)) ∈ RNU +NLNR . The matrix of all states is denoted
as X = (x(1),x(2), ...,x(Nt)) ∈ RNSNt×(NU +NLNR). Finally, the output of the network
for the duration Nt is computed as a linear combination of the state matrix using
(3.3).
Y = XWout (3.3)
The matrix Wout ∈ R(NU +NLNR)×NY contains the feedforward weights between reser-
voir neurons and the NY output neurons, and Y ∈ RNSNt×NY is the ground truth with
a label for each timestep. In a forecasting task, the dimensionality of the output is
the same as the input, i.e. NY = NU . Ridge regression, also known as Tikhonov reg-
ularization, is used to solve for optimal Wout and is shown with the explicit solution
in (3.4)
Wout = (XᵀX + βI)−1 XᵀY (3.4)









where β is a regularization term, I is the identity matrix,  is the Hadamard product,
and X = UΣVᵀ. The SVD solution of the Moore-Penrose pseudo inverse gives a more
accurate result, but comes at the cost of higher computational complexity.
To maintain reservoir stability, ESNs need to satisfy the echo state property (ESP)




∣∣∣∣eigk ((1− a(l))I + a(l)Ŵ(l)res)∣∣∣∣ < 1 (3.6)
The function eigk gives the kth eigenvalue of its matrix argument and |·| gives the
modulus of its complex scalar argument. The maximum eigenvalue modulus is re-
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ferred to as the spectral radius and must be less than unity (‘1’) in order for initial
conditions of each reservoir to be washed out asymptotically. A hyperparameter ρ̂
is substituted for unity to allow for reservoir tuning for a given task. Each Ŵ(l)res is
drawn from a uniform distribution and scaled such that the ESP is satisfied.
The remaining untrained weight matrices are set using one of the two methods.
First, a matrix can be drawn from a uniform distribution and scaled to have a specified






where πin and πres are hyperparameters. Second, Glorot (Xavier) initialization [36]
can be utilized without incurring further hyperparameters. The method initializes
weights such that the activation (output) variance of consecutive fully-connected lay-
ers is the same. Formally, weights are drawn from a normal distribution with zero
mean and a standard deviation of
√
2/(nin + nout), where nin and nout are the num-
ber of inputs and outputs of a layer, respectively. All weight matrices are drawn
with a sparsity parameter which gives the probability that each weight is nullified.
Specifically, sin determines sparsity for Win, ŝres for each Ŵ
(l)
res, and sres for each
W(l)res.
Furthermore, an unsupervised IP learning rule is employed. The rule, originally
proposed by Schrauwen et al., introduces gain and bias terms to the nonlinearities of
reservoir neurons, i.e. tanh(x) is substituted with tanh(gx + b) where g is the gain
and b is the bias. Iterative application of the rule minimizes the Kullback-Leibler
(KL) divergence between the empirical output distribution (as driven by U) and a



























where x̃i is given by (3.1a) and xi is given by (3.1b). The hyperparameter η is the the
learning rate, and σ and µ are the standard deviation and mean of a target Gaussian
distribution, respectively. In a pre-training phase, the learned parameters are each
initialized as b(l)i (t) = 0 and g
(l)
i (t) = 1 and are updated iteratively in a layer-wise
fashion.
3.2 Particle Swarm Optimization (PSO)
Instances of the Mod-DeepESN network may achieve satisfactory forecasting perfor-
mance using empirical guesses of hyperparameters, however, a more sophisticated
optimization approach will further improve the networks performance. We thus pro-
pose black box optimization of the Mod-DeepESN hyperparameters using particle
swarm optimization (PSO) [59]. In PSO, a population of particles are instantiated in
the search space of an optimization problem. This space contains the possible values
of continuous or discrete hyperparameters and the particles move around the space
based on external fitness, or cost, signals. The communication network topology em-
ployed dictates the social behavior, or dynamics, of the swarm. Here, we utilize a star
topology in which each particle is attracted to the globally best-performing particle.
Formally, each particle is a candidate solution of NH hyperparameters with po-
sition pi(t) ∈ RNH and velocity vi(t) ∈ RNH . The trivial position update of each
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particle is given by (3.9) while the velocity update is given by (3.10).
pi(t+ 1) = pi(t) + vi(t+ 1) (3.9)











The matrices U1(t),U2(t) ∈ RNH×NH are populated by values uniformly drawn from
the interval [0, 1) at each timestep. The best position found by a particle is the vector
b̂i(t) ∈ RNH while the best solution found in the neighborhood of a particle is the
vector b̂∗i (t) ∈ RNH . With a star communication topology, b̂
∗
i (t) is the best position
found globally. The velocity update comprises three parameters which influence a
particle’s dynamics: w is the inertia weight, ϕ1 is the cognitive acceleration (how
much a particle should follow its personal best), and ϕ2 is the social acceleration
(how much a particle should follow the swarm’s global best). All hyperparameters
are considered during the optimization process, except for β, which is swept after X
has been computed, exploiting the fact that all the weight matrices but Wout are
fixed.
3.3 Neural Mapping
RC networks have strong underpinnings in neural processing. Recent studies have
shown that the distribution of the complex representation layer and the linear con-
struction layer in the reservoir is similar to the one observed in the cerebellum. The
model with granule layer (representation layer) and the synapses between granule and
Purkinje cells (linear readout layer) [110] is used to study computationally useful case
studies such as vestibulo-ocular reflex adaptation [24]. The Purkinje cells are trained
from the random distributed input signals of the granule cells’ parallel dendritic con-
nections [95]. We also employ intrinsic plasticity, as in [91], to modulate neuronal
activations to follow a known distribution. Whereas a biological neuron’s electrical
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properties are modified, a reservoir neuron’s gain and bias are adjusted. There are
arguments that identifying the powerful computational paradigm, edge-of-chaos, for
the biological counterparts of the reservoir are yet to be understood. However, infus-
ing hybrid plasticity mechanisms such as short-term plasticity or long-term synaptic
plasticity can help reach the pinnacle of computational performance. It is interest-
ing to note that the reservoir computational models (both spiking and non-spiking)
also seem to have a boost in their performance from embedding intrinsic plasticity,
akin to the biological models [96, 97]. This convergence or similarity vastly improves
the understanding of spatiotemporal processing in both fields, but one should take a
parsimonious approach with correlations.
3.4 Measuring Reservoir Goodness
Various metrics have been proposed to understand reservoir performance [33, 35, 52,
72, 85]. In this work, we quantify reservoir goodness by taking measurements of
the stability of reservoir dynamics as well as evaluating the forecasting proficiency of
networks trained on synthetic and real-world tasks.
3.4.1 Separation Ratio Graphs
Separation ratio graphs [35] are considered for determining the fitness ofMod-DeepESN
state separability. The method compares the separation of inputs with the separation
of outputs for a given input and output, e.g. the input and output of a single reservoir
or the input and output of a set of reservoirs. The metric assumes that inputs that
appear similar should have a comparable degree of similarity with outputs. That is,
Output Separation︷ ︸︸ ︷∥∥∥x(l2)i (t)− x(l2)j (t)∥∥∥2∥∥∥i(l1)i (t)− i(l1)j (t)∥∥∥2︸ ︷︷ ︸
Input Separation
≈ 1, l2 > l1 (3.11)
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where ‖·‖2 gives the Euclidean distance between inputs (or outputs) i and j. When
the output separation is plotted as a function of the input separation, the relation
should be close to identity, i.e. a linear regression trend line should yield a slopem ≈ 1
and intercept b ≈ 0. If the output separation  the input separation, a reservoir (or
network) is considered to be in the “chaotic” zone, whereas it is considered to be in
the “attractor” zone if the output separation  the input separation.
3.4.2 Lyapunov Exponent (LE)
The Lyapunov exponent (LE) offers a quantitative measure of the exponential growth
(decay) rate of infinitesimal perturbations within a dynamical system [26, 33, 71]. An
N -dimensional system has N LEs which describe the evolution along each dimension
of its state space. The maximum Lyapunov exponent (MLE) is a good indication
of a system’s stability, as it commands the rate of contraction or expansion in the
system state space. If the MLE of a system is below 0 (above 0), a system is said to
exhibit “stable” (“chaotic”) dynamics. A MLE of 0 is commonly referred to as the
“edge of chaos.” Local MLEs [33] are considered in this work as they are more useful
in practical experiments and can be estimated by driving a network by a real input
signal (e.g. a time series). The MLE, denoted λmax, of a Mod-DeepESN instance can










(∣∣∣∣eigk ((1− a(l)) I + a(l)D(l)i (t)Ŵ(l))∣∣∣∣) (3.12)
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3.4.3 Task Performance Metrics
The more straightforward way of measuring reservoir goodness is by evaluating the
performance of a network on a task. For scalar-valued time series forecasting tasks, we
consider the following three metrics to quantify network error: root-mean-squared er-
ror (RMSE) (3.14), normalized root-mean-squared error (NRMSE) (3.15), and mean
























The vector ŷ(t) is the predicted time series value at timestep t, ȳ is the average value
of the ground truth (time series) over the Nt timesteps, y(t) ∈ Y, and ŷ(t),y(t), ȳ ∈
RNY .
Proposed in [5] and adapted for polyphonic music tasks in [9], frame-level accuracy









t=1 TPi(t) + FPi(t) + FNi(t)
(3.17)
The subscript i of each of the {true, false} positives ({T,F}P) and false negatives
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(FN) denotes the corresponding quantity for the ith sequence. Note that FL-ACC
is analogous to the intersection-over-union (IoU) metric, also known as the Jaccard
index [50], which is commonly used to assess the performance of image segmentation
models.
For forecasting tasks, NRMSE is considered as its value is not dependent on the
scale of the model nor the data, thus allowing for a more accurate comparison with
results reported in the literature. FL-ACC is utilized for the polyphonic forecasting
task as the true negative (TN) rate is not a good indicator of performance, as well as
for consistent comparison of results.
3.4.3.1 A Brief Discussion of MAPE
MAPE has been one of the most predominant metrics used in evaluating forecasting
models. However, the metric can be deceptive and misleading. MAPE has some
obvious limitations, such as being undefined when a label is zero and giving errors
less than 0% or greater than 100%. When the data is strictly positive, MAPE ap-
pears to be a reasonable fit. Compared to NRMSE, both metrics normalize the error
by the data, but MAPE is less sensitive to large errors as NRMSE squares errors.
This may be a desirable characteristic of an evaluation metric, especially if there are
known outliers in the data. Thus, using multiple metrics can be useful, as long as
the consequences are understood. Now, the bad news – MAPE favors models that
under-forecast as opposed to over-forecast. Models that under-forecast generally pre-
dict values below the mean of the data. When used as a cost in optimization, MAPE
yields models that perform a median regression of the data [62, 102]. Tofallis fur-
thermore quotes several works that agree that MAPE is a poor metric for comparing
competing models [102]. This inherent bias of MAPE, due to the magnitude of the
denominator giving higher error to smaller values, has led many to stop using the
metric in favor of more symmetric alternatives. Thus, NRMSE is considered as the
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Figure 3.2: Mode-4 fibers of the Mod-DeepESN states tensor X.
As the most expensive operation in the training ofMod-DeepESN is the pseudoinverse,
we target the states matrix X for compression. Rather than matricizing the outputs of






The breadth of a network is denotedNLB, depth is denotedNLD, andNL = NLB×NLD.
Fig. 3.2 illustrates the NLB×NLD×NR method where the state fibers of size NR are
arranged accordingly in a four-way tensor. Furthermore, we explore two types of ini-
tialization, random and HOSVD [66], and two loop exit criteria, one iteration (“once”)
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and until convergence (“tol”), for the decomposition algorithm. The Mod-DeepESN
states X, now treated as a tensor, can be used for training as given by (3.18), (3.19),
and (3.20)
G,A(1), . . . ,A(N) = HOOI(X, R1 . . . RN) (3.18)
G = Reshape (G, NSNt ×NLNR) (3.19)
Wout = (GᵀG + βI)−1 GᵀY (3.20)
where HOOI(·) is given by Algorithm 1.
In this formulation, the concatenation of the input of size NU is left out for sim-
plicity. However, in practice, we concatenate these input vectors with appropriate
duplication to form the full tensor X. Rather than using HOSVD to initialize the
factor matrices, they can also be initialized randomly, as previously indicated. Addi-
tionally, as described in Chapter 2, not all modes require decomposition. Thus, these
modes and corresponding ranks can simply be skipped in the HOOI algorithm.
Algorithm 1 Higher-order orthogonal iteration (HOOI) algorithm for Tucker de-
composition.
1: procedure HOOI(T, R1 . . . RN , Niter, ε)
2: for 1 ≤ n ≤ N do . Initialize factor matrices (HOSVD)
3: A(n) ← Rn leading left singular vectors of T(n)
4: end for
5: i← 1
6: while |errori−1 − errori−2| > ε and i < Niter do
7: for 1 ≤ n ≤ N do . Update all factor matrices
8: G← T ×1 A(1)ᵀ ×2 A(2)ᵀ . . .×N A(N)ᵀ




|(‖G‖F )2 − (‖T‖F )2| / ‖T‖F . Compute error
12: i← i+ 1
13: end while
14: G← T ×1 A(1)ᵀ ×2 A(2)ᵀ . . .×N A(N)ᵀ . Compute final core tensor




3.5.1 Estimating Floating Point Operations (FLOPs)
In this section, we describe out methods for estimating the floating point opera-
tions (FLOPs) of common operations, as well as training and inference within Mod-
DeepESN . The same notation is used for both FLOPs and posit operations (POPs):
FLOP<op> and POP<op>, respectively, for a given arithmetic operation, <op>. The
former is used here for simplicity.
3.5.1.1 Matrix Multiplication Complexity
The matrix multiplication operation (naive) is shown in Algorithm 2, which computes
AB = C where A ∈ RN×M (sparsity sA), B ∈ RM×P (sparsity sB), and C ∈ RN×P
(sparsity sC). The required number of multiplications is
FLOP× = N × P ×M × (1− sA)× (1− sB) (3.21)
and the number of additions is
FLOP+ = N × P × (M − 1)× (1− sA)× (1− sB), (3.22)
giving a total Big-O time complexity of O(2NMP ) = O(NMP ), as 2 is a constant.
Let C be a random variable (r.v.) whose possible scalar values (outcomes) are
given by the elements of C. The probability of an element, denoted as P[·], of C
being null (sC) is the probability that the summation of M products is null as given
by (3.23) and (3.24).
sC = P[C = 0] (3.23)
P[C = 0] = [1− (1− sA)− (1− sB)]M (3.24)
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Algorithm 2 Naive matrix multiplication algorithm.
1: procedure MatMul(A, B)
2: Let C be an empty matrix
3: for 1 ≤ i ≤ N do
4: for 1 ≤ j ≤ P do
5: sum← ai,1 × b1,j . Skip N × P additions with zero
6: for 2 ≤ k ≤M do
7: sum← sum+ ai,k × bk,j
8: end for





We skip counting FLOPs for null entries in matrix multiplication, assuming that the
underlying hardware can take advantage of this case.
3.5.1.2 tanh Complexity
We compute the FLOPs of the tanh operation using the Cody-Waite algorithm as
detailed by [6], which builds off of the work by Cody, Jr. and Waite in 1980 [21].
This computational technique is shown in Algorithm 3. We need to identify the
computational regions, shown in Figure 3.3, in which tanh would be evaluated inMod-
DeepESN . The indicated computational thresholds can be computed as described
in [6] to maximize both speed and accuracy. We adopt a conservative approach
and estimate FLOPs for the xsmall – xmedium computational region, i.e. the rational
polynomial, which has the highest computational complexity. With IEEE-754 32-bit
floating point numbers, this region is considered for any 4.23 × 10−4 ≤ x < 0.549,
which is also where a majority of the reservoir activations lie in Mod-DeepESN .
The Code-Waite algorithm requires a constant number of operations. For a unary
operation (i.e. for a single element in a tensor), there are FLOP× = 4 multiplications,
FLOP÷ = 1 divisions, and FLOP+ = 3 additions. Note that division operations



























































Figure 3.3: Top: Computational regions of the tanh function using the Cody-Waite al-
gorithm. Graphics from [21]. Bottom: Thresholds overlaid on the tanh function with a
symmetrical logarithm x-axis. The left describes 32-bit IEEE-754 floating point and the
right 64-bit.
Algorithm 3 Cody-Waite algorithm for tanh computation with IEEE-754 32-bit
precision (ignoring NaN).
1: procedure Tanh(x)
2: x, s← |x|, sign(x)
3: if xlarge ≤ x then . Clip at 1.0 for large x
4: result← 1.0
5: else if xmedium ≤ x then . Simple approx. for medium x
6: temp← 0.5− 1/(1 + exp (2x))
7: result← temp+ temp
8: else if xsmall ≤ x then . More accurate polynomial approx. for small x
9: g ← x× x
10: R← g× (p1× g+ p0)/(g+ q0) . pi and qi are coefficients, see [6] for values
11: result← x+ x×R
12: else . More accurate Taylor’s series expansion for tiny x
13: result← x
14: end if







also vary depending on the underlying floating point arithmetic logic unit. Thus,
we count each division as four FLOPs when combining all operations, following the
heuristic operation weights typically assigned in the high-performance computing
(HPC) community. As all operations are constant and small relative to the size of the
tensors considered, the Big-O time complexity is O(1) regardless of the computational
region for a non-null element.
If a given scalar x has sparsity probability sx, then the activation tanh(x) also has
sparsity probability sx as tanh(0) = 0. If X is a r.v. modeling the value of a scalar
x drawn from a normal distribution (µ = 0), then P[X > 0] = P[X < 0] = 0.5. This
can be considered in the complexity estimation, but we ignore it as flipping the sign
of any floating point or posit number is trivial.
3.5.1.3 Hadamard Product Complexity
The Hadamard product, or the element-wise product, between two matrices of size
N elements requires a trivially calculable FLOP× = N multiplications with a naive
algorithm (O(N)). However, computing sparsity is somewhat less straightforward. If
matrix A has sparsity sa and matrix B has sparsity sb, then the sparsity of AB = C
can be computed as follows
sc = P[C = 0] = P[A = 0 ∪B = 0]
= P[A = 0] + P[B = 0]− P[A = 0 ∩B = 0]
= P[A = 0] + P[B = 0]− P[A = 0]P[B = 0]
= P[A = 0] + P[A 6= 0]P[B = 0]
∴ sc = sa + (1− sa)sb = sb + (1− sb)sa
(3.25)
where the r.v.s describing an element in A, B, C are A, B, C, respectively. It is




Inference The overall network complexity of Mod-DeepESN inference for a single


















































































































































































= O[NLB(NUNR +N2R + 4NR) +
NLB(NLD − 1)(2N2R + 4NR) +
(NU +NLBNLDNR)NY ]
Removing negligible constants and taking upper bound limits where NY = NU  NR,
NLB < NR, and NLD < NR:
= O[NLBN2R +NLB(NLD − 1)N2R +NLBNLDNR]
= O(NLBNLDN2R +NLBNLDNR)
= O(NLN2R)
Thus, for a corpus of time series (NS samples each with Nt timesteps), the total
inference complexity would be O(NSNtNLN2R).
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Training The training complexity of the readout layer is derived in this section.
Training using the SVD pseudoinverse (3.5), which is employed in uncompressed
networks, has a complexity as follows. First, the SVD operation of a matrix M ∈
RN×M has a Big-O complexity ofO(NM2+N2M). Second, the matrix multiplications
between the left and right singular vectors, singular values, and labels, i.e. VΣᵀUᵀY,
has a Big-O complexity ofO(M2+MN2+MNY ). Substituting the actual dimensions
used in this computation for Mod-DeepESN and combining terms, this gives a total
complexity for uncompressed networks of
O[(NLNR)2(1 +NSNt) + (NSNt)2NLNR︸ ︷︷ ︸
Bottleneck
+NSNtNLNRNY ].
The complexity for training Mod-DeepESN with Tucker decomposition and a prob-
abilistic algorithm for truncated SVD [39] requires further analysis. Of the possible
tensor orientations, the largest complexity comes from tensors with at least three
ways, exhibiting a complexity of O[(NSNt + NL)NR k], where k is the number of
left singular values to preserve of X(n), and n is the last dimension of the respec-
tive compression method. The truncated SVD algorithm has a Big-O complexity of
O(kMN + k2N + k2M) [39]. Lastly, computing the explicit solution of the pseudoin-
verse has a complexity of O(M2NSNt + M3 + MNSNtNY ). Putting it all together,
this gives a total training complexity for the Tucker-decomposed Mod-DeepESN of
O[ k3︸︷︷︸
Bottleneck
+ k2(NSNt +NLNR) + kNSNt(NLNR +NY )].
As long as k3 < (NSNt)2, the tucker-decomposed training will have a lower complexity
than uncompressed networks. In practice, this condition almost always holds. Using
the explicit solution (3.4) after rank reduction yields performance similar or better
than using the SVD solution (3.5), whereas the solutions given by (3.4) for large




3.6 Posit Arithmetic Acceleration
In this section, we introduce methods for low-precision computation of common nu-
merical formats, including posits, floating point, and fixed-point. We build off of
Carmichael et al. [11] using the proposed Deep Positron architecture. The framework
is parameterized by bit-width, numerical type, and DNN hyperparameters, so net-
works of arbitrary width and depth can be constructed for any number representation.
The following sections detail the exact multiply-and-accumulate (EMAC) operation
and detail the EMAC algorithms for each numerical format.
3.6.1 Exact Multiply-and-Accumulate (EMAC)
The multiply-and-accumulate (MAC) operation is ubiquitous within DNNs – each
neuron computes a weighted sum of its inputs. In most implementations, this op-
eration is usually inexact, meaning rounding or truncation results in accumulation
of error. The EMAC mitigates this issue by implementing a variant of the Kulisch
accumulator [64] and delaying error until every product of each layer has been accu-
mulated. This minimization of local error becomes substantial at low-precision. In
each EMAC module, a wide register accumulates fixed-point values and rounds in a
deferred stage. For k multiplications, the accumulator width is computed using (3.26)








where max and min are the maximum and minimum value magnitudes for a given
numerical system, respectively. Each EMAC is pipelined into three stages: mul-
tiplication, accumulation, and rounding. A fourth stage, implementing the trivial
activation function, ReLU(x) = max(x, 0), is present for hidden layer neurons. For
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further introduction to EMACs and the exact dot product, we recommend reviewing
[11, 64].



















Figure 3.4: A parameterized (n total bits, Q fractional bits) FPGA soft core design of the
fixed-point exact multiply-and-accumulate operation [11].
3.7 Fixed-Point EMAC
We parameterize the fixed-point EMAC as n, the bit-width, and Q, the number of
fractional bits, where n > Q. Figure 3.4 shows the block diagram design of the
EMAC with signal bit-widths indicated. The functionality of the unit is described
by Algorithm 4. The general characteristics of a fixed-point number are given by the
following.
max = 2−Q × (2n−1 − 1)
min = 2−Q
3.7.1 Floating Point EMAC
The floating point EMAC is parameterized by we, the number of exponent bits,
and wf , the number of fractional bits. As all inputs and intermediate values in
Deep Positron are real-valued, we do not consider “Not a Number” (NaN) or “±
36
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Algorithm 4 Fixed-point EMAC operation.
1: procedure FixedEMAC(weight, activation)
Multiplication
2: prod← weight× activation
Accumulate
3: sum← prod + sum
Rounding and Clipping
4: if (∼sum[MSB]) & |sum[MSB−1 : n+Q] then
5: sum← 2n−1 − 1 . Set to max pos. value
6: else if sum[MSB] & (∼(&sum[MSB−1 : n+Q−1])) then





11: result← (sum Q)[n− 1 : 0]
12: return result
13: end procedure
Infinity” in this implementation. Figure 3.5 shows the floating point EMAC block
diagram with labeled bit-widths of signals. A leading-zeros-detector (LZD) is used
in converting from fixed-point back to floating point. The EMAC functionality is
expressed in Algorithm 5, and the relevant characteristics of the floating point format
are computed as follows.
bias = 2we−1 − 1
expmax = 2we − 2
max = 2expmax−bias × (2− 2−wf )
min = 21−bias × 2−wf
Algorithm 5 Floating point EMAC operation.
1: procedure FloatEMAC(swgt, mwgt, ewgt, sact, mact, eact)
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Figure 3.5: A parameterized (n total bits, we exponent bits, wf fractional bits) FPGA
soft core design of the floating-point exact multiply-and-accumulate operation [11].
Subnormal Detection
2: zerowgt ← |ewgt
3: zeroact ← |eact
4: mswgt ← ∼zerowgt&mwgt . Add hidden bit to mantissa
5: msact ← ∼zeroact&mact . Add hidden bit to mantissa
Multiplication
6: sp ← swgt ⊕ sact
7: mp ← mswgt × msact
8: ep ← ewgt + eact + zerowgt + zeroact + 1
Conversion to Fixed-Point
9: mfx ← sp ? −mp : mp
10: mfx ← mfx  (ep − 3) . Min exponent is 3
Accumulate
11: sum← mfx + sum
Convert Back to Floating Point
12: sr ← sum[MSB]
13: mag← sr ? −sum : sum
14: ovf← ∼|sum[MSB : expmax−3]
15: zc← LZD(mag)
16: mr, guard, sticky← mag[MSB−zc : MSB−zc−wf−2]
17: er ← expmax−zc . Zeros count is the biased exponent
18: lsb← mr[0]
19: rc← guard & (lsb|sticky) . Round check
20: mr ← mr + rc






Algorithm 6 Posit data extraction of n-bit input with es exponent bits
1: procedure Decode(in) . Data extraction of in
2: nzero← |in . ‘1’ if in is nonzero
3: sign← in[n−1] . Extract sign
4: twos← ({n−1{sign}} ⊕ in[n−2 : 0]) + sign . 2’s Comp.
5: rc← twos[n−2] . Regime check
6: inv← {n−1{rc}} ⊕ twos . Invert 2’s
7: zc← LZD(inv) . Count leading zeros
8: tmp← twos[n−4 : 0] (zc− 1) . Shift out regime
9: frac← {nzero, tmp[n−es−4 : 0]} . Extract fraction
10: exp← tmp[n−4 : n−es−3] . Extract exponent
11: reg← rc ? zc−1 : −zc . Select regime
12: return sign, reg, exp, frac
13: end procedure
The posit EMAC, shown in Figure 3.6, is parameterized by n, the bit-width, and
es, the number of exponential bits. In this implementation, we do not consider “Not
a Real” as all DNN parameters and data are real-valued and posits do not overflow
to infinity. Algorithm 6 describes the data extraction process for each EMAC input,
which is more involved per the dynamic length regime. The EMAC employs this
process as outlined by Algorithm 7. To mitigate needing both a leading ones detector
(LOD) and leading zeros detector (LZD), we invert the two’s complement of the
input (line 5) so that the regime always begins with a ‘0’. The regime is accordingly
adjusted using the regime check bit (line 11). After decoding inputs, multiplication
and converting to fixed-point is performed similarly to that of floating point. Products
are accumulated in a register, or quire in the posit literature, of width qsize as given
by (3.27).
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Figure 3.6: A parameterized (n total bits, es exponent bits) FPGA soft core design of the
posit exact multiply-and-accumulate operation [11].
To avoid using multiple shifters in fixed-point conversion, the scale factor sfmult
is biased by bias = 2es+1 × (n − 2) such that its minimum value becomes 0. After
accumulation, the scale factor is unbiased by bias before entering the convergent
rounding and encoding stage. Algorithm 7 gives the procedure for carrying out these





where useed can be thought of as the scale factor base, as shown in (2.2).
Algorithm 7 Posit EMAC operation for n-bit inputs each with es exponent bits
1: procedure PositEMAC(weight, activation)
2: signw, regw, expw, fracw ← Decode(weight)
3: signa, rega, expa, fraca ← Decode(activation)
4: sfw ← {regw, expw} . Gather scale factors
5: sfa ← {rega, expa}
Multiplication
6: signmult ← signw ⊕ signa
7: fracmult ← fracw × fraca
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8: ovfmult ← fracmult[MSB] . Adjust for overflow
9: normfracmult ← fracmult  ovfmult
10: sfmult ← sfw + sfa + ovfmult
Accumulation
11: fracsmult ← signmult ? −fracmult : fracmult
12: sfbiased ← sfmult + bias . Bias the scale factor
13: fracsfixed ← fracsmult  sfbiased . Shift to fixed
14: sumquire ← fracsfixed + sumquire . Accumulate
Fraction & SF Extraction
15: signquire ← sumquire[MSB]
16: magquire ← signquire ? −sumquire : sumquire
17: zc← LZD(magquire)
18: fracquire ← magquire[2×(n−2−es)−1+zc : zc]
19: sfquire ← zc−bias
Convergent Rounding & Encoding
20: nzero← |fracquire
21: signsf ← sfquire[MSB]
22: exp← sfquire[es−1 : 0] . Unpack scale factor
23: regtmp ← sfquire[MSB−1 : es]
24: reg← signsf ? −regtmp : regtmp
25: ovfreg ← reg[MSB] . Check for overflow
26: regf ← ovfreg ? {{dlog2(n)e−2{1}}), 0} : reg
27: expf ← (ovfreg|∼nzero|(&regf)) ? {es{0}} : exp
28: tmp1← {nzero, 0, expf, fracquire[MSB−1 : 0], {n−1{0}}}
29: tmp2← {0, nzero, expf, fracquire[MSB−1 : 0], {n−1{0}}}
30: ovfregf ← &regf
31: if ovfregf then
32: shiftneg ← regf − 2
33: shiftpos ← regf − 1
34: else
35: shiftneg ← regf − 1
36: shiftpos ← regf
37: end if
38: tmp← signsf ? tmp2 shiftneg : tmp1 shiftpos
39: lsb, guard← tmp[MSB−(n−2) : MSB−(n−1)]
40: round← ∼(ovfreg|ovfregf) ?
( guard & (lsb | (|tmp[MSB−n : 0])) ) : 0
41: resulttmp ← tmp[MSB : MSB−n+1]+round





3.8 Exploiting Low-Precision in ESNs
As the Deep Positron architecture supports only feedforward DNNs, theMod-DeepESN
cannot take advantage of its arithmetic acceleration. However, the value of low-
precision formats, including floating point and posits, can still be explored. Thanks
to Shin Yee Chung of SpeedGo Computing, an older (but posit-enhanced) version of
TensorFlow is available1. This version of TensorFlow (and NumPy) encapsulates the
SoftPosit library2 which emulates posit arithmetic in software (C). Various methods
of incorporation low-precision arithmetic can be accomplished as follows:
1. Train and perform inference at low-precision
2. Train at high-precision, quantize data and network parameters, then perform
inference at low-precision
3. Train at high-precision, quantize a portion of network parameters, then perform
inference at mixed-precision
4. Train and perform inference at mixed-precision after full-precision training with
fine-tuning of training parameters to the quantized ESN states
The latter method is selected based on initial experiments with empirical justification.
We found that activation functions (i.e. tanh) with the emulation library were defunct
and resulted in saturated activations, which is the main explanation for performance
degradation. Other activation functions were considered, including rectified linear
(ReLU) and sigmoid, performed poorly due to their sign-variant responses. Networks
are thus trained with mixed-precision; reservoirs train at reduced precision within
reservoirs and 64- or 32-bit precision at the readout layer. During inference, the same





reduced, as well. We consider the reduced precisions 16 and 32 for floating point and
8, 16, and 32 for posits3.
Lastly, as we are dealing with applications where real-valued data is being pre-
dicted, the minimum error achievable can be computed and is (very likely) non-zero.
This error arises due to the direct quantization scheme employed as well as the limi-
tations on the numbers represented at lower precision. The measured prediction error
is thus adjusted to account for this minimum error, which also allows for a more fair
comparison between precisions. For example, we calculate NRMSE as (3.28)
NRMSEquant = NRMSE(Y, Ŷ)− NRMSEmin (3.28)
where NRMSEmin is computed as (3.29).
NRMSEmin = NRMSE (Y,Yquant) (3.29)
Recall that Y contains the ground truth outputs, Ŷ contains the predicted outputs,
and Yquant is the directly quantized ground truth.




We analyze the Mod-DeepESN architecture on diverse time series forecasting tasks
that exhibit multi-scale and nonlinear dynamics: the chaotic Mackey-Glass series, a
daily minimum temperature series [48], and a set of polyphonic music series [9, 88].
4.1 Practical Details
For each task considered in this work, we run PSO to produce a candidate set of
hyperparameters that offer best performance on the appropriate validation set of
data. Thereafter, these parameterizations of Mod-DeepESN are evaluated on the test
set for the specific task. All numerical results are averaged over 10 runs. We run
PSO for 100 iterations with 50 particles and set its parameters as follows: ϕ1 = 0.5,
ϕ2 = 0.3, w = 0.9.
During training, β is swept from the set {0} ∪ {10−n | n ∈ [1..8]}, exploiting the
fact that X need only be computed once. Ridge regression is carried out using SVD
according to (3.5) for increased numerical stability. Only the score produced by the
best-performing β is considered during the PSO update.
We only consider dense grid topologies in these experiments, which are referred
to as Wide and Layered in [12]. This allows all networks to be described in terms
of breadth and depth, reducing the complexity of neuronal partitioning and other




















































Figure 4.1: Reservoir neuronal budgeting results for NN = 2048 neurons for the Mel-
bourne, Australia, minimum temperature forecasting task. Color corresponds to NLB−NLDNL .
Left: NRMSE as a function of NR with a linear trend line of NRMSE as a function of
log(NR). Right: NRMSE as a function of NL with a linear trend line.
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Figure 4.2: Separation ratio plots for various Mod-DeepESN instances for the Melbourne
forecasting task. (a) Separation ratio plot for the best-performing model. (b) Separation
ratio plot for the second-best-performing model. (c) Separation ratio plot for the worst-
performing model.
α = a(l) ∀l ∈ [1..NL].
4.1.1 Model Implementation
TheMod-DeepESN architecture and its utilities are implemented in Python using sev-
eral open-source libraries. TensorFlow [1] and Keras [18] are used for matrix/tensor
operations, managing network graphs, and unrolling RNNs. The PSO implementation
extends the base optimizers provided by the PySwarms [78] library, and the pandas
[77], NumPy [82], and SciPy [57] libraries are employed throughout the codebase. We
also thank the creators and maintainers of the matplotlib [47] and seaborn [107]
















































Figure 4.3: Reservoir neuronal budgeting results for NN = 2048 neurons for the Mackey
Glass task. Color corresponds to NLB−NLDNL . Left: NRMSE as a function of NR with a linear
trend line. Right: NRMSE as a function of NL with a linear trend line of NRMSE as a
function of log(NL).
4.2 Neuronal Partitioning
An interesting question in reservoir models is to determine the optimal size and
connectivity of/within reservoirs. Is a large reservoir as effective as a multitude of
small reservoirs, and should these small reservoirs extend deeper or wider? To address
this matter, we propose neuronal partitioning to explore a space of grid topologies.
Given a budget of NN neurons network-wide, we evaluate the task performance for
a depth NLD and breadth NLB where NL = NLD × NLB and NR = bNN/NLc. This
experiment is performed for the Mackey Glass and minimum temperature forecasting
tasks. The prohibitive size of the polyphonic music data prevents us from running
such experiment. The values of NLD and NLB selected for each experiment are the
integer factors of NL ∈ [1..12] and of NL ∈ {16, 24, 25, 32, 36, 48, 49, 64}.
4.3 Mackey Glass
Mackey Glass [75] is a classical chaotic time series benchmark for evaluating the
forecasting capacity of dynamical systems [2, 51, 73, 112]. The series is generated
from a nonlinear time delay differential equation using the fourth-order Runge-Kutta
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Figure 4.4: The Mackey Glass chaotic time series [75] computed over 10,000 timesteps of
duration dt = 0.1.
method (RK4) and is given by (4.1).
dx
dt
= β x(t− τ)1 + x(t− τ)n − γx(t) (4.1)
During generation, we set τ=17, β=0.2, γ=0.1, and n=10 with a time resolution (dt)
of 0.1 to compare with methods evaluated in [73]. 10,000 samples are split into 6,400
training samples 1,600 validation samples, and 2,000 testing samples for 84 timestep-
ahead forecasting, i.e. given u(t), predict y(t) = u(t + 84). To reduce the influence
of transients, the first 100 timesteps of the training set are used as a washout period.
Table 4.1 contains the best forecasting results for Mod-DeepESN as well as those
reported in [73]. The Mod-DeepESN framework falls slightly short of the performance
of Deep-ESN, but outperforms the other baselines in terms of (N)RMSE. MAPE
exhibits several biases, such as punishing negative errors more than positive, which





































































































Figure 4.5: Two-dimensional (2D) and 3D heatmaps of NRMSE and λmax as a function
of α and NL. Note that the color bar gradient is reversed for visualizing λmax. (a) Impact
of NL and α on NRMSE. (b) Impact of NL and α on λmax. (c) Impact of reservoir breadth,
depth, and α on NRMSE. (d) Impact of reservoir breadth, depth, and α on λmax.
4.3.1 Neuronal Partitioning
Neural partitioning is run for the Mackey Glass task with results reported in Figure
4.3. It is apparent that smaller values of NR and larger values of NL yield the lowest
NRMSE; an agglomeration of small reservoirs outperform a single large reservoir for
this task. While marginal, broader topologies outperform deeper for this task.
Table 4.1: Mackey-Glass Time Series 84-Step Ahead Prediction Results. All errors are
reported in thousandths.
Network NL RMSE NRMSE MAPE
Vanilla ESN [53] 1 43.7 201 7.03
φ-ESN [28] 2 8.60 39.6 1.00
R2SP [10] 2 27.2 125 1.00
MESM [76] 7 12.7 58.6 1.91
Deep-ESN [73] 2 1.12 5.17 .151
Mod-DeepESN 3 7.22 27.5 5.55
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Figure 4.6: The Melbourne, Australia, daily minimum temperature time series [48].
4.4 Melbourne, Australia, Daily Minimum Temperature Fore-
casting
The Melbourne, Australia, daily minimum temperature forecasting series [48] is recorded
from 1981–1990 and shown in Figure 4.6. In this task, the goal is to predict the next
minimum temperature of the directly proceeding day in Melbourne, i.e. given u(t),
predict y(t) = u(t+ 1). The data is smoothed with a 5-step moving window average
Table 4.2: Daily Minimum Temperature Series 1-Step Ahead Prediction Results. All
errors are reported in thousandths.
Network NL RMSE NRMSE MAPE
Vanilla ESN [53] 1 501 139 39.5
φ-ESN [28] 2 493 141 39.6
R2SP [10] 2 495 137 39.3
MESM [76] 7 478 136 37.7
Deep-ESN [73] 2 473 135 37.0
Mod-DeepESN 4 459 132 37.1
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Figure 4.7: Two samples from the Piano-midi.de dataset with insets highlighting activity.
Terminology: Opus: number of a musical work indicating chronological order of production;
D.: Deutsch Thematic Catalogue number (of a Schubert work).
and split into 2,336 training samples, 584 validation samples, and 730 testing samples
to compare with methods evaluated in [73]. A washout period of 30 timesteps (days)
is used to rid transients.
Table 4.2 contains the best forecasting results for Mod-DeepESN as well as those
reported in [73]. The Mod-DeepESN framework outperforms all baselines in terms
of (N)RMSE. This result is more interesting than that of Mackey Glass as the time
series comprises real data as opposed to synthetic.
4.4.1 Neuronal Partitioning
Neural partitioning is run for the Melbourne daily minimum temperature task with
results reported in Figure 4.1. The trends of NR and NL are less apparent than that

























































































































































Figure 4.8: 2D and 3D heatmaps of NRMSE and λmax as a function of ρ̂ and NL. Note
that the color bar gradient is reversed for visualizing λmax. (a) Impact of NL and ρ̂ on
NRMSE1. (b) Impact of NL and ρ̂ on λmax. (c) Impact of reservoir breadth, depth, and ρ̂
on NRMSE. NRMSE values span far greater than 0.21 and thus are clipped. (d) Impact of
reservoir breadth, depth, and ρ̂ on λmax.
with change in NR and NL for deeper topologies between the tasks, but the same
does not hold for broader networks; in fact, the inverse is observed, which suggests
that hierarchical features and a larger memory capacity is required to improve per-
formance. Elongated memory capacity has been shown to emerge with depth of an
ESN [33], which supports this observation.
4.5 Polyphonic Music Tasks
We evaluate theMod-DeepESN on a set of polyphonic music tasks as defined in [9]. In
particular, we use the data provided2 for the Piano-midi.de3 task. The data comprises
a set of piano roll sequences preprocessed as described in [88]. 87 sequences with an
average of 872.5 timesteps are used for training, 12 sequences with an average of 711.7
1The colors of the color bar are linearly mapped to the [0..1] range with power-law normalization,
i.e. (c−cmin)
γ
(cmax−cmin)γ (γ = 0.3) for some given colors, c.
2http://www-etud.iro.umontreal.ca/~boulanni/icml2012





















































































































































Figure 4.9: 2D and 3D heatmaps of NRMSE and λmax as a function of sres and NL. Note
that the color bar gradient is reversed for visualizing λmax. (a) Impact of NL and sres on
NRMSE. (b) Impact of NL and sres on λmax. (c) Impact of reservoir breadth, depth, and
sres on NRMSE. (d) Impact of reservoir breadth, depth, and sres on λmax.






timesteps are used for validation, and 25 sequences with an average of 761.4 timesteps
are used for testing. The goal of this task is to predict y(t) = u(t + 1) given u(t)
where NY = NU = 88. Multiple notes may be played at once, so an argmax cannot be
used; rather, the output of each neuron is binarized with a threshold. In practice, we
find this threshold using training data by sweeping ∼20 values uniformly distributed
between the minimum and maximum of the predicted values. This threshold can also
be found by training a linear classifier on the predicted outputs, using an adaptive
threshold, or using Otsu’s method [84] A washout period of 20 steps is used to rid
transients.
Table 4.3 contains the best forecasting results for Mod-DeepESN as well as those
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reported in [9, 31]. The Mod-DeepESN framework outperforms both RNN-RBM [9]
and DeepESN [31].
4.6 Tucker Decomposition Results
This section contains the performance and complexity results on the three forecasting
tasks. Each presents such results as a function of the compression ratio for each pro-
posed Tucker method; the five X orientations, the two Tucker initialization methods,
and the two Tucker exit criteria are evaluated. Moreover, the results of the “original”
network, i.e. the uncompressed network, are included in black for comparison. Note
that FLOP reduction for training only counts the FLOPs utilized in the training
algorithms.
4.6.1 Mackey Glass
The following figures illustrate the decomposition results on the Mackey Glass fore-
casting task. Each Mod-DeepESN instance has NL = 1, thus, these results are not as
interesting between X orientation modes as are for the other tasks. Table 4.4 contains
the results for a set of networks with random initialization and a single iteration of
HOOI. These networks are selected at a compression ratio that yields an average
Table 4.4: Relative compute and memory changes of networks selected with NR = 1, 024
on the Mackey Glass forecasting task.
Method Relative FLOPs Change FLOPs Change MemoryNRMSE (Inference) (Training) Change
Original 0% 0% 0% 0%
NLNR-random-once −0.54% +30.49% −85.15% +99.28%
NL×NR-random-once −0.39% +29.52% −85.79% +99.25%
NLB×NLD×NR-random-once −0.87% +29.52% −85.75% +99.25%
NLB×NLDNR-random-once −0.22% +29.52% −85.79% +99.25%
NLD×NLBNR-random-once +0.13% +30.63% −85.11% +99.28%
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relative error degradation of <1%. Note that while an increase in memory utilization
is seen in the table, it only signifies a negligible memory requirement due to the small
network size for this task (∼50 kiB). Larger gains are observed for more complex
























































Figure 4.10: Results for the Tucker-decomposed Mod-DeepESN using the NLNR method
for varying network sizes (see text for details) on the Mackey Glass task. Left: NRMSE for
training and inference. Right: total FLOPs for training and inference.
Figure 4.10, the NLNR method, indicates best performance with a NR = 1024
network. Training savings occur when the compression ratio exceeds ∼50% with
random initialization and a single iteration. As the network output is simply a scalar
at each timestep, it is impossible to compress X using Tucker decomposition in such
a way that the factor matrices require fewer FLOPs. It is possible to match the
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FLOPs of uncompressed inference, but at the cost of performance. Thus, each well-
performing network has a slight cost in inference FLOPs in this task. In fact, these
trends hold for the remaining Figures 4.11, 4.12, 4.13, and 4.14, namely due to the
























































Figure 4.11: Results for the Tucker-decomposed Mod-DeepESN using theNL×NR method
for varying network sizes (see text for details) on the Mackey Glass task. Left: NRMSE for


























































Figure 4.12: Results for the Tucker-decomposed Mod-DeepESN using the NLB ×NLDNR
method for varying network sizes (see text for details) on the Mackey Glass task. Left:
























































Figure 4.13: Results for the Tucker-decomposed Mod-DeepESN using theNLB×NLD×NR
method for varying network sizes (see text for details) on the Mackey Glass task. Left:


























































Figure 4.14: Results for the Tucker-decomposed Mod-DeepESN using the NLD×NLBNR
method for varying network sizes (see text for details) on the Mackey Glass task. Left:
NRMSE for training and inference. Right: total FLOPs for training and inference.
4.6.2 Melbourne
The following figures illustrate the decomposition results on the Melbourne, Aus-
tralia, minimum daily temperature forecasting task. Each Mod-DeepESN instance
has NLB = 2 and NLD = 3, therefore the results produced are more interesting than
that of the Mackey Glass task. Table 4.5 contains the results for a set of networks
Table 4.5: Relative compute and memory changes of networks selected with NR = 64 on
the Melbourne forecasting task.
Method Relative FLOPs Change FLOPs Change MemoryNRMSE (Inference) (Training) Change
Original 0% 0% 0% 0%
NLNR-random-once −0.63% +22.68% −95.70% +24.23%
NL×NR-random-once −0.25% +17.86% −67.83% +10.41%
NLB×NLD×NR-random-once −0.25% +11.37% −90.32% +10.29%
NLB×NLDNR-random-once −0.61% +20.33% −95.08% +19.46%
NLD×NLBNR-random-once −0.58% +19.06% −90.26% +16.73%
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Figure 4.15: Results for the Tucker-decomposed Mod-DeepESN using the NLNR method
for varying network sizes (see text for details) on the Melbourne task. Left: NRMSE for
training and inference. Right: total FLOPs for training and inference.
Figure 4.15 shows that networks using the NLNR method can tolerate a compres-
sion ratio of ∼90% before dropping in performance. For NR = 32, any Tucker method
requires fewer theoretical FLOPs than required for uncompressed training. However,
when NR increases, the training complexity required for Tucker SVD initialization
outweighs its savings. Again, randomly initialized factor matrices with the minimal
exit condition offers the most training savings while maintaining performance. The

































































Figure 4.16: Results for the Tucker-decomposed Mod-DeepESN using theNL×NR method
for varying network sizes (see text for details) on the Melbourne task. Left: NRMSE for
training and inference. Right: total FLOPs for training and inference.
Figure 4.16 shows that networks using the NL ×NR method can tolerate a com-
pression ratio of ∼25 − 80% before dropping in performance. The larger a reservoir
is, the more stable performance is. However, the best-performing networks interest-
ingly have a smaller number of nodes per reservoir. Training with these smaller-sized
factor matrices increases flexibility of Tucker method parameters during training due
to the lowered compute complexity. Again, randomly initialized factor matrices with
the minimal exit condition offers the most training savings while maintaining perfor-
mance. The cost of inference, for the same reasons described in Section 4.6.1, exhibits



























































Figure 4.17: Results for the Tucker-decomposed Mod-DeepESN using the NLB ×NLDNR
method for varying network sizes (see text for details) on the Melbourne task. Left: NRMSE
for training and inference. Right: total FLOPs for training and inference.
Figure 4.17 shows that networks using the NLB ×NLDNR method can tolerate a
compression ratio of ∼80−95% before dropping in performance. Regarding compute
































































Figure 4.18: Results for the Tucker-decomposed Mod-DeepESN using theNLB×NLD×NR
method for varying network sizes (see text for details) on the Melbourne task. Left: NRMSE
for training and inference. Right: total FLOPs for training and inference.
Figure 4.18 shows that networks using the NLB ×NLD ×NR method can tolerate
a compression ratio of ∼25 − 80% before dropping in performance. Regarding both
the impact of network size on performance as well as compute complexity, the same





























































Figure 4.19: Results for the Tucker-decomposed Mod-DeepESN using the NLD×NLBNR
method for varying network sizes (see text for details) on the Melbourne task. Left: NRMSE
for training and inference. Right: total FLOPs for training and inference.
Figure 4.19 shows that networks using the NLD ×NLBNR method can tolerate a
compression ratio of ∼60 − 95% before dropping in performance. The performance
stability is relatively worse than that of NLB × NLDNR, but networks with slightly
higher performance are produced. Regarding compute complexity, the same observa-
tions can be made as for the results in 4.16.
4.6.3 Polyphonic Music Tasks
Per the size and dimensionality of the polyphonic music tasks, a subset of Tucker
decomposition methods are evaluated that perform well on the prior tasks. The
networks considered have NLB = 2 and NLD = 3 when NR = 256, but NL = 1 when
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Figure 4.20: Results for the Tucker-decomposed Mod-DeepESN using all methods for
varying network sizes (see text for details) on the polyphonic music tasks. Left: NRMSE
for training and inference. Right: total FLOPs for training and inference.
All decomposition methods are stable until the ∼80% compression mark. Of the
evaluated methods, NLB×NLD×NR performed best while maintaining a low relative
complexity. In comparison to the original uncompressed network with NR = 256,
the Tucker-decomposed Mod-DeepESN achieves a higher performance by 0.27% and
utilizes 29.03% memory. Furthermore, the compute complexity is lowered for both







































































Figure 4.21: Layer-wise4 quantization error (MSE) heatmaps compare the fitness of [5..8]-
bit numerical formats with best performance of sweeping es, we and Q parameters for
representing 32-bit floating point DNN parameters. The last column of each heatmap
indicates the average quantization error among all parameters in a DNN. (a) MSEposit −
MSEfixed for the MNIST task; (b) MSEposit−MSEfloat for the MNIST task; (c) MSEposit−
MSEfixed for the Fashion MNIST task; (d) MSEposit −MSEfloat for the Fashion MNIST
task.
4.7 Deep Positron Results
In all experiments, we synthesize the EMACs onto a Virtex-7 FPGA (xc7vx485t-
2ffg1761c) using Vivado 2017.2. and expand upon the results from [11]. With regard
to energy and latency, the posit EMAC is competitive with the floating point EMAC.
While using more resources for the same bit-precision, posits offer a wider dynamic
range at fewer bits while maintaining a faster maximum operational frequency. More-
over, the energy-delay-product of the floating point and posit EMACs are comparable.
The fixed-point EMAC, obviously, is uncontested with its resource utilization and la-
tency; its lack of an exponential parameter results in a far more slender accumulation
register. However, fixed-point offers poor dynamic range compared with the other
formats at the same bit-precision.
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Table 4.6: Deep Positron inference accuracy (Acc.) on the five low-dimensional datasets
with 8-bit EMACs. The best results arise when posit has es ∈ {0, 1, 2}, floating point has
we ∈ {3, 4}, and fixed-point has Q ∈ {4, 5}.
Floating Fixed- 32-bitPosit
Point Point FloatDataset InferenceSize
Acc. (es) Acc. (we) Acc. (Q) Acc.
WI Breast Cancer [100] 190 85.9% (2) 77.4% (4) 57.8% (5) 90.1%
Iris [27] 50 98.0% (1) 96.0% (3) 92.0% (4) 98.0%
Mushroom [25] 2,708 96.4% (1) 96.4% (4) 95.9% (5) 96.8%
MNIST [68] 10,000 98.5% (1) 98.4% (4) 98.3% (5) 98.5%
Fashion MNIST [109] 10,000 89.6% (1) 89.6% (4) 89.2% (4) 89.5%
The quantization error of a tensor X of n total elements is computed as the mean-







Figure 4.21 shows a layer-wise heatmap of quantization error between formats for the
MNIST and Fashion MNIST classification tasks. It is clear that posits suffer the least
consequences from quantization, which is especially noticeable at ≤5-bit precision.
We evaluate the inference accuracy of several feedforward three- or four-layer
neural networks, instantiated on the Deep Positron accelerator, on five datasets. The
baseline results are taken from networks trained and evaluated using standard IEEE-
754 floating point at 32-bit precision. The inputs and weights of the trained networks
are quantized from the 32-bit floating point format to the desired numerical format
(either [5..8]-bit posit, [5..8]-bit floating point, or [5..8]-bit fixed-point) via round-to-
nearest with ties to even. The best performance is selected among [5..8]-bit formats
with a sweep of the es, we, and Q parameters for the posit, floating point, and fixed-
point formats, respectively. Across all tasks, posit either outperforms or matches
4The term “dense” is synonymous with a fully-connected feedforward layer in a DNN.
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Figure 4.22: The average accuracy degradation from 32-bit floating point across the five
classification tasks vs. the energy-delay-product of the respective EMAC. A star (?) denotes
the lowest accuracy degradation for a numerical format and bit-width.
the performance of fixed-point and floating point, as shown in Table 4.6. In some
cases, an 8-bit posit matches the performance of the 32-bit floating point baseline.
An interesting result is that both posit and floating point at 8-bit precision improve
upon the baseline performance for the Fashion MNIST task.
We compare energy, delay, and the energy-delay-product against the average Deep
Positron performance across all formats with [5..8] bit-precision. Figs. 4.22 and 4.23
depict the average accuracy degradation across the five classification tasks against
these metrics for each bit-width. Posit consistently outperforms at a slight cost in
power. Fixed-point maintains the lowest delay across all bit-widths, as expected,
but offers the worst performance. While the floating point EMAC generally uses
less power than the posit EMAC, the posit EMAC enjoys lower latencies across all
bit-widths whilst maintaining lower accuracy degradation.
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Figure 4.23: The average accuracy degradation from 32-bit floating point across the five
classification tasks vs. the delay (left) and the dynamic power (right) of the respective
EMAC. A star (?) denotes the lowest accuracy degradation for a numerical format and
bit-width.
4.8 Low-Precision Mod-DeepESN
Table 4.7 contains the results for various numerical formats, 16-bit floating point
and {8, 16}-bit posits, in the Tucker-decomposed Mod-DeepESN on the Melbourne
forecasting task. Of the considered low-precision formats, 16-bit floating point ex-
hibits the lowest performance degradation. Depending on the desired performance,
the posit formats may also be satisfactory. For example, a 100% increase in error
may indicate a ±1◦ offset for a temperature forecasting task. Aside from this, each
format slashes the model size in half, reduces power and energy-delay-product (EDP),
and accelerates the speed of training significantly. While for scalar-valued forecasting
Table 4.7: Results of the Tucker-decomposed low-precision Mod-DeepESN on the Mel-
bourne minimum daily temperature forecasting task.
Tucker Precision NRMSE FLOPs FLOPs Memory Power EDPMethod (Inference) (Training)
N/A 32-bit Float 0% 0% 0% 0% 0% 0%
NLD×NLBNR 16-bit Float +0.340% +7.06% −47.78% −40.05% −83.69% −91.92%
NLD×NLBNR 16-bit Posit +25.94% +7.06% −80.63% −40.05% −7.280% −63.94%
NL×NR 8-bit Posit +113.8% +7.06% −82.38% −64.86% −82.56% −94.22%
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tasks the inference complexity increases, the reduced precision can be exploited by




5.1 Characterization of Mod-DeepESN
It is evident that the optimal Mod-DeepESN topologies found via neural partition-
ing are task-specific; no one configuration is optimal for multiple tasks. Between
the Mackey Glass and Melbourne forecasting tasks, wider networks exhibit a smaller
confidence interval which indicates consistency in performance. There is less of an ap-
parent trend on the real-world Melbourne task (more so for deep networks), although
this is within expectation due to noise.
We create separation ratio plots of reservoir responses to time series input with
various examples shown in Figure 4.2. The best-performing models achieve very
similar error values, but exhibit considerably different dynamics at different scales of
magnitude. The worst-performing model yields a separation ratio plot similar to that
of the second-best; the biases differ, however, this can be attributed to the difference
in magnitude (as a result of e.g. input scaling). Looking at (3.11), it can be observed
that the identity function yields an ideal response at the empirical “edge of chaos;”
this sheds light on some shortcomings of the metric. The technique can be made
more robust by considering input-to-output similarity, matching the variance of inputs
and reservoir responses (to avoid skewing the slope), and tracking the consistency of
separation ratios over time (as reservoirs are stateful). We recommend these plots as
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a debugging tool for ESNs as they unveil useful attributes beyond input and output
separation.
Of the three tasks considered, the Melbourne daily minimum forecasting task is
selected for exploring the design space. The data is non-synthetic and its size is not
prohibitive of such exploration. Here, we produce heatmaps of NRMSE and MLE
(λmax) as a function of several swept hyperparameters. In each, a practical range
of breadth and depth values are considered. Figure 4.5 delineates the impact of α
and shows that λmax is a reliable indication of performance (ρ = −0.9561) for the
task. There is no significant impact induced by modulating breadth or depth, which
agrees with the neuronal partitioning result (see Figure 4.1). Figure 4.8 illustrates
the impact of ρ̂ and demonstrably has a more substantial impact on network stability
than α, as expected. The network error plateaus to a minimum near 1.1 and increases
dramatically afterwards. This critical point is beyond the “edge of chaos” (λmax = 0)
and error is asymmetrical about it. Here, λmax is a poor predictor of error (ρ = 0.377)
(even the correlation between ρ̂ and NRMSE is higher). Again, depth and breadth
are not indicative of error on their own, however, both deeper and wider networks
suffer larger errors beyond the critical value of ρ̂. We additionally construct heatmaps
for the impact of topology and sres on NRMSE and λmax, shown in Figure 4.9. This
result shows that λmax somewhat correlates with NRMSE (ρ = −0.544), which only
moderately supports the “edge of chaos” hypothesis. However, there is a clear trend
between NRMSE and both sres and depth. The error extending outward radially from
the bottom-right corner of Figure 4.9a correlates positively with decreasing sres and
increasing NL. More significantly, depth correlates with NRMSE (ρ = −0.749) with
deeper networks giving lower errors. Wider networks also always yield lower error in
this experiment.
An interesting observation is that, while the tasks differ, well-performing networks
1Pearson correlation coefficient [86] between NRMSE and λmax (do not confuse with ρ̂, the
spectral radius).
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in this work often exhibit a positive λmax whereas the networks in [33] exhibit a
negative λmax primarily. This characterization of Mod-DeepESN as a system with
“unstable” dynamics requires further attestation, but indicates that such does not
preclude consistent performance.
5.2 Exploiting the Posit es Parameter
Experimental results in this paper are evaluated by exploiting the performance of
posit numerical formats with es ∈ {0, 1, 2} across five data sets. As is shown in
Figure 6, the energy-delay-product of the posit EMAC is dependent upon the es
parameter. For instance, the energy-delay-product of the posit EMAC with es = 0,
on average, is 3× and 1.4× less than the energy-delay-product of the posit EMAC
with es = 2 and es = 1, respectively. On the other hand, the average performance
of DNN inference with es = 1 for the posit EMAC among the five datasets and [5..7]
bit-precision is 2% and 4% percent better than with es = 2 and es = 0, respectively.
Thus, Deep Positron equipped with the posit (es = 1) EMAC has a better trade-
off between energy-delay-product and accuracy for [5..7] bits. For 8-bit, the results
suggest that es = 1 is a better fit for energy-efficient applications and es = 2 for
accuracy-dependent applications.
5.3 Other Posit Hardware Implementations
A summary of previous studies which design posit arithmetic hardware is shown in
Table 5.1. Several groups implement posit basic arithmetic algorithms, such as addi-
tion, subtraction, multiplication, and exact-dot-product (Quire) on FPGA for various
applications [16, 17, 54, 55, 56, 69, 87]. Jaiswal and So provided a hardware generator
for posit addition, subtraction, and multiplication and showed reduced latency and
area consumption of 32-bit posit addition with es = 3 over IEEE-754 floating point
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Table 5.1: Comparison of posit arithmetic hardware implementations.
[55] [16] [87] [17] [69] [56] This Work
Device
Virtex-6 Zynq-7000 Stratix V GX Virtex-7 VX690 & Artix-7
ASIC
Virtex-7
FPGA/ASIC SoC/ASIC 5SGXA7 FPGA Ultrascale+ VU3P FPGA FPGA XC7VX485T FPGA
Task - FIR Filter - - -
Image Image
Classification Classification




Bit-precision All All All 32 All All. Emph. on 8 All. Emph. on [5..8]
Operations Mul,Add/Sub Mul,Add/Sub Mul,Add/Sub Quire Quire Quire Quire
Programming
Verilog Verilog C++/OpenCL Verilog C# OpenCL VHDLLanguage
Technology
40/90 nm 28/90 nm 28 nm 28/20 nm 28 nm 28 nm 28 nmNode
addition [54, 55]. However, the comparison is between two different FPGA platforms
which diminishes the merit of this comparison. They also ignore several characteristic
demands for posit arithmetic, such as round-to-nearest with ties to even or unbiased
rounding. To better realize the advantages of posit arithmetic over IEEE-754 floating
point with complete posit arithmetic features, Chaurasiya et al. proposed a param-
eterized posit arithmetic hardware generator [16]. They emphasized that resource
utilization and energy of the posit arithmetic unit is comparable with IEEE-754 float
when the same number of bits are considered for both formats. However, the area
consumption of the posit hardware is less than IEEE-745 float at similar precision
and dynamic range. To simplify and expedite hardware design, as well as improve the
usability of posits on heterogeneous platforms, researchers in [69] and [87] use high-
level languages, such as C# and OpenCL, to generate posit arithmetic hardware for
FPGAs.
Most of the previous works do not support the exact-dot-product operation and do
not design specialized posit arithmetic for deep learning applications as we presented
in this paper. In [11], a parameterized FPGA-mounted DNN accelerator is con-
structed which employs exact-dot-product algorithms for the posit, fixed-point, and
floating point formats. The paper shows strong preliminary results that posits are
a natural fit for low-precision inference. Proceeding this work, J. Johnson proposed
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an exact log-linear multiply-add arithmetic algorithm for deep learning applications
using a posit multiplier in the log domain and a Kulisch adder [56]. The results in-
dicate better performance of 8-bit posit multiply-add over 8-bit fixed-point multiply-
add with similar accuracy for the ResNet-50 neural network and ImageNet dataset.
However, the paper targets an ASIC platform and convolutional neural network at 8-
bit precision whereas we study an FPGA implementation and fully-connected neural
network at [5..8] bit-precision.
5.4 Tucker-Decomposed and Low-Precision Mod-DeepESN
Instances of the Tucker-decomposed and low-precisionMod-DeepESN have been shown
to be powerful methods for considerably reducing compute and memory demands
while maintaining acceptable performance relative to uncompressed networks. Inter-
estingly, smaller nodes per reservoir outperform larger in the Melbourne and poly-
phonic tasks. This confirms the results observed in the neuronal partitioning exper-
iments, even with the same number of reservoirs. Tucker decompositions of X are
less stable when the tensor has a higher dimensionality, and are more stable when de-
composing larger matrices, although this incurs a higher complexity. Maintaining the
breadth and depth structure of X improves performance in most experiments, which
may be further improved by further breaking down each reservoir into a number of
factors.
16-bit floating point numbers exhibit the lowest performance degradation when
considering low-precision computation. This result does not follow suit with the
image classification tasks, however. Aside from the difference in tasks, the training
methodology may favor floating point. The emulation library supports a strict subset
of arithmetic operations and is lacking in the area of advanced linear algebra. Thus,
operations, such as SVD or the matrix inverse, must be completed at either 32-bit or
64-bit floating point. The casting of 16-bit floats to such precisions versus posits likely
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favors the former, especially when down-casting after the computations. We believe
this may explain the higher error observed for posits, but further analysis is required
to make a more definitive conclusion. Additionally, 32-bit floating point EMACs are
considered in Table 4.7 when computing power and energy-delay-product. Despite
the fact, low-precision representations are an excellent fit for Mod-DeepESN s on the
edge, with parameters only requiring 310 kiB of memory.
5.5 Conclusions
We provide analytical rationale for the characteristics of deep ESN design that in-
fluence forecasting performance. Within the malleable Mod-DeepESN architecture,
we experimentally support that networks perform optimally near the “edge of chaos.”
Provided constraints on model size or compute resources, we explore the effects of
neuron allocation and reservoir placement on performance. We also demonstrate that
network breadth plays a role in dictating certainty of performance between instances.
Redundancy through parallel pathways, extraction of nonlinear data regularities with
depth, and discernibility of latent representations all appear to have a significant
impact on Mod-DeepESN performance. We also demonstrate that the recent posit
numerical system has a high affinity for deep neural network inference at ≤8-bit preci-
sion. The proposed posit hardware is shown to be competitive with the floating point
counterpart in terms of resource utilization and energy-delay-product. Moreover, the
posit EMAC offers a superior maximum operating frequency over that of floating
point. With regard to performance degradation, direct quantization to ultra-low pre-
cision favors posits heavily, surpassing fixed-point vastly. Moreover, the performance
of floating point is either matched or surpassed consistently by posits across multiple
datasets. Lastly, tensorization, low-precision computation, and alternative training
paradigms all demonstrably reduce model complexity on the order of magnitudes. We
show that the forecasting of data modalities that exhibit multi-scale and nonlinear
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dynamics can be achieved on resource-scarce platforms without sacrificing perfor-
mance. The door to many future directions is opened up by this work. Tensorization
can be further extended to the reservoir parameters of the Mod-DeepESN architec-
ture. Furthermore, the quantization techniques explored are naive, which becomes
a larger problem when considering recurrent neural networks which propagate error
each timestep. Tensor regression should also be explored to enhance predictive per-
formance as opposed to matricizing decomposed state tensors. We hope the methods
presented in this work will aid in broadening the applications of forecasting models.
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Precedes a number from the Deutsch Thematic Catalogue of Schubert’s work.
Opus (Op.)
The number assigned to a musical work that indicates its chronological order
of production (usually by a single composer).
tensor
A a multi-way array. A 1-way tensor is a vector and a 2-way tensor is a matrix.
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