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1. Введение
Хорошо известно, что в классических задачах математической статистики ко-
личество наблюдений или объем выборки, доступной исследователю, традиционно
считается детерминированным и в асимптотических постановках играет роль (как
правило, неограниченно возрастающего) известного параметра. Однако на прак-
тике часто возникают ситуации, когда размер выборки не является заранее опре-
деленным и может рассматриваться как случайный. Подобного рода ситуации,
как правило, связаны с тем, что статистические данные накапливаются в течение
фиксированного «времени». Это имеет место, в частности, в страховании, когда в
течение разных отчетных периодов одинаковой длины (скажем, месяцев или лет)
происходит разное число страховых событий (страховых выплат и/или заключе-
ний страховых контрактов), в медицине, когда число пациентов с тем или иным
заболеванием варьируется от года к году, в технике, когда при испытании на на-
дежность (скажем, при определении наработки на отказ) разных партий приборов
(изделий), число отказавших приборов в разных партиях будет разным и заранее
неопределенным. В таких ситуациях число наблюдений, которые будут доступны
исследователю, и заранее не известное, разумно считать случайной величиной.
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Другими словами, в таких ситуациях объем выборки является не (известным) па-
раметром, а сам становится наблюдением, то есть статистикой. В силу указанных
обстоятельств вполне естественным становится изучение асимптотического пове-
дения распределений статистик достаточно общего вида, основанных на выборках
случайного объема.
На естественность такого подхода, в частности, обратил внимание Б.В. Гне-
денко в работе [2], в которой рассматривались асимптотические свойства распре-
делений выборочных квантилей, построенных по выборкам случайного объема,
и было продемонстрировано, что при замене неслучайного объема выборки слу-
чайной величиной асимптотические свойства статистик могут радикально изме-
ниться. К примеру, если объем выборки является геометрически распределенной
случайной величиной, то вместо ожидаемого в соответствии с классической теори-
ей нормального закона, в качестве асимптотического распределения выборочной
медианы возникает распределение Стьюдента с двумя степенями свободы, хвосты
которого столь тяжелы, что у него отсутствуют моменты порядков, больших вто-
рого. «Тяжесть» хвостов асимптотических распределений же имеет критически
важное значение, в частности, в задачах проверки гипотез.
Простейшей статистикой является сумма наблюдений. Для выборок случайно-
го объема число слагаемых в таких суммах само становится случайным. Асимп-
тотическим свойствам распределений сумм случайного числа случайных величин
посвящено много работ (см., например, [1, 2, 6–8, 10, 12, 14]). Такого рода сум-
мы находят широкое применение в страховании, экономике, биологии и т.п. (см.,
[2, 4, 8, 14]). В классической статистике суммирование наблюдений как правило
возникает при определении выборочных средних. При статистическом анализе,
основанном на моделях, в которых объем выборки считается неслучайным, асимп-
тотическое поведение статистик типа сумм и статистик типа средних арифметиче-
ских одинаково – эти статистики после нормировки, обязательной для получения
нетривиальных предельных распределений, становятся неразличимыми. Однако,
как уже говорилось, в реальной практике очень часто объем выборки сам являет-
ся статистикой, и, как недавно показано, например, в работе [24], асимптотическое
поведение статистик типа сумм и статистик типа средних арифметических при их
неслучайной нормировке оказывается различным. Заметим, что, конечно же, фор-
мально допустима и случайная нормировка, но для построения разумных асимпто-
тических аппроксимаций для распределений статистик (а именно это и является
целью асимптотической статистики), она неприменима. Именно использованием
неслучайной нормировки и объясняется возникновение не «чистого» нормального
закона, а (разных!) смешанных нормальных предельных распределений у стати-
стик типа сумм и типа средних арифметических. При этом различие этих пре-
дельных законов может дать дополнительную информацию о структуре исходных
данных.
Более того, в математической статистике и ее приложениях часто встречают-
ся статистики, которые не являются суммами наблюдений. Примерами являются
ранговые статистики, 𝑈 -статистики, линейные комбинации порядковых статистик
(𝐿-статистики) и т.п.
В данной работе получены асимптотические разложения (а.р.) для функций
распределения (ф.р.) статистик, построенных по выборкам случайного объема.
Эти а.р. непосредственно зависят от а.р. ф.р. случайного объема выборки и а.р.
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ф.р. статистики, основанной на неслучайной выборке. Подобного рода утвержде-
ния принято называть теоремами переноса. Таким образом, в данной работе дока-
заны теоремы переноса для а.р. статистик, построенных по выборкам случайного
объема.
В работе приняты следующие обозначения: R – множество вещественных чи-
сел, N – множество натуральных чисел, Φ(𝑥), 𝜙(𝑥) – соответственно ф.р. и плот-
ность стандартного нормального закона.
В разделе 2 приведен эвристический вывод основного результата, в разделах
3, 4 и 5 содержатся, соответственно, строгая формулировка основной теоремы, ее
доказательство и примеры.
2. Ненормированные статистики
Рассмотрим случайные величины (с.в.) 𝑁1, 𝑁2, . . . и 𝑋1, 𝑋2, . . ., заданные на од-
ном и томже вероятностном пространстве (Ω,𝒜,P). В статистике с.в.𝑋1, 𝑋2, . . . 𝑋𝑛
имеют смысл наблюдений, 𝑛 – неслучайный объем выборки, а с.в. 𝑁𝑛 – случайный
объем выборки, зависящий от натурального параметра 𝑛 ∈ N. Например, если с.в.
𝑁𝑛 имеет геометрическое распределение вида
P
(︀
𝑁𝑛 = 𝑘
)︀
=
1
𝑛
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N,
то
E 𝑁𝑛 = 𝑛,
то есть среднее значение случайного объема выборки равно 𝑛. Предположим, что
при каждом 𝑛 ≥ 1 с.в. 𝑁𝑛 принимают только натуральные значения, то есть
𝑁𝑛 ∈ N и независят от последовательности с.в. 𝑋1, 𝑋2, . . .. Всюду далее счита-
ем с.в. 𝑋1, 𝑋2, . . . независимыми одинаково распределенными и имеющими ф.р.
𝐹 (𝑥). Обозначим через 𝑇𝑛 = 𝑇𝑛(𝑋1, . . . , 𝑋𝑛) некоторую статистику, то есть дей-
ствительную измеримую функцию от наблюдений 𝑋1, . . . , 𝑋𝑛. Рассмотрим случай
большого числа наблюдений, то есть пусть 𝑛 → ∞. Предположим, что функция
распределения ненормированной статистики 𝑇𝑛 слабо сходится к некоторой ф.р.
𝐺(𝑥), то есть в каждой точке нерерывности ф.р. 𝐺(𝑥) имеет место сходимость
P
(︀
𝑇𝑛 < 𝑥
)︀ −→ 𝐺(𝑥), 𝑛→∞. (2.1)
Пусть случайный объем выборки 𝑁𝑛 стремится к бесконечности по вероятности
при 𝑛 → ∞, то есть для любого числа 𝑀 > 0
P
(︀
𝑁𝑛 > 𝑀
)︀ −→ 1, 𝑛→∞. (2.2)
Рассмотрим предельное поведение ф.р. статистики, основанной на выборке слу-
чайного объема, то есть статистики
𝑇𝑁𝑛(𝜔) ≡ 𝑇𝑁𝑛(𝜔)(𝑋1(𝜔), . . . , 𝑋𝑁𝑛(𝜔)(𝜔)), 𝜔 ∈ Ω.
Как показывает приведенная ниже лемма, никакого нового предельного закона
при условиях (2.1) и (2.2) не возникает.
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Лемма 2.1. Пусть выполнены условия (2.1) и (2.2), тогда в каждой точке непре-
рывности ф.р. 𝐺(𝑥) справедливо соотношение
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ −→ 𝐺(𝑥), 𝑛→∞.
Доказательство. Пусть точка 𝑥 является точкой непрерывности ф.р. 𝐺(𝑥), тогда
по формуле полной вероятности для любого натурального числа 𝑀 ∈ N имеем⃒⃒⃒
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ =
=
⃒⃒⃒ ∞∑︁
𝑘=1
P
(︀
𝑇𝑘 < 𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀ − 𝐺(𝑥)⃒⃒⃒ ≤
≤
∞∑︁
𝑘=1
⃒⃒⃒
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ P(︀𝑁𝑛 = 𝑘)︀ ≤
≤
𝑀∑︁
𝑘=1
P
(︀
𝑁𝑛 = 𝑘
)︀
+
∞∑︁
𝑘=𝑀+1
⃒⃒⃒
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ P(︀𝑁𝑛 = 𝑘)︀ =
= P
(︀
𝑁𝑛 ≤ 𝑀
)︀
+
∞∑︁
𝑘=𝑀+1
⃒⃒⃒
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ P(︀𝑁𝑛 = 𝑘)︀ =
= 1 − P(𝑁𝑛 > 𝑀) +
∞∑︁
𝑘=𝑀+1
⃒⃒⃒
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ P(︀𝑁𝑛 = 𝑘)︀. (2.3)
Из Условия (2.1) следует, что для любого 𝜀 > 0 существует натуральное число𝑀𝜀,
такое, что при всех натуральных 𝑘 > 𝑀𝜀 справедливо неравенство⃒⃒⃒
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ < 𝜀.
Полагая в неравенстве (2.3) 𝑀 = 𝑀𝜀, получаем оценку⃒⃒⃒
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ − 𝐺(𝑥)⃒⃒⃒ ≤ (︀1 − P(︀𝑁𝑛 > 𝑀𝜀)︀)︀ + 𝜀.
Первое слагаемое в правой части этого неравенство может быть сделано сколь
угодо малым в силу условия (2.2), поэтому в силу произвольности 𝜀 лемма дока-
зана. 2
Предположим теперь, что для функции распределения ненормированной ста-
тистики 𝑇𝑛 справедливо асимптотическое разложение, описываемое следующим
условием.
Условие 1. Существуют константы 𝑙 ∈ N, 𝛼 > 𝑙/2, 𝐶1 > 0, дифференци-
руемая ф.р. 𝐺(𝑥) и дифференцируемые ограниченные функции 𝑔𝑖(𝑥), 𝑖 = 1, . . . , 𝑙
такие, что
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑛 < 𝑥
)︀ − 𝐺(𝑥) − 𝑙∑︁
𝑖=1
𝑛−𝑖/2 𝑔𝑖(𝑥)
⃒⃒⃒
≤ 𝐶1
𝑛𝛼
, 𝑛 ∈ N.
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Пусть также для функции распределения нормированного случайного индекса 𝑁𝑛
справедливо асимптотическое разложение, которое задается следующим условием.
Условие 2. Существуют константы 𝑚 ∈ N, 𝛽 > 𝑚/2, 𝐶2 > 0, функции
0 < 𝑣(𝑛) ↑ ∞, 𝑛 → ∞, 𝑢(𝑛) ∈ R, функция распределения 𝐻(𝑥), 𝐻(0+) = 0 и
функции ограниченной вариации ℎ𝑗(𝑥), 𝑗 = 1, . . . ,𝑚 такие, что
sup
𝑥>0
⃒⃒⃒
P
(︁ 𝑁𝑛
𝑣(𝑛)
− 𝑢(𝑛) < 𝑥
)︁
− 𝐻(𝑥) −
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑥)
⃒⃒⃒
≤ 𝐶2
𝑛𝛽
, 𝑛 ∈ N.
Докажем теорему, уточняющую Лемму 2.1, с использованием асимптотического
разложения для функции распределения ненормированной статистики, построен-
ной по выборке случайного объема.
Теорема 2.1. Пусть выполнены Условия 1 и 2. Тогда справедливо неравенство
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ − 𝐺𝑛(𝑥)⃒⃒⃒ ≤ 𝐶1 E 𝑁−𝛼𝑛 + 2 𝐶2𝑛𝛽 sup𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|,
где
𝐺𝑛(𝑥) = 𝐺(𝑥) +
+
𝑙∑︁
𝑖=1
(︀
𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖(𝑥)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2 𝑑
(︁
𝐻(𝑦 − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁
=
= 𝐺(𝑥) +
𝑙∑︁
𝑖=1
𝑔𝑖(𝑥)
∞∫︁
1
𝑧−𝑖/2 𝑑
(︁
𝐻(𝑧/𝑣(𝑛) − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑧/𝑣(𝑛) − 𝑢(𝑛))
)︁
.
Доказательство. Оценим рассматриваемую разность сверху следующим образом
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ − 𝐺𝑛(𝑥)⃒⃒⃒ ≤ 𝐼1𝑛 + 𝐼2𝑛, (2.4)
где
𝐼1𝑛 ≡ sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑁𝑛 < 𝑥
)︀ − E (︁𝐺(𝑥) + 𝑙∑︁
𝑖=1
𝑁−𝑖/2𝑛 𝑔𝑖(𝑥)
)︁⃒⃒⃒
,
𝐼2𝑛 ≡ sup
𝑥
⃒⃒⃒
E
(︁
𝐺(𝑥) +
𝑙∑︁
𝑖=1
𝑁−𝑖/2𝑛 𝑔𝑖(𝑥)
)︁
− 𝐺𝑛(𝑥)
⃒⃒⃒
.
Оценим выражение 𝐼1𝑛 с помощью Условия 1 и формулы полной вероятности.
Имеем
𝐼1𝑛 = sup
𝑥
⃒⃒⃒ ∞∑︁
𝑘=1
P
(︀
𝑁𝑛 = 𝑘
)︀(︁
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥) − 𝑙∑︁
𝑖=1
𝑘−𝑖/2 𝑔𝑖(𝑥)
)︁⃒⃒⃒
≤
≤
∞∑︁
𝑘=1
P
(︀
𝑁𝑛 = 𝑘
)︀
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑘 < 𝑥
)︀ − 𝐺(𝑥) − 𝑙∑︁
𝑖=1
𝑘−𝑖/2 𝑔𝑖(𝑥)
⃒⃒⃒
≤
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≤ 𝐶1
∞∑︁
𝑘=1
1
𝑘𝛼
P
(︀
𝑁𝑛 = 𝑘
)︀
= 𝐶1 E 𝑁
−𝛼
𝑛 . (2.5)
Для оценки величины 𝐼2𝑛 используем Условие 2 и формулу интегрирования по
частям. Имеем
𝐼2𝑛 = sup
𝑥
⃒⃒⃒
E
(︁
𝐺(𝑥) +
𝑙∑︁
𝑖=1
𝑁−𝑖/2𝑛 𝑔𝑖(𝑥)
)︁
− 𝐺(𝑥) −
−
𝑙∑︁
𝑖=1
(︀
𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖(𝑥)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2𝑑
(︁
𝐻(𝑦 − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁⃒⃒⃒
=
= sup
𝑥
⃒⃒⃒ 𝑙∑︁
𝑖=1
E 𝑁−𝑖/2𝑛 𝑔𝑖(𝑥) −
−
𝑙∑︁
𝑖=1
(︀
𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖(𝑥)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2 𝑑
(︁
𝐻(𝑦 − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁⃒⃒⃒
=
= sup
𝑥
⃒⃒⃒ 𝑙∑︁
𝑖=1
𝑔𝑖(𝑥)
∞∫︁
1
𝑦−𝑖/2 𝑑 P
(︀
𝑁𝑛 < 𝑦
)︀ −
−
𝑙∑︁
𝑖=1
𝑔𝑖(𝑥)
(︀
𝑣(𝑛)
)︀−𝑖/2 ∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2 𝑑
(︁
𝐻(𝑦 − 𝑢(𝑛)) −
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁⃒⃒⃒
.
После замены переменной в первом интеграле, получим
𝐼2𝑛 = sup
𝑥
⃒⃒⃒ 𝑙∑︁
𝑖=1
𝑔𝑖(𝑥)
(︀
𝑣(𝑛)
)︀−𝑖/2 ∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2 𝑑
(︁
P
(︁ 𝑁𝑛
𝑣(𝑛)
< 𝑦
)︁
− 𝐻(𝑦 − 𝑢(𝑛)) −
−
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁⃒⃒⃒
.
Использя формулу интегрирования по частям (см., например, [5], теорема 2.6.11,
стр. 222 или [15], теорема 18.4, стр. 236), ограниченность функций 𝑔𝑖(𝑥), 𝑖 = 1, ..., 𝑙
и Условие 2, получим, что справедливы неравенства
𝐼2𝑛 6
𝐶2
𝑛𝛽
sup
𝑥
𝑙∑︁
𝑖=1
⃒⃒
𝑔𝑖(𝑥)
⃒⃒
+
+ sup
𝑥
⃒⃒⃒ 𝑙∑︁
𝑖=1
𝑔𝑖(𝑥)(𝑣(𝑛))
−𝑖/2
∞∫︁
1/𝑣(𝑛)
(︁
P
(︁ 𝑁𝑛
𝑣(𝑛)
− 𝑢(𝑛) < 𝑦 − 𝑢(𝑛)
)︁
−
− 𝐻(𝑦 − 𝑢(𝑛)) −
𝑚∑︁
𝑗=1
𝑛−𝑗/2ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁
𝑑 𝑦−𝑖/2
)︁⃒⃒⃒
6
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6 2 𝐶2
𝑛𝛽
sup
𝑥
𝑙∑︁
𝑖=1
⃒⃒
𝑔𝑖(𝑥)
⃒⃒
. (2.6)
Теперь утверждение теоремы следует из неравенств (2.4), (2.5) и (2.6). Теорема
доказана. 2
3. Примеры
Приведем два примера применения Теоремы 2.1 для статистик, построенных
по конкретным выборкам случайного объема. Мы рассмотрим асимптотические
разложения для ф.р. выборочного среднего, построенного по выборкам случайно-
го объема. Аналогичные результаты могут быть получены для статистик, допус-
кающих асимптотические разложения типа Эджворта для ф.р. при неслучайном
объеме выборки. Например, используя результаты работ [16–21], можно получить,
соответственно, асимптотические разложения для ф.р. 𝑅-статистик, 𝐿-статистик
и 𝑈 -статистик.
Пусть 𝑋1, 𝑋2, . . . – независимые одинаково распределенные случайные величи-
ны с E𝑋1 = 𝜇, 0 < D𝑋1 = 𝜎
2, E|𝑋1|3+2𝛿 < ∞, 𝛿 ∈ (0, 12 ) и E
(︀
𝑋1 − 𝜇
)︀3
= 𝜇3.
Для натурального 𝑛 обозначим
𝑇𝑛 =
𝑋1 + . . . + 𝑋𝑛 − 𝑛𝜇
𝜎
√
𝑛
. (3.1)
Предположим также, что случайная величина𝑋1 удовлетворяет условию Крам𝑒ра
(𝐶)
lim sup
|𝑡|→∞
|E exp{𝑖𝑡𝑋1}| < 1,
тогда с учетом теоремы 6.3.2 из книги [22] (стр. 207), получаем, что
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑛 < 𝑥
)︀ − Φ(𝑥) − 𝜇3
6
√
𝑛𝜎3
(1− 𝑥2) 𝜙(𝑥)
⃒⃒⃒
≤
≤ 𝐶1
𝑛1/2+𝛿
, 𝐶1 > 0, 𝛿 ∈ (0, 12 ), 𝑛 ∈ N. (3.2)
Таким образом, статистика (3.1) удовлетворяет Условию 1 Теоремы 2.1 с
𝛼 =
1
2
+ 𝛿, 𝑙 = 1, 𝐺(𝑥) = Φ(𝑥), 𝑔1(𝑥) =
𝜇3
6𝜎3
(1 − 𝑥2)𝜙(𝑥). (3.3)
При этом не трудно видеть, что
sup
𝑥
|𝑔1(𝑥)| < ∞.
3.1 Отрицательно биномиальный индекс
Пусть случайный объем выборки 𝑁𝑛 (случайный индекс) имеет отрицательно
биномиальное распределение с параметрами 𝑝 = 1/𝑛 и 𝑟 > 0, то есть
P
(︀
𝑁𝑛 = 𝑘
)︀
=
(𝑘 + 𝑟 − 2) · · · 𝑟
(𝑘 − 1)!
1
𝑛𝑟
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N.
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При 𝑟 = 1 имеем геометрическое распределение. В книге [23] (формула (6.112),
стр. 233) приведена следующая оценка скорости сходимости для нормированного
случайного индекса
sup
𝑥>0
⃒⃒⃒
P
(︁ 𝑁𝑛
E 𝑁𝑛
< 𝑥
)︁
− 𝐻𝑟(𝑥)
⃒⃒⃒
≤
⎧⎪⎨⎪⎩
𝐶𝑟
𝑛
, 𝑟 > 1,
𝐶𝑟
𝑛𝑟
, 𝑟 ∈ (0, 1),
(3.4)
где 𝐶𝑟 > 0, 𝑛 ∈ N и
𝐻𝑟(𝑥) =
𝑟𝑟
Γ(𝑟)
𝑥∫︁
0
𝑒−𝑟𝑦𝑦𝑟−1 𝑑𝑦, 𝑥 > 0 (3.5)
есть функция гамма-распределения с параметром 𝑟 > 0. При этом
E𝑁𝑛 = 𝑟(𝑛 − 1) + 1. (3.6)
Таким образом, из соотношений (3.4)–(3.6) следует, что случайный индекс 𝑁𝑛 удо-
влетворяет Условию 2 с
𝑣(𝑛) = 𝑟(𝑛 − 1) + 1, 𝐻(𝑥) = 𝐻𝑟(𝑥), 𝑚 = 1,
ℎ1(𝑥) ≡ 0, 𝐶2 = 𝐶𝑟 > 0, 𝑢(𝑛) = 0, 𝑛 ∈ N,
𝛽 =
{︃
1, 𝑟 > 1,
𝑟, 𝑟 ∈ (1/2, 1).
Далее, используя равенство
(︀
1 + 𝑥
)︀𝛾
=
∞∑︁
𝑘=0
𝛾(𝛾 − 1) · · · (𝛾 − 𝑘 + 1)
𝑘!
𝑥𝑘, |𝑥| < 1, 𝛾 ∈ R,
нетрудно получить, что
E𝑁−1𝑛 =
1
(𝑛 − 1) (1 − 𝑟)
(︁ 1
𝑛𝑟−1
− 1
)︁
= 𝑂(𝑛−𝑟), 𝑟 > 0, 𝑟 ̸= 1, 𝑛 ∈ N. (3.7)
Для случая 𝑟 = 1, имеем
E𝑁−1𝑛 =
1
𝑛 − 1 log 𝑛, 𝑛 > 1.
Теперь, используя неравенство Гельдера, получим
E 𝑁−𝛼𝑛 6
(︀
E 𝑁−1𝑛
)︀𝛼
, 𝛼 6 1,
E 𝑁−𝛼𝑛 = 𝑂(𝑛
−𝑟(1/2+𝛿)), 𝑟 > 0, 𝑟 ̸= 1,
E 𝑁−𝛼𝑛 = 𝑂
(︁(︁ log 𝑛
𝑛
)︁1/2+𝛿)︁
, 𝛼 =
1
2
+ 𝛿, 𝑟 = 1, 𝑛 ∈ N. (3.8)
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Таким образом, учитывая Теорему 2.1, формулы (3.2), (3.3), а также соотношения
(3.4)–(3.8) и равенство
∞∫︁
(𝑟(𝑛−1)+1)−1
√
𝑦 𝑑𝐻𝑟(𝑦) =
∞∫︁
0
√
𝑦 𝑑𝐻𝑟(𝑦) + 𝑂
(︀
1/𝑛
)︀
=
=
∞∫︁
0
√
𝑦
𝑟𝑟
Γ(𝑟)
𝑒−𝑟𝑦 𝑦𝑟−1 𝑑𝑦 + 𝑂
(︀
1/𝑛
)︀
=
=
𝑟𝑟
Γ(𝑟)
∞∫︁
0
𝑒−𝑦
𝑦𝑟−1/2
𝑟𝑟+1/2
𝑑𝑦 + 𝑂
(︀
1/𝑛
)︀
=
Γ(𝑟 + 1/2)
Γ(𝑟)
√
𝑟
+ 𝑂
(︀
1/𝑛
)︀
,
получаем следующее утверждение
Теорема 3.1 Пусть статистика 𝑇𝑛 имеет вид (3.1), причем 𝑋1, 𝑋2, ... – неза-
висимые одинаково распределенные случайные величины с E𝑋1 = 𝜇, 0 < D𝑋1 =
𝜎2, E|𝑋1|3+2𝛿 < ∞, 𝛿 ∈ (0, 12 ) и E
(︀
𝑋1 − 𝜇
)︀3
= 𝜇3. Предположим также, что
случайная величина 𝑋1 удовлетворяет условию Крам𝑒ра (𝐶)
lim sup
|𝑡|→∞
|E exp{𝑖𝑡𝑋1}| < 1.
Пусть при некотором 𝑟 > 0 случайная величина 𝑁𝑛 имеет отрицательно би-
номиальное распределение вида
P
(︀
𝑁𝑛 = 𝑘
)︀
=
(𝑘 + 𝑟 − 2) · · · 𝑟
(𝑘 − 1)!
1
𝑛𝑟
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N.
Тогда при 𝑟 > 1/(1+2𝛿) для функции рапределения статистики 𝑇𝑁𝑛 при 𝑛 → ∞
справедливо асимптотическое разложение вида
sup
𝑥
⃒⃒⃒
P
(︁
𝑇𝑁𝑛 < 𝑥
)︁
− Φ(𝑥) − 𝜇3 Γ(𝑟 + 1/2)
6 𝜎3 Γ(𝑟)
√︀
𝑟2(𝑛− 1) + 𝑟 (1 − 𝑥
2) 𝜙(𝑥)
⃒⃒⃒
=
=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
𝑂
(︁(︁ log 𝑛
𝑛
)︁1/2+𝛿)︁
, 𝑟 = 1,
𝑂
(︁ 1
𝑛min(1,𝑟(1/2+𝛿))
)︁
, 𝑟 > 1,
𝑂
(︁ 1
𝑛𝑟(1/2+𝛿)
)︁
,
1
1 + 2𝛿
< 𝑟 < 1.
3.2 Дискретное распределение Парето
В работе [9] была построена последовательность с.в. 𝑁𝑛(𝑠), зависящая от на-
турального параметра 𝑠 ∈ N следующего вида. Пусть 𝑌1, 𝑌2, ... – независимые оди-
наково распределенные случайные величины, имеющие непрерывную функцию
распределения. Определим случайные величины
𝑁(𝑠) = min {𝑖 ≥ 1 : max
1≤𝑗≤𝑠
𝑌𝑗 < max
𝑠+1≤𝑘≤𝑠+𝑖
𝑌𝑘}.
100 БЕНИНГ В.Е., САВУШКИН В.А.
Хорошо известно, что так определенные случайные величины имеют дискретное
распределение Парето вида
P
(︀
𝑁(𝑠) ≥ 𝑘)︀ = 𝑠
𝑠 + 𝑘 − 1 , 𝑘 ≥ 1 (3.9)
(см., например, [26] и [27]). Пусть теперь 𝑁 (1)(𝑠), 𝑁 (2)(𝑠), ... – независимые одина-
ково распределенные случайные величины, имеющие распределение (3.9). Опре-
делим случайные величины
𝑁𝑛(𝑠) = max
1≤ 𝑗≤ 𝑛
𝑁 (𝑗)(𝑠).
Тогда, как показано в работе [9],
lim
𝑛→∞ P
(︁𝑁𝑛(𝑠)
𝑛
< 𝑥
)︁
= 𝑒−𝑠/𝑥, 𝑥 > 0. (3.10)
В работе [11] была получена следующая оценка скорости сходимости в соотноше-
нии (3.10)
sup
𝑥>0
⃒⃒⃒
P
(︁𝑁𝑛(𝑠)
𝑛
< 𝑥
)︁
− 𝑒−𝑠/𝑥
⃒⃒⃒
≤ 𝐶𝑠
𝑛
, 𝐶𝑠 > 0, 𝑛 ∈ N. (3.11)
Таким образом, из соотношения (3.11) следует, что случайный индекс 𝑁𝑛(𝑠) удо-
влетворяет Условию 2 Теоремы 2.1 с
𝑣(𝑛) = 𝑛, 𝐻(𝑥) = 𝑒−𝑠/𝑥, 𝑚 = 1, ℎ1(𝑥) ≡ 0, 𝐶2 = 𝐶𝑠 > 0,
𝑢(𝑛) = 0, 𝑛 ∈ N, 𝛽 = 1. (3.12)
Рассмотрим более подробно величину E𝑁−1𝑛 (𝑠). Из определения случайной вели-
чины 𝑁𝑛(𝑠) и равенства (3.9) имеем
P
(︀
𝑁𝑛(𝑠) = 𝑘
)︀
=
(︁ 𝑘
𝑠 + 𝑘
)︁𝑛
−
(︁ 𝑘 − 1
𝑠 + 𝑘 − 1
)︁𝑛
= 𝑠𝑛
𝑘∫︁
𝑘−1
𝑥𝑛−1
(𝑠 + 𝑥)𝑛+1
𝑑 𝑥,
поэтому
E 𝑁−1𝑛 (𝑠) =
∞∑︁
𝑘=1
1
𝑘
P
(︀
𝑁𝑛(𝑠) = 𝑘
)︀
= 𝑠𝑛
∞∑︁
𝑘=1
1
𝑘
𝑘∫︁
𝑘−1
𝑥𝑛−1
(𝑠 + 𝑥)𝑛+1
𝑑 𝑥 ≤
≤ 𝑠𝑛
∞∑︁
𝑘=1
𝑘∫︁
𝑘−1
𝑥𝑛−2
(𝑠 + 𝑥)𝑛+1
𝑑 𝑥 = 𝑠𝑛
∞∫︁
0
𝑥𝑛−2
(𝑠 + 𝑥)𝑛+1
𝑑 𝑥.
Для вычисления последнего интеграла используем формулу (см. [13] формула
856.12, стр. 184)
∞∫︁
0
𝑥𝑠−1
(𝑎 + 𝑏𝑥)𝑠+𝑛
𝑑 𝑥 =
Γ(𝑠) Γ(𝑛)
𝑎𝑛 𝑏𝑠 Γ(𝑠 + 𝑛)
, 𝑎, 𝑏, 𝑠, 𝑛 > 0.
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Получим
E 𝑁−1𝑛 (𝑠) ≤ 𝑠𝑛
Γ(𝑛− 1) Γ(2)
𝑠2 Γ(𝑛 + 1)
=
1
𝑠(𝑛 − 1) = 𝑂(𝑛
−1). (3.13)
Теперь, используя неравенство Гельдера, получим
E 𝑁−𝛼𝑛 6
(︀
E 𝑁−1𝑛 )
𝛼, 𝛼 6 1,
E 𝑁−𝛼𝑛 = 𝑂(𝑛
−(1/2+𝛿)), 𝛼 = 1/2 + 𝛿. (3.14)
Таким образом, учитывая Теорему 2.1, формулы (3.11)–(3.14) и равенство
∞∫︁
𝑛−1
√
𝑦 𝑑 𝑒−𝑠/𝑦 =
√
𝑠
∞∫︁
0
𝑦−1/2 𝑒−𝑦 𝑑 𝑦 + 𝑂
(︁ 1
𝑛
)︁
=
=
√
𝑠 Γ(1/2) + 𝑂
(︁ 1
𝑛
)︁
=
√
𝑠 𝜋 + 𝑂
(︁ 1
𝑛
)︁
,
непосредственно получаем следующую теорему.
Теорема 3.2 Пусть статистика 𝑇𝑛 имеет вид (3.1), причем 𝑋1, 𝑋2, ... –
независимые одинаково распределенные случайные величины с E𝑋1 = 𝜇, 0 <
D𝑋1 = 𝜎
2, E|𝑋1|3+2𝛿 < ∞, 𝛿 ∈ (0, 12 ) и E
(︀
𝑋1 − 𝜇
)︀3
= 𝜇3. Предположим
также, что случайная величина 𝑋1 удовлетворяет условию Крам𝑒ра (𝐶)
lim sup
|𝑡|→∞
|E exp{𝑖𝑡𝑋1}| < 1.
Пусть также при некотором 𝑠 ∈ N случайная величина 𝑁𝑛(𝑠) имеет дискретное
распределение Парето вида
P
(︀
𝑁𝑛(𝑠) = 𝑘
)︀
=
(︁ 𝑘
𝑠 + 𝑘
)︁𝑛
−
(︁ 𝑘 − 1
𝑠 + 𝑘 − 1
)︁𝑛
, 𝑘 ∈ N.
Тогда для функции распределения статистики 𝑇𝑁𝑛(𝑠) справедливо асимптоти-
ческое разложение вида
sup
𝑥
⃒⃒⃒
P
(︀
𝑇𝑁𝑛(𝑠) < 𝑥
)︀ − Φ(𝑥) − 𝜇3 √𝑠 𝜋
6𝜎3
√
𝑛
(1 − 𝑥2)𝜙(𝑥)
⃒⃒⃒
= 𝑂
(︁ 1
𝑛1/2+𝛿
)︁
, 𝑛 → ∞.
4. Нормированные статистики
Предположим теперь, что функция распределения нормированной статистики
𝑇𝑛 стремится к некоторой функции распределения 𝐺(𝑥), то есть существуют по-
стоянные 𝜎 > 0, 𝜇 ∈ R, 𝛾 > 0 такие, что в каждой точке непрерывности
функции распределения 𝐺(𝑥) справедливо соотношение
P
(︀
𝜎𝑛𝛾 (𝑇𝑛 − 𝜇) < 𝑥
)︀ −→ 𝐺(𝑥), 𝑛→∞. (4.1)
102 БЕНИНГ В.Е., САВУШКИН В.А.
Здесь мы рассматриваем степенные нормирующие множители типа 𝑛𝛾 . Из дока-
занной выше Леммы 2.1 следует, что при условии (2.2) в каждой точке непрерыв-
ности функции распределения 𝐺(𝑥) справедлива сходимость
P
(︀
𝜎𝑁𝑛
𝛾 (𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀ −→ 𝐺(𝑥), 𝑛→∞. (4.2)
В соотношении (4.2) мы имеем случайный нормирующий множитель 𝑁𝑛
𝛾 , что
неудобно на практике, поскольку соотношение (4.1) означает, что при больших 𝑛
𝜎𝑛𝛾 (𝑇𝑛 − 𝜇) ≈ 𝜉
или асимптотически статистика 𝑇𝑛 ведет себя примерно как
𝑇𝑛 ≈ 1
𝜎𝑛𝛾
𝜉 + 𝜇,
где случайная величина 𝜉 имеет функцию распределения 𝐺(𝑥). В тоже время со-
отношение (4.2) означает лишь, что при больших 𝑛
𝜎𝑁𝛾𝑛 (𝑇𝑁𝑛 − 𝜇) ≈ 𝜉
и аппроксимация самой статистики 𝑇𝑁𝑛 затруднена. Это делает естественной по-
становку, в которой при условии (4.1) ищутся предельные законы функции распре-
деления случайной величины 𝜎𝑛𝛾 (𝑇𝑁𝑛 − 𝜇), то есть нормированной статистики
𝑇𝑁𝑛 , но неслучайным нормирующим множителем 𝑛
𝛾 . Эвристически ясно, что если
нормированный индекс 𝑁𝑛𝑛 имеет слабый предел, то в силу тождества
𝜎𝑛𝛾 (𝑇𝑁𝑛 − 𝜇) = 𝜎𝑁𝛾𝑛 (𝑇𝑁𝑛 − 𝜇)
𝑛
𝑁𝑛
и доказанной Леммы 2.1 случайная величина 𝜎𝑁𝛾𝑛 (𝑇𝑁𝑛 − 𝜇) также имеет слабый
предел, уже отличный от функции распределения 𝐺(𝑥), в виде масштабной смеси
предельных законов. Точнее, если предположить, что
P
(︁𝑁𝑛
𝑛
< 𝑥
)︁
−→ 𝐻(𝑥), 𝑛→∞, (4.3)
то при выполнении условия (4.1) справедливы приближенные равенства, описы-
вающие предельный закон этой случайной величины
P
(︀
𝜎𝑛𝛾 (𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀
=
∞∑︁
𝑘=1
P
(︀
𝜎𝑛𝛾 (𝑇𝑘 − 𝜇) < 𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀
=
=
∞∑︁
𝑘=1
P
(︀
𝜎𝑘𝛾 (𝑇𝑘 − 𝜇) <
(︀
𝑘/𝑛
)︀𝛾
𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀ ≈
≈
∞∑︁
𝑘=1
𝐺
(︀(︀
𝑘/𝑛
)︀𝛾
𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀
= E 𝐺
(︀(︀
𝑁𝑛/𝑛
)︀𝛾
𝑥
)︀
=
=
∫︁ ∞
0
𝐺
(︀
𝑥𝑦𝛾
)︀
𝑑P
(︀
𝑁𝑛/𝑛 < 𝑦
)︀ ≈
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≈
∫︁ ∞
0
𝐺
(︀
𝑥𝑦𝛾
)︀
𝑑𝐻
(︀
𝑦
)︀
. (4.4)
Более того, если предположить, что существуют функции (см. Условие 2) 𝑣(𝑛) >
0, 𝑢(𝑛) ∈ R, 𝑛 ∈ N такие, что
P
(︁ 𝑁𝑛
𝑣(𝑛)
− 𝑢(𝑛) < 𝑥
)︁
−→ 𝐻(𝑥), 𝑛→∞,
и функция 𝑤(𝑛) > 0, 𝑛 ∈ N такая, что при некоторых числах 𝜎 > 0, 𝜇 ∈ R
справедливо соотношение
P
(︁
𝜎 𝑤(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︁
−→ 𝐺(𝑥), 𝑛→∞,
то справедлива аппроксимация
P
(︀
𝜎𝑤(𝑛) (𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀
=
∞∑︁
𝑘=1
P
(︀
𝜎𝑤(𝑛) (𝑇𝑘 − 𝜇) < 𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀
=
=
∞∑︁
𝑘=1
P
(︀
𝜎𝑤(𝑘) (𝑇𝑘 − 𝜇) <
(︀
𝑤(𝑘)/𝑤(𝑛)
)︀
𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀ ≈
≈
∞∑︁
𝑘=1
𝐺
(︀(︀
𝑤(𝑘)/𝑤(𝑛)
)︀
𝑥
)︀
P
(︀
𝑁𝑛 = 𝑘
)︀
= E 𝐺
(︀(︀
𝑤(𝑁𝑛)/𝑤(𝑛)
)︀
𝑥
)︀
=
=
∫︁ ∞
0
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑P
(︀
𝑁𝑛/𝑣(𝑛) < 𝑦
)︀ ≈
≈
∫︁ ∞
0
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑𝐻
(︀
𝑦 − 𝑢(𝑛))︀.
Теперь сформулируем и докажем теорему об асимптотических разложениях,
непосредственно обобщающую Теорему 2.1 на случай произвольно нормированных
статистик, основанных на выборках случайного объема и обосновывающую эти
аппроксимации. Сформулируем сначала непосредсвенное обобщение Условия 1.
Условие 3. Существуют константы 𝑙 ∈ N, 𝜇 ∈ R, 𝜎 > 0, 𝛼 > 𝑙/2, 𝐶3 > 0,
функция 𝑤(𝑛) > 0, 𝑛 ∈ N, дифференцируемая функция распределения 𝐺(𝑥) и
дифференцируемые ограниченные функции 𝑔𝑖(𝑥), 𝑖 = 1, . . . , 𝑙 такие, что
sup
𝑥
⃒⃒⃒
P
(︀
𝜎 𝑤(𝑛)(𝑇𝑛 − 𝜇) < 𝑥
)︀ − 𝐺(𝑥) − 𝑙∑︁
𝑖=1
𝑛−𝑖/2𝑔𝑖(𝑥)
⃒⃒⃒
≤ 𝐶3
𝑛𝛼
, 𝑛 ∈ N.
Теорема 4.1 Пусть выполнены Условия 2 и 3. Тогда справедливо неравенство
sup
𝑥
⃒⃒
P
(︀
𝜎 𝑤(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀ − 𝐺𝑛(𝑥)⃒⃒ ≤
≤ 𝐶3 E 𝑁−𝛼𝑛 +
𝐶2(1 + 𝑀𝑛)
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
,
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где
𝑀𝑛 = sup
𝑥
∞∫︁
1/𝑣(𝑛)
⃒⃒⃒ 𝜕
𝜕𝑦
(︁
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
(𝑦𝑣(𝑛))−𝑖/2 𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁)︁⃒⃒⃒
𝑑𝑦
и асимптотическое разложение 𝐺𝑛(𝑥) имеет следующий вид
𝐺𝑛(𝑥) =
∞∫︁
1/𝑣(𝑛)
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑𝐻(𝑦 − 𝑢(𝑛)) +
+
𝑚∑︁
𝑗=1
𝑛−𝑗/2
∞∫︁
1/𝑣(𝑛)
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑ℎ𝑗(𝑦 − 𝑢(𝑛)) +
+
𝑙∑︁
𝑖=1
𝑣−𝑖/2(𝑛)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑𝐻(𝑦 − 𝑢(𝑛)) +
+
𝑙∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑛−𝑗/2𝑣−𝑖/2(𝑛)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑ℎ𝑗(𝑦 − 𝑢(𝑛)).
Доказательство. Сначала эвристически выведем формулу для асимптотического
разложения 𝐺𝑛(𝑥). Далее этот вывод будет использоваться в формальном доказа-
тельстве По формуле полной вероятности имеем
P
(︀
𝜎𝑤(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀
= P
(︁
𝜎𝑤(𝑁𝑛)(𝑇𝑁𝑛 − 𝜇) <
𝑤(𝑁𝑛)
𝑢(𝑛)
𝑥
)︁
=
= E P
(︁
𝑤(𝑁𝑛)(𝑇𝑁𝑛 − 𝜇) <
𝑤(𝑁𝑛)
𝑤(𝑛)
𝑥
⃒⃒⃒
𝑁𝑛
)︁
=
=
∞∑︁
𝑘=1
P
(︁
𝜎𝑤(𝑘)(𝑇𝑘 − 𝜇) < 𝑤(𝑘)
𝑤(𝑛)
𝑥
)︁
P
(︀
𝑁𝑛 = 𝑘
)︀
. (4.5)
Используя Условие 3, вероятность под знаком ряда в формуле (4.5) аппроксими-
руем следующим образом
P
(︁
𝜎𝑤(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︁
≈
≈
∞∑︁
𝑘=1
(︁
𝐺
(︁
𝑥
𝑤(𝑘)
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
𝑘−𝑖/2𝑔𝑖
(︁
𝑥
𝑤(𝑘)
𝑤(𝑛)
)︁)︁
P
(︀
𝑁𝑛 = 𝑘
)︀
=
= E
(︁
𝐺
(︁
𝑥
𝑤(𝑁𝑛)
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
𝑁−𝑖/2𝑛 𝑔𝑖
(︁
𝑥
𝑤(𝑁𝑛)
𝑤(𝑛)
)︁)︁
=
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=
∞∫︁
1/𝑣(𝑛)
(︁
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
(︀
𝑦𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁)︁
𝑑 P
(︁ 𝑁𝑛
𝑣(𝑛)
< 𝑦
)︁
.
(4.6)
Теперь, аппроксимируя вероятность под знаком последнего интеграла с помощью
Условия 2, получим формулу для 𝐺𝑛(𝑥)
P
(︀
𝜎𝑤(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀ ≈ 𝐺𝑛(𝑥) =
=
∞∫︁
1/𝑣(𝑛)
(︁
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
+
+
𝑙∑︁
𝑖=1
(︀
𝑦𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁)︁
𝑑
(︁
𝐻(𝑦 − 𝑢(𝑛)) +
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁
=
=
∞∫︁
1/𝑣(𝑛)
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑𝐻(𝑦 − 𝑢(𝑛))+
+
𝑚∑︁
𝑗=1
𝑛−𝑗/2
∞∫︁
1/𝑣(𝑛)
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑ℎ𝑗(𝑦 − 𝑢(𝑛)) +
+
𝑙∑︁
𝑖=1
𝑣−𝑖/2(𝑛)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑𝐻(𝑦 − 𝑢(𝑛)) +
+
𝑙∑︁
𝑖=1
𝑚∑︁
𝑗=1
𝑛−𝑗/2𝑣−𝑖/2(𝑛)
∞∫︁
1/𝑣(𝑛)
𝑦−𝑖/2𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
𝑑ℎ𝑖(𝑦 − 𝑢(𝑛)). (4.7)
Теперь, используя формулы (4.5)–(4.7), получаем оценку
sup
𝑥
⃒⃒
P
(︀
𝜎𝑤(𝑛)(𝑇𝑁𝑛 − 𝜇) < 𝑥
)︀ − 𝐺𝑛(𝑥)⃒⃒ ≤ 𝐼1𝑛 + 𝐼2𝑛, (4.8)
где
𝐼1𝑛 =
∞∑︁
𝑘=1
sup
𝑧
⃒⃒⃒
P
(︀
𝜎𝑤(𝑘)(𝑇𝑘 − 𝜇) < 𝑧
)︀ − 𝐺(𝑧) − 𝑙∑︁
𝑖=1
𝑘−𝑖/2𝑔𝑖(𝑧)
⃒⃒⃒
P
(︀
𝑁𝑛 = 𝑘
)︀
, (4.9)
𝐼2𝑛 = sup
𝑥
⃒⃒⃒ ∞∫︁
1/𝑣(𝑛)
(︁
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
(︀
𝑦𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁)︁
×
× 𝑑
(︁
P
(︁ 𝑁𝑛
𝑣(𝑛)
< 𝑦
)︁
− 𝐻(𝑦 − 𝑢(𝑛)) −
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁⃒⃒⃒
. (4.10)
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Ряд в определении 𝐼1𝑛 (см. (4.9)) оценим с помощью Условия 3. Имеем
𝐼1𝑛 ≤ 𝐶3
∞∑︁
𝑘=1
1
𝑘𝛼
P
(︀
𝑁𝑛 = 𝑘
)︀
= 𝐶3 E 𝑁
−𝛼
𝑛 . (4.11)
Для оценки величины 𝐼2𝑛 используем равенство (4.10), Условие 2, формулу инте-
грирования по частям (см., например, [5], теорема 2.6.11, стр. 222 или [15], теорема
18.4, стр. 236) и ограниченность функций 𝑔𝑖(𝑧), 𝑖 = 1, . . . , 𝑙. Получим, что спра-
ведливы неравенства
𝐼2𝑛 6
𝐶2
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
+
+ sup
𝑥
⃒⃒⃒ ∞∫︁
1/𝑣(𝑛)
(︁
P
(︁ 𝑁𝑛
𝑣(𝑛)
< 𝑦
)︁
− 𝐻(𝑦 − 𝑢(𝑛)) −
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
)︁
×
× 𝑑
(︁
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
(︀
𝑦𝑣(𝑛)
)︀−𝑖/2
𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁)︁⃒⃒⃒
6
6 𝐶2
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
+
+ sup
𝑥
∞∫︁
1/𝑣(𝑛)
⃒⃒⃒
P
(︁ 𝑁𝑛
𝑣(𝑛)
< 𝑦
)︁
− 𝐻(𝑦 − 𝑢(𝑛)) −
𝑚∑︁
𝑗=1
𝑛−𝑗/2 ℎ𝑗(𝑦 − 𝑢(𝑛))
⃒⃒⃒
×
×
⃒⃒⃒ 𝜕
𝜕 𝑦
(︁
𝐺
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁
+
𝑙∑︁
𝑖=1
(𝑦𝑣(𝑛))−𝑖/2 𝑔𝑖
(︁
𝑥
𝑤(𝑦𝑣(𝑛))
𝑤(𝑛)
)︁)︁⃒⃒⃒
𝑑𝑦 6
6 𝐶2(1 + 𝑀𝑛)
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
. (4.12)
Теперь утверждение теоремы следует из неравенств (4.6)–(4.12). Теорема доказа-
на. 2
Следствие 4.1. Если моменты E (𝑁𝑛/𝑣(𝑛))−𝛼 равномерно по 𝑛 ограничены,
то есть
E
(︂
𝑁𝑛
𝑣(𝑛)
)︂−𝛼
≤ 𝐶4, 𝐶4 > 0, 𝑛 ∈ N,
то правая часть неравенства в формулировке Теоремы 4.1 приобретает вид
𝐶3 𝐶4
𝑣𝛼(𝑛)
+
𝐶2(1 + 𝑀𝑛)
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
.
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Следствие 4.2. В силу неравенства Гельдера при 0 < 𝛼 ≤ 1 справедлива
оценка
E 𝑁−𝛼𝑛 ≤
(︀
E 𝑁−1𝑛
)︀𝛼
,
которая может быть полезной при практическом применении Теоремы 4.1. В
этом случае правая часть неравенства из формулировки этой теоремы может
быть записана в виде
𝐶3
(︀
E 𝑁−1𝑛
)︀𝛼
+
𝐶2(1 + 𝑀𝑛)
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
.
Для вычисления E 𝑁−1𝑛 можно использовать следующую формулу (см., напри-
мер, [25], стр. 93, задача 40 (б)). Если неотрицательная целочисленная с.в. 𝑁 имеет
производящую функцию
Ψ(𝑠) = E 𝑠𝑁 , |𝑠| 6 1,
то из теоремы Фубини непосредственно следует, что
E 𝑁−1 =
1∫︁
0
Ψ(𝑠)
𝑠
𝑑𝑠. (4.13)
Используя это соотношение, оценку из формулировки Теоремы 4.1 можно пред-
ставить в виде
𝐶3
(︂ 1∫︁
0
Ψ𝑛(𝑠)
𝑠
𝑑𝑠
)︂𝛼
+
𝐶2(1 + 𝑀𝑛)
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
, (4.14)
где Ψ𝑛(𝑠) – производящая функция с.в. 𝑁𝑛.
Приведем пример использования формулы (4.13). Пусть с.в. 𝑁𝑛 имеет геомет-
рическое распределение
P
(︀
𝑁𝑛 = 𝑘
)︀
=
1
𝑛
(︁
1 − 1
𝑛
)︁𝑘−1
, 𝑘 ∈ N.
В этом случае производящая функция Ψ𝑛(𝑠) имеет вид
Ψ𝑛(𝑠) = E 𝑠
𝑁𝑛 =
𝑠
𝑛
[︁
1 − 𝑠
(︁
1 − 1
𝑛
)︁]︁−1
=
𝑠
𝑛 − 𝑠(𝑛− 1) , |𝑠| 6 1,
поэтому
E 𝑁−1𝑛 =
1∫︁
0
Ψ𝑛(𝑠)
𝑠
𝑑𝑠 =
1
𝑛 − 1 log 𝑛, 𝑛 > 1. (4.15)
С учетом формулы (4.15) оценка (4.14) принимает вид
𝐶3
log𝛼 𝑛
(𝑛 − 1)𝛼 +
𝐶2(1 + 𝑀𝑛)
𝑛𝛽
(︁
1 + sup
𝑥
𝑙∑︁
𝑖=1
|𝑔𝑖(𝑥)|
)︁
, 𝑛 > 1.
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Замечание 4.1. Заметим, что из Условия 2 в частности вытекает, что если
𝑢(𝑛) = 0, 𝑛 ∈ N, то с.в. 𝑁𝑛/𝑣(𝑛) слабо сходится к с.в. 𝑉 , имеющей ф.р.
𝐻(𝑥). Из определения слабой сходимости с функцией 𝑥−𝛼, 𝑥 > 1 в случае, если
𝑁𝑛 > 𝑣(𝑛), 𝑛 ∈ N, следует, что
E
(︁ 𝑁𝑛
𝑣(𝑛)
)︁−𝛼
−→ E 1
𝑉 𝛼
, 𝑛 → ∞,
то есть моменты E (𝑁𝑛/𝑣(𝑛))
−𝛼 равномерно ограничены по 𝑛 и справедливо утвер-
ждение из Следствия 4.1.
Случай, когда 𝑁𝑛 > 𝑣(𝑛), возникает, например, если с.в. 𝑁𝑛 принимает зна-
чения 𝑣(𝑛), 2𝑣(𝑛), . . . , 𝑘𝑣(𝑛) с равными вероятностями 1/𝑘 при любом фиксиро-
ванном 𝑘 ∈ N. В этом случае с.в. 𝑁𝑛/𝑣(𝑛) вообще не зависит от 𝑛 и, значит, слабо
сходится к с.в. 𝑉 , которая принимает значения 1, 2, . . . , 𝑘 с равными вероятно-
стями 1/𝑘.
Заключение
Таким образом, в работе получены асимптотические разложения для функ-
ций распределения статистик, основанных на выборках случайного объема. Эти
асимптотические разложения непосредственно зависят от асимптотических разло-
жений функций распределения случайного индекса и статистики, основанной на
неслучайной выборке. Подобного рода утверждения обычно называются теорема-
ми переноса. Поэтому в работе доказаны теоремы переноса, касающиеся асимп-
тотических разложений. Приведены два примера, иллюстрирующие доказанные
теоремы. Первый пример касается распределения Стьюдента, а второй – распре-
деления Лапласа.
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