To propose the new prediction method of Kernel Fuzzy C-Means (KFCM) for business failure. Fuzzy C-Means (FCM) algorithm fails to deal with non-spherical clusters and incomplete data, while the kernel method can map the low-dimensional data into highdimensional feature space which is easier to be separated. Therefore, kernel method is integrated with the FCM to solve the problems of FCM. To fully reflect the performance of different kernel functions, KFCM respectively adopts three kernel functions which include Gaussian, Polynomial, Sigmoid kernel. The paper employs the financial data from Chinese quoted companies to predict the business failure. The prediction outcomes of three KFCMs are not only made a comparison to each other, but also compared with the standard FCM. It can show that KFCMs have better classification accuracy than FCM, but each of them has its advantages for normal and failing companies.
Introduction
Business failure is the appearance that a company's financial condition becomes worse in terms of its profitability, solvency, cash flow and so on. It not only makes enterprises' investors face a huge economic risk, but also makes government suffer great economic loss. So we need prediction models with high accuracy to forecast business failure lest enterprises or governments suffer financial risk. Consequently, how to effectively built business failure prediction (BFP) models has become the important topic.
In the early time, statistical theory and classical econometrics were introduced into predict business failure. Fitzpatrick [1] pioneered the research of BFP by analyzing financial ratios, then Beaver [2] used a univariate model on financial ratios to predict enterprises bankruptcy. And multiple discriminant analysis (MDA) and regression analysis were used to improve the BFP [3] [4] [5] . But these methods demand data to conform to strict hypothesis condition, which is hard realized to complex financial data. With the development of artificial intelligence technology, artificial neural network is commonly used to predict business failure [6] . Besides, there are other prediction methods, such as support vector machine [7] , fuzzy sets theory [8] and so on. As undemanding hypothesis condition, these methods are more widely applied to BFP than previous prediction methods.
As one of the classic unsupervised clustering algorithms, Fuzzy C-Means (FCM) algorithm have been widely applied in many fields, such as image processing [9] , electric power [10] , pattern recognition [11] , medicine [12] and so on. Although the FCM is a very popular algorithm, its effectiveness is only limited to spherical clusters in which the sample data distribute. When data distribute in more complicated geometry, or there are the noise and incomplete data, FCM does not perform well [13] . It is the reason that this model employs squared-norm to measure distance between samples and central points in the Euclidean space. The financial data doesn't accord with the spherical distribution, so the FCM can't obtain satisfactory result. The kernel method can map the original data into a high-dimensional feature space, in which the data are easier to be clustered. Therefore, it can overcome the problem of the FCM that the FCM is integrated with kernel method. Chen [14] employed fuzzy kernel c-means as basic clustering for network intrusion detection. Senthil and Chandrakumar [15] introduced one kind of kernel fuzzy c-means based on Gaussian function for the purpose of segmentation of medical images. Chen et al. [16] used kernel distance fuzzy c-means clustering method to overcome the target-aspect sensitivity in radar high resolution range profile recognition.
It is very clear that the FCM with kernel method has been applied to some fields. But the present kernel fuzzy c-means (KFCM) is almost researched based on the Gaussian kernel function, which may miss the advantage of other kernels. To compensate these deficiencies, this article respectively selects three of the most common kernel functions included Gaussian, Polynomial, Sigmoid kernel function to integrate with the standard FCM algorithm. Then, the KFCMs with different kernel functions are creatively used to predict business failure and made a comparison to each other, and compared with the standard FCM. It is the conclusion that KFCMs have better prediction accuracy. The paper is organized as follows. Section 2 illustrates foundation theories related to this paper which include the standard FCM algorithm and kernel method. Section 3 proposes how to combine the kernel function with the FCM algorithm. Section 4 is the empirical research that describes the process of the business failure prediction by KFCM method. Section 5 concludes the paper.
Foundation Theory Fuzzy C-means Algorithm
The fuzzy C-means algorithm was first formally introduced by Dunn [17] , which embedded the fuzzy c-partitions into K-means and adopted degree of membership to determine which cluster an element belongs to. As the typical clustering techniques, the FCM is based on minimization of the following objective function: 
 
Then, the FCM algorithm would be iteratively optimized the degree of membership 
This iteration will not stop until the difference of the degree of membership between iterations is smaller than one very small constant.
The Kernel Method
The kernel-based technique applying a learning algorithm was successfully applied to pattern recognition and image processing etc. Its main idea is to choose a kernel function instead of a mapping  , which can map the original data into a high-dimensional feature space for ). According to Mercer's theorem, we know that any symmetric positive semi-definite kernel represents the inner product in the higher-dimensional space. Therefore, the kernel in the feature space can be represented as the following function:
where   
where σ, a, c, and n are the adjustable parameters of the above kernel functions. Besides, the sigmoid function can be regarded as kernel function only when the parameters meet some specific conditions. In this article, we will adopt these kernel functions to make analysis.
Fuzzy C-means with Kernel Function
It is very easy to map from original data to a high-dimensional feature space by kernel method, and obtain better classification result in the high-dimensional feature space. Therefore, this paper proposes to bring kernel function into FCM algorithm, no doubt which can greatly improve the classification result of FCM. The modified objective function is given by: 
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The derivation of the prototypes depends on the specific selection of the kernel function. We can obtain different results by different kernel functions.
Empirical research The Selection of Samples and Financial Indices
China Securities Supervision and Management Committee (CSSMC) specially treated quoted companies that had negative net profit in two consecutive years. This article selects such companies as business failure samples, and chooses non-ST companies as normal samples. All samples should been selected from the same time and the same industry so as to the reasonable comparison. Therefore, we select 122 samples in the manufacture industry from Shenzhen and Shanghai Stock Exchange between 2011 and 2014, in which 61 samples were specially treated and operated well in the previous 5 years, and the others were contemporaneous normal samples. In addition, the financial reports of quoted companies are published in the beginning of next year, then CSSMC decides whether they should be specially treated in the same year. So, in this paper, financial data were selected in the year of T-2 when a company had business failure in the year of T.
According to the above selection criterion, fifteen financial ratios of such companies are used as candidate variables. They are shown in the Table 1 . 
Experimental Design
After financial indices have been confirmed, we need to further process these data because of their strong or weak correlations in which much repeated information exist and make many unnecessary troubles. Principal component analysis (PCA) method can extract the most important information from original data based on the loss of the least information. Therefore, in this paper, PCA method calculated in the SPSS19.0 software is adopted to preprocess original financial indices. At last, we obtain 7 principal components whose eigenvalues are greater than 1 and cumulative value of contribution is 80.572%. In the next experiment, these 7 principal components are regarded as the input data instead of 15 financial indices.
To fully exhibit the advantage of kernel method, we respectively select three of the most common kernel functions included Gaussian, Polynomial, Sigmoid kernel function which are shown in the 2.2 section to improve the FCM algorithm. First, we use three models with different kernel function to compare the prediction accuracy in business failure. Then, the standard FCM algorithm is compared with improved models for testing validity of the introduced kernel method. In addition, we use traditional methods of 5-Folds Cross Validation to show optimized process and the best classification accuracy. Last, to enhance reliability of experiment results, the above process is repeatedly carried out 10 times. The final statistical results are average values based on 10 times operation.
Experimental Result and Comparative Analysis
According to the description of the previous section, we obtain the prediction outcomes of KFCM models with different kernel functions, which are shown in the Table 2 and 3. The KFCM with polynomial kernel function has the best prediction accuracy whether in the training set or testing set. But in terms of the prediction of normal companies, polynomial kernel has only 93.61% accuracy in training set and 93.24% accuracy in testing set, which are worse than Gaussian, sigmoid kernel. On the contrary, to the prediction of ST companies, polynomial kernel has 78.85% accuracy in training set and 65.84% accuracy in testing set, which are better than two other kernel functions. In addition, the standard FCM algorithm has 80.96% accuracy in training set and 76.05% accuracy in testing set. KFCMs have better performance than the standard FCM. It is the histograms in the Fig.1 and 2 that show prediction accuracy of KFCMs with the different kernel function. Fig.1 is in the training set, and Fig.2 is in the testing set. It can easily observe that all of normal companies have higher prediction accuracy than ST companies.
At last, we can believe that the KFCM with polynomial kernel is the best model to predict business failure, the KFCM with Gaussian kernel is worse than the previous model, and the KFCM with sigmoid kernel has the worst performance among the improved models. But all of KFCMs are better than the standard FCM model. 
Conclusion
In this research, we proposed a new approach that integrated FCM algorithm with kernel function for predicting business failure. Three kernel functions including Gaussian, Polynomial, Sigmoid kernel function were respectively introduced in the FCM to compare which one has more classification accuracy. It is the conclusion that the KFCM with the polynomial kernel function makes better performance than others, and all of KFCM models have greater prediction accuracy than the standard FCM algorithm.
The KFCM has advantages to predict business failure. It can deal with the more complex distribution of the data, and have good performance to the noise and incomplete data, which conform to the characteristics of financial data.
