Abstract. Workflow is the key technology for business process automation, while distributed workflow is the solution to deal with the decentralized nature of workflow applications and the performance requirements of the whole system. In this paper the architecture of distributed workflow execution is given, and the centralized model called CWF-net, which is based on colored Petri net, is presented. Based on the centralized model, a novel model fragmentation algorithm is proposed. This algorithm partitioned the centralized model into fragments by duplicating the places shared by transitions which are executed in different sites. The behavioral equivalence between the CWF-net and resulted fragments are guaranteed by the extended firing rules. Then the correctness of the fragmentation algorithm is discussed, the correctness criteria comprises completeness of the fragmentation, completeness of each fragment, and the behavioral equivalence after fragmentation. Finally the future research work is pointed out.
Introduction
Workflow is the key technology for the coordination of various business processes, such as loan approval and customer order processing [1] . By setting up the process model and enacting it in the workflow server, it can help to streamline the business process, deliver tasks and documents among users, and monitor the overall performance of the process.
Traditional workflow systems are often built upon the client/server architecture, in which a single workflow server will be responsible for the operation of the overall process. But this sort of centralized systems may bring about many disadvantages. First of all, in the internet age, the process itself may be distributed among geographically dispersed business partners, therefore the workflow applications are inherently distributed. Secondly, the reliability of the centralized system cannot be guaranteed since there can be a single point of failure. Last but not the least, the performance of the centralized system may be drastically degraded when there are too many process instances to handle.
To solve the problem that centralized workflow systems cannot overcome, many distributed workflow systems are designed from different approaches. The Exotica system [2] developed by IBM Almaden Research center proposes a completely distributed architecture, in which the information among servers is transferred by the persistent message queue. And by this means, the reliability of the system is highly enhanced.
The Mentor Project [3] of the University of Saarland developed a traceable and scalable workflow architecture. A formal model called state chart is used for workflow specification, and a model partitioning method is proposed by mapping a centralized state chart to distributed ones, each comprises a single state. A theorem has showed that this mapping is a homomorphism between state charts, which means that the transformation preserves the behavior of the original specification.
The Dartflow [4] project has shown the use of the mobile agents in distributed workflow execution. In Dartflow, the workflow model is fragmented dynamically, i.e., when one task is completed, the remaining model, which has not been executed, is partitioned, and the partitions are carried by mobile agents and sent to different sites which are responsible for them.
Workflow specification, or process model provides the information of the process, and it's the basis to computationally support business processes automation. In distributed workflow execution paradigm, the whole process must be partitioned into fragments before execution, and each fragment is designated to a workflow server at which it is to be executed. However, the research works in this field mainly focus on the design of the system architecture and the implementation based on specific communication mechanism. As far as we know, little attention has been paid to the formal method of model fragmentation. Mentor project proposes an approach for model partition, but it just separates states from a state chart, and does not consider which ones are to be executed at the same server.
In this paper we propose a Petri net based approach for model fragmentation. First we discuss the distributed workflow execution architecture, through which we explain how a workflow process is handled by multiple servers. Our centralized process model is based on the well known colored Petri net, and we present the algorithm to partition the centralized model into fragments. The partition is done by duplicating the places connecting different transitions which are not to be executed at the same server. An example is also given to illustrate the algorithm. Another contribution of this paper is that the correctness of our fragmentation algorithm is analyzed in three aspects, i.e., completeness of the fragmentation, completeness of each fragment and the behavioral equivalence after fragmentation. Finally the future work is presented and a conclusion is drawn.
Distributed Workflow Execution Architecture
In traditional workflow system, there is a single workflow server to take charge of the operation of the overall process, so the workflow engine must communicate with each task agent, deliver necessary information and retrieve the outcome of a task, as it shows in Fig. 1 (a) .
While in the distributed paradigm, there are many workflow servers (also called sites, for the reason that the servers are often geographically dispersed), and each task is designated to be executed in one of them. After each task is labeled with a server identifier, the process model is separated into several fragments, each coordinated by one server. For example, in Fig. 1 (b) , first the centralized model is given. Then task 1 to task 8 are labeled with the server name of which they are designated to (task 1 and task 2 are designated to server 1, task 4 is designated to server 2, task 3 and task 5 are designated to server 3, task 6, 7 and 8 are designated to server 4). After labeling, it's natural to see that the model is divided into four fragments, i.e., f 1 , f 2 , f 3 and f 4 , and each fragment consists of one or more adjacent tasks which are designated to the same server. Note that servers must communicate when the execution is transferred from one sever to others.
Centralized Workflow Model
The workflow model used in this paper is an extension of the WF-net [5] proposed by Van der Aalst. WF-net is a special class of Petri net, which prevails in workflow modeling field because of its graphic nature and theoretical foundation. The WF-net has shown its advantages in workflow model verification [5] , whereas it's hard to be used to model a real business process because it cannot depict the relevant data and the precondition for tasks. In the meantime, it's well known that colored Petri net [6] can be used in modeling data and condition for tasks, so we combine the WF-net and the colored Petri net for the modeling of workflow in this paper. Below is the definition of CWF-net, which is used for centralized workflow modeling. From the definition above we know that a CWF-net is a kind of colored Petri net with the structure characteristics of a WF-net. The color sets for all places are the same, and the token identifies the process instance as well as the relevant data items. There is at most one token in each place, each arc expression represents the initial token in source place, and the guard functions on transitions are used to model the conditional dependencies between tasks. Fig. 2 is an example of CWF-net, which represents the centralized model in Fig. 1 . Note that the guard functions at t 6 and t 7 are mutually exclusive so that only one transition is enabled when p 6 holds one token.
Definition 1 (CWF-Net). A colored Petri net CPN (Σ, P, T, A, N, C, G, E, I) is a colored WF-net (CWF-net) if and only if: (i) (P, T, A, N) forms a WF-net

Fig. 2. An Example of a CWF-net
We call a colored WF-net (Σ, P, T, F, C, G, E, I) sound if and only if (P, T, A, N) is a sound WF-net, in this paper it's assumed that before fragmentation the centralized model has been verified for its correctness, therefore we assume that the CWF-net is sound.
Fragmentation Algorithm
There are two kinds of fragmentation scheme, the static one and the dynamic one. In this paper we only consider the static fragmentation method, that is, the whole model is fragmented when the workflow process is ready to instantiate.
The basic idea about static fragmentation is that when the centralized model is given and each task is labeled with the server (site) id, the model is fragmented. The method for decomposition (or fragmentation) is inspired by the idea that if the adjacent activities are planned to execute on the same site, then they can be put into a single fragment and sent to the site they are designated to. In a CWF-net, activities are represented by transitions and connected by places. When we decompose the whole process model into smaller parts that can be executed at different sites, we must assure that each resulted fragment is started and ended by places, just as the original CWF-net does.
For the sake of simplicity, we define some functions which will be used throughout this paper. 3 .
Definition 2 (Some Functions). In a CWF-net (P, T, A, N) ∀t∈T, function site(t) returns the id of the site at which task t is executed. ∀T'⊆T, site(T') = {s| s = site(t), t∈T' } ∀p∈P function dup(p, k) returns a set of duplicated places
Fragmentation Algorithm
Algorithm 1 shows our method for model fragmentation. Through Algorithm 1, a CWF-net is divided into a set of colored Petri nets, and each represents a fragment that can be executed in one site. When we impose Algorithm 1 to the CWF-net in Fig. 2 , four fragments are obtained, as it shows in Fig. 3 . Note that in Fig. 3 , the fragments are encircled by dashed rectangles and duplicated places are grouped by ellipses.
Algorithm 1 (Model decomposition)
Given a CWF-net (Σ, P, T, A, N, C, G, E, I ) For each p i in P If (k=|site(
Firing Rules in Fragments
From Fig. 3 we know that in the fragments we obtained, places are classified into two categories, one is the kind of places which exist in the original CWF-net, for example, p 0 and p 1 in fragment f 1 , we call this kind of places common places; the other is the places generated by the dup function, we call them duplicated places, for example, p 21 and p 31 in fragment f 1 . For places of different types, we have different firing rules. 1. Local firing rule: for the common places, the firing rule is the same as ordinary Petri nets. 2. Global firing rule: for the duplicated places, we suppose that if a duplicated place p d possesses one token, then this token is shared among all duplicated places generated by the same place in original WF-net, i.e., dups(p d ). And once any duplicated place p d fires a transition then this token is removed and cannot be used by any other duplicated places in dups(p d ).
For example, in Fig. 3 place p 0 and p 1 are common places, so the firing rule is the same as ordinary Petri nets. After the firing of t 1 and t 2 , duplicated places p 21 and p 31 hold one token respectively. Because p 21 and p 31 are duplicated places, according to the global firing rule, the token in p 21 is shared with p 23 , so transition t 3 is enabled. With the same reason, p 31 shares the token it holds with p 32 , so transition t 4 is enabled. By firing t 3 and t 4 , fragment f 2 and f 3 become active and the process is executed continuously. 
Correctness of Fragmentation Algorithm
In this section we come to the correctness issue of the fragmentation algorithm. Generally the following three aspects are taken into account, i.e., completeness of the fragmentation, completeness of each fragment and the behavioral equivalence after fragmentation. We are going to discuss the three aspects respectively.
Completeness of the Fragmentation
The completeness of the fragmentation concerns whether all the fragments can be put together to rebuild the original model.
Through Algorithm 1, a CWF-net is partitioned by duplicating the places which are shared by different fragments. For brevity, we only concern the structure of the fragment, hence we can denote a CWF-net as PN (P, T, F), in which P is the set of places, T is the set of transitions, and F is the set of arcs.
Suppose that by applying Algorithm 1, PN is partitioned into m fragments, i.e., {f 1 , f 2 , ... , f m }, and f i = (P i , T i , F i ) for 1≤i≤m. We know that if we define p= ∪dup(p, k) for p∈P, then we have
This kind of partition of a Petri net is called union decomposition in [7] , and from the equation above we know that no information about the CWF-net is lost after fragmentation.
Completeness of Each Fragment
The completeness of each fragment concerns whether each fragment has sufficient information to execute. From Algorithm 1 we know that each fragment is started by one or more places, which denotes the pre-conditions for tasks; and ended by one or more places, which denotes the post-conditions for tasks. In case of conflict, which task to be executed is determined by the local and global firing rule, together with the guard functions on transitions. So we can conclude that each fragment has sufficient information to execute.
Behavioral Equivalence Between CWF-Net and Fragments
The behavioral equivalence between the CWF-net and the fragments concerns whether the fragments have the same behavioral characteristics with the original CWF-net. Because the fragmentation algorithm imposes union decomposition on the CWF-net, and with the extended firing rules we proposed (i.e., the local firing rule and the global firing rule), the reachability graphs of the fragments and the CWF-net are the same, which means they are behavioral equivalent.
Conclusions
In this paper a formal model fragmentation method for distributed workflow execution is discussed. Given the architecture for distributed workflow execution, we partitioned the centralized CWF-net into fragments by duplicating the places shared by tasks executed at different sites, and the behavioral equivalence between the CWF-net and resulted fragments are guaranteed by the extended firing rules.
The correctness of the fragmentation algorithm is ensured because no information is lost after fragmentation, each fragment has sufficient context to execute, and the fragments are behavioral equivalent to the original CWF-net.
Future research issues include the dynamic fragmentation method and the fragmentation policies. This paper only deals with static fragmentation method, i.e., in the situation that the execution site of each task is designated before the process is going to initiate. But when the process is enacting among different sites, some sites may become very busy, or even unavailable, so it's reasonable to believe that designating execution sites for tasks and do fragmentation dynamically will increase the flexibility and performance of the system.
Another issue is the fragmentation policies, that is, the biases we take when we group adjacent tasks into fragments. There are many factors influencing the fragmentation policy. For example, sometimes the tasks belong to the same organizational unit or located at the same place should be put into one fragment for management convenience. And in the data-intensive processes, tasks which exchange large volume of data should be put into one fragment to reduce the data transfer amount among sites. And sometimes which tasks are to be put into one fragment is decided by the process user. All these policies must be studied in detail to improve the availability and performance of the workflow system.
