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Abstract
In dye sensitized solar cells, three structurally similar dyes are commonly employed to sen-
sitize anatase nano-crystals, namely the cis-bis(isothiocyanato)bis(2,2’-bipyridyl-4,4’-dicarboxylato)-
ruthenium(II) dye (N3), its twice deprotonated (N719) and completely deprotonated (N712)
form. Using density functional theory, several possible binding geometries of these dyes are
identified on the anatase(101) surface. Computed relative energies show that protonation of
the surface can strongly influence the relative stabilities of these configurations, and could
induce a conformational transition from double bidentate-bridged binding to mixed biden-
tate/monodentate binding. Attenuated total reflection (ATR)-IR experiments and computed vi-
brational spectra provide additional support for a protonation dependent equilibrium between
two different configurations. Furthermore, self-assembly in chains of hydrogen bonded dye
molecules seems structurally favorable on the anatase(101) surface, for enantiopure dyes a
packing density of 0.744/nm2 could be achieved.
Introduction
Solar cells based on a thin optically transparent film of nanometer-sized titanium dioxide parti-
cles, coated with a monolayer of charge–transfer dye and in contact with a liquid electrolyte, have
been established as a promising approach for an efficient and cheap conversion of sunlight into
electricity.1 In order to understand and ultimately improve the performance of these devices, it is
important to characterize the structure of the active interface and to understand in detail the chem-
ical mechanisms that influence the operation of the cell. The performance of a dye sensitized solar
cell (DSSC) is strongly influenced by various properties of the sensitizing dye. So far, ruthenium
polypyridyl complexes display the best performance. In particular, the prototypical high-efficiency
DSSCs, with efficiencies of 10% and more, are based on the N3 dye2 and its doubly deprotonated
form3 (N719). In the past ten years, the interaction of these dyes with the surface of titanium
dioxide has been studied experimentally and theoretically in detail.4–12 Most studies suggest that
two carboxylate groups of the dye bind to the surface, but due to the complexity of the system,
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uncertainty about the coordination type of the carboxylate groups and the precise orientation of
the dye at the surface remains. For example, IR-experiments aimed at determining the coordi-
nation type concluded, depending on the setup, that bidentate chelating, bidentate bridging or a
monodentate coordination of the carboxylate groups is possible.4–7,10 Furthermore, also the ques-
tion which combination of the four carboxylate groups binds to the surface is not yet answered
unambiguously.8,9
Figure 1: Schematic representations of the N3, N719 and N712 dyes.
Here, we combine computational modeling of the N3, N719 and N712 dyes (shown in Fig-
ure 1) on the anatase(101) surface with in situ attenuated total reflection (ATR)-IR spectroscopy to
study in detail the interaction of the dye with the oxide, and investigate the role of surface protons
in determining the equilibrium geometry. Our computational approach differs from previous work
in its use of a slab geometry (i.e. crystal like periodic boundary conditions) for the oxide, which
allows for a more rigorous calculation of the relative energies of the various dye conformations.
Vibrational spectra for all low energy conformations have been computed and have been used to
assist the assignment of the experimental spectra. Recent developments of the CP2K program13,14
have made the required calculations on relatively large models (400-1300 atoms) practically fea-
sible. Anticipating our results, we find evidence for a protonation dependent binding mode of the
dyes on the anatase(101) surface, and suggest that self-assembly might play a role in reaching high
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coverage in a protic environment.
Methods
All density functional theory calculations were performed using the CP2K program package.14
DFT calculations are based on the hybrid Gaussian and plane wave (GPW) scheme15 with the
Perdew-Burke-Enzerhof16 exchange correlation functional and corresponding pseudo potentials.17,18
The solvent in the molecular dynamics simulations has been described with Gaussian basis sets of
double-ζ quality with one polarization function, while a more accurate triple-ζ basis with dou-
ble polarization has been employed for the dye.13 The exception is ruthenium, for which highly
accurate molecularly optimized19 basis sets have been used. Basis sets for Titanium and surface
oxygens have been optimized separately the same way as previously described.19 For Titanium a
DFT+U correction has been applied, such that the computed band gap matches the experimental
one, to partially compensate for self interaction errors. The plane wave density cutoff was set to
400 Ry. The periodically repeated unit cell measures 22.69 × 20.45Å2, and a three layer slab has
been used for all calculations (144 TiO2 units), except where mentioned explicitly otherwise. For
all calculations, the defect free (101) surface has been adopted as a model. This setup models
the majority surface of anatase nanocrystals, but cannot account for the precise morphology of the
nanoparticle film. Experimental data will thus likely contain further contributions from interactions
of the dye with surface defects and minority surfaces, contributing to the complexity of the system.
Geometry optimizations have been performed using the Broyden-Fletcher-Goldfarb-Shanno algo-
rithm using a maximum displacement of 0.0002Å as convergence criterium, and allowing all atoms
to relax. Vibrational analysis of the dye on the surface was performed employing mode selective
vibrational analysis20 as implemented in CP2K converging all modes in a range between 1100 and
2200 cm−1. The initial configuration for ab initio molecular dynamics have been obtained by 1 ns
preequilibration of the solvent, keeping the other positions fixed, using force field based molecular
dynamics. The FF for acetonitrile is based on point charges, van der Waals interactions and har-
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monic bonded terms as found in literature21 , while the interaction between the surface and solvent
has been derived and validated against ab initio data in our earlier work,22 solvent-dye interac-
tions are parametrised based on the generalized Amber force field. The full system was afterwards
equilibrated for another 6 ps using ab initio MD, in the NVE ensemble, with the settings described
above, but a reduced cutoff of 280Ry.
Infrared spectra were measured on a Bruker IFS 66/S FT-IR spectrometer equipped with a ded-
icated ATR-IR attachment (Optispec) and a liquid nitrogen cooled MCT detector. All spectra were
recorded at a resolution of 4 cm−1. The titania layered Ge prism was fixed within an in house built
stainless steel flow cell. The volume of the cell (< 0.052 ml) was defined by a viton O-ring fitting
into a groove in the steel cell body. The flow-through cell was cooled by means of a thermostat and
the measurements were performed at 40◦C The flow of liquid over the sample was controlled by
means of a peristaltic pump (ISMATEC Reglo 100) located behind the cell. Liquid was provided
from three separate glass reservoirs. The flow from the reservoirs was determined by a computer
controlled pneumatically actuated three way Teflon valve (Parker PV-1-2324).
Deposition of titania (Ti-Nanoxide D, Solaronix CH) onto the Ge (Harrick, 50 x 20 x 1 mm) inter-
nal reflection element (IRE) was performed as described (http://www.solaronix.ch/technology/assembly/)
by Solaronix. Prior to the film preparation, ca. 10 nm of TiO2 was deposited on the Ge IRE by
physical vapor deposition (PVD). This was necessary to fix the Nanoxide particles on the IRE.
Fixation was achieved by calcining the dried Nanoxide film on the prepared Ge IRE at 460◦C for
1h. Dye adsorption on the PVD titania showed that the ATR-IR signals were negligibly small
compared to the signals obtained on the Nanoxide films. The dyes (N3, N719 and N712) were
purchased from Solaronix. Ethanol (EtOH, Fluka 99% puriss) was used as received. Trifluoracetic
acid (TFA, Fluka) and ammonia (2M solution in ethanol, Aldrich) were dissolved in EtOH to ob-
tain corresponding solutions of 2mM. Assuming refractive indices of 2.5 for the wet film and 4.0
for Ge, a penetration depth dp of 1.2 µm (0.4 µm) at 1000 cm−1 (3000 cm−1) was calculated.
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Structures and Energetics
It is intuitive that dyes like the N3 dye use their carboxylate groups to bind to the TiO2 surface.
On the top layer of the anatase(101) surface, the most favorable anchoring points for these groups
are the low coordinated titanium atoms (5–fold, Ti5c). However, several surface sites and four car-
boxylate groups are available for binding, and three different coordination types for a carboxylate
group to a metal oxide – monodentate, bidentate bridging and bidentate chelating – are known.
A wide range of binding geometries is therefore, in principle, possible. In this work, based on
systematic computations of the relative energies of these configurations, a limited subset of likely
configurations is identified.
The carboxylate groups can be either trans or cis to a SCN-ligand, so even with a single anchor-
ing group, two different orientations of the dye are possible. Computed relative stabilities show
that singly anchored dyes are less stable than dyes that have two or three groups binding to the sur-
face. This is consistent with spectroscopic measurements indicating that two groups are involved
in the anchoring of the dye.7,10 None of the optimized structures binds in a bidentate chelating
way. We therefore focus on the structures shown in Figure 2 that all feature two or three binding
carboxylate groups either in a bidentate bridging or monodentate coordination. First, we discuss
the case in which all binding groups are available in a deprotonated state, and no surface protons
are present.
The double anchored structures can be divided into three different classes depending on the
distance between the anchoring groups along the [101¯] vector of the surface. Structures A, B and
C are bound to Ti5c without spacing along this vector, i.e. bound to the Ti sites along the [010]
vector. As shown in Figure 3, these three structures are approximately 20 kcal/mol higher in en-
ergy than the most stable configurations found. Hence, they are unlikely to occur in the actual
device. Their low stability can be explained by the distortion of the dye structure that is required
to match the carboxylate group position to the Ti5c. Comparing the coordination types of the three
configurations, an interesting effect can be observed. In A the carboxylate group trans to the SCN
group is coordinating bidentate bridging while the cis group prefers the monodentate coordination.
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Figure 2: The different possible orientations and coordination patterns of the stable two–fold and
three–fold anchored dyes bound to the anatase (101) surface are shown. Differences can be either
found in the spacing along the [101¯]-vector, the relative position of the anchoring carboxylate
groups or the coordination type of the the carboxylate group to the surface. A top view of the I2,
in a dense packing arrangement, is shown in Figure 8. The coordinates of the optimized structures
are available as supplementary material.
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Figure 3: Relative Stabilities with respect to A of the different dye conformations shown with
their label as in Figure 2. Black data refers to the proton–free surface, while red data refers
to the situation where protons are added to the surface surface, and interacting favorably with
monodentate bound carboxylate groups. This strong interaction can shift the relative stability of
two configurations, for example for I1/I2 and H1/H2.
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The same preference of coordination type is found for B and C, where either both groups coordi-
nate monodentate or bidentate according to their relative position to the SCN ligand. Since in all
three configurations the environment of the carboxylate groups is equivalent, the explanation for
this behavior could be the trans influence of the SCN group. Also in the more stable configurations
discussed below, this effect is likely to persist.
D, E and F present the possible structures binding to neighboring Ti5c along the [101¯] vector.
Energetically these structures are of intermediate stability but still about 7-10kcal higher in energy
than the most stable configuration. In all three structures a mixed monodentate/bridging coordina-
tion pattern is found. This pattern can be explained by the interactions of the biisonicotinic acid
ligand with the surface, in particular the top layer of low coordinated oxygen (O2c). Essentially, if
there is no steric interaction between the biisonicotinic acid ligand and the O2c, a bidentate bridg-
ing coordination type is preferred. A monodentate coordination is adopted if strong interactions
between the O2c and the ligand would result from bridged binding. Indeed, the monodentate coor-
dination allows for a larger spacing between the ligand and the surface, and the energetic penalty
of adopting a less stable monodentate coordination, might be balanced by the reduced steric inter-
action. For D, E and F, only the mixed bidentate/monodentate coordination was found to be stable.
From F it is possible to derive a structure bound via three carboxylate groups to the surface (G).
This structure is the only stable triple–bound structure we have identified. However, the energy
gained by going from a double bound to a triple bound structure is modest. In the actual cell, the
triple bound systems has to displace more solvent molecules from the surface. As estimated in Ref.
22, the interaction energy between acetonitrile and the anatase(101) surface can reach 4-5 kcal/mol
for a single acetonitrile molecule interacting with a neat surface. In presence of a solvent, the total
energy balance might thus be in favor of the double bound configurations.
The most stable double anchored structures, H and I, are obtained for maximal spacing between
the carboxylate groups along the [101¯] vector. Both the mixed bidentate/monodentate binding (H1
and I1) and the double bidentate-bridged binding (H2 and I2) are stable. Note that even in the I2
the two ligands are not equivalent, and only one of the two ligands can adopt the monodentate
9
configuration to yield the mixed binding I1. The double bidentate configurations are lower in
energy than the mixed configurations. In agreement with earlier suggestions,8 I2 is the most stable
configuration. Typical Ti–O(dye) bond lengths are 2.08Å for the bidentate-bridged bonds, and
2.02Å for the monodentate bonds.
The discussion above referred exclusively to relative energies computed for dyes interacting
with a defect-free, clean surface. Solvent and surface defects might influence the relative stabilities
of the various configurations. As shown in Figure 3, in the presence of surface protons the relative
stabilities of the configurations are strongly influenced. For this setup, a reorientation of F into G
was found, as the hydrogen bond at the monodentate group induced a small rotation of the dye,
allowing for stronger interactions of the free carboxylate group with the surface. Monodentate
binding carboxylate groups can form a strong ’hydrogen bond’ to a nearby surface bound proton,
while bridged bidentate groups cannot. In the absence of the solvent, the stabilization due to this
interaction is approximately 17 kcal/mol. This is reasonable if one considers that both the proton
and the carboxylate group involved in this bond are charged groups, and that this ’hydrogen bond’
thus has the character of a salt bridge. In the presence of (surface) protons, the double bridged
configurations (H2 and I2) are thus relatively unfavorable, and mixed bridged/monodentate forms
(G, H1 and I1) are energetically preferred. In the presence of a solvent, the stabilization due to
hydrogen bonding is expected to be smaller than in the gas phase,23 especially for the conformation
G which forms a very strong hydrogen bond. Nevertheless, it is clear that protonation can influence
the binding geometry. Since interconversion between H1 and H2, and I1 and I2 is facile, a pH-
dependent equilibrium between these configurations is to be expected. To verify the impact of the
slab thickness on our calculations, we have reoptimized the I1 and I2 configurations (protonated)
on a six layer slab, the relative stability was 11 and 7 kcal/mol on the three and six layer slab,
respectively. This difference is non-negligible, but might be similar in magnitude to the effect of
other approximations in the computational setup. The reduced energy difference for the larger
model is consistent with the proposed equilibrium between configurations. Additional theoretical
and experimental support for such an equilibrium is presented in the next section.
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IR-experiments and computations
Figure 4: Shown are the experimental IR spectrum of the N3 dye adsorbed on anatase nano-
crystals in EtOH(black) and the computed IR spectrum (red) for the fully protonated configuration
I1 on the anatase(101) surface. As discussed in the text, most spectral features match to within the
accuracy of the computational setup.
Using mode selective vibrational analysis,20 frequencies in the range from 1100 to 2200 cm−1
have been computed for all dye geometries A–H as optimized on the neat and protonated surface.
As shown in Figure 4, a good agreement between calculations and experiment is obtained. How-
ever, a vibrational analysis for these large condensed phase systems is computationally demanding
and technically challenging, and some differences remain. In particular, changing the total charge
of the simulated system, for example changing from a neat to a protonated surface, can induce
a shift of 30 cm−1 in sensitive modes such as the stretching vibrations of the carboxyl groups.
Similarly, the computed intensity is likely to be strongly influenced by the restriction of vibra-
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tional analysis to solvent free systems. This is due to the fact that the intensity is related to the
derivative of the system dipole, which is poorly screened in the absence of solvent. Furthermore,
for these calculations, free carboxyl groups are left protonated to reduce the overall charge of the
system, while experimentally they can also be deprotonated. A detailed one to one comparison of
computed and experimental spectra is thus not straightforward, but calculations can assist the as-
signments of the experimental spectra. Consistent with our estimated precision, we therefore only
report an average frequency, rounded to five wavenumbers, for each coordination type. Except
for B, all configurations have at least one carboxylate group coordinating bidentate bridging to the
surface. The νasymCOO for this groups is found at 1480-1500 cm
−1 in all configurations. The νsymCOO
is somewhat more sensitive to the orientation of the dye, but appears always in a range between
1360 to 1390 cm−1. For the monodentate groups in configurations D,E,F,I1, and H1 the νOC=O
is found close to 1670 cm−1 and, with slightly larger spread, the νOC−O between 1240 and 1260
cm−1. Finally, the free carboxyl groups give signals at 1000-1100 cm−1 (δOCO−H), 1220-1270
cm−1(νOC−OH) and 1700-1740 cm−1 (νHOC=O). The computed frequencies are in good agree-
ment with signals found in experiment (Figure 4 and Figure 5), but cannot be used to uniquely
identify a particular binding geometry. The difficulty in identifying a particular configuration is
in part due to the presence of unspecific signals such as ring modes in the experimental spectra
that overlap with potentially revealing signals such as νasymCOO . At the same time, computed normal
modes are often fairly complex as a significant mixing between elementary vibrations with similar
frequencies is observed (see supplementary materials). Note that these overlaps might render these
ring modes unsuitable for the purpose of normalization, as the intensity at these frequencies might
be influenced by the binding geometry.
The experimental ATR-IR measurements have been performed on the N3 (sequence 1), N712
(sequence 2) and N719 (sequence 3 and 4) dyes adsorbed on sintered anatase nano-particles. These
dyes are initially protonated, deprotonated and partially protonated respectively. In each sequence,
the protonation has been varied after adsorption by treatment with the acid TFA and the base
ammonia, which provides detailed data on the spectral features related to protonation and depro-
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Figure 5: Shown are the experimental IR spectra for the N3 (sequence 1), N712 (sequence 2),
N719 (sequence 3 and 4) dye on mesoporous TiO2 while flowing either neat ethanol (black), or
solutions of ammonia (blue) and TFA (red). For all spectra, the neat solvent in contact with TiO2
has been used as a background, and TFA and ammonia signals thus remain in the spectrum.
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tonation of the system. The adsorption process of each dye was monitored by ATR spectroscopy,
ending with the corresponding spectrum (black line) shown in Figure 5. In sequence 1 and 3, the
proton containing N3 and N719 dyes were then contacted with a solution of dissolved ammonia
(blue line) and finally with dissolved TFA (red line). In sequence 2 and 4, a similar experiment
is performed with the N712 and N719 dyes. In this experiment, the adsorbed dyes were con-
tacted first with TFA (red line) and then ammonia (blue line). In sequence 1, the νHOC=O signal
at 1728cm−1 completely vanishes upon treatment with ammonia, indicating that the base is strong
enough to deprotonate the dye. Comparing the integrated intensities of the SCN signals (2112
cm−1) in sequence 2, this signal is found to be almost independent of the protonation state of the
dye. This suggests that, starting from the dye in a deprotonated state, ammonia does not desorb the
dye, and that protonation does not influence the SCN intensity. The latter observation is in contrast
to the suggestion in Ref. 10, where the difference in intensity between N3 and N712 was attributed
to a difference in induced dipole moment of the SCN group. Note that, if the dye is adsorbed
in the presence of protons (e.g. sequence 1), subsequent ammonia treatment results in a partial
desorption. Since the intensity of the SCN peak is less for the N712 dye than for the N3 or N719
dyes, and since the intensity is protonation independent, this indicates that less dye is adsorbed if
N712 is employed
To highlight the observed differences shown above, we present in Figure 6 the computed spec-
tra of I1 and I2 and the experimental difference spectrum of the N3 and N712 dyes adsorbed on
mesoporous TiO2 in the neat solvent. Before subtraction, the experimental spectra have been nor-
malized to the intensity of the SCN peak. Qualitatively similar spectra can be obtained subtracting
the spectra for the N712 dye in contact with ammonia and TFA, avoiding this normalization pro-
cedure. However, in that case additional TFA and ammonia signals lead to a more complicated
spectrum. In the difference spectra, the fitted Lorentzians in green account for more intense sig-
nals in a protic environment, while the Lorentzians in blue indicate stronger signals in the absence
of protons. Comparing the experimental difference spectrum to the computed spectra of I1 and
I2, the more intense I1 resp. I2 signals are generally found at the location of the fitted green,
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Figure 6: In the left panel, the computed spectra for configurations I1 (red) and I2 (black) are
shown. In the right panel, the experimental difference spectrum (black line) of the neat N3 and
N712 dyes adsorbed on mesoporous TiO2 is shown. This spectrum has been fitted (red line),
the individual Lorentzians in green and blue indicate more intense signals in the N3 and N712
spectrum respectively. Assignments based on calculations are shown near the measured bands,
but are not intended to resolve individual peaks. It can be observed that more intense signals in
the computed I1 and I2 spectra generally correspond to green (N3) and blue (N712) Lorentzians,
respectively.
resp. blue Lorentzians. As previously described, the computed signals at 1500 and 1670 cm−1,
which correspond to the νsymCOO and νOC−O vibrations, only match the experimental frequencies if
the estimated error of 30 cm−1 is taken into account. The difference in signals at 1720 and 1380
cm−1 is related to the protonation state of the free carboxylate groups, and thus not included in the
computed spectrum. Taking these effects into account, the computed spectra matches experiment
rather well, and provides further evidence for a pH dependent equilibrium of I1 and I2.
Discussion
Our calculations of the dye on the anatase(101) surface suggest that configurations H and I, which
are both favorable from an energetic point of view, can interconvert from a double bidentate-
bridged configuration to a configuration with mixed bidentate/monodentate binding. While the
double bidentate-bridged configuration is the more stable one in the absence of protons, the single
monodentate configuration can be stabilized strongly in the presence of protons. The experimental
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spectrum for the N3 dye shows increased intensity for regions that are expected in monodentate
configurations, but these could not be assigned uniquely, since all of them superimpose with un-
specific signals like νOC−OH and νHOC=O. Further support for a protonation dependent binding
geometry comes from ab initio molecular dynamics simulations of the full interface, i.e. oxide,
dye and solvent. These simulations have been started with configuration I2 in the absence of pro-
tons, and ran for 8 ps without change in binding mode. However, adding two protons to the surface,
but not directly interacting with the dye, led to a spontaneous change from I2 to I1 after 1.5 ps of
simulation. Also the latter configuration, shown in Figure 7, was stable for a further 8 ps of simu-
lation. These results provide further theoretical support that both states are stable in solution, and
Figure 7: Shown is a snapshot of an ab initio molecular dynamics simulations in which oxide,
dye and solvent have been treated explicitly. In this simulation, a transition from the I2 to the
shown I1 configuration has been observed after addition of surface bound protons. This snapshot
furthermore illustrates that the ordering of the first acetonitrile layer22 persists in the neighborhood
of the adsorbed dye. In this configuration, both SCN groups are exposed to the solvent, and the
sulfur atoms are approximately 10Å above the interface.
that interconversion could be rapid. It also suggests that not only direct hydrogen bonding to the
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dye determines the binding energy, but that there might be an indirect effect through changes in
the electronic structure of the surface due to protonation. Experimentally, the initial protonation
state of the dye is known to influence the solar cell efficiency.10 We therefore propose that protons
might affect the system’s efficiency not only by changing the relative position of the electronic lev-
els of dye and oxide, but also by changing the binding geometry. For example, both biisonicotinic
acid ligands are almost equivalent in configuration I2, while this equivalence is strongly distorted
in configuration I1, especially in the proton stabilized configuration. The electronic coupling be-
tween dye and oxide is thus likely to be different in these configurations. A quantification of this
effect is beyond the scope of the current paper.
Figure 8: Shown is the optimized structure of the most dense packing of configuration I2 on the
anatase(101) surface. In this configuration, each dye binds the oxide with the two carboxylate
groups trans to the SCN ligands, while the other two carboxylate groups interact with neighboring
dyes through hydrogen bonds. The bond length of the hydrogen bonds, drawn in red, is 2.38Å, the
surface coverage of the dye in this assembly is 0.744/nm2. The basic unit cell contains only one
dye, for the geometry optimization a larger super cell (shown for clarity only with color for the
dyes) has been employed.
Finally, we would like to discuss the observed partial desorption of the N3 dye when the system
is being treated with ammonia, while this desorption is not observed for the N712 dye. Even though
the different behavior of the two dyes could be related to a difference in binding geometry (e.g.
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I1 vs. I2), we believe that the interconversion between these two states is too rapid to explain
the difference in desorption. Instead, we propose that the N3 and N719 dyes can form stable
multimers on the surfaced that interact favorably with neighbors through the unbound carboxylate
groups. Short chains and clusters of the N3 dye at low coverage on a rutile surface have been
observed in STM experiments,24 and several dense packing arrangements have been discussed in
Ref. 8. Shown in Figure 8, is a densely packed arrangement of linear chains that share a single
proton between two carboxylate groups. Geometry optimization of this system yields hydrogen
bonds that are 2.38Å long, a favorable distance for a strong interaction. Note that only a single
proton per dye molecule is required for this packing. Deprotonation of the system with ammonia
would leave the system in an energetically unfavorable state, with charged carboxylate groups in
close proximity. In a densely packed arrangement, desorption could result. The N712 dye, in the
absence of protons, cannot form these chains and thus cannot reach the same dense packing. As
a result fewer dye molecules will adsorb initially and ammonia treatment should have no effect,
in agreement with our experimental observations. Note that two different enantiomers of the N3-
like dyes exist (Λ-N3 and ∆-N3). Due to the surface symmetry, chirality is not important for the
interactions of a single dye with the anatase(101) surface. However, the self-assembly presented
in Figure 8 is only possible for enantiopure dyes. A racemic mixture of molecules might not
display long range order, or, as has been observed experimentally for heptahelicene on Cu(111),25
form smaller domains of ordered dyes, or self-assemble with a different pattern. We therefore
suggest that the use of enantiopure dyes could lead to a denser dye packing, which in turn could
lead to improved device characteristics. We observe that in the self-assembled monolayer, all
four carboxylate groups have a structural role, either binding to the surface, or to neighboring
dyes. At the same time, the SCN groups are well exposed to the solvent, which will facilitate dye
regeneration through S-I− interactions and complex formation.26
As formation of hydrogen bonded chains requires a certain mobility of the dyes on the surface,
the mechanism of diffusion of the dye on the surface is of interest. Diffusion of carboxylate bound
molecules on TiO2 surfaces has been discussed in literature, and even for multiple-anchored but
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flexible molecules barriers as low as 14 kcal/mol have been reported.27,28 This would suggest
that diffusion and thus self-assembly is possible at the temperatures (20-80◦C) and time scales
(hours) employed experimentally for adsorbing the dye. We have investigated one mechanism for
surface diffusion along the [101¯] direction, assuming that diffusion could proceed as a sequence
of rotations of the COO group around the C–C bond, going from bidentate via a monodentate
transition state to bidentate at a new surface site. We obtained an approximate value of 40 kcal/mol
for the energy barrier of this mechanism by performing constrained geometry optimizations of the
dye on the neat surface, starting from the I2 configuration and rotating both binding carboxylate
groups simultaneously. If a non-concerted mechanism would be possible, despite the relatively
rigid shape of the dye, this large barrier could be significantly reduced. Alternatively, the solvent
or available protons could stabilize the transition state strongly by hydrogen bonding. Identifying
in an accurate and systematic way the mechanism for diffusion is beyond the scope of the current
work.
Conclusions
By a combination of in-situ ATR-IR experiments and computations the binding behavior of the
N3, N712 and N719 dyes on anatase(101) surfaces has been studied. Energetics from geometry
optimizations shown that the spacing of the binding carboxylate groups along the [101¯] vector is an
important factor for the stability of the different configurations, and that both biisonicotinic acids
ligands are involved in binding. In the solvent free model, three configurations G, H and I are
significantly more stable than the other configurations. A strong influence of surface protonation
and hydrogen bonds on the relative stabilities of the various configurations has been observed,
favoring a double bidentate bridging binding (H2 and I2) type in the absence of protons, and a
mixed bidentate/monodentate binding in the presence of protons (H1 and I1). A comparison of the
experimental IR data and computed vibrational frequencies supports that an equilibrium between
these states is present at the interface. MD simulations of the interface with explicit solvent and the
19
I configuration suggest that interconversion could be rapid. Provided a proton source is available,
as for the N3 and N719 dyes, the energetically favorable configurations I1 and I2 can form chains
of dye molecules on the surface. This further stabilizes these configurations, and allows for a
densely packed layer of dye molecules. Long range order will only be possible for enantiopure
dyes.
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