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Summary
In recent years, remote-sensing technology has become an essential tool for improving our
understanding of nearshore processes. Although LiDAR (Light Detection And Ranging)
scanners have been traditionally used for mapping nearshore or land areas, the application
of terrestrial laser scanners to study swash zone hydrodynamics and morphodynamics was
recently made possible thanks to the initiatives of few researchers. In this thesis, we explore
the use of 2D LiDAR scanners to monitor the time-varying surface elevation of breaking
waves in the surf zone. The surf zone constitutes one of the most challenging environments
in which to deploy instruments, due to the energetic wave conditions often found there.
Hence, obtaining complete wave profile measurements at a high sampling rate represents
a huge potential for better understanding wave transformation in the surf zone.
In the present study, we first use data obtained from a tower-mounted LiDAR scanner
deployed close to the shoreline to develop a new approach for studying inner surf zone wa-
ves at the wave-by-wave temporal scale. Waves are individually defined by extracting their
crest and are then tracked until the shoreline. In combination with the Radon transform,
we then apply this methodology to a numerical dataset of waves propagating and breaking
in a prototype scale wave flume. This dataset illustrates the mechanism responsible for
wave reflection in the nearshore: the reflected wave energy originates from the potential
energy of the preceding swash event. The influence of these reflected waves on surf zone
hydrodynamics is investigated at various temporal scales: the interactions between indivi-
dual waves as well as the impact of the reflected wave field on the mean circulation in the
surf zone are analysed and quantified.
The most innovative dataset used in this work was collected from a nearshore pier
at Saltburn-by-the-Sea, UK, where an array of three LiDAR scanners was deployed above
shoaling and breaking waves. A methodology to match the three LiDAR individual datasets
into a unique dataset is proposed and a technique to detect the break point from the scanner
measurements is also developed. The LiDAR scanners cover a maximum distance of about
100 meters in the cross-shore direction. This allows for an accurate description of the
wave transformation at various stages: from the shoaling area, to the break point and
through the inner surf zone until the runup in the swash zone. We finally present the first
direct measurements of surface roller geometry in field conditions. These measurements
in combination with a surface roller model shed light on the parameterization of energy
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In the nearshore region, waves break due to the decreasing depth and dissipate their energy
through many physical processes such as the generation of turbulence and the entrainment
of air into the water column. After the break point, waves propagate towards the shoreline
in what is referred to as the surf zone. In this dynamic region where both broken and
non-broken waves can be present, the breaking process greatly contributes, together with
the tides and the wind, to the mean circulation of the nearshore. From their generation
by the wind in deep water to the propagation and transformation into shallower regions,
the mechanics of oceanic waves are very complex; as such, this problem has kept and will
continue to keep scientists busy for many years. This is certainly the case for breaking
waves, which are characterized by complex, rotational and highly turbulent flows. The
collection of in situ measurements in the surf zone is also made very difficult due to the
presence of bubbles generated from entrained air at breaking and the presence of suspended
sediment in the water column.
Wave-induced hydrodynamics directly affect the beach, which is effectively the boun-
dary between land and ocean. The multiple spatial and temporal scales at which the
wave-induced hydrodynamics interact with the beach explain the complexity of nearshore
morphological processes. An individual wave can pick up or deposit material on a beach
face in a matter of seconds while the succession of storms in a region can change the sho-
reline over hundreds of kilometres for years. It is therefore vital to choose and define the
temporal and spatial boundaries of the problem when studying the surf zone. Here, we are
interested in the cross-shore transformation of individual waves, the geometrical changes
that they experience and their influence on surf zone hydrodynamics at a temporal scale
ranging from a second to a few wave periods.
The energetic conditions that are generally found in the surf zone (see Figure 1.1) and
the lack of adapted in situ instrumentation have previously limited field investigations of
nearshore waves. Hence, the understanding of coastal processes mainly originates from
laboratory experiments (Svendsen et al., 1978) and visual observations in the field (e.g.
Dyhr-Nielson and Sørensen, 1970; Cowell, 1982). With the improvements in infrastructure
and instrumentation, a number of field deployments allowed for the collection of field data
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Figure 1.1: Photograph of energetic conditions in the surf zone during a storm event: example from Rousty
beach, France (Field experiments of Chapter 3).
that the entire coastal research community considerably benefited from; major field expe-
riments include for example DUCK (Ebersole and Hughes, 1987), DELILAH (Birkemeier
et al., 1990) and SUPERDUCK (Rosati et al., 1990) in the USA and more recently in Europe
with the ECORS experiments (Sénéchal et al., 2011).
In field conditions, the sensors used to study the cross-shore transformation of surf zone
waves generally consist of pressure transducers deployed near the sea bed and combined
with current velocity meters. Depending on the relative cross-shore position on the beach,
the traditional approach to retrieve the surface elevation assumes hydrostatic conditions
(Stive, 1980; Sénéchal et al., 2001) or uses linear wave theory to correct for the depth attenu-
ation of the signal (e.g. Guza and Thornton, 1980; Bishop and Donelan, 1987). However,
the results reported in this thesis show that at the wave-by-wave scale considerable discre-
pancies in the wave profile (wave height and skewness) can be introduced when retrieving
the surface elevation from a pressure signal in highly non-linear conditions such as those
found around the break point. Alternative approaches to directly measure the time-varying
surface elevation in the surf zone are therefore required. Using photopoles combined with
video imagery, Suhayda and Pettigrew (1977) performed a step in this direction with the
first visual measurements of individual wave properties in field conditions. Nonetheless,
a large number of in situ sensors are required for measuring wave transformation over a
long distance, meaning that the amount of information that can be obtained in the surf
zone is generally restricted when using the traditional field instrumentation. This is espe-
cially true around the break point, where rapid changes occur over very short distances. A
new methodology is therefore needed for obtaining high-resolution field measurements of
breaking waves surface elevation.
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Figure 1.2: Photographs of the macrotidal site of Saltburn-by-the-Sea, UK: a) aerial view of the pier and the
beach and b) view from the beach, with close-up on the LiDAR scanner deployment (Courtesy of Brittany
Bruder).
1.2 LiDAR technology to measure breaking waves
Irish et al. (2006) first investigated the use of LiDAR technology to monitor the time-varying
surface elevation from the pier of the Field Research Facility (FRF) in North Carolina, US.
Despite the good agreement obtained in the comparison of wave spectra with in situ sensors,
field monitoring of nearshore waves using LiDAR technology was not pursued. Indeed,
except until very recently, little attention has been given to this type of measurements (note
that the experiments were performed in 1999). Blenkinsopp et al. (2010) explored further
the capacity of a 2D commercial LiDAR scanner to monitor swash zone hydrodynamics,
and from this study, the interest in this approach has continued to grow (Harry et al., 2010;
Blenkinsopp et al., 2012; Brodie et al., 2012, 2015; Vousdoukas et al., 2014; Almeida et al.,
2015; this thesis).
The strength of this innovative technology for wave monitoring first lies in its remote-
sensing character: the scanner can be safely deployed and cover large distances at a better
spatial resolution that can be achieved with in situ sensors. Secondly, its strength resides in
its working principle itself: using the time of flight of a transmitted laser beam, it estimates
the distance between any reflective surface and the scanner. By scanning hundreds of points
in a 2D vertical plane, LiDAR scanners are capable of directly measuring wave geometry
and its evolution in the cross-shore direction: no hypothesis/correction are required on
the measurements, as is the case when pressure transducers are used. LiDAR technology
therefore represents a great opportunity to obtain comprehensive surface elevation datasets
of breaking and broken waves in the surf zone.
1.3 Research objectives and thesis outline
In the present work, we investigate and use the capacities of a 2D commercial LiDAR
scanner (LMS511, SICK) to measure and study surf zone waves. In particular, we focus
on the wave-by-wave temporal scale, as the scanner offers a unique possibility to directly
3
Chapter 1.
measure the geometrical characteristics of individual waves.
In the studies previously mentioned that used LiDAR technology, the scanners were
deployed either from a dune or mounted atop a tower, see example in Figure 1.1 showing
the deployment at Rousty beach (Chapter 3). Such deployment is limited by the tidal range
experienced by the beach and the typical swash zone width. In macrotidal environments
for example, the shoreline position is constantly and rapidly moving, hence posing serious
safety issues and limitations for the cross-shore extent of the hydrodynamics data. In the
primary experiment reported in this PhD, we overcome this limitation by deploying an
array of LiDAR scanners from a nearshore pier in Saltburn-by-the-Sea, UK (see Figure
1.2). By carefully choosing the scanner locations, we demonstrate the possibility to study
the cross-shore transformation of shoaling, breaking and broken waves throughout the
whole surf zone. The innovative nearshore LiDAR deployment enabled the collection of
a novel type of surface elevation dataset, hence requiring the extension of previous or the
development of new methodologies to extract and study surf zone wave properties. To
achieve these aims, the following research objectives and questions were formulated:
Objective 1. Develop a new methodology to study individual surf zone wave properties
in the high spatial and temporal resolution LiDAR datasets
• How can we define individual waves in a surface elevation timeseries, and how do
we determine their properties?
• Can we develop a new methodology to track the changes of individual wave proper-
ties across the surf zone, using high-resolution LiDAR datasets?
• What are the limitations or possible improvements of such an approach, i.e. are we
sure incident wave properties are correctly measured independently of other proces-
ses? Can we develop an approach to accurately study incident wave properties?
Objective 2. Obtain a new LiDAR field dataset of breaking and broken waves using the
pier from Saltburn-by-the-Sea, UK (Figure 1.2)
• How can we merge the datasets of three separate LiDAR scanners into a unique
dataset?
• Can we quantitatively identify the break point using wave geometric properties as a
proxy?
• How do these wave geometric properties relate at various temporal scales?
Objective 3. Study the energy dissipation in the inner surf zone
• How fast does a wave dissipate its energy in the inner surf zone?




The outline of this thesis follows the chronology of this PhD, which was mainly based
on field experiments. Chapter 2 introduces the reader to the concepts associated with surf
zone wave processes and the methodology to measure these waves in field conditions. The
working principle and the innovative aspects of LiDAR technology for wave monitoring
are identified. The methodology to analyse the LiDAR dataset from the inner surf zone to
the dry part of the beach is presented in Chapter 3; the scanner was deployed atop a tower at
the microtidal site of Rousty, France. The temporal framework used for defining individual
waves is also introduced. The scatter obtained in the different wave properties at the
wave-by-wave scale illustrates the complex nature of the surf zone but also the limitations
of the tracking algorithms in the presence of multiple physical processes (incident waves,
reflected waves and low-frequency waves). In Chapter 4, we apply an improvement of the
wave tracking methodology on the results from an OpenFOAM® CFD numerical model
validated with an innovative LiDAR dataset of breaking waves. Using the Radon Transform
(Radon, 1917), the influence of swash-based reflection on incident wave properties and
surf zone hydrodynamics at the time-averaged scale is studied. Chapter 5 describes the
field experiment performed at Saltburn-by-the-Sea, UK, at which an array of three LiDAR
scanners was deployed from the nearshore pier. The methodology to match the three
individual scanner datasets is presented and a new method to detect the break point is
developed. Using the previous wave tracking methodology, the geometrical properties of
waves (skewness and asymmetry) are studied at several temporal scales. A link between
surface and current velocity third-order moments is found. In Chapter 6, we present the
first direct field measurements to date of surface roller length and angle. This data is used
to investigate the energy dissipation rates in inner surf zone waves using the roller model
of Svendsen (1984b). We show that in this part of the beach, waves generally dissipate less
than hydraulic jumps of the same height. Finally, we conclude this study and propose a






2.1 Introduction to nearshore waves
For more than a century, ocean waves have been studied by engineers, physicists, mathema-
ticians, and yet, many mechanisms associated with their generation, growth, propagation
or decay are still not fully understood. At most temporal and spatial scales, the complex-
ity of the physical processes associated with waves limits progress in our understanding
and hence capacity to predict or model them. After being generated in deep water under
wind action, waves undergo a number of transformations that will affect their shape, the
direction in which they propagate and the amount of energy that they transport. As water
depth typically decreases closer to shore, waves break and dissipate most of their energy
while propagating in the surf zone. In this dynamic region of the nearshore where both
broken and unbroken waves can be present, in situ monitoring can be very problematic
and hazardous (Puleo et al., 2016). This partly explains the scarcity of field-based datasets
of breaking waves until improvement in nearshore infrastructure and instrumentation was
made (e.g. Sallenger et al., 1983). Along with the development of innovative monitoring
techniques such as remote sensing (e.g. Holman and Haller, 2013), a few comprehensive
field experiments allowed for the collection of datasets that shed light on many aspects of
wave transformation in the surf zone and the mean circulation that they induce.
Because of the rotational flows associated with breaking waves, the strong turbulence
that they generate and the presence of air at various scales (from microscopic bubbles to
air cavities), the fluid motions can only be described by the full Navier-Stokes equations.
However, there exists no analytical solutions to these equations and despite the consistent
improvements in computational resources, resolving these equations numerically (Direct
Numerical Simulation, DNS) is a very demanding exercise that remains limited to very
specific and idealized cases (e.g., see Deike et al., 2016). The description and understanding
of surf zone waves hence necessitate parameterizations that simplify the complex physical
processes and their interactions. Despite being only valid in deep water, some properties of
linear wave theory (Airy, 1845; Stokes, 1847) are used in these surf zone parameterizations.
It is therefore useful to review some of the concepts of linear waves, especially because
some of the framework (whether in time or space) used to describe them are similar to
those used for surf zone waves. It is worth mentioning that linear wave theory derives
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from the Navier-Stokes equations, with some appropriate assumptions made on the flow
and the wave characteristics. The derivation from the full Navier-Stokes equations of linear
wave theory is considered beyond the scope of this study as extensive literature already
exists. For more information on the derivation of linear wave theory, the reader is referred
to more comprehensive texts such as Newman (1977), Dean and Dalrymple (1991), White
(2003), Svendsen (2006) and Holthuijsen (2007).
2.1.1 General form and properties of cosine water waves
The linear solution to the water wave problem is the periodic (in both space and time)





cos(kx − ωt) (2.1)
where x and t are the horizontal space and time coordinates respectively (see Figure 2.1).
The water waves considered in the scope of this study are water motions of the form given
in Equation 2.1, generated by the wind in the deep ocean. They are mainly characterized
by the following parameters (see also Figure 2.1):
• the wave height H
• the wavelength L, related to the wavenumber through k =
2pi
L
• the wave period T, related to the radian frequency through ω =
2pi
T






An important relation between the wave period and wavelength exists and derives from the
velocity potential at the free surface (see e.g. Newman, 1977; Dean and Dalrymple, 1991).
Generally referred to as the dispersion relation, it relates the wave period, the wavelength
and the water depth h as follows:
ω2 = kg tanh kh (2.2)
MWL
Figure 2.1: Spatial nomenclature of the cosine solution to the water wave problem: L is the wavelength (distance
between two crests), H is the wave height (two times the wave amplitude) and T the wave period (time elapsed
between the passage of two crest at a certain location). MWL is a time Mean Water Level.
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Some of the most relevant wave properties from linear wave theory are summarized in
Table 2.1. For linear waves it is worth noting that both kinetic and potential energy are
equal and take the value ρgH2/16, where ρ is the water density and g is the gravity constant.
Equation 2.2 in particular explains the wave deformation for decreasing depth: L decreases
(the wave shortens) and H increases since the energy is mostly conserved, although a
fraction of it is dissipated through bottom friction.
Although the derivation of the solutions to the water wave problem is not described
here, it is important to note the main hypothesis: the deep water condition is assumed,
with the wave height very small against the wavelength H/L  1. The monochromatic
form of the considered wave (Equation 2.1) can appear unsuitable to describe the actual sea
state, which is more complex, with steeper crested waves propagating in every direction.
Nevertheless, the surface elevation at a single point can be decomposed into a multitude of
these monochromatic motions (Holthuijsen, 2007; Ardhuin, 2012). A commonly used ap-
proach to decompose this irregular wave field is Fourier analysis, through the Fast-Fourier
Transform (FFT). Spectral analysis leads to the wave Power Spectral Density spectrum
(PSD), which provides the amount of energy contained at a given frequency (see example
in Figure 2.2). Although some buoys in deep water are capable of estimating the direction
of wave propagation, most PSD in nearshore applications are calculated only from the
Table 2.1: Summary of linear wave properties and their approximation to the first order.
Parameter Expression Approximation (1st order)
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Figure 2.2: Example of Power Spectral Density (PSD) calculated from a surface elevation timeseries. The peak
frequency fp (inverse of the peak period Tp) corresponds to the energy peak of the spectrum (shown in red).
The boundary between infragravity and gravity energy (typically 0.05 Hz) is shown as dotted black line.
vertical displacements of the water column (e.g. from a pressure transducer), hence not
giving any information about wave directionality. Ardhuin (2012) presents a methodology
to calculate the PSD, and further details on the different wave spectra and related concepts
can be found in Holthuijsen (2007) and Ardhuin (2012).
2.1.2 Gravity waves in real sea state conditions
While the representation of the sea state by a spectrum of cosine waves is adequate and
can be well-modelled in deep water, the shape of individual waves in shallow water can
considerably differ from a cosine wave. Typically, waves travelling in intermediate to
shallow waters (d/L < 0.5) exhibit a sharper, steeper crest and a flatter trough (e.g., see
Svendsen and Buhr Hansen, 1976; and example in Figure 2.3). When propagating over
varying bathymetry, ocean waves are influenced by two principal processes: refraction and
shoaling. Wave refraction is observed when a changing water depth exists along the wave
crest (wave propagating in non-normal isobaths compared to the direction of propagation).
The section of the wave in deeper water travels faster, which has the effect to make the
wave propagate more shore-normal, dissipating a considerable amount of its energy at the
same time. The decrease of wave celerity with decreasing depths (Equation 2.2) also makes
the wavelength decrease and hence the wave height increase, since the wave energy flux
is mostly conserved (Table 2.1). This phenomenon is referred to as wave shoaling and is
responsible for the increase of the wave height up to the break point (Figure 2.3).
To describe the wave propagation in intermediate to shallow water, several theories
were developed to overcome the limitations of linear wave theory (Hamm et al., 1993).
Most derive from the Euler equations (e.g., see White, 2003), but use different assumptions
depending on the local conditions. These wave theories comprise the non-linear Stokes
theory, the cnoidal theory or the long wave theory with high amplitude (using the non-
linear shallow water equations). Two parameters µ and γ can be introduced to quantify
the wave non-linearities and their range defines the validity region for these wave theories.
Note that sometimes γ is denoted as  (e.g. in Tissier et al., 2011), after the extension in
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shallow water of the non-linear parameter first introduced by Beji (1995). Although non-
linear wave theories will not be further explored (extensive literature exists in reference
such as Svendsen, 2006), it is worth defining the parameters here:
µ = h/L (2.3)
γ = H/h (2.4)
One of the difficulties that arises when describing wave propagation at any depth
resides in the hypothesis that waves do not change form. An example of wave propagation
in the surf zone is presented in Figure 2.3 (data from Chapter 5) and show the wave shoaling
until the break point: the wave height increases and the wave crest becomes sharper (Figure
2.3a). The skewed shape observed indicates the non-linear nature of waves up to the break
point: the region of the wave around the crest travels quicker than the lower part meaning
that the crest gets closer to the preceding wave trough than the one following. Right after
the break point, the wave still exhibits an asymmetric profile with a sharp crest (Figure 2.3c),
Cross-shore position (m)
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Figure 2.3: Example of shoaling and breaking wave profiles in the surf zone. Panel a) shows the evolution
of the wave profile captured by a LiDAR scanner (the wave propagates from left to right). Panels b-d) show
the surface elevation timeseries at three cross-shore locations: x = 140, 155, and 170 m (shown as vertical red
dashed lines in panel a), and illustrate the asymmetrical development of the wave profile.
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with a steeper wave front but a flatter back. When the wave becomes a fully-developed
bore (Le Méhauté, 1962; Svendsen et al., 1978), the commonly-assumed saw-tooth shape is
clearly observed (Figure 2.3d): the wave front is steep and the back of the wave exhibits
a negative gradient. The latter point is of importance as it is the main difference with the
shape of a hydraulic jump, which is a concept often used to model the wave hydrodynamics
in this region (Le Méhauté, 1962; Battjes and Janssen, 1978; Svendsen, 1984b).
2.1.3 Time-domain analysis of waves in deep and shallow water
Three principal methods have been used in the literature to define individual waves from
surface elevation timeseries. These timeseries are generally obtained by wave buoys in
deep water, and by in situ sensors such as pressure transducers in shallow water. The two
traditional methods are the zero-up and zero-down crossing methods: individual waves
are defined from the moment where the surface elevation crosses (either up or down) a
certain mean water level (MWL; see Figure 2.4). The wave crest and trough are then defined
as the maximum and minimum values respectively reached by the surface elevation. The
two methods yield similar wave statistics if the surface elevation is a Gaussian process,
however the zero down-crossing method is generally preferred as the wave height is
visually estimated to be the distance between the crest and the precedent trough (e.g., see
Holthuijsen, 2007, pp. 25-27).
The definition of a MWL in deep or intermediate water is not problematic as the
low-frequency motions of the water column are either small relative to the wave height
(infragravity waves) or occurring over a too long period of time for affecting the wave
statistics (tides). It is however problematic in the shallowest part of the surf zone, where
infragravity energy can be important (Power et al., 2010; Inch, 2014; Martins et al., 2016).
A third approach was hence used in this study, and is based on local extrema analysis
to extract individual wave crests from a timeseries (Power et al., 2010; Postacchini and





Figure 2.4: Illustration of the methods to define individual waves from a surface elevation timeseries. Two
waves extracted with the down and up-crossing methods are shown in red and blue, respectively. A wave
defined from the extrema analysis is shown in green, while the wave crest and trough are shown as black
circles and squares respectively.
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2.2 The surf zone
2.2.1 Generalities
The surf zone is defined as the part of the nearshore zone ranging from the break point
to the shoreline. If we exclude tidal-dominated environments, surf zone processes are
the primary driver of nearshore dynamics, both hydro- and morphodynamics, through
the generation of currents and turbulence (e.g. Basco, 1983; Battjes, 1988; Deigaard, 1993;
Longo et al., 2002). Prior to entering the surf zone, waves first travel in the shoaling area
where they steepen and non-linearities in the wave profile become increasingly important.
This is well-described by Sénéchal (2003) in terms of non-linear interactions between wave
harmonics. These interactions are responsible for the changes observed in the wave profile:
from a cosine wave in deep water to the wave shape observed in Figure 2.3b, with a
steeper crest and flatter trough. This type of interactions is also visible at the passage of a
wave above a submerged sand bar, even in the absence of breaking (Beji and Battjes, 1993;
Sénéchal, 2003; Kuznetsov and Saprykina, 2012). This has direct implications on the mean
wave period in the surf zone, and on wave energy dissipation modelling (Sénéchal et al.,
2002; Hofland et al., 2017).
The surf zone initiates at the break point, where the wave height reaches its maximum,
and is generally separated into two regions characterized by distinct wave transformation
patterns and wave-breaking-induced hydrodynamics. The outer surf zone (see Figure
2.5) or transition zone (Basco and Yamashita, 1986; Nairn et al., 1990) extends from the
break point to the so-called transition point, which is located five to ten times the wave
height further landward (Basco, 1985; Svendsen, 2006). Breaking waves in the outer surf
zone exhibit very rapid changes and are characterized by rotational and turbulent flows,
with the presence of large vortices (Peregrine, 1983; Battjes, 1988; Svendsen, 2006). In
contrast, broken waves (or quasi-steady bores, Svendsen, 1984b; Stive, 1984) propagating
in the inner surf zone are associated to very slow geometric changes. The wide spectrum




Figure 2.5: Terminology of the nearshore area according to Svendsen et al. (1978). The surf zone generally
includes an outer region, where waves break and undergo rapid changes before developing into quasi-steady
bores propagating in the inner surf zone, where their shape experience slow changes. The swash zone consists
of the alternatively dry and wet area, where waves finish their uprush at the runup limit. Note that the simple




Figure 2.6: Photographs of spilling waves during the experiments at Saltburn, UK (left, taken by the author)
and a plunging breaking wave during the experiments at Nha Trang, Vietnam (right, taken by the author). The
height of the breakers were about 0.4-0.5 m and 1.2 m respectively.
of breaking types that exists between strongly plunging and spilling breakers make the
identification of the transition point difficult. Theoretically, it is defined as the location
where the surface roller - the turbulent mass of mixed water and air advected by broken
waves - is fully-developed (e.g., Basco, 1985). The following sections aim at introducing
the hydrodynamics and physical processes associated with the breaking of waves and
their propagation as quasi-steady bores in the inner surf zone. The wave characteristics
in the outer and inner parts of the surf zone are described, as well as the different energy
dissipation regimes.
2.2.2 Outer surf zone: Break point and the transition zone
2.2.2.1 Breaker types
If we exclude the collapse at the shoreline (e.g. for long waves or the bore collapse),
three types of breakers are generally observed: spilling, plunging and surging. These are a
function of the offshore wave conditions (Ho, Lo, T, where the ’o’ subscript refers to offshore)
and the beach slope tan β through the surf similarity parameter: ξ = tan β/
√
Ho/Lo (Battjes,
1974). This parameter is sometimes referred to as the Iribarren number, in recognition of
the work done by the Spanish engineers (Iribarren and Nogales, 1949). In this study, we are
more concerned about the plunging and spilling types of breaking, which are characterized
by two distinctive mechanisms (see examples in Figure 2.6).
The plunging type of breaking occurs for 0.5 < ξ < 3.3 (Battjes, 1974) and is probably
the most spectacular of all breaking types as it involves the forward projection of the upper
part of the crest when the wave initiates to overturn (see Figure 2.6), and the generation
of large splashes. Between the break point and the moment at which the jet impacts the
water surface in front of the wave, the wave travels the plunge distance (e.g., see Cowell,
1982; Grilli et al., 1997; Blenkinsopp and Chaplin, 2008; Peregrine, 1983 and the references
therein). This is an important aspect of plunging breakers, especially for parametric models
of breaking waves, as it means that there is a temporal and a spatial delay between the
initiation of the overturning of the wave and the interaction between the jet and the free
surface elevation in front of the wave (e.g., see Nairn et al., 1990). Depending on the plunger
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Figure 2.7: Schematic of strongly plunging wave, reproduced from Basco (1985). The rotational region of the
wave (plunger vortex) and the region where the roller develops are of particular interest and labelled.
geometry, the jet impacts the free surface to form the splash: observations of this complex
phenomenon show interactions ranging from an almost complete reflection of the jet to
the complete penetration into the water column (Peregrine, 1983). The generation of this
splash is accompanied by the generation of large vortices in the overturning region (Basco,
1985; Miller, 1986; Sakai et al., 1986; Lin and Hwung, 1992) which cause the entrainment
of considerable quantities of air (see also Figure 2.7). Along with the energy losses due
to viscous effects and the generation of turbulence (e.g., see Svendsen, 1987; Ting and
Kirby, 1995; Grasso et al., 2012), the entrainment of air and the burst of air bubbles greatly
contribute to the energy dissipation during wave breaking (Führboter, 1970; Nadaoka,
1982; Chanson and Jaw-Fang, 1997; Hoque and Aoki, 2005; Lubin et al., 2006; Blenkinsopp
and Chaplin, 2007; Iafrati, 2011). To a minor extent, the generation of sound (Carey and
Fitzgerald, 1993; Deane, 1997) and spray (see Wang et al., 2016 and the references therein)
are also responsible for the energy decay of the breaking wave. After one or potentially
several jet-splash cycles (e.g. Lubin et al., 2006), the surface roller forms from the impact
point and gradually increases in size; its kinetic energy originates from the breaking wave
potential and kinetic energy.
The spilling type of breaking occurs for ξ < 0.5 and is much more gradual than its plun-
ging counterpart (Battjes, 1974). Originally thought of as a small-scale plunging breaker,
it has been demonstrated that the spilling type of breaking is linked to the generation of
ripples at the top of the crest, due to capillary effects (Lin and Rockwell, 1995; Duncan et al.,
1999; Qiao and Duncan, 2001; Liu and Duncan, 2003). The breaking process initiates at the
wave crest where masses of water slide downslope, entraining air bubbles, and generating
turbulence spreading down into the water column (Duncan, 2001). As the overturning
part of the wave keeps growing with the breaking intensity, this turbulence can potentially
reach the bed in the surf zone (Peregrine and Svendsen, 1978). Spilling breakers at the
initiation of breaking are not yet considered quasi-steady bores since, as stated before, the
surface roller is not fully developed. This phenomenon is a function of the local water
depth, and spilling breakers can be referred to as saturated or non-saturated (Le Méhauté,
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1962; Divoky et al., 1970). In non-saturated breakers, the surface roller (active part of the
breaker) occupies only a fraction of the wave face. Hence, they are expected to dissipate
less energy than saturated - or fully-developed - breakers. This has direct implications for
the energetic state of the surf zone and its description.
2.2.2.2 Other characteristics of the outer surf zone
Despite their distinctive breaking patterns, both spilling and plunging waves evolve into
similar quasi-steady bore-like shapes at the landward limit of the outer surf zone, with a
steep active front and a flatter back in the inner surf zone (Svendsen et al., 1978, and see also
Figure 2.3). However, Ting and Kirby (1995) and Ting and Kirby (1996) noted differences
in some wave breaking-induced hydrodynamic features (Svendsen, 2006). These can be
inferred to the different scales of the vortices generated by the overturning part of the brea-
king wave (Figure 2.7), which hence affects the quantity of turbulence which is transmitted
down into the water column.
The notion of energy dissipation is thoroughly discussed in Svendsen (2006); he argues
that it should be seen as a transfer to ’heat’ energy through friction and the production of
turbulent energy. The amount of energy released during the breaking process was found
dependent on the breaking type, and considering the variety of processes associated with
plunging waves (see previous section), more energy dissipation is expected for plunging
and strongly plunging waves than for spilling waves. For instance, Blenkinsopp and
Chaplin (2007) estimated that the air entrainment and splash generation accounted for at
least 6.5-14% of the total energy dissipation, and the largest percentages were for plunging
cases. Our understanding of this critical wave transformation phase is still quite limited;
this can be explained by the difficulty in accurately measuring the different fluid phases
(air, water and air/water interface) or the complex hydrodynamics in the breaking region.
Despite the great efforts made in trying to simulate this complex process at all scales through
DNS (e.g., Deike et al., 2016) or with the Reynolds-Averaged Navier-Stokes equations
(RANS, e.g., Lin and Liu, 1998; Jacobsen et al., 2012; Higuera et al., 2013), these attempts
are still limited to very idealized cases. The region where the surface roller develops is a
highly turbulent and aerated region of the flow, which makes hydrodynamic measurements
difficult. Efforts have been made to model the transition zone in a simpler manner; we
can cite the efforts of Basco and Yamashita (1986), Nairn et al. (1990) and Kweon and
Goda (1996). Although Nairn et al. (1990) proposed an empirical formulation based on
the breaking surf similarity parameter (using monochromatic wave tests), the width of this
zone remains one of the parameters that needs to be better quantified for a better description
of the wave transformation and energy dissipation in this region.
2.2.3 Inner surf zone: Quasi steady broken waves
2.2.3.1 Terminology
Landward of the transition point, waves continue their propagation in the inner surf zone
as fully developed bores (Svendsen et al., 1978; Battjes and Janssen, 1978; Stive, 1984).
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The changes in this region of the surf zone are typically slow as broken waves gradually
dissipate their energy and only small changes in the global wave shape are expected (see
example in Figure 2.8). However, it is sometimes observed that the wave stops breaking
and ’reforms’ when the local beach conditions suit it (e.g. in bar/trough system, Svendsen,
2006).
During his seminal experiments, Duncan (1981) studied the geometry of steady spilling
breakers generated by a towed hydrofoil. To describe the surface roller geometry, he
introduced a specific terminology that is slightly changed here so that it is consistent with
the wave nomenclature introduced earlier. This surface roller terminology is presented in
Figure 2.9, and is used throughout the thesis. The wave height is H and corresponds to
the vertical distance between the preceding trough and the bore head (equivalent to the
wave crest in an unbroken wave). The roller angle θ is estimated from the wave profile
around the breaking region. The roller length Lr is defined as the horizontal distance
between the breaker toe (lower limit of the surface roller) and the bore head. The roller
region is a turbulent and rotational mix of air and water with an area A, contrasting with
the irrotational motion of the wave. The wave has a local wavelength denoted as L, and
defined as the distance between the two troughs surrounding the wave crest.
2.2.3.2 Self-similarity in broken waves geometry
By adjusting the displacement speed and attack angle of the hydrofoil, Duncan (1981)
generated a dataset with different values of wave celerity c, H, L and θ (Figure 2.9). Two
major results that are of interest for the present study were obtained from this dataset:
• Several relations linking the imposed wave celerity c to different roller and wave
geometric properties were found. Interestingly, only c and the roller angle θ were
independent parameters.
• The energy dissipation in the breaker is linked to the roller and wave geometries
Figure 2.8: Photograph taken in December 2016 of a propagating broken wave in the inner surf of the Quintero








Figure 2.9: Sketch describing the terminology of surface roller properties, after Duncan (1981).
Duncan (1981) described the energy dissipation through shear stresses acting at the boun-





where ρr is the roller density and g is the acceleration due to gravity. The time-averaged
energy dissipation rate is then given by:
D = τc (2.6)
where ( . ) is the time-averaging operator. This has important consequences as Equation 2.6
means that we can estimate the energy dissipation in a breaking wave from the geometrical
properties of surface rollers. An important relation that Duncan (1981) found in this regard
links the roller length to the roller area through:
A = 0.11L2r ± 0.01 (2.7)
Haller and Catalán (2009) used pixel intensity thresholds on processed timestacks from
an ARGUS video camera system to estimate Lr by separating the active part of the roller
from the remnant foam. Additionally, the authors set up a roller model with the dissipation
given by Equation 2.6 yielding relatively good agreement between measured and modelled
roller lengths. However their model was hindered by a lack of measurements of other parts
of the wave geometry: H was measured at only 6 locations along the 90 m-long wave flume,
and θ was taken as constant. There is also an uncertainty in the accurate detection of the
breaking region: the use of pixel intensity thresholds to separate the back of the wave from
the surface roller is very challenging (e.g., see Figure 2.8).
Carini et al. (2015) also used Equations 2.6 and 2.7 to estimate energy dissipation rates
in the surf zone. The approach to estimate Lr was similar to that used by Haller and Catalán
(2009). However, they also tried to estimate θ using a single surface elevation timeseries






where tw is the time elapsed between the passage of the preceding trough and the wave
crest at the in situ sensor location (see also Zhang et al., 2014, 2017). c was taken from
linear wave theory as
√
gh (Table 2.1), with h the mean water depth. This assumes that
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the wave does not change form over the duration tw, which is a sensible approximation.
However, it also assumes that the roller initiates at the preceding trough, which is much
more questionable. Similarly amplitude dispersion is known to play an important role in
the surf zone, meaning that waves travel quicker than linear wave theory predicts (Schäffer
et al., 1993; Tissier et al., 2011; Martins et al., 2016). Zhang et al. (2014) presented cross-shore
varying estimates of θ by re-analysing the dataset from Haller and Catalán (2009). They
initiated tw at the up-crossing instant and used the celerity of a solitary wave instead, which
is much more likely to yield accurate estimates. Zhang et al. (2014) found θ values at least
twice that usually taken in the surf zone (tanθ = 0.1, θ ∼ 5.7°, Dally and Brown, 1995;
Reniers and Battjes, 1997; Ruessink et al., 2001). Nonetheless, the applicability of Equations
2.5 and 2.6 still needs to be assessed for unsteady breakers in a natural surf zone and this
is the subject of Chapter 6 of this thesis.
2.2.3.3 Energy dissipation in the inner surf zone
Despite being applied in a few recent studies (Duncan, 1981; Haller and Catalán, 2009;
Carini et al., 2015), Equations 2.5 and 2.6 are not the most common approach to predict
energy dissipation in broken waves. This is mainly explained by the difficulty in measuring
roller properties, and the lack of parameterizations for these parameters. In the most
common approach to model energy dissipation in the surf zone, the resemblance between
broken waves and bores is used: broken waves are assimilated to moving hydraulic jumps
of the same height H (Le Méhauté, 1962; Hwang and Divoky, 1970; Battjes and Janssen,









The parameter B can be regarded as a data-derived tuning coefficient that should be around
1 in the inner surf zone (Battjes and Janssen, 1978; Thornton and Guza, 1983 and other
studies that are based on these models). B can also be seen as an extension to irregular
wave probabilistic models of the non-saturated breaker concept introduced by Le Méhauté
(1962). The many successful attempts based on this approach showed that the energy
dissipation in a surf zone breaking wave is close, but a-priori smaller than that of a bore
of the same height (e.g., see Hwang and Divoky, 1970; Battjes and Janssen, 1978; Thornton
and Guza, 1983; Svendsen, 1984b; Stive, 1984; Apotsos et al., 2008).
It is worth noting that this contradicts conclusions obtained by Svendsen et al. (1978)
and Svendsen (1984b) that inner surf zone bores dissipate more energy than hydraulic
jumps of the same height. Svendsen (1984b) suggests that the disagreement with previous
studies can be attributed to the use of cnoidal or solitary wave theory for describing the
wave energy flux in the surf zone. In a modelling attempt, if the initial energy flux is
underestimated, energy can be dissipated at a lower rate to match the data than if the initial
energy flux was correctly estimated. However, Svendsen et al. (2003) later demonstrated
that the use of cnoidal theory accurately predicted the wave energy flux from the shoaling
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region to the inner surf zone, for a given energy dissipation. This raises an important
question that needs to be addressed and will also be looked further into in Chapter 6: how
can the wave energy flux be modelled in the surf zone? In models of wave transformation,
it is essential to accurately describe the wave energy flux in every region of the nearshore.
Indeed, incorrect formulations of the wave energy flux in the surf zone for instance lead
to the use of incorrect energy dissipation rates to match data, or the use of non-physical
tuning factors.
Another approach to estimate energy dissipation in the inner surf relies on the fact that
waves are often found to be depth-controlled (Thornton and Guza, 1982), i.e. waves are
only a function of water depth (saturated conditions). Raubenheimer et al. (1996), Sénéchal
et al. (2001), and Martins et al. (2016) also observed a strong dependency of the significant
wave height Hm0 (Hm0 = 4
√
m0, where m0 is the zeroth wave spectrum, e.g. see Martins
et al., 2016) on the quantity tan β/kh, which is a measure of the fractional change in water
depth h over a wavelength. However, these studies found different coefficients in the linear
relationship between Hm0 and tan β/kh, revealing the difficulties associated with the choice
of frequency cutoffs for defining Hm0 (see also Sénéchal et al., 2001, and Salmon et al., 2015).
2.2.4 The swash zone
Except for very steep beaches where shore breaks can occur, waves dissipate the majority
of their energy in the surf zone. The remaining fraction of the incident energy arrives on
the shoreface and runs up the beach in what is referred to as the swash zone (see Figure
2.5, and Svendsen et al., 1978; Cowell, 1982; Svendsen, 2006). This region of the beach,
where oscillations of the surface elevation can no longer be described as waves (Svendsen,
2006), exhibits complex, rapid and turbulent flows (e.g. Puleo et al., 2003; Butt et al., 2004)
promoting high sediment transport rates both in the cross-shore and alongshore directions
(Elfrink and Baldock, 2002; Masselink and Puleo, 2006). This makes it one of the most
dynamic zone of the nearshore region.
The complexity of the processes in the swash zone and the multiple temporal scales
at which they occur forced for a long time the research community to study this region
of the beach in an isolated manner, although it is known to be intrinsically linked and
coupled to the inner surf zone and potentially to the dune system (e.g. Puleo and Butt,
2006; Brocchini and Baldock, 2008). For instance, strong interactions between incident
waves and backwashes are characterized by more important energy dissipation rates that
lead to reduced runup for the incident waves (Pujara et al., 2015; García-Medina et al.,
2017), but also to more suspended sediment in the water column, which affect the amount
of suspended sediment entering the swash zone (e.g., see Alsina et al., 2009; Alsina and
Cáceres, 2011). The difficulty in measuring and quantifying the hydrodynamic features
of wave-wave interactions at the inner surf/swash zone boundary means that defining
the correct boundary conditions to the swash zone remain one of the most challenging
problems in the modelling of nearshore hydro- and morphodynamics (Brocchini, 2006;
Guard and Baldock, 2007; Alsina et al., 2009). For more recent reviews of swash hydro-
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and morphodynamics processes and their numerical modelling, the reader is referred to
Chardón-Maldonado et al. (2016) and Briganti et al. (2016).
Further than the complex interactions occurring at the boundary between the inner
surf and swash zones, wave reflection is another hydrodynamic process that has been quite
overlooked in natural swash zones. Incident broken waves continue to dissipate their
energy during the uprush phase, mainly by generating turbulence and through friction
(e.g., see Puleo and Holland, 2001; Longo et al., 2002; Elfrink and Baldock, 2002). However,
only a fraction of it is dissipated, and the masses of water end up running down the
beach face during the backwash. Similarly, part of the backwash energy might dissipate,
e.g. through wave-backwash interactions (Erikson et al., 2005; Alsina et al., 2012; Pujara
et al., 2015), but the remaining part of the energy travels back into the surf zone, which
explains the presence of reflected energy at the incident wave frequency (Elgar et al., 1994;
Almar et al., 2014b). Very early, engineers have studied wave reflection from structures
(e.g. breakwaters and sea walls) as it is an essential aspect of harbour and ports designs
(Iribarren and Nogales, 1949; Miche, 1951; Battjes, 1974; Goda and Suzuki, 1976). Wave
reflection processes in the low-frequency ( f < 0.05 Hz) part of the spectrum have also been
investigated on natural beaches (e.g. Suhayda, 1974; Guza and Bowen, 1976; Huntley,
1976, and many other studies). Many studies suggested an influence of the presence of
reflected waves on beach morphodynamics at various spatial scales, from the generation
and spacing of sand bars (Short, 1975; O’Hare and Davies, 1993; Sánchez-Badorrey et al.,
2008) to the generation and migration of ripples (Cobos et al., 2017, and the references
therein). However, only few studies on wave reflection processes in the sea-swell part of
the spectrum are reported (e.g., see Elgar et al., 1994; Baquerizo et al., 1997). Although the
role of the beach slope on wave reflection has been studied, e.g. via its signature in swash
spectra (Miche, 1951; Huntley et al., 1977; Mizuguchi, 1984; Hughes et al., 2014), reflection
processes at the wave-by-wave scales are still not well understood. This will be further
looked at in Chapter 4 of this thesis.
2.2.5 Measuring waves in the surf zone
Although this might be an over-simplification of the concept, the problem of measuring
waves can be reduced to our capacity in detecting the air/water interface. In this regard, a
wide range of techniques exists for both field and laboratory environments; these techniques
can be intrusive with sensors deployed either under the water or at the surface, or can
employ remote sensing technology. Here, we review the principal methods that have been
used in field conditions for nearshore wave monitoring.
The most common technique for measuring nearshore waves in the field consists of
deploying pressure transducers (PT) in the lower part of the water column (see example
of the deployment of a PT in Figure 2.10a). The first use of PTs for wave monitoring dates
from the 1940’s (Folsom, 1947; Seiwell, 1947); after these two seminal studies, this type of
sensors have been increasingly used to study wave propagation in the nearshore (Hom-
ma et al., 1966; Esteva and Harris, 1970; Grace, 1978; Cavaleri, 1980, and many others).
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Figure 2.10: Photographs of one in situ and one remote sensing instruments: a) example of pressure transducer
deployed close to the sea bed in the macrotidal environment of Saltburn; and b) example of camera deployement
for coastal monitoring (Photos taken by the author during the field experiment presented in Chapter 5).
To retrieve the surface elevation signal, a correction to the dynamic pressure is generally
applied using linear wave theory to account for depth attenuation of the signal (second term
in the pressure field, see Table 2.1). While various factors (e.g. n in Esteva and Harris, 1970)
have been proposed to correct for errors associated with this method, Bishop and Donelan
(1987) suggests that differences as low as 5% of the wave height could be expected. After
the break point, the hydrostatic condition is generally applied (e.g. Stive, 1980; Sénéchal,
2003, and the references therein).
As part of the Nearshore Sediment Transport Study (NSTS), extensive field experiments
were conducted to study wave transformation from the shoaling area to the swash zone by
deploying PTs and current meters along with wave staffs, used to visually estimate wave
heights (Seymour and Duane, 1978; see also e.g. Thornton and Guza, 1986). Similarly,
the DUCK85 study (Ebersole and Hughes, 1987) included an experiment in which 14
photopoles (round poles with marked dimensions) were deployed every 6 m across a
beach and videoed using six synchronised cameras, following Hotta et al. (1982). Despite
the presence of poles in the water, the wave measurement is based on remote sensing from
the camera. Because of their footprint (limited by their resolution) and the spatial extent
of the zone that they cover, video camera systems are traditionally used for large spatial
scale and long term monitoring applications (see example of the deployment in Figure
2.10b) such as mapping nearshore bar morphology (e.g. Lippmann and Holman, 1989) or
to retrieve bathymetric information (e.g. Catálan and Haller, 2008; Holman et al., 2013).
However, they have been recently applied to indirectly measure breaking wave properties
using assumptions on the wave geometry (Almar et al., 2012; Shand et al., 2012; Carini et al.,
2015). Using complex image geo-localisation procedures, a combination of two cameras
were also used to reconstruct in 3D the surface elevation field offshore (Bergamasco et al.,
2017), and in the surf (Vries et al., 2011) and swash zones (Astier et al., 2012). These indirect
reconstructions of the surface elevation in 3D have great potential for surf zone waves
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studies as the longshore variations in energy dissipation rates are often overlooked.
Although more appropriate for controlled environments such as in laboratories, techni-
ques based on capacitance and resistance type of wave probes have been used in field
conditions to measure wave runup (e.g. Guza and Thornton, 1982). Ultrasonic acoustic
sensors have also been used with success to study swash zone dynamics (Turner et al.,
2008; Blenkinsopp et al., 2016). These sensors are capable of accurately measuring (accu-
racy of O(mm)) swash event depths and bed level changes at the wave-by-wave scale (see
also Blenkinsopp et al., 2011). However, a large number of them is required to cover the
whole beach face. The first deployments of 2D LiDAR scanners for swash zone monitoring
(Blenkinsopp et al., 2010; Brodie et al., 2012) demonstrated the possibility to obtain high
spatial resolution measurements of both wave and beach profiles with a single instrument.
As hundreds of points per wave or beach profile are measured at a high sampling rate,
they have to potential to be used to investigate hydro- and morphodynamic processes in
the swash zone at a much finer scale than before.
LiDAR scanners constitute a relatively new technology for monitoring waves in the
nearshore, which opens up the possibility to look at field data in a novel way. This remark
can be generalized to the instrumentation used nowadays for studying nearshore processes,
especially regarding remote sensors. Since the very first field studies, in situ instrumenta-
tion and remote sensors generally improved, meaning that more comprehensive and more
accurate measurements of waves can be performed. Thanks to the ever-increasing com-
putational capacities, new and more robust post-processing techniques are also developed
and can be applied to the collected datasets. To conclude this part and prior to focus on
LiDAR scanners, we refer the reader to more comprehensive texts on the monitoring of
nearshore processes such as Holman and Haller (2013) and Inch (2014); note that LiDAR
scanners are not treated in these studies.
2.3 LiDAR scanners in nearshore waves studies
2.3.1 Introduction to LiDAR technology
LiDAR scanners (see Table 2.2 for a list of abbreviations used hereafter) are remote sensors
that use a pulsed laser beam and its reflection from an object (surface, substance or material)
to estimate the distance between the two. It uses the time of flight technique: knowing
the speed of light, the distance between the scanner and the object is calculated using the
time required for the pulsed laser to be backscattered to the scanner. Depending on the
application, the wavelength λ varies from the ultra-violet to the infra-red spectra.
LiDAR technology was initially developed to detect particles in the atmosphere (Nati-
onal Oceanic and Atmospheric Administration (NOAA) Coastal Services Center, 2012), it
was also used to measure the distance between the Earth to the Moon (Smullin and Fiocco,
1962) and to map the Moon’s surface (Abshire, 2010). Nowadays, its application range
has widened to much more diverse fields: from industrial use and morphology studies
(e.g. cliff erosion monitoring) to benthic species mapping and vegetation detection (see for
example Brock and Purkis, 2009; Reineman et al., 2009). Hence, in the following, we only
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aim at presenting the evolution of LiDAR technology for nearshore wave measurement.
2.3.2 Airborne LiDAR
Following the invention of GPS in the late 1970’s, mobile remote sensing systems com-
prising LiDAR and GPS have been used for a range of applications. Airborne LiDAR for
example started to be used as a surveying system for coastal topography and for nearshore
bathymetry (Allis et al., 2011). For this application in particular, wavelength in the green
spectrum was used (λ = 532 nm) as it corresponds to one of the least absorbed wavelength
by water. This choice naturally enhances the penetration potential of the LiDAR, and thus
the extent where this surveying method can be used.
A new field of investigation was opened when Hwang et al. (1998) used both LiDAR
and RaDAR scanning devices to study wave propagation over the continental shelf off
Duck, NC. In the study by Hwang et al. (1998) the method used for the LiDAR mapping
was originally designed by the NASA and EG&G Technical Services and consists of a
conically scanning LiDAR (Reineman et al., 2009). Due to the shape of the scanned profile
and the sampling rate, gaps up to 2 seconds can exist between the LiDAR profile edges and
its centres (phenomenon known as Doppler effect). After their first attempt, Hwang et al.
(2000a,b) used another LiDAR dataset that was corrected for the previously mentioned
Doppler effect, to retrieve the wavenumber spectra and study the distribution of wave
directions. In particular, comparison of the wavenumber spectra from the LiDAR with that
of an offshore buoy showed very good agreement. The main advantages of the LiDAR
are the high spatial resolution; this allows for a much better description of the directional
energy spreading compared to classic wave buoys, and similar vertical accuracy (Root-
Mean Square Error, RMSE of 0.08 m, obtained with GPS comparisons). Similarly, Sun et al.
(2005) investigated the potential of a wavelet analysis on data obtained with the same type
of system. Vrbancich et al. (2011) measured waves with a 10 cm-accuracy in the surf zone
of a beach located on Kangaroo Island, Australia. Although this method just provides a
snapshot of the local conditions and is therefore not adapted for long term monitoring, it
demonstrated the potential for using a LiDAR to measure waves in the surf zone.
In summary, airborne LiDAR is a powerful remote-sensing tool, which can be used
for a wide range of applications (e.g. Brock and Purkis, 2009): coastal morphodynamics
and hazards, vegetation detection but also for benthic topography. However, for long-term
monitoring and temporal evolution of local wave conditions, this is not an ideal system as
Table 2.2: List of abbreviations used for the remote-sensing and mapping technology in this thesis
Abbreviation Meaning
GPS Global Position System
LASER Light Amplification by Stimulated Emission Radiation
LiDAR Light Detection And Ranging
RaDAR Radio Detecting And Ranging
TLS Terrestrial Laser Scanner
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the plane is in constant movement. Instead, a fixed terrestrial laser scanner seems more
adequate.
2.3.3 LiDAR scanners used for nearshore wave monitoring
As previously mentioned, local and ground-based deployments of LiDAR scanners in
nearshore areas seem more adequate in order to obtain comprehensive measurements
of surf zone waves. In this regard, Irish et al. (2006) performed what is thought to be
the first-ever nearshore wave measurements from a tower-mounted LiDAR scanner. A 4-
rangefinder LiDAR was mounted atop a tower on the Field Research Facility pier (FRF), NC,
to investigate the potential of this instrument for measuring nearshore waves. A directional
wave spectrum was calculated using the slope array method (Borgman, 1979 and Longuet-
Higgins et al., 1963 in Carvalho and Parente, 2000), and the wave parameters compared
favourably with in situ data (pressure transducer). Since the experiments of Irish et al.
(2006), performed in 1999, the use of nearshore deployment of LiDAR scanner remained
scarce until the study of Blenkinsopp et al. (2010) in a natural swash zone. Deploying three
different models of 2D scanners, Blenkinsopp et al. (2010), Brodie et al. (2012) and Almeida
et al. (2015) all demonstrated the capacity of LiDAR technology to accurately measure
swash zone hydrodynamics and morphodynamics at high spatial resolution. In contrast
to traditional instrumentation (pressure transducers or ultrasonic sensors), the strength of
LiDAR scanners reside in their capacity to capture highly detailed 2D profiles of the waves,
at a high sampling rate (Blenkinsopp et al., 2010).
A few attempts to capture the surface of breaking waves and estimate their height
in natural surf zones were also performed with 3D LiDAR scanners (e.g. Harry et al.,
2010). Despite successfully capturing the wave geometry, the time spent by the scanner
to scan in the alongshore direction was a major drawback as it introduced a time shift in
the wave crest location in the alongshore direction, similar to the Doppler effect previously
mentioned for airborne LiDAR. Their conclusion was that a 2D LiDAR scanner might
be a better alternative to measure the wave profile in the cross-shore direction. Park et
al. (2011) also used a 3D LiDAR scanner to measure breaker heights. They compared
the scanner data with visual measurements performed with a vertical staff; a relatively
good agreement over the 26 measured waves was obtained, with a Root Mean Square
Error (RMSE) of 5 cm. Combined with a video camera, a mobile 3D scanner fixed on an
automated robot could be used by Wübbold et al. (2012) to measure broken wave heights
and propagation speed. A similar video and 2D LiDAR system was carefully calibrated in
laboratory conditions by Vousdoukas et al. (2014). Besides being able to monitor individual
waves propagating in the inner surf zone, the combination of the two remote sensors allow
for a better calibration of the video imagery geo-rectification. Overall, the precision of 2D
LiDAR scanners for wave monitoring in the inner surf and swash zone was found lower
than that of ultrasonic altimeters, but their ability to capture small scale features thanks to
the high spatial resolution and small footprint compared to other remote sensors make this
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Figure 2.11: Variety of laser interaction with the water environment (inspired from Howe, 2016).
2.3.4 Working principle of the LiDAR scanner for wave measurements
For the LiDAR scanner, the surf zone represents a diverse environment as in a single profile,
the pulse laser potentially interacts with wave-generated foam, clear water, turbid water
due to high sediment concentration and the dry beach. Figure 2.11 shows the nature of
the different interactions that the laser beam can have with the water. If we exclude the
specular reflection at the nadir, the three types of interaction where a signal is actually
returned to the scanner are: 1) scattering from foam or air bubbles at the surface produced
by a source of aeration; 2) scattering from the free surface roughness (presence of ripples at
the interface between air and water or on a solid surface); 3) scattering due to the presence
of particles in the water column, known as the Tyndall effect (Tamari et al., 2016). The level
of absorption depends on the wavelength employed: it is minimum for the lower part of
the visible spectrum (blue/violet) and increases with increasing wavelength.
Previous studies (Blenkinsopp et al., 2010; Evans, 2010) have shown that an aerated
and turbulent water surface is required for the laser to be sufficiently scattered to enable
detection by the instrument. The type of scattering in most of the studies previously cited
naturally corresponds to a mix between scattering from foam and bubbles present at the sea
surface due to breaking waves and scattering from the surface roughness (Blenkinsopp et
al., 2010; Evans, 2010; Harry et al., 2010; Wübbold et al., 2012; Brodie et al., 2012; Vousdoukas
et al., 2014; Almeida et al., 2015). In laboratory conditions however, the surface is generally
much smoother, and even with wave breaking events, air bubbles persist much less in
freshwater than in saltwater conditions (Blenkinsopp and Chaplin, 2011). In the absence
of bubbles and in clear water conditions, the laser signal can be absorbed or penetrate
through the water to some depth and be scattered by suspended particles, as it was the case
in Streicher et al. (2013) (see the explanation in Martins et al., 2017a). To avoid this issue, the
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water turbidity can be locally increased so that the laser signal does not penetrate the water
column. Allis et al. (2011) and Blenkinsopp et al. (2012) achieved this by adding kaolinite
particles; a turbidity level of 40 NTU was found necessary to ensure sufficient accuracy in
the surface elevation measurement.
Environmental conditions (luminosity, air humidity, wind) also have a direct or indirect
impact on the scanner measurement quality (e.g. Soudarissanane et al., 2009). Hence, they
have to be accounted for during field deployments. While the influence of humidity or
water drops on the screen - represented by noise or spikes in the data - can be corrected,
under strong wind conditions the scanner system (e.g. deployed on a tower or a scaffolding
structure) can become too unstable for the data to be used. Indeed, while the error made by
the instrument used in this study is typically of the order of millimetres, small oscillations
of the mounting system lead to larger errors that increase with distance from the instrument
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Abstract
This paper presents an investigation into the use of a 2-dimensional laser scanner (LiDAR)
to obtain measurements of wave processes in the inner surf and swash zones of a microtidal
beach (Rousty, Camargue, France). The bed is extracted at the wave-by-wave timescale
using a variance threshold method on the time series. Individual wave properties were then
retrieved from a local extrema analysis. Finally, individual and averaged wave celerities,
are obtained using a crest-tracking method and cross-correlation technique respectively,
and compared with common wave celerity predictors. Very good agreement was found
between the individual wave properties and the wave spectrum analysis, showing the
great potential of the scanner to be used in the surf and swash zone for studies of nearshore
waves at the wave-by-wave timescale.
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The data presented in this chapter were collected during the major nearshore experiments
performed at the Rousty beach (Camargue, France) and led by a collaboration of three
French research institutions: MIO (Institut Méditerranéen d’Océanologie), CEREGE and
Géosciences Montpellier. The principal objectives were to study the role of groundwater
dynamics on swash and surf zone hydrodynamics and morphodynamics, at various tem-
poral scales (Sous et al., 2016).
This field campaign was undertaken at an early stage of my PhD studies and hence
provided an ideal opportunity to develop new methodologies related to the measurement
and study inner surf zone waves at various temporal scales using a LiDAR scanner. The
model used here is a SICK LMS511 commercial 2D LiDAR (see Figure 3.P1); a common
application for this type of scanner is the detection of objects or volumes such as containers
in ports, for automated processes (SICK, 2015). The instrument contains an internal mirror
which rotates at high frequency (25 to 37.5 Hz were used in the studies reported in this thesis)
to achieve laser range measurement over a 190° scan angle with an angular resolution of
0.1667°. Thus several hundred measurements of elevation along a water surface/exposed
beach profile can be measured at high frequency with a theoretical accuracy of ±5 mm.
As the main focus of this thesis is on surf zone waves, the lack of infrastructure at the
microtidal site of the Rousty beach raises a critical question for the remainder of the project
to be answered: how and where can the scanner be efficiently deployed for the duration
of a storm event on a beach lacking infrastructure? The approach adopted here was to
deploy the LiDAR scanner atop a tower buried in the sand. Due to the effective range of
the scanner, both the swash and the inner surf zone could be captured. Methods to study
the swash zone, in particular the separation of dry beach and swash measurements, were
already in development and reported in the literature (e.g., Almeida et al., 2013; Almeida
Figure 3.P1: Photographs of the SICK LMS511 used in the studies reported in this thesis: left, a close view
reproduced from Howe, 2016 and right, the deployment atop a tower from the Rousty experiments (this




et al., 2015). However, new approaches had to be developed to extend these methods to
inner surf waves. In the present Chapter, the following research objectives/questions were
addressed:
• Development of a new methodology to enable wave-by-wave analysis of the proper-
ties of surf zone waves and the corresponding beach evolution.
• Validation of the wave-by-wave analysis with classic spectral methodology
• Discussion of the newly acquired understanding of inner surf zone waves in the
context of previous work.
Brodie et al. (2012) presented the first time-averaged wave measurements from the
inner surf zone of a sandy beach using a dune-mounted LiDAR. No validation with in
situ sensors was presented, hence the quality of the data at the wave-by-wave scale is
uncertain considering the low sampling rate used (2 Hz) and the gaps present in their
dataset due to the high incidence angle (e.g. their Figure 2). Here, we present a more
detailed dataset of waves from the inner surf and measurements of swash hydrodynamics
and morphodynamics. The methodology relies on wave crest detection: they are detected
as peaks in the surface elevation timeseries and are then followed in the inner surf zone by





3.1.1 LiDAR in coastal engineering
The use of remote sensing techniques in coastal engineering has become increasingly po-
pular during the past 3 decades. These instruments can provide measurements at temporal
and spatial scales that are not reached by common in situ instruments. As an example,
video imagery has been used for a wide range of applications: from bathymetric inversion
(Stockdon and Holman, 2000) to alongshore swash motion variability (Guedes et al., 2012).
Since remote sensors are non-intrusive instruments, they have the advantage of being
easily and safely deployed on existing beachfront structures or specifically installed towers.
Furthermore, instruments like the terrestrial LiDAR scanner (TLS) directly measure the
wave profile and the wave properties (e.g. wave height and period) can subsequently be
extracted. This represents an important advantage over other remote sensing techniques
(e.g. video or radar) which are able to cover large domains but cannot directly obtain wave
properties. Additionally, the ability of a single TLS to obtain data at multiple locations
provides significant advantages over in situ sensors like pressure transducers, which are
commonly used in surf zone studies but provide only point measurements.
The first reported experiment using a TLS to study wave processes is that of Irish
et al. (2006), who mounted a 4-rangefinder laser on a pier. A directional wave spectrum
obtained with the scanner was compared to that from a submerged wave gauge, showing
good agreement.
Recently, a few attempts were made to study the wave propagation or measure wave
breaker heights. Harry et al. (2010) investigated the potential of a 3D TLS to capture the
water surface of a surf zone. Despite capturing the wave profile successfully, the time spent
by the scanner to scan on the three dimensions was a major drawback since it introduced
an alongshore time shift on the wave crest propagation. Their conclusion was that a 2D
TLS might be a better alternative. Park et al. (2011) also used a 3D TLS to measure breaker
heights. They compared the scanner data with visual measurements against a vertical staff,
and obtained a relatively good agreement over the 26 measured waves, with a Root Mean
Square Error (RMSE) of 5 cm. Individual wave height and celerity measurement was also
made possible by combining the use of video camera and a 3D TLS, fixed on an automated
robot, in Wübbold et al. (2012). Interestingly, this technique enabled the measurement of
several alongshore points of the wave crest, allowing a 2-dimensional description of the
wave propagation.
Swash zone data have been obtained using fixed 2D TLS instruments by Blenkinsopp
et al. (2010), Brodie et al. (2012) and Almeida et al. (2015), who demonstrated the ability
of the instrument to measure swash hydro and morphodynamics with high accuracy. The
approach of Wübbold et al. (2012) was also used by Vousdoukas et al. (2014) in laboratory
conditions to measure wave-by-wave events in the swash zone. Overall, it was found that
the precision of such instruments was lower than that of ultrasonic altimeters which had
previously been used to make such swash measurements, however the ability to capture
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Figure 3.1: Photograph showing the experimental setup and their location on the upper part of Rousty beach.
The TLS was fixed on the 4.8 meters-high tower standing on the left part of the picture while the scaffold is on
the right. The buried sensors can be observed in between.
small scale features due to the high spatial resolution and small measurement footprint
compared to other remote sensors make this instrument a powerful tool for coastal studies.
3.1.2 Known drawbacks of the 2D-LiDAR for wave processes studies
Previous studies (Blenkinsopp et al., 2010; Evans, 2010) have shown that an aerated and tur-
bulent water surface is required for the laser to be sufficiently scattered to enable detection
by the instrument. While in the laboratory, this can be achieved by adding particulates to
increase the water turbidity (Allis et al., 2011), this is not feasible in the field.
Fortunately, when the wave conditions are sufficiently energetic (wave breaking occur-
ring), the surf and swash zones are very dynamic and are characterised by high levels of
turbulence and aeration, which cause sufficient scattering for the consistent detection of
the free surface elevation.
Environmental conditions (luminosity, air humidity, wind) also have an impact on the
scanner measurements. While the influence of humidity or water drops, characterized by
noise or spikes in data can be corrected, under high wind conditions the TLS can become
too unstable for the data to be used. Indeed, while instrument accuracies are typically of
the order of millimetres, the error induced by small oscillations of the instrument increases



















Figure 3.2: Schematic of the experimental setup at the Rousty experiments, for the 18 December 2014. The
TLS, erected on top of a tower, covered a 35m-long zone from the scaffold structure where it was logged, to
the point where the incident angle with the water surface (α) becomes too small for a sufficiently strong return
signal. The cross-shore locations of the 15 buried pressure sensors are also shown (3 sensors were fixed to each
buried pole, at different depth).
3.2 Experimental Setup
3.2.1 Site Location - Rousty
The experiment described in this paper was completed at Rousty beach, Camargue, which
is located in the South of France on the Mediterranean Sea, from November 2014 until
February 2015. The overall aim of the experiment was to study the coupling between the
wave field, groundwater table dynamics and the beach morphodynamics. It was organised
in two different phases: a 10-day short-term and high-frequency phase within a 3-month
long period of low-frequency measurements.
The site presents morphodynamic characteristics typical of the beaches in the National
park of Camargue (Sabatier, 2008; Sabatier et al., 2009b). Despite the microtidal environ-
ment (tidal range ~0.4 m), this part of the coastline presents very dynamic beach/dune
morphologies. This region is subject to seasonal storms accompanied by storm surges
that flood the low-lying area of the Camargue beaches (Sabatier, 2008). This region is also
exposed to very strong onshore wind episodes (mistral), which cause huge losses of sand
due to aeolian transport (Sabatier et al., 2009a).
The high-frequency part of the experiments took place from the 8th to the 18th of
December 2014 (10 days). During this period, 15 buried pressure sensors were deployed
on the berm located at approximately 60 m from the dune system in addition to a laser
scanner fixed on top of a 4.8 m-high tower erected at the shoreline, see Figure 3.1. Both sets












Figure 3.3: Distance between the points measured by the TLS (black line), for this experimental setup described
in this paper. This value evolves from 0.014 m at the Nadir to 0.25 m at the most seaward captured location.
The systematic error and the spot diameter provided by the manufacturer are also plotted (red continuous and
grey dashed lines respectively).
3.2.2 Instrumentation
In this section, only the scanner instrumentation will be described since this paper focusses
on the capacity of a commercial 2D scanner for inner surf and swash zones studies. During
the Rousty experiments, the TLS used was a commercial LMS511 Laser Measurement
System manufactured by SICK. This ranging device uses the time of flight method: the
distance between two objects is calculated using the time required for an eye-safe pulsed
beam (λ = 905 nm) to be detected after reflection from the target. This instrument is similar
to that used by Blenkinsopp et al. (2010) in terms of its function and specification.
The TLS has a range of 65 m, a 190° field-of-view with an angular resolution of 0.1667°,
and can be sampled at the sample rate of 25 Hz (SICK, 2015). With this sampling rate,
each spatial measurement location is measured 25 times per second; the instrument thus
providing a total of 28500 measured points per second. During the experiment, a 4.8m-high
tower was erected around the shoreline position for mounting the scanner and from this
position it was possible to obtain measurements across the whole beach profile and into the
inner surf zone (approximately 30% of the surf zone was covered in the present dataset). A
schematic of the high-frequency experimental setup can be observed in Figure 3.2.
For the experimental setup at Rousty and using an angular resolution of 0.1667°, the
distance between measurement points varied from 0.014 m at the Nadir point (zero gra-
zing angle) to 0.25 m at the most seaward valid measurement location (Figure 3.3). This
spatial resolution allows the detection of the instantaneous shape of small wave features,
something that most conventional, point-measurement instruments such as pressure trans-
ducers or wave gauges are unable to do. The systematic error and spot diameter provided
by the manufacturer (SICK, 2015) are also shown in the same figure. The systematic error
naturally increases with increasing spot diameter and evolves from±0.025 m from 1 to 10 m
from the scanner to ±0.035 m between 10 and 20 m.
As the grazing angle between the laser beam and the target decreases (α, Figure 3.2), the
signal reflected by the water surface and returning to the scanner gets weaker. While bore
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fronts can still be captured due to a more normal-oriented surface relative to the instrument,
a signal is not always returned from a more horizontal surface (e.g. wave troughs), resulting
in increasing gaps in the dataset as we move offshore. As a result, a cross-shore position
of -20 m relative to the TLS was set as the seaward extent of the dataset for the extraction
of wave properties. If we consider a plane surface, the minimum incident angle allowing
good quality data with this specific scanner model was found to be around 13.5°. It is
noted however that, since wave crests could still be followed from further offshore, the
bore celerities were calculated from -22 m relative to the TLS, as discussed in Section 3.3.4.
3.3 Methodology
3.3.1 Pre-processing
Before analysing the dataset to study wave characteristics in the inner surf and swash
zones, pre-processing is required. As in Almeida et al. (2015), a beach survey carried out
the same day as the dataset presented in this study (18 December 2014) was used to find
the instrument orientation relative to the cross-shore profile. Data transformation from the
scanner-centroid coordinate system to the cross-shore coordinate system is then possible
from this analysis. This results in two arrays X and Z containing the cross-shore position
and height relative to the scanner.
The dataset was de-spiked to reduce noise in the measurements and environmental
effects such as splashes or people passing within the TLS field-of-view. De-spiking the time
series was achieved using gradient thresholds between two consecutive points. Then to
reduce random noise, the dataset was time-averaged using a moving averaging method
(window of 0.2 s), and spatially interpolated onto a regular cross-shore grid (δx = 0.1 m).
3.3.2 Bed extraction
Since the instrument simply measures the distance to the closest target, no distinction on
the medium is made, e.g. water or sand. Due to the scanner’s location in the swash zone
which is alternatively dry and submerged, an important step in the data processing is to
separate the water signal from the bed. The methodology used in this study to extract the
bed follows the work of Almeida et al. (2015).
Almeida et al. (2015) calculated the time series variance over 4-second windows at
every point on the regular grid. This methodology relies on the fact that the time series
variance when the target is the exposed bed is much smaller than that from a moving water
surface. Therefore, by defining empirical thresholds at every cross-shore location, one
can extract data corresponding to stationary, dry bed. By defining a water-depth criterion
(0.015 m in this study) one can separate the original time series into separate ’bed’ and ’wet’
time series. This water-depth criterion ensures that the noise in the measurements (of the
order O(mm)) is not interpreted as ’wet’ data.
By interpolating in time the extracted bed points, a beach profile can be obtained at
each time step. This enables the monitoring of bed morphology at several hundred points


























































Cross-shore position relative to LiDAR(m)
Figure 3.4: Example of bed extraction for the 14th of December. 3 cross-shore positions are shown in the panels
(a), (b) and (c), and are represented by a red circle on the bed profile, in the panel (d). In blue is represented
the ’wet’ timeseries, in red the ’bed’ one and in grey the time-interpolated bed. Interestingly, we can observe
accretive and erosional patterns at the event time scale at the cross-shore position x = −10 m.
shown in Figure 3.4, where both accretionary and erosive swash events can be observed at
x = −10 m.
3.3.3 Wave properties extraction
In order to obtain the individual wave characteristics at each point on the grid, a local
maxima analysis was carried out on the surface elevation time series to detect the wave
crests. This technique has been used in previous surf zone studies by Power et al. (2010)
or Postacchini and Brocchini (2014) because it is insensitive to low-frequency motions,
unlike most common methods such as zero-down crossing which define waves relative to
intersection between the instantaneous free-surface elevation and mean sea level. When
studying the surf zone, and especially the inner surf where low-frequency motions can
be predominant, this aspect becomes critical since both the wave crest and trough can be
under/above the defined mean water level. This is illustrated in Figure 3.5.
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Figure 3.5: Example showing the wave extraction method in the inner surf zone. The wave period-averaged
water depth hw contours are shown in (a), where red dots represent the detected wave crests. The orange lines
are the waves selected in this time window for the celerity calculations. The panels (b), (c), (d) represent the
water surface elevations at three cross-shore locations, with the chosen waves tracked across them. Extracted
wave crests and troughs are represented by black circles and squares respectively.
period as the time elapsed between the passage of the troughs preceding and following
a wave crest at the same location. A filter was applied to delete incorrect detections by
limiting the time between 2 crests (2 s for this study). The wave height was defined as the
elevation difference between the wave crest and trough elevations. Two other parameters
were extracted, following the notation of Power et al. (2010): hw the wave-period-averaged
mean water depth (mean surface elevation between the two troughs immediately before
and after a crest), and htr the trough depth. These are used for the analysis of individual
wave celerities and the wave height to water depth ratio, γ.
3.3.4 Wave celerities
To calculate the wave celerities, two different approaches have been used. The first one
was developed in the scope of this study and is based on a simple crest-tracking technique,
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allowing the estimation of individual wave celerities. The second uses a cross-correlation
between two time series to calculate the averaged wave celerities over the time series length,
following Tissier et al. (2011).
Individual wave celerities were calculated every 1 m between the cross-shore locations
x = −21 and −10 m using a tracking algorithm. This algorithm is initiated by manually
choosing waves at the cross-shore position x = −22 m and storing the corresponding time-
index. At the next position (x = −21 m), the first detected crest after this time index is
assumed to be the same wave. The same methodology is used to track the wave until
x = −9 m and every time-index is stored. The wave celerity at a cross-shore position xi is
then defined as the ratio of the distance between the two adjacent measurement points xi−1
and xi+1 (2 m) and the time elapsed between the passage of the wave crest at these two
positions.
Due to the simplicity of the tracking algorithm and the difficulties caused by superpo-
sition of multiple waves within the inner surf, a careful visual inspection was carried out on
all of the detected crests. Only waves not presenting obvious visual wave-wave interacti-
ons with other crests were selected. For the current study, this still enabled the detection
of 275 waves and thus more than 3000 individual wave celerities. The process described
above is illustrated for a 4-minute-period in Figure 3.5a, where the selected waves for this
time window are shown in orange.
Averaged wave celerities were calculated following the method of Tissier et al. (2011).
The cross-correlation was calculated between two 10-minute time series from two cross-
shore locations (separated by 2 m). The maximum correlation found between the two
time series is the averaged time delay between the surface elevation features. Physically, it
represents an estimation of the averaged wave celerity over the time series.
Using these two different methods to estimate the wave celerity is interesting in several
aspects. The TLS data opens up the possibility to detect wave celerity and geometry in
shallow water right up to the shoreline without any mathematical transformation on the
measurements (e.g. Radon transform in Almar et al., 2013). The present dataset corresponds
to shallower water than investigated by Tissier et al. (2011), thus the relationship between
wave properties and celerity can be studied closer to the shoreline. Furthermore, the




Following the methodology presented in Section 3.3.2, the bed morphology has been mo-
nitored using the bed time series. By subtracting the initial beach face profile from the
measured profile at each time step, erosion/accretion patterns over the measurement pe-
riod can be observed. An example is presented in Figure 3.6 where the erosion/accretion
patterns are shown every minute, after window-averaging the extracted bed (15-second
window), for the period of the 13th to the 14th of December (30 continuous hours). This
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corresponded to the most energetic period of the 10-day experiments (energy peak around
13pm on the 13th of December).
Offshore wave conditions were measured by a buoy1 located 40 km west of Rousty
beach, moored in a water depth of 30 m. Measured significant wave height and peak
and mean spectral periods are shown in Figure 3.6a and 3.6b respectively. Mean water
levels were obtained by a tidal gauge located at Fos-sur-Mer port2 (20 km east of Rousty).
Interestingly, we can observe the influence of the tide even in this microtidal environment
(high tides at 12:55pm on the 13th, 1:25am and 1:35pm on the 14th). In addition to the
direct influence on the mean sea level, a significant reason for these oscillations is thought
to be the weaker energy dissipation during high tides on this low-sloping barred beach
(Guedes et al., 2011). During the first part of this storm event (9am to 6pm on the 13th of
December), the swash zone profile flattened and experienced the strongest erosion (~0.15
m) between x = −10 and −5 m. When the conditions became milder, there is evidence of
berm building centred around x = −10 m at a rate of approximately 10 mm/hr. This berm
remained present until the end of the experiment, with evolving steepness depending on
the offshore conditions.
3.4.2 Validation of the extracted wave-by-wave properties
The methodology to extract wave properties based on the extrema analysis was compared
to a classic spectral analysis (Figure 3.7). Significant wave height Hs was calculated by
means of a Fast-Fourier Transform on a 15-minute time series, between cutoff frequencies
of 0.05 Hz and 0.5 Hz. Hs was compared to the averaged extracted wave height of the 1/3
highest waves H1/3 from the wave-by-wave analysis described in Section 3.3.3, over the
same period. The mean extracted individual wave period Ti,m was compared to the mean
wave period T01 = m0/m1, which is the inverse of the centroidal frequency, where mn is the




f nE( f )d f (3.1)
with E( f ) the power density spectrum.
Plotted against the mean water depth over the same time period h¯, Hs and H1/3 show
very good agreement at all water depths (Figure 3.7a), validating the extraction method
based on the local extrema analysis. Both statistical (H1/3) and spectral (Hs) significant
wave height were found to show little scatter and to linearly decrease with averaged water
depth (r2 = 0.86). Though such depth-dependence is generally observed when saturated
conditions are found in the inner surf (Sallenger and Holman, 1985), the relatively short
dataset (2h30) and the consistent offshore conditions do not allow for such statement.
Furthermore, waves were found to stop breaking and reform between the two beach bars,
consistent with unsaturated conditions (Thornton and Guza, 1982).
1Data provided by CEREMA/DREAL Languedoc Roussillon
2Data provided by REFMAR/SHOM
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Figure 3.6: Bed extraction results: a) Measured mean water levels above Chart Datum at Fos-sur-Mer port and
offshore significant wave height measured by a buoy close to Sete; b) Measured wave periods (Tp and T02) by
the same buoy; c) Beach morphological evolution for the 13th and 14th of December (30 continuous hours of
measurement). Erosion and accretion patterns were calculated by subtracting the initial beach profile to that
of the actual moment. Red color corresponds to accretion while blue corresponds to erosion. The significant
runup limit R1/3 is shown as a circled black line.

































Figure 3.7: Comparison of a) significant wave heights and b) mean wave period calculated with two different
methods: using the centroidal frequency inverse from spectral analysis (black dots) and averaged values over
the same period of time, from an extrema analysis (red dots).
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Figure 3.8: Individual wave properties: a) Wave height as a function of the wave-period-averaged water depth
and b) wave height to water depth ratio as a function of the depth under the trough. Standard deviations are
shown by the red bars and are calculated for 0.025m-wide bins. In b), the empirical fit equation obtained by
Power et al. (2010) using averaged γw values is shown as the gray line.
In contrast to averaged values, measured individual wave heights showed considerably
more scatter, see Figure 3.8a. This scatter is explained by two main factors: the influence
of infra-gravity motions and the presence of high-frequency waves increasing or lowering
the wave trough height. Naturally, it is also visible in the individual wave height to water
depth ratio γw = H/hw (Figure 3.8b), which shows increasing values as waves approach the
shoreline, something previously observed by Sénéchal et al. (2004) and Power et al. (2010).
In particular, the wide range of observed individual γw values show the inappropriateness
of choosing constant values for this parameter in numerical models. Finally, the individual
γw values, obtained closer to the shoreline than these two previous studies, seem to be in
agreement with the line fit obtained with averaged γw values by Power et al. (2010).
The comparison between Ti,m and T01 (Figure 3.7b) also shows interesting results. While
for the deepest waters considered (h ≥ 0.2 m), the mean extracted individual wave periods
are consistent with T01, as we get closer to the shoreline, the difference between the two
values increases with decreasing water depth. This analysis gives some support to the
idea of using the centroidal frequency to define a characteristic period in the inner surf, as
suggested by Raubenheimer et al. (1996) and Sénéchal et al. (2004).
3.4.3 Influence of the characteristic period on the γ parametrization
To further compare the characteristic wave periods, the ratio between averaged significant
wave height and water depths noted γ¯s has been plotted against β/k¯h¯, which represents
the fractional change in water depth over a wavelength. In this expression, β represents
the bed slope, k¯ the wave number calculated from the averaged estimated celerities and a
characteristic period and h¯ the averaged water depth over the same period.
Two different comparisons were made (using the same typology as in Section 3.4.2):
1. Comparison shown in Figure 3.9a using H1/3 for γ¯s and Ti,m to derive k¯.
2. Comparison shown in Figure 3.9b using Hs for γ¯s and T01 to derive k¯.
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Figure 3.9: Averaged significant wave height to averaged water depth ratio plotted against β/k¯h¯: a) Ratio
calculated with k¯ based on the mean extracted individual wave period Ti,m; b) Ratio calculated with k¯ based
on the mean spectral wave period T01 = m0/m1, inverse of the centroidal frequency. The present dataset (black
dots, and its Q-Q fit shown as red line) is compared to the fit obtained in two previous studies: dashed gray
lines for Sénéchal et al. (2001) and gray continuous line for Raubenheimer et al. (1996).
For both comparisons, a strong linear dependence was found between γ¯s and β/k¯h¯. For
deeper water and using two different frequency cutoffs, Raubenheimer et al. (1996) and
Sénéchal et al. (2001) found similar linear relationship, but with different coefficients. For
the present dataset and for both derived γ¯s, a good match is found with the linear fit
obtained by Sénéchal et al. (2001) when 0 ≥ β/k¯h¯ ≥ 0.5. For greater values of β/k¯h¯, lower
values compared to Sénéchal et al. (2001) are obtained when using the mean extracted wave
period Tm, while that using T01 still match the linear fit. This limit value of β/k¯h¯ corresponds
to the critical depth where T01 does not match to Ti,m any more (Figure 3.7b).
It is noted that the three compared datasets use different frequency cutoffs (0.05 Hz ≤
f ≤ 0.18 Hz for Raubenheimer et al. (1996), 0.09 Hz ≤ f ≤ 0.3 Hz for Sénéchal et al. (2001)
and 0.05 Hz ≤ f ≤ 0.5 Hz for the present study). Except for the influence of the much
lower high frequency cutoff used by Raubenheimer et al. (1996), it is unclear why the
present dataset shows higher values than in Raubenheimer et al. (1996) but matches that
of Sénéchal et al. (2001). Finally, it has to be noted that the dataset presented in this study
contains much shallower depths than that considered in the two previous studies. For
instance, the highest value of β/k¯h¯ considered by the previous studies was 0.25 while it is
approximately 1.75 in the current work.
3.4.4 Wave celerities
Individual wave celerities were compared to a range of previously developed predictors
summarized in Table 3.1. In the different formulations, h, hc, ht are respectively the mean
water depths, the crest height and the trough height. A more complete introduction to
these predictors is given by Catálan and Haller (2008) who compared a wider range of




Prior to this work, only a few studies have been published on the measurement of
individual broken-wave celerities in the surf zone. Radon transform on video camera
data have been used by Yoo et al. (2011) and Almar et al. (2014a) to track wave crests,
while Tissier et al. (2013) used a large array of wave gauges for this purpose. Additionally,
Postacchini and Brocchini (2014) calculated individual broken-wave celerities by correcting
the averaged celerities obtained by a cross-correlation method (Tissier et al., 2011) for each
detected wave. While Tissier et al. (2011) found better agreement with Bonneton (2004)
predictor using averaged celerities, individual celerities from Postacchini and Brocchini
(2014) and this study were found to better match the solitary wave theory celerity, see
Figure 3.10a.
In contrast to the study of Tissier et al. (2011) whose data was concentrated in the
outer and mid-surf zone, the present study uses data from the inner surf to the swash
zone. In particular, this enables one to look more closely at the boundary between the two
zones in terms of wave celerities using the cross-correlation method. This is illustrated in
Figure 3.10b, where the 10-minute averaged celerities are plotted against the corresponding
averaged water-depth.
Between water depth of 0.2 and 0.4 m, the averaged celerities show good agreement
with the modified shallow water wave predictor, though they are slightly underestimated.
This is in agreement with the results found in Figure 3.10a. Indeed, the modified shallow
water wave predictor corresponds to the solitary wave predictor with a constant wave
height to water depth ratio of 0.78. Hence, despite a not-insignificant scatter when using
the individual celerities (shown by Postacchini and Brocchini (2014), not shown in this
study), the modified shallow water predictor provides good estimates of the averaged
wave celerities seaward of h ≥ 0.2 m, corresponding to γ = 0.5 in this study, see Figure 3.8b.
Interestingly landward of this depth, averaged celerities remain quite constant, slightly
decreasing, to finally present a much broader value range at the shoreline position (1.3 m.s−1
< cb < 2.2 m.s−1). This scatter of averaged values implies a wider range of individual
celerities at the surf-swash boundary, which could be explained by the interaction between
Table 3.1: List of the different tested wave celerity predictors. For individual wave celerities, the mean water
depth h, becomes the wave-period-averaged mean water depth hw.
Predictor Formulation of c
Linear theory (shallow water assumption) c =
√
gh
Modified shallow water formulation (Schäffer et al., 1993) c = 1.3
√
gh











Shock model (Bonneton, 2004) c = −2 √gh + 2 √ght + √ghc (ht + hc)2ht
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surf and swash processes.
3.5 Conclusion
In this study, a methodology for monitoring the beach morphology and individual wave
characteristics using a shore-mounted 2-dimensional commercial laser scanner has been
presented. The conclusions of this investigation can be summarized with the following
points:
• The laser scanner can be used to measure time-varying water surface profiles in the
inner surf and swash zones, enabling the study of wave propagation on a wave-by-
wave as well as time-averaged basis.
• Individual wave properties (H, T) can be extracted using an extrema analysis on the
measured time series. The extracted wave height was found to compare well with that
from spectral analysis. It was also shown that for these conditions, the wave period
derived from the centroidal frequency could be chosen as a characteristic wave period
for water depths down to 0.2 m. Further investigation is needed on the reason why
this changes at the swash/inner surf boundary.
• γ¯s was found to be linearly dependent on β/k¯h¯. Furthermore, the present dataset
seem to match well that of Sénéchal et al. (2001), for values of β/k¯h¯ lower than 0.5.
For higher values, discrepancies are observed and are due to the differences observed
between Tm and T01.
• Individual wave celerities were estimated using a simple crest-tracking method.
Comparisons with various predictors showed that the solitary wave theory gave
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Figure 3.10: Scatter plot of measured wave celerities: a) individual wave celerities against the predictor
from the solitary wave theory. Data circles are coloured by their concentration in every 0.05 m/s bins. The
wave-period-averaged depth is used for the soliton celerity formulation, following Postacchini and Brocchini
(2014). Correlation coefficient r = 0.65.; b) Averaged wave celerities obtained from the cross-correlation of
two 10-minute time series, plotted against water depth. Their standard deviation is plotted as red bars, using




the best agreement with the present dataset. However, in the shallow water depths
investigated here, these values exhibit considerable variability.
• 10-minute averaged wave celerities were also calculated using a cross-correlation
technique. These values agree well with the modified shallow-water predictor in
depths greater than 0.2 m, becoming almost constant as the water depths decrease
landwards. This critical depth also corresponds to that when Tm and T01 start to show
discrepancies. Since the celerity is a function of the wave period, the two facts could
be physically linked. This will be the subject of further investigation, since it could
bring new insight into the conditions at the surf-swash boundary.
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Appendix: Statistical parameters
The different statistical parameters (Root-Mean Square Error, Scatter Index and a correlation
coefficient noted r) used in this study are defined in this section. If we denote the two
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In this Chapter, a new surface elevation dataset was collected with a LiDAR scanner
in the inner surf and swash zones of Rousty beach, France. An innovative wave-by-
wave approach was developed and applied to this dataset: individual wave properties are
extracted by detecting the wave crests in the surface elevation timeseries. These wave crests
are then tracked until the swash zone, giving the possibility to study cross-shore changes of
individual wave properties (H, T, c). Close to the inner surf/swash zone boundary and as
waves propagate towards the shoreline, an increasing divergence between individual and
spectral wave periods was observed. This has also been observed by previous authors when
frequent bore merging occurs, especially in the presence of low-frequency waves, which
has the effect of reducing the number of wave crests and hence increases the individual
wave period (Sénéchal et al., 2006; Tissier et al., 2017). The scatter observed in the different
individual wave properties has implications for the further use of these wave-by-wave
analyses in surf zone datasets obtained by LiDAR scanners. Postacchini and Brocchini
(2014) reported similar scatter in their dataset of individual wave celerity; this shows the
diversity and complexity of processes occurring in the surf zone, such as the presence of
low-frequency waves and their effect on shorter wave propagation (see also Tissier et al.,
2015). To study the cross-shore evolution of incident wave properties, the potential presence
of other physical processes must be identified and accounted for during the analysis if needs
be (e.g. through the use of appropriate techniques on the data).
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Abstract
A detailed understanding of the behaviour of waves in the nearshore is essential for coas-
tal engineers as these waves cause beach erosion, coastal flooding and damage to coastal
structures. Significantly, the influence of reflected waves is often neglected in surf zone
studies, although they are known to influence wave properties and circulation in the ne-
arshore. In this paper, a phase-resolving model is rigorously applied to model conditions
from the prototype-scale BARDEXII experiment in order to examine and assess the influ-
ence of swash-based reflection on surf zone hydrodynamics at both the individual wave
and time-averaged timescales. Surface elevation is separated into incoming and outgoing
signals using the Radon Transform and a crest tracking algorithm is used to extract in-
cident and reflected wave properties. It is found that on steep beaches (tan β > 1 : 9)
the swash-based reflection - the reflection generated in the swash during the backwash -
contributes significantly to the intrawave variability of individual wave properties such as
the wave height to water depth ratio γ, through the generation of quasi-nodes/antinodes
system. For γ expressed with individual wave heights, variations up to 25% and 40% are
obtained for the modelled regular and irregular wave tests, whereas it reaches 15% when
it is based on the significant wave height. The outgoing wave field-induced hydrodyna-
mics is also found to affect time-averaged parameters: undertow and horizontal velocity
skewness. The undertow is mainly strengthened, particularly in the shoaling region where
the outgoing component dominates over the contribution from the incoming wave field.
Offshore of the bar, an onshore-directed flow streaming close to the bed is also generated
under the outgoing wave field, and is suspected to help in stabilising the bar position. This,
along with the influence of the outgoing wave field on the horizontal velocity skewness
and the presence of quasi-standing waves, suggests a complex contribution of the hydro-
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In Chapter 3, we presented the first field deployment of LiDAR scanner performed during
this PhD. A methodology to study individual wave properties was described and the two
following limitations were highlighted during the study:
• The experimental setup: the LiDAR scanner was deployed atop a tower in the swash
zone. The dataset was hence limited to small wave heights (Hs ∼ 0.2 m) and very
shallow water depths (h ≤ 0.4 m).
• At the wave-by-wave scale, a multitude of processes contribute to the scatter of
individual wave properties (e.g. infragravity waves, bore merging and possibly
reflection).
These observations motivate the development of a new methodology that allows the ana-
lysis of ’true’ incident wave properties. The main objective of this Chapter is to develop
such a methodology, using a combination of mathematical tools (Radon Transform, Radon,
1917) and the previously developed wave-by-wave methodology presented in Chapter 3.
The dataset used in this chapter consists of the experimental dataset obtained during
the prototype-scale BARDEXII experiments (Masselink et al., 2016) and a numerical dataset
produced with the CFD toolbox OpenFOAM®. The numerical model was used to repro-
duce two monochromatic and one irregular wave tests from the BARDEXII experiments
and has partly been validated by an innovative LiDAR dataset of breaking waves. The com-
parison of the numerical and LiDAR datasets with the pressure-derived surface elevation
data emphasizes the limitations of linear wave theory to reconstruct wave profiles around
the break point. When applied to correct for depth attenuation of the pressure signal, linear
wave theory fails to reconstruct the sharp wave crest in highly non-linear conditions, which
leads to an underestimation of the wave height and an inaccurate description of the wave
skewness.
Thanks to the Radon Transform, the incident and reflected components of the sur-
face elevation can be separated. The wave tracking can then be directly applied to these
separated surface elevation fields, allowing the extraction of incident and reflected wave
properties in both the shoaling area and the surf zone. The influence of reflected waves on
incident wave properties is directly quantified by comparing the wave properties extrac-
ted from the incident and total signals. Linear wave theory is also used on the modelled
cross-shore current velocities at every location and depth in the wave flume to investigate





Wave reflection from beaches and other coastal features is known to influence incident
wave-induced hydrodynamics and therefore morphodynamics (Miles et al., 2001; Brocchini
and Baldock, 2008).
While there are many studies of structure-induced reflection present in the literature
(see Zanuttigh and Meer, 2008, for a relatively recent comparison of extensive datasets), it
is evident that prior studies focusing on wave reflection from natural beaches, especially
in the sea/swell band (0.05 Hz ≤ f ≤ 0.5 Hz), are relatively limited. The reflection of
monochromatic waves over a slope was first investigated by Iribarren and Nogales (1949),
and Miche (1951) and it has been shown that the reflection coefficient of a slope, defined
as the ratio between incident and reflected wave height K = Hr/Hi, is linked to the surf-
similarity parameter (Battjes, 1974):
ξ = tan β/
√
Ho/Lo (4.1)
where β is the structure or beach slope, and Ho and Lo are the offshore wave height and
wavelength, respectively. While the reflected wave phase was found to be only dependent
on the offshore wave steepness and the slope (Hughes and Fowler, 1995), the amplitude
of reflected waves are substantially influenced by the bottom roughness and permeability,
but also the nature of wave transformation across the surf zone (Battjes, 1974; Hughes and
Fowler, 1995; Miles and Russell, 2004, and many others). By presenting cross-shore varying
reflection coefficients from two field-based experimental datasets, Baquerizo et al. (1997)
observed a net increase in reflection coefficients shoreward of the break point, and suggested
that when defining the reflection coefficient of a beach, it should be measured as far offshore
as possible. Although this approach is appropriate for studying the bulk outgoing wave
energy from a beach, it presents several issues. Assessing the outgoing energy further from
shore increases the risk of observing additional phenomenon, particularly from non-linear
wave interactions (Elgar and Guza, 1985; Bakker et al., 2015), that can lead to reflection
coefficients higher than unity (Sheremet et al., 2002). Furthermore and as discussed by
Battjes (1974), based on the methodology of Miche (1951), the processes responsible for
incident wave energy dissipation in the surf zone (mainly friction and breaking) have to
be approximated, while a measurement close to the swash zone would lead to an exact
estimation of reflected waves (height and phase), using the local incident properties.
In the few field-based studies focusing on wave reflection in the sea/swell range of
frequencies, it was generally demonstrated that reflection could be substantial (Elgar et
al., 1994; Miles and Russell, 2004; Almar et al., 2014b). Using an array of 24 bottom-
mounted pressure sensors, Elgar et al. (1994) found that up to 18% of the incident sea-swell
frequency band was reflected back into the surf zone. These relatively high levels of
reflected energy in the surf affect the incident waves in a variety of ways. Fluctuations in
the currents velocities due to the reflected wave orbital velocities influence the sediment
suspension (Miles et al., 2001), also potentially influencing the velocity skewness, important
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for onshore sediment transport (Elfrink et al., 1999; Doering et al., 2000). Instantaneous
sea levels are also influenced by the presence of seaward propagating wave crests and
troughs, which influence the wave height to depth ratio γ, due to the presence of quasi-
standing waves (Hoque et al., 2002). Many parameterisations are present in the literature
to describe the cross-shore variation of this wave parameter, related to the wave energy
dissipation (see for example the pioneering work of Battjes and Janssen, 1978). While
existing parameterisations of γ do not explicitly account for wave reflection, both γ and
reflection are a function of beach slope and wave number (Raubenheimer et al., 1996;
Sénéchal, 2003; Martins et al., 2016). It is known that the beach slope controls the wave
reflection to a great extent (see above, and Almar et al., 2014b; Almar et al., 2015). Through
observation of the influence of strong backwash flows on the generation of individual
reflected waves at the surf-swash boundary, a link might be expected between reflected
waves generated by swash flows and the wave height to water depth ratio of individual
waves in the surf zone, though no evidence is present in the literature.
A lack of field-based studies of sea/swell reflection on beaches can be explained by the
complexity in measuring the energy bulk reflected from a beachface. Several methods to
separate incoming from outgoing wave fields exist; see for example Inch et al. (2016) for a
recent description. Correlation functions between 2 wave gauges were used (Kajima, 1970;
Thornton and Calhoun, 1972, in Goda and Suzuki, 1976) before Goda and Suzuki (1976)
introduced the use of Fast-Fourier Transform (FFT) to speed up this process. This was later
extended to a larger array of wave gauges - see for example Mansard and Funke (1980), Zelt
and Skjelbreia (1992) or Lin and Huang (2004) - which enables the error in the separation
process to be reduced (Inch et al., 2016). Other methods such as PUV (Pressure, U horizontal
and V vertical current velocities, Guza and Bowen, 1976), or approaches based on long-
wave theory described in Guza et al. (1984) use collocated pressure or surface elevation
signals, and horizontal current velocities to separate incoming and outgoing signals at a
cross-shore location. Using a totally different approach, Almar et al. (2014a) describe the
use of the Radon Transform (RT) for nearshore wave studies, with the objective of finding
tools to facilitate wave-by-wave analyses. Mostly used in image processing, the RT can
be applied to the projection of a cross-shore/temporal diagram η(x, t) into points in the
Radon (polar) space. This method is therefore particularly suitable in the surf zone as with
increasing non-linearities, the wave tracks appear as well-defined lines in such diagrams
(e.g. Almar et al., 2013). Almar et al. (2014a) successfully separated incident and reflected
long-wave signals from a laboratory dataset and demonstrated that the results compared
well with those from a Boussinesq model.
In this study, the RT is applied to the results from a phase-resolving numerical model
simulating two monochromatic and one irregular wave tests, performed at prototype-scale
in the Delta flume during the BARDEXII project (Masselink et al., 2016). The primary
objective is to study the impact of reflected waves on incident wave properties and surf
hydrodynamics with a focus on sea/swell waves. For irregular waves, the free surface is
actually a sum of wave trains, with different frequency and possibly direction (incident and
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reflected). In this regard, a wave-by-wave approach is developed based on the previous
work of Martins et al. (2016), allowing individual wave tracking from the shoaling area to
the runup limit, and back into the flume after reflection.
The paper is organised as follows. Section 4.2 introduces the experimental and nu-
merical datasets. The numerical model is validated using a large array of instruments,
including a Terrestrial Laser Scanner (TLS) that enables the description of the wave shape
during breaking. The signal separation in incoming/outgoing components and the wave-
by-wave approach used to track individual wave properties are described in Section 4.3.
Section 4.4 presents the results on the separation methods and its application for the study
of swash-based reflection influence on surf zone hydrodynamics at the individual wave
timescale. The concept of swash-based reflection is notably explained through a link with
swash events potential energy. The results and the influence of reflection at longer times-
cales are then discussed in Section 4.5. Finally Section 4.6 provides the conclusions of this
study.
4.2 Experimental and numerical datasets
4.2.1 The BARDEXII experiments
The present study uses experimental data obtained during the 2-month-long BARDEXII
experiment (Masselink et al., 2016). In order to study wave processes and cross-shore
sediment transport in the surf and swash zones, a coarse sandy beach/barrier system was
built in the prototype-scale Delta Flume (Vollenhove, The Netherlands). The A6 and A7
monochromatic test cases (hereafter A6-mono and A7-mono) and A6-01 irregular wave
test are the focus of the present study (Masselink et al., 2016). Regular second-order Stokes
waves were generated during the A6-mono and A7-mono tests by a second-order wave
steering system at x = 0 m, with an Active Reflection Compensation system (ARC) for the
absorption of reflected waves. For the A6-01 irregular test, a JONSWAP spectrum with a
peak enhancement factor of 3.3, was imposed in the wave flume. The initial beach profile
of 1 : 15 slope between x = 49 − 109 m evolved under the wave action during Series A1 to
A7 to result in the bed profiles presented in Figure 4.1, presenting a much steeper upper
beach face, a bar system for the A6-01 and A6-mono, and a terrace for the A7-mono. The
wave forcing conditions and beach slope for the different wave tests examined here are
presented in Table 4.1.
A large array of instrumentation was used during the experiments, and only part
of the experimental dataset is used to validate the numerical model used herein. The
positions of the instruments used in the present work are shown in Figure 4.1. A series of
pressure transducers (PT) and electro-magnetic current meters (EMCM) both sampled at
20 Hz were located in the shoaling and surf zones to measure the pressure and flow velocity
under propagating and breaking waves. Two terrestrial laser scanners were deployed to
measure free surface elevations within the flume, the first was positioned in the surf zone at
x = 73.6 m, 3.9 m above mean sea level (MSL) while the second was deployed at x = 88.3 m,
3.8 m above MSL to study the swash zone hydrodynamics and morphodynamics. The TLS
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Table 4.1: Wave and beach conditions for the different wave tests. For the monochromatic wave tests, Ho was
computed as four times the standard deviation of the surface elevation measured at the wave paddle.
Run Ho (m) Tp (s) MSL (m) βsur f βswash ξsur f ξswash
A1-mono 0.94 8 3.00 1:13 1:11 0.52 0.60
A2-mono 0.71 8 3.00 1:13 1:13 0.58 0.61
A4-mono 0.67 8 3.00 1:14 1:10 0.58 0.83
A6-01 0.70 10.90 2.98 1:12 1:9 0.63 0.97
A6-mono 0.74 12.10 3.00 1:15 1:8 0.64 1.10
A7-mono 0.76 12.10 3.00 1:17 1:8 0.54 1.18
A7T10-mono - 10 3.00 1:17 1:8 0.49 1.07
A7T11-mono - 11 3.00 1:17 1:8 0.52 1.12






























Figure 4.1: Schematic of the experimental setup for the A6-mono, A7-mono and A6-01 wave tests. The two
different initial beach profiles are shown. A dataset from the following instruments was used in the present
study: 7 pressure transducers (PT) and electro-magnetic current meters (EMCM) located in the shoaling and
surf zones and two terrestrial laser scanners (TLS) deployed at 6.8 and 6.9 m above the flume bed (3.8 and
3.9 mMSL, respectively) within the surf and swash zones. The zones covered by the TLS are indicated with the
orange cones.
recorded data at an angular resolution of 0.25° and sample rate of 35 Hz; the measurements
were processed following Martins et al. (2016) including the correction of the scanner
orientation, noise filtering and spatial interpolation onto a regular grid.
TLS data is ideal for wave-by-wave analysis of surf zone processes as the high-spatial
and temporal resolutions of the measurements allow for the description of wave geometry
and the tracking of individual wave properties through hundreds of cross-shore positi-
ons. Physical constraints within the flume limited the elevation of the TLS and hence the
horizontal extent of the measurements, however the high resolution of the data enabled
the wave shape to be captured in the swash zone and around the primary break point for
detailed model validation.
The PT data were used to retrieve the surface elevation using the linear wave theory,
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where h¯ is the mean water depth, k is the radian wavenumber and z the PT deployment
depth. The methodology described by Inch (2014) was followed, using the high frequency
cut-off wc = 0.564pi
√
g/h¯ (where g is gravity) proposed in Green (1999), to prevent noise
amplification. Correcting the signal depth attenuation with linear wave theory is known
to lead to an underestimation of the wave crest elevation, especially for highly non-linear
waves, see for instance Nielsen (1986), Townsend and Fenton (1996) or Barker and Sobey
(1996). Bishop and Donelan (1987) suggested that wave heights could be retrieved within
5%, but no estimation based on wave-by-wave analysis has ever been carried out, thus the
impact of the correction at this time scale is unknown. For that reason, the differences at the
wave-by-wave scale between the TLS and PT datasets were assessed prior to any model
validation.
Figure 4.2a shows the wave profiles measured at x = 72.5 m, close to the break point,
by both instruments for every wave of the A7-mono test case and its ensemble-average,
with the modelled surface elevation also shown. In this study, the break point is defined
as the point of maximum wave height; for this comparison it was assessed from the wave
height evolution (TLS), comparisons between model and data presented further in this
paper, and from video data (not shown here) in order to exclude the presence of foam
that could increase discrepancies between datasets. It is demonstrated that at the early
stage of breaking, the individual wave height is underestimated by approximately 30%.
Additionally, considerable differences are observed in the two wave shapes (skewness and
steepness): wave non-linearities at the wave-by-wave scale are largely underestimated
when using the linear theory to retrieve the surface elevation. For these reasons, the
raw pressure signals along the wave flume were used to validate the model. Figure 4.2b
shows the ratio of the measured raw pressure to hydrostatic pressure, based on the surface
elevation measured by the TLS. It is observed that the two estimates differ significantly
before the wave crest where the pressure is higher than hydrostatic and at the crest location,
where the measured pressure is well below hydrostatic; a result consistent with previous
experimental datasets (Stive, 1980).
Closer to shore, an array of 45 ultrasonic bed level sensors (BLS, see Figure 4.1 for
locations) were deployed in the swash zone to measure water depths and monitor high-
frequency bed level changes (Turner et al., 2008). Sampling at 4 Hz, the BLS are able
to measure water depths and bed-level changes using acoustic signals with an accuracy
of the order of 1 millimetre. Finally, an ARGUS video camera system was deployed
above the beach, in order to monitor surf, swash and overwash processes. In this study,
timestacks from the swash camera were used to track the instantaneous shoreline position
for comparison with the simulated results.
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Figure 4.2: Comparison of individual wave profiles obtained from the surf-zone TLS and the PT, at the PT
location x = 72.5 m for the A7-mono test. Panel a) shows the wave profile of the modelled waves (light red
and blue lines for the TLS and PT, respectively) with the ensemble averaged (thick red and blue lines for the
TLS and PT, respectively). The modelled wave profile at that location is also shown as dashed black-line. In
panel b), a contour plot of the ratio between the raw measured pressure and hydrostatic pressure based on the
surface elevation measured by the TLS is shown: red zones correspond to periods when the pressure is higher
than the hydrostatic, and blue zones correspond to periods where it is lower. The ensemble-averaged wave
profile is shown as black line, while the gray lines represent individual wave profiles measured by the PT.
4.2.2 Numerical model: IHFOAM (Higuera et al., 2013)
The IHFOAM model (Higuera et al., 2013), based on the CFD package OpenFOAM®
(v2.1.1 in the present study) was used to generate waves and simulate their propagation
across the wave flume. A library for the wave generation and absorption at boundaries
was implemented and the solver modified accordingly. The RANS equations described in
Higuera et al. (2013) are solved using a VOF (Volume-of-Fluid) method to describe and track
the free surface. A rectangular 2D computational mesh for each run was constructed based
on survey data, using a cross-shore spacing of dx = 0.05 cm and a varying dz, corresponding
to a grid of 2100 × 60 = 126000 cells. The 2D mesh was manually created using the ’.msh’
format based on the window-averaged profile, so that no abrupt changes occur near the bed
(see Figure 4.3a). It was then transformed into the OpenFOAM format using the gmshto f oam
built-in function. The number of vertical layers was chosen such that the cell aspect ratio
was approximately unity near the breaking zone (Figure 4.3b) to more accurately resolve
the break point (Jacobsen et al., 2014). Sensitivity testing enabled the mesh size to be
optimised to obtain a good compromise between CPU time and precision. A desktop PC
with 8 GB of RAM and a 3.20 GHz quad-core processor was used to run the simulation,
with a typical time step of 0.0005 s, varying to fulfil the Courant–Friedrichs–Lewy (CFL)
local restrictions. For an 80 second run, this corresponded to approximately 53 hours of
CPU time.
Boundary conditions at the wave paddle were generated using second-order Stokes
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Figure 4.3: Description of the computational mesh: a) rectangle-based computational mesh for the A6-01 wave
test, for visual reasons only every 2nd cell in the vertical direction and 10th cell in the horizontal direction are
shown; b) contour plot of the cell aspect ratio.
theory (Dean and Dalrymple, 1991) for the A6 and A7 monochromatic wave cases. The
A6-01 irregular wave case was generated using the actual wavemaker signal (paddle dis-
placement and surface elevation). The active absorption at the wave paddle (located at
x = 0, see Figure 4.1) was activated as the Delta flume is equipped with an ARC system,
preventing radiated components from being re-reflected towards the artificial beach.
The VOF-based CFD method attributes an α value to the typically two modelled phases
of interest, for instance air and water (Berberovic´ et al., 2009). A cell containing only water
corresponds to α = 1, whereas a cell filled with air corresponds to α = 0. The free surface
was extracted by integrating α over the water column at a given position. This method is
considered particularly suitable for spilling or weakly plunging waves, characterized by
relatively low air entrainment. Finally, the k − ωSST turbulence closure model developed
by Menter (1994) was used as it was found to better reproduce the surface elevation than
the classical k −  and k − ω models (Brown et al., 2014). For further details on the model
equations, the reader is referred to Higuera et al. (2013).
4.2.3 Validation of the numerical model
Surface elevation and relative pressure in the surf zone
The detailed surface elevation measurements from the TLS and ultrasonic BLS were used
to validate the model predictions of free surface elevation around the break point. Figure
4.4 shows instantaneous comparisons between the TLS and BLS measurements and the
modelled water phase for the A7-mono test case at 6 times during the breaking process.
Comparisons show good agreement (RSME< 0.06 m, r2 > 0.96) at every stage of the brea-
king (wave shape evolution and breaking location), with the modelled free surface closely
capturing the complex wave geometry resolved from hundreds of point measurements
obtained by the TLS. Despite this good model agreement in mean errors (Table 4.2), the
existence of short duration, low void fraction, but large magnitude splashes generated
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during breaking (landward of x = 76 m, see Figure 4.4d) lead to large maximum errors
(MAE). These splashes are captured by the TLS once the wave crest propagates landward
of x = 76 m but are not expected to be resolved by the CFD model. In opposition, the
significant MAE observed for the PT (Table 4.2) are due to the poor performance of linear
theory to retrieve the surface elevation a this location (Figure 4.2).
To validate the modelled wave transformation across the wave flume the modelled
relative pressure was compared with the raw pressure data from the PTs. For conciseness,
only results for the 670s-long A6-01 irregular wave test are shown; the statistical errors
from all tests are shown in Table 4.2. Figure 4.5 shows a 360 second window of the
modelled and measured relative pressure timeseries from the shoaling area to the surf
zone. The transformation of the incident waves is well described by the model (RMSE
= 0.02 − 0.04 dbar and r2 = 0.92 − 0.97), with a good representation of the wave profile
changes. Though it is less clear than from a surface elevation timeseries, the more tooth-
shaped wave profile after breaking (from x = 72.5 m) can clearly be seen. These comparisons
show the potential of using the piston-type boundary conditions to generate irregular wave
trains in prototype-scale experiments.
Table 4.2: Model skill for reproducing η (PT and TLS), p (PT), u and v (EMCM): root-mean square error (RMSE),
absolute mean error, maximum absolute error and r the linear correlation coefficient (defined as the ratio
between the covariance of the two timeseries, and the product of their standard deviation). For conciseness,
only minimum and maximum values along the flume are shown, for every modelled quantity and wave test.
For the TLS, statistics are calculated only between x = 70−78 m, whereas for the PT, it concerns the PT positions
visible in Figure 4.1.
Quantity Run RMSE AME MAE r2
A6-mono 0.05-0.08 m 0.04-0.06 m 0.12-0.45 m 0.84-0.98
PT − η A7-mono 0.04-0.06 m 0.03-0.04 m 0.12-0.32 m 0.93-0.98
A6-01 0.03-0.06 m 0.02-0.04 m 0.15-0.45 m 0.85-0.97
A6-mono 0.04-0.08 m 0.04-0.06 m 0.10-0.6 m 0.95-0.99
TLS − η A7-mono 0.03-0.06 m 0.02-0.04 m 0.09-0.6 m 0.96-0.99
A6-01 0.06-0.08 m 0.04-0.06 m 0.6-0.8 m 0.85-0.90
A6-mono 0.02-0.04 dbar 0.02-0.03 dbar 0.06-0.11 dbar 0.98-0.99
p A7-mono 0.02-0.03 dbar 0.01-0.02 dbar 0.06-0.11 dbar 0.99
A6-01 0.02-0.04 dbar 0.02-0.03 dbar 0.10-0.24 dbar 0.92-0.97
A6-mono 0.06-0.15 m/s 0.05-0.10 m/s 0.18-0.55 m/s 0.89-0.98
u A7-mono 0.04-0.20 m/s 0.03-0.17 m/s 0.11-0.47 m/s 0.97-0.98
A6-01 0.06-0.27 m/s 0.05-0.20 m/s 0.25-1.90 m/s 0.78-0.96
A6-mono 0.02-0.09 m/s 0.02-0.07 m/s 0.12-0.32 m/s 0.38-0.70
v A7-mono 0.02-0.09 m/s 0.02-0.07 m/s 0.06-0.32 m/s 0.47-0.84
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Figure 4.4: Comparison of the modelled water phase from the A7-mono wave test with the instantaneous free-
































Figure 4.5: Validation of the modelled relative pressure at the PT locations for the A6-01 wave test, for the first
320 s of the simulation. The model and data timeseries are shown at five locations in the shoaling region and
two in the surf zone. As seen in Figure 4.1, the pressure sensor located at x = 67.5 m is slightly buried, the
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Figure 4.6: Validation of the modelled hydrodynamics at the EMCM locations for the A6-01 wave test, for the
first 320 s of the simulation. Modelled horizontal U and vertical V timeseries are shown against measurements
at one location in the shoaling region and six in the surf zone.
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Surf and the swash hydrodynamics
Horizontal and vertical current velocities were measured at various cross-shore locations
along the wave flume (see Figure 4.1). These measurements were used to validate the
modelled wave-induced hydrodynamics in the shoaling and surf zones. Figure 4.6 shows
comparisons of measured and modelled horizontal and vertical velocities for the A6-01
irregular wave test. Overall, the model successfully reproduces the wave-induced hydro-
dynamics through the shoaling region and surf zone (similar good agreement was found
for the regular wave tests, see Table 4.2). More specifically, the high-magnitude current
velocities observed after breaking (x = 77.5 m) are well described in the numerical model.
Some discrepancies are observed in these comparisons, where measured current velocities
are noisy in some locations, e.g. close to the surface at x = 77.5 m and z = 2.70 m. These
periods occur during the passage of the two largest wave groups, and could be explained
by a high concentration of entrained air bubbles, which are known to introduce noise when
using EMCMs (see for example Gailani and Smith, 2000; Elgar et al., 2005; Huang and
Hwang, 2015).
As the swash zone is thought to significantly influence surf zone processes (Brocchini
and Baldock, 2008), primarily due to its role in reflecting incident wave energy, the ability
of the model to reproduce swash zone processes was assessed. The model results were
compared against measurements of the shoreline position (ARGUS video camera) and
swash depths (BLS and TLS). The cross-shore position of the shoreline was manually
extracted from the video timestacks. The modelled shoreline was computed using a 3 cm
threshold from the modelled water depths. Both modelled and measured shoreline cross-
shore positions were transformed into a vertical elevation using the surveyed beach profile.
Figure 4.7 shows the timeseries comparisons of modelled and measured shoreline elevation
for the entire A6-01 test, along with a 2-minute subset of the data comparing cross-shore
shoreline position and swash depths. Although the modelled runup extent is sometimes
slightly overestimated (Figure 4.7a and 4.7b), comparisons show very good agreements
between the two datasets. In particular, the timing of the uprush and downrush phases
(Figure 4.7b) as well as water volumes (4.7c-e) are accurately reproduced. Figures 4.7c-
e highlight some pros and cons of different methods for measuring flow depths in the
swash zone (TLS and ultrasonic BLS in this case). In Figure 4.7c, it is observed that there
are periods, particularly in the lower swash during backwash where insufficient light is
scattered by the water surface and no signal return is detected by the TLS. Reduced ability
to detect water depths during backwash and close to the shoreline is common when using
TLS, and enhanced here by the reduced persistence of aeration observed in freshwater
(e.g. Blenkinsopp and Chaplin, 2011). This effect means that TLS measurements tend to
underestimate the shoreline position as observed by (Hofland et al., 2015). By contrast, the
measurements from the BLS are much more consistent but are limited by the much reduced




4.3.1 Separation of the incoming and outgoing signals
In the present study, the influence of reflected waves was studied at two distinct timescales:
individual wave timescale and time-averaged over a complete wave test. In order to
study the evolution of individual incident wave properties, the Radon Transform (RT)
was applied to the modelled free surface elevation to separate the incoming and outgoing
signals. The RT was successfully applied to study wave celerity and incident and reflected
short and long waves by Almar et al. (2013) and Almar et al. (2014a). The method applies
the following transformation (Radon, 1917) to a surface elevation signal η(x, t):
R(ρ, θ) =
	












































































































Figure 4.7: Validation of the model in the swash zone: a) Modelled shoreline elevation and digitised shoreline
elevation from the ARGUS video camera timestack are shown for the entire wave test, b) ARGUS Video
camera timestack along with the modelled shoreline cross-shore position for a 2 min window, c) Water depths




where x represents the cross-shore dimension, and t is time, δ is the Dirac function, ρ and
θ the distance and angle from origin of the integration line defined by ρ = x cosθ + t sinθ
(Almar et al., 2014a). As described in Almar et al. (2014a), lines in the Cartesian spatio-
temporal space (η(x, t) diagram) are represented by points in the Radon space.
More interestingly for the present study, when a wave reflects off the beach, it is also
visible as a line in the aforementioned η(x, t) diagram. By integrating the Radon signal over
the correct angles with the inverse RT (Almar et al., 2014a), the separation of the incoming
and outgoing signals is made possible. The result enables the modelled surface elevation
to be described as:
η(x, t) = ηinc(x, t) + ηout(x, t) (4.4)
where the ’inc’ and ’out’ subscripts refer to the incoming and outgoing components re-
spectively. An example of this process is shown in Figure 4.8 for the A7-mono test which
demonstrates the strength of this method: incident (Figure 4.8b) and reflected waves (Fi-
gure 4.8c) clearly appear as lines in the η(x, t) diagram. Note that in this study, a difference
is made between ’reflected’ wave and ’outgoing’ signal. While at the wave-by-wave time
scale it is evident that the wave propagating seaward from the beach upper slope is genera-
ted through reflection, it is not clear how other signals propagating seaward are originated,
especially at longer time scales (e.g. non-linear interactions). The term ’reflected wave’ is
therefore only used to describe seaward propagating waves generated at the boundary be-
tween the swash backwash and the inner surf that can be tracked (swash-based reflection).
The same reasoning is applied to differentiate ’incident’ wave from ’incoming’ signal.
The separation based on the RT was compared in the frequency domain to the com-
monly used method of Guza et al. (1984) (hereafter Guza84). The Guza84 method was
developed from long-wave theory and uses collocated surface elevation and horizontal
current velocities signals to separate the incoming and outgoing components of surface
elevation or horizontal current velocities. The use of this linear theory-based method is
motivated by two reasons: 1) a performance comparison with the RT to assess the model
capacity in reproducing the wave spectra and 2) the observed poor performance of the RT
to resolve mean flow velocities after separation. While the RT was found to satisfactorily
separate incoming and outgoing signals (for both η and u), mean incoming and outgoing
cross-shore flow velocities close to zero were found when time-averaged. The two possible
explanations are the introduction of noise in the high frequencies, which makes the average
of the whole signal tend to zero, or the less sharp ’lines’ in the u(x, t) diagram, compared to
the η(x, t) diagram observable in Figure 4.8a.
For this reason, linear theory was used to separate surface elevation and horizontal
current velocity in order to study the influence of reflection on time-averaged surf zone
parameters (undertow, wave setup and horizontal velocity skewness). Modelled horizontal
current velocities were extracted from the results of the A6-01 test along the wave flume
at various heights above the bed ranging from 0.01 m to 1.8 m (non-dimensional height
z′ = z/h¯ ∈ [0, 0.6]) using the Guza84 method (Miles et al., 1996). After performing the








































































Figure 4.8: Incoming/outgoing signal separation of the modelled surface elevation using the RT: a) η(x, t)
diagram of the modelled surface elevation for the A7-mono wave test; b) ηinc(x, t) diagram of the incoming
signal; c) ηre f (x, t) diagram of the outgoing signal. In every panel, the dashed black lines show the individual
waves path, tracked with the methodology presented in Section 4.3.2.
entire test to compute the mean cross-shore current velocities (undertow) and velocity
skewness defined as Sk = u3/u2
3/2
, where . is the time-averaging operator.
4.3.2 Wave-by-wave approach
The results at the individual wave time scale presented in this paper rely on a wave-by-
wave analysis, performed separately on the extracted incoming and outgoing signals. At
every cross-shore position between x = 0 and 84 m, local peaks in the surface elevation ti-
meseries (corresponding to wave crests) are identified to enable the extraction of individual
wave properties (e.g. H,T), following an improved version of the methodology presented
in Martins et al. (2016). Previous work has been undertaken to study individual wave
properties; see for example recent studies of Power et al. (2010) and Power et al. (2015),
Postacchini and Brocchini (2014). These methods are based on peak-to-peak analysis which
bypasses the need for low-pass filtering but cannot deal with the superposition of waves
travelling in either the same or opposing directions.
The present algorithm starts by extracting wave properties at an initial cross-shore
position (e.g. x = 0 m, for incident waves) using peak analysis: wave crests are detected
and wave troughs are defined as the minimum reached between two crests. Wave height H
is then defined as the height difference between crest and trough levels, and the wave period
T corresponds to the time between the two troughs surrounding this wave crest. From this
initial position, every detected wave (or a manually-selected subset) can be tracked. At
each new cross-shore position, the time of wave crest detection at the previous cross-shore
position is compared to the detection time at the new location. If a wave crest is detected
within a reasonable physical range (based on wave celerity), it is kept as the new position.
If no value is found, wave tracking is ceased. The same methodology can be applied to
both incoming and outgoing signals, with the values for the physical range set accordingly.
The result of this wave tracking algorithm on the A7-mono test is shown in Figure 4.8.
Using two separate analyses, this methodology was performed on the total η(x, t) and
incoming ηinc(x, t) signals. The following individual wave properties were extracted: crest
height C, wave height H, period T, and depth under preceding trough htr. The analysis
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performed on the incoming signal allows for the retrieval of incident wave properties, by
removing the effect/component of reflected waves from the total signal. Reflected wave
properties were also extracted from the outgoing ηout(x, t) signal in order to assess the
incoming/outgoing energy ratio and study their characteristics as a function of the incident
wave properties.
4.4 Results
4.4.1 Inter-comparison of separation methods
Model and experimental data from the A6-01 irregular wave test were compared in the
frequency domain by applying the RT on the modelled free surface elevation and the
Guza84 method on the collocated PT/EMCM data. Figure 4.9 shows the comparison of
the total, incoming and outgoing signals at four cross-shore locations: x = 42, 67.5, 72.5
and 77.5 m. At all positions, and for both sea-swell and infragravity ranges of frequencies,
the comparisons show good agreement. Although the amount of energy is small, more
incoming energy at the infragravity frequencies (0.005 Hz ≤ f ≤ 0.05 Hz) is estimated in
the PT data at x = 42 m (Figure 4.9b). This could be explained by two factors and it is
not certain which prevails: an underestimation in the model of the transfer of energy to
sub-harmonics between x = 0 and 42 m or a more efficient absorption of outgoing waves at
the numerical paddle than in the real flume. The energy peaks and the spectrum tail along
the wave flume are well represented everywhere else, indicating that the model is able
to simulate the breaking process and the transfer of energy to higher/lower frequencies.
Similar performance has been observed by Morgan et al. (2010) in their modelling of wave
transformation over submerged bar with up to 8th order harmonics correctly simulated.
The observed agreement between the RT and the Guza84 approach are somewhat
surprising for two main reasons: 1) the previously observed differences at the wave-by-
wave scale between the pressure-derived surface elevation and the model output close to
break point (around 30% of H, Figure 4.2) is not evident in the spectral domain, and 2) while
the Guza84 method, is thought to be inappropriate for use in highly non-linear surf zone
waves, the current results indicate that it can be applied in the surf zone with reasonable
results.
4.4.2 Intrawave variability of wave heights and wave height to water depth
ratio
Figure 4.10a and 4.10b present the cross-shore evolution of the modelled individual wave
height H for the total and incoming signals, from the A6-mono and A7-mono tests. Similar
to that observed in the η(x, t) diagram presented in Figure 4.8a, the reflected components of
the waves are clearly observable in the cross-shore evolution of H. In the total signal η(x, t)
diagram (Figure 4.8a), the first modelled wave after reflection influences the second, third
and fourth incident waves at cross-shore positions of approximately x = 71 m, 44 m and
14 m. The surface elevation at these locations is temporarily increased due to the presence
of a reflected wave crest, and this leads to an apparent net increase in H from total signal at
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Figure 4.9: Comparison of the modelled surface elevation spectra (black line) along the wave flume against
measurements from pressure-derived data (red dashed line), for total (left column), incoming (central column)
and outgoing (right column). The modelled total signal was separated using the RT, while the measured
total signal was separated with the Guza84 method. Comparisons are performed at the following cross-shore
locations: a-b-c) x = 42 m, d-e-f) x = 67.5 m), g-h-i) x = 72.5 m) and j-k-l) x = 77.5 m).
these cross-shore locations, while the values from the incoming signals obtained from the
RT present gradually increasing H values in the shoaling region, as it should be expected.
Similarly, the passage of troughs also influence H values by decreasing the surface elevation
temporarily.
The observed effect of reflected waves on individual wave height is also present in γ
values which are expressed as γ = H/h¯ (Figure 4.10c and 4.10d). Since the first modelled
wave is propagating in a calm wave flume, its properties are not altered by any reflected
component: γtot and γinc should therefore be similar. This is observed in Figure 4.10a and
4.10b where the incoming and total values match at all positions (gray lines and dots), and
in the scatter plots of Figure 4.10c and 4.10d, where gray dots are close to the 1:1 agreement.
While for the subsequent waves in the test there are differences between γtot and γinc values
of up to 35% in the shoaling area, this reduces to around 25% closer to the break point,
which is defined as the location of the maximum wave height for each propagating wave
(x = 71 m, for both monochromatic tests).
A similar wave-by-wave approach was performed for the A6-01 irregular test case and
the results can be observed in Figure 4.11. Figure 4.11a shows the cross-shore evolution of
γs,tot and γs,inc, based on significant wave height Hs and mean water depth. In the shoaling
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Figure 4.10: Results from the wave-by-wave analysis on modelled total and incoming signals (η(x, t) and
ηinc(x, t)) from the A6-mono and A7-mono wave tests. Panels a) and b) represent the wave height evolution
extracted from the total (continuous lines) and incoming (dots) signals for the A6-mono and A7-mono wave
tests respectively. Panels c) and d) represent the corresponding γ scatter plots for the A6-mono and A7-mono
wave tests respectively (values from the total signal against values from incoming signal). In the four panels,
the 6 modelled waves are shown, and the same colours are used in the line/dots for the wave numbering; ±20%
and ±40% lines are also represented in the scatter plots as dashed and dot-dashed lines respectively.
area, the two ratios present identical evolution, demonstrating little influence of reflection
on averaged breaker indexes in that zone. Just offshore of the bar, the values computed from
the incoming signals are slightly larger than those from the total signal, while over the bar
the opposite occurs. The most significant difference is visible on the terrace (x = 75− 78 m),
where incoming values are approximately 15% greater.
Individual γ and γtr = H/htr, where htr is the water depth below the wave trough,
are shown in Figure 4.11b-e for incoming and total signals. Overall, the values computed
from the incoming signal are less variable; this can be seen from the slightly smaller error
bars and more ’organized’ lines, showing lower intrawave variability. The scatter plots of
Figures 4.11f and 4.11g allow a comparison of the different definitions of γ and suggest that
variations up to 20% and 40% are common for γ and γtr respectively which is comparable
to that found for the monochromatic cases (Figure 4.10c and 4.10d).
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The alternate effect of reflected wave crests and troughs on the incident waves for the
irregular wave test is similar to that observed for the monochromatic wave tests. This
behaviour supports the concept of quasi-standing waves previously observed by Hoque et
al. (2002) for shorter waves. The interactions of two progressive waves travelling in opposite
direction, with the same period but different amplitude (due to wave breaking and friction),
generates quasi-antinodes and quasi-nodes at the location where the incident and reflected
waves are in phase and out of phase respectively. This concept has been investigated for
the A6-01 irregular wave test. Figure 4.12 shows the cross-shore evolution of the ratio of
total and incoming variance density spectra Sη/Sηinc for sea/swell frequencies. This ratio
indicates the presence of reflected wave energy: a ratio greater than 1 corresponds to the
presence of a reflected wave crest, while a ratio lower than 1 corresponds to the presence of a
reflected wave trough. For relatively low frequencies ( f ≤ 0.2 Hz), a node/antinode pattern
is observed along the wave flume. In particular, for the frequency of the monochromatic
wave tests ( f = 0.083 Hz), a very similar node/antinode system as observed in Figure 4.10
is found during the irregular wave run: antinodes due to superposed crests are found
at around x = 75 m, x = 53 m and x = 24 m, and discrepancies are mainly explained by
the different foreshore slope (Table 4.1). It was suggested for the monochromatic wave
tests that partially standing waves were responsible for the intrawave variability of H and
hence γ (Figure 4.10). The results presented in Figure 4.12 suggest that similar behaviour
is observed for irregular waves, and for relatively high frequencies.
4.4.3 Generation of swash-based reflections
The reflected waves studied here in the sea/swell frequency are thought to be ’generated’
primarily by the seaward propagating mass fluxes present in the strong swash backwashes.
The term swash-based is therefore used to describe this type of reflection. This concept has
been investigated by relating the energy of the tracked reflected waves to the maximum
potential energy present in the swash preceding the ’generation’ of that reflected wave.
The two energy concepts are expressed as follows:
Ere f = ρg
∫ L
0






h(x, t)z(x, t)dx (4.6)
where L is the wavelength, R(t) is the time-varying shoreline position, h(x, t) the water
depth and z(x, t) the height above the reference for null potential energy taken as MSL. In
the potential energy formulation from equation 4.6, z(x, t) is the mid flow depth: z(x, t) =
zbed(x) + h(x, t)/2, where zbed(x) is the bed elevation at the cross-shore position x. A sketch
describing the terminology used in Equation 4.5 and 4.6 is presented in Figure 4.13.
Figure 4.14 shows the comparison of the two energy expressions for a range of both
validated and unvalidated test cases. Although not validated in this paper, the A1-mono,
A2-mono and A4-mono wave tests from the BARDEXII experiments were run for this
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Figure 4.11: Results from the wave-by-wave analysis on the total and incoming signals (η(x, t) and ηinc(x, t))
from the A6-01 irregular wave test. Panel a) shows the cross-shore evolution of the significant wave height to
depth ratio γs computed from the total (dashed line) and incoming (circled line) signals respectively. The two
break points defined as the maximum significant wave height are also shown as vertical dotted lines. Panels
b) and c) show the individual γ values computed from the total and incoming signal. Panels d) and e) show
the individual γtr values computed from the total and incoming signal using the water depth below trough htr.
For these 4 scatter plots, standard deviation of the mean are shown as error bars, using bins of 0.2 m. Panels f)
and g) represent the corresponding γ and γtr scatter plots. In these, ±20% and ±40% lines are also represented
as dashed and dot-dashed lines respectively.
investigation in order to have a wider range of beach and wave characteristics (see Table 4.1).
Additionally, two further monochromatic cases using the same Hs and beach conditions
as A7-mono, but with different wave periods were modelled (see Table 4.1). For every
regular case, the ensemble-averaged energy from the tracked reflected wave (Equation 4.5,
estimated between x = 15 m and x = 15 + L m) is compared to the ensemble-averaged
potential energy contained in the preceding swash event (Equation 4.6). For the irregular
run, a subset of 5 individual waves was extracted. For the beach slopes and wave conditions
examined here, a clear correlation between the two energy formulations is observed in
Figure 4.14 with the potential energy in a swash event consistently double that of the
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reflected wave that this event generates.
This result suggests that it is possible to estimate the energy and height of individual re-
flected waves based on the monitoring of foreshore bed levels and the time-varying surface
elevations (leading to water depths and swash excursion, the two required parameters).
Field deployments of TLS in the swash zone such as in Martins et al. (2016) and Almeida
et al. (2015) could use this relationship to estimate the bulk of energy reflected from the
beach. Further investigation is required to completely validate this hypothesis, and to ex-
plain the presence of the 0.5 coefficient of proportionality observed in Figure 4.14, though
this is thought to be closely linked to the beach gradient and hence the mass flux in the
backwash.
4.4.4 Cross-shore evolution of reflection coefficients
To the authors’ knowledge, Baquerizo et al. (1997) were the first to study the cross-shore
variation of the reflection coefficient in the sea/swell range of frequencies, defined as the
ratio of incoming and outgoing wave energy. Using various methods to separate incoming
and outgoing signals, they measured increasing reflection coefficient values through the
surf zone and suggested that to minimize the uncertainty introduced by this variation,
representative values should be estimated seaward of the break point. A numerical model
based on an energy balance, taking into account the incident wave dissipation and reflection
from slope was developed by Baquerizo et al. (1998) to predict local reflection coefficients.
Although it showed very good agreement seaward of the break point it overestimated the
reflection coefficient in the surf zone. Discrepancies in the surf zone are thought to be due
to the expression of the reflected wave energy fluxes, directly linked to the incoming fluxes
and the rate of dissipation. To illustrate this, the energy fluxes defined using linear theory
as F = H2c, where c is the wave celerity (Baquerizo et al., 1998), for the incident and reflected
waves from the A6-mono and A7-mono tests are shown in Figure 4.15a. While the energy
fluxes of reflected waves are approximately constant, meaning that waves are deshoaling
as c increases with increasing depths, the incident waves show a net increase in energy flux
landward of x = 40 − 50 m. This occurs when wave celerity cannot be described anymore
by linear wave theory and corresponds to where wave non-linearities become important
(high Ursell number). This overestimation in the incident wave energy fluxes when non-
linearities become significant leads, for a given dissipation rate, to an overestimation of
the reflected wave energy as defined by Baquerizo et al. (1998). This is consistent with the
larger reflected fluxes found in the surf zone by Baquerizo et al. (1997) (see their Figure 8).
The direct ratio between incident and reflected individual wave heights is shown in
Figure 4.15b, for both monochromatic tests. It is shown that up to the break point (x = 71 m),
the ratio remains reasonably constant with a slight decreasing trend for both tests. This is
explained by the shoaling incident waves dominating over the deshoaling reflected waves,
observed in Figure 4.15a. Landward of the break point x = 71 − 75 m, and as previously
found by Baquerizo et al. (1998), the ratio rapidly increases due to the sudden decrease in






























Figure 4.12: Cross-shore evolution of the ratio of variance density spectra computed on total and incoming
surface elevation signals. For f ≤ 0.2 Hz and for each frequency, the locations of two types of antinodes are
shown as white (incident and reflected wave troughs superposed) and red (incident and reflected wave crests
superposed) dashed lines. The frequency corresponding to the A6-mono and A7-mono wave tests is also






Figure 4.13: Sketch of a typical swash event, at a time t. Mean Sea Level (MSL) defines the elevation reference
zre f for the potential energy definition in Equation 4.6. The intersection between MSL and the bed also defines
the origin to estimate the time-varying horizontal shoreline position R(t). x defines the cross-shore location,
h(x, t) the water depth at x and time t, z(x, t) the middle point of the water column at x.
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Figure 4.14: Comparison between reflected wave energy (Equation 4.5) and maximum potential energy in the
preceding swash event (Equation 4.6) for a range of validated and unvalidated test cases detailed in Table 4.1.
happen with a wider surf zone and at distances further from the break point. It is natural
though to hypothesise an increase of Hre f /Hinc towards a value which is a function of the
wave steepness and the foreshore slope. The energy dissipation rate and the width of the
surf zone after break point indeed limit the maximum Hinc that can be reflected from a
beach, for a given foreshore slope and incident wavelength (Miche, 1951; Battjes, 1974).
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Figure 4.15: Cross-shore evolution of reflection coefficient based on individual wave properties: a) individual
wave incident and reflected energy fluxes and b) individual incident and reflected wave height ratio for the A6-
mono and A7-mono tests. The value for each run represents the ensemble-average of the four first waves, since
only four reflected waves could be tracked (as seen in Figure 4.2c). Standard deviation of the ensemble-average
values are shown every two meters in the cross-shore direction, as error bars. For the fluxes expression, wave






The differences observed in the γ values under the presence of reflected waves can be of
great significance for numerical models or the parameterisation of wave energy across the
surf zone. For instance, a shift seaward or landward of the break point due to the presence
of reflected waves will change the energy dissipation patterns across the surf zone, and can
affect the position of bar for models supported by the break point hypothesis for sandbar
generation (Mariño-Tapia et al., 2007).
For both monochromatic wave tests, H computed from the total signal reaches its
maximum at the same location (x = 71m), see Figure 4.10a and 4.10b. However, if only the
incoming signal is considered, the maximum wave height is reached around x = 74 m for
both tests, though it is noted that no strong peak is observed for A7-mono and the wave
height remains constant over the low-sloping terrace. If the break point is defined as the
location of maximum wave height as used in this study, the results suggest that the incident
wave break point occurs further landward. Although no evidence of a direct influence from
the reflected wave field on the wave energy dissipation or the breaking onset of incident
waves is shown, the detection of the break point with the present definition is affected and
therefore biased by the presence of reflected waves.
For the irregular wave test, the presence of reflected waves does not seem to influence
the location of the break point as it is observed that the peak values of total and incoming
significant wave height computed over sea/swell range of frequencies Hs occur at the same
location: x = 68.5 m and x = 75.4 m (Figure 4.11a). At the inner breakpoint, there is a
discrepancy of up to 15% between the gamma values derived from the total and incoming
signals and therefore the presence of reflected wave may explain previously observed
discrepancies between existing breaker index datasets (Robertson et al., 2013). Further
effort is therefore required to account for the influence of wave reflection on gamma in
order to obtain a better description of cross-shore evolution of incident wave height under
reflective conditions.
4.5.2 Influence of wave reflection on time-averaged surf zone parameters
The results presented in Figure 4.12 suggest that wave reflection in the sea/swell range of
frequencies in a reflective environment can influence the surf hydrodynamics at the wave-
by-wave scale through the formation of multiple quasi-node/antinode system, affecting
orbital velocities. Further influence at longer timescales is discussed here, in terms of
undertow, wave setup and horizontal velocity skewness.
Undertow
Horizontal current velocities from the A6-01 test were separated using linear theory (see
Section 4.3.1), and time-averaged to obtain the contribution of both incoming and outgoing
wave-induced hydrodynamics on the undertow. Figure 4.16 shows the result of this sepa-
ration by illustrating the contribution of the outgoing wave field on the undertow along
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the wave flume. At the four locations where current velocities measurements are available
(x = 42, 67.5, 72.5 and 77.5 m), modelled mean horizontal flow magnitude is shown against
measurements (Figure 4.16a-d). The ratio |Uout|/|Uinc| shown as a contour plot in Figure
4.16e represents the relative contribution of the outgoing wave field on the mean return
flow. Although, over-predicted in the mid-column at x = 67.5 m and slightly underestima-
ted at x = 77.5 m, the modelled undertow shows good agreement with data, in terms of
magnitude and vertical structure.
Consistent with previous work (Putrevu and Svendsen, 1993), the vertical structure
of the undertow evolves with the water depth across the shoaling area and the surf zone.
Where non-linearities are small (γs ∼ O(0.2) and low Ursell number), the undertow is weak,
and rather vertical-uniform close to the bed. In this region, the undertow is dominated by
the outgoing wave field (Figure 4.16e), which triggers an offshore-directed mean horizontal
current. With reducing depth and hence increasing non-linearities (between x = 35 m and
50 m) the waves are shoaling and the undertow remains weak and seaward directed. In
this region the incoming and outgoing wave field contribute roughly equally to the mean
flows (|Uout|/|Uinc| ≈ 1 in Figure 4.16e). As waves propagate closer to the bar crest, the
beach becomes much steeper, and the undertow magnitude becomes much stronger, with
its maximum reached at mid-depth.
The ratio shown in Figure 4.16e exhibits a narrow band in the lower 10 cm of the
water column and seaward of the bar (focussing on the region between x = 66 m and 69 m
immediately adjacent to the bed where |Uout|/|Uinc| ≈ 0.4) where reflection seems to have
an important influence on the undertow. In this narrow band, the mean flow induced
by outgoing waves is onshore-directed close to the bed (Figure 4.16b), and has the effect
of almost balancing the offshore-directed mean flow induced by the incoming wave field,
leading to almost zero mean flow adjacent to the bed. This is thought to have an influence
on bar morphology and will be further discussed in Section 4.6. Except in this narrow
band, the incoming wave field is mostly responsible for the mean return flow around the
bar location, indicated by the region where |Uout|/|Uinc| is close to zero between x = 62 and
72 m.
The strengthening of the undertow by the outgoing wave field, can partially be ex-
plained by the offshore-oriented Stokes drift that it generates and a change in the wave
setup (Mendez et al., 1998). Indeed, Figure 4.17a) suggests that the presence of reflected
waves significantly reduces the setdown generated by the breaking of incident waves in
the region x = 72 − 80 m. Landward and seaward of this region, the setup induced by the
outgoing field predominates over that from the incoming field, which is consistent with the
observations made on the undertow (Figure 4.16d). The undertow is known to influence
cross-shore sediment transport, as it plays an important role in the offshore/onshore bar
migration (Dyhr-Nielson and Sørensen, 1970; Thornton et al., 1996) and/or in the resus-
pension of sediment in the water column (Fredsøe and Deigaard, 1992). Figure 4.16 for
instance suggests that the presence of the outgoing wave field helps to stabilise the bar by

























































































Figure 4.16: Vertical structure of the modelled undertow along the flume for the A6-01 wave test. The top
panels show the modelled undertow from total (black line), incoming (blue line) and outgoing (red line) signals
at: a) x = 42 m, b) x = 67.5 m, c) x = 72.5 m and d) x = 77.5 m. Experimental data from the EMCM are shown as
circles. Panel e) shows a contour plot of the outgoing signal contribution on the undertow structure, compared
to the incoming contribution. The black dashed line corresponds to the minimum surface elevation reached,
and any data from above that limit has been removed to not bias the time-average.
is consistently offshore-directed, the present results show that the nature of the undertow
- at least in reflective environments - is more complex that it was thought before, e.g. in
terms of temporal structure with a contribution from incident and reflected waves acting
with different phasing.
Skewness
Flow skewness and wave asymmetry have been shown by many researchers to contri-
bute to onshore-directed sediment fluxes, therefore balancing the effect that undertow has
on surf zone morphodynamics, see for instance Elfrink et al. (1999), Elgar et al. (2001),
and Silva et al. (2011). Figure 4.17b shows the surface elevation asymmetry - defined as
As = −Im(H(η))3/η2
3/2
where Im is the imaginary part of the Hilbert transform H of the
surface elevation - and Figure 4.17c-e show the flow velocity skewness along the wave
flume, computed from the total, incoming and outgoing wave-induced velocity fields. Two
striking observations emerge from this analysis: 1) near-zero skewness from the incoming
component on top of the bar and on the terrace (Figure 4.17c), and 2) the negative skewness
of the outgoing field (Figure 4.17d) that therefore generates a negative total skewness over
the terrace (x = 75 − 82 m, see Figure 4.17b). The positive skewness seaward of the bar
trough and negative skewness landward, along with strong surface elevation asymmetry
observed in Figure 4.17a are thought to explain the ’filling’ of the trough observed after the
A6-01 test under similar wave conditions (Masselink et al., 2016). This is consistent with
the findings of Grasso et al. (2011).
Although, no obvious influence of the multiple quasi-node/antinode system can be
observed in the different skewness fields, it is thought to be of importance. Bowen (1980)
suggested that nodes/antinodes of standing infragravity waves and their associated drift
velocities could trigger the generation/migration of bar towards an equilibrium profile.
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Figure 4.17: Evolution of modelled time-averaged surf zone parameters along the wave flume. Panel a) shows
the modelled time-averaged surface elevation (wave setup) for the total, incoming and outgoing signal (black,
blue and red lines respectively). Panel b) shows the surface elevation asymmetry for the total, incoming and
outgoing signal (black, blue and red lines respectively). Panels c), d) and e) show contour plots of the skewness
computed from the total, incoming and outgoing horizontal velocity fields, respectively. The black dashed line
in panels c-e) corresponds to the minimum surface elevation reached, and any data from above that limit has
been removed to not bias the skewness computation.
This was confirmed numerically by Bernabeu et al. (2003) who obtained improved model
skill in predicting beach equilibrium profiles by accounting for wave reflection. Further
verification was obtained in field conditions for sea/swell frequencies by Sánchez-Badorrey
et al. (2008) who observed the generation of a multiple bar-trough system in front of a
newly installed seawall which matched the quasi-node/antinode positions of the peak
frequency. Similarly, Alsina et al. (2012) observed a reduced offshore bar migration rate
when conditions in the swash were more dissipative: if reflection occurs earlier, the antinode
location slightly shifts offshore compared to the location for a more dissipative swash,
generating a different sediment convergent point. Alternatively, this can also be explained
by the more intense backwashes observed that potentially suspend more sediment in the
inner surf. Combined with the stronger undertow under more reflective conditions (Figure
4.16), it can possibly promote higher offshore-directed sediment transport rates. As noted
by Grasso et al. (2011), despite recent effort in that regard, it is difficult to isolate individual
physical processes that might affect sediment transport rates in the surf zone. Although
rarely considered as such, wave reflection in the sea/swell range of frequencies in reflective
environments is clearly playing a role in the surf zone hydrodynamics at various time scale,




In this paper, a RANS numerical model based on the IHFOAM library (Higuera et al.,
2013) has been validated and used to study the influence of swash-based wave reflection in
the sea/swell range of frequencies on surf zone hydrodynamics at the wave-by-wave and
wave tests temporal scales. A TLS dataset of breaking waves has been used for the first
time to validate the modelled wave shape at various stage of breaking. This highlighted
the important wave-by-wave discrepancies (wave height and skewness) when using linear
theory to retrieve the surface elevation from the measured pressure signal, close to the
break point.
The RT was successfully applied to the modelled free surface elevation to separate
incoming and outgoing signals. A wave tracking algorithm was used to isolate individual
waves and demonstrated that reflected waves induce intrawave variability of individual
incident wave properties such as the wave height, and the wave height to water depth
ratio, through the generation of quasi-standing waves. Variations of up to 35% and 15%
are observed for individual and spectral values of wave height to water depth ratios
respectively. This renders the extraction and the study of incident wave properties more
difficult, and must be considered when parameterising wave reflection in numerical models
of nearshore circulation. By tracking individual reflected waves, a direct link between the
potential energy of swash flows and the reflected wave energy has been demonstrated.
This has two main implications: 1) the potential to use measurements of swash depths to
estimate the energy of individual reflected waves, and 2) a good representation of swash
mass fluxes is required to accurately model surf zone hydrodynamics (Torres-Freyermuth
et al., 2010).
Using the Guza84 approach, the incoming and outgoing components of the modelled
horizontal flow velocities were computed along the wave flume in order to study the
contribution of each component to the mean return flow (undertow) and higher velocity
moments (skewness). It was demonstrated that the presence of strong reflective conditions
were promoting the undertow, by strengthening its magnitude almost everywhere in the
wave flume except offshore of the bar crest, where the outgoing components induce an
onshore-directed streaming close to the bed. This phenomenon, added to the convergence
points created by the observed quasi-standing waves and the influence of reflection on
velocity skewness is thought to influence sediment transport rates and their variation
along the beach profile, contributing to bar generation/migration.
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In this Chapter, we investigated the influence of reflected waves on the hydrodynamics of
the shoaling and surf zones at the wave-by-wave and time-averaged temporal scales using
the results from a CFD numerical model. After being generated at the inner surf/swash
zone boundary from the energy of the preceding backwash, reflected waves propagate
back through the surf zone and interact with incident waves. This has consequences at
both the wave-by-wave scale (intra-wave variability of γ) and the time-averaged temporal
scale (effect on the undertow, cross-shore velocity skewness and surface asymmetry). The
first point confirms the observation made in Chapter 3 that other physical processes (here
reflection) are partly responsible for the scatter of individual wave properties (e.g. γ). The
numerical model used in this Chapter was partly validated using an innovative LiDAR
dataset of breaking waves obtained during the prototype-scale BARDEXII experiments.
Comparisons of this LiDAR dataset with pressure-derived surface elevation computed
with linear wave theory showed large differences at the wave-by-wave scale (up to 30%
of H), demonstrating the limitations of the latter approach to get accurate individual wave
properties around the break point. This also raises questions about datasets acquired with
pressure transducers in the outer surf zone to investigate wave height distribution or wave
breaking properties: the wave height can be greatly underestimated and considerable
differences in the wave profile (wave skewness) are also observed. LiDAR scanners offer
a great alternative for measuring wave breaking properties as no transformation of the










This chapter is based on two research papers: an article published in Coastal Engineering
(Elsevier) and an article published in the Proceedings of the Conference on Coastal Dyna-
mics 2017, held in Helsingør, Denmark. The first article provides a detailed description of
the field experiments performed within the WASH1 project at Saltburn-by-the-Sea, UK. The
second article, whose reference is given later, presents more results following the innovative
approach presented in the first paper. The first has been published in Coastal Engineer-
ing: "Use by an author [· · · ] inclusion in a thesis or dissertation, [· · · ] (with full ackno-
wledgment of the original publication of the Article)" (Source: https://authors.elsevier.
com/authorform/staticpage/definitions.do?lang=English# prePrint).
Kévin Martins, Chris E. Blenkinsopp*, Hannah E. Power, Brittany Bruder, Jack A. Puleo
and Erwin W. J. Bergsma, "High-resolution monitoring of wave transformation in the surf
zone using a LiDAR scanner array", Coastal Engineering, 128, 2017.
DOI: 10.1016/j.coastaleng.2017.07.007
Abstract
Understanding of breaking and broken waves is key for the prediction of nearshore se-
diment transport and coastal hazards, however the difficulty of obtaining measurements
of highly unsteady nearshore waves has limited the availability of field data. This pa-
per reports on a novel field experiment designed to capture the time-varying free-surface
throughout the surf and swash zones that was conducted on a dissipative sandy beach
using an array of 2D LiDAR scanners. Three scanners were deployed from the pier at
Saltburn-by-the-Sea, UK for a 6 day period to monitor the surface elevation of nearshore
waves from the break point to the runup limit at temporal and spatial resolutions (order of
centimetres) rarely achieved in field conditions. The experimental setup and the procedure
to obtain a continuous time series of surface elevation and wave geometry is described. A
new method to accurately determine the break point location is presented and compared
to existing methodologies.
1WAves in SHallow waters, EPSRC-funded project (blog: http://blogs.bath.ac.uk/wash/)
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This Chapter describes the field experiments performed in Saltburn-by-the-Sea, UK, within
the frame of the WASH (WAves in SHallow waters) EPSRC-funded project. During these
experiments, an array of 2D LiDAR scanners was deployed from a pier to capture the wave
propagation from the shoaling region to the swash zone.
The results of Chapter 4 demonstrated that the traditional approach commonly used
in field conditions and consisting of applying linear wave theory to a pressure signal is
unable to correctly reproduce individual wave profiles in highly non-linear conditions. A
consistent underestimation of wave heights from pressure-derived signals acquired around
the break point questions the validity of wave height distributions obtained with this
method in the surf zone (e.g. Power et al., 2016). Understanding how individual waves are
distributed in the surf zone is fundamental as wave height distributions are an important
aspect of numerical models of irregular wave transformation (Battjes and Janssen, 1978;
Thornton and Guza, 1983; Dally, 1990). Knowledge of extreme waves in the nearshore is
also essential for the design of structures (e.g., see Goda, 2010). Furthermore, the inability
of the method to reproduce individual and potentially time-averaged wave skewness can
be problematic as wave skewness plays an important role in surf zone morphodynamics
(e.g. Hoefel and Elgar, 2003; Grasso et al., 2011). One of the goals of this Chapter is to
present an innovative approach for accurately measuring breaking wave properties. The
following research objectives/questions are addressed:
• Obtain a comprehensive surface elevation dataset of waves propagating in the shoa-
ling region and through the surf zone with an array of LiDAR scanners.
• Track individual wave properties throughout their propagation within the surf zone,
and in particular, extract these properties at the break point
• Study wave geometry (skewness and asymmetry) at various temporal scales.
The first part of this Chapter consists of the article published in Coastal Engineering
and titled: "High-resolution monitoring of wave transformation in the surf zone using a
LiDAR scanner array". After presenting the experimental setup, the paper focuses on the
technique to detect the break point and on the method to extract geometric properties of
waves from the LiDAR dataset. The second part of the Chapter consists of additional
results presented at the Coastal Dynamics Conference 2017 (Helsingør, Denmark). In this
part, wave skewness and asymmetry are studied at various temporal scales and a link with
cross-shore current velocity is demonstrated.
As for any field experiment, the planning and preparation period was essential to
ensure its success. Since the research article format does not allow for the description
of these phases, more details are given in this Preamble. Saltburn pier (see Figure 5.1
of the article) was chosen as it is one of the few piers in the UK which are exposed to
relatively consistent medium to long period swell conditions. The predominantly North-
East swell direction means that waves propagate parallel to the pier, which is oriented
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∼18°NE. Additionally the macrotidal character of this part of the British coast allows for
full beach surveys at every low tide, which is an essential aspect for the study of nearshore
wave transformation. Two principal questions therefore remained: 1) which period of the
year should the field trip be planned? and 2) how can we optimize the experimental setup
of the LiDAR array?
Period of the field experiments
The start of the WASH project in early 2016 and the very small wave conditions in summer
restricted the field experiments to be performed over a period from March to May 2016. The
wave climate during this period was assessed using offshore wave data (Tyne Tees buoy,
see Figure 5.1 of the article for the location) and surf reports2 from the local surf school at
Saltburn. Aided by pictures taken on the beach for the surf reports, the wave conditions
measured at Tyne Tees could be linked to the local surf conditions: parameters such as the
wave directionality (relative to the pier) or the surf zone width could be assessed.
Figure 5.P1 shows the wave roses at Tyne Tees during March and April over the period
2007-2015. Two observations can be made from these roses:
• Waves arrive predominantly from the North/North-East (NNE) direction,
• More energetic conditions for the preferred direction (NNE quadrant) are observed
in March
The wave height H, peak period Tp and direction θp were the main information extracted
from the surf reports. Figure 5.P2 shows the wave conditions at the Tyne Tees buoy for the
period over which surf reports were available (October 2015 to January 2016). Except for
the swell event around the 21/12/15 (Tp = 12 s, θp = 0 °), both the observed wave direction
(Figure 5.P2b) and peak period (Figure 5.P2c) match well with the wave conditions measu-
red by the buoy. Interestingly, the visually observed wave height corresponds roughly to
half the significant wave height measured at Tyne Tees.
Pictures taken on the days of the surf reports were used to assess the conditions as
’suitable’ or ’not suitable’ for the LiDAR deployment. The two main criteria were the surf
zone width and the wave direction. Conditions were considered suitable when the surf
zone was shorter than ∼100 m in width so that it could be entirely covered by an array
of three LiDAR scanners. Additionally, waves were required to propagate approximately
parallel to the pier to minimise interaction with the pier itself and optimise the data for
the study of wave transformation (corresponding to a wave direction of θp ∼ 18 °). This
analysis suggested that optimal conditions were present with waves from the NNE and a
wave height smaller than 1 m at pier, corresponding to H ≤ 2 m at Tyne Tees. From the
9 year-long dataset available it was determined that optimum conditions were 10% more
likely during April than March. Furthermore storm conditions were observed to occur less
frequently during April. The choice to perform the field experiments during the second
week of April was therefore motivated by these observations.
2Example available here: http://magicseaweed.com/Saltburn-Beach-Surf-Report/24/
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Deploying an array of 2D LiDAR scanners
The objective of the LiDAR deployment described in this Chapter was to capture the wave
propagation from the shoaling area to the swash zone. This means that the scanners need
to be located at a sufficient distance from each other to ensure enough coverage. However,
a compromise has to be reached in order to ensure the absence of possible gaps due to high
grazing angle (Martins et al., 2016).
For the dataset collected during the Rousty experiments, Martins et al. (2016) noted
that a grazing (or attack) angle of α ∼ 13.5° was the minimum angle for acquiring consistent
measurements from the LiDAR for wave-by-wave analysis. This information should be
taken with care in the present context as the level of aeration around the break point and
in the swash zone can be different. Also, it only concerned waves travelling towards the
LiDAR. A pilot study was performed by Chris Blenkinsopp in 2012 with the assistance of
José Beya (Universidad de Valparaíso, Chile) on a nearshore pier in Chile. A quality analysis
was performed on this unpublished dataset to investigate the spatial extent provided by
the LiDAR scanner when deployed on a pier. This is presented in Figure 5.P3 and involved
counting the number of returned signals as a function of the incident angle α.
Small differences are observed between the seaward and landward directions in terms
of measurement quality. More measurements are generally obtained landward of the
LiDAR over the 6 log files considered. This is mainly due to more consistent wave breaking
at this location. Each side of the LiDAR, three zones can roughly be observed:
• For α ∈ [50°, 90°], the signal quality is independent of the cross-shore direction (and
henceα) and is probably a function of the amount of foam present at the water surface.
• For α ∈ [30°, 50°], the quality of the signal slowly decreases as a function of the cross-
shore direction, probably due to an increasing number of shadow areas (e.g. laser
beam obstructed by the presence of a wave crest).
• For α ≤ 30°, the quality of the signal rapidly decreases as a function of the cross-shore
direction. Angles α ≤ 10° do not provide any signal return.
Considering the little differences noted between the first two zones, the α ∼ 25 − 30°
boundary was chosen to maximise cross-shore coverage but minimise the risk of data gaps.
The minimal pier height - found close to shore - was visually estimated to be around 7 m,
which with an overlapping area between adjacent scanners of 5 m, corresponds to a distance





















































Figure 5.P1: Wave roses for the Tyne Tees wave buoy (25 km North of Saltburn-by-the-Sea, UK, see Figure 5.1)
for March (panel a) and April (panel b) over the period 2007-2015. The angular resolution is 10° (36 divisions
used) and the corresponding significant wave height Hs is coloured by intensity.
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Figure 5.P2: Timeseries of the wave conditions measured at offshore buoy of Tyne Tees, compared to the
visually assessed conditions in the Saltburn surf reports. The measured significant wave height Hm0 is shown
in panel a), while the peak direction θp and peak period Tp are shown in panels b) and c) respectively.
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Figure 5.P3: Quality assessment of the LiDAR data from the Chile pilot study in function of the grazing angle
α. The black line corresponds to the mean returned signals (non Not a Number, NaN) over 6 log files and





The surf zone is the most energetic area of the nearshore, characterised by the presence of
breaking and broken waves. Depth-induced wave breaking is a complex physical process,
which leads to dissipation of energy through a variety of processes including the injection
of air (e.g. Blenkinsopp and Chaplin, 2007) and turbulence (e.g. Longo et al., 2002) into the
water column as well as the generation of splashes and noise (Carey and Fitzgerald, 1993).
Due to the difficulty of obtaining high quality data in the energetic surf zone, existing
field data are primarily from major field experiments: for example DUCK (Ebersole and
Hughes, 1987), DELILAH (Birkemeier et al., 1990) and SUPERDUCK (Rosati et al., 1990) in
the USA and more recently in Europe with the ECORS experiments (Sénéchal et al., 2011).
Although the coastal community’s knowledge of nearshore processes and wave transfor-
mation has greatly benefited from these experiments, they were generally limited by the
cross-shore resolution of the measurements. Wave breaking involves a rapid transforma-
tion of wave geometry, and the break point constantly moves over time due to changing
wave conditions and variation of mean water levels. The deployment of in situ instruments
such as photopoles, pressure transducers or wave gauges can therefore only bring limited
insight into the rapid changes in shape that a wave undergoes around the break point. As
well as being non intrusive, remote sensors can generally cover larger scale with a better
spatial resolution (e.g. RaDAR or video imaging, Holman and Haller, 2013) and can easily
be deployed and maintained at the coast. However, most remote sensors are not capable
of directly measuring the wave geometry.
Recent studies have demonstrated the ability of LiDAR scanners to obtain accurate
measurements of the water surface and depth-averaged velocity at hundreds of points
within the swash zone of a sandy beach (Blenkinsopp et al., 2012), and also the morpho-
dynamics of gravel beaches (Almeida et al., 2015). In deeper water, the study of waves
propagating in the inner surf zone of a dissipative sandy beach was made possible by de-
ploying a tower-mounted LiDAR scanner close to the shoreline (Martins et al., 2016) or on a
dune (Brodie et al., 2015). Brodie et al. (2015) demonstrate the potential of LiDAR scanners
to monitor inner surf zone waves with high spatial extent and resolution by comparing the
estimated spectral and third moment wave properties to pressure transducer data. More
recently, Martins et al. (2017d) show that it is possible with a LiDAR scanner to accurately
capture the shape of individual breaking waves (wave height, skewness and asymme-
try), underlining significant differences between pressure-derived surface elevation and
the scanner dataset.
Accurate detection of the break point is desired because it defines the seaward limit
of the surf zone, where the behaviour of propagating waves changes significantly from a
progressive surface wave to a bore, characterised by high levels of aeration and energy
dissipation (Svendsen et al., 1978). Methods to define the break point based on wave
geometry obtained from in situ gauges (e.g. Stokes limiting steepness of H/L < 1/7) or
surface elevation vertical velocity ∂η/∂t have been used in deep water (Babanin, 2011). In
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Figure 5.1: Map of the UK, zoomed around the field site area. The location of Saltburn-by-the-Sea is shown as
the black square in the zoomed map, while the nearshore (Whiby) and offshore (Tyne Tees) buoys are shown
as the grey dots. This part of the coastline is oriented to 18°NE in the North Sea.
sensing techniques (video methods Haller and Catalán, 2009, infrared imagery Carini et al.,
2015 and microwave backscattering from breakers Catalán et al., 2014) have been used.
Here, a new method to extract the break point from the high-resolution LiDAR dataset is
discussed and compared to other commonly used criteria.
5.2 Methodology
5.2.1 Field site and wave conditions
A field experiment was undertaken between 7th April and 13th April, 2016 at Saltburn-by-
the-Sea, on the North East coast of England (Figure 5.1). The beach at Saltburn is home
to a 206 m long pier which was used to facilitate the experimental methodology described
below (Figure 5.2). This part of the UK coastline is macrotidal: the measured tidal range at
the harbour at Whitby reached a maximum of 5.42 m on 08/04 decreasing to 3.47 m on 13/04.
The beach at Saltburn consists of a wide, sandy low gradient intertidal beach (tan β ∼ 1 : 65)
backed by a steeper cobble slope (tan β ∼ 1 : 6). Between low and mid-tide, conditions are
dissipative whereas when the mean water level reaches the lower part of the cobble slope,
conditions become more reflective. The measurements described below focused on the
period from mid to high tide and thus captured both dissipative and reflective conditions.
The wave climate at Saltburn is bi-modal with a combination of Northerly swell and
Easterly wind-sea waves: deepwater average wave peak period (Tp) measured at the Tyne
Tees Waverider buoy in 65 m water depth (see Figure 5.1 for the buoy location) are 9.4 s and
6.2 s respectively for these two direction quadrants. Figure 5.3 shows the nearshore wave
conditions during the experiment measured by the Whitby Waverider buoy (17 m depth,
see Figure 5.1 for the buoy location) and by a pressure transducer installed at the offshore
limit of the pier. Throughout the course of the experiments, the significant wave height
Hs at the end of the pier remained relatively constant around 1 m (Figure 5.3a). However,


























Figure 5.2: Field site and LiDAR scanners deployment. Panel a) shows the Saltburn beach pier, protected from
the Eastern seas by a cliff. Panel b) shows the LiDAR scanners deployment: deployed in the first third of the
pier, the scanners were deployed 2.5 m away from the pier, using a ’T’ shaped scaffolding system relying on
the pier railing system. Panel c) shows a schematic of the setup with an example of post-processed free surface
elevation (black thick line while individual measurements are shown as light gray lines). The beach profile
(thick gray line) corresponds to the surveyed profile during the previous low tide.
predominant over the Northerly swell (Figure 5.3b-c).
5.2.2 Experimental setup
Three SICK LMS511 commercial 2D LiDAR scanners were cantilevered over the side of
the pier on braced scaffold poles extending 2.5 m from the safety railing (Figure 5.2b). The
LiDAR scanners were positioned 20 m apart along the pier and at a height from the sand
surface ranging from 5.9 m to 7.6 m, which enabled measurements of the free-surface data
along an approximately 100 m long cross-shore transect, depending on surf zone width.
Data were recorded continuously during each mid-high-mid tide cycle at a frequency of
25 Hz and an angular resolution of 0.1667°. Figure 5.2c displays the cross shore profile of
the experimental set up, along with an example of the LiDAR measurements.
The LiDAR scanners were positioned on the East side of the pier such that the majority
of wave rays did not pass beneath the pier before reaching the LiDAR scanning profile. Op-
timal conditions for the study of the cross-shore transformation of surf zone waves occurred
during Northerly swell conditions (09/04 and 10/04) when after refraction, incoming waves
propagate parallel to the pier (oriented to 18°NE in the North Sea). Additionally, by de-
ploying the scanners 2.5 m from the pier structure, the influence of splashes from the pier
legs was minimised, though in fact, due to the relatively small diameter of the pier legs,
little splashing was observed.
In addition to the LiDAR scanners, one RBR pressure transducer (PT) was deployed
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Figure 5.3: Nearshore wave conditions during the field experiment: a) Significant wave height Hs, b)
Peak period Tp and c) Peak direction θp. In every panel measured conditions at Whitby buoy (courtesy
of http://www.channelcoast.org/) are shown as black lines, while the conditions measured at the seaward edge
of the pier by the pressure transducer are shown as red lines (only Hs and Tp).
at x = 16 m, and sampled at 2 Hz (x = 0 m taken as the offshore limit of the pier, and x is
positive towards shore). Finally, beach profiles were measured using a total station and
RTK GPS at every low tide.
5.2.3 Processing of the LiDAR data
As demonstrated by Blenkinsopp et al. (2010) and Blenkinsopp et al. (2012), successful
detection of an air-water interface by LiDAR requires the presence of foam or bubbles at
the surface. Each LiDAR scanner consistently detected the free-surface at hundreds of
locations along a cross-shore transect spanning 40 − 50 m. The spatial resolution varied
with distance from the LiDAR but was generally 0.02 m beneath the scanner and up to
0.25 m at the outer edges of each LiDAR scan (see Figure 5.2c).
A combined dataset of surface elevation comprising the three individual LiDAR data-
sets was used to track waves across the surf zone. The location of each scanner was first
surveyed using a total station. After geo-location, each of the individual LiDAR scanner
datasets underwent a series of transformations (see Martins et al., 2016, for further detail):
roll angle correction using surveys of beach profile, despiking and spatial interpolation
into a 0.1-m regular cross-shore grid. This series of steps provides a time-series of water
surface profiles for each of the three scanners as indicated in Figure 5.2c. A linear weig-
hting function was used in the regions where there was overlapping LiDAR data (x = 142
to 162 m and x = 162 to 182 m) to prioritise the data with a smaller angle of incidence with
the free surface. At any position where the data from one of the instruments was invalid,
for example when the line-of-sight to a wave trough was obscured by the wave crest, the
measurement from the other scanner only was used.
The differences observed between the LiDAR measurements in the overlapping areas
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have been quantified in terms of Root-Mean Square Errors (RMSE) between individual
LiDAR datasets. Consistency between adjacent instruments was observed throughout
the experiment, with the largest average RMSE over an overlap region being 0.037 m,
which is just four times the order of magnitude of the noise observed from a single sensor
measuring a dry surface (Martins et al., 2016), and comparable to the local variation of the
water surface due to 3D effects and splashes. Although lower standard deviations over the
overlap regions was observed for swell conditions (09/04 and 10/04), no clear trend of the
observed RMSE between instrument datasets with the wave conditions (Figure 5.3) was
found.
5.3 Detection of the break point
Identifying the break point location in any free surface dataset is difficult due to the rapid
and relatively limited spatial extent of the breaking process. A new method (hereafter
referred to as gradient variance method; GVM) is described in Section 5.3.2. GVM uses
the high-resolution dataset obtained from the LiDAR scanners to detect the evolution of
small features in the broken wave front. The ability of GVM to detect the break point was
compared to a range of other break point criteria for a dataset of 116 waves:
• location of maximum wave height H (Svendsen and Buhr Hansen, 1976),
• location where the rate of change of surface elevation ∂η/∂t exceeds a threshold
(equivalent to the rate of rise in Longuet-Higgins and Smith, 1983),
• location of maximum wave skewness Sk (Svendsen, 2006),
• location of minimum wave asymmetry At (Svendsen, 2006)
H and the rate of change of surface elevation should reach their maximum at break
point, because the wave steepness reaches its maximum at the break point location. Si-
milarly, the wave skewness should reach its maximum while the asymmetry decreases
significantly at the break point.
The ground truth method consists of the visual assessment of the break point from
measured wave profile animations. The break point was visually estimated for each indi-
vidual wave at the crest location when one of the following signs was apparent (Cowell,
1982) spray at the wave crest, wave front close to the wave crest about to overturn (vertical)
and/or a disturbance or high frequency peaks in the wave front (suggesting a spilling-type
of breaker). As the ground truth method is subjective to the user, the same analysis was
performed by four people on a reduced subset of 41 waves. The RMSE between the user’s
datasets had minimum (maximum) values of 1.5 m (2.6 m), with corresponding standard
deviation values of 1.4 m (2.2 m).
5.3.1 Wave-by-wave approach
To detect the break point, GVM relies on a previously developed wave-by-wave approach
that involves tracking individual waves from the shoaling region and through the surf zone
(Martins et al., 2016; Martins et al., 2017d). In this wave-by-wave approach, wave crests









Figure 5.4: Nomenclature adopted for the definition of spatial and temporal individual wave parameters:
based on Mean Water Level (MWL), ηc defines the crest height elevation above MWL, H the distance between
wave crest and preceding trough. The parameters a and b represent the time elapsed for the surface elevation
to reach the crest elevation from up-crossing MWL and the time elapsed for the surface elevation to down-cross
MWL from the crest elevation. The squares represent the two surrounding troughs, defining the individual
wave period of the wave. The crest is designated by a circle.
grid location. Starting at an initial cross-shore location, the wave crests were then tracked
through the surf zone and at each cross-shore location, and the following individual wave
properties were extracted: individual wave height H, wave period T and trough levels ht,
along with spatial (Eq. 5.1) and temporal (Eq. 5.2) definitions of wave asymmetry:
As = ηc/H (5.1)
At = a/b (5.2)
where the parameters in Eq. 5.1 and 5.2 are defined in Figure 5.4 (Adeyemo, 1968). The
vertical spatial asymmetry was used to define the individual wave skewness:
Sk = As − 0.5 (5.3)
which has a value close to zero when the wave profile is centred on the Mean Water Level
(MWL). In the analysis described here, wave periods are defined by the time elapsed
between the passages of the two troughs surrounding the wave crests at a same location
(Figure 5.4).
5.3.2 Break point detection using the gradient variance method
The principle of GVM to detect the break point takes advantage of the ability of the LiDAR to
capture small-scale features in the broken wave front. Figure 5.5 shows timestack examples
of surface elevation and surface elevation spatial gradient (based on central differences) of
a breaking wave from 10/04. Prior to the break point (x = 158 m), the surface elevation











































































Figure 5.5: Example of surface elevation timestack of a breaking wave: a) shows the surface elevation in the
Saltburn Mean Sea Level (MSL) datum, while b) shows the corresponding spatial surface elevation gradient
∂η/∂x. The two dashed rectangles in panel b) represent the two distinct phases during the breaking process:
1 corresponds to the breaking onset, with the maximum wave height and minimum gradient in front of the
wave reached; 2 corresponds to the early stage of propagation as a bore.
gradients in front and behind the wave crest are relatively constant, and respectively
negative and positive (Figure 5.5b). At the onset of breaking, the surface elevation reaches
its maximum (Figure 5.5a), and the maximum absolute gradient is reached at the wave front
face (phase 1 in Figure 5.5b). While the wave keeps breaking, higher frequency peaks are
generated in the roller region (phases 2 in Figure 5.5b). These peaks appear as alternately
positive and negative gradient stripes close to the wave crest which exhibit nearly regular
patterns both in time and space. Figure 5.6a illustrates further this phenomenon with the
example of a wave profile evolution.
To estimate the break point location of a tracked wave, the surface elevation spatial
gradients at every point in the wave profile between the wave crest and an elevation 0.8H
below the crest on the wave front face are extracted. This process is performed at every
cross-shore position, at the moment when the wave crest passes that position (see example
in Figure 5.6a). The variance of these spatial gradients is then computed and used as a
proxy for the break point detection: the variance increases considerably at the breaking
onset, and remains much higher than when shoaling due to the roller activity (see example
in Figure 5.6b). Note that the variance of the gradients is calculated only to 0.8H below the
crest because when tracking waves individually, the wave trough - defined as minimum
reached between two wave crests - can be relatively distant from the subsequent crest due
to the presence of higher frequency waves. The first cross-shore location where the surface
elevation gradients variance reaches the empirical threshold of 0.2 defines the break point.
5.4 Results
5.4.1 Performance of the break point detection methods
The different methods to assess the break point outlined in Section 5.3 were compared in
terms of performance against the ground truth method for 116 individual waves from the
08/04, 09/04, 10/04 and 11/04 to cover the range of wave conditions experienced during the
experiments. Figure 5.7 shows a scatter plot of the estimated break point locations using
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Figure 5.6: Propagation of a breaking wave on 09/04. Panel a) shows the wave profile evolution through the
surf zone: a complete profile is shown at the time when the maximum water surface elevation (wave crest)
is detected at 2 m cross-shore increments. The break point location is shown as vertical dotted line. Panel b)
shows the cross-shore evolution of the individual wave height H (black line), shown with the variance of the
surface elevation gradient in front of the wave (red line). The red dotted threshold line of 0.2 is also shown. The
break points are shown as grey and red dot for the H-based method and GVM respectively. Panel c) shows the
maximal surface elevation rate of change in front of the wave. The threshold line used for this method (6 m/s)
is shown as dotted black line Panel d) shows the individual wave skewness (Sk) and wave time asymmetry
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Figure 5.7: Scatter plot of the different methods for the break point assessment. For a subset of 116 manually
picked individual waves, the detected break point from each method is shown against the ground truth method
(visual assessment from LiDAR data animations). Data from the 09/04 and 10/04 (plunging and spilling breaker
types) are shown as squares while the rest of the data (predominantly spilling breakers) are represented using
diamonds.
method, three methods stand out: GVM, the velocity-based (using a threshold of 6 m/s)
and H-based methods. GVM provide the best fit with the smallest RMSE when compared
to the ground truth method (1.75 m), followed by the method based on the rate of change
of surface elevation and the H-based method with RMSE of 2.44 m and 4.52 m respectively.
The Sk-based and At-based methods provide the least accurate estimates of the break
point, with RMSE of 13.62 and 22.52 m respectively. Although these two methods give
different RMSE, the standard deviation is high and of the same order (around 13 m). The
reason is that the Sk-based method often predicts a breakpoint seaward of the visually
observed location, whereas the individual time asymmetry becomes minimal only at the
break point or after during the bore propagation, meaning that the At-based method almost
never predicts the break point earlier than it actually occurs. An example of this can be seen
in Figure 5.6d, where At decreases until breaking (x = 152.7 m), but reaches its minimum
value farther landward (x = 158 m). In other cases, this can be even farther landward in
the inner surf, as developed bores can be steep, and their asymmetry small, as suggested
by the presence of multiple small values in Figure 5.6d. The absence of a defined peak at or
near the break point for the Sk parameter in part explains the discrepancies observed with
the Sk-based method. Instead, the peak values in the cross-shore were often caused by the
superposition of incident and reflected waves in either the shoaling or surf zones.
5.4.2 Sensitivity analysis of breaker detection methods
The sensitivity of GVM to the chosen threshold was investigated by performing the same
analysis with two other thresholds of 0.15 and 0.3. With these two thresholds, RMSE of 2.16
and 4.69 m were obtained. The chosen value of 0.2 is therefore close to the optimal value
for this ground truth method. The poorer performance obtained with the 0.3 threshold can
be primarily explained by the time needed for the gradient variance to increase for spilling
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waves, tending to delay the detection of the break point.
The criterion for the method based on the rate of change of surface elevation was also
examined. This parameter is expected to reach its maximum at the moment of breaking,
however the presence of high-frequency peaks in the roller region generated during the
breaking process not only leads to the good performance of the GVM, but also implies steep
and rapidly-changing features in the front of the wave. When these changes are faster than
those due to a steepening or breaking wave, the maximum rate of change in the wave path
can therefore be located well away from the actual break point. This is illustrated in Figure
5.6c, where multiple peaks are present after the break point, and the greatest peak does not
correspond to the break point location. Similar to the At-based method, this criterion tends
to predict the break point landward of its true location (Figure 5.7). The choice of the up-
crossing threshold method rather than the maximum location decreased the RMSE for this
method from 6.61 m to 2.44 m. A drawback of this method lies in the lower rate of change
observed for spilling waves. No break point could be detected for 9 of the 116 waves,
because the surface elevation rate of change never exceeded the threshold. A more robust
threshold accounting for the individual wave celerity is desirable (Longuet-Higgins and
Smith, 1983), but at present, estimating the individual wave celerity based on a timeseries
at a single point remains a challenge.
Although the maximum value of the wave height to water depth ratio γ = H/h is
sometimes used to define the break point, it was recently observed to increase in the inner
surf zone, with the possibility of reaching higher values than at break point (Power et
al., 2010). This parameter was also found to be affected by the presence of higher/lower
frequency waves such as those reflected at high tide (Martins et al., 2017d) or the formation
of jets/splashes after breaking that can reach higher elevation than the crest itself at break
point. A reduction in RMSE of 1.87 m to estimate the break point was obtained by using
the maximum wave height H rather than γ.
5.5 Concluding remarks
This paper reports on a field experiment undertaken in April 2016 at Saltburn-by-the-Sea,
UK. Three 2D LiDAR scanners were deployed 20 m apart along the pier to obtain a complete
surface elevation dataset throughout the surf and swash zones. A detailed field dataset
of breaking waves was obtained, with data covering up to 100 m of the surf zone at a
frequency of 25 Hz and a spatial resolution ranging from 0.02 to 0.25 m.
A new method to estimate the break point location from the detailed wave profile
measurements is presented. It uses previously developed tracking algorithms and the high
spatial and temporal resolution of the LiDAR dataset to assess the break point based on the
variance of the surface elevation gradients in front of a tracked wave crest. Good ability
to detect the break point location was obtained against a visual assessment of LiDAR data
(RMSE = 1.75 m). Good performances were also obtained by the methods based on surface
elevation rate of changes and on the wave height. The other methods based on geometrical
considerations (Sk, At) tend to delay or detect the break point farther landward (Figure 5.7).
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The error in break point location is mostly explained by the increasing non-linearities in
the wave shape after breaking.
Finally, the discrepancies observed in the break point location, and those found in the
breaker parameters possibly explain the difficulty in obtaining simple relations between
offshore wave parameters, beach slope and wave properties at the break point noted by
Robertson et al. (2013). The ability to obtain high resolution data using a LiDAR and the
analysis methods presented here may provide a good opportunity to make progress with
this problem.
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Preamble to the second part
Although individual wave skewness and asymmetry can not be used as a proxy for the break
point detection, both properties showed interesting cross-shore evolution in the research
article above (e.g., see Figure 5.7). These results raise an interesting question on whether
or not individual wave skewness and asymmetry correlate with the same properties at
the time-averaged scale. The second part of this Chapter presents additional analyses
performed on the LiDAR dataset collected in Martins et al. (2017b), and aim at studying
wave geometric properties and investigate their link at different temporal scales.
In addition to the LiDAR measurements, pressure and cross-shore current velocity data
were acquired at five and three cross-shore locations respectively. Figure 5.2c of the research
article above has been modified in Figure 5.8 to show the complete cross-shore experimental
setup. The flow velocity data were collected at elevations from the bed ranging from
0.10 to 0.15 m from the sea bed using three Nortek Acoustic Doppler Velocimeters (ADV)
sampled at 16 Hz. Each ADV is equipped with an internal pressure sensor, but the two
most onshore ADVs were also synchronized with an external pressure transducer (PT) and
Optical Backscatter Sensor (OBS). In these additional analyses, a potential link between the
sea surface elevation skewness and asymmetry and that of the cross-shore current velocities
is investigated, with the aim of predicting flow characteristics close to the sea bed from
remotely-sensed water surface characteristics.
The results given in the second part of this Chapter were presented at the Coastal
Dynamics Conference in Helsingør, Denmark. Here, we only include the results and
discussion parts of the Conference paper as it largely overlaps with the preceding research
article. However, the reader is also invited to read further information in Martins et al.
(2017c):
Kévin Martins, Chris E. Blenkinsopp*, Erwin W. J. Bergsma, Hannah E. Power, Brittany
Bruder and Jack A. Puleo and , "Remote-sensing of wave transformation in the surf zone",






















Figure 5.8: LiDAR scanners deployment: schematic of the full experimental setup with an example of post-
processed free surface elevation (black thick line while individual measurements are shown as light gray lines).
The beach profile (thick gray line) corresponds to the surveyed profile during the previous low tide.
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5.6 On the surface elevation and cross-shore current skewness and
asymmetry
5.6.1 Definitions
As described in the previous paper, wave skewness Sk and asymmetry As are a measure
of the wave non-linearity. It can hence be used to characterize the wave geometry in the
surf zone: highly skewed waves are characterized by a narrower crest and broader trough
while highly asymmetric waves generally have a steep front and gradually sloping back,
as is the case with propagating bores.
At the time-averaged temporal scale, the surface elevation skewness and asymmetry









whereIm(H( . )) is the imaginary part of the Hilbert transform and ( . ) is the time-averaged
operator (Berni et al., 2013). The wave skewness and asymmetry were calculated for both
pressure-derived and LiDAR surface measurements, using 20 minute-long data windows.
Similarly, the skewness and asymmetry of the cross-shore bottom current velocity u measu-
red at the three cross-shore locations were calculated (replacing η by u in Equations 5.4 and
5.5). In that way, skewness and asymmetry at the surface can be related to that of the current
close to the bottom. At the wave-by-wave scale, we use the same temporal framework as
described before, although more detailed here (Adeyemo, 1968; Cowell, 1982):
D = a/b (5.6)
As = 2(a + b)/T (5.7)
Sk = 2ηc/H − 1 (5.8)
We also extend the analysis to the spatial domain by looking at the wave front and back
angle denoted θ f ront and θback respectively. These angles are estimated by calculating the
slope of a line fitting a section of the wave profile. The section of the wave profile starts
from the detected and tracked wave crest, and extends to the first point 65% of H below
the crest level at the wave front for θ f ront, and behind it for θback. These spatial frameworks
and temporal frameworks are illustrated in the sketches of Figure 5.9.
5.6.2 Surface elevation first and third order moments
The additional results use data obtained around high tide at the four tidal cycles during
09/04 and 10/04. Figure 5.10 shows the comparison of the significant wave height Hm0,
















Figure 5.9: Nomenclature adopted for the definition of spatial (Panel a) and temporal (Panel b) individual
wave parameters: based on the Mean Water Level (MWL), ηc defines the crest height elevation above MWL, H
the distance between wave crest and preceding trough. The quantities a and b represent the time elapsed for
the surface elevation to reach the crest elevation from up-crossing MWL and the time elapsed for the surface
elevation to down-cross MWL from the crest elevation. The squares represent the two surrounding troughs,
defining the individual wave period of the wave. The crest is designated by a circle.
at the three ADV locations (Figure 5.8). These parameters were calculated using moving
windows of 20 minutes, to allow for a more continuous description throughout the tide.
A threshold of 75% non-NaN values over that window was used for the LiDAR dataset.
This explains that some data are missing at high tide, when there was less consistent wave
breaking over the two most offshore ADV.
The significant wave height measured by the PT and LiDAR show very good agreement
(Figure 5.10a, 5.10d and 5.10g), at every location and every stage of the tide. This is
consistent with the results from Brodie et al. (2015) who obtained similar results in their field
dataset. Despite the very likely differences between pressure-derived and the remotely-
sensed wave height at the wave-by-wave scale (e.g. Martins et al., 2017d), the spectral
parameters present good agreement, consistent with the conclusion of Bishop and Donelan
(1987) that the significant wave height could be retrieved within 5% of error with pressure
transducers.
Comparison of time-averaged wave asymmetry from the PT and LiDAR (Figure 5.10b,
5.10e and 5.10h) also show good agreement at all stages of the tide. During the flooding and
ebbing period (wave height to water depth ratio γ ∈ [0.45; 0.55]), As exhibits a peak value
and then decreases to reach its minimum values around high tide. However, the wave
skewness estimated from the LiDAR scanner is consistently greater than that estimated
from the pressure-derived signal: a very good correlation (r = 0.9 and Scatter Index of 0.07)
is found for the relation Sk,LiDAR = 1.2Sk,PT. Considering the physical explanation that is
given to the wave skewness, a possible explanation at this stage of the analysis could be
that the underestimation of individual wave height in the pressure-derived dataset at the
onset of breaking or soon after affect the time-averaged parameter.
5.6.3 Relation between surface and bottom cross-shore velocity
Wave skewness and asymmetry (Equations 5.4 and 5.5) respectively) estimated from the
surface elevation η and bottom current velocity u were compared to investigate the possibi-
lity of predicting third-moments of the cross-shore current velocity from a surface elevation
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Figure 5.10: Comparison between pressure-derived (black line) and LiDAR (red points) significant wave height
Hm0, wave asymmetry As and skewness Sk. Panels a-c) show the data at the onshore ADV location (x = 162 m),
while panels d-f) and g-i) show the data at the middle (x = 153 m) and offshore (x = 144 m) ADV locations
respectively.
signal.
Two different comparisons were performed: 1) As and Sk compared with no specific
processing on η or u; 2) As and Sk compared with a Fourier low-pass filter on η, with the
cutoff frequency chosen as three times the peak frequency fp. This was attempted as Berni
et al. (2013) showed that three Fourier components were enough to accurately describe the
free-stream velocity under skewed and asymmetric waves. The results are first displayed
in Figure 5.11 as a timeseries for the data from the offshore ADV location. It is observed that
during the four tides of interest (09/04 and 10/04), the asymmetry and skewness calculated
from the filtered surface elevation signal is in much better agreement with that from the
current velocity than when estimated with the full η spectrum. The major improvements
principally concern the periods when the water is relatively shallow (flooding and ebbing),
where due to the presence of bores, Sk presents values of up to twice that at high tide, and
up to ten times for As.
The ADV data (with and without frequency cutoff) as well as the LiDAR data (with
frequency cutoff) from every cross-shore location and all tides are displayed in Figure
5.12. It is shown that the wave asymmetry and skewness estimated from the filtered
surface elevation derived from PTs and LiDARs closely match those for the bottom current
velocity. For the ADV data, besides the fact that the mean data points estimated from the
filtered signal are closer to the 1:1 line, standard deviations are also smaller. Considerable
deviation between these filtered signal datasets and the current velocity dataset is still
observed for very low values of As (As < 0.1) and especially very low values of Sk (Sk < 0.15),
although there is considerable scatter for these ranges of values. This suggests that at low
tide (Figure 5.11), both the cross-shore current asymmetry and skewness will typically be
underestimated when based on surface elevation measurements. The presence of strong
infragravity waves observed at this stage of the tide very likely explain this phenomenon.
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Figure 5.11: Timeseries comparison of third-order wave moments data estimated from pressure and velocity
measurements at the offshore ADV location: panel a) shows As,u (black line) against As,η based on the full
spectrum of η (blue line) and As,η based on the η with a cutoff frequency of 3 fp (red line); panel a) shows Sk,u
(black line) against Sk,η based on the full spectrum of η (blue line) and Sk,η based on the ηwith a cutoff frequency
of 3 fp (red line).






















Figure 5.12: Comparison of all third-order wave moments data estimated from LiDAR, pressure and velocity
measurements: panel a) shows As,u against As,η while panel b) shows Sk,u against Sk,η. In each subplot, red dots
correspond to data from the ADV using the frequency cutoff on η, while the full spectrum was used for the
blue data. Green data correspond to the LiDAR scanner, with the same frequency cutoff. Bins of 0.05 in the
x-direction were used to calculate the mean and standard deviation, represented as error bars. The 1:1 line is
shown as black line.
5.7 Wave-by-wave analysis of wave skewness and asymmetry
To further compare the pressure, velocity and surface elevation datasets, a wave-by-wave
analysis has been performed on the pressure-derived and LiDAR surface elevation signals,
and on the cross-shore current velocity signal (Equations 5.6-5.8). The analysis presented
here focuses on the data obtained at the onshore ADV location. Figure 5.13 displays the
different parameters studied: D, As and Sk, along with the front and back wave angles
θ f ront and θback. For each of these wave properties, the mean was computed using moving
windows of 60 waves, and the shaded area represents the standard deviation over these 60
waves.
The first observation that can be made is that there is a good overall agreement between
all datasets, for every tide (Figure 5.13a-c). Especially, the mean individual wave properties
extracted from surface elevation and the current velocity signal show very similar evolution,
without the need of a low-pass filter for the surface elevation. The wave deformation D
presents very similar values over the course of the experiments (Figure 5.13a): values
generally range from 0.3 at low tide and increase to 0.8-0.9 at high tide. Values from
the LiDAR scanner present more scattered data at high tide probably because it detects a
broader range of surface wave frequencies: the presence of very short waves along with
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Figure 5.13: Comparison between pressure-derived and LiDAR data at the wave-by-wave scale: wave defor-
mation D, wave asymmetry As and skewness Sk. Panels d-e) show the individual wave front and back angles
respectively. For each wave properties, the mean (continuous line) is calculated using a moving window of
60 waves, and she shaded area correspond to the standard deviation. Pressure-derived data is shown as blue,
current data is shown as red and LiDAR data is shown as gray.
longer non-broken waves makes the range of values reached by D greater.
The wave-by-wave asymmetry presents less scatter than other properties (Figure 5.13b),
although we note more divergence between the datasets. When based on surface eleva-
tion, As increases to values around 0.8 at high tide, which is consistent with its definition
(Equation 5.7) and the evolution of D. Indeed, the ratio of the wave crest propagation phase
duration (η > hw) and that of the trough propagation phase (η < hw) reaches its maximum at
high tide. That is expected as unbroken waves will have a much more symmetrical profile
at high tide than bores. During ebb or flooding, As decreases: the crest is narrower (in time)
compared to the trough. This narrowness does not appear in the current velocity-derived
As that exhibits more constant values. This could be explained by the presence of infragra-
vity waves: although their influence on the surface elevation is reduced by using the local
definition of hw, they more strongly influence the underlying current.
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The wave-by-wave skewness displays some interesting features (Figure 5.13c), espe-
cially during the second tide of 09/04. It is low in shallow waters (low tide) even in the
presence of infragravity waves thanks to the use of hw, and show peak values at some time
during both flood and ebb periods, before decreasing at high tide. Similar behaviour was
observed for the time-averaged As (Figure 5.10b, 5.10e and 5.10h). The breaking regime
explains this behaviour, and it is illustrated in Figure 5.13d and 5.13e, with the measured
front and back wave angles. The peaks in Sk coincide with a net increase in the back wave
angle and a slight increase in the values and the amount of variation of the front angle: we
pass from the presence of only broken waves, to a regime where wave breaking occurs at
this location. It is worth noting that the mean front wave angles are in agreement with the
values of Almar et al. (2012) and are much larger than those reported in Carini et al. (2015),
who estimated θ f ront by using the celerity given by linear wave theory and the time elapsed
between the passage of the preceding wave trough and the wave crest at a certain location
(see also Zhang et al., 2017).
5.8 Conclusions
During these experiments, three LiDAR scanners were deployed along a pier to generate
a unique surface elevation dataset of shoaling, breaking and broken waves. In the present
study, a link between the wave-by-wave and the time-averaged scales is found. The
wave-by-wave parameters estimated on the pressure-derived, current velocity and LiDAR
datasets are consistent with expected results throughout the tide cycle. The wave-by-wave
skewness is the parameter at the individual wave scale that relates the most to time-
averaged parameters, and in particular to the wave asymmetry As. The presence of noise
and waves with a frequency greater than the peak frequency in the surface elevation signal
was found to increase the time-averaged skewness. A frequency cutoff of three times the
peak frequency applied to the surface elevation enables good estimates of the third-order
cross-shore current velocity moments. This opens up the possibility for interesting LiDAR
applications for the remote sensing of third-order moments of nearshore current. Finally,
the LiDAR provides the possibility to measure the surface slopes of surf zone waves. For
this particular dataset, the angles measured at the front are larger than the values usually
used in numerical models of nearshore wave transformation based on the energy balance
concept (e.g. Flores et al., 2016). Further analysis is required to understand the link between
surface slope and wave properties, but provides the potential to give improvements in such
modelling.
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During the field experiments performed at Saltburn-by-the-Sea, continuous surface eleva-
tion measurements of shoaling, breaking and broken waves were obtained with an array
of three LiDAR scanners. This dataset probably constitutes the most highly detailed meas-
urements of breaking waves in field conditions.
The focus of this Chapter is the cross-shore evolution of the geometric properties of surf
zone waves, with a particular interest on the wave skewness and asymmetry, which are
first studied at the wave-by-wave scale. Although a clear signature is observed in values
of Sk and As at the different stages of propagation (shoaling, breaking and broken waves),
it is not sufficiently pronounced to accurately detect the break point. A new methodology
to accurately detect the break point from LiDAR scanner data was presented: it uses the
activity of the wave face, captured in detail by the scanners, as a proxy. This new method
can be used to create new field datasets of geometric properties of breaking waves.
The skewness and asymmetry of the free surface and cross-shore current velocity were
also analysed at the time-averaged scale. In the present dataset, a low-pass filter at 3 fp on the
free surface elevation signal (from PT and LiDAR) yields a good estimate of the free-stream
cross-shore velocity third-order moments. This is a very interesting and promising result as
these quantities play an important role in morphological changes in the surf zone. Finally,
the wave front angle is directly estimated for the first time in field conditions. Interestingly,
it shows much higher angles than generally assumed; this will be further investigated in
the last chapter of this thesis as it is an important variable in the parameterization of the
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Abstract
In the surf zone, breaking waves dissipate their energy and control cross-shore and longs-
hore sediment transport rates through the nearshore mean circulation. Consequently it is
vital to develop better understanding of the wave breaking process. In this paper, we ex-
tract geometrical roller properties from an innovative LiDAR field dataset of broken waves
to obtain new insights into wave energy dissipation in the inner surf zone. We use a roller
model to show that most existing roller area formulations in the literature lead to large
overestimation of the wave energy dissipation, which is found to be close to, but smaller
than, the energy dissipation in a hydraulic jump of the same height. Using previously
published results from deep-water wave breaking studies, we propose a scaling law for
energy dissipation in the inner surf zone, which achieves satisfactory results at both the
time-averaged and wave-by-wave scales. Finally, the use of linear wave theory for expres-
sing the wave flux is discussed. It is believed that the incorrect use of linear wave theory
across the whole surf zone and inappropriate roller properties (e.g. roller angle) have been
responsible for concealing incorrect formulations of wave energy dissipation in the inner
part of the surf zone.
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In Chapter 5, the first direct measurements of wave angles performed by LiDAR scanners in
field conditions were presented. Although non-broken, breaking and broken waves were
not separated on a wave-by-wave basis, the measured ensemble-averaged wave angles
were much larger than the value generally assumed in numerical models using the surface
roller concept (Svendsen, 1984a) for parameterizing the wave-breaking-induced energy
dissipation (tanθ = 0.1, e.g., Dally and Brown, 1995; Walstra et al., 1996; Reniers and
Battjes, 1997; Ruessink et al., 2001). Some studies employing the surface roller model (e.g.,
Dally and Brown, 1995; Haller and Catalán, 2009; Flores et al., 2016) use empirical relations
linking the roller properties to that of the broken wave, which were found by Duncan
(1981) during his hydrofoil experiment. However, this hydrofoil dataset and the relations
that were derived have never been compared to field measurements of surface roller and
wave properties, mainly because roller properties are very challenging to measure. As
suggested in Chapter 5, LiDAR scanners offer the possibility to extract and study surface
roller properties. In this Chapter, we aim to develop a new methodology to create the first
field dataset of surface roller geometric properties (angle θ and length Lr) from the LiDAR
dataset acquired in Martins et al. (2017b). The following research objectives/questions were
addressed:
• Develop a robust methodology based on the previous tracking algorithm to extract
wave and surface roller geometric properties.
• Compare the new field dataset to the empirical relations of Duncan (1981).
• Investigate energy dissipation with the surface roller concept: at what rate does a
broken wave in the inner surf zone dissipate its energy? Can we accurately model it?
Thanks to the ability of the LiDAR scanners to directly measure the surface roller angle
and length, the number of unknowns in the classic roller model first developed by Svendsen
(1984a) is reduced to the mean void fraction in the roller (represented by the quantity ρr/ρ)
and the roller area A. This dataset hence offers a unique opportunity to study the sensitivity
of the model to these two parameters. In this Chapter, a roller numerical model is set up
and used to compare the energy dissipation rates obtained with the different roller area
formulations present in the literature with measurements. Finally, a scaling law for the
energy dissipation rates in inner surf zone is proposed and has the advantage that it only




The surf zone is the part of the nearshore where waves are breaking due to the decreasing
depth. A considerable amount of incident wave energy is dissipated at the break point
and subsequently in the inner surf zone where the waves continue to break, which drives
the mean circulation on the beach (Svendsen, 1984a; Stive and Wind, 1986; Deigaard et al.,
1991). A better understanding of wave breaking processes is necessary to enable better
prediction of beach erosion and coastal hazards.
Over the last few decades, numerical models based on the full Navier-Stokes equations
have been increasingly used to study wave breaking processes thanks to ever-improving
computational capabilities (e.g., Jacobsen et al., 2012; Higuera et al., 2013; Deike et al., 2016).
However, they remain a limited tool for many engineering applications as they require high
computational cost and it is often difficult to obtain the correct boundary conditions for the
domain being modelled. For these reasons, phase-averaged wave transformation models
are often used due to their efficiency but also their accuracy, thanks to the efforts made
to parameterize the different physical processes related to wave generation, propagation,
and breaking/decay (Cavaleri et al., 2007). Full spectral models were developed to describe
wave generation and propagation in the deep ocean (e.g., Booij and Holthuijsen, 1987;
Tolman, 1989; Benoit et al., 1996) and, although breaking processes in both deep and
shallow water still need to be better parameterized (e.g., the review of Salmon et al., 2015;
Cavaleri et al., 2007), these models show satisfactory results when applied in the presence
of depth-induced breaking (e.g., Vink, 2001; Zheng et al., 2008; Goda, 2008; Filipot and
Cheung, 2012; Grunnet et al., 2014).
A simpler class of parametric models is commonly used in the surf zone (e.g., Apotsos
et al., 2008). These models rely on the energy balance concept (Battjes and Janssen, 1978;
Stive, 1984; Svendsen, 1984a), which states that the majority of incident wave energy is
transferred into turbulent kinetic energy through various processes (including entrainment
of air and friction) with only a fraction of it being dissipated directly into heat (Svendsen,
2006). Depending on the beach and wave conditions, the majority of remaining incident
energy is either reflected from the beach (Elgar et al., 1994; Baquerizo et al., 1997; Martins
et al., 2017d) or transports sediment in the surf and swash zones (Masselink and Puleo,
2006). Svendsen (1984a) and then Deigaard and Fredsøe (1989) showed that accounting
for the surface roller is a fundamental element of energy balance-based models in the
surf zone. The surface roller is a turbulent mass of mixed air and water advected by the
breaking wave that greatly contributes to the energy flux and radiation stress balance in
the surf zone due to its added mass and momentum and thus affects the mean circulation
(Longuet-Higgins and Stewart, 1964; Svendsen et al., 1978; Svendsen, 1984a; Stive and
Wind, 1986; Deigaard and Fredsøe, 1989; Nairn et al., 1990; Deigaard, 1993; Rattanapitikon
and Shibayama, 2000; Bae et al., 2013). Energy balance models are capable of predicting
wave bulk properties (e.g. the wave height H) as well as wave-induced quantities such as
set-up/set-down and longshore and cross-shore mean currents more efficiently than CFD
models (e.g., Nairn et al., 1990; Dally and Brown, 1995; Lippmann et al., 1996; Apotsos
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et al., 2008). The roller concept has also been successfully implemented in Boussinesq-type
flow models (e.g., Schäffer et al., 1993; Cienfuegos et al., 2010).
In his seminal experiments on steady breakers generated by hydrofoils, Duncan (1981,
hereinafter D81) highlighted the link between the roller geometry (roller angle θ, length
Lr and surface area A, see Figure 6.1) and the energy dissipated by the breaker. Prior
attempts to model the energy dissipation in spilling breakers used formulations derived
from hydraulic jump theory (Le Méhauté, 1962; Hwang and Divoky, 1970; Battjes and
Janssen, 1978; Svendsen et al., 1978). The relations obtained by D81 have been applied to
remotely sensed roller lengths to estimate bulk surf zone quantities (e.g., Haller and Catalán,
2009; Carini et al., 2015; Flores et al., 2016). The lack of direct roller angle measurements
in field or laboratory conditions explains the common choice to make θ constant in any
modelling attempt, although a cross-shore variation is expected in the surf zone (Zhang
et al., 2014). Another shortcoming to this modelling approach concerns the transition
region, also referred to as the outer surf zone (Svendsen, 1984a, hereinafter S84), in which
waves undergo a rapid transformation after breaking. The length of this region, which
extends from the break point to the transition point where we can consider the broken
wave a fully developed bore (Basco and Yamashita, 1986; Nairn et al., 1990; Kweon and
Goda, 1996), remains an unknown. The typical modelling approach therefore considers the
roller to be fully developed immediately after the break point, suggesting that the breaking
wave instantaneously propagates in the inner part of the surf zone (Svendsen, 1984a). The
errors introduced by such approximations potentially hide the inaccuracy of the current
parameterisation of energy dissipation in the inner surf zone. A consequence of this is that
surface roller models heavily rely on calibration on a case-by-case basis (e.g., Lippmann
et al., 1996; Walstra et al., 1996; Apotsos et al., 2008; Flores et al., 2016).
In this paper, we present a novel field dataset of inner surf zone waves obtained from
an array of 2D LiDAR scanners (Martins et al., 2017b). 2D LiDAR are able to directly
measure the surface elevation profiles of broken waves at high spatial and temporal resolu-
tions making them ideal for obtaining the geometrical properties of surface rollers as they
vary in space and time. Using this data, we investigate the accuracy of commonly-used
formulations of energy dissipation in the inner surf zone at the individual and wave group
time scales. The paper is organised as follows. Section 6.2 reviews the concept of surface
rollers introduced by S84, and its application to modelling wave transformation in the inner
surf zone. The field dataset and the methodology developed to analyse the broken wave
geometries from the LiDAR data are presented in Section 6.3. The measured geometri-
cal properties are compared to those found by D81 during his hydrofoil experiments in
Section 6.4. We also compare the energy dissipation terms computed using various roller
area formulations which are then tested in a roller model to investigate the effect of the
choice of the roller area formulation on wave incident energy flux modelling. In Section
6.5, we present an attempt to scale the energy dissipation in the inner surf using local wave
properties. Finally, different energy flux formulations are discussed in Section 6.6, and we
explain how using linear wave theory can lead to erroneous energy dissipation.
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Figure 6.1: Definition sketch of the broken wave (bore) geometry. The mean water depth h is defined as the
vertical distance between the bed and Mean Water Level (MWL). The bore propagates at speed c in water
depth ht and has a height H, corresponding to the distance between the crest (white dot) and the preceding
trough (white square). The instantaneous water depth below the bore crest is expressed as hc = H + ht. The
surface roller (active region of the broken wave) is defined from the wave crest (white dot) to the bore toe (red
dot), defined as the point where
∂η
∂x
= 0.2 tanθmin, where θmin is the minimum angle found in the wave face.
The surface roller has an angle with the horizontal of θ and a length Lr. Finally, the area of the surface roller is
noted A.
6.2 Surf zone energy budget modelling
6.2.1 Surface rollers
The energy balance for waves in the surf zone states that the spatial variation of the time-
averaged incident wave energy flux E f is equal to the amount of energy dissipated per
unit area during breaking. If we consider a shore-normal wave propagating in one spatial




where D is the amount of energy per unit area dissipated or transformed during the breaking
process, as discussed by Svendsen (2006) (e.g., Battjes and Janssen, 1978; Svendsen, 1984a;
Nairn et al., 1990; Dally and Brown, 1995). Note that D > 0 by convention. D incorporates
the effects from multiple physical processes that occur during breaking (see, Carini et al.,
2015, and the references therein): production of heat, noise and turbulent kinetic energy;
the entrainment of bubbles in the water column; production of spray at the surface; and
the suspension and/or entrainment of sediment due to friction effects at the bed. Except for
the production of turbulent kinetic energy, most of the other effects are generally neglected,
even when the models extend seaward of the inner region into the shoaling zone (Svendsen,
1984a; Nairn et al., 1990; Deigaard et al., 1991; Dally and Brown, 1995). Blenkinsopp and
Chaplin (2007) showed, however, that between 6.5 and 14% of the total wave energy could
be dissipated due to the entrainment of air during wave breaking. This potentially explains
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the failure of parametric models to represent the energy dissipation in the transition region,
especially for plunging waves. The effect is generally compensated in the inner surf by
adjusting other parameters (Lippmann et al., 1996; Walstra et al., 1996; Haller and Catalán,
2009; Flores et al., 2016).
By considering surface rollers as a mass of mixed water and air centred on the Mean
Water Level (MWL), and moving at the same celerity c as the carrier wave (see also, Tajima,
1996), S84 separated the incident wave energy flux into a wave and a roller contribution as
follows:
E f = E f ,w + E f ,r (6.2)
with













where ρ is the water density, g is the gravity constant, T is the wave period, η is the time-
varying surface elevation, and ρr and A the surface roller density and area. It is worth
noting that the term E f ,r is actually the surface roller kinetic energy. Although different
hypotheses on the broken wave characteristics led S84 to Equation 6.2), we observe that
this relation can also be obtained if we assume that the kinetic energy of the wave is equal
to the potential energy. Although this assumption has not been thoroughly verified in
the inner surf zone for a wide range of wave and beach conditions, some relatively recent
experimental studies show evidence that this is an accurate assumption (e.g., Huang et al.,
2009). By further assuming that all the energy dissipation occurs in the roller but that








where Dr is the energy dissipated in the surface roller (see also e.g., Lippmann et al., 1996;
Dally and Brown, 1995; Haller and Catalán, 2009). Following the seminal work of Le
Méhauté (1962) on non-saturated breakers and that of Svendsen et al. (1978), S84 assumed
that the energy dissipation in broken waves was equal to that of a hydraulic jump of the
same height (Svendsen, 2006):







where h is the mean water depth, and hc and ht are the water depths below crest and
trough respectively (see Figure 6.1 for a definition sketch of the broken wave geometry).
The presence of a coefficient B of the order of unity is often used to calibrate this type
of dissipation model for regular or irregular waves (e.g., Le Méhauté, 1962; Battjes and
Janssen, 1978; Thornton and Guza, 1983).
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From his hydrofoil experiments, D81 related the steady breaker energy dissipation to
the Reynolds stresses at the boundary between the roller and the underlying layers of fluid.
Averaged over the wave period, this reads:




where θ is the surface roller angle (see Figure 6.1).
6.2.2 Influence of roller geometry on dissipation
The roller model (Equation 6.5) relies heavily on the geometrical properties of the bore (θ,
Lr and A, see Figure 6.1) which appear in both the roller kinetic energy (Equation 6.4) and
the dissipation terms if Dτ is used (Equation 6.7). However, direct measurements in both
field or laboratory conditions of roller geometry to use in Equation 6.7 are scarce. Roller
lengths Lr have been estimated from video imagery in studies by Haller and Catalán (2009),
and more recently by Carini et al. (2015) and Flores et al. (2016). Haller and Catalán (2009)
obtained a good match between the remotely-sensed roller lengths and those modelled by
the roller model described above. In the model, the energy dissipation was inferred from
measured wave heights using linear wave theory. Additionally, a range of constant wave
angles was used to assess the model sensitivity. To estimate the wave angle in the dataset
of Haller and Catalán (2009), Zhang et al. (2014) used the time elapsed between the MWL
upcrossing and the passage of the crest at a given location, assuming a constant celerity
from solitary wave theory. A similar method was used by Carini et al. (2015) but using
the trough level and the celerity from linear wave theory. These estimates are valuable but
can be considered quite coarse given that average wave celerity has been shown to be 1.14
times that estimated by linear wave theory in the surf zone (Tissier et al., 2011), and that
the preceding trough can be located well away from the bore toe (e.g. D81). Nonetheless,
Zhang et al. (2014) reported wave slopes tanθ greater than 0.2, which is at least twice
the value generally adopted (tanθ = 0.1, e.g., Dally and Brown, 1995; Walstra et al., 1996;
Reniers and Battjes, 1997; Ruessink et al., 2001). These higher values are in better agreement
with the experimental results of D81 and Govender et al. (2002) or the simulations of Haller
and Catalán (2009), and seem more realistic when compared to the known critical wave
steepness of tanθ ∼ 0.58 for wave breaking initiation in deep water (Longuet-Higgins and
Fox, 1977).
Considerable uncertainty also exists in the surface roller area A, which is a very difficult
quantity to consistently and accurately measure (Duncan, 1981; Govender et al., 2002). In
addition to ρr, A is the only surface roller quantity that is not measured in this study. The
difficulty in measuring the roller area has led to the existence of numerous formulations
in the literature as shown in Table 6.1. A simple sensitivity analysis assuming H ∼ O(1),
Lr ∼ O(1), tanθ ∼ O(0.1), and the beach slope tan β ∼ O(0.01) demonstrates that it is
possible to have an order of magnitude difference between the formulations of D81 and
Tajima (1996). When Dτ (Equation 6.7) is used for the dissipation terms in Equation 6.5, we
note that A appears in both sides of Equation 6.5, which probably tends to reduce the effect
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Table 6.1: List of expressions for the surface roller area A from existing literature.
Studies Expression Observations
Duncan (1981) A = 0.11
( Lr
cosθ
)2 Relation found during the hydrofoil experiments.
Note that the horizontal projection of the roller/wave
interface is used here (Lr), hence the cosine presence.
Engelund (1981) A =
H3
4h tanθ
This relation was derived by Deigaard et al. (1991) to
match the dissipation of a hydraulic jump of the
same height, based on the results of Engelund (1981).





= 0.06 − 0.07
L is the wavelength. A coefficient k exists in the
original version to account for the bore development
(k = 1 here since we consider fully developed bores).
Tajima (1996) A = B tan βH2∗
B is a coefficient taken as 140 in Tajima (1996), and H2∗
the equivalent linear wave height (i.e. same energy
flux).
of inaccuracies in A when choosing a formulation (Table 6.1). However, in the inner surf
zone, by comparing Equations 6.4 and 6.7, we expect Dτ to be much larger than the roller
contribution, meaning that an inaccurate formulation of A has a more pronounced effect
on the energy dissipation parameterisation.
6.3 Methods
6.3.1 Field site and experimental set-up
The present study uses LiDAR data collected during the field experiments performed at
Saltburn-by-the-Sea, UK (see Figure 6.2) during April 2016 (Martins et al., 2017b,c). The
field experiments and the raw data processing are described in these two references, but
some basic information is repeated here. Three eye-safe 2D LiDAR scanners (SICK LMS511)
were deployed along a pier to measure the time-varying free surface elevation of shoaling,
breaking and broken waves at 25 Hz (see Figure 6.2b). The three individual datasets were
processed following the methods of Martins et al. (2016) and then merged into a unique
surface elevation dataset using linear weighting functions: at a given cross-shore location,
priority is given to the nearest LiDAR scanner as it provides the most accurate measurement
at that location. Figure 6.2c displays the full cross-shore experimental setup where in
addition to the scanners, three RBR pressure transducers (PT) and three Nortek Acoustic
Doppler Velocimeters (ADV) were deployed and sampled at 2 Hz and 16 Hz respectively.
An example of the final LiDAR dataset is also shown in Figure 6.2c and illustrates the
spatial resolution of the datasets (0.1-m cross-shore grid).
As a result of the macrotidal environment in this part of the North Sea, every phase
of the nearshore wave transformation could be measured: from propagating bores in the
inner surf zone during flood or ebb phases to shoaling and breaking waves during high
tides. The present study focuses on wave propagation in the inner surf zone, where waves
propagate as fully developed bores after the transition point. We only use data from the
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Figure 6.2: Field site and LiDAR scanner deployment. The regional map around Saltburn-by-the-Sea, UK, is
shown in panel a). The location of the nearshore (Whitby) and offshore (Tyne Tees) wave buoys are shown
by the grey dots. Panel b) shows the LiDAR scanner deployment on the nearshore pier: the scanners were
deployed 2.5 m away from the pier, using a ’T’ shaped scaffolding system fixed to the pier railing. Panel c)
shows a schematic of the experimental set-up with an example of post-processed free surface elevation (black
thick line while individual measurements are shown as light grey lines). The beach profile (thick grey line)
corresponds to the surveyed profile during the previous low tide (10/04/16).
09/04/2016 and 10/04/2016 (shore-normal propagating swell with Tp ∼ 10 − 11 s, Hs = 1 m),
during periods when the maximum runup position was located just seaward of the steep
gravel upper beachface located around x = 195 m (see Figure 6.2c). This was to minimize
the influence of reflected waves on the geometrical properties of incident waves.
6.3.2 Wave-by-wave analysis: extraction of roller properties
Individual waves are tracked in the surf zone and their geometrical properties are extracted
with the algorithms developed in Martins et al. (2016) and Martins et al. (2017b,c). The
tracking works by detecting the wave crests as maxima in the surface elevation timeseries.
Individual wave heights H are then computed as the vertical distance between the crest and
preceding trough elevations (hc and ht respectively, see Figure 6.1), and the wave period T is
defined as the time elapsed between the passage of the two troughs either side of a crest at
a given cross-shore location. In the LiDAR dataset, we define the surface roller as the part
of the wave profile from the wave crest, through the breaking region (where ∂η/∂x < 0) to
the roller toe. For fully developed bores, the roller toe location will be close to and seaward
of the preceding trough. Here we use a surface gradient upcrossing value set at 20% of the
minimum surface elevation gradient value found in the breaking region to define the roller
toe (see illustration in Figure 6.1). We then estimate the roller angle θ by fitting a line to the
surface roller profile (from the detected wave crest to the roller toe).
To accurately measure the incident wave energy flux, good estimates of the wave
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celerity are required (Svendsen et al., 2003); here the wave tracks are used directly to obtain
individual wave celerities. The general approach for estimating wave celerity ci relies in the
following estimate: ci ≈ ∆x/∆t where ∆x is the distance travelled by the wave in the time
∆t. Suhayda and Pettigrew (1977) were the first to apply this principle in field conditions to
estimate individual wave celerities using video cameras and photopoles every three metres
in the surf zone. Using a different approach, Yoo et al. (2011) used the Radon Transform
(Radon, 1917) on video timestacks to estimate individual wave celerities in the surf zone
for depth-inversion purposes. Lines in a timestack image (e.g. crests) appear as single
points in Radon space (Yoo et al., 2011; Almar et al., 2014a); the inverse Radon then enables
the retrieval of the wave celerity (Almar et al., 2014a). After comparing the performance
of these two methods and their sensitivity to spatial and temporal windows, a different
approach for this study was designed to take advantage of the spatial resolution of the
dataset. A linear fit to the wave trajectory was fitted over a 5 m window (2.5 m either side
of the point where the celerity is estimated) and the slope of the trajectory fit was taken as
the individual wave celerity.
6.4 Results
6.4.1 Surface Roller Geometry
The relations obtained by D81 during his hydrofoil experiments are often applied in the
surf zone to estimate wave energy dissipation (e.g., Haller and Catalán, 2009; Carini et al.,
2015; Flores et al., 2016), even though their applicability in this region remains unclear.
In this Section, we compare these relations to the dataset discussed here consisting of 38
manually selected waves, measured in the inner surf zone using the methodology described
in Section 6.3.2. These waves were selected as no gaps in the dataset were present and as
there was no apparent interaction with incident or reflected waves.
An example of a tracked wave is shown in Figure 6.3 to clarify the methodology used
to extract the roller angle (Section 6.3.2). We first observe that the bore front angle varies
considerably in the inner surf zone and is much higher than the constant value of 5.7°
typically used (e.g., Dally and Brown, 1995; Reniers and Battjes, 1997; Ruessink et al., 2001;
Flores et al., 2016). Figure 6.3e shows a rapid initial reduction in roller angle from 25° to
18° in the first 8 m post-breaking. This is followed by a period of relatively constant roller
angle in the range 16° to 22° between x = 131 and 160 m, followed by a rapid reduction
in roller angle between x = 165 and x = 170 m of about 10° associated with an increase in
the rate of wave height decay (Figure 6.3b). This corresponds to where the beach slope is
the greatest, as seen in the evolution of ht (Figure 6.3b). The general trend over the passage
of the wave is that high roller angles coincide with greater dissipation, which is evidenced
by a more rapid reduction of H. Interestingly, we note a delay between high roller angles
and high roller lengths values: peaks in Lr appear about 5 m after those observed in θ.
This highlights the unsteadiness of breaking and broken waves in a natural environment
in contrast to the steady-state breakers generated and observed by D81.
Figure 6.4 presents data from all 38 waves in the analysed dataset. Figure 6.4a illustrates
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Figure 6.3: Example of a tracked bore in the inner surf zone on 09/04. Panel a) shows the wave profile changes
every metre along a section of the full wave track between x = 145 and 170 m. The linear fit of the bore front
is added at every location, coloured by the roller angle. Panels b-e) show the cross-shore evolution of the
individual wave height H (black line) and local water depth htr (red line), celerity c, the roller length Lr and
angle θ respectively. The raw measurement is shown as a thin grey line, while the moving window-averaged
(∆x = 2 m) signal is shown as black thick line (red for htr).
the depth-limited character of the individual waves in the inner surf zone at Saltburn: a
good correlation (r2 = 0.87) is found between the individual wave height H and the period-
averaged water depth hw. The roller slope is then shown as a function of the wave height
in Figure 6.4b, and the product Lr tanθ against the surf zone similarity parameter in Figure
6.4c. There appears to be a linear trend between tanθ and H, however more data from
other sites and with different conditions are required to draw robust conclusions on possible
parameterizations of θ as a function of local wave and beach parameters.
The relation H = 0.6c2/g obtained by D81 is compared to the present inner surf data
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Figure 6.4: Individual wave properties of the 38 inner surf zone waves constituting the present dataset. In each
panel, data are shown as a scatter plot coloured by the cloud point density: the brighter region is the densest
area whereas darker dots show sparser data points. Panel a) first shows the individual wave height H against
the period-averaged water depth hw. Panel b) shows the bore front slope tanθ as a function of H. Panel c)
shows the quantity Lr tanθ as a function of the local Iribarren number (tan β is the local beach slope and L a
wave length estimated as cT). Panels d-f) show the comparison of c2/g, Lr/ cosθ and Lr tanθ against H and the
results from Duncan (1981).
in Figure 6.4d. For any broken wave height, we observe a consistent overestimation of the
observed c2/g values compared to the relation of D81. The steady-state breakers generated
by D81 had a propagation speed imposed by the displacement of the hydrofoil. However, in
the surf zone, amplitude dispersion is generally observed to be important due to increasing
wave non-linearities (e.g., Svendsen et al., 1978; Catálan and Haller, 2008; Tissier et al.,
2011). To verify this effect on the dataset, the non-linear wave celerity predictor of Booij



















≈ hw + H2 (6.9)




≈ 2.49H − 0.06 (6.10)
Accounting for the wave non-linearity in the celerity provides a much better estimate of
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the quantity c2/g than with the formulation of D81, reducing the root-mean square error
(RMSE) from 0.86 to 0.25 m/s and the scatter index (SI) from 1.74 to 0.21.
The measured roller length Lr/ cosθ is relatively well correlated (r2 = 0.68) to the wave
height, and are slightly longer than that predicted by the relation Lr/ cosθ = 2.91H from
the dataset of D81 (Figure 6.4e). From Figure 6.4f, we can see that the measured values
of Lr tanθ are also greater than that obtained by D81 (H = 1.6Lr tanθ). The fact that the
dataset only consists of fully developed bores explains this behaviour: a simple analysis
of the roller geometry in Figure 6.1 shows that if Lr is correctly measured, we should get
Lr tanθ ≈ H. This is verified in the present dataset with r2 = 0.89, a RMSE of 0.06 m and
SI of 0.13, showing that the procedure for the extraction of the roller length and angle is
robust. In contrast, the surface roller covered only a fraction of the wave face during the
hydrofoil experiments performed by D81 (see Figures 1 and 3 in Duncan, 1981) leading to
relatively shorter roller lengths. This also explains the greater values of Lr/ cosθ obtained
in Figure 6.4e compared to D81.
6.4.2 Influence of roller area on energy dissipation rate
Figure 6.5 presents the cross-shore evolution of the surface roller area based on the
formulations given in Table 6.1. Values of A are computed using the ensemble-averaged
properties of a wave group from the 09/04 consisting of 6 consecutive and similar waves (see
Appendix). The original coefficients for the formulations from Tajima (1996) and Okayasu
et al. (1986) lead to values about 6 and 10 times larger than those from Engelund (1981),
confirming the sensitivity analysis presented in 6.2.2 which suggested that A could vary by
an order of magnitude depending on the formulation used. Although the relation found
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Figure 6.5: Cross-shore evolution of the surface roller area computed from the formulations of Table 6.1 using




by S84 is based on the dataset obtained by D81, it consistently predicts a smaller roller
surface area than the original relation of D81. The difference between the two formulations
increases closer to shore, where Lr/ cosθ tends to get larger compared to H in the field
when compared with the dataset of D81 (Figure 6.4e). The roller area model developed by
Deigaard et al. (1991) based on Engelund (1981) gave the smallest estimates of A: roughly
half that of S84 and a third of D81.
These differences in the predictions of roller area based on wave and morphology
parameters, directly affect the dissipation term Dτ (Equation 6.7). In Figure 6.6, we compare
Dτ computed for the whole dataset of 38 waves with the roller area formulations in Table
6.1 against the dissipation DHJ estimated for a hydraulic jump of the same height (Equation
6.6). The relation from Engelund (1981) was derived by Deigaard et al. (1991) to match
the dissipation of a hydraulic jump of the same height, based on the results of Engelund
(1981). This is confirmed by the data (Figure 6.6a), and a reduction of the roller density
ρr from ρ to 0.8ρ and 0.6ρ leads to dissipation values 20% and 40% smaller respectively.
It is worth mentioning that for the formulation of Engelund (1981), ρr should be seen as
the tuning coefficient B mentioned earlier, as strictly, a change in the roller density would
affect the roller thickness but would still lead to the same amount of energy dissipation as
in a hydraulic jump of the same height (Engelund, 1981). When computed with the surface
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Figure 6.6: Comparison between the energy dissipation Dτ (Equation 6.5) computed for every roller area
formulation (Table 6.1) against the energy dissipation DHJ of a hydraulic jump of the same height. For the
formulations of Okayasu et al. (1986) and Tajima (1996), the original coefficients were used. In every panel,
the data computed with ρr = ρ (white dots) correspond to the mean per 10 W/unit area bins. The standard
deviation over that bin is represented by the vertical black lines. To show the influence of the choice of ρr on
Dτ, the linear fit obtained with ρr = ρ (black dashed line), ρr = 0.8ρ (black dash-dotted line) and ρr = 0.6ρ
(black line with + symbols).
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roller area formulations of D81 and S84, Dτ predicts a dissipation rate 1.5 to 3 times greater
than that of a hydraulic jump of the same height, depending on the choice of ρr (Figure
6.6b-c). In particular, for ρr = 0.8ρwhich will lead to the best fit with data (Section 4.3), Dτ is
approximately a factor of 2 larger than DHJ. In contrast, the formulations of Okayasu et al.
(1986) and Tajima (1996) with the original tuning coefficients provide dissipation about 8
and 7 times greater than for an equivalent height hydraulic jump respectively.
6.4.3 Consequences for modelling purposes
The roller area formulations listed in Table 6.1 lead to dissipation Dτ 0.6 to 8 times greater
than that for a hydraulic jump of the same height, depending on the value of ρr. Here,
we develop a finite difference modelling approach to estimate the incident wave energy
flux E f ,w (Equation 6.2). Starting at an initial position x0, the model uses measured wave
quantities (H, c, θ and Lr) and local quantities (hw, htr) to compute the roller contribution
(Equation 6.4) and the energy dissipation terms (DHJ from Equation 6.6 and Dτ from
Equation 6.7) to then feed into Equation 6.5. At any cross-shore location xi, the discretization
used for Equation 6.5 reads:
(E f ,w)i = (E f ,w)i−1 − δx(Dr)i−1 − (E f ,r)i + (E f ,r)i−1 (6.11)
where the subscripts i and i − 1 refer to the evaluation of the quantity at the successive
grid points xi and xi−1 respectively. δx = xi − xi−1 is the spatial discretization step, taken
here as 0.1 m. This numerical scheme introduces a local error of O(δx2), meaning that the
numerical method is of order 1 over the whole surf zone. This is considered satisfactory for
the present application considering the range of values for the energy flux and the roller
concept approximations.
The model is tested here on the ensemble-averaged data obtained from the same wave
group used in Figure 6.5, composed of 6 consecutive and similar waves (see Appendix). As
observed in 6.4.2, an energy dissipation at least twice that of a hydraulic jump of the same
height was observed for the roller area formulations of D81 and S84, yielding unrealistic
simulations of the energy budget across the surf zone when compared to the data. To fit
the data a factor of 0.32 and 0.41 was applied to the roller area formulations of D81 and S84
respectively, so that:
A = 0.035 (Lr/ cosθ)2 (6.12)
A = 0.369H2 (6.13)
Note that the coefficients of Equations 6.12 and 6.13 were calculated with ρr = 0.8ρ as this
provided the best fit to data when using the roller area formulation of Engelund (1981), and
is within the range of previous observations (Longuet-Higgins and Turner, 1974; Duncan,
1981; Govender et al., 2009; Rojas and Loewen, 2010). Consequently, the coefficients in
Equations 6.12 and 6.13 will therefore slightly differ if a different mean void fraction is
used. The computed dissipation terms are shown in Figure 6.7a while Figure 6.7b shows
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the cross-shore evolution of the simulated incident wave energy. Very good results are
obtained with the formulation from Engelund (1981) (RMSE = 46.13 W per unit area)
and that of Equation 6.13 (RMSE = 34.70 W per unit area). The modified version of D81
(Equation 6.12) has the worst performance (if we exclude the dissipation from a hydraulic
jump) with RMSE of 91.36 W per unit area. The striking difference between the modified
version of D81 (Equation 6.12) and the other formulations is that D81 fails to describe the
change in dissipation regime occurring around x = 140 m, mainly because it does not take H
into account. It is worth noting that, although both the Engelund (1981) and S84 (Equation
6.13) formulations lead to the same amount of energy around x = 165 m, the modified
formulation of S84 (Equation 6.13) better predicts the energy dissipation over the whole
surf zone, especially between x = 135 and x = 150 m where a better match with the data is
obtained.
The results obtained with the formulation of Engelund (1981) could be improved by
using a variable void fraction in the roller, as it would be expected to vary in the cross-shore
direction with the wave properties and the breaking intensity. Because there is no evidence
to support this hypothesis at present, the constant value of ρr = 0.8ρ was used here. It is
noted that the formulations of Okayasu et al. (1986) and Tajima (1996) give similar results
to Equation 6.12 if the coefficients in the original formulations are changed from 0.65 and
140 to 0.065 and 30 respectively (curves not shown here).


















Dτ , Engelund (1981)
Dτ , Eq. 12
Dτ , Eq. 13
DHJ




















Ef,w, with Engelund (1981)
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Data
Figure 6.7: Results from the roller model against the wave group ensemble-averaged data, using ρr = 0.8ρ
(same wave group as Figure 6.5, see also Appendix). Panel a) shows the dissipations terms Dτ computed using
the roller area formulations from Engelund (1981) and the modified formulations of D81 (Equation 6.12) and
S84 (Equation 6.13). The dissipation term DHJ of a hydraulic jump of the same height is also shown. Panel b)
shows the cross-shore evolution of the modelled incident wave energy flux (Equation 6.3) computed with the
dissipation terms from panel a).
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6.5 Scaling wave breaking energy dissipation in the inner surf
zone
Roller models represent a considerable simplification of the breaking process in the inner
surf zone. The interaction between surf zone turbulent flows and incident waves (Teixeira
and Belcher, 2002) or simply the generation of turbulence during wave breaking (see e.g.,
Nairn et al., 1990) are very often simplified or not even considered in such model (as it is
the case herein). Therefore, a primary source of error when using this type of model is due
to the assumption that the dissipation term D in Equation 6.5 is associated solely with the
roller. D81 was the first to express the total energy dissipation as a simple function of the





where b is a dissipation coefficient of the form α/ sinθ (where α is a constant), which takes
values in the range 0.031 to 0.066 in the dataset of D81. Later, Melville (1994) found lower
values of b in the range 0.004 to 0.012, with b increasing with the wave slope. Interestingly,
a simple approximation of the hydraulic jump energy dissipation rate (with c ∼ 1.14 √gh,


















which for the present dataset corresponds to b within 0.01 and 0.015, roughly a third of the
values from D81, but well within the range of values obtained by Melville (1994). Drazen
et al. (2008) performed an extensive analysis of several experimental datasets to further
understand the variation of this parameter (e.g., Melville, 1994; Drazen et al., 2008; Romero
et al., 2012), and highlighted the dependence of b on (Hk)5/2. It is worth noting that in this
expression for b, Drazen et al. (2008) defined H as the height of the ’active’ or ’overturning’
part of the wave, which is equal to H as defined in Figure 6.1 (fully developed bores in the
inner surf zone). This type of parameterisation is promising for use in the surf zone, as it
reduces the number of assumptions made in terms of energy dissipation, while still relying
on the wave characteristics and broken wave geometry.
The performance of the two formulations for b was investigated here at the wave group
and wave-by-wave scales; the optimum coefficients for both formulations were found to
be:
b = 1.24(Hk)5/2 (6.16)
b = 0.0011/ sinθ (6.17)
where, k has been calculated using the measured surf zone quantity cT. Figure 6.8 shows
the cross-shore evolution of the dissipation coefficient b, computed with the properties of
the same wave group as for the roller model in Figure 6.7. Despite showing two very
distinct behaviours, we observe that the two formulations of b yield values in the range of
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that observed for unsteady breaking waves (Drazen et al., 2008). Equation 6.16 predicts
a dissipative coefficient which decreases gradually between x = 120 and 150 m, where
the beach slope is mild (∼ 1 : 80) before decreasing more rapidly as the beach steepens
landward of x = 150 m (∼ 1 : 30). Equation 6.17 predicts the opposite behaviour. This
difference in behaviour for b is observed in dissipation terms (Figure 6.9a), with Equation
6.16 predicting more energy dissipation than Equation 6.17 until x = 135 m; the trend
changes after this location. Although the incident wave energy is better modelled with
Equation 6.16 (Figure 6.9b) in the most dissipative part (up to x = 140 m), both formulations
for b lead to similar skill score overall (RMSE of 41.4 and 39.8 W/unit area for Equations
6.16 and 6.17 respectively).
The same order of accuracy is obtained at the wave-by-wave scale, see Figure 6.10. The
six waves constituting the wave group are modelled individually and if we exclude the 5th
wave (Figure 6.10e), the RMSE ranges from 36.5 to 61.9 W/unit area when Equation 6.16 is
used, while it varies from 60 to 126 W/unit area when Equation 6.17 is used. The greater
model skill displayed by Equation 6.16 can be explained by the fact that the dissipation
coefficient b increases with the wave steepness, which qualitatively agrees with the obser-
vations in the dataset (see Figure 6.3 for an example). By contrast, Equation 6.17 predicts
an increasing dissipation coefficient b for decreasing roller angle, which is not observed in
the present dataset.
6.6 Discussion on the energy flux formulation in the surf zone
Using a detailed dataset of broken waves, it has been shown that it is possible to correctly
simulate energy dissipation in the inner surf zone with the roller model initially developed
by S84, using the total wave energy in its integral form (Equation 6.3). Despite the work















b = 1.24(Hk)5/2, Eq. 16
b = 0.0011/ sin θ, Eq. 17
Figure 6.8: Cross-shore evolution of the dissipation coefficient b in Equation 6.14), computed with the wave
group ensemble-averaged data (same wave group as Figure 6.5) with the formulation of D81 (Equation 6.16)
and that found later by Drazen et al. (2008) (Equation 6.17).
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Figure 6.9: Results from the energy balance model of Equation 6.14 against the wave group ensemble-averaged
data (same wave group as Figure 6.5, see also Appendix). Panel a) shows the dissipations terms D computed
using the two formulations for b (Equations 6.16 and 6.17). The dissipation term DHJ of a hydraulic jump of
the same height is also shown as indication. Panel b) shows the cross-shore evolution of the modelled incident
wave energy (Equation 6.14) computed with the dissipation terms from panel a).
of S84 and Stive (1984), linear wave theory is generally used to express the energy budget
in the surf zone, in the form 1/8ρgH2 or 1/8ρgH2rms. Here, we explain why this approach
can be be a very coarse approximation, leading to incorrect estimations of the wave energy
dissipation.














meaning that there is approximately a factor 2 difference between the total wave energy
flux computed from the integral form (Equation 6.2) and that given by linear theory. This
suggests that in very shallow water, and in the presence of highly non-linear and skewed
waves, the energy flux from linear wave theory does not describe the energy flux in a
satisfactory manner. This has recently been noted by Martins et al. (2017d) for shoaling
waves, but also by many previous researchers at any position in the surf zone (e.g., Svendsen
et al., 1978; Svendsen, 1983, 1984a; Stive, 1984; Basco and Yamashita, 1986; Buhr Hansen,
1990; Svendsen et al., 2003; Huang et al., 2009). The increase in wave steepness and





2dt and H2/8. This is characterized by the wave shape parameter B0 introduced by
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Figure 6.10: Results from the energy balance model of Equation 6.14 at the wave-by-wave scale against
measurements from the same wave group as Figures 6.5, 6.7 and 6.9. If we number the individual waves by
order of apparition (see Figure 6.12), panels a, b, c, d, e and f show the modelled wave energy flux for the
waves number 1, 2, 3, 4, 5 and 6 respectively.










In practice and as described by S84, ρgcH2B0 should be taken as the wave energy flux if
linear wave theory is to be used. In deep water and for linear waves, B0 takes a value of 1/8.
In shallower water, B0 is generally found to vary in the cross-shore direction: it is close to
1/8 in the shoaling region (Basco and Yamashita, 1986), rapidly decreases towards the break
point and then slowly varies in the inner surf zone to a value close to a typical value of
0.075 due to a more asymmetric wave profile (Svendsen, 1983, 1984a; Basco and Yamashita,
1986; Buhr Hansen, 1990; Svendsen, 2006). For the data presented here, B0 values for
individual waves are smaller than 0.1 and B0 is typically found to decrease with increasing
wave skewness (see the example shown in Figure 6.11), where skewness is computed as:
Sk =
〈(η − 〈η〉)3〉
〈(η − 〈η〉)2〉3/2 (6.20)
At the time-averaged scale, the relation given by Equation 6.18 shows that B0 takes the
value 1/16. It is worth noting that if Hrms ∼ H/
√
2 is used instead of H in the energy flux
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formulation from linear wave theory, B0 also takes a value of 1/16, which agrees with the
current data (Equation 6.18 and see also Appendix) and is close to the typical value of 0.075
(Svendsen, 1983). This confirms the fact that in the inner surf zone, linear wave theory
better describes the wave energy flux when Hrms is used rather than H.
The variation of B0 from almost 1/8 in the shoaling area to half that value in the inner
surf zone highlights the effect of choosing a single B0 value to describe the wave energy
flux throughout the region of wave transformation, which is implicit when applying linear
wave theory. In relatively deep water (h/hb > 1.5 − 2, with hb the depth at breaking, Basco
and Yamashita, 1986), H should be used in the expression for the energy flux as Hrms
will lead to an underestimation of the incident energy budget by a factor close to 2. By
contrast, in the inner surf zone, Hrms will yield a more accurate description of the incident
energy flux while H will overestimate it by a factor close to 2 (Svendsen, 1984a, and this
dataset). In a modelling exercise, an incorrect estimation of the energy budget, say wave
height measurements, has a direct impact on the amount of energy dissipation required
to match measured data. It is thought that the choice of a constant B0 along with the lack
of measured roller geometry has led to the use of unrealistic values for the roller angle in
previous studies in order to match model results to observations (e.g., Flores et al., 2016,
who used an angle as low as θ = 5.7° everywhere in the surf zone, which is a factor 2 to 6
smaller than the values measured in this study).
6.7 Concluding remarks
In this paper, we present a high-resolution LiDAR dataset from which roller geometrical
properties (H, θ and Lr) could be extracted. This reduced the number of tunable parameters
in the roller model of Svendsen (1984a) to the roller area A and the mean void fraction in the
roller represented by the ratio ρr/ρ. The choice of A appears to be paramount for accurately
describing the wave breaking energy dissipation in the inner surf zone (Figure 6.6 and 6.7).




























The roller area formulation obtained by Duncan (1981) and that later derived by Svendsen
(1984a) had to be modified to yield sensible estimates of the energy dissipation in the inner
surf zone for the current dataset. The main reason for this lies in the dataset upon which
both original formulations have been built. Indeed, the results of 6.4.1 suggest that the
relations between wave and roller geometrical quantities from the hydrofoil experiments
(Duncan, 1981) do not necessarily apply in a natural inner surf zone. This is in agreement
with the observations made by Melville (1994) and Drazen et al. (2008) who found a
greater dissipation in the hydrofoil waves of D81 than in ’classic’ unsteady breaking waves,
corresponding to higher b values. The reason probably lies in the greater celerity imposed
on the hydrofoil-generated wave compared to natural unsteady breakers (Figure 6.4d),
which induces greater energy dissipation.
The roller area derived by Deigaard et al. (1991) using the work of Engelund (1981) and
the modified formulation of Svendsen (1984a) (Equation 6.13) yielded the best predictions
of incident energy dissipation with the roller model. This confirms many past observations
that broken waves in the inner surf zone dissipate energy at a similar, but generally smaller
rate to hydraulic jumps of the same height (Le Méhauté, 1962; Hwang and Divoky, 1970;
Svendsen et al., 1978; Battjes and Janssen, 1978; Svendsen, 1984a; Svendsen et al., 2003).
The roller density ρr appears as a tunable parameter which has a value of 0.8ρ to best-fit
the present data.
The scaling law (Equation 6.14) first described by Duncan (1981) relating the energy dis-
sipation to the wave celerity was also tested against our dataset. The dissipation coefficient
b given by Drazen et al. (2008) appears to accurately describe the wave energy dissipation in
the inner surf zone at both wave group and wave-by-wave scales. This is very promising as
the energy dissipation could be adopted in a spectral model to simulate energy dissipation
in the inner surf zone. However, robust descriptions of the break point location and wave
celerity over the whole surf zone are still required (e.g., Svendsen et al., 2003).
Finally, we reiterate the conclusions previously found in the past regarding the use of
linear wave theory to describe the wave energy flux in the surf zone. The present findings
as well as many past studies show evidence that the choice of a unique B0, implicitly
assumed when using wave energy flux from linear wave theory, is not adequate as it does
not represent the local wave energy flux correctly. A direct consequence is that it also
affects the quantity of dissipated energy required to match an energy balance model with
measured data by using non-physical roller parameters.
Appendix: Comparison of the formulations for the total wave
energy in the inner surf
For part of the present analysis, a wave group of 6 waves has been isolated as it was
composed of very similar waves and no gaps were present in the data. In this Appendix, we
present this wave group, and show that at the wave group scale, we have B0 ≈ 1/16 = 0.0625.
Figure 6.12a shows the surface elevation timestack, displaying the six well-defined





























































Figure 6.12: Presentation of the wave group selected for the analysis. Panel a) shows the surface elevation
timestack in the Mean Sea Level (MSL) referential. The wave crest tracks are shown as black dashed lines.
Panel b) compares the ensemble-averaged total wave computed with the integral form (Equation 6.21) and
that modified from linear wave theory (Equation 6.22). For both energy formulation, the standard deviation is
shown as error bar in the same colour.
properties. These properties were ensemble-averaged to compute the total wave energy













The results from the two formulations are presented in Figure 6.12b; they show very good
agreement at the wave group scale (RMSE = 12.05 J/unit area). This means that for the
present dataset of inner surf zone waves at the time-averaged scale, B0 has a value of
1/16 = 0.0625. However, at the wave-by-wave scale, significant differences are observed;
these can be observed in the greater standard deviations obtained with the integral form
(Equation 6.21). There are two potential reasons for this:
• There can be a great variability in shape from one wave to another, see Figure 6.11 for
example, and Equation 6.22 does not account for the wavelength or frequency, nor
for the wave breaking ’history’, whereas Equation 6.21 does.
• Calculating an integral over such a high-resolution dataset is evidently sensitive to
the temporal boundaries. Therefore, the location of the individual wave troughs has
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This Chapter - the last of this PhD thesis - brings some answers to one of the most complex
problems of the nearshore: at what rate do broken waves dissipate energy in the inner
surf zone? The results obtained with the roller model of Svendsen (1984b) combined with
novel measurements surface roller properties confirm many past studies that broken waves
dissipate their energy at a slightly smaller rate than hydraulic jumps of the same height.
However, and as always in research, these results bring many new questions that should
be addressed in the future. Three principal questions emerge and are as follows:
• Can we parameterize surface roller angles as a function of the broken wave and beach
properties?
• Is the assumption Ep = Ek valid in the surf zone for any wave and beach conditions?
• Does the proposed scaling law for energy dissipation in the inner surf zone work for
other wave and beach conditions?
It seems impossible to hypothesise on the second and third points without further
investigation, however, some recent work by Zhang et al. (2017) suggest that it might be
possible to parameterize θ. Although the authors did not differentiate non-broken and
broken waves, they express the wave angle as a function of the wave steepness and the
Ursell number. Further analysis of the present datasets might show that the relations found
by Zhang et al. (2017) are applicable to surface rollers.
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Conclusions and further work
7.1 Conclusions
In this thesis, 2D LiDAR scanners were used to collect high spatial and temporal resolution
measurements of surf zone waves. For the first time, an array of three scanners was
deployed along a nearshore pier to measure wave transformation from the shoaling region
to the swash zone. Thanks to the great details of the wave profiles captured by the scanners,
the cross-shore evolution of geometric properties of breaking and broken waves was studied
at various temporal scales. In this Conclusions Chapter, the findings are summarized and
discussed with respect to the initial objectives. Finally, the results of this study are placed
in a wider context and some future investigations with or without LiDAR scanners are
proposed.
7.1.1 A Wave-by-wave approach to study wave properties
Following the recent work of Power et al. (2010) and Postacchini and Brocchini (2014),
waves were individually defined by detecting maxima in the surface elevation timeseries
and minima for the surrounding troughs. This method does not require the definition
of a mean water level, which is a considerable advantage for the shallowest regions of
the surf zone where low-frequency energy often dominates (e.g, see Chapter 3). Taking
advantage of the high spatial resolution of the LiDAR datasets, tracking algorithms were
then developed to follow the evolution of particular waves. This approach was presented
and validated against statistical wave parameters in Chapter 3. An interesting feature
in the cross-shore evolution of the mean individual wave period was observed: close to
shore, it exhibited larger values than the spectral period. More recent studies (Tissier et al.,
2017; García-Medina et al., 2017) demonstrated that bore merging was responsible for this
phenomenon (i.e. a broken wave catching up with the preceding wave). This phenomenon
will need further investigation in the future as it occurs at the boundary between the inner
surf and the swash zones, hence affecting the amount of energy entering the swash zone.
The individual wave properties presented in Chapter 3, and especially the scatter
that they exhibit, raise interesting and important questions. The variety of the processes
occurring in the surf zone at various temporal scales explain this scatter and suggest that
wave properties obtained in previous dataset may contain the effect from other physical
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processes such as low-frequency waves or reflected waves (cf. Chapter 4). Indeed, the
presence of low-frequency waves strongly influences the local water depth that a particular
wave experiences, leading to modifications of the incident wave celerity (Tissier et al., 2015)
but also its local energy dissipation rates. Consequently, it is still very difficult to predict
the celerity of individual waves using a non-linear celerity predictor.
In Chapter 4, a combination of experimental and numerical datasets was used to
study wave reflection processes at various temporal scales. Ingoing and outgoing surface
elevation signals were separated with the Radon Transform (Radon, 1917; Yoo et al., 2011;
Almar et al., 2014a). First, the mechanism at the origin of wave reflection was highlighted:
reflected waves are generated by the mass flux of the preceding swash and propagate back
into the surf zone. Next, the wave-by-wave analysis of Chapter 3 was performed on the
separated surface elevation fields and demonstrated that the interactions between incident
and reflected waves contribute to the scatter of γ in the surf zone. Similar to low-frequency
waves that induce intra-wave variability of individual wave celerity (Tissier et al., 2015),
wave reflection in the sea-swell frequency band induces intra-wave variability of individual
γ values. These individual reflected waves were also found to have an impact on time-
averaged surf zone quantities such as the undertow, the wave setup, the wave asymmetry
and the cross-shore current velocity skewness.
7.1.2 LiDAR scanner arrays for the study of surf zone waves
The most innovative aspect of this PhD project consists of the field experiment performed at
the nearshore pier of Saltburn-by-the-Sea, UK, which involved the deployment of an array
of three LiDAR scanners above the water surface. The objective to collect a unique surface
elevation dataset covering up to 100 m of surf zone posed serious challenges. A previous
unpublished LiDAR dataset collected at a nearshore pier in Chile was successfully used to
estimate the optimal separation distance between adjacent LiDARs. Next, each individual
LiDAR dataset was processed following the methodology described in Chapter 3 (Martins
et al., 2016). For more accuracy, the geo-localization of the scanners was performed by
reflector-less total station surveys. Finally, a weight function method based on the distance
from each instrument location was applied to construct the unique surface elevation dataset
from the three individual datasets.
In Chapter 4, the comparisons of surface elevation derived from the pressure signal
with direct measurements from the LiDAR scanner showed the limitation of the common
approach to use linear wave theory in highly non-linear conditions. The dataset acquired
during the field experiment at Saltburn allows for the direct measurement of breaking wave
properties. A new method to detect the break point from high-resolution LiDAR datasets
was first presented in Chapter 5 (Martins et al., 2017b). Aided by visual estimations of the
break point, this technique was found to be more efficient than classic methods such as that
based on the location of maximum wave height or those using the geometric measurements
of waves (e.g. Sk and As).
The surface elevation and cross-shore current velocity asymmetry and skewness were
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studied at the wave-by-wave and time-averaged scales. At the time-averaged scale, a
relation between the free-stream third order moments and those measured at the surface
by both the scanner and the pressure-derived signals was demonstrated. This has the
exciting potential application of linking changes in morphology and wave conditions with
third-order moments of the free surface via the application of long-term remote sensing
using LiDAR, as we know that the wave acceleration skewness is an important factor for
beach morphology (e.g., Hoefel and Elgar, 2003; Grasso et al., 2011; Dubarbier et al.,
2015). At the wave-by-wave scale, surface and current wave properties showed similar
characteristics (for both skewness and asymmetry), except in the shallowest parts of the
inner surf zone where infragravity waves are suspected to bias the properties from the
velocity signal. The individual wave skewness was the individual wave property that was
found to relate the most to the time-averaged wave skewness and asymmetry.
7.1.3 Energy dissipation rates of broken waves in the surf zone
In Chapter 6, the first direct measurements in field conditions of geometric properties of
surface rollers (θ and Lr) were presented. This dataset was used together with the roller
model first described by Svendsen (1984b) to investigate energy dissipation rates in broken
waves propagating in the inner surf zone.
The geometric properties of surface rollers were first compared to the empirical re-
lationships linking surface roller and broken wave properties, and obtained by Duncan
(1981). The differences found between the two datasets suggest that the relations obtained
by Duncan (1981) during his hydrofoil experiments do not hold in natural inner surf zones.
There are two main reasons for this: 1) the unsteadiness of the breaking process compared
to the steady-state breakers in the experiments of Duncan (1981) and 2) the breaker celerity
imposed by the hydrofoil compared to the wave celerity in the surf zone, where amplitude
dispersion is important. This has direct implication on the parameterization of energy dis-
sipation rates in inner surf zone broken waves as the increased celerity provokes a greater
dissipation than in reality. This also reflected in the observations of greater roller area.
Consequently, the roller area formulation from Duncan (1981) and that later derived with
the same dataset by Svendsen (1984b) led to an overestimation of the energy dissipation
when used in a roller model. In the inner surf zone, waves were found to dissipate their
energy at a similar, but smaller, rate than hydraulic jumps of the same height, which is
consistent with many past studies.
7.2 Implications and perspectives for the future
7.2.1 Wave-by-wave analysis
In this thesis, many tools to track individual waves and extract their geometric properties
across the surf zone are developed. This is only allowed thanks to the high-resolution
surface elevation datasets collected by LiDAR scanner.
With this wave-by-wave approach, precious information on wave reflection processes,
measurements of breaking and broken wave geometries as well as a better understanding
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of energy dissipation rates could be obtained. Although synthetic and laboratory datasets
were used, recent studies have also applied such an approach for studying runup and
extracting wave height at breaking (Padilla and Alsina, 2017; García-Medina et al., 2017).
In the future, this methodology could be applied to LiDAR dataset such as that acquired in
Chapter 5 to obtain accurate estimation of wave height distributions in the surf zone.
The presence of multiple physical processes occurring at different temporal scales can,
however, be misleading and particular care should be taken. Indeed, it is demonstrated in
Chapters 3 and 4 that incident waves potentially interact with low-frequency and reflected
waves. Without accounting for these processes in the analysis (e.g. the Radon Transform
for wave reflection), individual wave properties can ’incorporate’ their effect. Here, intra-
wave variability of γ is shown to be due to the presence of reflected waves in the sea/swell
band of frequencies.
In conclusion, wave-by-wave approaches such as those presented in this thesis are
useful as they enable new insights from high-resolution data, especially when they are
combined with traditional analysis at longer time scales. However, they should be inter-
preted with care as individual waves can exhibit a considerable scatter induced by the effect
of various physical processes such as wave reflection and the presence of low-frequency
waves (e.g., see Tissier et al., 2015; Martins et al., 2017d).
7.2.2 The use of linear wave theory in the surf zone
At several stages of the present work, serious limitations of linear wave theory in surf
zone applications are highlighted. In the validation stage of the OpenFOAM® model used
in Chapter 4, the pressure signal is transformed into surface elevation using the classic
depth correction method (e.g., Bishop and Donelan, 1987). Differences of up to 30% in
the individual wave height are obtained around the break point, as well as significant
differences in the wave profile skewness. At the wave-by-wave scale, this is unacceptable
as it leads to an incorrect and non-physical description of various wave quantities. Besides
providing incorrect measurements for validating models, the observed underestimation
of individual nearshore wave heights from pressure-derived measurements casts serious
doubt on the reliability of previously reported wave height distributions in the surf zone
from PTs (e.g., Power and Baldock, 2017). Wave height distributions in the surf zone are
an important component of nearshore wave propagation models (e.g., Battjes and Janssen,
1978; Thornton and Guza, 1983; Apotsos et al., 2008), they thus have to be as accurate as
possible. One of the conclusions of this work is that LiDAR scanners represent a great
opportunity to obtain accurate measurements of wave heights across the whole surf zone
at the wave-by-wave scale, without any assumptions on the measurements.
Secondly, and maybe more importantly, concerns are raised in Chapter 6 regarding
the expression for the wave energy flux in the surf zone, generally taken from linear wave
theory. Despite the seminal work of Svendsen (1984b) and Stive (1984), linear wave theory
is still used in the same manner across the entire surf zone. The variation in shape that
waves experience in the surf zone is not accounted for in the simple expression from linear
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wave theory, which solely uses the wave height. In expectation of more comprehensive
experiments, the empirical formulations from Buhr Hansen (1990) on the B0 parameter of
Svendsen (1984b) provide better estimates of the wave energy budget (e.g., see Svendsen
et al., 2003). The incorrect use of linear wave theory when inferring wave heights from
energetic-based models are thought responsible for the use of non-physical roller properties
and energy dissipation parameterizations.
7.3 Recommendation for further work
During this study, some important results were obtained and these improved our under-
standing of wave transformation in the shoaling and surf zones. As always, many of these
results either brought new research questions or relied on hypotheses that could not be
verified. In this section, the principal research directions that emerged from the present
work are addressed.
7.3.1 Influence of swash-based reflection on surf zone morphodynamics
In Chapter 4, reflected waves were observed to influence the time-averaged surf zone
hydrodynamic quantities, such as the undertow. Along with a clear signature in the
undertow in the seaward part of the bar, the existence of node/antinode systems in the
sea/swell band of frequencies suggests that swash-based wave reflection has an effect on
long-term surf morphodynamics. Recent laboratory-based investigations on the spatial
evolution of ripples, which generate and migrate under reflective conditions (Cobos et al.,
2017), tend to validate this hypothesis. In light of the present results, the nature of the
undertow seems more complex than just an offshore mean-current driven by the excess of
mass fluxes under progressive waves. The phase shift of the reflected waves influencing
the local current conditions must play an important role, and perturbation in the incident
wave boundary layers might also exist. Interactions between reflected and incident waves
close to the bed might lead to stronger pressure gradients that were recently shown to have
an influence on bed morphology by destabilizing it (Berni et al., 2017; Anderson et al.,
2017; Michallet et al., 2017). More experiments, e.g. looking at bar generation/migration
in relation to foreshore slopes and wave dominant conditions, should be performed to
understand the long-term influence of swash-based reflection on surf zone morphology.
7.3.2 Hypothesis on the mechanical wave energy of surf zone waves
The surface roller concept first described and applied by Svendsen (1984b) was used in
Chapter 6 (Martins et al., submitted) to model the energy dissipation due to wave breaking.
Although the results obtained were consistent with previous studies in terms of energy
dissipation rates, the hypothesis made implicitly in the model that Ep = Ek everywhere in
the surf zone cannot be verified in the field. This hypothesis has to be further investigated
in laboratory conditions, and for a wide range of wave and beach conditions so that a
wide spectrum of wave breaking types are covered. Additionally, this investigation could





With LiDAR scanners, the potential for future nearshore wave studies seems extensive and
very exciting. We believe that they have the potential to become the norm in any ’high-
frequency’ field experiment as they provide both wave and beach measurements at high
spatial and temporal resolution. Possible applications include:
• Collecting a more comprehensive dataset of roller geometries from a range of beach
and wave conditions with the aim of parametrizing surface roller length and angle.
• Extending the analysis of wave geometric properties to the swash zone, e.g. to study
wave properties at bore collapse (Bergsma et al., submitted).
• Monitoring third-order moments of the surface elevation and relate it to bathymetric
changes in the long-term.
• The study of swash zone morphodynamics at the swash event scale.
In the following, two other potential further use of LiDAR scanner are discussed in more
details.
The application of the new break point detection method on the dataset collected
in Chapter 5 (Martins et al., 2017b) is a unique opportunity to obtain a comprehensive
field dataset of breaking wave properties, including parameters such as breaker index, the
wave skewness and wave asymmetry but also wave angles. Indeed, spatial information
on the wave shape are directly measured by the scanners, which is an interesting added
value as these measurements are generally obtained only by video imagery in down-scaled
laboratory conditions. Just after the break point, the wave enters the transition zone, where
it experiences rapid changes. At the moment, there is no quantitative dataset of surface
elevation in field conditions in this region. Instead, most of the knowledge is mainly based
on visual observations and point-based measurements (cf. Chapter 2). LiDAR datasets
could be used to obtain a better understanding of wave transformation in this transition
region and answer questions such as: how wide is this region? Can geometric wave
properties be used to clearly separate outer and inner surf zone? Can we parameterize the
energy dissipation in this region of the surf zone?
LiDAR scanners have the ability to estimate wave celerity and height at the same time.
This has direct application in the search for a non-linear wave celerity predictor, for depth-
inversion purposes. Estimation of wave phases is also possible with video camera systems,
at both the wave-by-wave and time-averaged scales. However, wave geometry cannot be
directly estimated over the whole domain, which has the effect of considerably reducing
the accuracy of depth-inversion techniques in region of high wave non-linearities (e.g.,
Bergsma et al., 2016). A combination of these two technologies has the potential to extend
the accuracy obtained in intermediate depths by video imagery through to the inner surf
zone. Secondly, it was seen in Chapter 6 that wave celerity was a proxy for wave energy
dissipation in the inner surf zone. By tracking waves from both video imagery and LiDAR
datasets, the dissipation field can potentially be estimated in two dimensions. This could
provide valuable estimates of the surf zone mean circulation.
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Abstract
The secondary wave field associated with undular tidal bores (known as whelps) has been
barely studied in field conditions: the wave field can be strongly non-hydrostatic, and the
turbidity is generally high. In situ measurements based on pressure or acoustic signals
can therefore be limited or inadequate. The intermittent nature of this process in field
and the complications encountered in the downscaling to laboratory conditions also render
its study difficult. Here, we present a new methodology based on LiDAR technology
to provide high spatial and temporal resolution measurements of the free surface of an
undular tidal bore. A wave-by-wave analysis is performed on the whelps, and comparisons
between LiDAR, acoustic and pressure-derived measurements are used to quantify the non-
hydrostatic nature of this phenomenon. A correction based on linear wave theory applied
on individual wave properties improves the results from the pressure sensor (RMSE of
0.19 m against 0.38 m), however, more robust data is obtained from an upwards-looking
acoustic sensor despite high turbidity during the passage of the whelps (RMSE of 0.05 m).
Finally, the LiDAR scanner provides the unique possibility to study the wave geometry:
the distribution of measured wave height, period, celerity, steepness and wavelength are
presented. It is found that the highest wave from the whelps can be steeper than the bore
front, explaining why breaking events are sometimes observed in the secondary wave field
of undular tidal bores.
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The data presented in this Appendix were collected during a field experiment performed on
the Garonne River at Podensac, France, in collaboration with the French laboratory EPOC
(Talence, France). The main objective was to perform surface elevation measurements of
an undular tidal bore with a 2D LiDAR scanner. This natural phenomenon is a highly
non-hydrostatic process, meaning that classic deployments of pressure sensor cannot be
used to retrieve the surface elevation. In this study, the non-hydrostatic character of the
undular tidal bore is quantified.
Although not directly linked to surf zone waves, the secondary wave field (the so-called
whelps) that propagates behind the main surge of the tidal bore represents an interesting
case for a LiDAR deployment. In the absence of wave breaking, but in a turbid environment,
it is unsure how the scanner can perform. If the surface elevation can be measured, valuable
spatial information such as complete wave profiles can be obtained from the scanner. The
following research objectives/questions were set for the present study:
• Adapt the LiDAR methodology applied in beach and surf zone deployments to study
an undular tidal bore and the whelps generated along its propagation
• Make sure that we correctly detect the surface elevation and that there is no signal
penetration in the water column, as sometimes observed in the swash zone in the
absence of foam




For coastal and estuarine applications, the ability to accurately measure the surface eleva-
tion of long waves such as tides, tsunamis or infragravity waves is paramount. A commonly
used approach is to deploy underwater pressure transducers on the seabed and reconstruct
the surface elevation using the hydrostatic assumption. However, with the intensification
of non-linear interactions as the wave propagates into shallow water, the wave shape be-
comes more asymmetrical and the front steepens, potentially leading to the formation of
dispersive shocks, also called undular bores (e.g. Vignoli et al., 2003; Madsen et al., 2008;
Tissier et al., 2011; Bonneton et al., 2016). The hydrostatic assumption is no longer valid for
these highly non-linear processes (Bonneton et al., 2015; Frappart et al., 2016). To monitor
undular bores in the field, a new approach to obtain high-frequency direct measurements
of the wave surface elevation is required.
The use of LiDAR technology has recently gained much interest for nearshore field
studies (e.g. Blenkinsopp et al., 2010; Martins et al., 2016; Brodie et al., 2015). When
deployed on beaches, LiDAR scanners use the time of flight of a light beam to directly
measure the water surface or beachface evolution at high spatial and temporal resolution.
In contrast to other remote sensing tools (e.g. RaDAR, video camera), 2D scanners are
capable of accurately measuring surf zone wave geometry. In freshwater conditions where
the presence of foam or air bubbles (required to scatter the incident laser) is scarcer, single
point LiDAR has application for steady water body monitoring (Tamari and Guerrero-
Meza, 2016) as well as for more dynamical systems such as flash floods (Tamari et al.,
2016). In laboratory conditions, Martins et al. (2017d) demonstrated the potential of 2D
LiDAR to describe the geometry of breaking waves at prototype scale. This study indicated
substantial differences between LiDAR and pressure-derived free-surface measurements
at the individual wave scale, highlighting the limitations of linear wave theory in highly
non-linear conditions.
Despite the short time scale that characterizes their passage, undular bores have very
distinctive phases that provide highly varying conditions for detection using a LiDAR
scanner. Prior to the bore passage, the river water surface is glassy and steady with no sig-
nificant roughness or surface bubbles to scatter the incident laser from the LiDAR. Although
tidal bores generally generate and propagate in quite turbid environments (Bonneton et
al., 2016), there may not always be sufficient particle density at the surface to reflect the
infra-red laser. Hence, the laser will often penetrate the water column and be scattered by
particles floating at some unknown depth below the surface which can vary with location
(Tyndall effect, e.g. Tamari and Guerrero-Meza, 2016). This issue has also been observed
in laboratory studies using the same scanner deployed in the present study (LMS511 SiCK
commercial scanners, Streicher et al., 2013). Signal penetration was thought to be responsi-
ble for the bent edges of the LiDAR scanning profiles obtained for increasing grazing angles
(Streicher et al., 2013). Although Streicher et al. (2013) suspected another underlying reason
for the observed curved surface elevation (see Appendix), they successfully applied an em-
pirical correction based on an estimation of the distance of penetration. Despite obtaining
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a flat surface in the wave flume, they noticed an overestimation of the signal penetration
distance, suspecting that the bending could also be associated with another unknown phe-
nomenon. After the passage of the wave, the turbidity significantly increases due to the
mixing occurring in the water column (Tessier et al., 2016). With the increased roughness
at the water surface and potential presence of air bubbles in case of wave breaking, this
changes the ability of the surface to scatter light back to the Lidar.
In this paper, the methodology to obtain 2D profiles of the undular tidal bore with
a LiDAR scanner is presented. The field experiment is first described in Section 2; the
procedure to obtain the surface elevation at hundreds of points is also presented. Section
3 presents the comparison of the LiDAR measurements at the nadir (directly below the
LiDAR) with in situ acoustic and pressure measurements. A particular consideration is
given to the non-hydrostatic nature of the tidal bore phenomenon. The LiDAR scanner
provides a unique opportunity to study the geometrical shape of the front and secondary
waves; this section also aims at presenting the different physical quantities than can be
extracted from the LiDAR dataset. Finally, a correction based on linear wave theory at the
individual wave scale is attempted on the pressure signal to correct for signal attenuation
in the water column.
A.2 Material and Methods
A.2.1 Field experiments description
A 4-day experiment was conducted between the 16th and 19th of October 2016 on the
Garonne River, at Podensac (see Figure A.1). The Garonne River meets with the Dordogne
River to form the Gironde estuary, where the so-called ’mascaret’ tidal bore forms (Bonneton
et al., 2011). This part of the Bay of Biscay coastline is a macrotidal environment with the
tidal range at the field site in the range 5.80 to 6 m over the experiment period. Figure A.2
shows the time-variation of the water depth over the whole experiment period, with the
period of primary interest for this paper highlighted. For that particular tide (number 5),
the Froude number Fr was estimated to 1.21 (Bonneton et al., 2015).
To measure the time-varying free surface during the passage of the tidal bore, a SICK
LMS511 commercial 2D LiDAR scanner was cantilevered over the side of the field site
platform (see Figure A.3), extending 1.5 m from the safety railing. The typical height of the
scanner above the mean water level prior to the passage of the tidal bore was 8 m. A recent
description of the working principle of the LiDAR can be found in Tamari and Guerrero-
Meza (2016). A description of the 2D scanner used in the present study is provided in
Martins et al. (2016). Data was collected at a sampling rate of 25 Hz, with an angular
resolution of 0.1667°. This corresponded to a spatial resolution during passage of the
undular bores ranging from 0.024 m at nadir to 0.05 m at the outer edges of the LiDAR
scans.
On the same cross-section line as the LiDAR and at a distance of approximately 1.3 m
from it, a Nortek Signature 1000 kHz current profiler was deployed together with a pres-
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Figure A.1: Location map of the Gironde estuary in the Bay of Biscay. The field site of Podensac is shown as a
black square.
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Figure A.2: Water depth evolution over the course of the experiments. The water depth was derived from the
pressure measurements assuming hydrostatic pressure (Equation A.1). The present paper uses mainly data
from the tide monitored number 5, which is highlighted by the grey region.
elevation from the measured pressure signal, the hydrostatic relation has been used as this
provides the opportunity to study the non-hydrostatic nature of the mascaret:
h = (p − patm)/ρg (A.1)
where h is the water depth assuming hydrostatic pressure, p the measured pressure, ρ
the water density, g gravity and patm the atmospheric pressure. Additionally, an Optical
Backscatter Sensor (0.1 Hz, Campbell) was deployed to monitor the water turbidity at the
bed. The Signature 1000 kHz also collects altimeter data using its vertical beam (hereafter
referred to as the acoustic sensor, sampled at 8 Hz). Three different methods to detect
the water surface location were therefore used and are compared in this paper: direct
measurement by laser from the LiDAR, by an acoustic signal from the bottom-mounted
Signature 1000 kHz and reconstructed from the pressure measurements at the bottom.
An undular bore is made up of a primary wave, i.e., a mean jump, between two different
states of velocity and water depth, on which is superimposed secondary waves known as
whelps when referring to a tidal bore. Bonneton et al. (2011, 2015) showed that the tidal
bore mean jump is nearly uniform over the river cross section and that its intensity (or its
Froude number) is mainly controlled by the local dimensionless tidal range Tr/D1, where Tr
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Figure A.3: Photograph of the LiDAR scanner deployment. The scanner was cantilevered over the platform
edge, at a distance of approximately 1.5 m. The scanning line was approximately 11.5 m from the river bank at
low tide.
is the tidal range and D1 the cross-sectionally averaged water depth. By contrast, a strong
variability along the river cross section of the secondary wave field can be observed, with
whelp amplitude generally larger at the banks than in the mid-channel (Bonneton et al.,
2011, 2015). This variability is due to the interaction between the secondary wave field and
the gently sloping alluvial river banks. In the present paper we analyse the non-breaking
wave field close to the bank. Despite being relatively close to the river side no breaking
was observed below the LiDAR during the experiments.
A.2.2 Processing of the LiDAR data
To track the tidal bore and its properties, the LiDAR measurements were first rotated to
correct for the roll angle introduced at deployment. This was done by matching the data
prior to the tidal bore passage to a horizontal free surface. The measurements are then
interpolated onto a 0.1 m regular along-stream grid. When carrying out this process it was
found that the mean free surface was slightly bent toward the edges of the scanning range,
see Appendix. The methodology of Streicher et al. (2013) to correct the bent edges was
applied to a wave dataset by Damiani and Valentini (2014), but higher frequency waves
seemed to be introduced in the surface elevation timeseries, showing that it might not be
appropriate. As similar profile distortion was observed in the present study, some baseline
measurements were performed on a solid horizontal surface with the same ranging distance
to investigate this phenomenon for a case without the possibility of any signal penetration
(see Appendix). The results showed that the LiDAR profile curvature was entirely due to
the deformation of the light beam on the surface for high incident angles, rather than signal
penetration in the water column.
Based on these results, the free surface prior to the passage of the bore was extracted
using the methodology described in the Appendix which uses the distinct peaks in elevation
point distribution (corresponding to the ’real’ surface and sub-surface). Just after the
passage of the tidal bore, no filter was applied to the measurements to correct for curvature
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or signal penetration. This is justified by the fact that the tidal bore mixes the water column
(Tessier et al., 2016), hence greatly increasing the turbidity and the surface roughness, which
allows for more consistent detection of the ’real’ free surface. In fact, no rapid fluctuations
in the surface timeseries were observed immediately after its passage, see Figure A.11 for
illustration. Note that the curvature only induces changes of 0.02 m over a distance of 16 m
(1.5% of the first wave height), and does not affect the local wave properties (wave height
H and celerity c).
A.3 Results
A.3.1 Comparison with in situ sensors
The water depth measured by the LiDAR scanner at the nadir was compared with the water
depth derived from the pressure and acoustic sensors. Figure A.4a shows the comparison
with the pressure sensor and illustrates the non-hydrostatic nature of the tidal bore secon-
dary wave field. The discussion here focuses on tide number 5 (see Figure A.2), which
provided the best LiDAR dataset: high tidal coefficient and low humidity, which minimi-
zes signal losses. Indeed, due to the transient nature of the tidal bore and the innovative
character of the experiments, the preceding tides were used to optimize the data collection
process for tide 5. For instance, the early morning tides did not allow for the collection of
usable data, due to strong fog conditions. It is worth noting that the present dataset was
obtained without any atmospheric filter in the data collection software (SOPAS Engineering
Tool©, SICK AG).
It is observed in Figure A.4a that except for the mean jump of the tidal bore, the signal
reconstructed from the pressure using the hydrostatic assumption largely underestimates
the wave amplitudes, regardless of their characteristics (wave height or wave length). For
this comparison, a Root mean square error (RMSE) of 0.1 m is obtained, with a correlation
coefficient r = 0.93 and scatter index (SI) of 0.03. By contrast, the agreement between
acoustic-derived water depth and the LiDAR data, which both directly measure the time-
varying water surface elevation is very good (RMSE = 0.05 m, r = 0.93 and SI = 0.01),
see Figure A.4b. Despite the increasing turbidity levels as the tidal bore propagates, the
surface is still accurately detected by the bottom-mounted sensor. A slight overestimation
of the water depth measured by the acoustic sensor seems to occur after the second wave
group passage. As the two measurements (LiDAR and acoustic) give very similar results
far behind the bore front, this is mainly explained by an underestimation of the acoustic
wave celerity when the turbidity is at its maximum in the water column, just a few minutes
after its passage (Tessier et al., 2016).
To further illustrate the non-hydrostatic nature of the bores, a wave-by-wave analysis
was performed on the three datasets: individual waves were extracted by detecting wave
crests and surrounding troughs (Martins et al., 2016). The wave height H is defined as
the vertical distance between crest and preceding trough while the wave period is defined
as the time elapsed between the passages of the two surrounding troughs at the nadir of
the LiDAR measurements. Figure A.5 shows the comparison of H and T extracted from
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Figure A.4: Comparison of the measured water depths by the pressure, acoustic and LiDAR sensors at the
nadir. Panel a) shows the pressure-derived water depth timeseries computed with the hydrostatic assumption
(Equation A.1) from pressure data along with the LiDAR data for the tide number 5 (grey shaded region in
panel Figure A.3). Panel b) compares the acoustic-derived water depth with the LiDAR data for the same time
period.
the three datasets, for the thirteen waves numbered in Figure A.4a. It is observed that
differences up to 0.67 m (75% of H) exist for the 6th wave between the pressure-derived
and LiDAR datasets. Only small discrepancies (error of 8% of H) are observed for the
primary wave front height. This is thought to be because the first wave front is effectively
a surge where the mean water level suddenly increases and so is mostly captured using a
hydrostatic assumption, however this approach is unable to capture the more rapid surface
fluctuations in the secondary wave field. Better agreement is found for H between the
acoustic-derived and LiDAR datasets (RMSE of 0.05 m against 0.38 m for the pressure data,
see Figure A.5). Similarly, a better fit between acoustic and LiDAR datasets than between
pressure-derived and LiDAR is observed for the wave periods. This is mainly explained by
the flatter troughs in the hydrostatic signal, which can delay the detection of the minimum,
defining the wave trough. The relatively good fit between pressure-derived and LiDAR
wave periods suggest that the pressure peaks at the river bottom coincide to those at the
free surface.
A.3.2 Spatial structure of the tidal bore
Individual waves and their properties were tracked using the wave-by-wave approach
described in Martins et al. (2017d). The methodology described in Section 3.1 to extract
wave crests can be applied at different along stream positions, which enables the tracking
of a wave and its properties in time and space. At every position of the 0.1 m regular
grid, the wave crests were detected in the surface elevation timeseries using this procedure,
allowing geometrical properties such as wave height H and wave period T to be studied
in the direction of propagation (along-stream direction). Figure A.6 displays the obtained
wave tracks on a timestack of surface elevation profiles measured by the LiDAR. Because the
spatial information of the waves is available at the same time as the temporal characteristics,
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Figure A.5: Comparison of the 13 individual wave properties extracted from the LiDAR (Figure A.3a) with
in situ pressure-derived data (black dots) and acoustic sensor data (red dots). The root-mean square errors
between the datasets are directly shown in the plots, in the corresponding colour. Panel a) shows the individual
wave height H. For indication, the linear regression fit forced to pass in (0,0) performed on the secondary waves
is shown for the pressure-derived data (slope of 0.28). Panel b) shows in the individual wave period T. The
bore front properties are shown as a cross. The 1:1 lines are shown as gray line.
Table A.1: Mean ( .¯ ) and standard deviation (σ(.)) values of every tracked individual wave from Figure A.4a.
The wavelength L is only estimated for wave crests located in the region x = −2 to 2 m, since the wave trough
can sometimes be out of the monitored area otherwise.
Properties 1 2 3 4 5 6 7 8 9 10 11 12 13
c¯ (m/s) 5.62 6.07 5.84 6.27 6.22 6.17 6.18 6.37 5.76 5.75 6.11 5.76 5.74
σ(c) (m/s) 0.33 0.10 0.48 0.32 0.82 0.12 0.04 0.08 0.15 0.62 0.41 0.17 0.19
H¯ (m) 1.04 0.52 0.22 0.17 0.24 0.42 0.74 0.62 0.42 0.27 0.40 0.49 0.36
σ(H) (m) 0.03 0.05 0.09 0.04 0.05 0.06 0.08 0.11 0.06 0.06 0.05 0.07 0.10
T¯ (s) 2.90 2.15 2.51 2.86 2.96 2.61 2.43 3.06 2.39 2.80 2.25 2.47 2.08
σ(T) (s) 0.24 0.03 0.47 0.03 0.04 0.03 0.04 0.07 0.07 0.29 0.18 0.05 0.06
θ¯ (°) 6.37 5.54 2.85 1.21 1.51 3.39 7.57 5.80 3.83 2.01 4.01 3.73 3.66
σ(θ) (°) 0.35 0.75 1.41 0.41 0.49 0.92 1.37 1.93 1.37 1.93 0.95 0.84 1.01
L¯ (m) - 12.3 17.9 16.6 16.8 15.3 14.2 17.4 13.1 15.4 16.5 12.8 10.8
σ(L) (m) - 0.78 0.83 1.20 0.88 1.27 0.49 0.76 1.68 0.04 1.53 0.38 0.58
the wave celerity can also be directly estimated. Table A.1 presents the averaged individual
wave properties and the standard deviation for every wave tracked in Figure A.6. An
interesting observation lies in the steep front observed in the highest wave of the first
group (number 7). In the present conditions, this wave is actually steeper than the bore
front, and this may explain why breaking sometimes occurs behind the tidal bore, while
the front is not breaking.
Figure A.7 shows the evolving shape of the tidal bore front and the following wave (1
and 2 in Figure A.4a). The tidal front wave is found to steepen just in front of the LiDAR
platform (Figure A.6a); this process is accompanied by a slight increase of the wave height
(Figure A.7b) and a decrease in local wave celerity (not shown). This is likely to be due to a
shoaling effect caused by decreasing water depth under the platform, as measured by depth
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soundings obtained around the platform. The second wave is affected by the presence of a
scattered wave, probably generated from the first wave either from the platform or from the
river banks (reflection), which locally affects both the wave steepness and the wave height.
When the crest of the scattered wave interferes with the crest of the second wave, the
local wave height is enhanced (see at nadir, Figure A.7b and A.7d) and when the scattered
wave trough interferes with the crest, H decreases locally. This appears in the local wave
steepness (Figure A.7a) as rapid fluctuations of the order of 2-2.5°. This phenomenon is of
the same nature as observed in Martins et al. (2017d), where it was shown that reflected
waves caused intra-wave variability of individual wave properties in the surf zone of a
prototype-scale laboratory beach. The wave profile evolution displayed in Figure A.7d
further illustrates this process of interaction with the steeper, larger wave detected around
the nadir. In contrast, the tidal bore front wave shape is more stable (Figure A.7c).
This interaction between scattered waves and whelps is also observable in the indivi-
dual properties of the secondary waves. Figure A.8 shows the along-stream evolution of
the individual wave height from tracked waves number 5, 6 and 7 (Figure A.4a). Since















































Figure A.6: Timestack of the water depth measured by the LiDAR scanner during the tide number 5 (grey
region in Figure A.3). The individual wave crest and trough tracks are shown as black and red dashed lines
respectively. The same numbering as in Figure A.4 is shown.
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Figure A.7: Spatial evolution of waves number 1 and 2 (see Figure A.4). Panels a) and b) show the wave front
angle and height respectively for wave 1 (black continuous line) and wave 2 (black dashed line). Panel c)
and d) show the wave propagation of wave 1 and 2 respectively: the wave profile is shown when the crest is
detected at 0.7 m intervals. For clarity, each profile is drawn in a different colour: wave profiles are first shown
as thick red lines (first profile shown as thick red lines), and evolve towards black at the nadir, and finally blue
after having passed under the LiDAR. Note that the tidal bore propagates from left to right (axis positive in
the upstream direction).
the waves are increasing in size, the paths of scattered wave crests and troughs are clearly
observed. These interactions can also be seen in the timestack of Figure A.6 with local
fluctuations of the surface elevation. They have the effect of making the individual wave
height and period fluctuate due to the propagation of scattered wave crests and troughs
(Table A.1).
A.4 Discussion
A tidal bore is a highly non-linear wave accompanied by secondary waves that cannot be
studied using the assumption of a hydrostatic pressure distribution (Figure A.4a, A.5a).
Depth attenuation of the pressure signal is typically corrected in datasets from coastal
environments such as the surf zone (see e.g. Bishop and Donelan, 1987). In practice, the
correction derived from linear theory is applied to each frequency of the surface elevation
Fourier spectrum (denoted by .̂ ):
η̂ = K f η̂hyd (A.2)
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Figure A.8: Along-stream evolution of the individual wave height of wave number 5 (dashed black line), 6
(black line and circles) and 7 (black line and squares); see Figure A.4a for wave numbering. The crest and
trough paths of two scattered waves are shown as red and blue dashed lines respectively.
with ηhyd the surface elevation around a mean derived with the hydrostatic assumption








where zpt is the height of the pressure sensor above the bed, k = 2pi/L the wavenumber
associated to the frequency f and h0 the mean water depth. As this relation needs the
description of the surface elevation around a mean state, this formulation is not fully
adapted to a tidal bore which is characterized by a mean jump. Another approach remains
possible and consists of directly correcting the individual wave height Hi,hyd from the
pressure-derived dataset (Figure A.5a) using the wavenumber ki estimated from the LiDAR
scanner:
Hi = KiHi,hyd (A.4)







Equation A.5 requires an estimate of an individual wavelength Li, which can be obtained
by evaluating ciTi. The drawback of this method lies in the non-linearity and unsteadiness
of an individual wave: as shown before, ci can vary over small distances and Ti can
be influenced by the presence of scattered waves. When LiDAR data is available, the
wavelength can be estimated directly as the whole wave is visible when the crest is around
the nadir. Figure A.9a shows the comparison between measured wavelength (distance
between two surrounding troughs) and ciTi. It is observed that ciTi generally overestimates
the ’instantaneous’ wavelength directly estimated from the LiDAR but generally provides
a good estimate. The comparison between corrected wave heights KiHi,hyd and measured
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Figure A.9: Wave-by-wave depth attenuation correction of the pressure-derived wave heights. Panel a) shows
the estimated individual wavelength cT as a function of the measured wavelength L estimated from the tracking
algorithm (Section 4). In panel b), the individual wave heights estimated from pressure measurements and
corrected for depth attenuation KiHi,hyd are shown as a function of the wave height measured by the LiDAR.
The 1:1 lines are shown as gray line.
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Figure A.10: Wave profile comparison between measurements (black line) and linear wave theory (gray dots)
for the wave number 2 (see Figure A.4 or A.6), at two times: a) when the wave crest is located at x = −3 m; and
b) 0.8 s after.
wave heights by the LiDAR are shown in Figure A.9b. Except for wave number 2 (see Figure
A.4a), the depth attenuation based on linear wave theory is able to reconstruct the wave
height measured using the LiDAR (RMSE of 0.19 m against 0.38 m without correction).
This is an interesting result as it would be expected that non-linear effects could have an
impact on the wave geometry, due to the non-linear character of the tidal bore, but also to the
interactions with the low-sloping estuarine banks (Bonneton et al., 2015). Chanson (2011)
tried to fit wave profiles from linear wave and Boussinesq theory to measurements. Some
discrepancies were observed in the wave shape, and especially its asymmetry. Similar
comparisons were performed here and an example is displayed in Figure A.10 for the
tracked wave number 2. The linear wave profile was constructed using the mean individual
wave properties presented in Table A.1. While the comparisons in Figure A.10a exhibit
some clear discrepancies, especially in the asymmetric surrounding trough positions, the
two profiles match very well at the later stage of the propagation (Figure A.10b). The
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primary reason for this is the effect of the interactions discussed earlier (Figure A.6-A.8)
between scattered waves and the secondary wave field. We can therefore hypothesize that
despite the non-linear character of the tidal bore, the individual waves in the secondary
wave field have a general form close to that described by linear wave theory. However, the
presence of scattered waves can induce some asymmetry in the crest/trough locations and
the wave steepness, inducing potential discrepancies with commonly used wave theory.
Additionally, these interactions might in turn trigger some breaking events.
A.5 Conclusions
A 2D commercial LiDAR scanner has been deployed for the first time to monitor the undular
tidal bore of the Garonne River, at high spatial and temporal resolution. The procedure to
extract the water level prior to the passage of the bore has been described. This analysis
showed that the bent edges of the scanning profiles previously observed with the scanner
model for low incident angle are actually due to the displacement of the highest return
point, when the light beam goes from a circle to an ellipse for high incident angles, and not
to the signal penetration in the water column.
For this Froude number, it was shown that the pressure under the mean jump accom-
panying the tidal bore is approximately hydrostatic. However, the hydrostatic hypothesis
is inadequate to reconstruct the secondary wave field: large differences are observed at
the wave-by-wave scale, especially for the wave height (RMSE of 0.38 m over 13 wa-
ves). Despite the high levels of turbidity encountered, the acoustic sensor performed
extremely well and was able to measure the individual wave characteristics accurately
(RMSE = 0.05 m). The results show that LiDAR technology can be used to obtain accurate
measurements of undular tidal bore geometry, even in the absence of breaking events,
which greatly contributes to the advancement of coastal ocean and riverine observing sy-
stems (Liu et al., 2015). Here the field deployment focused on the along-stream direction;
the analysis highlighted the influence of scattered wave on individual wave properties and
profile. However, the possibility of deploying a 2D LiDAR scanning in the cross-section
direction seems very promising and could elucidate the variability of the secondary wave
field along the cross-section direction.
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Appendix: Accurate detection of steady water surface with a 2D
LiDAR Scanner
As the Garonne River is naturally turbid, the scanner beam may be reflected by the ’real’
free surface, or by particles in suspension at some depth below the surface (this is referred
to as sub-surface hereafter). An example of this is shown at nadir in Figure A.11a prior to
the arrival of the bore front at 17:48. The elevation obtained from the LiDAR is observed
to jump between two elevations approximately 0.06 − 0.07 m apart. If it is assumed that
the real surface will always lie above the sub-surface, the correct elevation of the flat water
surface prior to the passage of the mascaret can be resolved.
At each LiDAR measurement position, the distribution of the measured elevations
LiDAR was computed (two examples shown in Figure A.11b-c). Because the measurements
typically oscillate between the real and sub-surface; the elevation distribution features
two distinct peaks. The correct elevation of the real and sub-surface were estimated by
detecting these two peaks. This process was performed at every measurement location and
the resulting measured ’flat’ real and sub-surfaces are shown in Figure A.11d.
To explain the bent edges of the measured surface profiles (see also in Streicher et al.,
2013) the surface of a wall at the same distance range was measured. This represents a
’no-penetration’ test, the results of which are also shown in Figure A.11d. It is observed
that the real free surface has the same curvature as the wall, which gives confidence to the
method to separate the two surfaces. This result also suggests that the penetration of the
signal observed with the same LiDAR scanner in previous studies was not the reason for
the water surface curvature, as suspected by Streicher et al., 2013. As the incident angle
increases, the beam projection becomes an ellipse (see Figure A.12) and we hypothesize that
the energy spreads in this increased surface area (Soudarissanane et al., 2009). The scanner
then matches the strongest reflected signal to the theoretical position, located at the centre
of the ellipse. However, in practice the position of the strongest reflected signal moves
away from the beam centre, as illustrated in Figure A.12. This means that the distance
measured is shorter than for the assumed measurement location. At high incident angle,
this has the effect of introducing curvature into the measured surfaces.
The sub-surface has a slightly different curvature, due to the fact that closer to the nadir,
the signal penetrates deeper into the water column since it is stronger for lower incident
angle. The penetration extent ranges from 0.07 m around the nadir to 0.05 m at the outer
edges of the LiDAR scans. Attempts to correct for the observed profile curvature were
not performed for this study as the effect was considered negligible: the changes are small
compared to the height of the bore front, and after its passage, the turbidity and surface
roughness significantly increase, which ensured that the scanner detected the real surface.
Finally, it is worth noting that the LiDAR scanners provides an output of the return
signal strength index (RSSI). The RSSI was not found to vary significantly between no-
penetration/penetrating cases, at a fixed along-stream position. In fact for the present
dataset (Tide 5), it was found to linearly increase from the downstream to upstream di-
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Figure A.11: Illustration of the methodology developed to extract the free surface elevation prior to the bore
passage. Panel a) shows the surface elevation timeseries measured by the LiDAR scanner at the Nadir (x = 0
m). Panels b) and c) show the distribution of the elevation points measured at x = −4 and 0 m respectively. The
window-averaged distribution is shown as a dashed grey line. The two peaks, corresponding to the average
position of the surface and sub-surface are represented using red circles. Panel d) shows the curved real and
sub-surface elevations extracted using the distribution peak methodology. Measurements of a horizontal wall
at the same range as measured in the field are also provided. Note that the vertical, z datum is given relative
to the LiDAR scanner (and not to the river bed)
Situation 
 at nadir




   surfa
Figure A.12: Schematic of the LiDAR beam spot deformation at high incident angle θ: panel a) shows a view
from above the surface measured by the scanner; panel b) shows the lateral view. The red squares represent
the centre of the LiDAR beam which is generally assumed to be the measurement location. The green squares
represent the actual measurement location. Note that at the nadir, these are the same.
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