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Abstract. Given a context-free grammar G the Hotz monoid (group) of G is the quotient of the 
free monoid (group) on the alphabet by the relations defined by the productions. We study the 
language consisting of all words equal to the axiom in the Hotz monoid. We calculate the syntactic 
monoid of this language from the Hotz monoid by a general algebraic onstruction. This construc- 
tion is simpler if the grammar isboth right and left very-simple. In this case the Hotz monoid is 
embeddable in the Hotz group, which is free, and the syntactic monoid is a Rees quotient of the 
Hotz monoid. If in addition the grammar is not derivation-bounded, then the language generated 
is a generator of the family of context-free languages. 
Introduction 
Several authors have considered the links between the theory of context-free 
languages and group theory, for example, Anisimov and Seifert [2], Sakarovitch 
[ 14], Miiller and Schupp [12]. To every context-free grammar G, Hotz [9] associates 
a group, H(G), which is the quotient of the free group on the set of terminal and 
non-terminal symbols by the congruence generated by the productions. If the 
grammar is reduced, the group H(G)  is an invariant for the language generated by 
G. In another paper [10], Hotz defines the monoid M(G) of a grammar G as the 
quotient of the free monoid on the alphabet of the grammar by the congruence 
generated by the productions. He also introduces the language LR of all words 
equal to the axiom in M(G). We continued this study in [6] and we showed that 
the maximal cancellative quotient of M(G), denoted by C(M(G)) is an invariant 
for the language generated by G. In fact, C(M(G)) is the greatest monoid which 
is an invafiant for the language. 
In this paper we work from the results of Hotz. Considering the language LR 
defined above, we give a characterization f its syntactic monoid as a Rees quotient 
of C(M(G)). This result gives the correct version of a result announced in [10]. 
As we have shown in [6], cancellative monoids play a key r61e in that theory. We 
define two types of grammars which have cancellative Hotz monoids. The cancella- 
tion criterion of Adjan [1], applied to the Hotz monoid of a very-simple grammar, 
proves that this monoid is left canceUative. 
This leads to two possible definitions, the first of which is the following. A grammar 
is 2-sided very-simple if it is left and fight very-simple. As a consequence of Adjan's 
result, the Hotz monoid of such a grammar is embeddable in the group of that 
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grammar. We show that 2-sided very-simple grammars generate simple deterministic 
languages which are not generally very-simple languages. Recall that a context-free 
group is a group such that the inverse homorphic image of the identity by a surjective 
homomorphism is a context-free language. Surprisingly enough, the Hotz group of 
a 2-sided very-simple grammar is not always context-free, as we show by an example. 
This counter-example leads us to a second definition, narrower than the previous 
one. Since it is quite technical, we shall only give a typical example. It is the grammar 
GE, with productions {S ~ aSBSc, S--> d, B ~ b}, which generates the language E of 
arithmetical expressions. Such a grammar is called bi-very-simple. 
We show that these grammars generate very-simple languages. The syntactic 
monoid of a language generated by such a grammar G is a Rees quotient of the 
Hotz monoid M(G). The Hotz group H(G) is free, and thus is a context-free group. 
Moreover, if the grammar is not derivation-bounded, the language generated is a 
generator of the family of context-free languages. 
The bi-very-simple grammars thus appear as a natural generalization of the 
grammar GE of the language E, which is, in one sense, the 'best generator' of 
the family of context-free languages (see [3]). It is noteworthy that the standard 
generators (E and the Dyck language D*, n/> 2) have groups which are free. 
1. Notations and definitions 
We denote by F(X)  the free group, generated by a set X. X + is the free semigroup 
generated by X and X* the free monoid, i.e., X* = X ÷ u {1} where 1 is the identity. 
If Q is a subset of X* xX* ,  [Q] denotes the congruence of X* generated by the 
elements of Q, and (Q) denotes the congruence of F(X)  generated by the elements 
of Q. The class of a word w modulo [Q] is denoted by [w]o, modulo (Q) by (w)Q. 
When there is no ambiguity the index Q will be omitted. 
We use [X, Q] to denote the mono]d presented by generators X and relations Q, 
that is X*/[Q]  and iX, Q) to denote the group presented by generators X and 
relations Q, i.e., F(X)/(Q).  
A context-free grammar G is a 4-tuple (X, V, P, S), where Vc~X =~), SE V and 
P is a finite subset of V x (X u V)*. X is the set of terminal etters, V the set of 
non-terminal symbols, P the set of productions (or rules) and S the axiom of G. 
We write u ~o v (respectively u-~G v) if v can be derived from u by a single 
(respectively repetitive) use of the derivation rules in P. The language generated by 
G is L(G)={fEX*IS-~-~Gf}. If rE V +, L(G, v )={fEX* lv -~f  }. (The index G 
will be omitted.) 
Since in this paper we consider only context-free grammars, we shall call them 
grammars for short. 
A grammar G is reduced if 
(i) VAE V, 3 f  E X*, A-~ f 
(ii) VA E V, 3f, g E X*, S-~ fAg. 
Context-free grammars with cancellation properties 5 
2. The Hotz monoid and the Hotz group of a grammar 
2.1. Definitions 
Let us recall a few definitions. A monoid M is left (respectively right) cancellative 
if, for every x, y, z in M, xy = xz (respectively x = zx) implies y = z. A monoid is 
cancellative if it is both left and fight cancellative. Every monoid M has a maximal 
cancellative quotient, denoted by C(M). An embedding of a monoid M in a group 
H is an injective morphism M-> H. 
We need now some definitions. 
Definition 2.1 ([6]). Let L be a language of X*. The collapsing monoid of L, denoted 
by U(L),  is the quotient of X* by the finest congruence such that L is included in 
one single class, i.e. U(L) = X* / [L  × L]. Similarly, I(L) denotes the quotient of the 
free group F(X)  by the finest congruence such that L is in one single class, i.e., 
I(L) = F (X) / (L  x L), and I(L) is called the collapsing group of L. 
Definition 2.2 ([9, 10]). Let G = (X, V, P, S) be a grammar. The Hotzgroup of G is 
H(G) = F (Xw V)/(P), and the Hotz monoid of G is M(G)= (Xu  V)*/[P]. 
The following theorem is proven in [6]. 
Theorem 2.3. I f  the grammar G is reduced, then C(U(L(G)))  is isomorphic to 
C(M(G) )  and I(L(G)) is isomorphic to H(G). 
Hence H( G) is an invariant for the language generated by (3. 
Definition 2.4. LR (G) is equal to [S]p c~ X*. 
Theorem 2.5. I f  the grammar G is reduced, then C(U(LR(G))) is isomorphic to 
C(M(G) )  and I(LR(G)) is isomorphic to H(G). 
ProoL The proof is very similar to that of Theorem 2.3 (cf. [6]). [] 
2.2. Relationships with the syntactic monoid 
All the grammars which we consider are assumed to be reduced. 
Recall that the Rees quotient of a monoid M by a 2-sided ideal I, which we 
denote by M//I, can be described as the result of collapsing I into a single element 
(the zero) while the elements of M outside of I retain their identity. 
Let J(LR (G)) be the maximal ideal of X* which has an empty intersection with 
LR(G). Synt(LR(G)), the syntactic monoid of LR(G) has a zero if and only if 
J (LR(G)) is not empty. Let K be the image of J(LR(G)) in C(U(LR(G))).  
Theorem 2.6. Synt(LR (G)) is isomorphic to the Rees quotient of C( U ( LR (G))) by K. 
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Proof. Let f and g be words of LR(G). We get f-= S--  g mod [P], hence f and g 
are equal in Synt(LR (G)).' So, the image of LR (G) in its syntactic monoid is reduced 
to a single element. By definition of U(LR(G)), Synt(LR(G)) is a quotient of 
U(LR(G)) and consequently of C(U(LR(G))). 
Take now two words f and g of X* having the same image in Synt(LR(G)). If 
f and g both belong to J(LR(G)), then their image in Synt(LR(G)) is zero, and 
also in C(U(LR(G)))//K. I f f  and g do not belong to J(LR(G)), then there exist 
x and y in X* such that xfy and xgy belong to LR (G). Hence xfy and xgy are 
equal in U(LR (G)) and C ( U(LR (G))). Since C ( U(LR ((3))) is cancellative, f and g 
are equal in C(U(LR((3))). [] 
This result gives the correct version of [10, Theorem 4]. 
3. Cancellation property of the Hotz monoid of a grammar 
Here we are interested in finding grammars which have a cancellative Hotz monoid. 
For this purpose we shall use Adjan's criterion for monoids presented by generators 
and relations. 
3. I. Adjan's criterion 
Let T = [ Y, R] be a semigroup, where R ~ Y÷ × Y+. We associate two undirected 
graphs, the left graph Fe( Y, R) and the right graph Fr( Y, R) to the presentation 
(Y, R). Both graphs have vertex set Y and edge set R. In Ft( Y, R), a defining 
relation (r, s) joins the initial letters of r and s; in Fr( Y, R) it joins their terminal 
letters. 
We follow the classical terminology for graphs. A cycle is a closed path. If all 
the vertices of a cycle are different, then this cycle is called elementary. 
We say that the presentation (Y, R) has no left (respectively right) cycle if the 
graph F/( Y, R) (respectively Fr( Y, R)) has no elementary cycle. If ( Y, R) has no 
left or right cycle, it is cycle-free. 
Proposition 3.1 (Adjan [1]). I f  (Y, R) has no left (respectively right) cycle, then the 
semigroup [ Y, R ] is left (respectively right) cancellative. I f  (Y, R) is cycle-free, then 
[ Y, R] is embeddable in the group (Y, R). 
3.2. The Hotz monoid of a very-simple grammar 
For convenience, we restrict ourselves to grammars without a rule of the type 
v->l, v~ V. 
Recall that a simple (or simple deterministic) grammar is a grammar G= 
(X, V, P, S) where 
(i) G is in Greibach normal form, i.e. P ~ V × XV*. 
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(ii) if v ~ xm and v ~ xm' are in P, with v ~ V, m, m' ~ V*, x ~ X, then m -- m'. 
A language is simple if it can be generated by a simple grammar. It is well known 
that simple languages are deterministic. 
A grammar G -- (X, V, P, S) is said to be very-simple if it is simple and if v ~ xm, 
v'~ xm' implies m = m' and v = v'. A language is very-simple if it can be generated 
by such a grammar. 
Using Adjan's  criterion we have the following proposit ion. 
Proposition 3.2. The Hotz monoid of a very-simple grammar is left cancellative. 
Proof. Let G = (X, V, P, S) be a very-simple grammar. We show that Fe(X u V, P) 
has no elementary cycle. 
First let us suppose that Fe(X u V, P) contains a loop, i.e. a cycle of length 1, of 
the following form: 
It is clear that G being very-simple, this situation never happens. 
Second, we shall see that there does not exist any path of length 2 in Fe(X u V, P). 
Suppose that such a path exists: 
ao a l  a2 
o o o 
Since ao and al are l inked there does exist a rule ao ~ al m (or a~ ~ aom), with ao~ V 
and a leX .  Since a~ and a2 are linked there exists a rule a2~a~m '. G being 
very-simple, we get ao = a2 and m = m'. So there is no path of length 2 in Fe(X u 
V, P), and a for t io r i  no cycle. Hence, the Hotz monoid of a very-simple grammar 
is left-cancellative. [] 
Such a result leads to the idea of  a bilateralization of these grammars. We propose 
two possible extensions. 
3.3. 2-sided very-simple grammars 
It is well known that for every context-free grammar there exists an equivalent 
grammar in double Greibach form, i.e. with pc_ V x (XV*Xu X)  [13]. 
Definition 3.3. G = (X, V, P, S) is a 2-sided very-simple grammar if: 
(i) G is in double Greibach form. 
(ii) G is 'left very-simple', that is 
v~xmy,  v~ V, me V*, x ,y~X~ i~ v=v ' ,  
v '~xm'y ' ,  v'~ V, m'~ V*, y '~X J==> m=m , 
~.y =y 
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, v --> xmy ~ v = v , m=l ,  y=l ,  
l)r---> X J 
/) --> X } ~t )  ~- t ) ' " / J  '  X 
(iii) In the symmetric way, G is 'right very-simple'. 
The difference between 'very-simple' and 'left very-simple' should be noted. In a 
very-simple grammar, the terminal etter of a right member of a rule belongs to V, 
when it belongs to X in a left very-simple grammar. 
A language is 2-sided very-simple if it can be generated by a grammar of this type. 
The next proposition is a consequence of Definition 3.3 and Propositions 3.1 and 
3.2. 
Proposition 3.4. The Hotz monoid M(G)  of  a 2-sided very-simple grammar G is 
embeddable in the Hotz group H(  G). 
We give now some properties verified by 2-sided very-simple grammars. 
Property 3.5. A 2-sided very-simple grammar generates a simple language which is 
not necessarily a very-simple language. 
Proof. Let G be a 2-sided very-simple grammar. We construct a grammar G', 
equivalent to (3. I f  v --> xmy is a rule of (3, we put the two rules v --> xm Y and Y--> y 
in G', where Y is a new non-terminal symbol. It is clear that G' is simple. 
The grammar with rules {S --> aSa, S--> b} is a 2-sided very-simple grammar which 
generates the language {a'ba n I n >10}. The following lemma shows that this language 
cannot be very-simple. 
Lemlna 3.6. A word o f  a very-simple language cannot begin and end with the same letter. 
Proof. Let f=  xgx ~ X* ,  where x ~ X, be a word of a language generated by a 
very-simple grammar G = (X, V, P, S). 
Let us recall the following result [5]: if, in a very-simple grammar, we have a 
derivation v-~->gh, with v ~ V, g and h e X*,  then there exists a unique m ~ V* such 
that v-~-> gm and m-~ h. 
Since S-~f=xgx ,  we know that there exists an m ~ V* such that S-~xgm and 
m--~-> x. But since G is very-simple, there is only one rule where x appears, that is 
S--> xp, p ~ V*. This contradicts m ~ x. So, f cannot begin and end with the same 
letter. [] 
Thus a 2-sided very-simple grammar G does not necessarily generate a very-simple 
language. [] 
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Coming back to the language LR(G) defined in Section 2, we can state the 
following property. 
Property 3.7. There exists a 2-sided very-simple grammar G such that L( G) is not 
equal to LR (G). 
Proof. Consider the grammar G whose rules are: 
S ~ aSUTWb + c, 
U ~ zx, 
W ~ yt, 
T~ xTy+d.  
G is a 2-sided very-simple grammar. But the word 
aczdtb ~ LR (G) \L (G) .  [] 
Recall that if H = (X, R) is a group, there is a surjective morphism ~b: X*~ H. 
The kernel of H is the language ~b-l( ln).  A group is context-free if its kernel is a 
context-free language. (It is not difficult to prove that the property of being context- 
free is independent of the presentation chosen (cf. [2]).) We know [6] that, if the 
kernel of a context-free group is generated by a grammar G, then L(G)= LR ((G). 
Property 3.8. There exists a 2-sided very-simple grammar G such that L(G) = LR (G) ,  
but the associated Hotz group is not a context-free group. 
Proof. Consider the grammar G with productions S~ (aSa+b).  It is clear that 
L( G) = LR( G) for this grammar. 
The Hotz group is isomorphicto H = (a, b ; abab -~ = 1). From the relation abab -~ = 
1 we get abb = bba. Let C be the subgroup of H generated by the elements a and 
bb. C is commutative, and then is isomorphic to a quotient of 7/2. The following 
theorem is well known. 
Freiheitssatz ([11]). Let H = (X, r) be a group with one cyclically reduced relator r. 
I f  M is a subset of X which omits a generator occurring in r, then the subgroup of H 
generated by M is freely generated by M. 
As a consequence, we get that both a and bb are elements of infinite order. Thus 
if C is a proper quotient of Z 2 there must be a relation of the form a p = b 2q, p and 
q being integers. Thus b2qa -p = 1, which is impossible in H. Hence, p = q = 0 and 
no such relation exists. 
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So C is isomorphic to Z 2. I f  H is a context-free group, then C, being a finitely 
generated subgroup, is also context-free (cf. [14]). But it is well known that Z 2 is 
not a context-free group. [] 
3.4. Bi-very-simple grammars 
We now introduce a definition more restrictive than the previous one. The idea 
is that these grammars are still left and right very-simple, but, in addition, the letters 
at the beginning and the end of the right members of the productions belong to 
distinct sets. More formally, a grammar G = (X, V, P, S) is hi-very-simple if 
(i) G is in double Greibach form. 
(ii) X is partit ioned in X = Xtu  Xrw Xc. 
(iii) the rules of P are of the type v -~ xmy, with v ~ V, m ~ V*, x ~ Xe and y ~ Xr 
or v -~ x, with x ~ Xc. 
(iv) G is 'left very-simple" (cf. above). 
(v) G is 'f ight very-simple'. 
A language is bi-very-simple if it can be generated by such a grammar.  
Example 3.9. The grammar GE, with productions {S-~aSBSc, S~d,  B~b} is 
bi-very-simple. It generates the language E, generator of the AFL of context-free 
languages (cf. [3]). 
Bi-very-simple grammars happen to be very similar to bracketed context-free 
languages [7]. Recall their definition: a context-free grammar is said to be bracketed 
if: 
(i) X is partit ioned in X=XtUXrWXc;  
(ii) the rules of P are of  the type v ~ xmy, with v ~ V, x ~ X~, y ~ X ,  m e 
(VwXo)*; 
v --> xmy ! ' ' 
(iii) v ' - ->xm'y '~v=v '  m=m,  y= y'. 
Note an essential difference with bi-very-simple grammars. Condit ion (iii) means 
that in two different rules, left parenthesis (the "x" )  must be different and fight 
parenthesis (the "y" )  can be the same. So, the Hotz monoid of a bracketed grammar 
is not right-cancellative in general. 
Since a bi-very-simple is 2-sided very-simple, we have the following corollary. 
Corollary 3.10. The Hotz monoid of a bi-very-simple grammar is embeddable in the 
Hotz group of the grammar. 
In particular, for the grammar G~, we have 
M( G~)~-[a, b, c, d ;(adbdc, d)]. 
Let Q = (adbdc, d). Then E = [d]o = (d)o c~ X*. 
We now give some properties possessed by these grammars. 
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Property 3.11. I f  G is a bi-very-simple grammar, then L( G) is a very-simple language. 
Proof. It is not difficult o construct a very-simple grammar equivalent to (3, in the 
same way as in the verification of Property 3.5. [] 
Remark 3.12. There exist very-simple languages which are not bi-very-simple 
languages. For example the language generated by the grammar 
{S--> aST+ bST+ c ; T~ t}. 
A grammar is said to be expansive (or not derivation-bounded) iff there exists a 
derivation of the form v-~->xvyvz, where v~ V and x ,y ,z~X* .  A language is 
expansive if every grammar which generates it is expansive. Recall that a language 
is said to be IRS iff it does not contain any infinite regular set [8]. Since any 
very-simple IRS language which is expansive is a full generator of Alg, the family 
of context-free languages [5] we have the following corollary. 
Corollary 3.13. Any bi-very-simple anguage which is expansive is a full generator of 
Alg. 
Proof. We can easily see that such a language is IRS. [] 
Recall some definitions (cf. [4]). Let R be a finite subset of Y* x Y*, and f and 
g be two words of Y*. We note 
f<:> g if f = xay, g = xfly and (a, fl ) or (fl, c~) ~ R. 
fO  if f<:~g and [j~ > Igl (reduction). 
fH  g if f<==> g and [J] = [gl. 
The reflexive transitive closure of <=~ (respectively o ,  ~) is denoted by <=>* 
(respectively ~* ,  ~*) .  The relation <=~* is the congruence generated by R, 
that is [ R ]. 
R is said confluent if, for every f and g in Y*, fc=~*g implies that there exist h 
and h' in Y* such that 
fo*  h, gO*  h', h~* h'. 
The congruence [R] is said confluent in that case. f is irreducible mod R if there 
is no g such that fog .  
Property 3.14. Let G = (X, V, P, S) be a bi-very-simple grammar. Then [P] is con- 
fluent. 
Proof. It is easy to see that P is confluent, because of the form of the rules in a 
bi-very-simple grammar. [] 
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Corollary 3.15. I f  G is a bi-very-simple grammar, then L(G)= LR ( G). 
Proof. Let f be in LR(G). We have f sX*  and f -S [P ] .  Since [P] is confluent 
there exists h in (X  w V)* such that f~*  h. We can choose h irreducible mod P. 
Since S is irreducible we have necessarily h = S, because G is bi-very-simple. But 
f~*S  is equivalent o S-~f  in (3. So f~ L(G). [] 
We now apply the results of Section 2 to bi-very-simple grammars. 
We denote by J (L) the maximal ideal of X* which has an empty intersection 
with L, by K the image of J (L) in C(U(L)).  
Proposition 3.16. Let L be the language generated by a hi-very-simple grammar G. 
Then Synt(L) is isomorphic to the Rees quotient of M( G), the Hotz monoid of G, by K. 
Proof. The result is a direct consequence of Theorems 2.5 and 2.6 and Property 
3.14. [] 
In particular, Synt (E )= [a, b, c,. d; (adbdc, d)]//K. 
We end this paper with a characterization of the Hotz group of a bi-very-simple 
grammar. 
Proposition 3.17. The Hotz group of a bi-very-simple grammar is free. 
Proof. Let G = (X, V, P, S) be a bi-very-simple grammar and let H(G) = (X t..) V, P) 
be its Hotz group. Let P l , . . . ,  Pn be the elements of P. Then 
H(  G)=( .  . . (F(Xu V) I (P l ) ) I (PE) .  . . ) I (P , , ) .  
We shall prove that F(Xu  V)/(p~) is free. First, note that if Pl =(v, m), then 
mv -~ is cyclically reduced, since G is on double Greibach form. 
We examine the different cases for p~" 
(1) The rule p~ has the form v~xc with xc~X¢. From the Freiheitssatz, the 
subgroup ((X u V)\{x¢}) is free and is clearly isomorphic to (X w V, pl). 
(2) The rule p~ has the form v ~ xemXr where Xe ~ Xe, Xr ~ Xr and m ~ V*. In the 
group, Xe = vx~ ~ m -~. From the Freiheitssatz, ((X u V)\{Xe}) is free, and is isomor- 
phic to (X w V, Pl)- 
(X w V, p~) is always a free group. Now, since G is bi-very-simple, the letter x¢ 
never occurs in one of the rules P2 , . . . ,  p, if we are in the first case for p~. So it is 
for xe if we are in the second case for p~. Iterating the processes for each Pi, we 
always obtain a free group. [] 
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