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Abstract 
It is shown that population dependent branching processes for large values of threshold can 
be approximated by Gaussian processes centered at the iterates of the corresponding 
deterministic function. If the deterministic system has a stable limit cycle, then in the vicinity of 
the cycle points the corresponding stochastic system can be approximated by an autoregressive 
process. It is shown that it is possible to speed up convergence to the limit so that the processes 
converge weakly to the stationary autoregressive process. Similar results hold for noisy 
dynamical systems when random noise satisfies certain conditions and the corresponding 
dynamical system has stable limit cycles. 
AMS 1980 Subject ClassiJication: 60505, 60585. 
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1. Introduction 
In 1845 Verhulst introduced the logistic equation to model species in a closed 
area. Since then the logistic model and similar models have been used to model 
various real life populations such as insect populations and populations of lynx, 
Schaffer (1984, 1985), Smith (1974). The logistic and similar models describe the 
evolution of the whole population from one generation to the next. They have the 
form 
X n + 1 =.0X,) > (1) 
*Corresponding author. 
1 Research of this author was supported by the Australian Research Council grant A68930440. 
0304-4149/94/$07.00 80 1994 Elsevier Science B.V. All rights reserved 
SSDI 0304-4149(93)0000-0 
2 F.C. Kiehaner, 0. NermanjStochastic Procesxv and their Applicattons 51 (1994 J I 7 
where x, is the population size at time II relative to the threshold value, or the 
population density, and f is the function that describes the evolution between 
successive generations, for example in the logistic modelf = t-.x(1 - X) (0 I .Y 5 I, 
0 < r 2 4). In 1845 Bienayme, and later in 1873 Galton and in 1874 Galton and 
Watson introduced the branching process to model the survival of family names, 
Heyde and Seneta (1977). Since then the process that bears their names is used as 
a basic stochastic population growth model. The Bienayme-GaltonWatson 
branching process uses the offspring distribution of an individual as the building 
block of the model. Individuals are assumed to reproduce independently with the 
same offspring distribution, and if 5j, denotes the number of offspring of the jth 
individual alive at time n and 2, denotes the population size at time n then 
(2) 
May in his seminal 1974 paper pointed out that dynamical systems described by (1) 
may exhibit chaotic phenomena, such as convergence to limit cycles, period doubling 
and chaos, May (1974, 1976), Thompson and Stewart (1986). No such behaviour is 
observed in the GaltonWatson model as the offspring distribution does not depend 
on the population size and remains the same throughout the population’s evolution. 
A model that is intermediate between the two types of models (1) and (2) is given by 
the population dependent branching processes with a threshold. In this model the 
offspring distribution at time n depends on the population size Z, and a threshold K. 
Such a model was introduced in Klebaner (1993), where amongst other results 
a Law of Large Numbers and a Central Limit Theorem for the size of the 11th 
generation when K --+ co were given. Branching processes with a threshold can be 
viewed as randomly perturbed dynamical systems with a state dependent noise. It is of 
interest to determine how the behaviour of the stochastic system is related to its 
deterministic analogue. Here we show that if the deterministic system has a limit cycle, 
then in the vicinity of the cycle points the corresponding stochastic system can be 
approximated by an autoregressive process. Moreover it is possible to speed up 
convergence to the limit so that the processes converge weakly to the stationary 
autoregressive process. 
2. Definitions 
K > 0 denotes the threshold parameter, t(x) denotes generically a random variable 
with the law of the offspring distribution when the population density is x. For a fixed 
K define a population dependent branching process Zf, n = 0,1,2, , with 
threshold K inductively by taking Zi to be a positive integer and 
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where for a fixed x, tj,,(x) are i.i.d. for all j, n and K distributed as t(x). The sum is 
taken to be zero if the upper limit happens to be zero and the process is stopped. Here 
we assume for simplicity of exposition only that offspring distributions t = l(x) 
depend on the population size and threshold only through the population density 
x = z/K, unlike in Klebaner (1993) where a more general model was considered. All 
the results given here, however, hold for a more general model where offspring 
distributions 5’s are allowed to depend on the population size z and threshold K in 
such a way that asymptotically in K the first two moments of offspring distributions 
depend only on z/K; in this case functions m and v defined below are defined 
asymptotically, and for the results to hold an assumption on growth of third moments 
are needed, see Klebaner (1993). 
Let m(x) = Et(x), f(x) = xm(x), c?(x) = Var({(x)), v(x) = xc?(x). Assume that for 
x > 0,fis twice continuously differentiable with bounded second derivative, 02(x) is 
continuous and bounded, and Ec3(x) is bounded. fn(x) denotes the nth iterate off, with 
fO(x) = x. X,” = Zf/K denotes the population density. x, =Qx), n = 1,2, . . . , denote 
the solution of the unperturbed system, and Yf = (Xf - x”)a. In what follows 
* denotes convergence in distribution of random variables. The weak convergence 
of stochastic processes is as usual in product topology. Bold letters denote vectors and 
(e)’ denotes the transpose of (e). 
3. Results 
Theorem 1. Xf admits a representation 
(4) 
Yf!Tx) = 5 ,zl(_‘jn(xJ - m(x)), (5) 
moreover q:(x) is independent of Xf for any n and K, has the same distribution for any 
n for a jixed K, and as K + co 
Y,“(X) =+- NO, v(x)). (6) 
Theorem 2. (a) If Xt +x as K 4 cc, then for any n Xf ax,, as K + CC 
(b) I. Y; =c-y as K + 00, then YSK admits the representation 
Y,“+ 1 =f’bJ y,” + VI%3 + OK(l), 
where oK(l) + 0 in probability as K + co . 
(cl If YOK *yasK-+ co,then 
Yf *W(n),R3, 
(7) 
where 
n-1 
tic = y n f”(xj), )(O = X, 
j=O 
nm 1 n-1 
0,” = 1 c’(Xk) n (f’(Xj))‘. 
k=O j=k 
(8) 
(9) 
Theorem 3. [f‘ Yfj a y as K + z , then processes Yf converge weakly to a Gaussian 
process Y. with the mean,fimction ,u(n) given in (8) und the covariancef~nction: 
.sm 1 s-1 f-1 
c(s, t) = cov( Y,, Y,) = 1 t+k) n (.f”(.xj))” n ,f” (xj), s 5 t 
k=O j=k j=s 
Moreover Y. has the following representation with independent I:,‘s 
(10) 
Y n+l =.f’(x,)Yn + &+1r &I+1 z N(O, a,)). (11) 
Theorem 4. In addition to conditions of Theorem 3 suppose that there is a set I such on 
I ,f has a stable d-cycle x$, XT, x2_ 1 (this means that for any x0 E I the orbit will 
approach the cycle), and X: =F. xi. 
Let Y, = (Y,,, Y,,+,, ...rY~n+Ijd-l)T. 
Then 
(a) Y. is u d-variate AR(I) process with representation 
Y n+l = AY, + en+,, e,+l - N(O,A), e, are i.i.d., 
where with hi = nir: f’(xT) 
0 0 bl 
0 0 . bd 
(12) 
(13) 
and 
7-l 
i4 = (A,,), Ast = b,b, c v(x:)/b;, 1 I s I t 5 d. (14) 
k=O 
(b) Y, converges as n + n3 to the unique stationary distribution p which is d-vuriute 
normal with zero mean and covariance matrix 
Theorem 5. Assume conditions of Theorem 4. Then there is a subsequence {nK), such 
that [Y,“,} converges weakly to p as K -+ CQ Moreover Y:&+. converges weukly 
towards the stationary AR(l) process Y. described above. 
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Theorem 6. Theorems 2-5 hold for randomly perturbed dynamical system described by 
Eq. (4) with random noise satisfying (6). 
4. Proofs 
Only outlines of proofs are given when standard arguments are used. 
Proof of Theorem 1. Representation (4) is due to the fact that f is the one-step 
conditional mean function for the process X”, as for n = 1,2, 
-WC+ 1 I m = .fPc)~ 
Convergence in (6) is established by the standard argument via consideration of the 
characteristic functions of the normed sums in (5). 17 
Proof of Theorem 2. Part (a) follows by induction on n from the representation (4). 
Part (b) follows from (4) by taking the Taylor expansion of fat x, and using a. Part (c) 
is shown by induction on n and by using part (b) together with (6). 0 
Proof of Theorem 3. As the time is discrete it is enough to show that finite 
dimensional distributions converge in order to have the weak convergence of the 
processes. This is done by using characteristic functions. Let Hf+ 1 (u,+ 1, . , uo) 
= E(exp(i Cj”‘,-j Uj Yf)) be the characteristic function of (Yt, . . , Y,“+ i). Using (7) the 
following recurrence relation is obtained 
H,K+i(%+i, . ...%) 
= E{exp(iu,+rqf(X%) + i(un +f’(Xn)Un+JYf + i C UjYj" + OK(~)) 
j=O 
It follows from here by using Markov property and (6) that limK, r Hi = H, exists 
and the following recurrence relation holds 
H,+,(u n+1, ‘.. > &) = ,-&4u~*, ‘2H,(~, +.fl(~n)~,+~r~~, . ..>uo). (16) 
Iterations of (16) show that H, is the characteristic function of the Gaussian process 
with parameters specified in (8) and (9). (To verify it carry out the recursion in the 
leading argument of H,‘s, then the recursion in the exponent.) Representation (11) 
follows from (6) and (7) or alternatively the process in (11) has the same parameters as 
the limiting process, given by (8) and (9). Since the mean and the covariance functions 
determine a Gaussian process uniquely, (11) holds. 0 
Proof of Theorem 4. Proof of (a). Representation (12) of the limiting process as 
a vector-valued AR(l) process follows from Theorem 3 by iterations of the 
representation (11). Observe that x,‘s take values in the cycle x0*, x7, . . , xz_ ,, 
6 F.C. Klebaner. 0. NermunlStochastic Processrs and their Applications 51 (1994) 1 ~7 
and that 
e n+1 = (r-:,,h r&r + 82, . . . , ~ Ejbd)T. (17) 
j= 1 
The form of the covariance matrix of the errors (14) follows from the covariance 
function in (lo), or can be directly computed from (17). 
Proof of(b). Since the d-cycle is assumed to be stable, each of its points X: is a stable 
fixed point of&. Hence 1 fA($)l < 1. But bd = nj”IA.f’(xj*) =.fA(xz), thus 1 bdl < 1. 
This implies that A has all its eigenvalues less than 1 in absolute value, (in fact all the 
eigenvalues of A are equal to bd). This in turn implies that Y,, converges to the unique 
stationary distribution p with representation 
/,= fA’ej> 
j=O 
see e.g. Brockwell and Davis (1987) p. 407. It now follows that p is d-variate normal 
with mean zero and covariance 
v = 1 AjA(AT)j. (18) 
j=O 
By using the special form of A in (13), (18) simplifies to (15). r? 
Proof of Theorem 5. Existence of a subsequence nK such that { Yn”,} converges weakly 
to p as K + co follows from Theorems 3 and 4 and Lemma 1, where u,” and a,, denote 
respectively the distances in the appropriate metric between Y,” and p and Yn and p. 
To show that nK can be chosen such that the processes converge, notice that due to 
discreteness of the time parameter it is enough to find nK such that finite dimensional 
distributions of Yf6 +. converge to those of Y.. This follows from Theorems 3 and 
4 and Lemma 2, where a:(j) and a,(j) denote respectively the distances from the 
j-dimensional distributions of the processes Yn”, +. and Y,, to those of the stationary 
process. Both lemmas have elementary proofs, we leave them to the reader. U 
Lemma 1. Let {u:} he u sequence gf nonnegative real numbers, such that lim,,, a,” = 
u,, and lim,,, u, = a. Then there e?cisrs u subsequence (nKS such that lim,,,, afA = u. 
Lemma 2. Let {a:(j)} b e a sequence of’ nonnegative reul numbers, such that for any 
fixed n,j lim,,, a%(l) = a,,(j), and.for uny,fixed j lim,,, a,(j) = 0. Then there exists 
a subsequence {nK} such thatfor all j lim,,, u:(j) = 0. 
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