Estimation of the linear quadratic model, the workhorse of the inventory literature, traditionally takes inventories and sales to be first-difference stationary series, and the ratio of the two to be stationary. However, these assumptions do not match the properties of the data for the last two decades in the US and the UK. We offer a model that allows for the non-stationary characteristics of the data, using polynomial cointegration. We show that the closed-form solution has other recent models as special cases. The resulting model performs well and shows good forecasting properties. 1 We are indebted to Igor Masten for the forecasting calculations reported in the paper. We also thank
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Introduction
The linear-quadratic (L-Q) model, developed by Holt et al. (1960) and Lovell (1961) , has been the workhorse of the literature on inventories and stock adjustment (see Blinder and Maccini, 1991 , West, 1995 , and Ramey and West, 1999 . The approach has given rise to the 'production smoothing' class of inventory models, in which inventories act as a buffer between demand and supply. From this approach it is possible to derive a relationship between a firm's stocks and sales, and the relationship can be estimated using time series methods (see inter alia Kashyap and Wilcox, 1993 , West, 1995 , and Ramey and West, 1999 . A common feature in models of the sales-inventories relationship, characterized by Kashyap and Wilcox (1993) , Rosanna (1995 Rosanna ( , 1998 and Hamilton (2002) , is the requirement that inventories and sales be stationary in first differences. This implies that the series for inventories and sales should each have a single unit root, and a linear combination (i.e. a cointegrating relationship), for which the the ratio of inventories to sales is a special case, should be a stationary series. The dynamic adjustment process could then be written as a straightforward error-correction process in first differenced variables and the cointegrating linear combination. Rosanna (1995 Rosanna ( , 1998 verifies that a sufficient condition for cointegration between sales and inventories is the assumption that cost shocks are stationary.
A recent paper by Hamilton (2002) notes that the traditional formulation of the L-Q model implies cointegration between inventories and sales. But the traditional interpretation also has some unappealing characteristics, since marginal production and inventory management costs tend to infinity while profits tend to minus infinity under standard assumptions about the driving variables. Hamilton's solution is to consider productivity shocks as an I(1) process and re-configure the system to allow cointegration between sales and productivity shocks, which preserves an identical dynamic structure to the original model. This solution is ingenious since maximum likelihood estimation would result in a value of the likelihood function numerically identical to the original model, the only difference being the interpretation given to the coefficients of the cointegrating relationship i.e. the mapping to the structural parameters of the model. Both the traditional model and Hamilton's reconfiguration require that a linear combination of inventories-to-sales be stationary. However, examination of the data in Figures 1 and 2 illustrates that during the last two decades there has been a pronounced downward trend in the ratio of inventories to sales in both the US and the UK 4 . This gives rise to the possibility that the linear combination based on the ratio is not stationary, as the majority of empirical papers assume, but is an integrated series.
It is well known that allowance for this form of 'non-stationarity' cannot be made by the straightforward incorporation of deterministic time polynomials (see, e.g. Phillips 1986 Phillips , 1987a Phillips , 1987b . Nor is there evidence of a cointegrating relationship for other linear combinations of inventories and sales, over the sample period from the early 1980s to the present 5 . Rather the combination of inventories and sales appears to be an I(1) series for any linear combination.
This has two important consequences. First, it explains why forecasting of the inventories component of GDP based on detrended or first differenced data has been poor. Albertson and Aylen (2003 forthcoming) document the relatively poor performance of simple error correction models offered by Cuthbertson and Gasparo (1993) and Bank of England (2000) versus alternatives on UK data. Historically, stockbuilding has been a good leading indicator of GDP growth on an annual basis, but allowing for the decline in the ratio over the 1980s and 1990s has proven to be one of the most difficult components in the forecast. The recent performance of the detrended stocks model shows particularly poor performance against simple alternatives.
Second, the downward trend in the inventories-to-sales ratio undermines the case for a simple reduction in the order of integration through an CI(1,0) error correction system. Inspection of the properties of the data suggest that the series for sales and inventories are in fact I(2) series, and the linear combination is nonstationary since it is I(1) 6 . This implies that a more generalized approach to the dynamic model is required in which we allow for cointegrating systems of the CI(2,1)
variety. In this respect, this paper draws on earlier work by Dolado et al. (1991) where 4 We can offer two potential explanations for this phenomenon, since improvements to stock management processes such as computerized stock control and just-in-time delivery, and the relative decline in the manufacturing sector as a share of GDP (a major contributor to total stockholding ), may have reduced inventories (See Cuthbertson and Gasparo (1993 ), Sensier, (1997 ), and Mizen (2003 , for further analysis). 5 This is referred to as (H -θS) in the terminology of Ramey and West (1999) , where H denotes inventories, S denotes sales and θ is a parameter to be estimated. 6 Earlier investigations of cumulated series by Engle and Yoo (1991) , Granger and Lee (1989) and the recent interest in multicointegration (Engsted and Haldrup (1999a) , Engsted and integrated variables are introduced to L-Q models in general form. There are similarities with the applications of the generalized approach of Dolado et al. (1991) to labor and money demand equations arising from a L-Q model, reported in Engsted and Haldrup (1994 , 1999b . As far as we are aware, no application has been made to inventories, where the issue is pertinent to the current debate.
In this paper we consider a simple generalization of the cointegrating system offered by Hamilton (2002) -which is itself a representation of the model of Ramey and West (1999) -that can allow for more sophisticated dynamics involving polynomial cointegration (Dolado et al., (1991) , Engsted and Haldrup (1999a) , and Engsted and Johansen, (1999)) 7 . In this case we do not require the variables to be I(1), nor the ratio to be stationary. In fact, the variables should have I(2) properties, and the error-correction system will exhibit cointegration between the levels and the differences of the series. We provide a closed-form solution for the dynamic vector error correction model under polynomial cointegration, with Hamilton (2002) as a special case. We illustrate our model using data for the US and the UK, and have some success in modeling the decline in the inventories-to-sales ratio in recent years.
Finally we show that such a model is successful in forecasting inventory growth.
We start in the next section by generalizing the interpretation of cointegration in the L-Q model to allow for polynomial cointegration. Section 3 explains how the polynomial approach is implemented. Section 4 reports two illustrative examples using US and UK data and offers some forecasts. Section 5 concludes the paper.
A Generalisation of the Cointegration Interpretation

A. Hamilton's I(1) Model
Following Ramey and West (1999) , the model used by Hamilton (2002) to illustrate the interpretation of cointegration in the L-Q setting is the decision problem for the representative firm:
(1) Johansen (1999) ) show that I(2) properties are common in stock-flow models such as inventory-sales relationships.
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Since we use a generalized model the I(1) case in Hamilton (2002) is a special case of our approach.
where P t is the price of the good, S t is unit sales, C t is the cost of production and Q t the level of production. H t is the level of inventories, and the change in inventories is equal to the difference between production and sales by an identity. U ct is a shock to marginal production, and ρ is the discount rate 8 . Sales follow a random walk with drift,
, and the first order condition in this case (setting a 0 = 0 for simplicity) is
And the resulting error correction system when productivity shocks are stationary (i.e.
where λ 1 is the real root of the difference equation and The model that is explored by Hamilton is ingenious, and proposes a useful reinterpretation of cointegration in the standard L-Q model. However, it makes some simplifications in order to allow the key point of the paper to be illustrated more 8 This is representative of the L-Q model reported in Ramey and West (1999). clearly. For example, the seemingly innocuous simplification of setting the coefficient a 0 to zero, ensures that the dynamic model is simplified, but it also has important drawbacks. First, if adjustment of production were costless (as it would be if a 0 = 0) then the reason for a firm to hold inventories is considerably undermined. An unexpected shock to demand could be met by costlessly adjusting production, and in this case the cost of producing the extra output would simply be the marginal cost of the producing the extra output (which is not the same as the cost of a change in output), defined by the second term in the cost function (1) as a 1 . If the marginal cost of the extra production amounted to less than the cost of holding inventories (which is positive in the third term of the cost function) then inventories would be eliminated in favor of a direct response to demand shocks from production. Second, the restriction would also imply, if inventories were eliminated, that the firm set marginal revenue (prices) equal to marginal costs. Third, Ramey and West (1999) note that, although a model in which a 0 = 0 is useful for illustrative purposes (Hamilton's main reason for using the restriction), it is 'not a good [assumption] empirically' p889. Recent data suggests that manufacturing firms hold between 20 and 30 weeks of output in the form of inventories, hence we suspect that restricting a 0 = 0 is an inappropriate restriction. We therefore investigate the implications of allowing a 0 ? 0 within this framework.
B. Generalizing Hamilton's Approach to I(2)
Suppose that a 0 ? 0. The cost function (1) can be solved to generate an Euler equation and a dynamic vector error correction representation as before. The Euler equation now becomes 
A feature that differs between our representation and that of Hamilton is that a term in ∆S t appears in the second and third terms of (5). This is because we specify the driving process for S t as a driftlesss I(2) process,
, which can also be written as 
Substituting out terms in
, and making use of the property that terms in
.. we can then write the Euler equation as:
This can be solved in the same way as Hamilton's problem using the methods for second-order difference equations in Sargent (1987, p 201 ) since the equation is identical to Hamilton's except that it includes the terms in the first bracket. Thus:
we can factorize the above expression to give:
If we take ) 1 )( 1 ( ) ( (9) is:
. This has a natural polynomial cointegration interpretation since (10) can be rewritten as:
and replacing the identities in w t derived from (6) we obtain (12)
. Here the first term on the RHS is the polynominal cointegrating relationship between levels and differences of the stocks and sales variables. The requirement for stability of the dynamic system is that θ 0 (L) < 0, which is also a condition that ensures that a polynomial cointegrating relationship exists. In the next section we demonstrate how a polynomial cointegrating relationship can be implemented in practice. The following section will then use inventories and sales data for the US and UK to illustrate the point.
Implementing a polynomial cointegration approach
In our two empirical examples there is the possibility that the I(2) variables to cointegrate directly to a stationary variable, however, it is more likely that polynomial cointegrating occurs 9 . That is, the variables may form a linear combination that is integrated of order one, and this may then form a further cointegrating relationship with the first differences, which are also I(1), since the original variables are I(2) in log-levels. This linear combination would then be an I(0) variable and therefore the I(2) variables would be polynomially cointegrated.
Consider a k th -order vector autoregression of the core variables, t x , of dimension 1 × n : This terminology was established by Yoo (1986) , Johansen (1992 Johansen ( , 1995b , Laroque (1993, 1994) , and Juselius (1998).
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The trend and dummy variables may or may not enter the cointegrating space depending on the restrictions imposed during estimation of the system. For a system to be I(2) requires not only that the long-run matrix β α ′ = Π is of reduced rank but that
, is also of reduced rank s (where the ⊥ notation refers to the orthogonal complement). , the I(2) system collapses to the I(1) case.
Two Illustrative Examples
A. Data 11
To illustrate our point we use quarterly inventory and sales data for the United States and the United Kingdom. For the United States, the measure of inventories is the 11
The data used in this paper are freely available from us on request.
private inventories (billions of dollars, seasonally adjusted quarterly totals) taken from the BEA database. The series is in logarithms and is deflated to real terms using the inventories deflator (1996=100). We denote the logarithm of real inventories as h t US .
Private for the sample 1982 q1-2001q2. We refer to the inventories-to-sales ratio for the US and the UK as R t US and R t UK , respectively. The pronounced downward trend in both R t US and R t UK after 1980 suggests that the ratio is not a stationary variable, but rather it appears to be integrated of order one. When we investigate the properties of the data for both US and UK we can confirm that the series for sales and inventories are stationary only after differencing twice (i.e. they are I(2)), and the ratio is stationary in first differences, hence it is I(1) 12 .
B. Estimating a Polynomially Cointegrating System
The results, taken from the estimates of an I(2) system, are described for the US and UK data. There are several ways of specifying the system to allow for a constant, dummies and a trend. The system is estimated without any restrictions
12
The unit root tests are available from the authors on request.
except for the exclusion of quadratic trends, and is reported for both the US and the UK with and without a trend in the cointegrating space. Estimation is undertaken with four lags for the US and five lags for the UK. A single significant impulse dummy is inserted in the UK systems in 1998q4 (to obtain better diagnostics) while none is needed in the US systems. Table 1 shows that r = 1, s = 0, and 1 = − − s r n is the chosen cell for both the US and UK cases when we compare the joint trace test statistics against the computed critical values for the 95% quantile taken from Paruolo (1996) and Rahbek et al. (1999) . Since the number of I (2) An important difference between the two models is that the US system marginally supports a trend in the cointegrating space, although when we report the results for the US systems with and without a trend in the cointegrating space in Table   2 we do not find that the properties of the system are dramatically altered. The test statistic is 2 χ (1) = 3.86, p-value = 0.05. This observation suggests that dealing with the downward trend in the inventories-to-sales ratio by including a deterministic trend process in the model will not restore stationarity.
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The results of the I(2) system estimation deliver a normalized cointegrating To investigate the properties of the system in an I(1) format we re-estimate the model and report the findings in Table 3 . There is a single cointegrating relationship reported for the ratio of inventories-to-sales using both US and UK data, which is confirmed in the first four roots in modulus of the companion matrix being given by 1. 0000, 0.6931, 0.1975, 0.1975 We can reject the null that the coefficient on sales should be restricted to one, but the linear combination of the I(2) variables is polynomially cointegrated with the change in sales. The coefficient on the change in sales is a similar magnitude in both the UK and the US cases. Economically, this relationship represents a stable long-run relation between the log-levels of stocks and sales that has a positive response to sales growth. Table 4 reports the results from estimating the inventories and sales equations in a system, using the dynamic error correction mechanisms given above. The system can be specified rather easily for the US, although with long lags of the second- Table 4 . The choice between the two could be based either on forecasting performance or a preference for models without structural shift dummies. The forecasting performance of all three models are discussed below.
Excluding the insignificant variables in Table 4 on a 5 per cent t-criterion the final form of the inventories and sales equations in the system can be represented (with the length of the maximal lag for each variable (for either country) indicated in each case) as: The estimated system as represented by (15) and (16) describes an economy where disequilibrium from the long-run relationship is corrected by changes in sales over a horizon not longer than two years (eight quarters). The system is specified as a parsimonious vector error correction model, with the polynomial error correction term playing a significant role in both equations. The equations are well specified and have satisfactory diagnostics for both US and UK data.
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C. Forecasting
We have noted above the fact that simple error correction models of the kind offered by Cuthbertson and Gasparo (1993) and the Bank of England (2000), which do not allow for dynamic or polynomial cointegration, do not perform well for the UK in many forecasting exercises. We hypothesize that this is caused by an inadequate therefore presented without a trend included. 14 For the sake of concision Table 4 reports only the systems diagnostics. Individual-equation diagnostics which are also available from the authors on request indicate proper specification in all cases.
parameterization of the equilibrium relation or, in other words, by a mis-specification of the adjustment process.
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In this section we verify the gains in forecasting obtainable from our more general form of modeling, and reject the possibility that restrictions that would result in a simple error correction model are valid on forecasting grounds.
In order to conduct the forecasting exercise and comparison, our model for the UK is estimated recursively, starting with a base sample of 1982:1 -1995:4. At each recursion, the estimated coefficients are used to compute the forecast from our model for time l-periods ahead, where l is four or eight (i.e. up to 1996:4 in this particular example for l=4). This is repeated (augmenting the sample by one sample point at each stage and re-estimating the model, to derive a sequence of 4-step or 8-step ahead forecasts) from which the root mean squared forecast error (RMSE) is calculated by comparison of the forecast with the actual numbers for these series. The exercise is repeated for the US. Table 5 provides the results for the US, while Table 6 gives the corresponding results for the UK in the two versions of the models. Figures 3 and 4 provide the same information graphically. The root mean-squared error of the forecasts for l = 4 for both the US and both UK models is within one standard deviation of the change in inventories while it is about one and a half standard deviations for l=8 for the US and UK Model II. The root mean squared error for UK Model I for l=8 is again within one standard deviation of the change in inventories.
Turning points are successfully picked up, emphasizing the usefulness of this methodology in modeling the dynamics, and the method appears to be relatively robust to the presence of structural breaks which are likely to be very important within this time period. There is some evidence of the need for an intercept correction in the US-forecast series which would bring the forecasts back on track and reduce the root mean squared error even further. The success of our forecasting model offers further evidence in favor of a polynomially cointegrated approach to modeling inventories and sales. 15 We were unable to replicate the dynamic features of the equation reported for the inventoriessales relationship in Bank of England (2000) . Although the long-run relationship (despite our view that this is misspecified) could be recovered by means of a Engle-Granger static regression, we were not able to estimate the short run relationship. The principal reason for this is the fact that the real time data, which we have tried our best to acquire, has been retrospectively revised and combines vintages of data which are unknown and unavailable to us. Therefore we cannot expect to replicate the results
Conclusions
We have argued the case in this paper for a much richer modelling framework for stocks and sales. We offer a theoretical model that allows for the non-stationary characteristics of the data, using polynomial cointegration., and we show that the closed-form solution has other recent models as special cases. The resulting I(2) model performs well when put to the test on UK and US data relating to inventories and sales and forecasts better than the existing models.
Our empirical modelling strategy is derived directly from theoretical considerations. Indeed the possibility of casting the problem within an I(2) framework arises directly from the solution to the optimisation problem and estimating the polynomially cointegrating relationship may be seen as the empirical analogue of the theoretical solution. Viewed in this light, our work offers well-specified dynamic models in accord with the time series properties of the data, and better forecasts result.
Our approach fits in with existing theoretical interpretations presented not only here but also in the general formulation reported by Dolado et al. (1991) . It also marks the way forward for modelling inventory-sales relations extending Ramey and West's and
Hamilton's excellent contributions in this area.
on the same data span. Taking the short run equation as given, however, we find that the forecasting performance of the Bank of England equation is very weak in comparison with our own equations. 1996-1 1996-3 1997-1 1997-3 1998-1 1998-3 1999-1 1999-3 2000-1 2000-3 2001-1 2001-3 2002-1 2002-3 Dh(t) actual values Dh(t) forecast at l=4
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