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Abstract 
 
Reliable detection and sizing of small and complex flaws is paramount in safety critical Nuclear 
Steam Raising Plant (NSRP) components and the pressure vessels of Pressurised Water 
Reactors (PWR). Also accurate modelling approaches are fundamental to understand the 
propagation and the scattering of ultrasonic waves from defects to aid interpretation of their 
ultrasonic responses. The objectives of this work are twofold: firstly, to assess the reliability of 
existing ultrasonic inspection techniques in detection and sizing of small and complex defects 
in ferritic steel. Secondly, to validate the finite element (FE) and CIVA simulation methods in 
modelling propagation of ultrasonic waves and scattering from geometrically simple defects.  
 
Experimental results have shown that the Time-of-Flight Diffraction (TOFD) technique is 
effective in locating and sizing linear cracks in welded ferritic components, though not arrays 
of small pores, and under-clad carbon cracks. It has also been shown that the pulse-echo phased 
array technique is efficient for defect detection. The TFM post-processed FMC data produces 
images of defects with a superior resolution than the pulse-echo phased array technique.  
 
Finite element simulations of waves in isotropic and transversely isotropic steels have predicted 
wave speeds agreeing well with theory. Similarly, the bulk elastic velocities in isotropic steel 
using the commercial simulation software CIVA have been found to be in close agreement 
with theory, however, significant discrepancies were found in the shear velocities in the 
transversely isotropic steel. The validations of the FE and CIVA modelling techniques for 
scattering from a small circular hole and a semi-infinite crack were performed. The FE 
predictions of the scattered and diffracted fields were in good agreement with analytical 
solutions. The corresponding CIVA predictions also agreed well with theory, though not close 
to the specular direction and at large receiving angles. Finally, FE and CIVA simulations of 
the TOFD technique were carried out on an ultrasonically smooth crack and a pore. The results 
were presented as B-scan images; the simulated B-scan images were in harmony with the 
experimental studies. 
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Nomenclature 
 
Roman  
 
a radius [mm] 
An scattering coefficient [-] 
Bn scattering coefficient [-] 
C speed of sound in test material [ms-1] 
Cij stiffness matrix of elastic constants [Nm-2] 
CL  velocity of compressional wave [ms-1] 
Cr Rayleigh wave velocity [ms-1] 
CS velocity of shear wave [ms-1] 
d depth [mm] 
d(i)  vector from transmitter to point in an image [mm] 
d(j)  vector from receiver position to point in an image [mm] 
dfocus depth required for optimum focusing [mm] 
E Young’s modulus [GPa] 
f  frequency [MHz] 
G diffraction coefficient [-] 
Hn Hankel functions [-] 
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Jn Bessel functions of the first kind [-] 
k wave vector [m-1] 
K+ function in positive complex half plane [-] 
k0  wave vector of Rayleigh wave [m-1] 
kp wave number of compressional wave [m-1] 
kS wave number of shear wave [m-1] 
n unit vector in the direction of phase velocity [-] 
pj particle polarization vector [-] 
r radial distance [mm] 
r vector from origin to point in an image [mm] 
Rx  receiving transducer [-] 
s  probe separation [mm] 
t  transit time [µs] 
t1 arrival time of the signals from the top of the defect [µs] 
t2  arrival time of the signal from the bottom of the defect [µs] 
tL arrival time of the lateral wave [µs] 
tBW  arrival time of the back-wall signal [µs] 
tS  shoe delay [µs] 
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Tx transmitting transducer [-] 
u0  signal amplitude of the incident wave [-] 
u1 signal amplitude in x-direction [-] 
u2 signal amplitude in y-direction [-] 
ur radial signal component [-] 
uScatt  scattered signals [-] 
uθ tangential signal component [-] 
vg group velocity [ms-1] 
vp  phase velocity [ms-1] 
Yn Bessel functions of the second kind [-] 
 
Greek  
 
  defect orientation, angle of diffraction  [º], [rad] 
β  angle of incidence [rad] 
Гij  Green-Christoffel tensor [Nm-1] 
δij Kronecker delta [-] 
εn  Neumann factor [-]  
θ angle between the centre of the beam and the normal, angle of scattering [º], [rad] 
θg angle of group velocity [rad] 
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λ wavelength [mm] 
ν  Poisson’s ratio [-] 
ρ density [kgm-3] 
φ angle between energy velocity and the wave vector [rad] 
ϕ cylindrical diffracted potential [-] 
  beam width [mm] 
ω angular frequency [ rad s-1] 
 
Greek and Roman combinations 
 
Δd depth resolution, lateral resolution [mm], [mm] 
δt time step for the FE model [s] 
Δt  time resolution [s] 
Δx size of the element in the FE model [mm] 
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Chapter 1 Introduction 
 
 
1.1 Motivation 
 
Non-destructive evaluation using ultrasonic inspection techniques is one of the common and 
routine inspection procedures in the nuclear industries to inspect nuclear power plant 
components, for example, those in Nuclear Steam Raising (NSRP) plant [Bann et al. (2007)], 
and the pressure vessels of Pressurised Water Reactors (PWR) [Charlesworth and Temple 
(2001)]. Therefore, it is important to have dependable ultrasonic inspection systems for these 
safety critical nuclear power components.  
The nuclear power plant service companies such as AMEC Nuclear International Limited, 
which includes the NDE development team previously in Serco, are carrying out a progressive 
research programme in advanced NDE inspection technology and theoretical modelling, 
including ultrasonic techniques, in order to offer enhanced NDE capabilities for inspecting 
nuclear power plant units.  
AMEC Nuclear International Limited (formerly known as Serco Assurance) was involved in 
the SART 1 research project [Bann et al. (2007)], as part of the MoD’s Nuclear Propulsion 
Critical Technology (NPCT) research programme. This research project encompasses 
advanced NDE phased array inspection technology, high resolution Time-of-Flight Diffraction 
(TOFD) techniques, data processing and theoretical modelling so as to provide an advanced 
NDE capability for the detecting, sizing and characterisation of both simulated and service-
induced defects. 
The first half of the EngD research project undertaken and reported in this thesis involved an 
experimental study which contributed to the SART-1 research programme. This part of the 
EngD research project involved the inspection of a thick (~ 250mm) ferritic steel plate with its 
top surface covered by thin layer of austenitic cladding to a depth of roughly 8mm. This is to 
investigate the capability of the advanced ultrasonic techniques to detect and size defects 
typical of those which might occur in the pressure vessels of Pressurised Water Reactors 
(PWR).   
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The other half of the work in this thesis addressed the modelling, using numerical and semi-
analytical simulators, the propagation of ultrasonic waves through transversely isotropic 
austenitic steel, which is mainly used as a cladding material in PWRs, as well as propagation 
through isotropic steel, and to compare the results with those from theoretical models.  This 
thesis also presents the modelling of geometrically simple shapes such as a side-drilled hole 
and ‘smooth cracks’ which are representative of fatigue cracks to study the scattering processes 
from them. Furthermore, this thesis covered the comparison between the finite element and 
CIVA TOFD simulations with experimental studies.  The aim of this work was to help show 
the validity of the propagation and scattering predictions using numerical and semi-analytical 
simulators. 
 
1.2 Thesis structure 
 
The present EngD thesis covers experimental work mainly done at AMEC and the modelling 
works mainly executed at Imperial College, London. In that regard the chapters are organised 
to present first the experimental studies and then followed by the simulation works. 
Chapter 2 presents some background review of the Time-of-Flight diffraction technique 
(TOFD). The principles of the TOFD technique, the advantage and disadvantage of the method 
in comparison to other inspection techniques, in particular with ultrasonic pulse-echo are 
covered. The chapter extends to cover the experimental setup and procedures for TOFD data 
collection. The detailed descriptions of the ferritic steel test blocks with linear weld or 
combined circular and linear weld geometries to represent reactor pressure vessel (RPV) head 
penetration weld are also given. Moreover, the TOFD B-scan images and the depth and through 
wall extent of the defects are presented.         
At the start of chapter 3, brief introductions of both the Full Matrix Capture (FMC) procedure 
and the Total Focusing Method (TFM) imaging algorithm are given based on previous 
published work by Bristol University Researchers. This chapter includes images of different 
types of defects obtained using the TFM imaging algorithm. The chapter also includes 
discussion on the comparison of images from high data density pulse-echo phased array (done 
by other researchers at AMEC) and the Time-of-Flight Diffraction (TOFD) techniques (from 
chapter 2) with the TFM images.   
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In chapter 4, a short background review on the use of austenitic stainless steel as the cladding 
material on PWR and the theory that explains the propagation of ultrasound through such 
anisotropic material are presented. This chapter also covers the inspection of thick ferritic clad 
plate with twenty intentional defects implanted in the weld using four ultrasonic techniques. 
The ultrasonic techniques encompass: multi-probe pulse-echo, tandem technique, Time-of-
Flight Diffraction (TOFD) and Total Focusing Method (TFM) processing of Full Matrix 
Capture (FMC) phased array data. Results from the four inspection techniques are depicted and 
discussed.  
Chapter 5, deals with the study of the propagation of ultrasonic bulk waves through transversely 
isotropic austenitic and isotropic steels using the finite element and CIVA modelling 
techniques. The details of the modelling procedures for both techniques are described. The 
elastic bulk velocities through the transversely isotropic austenitic steel for different 
propagation directions and symmetries are computed and compared with theory.  The elastic 
bulk velocities through isotropic steel are also presented and compared with theory. 
Furthermore, a brief review of the governing equations for the slowness and the ray surfaces 
for isotropic and transversely isotropic steels are described. The slowness surfaces for 
transversely isotropic austenitic and isotropic ferritic steels, and the group velocity surfaces for 
transversely isotropic austenitic steel are analytically computed and the results are graphically 
presented.  
 
After completing the wave propagation studies, chapter 6 deals with the study of the scattering 
processes from a small side-drilled hole in isotropic ferritic steel. 2D models of the FE and 
CIVA scattering predictions from the side-drilled hole are compared with the exact analytical 
models from literature. A brief description of this analytical model i.e. the scattering processes 
from a circular scatterer is also covered in this chapter.  
In chapter 7, the work mainly focusses on the investigation of 2D diffraction processes from a 
semi-infinite crack using the FE and CIVA models.  The FE and CIVA diffraction predictions 
are compared with theoretical GTD model. The theoretical GTD model, which is based on 
previous published works by other researchers, is also briefly described in this chapter.   
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The work that is reported in chapter 8 links the experimental studies covered in the early chapter 
of this thesis with the numerical and analytical modelling covered in chapters 5-7.  The FE and 
CIVA modelling of the Time-of-Flight Diffraction (TOFD) ultrasonic inspection technique are 
carried out on two particular defects from SART 1B and SART 1D ferritic steel specimens. 
The FE and CIVA simulated B-scan images are compared with the experimental TOFD results 
from chapter 2. 
 
Chapter 9 presents the brief review of the conclusion of this thesis.  
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Chapter 2 Time-of-Flight Diffraction (TOFD) 
technique 
 
 
The main objective of this chapter is to assess the TOFD ultrasonic inspection technique in its 
sizing and reliability of sizing of small and complex defects which are representative of real 
defects that can occur in nuclear power plant units.  
At the start of this chapter background information on the TOFD technique is given. Following 
that the TOFD experimental part is presented. Finally the defects are characterised using the 
TOFD B-scan images and the depth and the through wall extent of the defects are determined 
and results are presented. 
 
2.1 Introduction to TOFD 
 
When an ultrasonic wave is incident on a crack within the material under test, the radiated 
energy distribution is the result of contributions from various processes as schematically 
illustrated in Figure 2.1 by [Whittle 1982]. These may comprise specular reflection from the 
crack faces (governed by normal geometrical laws of optics), Rayleigh or surface waves 
propagating along the crack surfaces, diffracted or scattered cylindrical wave fronts generated 
at the extremities of the crack and diffuse scattered waves [Ogilvy and Temple (1983)].  In 
addition, mode conversion will take place as shown i.e. the transfer of energy from shear wave 
to compression wave, or vice versa. 
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The Time-of-Flight diffraction technique was initially developed on surface breaking cracks; 
however as data processing capabilities advanced it was feasible to inspect components with 
deep lying defects [Silk 1984]. The technique can now be employed for detection and sizing 
defects in components with different thicknesses such as 1 mm thick sheets or tubes up to the 
250 mm thick plate of the Pressurised Water Reactor (PWR) pressure vessel [Charlesworth and 
Temple (2001)].  
In order to evaluate the efficiency of the various advanced ultrasonic inspection techniques for 
PWR pressure vessels, the UKAEA organised Defect Detection Trials (DDTs). The DDTs 
were organised in 1981 [Rogerson et al. (1983)], and inspections were carried out on a thick 
plate from the clad and unclad surfaces. In these trials the Time-of-Flight Diffraction technique 
showed excellent potential for accurate sizing in the through wall direction.  
Figure 2.2: The ultrasonic inspection techniques based on: (a) Pulse-echo, and 
(b) Tandem arrangement 
T R 
T/R 
Defect 
(a) 
(b) 
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The mean error in sizing the through wall extent was found to be -1.2 mm and  -1.8 mm from 
the clad and unclad surface respectively [Murgatroyd et al. (1982)]. Also it has been reported 
that [Rogerson et al. (1983)], under-clad defects with through wall extent greater than 5 mm 
were effectively sized using the Time-of-Flight diffraction technique. In a separate inspection 
exercise [Highmore et al. (1988)] known as PISC II (Programme for the inspection of Steel 
Components), the Time-of-Flight sizing technique produced accurate location and sizing of 
defects. In this exercise, the mean error in sizing the through wall extent was – 2.2 mm from 
the clad surface.  
One of the reasons for the good performance of TOFD in DDTs is due to the high standard of 
welding specifications in the thick PWR pressure vessels. This means a small number of 
unintentional weld defects such as slag and inclusions, which can complicate TOFD data 
interpretation. With increasing quality of all welding procedures, and advanced data acquisition 
systems, the Time-of-Flight technique has become a reliable complement to the conventional 
ultrasonic techniques. In 1992 the British Standard BS 7706 was published, covering 
calibration and setting up of the ultrasonic TOFD technique for detection, location and sizing 
of flaws [Wedgwood (1995)].  
Typical ray trajectories involved in the TOFD technique for the case of an embedded crack are 
shown in Figure 2.3 [Charlesworth and Temple (2001)]. As can be seen the TOFD method 
relies on the diffracted waves which occur as a result of wave interaction with any defect edges.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                      
 
 
 
 
 
 
 
 
 
Figure 2.3: Typical pattern of waves involved in TOFD technique [After Charlesworth 
and Temple (2001)].    
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The transmitting transducer emits a short pulse into the component under test. Some of the 
energy in the test component travels directly from the transmitter to the receiver along the 
specimen surface. This wave is known as the lateral wave, which is a bulk wave with a wave 
vector parallel to the surface [Temple 1983]. Unlike a Rayleigh wave, the lateral wave is not 
regarded as a true surface wave in that its amplitude does not decay exponentially with distance 
from the inspection or free surface [Achenbach 1973]. 
The importance of this wave is that it provides a useful timing reference from which other time 
differences can be measured. After the arrival of the lateral wave at the receiver, signals 
diffracted from the edges of the defect arrive at the transmitter. These are followed by mode 
converted signals and back wall echoes. The lateral and the back wall signals are used to define 
the region of interest and the two diffracted signals from the edges of the defect are expected 
to appear in between. If the crack is large enough then the signal from the two extremities of 
the crack can be time resolved. 
Figure 2.3 also shows the arrival times 𝑡𝐿,𝑡1, 𝑡2 and 𝑡𝐵𝑊 and these are the arrival times of the 
lateral wave, signal from the top of the defect, signal from the bottom of the defect and the 
back wall signal respectively. The through wall extent of the defect can be deduced from the 
difference in time-of-flight of the two diffracted signals.  
The defect through wall extent and its depth from the inspection surface can be evaluated 
simply using Pythagoras theorem under the following two assumptions; firstly the defect lies 
in the plane perpendicular to both the inspection surface and the line joining the two probes, 
and secondly the defect is half way between the transmitter and receiver probes [Charlesworth 
and Temple (2001)]. The formulae to calculate the individual transit times, the through wall 
extent and the defect depth from the scanning surface can be found in [Charlesworth and 
Temple (2001)]. 
The other thing to note is that there is a phase reversal between the lateral wave and the back 
wall signal, and between the upper and lower tip of the defect. The signals from the upper tip 
of the crack have the same phase as the back wall signal in that both have undergone a phase 
reversal of 180º on being scattered, whereas the signals from the lower tip of the crack and the 
lateral wave do not undergo a phase reversal.  
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A phase change between the upper and the lower signals is a fairly good indication of the 
presence of a crack. But also the absence a phase change cannot be taken to rule out a crack, 
extra checks are desirable [Silk 1984], for example, for cracks which break the upper or lower 
surface of the specimen.  
By using compression waves, the signals of interest, that are the lateral wave and the signals 
diffracted from the top and the bottom of the defect all arrive before the other mode converted 
signals. The shear wave has a wavelength roughly half that of the compression waves and 
therefore offers an enhanced resolution but has the disadvantage that the speed of propagation 
is only half that of the compression wave.  The slower speed of the shear wave means that the 
signal of interest from the defect extremities will arrive in amongst other, possibly spurious 
signals, generated by mode converted compression waves or Rayleigh waves which have 
travelled across the crack surfaces [Charlesworth and Temple (2001)].   Therefore, 
compression waves are usually preferred, because of their earlier arrival time than shear waves. 
Application of the shear wave diffracted signal based time-of-flight diffraction (S-TOFD) 
technique to near surface inspection has been demonstrated by Baskaran et al.[2006]. The shear 
TOFD (S-TOFD) technique uses the advantage of the slower velocity of the diffracted shear 
wave for improving the time-of-flight measurements for near surface inspection. It has been 
reported that [Baskaran et al. (2006)], the application of a digital signal processing technique 
called Embedded Signal Identification Technique (ESIT) for analysing superimposed signals 
and the use of the shear wave diffracted echo from the defect tip have increased the accuracy 
of the defect sizing compared to manual sizing.  Also this paper suggested that using the S-
TOFD technique has improved imaging of defects very near to the scanning surface by 5-10% 
compared to longitudinal TOFD.   
 
2.1.1 TOFD versus conventional pulse-echo 
 
TOFD differs from conventional pulse-echo ultrasonic examinations in that the amplitude of 
the reflected energy is not used for characterisation of defects, but instead allows the actual 
size to be determined from the diffracted signals generated at the extremities of the defect.  
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The separation of the arrival times of the diffracted signals is directly related to the separation 
of the defect extremities and thus to the size of the defect. This results in high measurement 
accuracy.  
Silk [1975] has reported a series of measurements on the through wall extents of slits in which 
accuracies of ± 0.25 mm were obtained. However, in practice defect through wall extent 
accuracies of ± 1 mm can be obtained and with a high probability of detection both for planar 
and volumetric defects [Verkooijien 1995]. A project for the Dutch Welding Institute (NIL) 
has noted the effectiveness of TOFD which combines the highest Probability of Detection 
(PoD) with a low False Call Rate (FCR) when compared with Radiography and Manual UT 
techniques [Verkooijien 1995].  
Another study by Subbaratnam et al. [2006] has reported that TOFD could estimate the size of 
defects such as lack of penetration and slag with errors less than 7.5% and faster scanning times 
compared to automated pulse-echo methods. Conventional pulse-echo detection and sizing 
techniques rely on measuring the amplitudes of the ultrasonic signals specularly reflected from 
the face of the crack and so are subject to such variables as beam skewing and coupling 
variations, and to factors which affect the signal amplitude such as defect orientation, defect 
roughness, attenuation, wave interference effects [Carter 1984]. In contrast crack sizing with 
TOFD is independent of amplitude measurements. The technique also has the advantage that 
as the emitted diffracted waves are spread over a large angular range, the position of the probes 
in relation to the crack is less critical than with conventional specular reflection techniques 
[Carter 1984].     
Like any other technique, TOFD has its limitations. In general the technique is less suitable for 
coarse grained materials, such us many types of austenitic steel. The internal structure of 
austenitic steel consists of large grains, and the difficulty with large grains is that there is noise 
caused by grain scatter that increases significantly with grain size. 
In addition, the technique is sensitive to minor imperfections, for example, if the material is 
providing a noisy back ground from inclusions and pores, misleading results are obtained. It is 
often not possible to differentiate the weak diffraction signal from the other spurious signals 
on a B-Scan. Also inspection reliability close to the scanning surface is restricted by the 
presence of the lateral wave. This means that if the defect top tip is very close to the surface, 
then the longitudinal-diffracted signal from the top tip superimposes with the lateral wave. This 
leads to errors in positioning the cursor during manual defect sizing.  
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2.1.2 Optimum beam angles 
 
As previously mentioned, with the TOFD technique the amplitude of the signal is not employed 
directly to determine the through wall extent and depth of flaws. However, the work by Temple 
[1984] has demonstrated that amplitude can’t be neglected completely since the signals must 
be detectable above the noise level.  
Figure 2.4 [Charlesworth and Temple (2001)] shows the graph of amplitude from the 
extremities of a crack located halfway between two transducers as a function of the beam angle 
of the transducers. As can be seen the optimum angle for obtaining the maximum signal from 
both the top and bottom of a crack using the compression wave is about 70º in steel. Note that 
at θ equal to 90º, the amplitude is predicted as zero, this is due to the fact that the transducers 
are at infinite range for this angle i.e. range is inversely proportional to cos 𝜃, this means that 
as 𝜃 → 90°, the transducers move to infinite distances from the defect and hence the diffracted 
amplitude  tends to zero.  
If 𝑑 is the depth of the crack tip from the inspection surface, then the resolution ∆𝑑 obtained 
from Time-of-Flight inspection for this depth is given by Equation (2.3), [Charlesworth and 
Temple (2001)] and this is obtained by differentiating Equation (2.1) as follows  
By referring to Figure 2.3, the crack depth 𝑑 is given as: 
𝑑 = √
𝐶𝐿
2⁄
2
𝑡2 − 𝑠2                                                                                                                         (2.1)                                                                                            
Differentiating with respect to time (𝑡) gives: 
2𝑑∆𝑑 =
𝐶𝐿
2⁄
2
2𝑡∆t                                                                                                                          (2.2)                                                                                                                              
Equation (2.2) can be expressed as: 
 ∆𝑑 = 𝐶𝐿∆𝑡 2 cos 𝜃⁄                                                                                                                           (2.3)                                                                                                                               
 where 𝐶𝐿 is the speed of the compressional wave in steel, ∆𝑡 is the time resolution, and 𝜃 is 
the angle between the maximum amplitude of the beam and normal to the component surface. 
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A plot of ∆𝑑 versus the beam angle for frequency of 5 MHz ultrasound in steel is also shown 
in Figure 2.4, plotted as a dashed line. As can be seen the beam angles around 60° − 70°  give 
good resolution and adequate amplitude. The other thing to note is that there is no depth 
resolution as 𝜃 tends towards 90º.  
 
                
 
 
 
 
 
 
 
 
 
2.1.3 The effect of grain size and compressive stress 
 
In isotropic and homogeneous carbon steel material the elastic wave travels at constant speed 
independent of direction. In this material grains are much smaller than the wavelength of the 
ultrasound propagating through them and with no preferred alignment directions. Although 
crystal axes are randomly orientated in grains, anisotropy of the individual crystals is averaged 
out in the bulk material [Bann 2008]. Material properties and therefore ultrasonic velocity are 
constant in all directions in this material and hence isotropic.  However, as the ratio of the 
ultrasonic wavelength to the grain size decreases and eventually approaches unity the effects 
of anisotropy become more apparent. In anisotropic material such as austenitic steels, austenitic 
welds, copper alloys [Krautkramer 1969], cast iron [Gao et al. (2001)], and titanium [Matikas 
2002], the grains are large and aligned in preferred directions along the directions of heat flow. 
A graph showing the 
effect of beam angle on 
resolution 
Figure 2.4: Optimization of transducer beam angles and resolutions for TOFD. 
[Charlesworth and Temple (2001)] 
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In these materials epitaxial grain growth may lead to coarse columnar grain structures. All of 
the grains in columnar material have one primary crystal axis aligned with the long axis of the 
grain and no averaging out of anisotropy of the individual crystals [Bann 2008]. Therefore, the 
ultrasonic velocity of propagation of different wave modes becomes a function of the direction 
in which they are travelling. 
One of the main effects of anisotropy on ultrasonic inspection of austenitic steels and welds is 
the scattering effect at grain boundaries. Reynolds and Smith [1984] have shown that the 
attenuation due to grain scattering depends on the ratio of the ultrasonic wavelength to the 
mean grain diameter.  
It can be seen from the graph of attenuation versus frequency (𝑓) graph [Reynolds and Smith 
(1984)] in Figure 2.5, that the attenuation reaches its maximum at the value of 𝑓 corresponding 
to a wavelength equal to the mean grain size.  An increase in material attenuation limits the 
maximum inspection sensitivity and reduces signal to noise ratio. In worst cases may result in 
false calls in non-defective regions [Bann 2008].  
  
 
 
 
 
 
 
 
For techniques such as Time-of-Flight Diffraction which relies on transit time measurements 
the effect of anisotropy adds an extra complication. As the estimate of the depth of the crack 
depends on the velocity of the wave, it will be complicated to measure the velocities for every 
ray path for accurate calculation to be performed.   
 
Figure 2.5: Attenuation due to grain scattering effect. 
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The other complexity is that the change in ambient test conditions between normal service 
operation and those during shut down when an inspection takes place i.e. cracks which were 
under tensile stress sufficient to cause growth in-service could be under compressive stress 
when inspected and the plant is offline. The compressive stress applied to the crack will tend 
to push the crack faces together, and if large enough, can cause an increased interaction 
[Charlesworth and Temple (2001)]. This means that there is reduced impedance mismatch and 
partial or full transmission might occur instead of scattering. This effect might be more 
prominent in smooth cracks than stress corrosion cracks as in the latter it may be more difficult 
to achieve good acoustic contact across the crack faces.  
Temple [1985], investigated the effect of compressive stress on cracks with different rms 
roughness of 5 µm, 10 µm and 30 µm. The study employed 10 MHz compression waves 
incident at 20º to the normal on the model crack under compressive stress. The results have 
shown that as the applied compressive stress on the crack faces increases, the resulting 
reflection coefficient decreases for all rms roughness. Besides, the results indicated that the 
reflection coefficient increases with rms roughness for a given applied compressive stress.  
The relationship between the discontinuity in stress across the crack and scattering applies 
equally to conventional pulse echo and Tandem techniques that rely on specular reflection from 
the faces of the defect, or to techniques such as Time-of-Flight Diffraction which relies on tip 
diffraction. The diffraction signals from crack extremities decreases with increasing 
compressive stress and it has been shown by Temple [1985], for example, that a diffraction 
signal is reduced by about 13 dB as the applied compressive stress equates to 70% of the 
maximum load used during crack growth.  
 
2.2 Experimental procedure for TOFD data collection and analysis 
 
2.2.1 Introduction 
 
From the review in the preceding sections, TOFD is identified as a potentially useful technique 
for sizing defects. Therefore, the technique was used in an experimental study to assess its 
capability for sizing defects in ferritic steel specimens. Two of the specimens identified as 
SART 1B and SART 1D were manufactured (by Sonomatic Ltd) for the SART 1 project which 
was part of the Nuclear Propulsion Critical Technology (NPCT) research program.  
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An existing test specimen owned by the then British Energy Generation Ltd (BEGL), now EDF 
Energy was also identified to be scanned as part of this programme. The three specimens 
contained various built in defects. The defects are representative of real and complex defects 
that can be found in practical NDT scenarios. 
In this study, a pair of 60º compression wave probes was employed. The separation of the 
probes was set by simple triangulation from Figure 2.3. Therefore, probe separation was 
optimised according to Equation 2.4.  
𝑆 = 2𝑑𝑓𝑜𝑐𝑢𝑠 tan 𝜃                                                                                                          (2.4) 
where 𝑑𝑓𝑜𝑐𝑢𝑠 is the required depth for optimum focusing (as a rule of thumb a separation 
corresponding to 2/3 of the block thickness is typically used for search scans with TOFD or the 
separation can be set for the approximate defect depth for more accurate sizing scans),  and 𝜃 
is the angle between the centre of the beam and the normal.  
In the subsequent sub-sections the TOFD Data Acquisition System, and the principles of TOFD 
data display are presented.  
 
 
2.2.2 The TOFD data acquisition system 
 
The TOFD data acquisition system and experimental arrangement is shown schematically in 
Figure 2.6 below. The acquisition system integrates the LeCoeur US.BoxSx hardware 
(LeCoeur electronique, Chuelles, France) with Kande USBoxB software (Version 2.10 I2) for 
data collection and analysis.  
The LeCoeur US.BoxSx contains a single channel ultrasonic transmitter and receiver (Tx/Rx) 
circuit and a 12 bit, 80 MHz analogue to digital (A/D) converter. Signals are averaged and 
filtered in the digital domain following A/D conversion.  As can be seen in Figure 2.6, an 
optical encoder is connected to the TOFD probe holder via a spring and extendable wire link. 
The encoder is used simultaneously to log the position of the probes along the line-of-section 
being scanned. The encoder is also connected to the LeCoeur US.BoxSx by means of a ribbon 
cable.  
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The encoder and scan resolutions are set up as 0.186mm and 0.558mm respectively. The 
encoder resolution is used to record how many encoder pulses there are per mm, so that this 
enables accurate position recording. The scan resolution setting determines how often an A-
scan is recorded as the probes are scanned.  
Digitised ultrasonic data and encoder information is transferred to the laptop via a standard 
USB 2.0 link. The TOFD probes used for this experimental programme were manufactured by 
Panametrics. These probes were short pulse-length probes with a 5MHz or 10MHz centre 
frequency, and probe diameter of 6.35 mm. The probes were mounted on Perspex wedges so 
as to produce 60º compression wave beams in the test specimen being inspected. 
 
 
Probe Holder 
 
 
LeCoeur 
 
LAPTOP 
COMPUTER USB 2.0 Data Link 
5V Power 
Supply 
ENCODER 
BOX 
Encoder Ribbon Cable 
Probe Separation 
Probe shoes 
5MHz / 10MHz Probes 
SPECIMEN UNDER TEST 
Encoder 
Wire Link 
Tx 
 
Figure 2.6: TOFD Data Acquisition System. 
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2.2.3 The principles of TOFD data display 
 
Two probes, one acting as transmitter and the other receiver, are placed either side of the weld 
and an un-rectified (RF) A-Scan recorded at sequential positions along the length of the weld. 
The phase of the diffracted signal contains information about the orientation of the edge from 
which it came, therefore, TOFD signals are stored and displayed in un-rectified form. Each A-
scan is digitised at 80MHz with 12 bit precision and averaged to improve signal to noise ratio. 
The A-scans are plotted vertically (rotated 90º) with time increasing linearly downwards and 
successive scans are plotted with small horizontal increments as shown in Figure 2.7.  
The B-Scan mode presents data in a two dimensional view with signal time as one axis and 
probe position as the other with signal amplitude represented as a grey scale image. Positive 
amplitudes are represented by various shades of grey up to white, a zero amplitude signal is 
generally represented as grey and negative amplitudes (below the mean level) by various darker 
grey shades through to black.    
 
 
 
 
 
 
 
 
 
 
 
There are two types of TOFD scans depending on the relative orientation of the plane of the 
beams and the scanning directions. These are referred to as parallel and non-parallel scans.  
Figure 2.7: Schematic representation of un-rectified A-scan rotated through 90° 
[Verkooijien 1995].      
Columns of A-Scans 
(rotated through 90º). 
The A-Scans are 
produced as the probes 
are scanned along the 
weld direction. 
A Pair of TOFD probes 
scanning along the weld. 
43 
 
A parallel scan is where the beam directions are parallel to the direction of scanning as shown 
in Figure 2.8(a). The advantage of this type of scan is that it gives the most accurate depth 
measurement.  
As the transducers scan across the defect then the position must be reached where the defect is 
symmetrically positioned between the transmitter and receiver transducers, and at this position 
the transit time is a minimum [Silk  1982].   
 
 
 
 
 
 
 
 
 
 
A non-parallel scan is where the beam directions are at right angles to the scan direction as 
illustrated in Figure 2.8(b). The parallel scan is analogous to the B-Scan display produced by 
conventional pulse-echo techniques and the non-parallel scan is analogous to the D-Scan 
display. 
A typical TOFD B-scan from a smooth crack (Defect ID 2,  SART 1B specimen) obtained by 
parallel scan using a short pulse length probe of frequency 5MHz is shown in Figure 2.9. The 
data for this TOFD B-scan was collected for this thesis.  
 
 
 
(a) (b) 
Scan direction 
𝑇𝑥 𝑅𝑥 
Crack 
Weld 
𝑅𝑥 
Scan 
direction 
Crack 
Weld 
𝑇𝑥 
Figure 2.8: Two types of TOFD Scans (a) Parallel scan and (b) Non-parallel scan 
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The following signals are evident in Figure 2.9: 
 A back wall echo and lateral wave which appear at constant time delay on the screen. 
This shows that good contact has been maintained during inspection. 
 Diffracted signals from the top and bottom of the defect.  
 Compression to shear wave mode converted signals from the defect which appear as 
crossing arcs either side of the main compression signals from the defect. 
 
 
2.3 Test specimens for TOFD procedure 
 
2.3.1 Introduction 
 
In the sections ahead the schematic representations of these test specimens and the details of 
the defects inserted in them are given.  
2.3.2 Test specimen SART 1B 
 
Lateral wave 
Back wall echo 
Signals from defect top 
Signals from defect bottom 
Mode converted signal 
Transit Time  
Distance along the weld 
(mm) 
Figure 2.9: TOFD B-Scan image of a smooth crack 
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As can be seen in Figure 2.10, this ferritic specimen contains a combined circular and linear 
MMA weld geometries to simulate reactor pressure vessel (RPV) head penetration welds [Bann 
et al. (2007)].  The test specimen contains seven simulated defects along the welded regions as 
illustrated in Figure 2.9. Details of the intended defect dimensions are tabulated in Table 2.1, 
as shown below. The defect ligaments are the depths of the defects measured from the scanning 
surface i.e. the uppermost surface.  
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
A 
5995.5 m
m
 
299.75 m
m
 
SART 1B 
599.5 mm 
299.75 mm 
110 mm 
115 mm 
Linear weld 
geometry 
Circular weld 
geometry 
57m
m
 
Ø105 
mm 
59 mm View on arrow A  
Weld preparation 
33 m
m
 
Ø163m
m 
Y 
Z 
Figure 2.10: SART 1B test specimen, in XY and YZ views, [After Bann et al. (2007)].    
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2.3.3 Test specimen SART 1D 
 
This ferritic test specimen contains nine purposely-created defects (Table 2.2) along the welded 
region as shown in Figure 2.11.  
Defect ID Defect description Ligament/mm TWE/mm Tilt Skew 
1 Rough crack 10 9.7 0º 0º 
2 Smooth crack 14.5 4.9 0º 0º 
3 Porosity 20 5.22 N/A N/A 
4 Linear pores 19.75 1.5 N/A N/A 
5 Matrix of pores 10.75 1.45-1.5 N/A N/A 
6 Chisel crack 10 10 0º 0º 
7 Pore 23.7 2.3 N/A N/A 
Table 2.1: Intended defects in SART 1B test specimen, [Bann et al. (2007)].   
Table 2.2: Intended defects in SART 1D test specimen, [Bann et al. (2007)]. 
Defect ID Defect description Ligament/mm TWE/mm Tilt Skew 
1 Pore  Ø4.3 mm 19.5 4.3 N/A N/A 
2 Porosity 20 5 N/A N/A 
3 Pore  Ø2 mm 10 2 N/A N/A 
4 Line of pores  Ø1.5 mm 14 1.5 N/A N/A 
5 Pore  Ø1.5 mm 14 1.5 N/A N/A 
6 Matrix of pores Ø1.5 mm 10 9 N/A N/A 
7 Chisel cracks 20 10 0º 0º 
8 Two pores  Ø1mm & Ø1.5mm 8.5 / 22 1.0 / 1.5 N/A N/A 
9 Chisel cracks 10 6 0º 0º 
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B 
55 m
m
 
SART 1D 
601 mm 
Pore Ø4.3mm 
Pore Ø2mm 
Line of Ø1.5mm pores 
Matrix of Ø1.5mm pores 
Pore Ø1.5mm 
Chisel cracks 
Chisel cracks 
Two pores Ø1mm & Ø1.5mm  
Porosity 
Linear weld geometry 
X 
Y 
X 
Z 
As can be seen in Figure 2.11 all of the nine defects are located down a linear MMA weld 
through the centre of the test block.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
59 mm 
35 m
m
 View on arrow B 
Weld preparation details 
Y 
Z 
Figure 2.11: SART 1D specimen, in XY, XZ and YZ views, [After Bann et al. (2007)].  
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Incomplete penetration 
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2.3.4 Test specimen BEGL T3141 
 
The BEGL T3141 is ferritic steel with nominal thickness of 100 mm excluding cladding. The 
cladding is stainless steel strip of 4-6 mm thickness on one face of the block. All the defects 
are located along the symmetrical ‘double – U’ MMA weld through the centre of the test block 
as shown in Figure 2.12. Details of the as-built dimensions of the defects in the BEGL T3141 
block are given in Table 2.3. Note that the defect ligaments are measured from the unclad 
surface. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Defect ID Defect description Ligament/mm TWE/mm Tilt Skew 
1 Lack of sidewall fusion 17 13 8º along weld fusion face 0º 
2 Haz crack 94 10 0º 0º 
3 Sidewall slag 94 3 0º 0º 
4 Chevron crack 18 8 45º 5º 
5 Incomplete penetration 52 5 0º 0º 
Table 2.3: Test specimen BEGL T3141, in YZ view, [Bann et al. (2007)]. 
Figure 2.12: Test specimen BEGL T3141, in YZ view, [After Bann et al. (2007)]. 
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2.4 TOFD B-scan image interpretation and sizing 
 
2.4.1 Introduction 
 
TOFD data is collected from three of the test specimens. Prior to scanning, a dam is built around 
the scanning surface, and then the surface is flooded to a shallow depth with water so as to 
provide acoustic coupling, for example as illustrated in Figure 2.13. One thing to note is that 
the BEGL T3141 test block has a rough surface and therefore oil was used instead water for 
acoustic coupling.   All the defects in SART 1B and SART 1D test blocks are near-surface as 
shown in Tables 2.1 and 2.2, and so a focusing depth of 20 mm is used. This focusing depth 
provides a probe separation of approximately 70 mm as determined using Equation (2.4). For 
the case of BEGL T3141 specimen scans are first taken with a probe separation calculated to 
focus at 2/3 depth, however, the defects are then found to be at varying depths in the block, so 
probe separation is optimised between scans to focus at the approximate depth where the 
defects are located in order to improve the B-Scan image. In what follows, firstly the B-scan 
images of all the defects in all the specimens along with comments in image interpretation are 
presented and secondly the experimentally measured through wall and ligaments sizes of each 
defects are given.   
 
 
 
 
 
 
 
 
 
 
60o probe 
 
57 m
m
 
Parallel scan (B-scan) 
Across the weld 
Non-Parallel Scan (D-scan) 
Along the weld 
 
Water to provide 
acoustic coupling 
 
33m
m
 
69 mm 
Probe separation 
Y 
Z 
Figure 2.13: Schematic illustration for TOFD data collection (SART 1B specimen) 
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2.4.2 TOFD B-Scan images for SART 1B specimen 
 
The defects are initially located using perpendicular D-scans and then Parallel B-Scans are 
taken for each of the seven defects. These defects that are: rough crack, smooth crack, porosity, 
linear-pores, matrix of pores, chisel crack and pore. In this section the TOFD B-scan images 
of these defects are given along with comments on image interpretation are given in Figure 
2.14.  
 
 
 
Flaw ID TOFD B-Scan (5 MHz) Comments on Image 
Interpretation 
1:
 R
ou
gh
 C
ra
ck
 
 
B-Scan provides a very clear 
image. Two arcs from top and 
bottom of the defect crack are 
evident. Defect upper tip is 
clearly resolved from lateral 
wave. Arcs resulting from 
compression-to-shear wave mode 
conversions are also seen either 
side of the main compression 
wave defect arcs and can be used 
to confirm the defect through-
wall dimensions. 
 
Figure 2.14: TOFD B-scan images for SART 1B specimen 
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2:
 S
m
oo
th
 C
ra
ck
 
 
B-Scan provides a very clear 
image. Two arcs from the top and 
bottom of the defect are very clear 
and well separated. Defect upper 
tip is clearly resolved from lateral 
wave. Arcs resulting from 
compression-to-shear wave mode 
conversions are also seen either 
side of the main compression 
wave defect arcs and can be used 
to confirm the defect through-
wall dimensions. 
 
3:
 P
or
os
it
y 
 
B-Scan is difficult to interpret - 
many arcs are crowded together 
and are indistinguishable on the 
A-Scan. Therefore, ligament and 
through-wall size cannot be 
accurately measured, only 
approximated. 
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4:
 L
in
ea
r 
P
or
es
 
 
Defect arcs are merged. Ligament 
value can be deduced as the arcs 
are separated from the lateral 
wave but through-wall size is 
indeterminate and can only be 
estimated. 
 
5:
 M
at
ri
x 
of
 p
or
es
 
 
Arcs produced by individual 
pores of matrix are not clearly 
resolved. 
Ligament and through wall 
measurements are approximate 
because resolution is too low to 
distinguish the lateral wave from 
the defect nearest to the surface. 
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6:
 C
hi
se
l C
ra
ck
s 
 
There are several clear arcs on the 
B-Scan.  The deepest point of the 
defect can be accurately located 
using the B-Scan, however the 
shallowest point of the defect is 
merged with the lateral wave, 
making the ligament 
measurement less reliable.  The 
arcs are all located in a single 
column: unlike the B-Scans from 
defects 4 and 5 there are no 
differences in arc position.  This 
may infer that the defect is not 
made of an array of small point 
defects. 
 
7:
 P
or
e 
 
B-Scan difficult to interpret. 
Many different arcs resulting 
from what look like other defects.  
These arcs occur at different x-
positions.  Back wall interference 
taken as the location of the defect, 
however this interference does 
not coincide with the most vivid 
arc produced. 
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2.4.3 TOFD B-scan images for SART 1D specimen 
 
The nine defects in SART 1D specimen as depicted in Table 2.2, were at first located using 
non-parallel TOFD scan, where the probes are moved perpendicular to the plane of the beams 
along the defect to produce D-Scan image. Then parallel TOFD scans were performed i.e. the 
probes are moved parallel to the plane of the beams across the defect to generate B-Scan 
images. The TOFD B-Scan images of nine of the defects in SART 1D specimen are outlined 
in Figure 2.15, along with comments on image interpretation.  In addition, a comparison was 
made in terms of resolution between 5 MHz and 10 MHz frequency probes for each of the nine 
defects in SART 1D specimen. 
 
 
Defect 5 MHz B-Scan 10 MHz B-Scan Comments on 
Image 
Interpretation 
1:
 P
or
e 
 
  
Clear B-Scans.  
Arcs are 
separated, making 
the defect easy to 
size.  Both the 
scan using 5 MHz 
and 10 MHz also 
show the mode 
converted signal, 
the scan at 10 
MHz being 
slightly sharper 
due to greater 
resolution. 
Figure 2.15: TOFD B-scan images for SART 1D specimen 
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2:
 P
or
os
it
y 
  
Many arcs 
resulting from 
multiple points of 
diffraction can be 
seen as well as the 
later mode-
converted signals.  
Again, the image 
at 10 MHz is 
sharper due to 
higher resolution 
at shallow depth. 
3:
 P
or
e 
  
Quite noisy B-
Scans, however 
the two main arcs 
are visible and can 
be used to make 
an accurate sizing 
of the defect.     
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4:
 L
in
e 
of
 P
or
es
 
  
The B-Scan at 10 
MHz appears less 
noisy with well-
separated arcs and 
stronger mode-
converted signals. 
5:
 P
or
e 
  
The two arcs 
resulting from 
diffraction from 
the top and bottom 
of the pore are 
clearer using the 
10MHz probes 
although still 
visible using the 
5MHz probes.  
There is once 
again less noise 
using the 10MHz 
probes. 
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6:
 M
at
ri
x 
of
 P
or
es
 
  
Both B-Scans are 
clear and can be 
used to size the 
defect.  Multiple 
arcs infer a 
complex defect, 
such as a group of 
pores. 
7:
  C
hi
se
l C
ra
ck
s 
  
Again, there is 
less noise using 
the 10MHz 
probes: the B-
Scan is sharper 
and the arcs better 
defined.  
However, the 
mode converted 
signals appear 
stronger on the 
5MHz image. 
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8:
 T
w
o 
P
or
es
 
  
In this case, the 
5MHz probes 
produce a clearer 
B-Scan with the 
two pairs of arcs 
more clearly 
defined and with 
less noise.  The 
mode converted 
signals are also 
more prominent. 
9:
  C
hi
se
l C
ra
ck
s 
  
Noise levels are 
roughly equal 
between the two 
B-Scans.  The 
advantage of the 
10MHz scan over 
the 5MHz scan is 
that the arcs are 
better separated 
due to the higher 
resolution and 
therefore sizing is 
more accurate. 
 
 
2.4.4 TOFD B-scan images for BEGL T3141 test specimen 
 
The TOFD B-scan images of all the defects in BEGL test specimen together with comments 
on image interpretation are presented in Figure 2.16. 
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Defect B-Scan (5 MHz) Comments on Image 
interpretation  
1:
 L
ac
k 
of
 F
us
io
n 
 
This region is strewn 
with many defects: the 
one intended is 
difficult to pinpoint. 
Image break-up due to 
a higher scan speed 
than recording speed 
resulting from the 
‘jumping’ of TOFD 
probes across the 
surface of the block: it 
has a slightly 
undulating surface 
causing non-uniform 
friction between it and 
the probes.  69mm 
separation used 
(20mm focus: near 
surface) 
2:
 H
az
 C
ra
ck
 
 
B-Scan shows a deep-
lying crack with good 
resolution.  A 
horizontal band 
produce by diffraction 
from the ferrite-
stainless interface of 
the cladding is clearly 
visible.   
 
229mm separation 
used (66mm focus: 2/3 
block thickness) 
Figure 2.16: TOFD B-scan images for BEGL T3141 test specimen 
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3:
 S
id
ew
al
l S
la
g 
 
B-Scan shows a deep-
lying defect with good 
resolution.  A 
horizontal band 
produce by diffraction 
from the ferrite-
stainless interface of 
the cladding is clearly 
visible.   
 
229mm separation 
used (66mm focus: 2/3 
block thickness) 
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A few prominent arcs 
are visible as are the 
mode converted 
signals.  There is a 
small clash between 
these arcs and the 
lateral wave making 
sizing slightly tricky. 
 
69mm separation 
used (20mm focus: 
near surface) 
61 
 
5:
 I
nc
om
pl
et
e 
P
en
et
ra
ti
on
 
 
B-Scan shows a defect 
located mid-way 
through the block with 
good resolution.  A 
horizontal band 
produce by diffraction 
from the ferrite-
stainless interface of 
the cladding is clearly 
visible. 
 
229mm separation 
used (66mm focus: 2/3 
block thickness) 
 
 
 
2.4.5 The experimentally measured ligament and through-wall sizes 
 
Table 2.4, shows the measured defect ligaments and through-wall sizes from the TOFD 
experimental measurements, and the steps that were followed to size the ligament and through-
wall size of the defects are: 
1. The TOFD date were manually scanned using parallel scan as demonstrated in 
Figure2.8 (a), with encoder positional information synchronizing data acquisition.  
2. Then the KANDE USBoxB software (version 2.10 I2) displayed the data as 2D B-scan 
image.  
3. For the TOFD depth calibration tool, the following physical parameters were required: 
probe separation, velocity of the compression wave, thickness of the test specimen, time 
delay in the probe shoes and the time of the reference signals i.e. either the time of the 
lateral wave or the time of the back wall echo.  
4. The depth correction was performed by the software, and this involves converting each 
transit time into corresponding depth value using Equation (2.5) [Charlesworth and 
Temple (2001)]. Then the software redisplayed the data on a linear depth scale. 
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                     𝑑 = [(
𝐶𝐿
2
)2 (𝑡 − 𝑡𝑆)
2 − 𝑆]
1
2⁄                                                                           (2.5) 
 
where 𝑑 is the depth, 𝐶𝐿 is the compressional wave velocity of the material under 
investigation, 𝑡 is the signal transit time, 𝑡𝑆 is the shoe delay, and 𝑆 the probe separation. 
5. Next the cursor was positioned over the B-scan image. The cursor was moved over the 
B-scan image while simultaneously examining the A-scan display in the image 
window. The cursor was moved to position on the diffraction curve, where the 
transmitter and receiver probes were symmetrical around the defect. At this position the 
time domain signals that synchronised with this position were maximised, and then the 
depth value was read from the B-scan window. 
 
Test 
Specimen 
Defect 
ID 
Ligament (mm) TWE (mm) 
Intended Measured Difference Intended Measured Difference 
SARTB 1 10 9.1 0.9 9.7 9.8 0.1 
 2 14.5 13.1 1.4 4.9 7.7 2.8 
 3 20 19.3 0.7 5.22 4.8 0.42 
 4 19.75 16.9 2.85 1.5 1.2 0.3 
 5 10.75 10.2 0.55 1.45-1.5 10.0 8.5 
 6 10 10.4 0.4 10 10.1 0.1 
 7 23.7 22.7 1 2.3 2.3 0 
        
SART1D 1 19.5 18.4 1.1 4.3 4.2 0.1 
 2 20 20.2 0.2 5 6.9 1.9 
 3 10 10.0 0 2 2.2 0.2 
 4 14 13.3 0.7 1.5 1.5 0 
 5 14 14.0 0 1.5 1.5 0 
 6 10 10.0 0 9 13.3 4.3 
 7 20 20.2 0.2 10 6.1 3.9 
 8 8.5 / 22 12.6 / 20.2 4.1 / 1.8 15.5 1.5 / 5.6 0.5/4.1 
 9 10 10.9 0.9 6 6.6 0.6 
        
T3141 1 17 15.0 2 13 7.4 5.6 
 2 94 88.9 5.1 10 10.5 0.5 
 3 94 92.5 1.5 3 3.3 0.3 
 4 18 20.2 2.2 8 12.5 4.5 
 5 52 51.4 0.6 5 6.5 1.5 
 
 
Table 2.4: Ligaments and through-wall sizes obtained from TOFD technique 
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2.5 Discussion 
 
The TOFD B-scan image of a smooth crack in SART 1B specimen is shown in Figure 2.9. It 
can be seen that a well-defined and strong diffraction signals are evident from the extremities 
of the crack. It is also evident that, there is a clear phase change between the top and bottom 
signals. The phase reversal of the signals indicates that a defect of resolvable height is present. 
Similarly well resolved signals from the extremities of a rough crack are detected as shown in 
Figure 2.14. As a result the ligaments and through wall extents of both the smooth and rough 
cracks were accurately measured. 
 
There are however marked errors in sizing the through wall extents of volumetric defects, such 
as defect 5 in SART 1B and defect 6 in SART 1D specimens, and these were sized with errors 
of 8.5 mm and 4.3 mm respectively. Both these defects are characterised by a matrix of pores. 
The lower extent of defect 5 particularly can’t be defined accurately; there are weak diffraction 
signals at the lower end of this defect, therefore, measured with considerable error. In the case 
of defect 6, increasing the frequency from 5 MHz to 10 MHz improves the resolution, and thus 
the through wall extent is sized relatively with less error than the through wall extent of defect 
5. 
Furthermore, there are significant errors in sizing the through wall extents of volumetric cracks, 
such as chisel cracks (defect 7) in SART 1D and chevron crack (defect 4) in BEGL specimens. 
The through wall extents were measured with errors of 3.9 mm and 4.5 mm respectively. The 
errors in sizing volumetric defects are due to the difficulties in identifying and resolving real 
defect signals from possible spurious signals, besides the upper and lower extents of volumetric 
defects cannot be defined accurately.  
 
The other defect being oversized is lack of fusion (defect 1) in BEGL test specimen, and this 
defect was sized with an error of 5.6 mm. The TOFD B-scan image reveals that there are 
unknown signals close to this defect possibly from satellite reflectors or minor imperfections. 
As can be seen in Figure 2.17, the TFM image shows unidentified signals with much lower 
amplitudes near to the intended defect area, and this is in agreement with the TOFD finding. 
The TFM images will be discussed in chapter 3. 
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Overall the measured through wall extents and ligaments are sized to within the manufacturing 
tolerances for the test specimen quoted as ± 1mm [Bann et al. (2007)]. Few significant errors 
in the measurement of the through wall sizing, this could be mainly due to errors of 
interpretation the TOFD data. Unless destructive examination is performed it is difficult to 
determine if the errors are due to misinterpretation of the TOFD data or the manufacturing 
tolerance on the defects. 
Rogerson et al. [1983] have suggested the sensitivity of TOFD technique to minor 
imperfections that are present in the Manual Metal Arc (MMA) welded region. They performed 
destructive examination, and the results indicated that the existence of minor imperfections in 
these weld regions, which were associated with the unknown signals. This implies that although 
the TOFD technique is an amplitude independent sizing technique, its sensitivity to minor 
imperfections means that great caution must be taken when interpreting TOFD images and 
sizing the through wall extents of defects.  
 
The TOFD technique can also provide clues to characterise defects, for example, a crack and 
volumetric defects such as porosity. It can be seen in Figure 2.9 that the B-scan image of 
smooth crack comprise diffraction signals from the top and bottom of the defect. The phase 
change between the two extremities of the crack provides the most useful piece of information 
about the nature of the defect i.e. single crack like defect. In contrast, the TOFD response from 
porosity contains several signals which arise from closely spaced pores.  
Signals from top of defect 
 
Signals from 
bottom of defect 
 
Spurious signals 
 
Figure 2.17: TFM image of lack of fusion in BEGL specimen. 
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From the TOFD experimental findings it is also evident that it is impossible to characterise and 
discriminate between different volumetric flaws, such as, chevron crack which is a cluster of 
small cracks and porosity a cluster of pores. The former is a complex crack and much more 
detrimental to structural integrity than the latter, in that from fracture mechanics stress is much 
greater close to the sharp tip of a crack than close to the more rounded surface of the tip of a 
pore.  
 
Overall TOFD can be primarily used for sizing and locating defects, and can also provide few 
clues to define defect character; however it is appropriate to seek extra information from other 
NDT methods for defect characterisation. 
 
2.6 Conclusion 
 
Three ferritic specimens with diverse defect population are experimentally inspected using the 
Time-of-Flight Diffraction technique. The through wall extent and the size of the defects are 
determined, along with comments on image interpretation of the B-scan images for each defect. 
From this analysis Time-of-Flight Diffraction is more effective for locating and sizing simple 
linear crack defects rather than complex arrays of small pores. For example, in SART-1B 
defects 1 and 2 produce two separate arcs resulting from compression waves on the B-Scans. 
Their separation allows for an accurate measurement of their time of arrival on the A-Scan and 
therefore accurate measurements of the ligament and through wall thickness. TOFD is able to 
locate complex pore arrangements; however the feature that distinguishes such defects from 
simple cracks (many merged arcs on the B-Scans) is also the reason why such defects can’t be 
accurately sized. The resolution of TOFD is too low to separate out arcs resulting from closely-
spaced point defects. Using higher frequency probes, the resolution is improved but only in 
near surface regions as the ultrasound pulses are more easily attenuated. Therefore, it is found 
that TOFD is an effective tool for searching and sizing defects. It is also useful for locating 
more complex defects which could be further examined (and accurately sized) using other NDT 
methods.  
The next chapter is an extension of chapter 2 in that a few of the defects in the ferritic specimens 
covered in chapter 2 will be scanned to acquire the Full Matrix Capture (FMC) data and the 
FMC data will then be post-processed using the Total Focusing Method (TFM).  
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Chapter 3 Total Focusing Method processed Full 
Matrix Capture data 
 
3.1 Introduction 
 
The main aim of this chapter is to assess whether the Total Focussing Method (TFM) has any 
advantages over conventional pulse-echo phased array and TOFD techniques in terms of 
resolution and defect positioning. 
FMC data was collected from various simulated defects in SART 1B and SART 1D, and HIP 
test specimens. The detailed description of the two former test blocks are given in chapter 2, 
section 2.3, and the description of the HIP test specimen will be presented in section 3.3.3. 
 
The TFM results of few of the defects are presented in this section. In addition, images of defect 
obtained using TFM has been compared with images from the high data density pulse-echo 
phased array and the Time-of-Flight Diffraction (TOFD) techniques.  
In this part of the thesis, the Total Focusing Method (TFM) post-processing algorithm 
developed by Bristol University has been applied to FMC data collected on the test specimen 
flaws.  
 
3.1.1 The Full Matrix Capture (FMC) 
 
For optimum flexibility of array signal processing, as much information as possible must be 
extracted from an array. The full matrix capture [Holmes et al. (2005)] procedure requires 
complete data-set of time-domain signals by transmitting on each element by turn, receiving 
on each of the other elements, i.e. Tx 1, Rx 1, Rx 2, Rx 3…..Rx n; Tx 2, Rx 1, Rx 2, Rx 3, Rx 
4….Rx n etc. This has the advantage of storing an 𝑛 × 𝑛 matrix of A-Scans from every possible 
transmitter-receiver element combination in the phased array probe. For post-processing of 
FMC data different imaging algorithms can be employed such as plane B-scan, focused B-scan 
and sector B-scan [Holmes et al. (2005)]. 
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3.1.2 The Total Focusing Method (TFM) 
 
The Total Focusing Method (TFM) [Holmes et al. (2005)] is an imaging algorithm that can be 
implemented for post processing of full matrix capture (FMC) data. The TFM uses the full data 
set, captured using FMC, to produce an image by focusing the array in transmission and 
reception at every point [Wilcox et al. (2007)]. This can be achieved by first discretising a 
region of space in front of the array into a grid and then the beam is focused at every point in 
the grid and thus a fully focused image generated and the TFM procedure can be seen 
schematically in Figure 3.1. 
 
 
 
 
 
 
 
For a data from a set of elements, a, the TFM image is given by [Wilcox et al. (2007)]: 
 
𝐼𝑢(𝑟, 𝑎) = |∑ 𝑔(𝑖)𝑗 (𝑡 =
|𝒅(𝑖)| + |𝒅𝑗|
𝑐
)
𝑖,𝑗𝜖𝑎
|                                    (3.1) 
 
where 𝑔(𝑖)𝑗(𝑡) is the analytic time-domain signals, 𝒅(𝑖) and 𝒅(𝑗) are vectors from the transmitter 
and receiver to the point in the image respectively as schematically shown in Figure 3.2 and 𝑐 
is the speed of sound in the test piece. The amplitude of each signal can be compensated to 
account for directivity of transducer element, beam spread and attenuation.  
Wave front 
Focus point 
Figure 3.1: The schematic illustration of the TFM, [After Holmes et al. (2005)]. 
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Equation (3.1) can be applied over all possible combination of transmit-receive pairs and hence 
it utilises the maximum amount of information available for each point. For 𝑛 number of 
elements in the array a maximum of 𝑛2 time domain signals can be captured. But, due to 
reciprocity the transmitter receiver matrix is symmetrical therefore only 
𝑛
2
(𝑛 + 1) signals are 
needed to be saved for post-processing [Holmes et al. (2004)]. 
The TFM gives maximum image intensity. However, TFM does not provide further 
information on the nature of reflectors. This is why more information is sought from the full 
matrix on reflector characterisations using the vector total focusing method (VTFM) [Wilcox 
et al. (2006)]. 
 
3.2 Experimental studies 
 
The array used was a 64 elements 5 MHz linear phased array probe (manufactured by Imasonic, 
France). The parameters of this array are presented in Table 3.1.  The phased array probe was 
positioned over the flaw manually using conventional real-time sectorial scanning in order to 
optimise the flaw response.  
Coordinate origin 
Image area 
Point in image 
Linear array 
𝑗𝑡ℎ receiver position 
𝑖𝑡ℎ transmitter 
position 
𝒅𝑗 
𝒅(𝑖) 
𝒆𝑗 𝒆(𝑖) 
𝒓 
Figure 3.2: Schematic diagram illustrating 1D-linear array, [After Holmes et al. (2008)]. 
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The FMC data was collected by positioning the phased array probe both parallel and 
perpendicular to the plane of the defect. Then FMC data was post-processed with TFM imaging 
algorithm, with array grid sizes of 0.1mm x 0.1mm, and this was found to be the optimum 
compromise between image resolutions and processing time. The TFM imaging algorithm is 
written in MatLab (The MathWorks, Inc., Natick, MA), and the MatLab code was provided to 
AMEC by researchers at Bristol University.   
In this experiment, a 1 kHz PRF was used, and this is within the range of the PRFs employed 
in conventional ultrasonic testing [Holmes et al. (2008)]. Throughout this study a longitudinal 
velocity of 5.94 mm µs-1 (AMEC standard value) was employed. The TFM image can be 
displayed as conventional ultrasonic sans i.e. D-scan parallel to the plane of the defect and B-
scan perpendicular to the plane of the defect.  
 
3.3 Results and discussion 
 
3.3.1 TFM images of defect in SART 1B specimen 
 
The diagrammatic illustration of porosity in SART 1B specimen, is presented as shown in 
Figure 3.3. This defect is inside the weld geometry, and with through wall extent of 5.22 mm.  
 
 
 
Element number 64 
Frequency  5 MHz 
Element pitch  0.60 mm 
Element width  0.50 mm 
Element length 12 mm 
Table 3.1: The parameters of the phased array used to collect the FMC data.  
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The TFM image of porosity is shown in Figure 3.4. As can be seen this defect is detected and 
individual pores are clearly resolved. 
 
 
 
 
 
 
 
 
 
 
 
 
 
The schematic illustration of linear pores in SART 1B block, is shown in Figure 3.5 and the 
TFM image of this defect, is shown in Figure 3.6.  As can be seen from the TFM image, 
individual pores are detected and are clearly resolved in the lateral direction. 
Porosity 
57 m
m
 
7.5 mm 
20 m
m
 
5.22 m
m
 
Y 
Z 
Figure 3.3: The schematic illustration of porosity in SART 1B specimen. 
Figure 3.4: Porosity, TFM processed FMC data (D-scan view). Defect from SART 
1B, and defect number 3. 
Array 
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X 
Z 
Ø1.5 mm 
13.25mm 
7.25mm 
3mm 
19.75 m
m
 
7.5mm 
19.75m
m
 
Y 
Z 57 m
m
 
Figure 3.5: Linear pores in SART 1B specimen in XZ and YZ views. 
Figure 3.6: Linear pores, TFM processed FMC data (D-scan view). Defect from 
SART 1B, defect number 4. 
Array 
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A comparison was made between two types of defects in the SART 1B test specimen. These 
were rough and smooth cracks, and their schematic illustrations, are shown in Figure 3.7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figures 3.8 and 3.9 show TFM processed FMC data of these defects and there is a distinct 
difference between the two types of reflectors. As can be seen in Figure 3.8, the response from 
the rough defect is continuous. This is possibly due to reflection from the individual facets of 
the defect. Whereas the image obtained from the smooth crack shows, possibly a reflection 
from the top and diffraction from the bottom of the defect as it is ultrasonically smooth i.e. a 
root mean square roughness less than λ/20 [Oglivy (1987)]. This means that interaction of 
ultrasonic waves with such defects generate negligible diffuse scattered waves. 
It was also noted that the amplitude of the signal from the bottom of the smooth defect is much 
weaker than the top as presented in Figure 3.9. The reason for this isn’t apparent but it could 
be due to the position of the array probably not centred directly over the bottom of the defect 
or it could be due to the geometry of this defect.  
 
 
Rough crack 
 
38.5 mm 
57 m
m
 
10 m
m
 
9.7m
m
 
Weld geometry 
Y 
Z 
28.75 mm 
4.9 m
m
 
14.5 m
m
 
57 m
m
 
Smooth crack 
Weld geometry 
Y 
Z 
Figure 3.7: Rough and smooth cracks in the SART 1B test specimen 
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Array 
Figure 3.8: Rough crack, TFM processed FMC data (B-scan view). Defect 
from SART 1B, and defect number 1. 
Array 
Figure 3.9: Smooth crack, TFM processed FMC data (B-scan view). Defect 
from SART 1B, and defect number 2. 
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3.3.2 TFM image of defects in SART 1D specimen 
 
As can be seen in Figure 3.10, this defect consists of a 2-D matrix of sixteen pores of ceramic 
spheres, and each pore is 1.5 mm in diameter. The separations between each of the pores in the 
lateral and through wall directions are 5 mm.   
 
 
 
 
 
 
 
Figure 3.11 shows the TFM image of a 2-D matrix of sixteen pores. It is evident that individual 
pores are detected and are resolved in both the lateral and through wall directions. By closely 
examining the TFM image, it is also evident that there are two signal responses for each pore 
at very close proximity. This could be from creeping waves or reverberations at the pores.  
 
 
 
 
 
 
 
 
 
 
 
Ø1.5 mm 
10mm 
10mm 
5mm 
Z 
X 
55 m
m
 
Figure 3.10: 2-D planar matrix of sixteen pores in SART 1D specimen. 
Figure 3.11: TFM image of a 2-D planar matrix of sixteen pores (D-scan view). 
Defect from SART 1B, and defect number 5. 
Array 
Distance /m 
Distance /m 
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From the TFM image of the 2-D matrix of sixteen pores, the location errors in the lateral and 
through wall directions for each pore were determined; the results are presented in Figure 3.12. The 
location errors in the lateral direction are less than 1mm for most of the pores, except that for two 
of the pores, the errors were equal or less than 2mm. In the case of the through wall direction, the 
location errors for ten of the pores are less than 0.5mm, and for the remaining pores the location 
errors are less than 1mm, apart from one of the pores for which the error is slightly higher than 
1mm. The magnitude of the errors is significantly less than the pore spacing, which indicates that 
the technique is sufficiently accurate for relatively shallow pores separated by 5mm. 
 
 
 
Figure 3.12:  Location error in TFM image: (a) in the lateral direction, and (b) in the 
through wall direction. 
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For comparison purposes both pulse-echo phased array and TOFD images of a 2-D matrix of 
sixteen pores are included in this chapter. The pulse-echo data was collected by D. Birchall of 
Serco [Bann et al. (2007)]. The pulse-echo phased array images were obtained using 
conventionally and transversally mounted probes.  
Figure 3.13 shows the image obtained using a high data density pulse-echo phased array probe, 
and with the probe mounted on a conventional wedge i.e. the probe was coupled to the 37.1º 
Rexolite wedge. The focal law set up window in the ArrayGen (Peak NDT, Ltd., Derby, UK) 
was employed to generate a fixed beam angle shear wave focussed at a depth that corresponds 
to the midpoint point of the defect [Bann et al. (2007)].  In this case the image was obtained 
with a 60º angle shear wave beam, and focal depth of 20 mm. It also shows the image of the 
defect superimposed on an overlay that shows the intended position of the defect so as to help 
with image interpretation. The vertical and the horizontal scales represent depth and defect 
position along the weld in mm respectively. 
 
 
 
 
 
 
 
 
 
 
 
As can be seen in Figure 3.13, the images of the pores are well separated in the through wall 
direction, however the resolution in the lateral direction is poor. This is due to the fact that with 
the conventionally mounted probe, the beam is focused in the through wall plane; and therefore, 
good resolution in that plane [Bann et al. (2007)].    
Figure 3.13: Pulse-echo image obtained with conventionally mounted probe. 
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In contrast by mounting the probe on a transverse wedge i.e. with a 64 elements probe mounted 
on a 60º shear wave transverse wedge, this produced an image with a good lateral resolution 
as shown in Figure 3.14. This is due to the fact that by using a transverse mounted probe the 
beam is focused in the lateral plane [Bann et al. (2007)]. This means that by employing 
transverse wedges, the beam spread is minimised in the lateral direction, and therefore the 
lateral resolution is improved. The relationship between lateral resolution (∆𝑑) and beam width 
(∅) can be expressed by Equation 3.2 [Bird (2004)]:   
∆𝑑 =
∅−6𝑑𝐵
4⁄                                                                                       (3.2)     
By inspection, the lateral resolution to discriminate between two adjacent defects is improved 
by using the narrowest beam width. The other thing to note is that, in this particular case, 
individual pores are also clearly defined in the through wall direction. But, in general the 
through wall resolution with the transversally mounted probe is poor, and this was confirmed 
with other defects that were studied by D. Birchall [Bann et al. (2007)]. 
 
 
 
 
 
 
 
 
 
From these studies of the TFM processed FMC data and the pulse-echo phased array one can 
conclude that, the former produces images with a higher resolution in both the lateral and 
through wall directions than the latter. Besides, with the pulse-echo phased array the defect 
was scanned twice with both mounting techniques so as to achieve good resolution in both 
directions, but at the expense of greater scanning time.  
Figure 3.14: Pulse-echo image obtained with transversally mounted probe. 
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In order to compare the defect positioning capabilities of TFM processed FMC data with pulse-
echo phased array, the TFM image is superimposed on the pulse-echo phased array image as 
shown in Figure 3.15. Note that the latter has an overlay that shows the intended location of 
the pores. It can be seen that the signals from the pulse-echo phased array and TFM images 
agreed well with each other, and with the intended pore positions. However, in two cases 
labelled as A and B the signals from both pulse-echo phased array and TFM images differ from 
the intended pore positions as shown in Figure 3.15. This implies that the intended locations of 
these two pores are given at the wrong positions.   
 
 
 
 
 
 
 
 
 
 
 
 
 
The TOFD B-scan image a 2-D planar matrix of sixteen pores is presented in Figure 3.16. This 
image was obtained by parallel scanning using a pair of 60º compression probes with a probe 
frequency of 10 MHz. The TOFD technique detected this defect however, the arcs are crowded 
together, and thus diffraction arcs from each of the pores are not well resolved in time. 
 
A 
Distance /m 
Distance /m 
B 
Figure 3.15: Pulse-echo phased array image superimposed on TFM image. 
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As shown here and in the previous part of this thesis, the TOFD technique is weak in resolving 
closely spaced point like defets, nonetheless it is the best technique for sizing the through wall 
extent and the ligament of defects. For example the through wall extent and the ligament of 
this defect are sized. These are 13.3 mm for the former and 10 mm for the latter, the former is 
measured with an error of 4.3 mm and the latter is in exact agreement with the intended 
ligament size.  
 
3.3.3 TFM image of defect in hot isostatically pressed (HIP) specimen 
 
The defects in this block are simulated to represent real defects such as fatigue cracks. The 
defects are mica inserts that are placed into machined cavity on the end face of the plate. 
Another half of the plate is then edge welded against the end face of the plate that holds the 
mica inserts. Following that, the air between the two faces is evacuated and then sealed. Next, 
the two plates are pressed together by applying extremely high temperature and pressure. 
Finally, the two faces are collapsed and fused.  
Mode 
converted 
signals 
Signals 
from tops 
and 
bottoms of 
pores 
Lateral wave 
Back wall 
Time 
(µs) 
Distance along scan (mm) 
Figure 3.16: TOFD B-scan image of a 2-D planar matrix of sixteen pores. 
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The advantages of this technique are: firstly unlike the other test blocks that are inspected in 
this project, the defects are not embedded using conventional weld implant methods, and this 
means that spurious signals from unintentional weld defects are reduced, and secondly, the 
method creates tight planar defects with ultrasonically smooth defect profiles and sharp edges 
[Bann et al. (2007)]. A schematic illustration of one of the defects in the ‘HIP’ test specimen 
is shown in Figure 3.17. This defect consists of two circular mica inserts, and each with a 
diameter of 5 mm. The depth and the through wall extent of the defect are given as 10 mm and 
15 mm respectively.  
 
 
 
 
 
 
The TFM B-scan image of this defect is depicted in Figure 3.18. The signals are well resolved 
in the through wall direction, and it is apparent four reflection / diffraction signals are detected 
from the two mica inserts. This defect is representative of smooth cracks with sharp edges; 
possibly the signals could be reflections from the tops and diffractions from the bottoms of the 
two mica inserts.  
 
 
 
 
 
 
 
 
Ø5 mm 
Mica insert 2. 
Mica insert 1. 
Z 
X 
10 mm 
50m
m
 
15 mm 
Figure 3.17: Tightly embedded planar flaws in the ‘HIP’ test specimen. 
Figure 3.18: TFM image of tightly embedded planar flaws (B-scan view). 
Signals from mica insert 1. 
Signals from mica insert 2. 
Array 
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The TFM image of this defect is superimposed on a CAD drawing as shown in Figure 3.19. As 
can be seen the signals are generated at the tops and bottoms of the two mica inserts. This 
shows the good performance of the TFM imaging technique for positioning defects which are 
very tight and smooth in nature, such as fatigue cracks.  
 
 
 
 
 
 
 
 
 
 
 
 
One thing to note is that, the amplitude of the signal generated at the top of mica insert 1 is 
much lower than the other signals as shown in Figure 3.18.  The reason for this isn’t clear; but 
it could be that this mica insert is too tightly embedded, and becomes partially transparent.   
Temple [1985] has shown that the diffraction signals tend to decrease in magnitude with the 
applied compressive stress.  
Let us now compare the TFM image of this defect with the TOFD B-scan image of the same 
defect. Figure 3.20, shows the TOFD B-scan image of this defect, and it was obtained by 
scanning manually parallel to the plane of the beams using 60º compression probes with a short 
pulse length probe of frequency 5MHz.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
It can be seen in Figure 3.19, the TOFD B-scan image shows prominent diffraction arcs from 
the tops and bottoms of the two mica inserts, that is, two pairs of diffraction arcs as there are 
four sources of compression wave diffraction.  
50 
Zoom view of the defect and the signals. 
Figure 3.19: TFM image of defect superimposed on a CAD drawing. 
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The diffraction arcs from the top and bottom of the individual mica inserts are resolved, but 
not as good as TFM image, where signals from the top and bottom of each of the mica inserts 
are clearly resolved.  
The advantage of the TOFD technique is that its ability to size defects to a greater accuracy as 
demonstrated in this project. For example the depth and the through wall extent of this defect 
are sized. These are 12.7 mm for the former and 14.5 mm for the latter, with an error of 2.7 
mm and 0.5 mm respectively. 
 
 
 
 
 
 
 
 
 
 
 
3.3.4 The advantage of the Total Focusing method (TFM) 
 
The Total Focusing Method (TFM) processing of full matrix capture data generates images 
with optimal resolution better than the pulse-echo phased array and the TOFD techniques. The 
advantage of the TFM imaging algorithm over both techniques is that its ability to resolve 
closely spaced point like reflectors. In addition, the TFM technique shows good performance 
in detecting and positioning defects.   
In another study, [Holmes et al. (2005)], post-processed FMC data using different imaging 
algorithms such as plane B-scan, focused B-scan, sector B-scan and the Total Focusing Method 
(TFM). They investigated the performance these post-processing algorithms in terms of their 
ability to image a point like reflector.  
Time 
(µs) 
Distance along scan (mm) 
Lateral wave 
Back wall 
Signals from top and 
bottom of mica insert 1. 
Signals from top and 
bottom of mica insert 2. 
Figure 3.20: TOFD B-scan image of tightly embedded planar flaws. 
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They have shown quantitatively the TFM imaging algorithm produces superior resolution and 
image quality than the standard imaging approaches, in that the beam is focused in transmission 
and reception at every point in the region of interest.  
The TFM imaging algorithm has also been employed in imaging defects in plates using guided 
waves, for example, the work by [Davies et al. (2006)], assessed three synthetically focused 
imaging algorithms for their use with guided waves in plates. These were the common source 
method (CSM), Synthetic Aperture Focusing Technique (SAFT) and Total Focusing Method 
(TFM). Both CSM and SAFT imaging techniques focus on reception. The work has shown in 
terms of resolution SAFT is the best, followed by TFM and CSM.  Also the work has 
demonstrated that the TFM provides much cleaner image than the CSM and SAFT imaging 
algorithms due to lower side lobe amplitudes than the CSM and SAFT methods. Earlier work 
by [Chiao et al. (1994)] reported in terms of material noise, full array imaging is better than 
CSM and SAFT.   
 
3.4 Conclusions 
 
In this chapter the Total Focusing Method was implemented for post processing of FMC data 
for selected defects in the SART 1B, SART 1D, and HIP test specimens. The results show that 
the Total Focusing Method (TFM) imaging algorithm can be used to find the exact location of 
the defects, besides good images of the defects were obtained with this technique. The TFM, 
high data density pulse-echo phased array, and TOFD images for selected defects are presented 
and qualitative comparison of each technique is made.  It is also shown that TFM produces 
images of the defects with a superior resolution in the through wall and lateral directions than 
the high data density pulse-echo phased array and TOFD techniques. 
As demonstrated in this thesis and elsewhere, the TFM imaging algorithm gives resolution 
above that which can be acquired with conventional ultrasonic inspection techniques and with 
various post-processing algorithms. This is beneficial to the NDT community in general and 
Serco in particular, for inspection of safety critical components such as NSRP components with 
small and complex defects.  
In chapters 2 and 3 the ferritic specimens were without cladding, but chapter 4 will cover the 
ultrasonic inspection of a thick ferritic plate with austenitic cladding on top.   
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Chapter 4 Defect characterisation of a thick ferritic 
clad plate 
 
The objective of this chapter is to investigate the use of various ultrasonic inspection techniques 
and their ability to detect and size different types of simulated defects typical of those defects 
that can be found in the pressure vessels of Pressurised Water Reactors (PWR). The ultrasonic 
techniques include: multi-probe pulse-echo, tandem method, the Time-of-Flight Diffraction 
(TOFD) and the Total Focusing Method (TFM) processing of Full Matrix Capture (FMC) 
phased array data. Also Synthetic Aperture Focusing Technique (SAFT) has been applied to 
the TOFD data so as to size the lateral extents of the defects.  
 
In the following sections of this chapter, first a brief introduction on the use of austenitic ferritic 
steel as cladding material on PWR, and the propagation of ultrasound through such material 
are given. Following that, a description of the test block, the data acquisition system, data 
digitisation and data display are presented. Then the experimental procedures for pulse-echo 
and tandem techniques are described, followed by results and discussion for the pulse-echo and 
tandem techniques. Next, the experimental results and discussion section of the TOFD 
technique are presented. The final section deals with phased arrays particularly with FMC data 
collection and the TFM imaging algorithm. 
 
4.1 Introduction 
 
Austenitic stainless steel is an important material in applications where the environment is 
corrosive, or high strength and creep resistance are required at elevated temperatures. One of 
its critical applications is in the nuclear industry for cladding the pressure vessels of Pressurised 
Water Reactors (PWR). This reactor is a thick ferritic steel structure, with 6-10 mm austenitic 
stainless steel cladding on its inner surface, and this cladding is usually applied by the strip 
welding deposition processes [Charlesworth and Temple (1981)]. The austenitic stainless steel 
has anisotropic properties, this is due to the fact that, it crystallises in long columnar grains 
with aligned axes, as the result, it has elastic properties which are direction dependent 
[Charlesworth and Temple (2001)]. 
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A ray of ultrasound propagating in an anisotropic material such as austenitic steel has two 
characteristic directions. These are group and phase velocity directions. The energy of the ray 
propagates at the group velocity direction and the phase velocity direction is associated with 
the phase of the wave and it is given by the normal to the surface where the phase is constant 
[Ogilvy (1984)]. As can be seen in Figure 4.1 [Ogilvy (1984)], for a planar wave the phase 
velocity direction is normal to the planes of constant phase and the wave propagation direction 
is along the group velocity direction.  
 
 
 
 
 
 
 
 
 
 
Mathematically the group and phase velocities can be expressed as follows [Auld (1973)]:  
𝑣𝑝 =
𝜔
𝑘
                                                                                                               (4.1) 
where 𝑣𝑝 the phase velocity, 𝜔 is the angular frequency and 𝑘 is the wave number.  
The group velocity is the derivative of the phase velocity such that: 
𝑣𝑔 =
𝑑𝜔
𝑑𝑘
                                                                                                              (4.2) 
The angle i.e. beam skew between phase and group velocity directions is zero for an isotropic 
medium. As the result these two directions coincide leading to equal velocities provided the 
medium is non-dispersive i.e. the group and phase velocities are independent of frequency. In 
an anisotropic medium the beam skew is nonzero, and hence the group and phase velocities 
have different directions as shown in Figure 4.2 [Auld (1973)].  
 
Phase velocity direction 
Pulse-Echo ray group 
velocity direction 
Long grain axes extending 
throughout the austenite 
Transducer 
𝜃𝑔 
𝛼 
Planes of constant phase Austenite 
Defect 
Figure 4.1: Pulse-echo ray incident on a defect in austenitic steel, [After, Ogilvy (1984). 
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Pulse-echo inspection of anisotropic materials is problematic due to the difference between 
these two ray velocity directions. The different velocity direction leads to beam bending. 
Although the phase velocity direction determines the reflection of the signal at the defect face, 
it is the group velocity direction which governs the energy flow [Ogilvy (1984)].     
 
 
 
 
 
 
 
Equation 4.3 [Auld (1973)], shows the relationship between the slowness surface i.e. a plot of 
the reciprocal of the phase velocity versus propagation direction and the ray surface i.e. a plot 
of energy velocity as the function of the energy flow direction. The group velocity and the 
energy velocity are equal for a bulk waves in a lossless medium i.e. a medium with no damping.   
 
𝑣𝑝 = 𝑣𝑔 cos𝜑                                                                                                       (4.3) 
where 𝜑 is the angle between the energy velocity and the wave vector 𝒌.  
 
The other effects of cladding are attenuation and it is particularly greatest at the strip overlap 
region [Bann and Rogerson (1988)], surface roughness and the austenite/ferrite interface 
profile can have an effect on the propagation of ultrasound through the cladding material.  The 
acoustic impedance mismatch between the austenite/ferrite interface means that partial 
reflection of an ultrasonic beam occurs at the interface and this leads to noise. The other source 
of noise particularly for shear waves is due to the specular reflection which takes place at the 
corners formed by the columnar grains and the clad/ferritic interface [Hudgell (1994)].   
Figure 4.2: Phase and group velocities directions in an anisotropic material. 
Vg 
Vp 
k 
φ 
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4.2 Description of the test specimen 
 
The RSV block was manufactured by RSV Rotterdam in the Netherlands [Highmore (1983)] 
from two 1500 x 750 x 250 mm A533B steel plates. These were welded together to form 1500 
x 1500 x 250 mm plate. Twenty simulated defects were inserted in the weld and these are 
presented in Table 4.1. The defect numbers in Table 4.1 refer to the distance in mm of their 
centre lines from the datum position as depicted in Figure 4.3.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Defect distance from datum position /mm Defect types 
90 5 off planar cracks 
165 Under clad carbon crack 
265 Porosity 
330 Carbon crack 
400 Copper crack 
480 Porosity 
535 Patch simulating LOSWF 
630 2 off carbon crack 
685 Carbon crack 
740 Carbon crack 
770 Patch simulating LOSWF 
850 Patch simulating LOSWF 
915 Carbon crack 
965 Lack of root penetration 
1080 Patch simulating LOSWF 
1095 Slag line 
1185 Patch simulating LOSWF 
1230 Copper crack 
1295 Double slag line 
1350 Lack of root penetration 
Table 4.1: Defect types and the position of their centre lines from the datum point. 
685 165 
90 265 
330 
400 
480 
630 
535 
740 
770 
850 
915 
1230 965 1080 
1095 1185 1295 
1350 
Datum Cladding 
250mm 
Figure 4.3: Defect positions along the weld. 
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The top surface of the steel plate is covered by thin layer of austenitic cladding to a depth of 
approximately 8 mm. The austenitic cladding is applied in two layers by strip welding. Figure 
4.4 shows a picture of the aluminium scanning frame in a position over the RSV plate.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.3 The data acquisition system 
 
The Micropulse Inspection and Processing System (MIPS) is an automated ultrasonic 
inspection system widely used by the nuclear industry such as British Energy Generation 
Limited, BNG Magnox Generation Limited, Doosan-Babcock Energy Limited and Rolls 
Royce Submarines [Bann (2007)]. A schematic illustration of the system is shown in Figure 
4.5. 
Aluminium 
Scanning 
Frame 
Austenitic 
Cladding 
 Scanning Arm 
Figure 4.4: Picture showing top part of the RSV block and scanning frame. 
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Ultrasonic data has been collected using a commercial array controller Micropulse (Micropulse 
MP5PA, Peak NDT, Ltd., Derby, UK) system operating with MIPS software developed by 
General Electricity Generating Board (CEGB) [Owen (1987)]. The MIPS software can be used 
for multi-probe ultrasonic inspections using motorised scanners and produce a position 
corrected display of the resulting ultrasonic indications. The system includes optical encoders 
for measuring the exact position of the probes on the test block. 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
4.3.1 Data digitisation and peak detection 
 
The RF ultrasonic waveform is filtered in the analogue domain. Signals are digitised at a 
sampling frequency of 50MHz. Signals are averaged, rectified, and smoothed in the digital 
domain by a Field Programmable Gate Array (FPGA), running the appropriate algorithm in 
hardware. Signals are then converted to peak detection format by FPGA and then stored for 
processing and analysis using GUIDE software programme [Hunter and Fenney (1998)].   
 
Figure 4.5: Schematic illustration of the MIPS system. 
MIPS    
PC MICROPULSE 5PA 
IMCS   (Scan controller) 
Manipulator and Probes 
NETWORK 
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As can be seen in Figure 4.6 [Bann  (2007)] peaks are detected for signal amplitudes within the 
given gate that exceeded the defined % full screen height (FSH) amplitude threshold. The 
normal MIPS data collection threshold is 10% FSH and this eliminates any problems with 
system electronic noise as schematically illustrated below.  
  
 
 
 
The current version of MIPS records the maximum of the first 19 peaks plus the largest peak 
within each gate. As a result, a reduced volume of data is recorded for the pulse echo and 
tandem techniques as illustrated in Figure 4. 7 [Bann  (2007)]. This is not the case for TOFD 
data as full un-rectified RF waveform is digitised and hence a very large volume of data 
recorded.  
 
 
 
                               
 
Figure 4.6: Signal amplitude above the 10% FSH amplitude threshold. 
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4.3.2 Data displaying using GUIDE software 
 
Data collected with MIPS can be displayed and analysed with GUIDE imaging programme 
[Hunter and Fenney (1988)]. First the MIPS results file must be converted into Flaw files which 
are a 3D array of amplitude coded data points.  
MIPS processing takes into account the beam angles, probe offsets, scanning system off sets 
and parameters and geometry codes specified in the setup file to calculate the three-dimensional 
position of each recorded indications and writes the results to a Flaw file.  
The Flaw files which are amplitude coded data points can be displayed with GUIDE software 
for further image and data analysis. This programme generates a 2D projection from a 3D data 
array [Bann (2007)] presenting data as coloured letter images. GUIDE display data in three 
views as XZ, XY, and YZ i.e. B-Scan, C-Scan and D- Scan respectively.  
 
 
 
Figure 4.7: Shows a reduced volume of data for pulse-echo and tandem technique. 
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4.4 Multi-probe pulse-echo and tandem techniques 
 
4.4.1 Data collection for multi-probe pulse-echo and tandem techniques 
 
 The multi-probe pulse-echo and tandem data (the arrangement for both techniques can be seen 
in Figure 2.1) were collected with the Micropulse under the control of the MIPS software.  The 
ultrasonic beam angles used for pulse-echo inspection and their parameters are presented in 
Table 4.2. The physical layout of the multi-probe arrangement on the RSV block can be seen 
in Figure 4.8, and the schematic illustration of raster scan is depicted in Figure 4.9. The probes 
were raster scanned in both 1mm and 2 mm increments in the direction of the plane of the 
beam, that is, across the defect. The probes labelled as A, B, C and D scanned with the beam 
parallel to the positive x-axis whereas probes labelled as E, F, G and H scanned with the beam 
parallel to the negative x-axis.  
 The 45º, 60º and 70º shear waves were used in order to cover defects in a range of orientations 
in the body of the RSV plate. Besides, the 0º single and 0º twin compression probes were 
employed to inspect deeper and near surface defects respectively.  Note that, that the beam 
angles for pulse-echo and tandem are measured by D. Birchall of AMEC. 
 
 
 
 
     
Probe Designation Manufacturer Nominal 
angle 
(degrees) 
Measured 
angle 
(degrees) 
Mode Nominal 
operating 
frequency 
(MHz) 
Crystal 
size 
(mm2) 
A Sonomatic 45 45±0.5 Shear 2 25x23 
B Sonomatic 60 59±0.5 Shear 2 25x19 
C Sonomatic 70 71.50±0.5 Shear 2 25x19 
D RTD 0(single) NA Compression 2 25x25 
E RTD 0 (twin) NA Compression 2 25x25 
F Sonomatic 70 68±0.5 Shear 1.5 25x19 
G Sonomatic 60 58±0.5 Shear 2 25x19 
H Sonomatic 45 46±0.5 Shear 2 25x19 
Table 4.2: Presented the pulse-echo probes and their parameters. 
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Figure 4.9: A schematic illustration of raster scan. 
Figure 4.8: The multi-probe pulse-echo arrangement on the RSV plate. 
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The tandem technique involved eight 45º shear wave probes as presented in Table 4.3, and 
operating in pairs as schematically illustrated in Figure 4.10.  Probe labelled as A was a receiver 
and probes labelled as B – H were transmitters.   
 
Probe 
Designation 
Tx/Rx Manufacturer Nominal 
angle 
(degrees) 
Measured 
angle 
(degrees) 
Mode Nominal 
operating 
frequency 
(MHz) 
Crystal 
size 
(mm2) 
A Rx Sonomatic 45 45±0.5 Shear 2 25x23 
B Tx RTD 45 45±0.5 Shear 2 25x23 
C Tx Sonomatic 45 45±0.5 Shear 2 25x23 
D Tx RTD 45 45±0.5 Shear 2 25x23 
E Tx Sonomatic 45 45±0.5 Shear 2 25x23 
F Tx RTD 45 45±0.5 Shear 2 25x23 
G Tx Sonomatic 45 45±0.5 Shear 2 25x23 
H Tx Sonomatic 45 45±0.5 Shear 2 25x23 
  
 
 
 
 
 
 
 
 
 
 
 
 
Table 4.3: The parameters of the probes employed for tandem inspection. 
 
50 mm
161 mm
128 mm
95 mm
62 mm
30 mm
193 mm
226 mm
ABCDEFGH
290 mm
323 mm
355 mm
388 mm
486 mm
454 mm
421 mm
Figure 4.10: Schematic illustration of tandem inspection, (By D. Birchall, AMEC). 
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For multi-probe pulse echo, the calibration gain for each probe has been set relative to the 
response of a series of 9.5 mm side drilled holes in a separate unclad ferritic calibration block. 
This was achieved by maximising the reflected signal response from each hole to 80% FSH.  
In addition a Run Gain Correction (RGN) of 8dB was added to the calibration gain for each 
probe and this brings the signal to 200%FSH. Pulse-echo data were collected above the 10% 
FSH amplitude threshold and therefore this gives scanning sensitivity of 5% DAC. The 
inspection sensitivity of 5% DAC is equivalent to 6dB in GUIDE software. Note that no 
attenuation test was done.  
 
4.5 Results and discussion 
 
 
4.5.1 Pulse-echo image interpretation 
 
As can be seen in Figure 4.11, the images displayed by GUIDE can be superimposed on a CAD 
drawing that shows both the geometry of the component under inspection and the intended 
position of the defect.  
It is also possible to estimate probe position and beam path. These help with data interpretation. 
For example Figure 4.11 shows the B-scan image (XZ-view) of 2 off carbon cracks (Defect 
630).  The vertical axis is the depth in mm and the horizontal axis is the distance across the 
weld. Unfortunately, GUIDE displays images with black background and it was not possible 
to remove this. The schematic illustration of this defect in the XZ-view, that is, across the weld 
can be seen in Figure 4.12. 
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The indications named  as F and G in Figure 4.8 are due to 45º shear beam direct incident on 
to the defect faces and the reflected beam energy travels back along the incident path to the 
probe.  
These are direct pulse-echo detections i.e. echoes return directly from the defect to the probe 
as result echoes plot out at the position of the defect. The indications named as E are as the 
result of double reflections i.e. 45º shear beam reflected at position B (back wall) and hit carbon 
crack 1 and reflected again at position B and echoes travel back to the probe.  
The shortest distances from position B to the maximum amplitudes of indications E and F are 
approximately equal. This confirms that the echoes plotted at F are from carbon crack 1. 
 
1mm x 1mm raster scan 
with the beam parallel to 
the positive x-axis and 
inspection sensitivity of 
5% DAC. 
Figure 4.11: The B-scan image of 2 off carbon cracks, detected by 45º shear beam. 
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As the probe moves in the positive x-axis, reflections occur at the back wall and crack 2, as a 
result echoes plotted out at position D. Both indications D and E are indirect detections in that 
echoes do not return directly from the defect but reflected off first at the back wall. In this case 
the echoes do not plot out at the location of the defect but they do indirectly indicate the 
presence of a defect. It is not evident how exactly the echoes at C are produced it could be from 
geometry of the weld or spurious signals.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The zoomed in B-scan image of one of the carbon cracks is shown in Figure 4.13.  As can be 
seen there are variations in amplitude possibly caused by reflection from different facets of the 
reflector.  
 
Z 
-X +X 
X (across 
the weld) 
≈ 8 mm Austenitic Cladding 
≈ 258 m
m
 
P
LA
TE
 ‘A
’ 
  PLA
TE
 ‘B
’ 
  
Double carbon crack 
Each 10 x 30 
10 mm 
30 mm 
60 mm 
10 mm 
Figure 4.12: Schematic illustration of 2 off carbon cracks in the XZ-view. 
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4.5.2 Pulse-echo and tandem data analysis 
 
The amplitude legend displays the colour coded dB threshold levels that correspond to the 
amplitude of indications in the GUIDE image as can be seen in Figure 4.11.  From this display 
the maximum amplitude for each defect is found, the maximum amplitude that can be detected 
versus beam angle was plotted for both 1x1 and 2x2 mm raster scans. The results for 1x1 mm 
raster scan are from D. Birchall. Data were analysed to extract information on the defect 
response for each beam angle.  
The results for 5 off planar cracks, under clad carbon crack, copper crack, and patch simulating 
LOSWF which is a smooth and planar defect are presented below.  
 
 
 
Figure 4.13: The zoomed out B-scan image of carbon crack 1. 
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(a) 5 off planar cracks (Defect 90) 
The schematic illustration of 5 off planar cracks in the XZ-view can be seen in Figure 4.14. It 
also shows the coordinate system and the scan direction for pulse-echo and tandem data 
collection. Each crack is approximately 10mm deep and 40 mm long and contained within a 
volume 50mm x 60mm x 25mm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As can be seen in Figure 4.15, 5 off planar cracks (Defect 90) are detected by all beam angles 
except 70º shear wave and 0 º twin compression probes. These two beam angles are ideal for 
close surface inspection. This defect shows a good specular reflection which is important 
evidence for vertical and planar defects. 
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Figure 4.14: Schematic illustration of 5 off planar cracks in the XZ-view. 
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(b) Under-clad carbon crack (defect 165) 
 
The schematic representation of under clad carbon crack in the RSV plate can be seen in Figure 
4.16.   
 
 
 
 
 
 
 
 
 
 
 
Figure 4.15: Maximum amplitude versus beam angle plot for 5 off planar cracks. 
Z 
-X +X 
Scan direction 
X (across 
the weld) 
≈ 8 mm Austenitic Cladding 
≈ 258 m
m
 PLA
TE
 ‘A
’ 
  PLA
TE
 ‘B
’ 
  
Under clad 
carbon 
crack 
Figure 4.16: Schematic diagram of under clad carbon crack in the XZ-view. 
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This defect is close to the cladding and its depth varies along the weld. The under-clad carbon 
crack is detected by all beam angles apart from 0º single and 0º twin compression probes as 
shown in Figure 4.17. The reason for not detected by 0º single compression probe is due to the 
ringing effect of the transducer, that is, first the transducer has to stop ringing from its transmit 
mode before it starts receiving reflected signals and this causes a problem for detecting defects 
close to the surface. 
The 0º twin compression probe is useful for defects near the inspection surface; however, due 
to high level of noise from the clad/ferritic interface the maximum amplitude couldn’t be found 
accurately.   
As this defect is close to the cladding the 45º shear probes detected it at full skip. The 70º shear 
wave probe is ideal for near clad surface inspection and hence the under-clad carbon crack is 
detected over 16 – 19 dB above the inspection sensitivity 5% DAC.  
 
 
 
 
Figure 4.17: Maximum amplitude versus beam plot for under clad carbon crack. 
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(c) Copper crack (Defect 1230) 
Figure 4.18 shows the schematic illustration of copper crack in the XZ-view in the RSV plate. 
This defect is positioned 30 mm below the cladding and displaced by 6mm from the weld 
centreline. It is 10mm deep and 25mm in length along the weld and its centre is displaced 1230 
mm from the datum point i.e. along the y-axis.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
It can be seen in Figure 4.19, copper crack is detected by all beams. A copper crack is classified 
as rough defect where a volumetric region of weld filled with a cluster of fine cracks in differing 
orientations. The tandem probes detected copper crack at lower amplitude than the other 
probes. This is because of two reasons firstly it is a volumetric rough defect and secondly it 
might not be vertically orientated defect. 
 
 
Figure 4.18: Schematic illustration of copper crack in the XZ-view. 
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(d) Patch simulating LOSWF (Defect 1080) 
 
The schematic illustration of the patch simulating LOSWF is depicted in Figure 4.20. As can 
be seen this defect is placed at the weld fusion face and it is orientated 4.5º to the vertical, and 
this defect is smooth over its reflecting surface. The tandem technique is particularly useful for 
such defects due to strong specular reflection from the defect faces. As shown in Figure 4.21, 
this defect is detected by the tandem pairs at high amplitude than the pulse-echo probes. In 
general, the pulse-echo technique cannot provide optimum conditions for specular reflection 
for defects which are perpendicular to the surface of the component in that it is impossible to 
acquire a normal incidence. However, defects which are near the surface of the component and 
form approximately a right angled corner with the component’s surface can be easily detected 
by the 45º corner effect.  
 
 
 
Figure 4.19: Maximum amplitude versus beam plot for copper crack. 
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Figure 4.20: Schematic illustration of patch simulating LOSWF in the XZ-view. 
Figure 4.21: Maximum amplitude versus beam plot for patch simulating LOSWF. 
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The maximum amplitude that can be detected by the tandem probes for each defect is 
graphically presented as shown in Figure 4.22.  As can be seen three of the patch simulating 
LOSWF defects such as Defects 535 (58 mm x 58 mm), 770 (33 mm x 33mm), and 1080 (33 
mm x 33 mm) are detected by the tandem probes at high amplitudes. The relative amplitude 
that can be detected also depends on the size of the defect, for example two of the patch 
simulating LOSWF defects (Defects 850 and 1185 both 18mm x 18 mm) are detected at lower 
amplitudes than the former. A strong specular reflection confirmed the patch simulating 
LOSWF defects are smooth and vertical.  
The only defect not detected by the tandem pairs is Defect 265 (porosity) and the reason for 
the failure to detect is not clear. It can also be seen that,  copper crack (Defects 400 and 1230) 
are detected by the tandem probes at much lower amplitudes than smooth, vertical and planar 
reflectors in that copper crack is volumetric rough crack and could be greatly tilted from the 
specular orientation.  
It is also interesting to note that carbon cracks (Defects 630 and 915) are detected by tandem 
probes at higher amplitude than other volumetric rough cracks. Although these defects are 
rough and volumetric, their detection at high amplitude by the tandem probes infers that they 
could be a few degrees away from the specular orientation.  
 
 
 
 
 
 
 
 
 
 
 
Figure 4.22: The maximum amplitude detected by the tandem array for each defect. 
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All the 20 simulated defects in the RSV plate are detected above the scanning sensitivity 
amplitude threshold by the combination of multi-probe pulse echo and tandem techniques. 
Table 4.4 shows the maximum amplitude for each defect and the number of beams detecting 
each defect for both 1x1 and 2x2 raster scans. It can be seen that most of the defects are detected 
by 5 or 8 pulse-echo probes and by 3 or 4 tandem pairs. 
The most detected defects are carbon cracks (Defects 330 and 685), and patch simulating 
LOSWF (Defects 850 and 1080). The defect which is detected by the least number of probes 
is porosity (Defect 265). This defect is detected by 5 pulse-echo probes and 0 tandem pairs.  
Taking the maximum amplitude into account for pulse-echo and tandem responses, all defects 
give response more than 6dB above the inspection sensitivity (5% DAC) and 18 of these were 
12db above the inspection sensitivity of 5% DAC. 
 
Table 4.4: Shows the maximum amplitudes and number of beams detecting each defect. 
1 x 1 Raster Data 2 x 2 Raster Data 
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4.6 Defect detection and sizing using the TOFD technique 
 
4.6.1 Experimental set-up 
 
Time-of-flight data has been collected using Micropulse system under the control of MIPS 
software. The data acquisition system is as illustrated in section 4.3. For time-of-flight 
inspection two ultrasonic probes were used one as transmitter and one receiver with their beam 
axes aimed towards each other.  
Ultrasonic probes in Perspex wedges were held in a probe holder that can slide along a scanning 
arm controlled from the MIPS system via IMCS DC motor controller (Peak NDT, Ltd., Derby, 
UK). Figure 4.23 shows a picture of the physical arrangement of the probes on the RSV plate 
for TOFD data collection.   
 
 
 
 
Figure 4.23: The physical layout of the probes on the RSV plate. 
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4.6.2 Choice of working angle and beam coverage 
 
Deciding on which beam angle to use is a compromise between better depth resolution and 
lower attenuation for small beam angles and greater signal amplitude and beam coverage for 
large beam angles i.e. 60-75º.  
Temple and Charlesworth [2001] examined the dependence of the amplitude of diffraction 
upon the angle of incidence and found it to be greatest at an angle of incidence between about 
60-75º as can be seen in Figure 2.4.  
This figure also shows that 20º beam angle has a good depth resolution and adequate signal 
amplitude and hence it was used for deep lying defects in the RSV plate. As can be seen in 
Figure 4.2, there are also close surface and midway region defects in the RSV plate. These 
defects were sought using 60º beam angle.  
TOFD Model AIDS (In-house modelling tool developed by M.G, Silk, 1985) was used for 
optimising probe separation. In addition it provides a method for estimating coverage and 
sensitivity for a given probe beam angle, crystal size, material velocity, frequency and probe 
separation. 
 Figure 4.24 shows the TOFD coverage and sensitivity map for 20º beam angle compression 
wave probes separated by 146 mm. The contours are at maximum sensitivity of -6dB, -12dB 
and -18dB moving from the centre outwards. The sensitivities are relative to the beam axis of 
intersection. As can be seen the sensitivity map for a pair of 20º  probes separated by 146 mm 
provide cover from a depth of  approximately 160mm to beyond the back wall. This probe 
separation was used for the deep lying defects in the RSV plate.   
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Figure 4.25 below shows the sensitivity map for 60º beam angle compression wave probes and 
separation of 134 mm and this was employed for shallow defects. 
 
  
 
 
 
 
 
 
 
 
 
5MHz  20º Probes and probe 
separation of 146 mm. 
Figure 4.24: Sensitivity map for 20º compression wave probes. 
5MHZ 60º Probes and probe 
separation of 134 mm. 
Figure 4.25: Sensitivity map for 60º compression wave probes. 
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4.6.3 TOFD data collection and display 
 
Table 4.5 summarises the optimised probe separations for TOFD data collection on the RSV 
plate. After optimisation of the probe separation for the depth of interest un-rectified (RF) A-
scans are collected in 1 mm increments in two orthogonal scans i.e. scanned parallel to the 
plane of the beams across the defect and perpendicular to the plane of the beams along the 
defect. Prior to data collection sufficient oil was poured on the RSV plate to provide acoustic 
coupling to the probes.  
 
Beam angle (degrees) Probe separations (mm) Inspected defect positions 
60 134 Shallow 
60 290 Midway 
20 146 Deep 
 
 
The probe type, beam angle, diameter, frequency of the probes, shoe delay, and the pulse 
repetition frequency (PRF) employed in this experiment are presented as shown Table 4.6.  
 
Beam 
angle(degrees) 
Probe type Diameter  
(mm) 
Frequency 
 (MHz) 
Mode Shoe  
delay (μs/10) 
PRF  
(Hz) 
20 G5KB AEA Sonomatic 10 5 Compression 126 500 
60 G5KB AEA Sonomatic 10 5 Compression 126 500 
 
 
 
The TOFD A-scan data are recorded as full un-rectified RF waveform and are digitised at a 
sampling frequency of 50 MHz. By transferring sequential A-scan data into adjacent columns, 
the inspection data can be presented as a B-scan or D-scan mode depending on the relative 
orientation of the plane of the beams and the scanning directions. The GUIDE software 
programme was used for displaying the TOFD data.  
Table 4.5: Optimised probe separations for 60º and 20º beam angles. 
 
Table 4.6: Shows the TOFD probes and their parameters. 
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With TOFD B-scan data the time axis is non-linearly correlated to depth.  However, this can 
be corrected to a linear depth scale when processing the data in GUIDE programme.  This 
involves converting the time delay of each un-rectified A-scan into its corresponding depth 
value by using Equation 2.5. Then by moving the cursor over the B-scan the depth value can 
be read from the B-scan display.  
The B-scan images are SAFT processed. The first step in the processing is to calculate the time 
delays corresponding to the travel time from a series of step positions to a focal point. In this 
way a set of numbers are built up which compose a synthetic aperture. If the centre of the 
synthetic aperture is centred over the target and then time shifts are applied to the A-scans the 
waveforms become coherent and on averaging will produce maximum amplitude. However, if 
the synthetic aperture is not directly over the target and the same time shifts are applied the 
waveforms will not be in phase and on averaging will produce low amplitude [Pardikar et al. 
(2004)].  In this report TOFD data was processed with SAFT using NTPLOT software 
(NTPLOT Version 3, ESR Technology LTD. 2007). 
 
4.7 Results and discussion 
 
4.7.1 Sizing through wall extent (TWE) of defects with TOFD technique 
 
All the defects in the RSV plate were detected and sized by the TOFD technique. The through 
wall extent (TWE) of defects were measured from the B-Scans and results are tabulated in 
Table 4.7. The measured through wall extents are seen to be in good agreement with the actual 
size of the defects, except sizing both Defect 165 and the individual cracks of Defect 90 were 
difficult. As can be seen in Table 4.7, in six out of fifteen cases agreement is exact, in further 
five the measured through wall extent is with an error of ±1mm. Slag line defects were 
measured at 3 mm and 4 mm which are intended to be at < 3mm. The TOFD B-scan images 5 
off planar cracks, under-clad carbon crack and 2 off carbon cracks are presented as shown 
below. 
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Defect distance from 
datum position 
 (mm) 
Defect types Intended  
TWE (mm) 
Measured TWE  
(mm) 
Difference 
(mm) 
90 5 off planar cracks Each crack 10 NA NA 
165 Under clad carbon crack 5-15 NA NA 
265 Porosity 10 10 0 
330 Carbon crack 10 10 0 
400 Copper crack 10 11 1 
480 Porosity 15 14 1 
630 2 off carbon crack Each crack 10 13 and 10 3 and 0 
685 Carbon crack 6 6 0 
740 Carbon crack 3 4 1 
915 Carbon crack 10 10 0 
965 Lack of root penetration 8 9 1 
1095 Slag line <3 3 NA 
1230 Copper crack 10 9 1 
1295 Double slag line Each <3 4 NA 
1350 Lack of root penetration 8 8 0 
 
 
(a) 5 off planar cracks (Defect 90) 
Figure 4.26 shows the schematic illustration of 5 off planar cracks (Defect 90) in the YZ-view. 
It can be seen that Defect 90 is embedded deep in the RSV plate. This defect was scanned at 
four different positions across its lateral extent i.e. at Y = 75 mm, Y = 90 mm, Y = 105 mm 
and Y = 115 mm. The B-Scan image of this defect is shown in Figure 4.27, and was obtained 
by parallel scan using 20º beam angle compression wave probes of frequency 5MHz. The 
vertical and the horizontal scales represent time in µs and the defect position along the weld in 
mm respectively. Sizing the TWE of individual cracks of Defect 90 was difficult in that the 
diffraction arcs are merged together, as can be seen in Figure 4.27. Thus each of the cracks 
could not be measured accurately.  
Table 4.7: Presented the measured TWE of defects using TOFD. 
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Z 
Scan direction parallel to the 
plane of the beam across the 
defect, i.e. along the X-
direction. 
Y (along the weld direction) 
≈ 8 mm Austenitic 
Cladding 
D
atum
 
60 mm 
70 mm 
80 mm 
≈ 258 m
m
 
                                          
40 mm  
Figure 4.26: A schematic illustration of 5 off planar cracks in YZ-view. 
Figure 4.27: TOFD B-Scan image of 5 off planar cracks, at y = 105 mm. 
Back wall echo 
Probable signals 
indication site 
Time /µs 
Scanning  position /mm 
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(b) Under-clad carbon crack 
The under-clad carbon crack (Defect 165) is the only near surface defect in the RSV plate. As 
can be seen in Figure 4.28, it is 150 mm long and has three sections with TWE of 5 mm, 10 
mm, and 15 mm. The under clad carbon crack was sought using 60º beam angle probes of 
frequency 5MHz. The B-scan image of the under-clad carbon crack is shown in Figure 4.29.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.28: A schematic illustration of under clad carbon crack in the YZ- view. 
Scan direction parallel to the plane of the beam across 
the defect, i.e. along the X-direction. 
Z 
Y (along the weld direction) 
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165 mm 
50 mm 50 mm 50 
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TWE = 10mm 
TWE = 15 mm 
Figure 4.29: TOFD B-Scan image of under-clad carbon crack, at y = 215 mm. 
Lateral wave 
Reverberation 
from cladding 
Signals from 
under clad 
carbon crack. 
Time /µs 
Scanning  position /mm 
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To size this defect a parallel scan (i.e. traverses across the defect) was undertaken at three 
intervals along its lateral extent i.e. Y = 150 mm, Y = 165 mm, and Y = 215 mm. Sizing of this 
defect was problematic due to the presence of the lateral wave and reverberation from the 
cladding as shown in Figure 4.29. As can be seen the reverberations which take place within 
the cladding layer are parallel to the lateral wave and are superimposed upon the signals from 
the under-clad carbon crack. 
Hence, the top tip of the under-clad carbon crack couldn’t be detected accurately; it is hidden 
by both the lateral wave and reverberation from the cladding. It can also be seen that the 
strength of the lateral wave signal is not uniform along the surface. 
In the middle the lateral wave signal is reduced in amplitude, and this is due to the presence of 
the under-clad carbon crack. But, as this defect is not surface opening crack, the lateral wave 
is not blocked or eliminated completely. 
 
(c) 2 off carbon crack 
 
The schematic illustration of 2 off carbon cracks (Defect 630) in the YZ view is depicted in 
Figure 4.30. This defect was scanned at Y = 630 mm parallel to the plane of beam across the 
defect using a pair of 20º compression wave probes of frequency 5MHz. The B-scan image of 
this defect is shown in Figure 4.31. A carbon crack is a rough crack and the TOFD signals from 
multiple facets within the defects are evident in the B-scan image.  As shown in Figure 4.31, 
the signals from 2 off carbon cracks are labelled as carbon cracks 1 and 2. The TWE of carbon 
crack 2 was sized as 10 mm which is in agreement with the intended TWE. However, carbon 
crack 1 was measured as 10 and 13 mm from diffraction arcs A to C and B to C respectively. 
By comparing signals of carbon cracks 1 and 2, it is clear that the diffraction signals have 
similarity except in carbon crack 1 there are additional shorter signal curves at the top. These 
signals could be from satellite reflectors or it could be due to the nature of the defect not having 
well defined edges. It can only be confirmed by destructive examination. 
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Figure 4.30: A schematic illustration of 2 off carbon cracks (YZ- view). 
Figure 4.31: TOFD B-scan image of 2 off carbon cracks. 
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4.7.2 SAFT processed B-scan image 
 
As an example Figure 4.32 shows the SAFT processed B-scan image of 2 off carbon cracks 
(Defect 630).  As can be seen in Figure 4.31 signals are curved due to contribution from the 
extremities of the beam arriving later than those travelling along the beam axis. By SAFT 
processing the data the hyperbolic tails are reduced. After SAFT processing the TWE of carbon 
crack 1 was still measured as 10 and 13 mm. However, it is much easier sizing the TWE after 
SAFT processing, as can be seen the hyperbolic tails have been removed leaving diffraction 
signals from the top and bottom of the defects. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.7.3 Sizing the lateral extent of defects 
 
After SAFT processing the lateral extent of seven of the defects in the RSV plate were 
measured. Although sizing the lateral extents could be subjective, defects were sized at two 
different positions and the average lateral extents are given in Table 4.8.   
Signals 
from 
carbon 
crack 1 
Signals 
from 
carbon 
crack 2 
Back wall 
echo 
Figure 4.32: SAFT processed B-scan image of 2 off carbon cracks. 
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Defect distance 
from datum 
position (mm) 
Defect types Intended lateral 
extent (mm) 
Measured 
lateral extent 
(mm) 
Difference (mm) 
265 Porosity 40 43 3 
400 Copper crack 30 36 6 
535 Patch simulating LOSWF 58 67 9 
630 2 off carbon crack 30 33 3 
915 Carbon crack 50 54 4 
1095 Slag line 50 52 2 
1295 Double slag line 40 38 2 
 
 
There are significant errors in the lateral extent measurements, however, in flaw assessment 
the estimation of through-wall extent is more important than that of the lateral extent and thus 
it is the errors in TWE which are of greatest concern. This is because of the through wall extent 
relative to the thickness of the component is critical for fitness for purpose.  
4.7.4 Errors on TOFD measurements  
 
The TWE of most of the defects are accurately sized or with an error of ±1mm, apart from 
under-clad carbon crack. The ±1mm errors could be within the manufacturing tolorance on the 
defects or could be due to misinterpration of TOFD data. 
Firstly, the discrepancy between intended and measured TWE of the under-clad carbon crack 
is due to the presence of lateral wave. This wave obscures part of the diffraction arcs, as the 
result it is difficult to size this defect accurately. The same as the lateral wave reverberations 
from the cladding are also obscure the diffraction arcs of the under-clad carbon crack. [Hawker 
and Charlesworth (1983)] claimed sizing of vertical and planar defects as small as 6 mm depth 
below the cladding, however this is not in agreement with this present study.  
Secondly, the discrepancy between intended and measured TWE of the under-clad carbon 
crack could be due to the effect of austenitic cladding such as beam bending and beam skewing. 
Thirdly, the strip overlap regions may produce fluctuations in time delay of ultrasonic signals 
and this introduces errors particularly for defects close to the surface. This is due to the reason 
that, for close surface defects accurate measurement of depth is greatly influenced by timing 
error and the lateral wave travels at the clad/ferritic interface and thus it is sensitive to 
clad/ferritic interface profile.  
Table 4.8: The measured lateral extent of defects after SAFT processing. 
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GUIDE software calculates the transit time of the ray paths using equations that are derived for 
a material which is isotropic i.e. the velocities are independent of direction. However, when 
inspecting a ferritic clad plate the ultrasonic wave passes through the austenitic cladding which 
is anisotropic material i.e. velocities are direction dependant.  
Therefore, the software should be modified so as to calculate the transit time of the ray paths 
in ferritic clad plate using the equations that are derived by [Charlesworth and Temple (1981)] 
and the detailed ray paths and the mathematical formulation can also be found in [Charlesworth 
and Temple (2001)]. This minimises the errors in depth correction particularly for defects close 
to the cladding such as the under-clad carbon crack.  
4.7.5 The effects of austenitic cladding on TOFD technique 
 
As previousely mentioned the austenitic cladding layer has long columnar grains with aligned 
axes as the result the elastic properties are anisotropic and this affects the propagation of   
ultrasound by beam skewing. The transit time is modified as a consequence of both beam 
skewing and refraction at the austenite/ferrite interface. These changes are major for sizing 
under clad defects. This is due to the fact that the timing error dominates near the surface 
region. As the result in  depth correction errors particularly for defects near the cladding.  
In addition to modifying the transit time cladding also affects the depth at which the surface 
wave exists. Part of this wave propagates at the austenite/ferrite interface [Poulter and 
Rogerson (1982)]. Beside the interface wave there are other waves of the same frequency which 
can be explained in terms of reverberations in the cladding. The interface wave radiating energy 
into the cladding and both shear and compressional waves are generated and these add up to 
produce reverberations [Charlesworth and Temple (1981)]. 
4.8 Phased array data collection on the RSV plate 
 
4.8.1 Optimising flaw response for Full Matrix Capture data collection 
 
The 64 elements phased array probe with no wedge was used to produce real time sectorial 
scan of the defect. The phased array was programmed in ArrayGen software (Version 
AG00B1006, Peak NDT, Ltd., Derby, UK) as presented in the setup screens in Figures 4.33, 
4.34, and 4.35.  
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Figure 4.33: Probe and Wedge Assemblies setup window. 
Figure 4.34: Focal Laws and Sweeps setup window. 
Figure 4.35: Ultrasonic Control setup window. 
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The phased array was swept between angles of -45 and 45 in 0.4º increments. The beam was 
focused with Auto dynamic depth focusing (DDF). For example for porosity (Defect 480) the 
beam was focused at 30 mm depth with Auto DDF as shown in the screen captures of the 
ArrayGen setup screens below. The schematic illustration of Defect 480 and its position in the 
RSV plate can be seen in Figure 4.36. After optimising the defect response using real time 
sectorial scan as depicted in Figure 4.37, then the FMC data was collected. 
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Figure 4.36: Schematic illustration of porosity (Defect 480) in YZ-view. 
B-scan image obtained as the 
beam swept between -45 & 45º. 
 The gated and un-gated ultrasonic A-scans  
Figure 4.37: Phased array sectorial scan of porosity (Defect 480). 
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4.8.2 The Full Matrix Capture (FMC) data collection 
 
The array employed in this project was a 64 elements 5 MHz linear array (manufactured by 
Imasonic, France) and its parameters are shown in Figure 4.38.   
 
 
 
 
 
 
 
 
 
The array was connected to a commercial array controller Micropulse  system operating with 
ArrayGen programme (Version AG00B1006, Peak NDT, Ltd., Derby, UK).  The phased array 
probe was positioned over the flaw as demonstrated in Figure 4.39 using IMCS scan controller 
(Peak NDT, Ltd., Derby, UK). Prior to collecting FMC data, the flaw response was optimised 
using conventional real-time sectorial scanning as presented in Figure 4.37. FMC data was then 
collected with the probe static at this position using ArrayGen and the captured data was 
exported as text file and processed using MatLab (The MathWorks, Inc., Natick, MA).  For 
maximum image resolution, data was processed with array grid sizes of 0.1mm x 0.1 mm. FMC 
data was collected by positioning the phased array probe both parallel and perpendicular to the 
plane of the defect.  
4.9 Results and discussion 
 
The TFM processed FMC data for 5 off planar cracks, carbon crack, porosity and patch 
simulating LOSWF in the RSV plate are presented below.  
(a) 5 off planar cracks (Defect 90) 
Figure 4.38: The Laboratory arrangement for phased array data collection. 
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The schematic illustration of 5 off planar cracks and the position of the phased array probe are 
shown in Figure 4.39.  The TFM image of this defect is depicted in Figure 4.40.  
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Figure 4.39: A diagram of defect 90 and an array positioned at y=90mm. 
Figure 4.40: TFM image of 5 off planar cracks in the RSV plate (B-scan view). 
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As can be seen in Figure 4.40, there are reflection signals at depth of approximately 145, 150 
and 155 millimetres. These signals could be from two of the top planar cracks of Defect 90. 
The other thing to note is that as depth increases the deeper planar cracks of Defect 90 weren’t 
detected, though the reason for this is unknown.  
 
(b) Carbon crack (Defect 330) 
 
Carbon crack (Defect 330) in the RSV plate can be diagrammatically illustrated as shown in 
Figure 4.41. FMC data was collected with the center of the probe positioned at y = 330mm, 
parallel to the plane of the defect i.e. along the weld.  
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Figure 4.41: Schematic illustration of carbon crack (Defect 330) in YZ-view. 
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Figure 4.42: TFM image of carbon crack (Defect 330) in the RSV plate (D-scan). 
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As can be seen in Figure 4.42, reflections from individual facets are apparent. The noise from 
the cladding and possibly reflection at the austenite/ferritic interface are also apparent in the 
TFM image.  The former is due to considerable scattering of ultrasound by the coarse grain 
structure of the austenitic cladding and the latter due to acoustic impedance mismatch between 
stainless steel of the cladding and the ferritic base as the result part of the insonifying energy 
is reflected at the interface. 
(c) Porosity (Defect 480) 
The schematic illustration of porosity (Defect 480) in YZ-view can be seen in Figure 4.36. This 
defect was scanned by positioning the centre of the phased array probe at y = 480 mm parallel 
to the plane of the defect i.e. along the weld. The TFM image can be seen in Figure 4.43, and 
it is evident that there are reflection signals possibly from each pore and are clearly resolved. 
By comparing the TFM image of carbon crack as shown in Figure 4.42 with the TFM image 
of porosity, it is difficult to make a distinction between the two types of defects. The ultrasonic 
responses from both defects look similar in nature. Without prior knowledge of the defects 
nature it is difficult to discriminate between porosity and rough volumetric cracks such as 
carbon and copper cracks.  
 
 
 
 
 
 
 
 
 
(d) Patch simulating LOSWF (Defect 1080), tilted ≈ 5 º vertically 
 
The diagrammatic illustration of the patch simulating LOSWF (Defect 1080) can be seen in 
Figure 4.44. The FMC data was collected by positioning the center of the phased array probe 
at y = 1080mm perpendicular to the plane of the defect i.e. across the weld.   
Array 
Distance / m 
Distance / m 
Figure 4.43: TFM image of porosity (Defect 480) in the RSV plate (D-scan). 
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The TFM image of this defect is given in Figure 4.45. It can be seen that there are reflection 
signals from the top and bottom of the defect and this indicates that, it is a smooth defect. This 
is in harmony with the findings of the tandem technique which shows a strong specular 
reflection for this defect. 
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Figure 4.44: Schematic illustration of the patch simulating LOSWF in XZ-view. 
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Figure 4.45: TFM image of patch simulating LOSWF (B-scan). 
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Comparing the reflection signals of Defect 1080 with the signals obtained from smooth crack 
as depicted in Figure 3.9 of section 3.3, there are additional signals at the top and bottom of the 
Defect 1080. These additional indications could be from the weld or satellite reflectors.   
Defects which are close and midway to the surface are located, but it is difficult to locate deeper 
defects. The main problems for not detecting deeper defects poor could be due to attenuation 
and beam spreading effects. However, it is important to check with Bristol University if the 
TFM version employed in this project has had beam spread compensation. 
Apart from qualitative results TFM does not provide further information on the nature of the 
reflector. The orientation and the shape of the reflectors could be determined by the vector total 
focusing method (VTFM) and the specularity of the reflectors respectively [Wilcox et al. 
(2007)] and [Wilcox et al. (2006 )].  
 
4.10 Conclusions 
 
A thick ferritic clad plate containing twenty simulated defects along the weld was inspected 
using multi-probe pulse-echo, tandem, TOFD and Total Focusing Method (TFM) processing 
of Full Matrix Capture (FMC) phased array data. All defects are detected by the multi-probe 
pulse-echo and tandem techniques. Most of the defects were detected by 5 or 8 pulse-echo 
probes and by 3 or 4 tandem pairs. 
All smooth, vertical planar defects such as a patch simulating LOSWF are detected by tandem 
probes at high amplitudes due to strong specular reflection from the defect faces. Defects such 
as porosity and copper cracks were detected by the tandem probes at much lower amplitudes 
than smooth, vertical and planar defects.  
All the defects in the RSV plate are detected and sized using TOFD. The measured TWE are 
in good agreement with the actual defect sizes, except that sizing 5 off planar cracks and the 
under-clad carbon crack. Sizing the latter was problematic due to the presence of lateral waves 
and reverberation from cladding. Although it has previously reported defects 6 mm below the 
cladding have been detected and sized, nonetheless the present study does not confirm accurate 
sizing of under-clad defects 6 mm below the cladding. This should be investigated in the future 
using experimental and theoretical modelling.  
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Errors arise due to beam skewing and refraction at the clad/ferritic interface and these have a 
great effect for under-clad carbon cracks due to the fact that timing errors increase as the depth 
of the defect decreases.   
With TFM only close and midway lying defects are located. It is difficult to locate deep laying 
defects in the RSV plate. It could be due to beam spreading and attenuation effects.  TFM 
provides a superior image quality, however, it does not tell the shape and orientation of the 
reflectors.  
Overall this study has shown that there is not an independent or a complete ultrasonic technique 
for detection and sizing defects. It is found that the TOFD technique is efficient for detecting 
and sizing defects, apart from sizing under-clad defects. It is also found that the multiple pulse-
echo phased array technique is efficient as a detection technique. Therefore, the results of this 
study have confirmed that the pulse-echo phased array technique can be used for detection and 
following that the TOFD technique can be employed for sizing defects. 
The next chapters will cover the modelling part of this thesis, and the modelling study will be 
presented systematically. In chapter 5, the propagation of bulk elastic waves in unbounded 
media will be studied, and the simulation results will be compared with theory. Following that 
chapters 6 and 7 will investigate the elastodynamic scattering processes from geometrically 
simple shaped models for nuclear power plant components, and the results will be validated 
with analytical solutions. The simulated models were also examined experimentally in the early 
chapters of this thesis. The simulation of Time-of-Flight Diffraction (TOFD) from two defects 
in isotropic ferritic specimen will be addressed in chapter 8. The simulation results will be 
compared with the experimental TOFD measurements undertaken in chapter 2.  
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Chapter 5 Determination of elastic bulk wave 
velocities  
 
The modelling of the propagation of ultrasonic fields through isotropic and anisotropic steels 
is performed prior to the detailed studies of the elastodynamic scattering processes in chapters 
6 and 7. In this chapter transversely isotropic material is considered. The main reason for 
considering transversely isotropic steel other than fully anisotropic or orthotropic material is 
due to the fact that it is suitable to model the Pressurized Water Reactor (PWR) cladding using 
a transversely isotropic model. 
This chapter focuses on two simulation techniques, namely CIVA and finite element 
ABAQUS/Explicit. These simulation methods use different approaches to solve the wave 
propagation and the interaction of elastic waves with defects i.e. the scattering processes.  The 
former is based on semi analytical approximations and the latter is based on a numerical 
approach.  
 
In this chapter both CIVA and the finite element techniques are employed to simulate the 
propagation of ultrasonic waves through isotropic and transversely isotropic steels; so as to 
compute the elastic bulk velocities in two principal material directions. The elastic bulk 
velocities obtained from both CIVA and the FE simulations are compared with appropriate 
theory.  Also, the theory of the slowness surfaces for isotropic and transversely isotropic steels 
is briefly introduced. Furthermore, the governing equations to compute the group velocity 
surfaces for transversely isotropic austenitic steel are described. The slowness surfaces for 
transversely isotropic austenitic and isotropic ferritic steels, and the group velocity surfaces for 
transversely isotropic austenitic steel are analytically computed and results are graphically 
presented.  
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5.1 The FE simulation of ultrasonic beam propagation   
 
5.1.1 Introduction 
 
The finite element simulation of the propagation of ultrasonic waves through isotropic mild 
steel and transversely isotropic austenitic steel is modelled using ABAQUS/Explicit (Abaqus 
Version 6.12-1 http:www.abaqus.com) time domain solver.  The compressional and shear 
waves are simulated in two principal material directions in both isotropic and transversely 
isotropic steels. The time domain signals are used to compute the compressional and shear 
wave velocities and simulated values are compared with theory.    
 
In the following sections, first the method for the finite element simulation is described, 
followed by the FE simulation of the compressional and shear waves through isotropic ferritic 
steel and transversely isotropic austenitic steel.  
 
5.1.2 The finite element procedure for bulk wave propagation    
 
Two dimensional finite element modelling was performed with the assumption of a plane strain 
condition in the out-of-plane direction. This means that the material extends infinitely in the 
out-of-plane direction and the displacement and the strain components are zero in that 
direction; this is suitable for the FE simulation of bulk waves in a two-dimensional geometry 
in isotropic and transversely isotropic media. The model was meshed by employing linear 
quadrilateral elements (CPE4R) with four nodes; each node has two degrees of freedom.  
For accurate modelling of ultrasonic waves, the spatial discretisation is chosen to satisfy the 
rule given by Alleyne et al. [2002]:  
 
𝜆𝑆
16
≥ ∆𝑥                                                                                                                                    (5.1) 
 
where 𝜆𝑆 is the wavelength of the shear wave, and ∆𝑥 is the size of the element in the FE model.  
131 
 
     
                                 
The explicit time marching algorithm is numerically stable given that the time step (𝛿𝑡) 
satisfies the convergence criterion [Alleyne et al. (2002)]:  
 
𝛿𝑡 ≤ 0.8
∆𝑥
𝑉𝑚𝑎𝑥
                                                                                                                            (5.2) 
 
where  𝑉𝑚𝑎𝑥 is the compressional velocity in the FE model. 
 
 
5.1.3 The FE simulation of bulk waves in isotropic steel 
 
The schematic illustration of the FE model used for the present simulation study is shown in 
Figure 5.1. The size of the model was 102 mm2, and an absorbing layer using increasing 
damping (ALID) [Drozdz et al. (2007)] was placed around the region of interest. The absorbing 
boundary is necessary to suppress incoming waves from being reflected back by the boundaries 
of the model and contaminate the measured displacements. Moreover, by adding an absorbing 
region the size of the model can be reduced considerably to minimise computational time. The 
research work by Drozdz et al. [2006] has also shown that the length of the absorbing region 
should be setup as at least three times the maximum wavelength in the FE model.  
 
Mathematically the material damping 𝐶 is proportional to a cubic function of the distance into 
the ALID region such as [Drozdz, 2008]: 
 
                          𝐶(𝑥) = 𝐶0 × 𝑋(𝑥)
3                                                                                       (5.3)                                                                                   
 
where the constant of proportionality 𝐶0 is the maximum material damping and is a positive 
real number. The material damping 𝐶 increases gradually to minimise impedance mismatch 
between the interior layers and the main domain as well as between adjacent layers.  The term 
𝑋(𝑥) varies from zero at the interface to a value of one at the end of the absorbing boundary. 
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The material modelled was isotropic ferritic steel with material properties given in Table 5.1. 
The excitation signal was a five cycle Hanning windowed tone burst centred at frequency of 
2MHz. This was applied in the in-plane direction at five nodes acting as a transducer. As can 
be seen in Figure 5.1, the excitation is applied precisely at the boundary of ALID and the region 
of interest. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The contour plots of displacement at different marching times from the FE simulation are 
depicted in Figure 5.2. Besides it can be seen that the ALID region absorbs effectively most 
the incoming waves; as a result there are minimal reflections from the boundaries of the model.  
The FE simulations of both compressional and shear waves were performed. For the 
compressional wave the particle displacement and the propagation direction were simulated in 
the x-direction. For the case of the shear wave the propagation of the wave and the particle 
displacement were simulated in the x and y directions respectively. 
 
Young’s Modulus (E) / GPa  Density () / kgm-3  Poisson’s ratio ()  
211.9 7900 0.291 
Table 5.1: Material properties of isotropic ferritic steel [Kaye and Laby (1995)] 
Excitation at 5 nodes 
Nodal displacement 
monitoring point 
ALID 
X Z 
Y 
102 mm 
60 mm 
102 mm 
Figure 5.1: Schematic diagram of the FE model for bulk elastic wave propagation in 
isotropic steel. 
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(a) (b) 
Absorbing boundary 
(c) 
Figure 5.2: The Contour plots of displacement magnitude from FE simulations in isotropic 
medium: (a) Input signal, (b) FE model with absorbing boundaries and (c) FE model without 
absorbing boundaries, showing the unwanted reflections that would occur if the absorbing 
boundaries were not used. 
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5.1.4 The FE simulation of bulk waves into transversely isotropic steel  
 
The finite element simulations of compressional and shear waves through 308 austenitic steel 
were performed. The austenitic weld metal is generally characterised as transversely isotropic 
material with hexagonal symmetry [Ogilvy 1985]. The elastic constants (𝐶𝑖𝑗) and density (𝜌) 
for this symmetry can be found in references by [Ogilvy 1985], [Ogilvy (1992)], and [Temple 
1988], and they are given in Tabel 5.2. 
 
 
 
 
 
 
 
 
 
 
The size of the 2D FE model is 1m2, with plane strain elements, however without an absorbing 
region placed around the domain. Figure 5.3, shows the schematic diagram of the FE model 
for this simulation. The compressional and shear waves were excited at selected nodes in both 
x and y directions. The input signal consisted of a five cycle Hanning windowed tone burst, 
with the central frequency of 100 kHz. The local orientations of the elements were defined 
using a rectangular coordinate system. Figure 5.4 depicts the contour plots of the displacement 
from the FE simulations, for compressional and shear waves propagating along the x-direction 
in the xy-plane and for shear waves propagating along the y-direction in the xy-plane. 
The finite element simulation was run for four cases, covering: 
 Propagation in the xy-plane along the y-direction and symmetry about the y-axis. 
 Propagation in the xy-plane along the y-direction and symmetry about the x-axis. 
 Propagation in the xy-plane along the x-direction and symmetry about the y-axis. 
 Propagation in the xy-plane along the x-direction and symmetry about the x-axis 
 
 
Material parameter Value 
C11 263x109 Nm-2 
C12 98 x109 Nm-2 
C13 145 x109 Nm-2 
C33 216 x109 Nm-2 
C44 129 x109 Nm-2 
C66 82.5 x109 Nm-2 
 8.01x103 kgm-3 
Table 5.2: Material parameters for 308 austenitic steel [Ogilvy 1985] and [Temple 1988]. 
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(c) 
(a) (b) 
Excitation points 
Y 
X 
Nodal displacement 
monitoring point 
0.8 m 
1 m 
Excitation at 5 nodes 
in the x-direction 
X 
Z 
Y 
Excitation at 5 nodes, 
in the y-direction 
0.8m 
1 m 
Figure 5.3: Schematic diagram of the FE model for bulk elastic wave propagation in 308 
austenitic steel. 
Figure 5.4: The Contour plots of displacement magnitude from FE simulations in transversely 
isotropic material: (a) Compressional wave propagating along x-direction, (b) Shear wave 
propagating along x-direction, and (c) Shear wave propagating along y-direction. 
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5.2 The CIVA simulation of ultrasonic beam propagation   
 
5.2.1 Introduction 
 
The CIVA simulation software (version 9) developed by CEA (French Atomic Energy 
Commission), was implemented here to model the propagation of bulk ultrasonic elastic waves 
into isotropic, and transversely isotropic steels.  The shear and compressional velocities were 
determined using the 2D ultrasonic field and the time domain signals and the measured velocity 
values were compared with theoretical predictions.   
 
In the following sections the procedures for CIVA simulation of propagation of bulk elastic 
waves are presented.  
 
 
5.2.2 The CIVA simulations of bulk elastic waves in isotropic ferritic steel 
 
The computation of the ultrasonic field radiated by a single element rectangular transducer, 
into isotropic steel was modelled using CIVA. The transducer employed in this model was 0º 
compression probe coupled to a solid wedge. For the beam computation a 2D zone was selected 
with dimensions as shown in Figure 5.5, and this zone was meshed with an element size of 4 
mm2. The schematic illustration of the simulation set up and the CIVA simulated ultrasonic 
field through the isotropic steel are shown in Figures 5.5 and 5. 6 respectively.  
 
For the case of the shear wave, the ultrasonic field was radiated into isotropic ferritic steel by 
a single element 45º shear transducer. The transducer was modelled as a rectangular shape, and 
its dimensions were 10 mm in width and 20 mm in length.  A 2D computation zone of height 
and length of 100 mm was specified, and the beam computation was performed within this 
zone as displayed in Figure 5.7. The same mesh density as the compression wave case was 
used for the shear wave propagation.  
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The same material properties as the FE isotropic model were employed for both the 
compressional and shear CIVA simulations. The compression and shear transducers were 
excited by a Hanning window centred at frequency of 2MHz. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
X 
Z 
Y 
Transducer 
W = 10 mm 
L = 20 mm 
Wedge center 
X = 100 mm 
Y = 100 mm 
2D computation 
zone 
100 mm 
120 mm 
200 mm 
100 mm 
Wedge 
Figure 5.5: Schematic representation of the CIVA model for bulk wave propagation. 
Figure 5.6: The CIVA model of ultrasonic field of 0º compressional waves in isotropic 
ferritic steel. 
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The propagation was simulated in the xz-plane with propagation along the z-direction. The 
computation was carried out for x-symmetry, y-symmetry and z-symmetry. The elastic 
constants )( ijC for 308 austenitic steel and density are as given in Table 5.2.  
 
5.3 Slowness or inverse velocity surfaces  
 
In this section the theoretical background for the slowness surface is presented. The elastic 
constants, the stress-strain matrices and the analytical solutions used to compute the slowness 
surfaces for both isotropic and transversely isotropic symmetries are given.   
 
5.3.1 The governing equation and its solutions to determine the slowness surfaces 
 
The propagation of plane waves in an anisotropic medium is governed by the Christoffel 
equation and this can be found in many text books, for example the one given by Musgrave 
[Musgrave (1970)]: 
 
[Г𝑖𝑗 − 𝜌𝑣𝑝
2𝛿𝑖𝑗][𝑝𝑗] = 0                                                                                                    (5.4)  
 
where Г𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝑛𝑗𝑛𝑙 is the Green-Christoffel tensor, 𝒏 is the unit vector in the direction of 
the phase velocity, 𝜌 is the density of the medium, 𝑣 is the phase velocity, 𝛿𝑖𝑗 represents the 
Kronecker’s delta, and 𝒑𝒋 is the particle polarization vector. In this chapter the equation given 
by Auld [1973] is adopted. By replacing the phase velocity (𝑣𝑝) in Equation (5.4) by 𝜔 𝑘⁄  and 
multiplying by 𝑘2 gives: 
[𝑘2Г𝑖𝑗 − 𝜌𝜔
2𝛿𝑖𝑗][𝑝𝑗] = 0                                                                                                 (5.5)  
 
where 𝑘 is the magnitude of the wave vector (𝒌) and 𝜔 is the angular frequency of the wave. 
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By arranging the characteristic determinant of Equation (5.5) to zero, one can obtain a 
dispersion relation i.e. an expression in terms of the wave vector (𝒌) and the angular frequency 
(𝜔) , such as: 
 
𝑑𝑒𝑡|𝑘2Г𝑖𝑗 − 𝜌𝜔
2𝛿𝑖𝑗| = 0                                                                                           (5.6) 
 
The wave vector 𝒌 is directly proportional to the angular frequency(𝜔), therefore, it is suitable 
to express the slowness surface in terms of the variable 𝑘 𝜔⁄   in the direction of the wave vector. 
The magnitude of the slowness vector is equal to the inverse of the phase velocity, i.e. 𝑘 𝜔⁄ =
1
𝑣𝑝⁄ . 
Solving the characteristics equation at any specific slowness direction yields three solutions of 
the inverse of the phase velocity and these are: the pure shear, quasi-longitudinal and quasi-
shear wave modes. 
 
5.3.2 The slowness surface for transversely isotropic austenitic steel 
 
The stress-strain relation for anisotropic material can be described using the shortened Voigt 
notation [Auld (1973)] as follows: 
 (11) → 1, (22) → 2, (33) → 3, (23) = (32) → 4, (31) = (13) → 5, (12) =  (21) → 6 
 
For example 𝐶1232 = 𝐶64. 
 
Using this notation, the stress-strain relation for a transversely isotropic medium whose axis of 
symmetry coincides with the z-axis, is given by Fedorov [1968]:  
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[
 
 
 
 
 
𝜎11
𝜎22
𝜎33
𝜎23
𝜎31
𝜎12]
 
 
 
 
 
=
[
 
 
 
 
 
𝐶11 𝐶12 𝐶13 0 0 0
𝐶12 𝐶11 𝐶13 0 0 0
𝐶13 𝐶13 𝐶33 0 0 0
0 0 0 𝐶44 0 0
0 0 0 0 𝐶44 0
0 0 0 0 0 (𝐶11 − 𝐶12) 2⁄ ]
 
 
 
 
 
[
 
 
 
 
 
𝑒11
𝑒22
𝑒33
2𝑒23
2𝑒31
2𝑒12]
 
 
 
 
 
                                 (5.7) 
 
As can be seen in Equation (5.7), the transversely isotropic medium is characterised by five 
nonzero elastic constants and the relation  𝐶66=(𝐶11 − 𝐶12)/2  holds for this type of medium. 
For the transversely isotropic material (with hexagonal symmetry) [Ogilvy (1992)], the inverse 
velocities for pure shear, quasi-shear and quasi-longitudinal modes can be calculated as given 
by Auld [1973], such as: 
For the pure shear wave: 
𝑘
𝜔
= √
𝜌
𝐶55
2𝑠𝑖𝑛2𝜃 + 𝐶44
2𝑐𝑜𝑠2𝜃
                                                                                    (5.8) 
For the quasi-shear wave: 
𝑘
𝜔
= (2𝜌)1 2⁄ (𝑎 − √𝑏)
−1 2⁄
                                                                                            (5.9) 
For the quasi-longitudinal wave: 
 
𝑘
𝜔
= (2𝜌)1 2⁄ (𝑎 + √𝑏)
−1 2⁄
                                                                                               (5.10) 
 
where 
𝑎 = 𝐶11𝑠𝑖𝑛
2𝜃 + 𝐶33𝑐𝑜𝑠
2𝜃 + 𝐶44                                                                                  
𝑏 = [(𝐶11 − 𝐶44)𝑠𝑖𝑛
2𝜃 + (𝐶44 − 𝐶33)𝑐𝑜𝑠
2𝜃]2 + (𝐶13 + 𝐶44)
2𝑠𝑖𝑛22𝜃               
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5.3.3 The slowness surface for isotropic steel 
 
The slowness surfaces of the isotropic steel were also computed using the dispersion relation 
of Equation (5.6). For isotropic symmetry the elastic constant matrix has two independent 
constants and the relation 𝐶11 = 𝐶12 + 2𝐶44  holds for this symmetry [Auld (1973)]. 
 
[
 
 
 
 
 
𝐶11 𝐶12 𝐶12 0 0 0
𝐶12 𝐶11 𝐶12 0 0 0
𝐶12 𝐶12 𝐶11 0 0 0
0 0 0 (𝐶11 − 𝐶12) 2⁄ 0 0
0 0 0 0 (𝐶11 − 𝐶12) 2⁄ 0
0 0 0 0 0 (𝐶11 − 𝐶12) 2⁄ ]
 
 
 
 
 
                               (5.11) 
 
The elastic constants (𝐶𝑖𝑗) and density (𝜌) for the isotropic ferritic steel, used in the calculation of 
the slowness surfaces are [Ogilvy (1992)]: 
𝐶11 = 275 × 10
9𝑁𝑚−2 
𝐶12 = 113.2 × 10
9𝑁𝑚−2 
𝜌 = 7.9 × 103𝑘𝑔𝑚−3   
 
5.4 The group velocity 
 
In the subsequent sections, the governing equation to calculate the group velocity for 
anisotropic material is given. Also by using the appropriate Christoffel equation for 
transversely isotropic symmetry, the analytical solution to compute the ray or group velocity 
surfaces is presented.     
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5.4.1 The governing equation to compute the group velocity  
 
In general a wave propagating in an anisotropic medium has two propagation directions; these 
are the group and phase velocity directions. The former is always normal to the slowness 
surface and propagates along the direction of the energy vector. The latter is the reciprocal of 
the slowness vector and it is also the velocity of the wave fronts and propagates in the wave 
vector direction [Ogilvy (1985)]. 
A detailed derivation of the group velocity (𝑣𝑔)  for anisotropic material is given by Auld 
[1973]. The group velocity (𝑣𝑔) can be expressed mathematically as the partial derivative of 
the angular frequency (𝜔) with respect to the wave number (𝑘) thus: 
 
𝑣𝑔 =
𝜕𝜔
𝜕𝑘
                                                                                                                    (5.12) 
 
If Equation (5.13) expands to a 3-dimensional modulation envelope, one can determine the 
group velocity in 𝑥, 𝑦 and 𝑧 directions as: 
 
𝑣𝑔 = ?̂?
𝜕𝜔
𝜕𝑘𝑥
+ ?̂?
𝜕𝜔
𝜕𝑘𝑦
+ ?̂?
𝜕𝜔
𝜕𝑘𝑧
                                                                                (5.13) 
 
This equation is convenient to use if the angular frequency is given as an explicit function of 
the wave number, however, as presented in Section 5.3 the dispersion relation for plane wave 
in an anisotropic medium is formulated in an implicit form such as: 
 
[𝑘2Г𝑖𝑗 − 𝜌𝜔
2𝛿𝑖𝑗] = 𝛺(𝜔, 𝑘𝑥 , 𝑘𝑦, 𝑘𝑧) = 0                                                                 (5.14)     
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Hence, by implicit differentiation of Equation (5.14), for example in the x-direction, one can 
obtain: 
(
𝜕𝜔
𝜕𝑘𝑥
)
𝑘𝑦,𝑘𝑧
= −
𝜕𝛺 𝜕𝑘𝑥⁄
𝜕𝛺 𝜕𝜔⁄
                                                                                     (5.15) 
This equation can be written more compactly as: 
𝑣𝑔 = −
∇𝑘𝛺
𝜕𝛺 𝜕𝜔⁄
                                                                                                          (5.16) 
where the variable 𝛺  is differentiated with respect to 𝑘𝑥, 𝑘𝑦 and 𝑘𝑧 . 
 
5.4.2 Determination of group velocity surface for transversely isotropic steel 
 
The group velocity for transversely isotropic austenitic steel can be evaluated using Equation 
(5.16). For transversely isotropic material (with hexagonal symmetry) the Christoffel equation 
is expressed as [Auld (1973)]: 
 
𝑘2 [
𝐶11𝑙𝑥
2 + 𝐶66𝑙𝑦
2 + 𝐶44𝑙𝑧
2 (𝐶12 + 𝐶66)𝑙𝑥𝑙𝑦 (𝐶13 + 𝐶44)𝑙𝑥𝑙𝑧
(𝐶12 + 𝐶66)𝑙𝑥𝑙𝑦 𝐶66𝑙𝑥
2 + 𝐶11𝑙𝑦
2 + 𝐶44𝑙𝑧
2 (𝐶13 + 𝐶44)𝑙𝑦𝑙𝑧
(𝐶13 + 𝐶44)𝑙𝑥𝑙𝑧 (𝐶13 + 𝐶44)𝑙𝑦𝑙𝑧 𝐶44𝑙𝑥
2 + 𝐶44𝑙𝑦
2 + 𝐶33𝑙𝑧
2
] [
𝑝𝑥
𝑝𝑦
𝑝𝑧
] = 𝜌𝜔2 [
𝑝𝑥
𝑝𝑦
𝑝𝑧
] (5.17) 
where 𝑙𝑥, 𝑙𝑦, and 𝑙𝑧 are direction cosines of the propagation.  
If one solves Equation (5.17) for propagation in the x-z plane, 𝑙𝑦 = 0 and the equation reduces 
to: 
 
𝑘2 [
𝐶11𝑙𝑥
2 + 𝐶44𝑙𝑧
2 0 (𝐶13 + 𝐶44)𝑙𝑥𝑙𝑧
0 𝐶66𝑙𝑥
2 + 𝐶44𝑙𝑧
2 0
(𝐶13 + 𝐶44)𝑙𝑥𝑙𝑧 0 𝐶44𝑙𝑥
2 + 𝐶33𝑙𝑧
2
] [
𝑝𝑥
𝑝𝑦
𝑝𝑧
] = 𝜌𝜔2 [
𝑝𝑥
𝑝𝑦
𝑝𝑧
]                                                      (5.18)   
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For the quasi-shear and quasi-longitudinal modes the dispersion relation can be obtained by 
setting the determinant of Equation (5.18) equal to zero, such as: 
𝛺 = [𝐶11𝑘
2𝑙𝑥
2 + 𝐶44𝑘
2𝑙𝑧
2 − 𝜌𝜔2][𝐶44𝑘
2𝑙𝑥
2 + 𝐶33𝑘
2𝑙𝑧
2 − 𝜌𝜔2] − (𝐶13 + 𝐶44)
2𝑘2𝑙𝑥
2𝑙𝑧
2 = 0                 (5.19)  
The wave vector 𝒌 is defined as: 
𝑘 = 𝑘𝑥?̂? + 𝑘𝑧?̂?                                                                                                                                              (5.20) 
where the components are: 
                                                 𝑘𝑥 = 𝑘𝑙𝑥 = 𝑘 cos 𝜃, and 𝑘𝑧 = 𝑘𝑙𝑧 = 𝑘 sin 𝜃  
Hence Equation (5.19) can be rewritten as: 
𝛺 = [𝐶11𝑘𝑥
2 + 𝐶44𝑘𝑧
2 − 𝜌𝜔2][𝐶44𝑘𝑥
2 + 𝐶33𝑘𝑧
2 − 𝜌𝜔2] − (𝐶13 + 𝐶44)
2𝑘𝑥
2𝑘𝑧
2 = 0                                (5.21) 
Differentiation of Equation (5.21) with respect to 𝑘𝑥 keeping 𝑘𝑧 constant yields: 
−
𝜕𝛺
𝜕𝑘𝑥
= −2𝐶11𝑘𝑥(𝐶44𝑘𝑥
2 + 𝐶33𝑘𝑧
2 − 𝜌𝜔2) − 2𝐶44𝑘𝑥(𝐶11𝑘𝑥
2 + 𝐶44𝑘𝑧
2 − 𝜌𝜔2)
+ 2(𝐶13 + 𝐶44)
2   𝑘𝑥𝑘𝑧
2                                                                                                             (5.22 
 
Equation (5.22) can be expressed as: 
 
−
𝜕𝛺
𝜕𝑘𝑥
= −2𝑘𝑥𝑘
2 {𝐶11 (𝐶44𝑙𝑥
2 + 𝐶33𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
) + 𝐶44 (𝐶11𝑙𝑥
2 + 𝐶44𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
)
− (𝐶13 + 𝐶44)
2𝑙𝑧
2}                                                                                                                        (5.23) 
 
Similarly differentiation of Equation (5.21) with respect to 𝑘𝑧 holding 𝑘𝑥 constant gives: 
−
𝜕𝛺
𝜕𝑘𝑧
= −2𝑘𝑧𝑘
2 {𝐶44 (𝐶44𝑙𝑥
2 + 𝐶33𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
) + 𝐶33 (𝐶11𝑙𝑥
2 + 𝐶44𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
)
− (𝐶13 + 𝐶44)
2𝑙𝑥
2}                                                                                                                        (5.24) 
Also Equation (5.21) is differentiated with respect to angular frequency (𝜔) thus: 
𝜕𝛺
𝜕𝜔
= −2𝜌𝜔𝑘2 {(𝐶11𝑙𝑥
2 + 𝐶44𝑙𝑧
2 + 𝐶44𝑙𝑥
2 + 𝐶33𝑙𝑧
2 − 2𝜌(𝜔 𝑘⁄ )
2
)}                                                          (5.25) 
 
Equation (5.25) can be simplified as: 
 
146 
 
 
𝜕𝛺
𝜕𝜔
= −2𝜌𝜔𝑘2 {((𝐶11 + 𝐶44) + (𝐶33 − 𝐶11)𝑙𝑧
2) − 2𝜌(𝜔 𝑘⁄ )
2
}                                                                  (5.26) 
Where: 
                                                                                         𝑙𝑥
2 = 1 − 𝑙𝑧
2  
By substituting the derivatives into Equation (5.16) one can obtain the components of the 
group velocities in x and z directions respectively, as given by: 
𝑣𝑥 = (
𝜕𝜔
𝜕𝑘𝑥
)
=
𝑘
𝜔
𝑙𝑥 [
𝐶11 {𝐶44𝑙𝑥
2 + 𝐶33𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
} + 𝐶44 {𝐶11𝑙𝑥
2 + 𝐶44𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
} − (𝐶13 + 𝐶44)
2𝑙𝑧
2
𝜌 [((𝐶11 + 𝐶44) + (𝐶33 − 𝐶11)𝑙𝑧
2) − 2𝜌(𝜔 𝑘⁄ )
2
]
]       (5.27) 
 
𝑣𝑧 = (
𝜕𝜔
𝜕𝑘𝑧
)
=
𝑘
𝜔
𝑙𝑧 [
𝐶44 {𝐶44𝑙𝑥
2 + 𝐶33𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
} + 𝐶33 {𝐶11𝑙𝑥
2 + 𝐶44𝑙𝑧
2 − 𝜌(𝜔 𝑘⁄ )
2
} − (𝐶13 + 𝐶44)
2𝑙𝑥
2
𝜌 [((𝐶11 + 𝐶44) + (𝐶33 − 𝐶11)𝑙𝑧
2) − 2𝜌(𝜔 𝑘⁄ )
2
]
]       (5.28) 
 
Alternatively the resultant group velocity (𝑣𝑔𝑟) can be determined as: 
𝑣𝑔𝑟 = √(𝑣𝑥)2 + (𝑣𝑧)2                                                                                                                                                  (5.29) 
It clear from the components of group velocities one can determine the group angle(∅𝑔), such 
as: 
tan(∅𝑔) =
𝜕𝜔
𝜕𝑘𝑧
𝜕𝜔
𝜕𝑘𝑥
⁄
⁄                                                                                                                                            (5.30) 
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5.5 Results and discussion 
 
5.5.1 The determination of bulk elastic wave velocities using the FE simulation 
 
The nodal displacements were monitored and the time domain signals for both compressional 
and shear waves in isotropic steel were obtained from the FE output history and these are shown 
in Figures 5.9 and 5.10 respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.9: The time domain signal from the FE simulation of compressional wave in 
isotropic ferritic steel. 
Figure 5.10: The time domain signal from the FE simulation of shear wave in isotropic 
ferritic steel. 
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Furthermore, the time domain signals from the FE simulations of compressional and shear 
waves in transversely isotropic austenitic steel were extracted. The compressional and shear 
waves with propagation along y and x directions for y and x symmetries are presented in 
Figures 5.11 and 5.12 respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b)  
(c)  (d)  
(a)  
Figure 5.11: The time domain signals from the FE simulations of compressional waves in 
transversely isotropic steel: (a) Propagation along y, y-symmetry  (b) Propagation along y, x-
symmetry, (c) Propagation along x, x-symmetry and, (d) Propagation along x, y-symmetry. 
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(a) 
(c) (d) 
(b) 
Figure 5.12: The time domain signals from the FE simulations of shear waves in 
transversely isotropic steel: (a) Propagation along y, y-symmetry (b) Propagation along y, x-
symmetry, (c) Propagation along x, x-symmetry and, (d) Propagation along x, y-symmetry. 
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From the FE simulations, the compressional wave velocity (𝐶𝐿) and shear wave velocity (𝐶𝑆) 
in isotropic steel and transversely isotropic austenitic steel were determined using distance (𝑑) 
and the marching time (𝑡), such as: 
 
𝐶𝑥 =
𝑑
𝑡
                                                                                                                                (5: 31) 
where the subscript 𝑥 denotes for 𝐿 or 𝑆. 
 
A Hilbert transform was applied in the time domain so as to find the marching time. The time 
at the maximum of the Hilbert envelope was found for both signals at the excitation and 
monitoring points. Then the time difference (∆𝑡) between the signals at the source and 
monitoring points was taken as the marching time (𝑡).  For example, Figure 5:13 shows the 
time domain signals of the compressional wave in isotropic steel at the excitation and 
monitoring points and the corresponding Hilbert envelope.  
 
 
 
 
 
                               
t
d
V                                                                                                     
 
 
 
 
 
 
 
 
 
 
 
Figure 5.13: The compressional time domain signals in isotropic ferritic steel at the source 
and monitoring points and the corresponding Hilbert envelope. 
Signals at the excitation point 
Signals at the monitoring point 
∆𝑡 
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Theoretically the compressional and shear velocities in isotropic material can be formulated in 
terms of material properties as given by [Halmshaw (1991)]: 
 
𝐶𝐿 = [
𝜆 + 2𝜇
𝜌
]
1
2
= [
𝐸(1 − 𝜈)
𝜌(1 + 𝜈)(1 − 2𝜈)
]
1
2
                                                                  (5.32) 
 
𝐶𝑆 = [
𝜇
𝜌
]
1
2
= [
𝐸
2𝜌(1 + 𝜈)
]
1
2
                                                                                           (5.33) 
 
 
The velocity error (𝐶𝐸𝑟𝑟𝑜𝑟) can be calculated using the theoretical value (𝐶𝑇ℎ) and the 
measured velocity value from FE or CIVA simulation (𝐶𝑆𝑖𝑚𝑢) and is given by:  
 
𝐶𝐸𝑟𝑟𝑜𝑟 =
(𝐶𝑇ℎ − 𝐶𝑆𝑖𝑚𝑢)
𝐶𝑇ℎ
× 100                                                                                   (5.34) 
 
The compressional and shear velocities from the FE prediction, theoretical calculation, and the 
velocity errors are summarised in Table 5.3.   
 
 
 
 
 
 
 
 
The compressional and shear velocities in transversely isotropic steel were also theoretically 
calculated as explained below. For propagation along the y direction, and symmetry about the 
y-axis, the xz plane is the plane of isotropy; also the xy and yz planes are symmetrical. Hence 
for y-symmetry, the elastic constant matrix can be written as:   
 
 
 
 
Parameter  CTh/ms-1 CSimu/ms-1 CError 
Compressional velocity(CL) 5936.41 5928.90 0.1 % 
Shear velocity (CS) 3223.10 3201.70 0.6 % 
Table 5.3: Theoretical and FE measured velocity values in isotropic ferritic steel. 
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                 [C] = 
[
 
 
 
 
 
263 145 98 0 0 0
145 216 145 0 0 0
98 145 263 0 0 0
0 0 0 129 0 0
0 0 0 0 82.5 0
0 0 0 0 0 129]
 
 
 
 
 
  X 109                                (5.35)                                      
 
For y-symmetry the elastic constants C12 = C23, and using the abbreviated matrix notation C12 
and C23 are given as C44 and C66 respectively. For propagation in the xy plane along the y 
direction, the compressional (𝐶𝐿) and shear (𝐶𝑆) velocities are given as [Auld 1973]:  
 
                                     (5.36) 
 
 
                                     (5.37) 
 
 
                                     (5.38) 
 
For propagation along the y direction, and symmetry about the x-axis, the yz plane is the plane 
of isotropy; in addition the xy and xz planes are symmetrical. Hence for x-symmetry, the elastic 
constant matrix can be written as:   
 
                 [C] = 
[
 
 
 
 
 
216 145 145 0 0 0
145 263 98 0 0 0
145 98 263 0 0 0
0 0 0 82.5 0 0
0 0 0 0 129 0
0 0 0 0 0 129]
 
 
 
 
 
  X 109                                 (5.39)                                
 
For x-symmetry C12 = C13, and this can be abbreviated using matrix notation to C55 and C66 
respectively. For propagation in the xy plane along y direction, the compressional velocity can 
be calculated using Equation (5.36), but note that the value of C22 is different from the value 
used above.  The shear velocities are determined using Equations (5.37) and (5.40): 
 
1
2
1
3
92
1
22
)( 91.51921001.8
10216 
 













 ms
C
C PlaneXYL

1
2
1
3
92
1
66
)( 09.40131001.8
10129 
 













 ms
C
C PlaneXYS

1
2
1
3
92
1
44
)( 09.40131001.8
10129 
 













 ms
C
C PlaneYZS

153 
 
 
                                
                                 (5.40) 
 
 
One important thing to mention here is that the FE simulations were 2D with plane strain 
elements i.e. infinitely large in the z direction; therefore the shear velocities that are related to 
the elastic constants of C44 and C55 can be ignored in the calculations in that both are out of 
plane for the yz and xz planes respectively. The FE measured and theoretically calculated 
values of the compressional and shear wave velocities along with percentage errors for 
propagations along the y and x directions are presented in Tables 5.4 and 5.5 accordingly.  
 
The same theoretical methods were used to determine the compressional and shear wave 
velocities for propagation along the x direction for x and y symmetries. Therefore only the 
calculated values are presented here. The results for propagation along the y direction 
symmetrical about the y-axis are exactly the same as for propagation along the x direction 
symmetrical about the x-axis. This is due to the fact that the corresponding elastic constants 
are the same, i.e. C22 = C11 = 216 x 109 Nm-2 (elastic constant corresponds to compressional 
velocity) and for both propagation directions the elastic constant C66 = 129 x 109 Nm-2 (elastic 
constant corresponds to shear velocity). Also similar velocity values are found for propagations 
along the y and x directions symmetrical about x and y axes respectively in that C22 = C11 = 
263 Nm-2 and for both propagation directions C66 = 129 x 109 Nm-2. 
 
 
 
Parameter CTh  
 (ms-1) 
CSimu 
 (ms-1) 
% 
Error 
CTh 
 (ms-1) 
CSimu  
(ms-1) 
% 
Error 
CL 5192.91 5184.71 0.2 5730.09 5685.86 0.8 
CS 4013.09 3994.01 0.5 4013.09 3994.01 0.5 
 
1
2
1
3
92
1
55
)( 09.40131001.8
10129 
 










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

 ms
C
C PlaneXZS

Propagation along the y direction and 
symmetry about the x axis 
 
Propagation along the y direction 
and symmetry about the y axis 
 
Table 5.4: Theoretical and FE calculated velocity values for propagation along y 
direction in transversely isotropic austenitic steel. 
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Parameter CTh  
 (ms-1) 
CSimu 
 (ms-1) 
% 
Error 
CTh 
 (ms-1) 
CSimu  
(ms-1) 
% 
Error 
CL 5192.91 5184.71 0.2 5730.09 5685.86 0.8 
CS 4013.09 3994.01 0.5 4013.09 3994.01 0.5 
 
As can be seen the finite element predictions for both compressional and shear wave velocities 
in isotropic ferritic and transversely isotropic steels are found to agree with the theoretical 
values with errors of less than 1 %. These errors are small, which is reasonable as the element 
size and the time step obey the criteria in Equations 5.1 and 5.2 respectively. Using high 
meshing density could enhance results but considering the errors are small, changing element 
size may not significantly reduce the errors, and would increase computational time.  
 
5.5.2 The determination of bulk elastic wave velocities using CIVA simulation 
 
The compressional velocity was calculated using both the 2D computed field zone through the 
isotropic ferritic steel and the time domain signals. The time domain signals are monitored at 
the centre of the beam at two different vertical cursor positions as shown in Figure 5.14.   
 
 
 
 
 
 
 
 
2D computation zone 
L = 100 mm 
H = 100 mm 
Cursor position 1, H1 = 10 mm         
Cursor position 2, H2 = 70 mm 
X 
Z 
Y 
Figure 5.14: The schematic illustration of the CIVA 2D computation zone. 
Propagation along the x direction and 
symmetry about the y axis 
 
Propagation along the x direction 
and symmetry about the x axis 
 
Table 5.5: Theoretical and FE calculated velocity values for propagation along x 
direction in transversely isotropic austenitic steel. 
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Figure 5.15 shows, the 2D computed field through the isotropic ferritic steel and the vertical 
cursor position H1. The vertical and horizontal axes correspond to the dimensions of the 
computation zone. The time domain signals which is synchronised with the vertical cursor 
position H1 is given in Figure 5.16.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.15: Field radiated into isotropic steel using CIVA and the vertical cursor position 
H = 10 mm. 
 
Figure 5.16: The CIVA time domain signals monitored at vertical cursor position H = 10mm. 
156 
 
Similarly, the 2D computed field and the vertical cursor position H2 and the corresponding 
time domain signals are shown in Figures 5.17 and 5.18 respectively.  
 
 
 
 
 
 
 
 
 
 
 
From the CIVA simulation the compressional velocity in the isotropic steel is computed using 
Equation (5.41) such as: 
𝐶𝐿 =
∆𝑑
∆𝑡
                                                                                                                           (5.41) 
𝐶𝐿 =
(70 − 10) × 10−3
(24.698 − 14.658) × 10−6
= 5976.10𝑚𝑠−1                                              (5.42) 
Figure 5.17: Field radiated into isotropic steel using CIVA and the vertical cursor position H 
= 70 mm. 
Figure 5.18: The CIVA time domain signals monitored at vertical cursor position H = 70mm. 
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For the case of the shear wave the ultrasonic field generated by a 45º shear wave and the vertical 
and horizontal cursor positions are shown in Figure 5.19. This is the first monitoring position 
and the time domain signals that correspond to this point are given in Figure 5.20.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.19: The CIVA 2D image of 45º shear beam radiated into isotropic ferritic steel 
with vertical cursor position 10mm. 
Figure 5.20: The time domain signals monitored at vertical cursor position H = 10mm. 
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The second monitoring position and the time domain signals that relate with this monitoring 
point are presented in Figures 5.21 and 5.22 respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.21: The CIVA 2D image of 45º shear beam radiated into isotropic ferritic steel 
with vertical cursor position 60mm. 
Figure 5.22: The CIVA time domain signals monitored at vertical cursor position H 
= 60 mm. 
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The shear velocity is calculated in a similar way to the method employed to calculate the 
compressional velocity i.e. using the formula that relates speed, distance and time (Equation 
5.31). A schematic diagram that illustrates the way the shear velocity is calculated is depicted 
in Figure 5.23. 
 
 
 
 
 
 
 
 
 
 
The shear wave velocity from CIVA simulation is determined as: 
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𝐶𝑆 = 3252.57𝑚𝑠
−1 
 
The CIVA velocity results together with theoretical values and the associated errors for 
propagation into isotropic steel are tabulated in Table 5.6. 
 
 Parameter  CTh/ms-1 CSimu/ms-1 % Error 
Compressional velocity (CL) 5936.41 5976.10 - 0.7 % 
Shear velocity (CS) 3223.10 3252.57 - 0.9 % 
Table 5.6: The theoretical and CIVA calculated velocity values in isotropic ferritic steel. 
H = 100 mm 
L = 100 mm 
Beam centreline 
L1 = 41.67mm Δd 
H2 = 60 mm 
H1 = 10 mm 
L2 = 90 mm 
t1 = 20.16 µs 
t2 = 41.54 µs 
X 
Z 
Y 
Figure 5.23: Schematic diagram to show how the shear wave is calculated. 
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The compression and shear velocities in transversely isotropic austenitic steel were also 
determined. For the propagation in the (0 0 1) crystallographic direction the compressional and 
shear velocities were calculated for x-symmetry, y-symmetry and z-symmetry.  
 
For z symmetry the elastic constant stiffness coefficient matrix can be written as:  
 
 
 
                [C] = 
[
 
 
 
 
 
263 98 145 0 0 0
98 263 145 0 0 0
145 145 216 0 0 0
0 0 0 129 0 0
0 0 0 0 129 0
0 0 0 0 0 82.5]
 
 
 
 
 
                                                 (5.44)                                        
 
 
From theory the compressional velocity for the propagation in the (0 0 1) direction can be 
calculated using Equation (5.45) and the shear velocity is calculated using Equation (5.38) or 
Equation (5.40).  The compressional velocity for z-symmetry is given by [Auld 1973]: 
 
 
 
                                               (5.45) 
 
 
 
For the z symmetry, the shear velocity is calculated either using C44 or C55 such as: 
 
 
 
 
                                                      (5.46) 
 
 
 
For the y and x symmetries the compressional velocity is calculated as follows: 
 
 
                                                (5.47) 
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Note that C33 is 263x109 Nm-2 from the matrices (5.35) and (5.39), for y and x symmetries 
respectively, as a result higher compressional velocity for x and y symmetries than z symmetry. 
For the z-symmetry the elastic constant (C33) is 216 x 109 Nm-2.   
 
Also, theoretically the shear velocities for x and y symmetries can be calculated either using 
Equation (5.38) or (5.40): both give the same value.  
 
 
 
                                      (5.48) 
 
 
For propagation along z direction the CIVA simulated compressional and shear velocities for 
x, y and z symmetries are summarised in Table 5.7.  
 
 
 
The compressional and shear velocities predicted by the CIVA simulation in isotropic ferritic 
steel show good agreement with theory and small errors of less than 5 % for compressional 
velocity in transversely isotropic steel. However, there are large discrepancies in the shear 
velocity values in x, y and z symmetries and the reason for this is not clear but it could be 
related to the accuracy of the model used for wave propagation in anisotropic materials in the 
CIVA simulation software. 
 
 
 
Parameter x-symmetry % Error y-symmetry % Error z-symmetry % Error 
CL 5504.53 4 5504.53 4 5057.09 3 
CS 3460.89 14 3582.30 11 3484.13 13 
Table 5.7: The measured compressional and shear velocities from CIVA simulation in 
transversely isotropic steel. 
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5.5.3 The graphical representation of the slowness surfaces  
 
Two dimensional representations of the slowness surfaces for isotropic ferritic steel and 
transversely isotopic austenitic steel type 308 are shown in Figure 5.24. The slowness surfaces 
were computed using the dispersion relation as given by Equation (5.6). The slowness surfaces 
were generated in MATLAb (The MathWorks, Inc., Natick, MA) using a MATLAB script 
written for this project.  
 
The slowness surface for the isotropic ferritic steel has constant radius, i.e. the magnitude of 
the slowness vector (𝑘 𝜔⁄ ) is constant for any given direction of the wave vector. This means 
that for an isotropic medium the group and phase velocities coincide i.e. they are parallel and 
equal in magnitude. Also, for isotropic symmetry, pure modes exist for all propagation 
directions.  
 
For transversely isotropic austentic steel, it can be seen that the slowness curve for the quasi-
shear wave shows a higher deviation from the isotropic case than the quasi-longitudinal mode. 
Therefore, the degree of skewing i.e. the angle between phase velocity and group velocity 
vectors is greater for the quasi-shear than the quasi-longitudinal mode. 
 
 
 
 
 
 
 
 
 
 
(a) (b) 
Figure 5.24: Sections of the slowness surfaces in the x-z plane of: (a) Isotropic ferritic steel, 
and (b) Transversely isotropic austenitic steel type 308. The units of the radial axis are (sm-1) 
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The other thing to note is that, the solutions (Equations 5.9 and 5.10) for the quasi-shear and 
quasi-longitudinal waves reduce to pure modes, for special propagation directions, that is when 
𝜃 = 0 or = 𝜋 2⁄  . This means that for propagation along the axes of symmetry or along the 
principal axes, pure, uncoupled modes exist with polarization along the principal axes. Along 
the principal symmetry directions the group and phase velocities are parallel, i.e. the direction 
of energy propagation is along the direction of the wave vector, and are also equal in magnitude. 
The velocities of the uncoupled pure longitudinal modes are given by √𝐶33 𝜌⁄   and √𝐶11 𝜌⁄  
for 𝜃 = 𝜋 2⁄  and 𝜃 = 0 respectively. The velocities of the uncoupled pure shear modes are 
given by √𝐶44 𝜌⁄   for both 𝜃 = 𝜋 2⁄  and 𝜃 = 0 directions.  
 
5.5.4 The graphical representation of the group velocity surfaces 
 
The ray surfaces were analytically computed using the formula given in Section 5.4.1 for 
transversely isotropic austenitic steel. The analytical computation was performed using a 
MATLAB script written for the purpose of this project. The analytically computed ray surface 
for transversely isotropic austenitic steel is given in Figure 5.25.  
 
 
 
 
 
 
 
 
 
 
 
Figure 5.25: The ray surfaces for transversely isotropic austenitic steel type 308. 
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Since the group velocity (ray) surface is analytically derived from the slowness surface, one 
has to look at the overall geometrical features of the slowness curve so as to understand the 
origin of these cusps. If one draws a line on the quasi-shear slowness curve in a direction 
parallel to either of the principal axes, this line becomes bitangent to the slowness curve i.e. it 
touches the curve at two different points. These correspond to the conical points on the ray 
surface Payton (1983) and Musgrave (1970). At the conical point, due to symmetry, two of the 
ray vectors have the same energy velocity in direction parallel to the principal axes. The other 
thing to consider is an inflection point on the slowness surface, (a point where the curvature or 
concavity changes sign) which corresponds to cuspidal edge on the ray curve [Payton (1983)]. 
The slowness surface for the quasi-longitudinal mode is a wholly convex surface containing 
no inflection points, hence no cuspidal edges. 
 
5.6 Conclusion 
 
This chapter has presented the Finite Element and CIVA simulations of the propagation of bulk 
elastic waves in both isotropic ferritic and transversely isotropic austenitic steels. From both 
simulation techniques the compressional and shear velocities are determined and compared 
with theory.  
 
The compressional and shear velocities from the finite element simulation have shown close 
agreement with theory.  Similarly the bulk elastic velocities in isotropic ferritic steel using 
CIVA have found to be in good agreement with theory. However, the shear velocities in x, y 
and z symmetries in transversely isotropic austenitic steel have found to be on average 13 % in 
error comparing to the theoretical prediction.   
    
Furthermore, the slowness surfaces for both isotropic and transversely isotropic steels and 
group velocity surfaces for the latter are analytically computed. The analytical solution and the 
FE simulation in Section (5.1.4) have shown the existence of cuspidal triangles on the velocity 
surface of the quasi-shear curve. 
The succeeding chapters will address the elastodynamic scattering processes from 
geometrically simple shaped scatterers using the aforementioned modelling techniques.   
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Chapter 6 The scattering of elastic bulk waves from 
a circular scatterer 
 
 
In this chapter the scattering of elastic waves from a circular cavity of radius 2 mm is studied 
using two modelling approaches. These are the finite element and CIVA techniques; the former 
is purely numerical modelling and the latter is based on semi-analytical approximations and 
exact analytical solution i.e. the separation of variables (SOV) method [Lopez-Sanchez et al. 
(2005)] for the scattering from a side- drilled-hole.   
 
The main purpose of this chapter is therefore, to validate the accuracy of the modelling 
techniques in the presence of a circular scatterer. An exact analytical solution is available for 
the far field scattering from a circular cavity. The FE and CIVA predictions of the scattered 
fields are compared for their accuracies with the analytical solutions.  
 
In the following sections firstly, the analytical exact solution for scattering a circular scatter is 
given, secondly, the finite element modelling procedure is described. Thirdly the CIVA 
simulation method is covered. Finally the finite element and CIVA predictions of the scattered 
fields are compared with the exact analytical solution and then results are discussed.  
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6.1 Analytical exact solution for scattering from a circular cavity 
 
The far-field scattering of plane compressional and shear waves incident obliquely on an 
infinite long circular cavity of radius 𝑎 in an elastic isotropic medium is initially presented by 
[White 1958].  The scattering of a plane wave normally incident on a circular cavity has been 
investigated by various researchers such as Brind et al. [1984] and Lopez-Sanchez et al. [2005]. 
Both studies have used the separation of variables approach to determine the amplitude of the 
scattered field. In this present chapter the analytical solutions given by both references are 
employed.  In particular, the paper by [Lopez-Sanchez et al. (2005)] includes the full analytical 
solutions for plane compressional and plane shear waves incident on a circular cavity.  The 
plane compressional (L-wave) and plane shear (S-wave) waves are incident at 𝜃 = 𝜋 direction 
(note that the angle 𝜃 is measured anticlockwise from the positive x-axis), and the 2D diagram 
of this representation is shown schematically in Figure 6.1.  
 
 
 
 
 
 
 
 
 
 
 
In the far field, where  𝑘𝑝𝑟  (𝑘𝐿 is the wave number for plane L-wave and 𝑟 is the radial 
distance) and 𝑘𝑆𝑟 (𝑘𝑆 is the wave number for plane S-wave) are much greater than one, 
therefore, it is valid to assume that the radial and tangential displacement components 𝑢𝑟 and 
𝑢𝜃   correspond to the outgoing L and S cylindrical waves, respectively. Hence, for an incident 
compressional wave (L-wave), the compression-compression (L-L) and the compression-shear 
(L-S) waves are expressed as: 
Wave incident at  𝜃 = 𝜋 direction 
𝐿/𝑆 
𝑢𝑟  
𝑢𝜃  
𝑥 
𝑦 
𝜃 
Figure 6.1: 2-D diagram of a circular cavity, where the plane waves incident at θ = π direction 
[After Lopez-Sanchez et al. (2005)] 
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   𝑢𝑠𝑐𝑎𝑡𝑡
𝐿−𝐿 = 𝑢0 (
2
𝜋𝑘𝐿𝑟
)
1/2
𝑒𝑥𝑝 (𝑖𝑘𝑝𝑟 +
𝑖𝜋
4
)∑ 𝜀𝑛
∞
𝑛=0 (cos 𝑛𝜃)𝛼𝐴𝑛                                              (6.1)                                                   
   𝑢𝑠𝑐𝑎𝑡𝑡
𝐿−𝑆 = −𝑢0 (
2
𝜋𝑘𝑆𝑟
)
1
2
𝑒𝑥𝑝 (𝑖𝑘𝑆𝑟 +
𝑖𝜋
4
)∑ 𝜀𝑛
∞
𝑛=0 (sin 𝑛𝜃)𝛽𝐵𝑛                                               (6.2)                                                                                 
 
The Neumann factor 𝜀𝑛  is expressed as 𝜀𝑛 = 1, if 𝑛 = 0 and 𝜀𝑛 = 2, if 𝑛 > 2  [Tai-bao and 
Mitsuhiro, (1989)].  
The scattering coefficients 𝐴𝑛 and 𝐵𝑛 are given as 
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where 
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𝛽2
2
)𝐻𝑛
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(𝑖) (𝑥)                                                         (6.5)                                                     
                  𝐷𝑛
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(𝑖)(𝑥) − 𝑛𝑥𝐻𝑛−1
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                𝛼 = 𝑘𝐿𝑎            𝛽 = 𝑘𝑆𝑎                                                                                      (6.7) 
 
The Hankel functions are denoted by 𝐻𝑛
(𝑖)(𝑥) and 𝐻𝑛−1
(𝑖) (𝑥), where 𝑥 is 𝛼 𝑜𝑟 𝛽. The Hankel 
functions are implemented in the Matlab script as Bessel functions of the first and the second 
kind for  𝑖 = 1 and 𝑖 = 2  respectively.  For example 𝐻𝑛−1
(𝑖) (𝑥) is defined as: 
 
               𝐻𝑛−1
(1) (𝑥) = 𝐽𝑛−1(𝑥) + 𝑖𝑌𝑛−1(𝑥)                                                                                     (6.8)                                                                             
                𝐻𝑛−1
(2) (𝑥) = 𝐽𝑛−1(𝑥) − 𝑖𝑌𝑛−1(𝑥)                                                                                      (6.9)                                                                                
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For an incident plane shear wave, the shear-shear (S-S) and the shear-compression (S-L) modes 
are given by
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The scattering coefficients 𝐴𝑛  and 𝐵𝑛 are different to those given above, but the terms 
𝐶𝑛
(𝑖)(𝑥) and   𝐷𝑛
(𝑖)(𝑥) are the same as the incident plane compression case.  
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These equations were implemented in MATLAB for a geometry the same as that used in the 
FE and CIVA simulations in Sections 6.2 and 6.3 respectively.  
 
6.2 The FE modelling of the interaction of bulk waves with a circular scatterer 
 
6.2.1 Introduction 
 
The finite element simulations of the interaction of bulk elastic waves with a circular cavity of 
radius 2 mm were performed. Two FE models were run: one with excitation from a line source 
representing plane waves and the other model with excitation from a point source. The FE 
predictions of the scattered fields for all mode combinations were compared with the analytical 
solution. 
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In the following sections, first the method for the FE procedure is described, followed by the 
FE model excited by line and point sources respectively. 
 
6.2.2 The Finite Element modelling procedure 
 
A two dimensional finite element model was implemented using ABAQUS/Explicit time 
domain solver (Abaqus Version 6.12-1, http: www.abaqus.com), so as to study the interaction 
of bulk elastic waves with a circular cavity of radius 2mm. The material in which the waves 
propagated was mild steel with material properties given in Table 5.1. The FE model was run 
with the assumption of 2D plane strain. The model was meshed uniformly with linear 
quadrilateral elements (CPE4R). Two types of meshing techniques were employed: these are 
free and structured meshes as shown in Figure 6.2. By allowing curvature control in the FE 
model, the elements in the square area of 5𝜆𝐿 × 5𝜆𝐿 around the defect were free meshed and 
this refined the mesh around the circular hole.    
 
In this modelling study Equation (5.1) was implemented to setup the meshing density of the 
FE model and this satisfies the spatial discretisation limit needed for accurate modelling of 
wave propagation [Alleyne et al. (2002)]. For numerical stability, the time step was chosen to 
satisfy the convergence criterion as given by Equation (5.2) [Alleyne et al. (2002)]. Also, an 
absorbing layer using increasing damping (ALID) [Drozdz et al. (2007)] was placed around 
the model as described in Section 5.1.3.  
 
6.2.3 The Finite Element modelling using a line source 
 
The 2D schematic diagram of the finite element model is depicted in Figure 6.2. The model 
was excited by a five cycle Hanning windowed tone burst centred at the frequency of 2MHz. 
This was applied in the in-plane direction at all nodes on one side of the 2D model, so as to 
simulate the propagation of plane compressional waves (L-waves) and plane shear waves (S-
waves) and their interaction with a circular scatterer. The former was simulated by allowing 
both polarisation and propagation in the  𝑢1 direction. For the latter, the polarisation was 
simulated in the 𝑢2 direction and wave propagation in the 𝑢1 direction.  
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6.2.4 Finite Element modelling using a point source 
 
The only difference from the previous simulation study (Section 6.2.3) is that the model was 
excited by a point force rather than a plane wave. The schematic diagram of the FE model 
geometry is shown in Figure 6.4. The excitation was introduced into the model at one node 
precisely at the boundary of the ALID and the infinite region.  The FE model was run for two 
cases, one with a circular hole and the other without circular hole, and this can be seen as 
snapshots in Figure 6.5. The excitation signal frequency and amplitude and the monitoring 
points were the same as those for the plane wave case.  
 
 
 
Circular Scatterer 
(a) (c) (b) 
Incident plane waves (θ = 0 direction) Nodal displacement 
monitoring points 
𝑢1 𝜃 = 0 
𝑢2 
 
𝜃 = 𝜋 
ALID 
Figure 6.3: Snapshots of the FE model of plane compressional wave excited at the boundary of 
ALID and the main domain: (a) shows absorbing boundary, (b) shows monitoring points in the 
presence of the circular scatterer, and (c) shows monitoring points in the absence of the circular 
scatterer. 
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Figure 6.4: Schematic diagram of the FE model for point source excitation. 
ALID 
Point source excitation 
Circular scatterer Nodal displacement 
monitoring point 
(a) (b) (c) 
Figure 6.5: Snapshots of the FE model excited by a point force at the boundary of ALID and 
the infinite region: (a) shows absorbing boundary, (b) with a circular scatterer, and (c) without 
a circular scatterer. 
Excitation at one node 
Structured mesh 
Free mesh 
X 
Z 
Y 
ALID Circular Scatterer 
102mm 
102mm 
𝑢1 
𝑢2 
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6.3 The CIVA modelling of the interaction of bulk waves with a circular 
scatterer 
 
6.3.1 Introduction 
 
The CIVA simulation software (Version 10.1) developed by CEA (French Atomic Energy 
Commission), was employed to model the interaction of ultrasonic bulk waves with a circular 
cavity. Note the change in the version number of the CIVA simulation software to the one used 
in chapter 5. At the time of the present modelling study this was the updated version available 
to the Imperial College, London NDT group.   
.   
6.3.2 The CIVA modelling procedure 
 
The interaction of a compressional wave with a circular defect of radius 2 mm was modelled 
using the CIVA software. The material modelled was ferritic steel and the properties were 
given in Table 5.1. The schematic arrangement of the CIVA modelling procedure is depicted 
in Figure 6.6.  The simulation was performed using two identical single element rectangular 
transducers which were arranged to operate in pairs, i.e. one transmitter and the other one 
receiver i.e. tandem technique. The transducers were 0º compression probes coupled to a solid 
wedge.  The transducers were excited by a Hanning windowed signal centred at frequency of 
2MHz and a sampling frequency of 20MHz was used.   
 
The distance from the centre of the circular cavity to the emission and receiving points of the 
transducers was set up as 14𝜆𝐿 i.e. the same radial distance as the nodal displacement 
monitoring points in the finite element model. The scattered signals were received by  𝑅𝑋 
transducer every 2º, from 0º to 180º.  
 
The current CIVA simulation software (Version 10.1) encompasses an exact analytical model 
to predict the scattering from a side drilled hole. The 2D analytical model is based on the 
separation of variables (SOV) method to compute the scattered field from a circular cavity as 
detailed in Section 6.1.  Therefore, for the present simulation the SOV model was chosen in 
the CIVA modelling software for the interaction of the beam with a circular cavity.  
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(c) 
Scattered L-L wave 
Scattered L-S 
wave 
Incident L-wave 
Scattered L-L wave 
Scattered L-S 
wave 
Incident L-wave 
(a) (b) 
Figure 6.7: The time domain signals in U1 direction at monitoring angle of 150°for incident 
plane L-wave: (a) Model with a circular cavity, (b) Model without a circular cavity, and (c) 
The extracted scattered signals 
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As can be seen in Figure 6.9, the presence of creeping waves is more obvious when a plane 
shear wave (S-wave) is incident on a circular cavity of radius 2 mm than for an incident plane 
compressional wave (L-wave). The shear wavelength (𝜆𝑆)  is much less than the diameter of 
the circular hole, therefore, creeping waves propagate around the circular cavity and constantly 
shed energy into the far-field.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.8: The scattered signals in U2 direction at monitoring angle of 150° for incident 
plane L-wave 
Figure 6.9: Snapshots of the contour plots of displacement magnitude from FE simulation: (a) 
Interaction of plane L-wave with a circular cavity for α = 4, (b) Interaction of plane S-wave with 
a circular cavity for β = 8. The incident wave starts at the left side of the domain and traveling to 
the right. 
Scattered L-L wave 
Scattered L-S wave 
L-L Incident L-Wave 
L-S 
S-L 
S-S 
Creeping waves 
Incident S-Wave 
(a) (b) 
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The scattered signals from the interaction of the plane S-wave with the circular hole were also 
extracted, for example the time domain signals in 𝑈1 direction at the monitoring angles of 30° 
and 150° are presented in Figures 6.10 and 6.11. At the monitoring angle of 30° there is no 
complete or partial superposition of the backscattered signals and the incident S-wave. 
However, superposition of signals is more apparent between the forward scattered signals and 
the incident S-wave. For example at the monitoring angle of 150° the incident S-wave signals 
are superimposed with the scattered S-S signals and the creeping waves. As shown in Figure 
6.11(c) the incident S-waves are subtracted to obtain the forward scattered signals of interest. 
It is also apparent that there is interference between the forward scattered S-S waves and the 
creeping waves. Similarly the scattered signals in 𝑈1 direction for the incident plane S-wave at 
the monitoring angles of 30° and 150° were extracted and these are shown in Figure 6.12.  
 
The extracted time domain scattered signals in the  𝑈1 and 𝑈2 directions at 200 monitoring 
angles were time-gated in order to separate the compression and shear scattered signals and the 
creeping waves. The signals were converted into the frequency domain using the Fast Fourier 
Transform (FFT). The frequency spectrum contains amplitude and phase information and 
hence at the central frequency the amplitudes of the scattered signals were found for each 
monitoring angle in the 𝑈1 and 𝑈2 directions. Thus the amplitudes in the radial (𝑈𝑟) and 
tangential (𝑈𝜃) components were computed, such as: 
 
                       𝑈𝑟
2 = 𝑈𝐿1
2 + 𝑈𝐿2
2                                                                                              (6.14) 
 
                      𝑈𝜃
2 = 𝑈𝑆1
2 + 𝑈𝑆2
2                                                                                                         (6.15) 
 
Where the symbols  𝑈𝐿1  and  𝑈𝐿2  are the amplitudes of the scattered L-L signals or the 
amplitudes of the scattered S-L signals in 𝑈1 and 𝑈2 directions, and the symbols  𝑈𝑆1 , and 𝑈𝑆2 
are the amplitudes of the scattered S-S waves plus the creeping waves or the amplitudes of the 
scattered L-S waves in 𝑈1 and 𝑈2 directions. Note that the analytical solution includes the effect 
of creeping waves and therefore in the FE time domain signals the creeping waves and the 
scattered S-S signals were time-gated together.   
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Incident S-wave 
Scattered S-L wave 
Scattered S-S wave 
Creeping waves 
Incident S-wave 
(a) (b) 
Scattered S-L wave 
Scattered S-S wave 
Creeping waves 
(c) 
Figure 6.10: The time domain signals in U2 direction at the monitoring angle of 30° for incident 
plane S-wave (a) FE model with a circular cavity (b) FE model without a circular cavity (c) The 
extracted scattered signals 
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The scattered S-S signals and creeping 
waves  
Scattered S-L signals 
(c) 
Figure 6.11: The time domain signals in U2 direction at the monitoring angle of 150° for incident 
plane S-wave (a) FE model with a circular cavity (b) FE model without a circular cavity (c) The 
extracted scattered signals 
(a) (b) 
Scattered S-L signals 
Incident S-wave  
Superimposition between the incident S-
wave, forward scattered S-S signals and 
creeping waves 
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6.4.2 The CIVA simulation results of scattering from a circular cavity 
 
The CIVA simulation provides output data in the time domain. For example, the scattered time 
domain signals at transducer receiving angles of  30° and 150° for the incident L-wave are 
given in Figure 6.13.  
 
 
 
 
 
 
 
 
 
Scattered S-L 
signals 
Scattered S-S 
signals 
The creeping waves 
Scattered S-L signals 
S-S signals and the creeping 
waves  
(a) (b) 
Figure 6.12: The scattered signals in U1 direction from the FE model for incident plane 
S-wave: (a) At monitoring angle of 30° and (b) At monitoring angle of 150°. 
(a) (b) 
Scattered L-L signals  
Scattered L-S signals  
Scattered L-L signals  
Scattered L-S signals  
Figure 6.13: The scattered time domain signals from CIVA simulation for incident L-wave: 
(a) Signals received at an angle of 30°, and (b) Signals received at an angle of 150°. 
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The analytical solution is given at a single frequency and hence the time domain signals were 
converted into the frequency domain as the FE output data for a direct comparison between 
analytical solution and simulation results. As shown in Figures 6.14 and 6.15, the scattered 
time domain signals are time gated and then converted into the frequency domain by applying 
the FFT. This process was repeated at all transducer receiving angles, and the amplitudes of 
the scattered signals were found at the central frequency of 2MHz.  
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
FFT 
FFT 
(a) (b) 
(c) (d) 
Figure 6.14: The scattered signals received at 30° in time and frequency domains: (a) 
Scattered L-L signals in time domain, (b) The scattered L-L signals in frequency domain, (c) 
The scattered L-S signals in time domain, and (d) The scattered L-S signals in frequency 
domain. 
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FFT 
FFT 
(a) (b) 
(c) (d) 
Figure 6.15: The scattered signals received at 150° in time and frequency domains: (a) Scattered 
L-L signals in time domain, (b) The scattered L-L signals in frequency domain, (c) The scattered 
L-S signals in time domain, and (d) The scattered L-S signals in frequency domain. 
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6.4.3 The comparison of the FE and CIVA predictions with analytical solution  
 
The FE and CIVA predictions of the scattered L-L fields from a circular cavity of radius 2mm 
versus scattering angle for incident plane L-wave are compared with the analytical exact 
solution as shown in Figures 6.16. Note that data are normalised to the incident wave amplitude 
(U0). The CIVA prediction for the scattered L-L mode is somewhat less than the analytical 
solution and FE prediction approximately between the angles of 170°-178°, and the angles of 
the minimum reflection coefficients are slightly lower for CIVA than the analytical solution 
and FE prediction.  
 
 
 
 
 
 
 
 
 
 
In addition, the FE and CIVA predictions of the scattered L-S fields are compared with the 
analytical solution as depicted in Figure 6.17. As can be seen CIVA predicts the scattered field 
with lower reflection coefficient than the analytical solution and the FE prediction, though the 
overall trend is reasonably predicted. The reason for the low reflection coefficient could be due 
to the fact that the receiver transducer in the CIVA simulation is a compression transducer and 
thus only receives the scattered compression-shear (L-S) modes resolved in the radial direction. 
Figure 6.16: The analytical solution, FE, and CIVA predictions of the scattered L-L fields 
from a circular scatterer of radius 2mm versus monitoring angle (θ) for incident plane L-L 
wave. For α = 4, β = 8. Data are normalised to the incident wave amplitude (U0). 
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However for the FE prediction, for example the scattered (L-S) amplitudes are the resultant 
amplitudes in both 𝑈1 and 𝑈2 directions as given by Equation 6.17, so that these would be 
expected to be better agreement with analytical prediction.  
 
 
 
 
 
 
 
 
 
For the incident S-wave only the FE predictions of the scattered S-L and S-S fields are 
compared with the analytical solutions, and these are shown in Figure 6.18. As can be seen, 
there is a strong oscillation with scattering angle in the S-S mode; this is due to the destructive 
and constructive interference between the forward scattered and the creeping waves which 
propagate around the circular scatterer.  
Also the finite element simulations of both L-wave and S-wave from a point source incident 
on a circular cavity of radius 2mm were modelled. The FE predictions as well as the analytical 
solutions for the scattered fields of all mode combinations versus the scattering angle are 
depicted in Figure 6.19. After normalisation of the amplitude it can be seen that the finite 
element predictions of the scattered fields from a point source (excited at a distance of 14𝜆𝐿) 
incident on circular scatterer are similar to the FE predictions of the scattered fields when a 
plane wave (excited at distance of  14𝜆𝐿) is incident on a circular scatterer. Therefore, in the 
far field the incident wave fronts from a point source can be effectively approximated by a 
plane wave of infinite extent.      
Figure 6.17: The analytical solution, FE, and CIVA predictions of the scattered L-S fields 
from a circular scatterer of radius 2mm versus monitoring angle (θ) for incident plane L-L 
wave. For α = 4, β = 8. Data are normalised to the incident wave amplitude (U0). 
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Figure 6.18: The analytical solution and FE prediction of the scattered fields from a circular 
scatterer of radius 2mm versus monitoring angle (θ) for incident plane S-wave: (a) S-L, and (b) 
S-S. For α = 4, β = 8. Data are normalised to the incident wave amplitude (U0). 
Figure 6.19: The scattered fields from a point source incident on a circular scatterer versus θ 
for: (a) L-L, (b) L-S, (c) S-L, and (d) S-S.  For α = 4, β = 8.  Data are normalised to the incident 
wave amplitude (U0). 
(a) (b) 
(a) 
(d) 
(b) 
(c) 
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Overall the FE predictions of the scattered fields from a circular cavity show good agreement 
with analytical solutions for both plane wave and point source excitations, though the 
difference is larger for the S-S case. These FE findings are qualitatively in agreement with the 
previous work by Wilcox and Velichko [2010]. In the same research paper it has been shown 
that the mean amplitude error is larger in the case of the S-S mode than the other modes for the 
same elements per 𝜆𝐿. The main reason for this is that the shorter shear wavelength means 
fewer elements per wavelength and poorer convergence of the FE numerical solution for the 
S-S case.  
 
The other probable error for the FE simulation could be due to the fact that the incoming waves 
are not completely absorbed by the ALID region and hence contaminate the real scattered fields 
from the scatterer. It was impossible to completely supress the incoming waves by the 
absorbing boundaries and therefore this could be a potential source of error in the FE 
simulations.  
 
It is noted that the scattered far field distance is proportional to 𝐷2 𝜆⁄  where 𝐷 is the size of the 
scatterer and 𝜆  is the wavelength of the scattered mode. The monitoring point in the FE 
simulation was set up as 14𝜆𝐿 and it is way beyond the far field distance. Also for the case of 
point source excitation, the distance from the source to the circular scatterer was set up as 14𝜆𝐿.  
Therefore the error associated with this is negligible as the interaction of the incident waves in 
particular from the point source and the extraction of the scattered fields are performed well 
beyond the far field distance.  
 
The other consideration here is to minimise the error associated with solving numerically the 
scattered field equations given in Section 6.1. Brind et al. [1984] have reported that the number 
of terms that must be kept in the series in those equations for relative accuracy of 10-6 is roughly 
twice α for α > 2, for this case α = 4.   The numbers of terms (n) that are used in solving these 
equations are 100 and therefore the numerical errors that could have been associated with this 
are eliminated.    
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Although CIVA uses a Separation of Variables (SOV) model to solve the scattering from a 
circular cavity, there are considerable discrepancies between the CIVA SOV model and the 
analytical solution. The source of error could be that the CIVA SOV model may not include 
enough terms in the series for the solution to converge. However there is no means in CIVA to 
assess or control the number of terms. Another factor that may contribute to these discrepancies 
is the finite probe size in the CIVA simulations. This would have the effect of averaging 
amplitudes over a range of angles.  
 
6.5 Conclusions  
 
Two dimensional finite element simulations of the interaction of longitudinal and shear waves 
with a circular cavity of radius 2 mm are modelled.  In addition the CIVA simulation software 
is employed to simulate the interaction of compressional wave with a circular cavity of radius 
2 mm. The finite element predictions (from both line and point sources) have shown good 
agreement with analytical solutions for three of the mode combinations except for the S-S case.  
The errors could be due to incoming waves not being absorbed by the absorbing region and 
this may contaminate the scattered field or the errors could be due to the use of fewer elements 
per shear wavelength.     
 
CIVA prediction of the scattered L-L field has shown a small shift from the analytical solution 
and also the angles of the minimum reflection coefficients are slightly lower for CIVA than the 
analytical solution and the FE prediction. The amplitudes of the scattered L-S field have found 
to be less than the amplitudes of the analytical and the FE prediction. The main reason could 
be a numerical problem in that the number of terms in the series may not be sufficient for the 
solution to converge to the exact value or it could be that the effect of averaging amplitudes 
over a range of angles due to the finite probe size in the CIVA simulation.   
 
The next chapter will further extend the modelling of the scattering processes from a semi-
infinite crack using the finite element and CIVA simulation techniques, and the simulation 
predictions will be compared with the analytical solutions. Moreover, the study that will be 
carried out in chapter 7 has an application to the Time-of-Flight inspection technique that will 
be addressed in chapter 8.   
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Chapter 7 Diffraction of ultrasound by semi-infinite 
cracks 
 
The Time-of-Flight Diffraction (TOFD) technique is based on the use of arrival times of the 
diffracted signals from the extremities of a crack to determine the size of the crack. The TOFD 
technique is independent of amplitude measurements for defect sizing. Nonetheless, amplitude 
can’t be neglected completely since the signals must be detectable above the noise level. 
Therefore, it is vital to know the angular distribution of the amplitude of diffracted signals so 
as to optimise the transmitter and receiver positions. Ogilvy and Temple [1983] have calculated 
theoretically the angular distribution of diffraction field when infinite plane elastic waves are 
incident on a semi-infinite crack.  
 
In 1979 experimental work was carried out by Silk [1979] to validate the theoretical 
predications using broad-band finite size probes and artificial defects. However, neither zero 
nor minimum signal was observed and also no phase reversal was experimentally recorded. 
This had been the case until the work by Scruby et al. [1991] confirmed the phase change and 
the mathematical zero amplitude at small diffraction angles. The latter work employed a laser 
beam as the source of ultrasound and a capacitance transducer as a receiver.  
 
In this chapter the model which has been used by AEA (Industrial technology, Harwell 
Laboratory, Didcot) to predict the diffracted compression signal amplitude from a crack is 
adopted [Scruby et al. (1991)]. The finite element and CIVA simulation techniques are 
employed so as to determine the amplitudes of diffracted compression signals at various angles. 
The aim of this chapter is therefore to validate the accuracy of these simulation techniques with 
the well-established theoretical predictions.     
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7.1 Theoretical model for diffraction of elastic waves by cracks 
 
Ogilvy and Temple [1983] have derived the scattering amplitudes 𝐺𝑃(𝛼, 𝛽)for diffracted 
compression waves incident on semi-infinite crack at any angle using a mathematical model 
developed by Chapman [1981]. The mathematical formulations are based on several 
assumptions; these are: 
 
(1) The incident ultrasonic waves are infinite plane waves. 
(2) The crack is semi-infinite, i.e. the extremities of the crack are not in close proximity, 
this means that each extremity may be assumed to behave separately of the other 
extremity and hence the local behaviour of the diffracted field of each extremity can be 
modelled by assuming the semi-infinite concept. This also avoids the complication that 
can arise from multiple diffraction phenomena due to Rayleigh waves propagating on 
the surface of the crack.  
(3) The crack faces are non-interacting i.e. do not close under the influence of the incident 
wave and thus partial or full transmission don’t occur.  
(4) The crack faces are stress free.  
 
These assumptions are valid for smooth defects given the defect width (𝑤) is in the range of 
𝑑 < 𝑤 ≤ 𝜆, [Ogilvy and Temple (1983)] where 𝑑 and 𝜆 are the displacement amplitude and 
the ultrasonic wave length respectively.  
 
The angle of diffraction (𝛼) and the angle of incidence (𝛽) are defined in the anticlockwise 
direction as schematically shown in Figure 7.1. Let’s suppose the crack extends to 𝑥 = ∞, and 
to ±∞ in the z-direction. Also, there is an assumed plane strain condition in the z-direction and 
hence all the field variables are independent of z, i.e. 𝜕 𝜕𝑧⁄ = 0. 
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For incident plane compression waves diffracted as compression waves, the outgoing 
cylindrical diffracted potentials propagate away from the tip of the crack according to  [Scruby 
et al. (1991)]:  
 
∅ = 𝐺(𝛼, 𝛽)(λ𝑃/𝑅)
1/2𝑒(𝑖𝑘𝑝𝑅)                                                                                                          (7.1) 
 
where 𝑅 is the distance from crack edge to the monitoring point or receiver, 𝜆𝑃 is the 
wavelength of the compression waves, 𝑘𝑃 is the wave number of the compression waves, 𝛽 is 
the angle of incidence and 𝛼 is the angle of diffraction in the anticlockwise direction from crack 
face.  
                                                                                                                                                             
The angular function or diffraction coefficient is calculated as:                     
 
 
𝐺(𝛼, 𝛽) =  
(𝜓1+𝜓2)
𝐷
𝑒(
𝑖𝜋
4
) sin(
1
2𝛽
)                                                                                                       (7.2) 
 
 
 
𝛼 
𝛽 
X 
Y 
Incident compression wave 
Diffracted compression wave 
Figure 7.1: A schematic diagram of a crack together with the angle definition. 
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The functions   𝜓1, 𝜓2 and 𝐷 are dependent on  𝛽, 𝛼 and the wave vector (𝑘), such as:    
 
𝜓1 = sin(
1
2
𝛼)(2𝑘𝑃
2𝑐𝑜𝑠2𝛽 − 𝑘𝑆
2)(2𝑘𝑃
2𝑐𝑜𝑠2𝛼 − 𝑘𝑆
2)                                                                   (7.3)  
 
 
 
𝜓2 = 2𝑘𝑃
3 cos(
1
2
𝛽) cos𝛽 sin 2𝛼(𝑘𝑆 − 𝑘𝑃 cos 𝛼)
1
2⁄ (𝑘𝑆 − 𝑘𝑃 cos 𝛽)
1
2⁄                                  (7.4) 
 
 
 𝐷 = 2𝜋(𝑘𝑆
2 − 𝑘𝑃
2)(cos 𝛼 + cos 𝛽)(𝑘0 − 𝑘𝑃 cos 𝛼)(𝑘0
− 𝑘𝑃 cos 𝛽)𝐾
+ (−𝑘𝑃 cos 𝛼)𝐾
+(−𝑘𝑃 cos 𝛽)                                                 (7.5)    
 
 
where 𝑘𝑃, 𝑘𝑆 and 𝑘0 are the wave vectors of compression, shear and Rayleigh waves 
accordingly.  
 
The function 𝐾+(𝛿) is given as:  
 
 
𝐾+(𝛿) = exp [−
1
𝜋
∫ 𝑡𝑎𝑛−1 {
4𝑥2(𝑥2 − 𝑘𝐿
2)
1
2⁄ (𝑘𝑆
2 − 𝑥2)
1
2⁄
(2𝑥2 − 𝑘𝑆
2)2
}
𝑘𝑆
𝑘𝑃
𝑑𝑥
𝑥 + 𝛿
]                                (7.6) 
 
 
 
 
The wave vector of the Rayleigh wave (𝑘0) can be expressed in terms of the frequency (𝑓) 
and the velocity of the Rayleigh wave (𝐶𝑟).  
 
𝑘0 =
2𝜋𝑓
𝐶𝑟                                                                                                                                         
⁄ (7.7) 
 
The velocity of the Rayleigh wave can be approximated as given by Achenbach [6], thus: 
 
 
 
𝐶𝑟 =
𝐶𝑠(0.862 + 1.14𝜈)
(1 + 𝜈)                                                                                                    ⁄ (7.8) 
 
 
where 𝐶𝑠 is the velocity of the shear wave and 𝜈 is Poisson’s ratio in the range of (0 ≤ 𝜈 ≤
0.5).   
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7.2  The simulation of the scattering process from a crack  
 
The finite element and CIVA modelling techniques were employed to simulate the interaction 
of a compression wave with a smooth crack. For both simulation techniques two cases were 
considered. In the first the transmitter and receiver were placed symmetrically on either side of 
the crack. In the second asymmetrical arrangement the incident angle was kept constant at 20° 
and the receiver angle varied from 10° to 160°.  
 
In the following sections, first the finite element procedure for both symmetrical and 
asymmetrical arrangements is described, followed by the procedure for CIVA simulation for 
symmetrical and asymmetrical setups.  
 
7.2.1 The finite element procedure 
 
The finite element simulation of the interaction of compression waves with a crack was 
executed using ABAQUS/Explicit time domain solver. The FE model was run with the 
assumption of 2D plane strain condition in the out-of-plane direction. As in chapters 5 and 6, 
the FE model was meshed uniformly with square linear quadrilateral elements (CPE4R). The 
meshing density and time step for this FE model were the same as the criteria given in Section 
5.1.2.  
 
The size of the FE model was a square of side length 102 mm, and an absorbing layer using 
increasing damping (ALID) [Drozdz et al. (2007)], was placed around its sides so as to suppress 
incoming waves from being reflected back by the boundaries of the model and contaminating 
the measured displacements The properties of the material used for the this FE model were 
given in Table 5.1. The compression wave speed in this material is 5.94 mm µs-1. The model 
was excited by five a cycle Hanning windowed tone burst centred at the frequency of 2MHz 
and the wavelength is approximately 3mm.  
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The FE simulation geometries for the symmetrical (for example at an angle of 20°) and 
asymmetrical arrangements are shown in Figure 7.2 (a) and 7.2(b) respectively. For the former 
arrangement the excitation and monitoring points were placed symmetrically around the crack 
and the amplitudes of the diffracted compression signals (diffracted L-L) were measured at 
various angles from 10° to 160°. For the latter the excitation point was kept constant at 20° 
and the amplitudes of the diffracted compression signals were monitored from 10° to 160°. 
 
For both arrangements the distances from the excitation and monitoring points to the tip of the 
crack was kept constant at 14λL. It can be seen that the model is excited by a unit compression 
load. The crack in the finite element model was created by the usual procedure of disconnecting 
pairs of nodes along a line representing the crack face.  
 
 
 
 
 
 
 
 
 
 
 
 
7.2.2 The CIVA modelling procedure 
 
The CIVA simulation software (version 10.1) developed by CEA was used to model the 
diffraction of compression waves from a tip of a crack for two different transducer 
configurations.  
 
 
ALID 
(a) (b) 
Crack 
Monitoring points 
P 
P = a unit compression 
load 
P  
𝛽 
U1 = sin (𝛽) 
U2 =  - cos (𝛽) 
Crack 
Monitoring 
point at 20° 
Point source excitation by a unit 
compression load at 20° 
Figure 7.2: The FE simulation setup: (a) for symmetrical arrangement and (b) for 
asymmetrical arrangement. 
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(a) Frame 2 (b) Frame 8 (c) Frame 9 
Point source 
excitation at 30° 
Monitoring point at  30° 
Rayleigh/surface wave Diffracted L-L wave 
Diffracted L-S wave Reflected L-L wave Incident L-wave 
Crack 
U2 
U1 
Figure 7.7: The FE simulation for symmetrical setup at 30°: (a) Incident compression wave 
at angle of 30°, (b) Interaction of compression wave with smooth crack, (c) Diffracted L-L 
wave at the monitoring point. 
 
Rayleigh
/surface 
wave 
Point source 
excitation at 60° 
Incident L-wave 
Diffracted L-L wave 
Monitoring point at 60° 
Diffracted L-S wave 
(a) Frame 2 (b) Frame 9 
Crack 
U2 
U1 
Figure 7.8: The FE simulation for symmetrical arrangement at 60°: (a) Incident compression 
wave at angle of 60°, (b) Interaction of compression wave with smooth crack. 
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Point source 
excitation at 110° 
Nodal monitoring 
point at 110° 
Diffracted L-L 
Diffracted 
L-S 
Incident L-wave 
Crack 
(a) Frame 2 (b) Frame 9 
U2 
U1 
Figure 7.9: The FE simulation for symmetrical arrangement at 110°: (a) Incident 
compression wave at angle of 110°, (b) Interaction of compression wave with smooth crack. 
Point source 
excitation at 150° 
Nodal monitoring 
point at 150° 
Incident L-wave 
Diffracted L-L 
Diffracted L-S  
Crack 
(a) Frame 2 (b) Frame 9 
U2 
U1 
Figure 7.10: The FE simulation for symmetrical arrangement at 150°: (a) Incident compression 
wave at angle of 150°, (b) Interaction of compression wave with smooth crack. 
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The other important thing to note is that at the transition point, i.e. when the transmitter and 
receiver angles are at 90°, the diffracted L-L signals are completely superimposed with the 
forward propagating incident L-wave at the monitoring point, as depicted in Figure 7.14. It 
may seem straight forward to extract the diffracted signals using the procedure as explained 
above. However, one can’t be certain that the diffracted signal as presented in Figure 7.15 is 
purely originated from tip diffraction. Hence, at the transition point there is uncertainty in the 
amplitude, and this point is therefore omitted.  
 
As explained earlier in Section 7.3.1, the theoretical prediction at an angle of  90° is a point of 
singularity. Also from the point of view of practical NDT using the TOFD method it is an 
unrealistic case as the transmitter and receiver can’t be infinitely far apart; the range which is 
inversely proportional to cos(𝛽), becomes infinite as the angle 𝛽 approaches 90° (𝛽 → 90°). 
Therefore, it is valid to ignore the calculation at the transition point. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Point source 
excitation at 90° 
Monitoring point 
at 90° 
(a) Frame 2 (b) Frame 9 
Diffracted L-L 
Incident L-wave Diffracted L-L 
Diffracted L-S 
U2 
U1 
Figure 7.14: The FE simulation for symmetrical arrangement at 90°: (a) Incident 
compression wave at angle of 90°, (b) Interaction of compression wave with smooth 
crack. 
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For example, the time domain signals that are received at angles of 80° and 120° in the ‘1’ and
‘2’ directions are given in Figures 7.17 and 7.18 respectively. It can be seen that there is no 
overlap of the diffracted signals with the incident compression signals. Hence the diffracted L-
L signals are easily extracted and then the diffracted signal amplitudes are determined using a 
similar procedure as the symmetrical case in Section 7.3.2. 
Diffracted L-S
Diffracted L-L
(a) (b)
Diffracted L-L
Diffracted L-S
Diffracted S-L
Diffracted S-L
Figure 7.17: The time domain signals monitored at angle of 80° from FE simulation for 
asymmetric setup: (a) Amplitude in 1-direction and (b) Amplitude in 2-direction.
Point source 
excitation at 20° 
Nodal monitoring 
points Diffracted L-L 
Diffracted L-S 
Crack 
U2 
U1 
Incident L-L 
(a) (b) 
Figure 7.16: The FE simulation for asymmetrical arrangement (a) The excitation of 
compression wave at angle of  20°, (b) Interaction of  compression wave with smooth crack. 
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7.3.6 The FE, CIVA and theoretical predictions for asymmetrical setup 
 
Figure 7.24, provides the comparison of theoretical predictions with FE and CIVA simulations 
for the asymmetrical arrangement, i.e. incident angle at 20°. The diffracted L-L signal 
amplitudes were normalised to the incident wave amplitude (U0). The diffraction coefficient 
becomes very large when the angle of diffraction (𝛼) is near 𝜋 − 𝛽(𝑎𝑛𝑔𝑙𝑒 𝑜𝑓 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒)  as 
explained in Section 7.3.1 and therefore data are plotted up to transducer receiving angle of 
140°. One distinct minimum (zero signal amplitude) is seen in the diffracted L-L signals for 
this arrangement, and this minimum is found to be at angle of 52° for both CIVA and FE 
simulations.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Theoretically this minimum is also predicted at angle 52° and therefore, there is an exact 
agreement in this respect between theory, FE and CIVA.  It is interesting to note that the CIVA 
prediction shows large departure from theory where the receiving angles are close to (𝜋 − 𝛽). 
There is also similarity with the symmetric probe arrangement for angles close to 90°. 
Therefore, one can conclude that the CIVA predictions deviate from theory at angles where 
theory predicts very large or infinite amplitude.  
Figure 7.24: The FE, CIVA and theoretical predictions of the diffracted L-L signal amplitude 
versus receiving angle for asymmetrical setup for an incident angle of 20°.  Data are normalised 
to the incident wave amplitude (U0).  
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The small fluctuations of the phase as opposed to straight line are due to the slight variations 
of the positions of the monitoring points in the finite element model. 
 
 
 
 
 
 
 
 
 
 
 
 
Overall the FE predictions of the diffracted compression signal amplitudes for both 
arrangements agree very well with the theoretical calculation at all angles. The reasons for the 
converging of the FE solution to the theoretical prediction are: 
 
(1) The size of the elements is sufficiently small i.e. ∆𝑥 ≤ 𝜆𝑆 16⁄ ,                                  
(2) Theory assumes a plane wave and the FE simulation is run approximate to plane wave 
as the monitoring distance is at 14𝜆𝐿. 
(3) Theory assumes a semi-infinite (long) crack and in the FE model the crack length is 
approximately14𝜆𝐿 long.  
 
As stated before the main source of error in the FE simulation could be the reflection of 
unwanted signals from the boundaries. Another source of error could be numerical, i.e. when 
solving numerically the definite integral given in Equation (7.6). However, the integral was 
solved numerically with tolerance factor 106, and hence the error associated with this is 
minimised.  
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FE Prediction
Theoretical Prediction
Figure 7.26: The FE and theory predictions of the phase of the diffracted L-L signals 
as the function of the receiver angle for asymmetrical arrangement. 
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The CIVA predictions are also in harmony with theory, except that there are significant 
departure at or close to specular direction and at receiving angles close to (𝜋 − 𝛽), for the 
symmetrical and asymmetrical setups accordingly. One would expect CIVA and theory to 
agree well at all angles as both are based on GTD mathematical model, however one can’t be 
certain if the CIVA GTD model incorporates another approximation around the specular 
boundary. Therefore the main discrepancy in CIVA simulation could be due to the fact that it 
is based on different semi analytical approximations some of them not known.  
 
Other source of errors could be numerical, i.e. when solving numerically the definite integral 
given in equation (7.6). A further possibility is that the averaging of the amplitude with respect 
to angle due to the finite size of the probes in the CIVA simulations causes a flattening of the 
amplitudes near to its peak values, for example where the receiving angles are close to (𝜋 − 𝛽), 
refer to Figure 7.24. 
 
These findings increase confidence in using the FE simulation to study scattering/diffraction 
phenomena from a defect provided all the relevant modelling parameters i.e. mesh resolution, 
element type, and absorbing boundary specification are optimised. Though CIVA has shown 
discrepancies at or close to the specular direction and at large receiving angles close to (𝜋 − 𝛽), 
it has shown good agreement with analytical solutions at other angles, which are relevant for 
practical NDT inspection, i.e. for practical TOFD inspection the optimum beam angles are 
around 60° − 70° (refer to Section 2.1.2).  
 
7.4 Conclusion  
 
Unlike the pulse-echo technique, which is based on the amplitude of specular or near specular 
signals to detect and size cracks, the TOFD technique is dependent on the time differences 
between two diffracted signals to detect and size cracks. Nonetheless, information about signal 
amplitude is important in that the signal amplitude must be above the noise level to be detected.  
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The angular distribution of the amplitude of diffracted compression signals from a crack is 
theoretically and experimentally well characterised.  The present chapter is focused mainly on 
modelling of the interaction of compression wave with a crack using two modelling tools i.e. 
the finite element and CIVA. The former technique is based on numerical modelling on a mesh 
of square elements and the latter is based on semi-analytical approximation.   
 
The variation of the amplitude of diffracted compression signal as the function of receiver angle 
for both symmetrical and asymmetrical arrangements are predicted by the FE and CIVA 
techniques. The FE and CIVA simulations for a symmetrical arrangement predict minimum 
amplitude at angles around 38° and this is in very good agreement with theory.  
 
For the asymmetric arrangement both FE and CIVA predict a mathematically zero amplitude 
at around 52° and this is in very good agreement with theoretical calculation. Also for the 
asymmetric arrangement, both theory and finite element predict a phase change of 
approximately 180° at the angle where the amplitude is zero  
 
The CIVA modelling for the symmetrical set up shows disagreement with theory at angles 
close to 90° and for the asymmetrical setup at large angles near (𝜋 − 𝛽). This could be due to 
the following:  
 
 The diffracted signal merging with direct undiffracted signal, or 
 The code of the GTD analytical approximation used in the CIVA software may be based 
on a different GTD theory to the theoretical simulation in particular close to specular 
direction and at large receiving angles, or   
 The finite probe size in CIVA simulations resulting in lower amplitudes near to the 
peak amplitudes.  
 
The last chapter will continue with the modelling study using CIVA and the finite element 
techniques in order to simulate the Time-of-Flight Diffraction (TOFD) procedure on 
geometrically the same defects as in the early chapters of this thesis, and the simulation results 
will be compared and contrasted with the experimental TOFD measurements undertaken in 
chapter 2.  
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Chapter 8 Comparison between TOFD simulations 
and experimental results 
 
 
In chapter 5, the finite element and CIVA simulations of elastic wave propagation in both 
isotropic and transversely isotropic media has been considered. In chapters 6 and 7, the 
capability of the FE and CIVA modelling techniques in simulating the scattering processes 
from simple shaped scatterers have been assessed and compared with exisiting and well-
developed theoretical models. Further building on that, this last chapter provides a link between 
the experimental results presented in the prior chapters of this thesis (chapters 2-4) with the 
modelling predictions. The aim of this chapter is to compare numerical and semi analytical 
modelling predictions with the experimental results. Both the FE and CIVA modelling of the 
Time-of-Flight Diffraction (TOFD) ultrasonic inspection technique are carried out on a smooth 
crack and a pore in the SART 1B and SART 1D ferritic steel specimens respectively. The 
modelling measurements are displayed as the standard B-scan images so as to compare with 
the experimental results.  
 
In what follows, first the finite element and CIVA modelling procedures for the TOFD 
technique are presented and then the outcome of the FE simulations are extracted and data are 
analysed and displayed as two dimensional B-scan modes for both the smooth crack and the 
pore. Next, the CIVA simulation results from the two defects are displayed as B-scan images. 
Finally, the FE and CIVA TOFD simulations are compared with the experimental TOFD 
results. 
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8.1 The finite element and CIVA simulations of TOFD ultrasonic technique 
 
 
8.2 Introduction 
 
The TOFD simulations were run using the FE and CIVA simulation software (Version 11.0) 
for a 4.9 mm through-wall extent (TWE) smooth crack and a 4.3 mm diameter pore, and these 
defects are in the SART 1B and SART 1D ferritic steel specimens respectively. The material 
properties that were used for these simulations are presented in Table 5.1 in chapter 5. The 
geometries of the defects and their exact positions inside the specimens and the thickness of 
the specimens were exactly the same as the TOFD experimental studies reported in chapter 2. 
The subsequent sections will present the details of the arrangement for the FE and CIVA TOFD 
simulations.   
 
8.2.1 The finite element modelling procedure for TOFD  
 
The FE TOFD models were setup as the experimental studies. The specimen thickness, the 
ligament and the through wall extent of the defects were as given in Section 2.3 of Chapter 2. 
The details of these defects are given in Table 8.1.  
 
 
Two dimensional finite element models were arranged for the 4.9 mm smooth crack and 4.3 
mm diameter pore as shown in Figures 8.1 and 8.2 accordingly. The FE models were run using 
the ABAQUS/Explicit time domain solver. The FE model with the smooth crack was meshed 
uniformly with linear quadrilateral elements (CPE4R) and the FE model with the pore was 
meshed with triangular (CPE3) elements. The latter was meshed with both structured mesh and 
free mesh around the pore as described in Section 6.2.3 of Chapter 6.  
Specimen Specimen 
thickness / mm 
Defect 
ID 
Defect 
description 
Ligament/mm TWE/mm Tilt 
/° 
Skew 
/° 
SART 1B 57 2 Smooth crack 14.5 4.9 0 0 
SART 1D 55 1 Pore 19.5 4.3 N/A N/A 
Table 8.1: The FE simulated defects from SART 1B and SART 1D specimens. 
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The meshing density and the time step were setup as given by Alleyne et al. [2002]. Note that 
triangular elements (CPE3) were opted as it was impossible to free mesh around the pore with 
quadrilateral elements (CPE4R) for an element size of 0.04 mm. As can be seen in Figures 8.1 
and 8.2, an absorbing layer using increasing damping (ALID) [Drozdz et al. (2007)] was only 
placed around the two right and left sides of the FE models.  The other two sides of the model 
were left without absorbing boundaries; this allows the lateral wave, the back wall echo and 
the diffraction signals from the top and the bottom of the defects to be easily monitored.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
172 mm 
55 mm 
ALID ALID 
Ligament = 19.5 mm 
TWE of pore = 4.3 mm 
Y 
X 
Y 
X 
Ligament = 14.5 mm 
Crack size = 4.9 mm 
ALID ALID 
57 mm 
172 mm 
Figure 8.2: The FE TOFD simulation setup for 4.3 mm diameter pore in SART 1D specimen. 
Figure 8.1:  The FE TOFD simulation setup for 4.9 mm smooth crack in SART 1B specimen. 
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The FE TOFD simulations for both defects were excited by a five cycle Hanning windowed 
tone burst centred at the frequency of 5 MHz (this frequency is the same as the frequency used 
for the TOFD experimental studies). The compression wave speed in this isotropic ferritic steel 
is 5.94 mm µs-1 from the earlier calculations in Chapter 5.  
All FE simulations were run for incident compression waves at an angle of 60° relative to the 
Y-direction, from point sources. The separation distance between the excitation and the 
monitoring points was kept constant at 70 mm. Figure 8.3 shows the nodal positions of the 
excitation and monitoring points along the scanning direction (X-axis). For example, the first 
and the last transmit-receive positions of the FE TOFD simulations for the 4.9 mm smooth 
crack and 4.3 mm pore are presented in Figures 8.4 and 8.5 respectively.  
The TOFD data were collected in 1 mm increments along the X-axis. The incident angle of the 
compression wave, the separation distance between the transmitting and receiving positions 
and the scanning increment were kept the same as the experimental setup.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.9 mm crack 
Figure 8.3: The nodal positions of the excitation and monitoring points for the FE TOFD 
simulation of the 4.9 mm TWE smooth crack in SART 1B specimen. 
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(a) The first excitation and monitoring positions for FE TOFD setup 
(b) The last excitation and monitoring positions for FE TOFD setup 
Figure 8.4: The FE simulation of TOFD for the 4.9 mm TWE smooth crack in SART 1B 
specimen: (a) The first excitation and monitoring positions for FE TOFD setup, and (b) The 
last excitation and monitoring positions for FE TOFD setup. 
Scanning direction 
1st Excitation point by a unit 
compression load at 60° 1st Monitoring point 
P 
70 mm 
57 mm 
P = a unit compression load 
Y 
4.9 mm crack 
X 
172 mm 
U2 = - cos 60° 
U1 = sin 60° 
P 
57 mm 
Y 
X
Last Excitation point by a unit 
compression load at 60° Last Monitoring point 
70 mm 
172 mm 
U1 = sin 60° 
U2 = - cos 60° 
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70 mm 
55 mm 
P 
172 mm 
Last Monitoring point Last Excitation point by a unit 
compression load at 60° 
X
Y 
70 mm 
172 mm 
55 mm 
P 
4.3 mm pore 
Y 
X
1st Excitation point by a unit 
compression load at 60° 1
st Monitoring point 
P = a unit compression load 
Scanning direction 
(a) The first excitation and monitoring positions for the FE TOFD arrangement 
(b) The last excitation and monitoring positions for the FE TOFD arrangement 
Figure 8.5: The FE simulation of TOFD for 4.3 mm diameter pore in SART 1D specimen: 
(a) The first excitation and monitoring positions for FE TOFD arrangement and (b) The last 
excitation and monitoring positions for FE TOFD arrangement. 
U1 = sin 60° 
U2 = - cos 60° 
U1 = sin 60° 
U2 = - cos 60° 
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8.2.2 The CIVA modelling procedure for TOFD ultrasonic technique 
 
The TOFD simulations were executed using the CIVA modelling software (Version 11.0). The 
CIVA TOFD arrangements for the two aforementioned defects in SART 1B and SART 1D 
specimens are presented in Figures 8.6 and 8.7 respectively. As can be seen, the exact 
geometries of the defects and their specific positions from the top surfaces of the specimens 
were modelled. Note that the CIVA ligament calculation was performed in reference to the top 
surfaces of the specimens.  
Also for these CIVA TOFD simulations, two circular shaped single element transducer probes 
with diameters of 6.35 mm each, one acting as transmitter (TX) and the other one as receiver 
(RX) were each mounted on a solid perspex wedge, in order to generate 60° compression beams 
into the specimens. The two probes were positioned on the specimen surfaces with an index 
point separation of 70 mm. The total time delay in the probe shoes is approximately 5µs. 
Similarly to the TOFD experimental studies water was used for these TOFD models to provide 
acoustic coupling. The TOFD models were simulated by a Hanning windowed signal centred 
at frequency of 5MHz and also a sampling frequency of 60MHz was employed. The TOFD 
data were collected as the two probes were simulated to scan at constant separation of 70 mm 
in the positive X-direction in steps of 1 mm for the total of 70 steps. For the CIVA TOFD 
simulations, the scattering of the beam by the defects was predicted based on the Geometrical 
theory of Diffraction (GTD).  
 
 
 
 
 
 
 
 
 
Z 
X 
TX 
Ligament = 14.5 mm 
Crack size = 4.9 mm 
RX 70 mm 
57 mm 
172 mm 
Probes scan direction 
Figure 8.6: The CIVA simulation arrangement for 4.9 mm smooth crack in SART 1B 
specimen. 
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8.3 Results and discussion 
 
8.3.1 THE Finite Element TOFD model 
 
The FE TOFD simulations were run at 71 discrete transmit-receive positions along the X-axis 
and the time domain signals in 𝑈1 and 𝑈2 directions for each transmit-receive positions were 
extracted from the history output of the FE simulations. Then at each receiving or monitoring 
points the resultant displacement (𝑈𝑅) along the direction of 60° was determined using 
Equation (8.1). All data extraction and calculations were executed using MATLAB.  
 
𝑈𝑅 = 𝑈1 sin 60° + 𝑈2 cos 60°                                                                                           (8.1) 
 
Figure 8.8 shows an example of one of the FE TOFD simulation results for the case where the 
excitation and monitoring points are placed symmetrically around the 4.9 mm crack for 
different time steps during the FE solutions.  
Ligament = 19.5 mm 
TWE of pore = 4.3 mm 
70 mm 
55 mm 
172 mm 
X 
Z 
RX TX 
Figure 8.7: The CIVA TOFD simulation setup for 4.3 mm diameter pore in SART 1D 
specimen. 
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As can be seen the compression waves (L-wave) are excited at an angle of 60° from a point 
source and then interact with the smooth crack which is embedded 14.5 mm from the exciting 
and monitoring surfaces.  
The interaction of the compression waves (L-wave) with the crack generates various modes 
from the edges of the crack, and these may include: compression diffracted as compression 
waves (L-L), compression diffracted as shear waves (L-S), shear diffracted as compression 
waves (S-L). It is also apparent that besides the diffracted and mode converted waves there are 
also lateral waves and reflections from the back wall. For this symmetrical setup, the 
corresponding time domain signals that are received at the monitoring point are presented in 
Figure 8.9.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8.8: The FE TOFD simulation for the symmetrical setup at different time steps 
during the FE solutions: (a) Incident L-wave at angle of 60° (b) The interaction of the L-
wave with the 4.9 mm smooth crack. 
(a) Frame 2 
 Lateral L- wave 
Incident L - wave 
 L-L mode top of 
crack 
Back wall Reflection 
of incident L-wave  
L-L mode bottom of 
crack 
 L-S mode top of crack 
 L-S mode bottom of crack 
(b) Frame 8 
Point source 
excitation at 60° 
4.9 mm 
Crack 
Monitoring point  
U1 
U2 
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The lateral wave, the tip diffracted signals from the extremities of the crack, the mode 
converted signals and the back wall reflection signals can be seen clearly in the time domain 
signals. Also signals from the scattering due to Rayleigh surface waves are evident.   
 
 
 
 
 
 
 
 
 
 
 
One of the FE TOFD modelling outcomes, where the excitation and monitoring points are 
symmetrically placed across the 4.3 mm diameter pore at a depth of 19.5 mm from the top 
surface of the specimen, is shown in Figure 8.10. The time domain signals that correlate with 
this symmetrical arrangement around the 4.3 mm diameter pore are extracted at the monitoring 
point and are shown in Figure 8.11. As can be seen evidently, for this particular defect the 
amplitudes of the lateral wave, the tip diffracted and mode converted signals are much weaker 
than the signals from the back-wall reflection. The time domain signal data without the back-
wall reflection are separately plotted as presented in Figure 8.12, and now all the signals of 
interest can be seen clearly.    
Figure 8.9: The extracted time domain signals from the FE TOFD simulation when 
the excitation and monitoring points are symmetrically placed around a 4.9 mm 
smooth crack. 
Lateral wave 
Mode converted 
signals 
Back-wall reflection 
Tip diffracted 
signals 
Due to Rayleigh surface waves  
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Point source 
excitation at 60° 
U1 
U2 
4.3 mm 
Monitoring point  
 L-L mode top tip  Lateral L-wave 
Incident L - wave 
Back wall Reflection of incident 
L-wave  
 L-L mode bottom 
tip 
(a) Frame 2 
(b) Frame 8 
Figure 8.10: The FE TOFD simulation for symmetrical setup at different time steps 
during the FE solutions: (a) Incident L- wave at angle of 60° (b) The interaction of L-
wave with 4.3 mm diameter pore. 
Figure 8.11: The extracted time domain signals from the FE TOFD simulation when 
the excitation and monitoring points are symmetrically placed across the 4.3 mm 
diameter pore. 
Back-wall reflection 
Lateral wave 
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8.3.2 The Comparison of simulated TOFD B-scan images with experiment 
 
For the FE TOFD simulations, the time-domain signals are plotted vertically with time 
increasing downwards and the positions of the successive monitoring points in the horizontal 
axis and hence the TOFD data are presented as the standard B-scan images. The CIVA software 
displays the TOFD simulation results directly as B-scan images. One thing to note is that, for 
the CIVA TOFD simulations, the strong reflection from the back-wall supresses the weak tip 
diffractions and mode converted signals from both defects; it is difficult to see these signals in 
the B-scan image due to the dominance of the strong reflection from the back-wall. However, 
there is an option in CIVA to run the TOFD simulations excluding the back-wall effect, if this 
is done the signals of interest appear clearly in the B-scan images. For the FE TOFD 
simulations the data are appropriately scaled and all the signals, including the back-wall 
reflection, are shown in the B-scan images. Figure 8.13 shows the TOFD B-scan images of the 
4.9 mm through-wall extent smooth crack from the SART 1B specimen; these B-scan images 
are obtained from experimental studies, FE and CIVA simulations respectively.  
 
Figure 8.12: The extracted time domain signals without the back-wall reflection from 
the FE TOFD simulation, when the excitation and monitoring points are symmetrically 
placed across the 4.3 mm diameter pore. 
Lateral wave 
Tip diffracted 
signals 
Mode converted signals 
Due to creeping wave 
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Lateral wave 
Back wall echo 
Signals from defect top 
Signals from defect bottom 
Mode converted signals 
Signal 
transit 
Time  
Scanning probe position 
(a) The Experimental TOFD B-scan image from a smooth crack 
Signals due to Rayleigh surface waves 
Lateral wave 
Signals from defect top 
Signals from defect bottom 
Mode converted signals 
Back wall echo 
(b) The FE simulated TOFD B-scan image from a smooth crack 
Signals due to Rayleigh surface waves 
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As can be seen clearly, the B-scan image produced by the  FE TOFD simulation are in good 
agreement with the experimental TOFD B-scan image of the 4.9 mm through-wall extent 
smooth crack. Both the FE modelling and the experimental studies show all the diffraction arcs 
from the edges of the crack, the mode converted signals i.e. compression wave converting to 
shear and vice versa, the lateral wave, and the back-wall reflection. The signals due to the 
scattering of Rayleigh surface waves over the crack face are apparent in both cases; the only 
difference is that in the FE simulation the minimum transit time of the Rayleigh wave signals 
occurs when the monitoring and receiving points are symmetrically positioned across the crack. 
In the experimental B-scan image, the minimum transit time of the diffraction arc of these 
signals is shifted to the left comparing to the FE result however, the reason for this is not clear.   
 
 
Lateral wave 
Signals from defect top 
Signals from defect bottom 
Mode converted signal 
(c) The CIVA simulated TOFD B-scan image from a smooth crack 
Figure 8.13: The TOFD B-scan images from the 4.9 mm TWE smooth crack in SART 1B 
specimen: (a) The experimental TOFD B-scan image (b) The FE simulated TOFD B-scan 
image and (c) The CIVA simulated TOFD B-scan image. 
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The B-scan image generated by the CIVA TOFD simulation of the 4.9 mm smooth crack shows 
the diffraction arcs from the extremities of the crack, the mode converted signals and the lateral 
wave and these are in harmony with the experimental findings. One thing to note is that, for 
the CIVA TOFD simulation, the interaction of the beam with the crack is modelled based on 
the Geometrical Theory of diffraction (GTD), therefore, this model does not include the 
scattering of the Rayleigh surface waves.  
The TOFD B-scan images of the 4.3 mm diameter pore from the experimental measurements, 
the FE and CIVA simulations are shown in Figure 8.14.  For this defect, the experimental 
TOFD measurements are run with frequencies of 5MHz and 10MHz and the B-scan images for 
both frequencies are given in Figure 8.14 (a). As can be seen there are possibly spurious signals 
from the weld and these are merged with the diffraction signals from the top of the defect, and 
they are more prominent with the 5MHz probe than with the 10MHz probe.  The B-scan image 
for the frequency of 10MHz is included in this section, in order to distinguish the real tip 
diffraction arcs from the spurious signals. The B-scan image from the frequency of 10MHz 
gives an improved resolution compared to that from the frequency of 5MHz and the tip 
diffraction signals are well resolved and can be seen clearly.  
The B-scan images of the 4.3 mm diameter pore from the FE and CIVA simulations display a 
well separated diffraction arcs from the edges of the defect and mode converted signals. Both 
the simulation results show good consistency with the experimental studies. In addition to the 
signals of interest, the experimental results and the FE simulation show the diffraction arcs due 
to the creeping waves; these can be shown in Figure 8.14 (a) and (b). The signals due to surface 
waves such the Rayleigh and creeping waves, and the mode converted signals are not used in 
sizing defects in TOFD technique; therefore they are not as important as the tip diffraction arcs 
and the reference signals of the lateral wave or the back-wall reflection.  
In general the modelling results are proved to simulate the TOFD inspection technique 
efficiently and can be used for optimising the TOFD scanning parameters prior to setting up an 
experimental study. One can also have better understanding of the scattering processes before 
running the experimental studies.       
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Signals due to creeping wave 
(b) The TOFD B-scan image from a pore modelled using FE 
(a) The Experimental TOFD B-scan image from a pore for 10MHz and 5MHz 
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8.4 Conclusion  
 
The FE and CIVA simulations of the 4.9 mm through-wall extent smooth crack and 4.3 mm 
diameter pore have been modelled and the results of the corresponding FE and CIVA 
simulations have been compared with the experimental results from the early chapters of the 
thesis. The FE and CIVA simulated B-scan images of the defects have shown good agreement 
with the experimental studies. The results have demonstrated that the FE and CIVA simulations 
can be employed to model small defects with the TOFD ultrasonic arrangement.  
 
 
 
 
(c)  The TOFD B-scan image from a pore modelled using CIVA 
Figure 8.14: The TOFD B-scan images from the 4.3 mm diameter pore in SART 1D 
specimen: (a) The Experimental TOFD B-scan image from a pore for 10MHz and 5MHz, 
(b) The TOFD B-scan image from a pore modelled using FE and (c) The TOFD B-scan 
image from a pore modelled using CIVA. 
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Chapter 9 Conclusion 
 
 
9.1 Existing techniques for ultrasound inspection of complex defects 
 
In chapter 2, three ferritic specimens with diverse defect population are experimentally 
inspected using the Time-of-Flight Diffraction technique. The through wall extent and the size 
of the defects are determined, along with comments on image interpretation of the B-scan 
images for each defect. From this analysis Time-of-Flight Diffraction is more effective for 
locating and sizing simple linear crack defects rather than complex arrays of small pores. For 
example, in SART-1B defects 1 and 2 produce two separate arcs resulting from compression 
waves on the B-Scans. Their separation allows for an accurate measurement of their time of 
arrival on the A-Scan and therefore accurate measurements of the ligament and through wall 
thickness. TOFD is able to locate complex pore arrangements; however the feature that 
distinguishes such defects from simple cracks (many merged arcs on the B-Scans) is also the 
reason why such defects can’t be accurately sized. The resolution of TOFD is too low to 
separate out arcs resulting from closely-spaced point defects. Using higher frequency probes, 
the resolution is improved but only in near surface regions as the ultrasound pulses are more 
easily attenuated. Therefore, it is found that TOFD is an effective tool for searching and sizing 
defects. It is also useful for locating more complex defects which could be further examined 
(and accurately sized) using other NDT methods.  
In chapter 3, the Total Focusing Method was implemented for post processing of FMC data for 
selected defects in the SART 1B, SART 1D, and HIP test specimens. The results show that the 
Total Focusing Method (TFM) imaging algorithm can be used to find the exact location of the 
defects, besides good images of the defects were obtained with this technique. The TFM, high 
data density pulse-echo phased array, and TOFD images for selected defects are presented and 
qualitative comparison of each technique is made.  It is also shown that TFM produces images 
of the defects with a superior resolution in the through wall and lateral directions than the high 
data density pulse-echo phased array and TOFD techniques. 
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As demonstrated in this thesis and elsewhere, the TFM imaging algorithm gives resolution 
above that which can be acquired with conventional ultrasonic inspection techniques and with 
various post-processing algorithms. This is beneficial to the NDT community in general and 
Serco in particular, for inspection of safety critical components such as NSRP components with 
small and complex defects.  
In chapter 4, a thick ferritic clad plate containing twenty simulated defects along the weld was 
inspected using multi-probe pulse-echo, tandem, TOFD and Total Focusing Method (TFM) 
processing of Full Matrix Capture (FMC) phased array data. All defects are detected by the 
multi-probe pulse-echo and tandem techniques. Most of the defects were detected by 5 or 8 
pulse-echo probes and by 3 or 4 tandem pairs. 
All smooth, vertical planar defects such as a patch simulating LOSWF are detected by tandem 
probes at high amplitudes due to strong specular reflection from the defect faces. Defects such 
as porosity and copper cracks were detected by the tandem probes at much lower amplitudes 
than smooth, vertical and planar defects.  
All the defects in the RSV plate are detected and sized using TOFD. The measured TWE are 
in good agreement with the actual defect sizes, apart sizing 5 off planar cracks and the under-
clad carbon crack. Sizing the latter was problematic due to the presence of lateral waves and 
reverberation from cladding. Although it has previously reported defects 6 mm below the 
cladding have been detected and sized, nonetheless the present study does not confirm accurate 
sizing of under-clad defects 6 mm below the cladding. This should be investigated in the future 
using experimental and theoretical modelling.  
Errors arise due to beam skewing and refraction at the clad/ferritic interface and these have a 
great effect for under-clad carbon cracks due to the fact that timing errors increase as the depth 
of the defect decreases.   
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With TFM only close and midway lying defects are located. It is difficult to locate deep laying 
defects in the RSV plate. It could be due to beam spreading and attenuation effects.  TFM 
provides a superior image quality, however, it does not tell the shape and orientation of the 
reflectors.  
Overall this study has shown that there is not an independent or a complete ultrasonic technique 
for detection and sizing defects. It is found that the TOFD technique is efficient for detecting 
and sizing defects, apart from sizing under-clad defects. It is also found that the multiple pulse-
echo phased array technique is efficient as a detection technique. Therefore, the results of this 
study have confirmed that the pulse-echo phased array technique can be used for detection and 
following that the TOFD technique can be employed for sizing defects.  
 
9.2 Numerical and analytical modelling of ultrasound 
 
Chapter 5 has presented the Finite Element and CIVA simulations of the propagation of bulk 
elastic waves in both isotropic ferritic and transversely isotropic austenitic steels. From both 
simulation techniques the compressional and shear velocities are determined and compared 
with theory.  
 
The compressional and shear velocities from the finite element simulation have shown close 
agreement with theory.  Similarly the bulk elastic velocities in isotropic ferritic steel using 
CIVA have found to be in good agreement with theory. However, the shear velocities in x, y 
and z symmetries in transversely isotropic austenitic steel have found to be on average 13 % in 
error comparing to the theoretical prediction.   
    
Furthermore, the slowness surfaces for both isotropic and transversely isotropic steels and 
group velocity surfaces for the latter are analytically computed. The analytical solution and the 
FE simulation in Section (5.1.4) have shown the existence of cuspidal triangles on the velocity 
surface of the quasi-shear curve. 
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In chapter 6, two dimensional finite element simulations of the interaction of longitudinal and 
shear waves with a circular cavity of radius 2 mm are modelled.  In addition the CIVA 
simulation software is employed to simulate the interaction of compressional wave with a 
circular cavity of radius 2 mm.  
 
The finite element predictions (from both line and point sources) have shown good agreement 
with analytical solutions for three of the mode combinations except for the S-S case.  The errors 
could be due to incoming waves not being absorbed by the absorbing region and this may 
contaminate the scattered field or the errors could be due to the use of fewer elements per shear 
wavelength.     
 
CIVA prediction of the scattered L-L field has shown a small shift from the analytical solution 
and also the angles of the minimum reflection coefficients are slightly lower for CIVA than the 
analytical solution and the FE prediction. The amplitudes of the scattered L-S field have found 
to be less than the amplitudes of the analytical and the FE prediction. The main reason could 
be a numerical problem in that the number of terms in the series may not be sufficient for the 
solution to converge to the exact value or it could be that the effect of averaging amplitudes 
over a range of angles due to the finite probe size in the CIVA simulation.   
 
Chapter 7 focused mainly on modelling of the interaction of compression wave with a crack 
using two modelling tools i.e. the finite element and CIVA. The former technique is based on 
numerical modelling on a mesh of square elements and the latter is based on semi-analytical 
approximation. The angular distribution of the amplitude of diffracted compression signals 
from a crack is theoretically and experimentally well characterised. 
 
The variation of the amplitude of diffracted compression signal as the function of receiver angle 
for both symmetrical and asymmetrical arrangements are predicted by the FE and CIVA 
techniques. The FE and CIVA simulations for a symmetrical arrangement predict minimum 
amplitude at angles around 38° and this is in very good agreement with theory.  
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For the asymmetric arrangement both FE and CIVA predict a mathematically zero amplitude 
at around 52° and this is in very good agreement with theoretical calculation. Also for the 
asymmetric arrangement, both theory and finite element predict a phase change of 
approximately 180° at the angle where the amplitude is zero  
 
The CIVA modelling for the symmetrical set up shows disagreement with theory at angles 
close to 90° and for the asymmetrical setup at large angles near (𝜋 − 𝛽). This could be due to 
the following:  
 
 The diffracted signal merging with direct undiffracted signal, or 
 The code of the GTD analytical approximation used in the CIVA software may be based 
on a different GTD theory to the theoretical simulation in particular close to specular 
direction and at large receiving angles, or   
 The finite probe size in CIVA simulations resulting in lower amplitudes near to the 
peak amplitudes.  
 
The last chapter 8 deals with the FE and CIVA simulations of the 4.9 mm through-wall extent 
smooth crack and 4.3 mm diameter pore have been modelled and the results of the 
corresponding FE and CIVA simulations have been compared with the experimental results 
from the early chapters of the thesis. The FE and CIVA simulated B-scan images of the defects 
have shown good agreement with the experimental studies. The results have demonstrated that 
the FE and CIVA simulations can be employed to model small defects with the TOFD 
ultrasonic arrangement.  
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