Abstract-Intrusion detection system is automatic system which recognize intrusions of computers or computer network systems. The existing security detection systems have many problems such as wrong detection of intrusions, false intrusions, poor real-time performance. To solve these problems, this paper improves the particle swarm optimization algorithm and presents an attribute-weighted distance calculation method based on information gain ratio. This method for the division of spherical or ellipsoidal data can obtain better clustering results. And the data set of KDD-cup 99 is used as the experimental data. The experimental results show that the method can detect many kinds of known network intrusion and also can detect many unknown network intrusions. At the same time, the method can maintain the higher intrusion detection rate and lower false alarm rate.
I. INTRODUCTION
With the rapid development and the wide application of the computer network technology, network security problems become more and more prominent. Establishment of effective intrusion detection system to protect the security of computer information system has become more and more important. Intrusion detection system (IDS) is a new safety assurance technology following traditional security ways such as firewall and data encryption. IDS can identify and response to improperly use computer and network resource [1] [2] . Now IDS has gained highly improvement, but there are still some problems such as false alarms, leak checks, lack self-defense, worse timeliness and lower coordination [3] . Many scholars have combined data mining technology and intrusion detection technology to increase IDS's capacity for processing magnanimity data. Data Mining is an important research subject in the field of information technology. It means a process of extract the implicit, previously unknown, and potentially useful knowledge from voluminous, non-complete, fuzzy, stochastic data [4] .Clustering is an important research direction of data mining. Now the clustering is widely used in network intrusion detection, medical image processing, text retrieval, bioinformatics and other research areas. The classical clustering algorithms are Kmeans algorithm, K-prototypes algorithm, fuzzy clustering algorithm and K-modes algorithm based on rough set. Although these algorithms improve the clustering performance in different degree, but they randomly select the initial clustering core without any optimization and can't obtain the optimal clustering division. To solve the selection problem of clustering initial corer, literature [5] combines the simulated annealing algorithm and the clustering algorithm to optimize the clustering algorithm. But the simulated annealing algorithm needs adjust many parameters, and artificial adjusting may cause poor clustering results. Only through lots of numerical simulation, the better matching parameters can be chosen. That the algorithm is widely promoted is very difficult. Literature [6, 7] proposes a global optimization method for clustering optimization. But this method only considers the innovation of the evolution operation. When calculating the Euclidian geometric distance, this method does not consider the effect of the different characteristic attributes for clustering. So it cannot obtain the ideal clustering effect for ellipsoid. In practical application, each dimension attributes which constitute the training data and test data are from different sensors and include the difference of dimension and precision. So this clustering algorithm has certain limitations in practical application. In order to improve the classification effect of clustering, the method of literature [8] maps the clustering initial data to the high-dimensional sparse data space and improves the linear distribution of data. This method can improve the clustering effect, but this method easily causes the dimension disaster for high-dimension data. Literature [9] combines the popular distance measure method in the popular algorithm and the genetic algorithm to optimize the clustering. But the popular distance calculation method is suitable for the data in the complex distribution of non-Euclidean geometry space. For the data in Euclidean geometrical space, the complexity of distance computation is high. So the versatility of the method is not strong. The algorithm in literature [10] uses the classic PSO to optimize the clustering. But the classic PSO is prone to premature problem and cannot easily obtain the global optimal solution.
To solve above problems, this paper puts forward the improved PSO optimization algorithm for clustering. The improved PSO increases particle hybridization, mutation operations and dynamically changes the particle's dimensional flight acceleration factors in state space, overcomes the premature problem of the classic particle swarm algorithm, solves the selection problem of initial core, obtains the global approximate optimal division of clustering and gets the ideal classification effect in practical application. In the clustering process, the attribute-weighted distance calculation method using the information gain ratio fully embodies the role played by the various attributes when calculation the distance. The method can obtain ideal classification results for the spherical and ellipsoidal data.
II. ATTRIBUTE-WEIGHTED DISTANCE CALCULATION METHOD BASED ON INFORMATION GAIN RATIO
The greater the value of the information gain ratio of an attribute is, the more its inherent uncertainty information is, and the more satisfactory the classification is. So the weight of this attribute should be larger, and vice versa [12] . 
is the entropy of attribute i B which is divided into subset, and its calculation formula is as follows:
is the entropy of the subset i X and its calculation formula is as follows:
Where j i P , is the probability of i X which belongs to class i C and its calculation formula is as follows:
The information gain ratio calculation formula of attribute i B is as follows:
where the calculation formula of 
In order to improve the calculation speed of the algorithm, the distance formula directly uses squareaccumulate calculation and doesn't use the root calculation.
III. CLUSTERING ALGORITHM BASED ON IMPROVED
PARTICLE SWARM OPTIMIZATION
The classical particle swarm optimization simulates birds flying foraging behavior, and dynamically changes the flight velocity and flight position through information sharing to find the location which has the maximum food [13] . The particle swarm optimization algorithm can solve NP optimization problem [14] . But the classic particle swarm optimization algorithm has the following problems: it has not natural selection, competitive selection and mutation mechanism, and is prone to the premature during the optimization process, and falls into local optimal solution [15] .
When the classic particle swarm optimization algorithm updates the flight speed, each dimensional acceleration factor in flight space is considered as identical [16] . But for the actual problem, the dimensionless difference of each dimension in the solution space is very large [17] . The acceleration factor easily causes that some dimension space flight is over the optimal solution, and some dimension space flight slowly searches in local space. In order to solve the above problems, the improved particle swarm optimization algorithm increases the hybridization and mutation mechanism, and improves the flight acceleration factor of the classical particle swarm optimization, which in space are regarded as not identical, and the acceleration factor according to the actual situation in the flight process can be dynamically changed.
A. Definition of Clustering
To illustrate the algorithm, the clustering and the particle swarm are respectively defined as follows.
The data used in this paper is: 
The best position of i-th particle in particle swarm experienced is expressed as:
Where
The global best position of particle swarm experienced is expressed as: , 
C. Intrusion Detection Model
The fitness function of the particle swarm is also the evaluation function of clustering classification. Larger the value of the evaluation function is, and larger the value of the particle swarm fitness function is, and vice versa. Searching the state-space location with the largest value of the fitness function, the spatial location with the largest value of fitness function is the initial clustering center optimized.
The intrusion detection model based on the attributeweighted clustering, (as shown in Figure 1) .The model first pre-treats collection of data, chooses training samples, reduces attributes in decision tables, produces reduced output rules to construct rule base of safe system and intrusion detection detector [18] . The initial intrusion model needs gradually perfect and improvement in subsequent studies to reach the best detection effect.
From intrusion model we can clearly see that intrusion detection algorithm mainly involves some following problems:
(1) Intrusion data discrete. IDS analyzes the data which includes network data and host data. The analysis of network packet is a key point in the current intrusion detection study. Compared to host log data, network data is more complex and multiple and thus greatly increase the intrusion difficulty of network attack. To improve the intrusion effects, the large amount of collected datapoints needs be dispersed by the method of equal frequency division.
(2)Attribute reduction. The attributes of collected data sets are structured and reduced .And redundancy intrusion attributes are removed 
D. Optimized Clustering Algorithm
(3) Intrusion detection rules Generating. After attributes reduction, the model have deleted redundancy attributes, constructed decision table, and derived rules from decision table. Then it detects these rules and puts them into rule database. Based on those rules in rule database, safety detector tests intrusion datum and behaviors.
The optimized clustering algorithm based on the improved particle swarm firstly initializes particle swarm, secondly intelligently searches the initial clustering center using the improved particle swarm. Finally the optimized clustering center can be gotten through the improved particle swarm and k-means algorithm.
The related functions description of the algorithm is as follows:
: k entities randomly chosen from the sample set X is as the initial location of particle swarm in state space. The implementation steps based on the improved particle swarm optimization clustering algorithm are as follows: 
Fitness
Step2. Determine the particle's initial position, the current best position, the current best position which is searched by the particle species and the value of the fitness function. , Step 3. Perform the following steps for each particle.
//The number of the optimal solution remains unchanged. 
E. Clustering Accuracy of IPSO-KM

In
Step 3, when the particle swarm appear the precocious in the search process, the hybrid and mutation should be performed to make the particle swarm jump out of the local optimal solution and fly to the direction of global optimal solution. In step 4, the classification obtained by the improved particle swarm optimization is as the initial clustering classification of K-means. Because the classification obtained at this time is close to the optimal clustering classification, K-mean algorithm run at this time can obtain the optimal clustering classification in a short time. K-mans algorithm is easily realized and its time and space complexity is small. But K-means algorithm is a local search algorithm based on the criterion function and largely depends on the selected initial center, and easily falls into the local optimal solution, especially for the large number of clusters. The improved particle swarm optimization solves the convergence precocious problem of the classic particle swarm optimization through increasing the hybrid, mutation and dynamically changing the flight acceleration factor. But when searching the precise optimal solution in the latter part, the improved particle swarm optimization algorithm has the low convergence problem. The combination of the improved particle swarm and K-mans algorithm solves the slow convergence problem of the improved particle swarm optimization in the search exact optimal solution process and simultaneously the initial clustering center selection problem of the K-means algorithm. So the combination of the improved particle swarm optimization and K-means algorithm can obtain global optimal clustering classification and maintains the faster convergence speed. 
IV. EXPERIMENTAL RESULTS
It can be seen from Table I that the highest clustering accuracy, the lowest clustering accuracy and the average clustering accuracy of the IPSO-KM compared with the K-means and PSO-KM are significantly improved in data sets of Irish and Hayes-Roth. And the clustering accuracy of the IPSO-KM in the data set of Wine is also improved.
A. Simulation Results of Intrusion Detection
The experiment hardware environment is CPU 2.4GHz, 2.0GB memory. The software environment is Visual C++6.0 and SQL Server 2005. The data set is KDD cup-99, which includes 4 kinds of network intrusion. The experiment data is divided into training data set and test data set. The detection rate(DR) and false alarm rate(FAR) is adopted as the two performance indicators which can measure the detection effect [19] . 
B. Simulation Results of Unknown Intrusion Detection
It can be seen from table II that the detection rate and the false alarm rate of this paper are better than K-means and PSO-KM. Through tracking the experiment process, it can be found that the clustering generated by the method in this paper has smaller intra-class space and larger between-class distance compared with K-means and the PSO. And the clustering result is good. And the method in this paper repeatedly randomly selects training data and the fluctuations of clustering effect is small. This method makes several experiments for the same set of data, and experimental results are almost no fluctuations. It shows that the method overcomes the sensitive problem of the initial clustering center selection. The classification error ratio not using weighted-attribute clustering division in the course of the experiment is relatively high. And the classification error sing the weighted-attribute clustering classification is significantly reduced. It shows that when calculating the distance between entities the weightedattribute can scientifically reflect the data real distribution and the weighted-attribute optimizes the clustering classification.
TABLE
To detect the unknown network intrusion, the designed experiment is as follows: filter in the test set containing label, and filter out some network intrusion data, divide into 15 subsets, and each subset contains 6000 network connection data. The test data contain the network intrusion detection data of the training data and also contain the unknown network intrusion data. Then the cross-validation is done. When the clustering number is 16, the detection rate and the false alarm rate achieve the desired effect in the Table II .The clustering number adopted in this paper is 16 for the specific intrusion detection. The experiment result is shown in Table III 
C. Comparison of Different Algorithm Convergence Time
It can be seen from table III that the method proposed in the paper can get better detection effect for both the known network intrusion and the unknown network intrusion. Because the clustering algorithm is an unsupervised classification algorithm, the known classified information is not required in the classification process. If the training model has high accuracy, the better classification can be gotten. The method of this paper can get better detection result for the unknown network intrusion. It shows the model of this method has high accuracy training model and good classification result. Table IV shows that the convergence time of the IPSO-KM algorithm is obvious less than the K-means algorithm and the PSO-KM algorithm. That is because the IPSO-KM algorithm adds the hybrid operation, and mutation operation which can make the particle swarm quickly jump out the local optimal solution and fly to the global optimal solution. In addition, the particles in the flight course, according to the each dimension vector distance between their own location and local optimum position, their own location and global optimum position, dynamically change the flight acceleration factor of each dimension in the state space and ensure the accurate flight step and avoid some dimensions have flown the optimal solution and some dimension still fly near the local optimal solution. The attribute-weighted intrusion detection algorithm based on the information gain ratio firstly uses the improved particle swarm optimization to find the initial clustering core, secondly runs K-means. The algorithm proposed in this paper combines the stronger global optimization of the improved particle swarm optimization and the faster iteration speed of K-means to overcome the sensitive problem of the initial clustering selection and also solve the slow convergence of the improved particle swarm optimization. So the optimal clustering classification can be obtained in a relatively short time. When calculating the distance between the entities based on the attribute-weighted information ratio, the distance between entities fully embodies the contribution rate of each attribute and the weighted-attribute reflects the data original distribution. Star data and ellipsoidal data can also get better clustering classification. Compared with the classical clustering algorithm, this algorithm applied to network intrusion detection can obtain the desired intrusion detection rate and the false alarm rate.
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