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1 
It is well known that for a large class of nonlinearities J the scalar 
reaction-diffusion equation with Neumann boundary conditions 
u, = EZU,, +f(.u, u), 0 d s < 1 
(1) 
u,(O, I) = u,y( 1, 1) = 0 
defines a well-posed initial value problem in the Sobolev space H’(0, 1) 
[ 131. Moreover, this problem has a gradient-like structure which ensures 
that the r- and o-limit sets of any bounded orbit are equilibrium solutions 
[ 10, 16, 203. 
If f satisfies a coerciveness condition of the form lim sup,,, _ no f(x, u)/u 
< 0 uniformly in x, the set of equilibria of (1) is bounded and the 
dynamical system defined by (1) has a compact attractor which attracts 
bounded sets of H’(0, 1) (see, for example, [ 93). 
Generically in A all the equilibria of ( 1) are hyperbolic and, in this case, 
the semillow delined on H’(0, 1) has a Morse&male structure. This follows 
from the results of Henry [ 143 on the transversality of the stable and 
unstable manifolds of the equilibria (see also Angenent [2]). 
To complete the study of this dynamical system, one has to characterize 
the attractor for the semiflow, determining all the connections between its 
equilibria. This problem has been solved for the special case of Chafee- 
Infante, where the nonlinearity is of the type f(x, U) = u - u3 [ 143, and for 
the genera1 Hamiltonian case, .j(x, U) = f(u), some partial results are 
already known [4]. The general case is currently being studied and it is 
useful to have available some examples of more sophisticated attractors. 
Here we deal with nonlinearities of the type 
./(x7 u) = u( 1 - u)(u - u(x)), (2) 
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where a: [0, 1 ] + (0, 1) is a step function, and consider the charac- 
terization of the attractor of (1) (2) when E is small, and for special exam- 
ples of step functions a. 
For smooth functions u, this problem has been considered by several 
authors using different approaches (see, for example, [ 1,3,6,7, 151). 
The attractor of (l), (2) is very simple for large values of E [12], but for 
small values of E it contains an arbitrarily large number of equilibrium 
solutions [15]. However, it has been shown by Angenent, Mallet-Pare& 
and Peletier [3] that, under generic hypothesis on a, the number of stable 
solutions stays bounded. In fact, denoting by 0 < xi < .. <x,, < 1 the 
sequence of zeros of a(x) - i, they show that for functions a satisfying 
U,(Xi) # 0, i = 1, . ..) n, and for E sufficiently small there is a one-to-one 
correspondence between the stable solutions and the patterns of step 
functions s: [0, l] + (0, 1) with jumps at the points ,uj, j= 1, . . . . m, only if 
yjE {xi, i= 1, . . . . n} and [s(x+) - s(x;)] .a,(~;) < 0. Furthermore, as E + 0 
each stable solution approaches the corresponding step function at the 
points of continuity, exhibiting monotone transition layers at the jump 
points. 
Using the phase-energy method presented in Section 2 we show in the 
third section that the corresponding result still holds for the case of step 
functions a. In the last section, we consider special examples of step 
functions for which, as E -+ 0, the total number of equilibria stays bounded. 
For these examples we can determine all the equilibria, the dimension 
of their unstable manifolds, and, through a process of parameter tuning, 
also the heteroclinic connections between the equilibria composing the 
attractor. 
2 
In this section we consider the existence and stability of equilibrium 
solutions of (l), (2) using the phase-energy method developed in 
[S, 11, 191. 
Denoting by E the set of equilibrium solutions, we have that u E E if and 
only if 2.4 is a solution of 
&%,, + f( x, 24 ) = 0, O<xdl 
u,(O) = ux( 1) = 0. 
(3) 
From (2) one easily concludes that, for any x E [0, 11, we have f(x, u) < 0 
if u > 1 and f(x, u) > 0 if u < 0. Then, for u to satisfy (3), it is necessary that 
UE C’(0, 1) and O<u(x)< 1 for every x in [0, 11. 
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Associated with the boundary value problem (3) we have the following 
initial value problem: 
1 
u, = - v, 
E2 0, = -“ox, u) 
40) = uo, u(0) = 0, 
and introducing the corresponding linear variational equation: 
(4) 
,x=$4 Px = -f,b-, u). ? 
(5) 
r](O) = 1, ,u(O) = 0. 
We assume that the solutions of (4) are defined for all x E [0, 11, since 
we can modifyfoutside the region [0, l] x [0, l] for such purpose without 
perturbing the attractor of (1), (2). 
Since f(x, 0) = 0 for all x in 10, 11, we can make in (4) and (5) the 
following changes to polar coordinates: u = r cos s, v = -r sin s and 
v] = p cos t, p = -p sin t, obtaining the differential equations for s = s(x, uo) 
and t = t(x, u,), 
1 
s, =-z sin2 s + g(x, u(x)) cos2 s, s(0, uo) = 0 I: 
(6) 
2 .Y = -! sin2 t + h(x E2 7 
u(x)) cos2 t, t(O, uo) = 0, 
where u is the solution of (4), g(x, U) = (1 - u)(u - a(x)), and 
h(x, U) =f,(x, u). Finally, we define the functions 0, 0: [0, l] -+ R by 
a(uo) =s(l, uo) and f?(u,)= t(1, uo), from which one can obtain a simple 
characterization for the stable equilibria of (l), (2). In fact, there is a one- 
to-one correspondence between the equilibria of (l), (2) and the nontrivial 
solutions u = u( ., uo) of (4) with u. satisfying cr(uo) = 0, since the solutions 
(u, v) of (4) with u,, E (0, l] never enter the second quadrant. Furthermore 
they are stable if and only if e(u,) < 0 (see [19]). 
To determine all the stable solutions we will need the following result. 
LEMMA 1. Zf, for u. E [O, 11, there is an x in the open interval (0, 1) such 
that t(x, uo) = 42, then e(u,) > 0. 
This follows from (6) since t(x, u,) = 7r/2 implies tX(x, uO) = l/c2 > 0 and 
then t9(~,)=t(l,~,)>~/2~0. 
Let M denote the solution manifold of (4) M= {(x, U, v): u = u(x, u,), 
EXAMPLESOF ATTRACTORS 181 
u = u(x, 2~) for u0 E [0, l] ), and let L, be the section curve of M at x = y. 
Then, the functions 0 and 8 defined above are obtained from the polar 
representation of the curve L,, and the equilibria are characterized by the 
intersection L, n L’, , where L’, = { (1, uO, 0): u0 E [0, l] }. 
One can obtain a similar characterization considering the solution 
manifold M’ formed by the solutions of the end value problem associated 
with (3) 
1 
u; = - u’, 
E2 
u: = -f(x, u’) 
(7) 
u’(l)=ul, v’(l)=O. 
Then, if Lb denotes the section curve of M’ at x = y, the equilibria of (1 ), 
(2) are characterized by the intersection L, n Lb for any y E [0, 11. In fact, 
there is a one-to-one correspondence between the set of equilibria E and 
the set L, n L,;, and an equilibrium is hyperbolic if and only if the 
corresponding intersection L, n LI is transversal for every y E [0, 11. This 
follows from the invariance of A4 and M’ with respect to the flow defined 
by the differential equation u,, +f(x, U) = 0. 
Considering again an equilibrium solution u = u( ., u,), we denote by 
t’ = t’(x, uO) the solution of the differential equation ti = l/s2 sin2 t’ + 
h(x, u(x)) cos* t’, t’( 1, uO) = 0, which corresponds to the backwards version 
of (6), and define cp( y, uO) = t( y, uO) - t’( y, u,,). Geometrically cp = q( y, ZQ,) 
is the angle formed by the curves L, and Lb at the crossing corresponding 
to the solution u( ., uO), and we conclude with the following stability 
criteria: 
LEMMA 2. The solution u = u( ., uO) is stable if and only if cp( y, u,,) < 0 
.kYECO, 11. 
One easily recognizes that, if a is not constant, the problem (1 ), (2) has 
exactly two constant solutions which are stable, u = 0 and u = 1. 
In addition to this lemma, when u = u( ., I.+,) is not stable, one can 
determine from cp( ‘, u,,) the dimension of the unstable manifold of the 
solution U, which is given by integer part of [ 1 + cp/x] (see [ 191). 
3 
Let us now consider the step function a: [0, l] -+ R taking the values 
aiE (0, 1) in the intervals [xi, xi+ i), i= 0, . . . . m, where x0 = 0, x,+ I = 1, 
and the sequence xi, . . . . x, defines a partition of the interval [0, 11. Then 
we have the following 
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PROPOSITION 3. For any 6 > 0 there is .Q > 0 such that for all 0 <E < Ed 
all the equilibria u = u( e, uO) E E of (1 ), (2) with u,, E [S, 1 - S] are unstable. 
To prove this, let us assume that a(x) = a, for x E [0, x,) with a, > +, the 
proof being similar for a, < $. Then, performing the change of variables 
x = cy in (3), we obtain 
u,+u(l -u)(u-a,)=O, O<y<X,/E 
40) = uo, u,(O) = 0. 
(8) 
This equation defines a Hamiltonian system and the solutions corre- 
spond to level curves of H(u, w) = 4~’ + s;; s( 1 - s)(s - al) ds. For the case 
a, > 4, the phase diagram corresponding to (8) is shown in Fig. 1. We 
denote by r the level curve of H passing through the equilibrium point 
(1,0) in the phase plane (u, u,), and notice that this equilibrium is a 
hyperbolic saddle point with a homoclinic orbit contained in ZY Let U 
denote a small square neighborhood of (1,0) containing only this 
equilibrium, and r,, I-,, the subsets of Tn U corresponding to connected 
components of the stable and unstable manifolds of (l,O). Furthermore, 
associate with problem (8) an initial value problem and a linear variational 
equation as was done with (3) in the previous section, and let i= i( y, uo) 
be the solution of the differential equation 
i, = sin* i+ h’(u( y)) cos* i i(0, uo) = 0, (9) 
where u = u( ., uo) is the solution of (8) and h’(s) = - 3s2 + 2( 1 + a,) s-a,. 
Then, the function i( y, .) corresponds to the polar representation of the 
section curve L, characterizing the stability of the equilibria. For y = X,/E 
and E small enough the curve L, has a nonempty intersection with U and 
by the inclination lemma (or A-lemma, [ 171) L, n U and r, are Ck close 
manifolds for any k 2 1. Hence, denoting by (TV, a), with c1= U(E), j3 = /I(E), 
FIGURE 1 
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the interval of initial values corresponding to the set L,n U, we have that 
$x1/s, uO) > x/2 for u,, E (a, 8) and by Lemma 1 all the equilibrium 
solutions with initial values in this interval are unstable. Next, since every 
solution satisfies 0 < U(X) < 1, from the phase diagram (Fig. 1) we conclude 
that, for E small enough, there are no solutions with initial condition in the 
interval [S, ~11. Finally, for the solutions with initial values in the interval 
[fl, 1 -S] one can also show that i(xJe, uO) > 7r/2 for E small enough, 
concluding the proof of the proposition. 
This,result implies that to study the stable solutions of (l), (2) we only 
need to consider solutions with initial conditions u0 E [0,6) u (1 - 6, 11. 
If the step function a satisfies the condition a(x) # t, we can define the 
number of jumps n of a across the value 4. Let X,, . . . . X, define the subpar- 
tition of the interval [0, 1 ] corresponding to these jumps, and let X, = 0, 
1, + , = 1. Then we have the following: 
PROPOSITION 4. For a: [0, l] + R given us abooe, there is an Ed > 0 such 
that for every E E (0, Ed) the number of stable solutions of problem (1 ), (2) are 
exactly N,, the nth term of the Fibonacci sequence N,, = 2, N, = 3, 
N,=N,_,+N,_,,k=2,3 ,.... Furthermore, as E + 0 each stable solution u 
approaches 0 or 1 in each open interval (Xi, Xi+ ,), i=O, . . . . n, and has a 
monotone transition layer at Xi only if 
[a(Jy ) - a(-$: )] . u,(X,) < 0. 
To prove this proposition we study the solutions of (4) with initial 
conditions u0 in [0, 6) u (1 - 6, 11. Considering the previously defined 
neighborhood U of (1, 0), we define a similar neighborhood I/ of the origin 
and we assume that for XE [0, x,) we have a(x) = a, > t. Then, after 
resealing, the phase diagram of (4) with x in [0, xi) is the same as Fig. 1, 
and we study the parts of the section curve L,, y = X,/E, corresponding to 
the given initial conditions, denoted here by r, = r,(y) and r1 = r,(y). 
Again by the inclination lemma, as E + 0, r, and rl get Ck close to the 
unstable manifolds of the equilibria (0,O) and (1, 0), respectively (see 
Fig. 2). 
Thus, for the particular case x, = 1, we can conclude that the only stable 
solutions are u = 0 and u = 1, hence N, = 2. 
If at x1 the function a jumps to a value a2 > 4, we can also conclude that 
no new stable solutions are introduced. Then only the jumps across the 
value f will produce new stable solutions and we assume that x1 = X, , 
a2 < 4. The new phase portrait corresponding to x in (X,, x1) is shown in 
Fig. 3 where now the origin has a homoclinic orbit and one easily shows 
that the new stable and unstable manifolds of the equilibrium (1,0) have a 
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FIGURE 2 
transversal intersection with the old unstable and stable manifolds of the 
origin, respectively. 
Then, we conclude that, as E -+ 0, Z,,(v) for y = xi/& will have a unique 
point of transversal intersection with the stable manifold of (1, 0), and, by 
the inclination lemma, T,(y) n U for y =x2/s will be nonempty and Ck 
close to the unstable manifold of (LO) in U. 
If x2 = 1, we have that Z,,(y) n U corresponds to a connected segment of 
L, and is transversal to L', in U. Moreover, if this segment is given by the 
initial conditions u,, EZC [0, 6), we have that t(xJs, uO) <O for u,EZ, thus 
by Lemma 2 the intersection corresponds to a stable equilibrium solution 
for (l), (2). No other stable solutions are produced either by Z, or Z, , and 
we conclude for the particular case n = 1 that there are N, = 3 stable 
solutions for E > 0 small enough. 
If, on the other hand x2 < 1, then we repeat the above procedure apply- 
ing the inclination lemma and studying the behavior in the neighborhoods 
U and V. At each & a new transversal intersection is introduced between 
the unstable manifold of one equilibrium, either 0 or 1, in the previous 
phase diagram and the stable manifold of the other equilibrium in the new 
FIGURE 3 
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FIGURE 4 
phase diagram, producing a number of segments of L,, y = XL/e, transver- 
sal to this stable manifold. This then produces a number of segments of L,, 
y = Zk+ ,/E, approaching the unstable manifold of the last equilibrium and 
intersecting transversally the u-axis in the phase plane at an angle cp < 0. 
Also, all the previous segments already in U and V are preserved. 
Denoting by NF, N[ the number of such intersections existing at the 
jump Xk in the neighborhoods U and V, respectively, and assuming the 
jump across f is positive, a(x:) - a(x;) > 0, we obtain that NY+, = 
N,Y+NfandNY+r= Nf (see Fig. 4). Moreover, since the jump at X,_ , has 
the opposite sign, we have that N[ = N[- I and Nt = NV- I + N[- 1. 
Then we have N, = NV + Nl and from the above relations we finally 
obtain 
N k+l=Nk+Nk-1. 
Following in the phase diagrams the level curves corresponding to the N, 
stable solutions, we obtain the shape of their monotone transition layers, 
concluding the proof of the proposition. 
4 
As a first example we consider the problem (1 ), (2) for a step function Q 
corresponding to the case n = 1, 
a(x) = 
1 
$+c,, x < CJ 
t-c 27 xac,, 
(10) 
where c,, c2 E (0, l/2), c3 E (0, 1) are parameters. This step function has a 
negative jump across the value f, and performing the change of variables 
x + -x one obtains an example with a positive jump. 
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By the previous proposition, for E sufficiently small, the attractor for this 
problem has three stable equilibrium solutions. To determine the other 
equilibria, we consider in more detail the initial value problem: 
U-“-” + u( 1 - u)( 24 - b) = 0, 0 < y < X/E 
40) = uo, u,(O) = 0. 
(11) 
For b =4-c, 0~ CC t, the phase diagram for this problem has a 
homoclinic orbit to the origin and we denote by y = y(c) the coordinate u 
of the intersection point of this homoclinic with u-axis. 
Using the Hamiltonian H = H(u, uY) of (11) we have that 
H(y, 0) = H(0, 0) = 0, from which we conclude that y is a monotonically 
decreasing function of c in (0,;) given by y(c) = [3 - 2c - (6c + 4c’)“‘]/3. 
Moreover, for b= ++ c, the phase diagram can be obtained from the 
previous one by a reflexion around the axis u = f, and the corresponding 
homoclinic intersects the u-axis at the point with coordinate 1 - y(c). Then, 
we can prove the following: 
PROPOSITION 5. Zf c, , c2 satisfy the condition y( cl) + y(cz) 6 1 then there 
is an co >O such that for every 0 -C E < co the problem (l), (2), (10) has 
exactly five equilibrium solutions, three being stable and two unstable. 
Furthermore, each unstable equilibrium has a one dimensional unstable 
mantfold consisting of two heteroclinic orbits, one connecting to the non- 
constant stable equilibrium and the other to a constant solution, either u = 0 
or u= 1. 
To show this, we consider the characterization of the equilibria by the 
section curves L, and LI, for y= CJE. The condition y(cl) + y(cz) 6 1 
implies that the homoclinic curve in the phase portrait for x < c3 does not 
transversally intersect the homoclinic in the phase diagram for x > cg, with 
tangency occurring only when equality holds. For the particular case 
c, = c2 = c this condition corresponds to c 3 & and, as already pointed out, 
the phase diagram for x > c3 is the reflexion around the axis u = + of the 
phase diagram for x < c3. Moreover, if we also let c3 = ), then the same 
relation holds between L, and Lb: 
Lj,= ((24, w): (1 -u, W)EL,}. 
We conclude that any intersection point of L, with the axis u = t belongs to 
L, n L;, and the condition y(c) < 4 implies that there exists only one such 
point. To study the tangent to L, at this point, we again consider the 
differential equation (9), obtaining that iJO, $) = f > 0. Then, by continuity, 
for u0 close to 4 and E suficiently large we have that i( y, uo) > i(0, uo) = 0 
for y = X/E. Hence, the slope of the tangent is negative and the equilibrium 
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corresponding to that intersection point is unstable. Moreover, along with 
the intersections corresponding to the constant solutions u = 0, 1, these are 
the only intersection points of L, and Lb (see Fig. 5a). 
Then, on the axis U= 4, as E --) 0 the tangent to L, approaches the 
tangent to the unstable manifold of the origin (Fig. 5b), which has positive 
slope. Hence, there exists an E,, > 0 such that for all 0 < E < .sO the angle cp 
formed by the curves L, and L;, at the crossing on the axis u = 4 is negative. 
At E = .sO the curves L, and Lb intersect nontransversally with a horizontal 
tangent. Moreover, one can prove that the slope of this tangent crosses 
zero only once. In fact, for u0 E (0, 4) let j = j(u,) denote the first solution 
of u( y, uO) = t obtained from the implicit function theorem, and let t( uO) = 
f(j(u,), uO). Then, the above result will follow from the following: 
LEMMA 6. For any U, E (0, i) such that [(Co) = 0 we have that <‘(ii,) > 0. 
To prove this lemma, we let y, = j(U,) and introduce the change of 
variables z = y + y, - j(u,). Then defining the functions r(z, uO) = 
i(z + y(u,) - y,,, uO) and w(z, uO) = u(z f j(u,) - y,, u,), u being the 
solution of (ll), we have that r satisfies 
tZ = sin2 r + h’(w(z, q,)) cos2 z, T’(Yo, uo) = F(uo), 
where we have that w(y,, uO) = 4. Also, from the initial condition, we 
obtain r’( uO) = r ,,( y,, uO). 
Since for all u0 E (0,;) we have that T( y, - j(u,), uO) = 0, we conclude 
that ~,,(y, - j(u,), u,,) = z,(y, - j(u,), uO) j’(u,). But, from the implicit 
function theorem we can easily show that j’(u,) is negative for USE (0, 4). 
Moreover, as the next argument shows, s,(y, - j(u,), uO) must also be 
negative for u0 close to UO. For a0 = is,, the differential equation for T yields 
~(0, z&,) = 0 and ~~(0, z&,) = h’(w(0, z&J). Then, h’(w(0, i&)) must be negative, 
I 
(a) E> E. 
FIGURE 
- 
(b) E<E 0 
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otherwise monotonicity of the solution w( ., &) and the quadratic form of 
h’(s) would imply that T,(z, UO) > 0 for 0 <z < y,, contradicting ~(0, &,) = 0 
and ~(y,,, z&) = <(Go) = 0. 
Hence, we conclude that r,(y, - p(uO), uO) > 0 for u,, close to U,. 
Finally, differentiating with respect to u0 the equation for r we have that 
T, satisfies the differential equation, 
‘5,“: = 2 sin 5 COS r[ 1 + h’(W(Z, Uo))] ‘5, 
+ h”(H’(Z, U”)) H’JZ, Id()) cosz T, 
where h”(s) = 2(b+ 1 - 3s) is positive for s< $ and wW is also positive. 
Then, we have that sw must always be positive for z 2 y0 - j(u,) and u0 
close to tie, concluding the proof. 
Then, for E <Ed the nonconstant solution corresponding to the intersec- 
tion of the curves L,, and L:. becomes stable and due to the symmetric 
relation between these curves two new crossings are introduced 
corresponding to the bifurcation of two new unstable nonconstant 
equilibrium solutions with one dimensional unstable manifolds. In Fig. 6 
we present the associated pitchfork bifurcation diagram along with the 
stability assignments. 
Because of the smoothness assumptions on f the transversality theorem 
as stated by Henry [ 141 does not apply directly to (l), (2). Nevertheless, 
one can check that the smoothness requirements may be weakened to 
include nonlinear functions f which, as in (2) are Ck continuous in u and 
Ck piecewise continuous with one-sided limits in x, for k > 3. These 
assumptions are sufficient to obtain existence of classical solutions for the 
linearization of (I), and the C’ convergence to certain eigenfunctions as in 
[ 14, Theorem 3 and Corollary] together with the Sturm-Liouville charac- 
terization of these eigenfunctions [5, Chap. 83. Furthermore, the existence 
and smoothness properties of invariant manifolds like the stable and 
unstable manifolds of equilibria are also ensured [ 13, Chap. 63. Finally, the 
main cause for transversality, Matano’s principle [ 14, Theorem 63, is 
1 
s 
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shown to hold under these assumptions using an appropriate maximum 
principle [ 181. 
The heteroclinic connections of the attractor for (1 ), (2), (10) will, then, 
follow from the center manifold theorem and the Morse-Smale structure of 
the flow [ 141, and are schematically represented in Fig. 7. 
This completes the proof of the proposition for the case c1 = c2, cj = 4. 
Considering the curves L,” and LJ, parametrized in ci , c2, and c3, one is 
able, for E sufficiently small, to change the parameters deforming con- 
tinuously L, and Lly, maintaining their transversality at the intersections, 
and without introducing more intersections as long as condition 
y(cr) + y(cZ) < 1 is satisfied. The transversality results of Henry [ 141 then 
imply the proposition, yielding for (l), (2) (10) an attractor equivalent to 
the one in Fig. 7b. 
Naturally, in this first example, the connections could be obtained using 
maximum principle and comparison methods. Nevertheless, the transver- 
sality method applied here is much more general and will be used again in 
the following. 
Before presenting a second example, we can use the previous results to 
study the shape of the curve section L, at the end point y = l/s as a 
function of E and the parameters ci. Again taking c1 =C~=CE (&, f) and 
c3 = 4, we can conclude that for E = .sO this curve L, intersects the u-axis at 
three points with coordinates u = 0, 1 and U E (0, 1 ), having a horizontal 
tangent at this intersection corresponding to the case 9 = 0. Moreover, the 
slope of the tangent at this intersection is a monotonically decreasing 
function of E which imposes the appearence of two new intersections for 
E < E,, corresponding to the pitchfork bifurcation that we have seen 
previously. In addition, letting E -+ 0 and considering the tangent to L, at 
the intersection closest to u = 1, from the application of the inclination 
lemma in the previous section, we have that it has to approach the tangent 
(a> EX0 (b) E<EO 
FIGURE 7 
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to the unstable manifold r,, in U. Hence, there exists an 0 < .sr < s0 such 
that for E = E, this tangent is vertical (see Fig. 8). 
To consider an example with a step function a with n = 2 jumps we can 
extend a to the interval [0,2] symmetrically, that is a(x) = a(2 -x), and 
rescale the variable x back to the interval [0, 11. For this problem, the 
section curve L, at the middle point y = 4.s corresponds to the section curve 
at the end point for the previous problem, and, from the symmetry of a, the 
curve L-k is a reflexion of L,, LS, = {(u, w): ( -u, w) E L,} (shown in Fig. 8). 
Then, the above observations about the shape of L, imply the existence 
of a pitchfork bifurcation at E = Q,. 
Next, we allow the parameters ci to vary with E, establishing a process 
that simplifies the study of the bifurcation diagrams. Considering a 
reparametrization of the form c3 = ,I&, we have that the transition 
corresponding to the first jump of the step function a occurs at y = c3/s = ,? 
and the section curve L, is independent of E. The vertical tangent referred 
to in Fig. 8, and occurring at E = cl, corresponds to an intersection point of 
L, and Li, where L, is tangent to a level curve of the Hamiltonian structure 
for x > y. Then along a path (E, C(E)), where C= (c,, cl, c,), of the form 
c3 = ;1.s, this vertical tangent occurs only once. This implies the existence of 
a second pitchfork bifurcation at E = E,. Also, we can compute the angles 
formed by L, and LI, at the intersections, checking the stability of the 
corresponding equilibria. It turns out that the first bifurcation produces 
one stable equilibrium and two unstable equilibria with one dimensional 
unstable manifolds. From the second bifurcation arise two unstable 
equilibria also with one dimensional unstable manifolds, and one unstable 
equilibrium with a two dimensional unstable manifold. As in the first 
example, the heteroclinic connections between these equilibria are easily 
established. Nevertheless, decreasing E beyond el, four new equilibria are 
FKXJRE 8 
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FIGURE 9 
introduced (see Fig. 9), two being stable making up the IV, = 5 stable 
solutions referred to in Proposition 4, and two being unstable with one 
dimensional unstable manifolds. 
To determine the connections of the equilibria appearing for 0 < E < E I, 
we consider two different paths of the form (e(s), C(E)), C= (c,, c2, c3), with 
e nondecreasing and e(0) = 0, along which different saddle-node bifur- 
cations occur producing these new equilibria. 
Ordering all the intersections in L, n Lb by their appearence along LS, 
starting from ZJ = 1, we denote by ul, u2, and u3 the three nonconstant 
equilibria corresponding to the three intersections immediately following 
u= 1. 
Denoting by r’ and S, respectively, the homoclinic orbit to the origin 
and the stable manifold of (LO) in the phase diagram for y > A (see Fig. 9), 
there are constants I,, c,, such that for II = A, and c = c0 the section curve 
LA does not intersect r and is tangent to S. This follows because, for fixed 
I, as c approaches 1 the angle of the tangent to L, at the origin approaches 
the value tanh 2 while the same angle for the tangent to I” approaches 0. 
Then, we can consider the dependence of the solutions u,, u2, and u3 on 
the parameter and prove the following: 
LEMMA 7. There is an open interval A containing &, such that for 1 E A 
the solutions u, , u2, and u3 exist for all E sufficiently small if and only if 
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This result follows from the fact that for A> II, the curves L, and S have 
transversal intersections, and for 1~ & their intersection is empty. 
Then, for A> A., and E sufficiently small, the intersections corresponding 
to the solutions u,, u2, and u3 occur in a small neighborhood of u = 1, and 
decreasing I across the value 1, forces the solutions u1 and u2 to cancel 
each other through a saddle-node bifurcation (see Fig. 10a). 
On the other hand, maintaining c3 fixed, the section curve L, with 
y= C& intersects S transversally for E sufficiently small. Moreover, given 
any small neighborhood U of (1,O) and letting c approach the value f, we 
obtain r c U for c - 4 sufficiently small. Since the homoclinic orbit r 
contains in its interior a connected segment of the curve L, for y = c3/a, this 
implies that the corresponding section of L, at the middle point y = $E also 
approaches a neighborhood of ( 1,O). Then, increasing the value of c forces 
the solutions u2 and u3 to cancel through saddle-node bifurcation 
(Fig. lob). It follows that we can find two different paths along which the 
bifurcation diagrams for the equilibrium solutions of this problem are the 
ones shown in Figs. 11, 12, with the stability assignments where u2 denotes 
unstable with two dimensional unstable manifold. Note that, because of the 
symmetry, two saddle-node bifurcations always occur simultaneously. 
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Using the transversality method of Henry as in the previous example, 
these diagrams justify the schematic representation of the attractor shown 
in Fig. 13, where the connections of ur , u2, u3 and the corresponding 
symmetric solutions are obtained by following backwards (increasing the 
parameter) the two different bifurcation paths. 
Moreover, this result still holds if we continuously change the 
parameters maintaining L, and Lb with all intersections transversal. Then, 




where cI, c2, c4 E (0, $) and 0 < cj < c5 < 1, obtaining the following: 
PROPOSITION 8. Zf c, , c2, cd satisfy the conditions y(c, ) + y(cz) d 1 and 
y(c,) + y(c4) < 1, with at least one inequality being strict, there is an open set 
G in (0, 1) x (0, 1) containing the point (a, i) such that zf(c,, cs) E G there is 
an s0 > 0 such that for every 0 < E < E,, the problem (l), (2), (12) has exactly 
11 equilibrium solutions, 5 being stable, 5 unstable with one dimensional 
unstable manifolds and 1 unstable with a two dimensional unstable mantfold. 
Moreover, the connections between these equilibria are represented in 
Fig. 13d. 
Using a change of variables u + 1 -u one easily obtains the 
corresponding results for step functions a with the sign of the jumps 
reversed. 
Finally, from the study of the shape of L, at the end point y = l/& 
conducted for the example (1 ), (2), (lo), we can also obtain some results 
for an example having a step function with n = 3 jumps. 
For the case c, = c2 = c, cj = $, if we extend a periodically to the interval 
CO, 21, that is, a(x) = a(x - 1) for x E (1,2], and rescale the variable x back 






to the interval [0, 11, we obtain a step function with jumps at x = t, f, and 
a. As in the first example, because of the symmetries, we can show that the 
section curve Lk at the middle point y = 4s is just a reflexion around u = 4 
of L,: 
Li,= {(a, u): (1 -U, U)EL,}. 
Then, we can determine the intersections L, n Li for E > 0 sufficiently small 
(see Fig. 14), and also the corresponding stabilities. 
Allowing for continuous perturbations of the parameters we can consider 
the example 
(13) 
PROPOSITION 9. If c,, c2, c4, c6 satisfy the conditions y(c,) + y(c,) d 1, 
y(c2) +y(cq) < 1 and y(c4)+y(c6) d 1, there is an open set G in 
(0, 1)x(0, 1)x(0, 1) containing thepoint ($, 4, $)such that if(c,, c5, c7)eG 
there is an Q, > 0 such that for every 0 < E < Q, the problem (1 ), (2), (13) has 
exactly 21 solutions, 8 being stable, 10 unstable with one dimensional 
unstable manifolds and 3 unstable with two dimensional unstable manifolds. 
The problem of determining the connections between these equilibria is 
quite involved and requires a rather more general method. 
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