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CONVOLUTIONS FOR LOCALIZATION OPERATORS
FRANZ LUEF AND EIRIK SKRETTINGLAND
Abstract. Quantum harmonic analysis on phase space is shown to be linked
with localization operators. The convolution between operators and the convo-
lution between a function and an operator provide a conceptual framework for
the theory of localization operators which is complemented by an appropriate
Fourier transform, the Fourier-Wigner transform. We link the Hausdorff-Young
inequality for the Fourier-Wigner transform with Lieb’s inequality for ambigu-
ity functions. Noncommutative Tauberian theorems due to Werner allow us to
extend results of Bayer and Gro¨chenig on localization operators. Furthermore
we show that the Arveson spectrum and the theory of Banach modules provide
the abstract setting of quantum harmonic analysis.
1. Introduction
Localization operators are operators of the form
Aϕ1,ϕ2f φ =
∫
R2n
f(z)〈φ, π(z)ϕ1〉π(z)ϕ2 dz,
for some window functions ϕ1, ϕ2, π(z)φ(t) = e
2πiωtφ(t−x) and a mask f . Bound-
edness properties on modulation spaces and other function spaces have received
some attention during the last years, see for example [3, 7, 10, 11].
We contribute a conceptual approach to these localization operators based on
Werner’s theory of quantum harmonic analysis on phase space [34]. Our presenta-
tion of [34] is based on terminology and notation from time-frequency analysis and
harmonic analysis. Various proofs in [34] are just indicated and we have decided
to include complete proofs for all the major results in Werner’s theory. We hope
that in this way the deep results by Werner become more accessible to a wider
audience.
Convolutions of functions with operators and of operators with operators have
been introduced in [34], along with a corresponding Fourier transform of operators
– the Fourier-Wigner transform. The convolution is based on a natural notion
of translation of an operator via conjugation of an operator by the Schro¨dinger
representation. Localization operators and the Berezin transform are expressed in
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terms of convolutions between a function and an operator, and between two oper-
ators. The Fourier-Wigner transform behaves like the one for functions as it maps
convolutions into products, there is a Riemann-Lebesgue lemma and a Hausdorff-
Young inequality [34]. We complement Werner’s results with the observation that
the Hausdorff-Young inequality in the rank-one case yields Lieb’s uncertainty prin-
ciple with constant one [30]. Hence if one invokes Lieb’s inequality in the proof of
the Hausdorff-Young inequality for the Fourier-Wigner transform and the singular
value decomposition, then one obtains a sharp inequality for trace class operators
in certain cases.
Using these concepts we formulate and prove a version of Wiener‘s Tauberian
theorem for operators due to Werner. These variants of Tauberian theorems have
shown to be of relevance in quantum mechanics and quantum information theory
[25, 26].
The main novel contribution is a formulation of localization operators using the
convolution of a function with a rank-one operator, which gives an extension of
results in [3] on the following problem: what conditions must be imposed on the
windows ϕ1, ϕ2 to guarantee that the set {A
ϕ1,ϕ2
f | f ∈ L
1(R2d)} is dense in different
spaces of operators?
In addition, the theory of Banach modules is used to prove new results on
the convolutions, and the Fourier-Wigner transform is shown to be related to
the Arveson spectrum. Finally the convolutions are considered in the context of
modulation spaces, inspired by the existing literature on localization operators and
modulation spaces.
2. Prerequisites
2.1. Notation and conventions. If X is a Banach space we will denote its dual
space by X∗, and for x ∈ X and x∗ ∈ X∗ we write 〈x∗, x〉 to denote x∗(x). In
order to agree with inner product notation, the duality bracket 〈·, ·〉 will always
be antilinear in the second argument.
Elements of R2d will often be written in the form z = (x, ω) for x, ω ∈ Rd.
Functions on Rd and R2d will often play different roles, so we denote functions on
Rd by Greek letters such as ψ, φ, and functions on R2d by Latin letters such as f, g.
If ψ and φ are functions on Rd, then we write ψ⊗φ for the function on R2d defined
by ψ ⊗ φ(x, ω) = ψ(x)φ(ω). Similarly, for two elements ξ, η in some Hilbert space
H, we define the operator ξ⊗ η on H by ξ⊗ η(ζ) = 〈ζ, η〉ξ, where ζ ∈ H and 〈·, ·〉
is the inner product on H. The class of Schwartz functions on Rd will be denoted
by S(Rd), and the space of tempered distributions by S ′(Rd).
Given a function ψ : Rd → C, we define ψ∗ by ψ∗(x) = ψ(x) for any x ∈ Rd.
Similarly we introduce the notation ψˇ along with the parity operator P by ψˇ(x) =
Pψ(x) = ψ(−x) for any x ∈ Rd.
For p < ∞, T p(H) will denote the Schatten p-class of operators on a Hilbert
space H with singular values in ℓp. We will just write T p when H = L2(Rd).
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Furthermore, we define T ∞(H) to be B(H); all the bounded, linear operators on
H. K(H) denotes the closed ideal of compact operators.
2.2. Schatten p-classes. For T ∈ T 1(H) we define the trace of T by tr(T ) =∑
n∈N
〈Ten, en〉, where {en}n∈N is some orthonormal basis for H. The trace is linear
and independent of the orthonormal basis used to calculate it [9]. The next propo-
sition, mainly from [9, Thm. 18.11], collects some standard properties of the trace
that we are going to need later. Note that part 3 is merely included as a step in
the proof of part 4 in [9], but we will find it useful one some occasions.
Proposition 2.1. Let S ∈ T 1(H), A ∈ B(H).
(1) S∗ ∈ T 1(H), and tr(S∗) = tr(S).
(2) tr(AS) = tr(SA).
(3)
∑
n∈N
|〈ASen, en〉| ≤ ‖A‖B(L2)‖S‖T 1.
(4) |tr(AS)| ≤ ‖A‖B(L2)‖S‖T 1.
We now state the duality relations of Schatten p-classes [32]. Note that we
adhere to our convention that the duality bracket is antilinear in the second argu-
ment.
Lemma 2.2. For 1 < p < ∞ the dual space of T p(H) is T q(H), and the duality
may be given by
〈T, S〉 = tr(TS∗)
for S ∈ T p(H) and T ∈ T q(H). Furthermore, the dual space of T 1(H) is B(H)
and the dual space of K(H) is T 1(H) under the same duality action.
2.3. Vector-valued integration. Given a Banach space X , a locally compact
group G and a function F : G→ X , we say that F is integrable if φ◦F : G→ C is
integrable with respect to Haar measure for any bounded linear functional φ on X .
The integral
∫
G
F dµ of F , where µ is Haar measure, is then a vector v ∈ X such
that φ(v) =
∫
G
φ ◦F dµ for any bounded linear functional φ on X . We now cite a
sufficient condition for the existence of the integral, which is [19, Thm. A.22].
Theorem 2.3. Let X be a Banach space, µ Haar measure on G, g : G → C a
function in L1(G) and F : G→ X a bounded and continuous function. In this case
the integral
∫
G
g · F dµ exists in the sense discussed above, belongs to the closed
linear span of the range of F and satisfies the norm estimate∥∥∥∥
∫
G
gF dµ
∥∥∥∥
X
≤ ‖g‖L1(G) sup
x∈G
‖F (x)‖X .
Since the definition of the integral is based on the dual space X∗, this definition
is often called the ”weak” definition of the integral [19]. By definition, the integral
commutes with linear functionals. As is shown in [19], it actually commutes with
all bounded, linear operators.
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Proposition 2.4. Let X, Y be Banach spaces, A : X → Y a bounded linear
operator and µ Haar measure. If F : G → X is an integrable function such that
the integral
∫
G
F dµ exists in X, then T ◦F is an integrable function such that the
integral
∫
G
T ◦ F dµ exists in Y . Furthermore,
∫
G
T ◦ F dµ = T
(∫
G
F dµ
)
.
In this paper we will consider F : G→ B(H) that are only strongly continuous,
where H is a Hilbert space. Theorem 2.3 is therefore not directly applicable, and
we need to define the integral of F pointwise. If we fix η ∈ H, then the map
Fη : G → H given by Fη(t) = F (t)(η) is continuous, and theorem 2.3 tells us
that
∫
G
g · Fη dµ exists as an element of H for g ∈ L
1(G). It is then a simple
exercise to show that η 7→
∫
G
g · Fη dµ is a bounded, linear operator on H, and it
is this operator that we will denote by
∫
G
g ·F dµ in this case. It is then true that
‖
∫
G
g · F dµ‖B(H) ≤ ‖g‖L1 supz∈G ‖F (z)‖B(H) [19].
Proposition 2.5. Let H be a Hilbert space, G a locally compact group, U : G →
U(H) a strongly continuous function, T ∈ T 1(H), and f ∈ L1(G). Here U(H)
denotes the unitary operators. Define the operator IT by
IT =
∫∫
G
f(z)U(z)TU(z)∗ dz.
IT ∈ T
1(H) with ‖IT‖T 1 = ‖f‖L1‖T‖T 1, and if S ∈ B(H) then
tr(SIT ) =
∫∫
G
f(z)tr(SU(z)TU(z)∗) dz.
Proof. The strong continuity of z 7→ U(z)TU(z)∗ follows from the strong continuity
of U(z), so the integral defining IT exists by the preceding discussion.
A slightly tedious but straightforward calculation using proposition 2.4 con-
firms that |IT | =
∫∫
G
|f(z)|U(z)|T |U(z)∗ dz, where |T | denotes the positive part
(T ∗T )1/2 in the polar decomposition of T . If {en}n∈N is an orthonormal basis for
H, the trace class norm tr(|IT |) is given by
∑
n∈N
〈
∫∫
G
|f(z)|U(z)|T |U(z)∗ dz en, en〉 =
∑
n∈N
∫∫
G
|f(z)|〈U(z)|T |U(z)∗en, en〉 dz
=
∫∫
G
|f(z)|
∑
n∈N
〈|T |U(z)∗en, U(z)
∗en〉 dz
= ‖T‖T 1‖f‖L1.
We have used that {U(z)∗ψn}n∈N is another orthonormal basis since U(z) is unitary,
and the trace is independent of the basis used to calculate it. We have also used
Tonelli’s theorem to switch the order of the sum and integral.
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In order to prove the last formula, let {en}n∈N be an orthonormal basis for H.
tr(SIT ) =
∑
n∈N
〈SITen, en〉
=
∑
n∈N
∫∫
G
f(z)〈SU(z)TU(z)∗en, en〉 dz,
where we have used proposition 2.4 to move S inside the integral, and then moved
the inner product inside the integral by the weak definition of the integral. The
result would clearly follow if we could move the sum inside the integral, and we
therefore use Fubini’s theorem which applies since∫∫
G
∑
n∈N
|f(z)〈SU(z)TU(z)∗en, en〉| dz ≤ ‖T‖T 1‖S‖B(H)
∫∫
G
|f(z)| dz <∞
by part (3) of proposition 2.1. 
2.4. Modulation spaces. The modulation spaces are a class of spaces of func-
tions and distributions introduced by Feichtinger in a series of papers starting with
the introduction of the so-called Feichtinger algebra in [14], and they have since
been recognized as a suitable setting for time-frequency analysis [21]. To define
these spaces, we need to define the fundamental operators in time-frequency anal-
ysis. If ψ : Rd → C and z = (x, ω) ∈ R2d, we define the translation operator Tx
by Txψ(t) = ψ(t − x), the modulation operator Mω by Mωψ(t) = e
2πiω·tψ(t) and
the time-frequency shifts π(z) by π(z) = MωTx. The translation and modulation
operators satisfy the important commutation relation MωTx = e
2πix·ωTxMω.
For ψ, φ ∈ L2(Rd) the short-time Fourier transform (STFT) Vφψ of ψ with
window φ is the function on R2d defined by
Vφψ(z) = 〈ψ, π(z)φ〉
for z ∈ R2d. The STFT can be extended to other spaces by interpreting the
bracket 〈·, ·〉 as a duality bracket. This allows us to consider Vφψ for φ ∈ S(R
d)
and ψ ∈ S ′(Rd). We further define the cross-ambiguity function A(ψ, φ) of ψ and
φ by
A(ψ, φ)(z) = eπix·ωVφψ(z).
To define the modulation spaces we fix a window φ ∈ S(Rd) \ {0}. For 1 ≤
p, q ≤ ∞, the modulation space Mp,q(Rd) is the set of tempered distributions ψ
such that
‖ψ‖Mp,q =
(∫
Rd
(∫
Rd
|Vφψ(x, ω)|
p dx
)q/p
dω
)1/q
<∞.
In the special cases where p or q is ∞, the integral is replaced by an essential
supremum. When p = q, we will denote the space Mp,p(Rd) by Mp(Rd).
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The modulation spaces are Banach spaces with the norms ‖ψ‖Mp,q , and using
a different window φ ∈ S(Rd) \ {0} in the definition yields the same spaces with
equivalent norms [21].
Lemma 2.6 (Moyal’s identity). If ψ1, ψ2, φ1, φ2 ∈ L
2(Rd), then Vφiψj ∈ L
2(R2d)
for i, j ∈ {1, 2}, and the relation
〈Vφ1ψ1, Vφ2ψ2〉 = 〈ψ1, ψ2〉〈φ1, φ2〉
holds, where the leftmost inner product is in L2(R2d) and those on the right are in
L2(Rd).
The following proposition is sometimes known as Lieb’s uncertainty principle
[21].
Proposition 2.7. Let φ, ψ ∈ L2(Rd), and let 2 ≤ p <∞. Then∫∫
R2d
|Vφψ(z)|
p dz ≤
(
2
p
)d
‖φ‖pL2‖ψ‖
p
L2 .
2.4.1. Wilson bases. A very useful property of the modulation spacesMp(R) is the
existence of a so-called Wilson basis W(g) = {ψk,n}k∈Z,n≥0, where g ∈ L
2(R). We
will not discuss the details of this construction, but confine ourselves with knowing
that there exists a Wilson basis W(g) = {ψk,n}k∈Z,n≥0, that is an orthonormal
basis of L2(R) as well as an unconditional basis for Mp(R) for 1 ≤ p < ∞ [21].
Furthermore, for every φ ∈M1(R), the expansion
φ =
∑
k∈Z,n≥0
〈φ, ψk,n〉ψk,n
converges unconditionally in the norm ofM1(R), and the expression ‖φ‖ =
∑
k,n |〈φ, ψk,n〉|
is a norm on M1(R), equivalent to the usual one [15,23]. A Wilson basis with the
same properties forM1(Rd) is obtained by taking tensor products. For instance, if
{ψk,n}k∈Z,n≥0 is a Wilson basis for M
1(Rd), then {ψk,n⊗ψi,j}k,i∈Z,n,j≥0 is a Wilson
basis for M1(R2d).
2.5. The symplectic Fourier transform. The standard symplectic form σ is
defined for (x1, ω1), (x2, ω2) ∈ R
2d by σ(x1, ω1; x2, ω2) = ω1 · x2 − ω2 · x1. Using
the standard symplectic form we can introduce a version of the Fourier transform
that will be suitable for the consideration in this text. For f ∈ L1(R2d) we define
the symplectic Fourier transform Fσf of f to be the function
Fσf(z) =
∫∫
R2d
f(z′)e−2πiσ(z,z
′) dz′
for z ∈ R2d, where σ is the standard symplectic form.
The symplectic Fourier transform and the regular Fourier transform Ff(z) =∫∫
R2d
f(z′)e−2πiz·z
′
dz′ are related by Fσf(x, ω) = Ff(ω,−x). From this it follows
Convolutions for localization operators 7
that most properties of the Fourier transform carry over to the symplectic version,
and that Fσ is its own inverse on L
2(Rd) [12].
2.6. Pseudodifferential operators. This section will introduce three procedures
for associating a bounded operator on L2(Rd) to functions on R2d, or more generally
to distributions in S ′(Rd). The procedures come with different formalisms and
properties that we will take advantage of, that any continuous operator A : S → S ′
may be expressed in all of the three representations under consideration, by [21,
Thm. 14.3.5].
2.6.1. The Weyl calculus. A close relative of the STFT is the cross-Wigner distri-
bution of two functions ψ and φ on Rd. By definition, the cross-Wigner distribution
W (ψ, φ) is given by
W (ψ, φ)(x, ω) =
∫
Rd
ψ
(
x+
t
2
)
φ
(
x−
t
2
)
e−2πiω·t dt.
This expression is similar to the definition of the STFT and the cross-ambiguity
function, and in fact W (ψ, φ) = FσA(ψ, φ) [12].
Our main motivation for studying the cross-Wigner distribution is its connection
with the Weyl calculus. For σ ∈ S ′(R2d) and ψ, φ ∈ S(Rd), we define the Weyl
transform Lσ of σ to be the operator given by
〈Lσψ, φ〉 = 〈σ,W (φ, ψ)〉.
σ is called the Weyl symbol of the operator Lσ.
2.6.2. The integrated Schro¨dinger representation and twisted convolution. Another
way of associating an operator to a function is to define the operator as a superpo-
sition of time-frequency shifts using the theory of vector-valued integration. The
integrated Schro¨dinger representation is the map ρ : L1(R2d) → B(L2(Rd)) given
by
ρ(f) =
∫∫
R2d
f(z)e−πix·ωπ(z) dz,
where the integral is defined in the weak and pointwise sense discussed in section
2.3. We say that f is the twisted Weyl symbol of ρ(f).
We will use the important product formula ρ(f)ρ(g) = ρ(f♮g), where the product
♮ is the twisted convolution, defined by f♮g(z) =
∫∫
R2d
f(z− z′)g(z′)eπiσ(z,z
′) dz′ for
f, g ∈ L1(R2d) [18, 21] .
For this paper it is essential that ρ may be extended to a unitary operator
from L2(R2d) to T 2, and that the twisted convolution f♮g may be defined for
f, g ∈ L2(R2d) with norm estimate ‖f♮g‖L2 ≤ ‖f‖L2‖g‖L2. Both of these facts are
proved in [18], in theorem 1.30 and proposition 1.33, respectively.
The relationship between the Weyl calculus and the integrated Schro¨dinger rep-
resentation is given by Lf = ρ(Fσf) for a symbol f .
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2.6.3. Integral operators. Finally one may assign to a function k on R2d a so-called
integral operator Ak on L
2(Rd) by
(1) Akψ(s) =
∫
Rd
k(s, t)ψ(t) dy
for ψ ∈ L2(Rd). k is called the kernel of Ak.
Notation. We will let M denote the set of integral operators Ak with kernel k in
M1(R2d).
As is shown in [23], M is also the set of operators with Weyl symbol or twisted
Weyl symbol in M1(R2d). The next theorem (see [23]) shows that operators in M
have a useful decomposition in terms of the Wilson basis.
Theorem 2.8. Let k ∈M1(R2d) and let Ak be the integral operator with kernel k.
Let {wn}n∈N be a Wilson basis for L
2(Rd), and denote by Wmn the corresponding
Wilson basis for L2(R2d) given by Wmn(x, y) = wm(x)wn(y).
Then Ak ∈ T
1 with ‖Ak‖T 1 ≤ K‖k‖M1 for some constant K, and Ak =∑
m,n∈N〈k,Wmn〉wm ⊗ wn where the sum converges in the T
1- norm.
2.7. Localization operators and Berezin transform. Let ϕ1 and ϕ2 be two
functions on Rd, called windows. If f is a function on R2d, then the localization
operator with symbol f is the operator Aϕ1,ϕ2f on L
2(Rd) defined by
Aϕ1,ϕ2f ψ =
∫∫
R2d
f(z) · Vϕ1ψ(z)π(z)ϕ2 dz
for ψ ∈ L2(Rd). The integral is interpreted in the weak sense discussed in section
2.3.
If T ∈ B(L2(Rd)), the Berezin transform Bϕ1,ϕ2T is the function on R2d defined
by
Bϕ1,ϕ2T (z) = 〈Tπ(z)ϕ1, π(z)ϕ2〉.
We often write just B and A when the this does not lead to ambiguity.
2.8. A Banach space result. Finally, we will need the following result on the
Banach space adjoint T ∗ of a bounded linear operator T : X → Y for Banach
spaces X and Y [31, Thm. 4.12].
Proposition 2.9.
(1) The range of T is dense if and only if T ∗ is injective.
(2) The range of T ∗ is weak* dense if and only if T is injective.
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3. A shift for operators
In order to introduce the convolution of an operator with a function, we will first
need to define a shift for operators. It is well-known that the time-frequency shifts
π(z) give a projective representation of R2d on L2(Rd) with respect to the cocycle
c(z, z′) = e−2πiω
′·x [21], meaning in particular that π(z)π(z′) = e−2πiω
′·xπ(z + z′).
It was noted both by Werner [34] and Feichtinger and Kozek [16] that one can
obtain a unitary representation α of R2d on the Hilbert-Schmidt operators T 2 by
defining
αz(A) = π(z)Aπ(z)
∗
for z ∈ R2d and A ∈ B(L2(Rd)). It is easily confirmed that αzαz′ = αz+z′, and we
will informally think of α as a shift or translation of operators.
Remark. Since we defined α by αzT = π(z)Tπ(z)
∗ for z = (x, ω) ∈ R2d, we can
modify π by any phase factor without affecting α. In particular the family of
representations πλ(z) = TλxMωT(1−λ)x would all give the same α for λ ∈ [0, 1].
Similarly we define the analogue of f 7→ fˇ for an operator A ∈ B(L2(Rd)) by
Aˇ = PAP,
where P is the parity operator.
The following lemma lists several elementary properties of α and A 7→ Aˇ. The
proofs are straightforward and may be found in [33].
Lemma 3.1. Let A ∈ B(L2(R2d)) and z, z′ ∈ R2d.
(1) If T ∈ T p for 1 ≤ p ≤ ∞, then ‖αzT‖T p = ‖T‖T p and ‖Tˇ‖T p = ‖T‖T p .
(2) αzπ(z
′) = e2πiσ(z,z
′)π(z′).
(3) (αzA)
∗ = αzA
∗ and
(
Aˇ
)∗
= (A∗)ˇ.
(4) π(z)P = Pπ(−z), }π(z) = π(−z) and (αzA)ˇ = α−zAˇ.
To show that α is a reasonable definition of translation of operators, Feichtinger
and Kozek [16] observed that applying αz to a pseudodifferential operator amounts
to a translation of its symbol, a fact that was observed by Kozek already in [28].
We make this precise in the following lemma.
Lemma 3.2. Let f ∈ L1(R2d), and let Lf be the Weyl transform of f .
• αz(Lf) = LTzf for z ∈ R
2d.
• |Lf = Lfˇ .
• L∗f = Lf∗ .
In particular, if S ∈M, then αz(S), Sˇ, S
∗ ∈M.
Proof. From section 2.6.2 we know that the twisted Weyl symbol of Lf is Fσf , so
Lf =
∫∫
Fσf(z
′)e−iπω
′·x′π(z′) dz′ where z′ = (x′, ω′). Using this representation of
Lf will allow us to use the results from lemma 3.1.
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(1) From proposition 2.4 and part (2) of lemma 3.1 we find that
π(z)Lfπ(z)
∗ =
∫∫
R2d
Fσf(z
′)e−iπω
′·x′αz(π(z
′)) dz′
=
∫∫
R2d
Fσf(z
′)e2πiσ(z,z
′)e−iπω
′·x′π(z′) dz′
=
∫∫
R2d
Fσ(Tzf)(z
′)e−iπω
′·x′π(z′) dz′ = LTzf .
We have used that Fσ(Tzf)(z
′) = Fσf(z
′)e2πiσ(z,z
′).
(2) By proposition 2.4 and part (4) of lemma 3.1,
PLfP =
∫∫
R2d
Fσf(z
′)e−iπω
′·x′Pπ(z′)P dz′
=
∫∫
R2d
Fσf(z
′)e−iπω
′·x′π(−z′) dz′
=
∫∫
R2d
Fσf(−z
′)e−iπω
′·x′π(z′) dz′
=
∫∫
R2d
Fσfˇ(z
′)e−iπω
′·x′π(z′) dz′ = Lfˇ ,
where the penultimate step uses Fσfˇ = }Fσf .
(3) Similar to the proofs above. See [33] for a full proof.
As we have discussed, M consists of operators with Weyl symbol in M1(R2d). We
have just shown that if S has Weyl symbol f , then αzS, Sˇ and S
∗ have Weyl
symbols Tzf , fˇ and f
∗, respectively. The last statement now follows from the fact
that M1(R2d) is closed under these three operations [24]. 
Proposition 3.3. The translation of operators has the following continuity prop-
erties:
(1) For 1 < p < ∞, the map z 7→ αzT is continuous from R
2d to T p for any
fixed T ∈ T p.
(2) The map z 7→ αzT is continuous from R
2d to K(L2(Rd)) for any fixed
T ∈ K(L2(Rd)).
(3) The map z 7→ αzA is weak*-continuous from R
2d to B(L2(Rd)) for any
fixed A ∈ B(L2(Rd)).
Proof. The first statement follows from Gru¨mm’s convergence theorem [32, Thm.
2.19], and the second follows from the first using an approximation argument as
shown in [33]. The last statement claims that the function z 7→ tr((αzA)T ) is
continuous for T ∈ T 1. If {zn}N is a sequence in R
2d with zn → z ∈ R
2d and
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{en}m∈N is an orthonormal basis for L
2(Rd), then
lim
n→∞
tr((αznA)T
∗) = lim
n→∞
∑
m∈N
〈(αznA)T
∗ψm, ψm〉
=
∑
n∈N
lim
n→∞
〈(αznA)T
∗ψm, ψm〉
=
∑
n∈N
〈(αzA)T
∗ψm, ψm〉 = tr((αzA)T
∗),
and one may use part 3 of proposition 2.1 and the dominated convergence theorem
to justify that the order of the sum and limit may be switched [33]. 
4. Convolutions of operators and functions
Using α we can now define a convolution operation between functions and oper-
ators. If f ∈ L1(R2d) and S ∈ T 1 we define the operator f ∗ S by
f ∗ S := S ∗ f =
∫∫
R2d
f(y)αy(S) dy
where the integral is interpreted in the weak and pointwise sense as discussed in
section 2.3. By proposition 2.5 we immediately get that f ∗S ∈ T 1 and ‖f ∗S‖T 1 ≤
‖f‖L1‖S‖T 1 .
Werner recognized [34] that in order to investigate the convolution of functions
with operators, one should consider a corresponding convolution of two operators.
For two operators S, T ∈ T 1, Werner defined the function S ∗ T by
S ∗ T (z) = tr(Sαz(Tˇ ))
for z ∈ R2d. That the name ”convolution” is apt for these operations is supported
by some of their properties proved in this section, and in section 6 we will introduce
a Fourier transform of operators that interacts with these convolutions in the
expected way.
The following generalization of Moyal’s lemma is [34, Lem. 3.1]. It shows that
S ∗ T ∈ L1(Rd) and provides an important formula for its integral.
Lemma 4.1. Let S, T ∈ T 1. The function z 7→ tr(SαzT ) for z ∈ R
2d is integrable
and ‖tr(SαzT )‖L1 ≤ ‖S‖T 1‖T‖T 1.
Furthermore, ∫∫
R2d
tr(SαzT ) dz = tr(S)tr(T ).
Proof. We start by showing the norm-inequality. First use the singular value de-
composition of the operators S and T to write
S =
∑
m∈N
smψm ⊗ φm T =
∑
n∈N
tnηn ⊗ ξn,
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where {sm}m∈N and {tn}n∈N are the singular values of S and T , respectively,
and the sets {ψm}m∈N, {φm}m∈N, {ηn}n∈N and {ξn}n∈N are orthonormal in L
2(Rd).
Then extend the set {ψm}m∈N to an orthonormal basis {ei}i∈N of L
2(Rd). Using
this basis to calculate the trace, we find that
tr(SαzT ) =
∑
i∈N
〈Sπ(z)Tπ(z)∗ei, ei〉
=
∑
i,m,n∈N
smtn〈π(z)
∗ei, ξn〉〈π(z)ηn, φm〉〈ψm, ei〉
=
∑
m,n∈N
smtn〈π(z)
∗ψm, ξn〉〈π(z)ηn, φm〉
=
∑
m,n∈N
smtnVξnψm(z)Vηnφm(z).(2)
By Moyal’s identity, Vξnψm, Vηnφm ∈ L
2(R2d), and so VξnψmVηnφm ∈ L
1(R2d)
by Ho¨lder’s inequality. The following computation shows that the series above
converges absolutely in L1(Rd) with the desired norm estimates.
‖
∑
m,n∈N
smtnVξnψmVηnφm‖L1 ≤
∑
m,n∈N
smtn‖VξnψmVηnφm‖L1
≤
∑
m,n∈N
smtn‖Vξnψm‖L2‖Vηnφm‖L2
=
∑
m,n∈N
smtn‖ξn‖L2‖ψm‖L2‖ηn‖L2‖φm‖L2
=
∑
m,n∈N
smtn = ‖S‖T 1‖T‖T 1 .
The equality
∫∫
R2d
tr(SαzT ) dz = tr(S)tr(T ) now follows easily from Moyal’s
identity and equation 2 above.∫∫
R2d
tr(SαzT ) dz =
∫∫
R2d
∑
m,n∈N
smtnVξnψmVηnφm dz
=
∑
m,n∈N
smtn
∫∫
R2d
VξnψmVηnφm dz
=
∑
m,n∈N
smtn〈ψm, φm〉〈ηn, ξn〉
= tr(S)tr(T ),
where the last equality follows from an easy calculation of tr(S) and tr(T ). 
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Remark. Convolutions of functions with operators could have been defined in the
very general setup of a locally compact group G and a strongly continuous pro-
jective representation {Uz}z∈G on some Hilbert space H. As we have done for
G = R2d and Uz = π(z), one could use proposition 2.5 to make T
1(H) into a
Banach module over L1(G) by f ∗ T =
∫
G
f(z)U(z)TU(z)∗ dz for f ∈ L1(G),
T ∈ T 1(H). Such modules were studied by Bekka in [4], and to some extent also
by Arveson [2] and Graven [20].
Another natural extension is therefore to consider a locally compact abelian
group G and the Hilbert space L2(G), with the representation π on G×Gˆ given by
π(x, ω)f(t) = ω(t)f(t− x) for x ∈ G, ω ∈ Gˆ, f ∈ L2(G). For these representations
Moyal’s identity is true [24, p. 10], and Kiukas et al. [26] claim that the theory in
this section carries over to this more general setting, mutatis mutandis.
Using duality we can extend the domains of the convolutions introduced above,
by allowing one factor to belong to the dual space. For instance, if h ∈ L∞(R2d)
and S ∈ T 1, we define h ∗ S ∈ B(L2(Rd)) by 〈h ∗ S, T 〉 = 〈h, T ∗ Sˇ∗〉 for every
T ∈ T 1. A standard interpolation argument then gives the following result, since
(L1(Rd), L∞(Rd))θ = L
p and (T 1, T ∞)θ = T
p with 1
p
= 1− θ [6, 8].
Proposition 4.2. Let 1 ≤ p, q, r ≤ ∞ be such that 1
p
+ 1
q
= 1 + 1
r
. If f ∈
Lp(R2d), g ∈ Lq(R2d), S ∈ T p and T ∈ T q, then the following convolutions may be
defined and satisfy the norm estimates
‖f ∗ T‖T r ≤ ‖f‖Lp‖T‖T q ,
‖g ∗ S‖T r ≤ ‖g‖Lq‖S‖T p,
‖S ∗ T‖Lr ≤ ‖S‖T p‖T‖T q .
Remark. For A ∈ B(L2(Rd)) and S ∈ T 1, the expression A ∗ S(z) = tr(AαzSˇ) is
still valid [26,33]. Also, a simple calculation shows that A∗S(z) = tr(Aˇα−zS) is an
equivalent expression – we will use this expression whenever we find it convenient.
The next lemma shows that the convolutions interact with translations α and
A 7→ Aˇ in the expected way. We refer to [33] for the elementary proof.
Lemma 4.3. Suppose f ∈ L1(R2d) and S, T ∈ T 1.
(1) (f ∗ S)∗ = f ∗ ∗ S∗ and (S ∗ T )∗ = S∗ ∗ T ∗.
(2) (f ∗ S)ˇ = fˇ ∗ Sˇ and (S ∗ T )ˇ = Sˇ ∗ Tˇ .
(3) αz(f ∗ S) = (Tzf) ∗ S and Tz(S ∗ T ) = (αzS) ∗ T .
Since the convolutions between operators and functions can produce both opera-
tors and functions as output, the associativity of the convolution operations is not
trivial. The fact that associativity holds will be exploited frequently later in the
text, and we now give a more elaborated version of Werner’s proof of this fact [34].
Proposition 4.4. The convolution operations in proposition 4.2 are commutative
and associative.
14 F. Luef and E. Skrettingland
Proof. Commutativity: Let S, T ∈ T 1. We find that
S ∗ T (z) = tr(SαzTˇ )
= tr(Sπ(z)PTPπ(z)∗)
= tr(T (α−zS)ˇ)
= tr(TαzSˇ) = T ∗ S(z)
We have made extensive use of the property tr(AB) = tr(BA), and also used part
(4) of lemma 3.1.
Associativity: The most interesting case is the convolution of three operators.
We will need lemma 4.1 in addition to some more technical calculations. Let
T1, T2, T3 ∈ T
1. To show that T1 ∗ (T2 ∗ T3) = (T1 ∗ T2) ∗ T3 it will be helpful to
assume an arbitrary operator T0 ∈ T
1. If we can show that the dual space actions
〈T1 ∗ (T2 ∗T3), T0〉 = 〈(T1 ∗T2)∗T3, T0〉 for any T0, we will have shown that the two
expressions define the same element in the dual space B(L2(Rd)), and therefore
the same operator. It will suffice to show that
tr [T0(T1 ∗ (T2 ∗ T3))] = tr [T0((T1 ∗ T2) ∗ T3)] .
Writing out the left side of the equation and using proposition 2.5, we find that
tr [T0(T1 ∗ (T2 ∗ T3))] = tr
[
T0
∫∫
R2d
tr(T2αx qT3)αxT1 dx
]
=
∫∫
R2d
tr
[
T2αx qT3
]
tr [(αxT1)T0] dx
=
∫∫
R2d
∫∫
R2d
tr
[
(αxT1)T0αy(T3αx qT2)
]
dy dx.
The last equality uses lemma 4.1 to introduce the second integral, and also ex-
ploits the commutativity of convolutions to switch the order of T2 and T3. It is a
simple exercise to check that αy(AB) = (αyA)(αyB) for operators A and B, hence
αy(T3αx qT2) = (αyT3)(αxαy qT2). Using this in our calculation we get that∫∫
R2d
∫∫
R2d
tr
[
(αxT1)T0αy(T3αx|T2)
]
dy dx =
∫∫
R2d
∫∫
R2d
tr
[
(αxT1)T0(αyT3)(αxαy|T2))
]
dy dx
=
∫∫
R2d
∫∫
R2d
tr
[
(T0αyT3)(αxαy|T2)(αxT1)
]
dy dx.
As above, (αxαy qT2)(αxT1) = αx((αy qT2)T1). We may use Fubini’s theorem to
change the order of integration, and then invoke the equality in lemma 4.1 again
to reduce the expression to a form that we recognize as the desired equality.∫∫
R2d
∫∫
R2d
tr
[
(T0αyT3)αx((αy qT2)T1)
]
dx dy =
∫∫
R2d
tr [T0αyT3] tr
[
(αy qT2)T1
]
dy
= tr [T0((T1 ∗ T2) ∗ T3)] .
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As mentioned at the beginning of the proof, the other cases are more elementary,
using properties of the weak definition of the integral. 
Propositions 4.2 and 4.4 imply that T p is a Banach module over L1(R2d) for
1 ≤ p ≤ ∞. In fact, there is a theory of Banach modules with shifts, where a
Banach module over L1(R2d) is constructed in a natural way from a Banach space
X with an automorphism γ that behaves like a translation on X . When we let
X = T p for p <∞ and γ = α, this construction produces the convolution defined
by Werner. We refer the interested reader to chapter 3 of [20] or [33], but we cite
the following consequence that follows directly from [20, Thm. 3.1.7].
Proposition 4.5. Let A ∈ B(L2(Rd)). The map z 7→ αzA is strongly continuous
if and only if A = f ∗ T for f ∈ L1(R2d), T ∈ B(L2(Rd)).
We also note that the compact operators K(L2(Rd)) and the uniformly continu-
ous functions vanishing at infinity, C0(R
2d), are corresponding under convolutions
with trace class operators in a sense made precise by the following proposition. A
proof may be found in [33].
Proposition 4.6. Let T ∈ T 1. If f ∈ C0(R
2d) and S ∈ K(L2(R)), then f ∗ T ∈
K(L2(R)) and S ∗ T ∈ C0(R
2d).
4.1. Banach space adjoints. We will consider the operation of taking convolu-
tions with a fixed operator S, and inspired by the notation for localization opera-
tors we introduce the operators AS and BS by
ASf = f ∗ S BST = T ∗ Sˇ
∗,
for a function f : R2d → C and T ∈ B(L2(Rd)). It was noted by Werner [34] in
the general case and Bayer and Gro¨chenig [3] for localization operators that AS
and BS are adjoints of each other, when considered with the appropriate domains.
Theorem 4.7. Fix S ∈ T 1 and 1 ≤ p < ∞. Let q be determined by 1
p
+ 1
q
= 1.
The Banach space adjoint of AS : L
p(R2d)→ T p is given by
(AS)
∗ = BS,
where BS : T
q → Lq(R2d).
Similarly, the adjoint of BS : T
p → Lp(R2d) is given by
(BS)
∗ = AS,
where AS : L
q(R2d)→ T q.
Proof. If we let the bracket denote duality, then the adjoint of AS is determined
by
〈(AS)
∗T, f〉 = 〈T,ASf〉
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for any T ∈ T q and f ∈ Lp(R2d). First assume 1 ≤ p < ∞. One easily checks
using the definition of AS and BS (see [33] for a proof) that
〈BST, f〉 = 〈T,ASf〉
is true whenever T ∈ T 1 and f ∈ L1 ∩ L∞. The general statement then follows,
since T 1 is a dense subspace of T q and L1 ∩ L∞ is a dense subspace of Lp. The
case p =∞ holds by our definition using duality. The proof that (BS)
∗ = AS uses
exactly the same argument. 
5. Localization operators as convolutions
One stated aim of this paper is to relate the theory of localization operators
to the convolution operations introduced in the previous section. We make this
connection explicit in the next theorem.
Theorem 5.1. Fix ϕ1, ϕ2 ∈ L
2(Rd), and consider the operators ϕ2⊗ϕ1 and ϕˇ1⊗ϕˇ2.
Let T ∈ B(L2(Rd)) and let f be a function on R2d.
The localization operator Aϕ1,ϕ2f is given by
Aϕ1,ϕ2f = f ∗ (ϕ2 ⊗ ϕ1).
The Berezin transform of T with windows ϕ1 and ϕ2 is given by
Bϕ1,ϕ2T (z) = T ∗ (ϕˇ1 ⊗ ϕˇ2).
Proof. The proof will simply consist of calculating f ∗ (φ2⊗ φ1) and T ∗ (ϕˇ1⊗ ϕˇ2).
First let ψ ∈ L2(Rd) and set S = φ2 ⊗ φ1. We find that
(f ∗ S)(ψ) =
∫∫
R2d
f(z)(αzS)(ψ) dz
=
∫∫
R2d
f(z)〈π(z)∗ψ, ϕ1〉π(z)ϕ2 dz
=
∫∫
R2d
f(z)Vϕ1ψ π(z)ϕ2 dz = A
ϕ1,ϕ2
f ψ.
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Turning to the Berezin transform, let {en}n∈N be an orthonormal basis of L
2(Rd).
Using Parseval’s identity, we find that
(T ∗ (ϕˇ1 ⊗ ϕˇ2))(z) = tr(Tˇ α−z(ϕˇ1 ⊗ ϕˇ2))
=
∑
n∈N
〈Tˇ π(−z)ϕˇ1 ⊗ ϕˇ2π(−z)
∗en, en〉
=
∑
n∈N
〈π(−z)∗en,|ϕ2〉〈Tˇ π(−z)|ϕ1, en〉
=
∑
n∈N
〈en, π(−z)|ϕ2〉〈Tˇ π(−z)|ϕ1, en〉
= 〈Tˇ π(−z)|ϕ1, π(−z)|ϕ2〉
= 〈PTPπ(−z)Pϕ1, π(−z)Pϕ2〉
= 〈Tπ(z)ϕ1, π(z)ϕ2〉 = B
ϕ1,ϕ2T (z),
where we have used lemma 3.1 in the last step. 
By combining the results of proposition 4.2 with theorem 5.1, we recover well-
known Schatten p-class results for localization operators and Berezin transforms
proved in [3, 10], for instance.
Proposition 5.2. Let ϕ1, ϕ2 ∈ L
2(Rd) and 1 ≤ p ≤ ∞.
(1) If a ∈ Lp(R2d), then Aϕ1,ϕ2a ∈ T
p with ‖Aϕ1,ϕ2a ‖T p ≤ ‖a‖Lp‖ϕ1‖L2‖ϕ2‖L2.
(2) If T ∈ T p, then Bϕ1,ϕ2T ∈ Lp(R2d) with ‖Bϕ1,ϕ2T‖Lp ≤ ‖T‖T p‖ϕ1‖L2‖ϕ2‖L2.
6. A Fourier transform for operators
We will now introduce an analogue of the Fourier transform for a trace class
operator S. The Fourier-Wigner transform FWS of S is the function given by
FWS(z) = e
−πix·ωtr(π(−z)S)
for z ∈ R2d. In the terminology of Werner [25, 26, 34] this is the Fourier-Weyl
transform, but we follow Folland [18] and call it the Fourier-Wigner transform.
Lemma 6.1. Let S = ϕ2 ⊗ ϕ1 with ϕ1, ϕ2 ∈ L
2(Rd). The Fourier-Wigner trans-
form of S is given by
FW (ϕ2 ⊗ ϕ1)(z) = A(ϕ2, ϕ1)(z),
where A(ϕ2, ϕ1)(z) is the cross-ambiguity function.
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Proof. Let {ψn}n∈N be an orthonormal basis for L
2(Rd). A calculation using Par-
seval’s identity shows that
FW (ϕ2 ⊗ ϕ1)(z) = e
−πix·ωtr(π(−z)ϕ2 ⊗ ϕ1)
= e−πix·ω
∑
n∈N
〈(π(−z)ϕ2 ⊗ ϕ1)ψn, ψn〉
= e−πix·ω
∑
n∈N
〈π(−z)ϕ2, ψn〉〈ψn, ϕ1〉
= e−πix·ω〈π(−z)ϕ2, ϕ1〉
= eπix·ωVϕ1ϕ2(z) = A(ϕ2, ϕ1)(z). 
At some later point we are going to need an example of an operator T such that
FWT (z) 6= 0 for any z ∈ R
2d. We therefore include the following example.
Example 6.1 (Fourier-Wigner transform). Consider the Gaussian ϕ(t) = 2d/4e−πt·t
for t ∈ Rd and the operator S = ϕ⊗ ϕ. We know that FWS = e
πix·ωVϕϕ(z), and
then find that FW (ϕ⊗ ϕ)(z) = e
2πix·ωe−
1
2
πz·z.
Proposition 6.2. The Fourier-Wigner transform extends to a unitary operator
FW : T
2 → L2(R2d). This extension is the inverse operator of the integrated
Schro¨dinger representation ρ, and FW (ST ) = FW (S)♮FW (T ) for S, T ∈ T
2.
Proof. By the singular value decomposition, elements of the form S =
∑N
n=1 snψn⊗
φn are dense in T
2, where {ψn}
N
n=1 and {φn}
N
n=1 are orthonormal sets in L
2(Rd),
sn > 0 are the singular values of S and N ∈ N. By the preceding lemma FW (S) =∑N
n=1 e
πix·ωsnVφnψn, and we find that
‖FW (S)‖
2
L2 = 〈
N∑
n=1
sne
πix·ωVφnψn,
N∑
m=1
sme
πix·ωVφmψm〉L2
=
N∑
m,n=1
smsn〈Vφnψn, Vφmψm〉L2
=
N∑
m,n=1
smsn〈ψn, ψm〉L2〈φm, φn〉L2
=
N∑
n=1
s2n = ‖S‖
2
T 2 .
Hence the Fourier-Wigner transform is an isometry on a dense subspace of T 2 into
L2(R2d), and therefore extends to an isometry FW : T
2 → L2(R2d). To show that
the extension is the inverse of ρ, we consider T = ϕ2⊗ϕ1 for ϕ1, ϕ2 ∈ L
2(Rd). We
have already shown that FW (T )(z) = e
πix·ωVϕ1ϕ2. If we let ψ, φ ∈ L
2(Rd), we may
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use the weak formulation of the vector-valued integral defining ρ to calculate
〈ρ(eπix·ωVϕ1ϕ2)ψ, φ〉 =
∫∫
R2d
Vϕ1ϕ2〈π(z)ψ, φ〉 dz
=
∫∫
R2d
Vϕ1ϕ2Vψφ dz
= 〈ϕ2, φ〉〈ψ, ϕ1〉,
where the last equality is Moyal’s identity. The last expression clearly equals
〈Tf, g〉. If we denote the identity operator on T 2 by IT 2 , we have shown that
ρFWT = IT 2T . By linearity this equality of operators must hold on the dense sub-
space of T 2 spanned by such operators T , and therefore ρFW = IT 2 by continuity.
As ρ is unitary, it has an inverse, which implies that FW is a two-sided inverse of
ρ.
Since ρ is the inverse of FW , ρFW (ST ) = ST . But ρ (FW (S)♮FW (T )) =
ρFW (S)ρFW (T ) = ST from section 2.6.2. The equality FW (ST ) = FW (S)♮FW (T )
now follows since ρ is injective. 
As a simple corollary we obtain the following known result [12, Prop. 286].
Corollary 6.2.1. Let f ∈ L1(R2d) be a function such that the Weyl transform Lf
is a trace class operator. The trace of Lf is given by
tr(Lf ) =
∫∫
R2d
f(z) dz.
Proof. On the one hand, the previous proposition shows that the FW (Lf ) is the
twisted Weyl symbol of Lf , which we know is Fσf from section 2.6.2. On the other
hand, FW (Lf)(z) = e
−πix·ωtr(π(−z)Lf ) from the definition of the Fourier Wigner
transform. Therefore Fσf(z) = e
−πix·ωtr(π(−z)Lf ), and evaluating this at z = 0
gives the desired equality. 
One can also extend the Fourier-Wigner transform to S ∈ B(L2(Rd)); FW (S)
will then be a tempered distribution. In fact, we will define FW (S) as an element
of M∞(R2d), which is a subset of the tempered distributions.
Proposition 6.3. Let A ∈ B(L2(Rd)). Then we may define FW (A) ∈ M
∞(R2d)
with ‖FW (A)‖M∞ ≤ C‖A‖B(L2) for some constant C.
Proof. M∞(R2d) is the dual space of M1(R2d) [21]. We therefore define FW (A)
by requiring that 〈FW (A), g〉 = 〈A, ρ(g)〉 for any g ∈ M
1(R2d), where the bracket
denotes duality and is antilinear in the second argument. It is a simple exercise to
check that this relation holds for A ∈ T 1. Note that we need that ρ(g) ∈ T 1 for
this to make sense, and this holds by theorem 2.8.
We now check that this defines FW (A) as a bounded functional on M
1(R2d) and
obtain the norm estimate. One can show that ‖ρ(g)‖T 1 ≤ C‖g‖M1 for some
constant C: If we let kg be the kernel of ρ(g) as an integral operator, theorem
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2.8 says that there is a constant K with ‖ρ(g)‖T 1 ≤ K‖kg‖M1 . Furthermore, k
and the Weyl symbol σ of ρ(g) are related by operations under which M1(R2d) is
invariant [22], and similarly σ and g are related by the symplectic Fourier transform,
under which M1(R2d) is also invariant [17]. In conclusion, there is some constant
C with ‖ρ(g)‖T 1 ≤ C‖g‖M1. We now find that
|〈FW (A), g〉| = |〈A, ρ(g)〉|
≤ ‖A‖B(L2)‖ρ(g)‖T 1
≤ C‖A‖B(L2)‖g‖M1.

The Fourier-Wigner transform shares several properties with the Fourier trans-
form of functions. The next proposition, due to Werner [34], provides an example
of this.
Proposition 6.4. Let f ∈ L1(R2d) and S, T ∈ T 1.
(1) Fσ(S ∗ T ) = FW (S)FW (T ).
(2) FW (f ∗ S) = Fσ(f)FW (S).
Proof. (1) By definition, Fσ(S ∗T )(z) =
∫∫
R2d
tr
[
Sπ(z′)Tˇ π(z′)∗
]
e−2πiσ(z,z
′) dz′.
Using part (2) of lemma 3.1 to get that e−2πiσ(z,z
′)π(z′) = α−zπ(z
′), the
integrand may be written in a way that will allow us to use lemma 4.1:
tr
[
Sπ(z′)Tˇ π(z)∗
]
e−2πiσ(z,z
′) = tr
[
Se−2πiσ(z,z
′)π(z′)Tˇ π(z′)∗
]
= tr
[
Sπ(−z)π(z′)π(−z)∗Tˇ π(z′)∗
]
.
Lemma 4.1 then gives that
Fσ(S ∗ T )(z) =
∫∫
R2d
tr
[
Sπ(−z)αz′(π(−z)
∗Tˇ )
]
dz′
= tr(Sπ(−z))tr(π(−z)∗Tˇ )
= tr(Sπ(−z))tr(e−2πix·ωπ(z)Tˇ )
= tr(e−πix·ωSπ(−z))tr(e−πix·ωπ(−z)T )
= FW (S)(z)FW (T )(z),
where we have used that tr(π(z)Tˇ ) = tr(π(z)PTP ) = tr(Pπ(z)PT ) =
tr(π(−z)T ) from part (4) of lemma 3.1.
(2) By proposition 2.5 we may take the trace inside the integral:
FW (f ∗ S)(z) = e
−πix·ωtr
(
π(−z)
∫∫
R2d
f(z′)π(z′)Sπ(z′)∗ dz′
)
= e−πix·ω
∫∫
R2d
f(z′)tr [π(−z)π(z′)Sπ(z′)∗] dz′.
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A simple manipulation of the integrand using part (2) of lemma 3.1
yields that tr [π(−z)π(z′)Sπ(z′)∗] = e−2πiσ(z,z
′)tr(π(−z)S). Inserting this
expression into our calculation concludes the proof, since
FW (f ∗ S)(z) = e
−πix·ω
∫∫
R2d
f(z′)e2πiσ(z,z
′)tr(π(−z)S) dz′
= e−πix·ωtr(π(−z)S)
∫∫
R2d
f(z′)e−2πiσ(z,z
′) dz′
= Fσ(f)FW (S). 
The previous result is not merely aesthetically pleasing, but will be crucial in
several proofs in the rest of this text. This is illustrated by the next two results.
The first result gives the Weyl symbol of localization operators, and the second is
a generalization of the Riemann-Lebesgue lemma, due to Werner [34].
Corollary 6.4.1. Let f ∈ L1(R2d) and S ∈ T 1. The twisted Weyl symbol of f ∗S
is the function Fσ(f)FW (S). In particular, if ϕ1, ϕ2 ∈ L
2(Rd), then the twisted
Weyl symbol of the localization operator Aϕ1,ϕ2f is the function Fσ(f) · A(ϕ2, ϕ1).
Proof. We know from proposition 6.2 that FW is the inverse operator to the inte-
grated Schro¨dinger representation, and thus returns the twisted Weyl symbol of
an operator. From proposition 6.4 we find that FW (f ∗ S) = Fσ(f)FW (S). 
Proposition 6.5 (Riemann-Lebesgue lemma). If S ∈ T 1, the Fourier-Wigner
transform FW (S) is continuous and vanishes at infinity, i.e. lim
|z|→∞
|FW (z)| = 0.
Proof. Vanishes at infinity: FW (S ∗ S) = FW (S)
2 from proposition 6.4. By the
Riemann-Lebesgue lemma for functions, the left side vanishes at infinity, which
clearly implies that FW (S) vanishes at infinity.
Continuity: Assume that zn is a sequence converging to some z in R
2d. We need
to show that FW (S)(zn) → FW (S)(z). Let {ψm}m∈N be an orthonormal basis for
L2(Rd) consisting of eigenvectors of |S|. By the definition of the trace
lim
n→∞
FW (S)(zn) = lim
n→∞
∑
m∈N
〈e−πixn·ωnπ(zn)Sψm, ψm〉
=
∑
m∈N
〈e−πix·ωπ(z)Sψm, ψm〉 = FW (S)(z),
where we have assumed that the limit can be taken inside the sum for now, and used
the strong continuity of z 7→ e−πix·ωπ(z). By the dominated convergence theorem,
we can take the limit inside the sum if |〈π(zn)Sψm, ψm〉| ≤ am for any n ∈ N,
where {am}m∈N is some sequence in ℓ
1. If S = U |S| is the polar decomposition of
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S, then
|〈π(zn)Sψm, ψm〉| = |〈π(zn)U |S|ψm, ψm〉|
≤ ‖π(zn)U |S|ψm‖L2
≤ ‖|S|ψm‖L2 = sm,
where sm is the m’th singular value of S. The sequence {sm}m∈N is summable
since S is trace class, so picking am = sm completes the proof. 
We end this section by considering a Hausdorff-Young inequality for operators
due to Werner [34]. The reader should note that there is a misprint in the statement
in [34], corrected in the following formulation.
Proposition 6.6 (Hausdorff-Young inequality). Let 1 ≤ p ≤ 2 and let q be the
conjugate exponent determined by 1
p
+ 1
q
= 1. If S ∈ T p, then FW (S) ∈ L
q(R2d)
with norm estimate
‖FW (S)‖Lq ≤ ‖S‖T p.
Proof. The result for p = 2 follows from proposition 6.2, where we even have
equality of norms. For p = 1, the result follows from part (4) of proposition 2.1,
since this proposition gives that
|FWS(z)| = |tr(π(−z)S)|
≤ ‖π(−z)‖B(L2)‖S‖T 1 = ‖S‖T 1 ,
so ‖FWS‖L∞ ≤ ‖S‖T 1 . The general result ‖FW (S)‖Lq ≤ ‖S‖T p now follows
from interpolation as (T 1, T 2)θ = T
p and (L∞, L2)θ = L
q, where 1
p
= 1 − θ
2
and
1
q
= θ
2
[8]. 
If we pick S = ψ ⊗ φ for ψ, φ ∈ L2(Rd) in the Hausdorff-Young inequality, we
obtain for 2 ≤ q <∞ that∫∫
R2d
|Vφψ(z)|
q dz ≤ ‖ψ‖qL2‖φ‖
q
L2.
This is Lieb’s uncertainty principle (Proposition 2.7), except for the constant
(
2
q
)d
that makes Lieb’s inequality sharp [30]. Hence we can consider Lieb’s uncertainty
principle to be a sharp version of the Hausdorff-Young inequality for rank-one
operators. As a corollary, we note an extension of Lieb’s uncertainty principle to
trace class operators.
Corollary 6.6.1. Let 2 ≤ q <∞. If S ∈ T 1, then
‖FW (S)‖Lq ≤
(
2
q
)d/q
‖S‖T 1 .
Convolutions for localization operators 23
Proof. We expand S =
∑
m∈N smψm ⊗ φm using the singular value decomposition
and calculate using Lieb’s uncertainty principle:
‖FW (S)‖Lq = lim
n→∞
∥∥∥∥∥ FW
(
n∑
m=1
smψm ⊗ φm
)∥∥∥∥∥
Lq
= lim
n→∞
‖
n∑
m=1
smA(ψm, φm)‖Lq
≤ lim
n→∞
n∑
m=1
sm‖A(ψm, φm)‖Lq
≤ lim
n→∞
n∑
m=1
sm
(
2
q
)d/q
‖ψm‖L2‖φm‖L2
=
(
2
q
)d/q ∞∑
m=1
sm =
(
2
q
)d/q
‖S‖T 1 .
The first step in this calculation uses that FW is continuous from T
1 to Lq(R2d).
This follows from proposition 6.6, which says that FW is continuous from T
p to
Lq(R2d), along with the fact that ‖S‖T p ≤ ‖S‖T 1 . We also use Lieb’s uncertainty
principle from proposition 2.7 to bound ‖A(ψm, φm)‖Lq . 
7. A generalization of Wiener’s Tauberian theorem and density
theorems
In order to state the main results of this section, we will introduce the notion
of regularity due to Kiukas et al. [26]. For 1 ≤ p <∞, we say that g ∈ Lp(R2d) is
p-regular if the translates {Tzg : z ∈ R
2d} span a norm dense subspace of Lp(R2d).
Similarly, we say that S ∈ T p is p-regular if the translates {αzS : z ∈ R
2d} span a
norm dense subspace of T p. We will often refer to 1-regularity as regularity.
If g ∈ L∞(R2d) we say that g is∞-regular if the translates {Tzg : z ∈ R
2d} span
a weak* dense subspace of L∞(R2d). We say that S ∈ B(L2(Rd)) is ∞-regular if
the translates {αzS : z ∈ R
2d} span a norm dense subspace of K(L2(Rd)).
Remark. (1) It is clear that ‖·‖B(L2) ≤ ‖·‖T q ≤ ‖·‖T p ≤ ‖·‖T 1 for 1 ≤ p ≤ q <
∞, and that T p is a dense subspace of T q. Thus we get that p-regularity
implies q-regularity for an operator S if p ≤ q. This is also true for q =∞,
since any Schatten p-class is norm dense in K(L2(Rd)).
(2) An equivalent definition for an operator S to be ∞-regular is that the
translates of S span a weak* dense subspace of B(L2(Rd)) [27]. We will
use both of these formulations.
We are now ready to state Wiener’s famous Tauberian theorem using our newly
introduced terminology. The first two of these equivalences were proved already
in [35] by Wiener, the last one appears for instance as theorem 2.3 in [13].
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Theorem 7.1 (Wiener’s Tauberian theorem).
(1) f ∈ L1(R2d) is regular ⇐⇒ the set {z ∈ R2d : Fσf(z) = 0} is empty.
(2) f ∈ L2(R2d) is 2-regular ⇐⇒ the set {z ∈ R2d : Fσf(z) = 0} has Lebesgue
measure zero.
(3) f ∈ L∞(R2d) is ∞-regular ⇐⇒ the set {z ∈ R2d : Fσf(z) = 0} has dense
complement.
For 1 < p < 2, Lev and Olevskii [29] have shown the existence of two functions in
L1(R) with the same set of zeros for the Fourier transform, but where one function
is p-regular and the other is not. Wiener’s Tauberian theorem can therefore not
be extended in an obvious way to all values of 1 ≤ p ≤ ∞.
The next theorem was proved by Kiukas et al. [26], expanding an earlier result
by Werner [34]. This theorem allows us to easily infer our main result, theorem 7.7,
and the proof illustrates the use of Werner’s convolutions. We therefore include
a proof in appendix A for the benefit of the reader, which essentially is a slightly
elaborated version of the proof in [26].
Theorem 7.2. Let S ∈ T 1, let 1 ≤ p ≤ ∞, and let q be the conjugate exponent
of p determined by 1
p
+ 1
q
= 1. The following are equivalent:
(1) S is p-regular.
(2) If f ∈ Lq(R2d) and f ∗ S = 0, then f = 0.
(3) T p ∗ S is dense in Lp(R2d).
(4) If T ∈ T q and T ∗ S = 0, then T = 0.
(5) Lp(R2d) ∗ S is dense in T p.
(6) S ∗ S is p-regular.
(7) For any regular T0 ∈ T
1, T0 ∗ S is p-regular.
The density in points (3) and (5) is in the p norm for p < ∞, and weak∗ density
for p =∞.
For the case p =∞ we may add two further equivalent statements to the list:
(i) K(L2(Rd)) ∗ S is dense in C0(R
2d) in the ‖ · ‖L∞ norm.
(ii) C0(R
2d) ∗ S is dense in K(L2(Rd)) in the operator norm ‖ · ‖B(L2).
Finally, there exists a p-regular operator S for any 1 ≤ p ≤ ∞.
Using the previous theorem, Werner [34] and Kiukas et al. [26] obtained a version
of Wiener’s Tauberian theorem for operators.
Theorem 7.3. Let S ∈ T 1.
(1) S is regular ⇐⇒ the set {z ∈ R2d : FWS(z) = 0} is empty.
(2) S is 2-regular ⇐⇒ the set {z ∈ R2d : FWS(z) = 0} has Lebesgue measure
zero.
(3) S is ∞-regular ⇐⇒ the set {z ∈ R2d : FWS(z) = 0} has dense comple-
ment.
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Proof. We prove the first part – the others follow from the same line of reasoning.
By theorem 7.2, S is regular if and only if S ∗ S is regular. By theorem 7.1, S ∗ S
is regular if and only if Fσ(S ∗ S)(z) 6= 0 for any z ∈ R
2d. However, proposition
6.4 gives that Fσ(S ∗ S) = (FWS)
2. Thus FW (S ∗ S) 6= 0 for any z ∈ R
2d if and
only if the same holds for FWS, which completes the proof. 
For pseudodifferential operators the preceding theorem takes a particularly sim-
ple form, and gives a simple procedure for obtaining regular operators.
Corollary 7.3.1. Let S ∈ T 1 be the operator on L2(Rd) with twisted Weyl symbol
f ∈M1(R2d).
(1) S is regular ⇐⇒ the set {z ∈ R2d : f(z) = 0} is empty.
(2) S is 2-regular ⇐⇒ the set {z ∈ R2d : f(z) = 0} has Lebesgue measure
zero.
(3) S is ∞-regular ⇐⇒ the set {z ∈ R2d : f(z) = 0} has dense complement.
Proof. We have shown that the Fourier-Wigner transform of a trace class operator
is the twisted Weyl symbol of the operator, so FW (S) = f . 
7.1. Consequences of the Cohen-Hewitt factorization theorem. The fact
that T p is a Banach module over L1(R2d) for 1 ≤ p <∞ means that we may use
the Cohen-Hewitt theorem, which in this case says that the closed linear span of
L1(R2d) ∗ T p in the T p-norm is L1(R2d) ∗ T p [20, Thm. 2.1.3]. Combining this
with theorem 7.3, we obtain the following result.
Proposition 7.4. For 1 ≤ p < ∞, every element of T p can be written as f ∗ S
for f ∈ L1(R2d), S ∈ T p.
Proof. Theorem 7.2 shows that there exists S0 ∈ T
p with L1(R2d)∗S0 dense in T
p.
Hence the closure of L1(R2d) ∗ T p is T p, and by the Cohen-Hewitt theorem this
equals L1(R2d) ∗ T p. 
This result appears to be novel in the specific context introduced by Werner
in [34], but is discussed in the general case by Graven [20].
7.2. Arveson spectrum. Parts of the results in this section may be formulated
using a notion of spectrum for a group of automorphisms on a von Neumann
algebra, first formulated by Arveson [1]. Let X be a von Neumann algebra with
an automorphism group {Uz}z∈R2d on X , and let x ∈ X . Arveson [2] defined the
spectrum spU(x) to be the spectrum of the family of functions {z 7→ ρ(Uzx) : ρ ∈
X∗}, where X∗ is the predual of X considered as a subspace of the dual space of
X .
We will consider U = α and X = B(L2(Rd)), and then the predual of X is T 1,
where T ∈ T 1 acts on S ∈ B(L2(Rd)) by S 7→ tr(T ∗S) as before. By the spectrum
of a function in f ∈ L1(R2d) we will mean the closed support of Fσf ; with this
convention the spectrum of S ∈ B(L2(Rd)) is related to the set of zeros of FW (S)
in a natural way.
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Proposition 7.5. Let S ∈ T 1. The spectrum spα(S) is the closure of the comple-
ment of {z ∈ R2d : FWS(−z) = 0}.
Proof. By definition, spα(S) is the spectrum of the functions tr(T
∗αzS) = T
∗∗Sˇ(z),
i.e. the closure of the complement of the set Z := {z ∈ R2d : Fσ(T
∗ ∗ Sˇ) =
0 ∀ T ∈ T 1}. By proposition 6.4, Fσ(T
∗ ∗ Sˇ)(z) = FW (T
∗)(z)FW (Sˇ)(z) =
FW (T
∗)(z)FW (S)(−z), hence {z ∈ R
2d : FWS(−z) = 0} is a subset of Z. To see
that Z = {z ∈ R2d : FWS(−z) = 0}, note that we have constructed T ∈ T
1 with
FW (T
∗)(z) 6= 0 for any z ∈ R2d in example 6.1.

It follows that theorem 7.2 and 7.3 for p = ∞ yield a characterization of those
S ∈ T 1 where the Arveson spectrum is all of R2d.
7.3. Tauberian theorems for localization operators. In order to apply these
results to localization operators, we pick S = ϕ2 ⊗ ϕ1 for two windows ϕ1, ϕ2 ∈
L2(Rd), and use theorem 5.1 to formulate theorem 7.2 in the terminology of the
Berezin transform and localization operators.
Theorem 7.6. Fix two windows ϕ1, ϕ2 ∈ L
2(Rd) for A and B, let 1 ≤ p ≤ ∞ and
let q be the conjugate exponent of p, i.e. 1
p
+ 1
q
= 1. The following are equivalent:
(1) The operator ϕ2 ⊗ ϕ1 is p-regular.
(2) A is injective on Lq(R2d).
(3) The set {BT : T ∈ T p} is dense in Lp(R2d).
(4) B is injective on T q.
(5) The set {Af : f ∈ Lp(R2d)} is dense in T p.
(6) B(ϕ2 ⊗ ϕ1) is p-regular.
(7) For any regular T0 ∈ T
1, BT is p-regular.
The density in points (1), (3) and (5) is in the p norm for p < ∞, and weak∗
density for p =∞.
If we apply theorem 7.3 to localization operators, we obtain a characterization of
those windows ϕ1, ϕ2 ∈ L
2(Rd) that give localization operators Aϕ1,ϕ2 with dense
range in T 1, T 2 and B(L2(Rd)). This improves results by Bayer and Gro¨chenig [3].
Theorem 7.7. Fix two windows ϕ1, ϕ2 ∈ L
2(Rd).
(1) The set {Aϕ1,ϕ2f : f ∈ L
1(R2d)} is dense in T 1 ⇐⇒ the set {z ∈ R2d :
A(ϕ2, ϕ1)(z) = 0} is empty.
(2) The set {Aϕ1,ϕ2f : f ∈ L
2(R2d)} is dense in T 2 ⇐⇒ the set {z ∈ R2d :
A(ϕ2, ϕ1)(z) = 0} has zero Lebesgue measure.
(3) The set {Aϕ1,ϕ2f : f ∈ L
∞(R2d)} is weak* dense in B(L2(Rd)) ⇐⇒ the set
{z ∈ R2d : A(ϕ2, ϕ1)(z) = 0} has dense complement.
Proof. The density statements in this theorem are part (5) of theorem 7.6 for
p = 1, 2,∞, and therefore equivalent to S being p-regular. Furthermore, theorem
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7.3 relates the condition that S is p-regular for these three values of p to the set
of zeros of FW (S) = A(ϕ2, ϕ1). 
Remark. • Of course, these statements are also equivalent to the other state-
ments in theorem 7.6 for p = 1, p = 2 and p =∞, respectively.
• To the authors’ knowledge, there are no results characterizing the functions
ϕ1, ϕ2 ∈ L
2(Rd) such that the set of zeros of A(ϕ2, ϕ1) satisfy the condi-
tions in theorem 7.7. This question is therefore a possible topic for further
research.
The equivalence in theorem 7.7 for p = 2 was proved by Bayer and Gro¨chenig
in [3] using different methods. For p = 1,∞ they were able to prove sufficient
conditions on the zero set of the cross-ambiguity function A(ϕ2, ϕ1) for the local-
ization operators to have dense range, but not necessity as we have done in theorem
7.7. For p 6= 1, 2,∞ our approach does not yield equivalences. We may, however,
reprove the results in [3], since p-regularity implies p′-regularity for p ≤ p′.
Corollary 7.7.1. Fix two windows ϕ1, ϕ2 ∈ L
2(Rd).
(1) Assume 1 ≤ p < 2. If the set {z ∈ R2d : A(ϕ2, ϕ1)(z) = 0} is empty, then
the set {Aϕ1,ϕ2f : f ∈ L
p(R2d)} is norm dense in T p.
(2) Assume 2 ≤ p < ∞. If the set {z ∈ R2d : A(ϕ2, ϕ1)(z) = 0} has Lebesgue
measure zero, then the set {Aϕ1,ϕ2f : f ∈ L
p(R2d)} is norm dense in T p.
Proof. If the set {z ∈ R2d : A(ϕ2, ϕ1)(z) = 0} is empty, then the operator S =
ϕ2⊗ϕ1 is regular by theorem 7.7 and the following remark. As noted, this implies
that S is p-regular for 1 ≤ p <∞. By theorem 7.6, this implies that {Aϕ1,ϕ2f : f ∈
Lp(R2d)} is dense in T p. Exactly the same argument works for 2 ≤ p <∞, using
part (2) of theorem 7.7. 
8. Tauberian theorems for modulation spaces
The theory of localization operators has been extensively studied in the frame-
work of modulation spaces [3,7,10], and we would like to consider the convolutions
in this framework. It is natural to look for a class of operators M such that
T ∗ S ∈ M1(R2d) for any T ∈ T 1 and S ∈ M. It turns out that this is true when
M is the class of operators with Weyl symbol inM1(R2d). There are other reasons
for considering M too. Any class of pseudodifferential operators suitable for the
theory of convolutions should be closed under α, and hence by lemma 3.2 the as-
sociated class of symbols should be closed under translation. We are therefore led
to the class M, as M1(Rd) is the smallest Banach space in L1(Rd) isometrically
invariant under Mω and Tx [23].
In particular, M contains operators of the form ϕ2 ⊗ ϕ1 for ϕ1, ϕ2 ∈ M
1(Rd).
Theorem 2.8 shows how any operator in M may be constructed from such simple
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operators. This is exploited when proving the next two results, which are general-
izations of [3, Thm. 3.4] and [3, Thm. 3.6]. Complete proofs may be found in [33];
in this paper we just show how to use theorem 2.8 to extend the results in [3].
Theorem 8.1. Let 1 ≤ p ≤ ∞, k ∈ M1(R2d) and let S ∈ M be the trace class
operator given on L2(Rd) by Sψ(s) =
∫
Rd
k(s, t)ψ(t) dt. If f ∈ Mp,∞(R2d), the
function f ∗ S lies in T p and ‖f ∗ S‖T p ≤ C‖k‖M1‖f‖Mp,∞ for some constant C
independent of S and f .
Proof. Cordero and Gro¨chenig [10, Thm. 3.4] proved that if S = ϕ2 ⊗ ϕ1 for
ϕ1, ϕ2 ∈ M
1(Rd), then ‖f ∗ S‖T p ≤ C
′‖f‖Mp,∞‖ϕ1‖M1‖ϕ2‖M1 for some constant
C ′. In order to extend the result to S = Ak for k ∈ M
1(R2d), we use the Wilson
basis {wm}m∈N of L
2(Rd) to write S =
∑
m,n∈N〈k,Wmn〉wm ⊗ wn, as is allowed by
theorem 2.8. Then
f ∗ S = f ∗
∑
m,n∈N
〈k,Wmn〉wm ⊗ wn
=
∑
m,n∈N
〈k,Wmn〉f ∗ (wm ⊗ wn) .
Now take the T p norm of this expression to find that
‖f ∗ S‖T p ≤
∑
m,n∈N
|〈k,Wmn〉| · ‖f ∗ (wm ⊗ wn) ‖T p
≤ C2‖f‖Mp,∞
∑
m,n∈N
|〈k,Wmn〉|
≤ C‖f‖Mp,∞‖k‖M1,
where C2 appears from the result of Gro¨chenig and Cordero and the fact that the
M1 norm of the Wilson basis is bounded. 
Theorem 8.2. Let S ∈M be the trace class operator given on L2(Rd) by Sψ(s) =∫
Rd
k(s, t)ψ(t) dt with k ∈M1(R2d). For T ∈ T 1, the function
T ∗ S(z) = tr(Tπ(z)Sˇπ(z)∗)
lies in M1(R2d) and ‖T ∗S‖M1 ≤ C‖k‖M1‖T‖T 1 for some constant C independent
of S and T .
Remark. (1) The theorem is not true for any S ∈ T 1. If S = T = ψ ⊗ ψ
for ψ ∈ L2(R), then tr(TαzS) = |Vψψ|
2. Benedetto and Pfander have
constructed an example of a ψ ∈ L2(R) such that |Vψψ|
2 /∈ M1(R2) [5,
Remark 4.6].
(2) A version of theorem 8.2 for T in other Schatten p-classes was proved in [3].
However, the proof uses that ‖σ‖M∞ ≤ ‖T‖B(L2), where σ is the Weyl
symbol of T as an operator T :M1(Rd)→M∞(Rd). This inequality is not
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true in general; in fact the opposite inequality is true [10, Thm. 3.1]. We
therefore settle for the special case T ∈ T 1.
As mentioned, ϕ2⊗ϕ1 ∈M for ϕ1, ϕ2 ∈ M
1(Rd). As a special case of corollary
7.7.1 we therefore obtain theorem 5.4 in [3]. The proof consists merely of noting
that Lp ⊂ Mp,∞, so the subsets that we claim are dense are larger than those in
corollary 7.7.1. In this sense the following result is weaker than corollary 7.7.1,
and the main point of interest is the previously proved fact that symbols in the
large space Mp,∞ actually give operators in T p.
Corollary 8.2.1. Fix two windows ϕ1, ϕ2 ∈M
1(Rd).
(1) Assume 1 ≤ p < 2. If the set {z ∈ R2d : A(ϕ2, ϕ1)(z) = 0} is empty, then
the set {Aϕ1,ϕ2f : f ∈M
p,∞(R2d)} is norm dense in T p.
(2) Assume 2 ≤ p < ∞. If the set {z ∈ R2d : A(ϕ2, ϕ1)(z) = 0} has Lebesgue
measure zero, then the set {Aϕ1,ϕ2f : f ∈M
p,∞(R2d)} is norm dense in T p.
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Appendix A. Proof of theorem 7.2
We begin by showing the existence of a p-regular operator. Since a regular
operator is p-regular for 1 ≤ p ≤ ∞, it is sufficient to find a regular operator
S ∈ T 1. Now consider the Gaussian ϕ from example 6.1; we will prove that
S = ϕ ⊗ ϕ satisfies part (6) of the theorem, so when the proof of the theorem is
complete we know that it is in fact regular. The reason for starting with this is
that we will need an operator satisfying (6) during the proof. Proposition 6.4 gives
us that Fσ(S ∗S) = FW (S)FW (S). By example 6.1, FW (S) has no zeros, thus the
same is true for Fσ(S ∗ S). Theorem 7.1 then states that S ∗ S is regular.
(2) ⇐⇒ (3): First assume that 1 ≤ p < ∞. In the notation of section 4.1,
statement (3) says that BSˇ∗ : T
p → Lp(R2d) has dense range. From theorem 4.7 we
know that the Banach space adjoint of BSˇ∗ is ASˇ∗ , and part (1) of proposition 2.9
states that the range of BSˇ∗ is dense if and only if ASˇ∗ is injective. Furthermore,
the injectivity of ASˇ∗ is equivalent to the injectivity of AS, since f ∗ Sˇ
∗ = 0 implies
that ((f ∗ Sˇ∗)ˇ)∗ = fˇ ∗ ∗ S = 0 by lemma 4.3. This proves the equivalence.
For p = ∞ we need to use part of (2) of proposition 2.9, and that (AS)
∗ = BS
by theorem 4.7. Otherwise, the proof is the same.
(4) ⇐⇒ (5): Follows from the same line of reasoning as above, with the roles
of A and B switched.
(2) =⇒ (4): Assume that T ∗ S = 0 for some T ∈ T q. Taking the convolution
with an arbitrary A ∈ T 1 from the left on both sides of this equality, we find by
associativity that (A ∗ T ) ∗ S = 0. But A ∗ T ∈ Lq(R2d), so since we are assuming
(2) we get that A ∗ T = 0 for any A ∈ T 1. We will use this to show that T = 0.
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As we have remarked earlier, the expression A∗T (z) = tr(Aˇα−zT ) is valid, even
for q = ∞. If we let z = 0, we have that A ∗ T (0) = tr(AˇT ) = 0 for any A ∈ T 1.
If we consider T as an element of the dual space (T 1)∗ = B(L2(Rd)), this says
that 〈T, Aˇ∗〉 = 0 for any A ∈ T 1, where 〈·, ·〉 is a duality bracket. This is clearly
equivalent to 〈T,A〉 = 0 for any A ∈ T 1, thus T = 0.
(1) ⇐⇒ (4): For p < ∞, we will use that T q is the dual space of T p. The
subspace spanned by {αzS : z ∈ R
2d} is dense in T p if and only if 〈T, αzS〉 = 0 for
every z ∈ R2d implies that T = 0, where the bracket denotes duality and T ∈ T q.
Since T = 0 exactly when Tˇ ∗ = 0, we may equivalently phrase this condition as
〈Tˇ ∗, αzS〉 = 0 for every z ∈ R
2d implies that T = 0.
It remains to show that this last statement is equivalent to (4), which may be
achieved by showing that T ∗S = 0 is equivalent to 〈Tˇ ∗, αzS〉 = 0 for any z ∈ R
2d.
By definition T ∗ S(z) = tr(Tˇα−zS), which we may write in terms of the duality
bracket as T ∗S(z) = 〈Tˇ ∗, α−zS〉. Clearly the left side is zero for all z ∈ R
2d if and
only if the right side is, which is what we wanted to prove.
For p = ∞ the same argument works, using the fact that T 1 is the dual space
of K(L2(Rd)).
(6) =⇒ (3): By lemma 4.3, Tz(S ∗S) = αz(S) ∗S. Therefore (6) gives that the
set {αz(S) ∗ S : z ∈ R
2d} is dense in Lp(R2d). Since αz(S) ∈ T
p for any z ∈ R2d,
this implies in particular the density of T p ∗ S.
(7) =⇒ (3): As above, Tz(T0 ∗ S) = αz(T0) ∗ S, and since T0 ∗ S is assumed to
be p-regular, the set {αz(T0) ∗ S : z ∈ R
2d} is dense in Lp(R2d). But {αz(T0) : z ∈
R
2d} ⊂ T 1 ⊂ T p, which proves the statement.
(4) =⇒ (2): Assume that f ∗ S = 0 for f ∈ Lq(R2d); we want to show that
f = 0. Taking the convolution with an arbitrary S ′ ∈ T 1 from the left and using
associativity, (S ′ ∗ f) ∗S = 0, which by (4) implies that S ′ ∗ f = 0 for any S ′ ∈ T 1.
Now let T be the operator ϕ ⊗ ϕ discussed at the very start of the proof. We
know that T satisfies (6) for p = 1, and we have shown that T then satisfies (3),
i.e. T ∗ T 1 is a dense subset of L1(R2d). Since f ∗ S ′ = S ′ ∗ f = 0 for any S ′ ∈ T 1,
we must also have (T ∗ S ′) ∗ f = 0 for any S ′ ∈ T 1. In other words, f ∗ g = 0 for
g in the dense subset T ∗ T 1 ⊂ L1(R2d). Since the convolutions are continuous in
both arguments, this shows that f ∗ L1(R2d) = 0 and therefore that f = 0.
(3) =⇒ (6): Assume first that p <∞. Pick an f ∈ Lp(R2d) and an ǫ > 0. We
need to approximate f in the Lp-norm by a finite linear combination of elements
of the form Tz(S ∗S) = αz(S)∗S. We have proved (3) =⇒ (2) =⇒ (4) =⇒ (1),
so the elements {αzS : z ∈ R
2d} span a dense subset of T p.
Since (3) holds, we pick an operator T ∈ T p such that ‖T ∗ S − f‖Lp <
ǫ
2
. As
we know that (1) holds, we then pick ci ∈ C and zi ∈ R
2d for i = 1, 2, ..., n such
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that ‖T −
∑n
i=1 ciαziS‖p <
ǫ
2‖S‖1
. An estimate now shows that
‖
n∑
i=1
ciαzi(S) ∗ S − f‖Lp ≤ ‖
(
n∑
i=1
ciαziS − T
)
∗ S‖Lp + ‖T ∗ S − f‖Lp
<
ǫ
2‖S‖T 1
‖S‖T 1 +
ǫ
2
= ǫ,
where we have used proposition 4.2 to estimate the norm of a convolution.
If p = ∞, the same basic idea applies. First approximate f by T ∗ S in the
weak* topology, then approximate T by a finite linear combination of translates of
S. We leave to the reader the trivial reformulation of the proof in terms of open
sets.
(3) =⇒ (7): Let T0 ∈ T
1 be regular; as noted before, T0 is then also p-regular.
The key parts of the previous argument was to first use (3) to approximate f by
T ∗ S for some T ∈ T 1, and then use the p-regularity of S to approximate T by a
finite linear combination of translates of S. Exactly the same argument works in
this case, except that we need to approximate T with a finite linear combination
of translates of T0 instead of S. We leave the details to the reader.
(ii) =⇒ (i): Following [26] we start by showing that (ii) =⇒ (i) when S0
is regular. Fix f ∈ C0(R
2d) and ǫ > 0. Then pick g ∈ L1(R2d) such that ‖g ∗
f − f‖∞ <
ǫ
2
, which is possible by the existence of approximate identities in
L1(R2d) [19, Prop. 2.44]. Since we are assuming that S0 is regular, we know by
(3) that there is a T ∈ T 1 with ‖S0 ∗ T − g‖1 <
ǫ
2‖f‖∞
. From proposition 4.6 the
operator T ∗f is compact, and an estimate now shows that S0∗(T ∗f) approximates
f :
‖S0 ∗ T ∗ f − f‖L∞ ≤ ‖S0 ∗ T ∗ f − g ∗ f‖L∞ + ‖g ∗ f − f‖L∞
< ‖S0 ∗ T − g‖L1‖f‖L∞ +
ǫ
2
< ǫ.
Armed with this knowledge we now prove that (ii) =⇒ (i) for non-regular
S ∈ T 1, so assume that C0(R
2d) ∗S is dense in K(L2(Rd)). We need to prove that
K(L2(Rd)) ∗ S is dense in C0(R
2d). If S0 is some regular operator, then the set
S0 ∗ C0(R
2d) ∗ S = {S0 ∗ f ∗ S : f ∈ C0(R
2d)} is a subset of K(L2(Rd)) ∗ S, and
it will be enough to show that this smaller set is dense. Since we assume (ii) we
know that C0(R
2d)∗S is dense in K(L2(Rd)). We also know that S0 ∗K(L
2(Rd)) is
dense in C0(R
2d) from the first part of the argument, and if we combine these two
density results with the continuity of the convolutions, we get that S0 ∗C0(R
2d)∗S
must be a dense subset of C0(R
2d).
(i) =⇒ (ii): We will just show that (ii) holds for a regular operator S0. The
proof is then completed in the same way as (ii) =⇒ (i). Let T ∈ K(L2(Rd))
and ǫ > 0; we will use three density results to find f ∈ C0(R
2d) with ‖T − f ∗
S0‖B(L2) < ǫ. Firstly, we use that T is compact to find a finite rank operator A with
‖T −A‖B(L2) <
ǫ
3
. Secondly, since A is finite rank it is in particular trace class, so
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by (3) we may find g ∈ L1(R2d) such that ‖A−g∗S0‖B(L2) <
ǫ
3
. Here we have used
that ‖ · ‖B(L2) ≤ ‖ · ‖T 1. Finally the continuous functions with compact support
are dense in L1, so we can pick f ∈ C0(R
2d) such that ‖g − f‖L1 ≤
ǫ
3‖S0‖B(L2)
. We
claim that ‖T −S0 ∗ f‖B(L2) < ǫ, which would conclude the proof. By the triangle
inequality
‖T − S0 ∗ f‖B(L2) ≤ ‖T −A‖B(L2) + ‖A− S0 ∗ g‖B(L2) + ‖S0 ∗ g − S0 ∗ f‖B(L2)
<
ǫ
3
+
ǫ
3
+ ‖S0‖B(L2)‖f − g‖L1 < ǫ.
(4) ⇐⇒ (ii) for p = ∞: This part follows from the same kind of argument
as (2) ⇐⇒ (3) by using proposition 2.9 with the Banach spaces K(L2(Rd)) and
C0(R
2d). Similar to that argument we get that C0(R
2d) ∗ S is dense in K(L2(Rd))
if and only if the map T 7→ T ∗ S is injective from T 1 to C0(R
2d)∗. The first
statement is clearly (ii), and the last statement is almost (4) when p =∞, except
that the codomain is C0(R
2d)∗ rather than L1(R2d). However, it should be clear
that this is of no importance when determining whether the mapping is injective
since L1(R2d) may be identified with a subset of C0(R
2d)∗.
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