H E 'LINEAR' programming problem with absolute-value functionals, as Tstated by SHANNOAND WEIL,[" is as follo~us: max z = c,/z,/, subject to Az=b, with some or all z, unrestricted in sign.
As they pointed out, the transformation frequently used for each unrestricted variable (e.g., z,) in the constraints is to replace it by two nonnegative variables (e.g., z,+-2,-) and to give each of the new variables the appropriate c, in the objective function. For instance, this approach is utilized in absolute-value regression''] and in linear programming under A mathematical analysis is presented in reference 5 to show that the simplex method (with unrestricted basis entry) will converge to an absolute maximum only when -c,-LC,+.
The same result was obtained earlier by EL AGIZY[~] in connection with two-stage programming under uncertainty. In order to see this result, one merely has to note that, if the above condition is not satisfied for some variable zk, the transformed problem (i.e., replace zk by zk+-zk-and give the corresponding objective function coefficients as ck+ and ck-, but do not include the restriction zk+.zk-=~) would have an unbounded solution whenever a feasible solution exists. This is because, once a feasible solution is obtained, me can then increase zkf and zk-by an arbitrarily large but equal amount without violating the constraints. This, however, would make the objective function arbitrarily large, and consequently the solutiorl is unbounded. The fact that the simplex method does not give a finite optimum when ci+> -ckshould come as no surprise, since the transformed problem has an unbounded solution. I n such a case, as is to be expected, the simplex method identifies an unbounded solution, as shofin in reference 5 .
An example is given in reference 5 to show that, if some c, (corresponding to an unrestricted variable z,) is positive, the linear programming problem with absolutevalue functionals may have a local optimum that is not necessarily a global optimum. I n order to see why this may happen, one merely has to note that, if any c, is positive, the objective function (to be maximized) is not concave. If all c, are nonnegative, the objective funcation becomes convex and, if the feasible region is strictly bounded, there exists an optimal solution that is a n extreme point.[41 However, adjacent-extreme-point methods would fail in general because of local optima.
