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Abstract— Missing data is a common problem that appears
in many real applications. Handling missing data is a essen-
tial requirement for pattern classification because inappropriate
treatment of missing data may cause large errors or false results
on classification. A classical approach is to estimate and fill
the missing values. Up to now, proposed methods are efficient
but they do not focus the missing data estimation to pattern
classification. In this work, we propose a novel neural network
that uses the advantages of Multitask Learning (MTL) to classify
patterns with incomplete data. A MTL neural network learns
at the same time the classification task and the different task
associated to incomplete features. Missing data estimation is
guided and oriented by the classification task during the MTL
process. Obtained results based on real and artificial classification
problems demonstrate the advantages of the proposed algorithm.
I. INTRODUCCIÓN
Las redes neuronales artificiales (ANNs, Artificial Neural
Networks) son aplicadas con éxito en una gran variedad
de problemas de decisión [1], como la diagnosis médica,
teledetección, reconocimiento automático de voz, etc. Un pro-
blema muy frecuente en aplicaciones reales es la presencia de
información incompleta, lo que se conoce en la literatura como
valores perdidos, Missing Data [2]. Las razones que provocan
la ausencia de información en los patrones de entrada son muy
variadas dependiendo del campo de aplicación, desde fallos
de un sensor durante el proceso de adquisición de datos hasta
señales de voz incompletas debido al ruido [2]. Hasta ahora
se han propuesto numerosos trabajos en ANNs que intentan
solventar el problema de la información incompleta mediante
la estimación de los valores perdidos, pero en ningún caso
dicha estimación está orientada a la clasificación de patrones,
que es la tarea que realmente se desea resolver.
En este trabajo se propone una nueva red neuronal basada
en el aprendizaje multitarea (MTL, Multitask Learning) [3]
que combina la clasificación de patrones y la imputación
(es decir, estimación y asignación) de valores perdidos. En
el método propuesto, la imputación de datos es guiada por
el proceso de aprendizaje de la tarea de clasificación. El
resto del artı́culo se estructura de la siguiente forma: en la
Sección 2, se introduce el problema de los valores perdidos,
mostrando posteriormente las distintas alternativas propuestas
para solucionar este problema. En la Sección 3 se describe
brevemente el concepto de MTL. El método propuesto se
analiza en la sección 4. La Sección 5 describe los conjuntos
de datos usados para evaluar las prestaciones del método
propuesto y muestra los resultados obtenidos. Finalmente,
se exponen las conclusiones principales y futuras lı́neas de
trabajo.
II. CLASIFICACIÓN DE PATRONES INCOMPLETOS
Considérese un conjunto de N patrones de entrada, donde
el patrón n-ésimo x(n) está definido por d caracterı́sticas
o atributos reales, x(n) = (x(n)1 , x
(n)
2 , ..., x
(n)
d ). En el caso
de aprendizaje supervisado, cada patrón está asociado a una
determinada clase, que se conoce como salida deseada t(n).
Si existen c posibles clases, se pueden codificar las salidas
deseadas usando un codificación 1− de− c, e.g., si hay cinco
clases posibles, c = 5, y el patrón n-ésimo pertenece a la
tercera, su salida deseada será t(n) = (0, 0, 1, 0, 0). La figura
1(a) muestra un problema de clasificación donde todas las
caracterı́sticas son conocidas. Por otro lado, la figura 1(b)
muestra un problema de clasificación con patrones incomple-
tos. En este artı́culo consideraremos que los valores perdidos
pueden encontrarse en cualquier caracterı́stica de cualquier
patrón de entrada, y se denotan con el sı́mbolo ?.
x1 x2 x3 xd ...... t1 tc
(a) Problema de clasificación con
patrones completos.
x1 x2 x3 xd ...... t1 tc
(b) Problema de clasificación con
valores incompletos, denotados con
el sı́mbolo ?.
Fig. 1. Dos hipotéticos problemas de clasificación de patrones d-
dimensionales entre c clases posibles. Primero, en (a), todas las caracterı́sticas
son conocidas. En cambio, en (b), algunos patrones están incompletos.
La manera más sencilla de tratar con datos perdidos es sim-
plemente eliminarlos y trabajar sólo con los datos completos.
Sin embargo, en las bases de datos reales, los valores perdi-
dos pueden aparecer en cualquier caracterı́stica de cualquier
patrón, pudiendo suponer una parte importante del conjunto de
datos, por lo que eliminarlos implica una perdida sustancial de
información, [2]. Una solución más adecuada es la imputación.
La imputación de datos es la etapa en la que los “huecos”
correspondientes a los valores perdidos del conjunto de datos
son rellenados por valores concretos. Muchos de los trabajos
propuestos no orientan la imputación de datos a la clasificación
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de patrones, primero obtienen un conjunto completo (mediante
imputación a la media, métodos de imputación múltiple,...),
y posteriormente, una ANN aprende la tarea de clasificación
usando este conjunto [4]. Por otro lado, otras alternativas
adaptan la estructura y el aprendizaje de la ANN para ser
capaz de tratar con patrones incompletos [5].
III. APRENDIZAJE MULTITAREA
Rich Caruana introdujo el concepto de Aprendizaje Multi-
tarea (MTL, Multitask Learning), [3]. En este tipo de apren-
dizaje, la capacidad de generalización de una red entrenada
para aprender una determinada tarea (tarea principal) mejora
al aprenderse simultáneamente junto con distintas tareas rela-
cionadas (tareas extra o secundarias), es decir, dicha tarea se
aprende mejor que en el caso de aprenderla aislada. Caruana
analiza el MTL en perceptrones multicapa (MLP, Multilayer
Perceptron). La manera más sencilla de implementarlo consiste
en añadir salidas extra para aprender las distintas tareas
secundarias, junto con la principal, compartiendo todas las
tareas la única capa oculta de la red. El hecho de que un
conjunto de neuronas ocultas estén conectadas a las salidas
asociadas a las distintas tareas permite que lo que se aprenda
en una salida contribuya al aprendizaje del resto.
IV. RED NEURONAL MULTITAREA PARA
RECONOCIMIENTO DE PATRONES INCOMPLETOS
Considérese un problema de clasificación entre c clases
posibles descrito por N patrones de entrada compuestos por
d caracterı́sticas. Además, m de las d (con m ≤ d) presentan
valores perdidos, como se muestra en la figura 1(b). Además,
definimos el vector a = [a1, a2, ..., am], cuyas componentes
son los m atributos incompletos. En este problema es necesario
resolver dos tipos de tareas: la tarea principal de clasificación
(problema discreto de decisión), y las tareas secundarias de
imputación asociadas a las caracterı́sticas incompletas (proble-
mas continuos de regresión).
A continuación se presenta una red neuronal multitarea que
aprende la tarea de clasificación y las tareas de imputación
simultáneamente (ver figura 2). Ésta consta de:
Capa de entrada: Está compuesta por d unidades, asocia-
das a las caracterı́sticas de entrada, y además c entradas
extra, asociadas a las salidas deseadas de clasificación.
Se emplean entradas lineales.
Capa oculta: Está compuesta por m + 1 subredes [6],
una subred privada que aprende la tarea principal y m
subredes comunes donde cada una de ellas aprenden
simultáneamente dos tareas: la tarea principal y la tarea
secundaria de imputación asociada. Cada subred puede
estar compuesta por un número distinto de neuronas
ocultas. El número de neuronas ocultas depende de lo
complejo que sea el problema a resolver. La función de
activación empleada es la tangente hiperbólica.
Capa de salida: Está compuesta por c unidades de
salida para la clasificación, y m unidades asociadas a
las distintas caracterı́sticas incompletas. Se usan salidas
lineales.












Fig. 2. Red neuronal multitarea que combina la clasificación y la estimación
de valores perdidos. Está compuesta por m + 1 subredes: una subred privada
que aprende la tarea principal de clasificación y m subredes comunes, donde
cada una de ellas aprende simultáneamente la tarea principal y la tarea de
imputación asociada.
En la notación empleada en este trabajo, w(1)i,j denota un
peso de la primera capa, que va desde la unidad de entrada
i a la neurona oculta j, y w(1)0,j es el sesgo para la neurona
j-ésima. La notación es similar en el caso de los pesos
de la segunda capa. En la red mostrada en la figura 2 los
sesgos no son mostrados con el objetivo de simplificar el
esquema. Con respecto a la notación usada para distinguir
las neuronas ocultas, en la subred privada que aprende la
tarea de clasificación, se usa el subı́ndice C, y para el resto
de subredes comunes, se usa como subı́ndice la caracterı́stica
incompleta que aprende ak. En cuanto a las salidas de la red,
se emplea un superı́ndice para distinguirlas: o(C) es una salida
de clasificación, y o(M) es una salida asociada al aprendizaje
































































(b) Neurona oculta MTL.
Fig. 3. Tipos de neuronas ocultas implementadas.
A continuación, se analizan los dos tipos de neuronas
ocultas implementadas (ver fı́gura 3): neuronas estándar, que
aprenden una sola tarea, y neuronas MTL, que aprenden varias
tareas a la vez. Las neuronas de la subred privada aprenden
únicamente la tarea principal, y calculan la suma producto
entre sus datos de entrada y los respectivos pesos de entrada.
La figura 3(a) muestra una neurona estándar de la subred













Por otro lado, las neuronas ocultas MTL funcionan de una
manera distinta a las propuestas hasta ahora, ya que aprenden
en paralelo distintas tareas y producen salidas distintas en
función de la unidad de salida a la que va conectada. La
figura 3(b) muestra una neurona MTL de la subred común
ak (que aprende la caracterı́stica ak, i.e., xak ). Estas neuronas
están conectadas a todas las entradas menos a aquella que
tienen que aprender, xak . Para explicar esto, supóngase que
la subred común ak estuviese conectada a xak . En ese caso
existirı́a conexión directa entrada-salida, y por tanto la salida
de imputación o(M)k serı́a directamente dependiente de xak y
el resto de las entradas serı́an omitidas (los pesos asociados
tenderı́an a ser cero durante el entrenamiento) [3]. Por ello
se evitan conexiones directas entrada-salida estableciendo a
cero los pesos w(1)ak,jak
, con k = 1, 2, ..., m. En las figuras
2-3(b) no se muestran esas conexiones. Además se usan las
salidas deseadas de clasificación como entradas extra, pero
esta información sólo la usan las salidas de imputación. De
esta manera, las salidas de las neuronas ocultas MTL calculan
las siguientes expresiones,
































Los dos tipos de salidas z(s)jak , correspondientes a las
ecuaciones (2) y (3), se distinguen en las figuras 2-3(b)
con una flecha, y una flecha comenzando en circulo,
respectivamente.
Finalmente, las salidas finales de la red se obtienen por
combinación lineal de las salidas de las neuronas ocultas
mediante la segunda capa de pesos w(2)jak ,s .
A. Fase de Entrenamiento
Antes de comenzar el entrenamiento, todos los pesos son











[7], el conjunto de entrenamiento es
normalizado a media cero y varianza unidad. Además, los
valores perdidos son inicializados a cero, ya que una entrada
igual a cero no contribuye al aprendizaje.
La función de error E a minimizar está compuesta por dos
términos, el error de las salidas de clasificación, E(C), y el
error de las salidas de imputación, E(M).





























La optimización de las distintas funciones de error se
realiza mediante el método de descenso por gradiente en
modo secuencial con tasas adaptativas y termino de momento.
Para ello, es necesario calcular las derivadas de E con
respecto de los pesos (y sesgos). Esas derivadas dependen
de las diferencias entre las salidas obtenidas y los valores
deseados [1]. Si existen valores perdidos en el patrón x(n),
no es posible calcular las diferencias para las caracterı́sticas
incompletas ya que los valores son desconocidos. Por
esta razón, las diferencias asociadas a salidas deseadas de
imputación desconocidas son establecidas a cero.
Además durante el entrenamiento, los valores perdidos son
estimados usando las salidas de imputación. El aprendizaje de
la tarea de clasificación afecta a las salidas de imputación,
por tanto la imputación se realiza de manera orientada a
solucionar la tarea principal. La imputación se realiza cuando
el aprendizaje común de las tareas secundarias empieza a
detenerse.
B. Fase de Operación
La operación de la red propuesta depende de la presencia
de valores perdidos en el patrón a clasificar, x(n). Si x(n) no
presenta datos perdidos, no es necesario realizar una imputa-
ción de datos, y sólo se emplean las salidas de clasificación
o(n,C) para el etiquetado del patrón. En cambio, si x(n)
está incompleto, las salidas de imputación o(n,M)k se emplean
para estimar los valores perdidos en dicho patrón. Las salidas
o
(n,M)
k son función de las salidas deseadas de clasificación,
las cuales no están disponibles durante el modo de operación.
Para solucionarlo, se prueban todas las posibles etiquetas y
con las correspondientes salidas o(n,M)k se imputan los datos
incompletos obteniendo x̃(n). Tras este proceso, se clasifica
este patrón empleando las salidas o(n,C). Para cada una de
las clases probadas, se escoge la clase más consistente. La
consistencia es una medida de la diferencia entre las etiquetas
probadas y las salidas o(n,C) que produce la red después de
que los datos incompletos han sido imputados usando o(n,C)k .
V. RESULTADOS EXPERIMENTALES
A. Problema Iris
Este problema consta de 150 casos, con cuatro atributos
(A1, ..., A4), pertenecientes a tres posibles clases. Empleamos
50 patrones para entrenamiento y los 100 restantes como
conjunto de test. Este problema presenta una probabilidad
de error en torno a un 4 %. Para evaluar la influencia de los
valores perdidos, se eliminarán aleatoriamente un porcentaje
de datos en varias de sus caracterı́sticas, tanto en el conjunto
de entrenamiento como en el de test. Es muy importante
tener en cuenta qué caracterı́sticas están incompletas y la
relación que presentan cada una de ellas con la tarea principal
de clasificación. Para medir estas relaciones, usamos la
Información Mutua (IM). La IM entre la tarea principal y las
caracterı́sticas del problema Iris son: 0.877, para A1; 0.511,
para A2; 1.446, para A3, y 1.436, para A4.
En la tabla I mostramos los resultados obtenidos para
distintas combinaciones de caracterı́sticas incompletas con
porcentajes de datos perdidos iguales a 30 % y 40 %. La
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primera columna indica qué atributos están incompletos, iden-
tificados con un 1, o completos, con un 0. Cuando alguna de
las caracterı́sticas con mayor IM (A3, A4) están incompletas,
los resultados obtenidos son peores que en los casos donde
las caracterı́sticas incompletas son las qué presentan menor
IM (A1, A2).
TABLA I
PROBABILIDADES DE ERROR OBTENIDAS (MEDIA ± DESV. ESTÁNDAR) EN







A1 A2 A3 A4 Mean ± SD Mean ± SD
1 0 0 0 30 % 2,00 ± 0,10 4,00 ± 0,60
1 0 0 0 40 % 2,20 ± 1,00 4,53 ± 0,88
0 1 0 0 30 % 2,40 ± 0,80 3,20 ± 0,88
0 1 0 0 40 % 2,60 ± 1,00 3,33 ± 0,67
0 0 1 0 30 % 2,60 ± 1,20 5,07 ± 0,53
0 0 1 0 40 % 1,80 ± 1,08 4,80 ± 0,88
0 0 0 1 30 % 1,80 ± 1,08 4,13 ± 1,11
0 0 0 1 40 % 3,00 ± 1,34 4,40 ± 1,04
1 0 1 0 30 % 2,40 ± 1,50 5,07 ± 0,53
1 0 1 0 40 % 2,00 ± 1,26 5,60 ± 0,80
1 0 0 1 30 % 2,00 ± 0,89 4,40 ± 1,20
1 0 0 1 40 % 3,00 ± 1,84 5,60 ± 1,16
0 1 1 0 30 % 3,20 ± 1,33 4,40 ± 0,85
0 1 1 0 40 % 3,40 ± 2,01 4,27 ± 0,53
1 1 1 0 30 % 3,20 ± 2,04 4,67 ± 0,89
1 1 1 0 40 % 4,00 ± 1,26 4,93 ± 0,85
Otro aspecto a destacar es que las caracterı́sticas menos
relacionadas están menos influenciadas por el aprendizaje de
la tarea de clasificación, y al contrario para los atributos
más relacionados. Para mostrarlo, la figura 4 muestra la
evolución del coste de cada cada una de las tareas durante el
entrenamiento cuando presentan todos los atributos un 10 % de
valores perdidos. Podemos observar cómo las tareas secunda-
rias asociadas a las caracterı́sticas A3 y A4 se aprenden mejor
que el resto de tareas secundarias. También podemos ver cómo
el coste asociado a la tarea principal baja considerablemente
cuando se realiza la primera imputación en la época 27.



























Tarea Secundaria  A1
Tarea Secundaria  A2
Tarea Secundaria  A3
Tarea Secundaria  A4
Fig. 4. Evolución del coste de entrenamiento para cada tarea en el problema
Iris con 10 % de valores perdidos en todas las caracterı́sticas.
B. Problema Pima
El objetivo del problema Pima es diagnosticar diabetes a
partir de un conjunto de datos obtenido sobre una población
de indios pima americanos. Cada patrón tiene ocho entradas
(A1, ..., A8). El problema consta de 632 casos divididos pre-
viamente en un conjunto de entrenamiento (formado por 200
patrones completos y 100 patrones incompletos) y un conjunto
de test (332 patrones completos). Los valores perdidos están
presentes en tres de las ocho caracterı́sticas de entrada con
distintos porcentajes de valores perdidos: A3 (4.33%), A4
(32.67%) y A5 (1.00%).
La probabilidad de error obtenida entrenando únicamente
con los casos completos es: 23,34± 1,63 %. Sin embargo, los
resultados obtenidos con la red propuesta son mejores que en
el caso de emplear solamente los casos completos, obteniendo
un error de clasificación igual a 19,92±0,59 %. El conjunto de
entrenamiento obtenido, compuesto por los casos completos y
los casos incompletos con valores imputados producen una
mejor generalización, i.e., los valores imputados son los que
contribuyen a mejorar el aprendizaje de la tarea principal.
VI. CONCLUSIONES
En este artı́culo se propone una red neuronal multitarea
para problemas de decisión con información incompleta en
las caracterı́sticas de entrada. Esta arquitectura combina la
clasificación y la estimación de valores perdidos usando
las ventajas del MTL. Para ello, se emplea la clasificación
como tarea principal y las caracterı́sticas incompletas como
tareas secundarias. La tarea principal de clasificación ayuda a
las tareas secundarias de imputación durante el aprendizaje
simultáneo de ambas. Además, las salidas asociadas a las
tareas secundarias se emplean para estimar la información
incompleta. Otro aspecto importante es el uso de las salidas
deseadas de clasificación como entradas extra en el aprendizaje
de las tareas secundarias. Durante la fase de operación se
escoge la clase más consistente. Los resultados obtenidos
en problemas reales y artificiales prueban las ventajas del
esquema MTL propuesto donde la imputación es dirigida a
la resolución de la tarea que realmente se desea aprender.
Son varias las lı́neas de trabajo futuras que se pretenden
abordar. Las principales son el dimensionado automático me-
diante técnicas de crecimiento y extender el método propuesto
a otras máquinas de aprendizaje, como por ejemplo, Máquinas
de Vectores Soporte (SVM, Support Vector Machine).
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