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Abstract – This paper proposes a new approach to multisensor 
data fusion, suggesting by considering information about the 
sensors’ different characteristics, aggregation of data acquired by 
individual sensors can be done more efficient. Same as the most 
effective sensors’ characteristics, especially in control systems, 
our focus is on sensors’ accuracy and frequency response. A rule-
based fuzzy system is presented for fusion of raw data obtained 
from the sensors having complement characteristics in accuracy 
and bandwidth. Furthermore, a fuzzy predictor system is also 
suggested aiming to extremely high accuracy for highly sensitive 
applications. The great advantages of the proposed sensor fusion 
system are revealed on simulation results of a control system 
utilizing the fusion system for output estimation. 
 
Index Terms – Sensor fusion, Fuzzy Control. 
I. INTRODUCTION 
EASUREMENT is a significant requirement for today’s 
industrial world. Applications such as control, safety 
and monitoring systems are inseparable parts of industry. It is 
not possible to imagine such applications without sensing 
systems. The more advances are made in industries, the more 
demands for more accurate measurement systems could be 
observed. Many parameters are in play here, however, the 
main contributor in which restricts the performance of these 
systems in many cases is lack of sensors that meet our 
requirements. In fact, sensors have some characteristics which 
limit range of their applications. Two important instances of 
mentioned characteristics are accuracy and frequency response 
of a sensor. These restrictions originate from the physical 
features of a sensor and can be observed due to some 
fabrication problems or where renewing or changing old 
sensors are not economically justifiable. However, hardware 
limitations in many cases can be almost compensated using 
software solutions.  
Sensor-fusion is a software approach for improving 
reliability of information obtained from a sensory system 
using aggregation of multiple sensors’ information. 
Aggregated information also refers to optimal or maximum 
information [1], conveys valuable and reliable data that cannot 
explicitly be found in primary sensor values. Actually, sensor-
fusion masks errors and erasures coming from individual 
sensors and leads to better and more accurate estimation of the 
measured variable. 
Fusion methods can be categorized into three major clusters 
listed here. 
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• Probabilistic methods such as Bayesian analysis of 
sensor values, Evidence Theory, Robust Statistics, 
and Recursive Operators. 
• Least square-based estimation methods such as 
Kalman Filtering, Optimal Theory, Regularization, 
and Uncertainty Ellipsoids. 
• Intelligent aggregation methods such as Neural 
Networks, Genetics Algorithms, and Fuzzy Logic. 
 
In most of the works done in this area, all of the sensors 
have been treated in a same way, i.e. no well-defined 
differences in sensor’s performance characteristic are 
considered. In this research we are going to propose a fuzzy 
intelligent method for sensor fusion which is mainly based on 
information about sensor’s characteristics. We specially 
concentrate on accuracy and bandwidth of an ordinary sensor 
as the parameters having the most effects on the performance 
of a sensory system. Many Applications require sensors with 
high accuracy and also enough sensitivity in response to rapid 
and high-frequency changes in the measured variable. In some 
cases such a sensor is not easily available or using it is not 
economically justifiable. Our solution is based on aggregation 
of information from sensors with complement characteristics 
in accuracy and bandwidth, in order to have an acceptable 
estimation of the measured variable that meets our 
requirements. In spite of many other methods, the presented 
fusion algorithm does not need the system’s model which the 
measured variable belongs to.  It only depends on some 
general information about accuracy and bandwidth of the 
sensors. Because of the fact that the problem of inaccuracy 
and slowness of sensors appears mostly in industrial control 
systems, our focus is on control and monitoring applications.   
The rest of this paper is organized as follow. A summarized 
literature review is presented at Section II. The problem 
exactly is defined in Section III. In that section we also 
introduce our method and explain its two different in detail. 
Simulation of the method in a control system benchmark and 
discussion about its results is the contents of Section IV. 
Finally, Section V provides conclusion and other comments 
about the research.    
II. RELATED WORKS 
A complete survey of information fusion techniques for 
reliable data fusion can be found at [2], however, sensor 
fusion problems, applications, and future directions are 
completely addressed at [3,4,5,6,7]. As it can be grasping from 
contents of mentioned papers, industries requirement forced 
Multi-Sensor Fuzzy Data Fusion Using Sensors 
with Different Characteristics 
Mohammad Amin Ahmad Akhoundi1, Ehsan Valavi2 
M
The CSI Journal on Computer Science and Engineering (JCSE) - Submitted 
 
2
researchers to propose more precise, yet feasible, algorithms 
for sensor fusion. Consequently, we can see many application 
oriented use of sensor fusion in the literature. A case in point, 
in [8] they mainly concentrate on reducing redundancy and 
noise and also attempt to improve failure tolerability of 
information generated by sensors of gas turbine power plants. 
More practical and industrial application of sensor fusion can 
be found at [9, 10, 11, 12]. 
Those precise mathematical algorithms lead through the way 
of using probability models, evolutionary methods, and 
intelligent decision making means as discussed and 
categorized previously. An optimal linear fusion framework 
was proposed in [13] for addressing and solving measurement 
systems’ problems. In [14], authors consider two-sensor signal 
enhancement problem in a noisy environment. Their proposed 
solution is based on expectation maximization algorithm for 
jointly estimating the main signal, the coupling system and the 
unknown signal and noise parameters. [15] presents a 
systematic scheme for generating optimum fusion rules, which 
reduce computational tremendously compare to ordinary 
exhaustive search. In [16], two novel neural data fusion 
algorithms based on a linearly constrained least square 
(LCLS) method are proposed. 
Early attempts for recruiting fuzzy rules in multisensory data 
fusion can be seen at [17]. Inspired by their opinions, other 
researchers use fuzzy rules for overcoming mathematical 
approaches’ shortcomings in proposing practical solutions. For 
instance, a fuzzy-based multi-sensor data fusion classifier is 
developed and applied to land cover classification using ERS-
1/JERS-1 SAR composites in [18]. In addition to using fuzzy 
rules, some researches such as [19, 20] have tried to introduce 
new fuzzy logic operators in order to utilize intuitive 
knowledge about a system for sensor-fusion. In a practical 
problem, to correct slow sensor drift faults, [21] presents a 
hybrid method using fuzzy logic and genetic algorithm. In 
order to exploit advantages of both fuzzy-logic as an 
outstanding intelligent method, and Kalman filter as an 
efficient fusion method, [22] suggests a hybrid Kalman filter-
fuzzy logic adaptive multisensor data fusion architectures. 
In most of these researches, no clear differences between 
sensors are considered; however, sensors have certain known 
characteristics describing their behavior. Naturally, using 
information about these characteristics can lead to better 
designs for sensor fusion algorithms. The results may be more 
robust if, instead of using algorithms depending on system’s 
model, we only take advantages of methods considering 
sensor characteristics. 
III. PROPOSED METHODS 
A. Problem Statement 
The general goal of the system is to measure physical 
variable as accurate as possible. We use a wideband sensor 
that is not accurate enough to be used in a single manner (S1) 
and also a more accurate sensor with lower bandwidth (S2). 
The sensors utilized for a control system. The role of proposed 
method is to aggregate information obtained from these two 
types of sensors to best estimate the physical variable as a 
feedback for control purposes. 
 
 
 
B. The General Structure of Sensor-Fusion Method 
The system uses a general structure described in figure 1. 
The Fuzzy Aggregator is the main part of the system. In a real-
time process, it uses the sampled data from S1 and S2 to 
produce an estimation of the measured variable. It may also 
use another input from Fuzzy Predictor for better estimation. 
Fuzzy Predictor (FP) used n prior samples of estimated values 
for predicting the upcoming value. Although there are 
potentials for using FP because of its great benefits in 
applications needed an extreme accuracy, it is not essentially 
required to use in all applications owing to complexity in 
calculations leading to problems in real-time processing. 
Therefore, in many applications Fuzzy Aggregator can be used 
without Fuzzy Predictor. 
 
C. Fuzzy Aggregation 
First of all, not considering Fuzzy Aggregator’s predicted 
input, we can deal with only S1 and S2. A weighted average of 
S1 and S2 can provide an appropriate estimation of measured 
variable, if the weight of each sensor is determined 
appropriately.  
 
݂ሺ ଵܵ, ܵଶሻ ൌ  
ݓଵ ଵܵ ൅ ݓଶܵଶ
ݓଵ ൅ ݓଶ
                                                           ሺ1ሻ 
 
Fuzzy aggregator (FA) determines weight of each sensor in 
(1) through a rule-based fuzzy system. Assuming the sensors’ 
weights are normalized, the fuzzy system is required to 
calculate only the weight of S1 as the output. 
Differential of S2 measurement and difference between S1 
and S2 values are selected as the two inputs of the fuzzy 
system. Differential of S2 through boost of high frequency 
components, regains some of the signal’s information lost by 
the low-bandwidth sensor. 
Fuzzy Aggregator:      
FA
Fuzzy Predictor:        
FP
Z-1 
Z-2 
Z-n 
S1 S2 
Fig. 1, The General Structure of Sensor-
Fusion Method 
Output
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Fig. 2, Comparison between values of S1 and S2 
  
It also provides an appropriate value for judging about the rate 
of changes in measured variable, because of its low noise. Due 
to its inaccuracy, S1 can give misleading information about the 
signal’s changes, but its difference with value measured by S2 
can give some information about the reliability of S1 in 
situations with low changes in value of S2.  
For determining the weights if each sensor, we must use the 
system’s inputs appropriately. S1 must have a greater weight, 
when the changes in the measured variable are rapid, and 
these changes cannot appear in output of S2 due to its slow 
response. Also when the variable does not have rapid 
alternations and changes in a smooth way, the weight of S2     
should be greater to prevent the uncertainty of S1 from 
affecting on the estimation. On the other hand, if the slope of 
changes in the measured variable is slow, and the difference 
between the values of S1 and S2 is large, it is because of high 
inaccuracy of S1, and therefore its weight should be highly 
reduced. In the case of high changes in the measured variable 
and also high difference between two sensors’ values, it can be 
concluded that the mentioned difference has happened because 
of the slow response of S1; therefore, weight of S1 should be 
very large. These inferences can be expressed as fuzzy rules 
below: 
 
If ܾܽݏ ሺ ଵܵ െ ܵଶሻ is small and ܾܽݏ ሺ݀ܵଶ/݀ݐሻ is small, 
Then: W1 should be small. 
 
If ܾܽݏ ሺ ଵܵ െ ܵଶሻ is small and ܾܽݏ ሺ݀ܵଶ/݀ݐሻ is large, 
Then: W1 should be large. 
 
If ܾܽݏ ሺ ଵܵ െ ܵଶሻ is large and ܾܽݏ ሺ݀ܵଶ/݀ݐሻ is small, 
Then: W1 should be very small. 
 
If ܾܽݏ ሺ ଵܵ െ ܵଶሻ is large and ܾܽݏ ሺ݀ܵଶ/݀ݐሻ is large, 
Then: W1 should be very large. 
 
 
In addition to w1, the fuzzy system should have also another 
output. The weighted average will be an appropriate 
estimation, only if the real signal lies between the two sensors’ 
values. There are situations in which error in value of S1 leads 
both values associated with S1 and S2 to be placed in one side 
of the real signal. Such a situation is more “probable” when 
rate of measured variable is high, but the difference of values 
of S1 and S2 is still low. We need a new variable as another 
output of Fuzzy Aggregator to compensate this error. The 
output variable called “drift” is an estimation of the amount of 
error and is added or subtracted from the final estimation 
according to the slope of changes in the measured variable. 
The structure which is required for this operation can be 
described in figure 3. The fuzzy rule that we can obtain from 
these linguistic analysis can be expressed as below: 
 
Drift should be large only when: 
If ܾܽݏ ሺ ଵܵ െ ܵଶሻ is small and ܾܽݏ ሺ݀ܵଶ/݀ݐሻ is large. 
 
Table.1 completely presents obtained fuzzy rules. As the 
“common sense” fuzzy rules are obtained, appropriate 
membership functions for linguistic variables used in the 
fuzzy rules should be defined. Figure 4 shows selected 
membership functions. The domain of functions definitions 
depend on the expected range of changes in the measured 
variable. 
 
 
 
 
 
 
 
Table 1, Fuzzy Rules 
 
 
 
Fig. 3, General Structure of the Rule-Based Fuzzy System 
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W1, Weight of S1 
 
Drift 
 
 
Fig. 4, Membership functions for inputs and outputs of the system 
 
 
 
 
 
Now what is the role of the predicted input? It is an input for 
improving the fuzzy fusion system’s performance. The way by 
that its value should be obtained, is explained in the next 
section. The key fact here is that it is not always reliable 
because it is just a prediction. In environments with strongly 
changing, repeated, and stochastic disturbances, the predictor 
is not very useful. However, in systems needing an extreme 
amount of accuracy (even at the expense of complexity of 
calculations) and also with smoothly changing disturbances, 
the fuzzy predictor can be beneficial. In the time ranges of 
happening disturbances, the predictor might be wrong. We can 
compare the prediction with the output of fuzzy system, as 
depicted in the figure 5, to check the validity of the prediction. 
The most level of tolerated difference between the predicted 
value and the output of the rule-base fuzzy system should be 
defined according to the type of the application. If the result of 
the check exceeds the level, it should be ignored; otherwise 
the arithmetic average of its value and the output of rule-based 
fuzzy system should be considered as the final output of the 
Fuzzy Aggregator system. The figure 5 shows the exact and 
complete structure of the Fuzzy Aggregator system. 
 
 Fuzzy Prediction 
 
1) The System’s Overview 
From the conceptual perspective, designing fuzzy systems 
based on input-output data can be divided into two different 
categories of methods. In the first methods, the fuzzy system 
is designed based on the fuzzy rules obtained from the input-
output data. Designing the Fuzzy Aggregator (FA) has been 
done from such a perspective. But the Fuzzy Predictor uses the 
second method. It suggests choosing an appropriate structure 
for the system (naturally including some parameters), and then 
optimizing the parameters using an appropriate training 
algorithm.  
 
 
The Fuzzy Predictor system is an intelligent system with n 
inputs, which are n previous consecutive samples of the Fuzzy 
Aggregator’s outputs. The system’s structure can be expressed 
in (2). In the formula ݔଵ, ݔଶ … ݔ௡ are “n” previous samples. 
 
݂ ሺݔଵ, ݔଶ, … , ݔ௡ିଵሻ ൌ ݔ௡                                                              ሺ2ሻ 
  
In each sampling period, which is a training step, the system’s 
parameters are modified aiming to achieve closer estimation 
of ݂ ሺݔଵ, ݔଶ, … , ݔ௡ିଵሻ to ݔ௡. Using this online training 
algorithm we have an extrapolation that is ݂ ሺݔଶ, ݔଷ, … , ݔ௡ሻ ൌ
ݔ௡ାଵ, predicting the next sample of the measured variable. 
After passing enough training steps, the prediction can be 
reliable. 
 
2) Gradient Descent Algorithm 
 
There is a function ݂ሺݔሻ and ݔ is a vector with some 
elements. The function includes some unknown parameters, 
݌ଵ, ݌ଶ, . . . ݌ே. It is required that at a certain point ݔ଴, ݂ሺݔሻ 
becomes as small as possible, by choosing optimal values for 
unknown parameters of ݂ሺݔሻ. The gradient descent algorithm 
suggests a method to achieve this goal. It expresses by 
choosing appropriate initial values for ݌ଵ, ݌ଶ, . . . ݌ே, each 
parameter in each algorithm step should be modified 
according to (3) until the ݂ሺݔ଴ሻ remains constant in two 
consecutive steps. 
 
݌௜ሺݍ ൅ 1ሻ ൌ ݌௜ሺݍሻ െ ߙ
߲݂ሺݔ଴ሻ
߲݌௜
ฬ
 
ݍ
                                             ሺ3ሻ 
 
The symbol ݍ demonstrates the training step and ߙ is a 
constant representing length of each step. It should be small 
enough to lead to convergence of algorithm.  
 
S1 S2 Predicted Input 
Final Output 
Fuzz
y 
Aggr
egato
r
Fig. 5, General Scheme of Fuzzy Aggregator 
A
Rule-Based Fuzzy 
System 
Checking Prediction Validity 
Arithmetic Average 
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3) Fuzzy Predictor Using Gradient Descent 
 
By choosing different forms of the system’s membership 
functions, we can obtain different classes of the fuzzy systems. 
If we choose multiplying inference engine, singletone 
fuzzifier, center average deffuzifier, and Gaussian 
membership functions, the general form of such a system can 
be written in the close-form expression (4). 
 
݂ሺݔሻ ൌ  
∑ ݕത௟ெ௟ୀଵ ቈ∏ exp ሺെሺ
ݔ௜ െ ݔҧ௜
௟
ߪ௜
௟
௡
௜ୀଵ ሻሻ቉
∑ ∏ exp ሺെሺ
ݔ௜ െ ݔҧ௜
௟
ߪ௜
௟
௡
௜ୀଵ ሻሻ
ெ
௟ୀଵ
                               ሺ4ሻ 
 
In which input x is a vector including n inputs of the system. 
The output f is also the prediction of the “upcoming sample” 
of the signal. Also the parameter M demonstrates the number 
of rules. Such a structure has the capability of showing 
intelligent behaviors due to fuzzy systems’ intrinsic features. 
The system’s unknown parameters are: 
 ݕത௟ ሺ݈ ൌ 1,2 … ܯሻ  
 ߪ௜
௟ ሺ݈ ൌ 1,2 … ܯ , ݅ ൌ 1,2, … ݊ሻ 
 ݔҧ௜
௟ሺ݈ ൌ 1,2 … ܯ , ݅ ൌ 1,2, … ݊ሻ 
Considering following definitions we can write the expression 
more simple. 
 
ݖ௟
ൌ ෑ exp ሺെሺ
ݔ௜ െ ݔҧ௜
௟
ߪ௜
௟
௡
௜ୀଵ
ሻሻ                                                           ሺ5ሻ 
 
ܽ ൌ  ෍ ݕത௟ݖ௟
ெ
௟ୀଵ
,      ܾ ൌ  ෍ ݖ௟
ெ
௟ୀଵ
                                                       ሺ6ሻ 
 
݂ ൌ ܽ/ܾ                                                                                            ሺ7ሻ 
 
In each sampling period, the goal of the system is minimizing 
the error defined in (8). 
݁ ൌ
1
2
ሾ݂ሺݔଵ, ݔଶ, … , ݔ௡ିଵሻ െ ݔ௡ሿ                                                  ሺ8ሻ 
According to gradient descent method in each training step we 
should modify the parameter in this general way: 
݌ሺݍ ൅ 1ሻ ൌ ݌ሺݍሻ െ ߙ
߲݁
߲ݔ
ฬ
 
ݍ
                                                       ሺ9ሻ 
 
Using (4-7) we can obtain recurrence expressions required to 
modify systems’ parameters in each training step:  
ݕത௟ሺݍ ൅ 1ሻ ൌ ݕത௟ሺݍሻ െ ߙ ௙ି௬
௕
ݖ௟                                                  ሺ10ሻ                                                
ݔ௜
௟ሺݍ ൅ 1ሻ ൌ  ݔ௜
௟ሺݍሻ െ ߙ ௙ି௬
௕
ሺݕത௟ሺݍሻ െ ݂ሻݖ௟
ଶ൬௫೔
೛ି௫೔
೗ሺ௤ሻ൰
ఙ೔
೗మሺ௤ሻ
       ሺ11ሻ                                                                                          
ߪ௜
௟ሺݍ ൅ 1ሻ ൌ  ߪ௜
௟ሺݍሻ െ ߙ ௙ି௬
௕
ሺݕത௟ሺݍሻ െ ݂ሻݖ௟
ଶ൬௫೔
೛ି௫೔
೗ሺ௤ሻ൰
మ
ఙ೔
೗యሺ௤ሻ
     ሺ12ሻ 
The modification of parameters according to (10-12) continues 
until the amount of error (e) becomes less than a threshold 
value. Then the predicted value as the output of the system 
will be calculated as (13). 
݂ ሺݔଶ, ݔଷ, … , ݔ௡ሻ ൌ ݔ௡ାଵ                                                            ሺ13ሻ 
In the next sampling period the same algorithm will be done 
by the new stet of inputs. 
IV. SIMULATION AND RESULTS 
Accuracy and speed of a measurement system highly affects 
the performance of control systems. If the feedback provided 
for a control system is not accurate and rapid enough, the 
system will fail to regulate the output properly. Choosing 
inappropriate sensors also may lead to the system’s oscillation 
and even its instability. Because of the significant role of 
measurement systems in control applications, our focus for 
assessing the fusion method is on evaluation of response of the 
control system which uses it. As a benchmark we have chosen 
an inverted pendulum control system for evaluation of the 
proposed measurement system. 
Figures 6 through 18 show response of the control system 
and also outputs of the fuzzy system designed for sensor 
fusion. The system has an initial condition and is required to 
set the output at zero. A disturbance, also, is applied to the 
system after 25 seconds. Using an ideal sensor causes the 
response of the system to be similar to what is shown as figure 
6.  But if we use just sensor S1 as the feedback, the response of 
the system is the same as what is shown in figure 7. The 
inaccuracy of the sensor causes high deviation of the response 
from the zero line. Use of a slow sensor as S2 can lead to an 
oscillatory response as depicted in the figure 8. If we use an 
ordinary average to combine both information in S1 and S2 a 
response such as figure 9 could be obtained. This illustrates 
those a simple method for aggregation in which weights of 
sensors are equal in all the time, is not efficient, and 
consequently, more intelligent method is required to have an 
acceptable response.  
In previous sections, it was mentioned that the fuzzy system 
including a rule-based fuzzy system (that is a part of fuzzy 
aggregator in presence of predicted input) and a fuzzy 
predictor can be used for having an accurate estimation of the 
measured variable. It was claimed that in many applications 
the fuzzy aggregator system can be the sole system used for 
fusion. The system has two outputs: W1 which is weight of S1 
and also Drift. The former is the main output of the system, 
and the latter is used to compensate probable errors that may 
happen in such a system. We discussed that the system 
without the Drift output results in unacceptable performance. 
This fact can be observed in the figure 10, where the response 
of the system with the fuzzy aggregator without Drift output is 
shown. But the complete Fuzzy Aggregator system (with both 
Drift and W1 outputs) even without the fuzzy predictor system 
can help us achieve an appropriate response according to the 
figure 11. Figures 12 and 13, show the changes of the two 
outputs of Fuzzy Aggregator. Figure 14 compares the real 
signal and values of S1 and S2. It can be observed that the 
sensor S1 has not only considerable deviations, but also a 
negative average drift relative to the main signal. Figure 15 
illustrates how the fusion method estimates real amount of the 
measured variable. 
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Fig. 6, The system’s output using ideal sensor  
 
Fig. 7, The system’s output using sensor S1  
 
Fig. 8, The system’s output using sensor S2  
 
Fig. 9, The system’s output using ordinary average of S1 and S2 as the 
feedback 
 
Fig. 10, The system’s output using fuzzy system’s output as the feedback 
without Fuzzy Predictor and also Drift output 
 
 
Fig. 11, The system’s output using fuzzy system’s output without predictor 
 
Fig. 12, W1, the weight of S1, output of fuzzy system 
 
In order to have a more accurate estimation and naturally a 
better performance of control system we can use also Fuzzy 
Predictor system. In our simulation, we use 20 previous 
samples of estimated measured variable to predict the next 
one. The response of the system is shown on figure 16. Also 
the predicted output in each time is described in figure 17. The 
problem about Fuzzy Predictor is temporarily inaccurate 
prediction during happening of disturbances. The problem can 
be detected by the comparison of the prediction result and 
output of Fuzzy Aggregator system. In this situations the 
predicting system should temporarily ignored. 
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Fig. 13, “Drift” the output of rule-based fuzzy system 
 
 
Fig. 14, Comparison between main signal and two sensors’ values 
 
 
Fig. 15, Comparison between f the main signal and its estimation 
 
For evaluating the system’s performance efficiently, the 
response of the control system must be assessed in situations 
with sensors with different parameters and characteristics. In 
fact the sensor fusion system should be robust enough to give 
acceptable performance when the parameters of sensors 
slightly change. The characteristics of sensors are not certain 
and exact at all. We can model these characteristics 
approximately by a filter with a certain bandwidth or a source 
of noise with certain variance and arithmetic mean to show the 
uncertainty of sensors values. However, these models are not 
exact and constant. The characteristics of a sensor can have 
some changes over time. Therefore, the system must not 
highly depend on the sensors’ models.  
In this case, there are three parameters which can almost 
describe the behavior of sensors: Variance of deviations of the 
sensor S1, the average of its error, and the bandwidth or time-
constant of the sensor S2. We use two criteria defined in (14, 
15) to evaluate the system performance under changes of these 
parameters. 
ܫܣܧ ൌ   න |݁ሺݐሻ|݀ݐ                                                                   ሺ14ሻ
்
଴
 
ܫܶܣܧ ൌ  න ݐ|݁ሺݐሻ|݀ݐ                                                                 ሺ15ሻ
்
଴
 
IAE is based on absolute error of system’s output over a 
certain period of time. ITAE is more sensitive to errors in 
steady state situation. 
 
Fig. 16, The system’s output using complete sensor-fusion algorithm with 
both fuzzy aggregator and fuzzy predictor 
 
Fig. 17, Fuzzy Predictor’s Output 
 
Figure 18 shows IAEs resulted by the control system using 
sensors with different bandwidths for S2 and the sane sensor as 
S1. The fusion algorithm and its parameters have not altered 
with changes in bandwidth S2. The results have calculated 
corresponding to three different sensor processing’s methods: 
using only the S2 sensor, calculating arithmetic average of S1 
and S2 as feedback, and using proposed sensor-fusion method. 
It can be observed that in all of the cases the fusion method 
leads to much less error. Whatever time constant the sensor S1 
has had, using the single sensor or simple averaging has 
resulted in oscillation of the system. The similar results can be 
achieved by the figure 19 conveying ITAE values. The 
advantages of the method can get more revealed, when the 
criterion attaches more importance on steady state mode of the 
signal. Changing the second sensor’s variance of deviations, 
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the IAE and ITAE values will be the same as the figure 20 and 
21 illustrates. We can observe completely acceptable 
performance of the sensor-fusion algorithm even with almost 
wide range of error associated with S1. The method could offer 
high advantages even when value of S1 includes an unknown 
constant drift according to figures 22 and 23. In fact, these 
results demonstrate robustness of the fusion method and its 
relative independence on sensor’s characteristics. 
 
Fig. 18, IAEs obtained by sensors with different time constants for S2 
 
Fig. 19, ITAEs obtained by sensors with different time constants for S2 
 
Fig. 20, IAEs obtained by sensors with different deviation’s variance for S1 
 
 
Fig. 21, ITAEs obtained by sensors with different deviation’s variance for S1 
 
 
 
Fig. 22, IAEs obtained by sensors with different error bias for S1 
 
 
  Fig. 23, ITAEs obtained by sensors with different error bias for S1 
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V. CONCLUSION 
We have presented a new approach to fuzzy sensor fusion. 
The approach considers different characteristics of utilized 
sensors. Concentrating on accuracy and bandwidth, as the two 
most important and influential parameters of a sensor, we have 
suggested a fuzzy method for two-sensor data fusion. It 
contains two different parts: Fuzzy Aggregator and Fuzzy 
Predictor in which Fuzzy Aggregator takes advantages of a 
fuzzy system with appropriate fuzzy inputs, membership 
functions, and fuzzy rules. We have discussed that the system 
can lead to an acceptable result in many applications, but if the 
application requires extreme degree of certainty and accuracy, 
Fuzzy Predictor can be very useful. However, it involves more 
complex calculations. Because of the great effects of 
measurement systems in control applications, we have 
evaluated the performance of our method through analyzing 
results of a control system – as a benchmark – utilizing the 
fusion method. However, the applications of the system are 
not restricted to control systems. By assessing response of the 
control system, we have discussed great merits of the fusion 
method and its robust performance. 
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