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Abstract  
 
The Cosine Transform (CT) has several 
applications in science and engineering. Among 
them are numerical solutions for boundary value 
problems, and image processing, Fast algorithms 
for computing the cosine transform based on the 
Cooley – Tukey fast Fourier transform (FFT) have 
been proposed.  
This article provides a mathematical framework for 
Swarztrauber’s fast cosine transform, and 
establishes the mathematical basis for their 
generalization to a family of FFT based 
trigonometric transform. Some considerations 
about automatic code generation are also made.   
 
 
1. Introduction 
 
The FFT is a very well known method for 
the efficient computation of the discrete 
transform (DFT) of an N-point sample 
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If the N-point sample is even, this is: 
 
( ) 2            1 ,..., 1 , 0         - = = - N l x x l n l . 
 
Then the DFT is also even. Furthermore, 
using  (2), the following straight relation 
between DFT and CT can be established. 
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This relation suggests the use of the FFT 
for computing the CT. A pioneering work 
in that direction was done by Swarztrauber   
[6], who observed that the relation 
between the DFT and the CT could be 
carried over to each one of the 
intermediate computations of the FFT, 
generating that a truly fast algorithm for 
the cosine transform. In Swarztrauber’s 
article the algorithm is expressed in terms 
of diagrams and no mathematical 
foundation is provided. This is a limitation 
both, for implementers and theoreticians 
who may wish to extend these ideas to 
more general trigonometric transforms.  
 
This article provides the essence of a 
mathematical framework for 
Swarztrauber’s fast cosine transform, and 
establishes the mathematical basis for their 
generalization to a whole family of FFT 
based trigonometric transform. This 
generalization allows us to propose a 
meta-algorithm for generating fast 
trigonometric transform’s code 
automatically.  2. Mathematical Foundations 
 
In this section the mathematical features of 
the Cooley-Tukey FFT are outlined in a 
language suitable for the application of 
symmetries of the form of: 
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where m and N are relatively prime and all 
index operations are performed modulo N. 
For simplicity we assume N=2
r but all 
results apply with minor modifications to 
any composite N. 
 
For a fix s, 1 1 - £ £ r s , and v =0,…, 2
s-1 
we define: 
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The following relation holds for s=1,..r-1. 
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With this notation, the Cooley-Tukey FFT 
is expressed as follows: 
 
Step 1:  
o
§ For each k=0,…, 2 -  
 
The fast two steps of a 16 point FFT, 
notation are:  
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 If the sample is even then: 
For s=1,…,r-1 
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where c and  v ~  are the integers that  
satisfy : 
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Formula (7) is crucial for reducing 
intermediate redundant computations. For 
example, the value of  ] 0 [ ˆ6 x  can be 
computed from  ] 1 [ ˆ2 x  using the facts that 
the blocks 6 and 2 are symmetric, and 
formula 7, as follows: 
 
] 1 [ ˆ ] 0 [ ˆ 2 4 6 x x w =  
 
By using this type of replacements, all 
computations can be performed with only 
fundamental data. This fundamental data 
in turn, result from restricting the original 
data to a fundamental indexing set.  
Example: a 16-point data sample is 
indexed by the set {0,1,2,3,…,15}. Since 
the datum x[n]=x[-n], the fundamental 
(non-redundant) data is indexed by 
{0,1,2,3,…,8}. Therefore, the fundamental 
indexing set is, in this case, about one half 
the original set.  
 
The next example shows the data flow of 
the 16-point even FFT, after all the 
eliminations and replacements have been 
performed.  
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3. Code Generating Algorithm 
 
The elimination of redundancies involves 
several operations.  In order to have an 
efficient algorithm, all these operations 
must be raised to the level of a meta 
algorithm which generates the actual 
executable code. Experiments have been 
performed using Matlab for the meta-
algorithm, and generating the actual code 
in C.  
 
The main steps of the code-generating 
algorithm are the following: 
 
 
1. Compute a fundamental input set 
Compute the fundamental symmetries 
base transforms. 
2. For each s=1,…,r-1 
Compute a fundamental set of blocks   Compute a fundamental output set for 
each block 
Use the equation (6) to fill un-
computed fundamental values. 
 
 
4. Conclusions 
 
A mathematical framework for the 
generation of highly efficient cosine 
transforms has been proposed. The 
framework can be used to generate code 
from user’s friendly environments such as 
Matlab. The underlying mathematics 
remain almost the same where most 
complex symmetry relations, such those of 
the form of b ml l x x + – =  are considered. All 
these ideas extend naturally to composite 
transform length.    
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