We study optimal allocation of servers for a system with multiple service facilities and with a shared pool of servers. Each service facility poses a constraint on the maximum expected sojourn time of a job. A central decision maker can dynamically allocate servers to each facility, where adding more servers results in faster processing speeds but against higher utilization costs. The objective is to dynamically allocate the servers over the different facilities such that the sojourn-time constraints are met at minimal costs. This situation occurs frequently in practice, e.g., in Grid systems for real-time image processing (iris scans, fingerprints). We model this problem as a Markov decision process and derive structural properties of the relative value function. These properties, which are hard to derive for multi-dimensional systems, give a full characterization of the optimal policy.
Introduction
In recent years new real-time multimedia services have triggered a tremendous growth in data volumes and computational demand. Typical services include iris-scan and fingerprint systems that make high-resolution scans and require processing of the data to identify a person; these services operate in a real-time environment and run under very strict time constraints. To adhere to such constraints, these large-scale services typically use centralized computing clusters to execute on. In these service-based scenarios, a central decision maker then allocates a number of processing resources to different service facilities to process the data. This gives rise to a class of models in which the central decision maker has to allocate the number of resources to ensure that all Quality of Service (QoS) constraints of the different facilities can be met.
In this decision making problem there is a trade-off between the processing time on the one hand and the utilization costs (lease costs, operating costs, etc.) on the other hand. Having too many resources at the server side leads to high costs and also to inefficiency, since only a part of the resources are needed to ensure that the QoS-constraint is satisfied. However, having too few resources leads to a long processing time so that the QoS-constraint of jobs can be violated. Hence, the objective is to find the allocation of the number of resources for the different facilities such that all QoS-constraints are met against minimal costs.
A few papers have been devoted to resource allocation problems closely related to our setting. Perry and Nilson [8] have studied a system in which two types of jobs are served by a single pool of resources. They associate priorities, based on an aging factor that grows proportionally with the waiting time, to these jobs and give an analytical model for computing the expected waiting. This heuristic, was first analyzed by Kleinrock [5, 6] . Borst and Seri [3] apply more complex heuristics in a multi-skilled queueing system with as performance metric the tail probabilities of the waiting time. They compare the number of jobs in each facility that actually has been served to the number that, nominally, should have been served under a long-run average allocation scheme. The "further behind" the actual number of services, the higher the resulting priority. Bhulai and Koole [2] and Gans and Zhou [4] study a variant with fully cross-trained servers in which only one queue has a QoS-constraint. They use Markov decision processes and Linear Programming to obtain (nearly) optimal control strategies.
Stanford and Grassmann [11] simplify the problem by using fixed, static priority policies using matrix-geometric methods. Shumsky [10] divides the state space into regions, and uses an approximate analysis for the conditional system performance within each region.
In this paper, we study and compare the optimal server allocation for the following three related models: (1) each service facility is viewed in isolation having their dedicated servers, (2) a system in which a chosen allocation cannot be changed during a service of a job, and (3) a fully flexible system in which it is allowed to change the allocation during the service of a job.
The main difference between the existing literature and our work is that we show by studying monotonicity properties of the dynamic programming relative value function that the optimal strategy has appealing structural properties; it is the multi-dimensional analog of a nondecreasing step function. This structure enables one to find optimal policies relatively easily as compared to solving the dynamic program which suffers from computational tractability.
These methods will be illustrated in extensive numerical experiments.
The contributions of the paper are two-fold. First, on the methodological side we provide a full characterization of the optimal policy of a high-dimensional system, which is numer-ically intractable. This is quite exceptional, since there is no standard approach to derive monotonicity properties of the relative value function for multi-dimensional systems other than componentwise and directional monotonicity (see [12, 13] for examples, and [7] for an overview of monotonicity results using event-based DP). This is the reason why the literature overview mainly deals with models having only two service facilities [8, 2, 4] , or use heuristics [5, 6, 3, 11, 10] (sometimes even without constraints). Second, on the application side we have readily available policies that are easy to implement in systems that are highly relevant in practice. The comparison of the different models provides fundamental insights into the operational flexibility that is needed in the design of these systems.
The paper is organized as follows. In Section 2 we formulate the models for the different cases. Next, we derive the structure of the optimal policy in Section 3. In Section 4 we illustrate these results by numerical experiments. Finally, in Section 5 we conclude the paper and discuss topics for further research.
Model formulation
Consider N parallel service facilities at which jobs arrive according to a Poisson process with rate λ i for facility i, i = 1, . . . , N . There is a common pool of A ≥ 1 resources to serve the jobs in the system. When upon arrival of a job at facility i there are no other jobs present, the arriving job is taken into service. However, if there are other jobs present, then the arriving job joins an infinite-capacity queue at facility i and awaits its service in an FCFS manner. When facility i has been allocated a i resources, the job that is in service has a service duration that is exponentially distributed with parameter µ(a i ), where µ(.) is an increasing function. In the ideal case one would have µ(a i ) = µa i for some fixed service rate µ. However, in practice, there is communication overhead between multiple resources, and therefore the function µ is typically sublinear. In some cases, resources can cache results so that its effect is that the function µ is superlinear. After a job has received its service, it leaves the system.
Each facility provides a QoS-guarantee on the mean delay to the jobs served at that facility.
Although, in practice, the QoS-constraints are usually expressed in terms of tail probabilities, we choose to express the constraints in terms of the mean sojourn time. This choice keeps the already complex model tractable for analysis and serves as a first step towards the analysis with tail probabilities as QoS-constraints. For this purpose, let S i denote the steady state sojourn time of an arbitrary job at facility i. Then facility i is constrained by S i ≤ α i for a preset value of α i . There is a central decision maker that needs to allocate the resources to the different facilities such that the QoS-constraints are met. This gives rise to a problem in which the optimal allocation strategy needs to be determined. However, when facility i uses a i resources a cost of c i (a i ) is incurred by the system with c i an increasing function in a i . Therefore, we are simultaneously interested in meeting the N constraints against lowest average costs. The optimal solution provides the value of A for which the optimal allocation strategy meets all the constraints, but fails to meet them when the optimal allocation strategy under A − 1 resources is used.
We study the optimal number of resources A * from three different viewpoints. First, we consider the case in which all service facilities operate independently of each other. In this case, the resources are not shared among the different facilities but are dedicated to each facility. Second, we study the case in which the resource pool is shared among different facilities. However, we make the assumption that the resource allocation cannot be changed when a job is served; only upon the start of the service of the next job the resource allocation can be changed. This is typically the case in systems where resources need to be reserved in advance. The third case deals with the fully flexible case in which the system can take full advantage of the economies of scale by allowing the resource allocation to change even during the service of a job. Since we can directly observe that going from case 1 to case 3 increases the flexibility, we can expect that A * 1 ≥ A * 2 ≥ A * 3 , with A * i the optimal number of resources needed in case i for i = 1, 2, 3. However, it is of interest to determine how big the gap between the three cases is and to study how the policy changes from case to case.
Service facilities with dedicated resources
In this subsection we assume that the service facilities do not share the resources among each other and thus have their own dedicated resources. This makes service facility i independent of the other facilities and turns the facility into a regular M/M/1 queue with arrival rate λ i and service rate µ(A i ) when A i servers have been allocated. In that case it is well-known that the expected sojourn time is given by 1/ µ(A i ) − λ i . Hence,
with ⌈x⌉ the smallest integer greater than or equal to x.
Service facilities with limited resource sharing
In this subsection we focus on the case in which service facilities are allowed to share resources among each other. However, resources become free to be reassigned only at service completion instants. Hence, we make the assumption that the resource allocation for a service facility can only be changed upon the start of the service of a new job. Hence adding/removing resources during a service is not allowed. To study this case, we cast the problem as a Markov decision problem.
Define the state space
where (x, a) ∈ X denotes that there are x i customers at facility i with a i resources allocated to it for i = 1, . . . , N , where a i > 0 also means that a service is ongoing and a i = 0 means that no job is in service at facility i. When the system is in state (x, a) ∈ X the decision maker can choose actions from the action space
. . , N }, where action b ∈ A (x,a) denotes the number of resources that one can allocate. Here, the restriction a i b i = 0 models the fact that when a service is ongoing (i.e., a i > 0), the service allocation cannot be changed (i.e., b i = 0). However, after a service completion at facility i, we have that a i = 0 and hence an allocation b i > 0 is allowed.
The transition rates when the system is in state (x, a) ∈ X and action b ∈ A (x,a) is chosen are given by
with e i the zero vector with a one at the i-th entry, and [x] + the componentwise maximum (max{x 1 , 0}, . . . , max{x N , 0}). The first line in the expression above models arrivals, the second line models service completions, and the third line prohibits any other state transitions.
Note that when a service completion takes place, the resource allocation for that facility is set to zero. Finally, when the system is in state (x, a) ∈ X and action b ∈ A (x,a) has been chosen, the direct costs c (x, a), b = Define a decision rule π (x,a) as a probability distribution on A (x,a) , i.e., when the system is in state (x, a) ∈ X , the decision maker chooses action b ∈ A (x,a) with probability π (x,a) (b).
Let the policy π denote the collection of decision rules for all states. Let u π t (x, a) denote the total expected costs up to time t when the system starts in state (x, a) under policy π.
Note that for any stable and work-conserving policy, the Markov chain satisfies the unichain condition, so that the average expected costs g(π) = lim t→∞ u π t (x, a)/t is independent of the initial state (x, a) (see Proposition 8.2.1 of Puterman [9] ). The goal is to find a policy π * that minimizes the long-term average costs under the constraints, thus
Note that due to Little's Law the number of jobs L i in facility i can be related to the sojourn time S i in facility i by L i = λ i S i . Using this knowledge, the constrained Markov decision problem can be rewritten as an unconstrained Markov decision problem using Lagrange multipliers (see Section 12.6 of Altman [1] ). To this end, we uniformize the sys-tem (see Section 11.5 of Puterman [9] ). Therefore, assume that the uniformization constant
we can always get this by scaling. Uniformizing is equivalent to adding dummy transitions (from a state to itself) such that the rate out of each state is equal to 1; then we can consider the rates to be transition probabilities. Now, let V (x, a) be a realvalued function defined on the state space. This function will play the role of the relative value function, i.e., the asymptotic difference in total costs that results from starting the process in state (x, a) instead of some reference state. The long-term average optimal actions are a solution of the optimality equation (in vector notation) g + V = T V , where T is the dynamic programming operator acting on V defined as follows
where τ i are Lagrange multipliers, and the function H is given by
The first term in the dynamic programming operator corresponds to the QoS-constraints of the several facilities. The second term represents the cost of using a resources. The third term is involved with the decision making upon arrival of a job. The fourth term deals with the decision making when a job has finished its service. The final term is the dummy term due to uniformization. Note that the decision making is modeled uniformly through the function
H.
Note that when facility i has no holding costs x i /λ i , then no resources will be allocated to facility i, since it does not incur any costs from the buildup in jobs. Therefore, when τ = e i , i.e., τ i = 1 and τ j = 0 for j = i, the optimal strategy will not allocate any resources to service facility j = i. Hence, one can find a value z i such that the QoS-constraint for facility i with τ = z i e i is met under the assumption that there are infinitely many resources. By repeating this procedure for all facilities, one finds a box
in which the value of τ should lie under the optimal allocation that satisfies all constraints. Now, we can divide this box into a grid G which serve as our search space for τ . Then the following approach will find A * 2 .
1. Set A := A * 1 .
2. Solve the Markov decision process for all values of τ ∈ G until all QoS-constraints are met or all grid points have been searched.
3. If for the value of τ all constraints are met, set A := A − 1 and return to step 2.
4. Return A * 2 := A + 1.
Note that in Step 2 of the algorithm, one needs to solve an infinite-dimensional Markov decision problem. In our numerical experiments, we truncate the state space such that we get a finite-dimensional problem that is numerically tractable. In doing so, the truncation is done such that the difference in the outcomes do not differ significantly when the state space is somewhat enlarged by shifting the truncation boundary. We will illustrate this algorithm in Section 4.
The algorithm to find A * 2 relies on evaluating the Markov decision problem for all τ ∈ G. One might formulate an unconstrained Markov decision problem, in which costs are associated with the queue length, in order to circumvent these evaluations. However, this would lead to formulation (1) with τ i = λ i for all i. Since the alternative unconstrained model is a special case of (1), the structural results that are obtained in the next section for the constrained Markov decision problem also hold for the unconstrained problem.
Service facilities with full flexibility in resource sharing
In this subsection we study the case in which service facilities have full flexibility in the resource allocation policies. Thus, the resource facilities can change the resource allocation during a service of a job, and do not have to wait for the job to finish. Since our system has Poisson arrivals and exponential service times, such a situation need only occur at moments an event occurs. Therefore, the only difference with the previous case is that this system allows to change the allocation at arrival instants.
In this case, the state space is given by X = AE N 0 , where x ∈ X denotes that there are x i customers at facility i for i = 1, . . . , N . The action space is given by
where action a ∈ A x denotes the number of resources that one can allocate in state x ∈ X . The transition rates when the system is in state x ∈ X and action a ∈ A x is chosen are given by
Finally, when the system is in state x ∈ X and action a ∈ A x has been chosen, the direct costs
The tuple (X , A, p, c) completely describes the Markov decision process for this problem.
Let V (x) denote the relative value function in this case. Then, the dynamic programming operator acting on V is defined as follows:
Note that the algorithm described in the previous subsection also applies to this case to obtain A * 3 . In fact, in step 1 one can choose A := A * 2 for faster convergence.
Structural properties of the optimal policy
In the previous section, we described the three models and a solution technique to obtain the optimal policy. However, the optimal policy also possesses structural properties that can speed up the solution technique. Instead of searching a full grid for the optimal solution, the structural properties can reduce the search space considerably. Therefore, in this section, we focus on the structural properties of the described systems.
Allocation strategy for service facilities with dedicated resources
In case the service facilities have their own dedicated servers, each facility i should be equipped with A * i servers (as defined in Section 2.1) to meet the QoS constraint. Since the servers are not shared, the optimal resource allocation strategy is quite simple. When there are x > 0 customers at the facility, A * i servers are allocated, and when x = 0 then no servers are allocated. This policy is also known as a bang-bang control policy (i.e., everything or nothing).
Allocation strategy for service facilities with limited resource sharing
The structure of the optimal policy for a service facility with limited resource sharing is more intricate than the case with dedicated resources. In order to study the structure, in principle, one needs to solve the optimality equation g + V = T V with T V given by Equation (1).
However, the optimality equation is hard to solve analytically in practice. Alternatively, the optimal actions can also be obtained by recursively defining V l+1 = T V l for arbitrary V 0 . For l → ∞, the maximizing actions converge to the optimal ones (for existence and convergence of solutions and optimal policies we refer to Chapter 8 of Puterman [9] ). Therefore, we consider the backward recursion equation that is given by
where the function H n is given by
For ease of notation in the proofs in the sequel, we also define argH n (x, a) by
The backward recursion equation allows us to prove structural properties of the relative value function V through induction on n in V n . It is clear that the objective of the system is to strive for the fewest number of customers in the system as more customers mean higher waiting costs. Therefore, it is intuitive that V is increasing in each component of x, i.e., adding customers to facility i results in higher costs for the system. The following lemma makes this statement more precise.
Lemma 1 (increasingness):
The relative value function V is increasing in the number of customers, i.e.,
for all x ∈ X for some a with N i=1 a i ≤ A, and for j = 1, . . . , N .
Proof :
The proof is by induction on n in V n . Define V 0 (x, a) = 0 for all states x and actions a. Then, clearly, V 0 (x, a) is increasing in all components of x. Now, assume that V n (x + e j , a) − V n (x, a) ≥ 0 for some n ∈ AE, and for j = 1, . . . , N . Now, we prove that V n+1 (x, a) satisfies the increasingness property as well. Therefore, fix j ∈ {1, . . . , N }, then
Note that the first term (τ j /λ j ) and the last term with V n (x + e j , a) − V n (x, a) are positive.
Hence, based on the induction hypothesis, we have
Let b = argH n (x + e j + e i , a) and c = argH n ([x + e j − e i ] + , a − a i e i ). Then,
Clearly, the inequality above holds because of the induction hypothesis. Hence, we conclude, by taking the limit as n → ∞, that V (x, a) is increasing in x j for all j = 1, . . . , N .
Lemma 1 shows that the costs that the system incurs increase as the number of customers in the system increases. In fact, more can be said about the rate at which the costs increase; the increase in costs is higher when more customers are in the system. Hence, this implies that the relative value function is a convex function. In the sequel we will show that this is indeed true. We do this by studying the case with one dimension, e.g., N = 1, first. Note that we will adjust the notation for N = 1 straightforwardly by omitting the indices of all variables. However, before doing so, we need two preparative lemma's.
Lemma 2:
The value function satisfies the following property:
for all x ≥ 1.
Lemma 2 is almost the inequality that represents convexity of the value function. This would be the case if H were to be replaced by V . However, for the proof of convexity, we need three additional properties to hold as well. The following lemma makes these properties explicit.
Lemma 3 (convexity): For N = 1, the following properties hold
Proof : The proof is by induction on n in V n . Define V 0 (x, a) = 0 for all states x and actions a. Then, clearly, V 0 (x, a) satisfies all properties (in case (iii) there is an optimal action that satisfies the property). Now suppose that the properties hold for some n ∈ AE. We prove that the properties also hold for n + 1. Therefore, we start with convexity first.
Property (i). Let x ≥ 1 and suppose that a = 0. Then,
The equality following by expanding V n+1 into V n . The first inequality follows by using property (i) of the induction hypothesis. The last inequality follows by using property (iv) of the induction hypothesis.
Now let x ≥ 1 and suppose that a > 0. Then
The equality following by expanding V n+1 into V n . The first inequality follows by using property (i) of the induction hypothesis. The last inequality follows by using property (iv) of the induction hypothesis. Thus, for all x ≥ 1 and a ≥ 0,
Property (ii). Let x ≥ 0 and suppose a > 0. Then, based on the optimality equation, we have
Recall that the uniformization constant λ + µ(A) = 1. Thus, the equation above is equivalent
The equation above implies that
Hence, by using property (i) of the induction hypothesis, the righthand side of the equation is non-negative. Hence,
Property (iii). We prove the property by means of contradiction. Assume that there exists a x ≥ 2 such that argH(x, 0) = 0. This, by definition, implies that V n+1 (x, 0) = H n+1 (x, 0).
Therefore,
The first inequality follows by taking action a = 0 in the second term H n+1 (x − 1, 0). The second inequality follows by property (i) of the induction hypothesis. However, based on Lemma 2 we know that
Therefore, we conclude that argH(x, 0) > 0 for x ≥ 2.
Property (iv). Let x ≥ 1. Since x − 1 ≥ 0, we have x + 1 ≥ 2. Thus by using property (iii)
of the induction hypothesis, we have a * (x) := argH(x, 0) > 0. Therefore,
The first inequality follows by taking action a * (x + 1) in H n+1 (x, 0). The second inequality follows by property (ii) of the induction hypothesis.
We conclude the proof by taking the limit as n → ∞.
Lemma 3 shows that the relative value function is convex. However, in proving this one needed three additional properties simultaneously in the proof by induction (property (i) depends on (iv), which depends on (ii) and (iii)). Now, we are ready to study monotonicity properties of the optimal policy. The convexity of the relative value function is crucial in this step. Due to the convexity, we have that the optimal policy is a step function. The following theorem formalizes this statement. Proof : For x = 0, it is clear that a * (0) = 0, since there are no customers to serve. For x = 1, we know that when a * (1) = 0, then a * (2) > 0 [property (iii) of Lemma 3] . Hence, a * (2) > a * (1) ≥ a * (0). Now, for x ≥ 1 and a > 0 it suffices to show that the relative value function satisfies an extension of submodularity, namely
for all k ≥ 0. If this property holds, then since
Hence, this implies that the minimizing action a * (x) in state x, satisfies a * (x) ≤ a * (x + 1).
We prove the submodularity property by induction on n in V n . Let V 0 (x, a) = 0. Clearly, the submodularity property holds. Now assume that the property holds for for some n ∈ AE and for all x ≥ 0. We proceed to prove that V n+1 (x, a) satisfies the property as well. Therefore, fix x ≥ 1 and a > 0, then
The first equality follows from expanding V n+1 into V n . The second equality follows from adding and subtracting µ(a)V n (x, a + k) and µ(a)V n (x + 1, a + k). The third equality follow from standard algebraic manipulations. Based on the induction hypothesis, we have
By using property (ii) of Lemma 3, we obtain
Thus, we have shown that
Consequently, this completes the proof as this property implies that a * (x) is an increasing function in x.
Theorem 4 shows that in the one-dimensional case, i.e., N = 1, the optimal policy a * (x) is a step function in the variable x. The multi-dimensional case with arbitrary N has the same structure. The proof of this statement fundamentally boils down to the one-dimensional case.
The following theorem shows the argument.
Theorem 5 (step function): Consider an arbitrary number N ∈ AE of queues, and let
. If the service rate µ(a) and cost function c(a) are increasing functions in a, then a * i (x, a) is an increasing function in x i .
Proof : Fix (x, a) ∈ X and suppose that (x + e i , a) ∈ X as well. If a * (x, a) is such that N n=1 a n + a * n (x, a) < A, then there is spare capacity to assign. Hence, in state (x + e i , a) all queues except queue i need no more capacity, since the number of customers in their system did not increase. Hence, queue i can be viewed in isolation due to the spare capacity.
Therefore, Theorem 4 applies and a * i (x, a) ≤ a * i (x + e i , a). In case N n=1 a n + a * n (x, a) = A, there is no spare capacity left. Now, there are two cases. Either the performance of queue i becomes so stringent that capacity is taken away from a different queue, or the capacity allocation does not change at all. In both cases we have a * i (x, a) ≤ a * i (x + e i , a).
Allocation strategy for service facilities with full flexibility in resource sharing
In this subsection, we shall adopt the same techniques in deriving the structure of the optimal policy as in the previous section, but now for the case of service facilities with full flexibility in resource sharing. Therefore, we focus on the main theorems that characterize the structure of the policy, while we move the lengthiest proof to Appendix A.
We start by rewriting Equation (2) for the fully flexible system as a set of backward recursion equations. This set of equations is given by
where T n a (x) is given by
Rewriting the optimality equations in this way has its advantage in showing structural properties of the relative value function V . We start by showing that the relative value function is increasing in all components of the state. The following lemma makes this statement more precise.
Lemma 6 (increasingness):
The relative value function V (x) is increasing in all components of the state x, i.e., V (x + e j ) − V (x) ≥ 0 for j = 1, . . . , N .
Proof :
The proof is by induction on n in V n (x). Let V 0 (x) = 0 for all states x ∈ X .
Then, clearly, V 0 (x) satisfies the increasingness property. Now, assume V n (x) is an increasing function in x. We proceed to prove that V n+1 (x) is also increasing in x. First, we have
The inequality holds because the first term is non-negative, and the second expression between the brackets is also non-negative due to the induction hypothesis. Let a * = arg min a∈Ax {T n a (x+ e j )}. Then we have
Therefore, by induction, we have shown that V n+1 (x + e j ) − V n+1 (x) ≥ 0. Hence, by taking the limit as n approaches infinity, we get that V (x) is increasing in x j for j = 1, . . . , N .
We are now ready to pose our main theorem for the model with full flexibility. The theorem characterizes the structure of the optimal policy to be a non-decreasing function in the components of the state, i.e., if the number of customers in queue i increases, then the allocation of the number of servers to queue i is non-decreasing. The following theorem provides a rigorous proof to this statement.
Theorem 7:
Consider an arbitrary number N ∈ AE of queues, and let
If the service rate µ(a) and cost function c(a) are increasing functions in a, then a * i (x) is an increasing function in x i , while a * j (x) is non-increasing in x i for j = i.
Proof : Fix x ∈ X and suppose that x + e i ∈ X as well. If a * (x) is such that N i=1 a * i (x) < A, then there is sufficient spare capacity to assign. Hence, in state x+e i all queues except queue i need no more capacity, since the number of customers in their system did not increase. Hence, queue i can be viewed in isolation due to the spare capacity. The queue in isolation satisfies that conditions of Theorem 1 of [14] . From this theorem it follows that a * i (x + e i ) ≥ a * i (x) and a * j (x + e i ) = a * j (x) for j = i. Now suppose that N i=1 a * i (x) = A, i.e., all servers have been allocated. Denote a = a * (x + e i ) and b = a * (x). Note that T a (x) − T b (x) ≥ 0 and T a (x + e i ) − T b (x + e i ) ≤ 0.
and
we have
(16) Now, we proceed to prove the structure of the policy. We distinguish between four cases:
2) a i < b i and a j > b j for j = i, 3) a j < b j for j = 1, . . . , N , and 4) a i ≥ b i and a j ≤ b j for j = i.
Note that case 1 cannot occur, since we assumed that our starting point was a state in which all capacity was assigned already. Hence, one cannot assign even more capacity. Case 2 and 3 do not occur either. Intuitively, assigning fewer servers to queue i while increasing the number of jobs in queue i leads to degraded performance. To improve readability, the rigorous proofs are given by Lemma 8 and Lemma 9 in the appendix. The proofs are by contradiction:
assuming that the statement of case 2 or 3 are true, we derive that Z ≤ 0. However, above we have shown that Z ≥ 0. Knowing that Z = 0 cannot occur, we are left with case 4, which completes the proof.
Numerical experiments
In this section, we will illustrate the monotonicity results of the previous sections. First, we will show how variability in the time constraints affects the processor allocation for the three different models: I) service facilities with dedicated resources, II) service facilities with limited resource sharing, and III) service facilities with full flexibility in resource sharing. Then, we will study the differences between the optimal policies for the three different models, in particular, we will study the effect of having more flexibility in the system versus the reduction in the number of allocated processors. We will run our experiments under two systems that consist of 2 and 3 facilities, respectively. The parameters used in the experiment are defined as follows:
• λ i : the arrival rate at facility i;
• µ(a i ): the service rate of using a i processors at facility i;
• c i (a i ): the costs of using a i processors at facility i;
• α i : the time constraint of facility i.
First, we show the experimental results of the system consisting of 2 facilities. The parameter values are set as follows:
• µ(a i ) = √ a i µ and µ(a i ) = a 2 i µ/5 with µ = 1.2;
, and c i (a i ) = √ a i ;
• α 1 = 0.5 and α 2 ∈ {0.25, 0.35, 0.5, 0.75, 1, 1.25, 1.5}.
Based on these values, the minimum number of processors required by the system to meet all time constraints of the different facilities are illustrated in Table 1 (a) and 1(b). From these tables, we observe that 1) when the time constraint is less strict, the minimum number of processors required is non-increasing, and 2) we see that as the system is more flexible, the number of processors needed decreases.
The properties stated above also hold for the experiment with 3 facilities, and its results are shown in Table 1 (c) and 1(d). The results of the system with 3 facilities are based on the parameter values below.
• λ 1 = λ 2 = λ 3 = 0.5;
(a) System with two facilities and µ(ai) = √ aiµ with µ = 1.2. Table 1 : Minimum number of processors required to meet service level constraints.
• α 1 = α 2 = 0.5, and α 3 ∈ {0.25, 0.35, 0.5, 0.75, 1, 1.25, 1.5}.
From Table 1 we observe that the difference in the required number of processors between the system with dedicated servers and the system with limited resource sharing is quite large (models I versus model II). However, the system with limited and full resource sharing have quite similar performance (model II versus model III). Note that we did not specify the cost functions that have been used in these experiments. This is due to the fact that the calculation of the minimum required number of processors A * i , such that the time constraints are satisfied, is independent of the cost functions. Now we focus our attention to the structure of the optimal resource allocation policy for a system consisting of 2 and 3 facilities, respectively. To illustrate the structure of the policies, we vary the structure of the functions for c i (·), and µ(·) as given in Table 2 . We start by showing the experimental results of the system with 2 facilities. The parameter values used in the three experiments are set as follows.
• λ 1 = λ 2 = 0.5;
• α 1 = 0.5 and α 2 = 0.25.
In model I of service facilities with dedicated resources, the number of resources A * i allocated to facility i in the system is a constant, given by A * i = µ −1 λ i + 1/α i . For example, for experiment 1, the expression gives that 5 processors should be used for facility 1 and 15 for facility 2.
We now turn our attention to model II of service facilities with limited resource sharing.
Based on Theorem 7, if both µ(a i ) and c i (a i ) are increasing functions in the number of allocated resources a i , then the optimal allocation policy to any facility j is a non-decreasing function in the number of customers at that facility, given that the number of customers at all other facilities and the number of resources allocated to all other facilities are fixed.
Given that the number of customers at facility 2 is 2 and the number of resources assigned to facility 2 is 1, Figure 1 illustrates the structure of the optimal policy for facility 1. These three figures correspond to the three experiments shown in Table 2 .
We finally discuss model III with full flexibility in resource sharing. The structure of the optimal policy is quite similar to that of the previous model (with limited resource sharing).
Consider again the optimal policy for facility 1. The corresponding experimental results are shown in Figure 2 . All figures illustrate that the optimal policy is a non-decreasing function in number of customers at the facility, given that the number of customers at facility 2 is x 2 = 2. Figure 1 and 2 show that the structure of the optimal policy for the system with two facilities. The experiments with three (and more) facilities show similar structure. Combining the experimental results of the system with 2 and 3 facilities, we conclude that the optimal policy for an arbitrary facility in model I with dedicated resources is a constant, since there is no resource sharing; in case of model II with limited resource sharing and model III with full flexibility in resource sharing, the optimal policy for each facility is a non-decreasing function in the number of customers at that facility. 
Conclusion and further discussion
In this paper, we have derived a characterization of the optimal policy in three different models. We have shown that directional monotonicity is not sufficient to derive the structure of the optimal policy. In addition to directional convexity, the structure of the problem also requires submodularity of the relative value function. In general, this is hard to derive for multi-dimensional systems, since one needs to compare different states that differ in multiple components simultaneously. The extensive numerical experiments reveal several fundamental insights of the relative effectiveness the optimal policies. That suggests that there is room for more generality in the arrival process for which the structure of the policies remain valid. Second, from an application point of view, generalization to non-exponential service times is practically relevant. It is an open question to what extent the policies are still optimal for, e.g., phase-type service distributions. Finally, user-perceived service quality often requires more detailed information than the mean processing time only.
The level of quality can be highly dependent on, e.g., variance and/or tail probabilities in the processing times. This requires a new approach to handle such service requirements, opening up new challenging areas in research.
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A Proofs of Section 3.3
In this section we provide proofs of statements made on two cases that appear in Theorem 7.
The first case deals with the situation in which a i < b i and a j > b j for j = i, i.e., the case in which the queue with one additional customer is allocated strictly fewer processors, whereas the other queues are potentially allocated more processors. The other case concerns a j < b j for j = 1, . . . , N , i.e., all queues, including the one with an additional customer, are allocated strictly fewer processors. In Theorem 7 the claim is that both cases cannot occur (which is intuitively plausible). In Lemma 8 and 9 we show that this claim indeed holds.
Lemma 8: Let a = a * (x + e i ) and b = a * (x). If a i < b i and a j > b j for j = i then the following properties hold 1. V (x) is convex in i:
Proof : The proof is by induction on V n . First, for n = 0, define V 0 (x) = 0 for all x. Clearly, the function V 0 (x) is convex in x i and submodular in (x i , x j ). Second, assume that the two properties hold for n = k. Then, we proceed to prove that V n+1 (x) is also convex in x i and submodular in (x i , x j ) under the conditions stated in the theorem. Let c = a * (x − e i ) and recall that a = a * (x + e i ) and b = a * (x). By the conditions of the theorem, we have that a i < b i < c i and a j > b j > c j for all j = i. Now, we are ready to prove convexity.
Convexity:
The inequality holds because the first expression between the brackets is non-negative due to the induction hypothesis. Now, by expanding the operator T , we derive
Note that the first expression between the brackets is equal to 0 (with a slight abuse of notation, where we use c l (·) for the cost function, and c l as variable for the optimal allocation). Now, we rearrange the terms and put all terms together. Then we get,
Thus, as the next step we prove that this statement holds. We discuss this for S i first, and then we deal with the case S l for l = i. We first add, −µ(c i )
≥0.
The second and third equalities above follow from the standard calculus. The last inequality holds because of the induction hypothesis. Next, we proof that S l ≥ 0 for l = i. By rearranging the terms of S l , we derive
Recall that a l > c l for l = i. In addition, due to the induction hypothesis, V n (x) is submodular in (x i , x l ) for all d p ≥ 0 and for l = i. This implies that
Hence, we conclude that V n+1 (x + e i ) − 2V n+1 (x) + V n+1 (x − e i ) ≥ 0. Now, we proceed to prove that V n+1 (x) is submodular in (x i , x j ). To this purpose, define P = {1, . . . , N } \ {i, j}.
The inequality holds because the first expression between the brackets is non-negative due to the induction hypothesis. Letã = a * (x + e i − e j − p∈P d p · e p ) and recall that b = a * (x).
Then it follows that,
Now we rearrange the terms to simplify the inequality. Then,
As the next step, we write the final expression above by S i + S j + N l=1,l =i,l =j S l , where for k = 1, . . . , N . In the remainder of the proof, we will show that all S k ≥ 0. First, we focus on S i . Consider the first term between brackets in S i . By setting x ′ = x − e i , we see that this term is equal to V n (x ′ ) − V n (x ′ − e j ) − V n (x ′ + e i ) + V n (x ′ + e i − e j ) ≥ 0, since V n (x) is submodular. In addition, because of the conditions of the theorem, we have b i ≥ã i . Therefore, The second equality above follows from standard calculus and the last inequality follows from submodularity of the induction hypothesis. Now, we proceed to study S j . Since V n (x) is convex, the first expression between the brackets of S j is non-positive. Combining this result with the condition of the theorem,ã j ≥ b j that is equivalent to −b j ≥ −ã j , we get S j ≥ µ(ã j ) V n (x − e j ) − V n (x) − V n (x − 2e j ) + V n (x − e j ) − µ(ã j ) V n (x + e i − Finally, we prove that S l for l = i and l = j is also non-negative. Let x ′ = x − e j . Then the first term of S l is equal to V n (x ′ ) − V n (x ′ − e l ) − V n (x ′ + e j ) + V n (x ′ + e j − e l ). Since V n (x) is submodular in all (x i , x j ) with j = i, V n (x ′ ) is submodular in (x j , x l ). Therefore, using µ(A) ≥ µ(ã l , we derive that S l ≥ µ(b l ) V n (x − e j ) − V n (x − e j − e l ) − V n (x) + V n (x − e l ) − µ(ã l ) V n (x + e i − Hence, V n+1 (x) is submodular in (x i , x j ). Thus, by taking the limit of n → ∞, we conclude that V (x) is convex and submodular under the conditions given in the theorem.
Lemma 8 shows that the relative value function V satisfies convexity and submodularity in case a i < b i and a j > b j for j = i. Note that this leads to a contradiction in Theorem 7,  since this implies that Z = T a (x) − T b (x) − T a (x + e i ) + T b (x + e i ) ≤ 0. However, it was shown in the theorem that Z ≥ 0. Hence, this case cannot occur. Similarly, when a j < b j for all j cannot occur. The next lemma provides a rigorous statement for this. Proof : The proof of the lemma is by induction on V n . Note that the proof of convexity and supermodularity is completely analogous to the proof of convexity and submodularity in Lemma 8. The only difference is that in Lemma 8 we have a l > c l for l = i, whereas in this case a l < c l . However, with supermodularity (instead of submodularity) the signs of the inequalities turn out to be correct for proving convexity and supermodularity.
