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Abstract
In this paper we study the complicated dynamics generated by the planar periodic system
z˙= z¯(1+ eiκt |z|2),
for 0 < κ  0.495. We prove the existence of infinitely many (geometrically distinct)
periodic solutions with some special properties.  2002 Elsevier Science (USA). All rights
reserved.
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1. Introduction
In recent years there has been a growing interest in differential equations
that generate chaotic dynamics. This interest was inspired by common access
to fast computers, which give numerical evidence of the existence of chaos in
many equations. Examples of complicated dynamics are ubiquitous, extending
well beyond the mathematical literature into the realm of theoretical sciences
and engineering. However, there seem to be few methods that permit proving
the existence of chaos in a rigorous mathematical way. The set of examples for
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which chaos has been rigorously demonstrated is quite small. Recently computer-
assisted proofs of chaos have been published. One is the proof of the existence
of chaos in the Lorenz system described in [5]. It is based on a result on a
semiconjugacy of a given map to the full shift on two symbols inside an isolating
neighborhood satisfying some conditions on the Conley indices of its subsets.
That result can be directly applied to a differential equation if the Poincaré map
is known up to an appropriate accuracy, but this requires computer calculations in
any reasonable case.
This paper is the sequel to the papers [13,14] and is devoted to a study of
complicated dynamics generated by the planar nonautonomous equation of var-
iable z ∈C
z˙= (1+ eiκt |z|2)z¯. (1)
The existence of periodic solutions in periodic planar systems with right-hand
side being Fourier–Taylor polynomials was studied, for example, by Mawhin,
Manásevich, Srzednicki, and Zanolin (see [3,4,6–8]).
Equation (1) was first considered in [9], where a new method for detection of
chaos in dynamical systems generated by time-periodic nonautonomous differ-
ential equations was introduced. By chaos we mean the existence of a compact
invariant set such that the Poincaré map is semiconjugate to the shift map on k
symbols and the counterimage (by the semiconjugacy) of any periodic point in the
shift contains a periodic point of the Poincaré map. The method is based on the ex-
istence in the extended phase space some sets, called periodic isolating segments.
In all practical applications the segments are manifolds with corners, such that
the vector field is transversal to the boundary of the segment, except of the points
of external tangency. We impose only topological conditions on the segments and
their exit sets and do not require any information on particular solution inside
them. All necessary information can be obtained from the form of the vector field.
The results obtained in [9] concerning the dynamics of (1) was improved in
[13] and [14] where the following result was proved:
Theorem 1. Let ϕ be a local process generated by (1) and P = ϕ(0,T ). Assume
that 0 < κ  0.495. There exists a compact set I such P(I)= I and a continuous
map g : I →Σ3 such that
(1) σ ◦ g = g ◦ P ;
(2) g(I)=Σ3;
(3) if c ∈Σ3 is a n-periodic sequence, then g−1(c) contains a n-periodic point
for P ;
(4) for any c ∈ Σ3 such that ci = 0 for i > i0, g−1(c) contains a point x such
that limt→∞ ϕ(0,t )(x)= (0,0);
(5) for any c ∈ Σ3 such that ci = 0 for i < i0, g−1(c) contains a point x such
that limt→−∞ ϕ(0,t )(x)= (0,0);
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(6) for any c ∈Σ3 such that ci = 0 for |i|> i0, g−1(c) contains a point x such
that lim|t |→∞ ϕ(0,t )(x)= (0,0).
The continuation theorem proved by Wójcik and Zgliczyn´ski [13, Theorem 10]
gives conditions for determining when the chaotic system can be homotoped to
another system. The main idea is well known: find a simple system for which a
fixed point can be found; determine that the fixed point index is nonzero, and
homotopy to the system of interest. The important point is that the degree is
insensitive to bifurcations: as long as fixed points do not encroach on the boundary
of the domain of interest, the degree remains constant. While the idea is clear, the
details are difficult to handle. The continuation theorem presents the algebraic
invariants that remain constant under appropriate homotopies and simultaneously
provide a minimal description of the complexity of the dynamics of the considered
system. This is rare phenomenon in the theory of dynamical systems. Usually,
one cannot rigorously claim that the dynamics of the model reflects that of the
system under consideration. This is for example the case for the famous Lorenz
attractor. Theorem 1 follows by the construction of the model system for (1).
The Poincaré map of the constructed model system is essentially one-dimensional
(see [13, Theorem 20]). This fact (one-dimensionality of the map) enables us to
calculate the various fixed point indices. Combining the topological data with
local hyperbolic behavior we are also able to prove the existence of infinitely
many homoclinic solutions (see [13]). Other applications are given in [10–12,15].
In this paper we shed some new light on the structure of the set of periodic
solutions of the system (1). Our main result is:
Theorem 2. Assume that 0< κ  0.495. Let t1 < t2 and  > 0 be fixed. Then
(1) there is infinitely many (geometrically distinct) subharmonic solutions of (1)
such that for t ∈ [t1, t2], |z(t)|< ;
(2) there is infinitely many (geometrically distinct) solutions homoclinic to the
trivial solution such that for t ∈ [t1, t2], |z(t)|< .
2. Isolating segments
Let M be a smooth (i.e., of the class C∞) manifold and let
f :R×M → TM
be a smooth time-dependent vector field. It follows that for every (t0, x0) ∈R×M
the Cauchy problem
x˙ = f (t, x), (2)
x(t0)= x0 (3)
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has the unique solution. By Φ we denote the local flow on R×M generated by
the system{
t˙ = 1,
x˙ = f (t, x), (4)
i.e., Φτ (t0, x0) = (t0 + τ,ϕ(t0,τ )(x0)), where ϕ(t0,τ )(x0) ∈M is the value of the
solution of the Cauchy problem (2), (3) at time t0 + τ . Such a map ϕ is called
a local process generated by (2) (compare [6]). It is continuous with respect to
(t0, τ, x0) and satisfies two conditions:
ϕ(σ,0) = idM,
ϕ(σ,t+s) = ϕ(σ+t,s) ◦ ϕ(σ,t).
Let T be a positive number. In the sequel we assume that f is T -periodic with
respect to t ; hence for all σ, t ∈R
ϕ(σ+T ,t) = ϕ(σ,t)
and in order to determine all T -periodic solutions of Eq. (2) it suffices to look for
fixed points of ϕ(0,T ) (the latter function is called the Poincaré map).
Now we recall the notion of periodic isolating segment. We will use the
following notation: by π1 : [0, T ] ×M → [0, T ] and π2 : [0, T ] ×M → M we
denote the projections and for a subset Z ⊂R×M and t ∈R, [a, b] ⊂R we put
Zt =
{
x ∈M: (t, x) ∈Z},
Z[a,b] =Z ∩
([a, b] ×M).
Let (W,W−) be a pair of subsets of [0, T ] ×M . We call W a periodic isolating
segment over [0, T ] (for Eq. (2)) and W− the exit set of W if:
(i) W and W− are compact ENR’s, W0 =WT and W−0 =W−T ;
(ii) there exists a homeomorphism of pairs
h :
([0, T ] ×W0, [0, T ] ×W−0 )→ (W,W−)
such that π1 = π1 ◦ h;
(iii) for every σ ∈ [0, T ) and x ∈ ∂Wσ there exists a δ > 0 such that for every
t ∈ (0, δ) either ϕ(σ,t)(x) /∈Wσ+t or ϕ(σ,t)(x) ∈ intWσ+t ;
(iv) W− ∩ ([0, T )×M)= {(σ, x) ∈W : σ < T, ∃δ > 0 ∀t ∈ (0, δ): ϕ(σ,t)(x) /∈
Wσ+t }.
The above definition is an inessential modification of the notion of periodic
isolating block in [6]. Notice that a T -periodic isolating block (in the sense of [6])
can be easily obtained by gluing translated copies of a periodic isolating segments
over [0, T ], and our conditions (iii) and, consequently, (iv) are more restrictive
K. Wójcik / J. Math. Anal. Appl. 271 (2002) 257–266 261
than the corresponding conditions in [6]. Actually, in practical applications one
does not need to use more general conditions.
Put S1 = R/TZ and by [t] denote the equivalence class of t ∈ R in S1. By
T -periodicity of f , (4) can be treated as an equation in S1 ×M . Denote by Φ˜ the
local flow generated by (4) with S1 ×M as the phase space. One can check that
the set
W˜ = {([t], x) ∈ S1 ×M: x ∈W[t ]}
is an isolating block in the usual sense in the theory of isolated invariant sets (see
[1]). The exit set W˜− of that isolating block is equal to {([t], x): x ∈W−[t ]} and
(W˜ , W˜−) is a pair of locally trivial bundles over S1. Define a map
τW :W0  x→ sup
{
t  0: ∀s ∈ [0, t]: Φ˜s
([0], x)∈ W˜} ∈ [0,∞].
τW is continuous (by the argument in a proof of Waz˙ewski theorem [1]).
Define a homeomorphism of pairs
h˜ : (W0,W
−
0 )→ (WT ,W−T )= (W0,W−0 )
by h˜(x) = π2(h(T ,π2h−1(0, x))) for x ∈ W0. Geometrically, h˜ moves a point
x ∈W0 to WT =W0 along the arc h([0, T ] × {π2h−1(0, x)}). A different choice
of the homeomorphism h in (ii) leads to a map which is homotopic to h˜ (compare
[6]); hence the automorphism
µW = h˜∗ :H(W0,W−0 )→H(W0,W−0 )
induced by h˜ in singular homology is an invariant of the segment W . Recall that
its Lefschetz number is defined as
Lef(µW)=
∞∑
n=0
(−1)n tr h˜∗n.
In particular, if µW = idH(W0,W−0 ) then Lef(µW) is equal to the Euler character-
istic χ(W0,W−0 ). The following theorem, up to slightly different notation, was
proved in [6]:
Theorem 3. If W is a periodic isolating segment over [0, T ] then the set
FW =
{
x ∈M: ϕ(0,T )(x)= x, ∀t ∈ [0, T ]: ϕ(0,t )(x) ∈Wt
}
is compact and open in the set of fixed points of ϕ(0,T ), and the fixed point index
of ϕ(0,T ) in FW is given by
ind(ϕ(0,T ),FW )= Lef(µW ).
(See [2] for the definition and properties of the fixed point index; here we use
a different notation from the one in that book.)
Let U and W be two periodic isolating segments over [0, T ] and Z be a
periodic isolating segment over [0, kT ] (k ∈N) for Eq. (2). We assume that
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(I) U ⊂W , Z0 =U0 =W0, Z−0 =U−0 =W−0 ;
(II) µU = µZ = µW ◦µW = idH(U0,U−0 );(III) Lef(µW) = χ(U0,U−0 ).
Let (V0, . . . , Vn−1) ∈ {U,W }{0,...,n−1} be a finite sequence of segments U
and W . To that sequence we attach a periodic isolating segment V0 . . .Vn−1Z
over [0, (n+ k)T ] as follows. Let t ∈ [0, (n+ k)T ] be such that t = s + pT for
some s ∈ [0, T ] and p ∈ {0, . . . , n + k − 1}. The point (t, x) ∈ V0 . . .Vn−1Z iff
only one of the following conditions holds:
if p ∈ {0, . . . , n− 1}, then x ∈ (Vp)s,
if p  n, then x ∈Z(p−n)T+s .
We have
µV0...Vn−1Z = µZ ◦µVn−1 ◦ · · · ◦µV0 .
It follows by (II) that if W appears in the sequence V0 . . .Vn−1 exactly l times
then
µV0...Vn−1Z = µlW .
We recall that FV0...Vn−1Z is the set of fixed points of ϕ(0,(n+k)T which trajectories
are contained in the segment V0 . . .Vn−1Z (see Theorem 3). Put
JU =
{
x ∈ U0: τU (x) > T
}
, JW =
{
x ∈ U0: τU (x) < T
}
,
JV0...Vn−1Z =
{
x ∈ FV0...Vn−1 : ∀p ∈ {0, . . . , n− 1}: ϕp(0,T ) ∈ JVp
}
.
Since JV0...Vn−1Z is compact and open in the set of all fixed points of ϕ(0,(n+k)T ),
the fixed point index is defined and we have:
Theorem 4. Assume the conditions (I)–(III). Assume that W appears in the se-
quence (V0 . . .Vn−1) exactly l  1 times. Then
ind(ϕ(0,(n+k)T ), JV0...Vn−1Z)= (−2)l−1
(
Lef(µW)− χ(U0,U−0 )
)
.
The proof is, up to detail, the same as the proof of Lemma 1 in [9].
3. Construction of isolating segments for Eq. (1)
In this section we construct several periodic isolating segments for Eq. (1).
They will be used in the next section in the proof of the main result.
Put T = 2π/κ . Let R > r , ∆ be real positive numbers. We will specify the
precise values later.
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In this section we will use two coordinate systems in the extended phase space
R × R2. The first one will be a standard one, the second one is given by the
following coordinate change:
zr = xr + iyr = exp(−itκ/2)z. (5)
In the sequel we will use subscript r to indicate that we use this coordinate frame.
We will call these coordinates rotating coordinates. We define (W,W−) by
W =
{
(t, z) ∈R×C ∣∣ ∣∣Re(exp(−itκ/2)z)∣∣R,∣∣Im(exp(−itκ/2)z)∣∣R},
W− =
{
(t, z) ∈W ∣∣ ∣∣Re(exp(−itκ/2)z)∣∣=R}.
In rotating coordinates we have
W = {(t, xr, yr) | |xr |R, |yr |R}, (6)
W− = {(t, xr, yr ) | |xr | =R, |yr |R}. (7)
The set W is a twisted prism with a square based base centered at the origin (see
Fig. 1 in [9]). Its cross-sections Wt are obtained by rotating the base with the
angle velocity κ/2 over the t-interval [0,2π/κ]. The exit set W− consists of two
ribbons winding around the prism.
We set
ω= R − r
∆
. (8)
Let s :R→R be a T -periodic function such that
s(t)=
{
R −ωt, for t ∈ [0,∆],
r, for t ∈ [∆,T −∆],
R −ω(T − t), for t ∈ [T −∆,T ].
(9)
We define
U = {(t, x, y) | (x, y) ∈ [−s(t), s(t)]2}, (10)
U− = {(t, x, y) ∈U | |x| = s(t)}. (11)
The set U is a regular square-based prism with broadening ends (see Fig. 2 in [9]).
For the proof of the following result we refer the reader to Lemma 19 in [13].
Theorem 5. Assume κ ∈ (0,0.495]. Then for R = 1.15, r = 0.5946, ∆= 0.935,
U ⊂W and the pairs (U,U−) and (W,W−) are periodic isolating segments over
[0, T ] for ϕ. Moreover,
(A) U0 =W0, U−0 =W−0 ;
(B) µU = idH(U0,U−0 );
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(C) µW ◦µW = idH(U0,U−0 );
(D) Lef(µW)= 1 and χ(U0,U−0 )=−1.
Let r1 > 0. We define
Pr1 =
{
(t, x, y) | |x| r1, |y| r1
}
, (12)
P−r1 =
{
(t, x, y) ∈ P | |x| = r1
}
. (13)
By Lemma 3 in [9] we have:
Lemma 1. For an arbitrary κ > 0 and any r1  1/3 the pair (Pr1,P−r1 ) is a
periodic isolating segment over [0, T ].
We set for t  0
sV (t)=
{
R −ωt, for t ∈ [0,∆],
r, for t ∈ [∆,T ],
re−a(t−T ) for t  T ,
(14)
where a > 0 is a real number. For t < 0 we set
sV (t)= sV (−t). (15)
We define an isolating segment V by
Vt =
[−sV (t), sV (t)]2, (16)
V −t =
{−sV (t), sV (t)}× [−sV (t), sV (t)]. (17)
Lemma 2. Let a = 0.25. Then V ⊂U and V is an isolating segment for (1).
This is Lemma 9 in [14].
4. Proof of the main result
Let t1, t2 and  > 0 be fixed. Let R, r , κ , ∆, a be as in Theorem 5 and Lemma 2.
Without loss of generality we can assume that t1 = i1T , t2 = i2T ,   1/3 for
some integers i1 < i2. Put i = i2 − i1. Let p ∈N \ {1} be such that
r1 = re−a(pT−T ) < /4. (18)
We define a periodic isolating segment (Z,Z−) over [(i1 − p)T , (i2 + p)T ] as
follows. To build one period of Z we take V[0,pT ] followed by Pr1 restricted to
[0, iT ] and then by V[−pT ,0]. The formal definition is:
Definition 1. Let t ∈ [(i1 − p)T , (i2 + p)T ]. The point (t, z) ∈ Z iff only one of
the following conditions holds:
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if t ∈ [(i1 − p)T , i1T ], then z ∈ Vt−(i1−p)T ,
if i1T  t  i2T , then z ∈ (Pr1)t ,
if i2T  t  (i2 + p)T , then z ∈ Vt−(i2+p)T .
It follows that
µZ = idH(U0,U−0 ) .
One can easy check that if (t, z) ∈ Z then
|z| , t ∈ [i1T , i2T ].
Let (V0 . . .Vn−1) be a finite sequence of symbols U and W . It follows by
Theorems 4 and 5 that
ind(ϕ(0,(i+2p+n)T ), JV0...Vn−1Z)= (−1)k−12k;
so JV0...Vn−1Z = ∅ and the first part of Theorem 2 follows.
To deal with solutions which are asymptotic to the origin we shrink the ends of
the isolating segments V0 . . .Vn−1Z almost to a line. It can be done using the iso-
lating segment V defined in the previous section. We describe only the main idea
of the proof. Easy details are left to the reader. We fix a finite sequence V0 . . .Vn−1
of symbols U and W . For n ∈N we define a periodic isolating segment Xn as fol-
lows. To build one period of Xn we take V[−nT ,0] followed by V0 . . .Vn−1Z and
then by V[0,nT ]. By the arguments like in periodic case for any n there is a periodic
solution xn contained in the segment Xn such that if (Xn)[sT ,(s+1)T ] =W then xn
leaves the segment U in some time t ∈ (ST , (s+ 1)T ). By the compactness of U0
we get a homoclinic solution as a limit of some convergent subsequence of xn.
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