Abstract. In the context of arithmetic surfaces, Bost defined a generalized Arithmetic Chow Group (ACG) using the Sobolev space L 2 1 . We study the behavior of these groups under pull-back and push-forward and we prove a projection formula. We use these results to define an action of the Hecke operators on the ACG of modular curves and show that they are self-adjoint with respect to the arithmetic intersection product. The decomposition of the ACG in eigencomponents which follows allows us to define new numerical invariants, which are refined versions of the self-intersection of the dualizing sheaf. Using the Gross-Zagier formula and a calculation due to U. Kühn we compute these invariants in terms of special values of L series.
Introduction
Let X be an arithmetic surface, that is a projective, regular, 2-Krull dimensional scheme over Spec(Z). Such an object arises naturally as a model over the integers of a smooth algebraic curve defined over a number field. Arakelov devised a formalism on X analogous to the classical intersection theory on an algebraic surface defined over a field ([Ara74] ). The basic object of this formalism is a compactified divisor, that is a pair (D, g), where D is a Weil divisor on X and g is a real-valued distribution on the compact Riemann surface X = X (C). Here, g is a Green function for D, subject to the following condition. Suppose for simplicity that the genus of X is positive, and take an orthonormal basis ω 1 , . . . , ω n of the space of holomorphic 1-forms (where we take this space to be endowed 1 with the inner product (α, β) → i 2 X α ∧ β). The canonical Arakelov 2-form is defined by
This is a C ∞ volume form on X. It is independent of the choice of the orthonormal basis {ω 1 , . . . , ω n }. We impose that g satisfies the equation of currents
If this condition is satisfied, then g is said to be admissible. We also impose the normalization X gµ Ar = 0. The key analytic ingredient needed to define an intersection number from two compactified divisors (D 1 , g 1 ) and (D 2 , g 2 ) is the star product
This is a well defined current if D 1 (C) and D 2 (C) do not have points in common. The integral X (C) g 1 * g 2 is bilinear and symmetric in (g 1 , g 2 ).
In Gillet and Soulé's subsequent treatment of Arakelov's theory [GS90] , the admissibility condition on g is dropped. More precisely, g is a real-valued C ∞ function on the complement of the support of D(C) = P a P [P ] . It is required that for every point P in this support, there is a local expansion of the form (1.3) g = −a P log |θ P (·)| 2 + b, with θ P a local chart vanishing at P and b a C ∞ function. Such a distribution is called a Green current for D. Equation (1.1) implies the local expansion (1.3), making Gillet and Soulé's theory a generalization of Arakelov's theory. The star product (1.2) between normalized Green currents retains the symmetry and bilinearity properties.
In this paper we study the lack of functoriality problem in Arakelov theory. That is, let ϕ : X → Y be a finite morphism between arithmetic surfaces, and (D, g) a compactified divisor on X . If the induced holomorphic covering ϕ C : X (C) → Y(C) is ramified, then the pair (ϕ * D, ϕ * g) induced from the the push-forward is not a compactified divisor on Y, in either the Arakelov or the Gillet-Soulé sense. The reason is purely analytic in nature; ϕ * µ Ar has singularities at the branching points, hence it is not the Arakelov canonical form on Y(C). Furthermore, ϕ * g is not a Green current for ϕ * D, because the push-forward operation does not preserve C ∞ functions. In this sense, the theories of Arakelov and Gillet-Soulé are not functorial. In many situations, it is natural to consider correspondences on arithmetic surfaces. Unfortunately, the interaction with the intersection formalism is excluded by this phenomenon.
Bost brought to this circle of ideas the Sobolev space L 2 1 , which consists of distributions in L 2 whose derivatives also belong to L 2 . He proposed a generalization of Gillet-Soulé's theory for arithmetic surfaces ([Bos99] ). In this framework, g is a real-valued element of L 1 -Green functions is well defined. This theory is optimal in the sense that L 2 1 is the biggest space such that a useful (integral of a) star product can be defined. Bost's theory also improves on the geometrical part, because it doest not require the scheme X to be regular but only integral and normal. We drop the regularity in the definition of arithmetic surface in what follows.
Let us write CH 1 (X ), <, > to denote the L 2 1 arithmetic Chow group defined in [Bos99] . In this paper, we prove that these groups have a good functoriality. More precisely, we provide a proof of the following Theorem 1.1. Let ϕ : X → Y be a generically finite morphism between integral, normal, arithmetic surfaces.
(1) The natural definitions of pull-back and push-forward induce homomorphisms ϕ * : CH 1 (Y) −→ CH 1 (X ) ϕ * : CH 1 (X ) −→ CH 1 (Y).
(2) Projection formula: for all x ∈ CH 1 (X ) and y ∈ CH 1 (Y), we have that <ϕ * y, x> = <y, ϕ * x>.
The main difficulty in proving this theorem is to control the L 2 norm of ϕ * f around the ramification points, where f is L 2 1 . This is achieved by establishing a Poincaré-like inequality (Lemma 2.7 in the main text), which we present as a variant of the Hardy inequality. On the other hand, the push-forward operation turns out to be easier to handle.
We point out that Theorem 1.1 was known to Bost before our investigation started ( [Bos99] , p. 245, [Bos98] ), though he did not publish any details. The method described in the paragraph above, different from Bost's approach, was found independently (cf. Remark 2.4).
We also consider a generalization of Arakelov's condition (1.1). Let L 2 −1 X (C) be the space of 2-currents which are locally of the form (f + ∂ ∂z
holds in the sense of currents. We denote by CH 1 (X ) µ the corresponding µ-admissible arithmetic Chow group. We show that pull-back and push-forward are well-behaved with respect to this notion, as well as study how the reference 2-current changes.
The natural definitions of pull-back and push-forward induce homomorphisms
Here, the main issue is the question of the existence of such µ-admissible Green functions (cf. Proposition 3.1). Such a distibution always exists locally, a result coming from the theory of elliptic PDEs. This reduces our problem to patching together local solutions to obtain a global one, which in turn is an exercise in L reference in the literature, we collect in the appendix the necessary facts and deductions to complete it.
We mention that Burgos, Kramer and Kühn [BGKK07] have developed an arithmetic intersection theory which, in the case of arithmetic surfaces considered here, lies strictly in between Gillet-Soulé's and Bost's. They show that their theory is functorial. This theory has the advantage of being able to handle higher dimensional arithmetic varieties, where no optimal theory analogous to Bost's is known (though there are partial results in this direction due to A. Moriwaki [Mor98] ).
As an application, which is also our main motivation to study functoriality in this context, we consider the case of the modular curves X 0 (N) = Γ 0 (N)\H * and their Hecke correspondences. We use the integral model X 0 (N) obtained by the modular interpretation in terms of Γ 0 (N)-structures as in [KM85] . On the other hand, the hyperbolic measure on H descends on X 0 (N) to a finite measure. We denote by µ N the normalized 2-current on X 0 (N). This is an element of L 2 −1 X 0 (N) . We define CH(N) := CH 1 (X 0 (N)) µ N . Theorem 1.3. The Hecke correspondences T l with l ∤ N and the involutions w d with d|N induce homomorphismsT l andŵ d on CH 1 (X 0 (N)). These homomorphism form a commutative algebra, and the induced operatorT l is self-adjoint. Moreover, this algebra preserves CH(N).
We remark that, as the singularities of an admissible Green function with respect to µ N are of log log type, the part of this statement concerning functoriality can also be obtained via the Burgos-Kramer-Kühn theory.
From now on, we suppose that N is squarefree. We denote by CH num R (N) the variant of the arithmetic Chow group CH(N) obtained by taking divisors (compactified, µ Nadmissible) with real coefficients, and then the quotient by the numerical equivalence relation (cf. Section 4.3 for a precise definition). This is a real vector space of finite dimension, and the Hecke operatorsT l andŵ d act on it. The Hodge index theorem in this context allows us to decompose CH num R (N) as a sum of two Hecke-invariant subspaces:
where Eis is the space spanned by compactified irreducible components of fibers, and
as real vector spaces. It is possible to choose the isomorphism in (1.5) such that the Hecke actions on both sides are compatible (Corollary 4.1). Hence we may further decompose
where f runs through a basis of S 2 Γ 0 (N) consisting of eigenforms. Let ω be the dualising sheaf on X 0 (N). By taking the divisor induced by a section of this sheaf with an appropriate choice of L 2 1 -Green function (cf. Section 4.4), we obtain a classω ∈ CH(N). Following the decompositions (1.4) and (1.6) we can then writê
We consider the self-intersection of each component as a refined invariant:
Using a calculation due to U. Kühn ([Küh01]), we then obtain Theorem 1.4. Suppose that N is squarefree. Let g M := genus of X 0 (M). We have that
where ζ(·) is the Riemann zeta function.
One of the divisors in the class ω J is an explicit linear combination of Heegner points of discriminants -3 and -4. Let H i (resp. H j ) be the sum of all divisors on X 0 (N) of the form
, with P a Heegener point of discriminant -4 (resp. -3). Using the Gross-Zagier formula, we obtain that Theorem 1.5. Suppose that f is a normalized newform, and that N is a squarefree integer such that (6, N) = 1. Then,
where h N T is the Néron-Tate height on J 0 (N)(Q). Furthermore, if N is prime, then
where χ −4 (resp. χ −3 ) is the quadratic Dirichlet character associated to Q(i)/Q (resp. Q( √ −3)/Q) and (f, f ) is the Petersson norm of f .
Though we have treated in detail only the case of Γ 0 (N), an analogous analysis can be made for Hecke operators on other congruence groups, as well as on Shimura curves.
Similarly, we define L 1 (U) as the space of distributions on U which are L 1 with respect to ν U , with L 1 (U) 0 the closure of the image of the natural map D(U) → L 1 (X). We define formally
Let us record for latter use the following result.
Lemma 2.1. Assume either of the following hypotheses:
. Then, we have an equality of absolutely convergent integrals:
Proof: It suffices to consider f ∈ D(U). Then, the identity d(f ∂g) = ∂f ∧ ∂g − 2πif dd cḡ and the vanishing of f on ∂U prove (2.2). Since either of the hypotheses ensure that (f, g) 1,U is absolutely convergent, this finishes the proof.
2.2. Pull-back and push-forward in the space L 2 1 . Let ϕ : X → Y be a non-constant holomorphic map between compact Riemann surfaces. For a function g ∈ C ∞ (X) (resp. f ∈ C ∞ (Y )), the functions ϕ * f and ϕ * g are given by ϕ * f = f • ϕ and
where e x is the ramification index of ϕ at x. We have that ϕ * f ∈ C ∞ (X). Although ϕ * g is continuous, it is not C ∞ at branched points. However, we have the following result for the latter function.
Proof: As ϕ * g is continuous, it suffices to check that the derivative of ϕ * g is L 2 around the finite set of branched points contained in ϕ(U). Using local coordinates, we reduce the problem further to the following situation: g is a C ∞ function on D = {z ∈ C, |z| < 1}, and ϕ : D → D is the map ϕ(z) = z n . Fixing a branch of the logarithm on D, we then have that
Then,
Hence,
as can be seen by an elementary change of variables. The last integral converges because h is smooth.
Proposition 2.1. The linear maps
We postpone the proof of this statement to the end of this Section. As the spaces C ∞ (X), C ∞ (Y ) are dense in the respective L 2 1 topologies, Proposition 2.1 allows us to extend the pull-back and push-forward to the respective L 2 1 spaces,
Lemma 2.3. Fix an open set U ⊂ X. Assume either of the following hypotheses:
Then, we have that
Proof: Either of the hypotheses above allows us to reduce to the case where f and g are C ∞ (by a well known density argument). Then, using a partition of unity, the problem is further reduced to the case where ϕ is the covering z → z n of the complex unit disc. In this situation, the asserted equality bowls down to an elementary change of variables.
For a 2-current µ and a distribution f , we define formally the symbol
Lemma 2.4. The integral in (2.4) is absolutely convergent under either of the following hypotheses:
Moreover, we have that
Suppose hypothesis (i) holds. Using a partition of unity and the compactness of X, the integral in (2.4) splits as a finite sum of integrals over open sets U such that
Then, every integral on the sum converges by Lemma 2.1, which shows that (2.4) is absolutely convergent. The same argument works under hypothesis (ii), taking h ∈ C ∞ (U) and f ∈ L 1 (U) 0 . To prove (1), we choose a finite collection of open sets U as in the paragraph above. As ϕ is a proper map, we may suppose that ϕ * s ∈ L 2 1 (U) 0 . Using Lemma 2.1 and Lemma 2.3, we obtain that
The identity (2) is proved similarly. Now, we establish three lemmas leading to the proof of Proposition 2.1. The first one will be used to control the L 2 norm of ϕ * (resp. ϕ * ) away from the ramification (resp. branched) points.
Lemma 2.5. Let µ X (resp. µ Y ) be a nonnegative, continuous 2-form on X (resp. on Y ). Let ϕ : X → Y be a non constant holomorphic map between compact Riemann surfaces, and let f ∈ C ∞ (Y ), g ∈ C ∞ (X). Then, the following relations hold:
Remark 2.2. We stress that, as ϕ * µ X is not continuous if ϕ is ramified, this lemma does not immediately imply Proposition 2.1 (cf. Remark 2.4). 
This proves the first assertion. We will now deduce the second from the first:
Applying the Cauchy-Schwarz inequality to the inner product
we obtain that
Lemma 2.2 ensures that ϕ * g µ Y is a real number. Hence, by the above inequality, we conclude that
Proof: Using Lemma 2.1, we have that
Similarly,
Df dd c f.
, along with the vanishing on the boundary allow us to deduce the result.
The following lemma can be seen as a weighted Poincaré inequality. It will be used in the proof of Proposition 2.1 to control the L 2 norm of ϕ * around the ramification points.
Lemma 2.7. Let S be the set defined in Lemma 2.6. For every δ > 0 there exists C δ > 0 such that for all f ∈ S,
Proof: Observe that the integral on the left hand side is convergent. Indeed,
Let D ε = {ε < |z| < 1}. We have that
We remark that
Then, using (2.8),
where we have used the relation
f . We bound the first integral using the Cauchy-Schwarz inequality. That is,
Using Lemma 2.6, the same bound applies to the second integral in (2.9). Putting everything together, we obtain that
This implies (2.7) with C δ = (4/δ) 2 .
Remark 2.3. Lemma 2.7 can be viewed as a variant of the Hardy inequality ([HLP88] , Theorem 327). In both cases, the main idea is to use express the weighted L 2 norm of f as an integral involving the derivative of f . In our case, this is done through the equality (2.8).
Proof of Proposition 2.1 : the endomorphism of the unit disk D given by z → z n pulls back dz ∧ dz to n 2 |z| 2(n−1) dz ∧ dz. Hence, the form ϕ * µ Y on Lemma 2.5 is continuous, non negative, with zeroes at the ramification points. This proves the assertion about the push-forward in Proposition 2.1.
Concerning the pull-back, we must prove that we can choose a positive, continuous
. Let E ⊂ Y be the set of branched points of ϕ. We select a convenient neighborhood U of E as follows: for each ramification point P ∈ X of ϕ with ramification index n P , there exists a neighborhood V P ⊂ X (resp. U P ⊂ Y ) of P (resp. of the branched point ϕ(P )) and local charts θ P : D → V P , η P : D → U P such that the following diagram commutes:
We may assume without loss of generality (shrinking the neighborhoods if required) that
Let U E be another neighborhood of E such that U E ⊂ U. Let ψ 1 , ψ 2 be a partition of unity subordinate to the covering {Y \U E , U}. Let
where f 1 := f ψ 1 and f 2 := f ψ 2 . As
it suffices to prove (2.10) for f 1 and f 2 . Let µ be a positive continuous volume form such that µ = ϕ * µ X on Y \U E . Note that such a form exists because ϕ * µ X is continuous on E c . We have that f 1 ϕ * µ X = f 1 µ . Then, since suppf 1 ⊂ Y \U E , it follows from Lemma 2.5 that
We may suppose that the support of f 2 is contained in some U P . We then have that
The last inequality, valid for some λ > 0 depending only on the choice of charts, follows from the continuity of θ * Q µ X on D. Putting n := n P we then find that
where the last follows by application of Lemma 2.7 to
This achieves the proof of (2.10) for f 2 . 
, it suffices to show the continuity of ϕ * on C ∞ ϕ (Y ), which can be easily done (e.g. using Lemma 2.5 and the classical Poincaré inequality). This approach avoids the use of Lemma 2.7, though is less elementary.
2.3. Pull-back and push-forward of L 2 1 -Green functions. Let X be a compact Riemann surface, and let D = P a P [P ] be a divisor with real coefficients on X. By definition, a Green function with
Remark 2.5. The above definition is equivalent to the following two properties:
• h is C ∞ outside of the finite set |D| := {P such that a P = 0} • for every P ∈ |D|, there exists a local chart (U, θ P ) centered at P such that
The first property is a consequence of the ellipticity of the dd c operator. The second one comes from the fact that log | · | 2 is a fundamental solution of dd c f = δ 0 on the complex unit disc.
Definition 2.1. An L 2 1 -Green function for D is a real-valued distribution g on X such that there exists a Green function with C ∞ regularity h for D, along with an element ψ ∈ L 2 1 (X) such that (2.11) g = h + ψ.
We call this equality a regular splitting of g.
Remark 2.6. A distribution g satisfies the above definition if and only if dd c g + δ D is a 2-current in L 2 −1 (X) (cf. Proposition 3.1 below). In particular, the 2-current dd c g is a Radon measure, that is, it extends to a continuous functional on the space C 0 (X) of continuos functions (and not merely on C ∞ (X)).
Let ϕ : X → Y be a non-constant holomorphic map between compact Riemann surfaces. We define the distribution ϕ * h on Y by (2.12)
where e x is the ramification index of ϕ at x. The definition above has to be understood in the following sense. Using Remark 2.5, we see that the right side of (2.12) defines a function on the complement of the finite set {y ∈ Y such that ϕ −1 (y) ∩ |D| = ∅}.
It can be proven that the singularities of ϕ * h on this set are logarithmic (cf. (2.15) below for a precise verification), thus defining a distribution on X. Finally, we define
Similarly, let E ∈Div(Y ) and let k be a Green function with C ∞ regularity for E. We define the distribution ϕ * k on X by
This definition is made rigorous in the same way as we did it with ϕ * h above. Let f be a L 2 1 -Green function for E, with a regular splitting (2.13)
where ξ ∈ L 2 1 (Y ). We define
We first prove the assertion concerning the push-forward. It suffices to consider the case D = [P ]. Let n be the ramification index of ϕ at P , and let Q := ϕ(P ). We choose local charts (U, θ P ) centered at P and (V, θ Q ) centered at Q such that the following diagram commutes:
Here, α(z) = z n . We may assume that the ramification index is 1 for every point in U different from P , and that we have
We may also assume that supp h ⊂ U 2 . As ϕ * ψ ∈ L 2 1 (Y ), it suffices to prove that ϕ * h can be expanded around Q as
. Using our assumptions on the support of h, we have that for all y ∈ V \{Q},
. Now, we prove the assertion concerning the pull-back. As before, we may assume that E = [Q]. We have that
We fix P ∈ |ϕ * [Q]| and choose local charts (U, θ P ) centered at P and (V, θ Q ) centered at Q such that the diagram (2.14) commutes, with α(z) = z e P . Let us write f = k + ξ as in (2.13). This reduces the problem to a study of the expansion of ϕ * k around P . We have that
As ϕ * b is C ∞ , this concludes the proof.
The following two Lemmas will be used in the proof of Theorem 3.1. We adopt the following notation. For a 2-current T and a test function φ ∈ C ∞ , we denote by T [φ] the value of T at φ.
Lemma 2.8. Using the notations of Theorem 2.1, we have that
Remark 2.7. As ϕ * φ is continuous, the right hand side of (2.16) is well defined (cf. Remark 2.6).
Proof: we write f = k + ξ. Using Lemma 2.4, we have that
We put w := dd c k + δ E , which is a C ∞ 2-form. Using Lemma 2.4, we have that
thus proving (2.16). Equation (2.17) is proved similarly.
The following lemma is a variant of Lemma 2.4 for Green functions.
Lemma 2.9. Let h be a Green function with C ∞ regularity for a divisor D on Y such that the support of ϕ * h is contained in a neighborhood U of |ϕ
Proof: Theorem 2.1 ensures that ϕ * h and ∂ ∂z ϕ * are L 1 on U (i.e., apply the local expansion in Remark 2.5 to ϕ * h). Then, by Lemma 2.1 and Lemma 2.3, we have that
3. Pull-back and push-forward in Arakelov theory 3.1. The L 2 1 -arithmetic Chow group, the admissible arithmetic Chow group and intersection theory. Let X be an arithmetic surface, that is a projective, integral, normal scheme over Spec(Z) of Krull dimension 2. The ring O X (X ) is the ring of integers of a number field K. We denote by Div(X ) the set of Weil divisors on X .
A compactified divisor (in the sense of Bost) is a pair (D, g) , where D ∈Div(X ) and g is a L 2 1 -Green function for the divisor D(C) on the compact Riemann surface X (C). In addition, g must be invariant under complex conjugation on X (C). A principal divisor is a compactified divisor of the form (div f, − log |f C | 2 ), where f is a rational function on X . This is a well defined notion, as can be seen from the Poincaré-Lelong equation
Let Div(X ) be the set of compactified divisors. It is an abelian group under the
From remark 2.5 it is easily verified that this operation is well defined. The neutral element is (0, 0), that is the empty divisor together with the zero function. The set of principal divisors is a subgroup of the group of compactified divisors.
The L 2 1 -arithmetic Chow group CH 1 (X ) is defined as the quotient of the group of compactified divisors by the subgroup of principal divisors.
Let
A compactified divisor (D, g) is said to be admissible with respect to µ (or µ-admissible) if the following equality of currents holds:
In this situation we will also say that g is a µ-admissible L We remark that (3.1) is a necessary condition for the existence of admissible compactified divisors (D, g) with deg D(C) = 0. To give a sufficient condition we use an existence result coming from the theory of elliptic operators:
1 (X) if and only if X µ = 0. If µ is real-valued then u can be taken to be real-valued.
If we take µ to be a C ∞ form (in which case u ∈ C ∞ (X)), this is a well known consequence of the Hodge theorem in differential geometry (cf. [War71] , 6.8).
Equation (3.2) can be solved locally via standard techniques from the theory of elliptic PDE's, namely the Lax-Milgram theorem and the Fredholm alternative. To prove that it is possible to patch together these local solutions to get a global solution, we shall use the cohomology machinery. We explain the precise steps giving a proof of Lemma 3.1 in the Appendix. Principal divisors are admissible with respect to any 2-current. The set of µ-admissible compactified divisors forms a group. We denote by CH 1 (X ) µ the quotient of this group by the subgroup of principal divisors. The natural map CH 1 (X ) µ → CH 1 (X ) is an embedding of abelian groups.
Let x 1 , x 2 ∈ CH 1 (X ) be represented by the compactified divisors (D 1 , g 1 ) and (D 2 , g 2 ). We suppose that the representatives have been chosen without common irreducible components. The intersection pairing is defined as
where the first pairing is the finite intersection pairing as defined in [Bos99] , Section 5.3. We recall from loc. cit. the definition of the second pairing: we choose regular splittings
as in (2.11), and we define
where h 1 * h 2 = h 1 w 2 + h 2 δ D 1 (C) . This number does not depend of the choice of h i , ψ i .
Example 3.1. For every compactified divisorD = (D, g) and c ∈ R, we have that
Let ϕ : X → Y be a generically finite morphism between arithmetic surfaces. If we have a regular splitting g = h + ψ, then by definition ϕ * g = ϕ * h + ϕ * ψ. As ϕ * h is not a Green function with C ∞ regularity when ϕ is ramified, this is not a regular splitting of ϕ * g. However, we show in the following lemma that this decomposition can still be used to compute intersections.
Lemma 3.2. Let (D x , g x ) (resp. (D y , g y )) be a compactified divisor on X (resp.Y). We decompose g x = h x + ψ x (resp. g y = h y + δ Dy(C) ) as in (2.11) and we put w(ϕ * h x ) := dd c ϕ * h x + δ ϕ * Dx(C) (resp. w(h y ) := dd c h y + δ Dy(C) ). we have that
Moreover, all of the integrals above are absolutely convergent.
Proof: Let Y = Y(C). Using Theorem 2.1, we obtain an auxiliary regular splitting
where h is a Green function for ϕ * D x with C ∞ regularity, and ψ ∈ L 2 1 (Y ). Hence, we have that
We deduce from (3.4) that
As w(h y ) is C ∞ and ψ − ϕ * ψ x is L 2 , this equality shows the absolute convergence of the integral on the left. Thus, we find that
The last integral is absolutely convergent because
and the functions on the right are L 2 1 . This shows that the left hand side of (3.6) is absolutely convergent. From this equality we deduce that
Together with (3.5), this proves both the absolute convergence of the first integral on the left and the desired formula.
3.2. Functoriality with respect to pull-back and push-forward. Let ϕ : X → Y be a generically finite morphism between arithmetic surfaces. Let (D, g D ) (resp. (E, g E )) be a compactified divisor on X (resp. on Y). We define
Theorem 3.1.
(1) The formulas above induce homomorphisms 
(3) Projection formula: for x ∈ CH 1 (X ) and y ∈ CH 1 (Y), we have that <ϕ * y, x> = <y, ϕ * x>.
Remark 3.1. The functorial properties of the pairing in (2.4) ensure that 1 deg ϕ X ϕ * ν = 1 and
Hence, the arithmetic Chow groups appearing to the right in Theorem 3.1 (2) contain compactified divisors of nonzero generic degree (cf. Proposition 3.1).
A correspondence T on X is, by definition, an arithmetic surface Y together with two ordered finite morphisms p, q : Y → X . The correspondence T is said to be symmetric if
The following statement is a straightforward consequence of Theorem 3.1 and the definitions above.
Corollary 3.1. Let T be a correspondence on the arithmetic surface X .
(1) The formula (3.7) induces a homomorphism
(2) If T is symmetric, then the morphismT is self-adjoint, i.e. for all x, y ∈ CH 1 (X ), <T x, y> = <x,T y>. (3) Formula (3.7) induces a homomorphism
Corollary 3.2. Let S be another correspondence on X . If S and T commute as endomorphisms of Div(X ), thenŜ andT commute as endomorphisms of Div(X ).
Proof: let (D, g) be a compactified divisor. Let g = h+ψ be a decomposition as in (2.11). Let ψ n be a sequence of C ∞ functions converging to ψ in L 2 1 X (C) . The hypothesis implies that S and T commute as correspondences on X (C), so ST ψ n − T Sψ n ≡ 0. By Proposition 2.1, we have that ST ψ = T Sψ.
By Theorem 2.1, we deduce that Proof of Theorem 3.1: To prove (1), it suffices by Theorem 2.1 to show that principal divisors are sent into principal divisors. Let f be a rational function on X . Let N ϕ : K(X ) → K(Y) be the norm map between function fields induced by ϕ. We have that
On the other hand, if f is a rational function on Y, we have that
This finishes the proof of (1). Now we prove the first statement of (2). Let (E, g) be a compactified divisor on Y which is admissible with respect to ν. Theorem 2.1 shows that ϕ * (E, g) is a compactified divisor on X . We need to check the equality of currents
Let φ ∈ C ∞ (X). Using Lemma 2.8, we have that
Using Lemma 2.4 and the fact that deg ϕ * E(C) = deg ϕ deg E(C), this finishes the proof of the statement concerning ϕ * in (2). To prove the part concerning ϕ * in (2), let (D, g) be a compactified divisor on X which is admissible with respect to µ. Theorem 2.1 shows that ϕ * (D, g) is a compactified divisor on Y. As deg ϕ * D(C) = deg D(C) , we need to check the equality of currents
Let φ be a C ∞ function on Y . Using Lemma 2.8, we have that
As before, we conclude by Lemma 2.4. This finishes the proof of (2). Now, we prove (3). Let (D x , g x ) (resp. (D y , g y )) be a member in the class x (resp. y), chosen such that |D x (C)| ∩ |ϕ * D y (C)| = ∅. We decompose
as in (2.11). As w(h x ) is a C ∞ 2-form, there exists a neighborhood U of |ϕ * D y (C)| and s ∈ C ∞ (U) with w(h x ) = dd c s on U. We suppose that the support of ϕ * h y is contained in U. Using Lemma 3.2, we have that
We will prove the required equality term by term.
where we have used Lemma 2.9 in (3.8). Using Lemma 2.4, we obtain that
The equality X ψ x w(ϕ * h y ) = Y ϕ * ψ x w(h y ) is handled similarly. Using Lemma 2.3 we obtain that
4. Hecke correspondences on modular curves 4.1. Integral models of the modular curves X 0 (N) and Hecke correspondences. Let N ≥ 1 be an integer. We consider the modular curve X 0 (N) := Γ 0 (N)\ H ∪ P 1 (Q) . This Riemann surface admits a smooth, projective model over Q. In order to obtain a model over Z, we will use the modular interpretation in terms of Γ 0 (N)-structuresà la Drinfeld as in [KM85] . We recall the basic facts and definitions:
• Let S be a scheme and let E → S be an elliptic curve. A group subscheme G ⊂ E over S is cyclic of order N if it is locally free of rank N and there exists a morphism T → S which is faithfully flat and locally of finite presentation and a T -point P ∈ G(T ) such that we have the equality of Cartier divisors
[aP ].
• An isogeny π : E → E ′ over S is said to be cyclic of order N if ker π is a cyclic subgroup of order N in the above sense.
• Let d be a divisor of N. There is a unique cyclic subgroup G d ⊂ G, called the standard cyclic subgroup of order d, characterized by: if P is a f.p.p.f. 3 local generator of G, then G d is generated by (N/d)P (Theorem 6.7.2. of loc. cit.). Let X 0 (N) be the compactified coarse moduli scheme associated to the moduli problem [Γ 0 (N)] classifying cyclic N-isogenies between elliptic curves as constructed in loc. cit. Ch. 8. Alternatively, the functor [Γ 0 (N)] can be described as classifying cyclic subgroups of order N of elliptic curves. The scheme X 0 (N) is proper and normal. It has good reduction at p ∤ N and bad reduction at p|N.
We consider the related functor F N : Sch −→ Sets which attaches to a scheme S the set F N (S) = {(E, C) such that E/S is an elliptic curve and C is a Γ 0 (N)−structure on E}/ ∼, where ∼ stands for the natural isomorphism notion. Let l be a prime number such that l ∤ N. We define morphisms
as follows. Let S be a scheme, and let (E, C) represent a class in F N l (S). Let C N ⊂ C (resp. C l ⊂ C) be the standard cyclic subgroup of order N (resp. l). We put
The morphism β l is well defined because of Theorem 6.7.4. of loc. cit.
Using the coarse moduli property and the construction of the compactification as a normalization, we obtain finite morphisms α l , β l : X 0 (Nl) → X 0 (N). We define the Hecke correspondence of order l by
We define the Atkin-Lehner involution w d on X 0 (N) first as a functor F N → F N as follows: let S be a scheme and let (E, C) represent a class in F N (S). Let C d be the standard cyclic subgroup of order d of C. We put
As before, we obtain an involution
In what follows we will suppose N squarefree to simplify the analysis of the bad fibers. For a prime number p, we put X p (M) := X 0 (M) ⊗ F p . If p|N, then X p (N) has two irreducible components, each one of them isomorphic to X p (N/p). We denote by
Lemma 4.1. Suppose that N is squarefree. For prime numbers p|N, l ∤ N and u ∈ {0, ∞}, we have that
(It is enough to check these equalities on the generic fiber, where it is clear). Using the notations 1/0 = ∞ and 1/∞ = 0, we have that
If u = ∞ (resp. u = 0), then the last number is zero (resp. nonzero) by definition. This proves the assertion concerning w N . Now, we have that
, then the last number is nonzero (resp. zero) by definition, which shows that
The analogous claims concerning β * l are proved in the same way. Now, for the push-forward, we have that
, the last number is nonzero. Using the fact that (α l ) * X ∞ p (Nl) must be irreducible, we conclude that it is supported on X ∞ p (N). To compute the degree of the extension of function fields over F p given by α *
, we observe that the coarse moduli property together with (4.1) allow to check that for every geometric point of X Proof: this is well known on the generic fiber. Hence, for any irreducible, horizontal divisor D on X 0 (N), we have that
where V is a vertical divisor. (This is justified because both sides of this equality are equal on the generic fiber). As α l and β l are finite, no vertical divisor is produced during the pull-back operation. Hence, V = 0. On the other hand, if D is an irreducible component of a finite fiber, we conclude by Lemma 4.1. , we only need to show that log y defines a L 2 1 function on a neighborhood of these points. Cusps: Let s be the width of the given cusp, and let σ = * * u v ∈ GL 2 (R) be the element taking it to ∞. In terms of the local parameter q = e 2πiσ(z)/s , we have the relation
where j σ (z) = uz + v. From this, it is easily checked that log y is L 2 1 in a neighborhood of q = 0.
Elliptic points: Let z 0 = x 0 + iy 0 be an elliptic point of order n. A local parameter is τ = z−z 0 z−z 0 n . After the choice of a branch of logarithm, we have that
From this formula it is easy to verify that log y is L 2 1 in a neighborhood of τ = 0.
We introduce the notation CH(
Theorem 4.1.
(1) The correspondences T l with l ∤ N and
(2) These homomorphisms preserve CH(N). Proof: The assertion (1) is an immediate consequence of Theorem 3.1, (1). It is easily verified that T l µ N = (l +1)µ N . Then, using Lemma 4.4 and Theorem 3.1 (2), we conclude (2). Assertion (3) follows from Corollary 3.1, (2) and Lemma 4.2. To prove (4), we first note that the sub-algebra of End Div X 0 (N) spanned by the correspondences T l and w d is commutative (cf. [Shi94] , Proposition 3.32 to check commutativity for horizontal divisors and Lemma 4.1 for vertical divisors). Then we use Corollary 3.2 to deduce the claim.
The next Lemma will be used to construct a µ N -admissible Green function for D N ∞ . Lemma 4.5.
(1) Let P ∞ := Γ 0 (N)∞ ∈ X 0 (N). There exists a weight k ∈ 12N cuspidal form f ∈ S k Γ 0 (N) and an integer r ∈ Z >0 such that Proof: if N = 1, we consider the discriminant function
If N > 1, we consider ∆ as a modular form in S 12 Γ 0 (N) . We have that
where a C > 0 for every cusp C and
has degree 0 and is supported on the cusps. By the Manin-Drinfeld theorem ([Dri73] , [Elk90] ), there exists a meromorphic function g on X 0 (N) and a positive integer n such that
Thus, f := ∆ n /g is an holomorphic modular form in S 12n Γ 0 (N) that satisfies (4.4). We have that To prove the second, we remark that since the holomorphic modular form f r 1 /f r 1 has no zeros, it must be constant. We obtain that k 1 /r 1 = k/r = 12/[Γ 0 (1) : Γ 0 (N)], i.e. by writing down that its weight is 0.
Let f be as in part (1) of the preceding Lemma. We define
The statement (2) in the Lemma implies that g ∞ depends on the choice of f only up to an additive constant. An alternative proof of this fact is given by part (1) of the following proposition:
Proposition 4.1.
(
where q is the standard local chart around Q, the function b is C ∞ and b N = 12/[Γ 0 (1) : Γ 0 (N)].
Proof: let z 0 = x 0 + iy 0 ∈ H be a point of order n and let τ be the local chart around z 0 as in (4.3). If n = 1 (i.e. if z 0 is not an elliptic point), the expression (4.3), shows that
The q-expansion of f at Q is given by
where r Q is the order of vanishing of f at Q. Using the relation (4.2), we obtain that
where h is an holomorphic function defined on a disc containing 0 and such that h(0) = 0. We find that f (z) = a r q r + a r+1 q r+1 + . . . , a r = 0, r ≥ 1. We write |f (z)| 2 = |a r q r | 2 h(q), where h is defined on a neighborhood of 0 and h(0) = 1. On the other hand, if we put (4.6)
then we have that
log |q| si j = l and
where the functions h 0 , . . . , h l are defined around 0, positive, continuous and satisfy h j (0) = 1. Using these notations, we obtain that
Hence, taking the limit as z → ∞ and using Lemma 4.5, (2) we obtain that c = b N log(l l−1 ).
Definitions 4.1.
• • Suppose that the genus of X 0 (N) is nonzero. We identify J 0 (N)(Q) with P ic 0 (X 0 (N) Q ) using the rational point Γ 0 (N)∞. Let Lemma 4.7. The function i ∞ is well defined. Moreover, it is an embedding of abelian groups.
Proof: We must check that i ∞ (D) does not depend of the choice of Φ(D). Let
is a compactified divisor, the difference g p − g D is a constant c. Moreover, using the example 3.1, the equality
, that is a (compactified) principal divisor. The injectivity of i ∞ then follows plainly from the definitions.
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Corollary 4.1.
(1) The following diagram commutes:
(2) Let <, > N T denote the Néron-Tate height pairing on J 0 (N)(Q). We have that <i ∞ x, i ∞ y> = −<x, y> N T , for all x, y ∈ J 0 (N)(Q).
Proof: The second assertion is just a restatement of the Faltings-Hriljac formula ( [Fal84] , [Hri85] , [MB85] 6.15). Using the notations of the definitions 4.1, the first assertion amounts to checking that, for every divisor D on X 0 (N), we have the equality
Hence, (4.8) holds up to a constant. The constant must be zero since by Theorem 4.1 (3) and Lemma 4.6, we have that Remark 4.1. This result is not new (cf. [GZ86] ). It can be proved using the fact that J 0 (N)(Q) ⊗ C and S 2 (Γ 0 (N)) are isomorphic as Hecke modules. The latter algebra is diagonalizable, which implies that the former is also diagonalizable, which in turn implies the self-adjointness.
4.3. Arithmetic Chow group of X 0 (N) with real coefficients. In this Section, N is a fixed squarefree integer. Let Div R (N) denote the R-vector space made of pairs (D, g), with D a Weil divisor with real coefficients on X 0 (N) and g a µ N -admissible L 2 1 -Green function for D(C). Let P R (N) be the sub-espace spanned by the principal divisors. We put
Definition 4.1. Let K N = {x ∈ CH R (N)|<x, y> = 0, ∀y ∈ CH R (N)}. We define the arithmetic Chow group up to numerical equivalence as
Remarks 4.1.
• The arithmetic intersection pairing <, > extends to a nondegenerate bilinear form on CH
(N) be the natural map. We have an exact sequence
Indeed, if <σ(x), y> = 0 for every y ∈ CH R (N), then by varying y over all classes of compactified divisors of the form (F, 0) and (0, c) with F an irreducible component of a fiber of X 0 (N) and c ∈ R we conclude that the underlying divisor of any representative of x comes from a divisorx ∈ J 0 (N)(Q). Then the Néron-Tate height ofx vanishes because of the Faltings-Hriljac formula, implying that it is a torsion element.
For u ∈ {0, ∞} and p|N, we putX 
Here, the notation A ⊥ ⊕ B means that A ⊕ B is a direct sum of vector subspaces and that A and B are mutually orthogonal. We remark that the space F ⊕ RD ∞ does not depend on the normalization of g ∞ .
The Hodge index theorem in this context can be written as Theorem 4.2. We have that
where J is, by definition, the orthogonal complement of Eis. Moreover, the rule
The proof of the Hodge index theorem given in [MB85] , p. 85, works in this situation (cf. also [Bos99] , Theorem 5.5). We just remark that the choice of basisĜ p is convenient because it forces an element in the orthogonal complement of Eis to have degree 0 on every irreducible component of every finite fiber. The compatibility of the Hecke actions on J and J 0 (N)(Q) ⊗ R is given by Corollary 4.1 (1).
The following assertion is a simple consequence of Lemma 4.1 and Lemma 4.6.
Proposition 4.2.
(1) The spaces F and RĜ p with p|N are eigenspaces forT l andŵ d with d|N. More precisely,T l x = (l + 1)x for all x ∈ F ⊕Ĝ p and the morphism w d is the identity on F . OnĜ p ,ŵ d is the identity (resp. −ŵ d is the identity) if 4.4. Self-intersection and refined self-intersection of the dualising sheaf. Let ω be the dualising sheaf on X 0 (N). This sheaf induces a class in CH 1 (X 0 (N)), and we also denote by ω a divisor in this class. Then ω Q := ω ⊗ Q is a canonical divisor on X 0 (N) Q . Let π : X 0 (N) Q → X 0 (1) Q be the natural morphism and let i (resp. j) be the orbit of √ −1 (resp. e iπ/3 ) in X 0 (1). Using Hurwitz's formula and the Manin-Drinfeld theorem ( [Elk90] , [Dri73] ) we find that (4.9)
Here, g is the genus of X 0 (N), and the divisor H i (resp. H j ) is the sum of all divisors of the form 1 2
[P ] − [∞] (resp. 1 3
[P ] − [∞] ) with π(P ) = i (resp. π(P ) = j) and π unramified at P . Equivalently, the points P appearing in H i (resp. H j ) are the Heegner points of discriminant -4 (resp. -3) on X 0 (N) (cf. [MU98] , Section 6).
We introduce the following notation. For a divisor E ∈Div(X 0 (N) Q ), we write D E for its Zariski closure in X 0 (N). We deduce from (4.9) the equality (4.10)
where V is a vertical divisor contained inside the space of fibers of bad reduction. This comes from the fact that both sides of (4.10) are equal on the generic fiber. Let W be a vertical divisor such that ω J := ω − (2g − 2)D ∞ + W has degree zero on each irreducible component of every fiber of X 0 (N). The divisor ω J is then identified with a point in J 0 (N)(Q). We defineω J := i ∞ (ω J ) ∈ J (whereω J does not depend on the choice of W ) and ω Eis := ω − ω J . We will now specify a compactification of ω Eis . We defineŴ = (W, c), with c a constant such that <Ŵ ,D ∞ > = 0. To normalize the function g ∞ underlyingD ∞ , we present the following considerations: let C be a divisor supported on the cusps with the additional property that D ∞ is not in its support. Set D = D ∞ + C, and let g be a L This factor 4π in (4.11) is motivated by a natural isomorphism between the line bundle of weight 12 modular forms attached to Γ(N) and the 12th power of the line bundle on X(N) induced by the canonical bundle on the universal elliptic curve. This last line bundle has a canonical metric (the so-called L 2 metric) and · P et in this case is obtained by following the isomorphism (see [Küh01] , Section 4.14).
We denote by ∆ the section of M 12 (Γ 0 (N)) defined by the discriminant function. Using Proposition 4.1, we see that the pair E := (div (∆), − log ∆ .
This data defines an elementω Eis ∈ Eis. Finally, we have the elementω =ω Eis +ω J ∈ CH num R (N). The main ingredient needed for the computation ofω 2 Eis is a calculation due to U. Kühn. We deal mostly with the intersections at the bad fibers. Let us postpone the proof of Theorem 1.4 to the following Section.
If there are no elliptic points on X 0 (N) (i.e. if there are two different prime divisors p, q|N such that p, q / ∈ {2, 3}, p ≡ 3 mod 4 and q ≡ 2 mod 3), then there are no nonramified points above the elliptic points of X 0 (1) Theorem 4.2 allows to associate to a normalized eigenform f ∈ S 2 Γ 0 (N) the fisotypical component ofω J , which we denote byω f . The Gross-Zagier formula and the Gross-Kohnen-Zagier theorem then allow us to compute the self-intersection of this element in some cases.
Proof of Theorem 1.5: since both Q(i) and Q( √ −3) have class number one, the Heegner points in H i and H j are defined over these respective quadratic fields. Moreover, since Gal(Q(i)/Q) preserves the set of Heegner points of discriminant −4, the divisor H i is defined over Q. The same argument applies to show that H j is also defined over Q.
Let X * be the quotient of X 0 (N) by the Fricke involution w N , and let J * be the jacobian of X * . Let κ : X 0 (N) → X * be the canonical map, which is of degree two. Let ω f := κ * (ω f ).
We remark that we have the equalities
Indeed, we have that
where the last equality comes from the fact that the Heegner points of given discriminant are permuted under w N . The same argument applies to check the other two equalities in (4.12). We then have that
It follows from the Gross-Kohnen-Zagier theorem [GKZ87] that the images in 31
