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Scientific abstract
Diseases carried by non-flying insects have not yet been intensively investigated mathematically. In
this thesis we model two of these diseases, Louse-Borne Relapsing Fever (LBRF) and Chagas Disease.
Various aspects of each disease are considered using five mathematical models.
In Chapter 2, we present a detailed derivation and analysis of a model consisting of seven coupled
delay differential equations for Louse Borne Relapsing Fever (LBRF), a disease transmitted from
human to human by the body louse Pediculus humanus humanus. Delays model the latency stages
of LBRF in humans and lice, which vary in duration from individual to individual, and are therefore
modelled using distributed delays with relatively general kernels. A particular feature of the trans-
mission of LBRF to a human is that it involves the death of the louse, usually by crushing which
has the effect of releasing the infected body fluids of the dead louse onto the hosts skin. Careful
attention is paid to this aspect. We obtain results on existence, positivity, boundedness, linear and
nonlinear stability, and persistence. We also derive a basic reproduction number R0 for the model.
In Chapter 3 we add seasonality to the LBRF model of Chapter 2 to incorporate weather-
dependent characteristics of LBRF transmission which required careful re-derivation of some terms.
The target state is then a disease-free periodic solution and sufficient conditions for its existence are
presented. Results are backed up with numerical simulations.
Chapter 4 presents an ODE model for Chagas disease modelling both human and vector (kissing
bugs) population compartments. The model incorporates vertical transmission and both the acute
and chronic phases of Chagas in humans. We present results on the positivity and boundedness
of solutions and linear stability analysis in terms of a basic reproduction number R0. Lyapunov
analysis shows that Chagas disease can be globally eradicated under certain conditions. However,
an endemic steady state can exist under different conditions. We also investigate the persistence of
iii
Chagas disease in both human and vector populations. We establish both weak and strong disease
persistence under the condition R0 > 1 provided vectors are present. Again, numerical simulations
confirm the results.
In Chapter 5, we use a reaction-diffusion system to study the spatial spread of Chagas disease due
to the slow movement of the non-flying vectors that use small mammals as vehicles. We study the
travelling wave-front solutions and their speed using linearised theory. We confirm that this analysis
correctly predicts the speed of the travelling wave using numerical simulations of the initial value
problem. The system is therefore linearly determinate. Results on positivity and boundedness of
solutions of the reaction-diffusion system are also established.
Finally, in Chapter 6, we improve the Chagas model established in Chapter 4 by incorporating
age-structure. We incorporate age dependence in the human population only. We study the disease-
free steady state of the age-structured model and its stability, and establish a formula for the basic
reproduction number Ras0 , showing that the disease-free steady state is locally stable when R
as
0 < 1
and unstable when Ras0 > 1.
Keywords: Louse Borne Relapsing Fever; Chagas disease; Vector-Borne Disease; Epidemic; Delay;
Stability; Basic Reproduction Number; Travelling wave; Age structure.
AMS Classification Codes: 34C11; 34C12; 34C25; 34D20; 34D23; 35K57; 92D30.
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1
Introduction
Communicable diseases have always been a major public health issue. Global health organisations
and governmental institutions devote a great deal of money and time each year to the treatment and
prevention of these diseases and their spread and outbreaks. In the case of malaria, for example,
about 2.7 billion US dollars was invested in malaria control and elimination efforts globally by the
governments of malaria endemic countries and international partners. An estimated 216 million
cases of malaria occurred worldwide in 2016 according to the WHO (World Health Organisation)
report of 2017 [3]. Some diseases tend to become endemic and are always present in countries
or regions in which the health care system is insufficiently developed or resourced to deal with
communicable diseases. Epidemiologists, aided by mathematical modellers and statisticians, focus
on understanding what causes the diseases and try to predict the likely course of an epidemic with
the aid of mathematical and statistical models of various kinds, parametrised using the available
data, and they also use the models to try to predict the effects of various potential control strategies.
Epidemiologists often focus on experiments and clinical trials which require the collection of a large
amount of data. Mathematical models, however, have the potential to capture basic properties of
the course of a disease epidemic with reasonable accuracy. In the case of an epidemic which comes
and goes (such as flu outbreaks) these basic properties can include the likely time-scale by which we
may anticipate the epidemic to have passed, or an estimate of the maximum number of infectious
individuals before the epidemic starts to subside, or the number of susceptible individuals who never
get infected. For some infectious disease epidemics (particularly flu and plague epidemics), even the
earliest deterministic mathematical models which had very few parameters were able to give good
fits to available data as we will explain. More sophisticated models may be able to offer good insights
about how to control an epidemic by providing a formula for the basic reproduction number R0. This
is a quantity often, though not always, with the property that if R0 < 1 then the epidemic goes away
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while if R0 > 1 then solutions of the model approach an endemic steady state. The quantity R0 often
depends much more sensitively on some model parameters than others and this can give insights into
how to effectively eradicate the disease. If R0 decays particularly quickly with respect to a particular
model parameter, then adjusting that parameter would seem to be a good way to get R0 to be
below 1. Sometimes, it will be found that the parameter in question cannot in practice be controlled
(for ethical reasons, perhaps) or because its value has been determined by natural selection over
millions of years (this might be the case, for example, for incubation times of diseases or parasites
in their hosts). However, other parameters can indeed be readily and ethically controlled by health
care workers and others; these sorts of parameters include those related to treatment, vaccination,
or avoidance of insect bites. Thus, mathematical models can predict the effect of surprisingly simple
and economical measures that can be implemented even where money and resources are scarce.
Many communicable diseases carried by insects have been modelled and analysed mathematically
in the last decades. However, most of these are diseases, such as malaria, bluetongue and dengue
fever that are carried by flying insects such as mosquitoes and midges. Less attention has been paid
to the mathematical modelling of vector-borne diseases carried by non-flying insects such as lice,
fleas, ticks and certain bugs. Some species that we regard as non-flying may in fact have a very
limited capacity to fly short distances but do not make a habit of flying, these include the kissing
bugs of the triatominae insect family that are relevant to Chagas disease. In this thesis we focus
particularly on two diseases that are carried by insects that have no ability to fly, or an ability to fly
that is so limited or so infrequently used that it is not in practice a mechanism for transport over long
distances. These diseases are Louse-Borne Relapsing Fever (LBRF) and Chagas disease. We focus on
these particular diseases because they have not been mathematically studied intensively and because
of their direct impact on human health in some particular countries or regions where poverty and lack
of access to healthcare are serious issues. Chagas disease is, in fact, officially classed by the World
Health Organisation as a Neglected Tropical Disease, or NTD. The modelling of the transmission
dynamics of both LBRF and Chagas disease is interesting and requires careful consideration. Even
though it is a vector-borne disease, LBRF differs from widely studied vector-borne diseases such as
malaria in the sense that in louse-borne relapsing fever the mechanism for disease transmission from
vector to human involves the death (by crushing, so that its body fluids are released) of the vector
(the louse). Malaria is different because the mosquito transmits the malaria parasite to a human by
its bites and these do not involve the death of the mosquito. This creates modelling issues making
it impossible simply to borrow existing models that have been used for other vector-borne diseases.
The requirement that the louse be crushed to death impacts on the disease dynamics. Whereas one
malarial mosquito can infect many hosts over its life, in louse-borne relapsing fever a particular louse
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can infect only one host. We stress, however, that throughout the thesis there is only one host species
(humans). In some diseases the situation can be complicated by the fact that more than one host
species is involved (for example, knowlesi malaria can infect both humans and long tailed macaques).
In this thesis, humans are the only host species.
In Chagas disease there is another very different kind of complication to the mathematical mod-
elling because one mechanism by which Chagas disease can be transmitted is vertical transmission
from infected mothers to their babies. Chagas disease is an example of a disease that can be trans-
mitted either by horizontal transmission (i.e. the disease is transmitted among individuals of the
same generation) or by vertical transmission (i.e. it is transmitted from mothers to their offspring).
In this introductory chapter we will briefly highlight the biological and epidemiological background
of the two diseases to be considered in this thesis, louse-borne relapsing fever and Chagas disease.
Greater detail will follow in the introductory sections to individual chapters (particularly Chapters
2 and 4).
1.1. Louse-borne relapsing fever (LBRF)
Louse-borne relapsing fever, or LBRF, is a bacterial disease caused by a spirochaete bacteria called
Borrelia recurrentis. This bacteria is carried by body lice and gets transmitted to humans via direct
contact with human skin. When an infected louse is crushed (which typically happens when a human
scratches their skin), the infected body fluids of the crushed louse are released onto the skin and this
enables the Borrelia recurrentis bacteria to penetrate into the host’s skin. This is how infection of a
human host occurs. Symptoms of LBRF begin abruptly with high-grade fever, pain, anorexia, dry
cough and fatigue [6]. Patients diagnosed with LBRF can be successfully treated with antibiotics.
The duration of the primary febrile attack averages around 5 days [44] and is considered to be the
most lethal phase of the disease. The relapses that follow are typically less severe, of shorter duration,
and occur at intervals of 7 to 10 days [6]. LBRF disease attacks relatively rapidly and can be lethal
without prompt treatment. However, a LBRF patient has a chance of being cured even without
treatment if the patient manages to survive the first episode of the disease. The majority of LBRF
patients suffer only one relapse but in rare cases it can reach three relapses [44].
Body lice feed only on human blood and need to have a daily meal to survive. Therefore, they
tend to live in clothes worn close to human skin to enable them to crawl to have a blood meal and
then return back to the clothes. They usually hide in hidden layers of the clothes where it is difficult
to find them or to be exposed to air. As a consequence, lack of hygiene is the main contributory
factor in LBRF outbreaks and most reported cases are in infested communities that suffers from
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Figure 1.1: Louse-borne relapsing fever (LBRF) is considered as a human-human disease with the
body louse as the disease carrier. This image is attributed to the Open University [1].
poverty and low levels of proper hygiene, such as in refugee camps and among the homeless and
poor communities. One of the larger LBRF outbreaks took place during the second world war when
millions of soldiers and civilians in southern Europe were infected with LBRF. Currently, Ethiopia
is one of the highest regions of LBRF endemicity, especially among young children. Around two
thirds of school children were found to be infected with body lice [45]. According to the Ethiopian
ministry of Health report in 2004, LBRF was the seventh most common reason for hospital admissions
accounting for around 2.5% of the total; 3777 cases and the fifth most common cause of death with
0.9% of 42 cases [16]. Other regions with LBRF endemicity are to be found mostly in Africa.
In Chapter 2 we derive and analyse in detail a mathematical model for LBRF dynamics. This
part of the study has been published in the form of a research paper (Alsheri and Gourley [5]). We
incorporate both the vector and host populations and include the latency time of the disease (the
incubation period). It results in a system of delay differential equations. The basic reproduction
number and the stability of the disease-free steady state is considered. Conditions under which the
LBRF disease persists in the human population are also established.
1.2. Chagas disease
With around 7 million infected people with Trypansosoma cruzi, the parasite that causes Chagas
disease, Chagas disease is still classified as one of the top neglected tropical diseases (NTDs) accord-
ing to the World Health Organisation (WHO) [2,26]. The particular dangers associated with Chagas
disease are to do with its capability of becoming chronic, with serious and sometimes deadly complic-
ations involving vital organs such as those associated with the cardiac and digestive systems. In the
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Latin America continent, the main centre of endemicity for Chagas disease with the highest number
of cases, Chagas is the main cause of chronic cardiomyopathy [7]. The disease is associated with the
Trypansosoma cruzi parasite which is carried by triatomine bugs (also known as kissing bugs because
they usually target the host face), and is transmitted to humans via bug bites. The initial phase
after infection following a bite from an infected bug is usually asymptomatic but may present febrile
illness that cures within 4 to 8 weeks, even without medical intervention. This phase of Chagas is
known as the acute phase. Diagnosing Chagas disease during the acute phase of the disease is crucial,
in order to prevent progression into the chronic phase of Chagas disease. Antiparasitic drugs such as
benznidazole can successfully cure Chagas disease in its acute stage. If the disease progresses into the
chronic phase, it is quite likely to persist for the rest of the patient’s life [40,39]. About 30%−40% of
patients who do not receive treatment at the acute stage will develop a chronic manifestation usually
10 to 30 years after the initial infection [40]. Chagas disease is mainly a vector-borne disease but it
can also be transmitted vertically from infected mothers to their babies. Transmission via bugs, and
vertical transmission, are the only two modes of transmission that will be taken into account in the
model we derive in this thesis. Transmission of Chagas infection from chronically infected blood and
organs, by transfusion and transplantation, is also possible but these modes of transmission have
been mostly eliminated nowadays due to intensive checks on blood and organs from donors.
In Chapter 4 we model Chagas disease dynamics mathematically using a system of ordinary
differential equations. We take into account both the vectorial and vertical transmission mechanisms
which are the main modes of transmission of Chagas disease. Since the disease is a vector-borne
disease, the presence of the vectors (bugs) is crucial to the persistence of an endemic state in the
human population as the detailed mathematical analysis will confirm. Therefore, modelling the
vector population compartment is included in our Chagas disease model. We also model the two
distinct phases of the disease in humans; acute and chronic. The model analysis includes a detailed
study of the positivity and boundedness of solutions of the model. It also involves a linear stability
analysis and computation of the basic reproduction number R0 using the next generation matrix
method. An explicit formula for R0 can be found but it is quite a complicated one. The analysis
shows that global eradication of Chagas disease is possible under certain reasonable conditions. This
result was established by constructing a suitable Lyapunov function and using Barbalat’s lemma.
Also, though it is quite difficult to show, an endemic steady state of Chagas disease can exist under
certain conditions. We also present in the same chapter a condition, including the requirement that
R0 > 1, that is sufficient for the persistence of Chagas disease in both humans and vectors. This part
of the chapter initially establishes weak persistence, more precisely, that there exists  > 0 such that
lim supt→∞ Iv(t) ≥  where Iv(t) is our variable for the number of infectious vectors at time t. This
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Figure 1.2: Vector-borne transmission and life cycle of Trypanosoma cruzi. This image is attributed
to Editora Roca [40].
result is referred to as weak persistence because it only really establishes that Iv(t) does not tend
to zero as t → ∞. It does not rule out the possibility that Iv(t) may get arbitrarily low as t goes
to infinity but does imply that the number of infectious vectors keeps “bouncing back”. We then
show that weak persistence can be strengthened to strong persistence under essentially no additional
assumptions. Strong disease persistence means the existence of  > 0 such that lim inft→∞ Iv(t) ≥ .
We also show that, as long as some disease and some bugs are present initially, that Iv(t) > 0 for
all t > 0. The combination of these facts implies that the number of infectious vectors Iv(t) is, in
fact, bounded away from zero. Thus, under the assumption that R0 > 1, with some other minimal
conditions, Iv(t) does not actually reach arbitrarily low levels as time advances. These latter facts,
together with the fact that the disease-free steady state is locally stable when R0 < 1, establish
crucial properties of the dynamics of Chagas disease in terms of the basic reproduction number R0.
1.3. A brief history of mathematical modelling of infectious diseases
The earliest mathematical model of epidemiological disease was probably that of Daniel Bernoulli
(1760) on inoculation against smallpox (smallpox was an endemic in that time) [8]. This model was
1.3. A brief history of mathematical modelling of infectious diseases 7
used to estimate the needed level of vaccination to control the transmission of smallpox disease [33].
Those very early models were essentially analysing a phenomenon nowadays known as herd immunity
whereby if a sufficient (usually quite high) proportion of the population (but not necessarily everyone)
is vaccinated then the epidemic dies out. It could be said that the population as a whole is immune
even if not all individuals are. Herd immunity indirectly provides a form of protection even to those
who are not vaccinated, since those who were vaccinated are not only protected but are also prevented
from passing the disease to others. This can be important because some individuals in a community
have weakened immune systems and, for this reason, cannot be vaccinated.
Major developments in mathematical modelling of infectious diseases came many years later in
the papers of Kermack and McKendrick (1927, 1932, 1933) [33], [24]. This simple classic model
introduced by Kermack and McKendrick modelled the spread of an infection within a small group of
population of constant size. The model classifies the population into three classes; susceptibles, S,
who are at risk of infection but are not yet infected, infectives, I, who are infected with the disease
and capable of transmitting it, and the removed class, R, which may consist of individuals who have
recovered and are now immune, or are isolated, or deceased. This type of model is often called an
SIR model and the schematic progression of individuals in this model can be described by
S I R.
The simple Kermack-McKendrick model is as follows:
dS
dt
= −βSI,
dI
dt
= βSI − rI,
dR
dt
= rI.
(1.3..1)
The model assumes that a susceptible human will instantly become infectious if exposed to the
disease. The infection rate is βSI where β is constant, with individuals being transferred from the
susceptible class S into the infectious class I. Model (1.3..1) assumes that the incubation time of
the disease in humans is sufficiently short to be considered negligible. The rate at which infectious
humans leave the I class and enter the removed class R is rI, so r itself is the per-capita rate at
which this removal happens. The meaning of “removed” can depend on the disease. In the case
of medieval outbreaks of bubonic plague, in which death of an infectious person would have almost
certainly been the outcome, the R class consists of deceased individuals. But for some illnesses the
R class might consist of individuals who have recovered and are now immune. These individuals,
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who are no longer either susceptible or infectious, are essentially removed from consideration hence
the use of the letter R. Thus the interpretation given to membership of the R class may depend
on the disease, and model (1.3..1) can potentially model diseases that actually have very different
characteristics. It is clearly not suitable for all diseases, for example it does not model a latency time
(some diseases have very long latency times) and does not model the possibility of recovery with
either temporary immunity or no immunity.
Thus, the assumptions made in model (1.3..1) are reasonable for some diseases, yet simple and
general. It has formed a basic building block for population modelling theories that were generated
afterwards. Many modifications and extensions have been made to the Kermack-McKendrick model
(1.3..1) to incorporate different disease characteristics in populations. A strength of the very basic
model (1.3..1) has been the success with which its solution has been matched to data for epidemics
of short duration, especially certain influenza and plague epidemics. One such example concerns a
plague epidemic in Mumbai, India, that took place in 1905−1906 [33]. The solution of the Kermack-
McKendrick model has also been fitted well to data reported from a boarding school influenza
outbreak in England in 1978 [33]. Plague outbreaks typically have a relatively short duration, of
the order of around one year, before they self-clear from the population. However, in the absence of
any interventions they can cause a large number of deaths. As explained in Murray [33], although
the epidemic wipes itself out, leaving a number of survivors who never caught the disease, that
number could be quite small compared to the number of susceptibles at the start of the epidemic.
Influenza outbreaks, too, tend to have an even shorter course than plague outbreaks, often lasting
only a few months before they go away, but potentially with as many infectious cases as in plague.
Disease epidemics with short incubation times in which the entire epidemic comes and goes relatively
quickly, lasting months or one or two years at most, are those to which the solution of the basic
Kermack-McKendrick model (1.3..1) is most likely to be a good fit to data. It also illustrates a
feature common to many epidemics of infectious diseases, that they usually self-clear. However,
some infectious diseases do remain endemic and the simple Kermack-McKendrick model (1.3..1) will
not then be adequate in the long term. If a disease is expected to show long term endemicity then
demographic changes must be included and therefore births and natural deaths must be incorporated
in the modelling. In some diseases the incubation time can be long and it is no longer reasonable
to neglect it. Another major shortcoming of the classic Kermack-McKendrick model (1.3..1) is that
it assumes that transmission is direct from human to human and it is therefore not suitable for
vector-borne diseases. These require more sophisticated models that have variables for the various
categories (susceptible, exposed, infectious, etc) of both humans and vectors.
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1.4. Motivation for the study of spatial spread of Chagas disease
Even though Chagas disease is carried by an essentially non-flying insect, it has managed to spread
into new regions that were previously free of Chagas. These regions are close to the endemic re-
gions [35]. In the last few years global efforts and awareness of Chagas disease have successfully
obstructed the vectorial and transfusional transmission of Chagas disease. However, Chagas is still
considered an endemic disease in Latin America. The main transmission pathway of Chagas disease
in endemic regions nowadays is vectorial via infected triatomine bugs. The bugs have very limited
mobility of their own but they are able to considerably enhance their capability to travel appreciable
distances by riding on wild animals which they effectively use as vehicles. These animals are called
reservoirs. Racoons and possums are the main reservoirs in Latin America and are believed to be the
main reservoirs for transmission of Chagas disease to the southern states of United States [35, 10].
According to WHO data for the year 2010, Argentina, Brazil, and Mexico were the three countries
with the highest estimated numbers of Chagas-infected people, and Bolivia has the highest number
of new infected cases due to vectorial transmission [49]. In the United States, the southern states
have reported a few cases of infections among humans that are reported to be exclusively zoonosis,
meaning that the disease has been transmitted vectorially via animal reservoirs only [35,10].
These reports and researches have been the main motivation for studying the spatial spread of
Chagas disease. The plan is to use the system of ODEs for Chagas disease introduced in Chapter
4, with the addition of spatial dependence but allowing only the vectors to actually move. The
reason for the implementation of spatial dispersal in the vector population only is because vectorial
transmission via reservoirs is the main pathway for the spread of Chagas disease into new regions
as various reports and research articles indicate (see the 2015 WHO weekly epidemiological record
posted in [49], and also [35] and [10]). We model the spatial spread by the addition of simple Fickian
diffusion terms which are considered to model the motion of the small mammals that the bugs are
using as vehicles rather than independent unassisted motion of the bugs by themselves, which is
treated as negligible by comparison. We assume that both susceptible and infectious vectors have
the same diffusion coefficient Dr, on the basis that they are both using the mammals as vehicles (a
more detailed explanation of the model formulation is to be found in the introduction for Chapter
5).
Spatial spread of diseases is not quite as well studied as the evolution of disease epidemics in
time only. A steppingstone mathematical model that included spatial effects is the simple model for
the spatial spread and control of rabies due to Ka¨lle´n, Arcuri and Murray (1985) [28]. It can be
considered as an extension of the classic model of Kermack and McKendrick in which Ka¨lle´n et. al.
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Figure 1.3: Approximate distribution of the main insect vectors associated with the human habitat
that still require control activities in the Americas. This image is attributed to [35].
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added a diffusion term to the equation for the infective foxes class. The reason for adding diffusion
only to this equation, and not also to the equation for susceptible foxes, is that susceptible foxes are
territorial. Rabies alters the behaviour of foxes making them lose their territorial instinct and it is
this that causes rabid foxes to move in a more random way (justifying the use of the Laplacian term
which uses Fick’s law of diffusion, which in turn is based on the idea that individuals are performing a
random walk) and can move appreciable distances. Ka¨lle´n’s model has a travelling wave solution that
acts as a connection between a disease-free equilibrium and an endemic equilibrium. This travelling
wave solution depends only on the parameter values of the system (see [33]). However, estimating
these parameter values is difficult and controversial since it requires the release into the wild of some
infectious foxes carrying devices that emit radio waves, so as to make available the necessary data
for calculating the diffusion coefficient. A similar issue is involved in modelling the spatial spread of
Chagas disease. However, estimating the travelling wave speed mathematically can be done using
linearised analysis and numerical simulations as discussed in Chapter 5.
1.5. Age structured modelling
Age structured modelling is critically important in the case of child birth activity in women. In
Chagas disease, especially in the chronic phase when there is plenty of time for the disease to be
transmitted by pregnant mothers to their babies through the mechanism of vertical transmission, it
becomes vital to consider the age-dependent aspect of childbearing activity in women. The issue of
the limited age interval for fertility in women stimulates the derivation of an age-structured model
as discussed in Chapter 6.
Age structured models often lead to integral equations rather than differential equation. For
example, in Britton [9] the following integral equation is derived:
b(t) =
∫ t
0
b(t− a)f(a) da+ g(t), (1.5..1)
which is to be solved for b(t), considering g(t) as known. In the above equation b(t) is the birth rate.
In this thesis, the situation is much more complicated but the same general principles apply. For the
situation we are concerned with, we show how to derive a system in which an integral equation is
coupled to a differential equation.
Age structured models often give rise to integral equations of the form (1.5..1). The precise form
of (1.5..1) is often seen in textbooks such as Britton [9] and Metz and Diekmann [32], but the same
types of terms (particularly the convolution integral
∫ t
0
b(t − a)f(a) da) arise commonly. The fact
that this convolution is a Laplace convolution implies, if the equation is linear, that the equation
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should be solvable using Laplace transform techniques (see in particular section IV, page 182 of Metz
and Diekmann [32]). In some cases the model derivation results in convolution terms of the form∫∞
0
b(t−a)f(a) da rather than ∫ t
0
b(t−a)f(a) da, i.e. the upper limit is∞ rather than t. Replacing the
upper limit by∞ is a technique that was used by Britton [9], page 39, in his study of the asymptotic
behaviour of the linear equation he was considering, and the same technique is also mentioned on
page 144 of Metz and Diekmann [32] as a way to get rid of the term in their integral equation which
involves the initial conditions (this is usually the term g(t) in (1.5..1), which usually tends to zero as
t → ∞). As explained in Metz and Diekmann [32], page 144, the presence of such a term makes it
difficult to determine whether the solution will grow or decay using the standard trial solution eλt,
but it is possible to rigorously justify the neglect of the additive term g(t) in (1.5..1), and also to
replace the upper limit on the integral by ∞, and the solution of the approximated equation will
show the same behaviour, as t→∞, as the solution of the true integral equation (1.5..1). However,
in contrast, our integral equation in our age structured model for Chagas disease in Chapter 6 of this
thesis, more precisely equation (6.3..12), is a little different because the integral term comes with
an upper limit of ∞. Moreover, the second term of our equation (6.3..12) does not necessarily tend
to zero as t → ∞ but is actually a double integral involving another state variable. The integral
equation is then coupled to a linearised ordinary differential equation for that other variable and the
structure of the resulting coupled system can be studied in terms of the standard trial solution eλt.
Technically, convolutions with an upper limit of ∞ on the integral are not Laplace convolutions,
but the assumption is often made that for large values of t the two terms would be similar. Our
integral equation (6.3..12) of Chapter 6 contains a non-Laplace convolution of this kind. However,
we are still able to study it by using the classic trial solution eλt, and the Laplace transform approach
is essentially a rigorous justification for the use of a trial solution of this form.
In integral equations of the form (1.5..1), f(a) is usually related to the probability of survival
from birth until age a, and this is certainly the case for our integral equation (6.3..12), whose kernel
Pi(a) is the probability of surviving to age a, but not recovering by that age.
1.6. Dimensional vs. non-dimensional models
In this thesis we consistently work with dimensional models. This is because our models use, as far
as possible, general expressions for the birth rate functions (such as bv(·) and bh(·) in the models for
Louse-Borne Relapsing Fever) and the kernels in the integrals. It is difficult to nondimensionalise,
in a meaningful or helpful way, a model that contains general functions. Any attempt to nondimen-
sionalise such a model typically reduces the number of parameters only marginally. A dimensional
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model has the advantage that the individual terms in the model, and the model coefficients, are easy
to interpret and this makes it easier to interpret and draw conclusions from the inequalities in the
theorems on convergence, persistence, etc. For most of the thesis the results are theoretical and do
not make use of specific values for the model parameters, and therefore any consistent system of
units can be used.

2
A mathematical model for the transmission of
Louse-Borne Relapsing Fever
2.1. Introduction
The work presented in this chapter has been published in the form of a research paper (Alsheri and
Gourley [5]).
Infectious diseases associated with human lice can be lethal if not promptly or effectively treated.
One such disease is Louse-Borne Relapsing Fever (LBRF) which is caused by a spirochaete bacteria
called Borrelia recurrentis, transmitted by the body louse Pediculus humanus humanus. The bacteria
B. recurrentis is related to B. duttonii, which causes another type of relapsing fever known as Tick-
Borne Relapsing Fever (TBRF). In this chapter we present a detailed derivation and analysis of a
mathematical model for LBRF.
In the absence of proper treatment, mortality due to LBRF can vary from 10%−40%, decreasing
with treatment to 2%−5% (Raoult et al [38], Cutler et al [16]). Patients experience episodes of fever,
headache, muscle and joint aches and nausea and, in the absence of treatment, illness can be severe
(Badiaga et al [6], Southern and Sanford [44]). After a first remission the spirochaetes reappear in
the blood causing a relapse, giving rise to the name of the disease. Without treatment there may be
several relapses, but LBRF can be treated using antibiotics [6]. Due to antigenic variation of Borrelia
strains, infection confers a partial immunity. The relapsing phenomenon is not within the scope of
the present work since it requires detailed modelling of the immune response within a human host
and the fact that B. recurrentis has evolved effective immune evasion strategies (Meri et al [31]).
In the first half of the last century, LBRF reached epidemic levels after World Wars I and II,
especially in refugee camps in eastern Europe, the former Soviet Union and Africa. In more recent
times there have been a number of LBRF outbreaks in Ethiopia, Sudan, Burundi, Rwanda and the
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Democratic Republic of the Congo (Raoult et al [38], Hoch et al [22], Ciervo et al [14]). Historically
the disease was common in places involving refugees, asylum seekers, homeless people, prisoners and
slum dwellers. Outbreaks tend to be exacerbated by the combination of cold weather and lack of
hygiene. This can be explained by the fact that people are likely to be wearing more clothing in
such conditions and, if this is shared and unwashed, conditions become very suitable for the spread
of body lice and the body fluids of dead lice, and the diseases they carry.
While TBRF can infect dogs and deer as well as humans and is transmitted by tick bites, LBRF
is transmitted from human to human via the body louse Pediculus humanus humanus. Very im-
portantly, it is transmitted only by crushed infectious lice (Raoult et al [38], Badiaga et al [6]). We
assume that only humans are hosts. A body louse can only become infected by Borrelia recurrentis
bacteria and become a disease carrier if it feeds on the blood of an infectious human. The chemical
reactions in the louse start with the ingestion of the bacteria within its midgut, where the bacteria
multiply over a period of about six days. After that time, transmission to another human is possible
if the infectious louse has been crushed dead. Crushing an infectious louse releases its infected body
fluids onto the person’s skin. The Borrelia recurrentis bacteria can penetrate intact mucosa and
skin and enter the bloodstream, where they multiply (Southern and Sanford [44]). The transfer of
bacteria to human skin can be via clothes or bedding and thus disease transmission from human to
human is a possibility in situations where people share unwashed clothes or bedding that is soiled
with the body fluids of crushed lice (Raoult et al [38], Badiaga et al [6]). An infectious living louse
does not transmit LBRF disease when it bites a susceptible human, unless the louse is crushed. This
is, however, a likely possibility because of the tendency of people to scratch their bites.
There have been numerous studies of vector-borne diseases associated with flying insects such as
mosquitoes and midges. For example, the midge-borne disease bluetongue has been modelled and
analysed by Gubbins et al [19], Hartemink et al [21], Gourley et al [18] and others. However, much
less attention seems to have been given to the mathematical modelling of the dynamics of diseases
transmitted by non-flying insects including Louse-Borne Relapsing Fever. Whether the vectors can
fly or not has some implications for the details of the modelling but many of the basic principles,
including the way we model the latency stage, apply to both flying and non-flying vectors. There
have been a few previous modelling studies specifically of lice populations. These include studies
of head lice by Laguna and Risau-Gusman [30] who used Leslie and Lefkovitch matrices, body lice
in sheep flocks (Horton and Carew [25]) and Palmer [34] which is specifically on relapsing diseases.
The most important difference between the model of LBRF in this chapter, and recent models of
diseases such as bluetongue that are carried by flying insects, is that the transmission of LBRF from
a louse to a human involves the death of the louse. A living infectious louse does not transmit LBRF
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disease. The total biomass of dead lice is highly relevant, and we have a variable for it, since the
infected body fluids from crushed lice are present on clothing and bedding.
This chapter presents a detailed mathematical model, in the form of a system of seven delay
differential equations, for the vector (lice) and host (human) populations. Delays enter into the
model because of the need to take account of the latency times of the disease in both humans and
lice. We formulate the model equations in Section 2.2. and then establish basic properties of the
model. Further analysis including linear stability, dynamics of the disease and its persistence, and
global stability are presented in Section 2.3. and 2.4..
2.2. The model
We formulate a dimensional mathematical model for louse-borne relapsing fever (LBRF), we intro-
duce susceptible S(t), exposed E(t) and infectious I(t) components for both hosts (humans) and
vectors (lice). We apply subscripts h and v to denote hosts and vectors, respectively. We use an
additional variable Cv(t) to denote the biomass of crushed lice, because it is via crushed lice that
human to human transmission occurs. We model the infection rate using mass action normalized
by total host density Nh(t) = Sh(t) + Eh(t) + Ih(t), with each transmission coefficient denoted by β
with appropriate subscripts (βvh and βhv are the transmission coefficients for vector to human, and
human to vector, respectively).
The E (exposed) variables take into account the latency stages of LBRF in humans and lice, which
are modelled using distributed delays. A distributed delay formulation is appropriate for situations,
such as this, in which the latency stage is not of a fixed duration. Its duration varies considerably
between individuals and is usually between four and eight days in humans [44].
Let Fv(η) be the probability that a louse is still in the exposed class η time units after becoming
infected, having had a blood meal from an infectious human. Then Fv : R+ → R+,
Fv(0) = 1 and Fv(∞) = 0.
We write Fv(η) in terms of a probability density function fv : R+ → R+, where fv(r) ≥ 0 and
Fv(η) =
∫ ∞
η
fv(r) dr.
Note that ∫ ∞
0
fv(r) dr = 1 and F ′v(η) = −fv(η).
The probability of a louse remaining alive between times η and t is exp(−(µv + cv)(t − η)) where
µv and cv are the per-capita rates at which lice die naturally or are crushed. Therefore, the total
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number of exposed lice at time t is
Ev(t) =
∫ t
−∞
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(t−ξ)Fv(t− ξ) dξ, (2.2..1)
where βhv is the host-vector infection rate, taken here as constant (the effects of seasonality will be
considered in a separate work). In (2.2..1), the integral sums over all possible times ξ ∈ (−∞, t]
of infection and the integrand is the number of new infections over an infinitesimal time interval
[ξ, ξ+ dξ], multiplied by the probability that those newly infected lice are still alive at time t and by
the probability Fv(t− ξ) that they are still in the exposed class.
With a similar formulation for the incubation period in humans, the total number of exposed
humans is
Eh(t) =
∫ t
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)Fh(t− ξ) dξ, (2.2..2)
where βvh is the vector-host transmission coefficient, µh is the per-capita mortality rate (due to causes
other than LBRF) for humans and
Fh(η) =
∫ ∞
η
fh(r) dr, with
∫ ∞
0
fh(r) dr = 1 and fh(r) ≥ 0.
Note that (2.2..2) makes the assumption that susceptible humans catch LBRF only from crushed
infectious lice, so that the assumption of mass action leads to the product Sh(ξ)Cv(ξ) in the integrand.
We propose the following equations for the human (subscript h) population:
S ′h(t) = bh ((Sh + Eh + Ih) (t))− βvh
Sh(t)Cv(t)
Nh(t)
− µhSh(t) + νIh(t), (2.2..3)
E ′h(t) = βvh
Sh(t)Cv(t)
Nh(t)
− µhEh(t)−
∫ t
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)fh(t− ξ) dξ, (2.2..4)
I ′h(t) =
∫ t
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)Ih(t), (2.2..5)
where bh(Sh(t) + Eh(t) + Ih(t)) is the birth rate for humans, ν is the per-capita recovery rate from
LBRF, and δh is the human per-capita death rate due to LBRF.
Next we turn our attention to the lice population. We model this using a stage-structured
approach, but there are differences between our approach here and most stage-structured models of
populations that lump all pre-adult stages together and consider those as one compartment (often
known as the larval stage, even though it includes all pre-adult stages), with the adults as the sole
other compartment. It is an approach that works well for species in which larvae and adults have
completely different characteristics and inhabit different environments, as is the case with mosquitoes.
With lice, the situation is different. Larval and adult lice have remarkably similar characteristics and
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can be treated as indistinguishable as far as LBRF transmission is concerned. However, eggs do not
transmit LBRF. Therefore, in our model it is the egg stage that is treated separately. All other life
stages, including larvae and adults, are lumped together.
Lice do not transmit LBRF disease to their eggs. Newborns are always susceptible, and remain
so throughout the egg stage. No variable for the number of eggs is necessary in the model. However,
as soon as eggs hatch the lice larvae are at risk of infection immediately since they must feed on the
host human blood. The time required for eggs to hatch is predictable and is therefore taken as a
fixed constant τ for each egg. We let µe be the per-capita mortality rate for eggs. The probability
of a louse surviving through the egg stage is therefore exp(−µeτ). Moreover, since LBRF does not
cause death in lice, mortality of lice post hatching is caused either by crushing (at a per-capita rate
cv) or happens at a per-capita rate µv that accounts for all other causes of louse death. Therefore,
we propose the following equations for the louse (subscript v, standing for vector) population:
S ′v(t) = e
−µeτbv ((Sv + Ev + Iv) (t− τ))− βhvSv(t)Ih(t)
Nh(t)
− (µv + cv)Sv(t), (2.2..6)
E ′v(t) = βhv
Sv(t)Ih(t)
Nh(t)
− (µv + cv)Ev(t)−
∫ t
−∞
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(t−ξ)fv(t− ξ) dξ, (2.2..7)
I ′v(t) =
∫ t
−∞
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)Iv(t), (2.2..8)
C ′v(t) = cvIv(t)− µbCv(t), (2.2..9)
where bv(·) is the egg laying rate for lice, taken to be a function of the total number of lice and µb
is the bacteria clearance rate from the crushed lice. All parameters are strictly positive except for τ
which is nonnegative.
To determine the initial data that has to be prescribed, and to determine a suitable state space,
one can consider what information would be required for the evaluation of the right hand sides of
(2.2..3)–(2.2..9) at time t = 0. Where delays are involved, initial data usually has to be prescribed
on an interval, which may be (−∞, 0], and the interval in negative time over which data must be
prescribed can differ from one component to the next, as is the case here. Moreover, the integral
equations (2.2..1) and (2.2..2) impose constraints on the admissible initial data.
As the right hand sides of (2.2..3)–(2.2..9) clearly show, for the variables Sh, Sv, Eh, Ih and Cv,
initial data, denoted with superscript 0, must be prescribed for all t ≤ 0. We prescribe
Sh(θ) = S
0
h(θ) ≥ 0, Sv(θ) = S0v(θ) ≥ 0, Eh(θ) = E0h(θ) ≥ 0,
Ih(θ) = I
0
h(θ) ≥ 0, Cv(θ) = C0v (θ) ≥ 0, for θ ∈ (−∞, 0].
(2.2..10)
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The initial data for the variables Ev and Iv only needs to be given for t ∈ [−τ, 0] and thus we prescribe
Ev(θ) = E
0
v(θ) ≥ 0, Iv(θ) = I0v (θ) ≥ 0, θ ∈ [−τ, 0]. (2.2..11)
The initial data for the seven variables must not only be prescribed as above but must additionally
satisfy the constraints
E0v(0) =
∫ 0
−∞
βhv
S0v(ξ)I
0
h(ξ)
S0h(ξ) + E
0
h(ξ) + I
0
h(ξ)
e(µv+cv)ξFv(−ξ) dξ (2.2..12)
and
E0h(0) =
∫ 0
−∞
βvh
S0h(ξ)C
0
v (ξ)
S0h(ξ) + E
0
h(ξ) + I
0
h(ξ)
eµhξFh(−ξ) dξ (2.2..13)
which come from (2.2..1) and (2.2..2), evaluated at t = 0. Note that, while constraint (2.2..12) is
simply an expression for E0v(0) in terms of the initial data for certain other variables, the second
constraint (2.2..13) is an integral equation since the initial data for the variable Eh is involved in
both sides of the equation.
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2.3.1. Existence and uniqueness
Let BUC(−∞, 0] be the set of bounded uniformly continuous functions on (−∞, 0]. For a ∆ > 0 to
be chosen, define
C∆ = {φ : (−∞, 0]→ R : φ(s)e∆s ∈ BUC(−∞, 0]}
with the norm
‖φ‖C∆ = sup
s≤0
|φ(s)e∆s|.
Then C∆ is a Banach space, as it is a closed subset of BUC which is a Banach space. For any
particular ξ ∈ (−∞, 0],
S0h(ξ)e
∆ξ ≤ sup
ξ≤0
|S0h(ξ)|e∆ξ = ‖S0h‖C∆ ,
and so
S0h(ξ) ≤ ‖S0h‖C∆e−∆ξ
and similarly for the other variables. To determine a suitable ∆ for a viable state space, the integrals
in the right hand sides of (2.2..5) and (2.2..8) must be finite for all t ≥ 0 and, in particular, at t = 0.
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So we consider the situation at t = 0. The first of these integrals at t = 0 is∫ 0
−∞
βvh
S0h(ξ)C
0
v (ξ)
N0h(ξ)
eµhξfh(−ξ) dξ ≤
∫ 0
−∞
βvhC
0
v (ξ)e
µhξfh(−ξ) dξ
≤ ‖C0v‖C∆
∫ 0
−∞
βvhe
(µh−∆)ξfh(−ξ) dξ
using that Sh/Nh ≤ 1. This expression is finite if C0v ∈ C∆ and ∆ < µh, where we use that∫ 0
−∞
fh(−ξ) dξ =
∫ ∞
0
fh(ξ) dξ = 1.
If we estimate in the same way the integral arising in (2.2..8), and use that Ih/Nh ≤ 1, we conclude
finiteness of that integral at time t = 0 if S0v ∈ C∆ and ∆ < µv + cv. Therefore to ensure finiteness
of both integrals we choose ∆ such that 0 < ∆ < min(µh, µv + cv). With such a choice for ∆ we
can now construct a suitable state space in which to prove local existence of a unique solution. If
additionally we can show that solutions remain bounded while they exist (sufficient conditions for
this are presented later), then in fact we have global existence.
We use the subscript t notation with its usual meaning in the theory of delay equations, i.e. xt is
the function with values xt(θ) = x(t+θ), θ ≤ 0. The precise domain for θ is either (−∞, 0] or [−τ, 0]
depending on the solution component. The state of the system at time t is that entity which contains
all the information necessary to predict the solution at future times. For system (2.2..3)–(2.2..9), the
state at time t is
St = (Sht , Eht , Iht , Svt , Evt , Ivt , Cvt)
with the domains for the components being (−∞, 0] for all components except Ev and Iv, for which
it is [−τ, 0]. In view of the various considerations above, the best choice for the state space, which
we call X∆, is given as follows:
St = (Sht , Eht , Iht , Svt , Evt , Ivt , Cvt) ∈ X∆ = C∆ × C∆ × C∆ × C∆ × Cτ × Cτ × C∆
where Cτ , which appears twice and relates to the components Ev and Iv, is the Banach space of
continuous functions from [−τ, 0] to R with the supremum norm denoted ‖ · ‖Cτ .
The space X∆ is a Banach space with the norm
‖S‖X∆ := max(‖Sh‖C∆ , ‖Eh‖C∆ , ‖Ih‖C∆ , ‖Sv‖C∆ , ‖Ev‖Cτ , ‖Iv‖Cτ , ‖Cv‖C∆).
We will later establish that solution variables always remain non-negative, but for the purposes of
establishing local existence of solutions it can be useful to have the birth functions defined even
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for negative arguments. Assume bh(·) and bv(·) are locally Lipschitz continuous for non-negative
arguments. We extend the definitions of bh and bv to negative arguments by defining bh(N) = 0 =
bv(N) for N < 0. Since the birth functions always satisfy bh(0) = bv(0) = 0, such an extension
preserves Lipschitz continuity. We are now in a position to prove the following theorem on local
existence and uniqueness.
Theorem 2.1. Suppose the prescribed initial data S0 = (Sh0 , Eh0 , Ih0 , Sv0 , Ev0 , Iv0 , Cv0) meets the
form and constraints given in (2.2..10)–(2.2..13) and that S0 ∈ X∆, with 0 < ∆ < min(µh, µv + cv).
Suppose also that bh, bv : R → R are locally Lipschitz non-negative functions such that bh(0) =
bv(0) = 0. Then system (2.2..3)–(2.2..9) has a unique solution in X∆ defined on an interval [0, T )
for some 0 < T ≤ ∞.
Proof. The proof essentially follows from well known standard theory, but we need to explain how we
deal with the integral terms in system (2.2..3)–(2.2..9) since these all involve infinite delay. However,
in each integral the contribution from the subinterval ξ ∈ (−∞, 0] only involves the initial data, which
is given. Over any given finite interval of positive time, solutions of (2.2..3)–(2.2..9) can therefore
be interpreted as solutions of another system with finite delay suitable for the application of well
known results. To see how this works let us examine one particular equation with an integral term.
Consider the Iv equation (2.2..8). Let t
# be fixed but arbitrary. On the interval t ∈ [0, t#], the
variables satisfy a system of seven equations that includes the following equation with finite delay,
replacing (2.2..8):
I ′v(t) = %(t) +
∫ t
t−t#
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)Iv(t),
where %(t) : [0, t#]→ R is the known function
%(t) =
∫ t−t#
−∞
βhv
S0v(ξ)I
0
h(ξ)
N0h(ξ)
e−(µv+cv)(t−ξ)fv(t− ξ) dξ, t ∈ [0, t#].
The integral terms in the other equations of (2.2..3)–(2.2..9) are dealt with similarly. In this way, we
convert the original system to one with finite delay. The function %(t) is well defined and continuous,
since the initial data is in X∆. On subintervals of [0, t#], existence and uniqueness of solutions follows
from standard theory (Hale and Verduyn Lunel [20]).
2.3.2. Positivity and boundedness
Non-negativity of solutions can be established easily using an approach that is now standard. The
rigor of this approach has been well established (see, for example, Theorem 5.2.1 on page 81 of
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Smith [41]). The approach is applied to system (2.2..3)–(2.2..9) in the following manner. In each
equation, except for the Eh and Ev equations, we identify the variable that appears in its left
hand side. Then, every undelayed occurrence of that variable in the right hand side is set equal to
zero. If what remains of the right hand side is non-negative when all remaining variables (delayed
and undelayed) are non-negative, then non-negativity follows. For example, in the Sh equation
(equation (2.2..3)), we set all Sh(t) terms in the right hand side to zero leaving
S ′h(t) = bh((Eh + Ih)(t)) + νIh(t) ≥ 0
when Eh(t), Ih(t) ≥ 0. This test will not establish non-negativity of the Eh and Ev variables.
However, non-negativity of those variables follows from the fact that we have integral equations for
them (see equations (2.2..1) and (2.2..2)).
The above approach only establishes non-negativity of solution components. Establishing that
solution components become and remain strictly positive is more difficult and, as we shall see, it
raises a number of delicate issues. We start by establishing strict positivity of Ih(t) and Iv(t) under
certain assumptions. With the help of this, we then identify the class of initial data that results in
all seven variables becoming and remaining strictly positive. It is the nature of our problem, and in
particular its dependence on distributed delay terms with relatively general delay kernels fh(t) and
fv(t), that makes this issue non-trivial.
Proposition 2.2. Assume that fh and fv are continuous and that, for some η
∗ ≤ 0, either:
(i) Sh(η
∗)Cv(η∗) > 0 and fh([−η∗,∞)) 6= {0}, or
(ii) Sv(η
∗)Ih(η∗) > 0 and fv([−η∗,∞)) 6= {0},
in either case with the initial functions being continuous. Then Ih(t) or Iv(t), respectively, becomes
strictly positive at some time, and remains strictly positive as long as the solution exists.
Proof. We prove only the first statement of the proposition. Since fh([−η∗,∞)) 6= {0}, there exists
ξ∗ ≥ −η∗ such that fh(ξ∗) > 0 and, since fh is a continuous function, fh(ξ) > 0 in some interval of
ξ∗. Moreover, we can arrange so that ξ∗ > −η∗. If ξ is close enough to η∗, more precisely, if ξ is in
some open interval I1 containing η
∗, then fh(ξ∗ + η∗ − ξ) > 0.
Now suppose that Ih(t) ≡ 0 for all t > 0. Then∫ t
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)fh(t− ξ) dξ ≡ 0 for all t > 0.
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The above integral evaluated at time t = ξ∗ + η∗ > 0 is∫ ξ∗+η∗
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(ξ
∗+η∗−ξ)fh(ξ∗ + η∗ − ξ) dξ.
Since Sh(η
∗)Cv(η∗) > 0, and Sh(t) and Cv(t) are continuous, there exists some interval I2 containing
η∗ such that Sh(ξ)Cv(ξ) > 0 for all ξ ∈ I2. But,∫ ξ∗+η∗
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(ξ
∗+η∗−ξ)fh(ξ∗ + η∗ − ξ) dξ
≥
∫
I1∩I2
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(ξ
∗+η∗−ξ)fh(ξ∗ + η∗ − ξ) dξ > 0.
This contradicts Ih(t) ≡ 0. Hence, Ih(t) must become strictly positive at some time t > 0. It remains
positive thereafter, since it satisfies the differential inequality I ′h(t) ≥ −(µh + δh + ν)Ih(t).
The next question that arises is the following: is it true that if one of Ih(t) or Iv(t) becomes
and remains positive, then all other variables necessarily become and remain positive? We see
immediately that, mathematically, this need not follow. There is a scenario in which Ih(t) > 0 but
Iv(t) remains identically zero for all t ∈ R, but it is an exceedingly implausible scenario biologically.
The scenario is that there are no living lice (susceptible, exposed or infectious) at all, but there
are some crushed lice. It is easy to appreciate that the number of infectious humans Ih(t) would
become and remain positive. However, the numbers of susceptible, exposed and infectious lice could
all remain identically zero for all time. Even in this exceedingly unlikely scenario, Cv(t) will tend to
zero as t→∞ and the system evolves to a steady state in which there are only susceptible humans,
the number Sh(t) of which satisfies
S ′h(t) = bh(Sh(t))− µhSh(t).
Note also that the model (2.2..3)-(2.2..9) does not make sense if there are no humans at all, since
the infection rates are divided by total host (human) density Nh(t). Therefore, we do not consider
the scenario in which there are lice but no humans.
Our next proposition aims to capture the minimal assumptions on the initial data which will
ensure that all seven variables become and remain strictly positive. Assumption (ii) implies there
are some humans present initially. The variables need not all become positive at the same time.
Proposition 2.3. Suppose that bh(·) and bv(·) satisfy bh(0) = 0 and bv(0) = 0, and are otherwise
strictly positive. Suppose also that fh and fv are continuous and that, for some η
∗ ≤ 0,
(i) Sv(η
∗)Ih(η∗) > 0 and fv([−η∗,∞)) 6= {0},
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(ii) at least one of Sh(0), Eh(0), Ih(0) is strictly positive.
Then all seven variables of system (2.2..3)-(2.2..9) become and remain strictly positive.
Proof. By Proposition 2.2, Iv(t) becomes strictly positive at some time t ≥ 0, and remains strictly
positive. Equation (2.2..9) clearly implies that Cv(t) can not remain identically zero for all t ≥ 0,
therefore, Cv(t) > 0 for all t sufficiently large. Suppose now that Sv(t) ≡ 0 for all t ≥ 0. Then (2.2..6)
implies that
0 = e−µeτbv((Sv + Ev + Iv)(t− τ))
so that (Sv +Ev + Iv)(t− τ) ≡ 0 for all t ≥ 0, which is only true only if Sv, Ev, Iv ≡ 0 for all t ≥ −τ ,
contradicting that Iv becomes and remains strictly positive. Therefore, Sv(t) must become positive
at some time t1. For t > t1,
S ′v(t) ≥ −Sv(t)
(
βhv
Ih(t)
Nh(t)
+ µv + cv
)
so that
Sv(t) ≥ Sv(t1) exp
{
−
∫ t
t1
(
βhv
Ih(ξ)
Nh(ξ)
+ µv + cv
)
dξ
}
> 0.
Next we establish strict positivity of Ev(t). Recall that
Ev(t) =
∫ t
−∞
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(t−ξ)
∫ ∞
t−ξ
fv(r) dr dξ. (2.3..1)
Since fv([−η∗,∞)) 6= {0}, there exists ξ∗v ≥ −η∗ such that fv(ξ∗v) > 0 and we may choose ξ∗v such
that ξ∗v > −η∗. If ξ is in some open interval I1 containing η∗, fv(ξ∗v + η∗− ξ) > 0. Also, since Sv and
Ih are continuous there is an interval I2 containing η
∗ such that
Sv(ξ)Ih(ξ) > 0 for all ξ ∈ I2.
Now evaluate Ev(t) at time t = ξ
∗
v + η
∗:
Ev(ξ
∗
v + η
∗) =
∫ ξ∗v+η∗
−∞
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(ξ
∗
v+η
∗−ξ)
∫ ∞
ξ∗v+η∗−ξ
fv(r) dr dξ
≥
∫
I1∩I2
βhv
Sv(ξ)Ih(ξ)
Nh(ξ)
e−(µv+cv)(ξ
∗
v+η
∗−ξ)
∫ ∞
ξ∗v+η∗−ξ
fv(r) dr dξ.
Note that Sv(ξ)Ih(ξ) > 0 on I1 ∩ I2. Also, ξ ∈ I1 ∩ I2 ⊂ I1 so fv(ξ∗v + η∗ − ξ) > 0, i.e., fv(r) is
strictly positive at the lower limit of integration r = ξ∗v + η
∗ − ξ on the inner integral. Also, fv(r) is
continuous and non-negative everywhere. Taken together, these facts imply that∫ ∞
ξ∗v+η∗−ξ
fv(r) dr > 0,
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and therefore Ev(ξ
∗
v + η
∗) > 0 and Ev will remain strictly positive after time ξ∗v + η
∗.
Next we prove that Sh, Eh, Ih become and remain positive. We know by hypothesis that at least
one of Sh(0), Eh(0), Ih(0) > 0. Suppose Sh(t) ≡ 0 for all t > 0. Then (2.2..3) implies
0 = bh((Sh + Eh + Ih)(t)) + νIh(t),
which yields that Ih(t) ≡ 0 and bh((Sh + Eh + Ih)(t)) ≡ 0, so that (Sh + Eh + Ih)(t) ≡ 0 and, in
particular, Sh(t) ≡ 0, a contradiction.
Proving that Eh(t) becomes and remains positive is similar to the corresponding proof for Ev(t)
shown above.
The proof that Ih(t) becomes and remains positive is similar to the corresponding proof for Iv(t)
in Proposition 2.2, but here we do not need to worry about the condition Sh(η
∗)Cv(η∗) > 0. That
condition holds (with some translate in time) since we have strict positivity of Sh and Cv for t
sufficiently large. Therefore, Ih(t) will become and remain positive under the condition∫ ∞
0
fh(t) dt = 1
because that condition (together with continuity of fh) implies the existence of an interval of values
in which fh(t) > 0, as in the proof of Proposition 2.2.
To ensure that solutions are bounded we first establish the following lemma. It is a rather general
result because it does not require b to be either monotone or bounded. It admits birth functions that
grow, as long as they meet the requirement that b(S) < µS for sufficiently large S. The scenario is
shown graphically in Fig.2.1.
Lemma 2.4. Let b : R+ → R+ be a continuous function. Assume that µ > 0 is such that there are
some values of S for which b(S) > µS, but there exists S0 > 0 such that
b(S0) = µS0 and b(S) < µS for all S > S0.
Define
b¯(S) = sup
0≤s≤S
b(s).
Then b¯(S) is monotone non-decreasing, continuous, and
b(S) ≤ b¯(S) ∀S ≥ 0.
Moreover, if S˘ = b0/µ, where b0 = b¯(S0), then S˘ ≥ S0 and b¯(S) < µS for all S > S˘.
Moreover, if b is monotone non-decreasing on [0, S0], then S˘ = S0.
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Figure 2.1: Diagram to aid the understanding of Lemma 2.4.
Proof. We prove only that S˘ ≥ S0, and that b¯(S) < µS for all S > S˘. The truth of the other
statements of the lemma is clear.
Suppose, for contradiction, that S˘ < S0. Then b¯(S0) < µS0 = b(S0). However, from the definition
of b¯, we should have b(S0) ≤ b¯(S0).
Suppose, for contradiction, that there exists S∗ > S˘ such that b¯(S∗) ≥ µS∗. Then
b¯(S∗) = sup
0≤s≤S∗
b(s) = max
{
sup
0≤s≤S0
b(s), sup
S0<s≤S∗
b(s)
}
< max
{
sup
0≤s≤S0
b(s), sup
S0<s≤S∗
µs
}
= max
{
b¯(S0), µS∗
}
= max
{
µS˘, µS∗
}
= µS∗,
a contradiction.
We also require the following lemma, closely related to Proposition 3.3 in Gourley, Thieme and
van den Driessche [18].
Lemma 2.5. Assume that the hypotheses of Lemma 2.4 hold, and let S˘ = b0/µ where b0 = b¯(S0).
Let N(t) be differentiable on (0,∞) and satisfy
N ′(t) ≤ b(N(t− τ))− µN(t).
Then
lim sup
t→∞
N(t) ≤ S˘.
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Moreover, if b is monotone non-decreasing on [0, S0], then S˘ = S0.
With the above results we may prove the following theorem.
Theorem 2.6. Suppose that bv and bh are continuous functions. Assume that there exist N
0
v > 0
and N0h > 0 such that
e−µeτbv(N0v ) = (µv + cv)N
0
v and e
−µeτbv(N) < (µv + cv)N for all N > N0v ;
bh(N
0
h) = µhN
0
h and bh(N) < µhN for all N > N
0
h .
Define
b¯v(N) = sup
0≤η≤N
bv(η) and b¯h(N) = sup
0≤η≤N
bh(η),
and
N˘v = b
0
v/(µv + cv), where b
0
v = b¯v(N
0
v );
N˘h = b
0
h/µh, where b
0
h = b¯h(N
0
h).
Then
lim sup
t→∞
(Sv(t) + Ev(t) + Iv(t)) ≤ N˘v, (2.3..2)
and
lim sup
t→∞
(Sh(t) + Eh(t) + Ih(t)) ≤ N˘h. (2.3..3)
Moreover, if bv is monotone non-decreasing on [0, N
0
v ] then N˘v = N
0
v , and if bh is monotone non-
decreasing on [0, N0h ] then N˘h = N
0
h .
Proof. The total number of lice Nv(t) = Sv(t) + Ev(t) + Iv(t) satisfies
dNv(t)
dt
= e−µeτbv(Nv(t− τ))− (µv + cv)Nv(t),
and therefore (2.3..2) follows from an application of Lemmas 2.4 and 2.5. The total number of
humans Nh(t) = Sh(t) + Eh(t) + Ih(t) satisfies
dNh(t)
dt
= bh(Nh(t))− µhNh(t)− δhIh(t) ≤ bh(Nh(t))− µhNh(t),
and (2.3..3) follows from another application of those two lemmas.
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2.3.3. Existence of disease-free equilibria
System (2.2..3)–(2.2..9) may have a disease-free equilibrium in which the E and I variables, and Cv,
are all zero while Sh = S
0
h, Sv = S
0
v , where S
0
h and S
0
v satisfy
bh
(
S0h
)
= µhS
0
h, (2.3..4)
e−µeτbv
(
S0v
)
= (µv + cv)S
0
v . (2.3..5)
The existence of unique values S0h > 0 and S
0
v > 0 satisfying these equations depends on the birth
rate functions bh(·) and bv(·) and the values of the model parameters that appear in (2.3..4)–(2.3..5).
We are assured of the existence of unique S0h > 0 and S
0
v > 0 under assumptions (A1) and (A2)
below. These assumptions essentially state that the birth (or maturation) rate exceeds the death rate
at lower densities, but that deaths outweigh births at high densities since competition effects then
become important and tend to reduce fecundity. These are minimal, yet reasonable, assumptions
for any population in a habitat where conditions are right for it to thrive, yet there are factors that
limit further growth at high densities.
(A1) bh(Sh) is nonnegative with bh(0) = 0 and there exists S
0
h > 0 such that
bh(Sh) > µhSh when 0 < Sh < S
0
h and bh(Sh) < µhSh when S
0
h < Sh.
(A2) bv(Sv) is nonnegative with bv(0) = 0 and there exists S
0
v > 0 such that
e−µeτbv(Sv) > (µv + cv)Sv when 0 < Sv < S0v and e
−µeτbv(Sv) < (µv + cv)Sv when S0v < Sv.
Assumptions (A1) and (A2) are not required for all our results but we shall impose them as necessary.
2.3.4. Extinction of the whole lice population
From (2.3..5) note that, as the per-capita crushing rate cv increases, the steady state component S
0
v
decreases. For realistic bv(·), if cv is sufficiently large equation (2.3..5) has no root with S0v > 0. This
suggests the following result on extinction (in infinite time) of the whole lice population.
Theorem 2.7. If bv(0) = 0 and bv(·) is non-negative, concave, twice differentiable and such that
µv + cv > e
−µeτb′v(0),
then, for sufficiently large cv, the whole lice population Nv(t)→ 0 as t→∞.
Proof. Let Nv(t) = Sv(t) + Ev(t) + Iv(t) be the total number of lice. Then
dNv(t)
dt
= e−µeτbv (Nv(t− τ))− (µv + cv)Nv(t). (2.3..6)
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Since bv(·) is concave, a Taylor expansion gives bv(Nv) ≤ b′v(0)Nv and therefore, from (2.3..6),
dNv(t)
dt
≤ e−µeτb′v(0)Nv(t− τ)− (µv + cv)Nv(t). (2.3..7)
The right hand side of (2.3..7) increases as Nv(t − τ) increases, since b′v(0) > 0, and this facilitates
the application of a comparison argument. Let N˜v(t) be the solution of
dN˜v(t)
dt
= e−µeτb′v(0)N˜v(t− τ)− (µv + cv)N˜v(t)
subject to the same initial data as the variable Nv(t). By Theorem 5.1.1 on page 78 of [41], Nv(t) ≤
N˜v(t). Since e
−µeτb′v(0) < µv + cv, N˜v(t) → 0 as t → ∞. Since 0 ≤ Nv(t) ≤ N˜v(t), Nv(t) → 0 as
t→∞.
We now know that if the lice crushing rate cv is increased to a sufficiently large value, the whole lice
population becomes extinct. Lowering the crushing rate will increase a positive S0v but a sufficiently
low crushing rate, as we show later, always eradicates LBRF. This is because LBRF transmission
is only via crushed lice. In fact, LBRF can be eradicated either by taking cv sufficiently low or
sufficiently large (in the latter case because the lice themselves become extinct).
2.3.5. Linear stability of the disease-free equilibrium
Assume (A1) and (A2) hold, so that there exists a disease-free equilibrium with S0h > 0 and S
0
v > 0
and all other components zero. We analyse the linear stability of this equilibrium by linearising the
system about it. We introduce small perturbations (the tilde quantities) defined by
Sh = S
0
h + S˜h, Eh = 0 + E˜h, Ih = 0 + I˜h
Sv = S
0
v + S˜v, Ev = 0 + E˜v, Iv = 0 + I˜v, Cv = 0 + C˜v.
It turns out that the linearisations of the Ih, Iv and Cv equations of (2.2..3)–(2.2..9) form a decoupled
subsystem that can be used to show that those variables approach zero under some conditions.
Therefore, we start by considering the Sh and Sv equations and their linearisations in the case when
Ih = Iv = Cv = Eh = Ev = 0. As a starting point we prove the following theorem, which admits only
perturbations in which no disease is introduced. Later we prove Theorem 2.9 which admits general
small perturbations (including small introductions of disease).
Theorem 2.8. If (A1) and (A2) hold, b′h(S
0
h) < µh and
− (µv + cv) ≤ e−µeτb′v(S0v) < µv + cv, (2.3..8)
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then the disease free equilibrium in which Sh = S
0
h and Sv = S
0
v is locally asymptotically stable to
small perturbations in which Cv and all E and I variables remain zero.
Proof. With Cv and the E and I variables remaining zero, the Sh equation linearises as follows:
S˜ ′h(t) = S˜h(t)b
′
h(S
0
h)− µhS˜h(t). (2.3..9)
Thus, since b′h(S
0
h) < µh, S˜h(t)→ 0 and therefore Sh(t)→ S0h as t→∞. Linearising the Sv equation
gives
S˜ ′v(t) = e
−µeτ S˜v(t− τ)b′v(S0v)− (µv + cv)S˜v(t)
and the ansatz S˜v(t) = e
λt leads to the characteristic equation
λ+ µv + cv = e
−µeτb′v(S
0
v)e
−λτ . (2.3..10)
Assumption (2.3..8) implies that the roots of (2.3..10) all have negative real parts, as we now
show. Suppose, for a contradiction, that there exists a root λ∗ of (2.3..10) such that Reλ∗ ≥ 0.
From (2.3..10),
|λ∗ + µv + cv| = e−µeτ |b′v(S0v)|e−(Reλ
∗)τ ≤ e−µeτ |b′v(S0v)|.
Hence λ∗ lies in the disk in C of radius e−µeτ |b′v(S0v)|, centered at the point −(µv + cv) ∈ C. But if
−(µv + cv) < e−µeτb′v(S0v) < µv + cv,
then this disk is contained entirely in the open left side of complex plane so that Reλ∗ < 0, contra-
dicting Reλ∗ ≥ 0. However, assumption (2.3..8) allows the possibility that
−(µv + cv) = e−µeτb′v(S0v),
in which case the above-mentioned disk is in {Reλ < 0}∪{0}, requiring us to consider the possibility
that λ∗ = 0. In that case, from (2.3..10),
µv + cv = e
−µeτb′v(S
0
v) = −(µv + cv),
a contradiction. Hence, Reλ < 0 for all roots of the characteristic equation (2.3..10).
Next, we note that the linearisations of the Ih, Iv, Cv equations form a self contained subsystem
determining those three variables (near to the disease-free equilibrium). More precisely, the small
variables I˜h, I˜v and C˜v are determined by
I˜h
′
(t) =
∫ t
−∞
βvhC˜v(ξ)e
−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)I˜h(t),
I˜v
′
(t) =
∫ t
−∞
βhv
(
S0v
S0h
)
I˜h(ξ)e
−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)I˜v(t),
C˜v
′
(t) = cv I˜v(t)− µbC˜v(t).
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Seeking non-trivial solutions of the form (I˜h(t), I˜v(t), C˜v(t)) = e
λt(c1, c2, c3), we find that λ must
satisfy a characteristic equation that is most easily studied when written in the form
λ+ µb =
βvhβhvcvS
0
v fˆh(λ+ µh)fˆv(λ+ µv + cv)
S0h(λ+ µh + δh + ν)(λ+ µv + cv)
(2.3..11)
where fˆh and fˆv are the Laplace transforms of fh and fv:
fˆh(λ) =
∫ ∞
0
e−λωfh(ω) dω, fˆv(λ) =
∫ ∞
0
e−λωfv(ω) dω.
We investigate the roots of (2.3..11) in the next theorem. We denote by R0 the basic reproduction
number for the disease. It takes the form
R0 =
βvhβhvcvS
0
v fˆh(µh)fˆv(µv + cv)
S0h(µh + δh + ν)(µv + cv)µb
. (2.3..12)
Later, we shall be introducing other basic reproduction numbers Rh0 and R
v
0 which relate to the
survival of hosts and vectors in the absence of disease.
Theorem 2.9. If the hypotheses of Theorem 2.8 hold and, additionally, R0 < 1 where R0 is defined
by (2.3..12), then the disease free equilibrium in which Sh = S
0
h and Sv = S
0
v is locally asymptotically
stable to perturbations involving small introductions of disease.
Proof. We prove the theorem by showing that, when R0 < 1, all the roots λ of the characteristic
equation (2.3..11) satisfy Reλ < 0. That establishes that (I˜h(t), I˜v(t), C˜v(t))→ (0, 0, 0) as t→∞. It
then follows from the integrals (2.2..1) and (2.2..2) that the E variables also approach zero. Having
established these facts, as noted earlier the Sh and Sv equations and their linearisations can then be
considered in the case when all other variables are zero, and the previous theorem (Theorem 2.8)
yields that the S variables approach their respective steady state values.
For a contradiction, suppose (2.3..11) has a root λ∗ such that Reλ∗ ≥ 0. We have∣∣∣fˆh(λ∗ + µh)∣∣∣ = ∣∣∣∣∫ ∞
0
fh(η)e
−(λ∗+µh)η dη
∣∣∣∣ ≤ ∫ ∞
0
fh(η)e
−(Reλ∗)ηe−µhη dη
≤
∫ ∞
0
fh(η)e
−µhη dη
so that
|fˆh(λ∗ + µh)| ≤ fˆh(µh)
for Reλ∗ ≥ 0. Similarly,
|fˆv(λ∗ + µv + cv)| ≤ fˆv(µv + cv).
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Moreover, since Reλ∗ ≥ 0,
|λ∗ + µh + δh + ν| ≥ µh + δh + ν and |λ∗ + µv + cv| ≥ µv + cv.
Therefore, any root λ∗ of (2.3..11) such that Reλ∗ ≥ 0 should also satisfy
|λ∗ + µb| =
∣∣∣∣∣βvhβhvcvS0v fˆh(λ∗ + µh)fˆv(λ∗ + µv + cv)S0h(λ∗ + µh + δh + ν)(λ∗ + µv + cv)
∣∣∣∣∣ (2.3..13)
which implies
|λ∗ + µb| ≤ βvhβhvcvS
0
v fˆh(µh)fˆv(µv + cv)
S0h(µh + δh + ν)(µv + cv)
= µbR0. (2.3..14)
Hence, λ∗ is in the disk in the complex plane centered at −µb of radius µbR0. Since R0 < 1, this is
incompatible with Reλ∗ ≥ 0.
Note that R0 → 0 as cv → 0, suggesting that reducing lice crushing (eg. by not scratching bites)
can help to eradicate the disease. Recall that the disease is transmitted only by crushed lice. Note
also that R0 depends on S
0
v , which depends on cv through the equation
e−µeτbv
(
S0v
)
= (µv + cv)S
0
v .
For realistic bv(·), as cv increases S0v decreases. Usually there is no S0v > 0 when cv is above some
finite value. Thus, R0 < 1 both when cv is sufficiently small and also when cv is sufficiently large.
2.4. Persistence
The ultimate aim of this section is to establish a set of conditions under which LBRF disease is
persistent in the population. These conditions are stated later, in Theorem 2.16, and include the
requirement that R0 > 1, where R0 is defined in (2.3..12).
2.4.1. Persistence of lice and humans in the absence of disease
We start by identifying a minimal set of conditions that will ensure that the susceptible human and
lice populations persist in the absence of LBRF disease. In this situation, the equations for Sh(t)
and Sv(t) are
S ′h(t) = bh (Sh(t))− µhSh(t), (2.4..1)
S ′v(t) = e
−µeτbv (Sv(t− τ))− (µv + cv)Sv(t). (2.4..2)
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Define
Rh0 =
1
µh
lim inf
S→0+
bh(S)
S
, (2.4..3)
Rv0 =
1
µv + cv
e−µeτ lim inf
S→0+
bv(S)
S
. (2.4..4)
The following result establishes persistence of host (human) and vector (louse) populations in the
absence of LBRF.
Proposition 2.10. Assume that bh(·) and bv(·) are monotone increasing and satisfy conditions (A1)
and (A2) and that Rh0 > 1 and R
v
0 > 1. Then, if Sh(0) > 0 and Sv(θ) > 0 for all θ ∈ [−τ, 0], we
have
Sh∞ = lim inf
t→∞
Sh(t) > 0 and Sv∞ = lim inf
t→∞
Sv(t) > 0,
meaning that both host and vector strongly persist.
Proof. We present only the proof that Sv∞ > 0. The proof that Sh∞ > 0 is similar.
Suppose for a contradiction that lim inft→∞ Sv(t) = 0. Then there exists a sequence tn → ∞
such that Sv(tn) → 0 as n → ∞ and S ′v(tn) ≤ 0 for all n. Moreover, tn can be chosen such that
Sv(t) ≥ Sv(tn) for all t ≤ tn, so in particular Sv(tn − τ) ≥ Sv(tn) for all n. Since Rv0 > 1, we have
1
µv + cv
e−µeτ lim inf
S→0+
bv(S)
S
> 1
and therefore, for sufficiently large n,
e−µeτbv(Sv(tn)) > (µv + cv)Sv(tn). (2.4..5)
Using that bv is increasing, Sv(tn) ≤ Sv(tn − τ) and (2.4..2),
e−µeτbv(Sv(tn))− (µv + cv)Sv(tn) ≤ e−µeτbv(Sv(tn − τ))− (µv + cv)Sv(tn) = S ′v(tn) ≤ 0
which contradicts (2.4..5).
2.4.2. Behaviour of susceptible variables at very low levels of disease
Eventually, we shall prove Theorem 2.16. Since the proof of that theorem is by a contradiction
argument, we first present various results on the properties of solutions of (2.2..3)–(2.2..9) in the
situation when disease is present at uniformly low levels (in the sense that lim supt→∞ Iv(t) < ,
where  is a small positive number).
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The argument given in the proof of Proposition 2.11 involves a commonly used technique known
as the fluctuation method, which is detailed in Appendix A of the book by Smith and Thieme [42].
The method involves the careful choice of a sequence of times such as to exploit the properties of the
lim sup (or, in some applications, the lim inf).
Proposition 2.11. Suppose that  > 0 is a small positive real number such that
lim sup
t→∞
Iv(t) < .
Then,
lim sup
t→∞
Cv(t) ≤ cv
µb
, lim sup
t→∞
Ih(t) ≤ βvh(2cv)
µb(µh + δh + ν)
, lim sup
t→∞
Eh(t) ≤ βvh(2cv)
µbµh
.
Proof. Let  > 0 be a small positive number and suppose that
I∞v = lim sup
t→∞
Iv(t) < .
By the fluctuation method, there exists a sequence (tj), with tj → ∞, such that Cv(tj) → C∞v and
C ′v(tj)→ 0 as j →∞, where
C∞v = lim sup
t→∞
Cv(t).
Since lim supt→∞ Iv(t) < , we have, for t sufficiently large,
Iv(t) ≤ .
From (2.2..9),
C ′v(tj) = cvIv(tj)− µbCv(tj) ≤ cv− µbCv(tj) for j sufficiently large.
Taking the limit as j →∞ gives 0 ≤ cv− µbC∞v and so
C∞v ≤
cv
µb
.
Therefore, if the number of infectious lice is uniformly small, then so is the number of crushed
infectious lice. Next we prove that the number of infectious humans also remains uniformly small.
Since
C∞v = lim sup
t→∞
Cv(t) ≤ cv
µb
,
we have, for sufficiently large t, that the following larger bound holds for Cv(t):
Cv(t) ≤ 2cv
µb
. (2.4..6)
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Let T > 0 be large enough so that the estimate (2.4..6) holds for t ≥ T, and assume that t > T . We
estimate the integral term in (2.2..5) as follows:∫ t
−∞
βvh
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)fh(t− ξ) dξ ≤
∫ t
−∞
βvhCv(ξ)e
−µh(t−ξ)fh(t− ξ) dξ
=
∫ T
−∞
βvhCv(ξ)e
−µh(t−ξ)fh(t− ξ) dξ +
∫ t
T
βvhCv(ξ)e
−µh(t−ξ)fh(t− ξ) dξ
≤
∫ T
−∞
βvhCv(ξ)e
−µh(t−ξ)fh(t− ξ) dξ + βvh
(
2cv
µb
)∫ t
T
e−µh(t−ξ)fh(t− ξ) dξ
≤ βvhe−µh(t−T )
∫ ∞
t−T
Cv(t− η)fh(η) dη + βvh
(
2cv
µb
)∫ t−T
0
e−µhηfh(η) dη
≤ βvhe−µh(t−T )
(
max
t∈(−∞,∞)
Cv(t)
)∫ ∞
0
fh(η) dη + βvh
(
2cv
µb
)∫ ∞
0
fh(η) dη
= βvhe
−µh(t−T )
(
max
t∈(−∞,∞)
Cv(t)
)
+ βvh
(
2cv
µb
)
since
∫∞
0
fh(η) dη = 1. Hence
I ′h(t) ≤ βvhe−µh(t−T )
(
max
t∈(−∞,∞)
Cv(t)
)
+ βvh
(
2cv
µb
)
− (µh + δh + ν)Ih(t). (2.4..7)
By the fluctuation method, there exists a sequence tj → ∞ such that Ih(tj) → I∞h and I ′h(tj) → 0
as j → ∞, where I∞h = lim supt→∞ Ih(t). Evaluating (2.4..7) at t = tj, with j large enough so that
tj ≥ T ,
I ′h(tj) ≤ βvhe−µh(tj−T )
(
max
t∈(−∞,∞)
Cv(t)
)
+ βvh
(
2cv
µb
)
− (µh + δh + ν)Ih(tj). (2.4..8)
Letting j →∞, and noting that the first term in the above inequality tends to zero, gives
I∞h ≤
βvh(2cv)
µb(µh + δh + ν)
.
Next we show that a similar bound holds for the variable Eh. From the differential equation for
Eh(t), equation (2.2..4),
E ′h(t) ≤ βvh
Sh(t)Cv(t)
Nh(t)
− µhEh(t) ≤ βvhCv(t)− µhEh(t). (2.4..9)
There is a sequence tj →∞ such that Eh(tj)→ E∞h and E ′h(tj)→ 0 as j →∞. From (2.4..9),
E ′h(tj) ≤ βvhCv(tj)− µhEh(tj) ≤ βvh
(
2cv
µb
)
− µhEh(tj)
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for j sufficiently large, using the bound (2.4..6). Letting j →∞ yields
E∞h ≤
βvh(2cv)
µbµh
.
Proposition 2.12. Suppose bh(·) is increasing and satisfies (A1). Suppose that  is a small positive
real number such that
lim sup
t→∞
Iv(t) < .
Then
lim inf
t→∞
Sh(t) ≥ S¯0h() and lim sup
t→∞
Sh(t) ≤ Sˆ0h(),
where S¯0h() and Sˆ
0
h() satisfy
bh(S¯0h()) = µhS¯
0
h() + βvh
(
2cv
µb
)
, (2.4..10)
and
bh
(
Sˆ0h() +
3βvhcv
µb
(
1
µh
+
1
µh + δh + ν
)

)
+ ν
(
3βvhcv
µb(µh + δh + ν)
)
= µhSˆ0h(). (2.4..11)
Proof. From the bounds on the limsups of Cv(t), Ih(t) and Eh(t) established in Proposition 2.11, the
following larger bounds apply for sufficiently large t:
Cv(t) ≤ 2cv
µb
, Ih(t) ≤ 3βvhcv
µb(µh + δh + ν)
, Eh(t) ≤ 3βvhcv
µbµh
.
Using that bh(·) is increasing, Ih(t) ≥ 0 and Sh(t)/Nh(t) ≤ 1, it follows from (2.2..3) that
S ′h(t) ≥ bh(Sh(t))− βvh
(
2cv
µb
)
− µhSh(t).
It follows that Sh(t) ≥ S¯h(t), where
S¯ ′h(t) = bh(S¯h(t))− µhS¯h(t)− βvh
(
2cv
µb
)
.
Therefore, if  is sufficiently small then S¯h(t) → S¯0h() as t → ∞, where S¯0h() satisfies (2.4..10) and
has the property that S¯0h()→ S0h as → 0. By comparison,
lim inf
t→∞
Sh(t) ≥ lim
t→∞
S¯h(t) = S¯0h().
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Also, from (2.2..3), and using that bh(·) is increasing,
S ′h(t) ≤ bh
(
Sh(t) +
3βvhcv
µbµh
+
3βvhcv
µb(µh + δh + ν)
)
− µhSh(t) + ν
(
3βvhcv
µb(µh + δh + ν)
)
so that, by comparison, Sh(t) ≤ Sˆh(t) where Sˆh(t) satisfies the corresponding ordinary differential
equation (i.e. ≤ replaced by = in the above). Moreover, Sˆh(t) → Sˆ0h() as t → ∞, where Sˆ0h()
satisfies (2.4..11). Also, Sˆ0h()→ S0h as → 0. Moreover,
lim sup
t→∞
Sh(t) ≤ lim
t→∞
Sˆh(t) = Sˆ0h().
Proposition 2.12 implies that, for sufficiently large t,
S¯0h()−  ≤ Sh(t) ≤ Sˆ0h() + .
Since the left and right hand sides of the above estimate both approach S0h as → 0, the above estim-
ate establishes that if disease is present at a uniformly low level, in the sense that lim supt→∞ Iv(t) < ,
the number of susceptible humans Sh(t) remains close to its steady state value S
0
h in the absence of
disease.
Next we establish an upper bound for Sv(t) that holds under all circumstances (not only when
Ih(t) is small).
Proposition 2.13. Suppose that bv is a positive bounded function. Then
lim sup
t→∞
Sv(t) ≤ e
−µeτbsupv
µv + cv
, (2.4..12)
where bsupv = supS≥0 bv(S).
Proof. From (2.2..6), S ′v(t) ≤ e−µeτbsupv − (µv + cv)Sv(t) and (2.4..12) follows.
Next, we establish an upper bound for Ev(t) that applies when Iv(t) remains small. This bound
is similar to those of Proposition 2.11, but its derivation requires the additional assumption that the
function bv should be bounded.
Proposition 2.14. Suppose that  > 0 is a small number such that
lim sup
t→∞
Iv(t) < ,
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and suppose that bv(·) is a bounded function, and that bh(·) is increasing and satisfies (A1). Then
lim sup
t→∞
Ev(t) ≤ βhv
S¯0h()− 
(
2e−µeτbsupv
(µv + cv)2
)(
3βvhcv
µb(µh + δh + ν)
)
, (2.4..13)
for  sufficiently small such that S¯0h()−  > 0.
Proof. Since the hypotheses include those of Proposition 2.11, we may use the upper bound for
lim supt→∞ Ih(t) from Proposition 2.11, and that for lim supt→∞ Sv(t) from Proposition 2.13. From (2.2..7),
for t sufficiently large we have
E ′v(t) ≤
βhv
Nh(t)
(
2e−µeτbsupv
µv + cv
)(
3βvhcv
µb(µh + δh + ν)
)
− (µv + cv)Ev(t).
But Nh(t) = Sh(t) + Eh(t) + Ih(t) ≥ Sh(t) ≥ S¯0h()−  for t sufficiently large, so that
E ′v(t) ≤
βhv
S¯0h()− 
(
2e−µeτbsupv
µv + cv
)(
3βvhcv
µb(µh + δh + ν)
)
− (µv + cv)Ev(t)
and therefore (2.4..13) holds.
Next we show that, when the Iv, Ih and Cv variables remain small, Sv(t) remains close to its
steady state value.
Proposition 2.15. Suppose that bv(·) is increasing, bounded above and satisfies (A2) and that bh(·)
is increasing and satisfies (A1). Let  > 0 be a small number such that
lim sup
t→∞
Iv(t) < .
Then Sv(t) remains close to its steady state value S
0
v in the sense that
S¯0v() ≤ lim inf
t→∞
Sv(t) ≤ lim sup
t→∞
Sv(t) ≤ Sˆ0v(),
where Sˆ0v() and S¯
0
v() respectively satisfy
e−µeτbv
(
Sˆ0v() +
βhv
S¯0h()− 
(
2e−µeτbsupv
(µv + cv)2
)(
3βvhcv
µb(µh + δh + ν)
)
+ 
)
= (µv + cv)Sˆ0v(),
e−µeτbv
(
S¯0v()
)
=
βhv
S¯0h()− 
(
2e−µeτbsupv
µv + cv
)(
3βvhcv
µb(µh + δh + ν)
)
+ (µv + cv)S¯0v(). (2.4..14)
Note that Sˆ0v() and S¯
0
v() both approach S
0
v as → 0, where S0v is given by (2.3..5).
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Proof. For t sufficiently large,
Iv(t) ≤  and Ev(t) ≤ βhv
S¯0h()− 
(
2e−µeτbsupv
(µv + cv)2
)(
3βvhcv
µb(µh + δh + ν)
)
.
Therefore, for t sufficiently large,
S ′v(t) ≤ e−µeτbv
(
Sv(t− τ) + βhv
S¯0h()− 
(
2e−µeτbsupv
(µv + cv)2
)(
3βvhcv
µb(µh + δh + ν)
)
+ 
)
− (µv + cv)Sv(t).
By the comparison theorems in Smith [41] and Kuang [29], since bv(·) is increasing, Sv(t) ≤ Sˆv(t)
where
Sˆv
′
(t) = e−µeτbv
(
Sˆv(t− τ) + βhv
S¯0h()− 
(
2e−µeτbsupv
(µv + cv)2
)(
3βvhcv
µb(µh + δh + ν)
)
+ 
)
− (µv + cv)Sˆv()
and, again using that bv(·) is increasing, Sˆv(t) generically converges as t→∞ to the unique positive
steady state Sˆ0v() which satisfies the first equation of (2.4..14). Moreover, Sˆ
0
v()→ S0v as → 0 and
lim sup
t→∞
Sv(t) ≤ lim
t→∞
Sˆv(t) = Sˆ
0
v().
Since bv(·) is increasing, for t sufficiently large, using that Nh(t) ≥ Sh(t) ≥ S¯0h()− ,
S ′v(t) ≥ e−µeτbv (Sv(t− τ))− βhv
Sv(t)
Nh(t)
(
3βvhcv
µb(µh + δh + ν)
)
− (µv + cv)Sv(t)
≥ e−µeτbv (Sv(t− τ))− βhv
S¯0h()− 
(
2e−µeτbsupv
µv + cv
)(
3βvhcv
µb(µh + δh + ν)
)
− (µv + cv)Sv(t).
Therefore, Sv(t) ≥ S¯v(t) where S¯v(t) satisfies the ordinary differential equation associated with the
above differential inequality (when we replace ≥ by =), and therefore
lim inf
t→∞
Sv(t) ≥ lim
t→∞
S¯v(t) = S¯
0
v()
where S¯0v() satisfies the second equation of (2.4..14). Note that, as → 0, S¯0v()→ S0v , the equilib-
rium value of Sv in the case of no disease.
Finally, we conclude that, for sufficiently large t,
S¯0v()−  ≤ Sv(t) ≤ Sˆ0v() + . (2.4..15)
Therefore, Sv(t) remains near to S
0
v when disease is present at a low level.
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2.4.3. Persistence of disease
With the benefit of the above results, we may present our main result of this section:
Theorem 2.16. Assume that bh(·) and bv(·) are increasing functions satisfying (A1) and (A2),
respectively. Additionally, assume that bv is bounded above. If R0 > 1, R
h
0 > 1 and R
v
0 > 1, where
R0 is defined in (2.3..12), and R
h
0 and R
v
0 are defined in (2.4..3) and (2.4..4), respectively, then there
exists  > 0 such that
lim sup
t→∞
Iv(t) ≥ ,
for all solutions with Sh(0) > 0, Ih(0) > 0, Iv(0) > 0, Cv(0) > 0 and Sv(t) > 0 for some t ∈ [−τ, 0].
Proof. If the statement is not true, then for any  > 0 there is a solution such that Iv(0) > 0 and
lim sup
t→∞
Iv(t) < ,
and the results of the previous propositions hold. By shifting forward in time, we have
0 < Iv(t) ≤ , Eh(t) ≤ c1, Ih(t) ≤ c2,
where
c1 =
3βvhcv
µbµh
, c2 =
3βvhcv
µb(µh + δh + ν)
.
Also, for t sufficiently large we know from Propositions 2.12 and 2.15 that
S¯0h()−  ≤ Sh(t) ≤ Sˆ0h() + , S¯0v()−  ≤ Sv(t) ≤ Sˆ0v() + .
Since Nh(t) = Sh(t) + Eh(t) + Ih(t), we have Nh(t) ≤ Sˆ0h() +  + c1 + c2. Using these inequalities
in equations (2.2..5) and (2.2..8) of the model, we obtain
I ′h(t) ≥
∫ t
0
βvh
(S¯0h()− )Cv(ξ)
Sˆ0h() + + c1+ c2
e−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)Ih(t),
I ′v(t) ≥
∫ t
0
βhv
(S¯0v()− )Ih(ξ)
Sˆ0h() + + c1+ c2
e−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)Iv(t),
where additionally we have replaced the lower limit −∞ on the integrals by zero, since we may
discard the non-negative contribution of
∫ 0
−∞. The Laplace transform can be applied to inequalities
as long as the transform variable is real. Therefore, applying the Laplace transform operator, denoted
by L, and restricting to real values of the transform variable λ, we obtain
λL{Ih}(λ)− Ih(0) ≥ βvh S¯
0
h()− 
Sˆ0h() + + c1+ c2
L{Cv}(λ)L
{
e−µhtfh(t)
}− (µh + δh + ν)L{Ih}(λ),
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where we have used the convolution theorem for the Laplace transform. Since
L{e−µhtfh(t)} = L{fh}(λ+ µh),
further simplification, ignoring the non-negative term Ih(0), leads to
L{Ih}(λ) ≥ 1
λ+ µh + δh + ν
(
βvh(S¯0h()− )
Sˆ0h() + + c1+ c2
)
L{Cv}(λ)L{fh}(λ+ µh).
Similarly,
L{Iv}(λ) ≥ 1
λ+ µv + cv
(
βhv(S¯0v()− )
Sˆ0h() + + c1+ c2
)
L{Ih}(λ)L{fv}(λ+ µv + cv),
L{Cv}(λ) = 1
λ+ µb
cvL{Iv}(λ).
Multiplying these inequalities and simplifying,
1 ≥ 1
λ+ µv + cv
(
βhv(S¯0v()− )
Sˆ0h() + + c1+ c2
)
L{fv}(λ+ µv + cv) 1
λ+ µh + δh + ν
×
(
βvh(S¯0h()− )
Sˆ0h() + + c1+ c2
)
L{fh}(λ+ µh) 1
λ+ µb
cv.
Letting λ→ 0 and then → 0, and recalling that Sˆ0h()→ S0h, S¯0h()→ S0h and S¯0v()→ S0v as → 0,
the above inequality takes the form
1 ≥ βvhβhvcvS
0
vL{fh}(µh)L{fv}(µv + cv)
(µh + δh + ν)(µv + cv)µbS0h
= R0,
which contradicts the assumption that R0 > 1.
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In this section we obtain a condition, stronger than that of Theorem 2.9, that is sufficient to establish
that the Ih, Iv and Cv variables approach zero as components of the solution of the full nonlinear
model (2.2..3)–(2.2..9). There is no linearisation in this result, even though linear theory features.
What happens is that we use comparison theorems to bound the Ih, Iv and Cv components of
the solution by other functions that satisfy a linear system. In the case of (2.2..8), handling the
denominator term Nh(ξ) presents difficulties due to the need to retain the Ih(ξ) factor in the integrand
for the generation of a linear system suitable for the application of comparison theory. For (2.2..5)
there is no such problem, Cv(ξ) is the factor to be retained and so we simply use Sh/Nh ≤ 1. To deal
with the difficulties with (2.2..8) we need to impose a smallness restriction on the initial numbers of
infectious individuals.
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Theorem 2.17. Suppose the birth functions bh and bv satisfy (A1) and (A2), respectively, and that
both are monotone nondecreasing on [0, S0h] and [0, S
0
v ], respectively, with bv bounded. Assume also
that
cvβvhβhv
(
e−µeτ bsupv
µv+cv
)
L{fh}(µh)L{fv}(µv + cv)
S0h(µh + δh + ν)(µv + cv)µb
< 1
where L denotes the Laplace transform operator. Then, provided that
(i) the variables Ih(t), Iv(t) and Cv(t) are sufficiently small initially;
(ii) the total human population Nh(t) is initially not too far below its disease-free equilibrium value
S0h;
(iii) Sv(0) ≤ e−µeτbsupv /(µv + cv),
then, as components of the solution of the full nonlinear model (2.2..3)–(2.2..9), the variables
(Ih(t), Iv(t), Cv(t))→ (0, 0, 0) as t→∞.
Proof. We begin by defining, indirectly, a certain continuous function φ() that satisfies φ(0) = 0.
We know from (A1) that x = S0h is the unique positive root of the equation bh(x) = µhx. If the right
hand side of this equation is changed to µhx + δhk for sufficiently small positive , then its root
drops from S0h to a smaller value that we call S
0
h − φ(). In this way, we implicitly define a function
φ(), and moreover φ(0) = 0. With φ() thus defined, let  > 0 be sufficiently small such that
cvβvhβhv
(
e−µeτ bsupv
µv+cv
)
L{fh}(µh)L{fv}(µv + cv)
(S0h − φ())(µh + δh + ν)(µv + cv)µb
< 1. (2.5..1)
Recall that the total number of humans Nh(t) = Sh(t) + Eh(t) + Ih(t) satisfies
N ′h(t) = bh(Nh(t))− µhNh(t)− δhIh(t).
Suppose that the initial data is such that
Ih(t) ≤  for all t ≤ 0, and Sh(0) + Eh(0) + Ih(0) ≥ S0h − φ(),
and suppose that a constant k can be found such that Ih(t) ≤ k for all t > 0 (this will be confirmed
later, in Proposition 2.18). Using the bound Ih(t) ≤ k,
N ′h(t) ≥ bh(Nh(t))− µhNh(t)− δhk.
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A simple comparison argument together with elementary properties of solutions of one-dimensional
ODEs, and the above remarks concerning the definition of φ(), yields that
Nh(t) ≥ min
(
Sh(0) + Eh(0) + Ih(0), S
0
h − φ()
)
= S0h − φ() for all t ≥ 0.
From the proof of Proposition 2.13 it is clear that our assumption Sv(0) ≤ e−µeτbsupv /(µv +cv) implies
that
Sv(t) ≤ e
−µeτbsupv
µv + cv
for all t ≥ 0,
where bsupv = supS≥0 bv(S). Using this information and that Sh/Nh ≤ 1, we obtain from (2.2..5)
and (2.2..8) the following system of differential equations and inequalities for Ih, Iv and Cv, holding
for all t ≥ 0:
I ′h(t) ≤
∫ t
−∞
βvhCv(ξ)e
−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)Ih(t)
I ′v(t) ≤
∫ t
−∞
βhv
(
e−µeτ bsupv
µv+cv
)
S0h − φ()
Ih(ξ)e
−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)Iv(t)
C ′v(t) = cvIv(t)− µbCv(t).
By a comparison argument, Ih ≤ I¯h, Iv ≤ I¯v and Cv ≤ C¯v where
I¯ ′h(t) =
∫ t
−∞
βvhC¯v(ξ)e
−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)I¯h(t)
I¯ ′v(t) =
∫ t
−∞
βhv
(
e−µeτ bsupv
µv+cv
)
S0h − φ()
I¯h(ξ)e
−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)I¯v(t)
C¯ ′v(t) = cv I¯v(t)− µbC¯v(t).
We have bounded the solution components Ih, Iv and Cv by new variables that satisfy the above
linear system. A search for non-trivial solutions of the form (I¯h, I¯v, C¯v) = e
λt(c1, c2, c3) yields the
characteristic equation
(λ+µh+δh+ν)(λ+µv+cv)(λ+µb) =
cvβvhβhve
−µeτbsupv
(µv + cv)(S0h − φ())
L{fh}(λ+µh)L{fv}(λ+µv+cv) (2.5..2)
where L denotes Laplace transform. Analysis similar to that presented in the proof of Theorem 2.9
yields that, if
cvβvhβhv
(
e−µeτ bsupv
µv+cv
)
L{fh}(µh)L{fv}(µv + cv)
(S0h − φ())(µh + δh + ν)(µv + cv)µb
< 1,
which holds (see early in the proof), then all roots λ of the characteristic equation (2.5..2) satisfy
Reλ < 0 so that (I¯h(t), I¯v(t), C¯v(t)) → (0, 0, 0) as t → ∞. Hence also (Ih(t), Iv(t), Cv(t)) → (0, 0, 0)
as t→∞.
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The following proposition confirms that if the three variables Ih, Iv and Cv start small then they
remain small for all t > 0.
Proposition 2.18. Suppose the hypotheses of Theorem 2.17 hold and that the initial data is such
that
0 ≤ Ih(t), Iv(t), Cv(t) ≤  for all t ≤ 0.
Then there exists k > 0 such that Ih(t) ≤ k for all t > 0. Furthermore, k is independent of the
initial data, and is also independent of  for  > 0 sufficiently small.
Proof. Let
K =
βhve
−µeτbsupv
(µv + cv)(S0h − φ())
with the function φ() defined early in the proof of Theorem 2.17, and  again assumed to be
sufficiently small so that (2.5..1) holds. Then the differential equations for I¯h(t), I¯v(t) and C¯v(t) that
feature in the proof of Theorem 2.17 can be written as
I¯ ′h(t) =
∫ t
−∞
βvhC¯v(ξ)e
−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)I¯h(t),
I¯ ′v(t) = K
∫ t
−∞
I¯h(ξ)e
−(µv+cv)(t−ξ)fv(t− ξ) dξ − (µv + cv)I¯v(t),
C¯ ′v(t) = cv I¯v(t)− µbC¯v(t).
We take the Laplace transform of each equation, splitting the integral as
∫ 0
−∞+
∫ t
0
and applying the
convolution theorem to the second integral. With L denoting the Laplace transform operator, and
λ the transform variable, we obtain
λL{I¯h}(λ)− I¯h(0) =βvhL
{∫ 0
−∞
C¯v(ξ)e
−µh(t−ξ)fh(t− ξ) dξ
}
+ βvhL{C¯v}(λ)L{fh}(λ+ µh)
− (µh + δh + ν)L{I¯h}(λ)
and two similar equations, so that
λ+ µh + δh + ν 0 −βvhL{fh}(λ+ µh)
−KL{fv}(λ+ µv + cv) λ+ µv + cv 0
0 −cv λ+ µb


L{I¯h}(λ)
L{I¯v}(λ)
L{C¯v}(λ)

=

I¯h(0) + βvh
∫ ∞
0
e−λt¯
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
I¯v(0) +K
∫ ∞
0
e−λt¯
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
C¯v(0)
 .
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Let A(λ) denote the matrix in the left hand side. Then

L{I¯h}
L{I¯v}
L{C¯v}
 = 1∆(λ)(Ajk(λ))T

I¯h(0) + βvh
∫ ∞
0
e−λt¯
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
I¯v(0) +K
∫ ∞
0
e−λt¯
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
C¯v(0)
 ,
where ∆(λ) is the determinant of A(λ), given by
∆(λ) = (λ+ µh + δh + ν)(λ+ µv + cv)(λ+ µb)− cvβvhKL{fh}(λ+ µh)L{fv}(λ+ µv + cv), (2.5..3)
and Ajk(λ) is the cofactor of the element ajk(λ) of A(λ). Note that each Ajk(λ) is analytic in λ for
Reλ ≥ 0.
We have
L{I¯h}(λ) = 1
∆(λ)
[
A11(λ)
(
I¯h(0) + βvh
∫ ∞
0
e−λt¯
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
)
+A21(λ)
(
I¯v(0) +K
∫ ∞
0
e−λt¯
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
)
+ A31(λ)C¯v(0)
]
.
Taking the inverse Laplace transform:
I¯h(t) =
1
2pii
∫ σ+i∞
σ−i∞
eλtdλ
∆(λ)
[
A11(λ)
(
I¯h(0) + βvh
∫ ∞
0
e−λt¯
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
)
+A21(λ)
(
I¯v(0) +K
∫ ∞
0
e−λt¯
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
)
+ A31(λ)C¯v(0)
]
where the integral is the standard Bromwich integral with the quantity σ, in the limits, taken as any
real number which strictly exceeds the supremum of the real parts of the zeros of ∆(λ). By Cauchy’s
residue theorem,
I¯h(t) =
∑
{λ: ∆(λ)=0}
Res
[
eλt
∆(λ)
[
A11(λ)
(
I¯h(0) + βvh
∫ ∞
0
e−λt¯
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
)
+A21(λ)
(
I¯v(0) +K
∫ ∞
0
e−λt¯
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
)
+ A31(λ)C¯v(0)
]]
where the summation includes the residues at all the poles of the integrand, i.e. all the zeros of
∆(λ). But the equation ∆(λ) = 0 is the same as the characteristic equation (2.5..2) that arose in the
proof of Theorem 2.17, and therefore its roots all satisfy Reλ < 0. Let λ∗ be the dominant root of
∆(λ) = 0, so all other roots satisfy Reλ ≤ λ∗ and λ∗ itself satisfies Reλ∗ < 0. The dominant term
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in the solution variable I¯h(t) will be attributable to the residue at the dominant root λ = λ
∗, and
therefore
I¯h(t) ' 1
∆′(λ∗)
eλ
∗t
[
A11(λ
∗)
(
I¯h(0) + βvh
∫ ∞
0
e−λ
∗ t¯
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
)
+A21(λ
∗)
(
I¯v(0) +K
∫ ∞
0
e−λ
∗ t¯
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
)
+ A31(λ
∗)C¯v(0)
]
=
1
∆′(λ∗)
[
eλ
∗t(A11(λ∗)I¯h(0) + A21(λ∗)I¯v(0) + A31(λ∗)C¯v(0))
+ A11(λ
∗)βvh
∫ ∞
0
eλ
∗(t−t¯)
∫ 0
−∞
C¯v(ξ)e
−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
+A21(λ
∗)K
∫ ∞
0
eλ
∗(t−t¯)
∫ 0
−∞
I¯h(ξ)e
−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
]
.
Note that |eλ∗t| = e(Reλ∗)t ≤ 1 for t ≥ 0, since Reλ∗ < 0. Since I¯h(ξ), I¯v(ξ), C¯v(ξ) ≤  for all ξ ≤ 0,
I¯h(t) = |I¯h(t)| ≤ |∆′(λ∗)|
[
|A11(λ∗)|+ |A21(λ∗)|+ |A31(λ∗)|
+ |A11(λ∗)|βvh
∫ ∞
0
eReλ
∗(t−t¯)
∫ 0
−∞
e−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
+|A21(λ∗)|K
∫ ∞
0
eReλ
∗(t−t¯)
∫ 0
−∞
e−(µv+cv)(t¯−ξ)fv(t¯− ξ) dξ dt¯
]
=:

|∆′(λ∗)|Θ(t)
with Θ(t) defined as the expression in the large square brackets. If we formally apply Fatou’s lemma,
using that Reλ∗ < 0,
lim sup
t→∞
∫ ∞
0
eReλ
∗(t−t¯)
∫ 0
−∞
e−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯
≤
∫ ∞
0
(
lim sup
t→∞
eReλ
∗(t−t¯)
)∫ 0
−∞
e−µh(t¯−ξ)fh(t¯− ξ) dξ dt¯ = 0
and similarly for the other integral. It follows that, as t→∞, Θ(t)→ |A11(λ∗)|+|A21(λ∗)|+|A31(λ∗)|
and therefore that Θ(t) is bounded. Moreover, Θ(t) does not depend on the initial data. The quantity
K does depend on , but K approaches a finite limit as → 0, since φ(0) = 0. Thus Θ(t) is bounded
independently of both the initial data and , for sufficiently small , and thus we have a bound for
Ih(t) of the form
Ih(t) ≤ I¯h(t) ≤ k
as originally claimed.
The formal application of Fatou’s lemma can be made fully rigorous under the additional as-
sumption that Reλ∗ + µh > 0. To make the application rigorous, let H(t, t¯) denote the integrand,
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so that
H(t, t¯) = eReλ
∗(t−t¯)
∫ 0
−∞
e−µh(t¯−ξ)fh(t¯− ξ) dξ.
A fully rigorous application of Fatou’s lemma can be achieved by establishing the existence of a
dominating function which is independent of t and integrable as a function of t¯, i.e. a function G(t¯)
such that
H(t, t¯) ≤ G(t¯)
with G(·) ∈ L1[0,∞). But, since Reλ∗ < 0,
H(t, t¯) ≤ e−(Reλ∗)t¯
∫ 0
−∞
e−µh(t¯−ξ)fh(t¯− ξ) dξ
=
∫ 0
−∞
e−(Reλ
∗+µh)t¯eµhξfh(t¯− ξ) dξ. (2.5..4)
Formally integrating this with respect to t¯ over [0,∞) yields a double integral which can be estimated
(assuming Reλ∗ + µh > 0) as follows:∫ ∞
0
∫ 0
−∞
e−(Reλ
∗+µh)t¯eµhξfh(t¯− ξ) dξ dt¯
≤
∫ ∞
0
∫ 0
−∞
eµhξfh(t¯− ξ) dξ dt¯
=
∫ 0
−∞
eµhξ
∫ ∞
0
fh(t¯− ξ) dt¯ dξ
=
∫ 0
−∞
eµhξ
∫ ∞
−ξ
fh(η) dη dξ
≤
∫ 0
−∞
eµhξ
∫ ∞
0
fh(η) dη dξ
=
∫ 0
−∞
eµhξ dξ =
1
µh
using that
∫∞
0
fh(η) dη = 1. Therefore, we may take G(t¯) to be the right hand side of (2.5..4).
3
Louse-Borne Relapsing Fever model with seasonality
3.1. Introduction
We can easily understand how the course of a disease epidemic is influenced by seasonal variations.
Perhaps the most obvious example is the common cold. This tends to be more common during the
winter months because people are spending more time confined indoors in close proximity to others,
and also because poorer ventilation indoors means the virus cannot escape and therefore lingers
around. Variations in temperature, humidity, wind or other weather conditions can also have an
effect on how resilient viruses are, and therefore indirectly can cause (or stop) outbreaks of bacterial
or parasitic diseases. Longer term climatic changes can also have an effect on disease spread, for
example, global warming can be the cause of the range expansion of disease carrying vectors such
as mosquitoes. Humans are hosts of many of these diseases, and therefore changes in daily habits
(in response to changes in the weather with the seasons, for example) can have an effect on the
favourability or otherwise of the living conditions for bacteria and parasites and the vectors, such as
mosquitoes or lice, that carry them. A good example of a disease that can show seasonal variations
is Louse-Borne Relapsing Fever (LBRF). The vector for this disease, the body louse, tends to prefer
humid conditions (70%−90% humidity) and a relatively warm temperature (29◦C−32◦C, 85F−90F )
environment [6]. LBRF prevalence therefore tends to vary with changes in the weather. Because lice
live in clothes under certain conditions of temperature and humidity, clothes worn near to the human
body provide a typical habitat in which lice can crawl onto the skin to feed on the blood, and then
return back to the clothes. For that reason, LBRF is frequently reported during winter and early
spring when people tend to wear multiple layers of clothing, especially in communities where poverty
and lack of hygiene are common [38]. Because of this issue, in this chapter we derive a more complex
version of the LBRF model derived in Chapter 2 that aims to include the effects of seasonality by
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having time periodic coefficients. However, it is not enough just to change the constant coefficients
of the model of Chapter 2 into time periodic functions. For reasons explained below, some terms of
the model have to be completely re-derived from first principles.
As in the LBRF model of Chapter 2 (system (2.2..3)–(2.2..9)), in the model to be derived in
this chapter we consider both host (human) and vector (lice) populations. The variables for humans
are Sh(t), Eh(t) and Ih(t) for the numbers of susceptible, exposed and infectious humans at time
t, respectively. The corresponding vector (lice) variables are Sv(t), Ev(t) and Iv(t) for susceptible,
exposed and infectious vectors, respectively. We also use the variable Cv(t) which is the biomass of
crushed lice. Recall that LBRF is transmitted from louse to human only via the lice body fluids
that are released, and then enter human skin, when a human crushes a louse by scratching his/her
body. For the incorporation of seasonal variation we continue to use the same basic parameter
notation as was used in Chapter 2, but some parameters are allowed to vary periodically with time
t and, as a consequence, some terms need to be re-derived. The weather has a major impact on
lice longevity, because a louse cannot survive for more than a few days without a blood meal. In
summer and warmer seasons people are wearing less clothing than in winter, and this makes it more
difficult for lice to make contact with human skin. In winter, more layers of clothing are worn, and
in the impoverished conditions in which LBRF thrives, people may be sharing unwashed clothing
or bedding. Therefore, mortality rates in lice and their eggs are higher in summer because they die
more quickly on clothes that are not being worn. We denote by µe(t) the per-capita death rate for
eggs, and µv(t) the per-capita death rate for vectors (subscript v), i.e. lice. We also incorporate
seasonality into the infection rates because these tend to rise in colder seasons and drop in summer.
Therefore, we take the vector-human infection rate as a periodic function βvh(t), and similarly for
the human-vector infection rate which becomes βhv(t). Seasonality is also incorporated into the
dynamics of crushing the lice (by scratching) by taking the lice crushing rate as a periodic function
cv(t). Bacteria of LBRV that are released after lice crushing are cleared at a rate µb(t), again periodic.
All these periodic functions will have a common period.
Adding seasonality to our previous LBRF model is not a completely trivial matter. Some of the
terms in model (2.2..3)–(2.2..9) need to be re-derived in the presence of time-varying coefficients.
In Section 3.2. we re-derive those terms. After deriving a model that incorporates seasonality, we
investigate the conditions for the existence of a disease-free periodic solution for the susceptible
vectors Sv. Since the model is periodic we no longer anticipate steady states; instead the most trivial
solutions are likely to be periodic solutions. For example, a disease-free steady state becomes a
disease-free periodic solution. Periodicity is incorporated into only some of the model parameters,
not all of them. For example, the per-capita death rate µh for humans is kept constant in this
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chapter, on the assumption that mortality of humans is much less likely to show strong seasonal
variations than mortality of lice (some important parameters involving human activity are, however,
allowed to vary seasonally, particularly the parameter cv(t) to do with scratching). Our decision to
allow only some parameters to vary seasonally, while keeping others as constants, enables the model
to have a disease-free periodic solution in which the number of susceptible humans Sh does actually
remain constant, in spite of the periodic forcing in the model. However, in this solution, Sv will be
periodic S0v(t). This function satisfies a single ODE (with delay and periodic coefficients) which is
a reduced version of the model for the case when the disease variables Eh, Ih, Ev, Iv and Cv are
all zero. Though a single ODE, the combination of delay and periodic coefficients make it difficult
to study analytically. However, the periodic forcing in the ODE makes the existence of a stable
periodic solution seem plausible if the zero solution is unstable (in the same way that, in a first
order, scalar, autonomous ODE we usually expect that if the zero solution is unstable then solutions
will evolve to a positive steady state). Because of this, we focus the analytical aspect of our analysis
on the linearisation of our Sv(t) equation about its zero solution, which is tractable in spite of the
complication of having periodic coefficients. We obtain sufficient conditions for that solution to be
stable, and also sufficient conditions for it to be unstable. Instability suggests that the solution heads
away from zero and towards a stable periodic solution. This is confirmed with numerical simulations.
3.2. Model formulation
The introduction of seasonality requires that the LBRF model be substantially re-derived. It is not
sufficient simply to replace constant parameters with periodic functions everywhere, because the
integral terms present complications. Since µe is now µe(t), taken as a periodic function of period
T to reflect seasonality, the egg hatching rate (taken before as e−µeτbv(Sv + Ev + Iv)(t − τ)) needs
to be carefully re-derived. Let e(t, a) be the age density for eggs at time t, where a is age. To avoid
confusion between the exponential constant and our use of e as the eggs age density function, we will
usually write the exponential function using the exp notation.
The McKendrick-von Foerster age-structured equation for vectors in the egg stage is
∂e(t, a)
∂t
+
∂e(t, a)
∂a
= −µe(t)e(t, a). (3.2..1)
We want to solve this PDE to find e(t, a). First, the egg laying rate is e(t, 0), since e(t, a) for any
a ≥ 0 can be interpreted as the rate at time t at which individuals pass through age a. We assume
that e(t, 0) can be described in terms of an increasing function bv(·) of the total number of mature
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lice at time t, as follows:
e(t, 0) = bv((Sv + Ev + Iv)(t)). (3.2..2)
Define
eξ(a) = e(a+ ξ, a). (3.2..3)
Then
deξ(a)
da
=
(
∂e
∂t
∂t
∂a
+
∂e
∂a
∂a
∂a
)
t=a+ξ
=
(
∂e
∂t
+
∂e
∂a
)
t=a+ξ
= (−µe(t)e(t, a))t=a+ξ = −µe(a+ ξ)eξ(a).
The solution of this ODE is
eξ(a) = eξ(0) exp
{
−
∫ a
0
µe(η + ξ) dη
}
,
so that
e(a+ ξ, a) = e(ξ, 0) exp
{
−
∫ a
0
µe(η + ξ) dη
}
.
Putting ξ = t− a,
e(t, a) = e(t− a, 0) exp
{
−
∫ a
0
µe(η + t− a) dη
}
. (3.2..4)
We let a = τ be the age at which an egg hatches. In lice the larvae and adults have similar
characteristics and are therefore not distinguished so, for our modelling, we take the view that there
are two life stages which are eggs and adults (larvae being considered as if they were adults). Eggs
do not transmit LBRF. For the modelling, we take the view that eggs hatch, at a rate e(t, τ), and
immediately become adult lice. By putting a = τ in (3.2..4), we get the egg hatching rate as a
product of the egg laying rate at time t− τ and the probability of surviving the egg stage, as follows:
e(t, τ) = e(t− τ, 0) exp
{
−
∫ τ
0
µe(η + t− τ) dη
}
. (3.2..5)
Using (3.2..2), the egg hatching rate is therefore
e(t, τ) = bv((Sv + Ev + Iv)(t− τ)) exp
{
−
∫ τ
0
µe(η + t− τ) dη
}
(3.2..6)
and these hatched eggs become adult susceptible lice. Therefore, the equation for susceptible vectors
is
S ′v(t) = bv((Sv+Ev+Iv)(t−τ)) exp
{
−
∫ τ
0
µe(η + t− τ) dη
}
−βhv(t)Sv(t)Ih(t)
Nh(t)
−(µv(t)+cv(t))Sv(t),
(3.2..7)
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where Nh(t) = Sh(t) +Eh(t) + Ih(t) is the total host (human) population and we model infection of
lice, through contact with infectious humans, using the idea of mass action normalised by total host
density.
When seasonality is incorporated into the model of Chapter 2 (i.e. model (2.2..3)-(2.2..9)), the
term exp{−(µv + cv)(t− ξ)} representing the probability that a vector survives between times ξ and
t, with ξ < t, has to be re-derived to implement the periodic aspect of seasonality. Let nv(t, a) be
the age density associated with the adult vector population Nv(t), where Nv(t) = Sv(t)+Iv(t). Then
the McKendrick-von Foerster age structured PDE for vectors is
∂nv(t, a)
∂t
+
∂nv(t, a)
∂a
= −(µv(t) + cv(t))nv(t, a), a > τ, (3.2..8)
where µv(t) and cv(t) are periodic of period T , to reflect seasonality. Define
nζv(a) = nv(a+ ζ, a). (3.2..9)
Then
dnζv(a)
da
=
[
∂nv
∂t
+
∂nv
∂a
]
t=a+ζ
= −(µv(a+ ζ) + cv(a+ ζ))nζv(a). (3.2..10)
We want to solve this ODE at times between ξ and t, with ξ < t. For these two times the corres-
ponding ages are a− (t− ξ) and a. Set a1 = a− (t− ξ) = a− t + ξ and a2 = a. Then the solution
of (3.2..10) is:
nζv(a2) = n
ζ
v(a1) exp
{
−
∫ a2
a1
(µv(η + ζ) + cv(η + ζ)) dη
}
so that
nv(a2 + ζ, a2) = nv(a1 + ζ, a1) exp
{
−
∫ a2
a1
(µv(η + ζ) + cv(η + ζ)) dη
}
.
Put ζ = t− a, a1 = a− t+ ξ and a2 = a in the above equation. Then
nv(t, a) = nv(ξ, a− t+ ξ) exp
{
−
∫ a
a−t+ξ
(µv(η + t− a) + cv(η + t− a)) dη
}
= nv(ξ, a− t+ ξ) exp
{
−
∫ t
ξ
(µv(η¯) + cv(η¯)) dη¯
}
, (3.2..11)
where η¯ = η + t − a. This means that in the presence of seasonality the probability of a vector
surviving between time ξ and time t, with ξ < t, is
exp
{
−
∫ t
ξ
(µv(η) + cv(η))dη
}
.
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Next, we deal with the human-vector infection rate of vectors at time ξ, given by
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
.
Between times ξ and ξ + dξ, with ξ < t, the number of vectors that became infectious is
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
dξ,
and the number of these infected vectors that are still alive at time t is
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
exp
{
−
∫ t
ξ
(µv(η) + cv(η)) dη
}
dξ.
The number of those vectors that are both still alive and still in the exposed class at time t is
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
exp
{
−
∫ t
ξ
(µv(η) + cv(η)) dη
}
Fv(t− ξ) dξ,
where Fv(t − ξ) is the probability that the vector remains in the exposed class at time t, having
entered it by feeding on infectious human blood at time ξ, and is given in terms of a probability
density function fv(r) as
Fv(η) =
∫ ∞
η
fv(r) dr, (3.2..12)
where fv(r) ≥ 0 satisfies∫ ∞
0
fv(r)dr = 1, so Fv(0) = 1 and Fv(∞) = 0.
Then, the total number of exposed vectors at time t is
Ev(t) =
∫ t
−∞
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
exp
{
−
∫ t
ξ
(µv(η) + cv(η)) dη
}
Fv(t− ξ) dξ. (3.2..13)
By differentiating the above equation we get
dEv(t)
dt
=
∫ t
−∞
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
(
exp
{
−
∫ t
ξ
(µv(η) + cv(η)) dη
}
(−fv(t− ξ))
+Fv(t− ξ)
(
−(µv(t) + cv(t)) exp
{
−
∫ t
ξ
(µv(η) + cv(η)) dη
}))
dξ + βhv(t)
Sv(t)Ih(t)
Nh(t)
,
which can be written as follows:
dEv(t)
dt
= βhv(t)
Sv(t)Ih(t)
Nh(t)
− (µv(t) + cv(t))Ev(t)
−
∫ t
−∞
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
exp
{
−
∫ t
ξ
(µv(η) + cv(η)) dη
}
fv(t− ξ) dξ.
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Note that, if we remove the seasonality and take all parameters as constants, then the above equation
reduces to the equation for the exposed vectors in the LBRF model without seasonality (model
(2.2..3)–(2.2..9) of Chapter 2).
Similarly, we derive an equation for the infectious vectors Iv(t). However, the Cv(t) equation
remains the same as in the model without seasonality of Chapter 2, except that the parameters are
now functions of time rather than constants. For the host equations, we keep the humans mortality
rate due to natural causes as µh and the death rate due to disease as δh, non-periodic. Also, the
human birth rate bh(·) and recovery rate ν will remain non-periodic. Only the vector-human infection
rate will become periodic.
Therefore, the model for LBRF with seasonality is as follows, and it reduces to the model of
Chapter 2 in the absence of seasonal effects:
S ′v(t) = e
− ∫ τ0 µe(η+t−τ)dηbv((Sv + Ev + Iv)(t− τ))− βhv(t)Sv(t)Ih(t)
Nh(t)
− (µv(t) + cv(t))Sv(t),
E ′v(t) = βhv(t)
Sv(t)Ih(t)
Nh(t)
−
∫ t
−∞
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
e−
∫ t
ξ (µv(η)+cv(η)) dηfv(t− ξ)dξ − (µv(t) + cv(t))Ev(t),
I ′v(t) =
∫ t
−∞
βhv(ξ)
Sv(ξ)Ih(ξ)
Nh(ξ)
e−
∫ t
ξ (µv(η)+cv(η)) dηfv(t− ξ)dξ − (µv(t) + cv(t))Iv(t),
C ′v(t) = cv(t)Iv(t)− µb(t)Cv(t),
S ′h(t) = bh((Sh + Eh + Ih)(t))− βvh(t)
Sh(t)Cv(t)
Nh(t)
− µhSh(t) + νIh(t),
E ′h(t) = βvh(t)
Sh(t)Cv(t)
Nh(t)
−
∫ t
−∞
βvh(ξ)
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)fh(t− ξ) dξ − µhEh(t),
I ′h(t) =
∫ t
−∞
βvh(ξ)
Sh(ξ)Cv(ξ)
Nh(ξ)
e−µh(t−ξ)fh(t− ξ) dξ − (µh + δh + ν)Ih(t).
(3.2..14)
Note that the integral terms in the equations for the numbers of humans remain largely unchanged
from the autonomous model; this is because of our assumption that µh is constant. The introduction
of seasonality introduces no new issues with regard to the prescription of initial data. The initial data
for model (3.2..14) is the same as that for the corresponding model without seasonality in Chapter
2.
3.3. Disease-free periodic solution
With the introduction of periodic coefficients into the model we no longer anticipate a disease-
free steady state. Instead, we anticipate a disease-free periodic solution. It turns out that the
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susceptible human population actually can remain at a steady state value; this is because of the
assumptions mentioned above about certain parameters such as µh remaining constant. However,
this is not the case for the number of susceptible vectors Sv(t). A disease-free periodic solution
(Sv(t), Ev(t), Iv(t), Cv(t), Sh(t), Eh(t), Ih(t)) = (S
0
v(t), 0, 0, 0, S
0
h, 0, 0) exists if the constant S
0
h satisfies
bh(S
0
h) = µhS
0
h, (3.3..1)
and the function S0v(t) satisfies
dS0v(t)
dt
= e−
∫ τ
0 µe(η+t−τ) dηbv(S0v(t− τ))− (µv(t) + cv(t))S0v(t), (3.3..2)
assuming that this equation has a periodic solution S0v(t). This will be plausible if the zero solution
is linearly unstable so let us start by looking at the linear stability of the zero solution S0v ≡ 0 of
(3.3..2). By linearising equation (3.3..2) about its zero solution we get
dS0v(t)
dt
= e−
∫ τ
0 µe(η+t−τ) dηb′v(0)S
0
v(t− τ)− (µv(t) + cv(t))S0v(t). (3.3..3)
We try a solution of the form S0v(t) = e
λtp(t), where p(t) is periodic of period T , and T is the period
of all the periodic coefficients in the model. Substituting this into (3.3..3) gives
λeλtp(t) + eλt
dp(t)
dt
= e−
∫ τ
0 µe(η+t−τ) dηb′v(0)e
λ(t−τ)p(t− τ)− (µv(t) + cv(t))eλtp(t),
so that
dp(t)
dt
= e−
∫ τ
0 µe(η+t−τ) dηb′v(0)e
−λτp(t− τ)− (λ+ µv(t) + cv(t))p(t).
It helps to recast this into an integral equation, as follows:
dp(t)
dt
+ (λ+ µv(t) + cv(t))p(t) = e
− ∫ τ0 µe(η+t−τ) dηb′v(0)e−λτp(t− τ).
This can be written in the form
d
dt
(
p(t)e
∫ t
0 (λ+µv(s)+cv(s)) ds
)
= e−
∫ τ
0 µe(η+t−τ) dηe
∫ t
0 (λ+µv(s)+cv(s)) dsb′v(0)e
−λτp(t− τ).
Integrating this equation from −∞ to t:
p(t)e
∫ t
0 (λ+µv(s)+cv(s)) ds =
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe
∫ ξ
0 (λ+µv(s)+cv(s)) dsb′v(0)e
−λτp(ξ − τ) dξ.
Therefore the integral equation for the periodic function p(t) is
p(t) =
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (λ+µv(s)+cv(s)) dsb′v(0)e
−λτp(ξ − τ) dξ. (3.3..4)
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It turns out to be useful to define a function Q(t), as follows:
Q(t) = |b′v(0)|
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (µv(s)+cv(s)) ds dξ. (3.3..5)
Note that Q(t) is a periodic function of period T , since µe(·), µv(·) and cv(·) are all periodic of period
T .
Theorem 3.1. Suppose that Q(t) < 1 for all t ∈ R. Then the zero solution S0v ≡ 0 of (3.3..2) is
locally asymptotically stable.
Proof. We want to show S0v ≡ 0 is locally asymptotically stable so suppose, for a contradiction, that
there exists λ such that Reλ ≥ 0. Then, for this λ, from equation (3.3..4) we have
|p(t)| ≤
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (Reλ+µv(s)+cv(s)) ds|b′v(0)|e−(Reλ)τ |p(ξ − τ)| dξ
≤
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (µv(s)+cv(s)) ds|b′v(0)||p(ξ − τ)| dξ
≤ max
ξ∈R
|p(ξ)|
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (µv(s)+cv(s)) ds|b′v(0)| dξ.
Therefore
|p(t)| ≤ Q(t) max
ξ∈R
|p(ξ)|.
Since |p(t)| is periodic, there exists t∗ such that |p(t∗)| = maxξ∈R |p(ξ)|. Therefore
max
ξ∈R
|p(ξ)| ≤ Q(t∗) max
ξ∈R
|p(ξ)|,
so that
Q(t∗) ≥ 1,
which is a contradiction.
Figure 3.1 shows a situation of eradication of susceptible bugs Sv(t) in a case when Q(t) < 1 for
all t. In this situation there is no disease-free periodic solution, the entire bug population goes to
extinction.
Remark: If the periodic coefficients are actually constants, µe(·) ≡ µe, µv(·) ≡ µv and cv(·) ≡ cv,
then the model becomes the corresponding autonomous model and equation (3.3..2) becomes
dS0v(t)
dt
= e−µeτbv(S0v(t− τ))− (µv + cv)S0v(t),
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Figure 3.1: The zero solution of equation (3.3..2) is locally asymptotically stable when Q(t) < 1 for
all t. We measure time in months and take the period to be one year, so that T = 12 months. The
periodic functions in equation (3.3..2) are taken as follows: µe(t) = µ
(0)
e + µ
(1)
e sin(pi6 t) with µ
(0)
e = 2
and µ
(1)
e = 0.3, µv(t) = µ
(0)
v + µ
(1)
v sin(pi6 t) with µ
(0)
v = 1 and µ
(1)
v = 0.4 and cv(t) = c
(0)
v + c
(1)
v sin(pi6 t)
with c
(0)
v = 0.8 and c
(1)
v = 0.2. Time delay is τ = 0.1 and the vectors birth rate function is taken
as bv(Sv(t)) = 2Sv(t)e
−Sv(t)
200 . This simulation, and all later simulations for ordinary differential
equations with delays, was carried out using the Matlab routine DDE23 which is a standard routine
for equations with constant delays. Default values were used for numerical parameters such as step-
sizes.
and the condition Q(t) < 1 for all t becomes
1 > Q(t) =
∫ t
−∞
e−µeτe−(µv+cv)(t−ξ)|b′v(0)| dξ
= |b′v(0)|e−µeτ
∫ t
−∞
e−(µv+cv)(t−ξ) dξ =
|b′v(0)|e−µeτ
µv + cv
,
i.e. |b′v(0)|e−µeτ < µv + cv, which is the condition for the extinction of the whole vector population
in Theorem 2.7 in Chapter 2.
Next, we obtain a condition sufficient for the zero solution of equation (3.3..2) to be linearly
unstable. Since we are close to the zero solution we assume that, in the trial solution S0v(t) = e
λtp(t)
of the linearised equation (3.3..3), λ is real and p(t) > 0 for all t. The plausibility of this comes from
the fact that the solution of (3.3..2), and of the linearised equation (3.3..3), remain positive. We
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prove the following theorem.
Theorem 3.2. Suppose that Q(t) > 1 for all t ∈ R. Then the zero solution of (3.3..2) is linearly
unstable.
Proof. We prove the theorem using the integral equation (3.3..4). This time we assume, for a con-
tradiction, that λ, in the trial solution S0v(t) = e
λtp(t) of the linearised equation (3.3..3), has to be
real and so the question is whether the real number λ is positive or negative. To establish linear
instability of the zero solution of (3.3..2) we want to be establish that the solution of (3.3..3) grows
with time and therefore that λ is positive. We do this by contradiction and assume that λ ≤ 0.
From the integral equation (3.3..4), using that λ ≤ 0,
p(t) ≥
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (µv(s)+cv(s)) dsb′v(0)p(ξ − τ) dξ
≥ min
ξ∈R
p(ξ)
∫ t
−∞
e−
∫ τ
0 µe(η+ξ−τ) dηe−
∫ t
ξ (µv(s)+cv(s)) dsb′v(0) dξ
= Q(t) min
ξ∈R
p(ξ).
But there exists tˆ such that p(tˆ) = minξ∈R p(ξ). Therefore
min
ξ∈R
p(ξ) ≥ Q(tˆ) min
ξ∈R
p(ξ)
so that Q(tˆ) ≤ 1, a contradiction.
Numerical simulation of equation (3.3..2), in a situation when Q(t) > 1 for all t, shown in
Figure 3.2, shows that equation (3.3..2) can have a disease-free periodic solution. Taking a closer
look at a one year time interval, we notice the rise in the number of susceptible vectors over the winter
months. Since body lice are the only disease carrier and an infectious louse with borrelia recurrentis
bacteria does not die because of the disease that this bacteria causes, we would not expect that
the lice population dynamics would change when the disease is present. Therefore, when body lice
become infected with LBRF they are more likely to infect humans during the seasons when lice
experience conditions favourable for their survival, particularly in winter. This observation agrees
with the reports of public health organisations that indicate that outbreaks of LBRF disease are
usually reported at that time of the year [36].
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Figure 3.2: Disease-free periodic solution of equation (3.3..2) when Q(t) > 1 for all t. As in the
simulation shown in Figure 3.1, we measure time in months and take the period to be one year, T = 12
months. The periodic functions in equation (3.3..2) are taken as follows: µe(t) = µ
(0)
e + µ
(1)
e sin(pi6 t)
with µ
(0)
e = 0.3 and µ
(1)
e = 0.2, µv(t) = µ
(0)
v + µ
(1)
v sin(pi6 t) with µ
(0)
v = 0.2 and µ
(1)
v = 0.1 and
cv(t) = c
(0)
v + c
(1)
v sin(pi6 t) with c
(0)
v = 0.5 and c
(1)
v = 0.3. Time delay is τ = 0.1 and the vectors birth
rate function is taken as bv(Sv(t)) = 2Sv(t)e
−Sv(t)
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A system of ODEs modelling Chagas disease
4.1. Introduction
Some infectious diseases have the potential to become chronic, and these kinds of diseases tend
to attract attention as they become endemic in populations on a long term basis. Even though
Chagas disease is an important example, it is recognised by the WHO (World Health Organization)
as one of the worlds 13 most neglected tropical diseases [26]. It was originally discovered by the
Brazilian physician Carlos Chagas back in 1909, but in spite of advances in our understanding
of the transmission characteristics of the disease, and the possibility for effective treatment using
antiparasitic drugs in the acute stages, the disease remains endemic in some regions particularly in
some parts of Latin America. Argentina, Brazil, and Mexico are the three countries with the highest
estimated numbers of infected people (1,505,235, 1,156,821, and 876,458, respectively) according to
WHO based on 2010 data [39].
A good understanding of the dynamics of a disease can help to hamper its spread with a view
to eradication. According to the Pan American Health Organization, about 20% of the population
of Latin America is at risk of Chagas infection. Approximately 6 to 8 million people are currently
infected and the disease causes, on average, about 12,000 deaths per year [4]. Chagas is caused
by a parasite called Trypanosoma cruzi which is carried by triatomine bugs (kissing or cone-nosed
bugs) [39]. These parasites are transmitted usually to sleeping humans since the bugs are active
mostly at night and prefer a host who is keeping still while they feed. Nowadays the early phase
of Chagas can be treated if it is promptly diagnosed and treated with antiparasitic drugs, mainly
nifurtimox and benznidazole [39]. The model we propose therefore includes a recovery term, but only
for individuals in the acute stage of infection. The symptoms of the acute phase disappear within
weeks even if not treated [4], but the untreated patient still has Chagas which then silently progresses
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into its chronic stage which may be without symptoms and is hard to detect and to treat. However,
the chronic stage is serious because it produces complications affecting vital organs such as the heart,
digestive and nervous systems and therefore there is usually a terminal prognosis [4], [39]. In two
to three months after the initial infection the chronic phase begins in untreated Chagas patients,
about 60% to 70% of them will develop an indeterminate form of chronic Chagas disease, which
has no clinical symptoms. The remaining 30% to 40% of patients will have determinate cardiac,
digestive or cardiodigestive form of the disease which takes about 10 to 30 years to develop after
initial infection [39].
The behaviour of the disease in the vectors (bugs) population can be crucial in understanding
the dynamics of the disease within the human population. The natural habitat of kissing bugs is in
the forests of Latin America and their main food resource (blood) comes from animals that live in
these forests. Because of the rapid growth of the human population, these areas have been subjected
to deforestation which has caused the bugs that lived formerly in the woods to switch to feeding on
human blood as well. Therefore, Chagas disease has managed to spread to different locations and
countries due to people immigration [40].
The classical pathway of the parasite causing the disease (T. cruzi) is via a kissing bug which
becomes infected after ingestion of a blood meal from a human carrier or animal reservoir host [27]. A
patient bitten by an infected bug can develop an acute stage of the disease. If the patient does not get
prompt treatment the disease may develop into a chronic stage [40], [27]. Other ways of transmission
include vertical transmission when mothers with Chagas can transmit it to their babies [39]. Blood
transfusion or organ transplants can also transmit Chagas if the blood or organ was contaminated
with its parasites [27], but due to modern intensive checks on blood and organ donors, this mode of
transmission has been almost eliminated.
Many mathematical models of Chagas disease have been developed in the last few decades.
An elementary computer model was firstly developed by Rabinovich and Rossel in 1975 [37]. It
considered only the acute stage and not the long term behaviour of the disease. More detailed
mathematical models were developed recently by Busenberg and Vargas in 1989 [13] and Velasco-
Hernandez (1991) [48] and [47]. These works included the two forms of the disease in humans, acute
and chronic phases, but only the horizontal human-human transmission via blood was considered
in addition to transmission via bugs. However, not much attention has been given to the vertical
transmission where mothers infected with Chagas transmit the disease to their babies. Since Chagas
is a long term disease and taking into account the long time of its existence in human populations
in Latin America, the vertical transmission can be considered as an important factor in the disease
dynamics. Modelling vertical transmission mathematically however is a recent origin and has been
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modelled and analyzed in few works such as those of Brauer [8], Busenberg & Cooke [12,11,15] and
Smith [43].
In this chapter we aim to model Chagas disease in a more accurate and realistic way. Therefore,
we model the disease dynamics in both populations (humans and vectors) and consider the two
phases of disease in humans, the acute phase and the chronic phase. Moreover, we model the vertical
transmission from infected mothers to their babies and the vectorial transmission via bug bites. Since
horizontal transmission via blood transfusion rarely happens nowadays due to recent developments
in health care, and since Chagas is a well known disease now especially in its habitat areas, blood
is usually intensively examined before transfusion. For these reasons we do not incorporate blood
transfusion. One more realistic aspect we include in modeling Chagas dynamics in populations is the
birth and growth rates of humans and bugs. Where most of the previous works take the human birth
rate as constant and similarly for the bugs growth rate, we consider this an oversimplification. The
main reason is that Chagas is a chronic long term disease that has been present in populations for
decades and is still present nowadays, and therefore population natural growth and birth behaviour
vary and cannot be considered as constant over such long timescales. Therefore, we use fairly general
birth rate functions for humans and bugs and assume they satisfy certain general properties that are
biologically reasonable.
In section 4.2. we construct the model and establish its main properties. A detailed analysis of
the model is follows in section 4.3.. In this analysis we introduce the basic reproduction number
R0 using the next generation matrix method and study the stability of the disease-free steady state.
More analysis is directed to the model behaviour when the human birth rate equals the human
natural death rate. We carry out further analysis of the disease dynamics when the human birth
rate is a general function that satisfies certain conditions. After, we establish conditions sufficient
for the disease-free steady state to be globally asymptotically stable. The model dynamics shows
the possibility of an endemic state in both human and vector populations under specific conditions
that do not necessarily imply R0 > 1. However, the numerical analysis in section 4.4. confirms the
existence of the endemic steady state when R0 > 1. In subsection 4.3.8. we show that even though
Chagas disease is an endemic disease it can not persist in human populations without the presence
of bugs. We follow that by introducing a small amount of infectious bugs in the system and study
the persistence of the disease. Finally, we calculate the final susceptible human population when the
human birth rate is equal to the natural death rate for humans and the number of infectious humans
remains small throughout the course of the epidemic. An explicit formula for that number can be
determined but it is extremely complicated.
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4.2. The model
The numbers of susceptible and infectious vectors at time t will be denoted as Sv(t) and Iv(t), where
the subscript v stands for vector. In Chagas disease, the vectors are bugs. Similarly, we use subscript
h to stand for human and let Sh(t) denote the number of susceptible humans. However, our model
has two variables to describe the number of infectious humans. This is because, in the absence of
prompt treatment, a patient in the acute stage of Chagas disease is likely to progress into a chronic
phase of the disease during which the characteristics of the disease are different. The numbers of
humans in the acute and chronic phases of Chagas infection are denoted respectively by Iha(t) and
Ihc(t), the subscripts here standing for human acute and human chronic. Our model is in some
respects a simple SI model, but it incorporates both humans and bugs. We also take into account
the possibility of vertical transmission of Chagas disease, whereby an infected pregnant mother may
pass Chagas to her baby. The probability of this happening is pa ∈ [0, 1] where the mother is in the
acute phase of Chagas, and pc where she is in the chronic phase.
We denote by Bh(Nh(t)) the per-capita natural birth rate for women. It is a function of the total
human population Nh(t) = Sh(t) + Iha(t) + Ihc(t), but it should be emphasized that it is only the
per-capita birth rate. The overall birth rate for susceptible humans is taken to be of the form
Bh(Nh(t))(Sh(t) + qa(1− pa)Iha(t) + qc(1− pc)Ihc(t)), (4.2..1)
and, for Chagas-infected humans, the overall birth rate is
Bh(Nh(t))(qapaIha(t) + qcpcIhc(t)). (4.2..2)
It is in these expressions that we incorporate vertical transmission. The birth rates (4.2..1) and (4.2..2)
feature in the right hand sides of the first two equations of system (4.2..3) below, and the origin of
the two expressions becomes fairly clear when we recall that pa and pc are respectively the probab-
ilities that babies born to mothers in the acute and chronic phases of Chagas, respectively, are born
with Chagas having inherited it from the mother. Those babies are assumed to be born with the
acute (never the chronic) phase of Chagas and so they enter the Iha class at birth. The parameters
qa, qc ∈ [0, 1] (for acute and chronically infected humans, respectively) model the reduced fertility of
those Chagas-infected individuals.
To model horizontal transmission of Chagas disease in humans, we use the idea of mass action
normalised by total host (i.e. human) density Nh(t). The quantity βvh is the transmission coefficient
for Chagas transmission from vectors to humans (hence the subscript vh). Similarly, bugs may
acquire Chagas disease by biting an infectious human who may be in either the acute or chronic stage
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of the disease. Horizontal transmission of Chagas from humans to vectors again uses mass action
but requires two transmission coefficients βha,v and βhc,v, which respectively relate to transmission
from acutely infected humans to vectors (subscript ha, v) and chronically infected humans to vectors
(subscript hc, v). Correspondingly, we find two terms representing transmission of Chagas from
humans to vectors in the last equation of system (4.2..3).
Our dimensional model takes the form
dSh(t)
dt
= Bh(Nh(t))(Sh(t) + qa(1− pa)Iha(t) + qc(1− pc)Ihc(t))− βvhSh(t)Iv(t)
Nh(t)
− µhSh(t) + νaIha(t),
dIha(t)
dt
= Bh(Nh(t))(qapaIha(t) + qcpcIhc(t)) + βvh
Sh(t)Iv(t)
Nh(t)
− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t),
dSv(t)
dt
= Bv(Nv(t))− βha,vSv(t)Iha(t)
Nh(t)
− βhc,vSv(t)Ihc(t)
Nh(t)
− µvSv(t),
dIv(t)
dt
= βha,v
Sv(t)Iha(t)
Nh(t)
+ βhc,v
Sv(t)Ihc(t)
Nh(t)
− µvIv(t),
(4.2..3)
where Nv = Sv + Iv. Initial data for this problem, which has no delays, consists simply of the
prescription of values for Sh(0), Iha(0), Ihc(0), Sv(0), Iv(0) ≥ 0 such that Sh(0) + Iha(0) + Ihc(0) > 0,
since Nh appears in the denominators of some terms. The function Bv(Nv(t)) is the overall (not per-
capita) birth rate for vectors. The parameters µh and µv are the natural per-capita death rates for
humans and vectors, respectively, while δha and δhc are the per-capita death rates due to Chagas in
the acute and chronic stages, respectively. Since humans in the acute infection stage can be treated
and may recover (but do not become immune), we denote by νa the per-capita recovery rate for
humans. Patients in the acute-infectious class return to the susceptible class on recovery. We assume
there is no prospect of recovery for chronically infected patients. The parameter ζ is the per-capita
rate at which infected individuals progress from the acute into the chronic stage of infection, due
perhaps to lack or failure of treatment. Those individuals transfer from the Iha to the Ihc class, and
the quantity 1/ζ can be interpreted as the mean time spent in the acute stage of infection.
4.3. Model analysis
Firstly, if no Chagas disease is present in the human population, the overall birth rate for humans
becomes Bh(Sh)Sh. The per-capita birth rate is Bh(Sh), which we assume to be a decreasing non-
negative function. For vectors (bugs) the overall birth rate is Bv(Sv) in the case of no disease and we
assume that Bv(·) is a monotone increasing function. Keeping in mind that Bh(·) is a per-capita birth
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rate whereas Bv(·) is an overall birth rate, the following assumptions are biologically reasonable:
(B1) Bh(Sh) is strictly decreasing, Bh(0) > µh and Bh(∞) = 0;
(B2) Bv(0) = 0 and Bv(s) > 0 for all s > 0.
We start our analysis by establishing the system’s positivity and boundedness as described in the
following subsections.
4.3.1. Positivity
Establishing the system’s positivity implies proving the non-negativity of solutions first. After that
we will establish that solutions are strictly positive, means that solutions become and remain positive
for all time.
Proposition 4.1. In system (4.2..3) suppose that Bh(Nh) > 0 for all Nh > 0 and Bv(Nv) > 0 for
all Nv > 0, and that Sh(0), Iha(0), Ihc(0), Sv(0), Iv(0) ≥ 0 with Nh(0) > 0. Then all variables remain
non-negative for all t > 0.
Proof. From the structure of the equations we have S ′h(t) ≥ 0 when Sh(t) = 0, as long as the other
variables are non-negative. All other equations have a similar property. This gives the system the
necessary structure to apply Theorem 5.2.1 on page 81 of Smith [41], and non-negativity of each
variables follows.
We can also establish results on strict positivity of solutions but this depends on the initial data
and also on the nature of the coupling between the five equations of the system (4.2..3). We focus
on the conditions that are sufficient to ensure that all disease variables Iha, Ihc and Iv become (and
remain) strictly positive, in the following result.
Proposition 4.2. Suppose that Sh(0) > 0 and that Iha(0), Ihc(0), Sv(0), Iv(0) ≥ 0. Suppose addi-
tionally that at least one of Iha(0), Ihc(0) or Iv(0) is strictly positive and that some bugs are present
initially (i.e. that at least one of Sv(0) or Iv(0) is strictly positive). Then Iha(t) > 0, Ihc(t) > 0 and
Iv(t) > 0 for all t > 0.
Proof. Case (i)
Suppose first that Iha(0) > 0. By non-negativity of solutions (Proposition 4.1) we have
dIha(t)
dt
≥ −(µh + δha + νa + ζ)Iha(t).
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Then
Iha(t) ≥ Iha(0)e−(µh+δha+νa+ζ)t > 0,
for all t > 0.
Now, from the third equation of (4.2..3), we have
Ihc(t) = Ihc(0)e
−(µh+δhc)t + ζ
∫ t
0
e−(µh+δhc)(t−s)Iha(s) ds (4.3..1)
≥ ζ
∫ t
0
e−(µh+δhc)(t−s)Iha(s) ds
> 0,
by the strict positivity of Iha(t) on [0,∞) just shown above.
Similarly, we solve the fifth equation of (4.2..3):
Iv(t) = Iv(0)e
−µvt +
∫ t
0
e−µv(t−s)
(
βha,v
Sv(s)Iha(s)
Nh(s)
+ βhc,v
Sv(s)Ihc(s)
Nh(s)
)
ds. (4.3..2)
We proceed by considering two sub-cases separately. The first is when Iv(0) > 0. In this case,
Iv(t) ≥ Iv(0)e−µvt > 0,
for all t > 0. The second sub-case is when Iv(0) = 0. We deal with this case by contradiction.
Suppose that there exists t∗ > 0 such that Iv(t∗) = 0. Then the integral term in (4.3..2) will be∫ t∗
0
e−µv(t
∗−s)
(
βha,v
Sv(s)Iha(s)
Nh(s)
+ βhc,v
Sv(s)Ihc(s)
Nh(s)
)
ds = 0.
But each of the two terms βha,v
Sv(s)Iha(s)
Nh(s)
and βhc,v
Sv(s)Ihc(s)
Nh(s)
is non-negative and moreover we have
already shown that Iha(t) > 0 and Ihc(t) > 0 for all t > 0. It follows that Sv(s) ≡ 0 for s ∈ [0, t∗] and,
in particular, Sv(0) = 0. However, we cannot have both Iv(0) = 0 and Sv(0) = 0 because it implies
that no bugs are present initially, contrary to the hypothesis of the proposition. This contradiction
shows that Iv(t) > 0 for all t > 0.
Case (ii)
Suppose that Ihc(0) > 0. By (4.3..1),
Ihc(t) ≥ Ihc(0)e−(µh+δhc)t > 0,
for all t > 0. From the second equation of (4.2..3), we have
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Iha(t) =Iha(0)e
−(µh+δha+νa+ζ)t
+
∫ t
0
e−(µh+δha+νa+ζ)(t−s)
(
Bh(Nh(s))(qapaIha(s) + qcpcIhc(s)) + βvh
Sh(s)Iv(s)
Nh(s)
)
ds.
(4.3..3)
There are two sub-cases to deal with. First is when Iha(0) > 0. In this case
Iha(t) ≥ Iha(0)e−(µh+δha+νa+ζ)t > 0,
for all t > 0.
The second sub-case is when Iha(0) = 0. In this case we still have Iha(t) ≥ 0 for all t > 0, so
suppose there exists t∗ > 0 such that Iha(t∗) = 0. Then∫ t∗
0
e−(µh+δha+νa+ζ)(t
∗−s)
(
Bh(Nh(s))(qapaIha(s) + qcpcIhc(s)) + βvh
Sh(s)Iv(s)
Nh(s)
)
ds = 0.
The two terms Bh(Nh(s))(qapaIha(s) + qcpcIhc(s)) and βvh
Sh(s)Iv(s)
Nh(s)
form a sum of non-negative
functions adding up to zero, and therefore each of them is separately zero, in particular
Bh(Nh(s))(qapaIha(s) + qcpcIhc(s)) = 0,
for all s ∈ [0, t∗], so that Ihc(0) = 0 which contradicts Ihc(0) > 0. This contradiction implies there
does not exist t∗ such that Iha(t∗) = 0 so that Iha(t) > 0 for all t > 0. Within case (ii) we still have
to show that Iv(t) > 0 for all t > 0, but the proof of this is the same as for case (i).
Case (iii)
Suppose that Iv(0) > 0. By (4.3..2),
Iv(t) ≥ Iv(0)e−µvt > 0,
for all t > 0.
To show that Iha(t) > 0 for all t > 0, again there are two sub-cases to consider: Iha(0) > 0 and
Iha(0) = 0. The first is trivial. For the second, using (4.3..3) implies, if there exists t
∗ > 0 with
Iha(t
∗) = 0, that the integral term of (4.3..3) is zero at t = t∗ and therefore, in particular, that
Sh(s)Iv(s) = 0 for all s ∈ [0, t∗]. But, we have just shown that Iv(t) > 0 for all t ≥ 0. So this implies
Sh(s) = 0 for all s ∈ [0, t∗] and, in particular, Sh(0) = 0 contrary to hypothesis. This establishes
that Iha(t) > 0 for all t > 0. Having shown this it is clear from (4.3..1) that Ihc(t) > 0 for all t > 0.
This concludes the proof.
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4.3.2. Boundedness
In order to prove that solutions of the system (4.2..3) are bounded we need to find a bounded set Ω
with the property that solutions remain within this set if they start within it. On way to establish
this is to prove that solution trajectories point into the interior of the set Ω when they reach the
boundary ∂Ω. The general idea is that for a system of ODEs
x˙ = f(x),
if f · n < 0 on ∂Ω, where n is an outward pointing unit normal to ∂Ω, then Ω is invariant, because if
f · n < 0 then x˙ · n < 0 on ∂Ω. So x˙ points into the interior of Ω. Therefore, Ω is an invariant set and
the system’s solutions are bounded.
For our system (4.2..3), we look for an invariant set Ω in the form of a hyper-rectangle in R5.
In R5, a hyper-rectangle has ten facets. We seek a hyper-rectangle with one vertex at (0, 0, 0, 0, 0)
and occupying only the orthant with Sh, Iha, Ihc, Sv, Iv ≥ 0 (i.e. the non-negative orthant in R5).
Then, five of the edges lie along the coordinate axes and five of the facets lie within the five hyper-
planes that form the boundary of the non-negative orthant in R5. The other five facets of the
hyper-rectangle have unit normal vectors n = (1, 0, 0, 0, 0), (0, 1, 0, 0, 0), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0) and
(0, 0, 0, 0, 1). The hyper-rectangle is
Ω = (0, A1)× (0, A2)× (0, A3)× (0, A4)× (0, A5).
One facet is described by Sh = A1, 0 ≤ Iha ≤ A2, 0 ≤ Ihc ≤ A3, 0 ≤ Sv ≤ A4, 0 ≤ Iv ≤ A5. On this
facet n = (1, 0, 0, 0, 0) and so
f · n = Bh(A1 + Iha + Ihc)(A1 + qa(1− pa)Iha + qc(1− pc)Ihc)− βvh A1Iv
A1 + Iha + Ihc
− µhA1 + νaIha.
Therefore, since Bh(·) is decreasing, it follows that
f · n ≤ Bh(A1)(A1 + qa(1− pa)A2 + qc(1− pc)A3)− µhA1 + νaA2, (4.3..4)
on the facet with Sh = A1.
On the facet with Iha = A2, n = (0, 1, 0, 0, 0) and
f · n = Bh(Sh + A2 + Ihc)(qapaA2 + qcpcIhc) + βvh ShIv
Sh + A2 + Ihc
− (µh + δha + νa + ζ)A2,
so that
f · n ≤ Bh(A2)(qapaA2 + qcpcA3) + βvhA5 − (µh + δha + νa + ζ)A2. (4.3..5)
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On the facet with Ihc = A3, n = (0, 0, 1, 0, 0) and
f · n = ζIha − (µh + δhc)A3,
so that
f · n ≤ ζA2 − (µh + δhc)A3. (4.3..6)
On the facet with Sv = A4, n = (0, 0, 0, 1, 0) and
f · n = Bv(A4 + Iv)− βha,v A4Iha
Sh + Iha + Ihc
− βhc,v A4Ihc
Sh + Iha + Ihc
− µvA4,
and therefore
f · n ≤ Bv(A4 + Iv)− µvA4. (4.3..7)
Finally, on the facet with Iv = A5, n = (0, 0, 0, 0, 1) and
f · n = βha,v SvIha
Sh + Iha + Ihc
+ βhc,v
SvIhc
Sh + Iha + Ihc
− µvA5,
therefore, since Sv ≤ A4,
f · n ≤ βha,vA4 + βhc,vA4 − µvA5. (4.3..8)
In order that f · n < 0 on all facets, we need to find values for A1, A2, A3, A4 and A5 such that
Bh(A1)(A1 + qa(1− pa)A2 + qc(1− pc)A3)− µhA1 + νaA2 < 0, (4.3..9)
Bh(A2)(qapaA2 + qcpcA3) + βvhA5 − (µh + δha + νa + ζ)A2 < 0, (4.3..10)
ζA2 < (µh + δhc)A3, (4.3..11)
Bv(A4 + Iv) < µvA4, ∀Iv ∈ [0, A5], (4.3..12)
(βha,v + βhc,v)A4 < µvA5. (4.3..13)
Theorem 4.3. In system (4.2..3), suppose that Bh(·) satisfies assumption (B1) and that Bv(·) sat-
isfies (B2) together with the additional hypothesis that Bv(·) is bounded. Then, positive constants
A1, A2, A3, A4 and A5 can be chosen so that (4.3..9)-(4.3..13) all hold, and therefore solutions of
(4.2..3) with non-negative initial data satisfy
0 ≤Sh(t) ≤ A1,
0 ≤Iha(t) ≤ A2,
0 ≤Ihc(t) ≤ A3,
0 ≤Sv(t) ≤ A4,
0 ≤Iv(t) ≤ A5,
for all t ≥ 0.
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Proof. By hypothesis, we are assuming that Bv(Sv) is a bounded function of Sv. Choose any A4 such
that
A4 >
1
µv
sup
Sv≥0
Bv(Sv).
Then, for all Iv ∈ [0, A5]
Bv(A4 + Iv)− µvA4 ≤ sup
Sv≥0
Bv(Sv)− µvA4 < 0,
and so (4.3..12) holds.
Then choose A5 such that (4.3..13) holds.
Knowing that A4 and A5 can be chosen such that (4.3..12) and (4.3..13) hold, we now focus on
(4.3..9)-(4.3..11). Let  > 0 be arbitrary (but small). To ensure that (4.3..11) holds, we relate A2
and A3 to each other such that
ζA2 +  = (µh + δhc)A3. (4.3..14)
Let the left hand side of (4.3..10) be G1(A2) where
G1(A2) = Bh(A2)
(
qapaA2 + qcpc
(
ζA2 + 
µh + δhc
))
+ βvhA5 − (µh + δha + νa + ζ)A2
= A2
(
Bh(A2)qapa +Bh(A2)
qcpcζ
µh + δhc
− (µh + δha + νa + ζ)
)
+ βvhA5 +Bh(A2)
qcpc
µh + δhc
.
To have (4.3..10) we need to have G1(A2) < 0 where A2 is large enough. Recall that Bh(∞) = 0
by Assumption (B1). Therefore, for A2 sufficiently large,
Bh(A2)qapa +Bh(A2)
qcpcζ
µh + δhc
<
1
2
(µh + δha + νa + ζ).
Additionally, A2 can be taken large enough such that
Bh(A2)
qcpc
µh + δhc
< 1.
Therefore, when A2 is sufficiently large,
G1(A2) < A2
(
1
2
(µh + δha + νa + ζ)− (µh + δha + νa + ζ)
)
+ βvhA5 + 1
= −1
2
A2(µh + δha + νa + ζ) + βvhA5 + 1.
So G1(A2) < 0 provided that
1
2
A2(µh + δha + νa + ζ) > βvhA5 + 1,
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that is
A2 >
2(βvhA5 + 1)
µh + δha + νa + ζ
. (4.3..15)
Now we turn our attention to inequality (4.3..9). With A2 and A3 chosen as described above, let
G2(A1) be defined by
G2(A1) = Bh(A1)(A1 + qa(1− pa)A2 + qc(1− pc)A3)− µhA1 + νaA2.
Then
G2(A1) = A1(Bh(A1)− µh) +Bh(A1)(qa(1− pa)A2 + qc(1− pc)A3) + νaA2.
Choose A1 sufficiently large so that the inequalities
Bh(A1)(qa(1− pa)A2 + qc(1− pc)A3) + νaA2 < 2νaA2,
and
Bh(A1) <
1
2
µh,
both hold. Then
G2(A1) < −1
2
µhA1 + 2νaA2,
and so G2(A1) < 0 provided A1 is chosen large enough so that the above inequalities hold together
with
A1 >
4νaA2
µh
. (4.3..16)
In summary, we have established the existence of constants A1, A2, A3, A4 and A5 so that inequalities
(4.3..9)-(4.3..13) all hold. A4 is chosen first, then A5, then A2 such that (4.3..15) holds, then A3 such
that (4.3..14) holds and finally A1 such that (4.3..16) holds.
4.3.3. Linear stability analysis and the basic reproductive number
In this subsection we determine the basic reproduction number for model (4.2..3) using the next
generation matrix method.
A disease-free equilibrium of model (4.2..3), in which the numbers of susceptible humans and
vectors satisfy Sh ≡ S0h > 0 and Sv ≡ S0v > 0, exists if and only if
Bh(S
0
h) = µh (4.3..17)
and
Bv(S
0
v) = µvS
0
v , (4.3..18)
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where S0h and S
0
v are the steady state values of Sh(t) and Sv(t), respectively, in the situation when the
Iha, Ihc and Iv components of (4.2..3) all remain identically zero. In this situation the total human
population Nh is simply S
0
h, and similarly Nv(t) = S
0
v . Assumption (B1) guarantees that (4.3..17)
has a unique solution S0h > 0. We simply assume that the birth rate function for vectors, Bv(·), has
properties which guarantee that (4.3..18) can be solved for a unique S0v > 0.
We consider the problem of the linear stability of the Chagas-free equilibrium in which Sh ≡ S0h
and Sv ≡ S0v . If we linearise about this equilibrium, we find that the linearised system, valid for
small introductions of disease, is a system that decouples to some extent, with (Iha, Ihc, Iv) satisfying
dIha(t)
dt
= Bh(S
0
h)qapaIha(t) +Bh(S
0
h)qcpcIhc(t) + βvhIv(t)− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t),
dIv(t)
dt
= βha,v
S0v
S0h
Iha(t) + βhc,v
S0v
S0h
Ihc(t)− µvIv(t).
(4.3..19)
We refer to this system of equations as the linearized infection subsystem, as it only describes the
production of new infections and changes in the states of already existing infections.
We use the next generation matrix method to generate a basic reproductive number R0, which
tells us about the local stability of the disease-free equilibrium of (4.2..3). See van den Driessche
and Watmough [46], pages 159-178, for additional details on the construction of the next generation
matrix. We write the subsystem (4.3..19) in the form
dx
dt
= (F − V )x, (4.3..20)
where x is the transpose of (Iha, Ihc, Iv). The 3× 3 matrix F is the transmission matrix, the entries
of which represent epidemiological events that lead to new infections, and V is a matrix taking care
of all other terms in (4.3..19). We separate transmission events from all other events in such a way
that the entry Fij, i, j ∈ {1, 2, 3}, is the rate at which individuals in infected state j give rise to
individuals in infected state i in the linearized system. So Fij = 0 when no new cases produced by
an individual in infected state j can be in infected state i immediately after infection. Therefore, the
matrix F assumes the form
F =

µhqapa µhqcpc βvh
0 0 0
βha,v
S0v
S0h
βhc,v
S0v
S0h
0
 (4.3..21)
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where we have used that Bh(S
0
h) = µh. Similarly,
V =

µh + δha + νa + ζ 0 0
−ζ µh + δhc 0
0 0 µv
 . (4.3..22)
The next generation matrix K is defined by K = FV −1. Tedious calculations using the method of
cofactors yield that
V −1 =
1
(µh + δha + νa + ζ)(µh + δhc)µv
×

(µh + δhc)µv 0 0
ζµv (µh + δha + νa + ζ)µv 0
0 0 (µh + δha + νa + ζ)(µh + δhc)
 . (4.3..23)
Therefore,
K = FV −1 =
1
(µh + δha + νa + ζ)(µh + δhc)µv

k11 k12 k13
0 0 0
k31 k32 0
 , (4.3..24)
where
k11 = µhqapa(µh + δhc)µv + µhqcpcζµv,
k12 = µhqcpc(µh + δha + νa + ζ)µv,
k13 = βvh(µh + δha + νa + ζ)(µh + δhc),
k31 = βha,v
S0v
S0h
(µh + δhc)µv + βhc,v
S0v
S0h
ζµv,
k32 = βhc,v
S0v
S0h
(µh + δha + νa + ζ)µv.
The matrix in (4.3..24) has a zero eigenvalue, and two further eigenvalues which are the roots λ of
λ2 − k11λ− k13k31 = 0. (4.3..25)
Since k11, k13 and k31 are all positive, it is clear that the positive root of (4.3..25) is the root that
is largest in absolute value, and therefore that the spectral radius of the matrix in (4.3..24) is the
positive root of (4.3..25). It follows that the basic reproduction number R0, which is the spectral
radius of K, is given by
R0 =
1
2(µh + δha + νa + ζ)(µh + δhc)µv
[
µhqapa(µh + δhc)µv + µhqcpcζµv
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+
√
{µhqapa(µh + δhc)µv + µhqcpcζµv}2 + 4βvhS0vS0h (µh + δha + νa + ζ)(µh + δhc) {βha,v(µh + δhc)µv + βhc,vζµv}
]
(4.3..26)
If R0 < 1 then (Iha(t), Ihc(t), Iv(t))→ (0, 0, 0) as t→∞, as a solution of the linearised infection
subsystem (4.3..19). This assertion follows in a rigorous way from Lemmas 4.4 and 4.5, which are
stated further down, but first we wish to make an important general point about basic reproduction
numbers and how they are commonly computed.
To determine a condition for a disease-free equilibrium to be locally stable, some researchers prefer
to work with the Jacobian matrix of the linearised infection subsystem (4.3..19). There are no delays
in our model, and therefore the characteristic equation of the Jacobian matrix F −V is a polynomial
and can be treated using the Routh-Hurwitz criteria. In this way, conditions (sometimes reducing to a
single inequality) can be found that are sufficient to ensure that all roots of the characteristic equation
of F − V have negative real parts, thus ensuring local stability of the disease-free equilibrium. A
quantity, which some authors would call the basic reproduction number and which could be denoted
as R˜0, can be defined using the inequalities that emerge from the Routh-Hurwitz analysis, with the
property that if R˜0 < 1 then the disease-free equilibrium is locally stable. However, this in no way
implies that R0 (as determined using the next generation matrix method), is necessarily equal to the
R˜0 determined from the Jacobian matrix F − V in the manner just described. Indeed, the formulae
for R0 and R˜0 may not even be particularly similar looking. However, it should always be possible
to prove that R0 and R˜0 describe the same threshold dynamics, in the sense that R0 < 1 if and
only if R˜0 < 1, so that both numbers predict the stability of the disease-free equilibrium in the same
parameter space. In some problems, including our problem here, this is actually surprisingly difficult
to prove directly (though it follows indirectly from certain matrix theoretic results stated below).
Our problem is one for which the next generation matrix method is more tractable than a study
of the characteristic equation of the Jacobian matrix F − V using the Routh-Hurwitz conditions.
Formula (4.3..26), though complicated, seems to be the simplest way to define a basic reproduction
number for our model that has the usual desired property of having 1 as its threshold value.
The above-mentioned discussion concerning the equivalence of the next generation matrix method
for determining stability of a disease-free equilibrium, and stability of the equilibrium as determined
from the characteristic equation of the Jacobian matrix F − V , can be resolved with the aid of the
following two lemmas that concern results in matrix theory that are not particularly well known but
can be found on pages 173–174 of van den Driessche and Watmough [46]. A matrix is nonnegative if
each entry is nonnegative. A matrix of the form A = sI−B, with I denoting the identity matrix and
B ≥ 0, is said to have the Z sign pattern. These are matrices whose offdiagonal entries are negative
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or zero. If, in addition, s ≥ ρ(B), then A is called an M -matrix.
Lemma 4.4. If a matrix A has the Z sign pattern (i.e. its offdiagonal entries are negative or zero),
then A−1 ≥ 0 if and only if A is a nonsingular M-matrix.
Lemma 4.5. If F is nonnegative and V is a nonsingular M-matrix, then R0 = ρ(FV
−1) < 1 if and
only if all the eigenvalues of F − V have negative real parts.
It follows at once from these two lemmas that our approach to determining R0, using the next
generation matrix method, generates a formula for R0 with the property that if R0 < 1 then the
disease-free equilibrium of system (4.2..3) is locally asymptotically stable. Indeed, our matrix V ,
given by (4.3..22), has the Z sign pattern. And obviously, by inspection of (4.3..23), V −1 ≥ 0.
It follows from Lemma 4.4 that V is a nonsingular M -matrix. Also, F , given by (4.3..21), is a
nonnegative matrix. Therefore, Lemma 4.5 applies and yields that if R0 < 1, where R0 is given
by (4.3..26), then the disease-free equilibrium is locally asymptotically stable.
4.3.4. Lower bound on total human population Nh(t)
The following proposition establishes that for large times Nh(t) is bounded away from zero. Although
the existence of a strictly positive asymptotic lower bound, denoted δ, forNh(t) can be shown, actually
finding a value for δ is another matter.
The need for such a result is due to the fact that Nh(t) appears in the denominators of several
terms in system (4.2..3), which always presents a major challenge to obtaining good results on the
analysis of the system’s behaviour in different scenarios. Such a scenario is when human per-capita
birth rate is equal to the death rate which is shown in the following subsection. Also this result is
crucial as a prelude to a theorem on global stability as we will mention later.
Proposition 4.6. Suppose that Bv(0) = 0, B
′
v(0) > µv and that Bv(·) is monotone increasing but
grows more slowly than linearly. Then there exists δ > 0 such that
Nh(t) ≥ δ (4.3..27)
for all t sufficiently large.
Proof. The proof is by contradiction. It works by supposing that Nh(t) gets arbitrarily low, and
by considering the formal linearisation of system (4.2..3) in the limit when Nh(t) → 0. Note that
if Nh approaches zero then Sh, Iha and Ihc also approach zero and therefore, in each rational term
of system (4.2..3), both the numerator and denominator are approaching zero together. This issue
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presents a challenge. We proceed on the assumption that if Nh (and therefore also Sh, Iha and Ihc)
are approaching zero, they do so in such a way that
Sh(t)
Nh(t)
→ C1, Iha(t)
Nh(t)
→ C2, Ihc(t)
Nh(t)
→ C3,
where the Ci, i = 1, 2, 3, are certain constants that we assume to be positive but are not known
a-priori. Note that, since
Nh(t) = Sh(t) + Iha(t) + Ihc(t),
we have
1 =
Sh(t)
Nh(t)
+
Iha(t)
Nh(t)
+
Ihc(t)
Nh(t)
and therefore
1 = C1 + C2 + C3.
Accordingly, we assume that if Nh is getting arbitrarily low then the dynamics is governed by the
following formal linearisation of system (4.2..3):
dSh(t)
dt
= Bh(0)(Sh(t) + qa(1− pa)Iha(t) + qc(1− pc)Ihc(t))− βvhC1Iv(t)− µhSh(t) + νaIha(t),
dIha(t)
dt
= Bh(0)(qapaIha(t) + qcpcIhc(t)) + βvhC1Iv(t)− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t),
dSv(t)
dt
= Bv(Nv(t))− βha,vSv(t)C2 − βhc,vSv(t)C3 − µvSv(t),
dIv(t)
dt
= βha,vSv(t)C2 + βhc,vSv(t)C3 − µvIv(t).
(4.3..28)
First we treat the last two of these equations, which form a decoupled system, with a view to
determining limt→∞ Sv(t) and limt→∞ Iv(t). After that we study the first three equations, with Iv(t)
replaced by its limit value. This leads to a contradiction, as we shall show, and from the contradiction
we infer that Nh(t) 9 0. This will be an important first step but it does not, by itself, establish that
lim inft→∞Nh(t) > 0. Further analysis, later in the proof, will establish this.
We claim that limt→∞ Iv(t) > 0. To see this, consider the last two equations (the decoupled
subsystem) of system (4.3..28). Any equilibria (S∗v , I
∗
v ) of that subsystem satisfy
Bv(S
∗
v + I
∗
v ) = (βha,vC2 + βhc,vC3 + µv)S
∗
v ,
(βha,vC2 + βhc,vC3)S
∗
v = µvI
∗
v .
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Clearly (S∗v , I
∗
v ) = (0, 0) is one equilibrium. Any equilibrium with S
∗
v > 0, I
∗
v > 0 must satisfy
Bv
(
µvI
∗
v
βha,vC2 + βhc,vC3
+ I∗v
)
=
(βha,vC2 + βhc,vC3 + µv)µvI
∗
v
βha,vC2 + βhc,vC3
.
From graphical considerations, using the properties of the function Bv(·) as listed in the hypotheses
of Proposition 4.6, this equation is easily seen to have a positive root I∗v > 0 if(
µv
βha,vC2 + βhc,vC3
+ 1
)
B′v(0) >
(βha,vC2 + βhc,vC3 + µv)µv
βha,vC2 + βhc,vC3
,
which can be simplified to
B′v(0) > µv (4.3..29)
which holds by hypothesis. For realistic Bv(·), inequality (4.3..29) is in practice required for the
original system (4.2..3) to have a disease-free equilibrium in which S0v > 0, since such an equilibrium
would have to satisfy Bv(S
0
v) = µvS
0
v and, in the real world, births usually exceed deaths at low
densities (which is what (4.3..29) is saying). We are now declaring that inequality (4.3..29) is also
sufficient to ensure that system (4.3..28), which arises when one attempts to linearise (4.2..3) near
to Nh(t) ' 0, has a steady state with I∗v > 0 (i.e. an endemic steady state). It would seem difficult
to understand why inequality (4.3..29) should be the requirement for both of these things; after all
the condition for the existence of an endemic steady state is commonly the same as the condition
for instabilty (not mere existence) of the disease-free steady state. The reader should set this aside
because it eventually turns out to be a non-issue (arising because the proof of the theorem is by
contradiction).
Next note that the last two equations of system (4.3..28), which form a closed system determining
(Sv(t), Iv(t)), form a monotone dynamical system due to our hypothesis that Bv(·) is monotone
increasing. This is because the right hand side of the Sv equation increases with Iv and the right
hand side of Iv equation increases with Sv. As a result (see Smith [41], page 25, Proposition 5.2),
we have generic convergence to equilibria and so the solution (Sv(t), Iv(t)) of the last two equations
of (4.3..28) will converge globally to the positive equilibrium (S∗v , I
∗
v ) of that subsystem provided that
its zero equilibrium (0, 0) is linearly unstable. The latter is easily checked, because the linearisation
of the last two equations of (4.3..28) near to the steady state (0, 0) has Jacobian matrix(
B′v(0)− βha,vC2 − βhc,vC3 − µv B′v(0)
βha,vC2 + βhc,vC3 −µv
)
and its eigenvalues λ satisfy
λ2 − (B′v(0)− 2µv − βha,vC2 − βhc,vC3)λ+ (βha,vC2 + βhc,vC3 + µv) (µv −B′v(0))︸ ︷︷ ︸
<0
= 0 (4.3..30)
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where the negativity of the constant term is because of (4.3..29). Thus, (0, 0) is a saddle point and
is unstable.
We now know that
lim
t→∞
Iv(t) = I
∗
v > 0.
We are now in a position to establish that
lim inf
t→∞
Iha(t) > 0,
and therefore also that
lim inf
t→∞
Nh(t) > 0.
Suppose, for a contradiction, that
lim inf
t→∞
Iha(t) = 0.
Then, by the fluctuation lemma, there exists a sequence of times tj →∞ such that Iha(tj)→ 0 and
I ′ha(tj)→ 0 as j →∞. Evaluating the second equation of system (4.3..28) at time t = tj:
dIha(tj)
dt
= Bh(0)(qapaIha(tj) + qcpcIhc(tj)) + βvhC1Iv(tj)− (µh + δha + νa + ζ)Iha(tj)
≥ Bh(0)qapaIha(tj) + βvhC1Iv(tj)− (µh + δha + νa + ζ)Iha(tj).
Letting j →∞, and recalling that limt→∞ Iv(t) = I∗v > 0, the last inequality yields
0 ≥ βvhC1I∗v
which, on the assumption that C1 > 0, is a contradiction because it implies that I
∗
v ≤ 0. This
contradiction implies that
lim inf
t→∞
Nh(t) ≥ lim inf
t→∞
Iha(t) > 0. (4.3..31)
Therefore, there exists δ > 0 such that Nh(t) ≥ δ for all t sufficiently large, as originally claimed.
4.3.5. Automatic eradication of Chagas in humans when Bh(Nh) ≡ B∗h = µh
In the situation when Bh(Nh) is constant, Bh(Nh) ≡ B∗h, we can determine the behaviour of Nh(t)
in the situation when B∗h = µh. Since Nh(t) = Sh(t) + Iha(t) + Ihc(t), we have, from (4.2..3),
dNh(t)
dt
= B∗h (Sh(t) + qa(1− pa)Iha(t) + qc(1− pc)Ihc(t)) +B∗h(qapaIha(t) + qcpcIhc(t))− µhNh(t)
−δhaIha(t)− δhcIhc(t)
= µh(Sh(t) + qaIha(t) + qcIhc(t))− µhNh(t)− δhaIha(t)− δhcIhc(t)
≤ µh(Sh(t) + Iha(t) + Ihc(t))− µhNh(t)− δhaIha(t)− δhcIhc(t)
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where we use that 0 ≤ qa, qc ≤ 1. Therefore,
dNh(t)
dt
+ δhaIha(t) + δhcIhc(t) ≤ 0
and so
Nh(t)−Nh(0) + δha
∫ t
0
Iha(s) ds+ δhc
∫ t
0
Ihc(s) ds ≤ 0
giving
δha
∫ t
0
Iha(s) ds+ δhc
∫ t
0
Ihc(s) ds ≤ Nh(0)−Nh(t) ≤ Nh(0).
Letting t→∞ yields ∫ ∞
0
Iha(s) ds <∞
and ∫ ∞
0
Ihc(s) ds <∞.
We wish to conclude from this that
Iha(t)→ 0 as t→∞, and Ihc(t)→ 0 as t→∞.
This seems very plausible, given the finiteness of the integrals, but it needs to be made rigorous. It
can be justified with the aid of Barbalat’s lemma (see [42]) as described below. Recall that
dNh(t)
dt
≤ −δhaIha(t)− δhcIhc(t) ≤ 0
so that Nh(t) is decreasing. Also, Nh(t) ≥ 0. Therefore, there exists the limit
α := lim
t→∞
Nh(t).
The following lemma is known as Barbalat’s lemma:
Lemma 4.7. Suppose f(t) ∈ C1[a,∞) and that
lim
t→∞
f(t) = α,
where α <∞. If f ′(t) is uniformly continuous then
lim
t→∞
f ′(t) = 0.
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We aim to apply Barbalat’s lemma to the functionNh(t). We need to prove thatN
′
h(t) is uniformly
continuous, and we achieve this by showing that N ′′h (t) is bounded, i.e., that there exists K > 0 such
that |N ′′h (t)| ≤ K for all t ≥ 0. If such a bound K exists (this will be confirmed below), then, by the
mean value theorem, there exists θ ∈ (0, 1) such that
|N ′h(t1)−N ′h(t2)| = |N ′′h (θt1 + (1− θ)t2)||t1 − t2| ≤ K|t1 − t2|.
Thus, given any  > 0, we have
|N ′h(t1)−N ′h(t2)| < 
whenever |t1 − t2| < /K, so that N ′h(t) is uniformly continuous.
To confirm that N ′′h (t) is bounded, note that
dN ′h(t)
dt
= µh (S
′
h(t) + qaI
′
ha(t) + qcI
′
hc(t))− µhN ′h(t)− δhaI ′ha(t)− δhcI ′hc(t)
= µhS
′
h(t)− µhN ′h(t) + (µhqa − δha)I ′ha(t) + (µhqc − δhc)I ′hc(t)
= −µh(I ′ha(t) + I ′hc(t)) + (µhqa − δha)I ′ha(t) + (µhqc − δhc)I ′hc(t)
= I ′ha(t)(µhqa − δha − µh) + I ′hc(t)(µhqc − δhc − µh)
= (µhqa − δha − µh)
(
µh(qapaIha(t) + qcpcIhc(t)) + βvh
Sh(t)
Nh(t)
Iv(t)− (µh + δha + νa + ζ)Iha(t)
)
+ (µhqc − δhc − µh)(ζIha(t)− (µh + δhc)Ihc(t)).
However, Nh(t) is non-negative and decreasing and is therefore bounded. Since Nh(t) = Sh(t) +
Iha(t) + Ihc(t), it follows that Sh(t), Iha(t) and Ihc(t) are also bounded and therefore, from the above
expression for N ′′h (t), and recalling that Sh(t)/Nh(t) ≤ 1, it follows that N ′′h (t) is bounded as originally
claimed.
Hence, as previously explained, N ′h(t) is indeed uniformly continuous and therefore Barbalat’s
lemma applies and tells us that
lim
t→∞
N ′h(t) = 0. (4.3..32)
But, recalling that Iha(t) ≥ 0 and Ihc(t) ≥ 0,
0 ≤ δhaIha(t) + δhcIhc(t) ≤ −N ′h(t).
Taking the limit when t→∞:
0 ≤ δha lim sup
t→∞
Iha(t) + δhc lim sup
t→∞
Ihc(t) ≤ 0.
It follows that
lim
t→∞
Iha(t) = lim
t→∞
Ihc(t) = 0. (4.3..33)
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In summary, if the birth rate function for humans is of the form Bh(Nh) ≡ B∗h, and B∗h = µh, then
Chagas disease is automatically eradicated in humans without further conditions, and irrespective
of whether R0 < 1 or R0 > 1. This shows that in some scenarios R0 does not tell us the full story of
the disease dynamics. Often it is the case that when R0 < 1 disease is eradicated, and when R0 > 1
the system evolves to an endemic equilibrium (or other dynamical behaviour such as an endemic
limit cycle). But sometimes R0 > 1 simply indicates that the number of infectious cases is expected
initially to rise. That number may later fall and tend to zero without further conditions, even though
R0 > 1. The simple Kermack McKendrick disease model has a similar property.
Numerical simulations in Figures 4.1 and 4.2, respectively, suggest that if µv is small then Sh(t)
also goes to zero but that limt→∞ Sh(t) > 0 if µv is sufficiently large. In these simulations the values
of the parameters taken are: µh = 0.7, δha = 0.2, δhc = 0.5, qa = 0.1, pa = 0.1, qc = 0.3, pc = 0.1, νa =
1.5, ζ = 4.5, βvh = 3, βha,v = 0.2, βhc,v = 2.6, S
0
h = 426.87, S
0
v = 884.57. The bugs birth rate function
was taken as Bv(Nv) = 100Nve
−Nv
200 which is Nicholson’s blowflies birthrate. In both simulations
R0 > 1. To make this rigorous we prove the following theorem.
Theorem 4.8. If Bh(Nh) ≡ µh then it always holds that
lim
t→∞
Iha(t) = lim
t→∞
Ihc(t) = 0.
In some scenarios we also have
lim
t→∞
Sh(t) = 0.
However, suppose the hypotheses of Proposition 4.6 hold, and that Bv(·) satisfies Assumption (B2)
together with the requirement that Bv(Sv) > µvSv for Sv ∈ (0, S0v) and Bv(Sv) < µvSv for Sv > S0v ,
where S0v is given by (4.3..18). Assume additionally that µv is sufficiently large and that pa, pc < 1.
Then limt→∞ Sh(t), if it exists, is strictly positive and therefore some susceptible humans never get
infected.
Proof. From the equation for susceptible humans in system (4.2..3) using Bh(Nh(t)) = µh, we have
dSh
dt
= µh(Sh(t) + qa(1− pa)Iha(t) + qc(1− pc)Ihc(t))− βvhSh(t)Iv(t)
Nh(t)
− µhSh(t) + νaIha(t)
= (µhqa(1− pa) + νa)Iha(t) + µhqc(1− pc)Ihc(t)− βvhSh(t)Iv(t)
Nh(t)
≥ (µhqa(1− pa) + νa)Iha(t) + µhqc(1− pc)Ihc(t)− βvhIv(t),
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Figure 4.1: Chagas disease automatically eradicates in humans when Bh(Nh) = µh but also as well
as susceptible humans when µv is low (µv = 1.2). The parameters taken are: µh = 0.7, δha =
0.2, δhc = 0.5, qa = 0.1, pa = 0.1, qc = 0.3, pc = 0.1, νa = 1.5, ζ = 4.5, βvh = 3, βha,v = 0.2, βhc,v =
2.6, S0h = 426.87, S
0
v = 884.57. The bugs birth rate function was taken as Bv(Nv) = 100Nve
−Nv
200 .
This simulation, and all other simulations using the ordinary differential equation models of Chagas
disease of the present chapter, was carried out using routine ode45, a standard ODEs solver in
Matlab, using default settings for numerical parameters.
using Sh(t)
Nh(t)
≤ 1. But
dIv(t)
dt
= βha,v
Sv(t)
Nh(t)
Iha(t) + βhc,v
Sv(t)
Nh(t)
Ihc(t)− µvIv(t),
and, since Nv(t) = Sv(t) + Iv(t), then
dNv(t)
dt
= Bv(Nv(t))− µvNv(t),
so that by the properties of Bv(·) as stated in the hypotheses, Nv(t) → S0v as t → ∞. Therefore,
since Sv(t) + Iv(t) = Nv(t) we have
lim sup
t→∞
Sv(t) ≤ lim
t→∞
Nv(t) = S
0
v ,
and so, given  > 0 there exists T > 0 such that Sv(t) ≤ S0v + for all t ≥ T . Also, by Proposition 4.6,
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Figure 4.2: Chagas disease is automatically eradicated in humans when Bh(Nh) = µh and susceptible
humans survive to a constant equilibrium when µv is high (µv = 8.8). Other parameters are the
same as in Figure 4.1.
Nh(t) ≥ δ for t sufficiently large. Therefore, for t sufficiently large,
dIv(t)
dt
≤ βha,vS
0
v + 
δ
Iha(t) + βhc,v
S0v + 
δ
Ihc(t)− µvIv(t)
dIv(t)
dt
+ µvIv(t) ≤ βha,vS
0
v + 
δ
Iha(t) + βhc,v
S0v + 
δ
Ihc(t)
d
dt
(
eµvtIv(t)
) ≤ S0v + 
δ
(βha,vIha(t) + βhc,vIhc(t))e
µvt
eµvtIv(t) ≤ S
0
v + 
δ
∫ t
−∞
(βha,vIha(s) + βhc,vIhc(s))e
µvsds
Iv(t) ≤ S
0
v + 
δ
∫ t
−∞
(βha,vIha(s) + βhc,vIhc(s))e
−µv(t−s)ds.
Therefore,
dSh(t)
dt
≥ (µhqa(1− pa) + νa)Iha(t) + µhqc(1− pc)Ihc(t)
− βvhS
0
v + 
δ
∫ t
−∞
(βha,vIha(s) + βhc,vIhc(s))e
−µv(t−s)ds.
(4.3..34)
Looking at the integral term ∫ t
−∞
(βha,vIha(s) + βhc,vIhc(s))e
−µv(t−s)ds,
let t− s = ξ, then we can rewrite the integral term in terms of ξ and denote it as Φ(t;µv) such that
Φ(t;µv) :=
∫ ∞
0
(βha,vIha(t− ξ) + βhc,vIhc(t− ξ))e−µvξ dξ. (4.3..35)
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We use Watson’s lemma, which states as follows: let 0 < T ≤ ∞ be fixed and assume that φ(ξ) =
ξλg(ξ) where λ > −1 and g(ξ) has an infinite number of derivatives in the neighbourhood of ξ = 0,
with g(0) 6= 0. Then∫ T
0
e−xξφ(ξ) dξ ∼
∞∑
n=0
g(n)(0)Γ(λ+ n+ 1)
n!xλ+n+1
as x→∞,
where Γ denotes the gamma function.
We apply this lemma with T =∞, x = µv, and
φ(ξ) = βha,vIha(t− ξ) + βhc,vIhc(t− ξ),
with t treated (for now) as fixed, and λ = 0. Then, since λ = 0, φ(ξ) = g(ξ). By Watson’s lemma,∫ T
0
e−µvξφ(ξ) dξ ∼
∞∑
n=0
φ(n)(0)Γ(n+ 1)
n!µn+1v
. (4.3..36)
But Γ(x), the gamma function, satisfies Γ(n+ 1) = n!, so∫ T
0
e−µvξφ(ξ) dξ ∼
∞∑
n=0
φ(n)(0)
µn+1v
, (4.3..37)
giving, with T =∞,∫ ∞
0
(βha,vIha(t− ξ) + βhc,vIhc(t− ξ))e−µvξ dξ
∼
∞∑
n=0
1
µ
(n+1)
v
[
∂n
∂ξn
(βha,vIha(t− ξ) + βhc,vIhc(t− ξ))
]
ξ=0
=
1
µv
(βha,vIha(t) + βhc,vIhc(t))− 1
µ2v
(βha,vI
′
ha(t) + βhc,vI
′
hc(t)) +O
(
1
µ3v
)
.
We assume that the first term dominates for µv large. Then, for large µv, we have∫ ∞
0
(βha,vIha(t− ξ) + βhc,vIhc(t− ξ))e−µvξ dξ ∼ 1
µv
(βha,vIha(t) + βhc,vIhc(t)). (4.3..38)
Using this asymptotic estimate for large µv we may now deduce from (4.3..34) that
dSh(t)
dt
≥ (µhqa(1− pa) + νa)Iha(t) + µhqc(1− pc)Ihc(t)− βvhS
0
v + 
δµv
(βha,vIha(t) + βhc,vIhc(t))
=
(
µhqa(1− pa) + νa − βvhβha,vS
0
v + 
δµv
)
Iha(t) +
(
µhqc(1− pc)− βvhβhc,vS
0
v + 
δµv
)
Ihc(t).
The coefficients of Iha(t) and Ihc(t) are positive for µv sufficiently large. Thus dSh(t)/dt > 0 and, if
Sh(t) approaches a limit, that limit must be strictly positive.
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4.3.6. Eradication of disease under certain conditions for general Bh(·)
We found, in Subsection 4.3.5., that if Bh(Nh) ≡ B∗h = µh (that is, the per-capita human birth
rate is exactly the same as the per-capita natural human mortality rate), then, without any further
conditions, Chagas disease will be eradicated in humans.
The aim of this subsection is to present a result that provides sufficient conditions for the global
eradication of Chagas for the case when the per-capita birth function for humans, Bh(·), is kept as a
general function as far as possible (but satisfying certain reasonable assumptions). We achieve this
aim by the construction of a suitable Lyapunov function L(t) depending on the infectious variables
Iha, Ihc and Iv. This Lyapunov function is shown to be decreasing and to reach a limit as t goes to
infinity. With the aid of Barbalat’s lemma, we can show that the infectious variables Iha(t), Ihc(t) and
Iv(t) all tend to zero as t → ∞. Since Bh(·) is now kept as a general function (within certain wide
constraints), it becomes possible in this subsection to prove global eradication of Chagas only under an
additional condition that was not needed in Subsection 4.3.5.. That condition is inequality (4.3..39),
and by considering limiting cases it can be seen to hold in various circumstances including the
situations in which µh is sufficiently large and/or νa is sufficiently large. The latter implies efficient
treatment of infected individuals in the acute stage, a scenario in which eradication is precisely the
outcome we would hope for.
With the benefit of Proposition 4.6, we may prove the following theorem.
Theorem 4.9. Assume the hypotheses of Proposition 4.6 hold. Assume, in addition, that Bh(·) is
decreasing and Bv(·) is bounded, and that
Bh(0)qapa +
ζ
µh + δhc
(
Bh(0)qcpc +
βvhβhc,vB
sup
v
µ2vδ
)
+
βvhβha,vB
sup
v
µ2vδ
< µh + δha + νa + ζ, (4.3..39)
where Bsupv = supNv≥0Bv(Nv). Then (Iha(t), Ihc(t), Iv(t))→ (0, 0, 0) as t→∞.
Proof. We construct a Lyapunov function of the form
L(t) = λ1Iha(t) + λ2Ihc(t) + λ3Iv(t), (4.3..40)
where the λi, i = 1, 2, 3, are to be chosen. We have
dL(t)
dt
=λ1
[
Bh(Nh(t))(qapaIha(t) + qcpcIhc(t)) + βvh
Sh(t)Iv(t)
Nh(t)
− (µh + δha + νa + ζ)Iha(t)
]
+ λ2 [ζIha(t)− (µh + δhc)Ihc(t)]
+ λ3
[
βha,v
Sv(t)Iha(t)
Nh(t)
+ βhc,v
Sv(t)Ihc(t)
Nh(t)
− µvIv(t)
]
.
(4.3..41)
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Choose λ3 such that λ3 = λ1βvh/µv. Recall also that
Sh(t)
Nh(t)
< 1. Moreover, since Bh(·) is a decreasing
function, Bh(0) > Bh(Nh(t)). In view of these facts, from (4.3..41) we arrive at the following
inequality which does not contain terms involving Iv:
dL(t)
dt
≤λ1 [Bh(0)(qapaIha(t) + qcpcIhc(t))− (µh + δha + νa + ζ)Iha(t)]
+ λ2 [ζIha(t)− (µh + δhc)Ihc(t)]
+ λ1
βvh
µv
[
βha,v
Sv(t)Iha(t)
Nh(t)
+ βhc,v
Sv(t)Ihc(t)
Nh(t)
]
.
(4.3..42)
The aim is to deduce from this an inequality that is linear in Iha and Ihc. This will be achieved
by finding an asymptotic upper bound for Sv(t) and by using the lower limit Nh(t) ≥ δ, with the
understanding that all subsequent steps apply only for t sufficiently large, to allow for the use of those
asymptotic estimates. From Proposition 4.6 we know that there exists δ > 0 such that Nh(t) ≥ δ for
all t sufficiently large. From the fourth equation of system (4.2..3),
dSv(t)
dt
≤ Bv(Nv(t))− µvSv(t) ≤ Bsupv − µvSv(t)
where Bsupv = supNv≥0Bv(Nv). Therefore,
lim sup
t→∞
Sv(t) ≤ B
sup
v
µv
.
For any given  > 0, it follows from this that
Sv(t) ≤ B
sup
v
µv
+ 
for sufficiently large t (depending on ). Then, for sufficiently large t,
dL(t)
dt
≤λ1 [Bh(0)(qapaIha(t) + qcpcIhc(t))− (µh + δha + νa + ζ)Iha(t)]
+ λ2 [ζIha(t)− (µh + δhc)Ihc(t)]
+ λ1
βvh
µvδ
(
Bsupv
µv
+ 
)
[βha,vIha(t) + βhc,vIhc(t)] .
(4.3..43)
We choose λ1 and λ2 such that
λ1Bh(0)qcpc + λ1
βvh
µvδ
(
Bsupv
µv
+ 
)
βhc,v = λ2(µh + δhc). (4.3..44)
In fact we can take λ1 = 1, and then λ2 is determined from (4.3..44). With these choices,
dL(t)
dt
≤
[
Bh(0)qapa − (µh + δha + νa + ζ) + ζ
µh + δhc
(
Bh(0)qcpc +
βvh
µvδ
(
Bsupv
µv
+ 
)
βhc,v
)
+
βvh
µvδ
(
Bsupv
µv
+ 
)
βha,v
]
Iha(t).
(4.3..45)
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Inequality (4.3..39) assures us that the quantity in square brackets can be made to be strictly negative
by taking  sufficiently small. It then follows that L(t) is decreasing. Since L(t) is also bounded
below by 0, L(t) approaches a limit. An argument involving Barbalat’s lemma shows that L′(t)→ 0
as t→∞ and therefore that
0 ≤ KIha ≤ −L′(t)
where K > 0 is given by
K = −
[
Bh(0)qapa − (µh + δha + νa + ζ) + ζ
µh + δhc
(
Bh(0)qcpc +
βvh
µvδ
(
Bsupv
µv
+ 
)
βhc,v
)
+
βvh
µvδ
(
Bsupv
µv
+ 
)
βha,v
]
.
Taking the limit as t → ∞ gives Iha(t) → 0 as t → ∞. The third equation of (4.2..3) becomes, in
the limit,
I ′hc(t) = −(µh + δhc)Ihc(t)
so that Ihc(t)→ 0 as t→∞. Then, a similar argument applied to the fifth equation of (4.2..3) yields
that Iv(t)→ 0 as t→∞.
With the disease eradicated, the susceptible variables Sh(t) and Sv(t) evolve according to the first
and fourth equations of system (4.2..3) in the limit when the I variables have all gone to zero. Those
equations are
dSh(t)
dt
=Bh(Sh(t))Sh(t)− µhSh(t), (4.3..46)
dSv(t)
dt
=Bv(Sv(t))− µvSv(t). (4.3..47)
From the elementary theory of one dimensional ODE’s, we have the following result:
Theorem 4.10. Suppose that the hypotheses of Theorem 4.9 hold and, in addition,
(i) Bh(0) > µh and Bh(∞) = 0;
(ii) Bv(Sv) > µvSv for 0 < Sv < S
0
v , and Bv(Sv) < µvSv for Sv > S
0
v .
Then the disease free steady state (Sh, Iha, Ihc, Sv, Iv) ≡ (S0h, 0, 0, S0v , 0) of system (4.2..3) is globally
asymptotically stable.
4.3. Model analysis 89
4.3.7. Existence of an endemic steady state
Investigating the existence of an endemic steady state is quite difficult but we can show that such
a steady state exists under certain conditions. Some of these conditions concern the general human
birth rate function Bh(·). We state these conditions in the following theorem.
Theorem 4.11. If the following inequalities all hold:
(i)
µh + δha + ζ
qa + qc
ζ
µh+δhc
< Bh(0), (a)
(ii)
µh + δha + νa + ζ
qapa +
qcpcζ
µh+δhc
< Bh(0), (b)
(iii)
βvh
S0v
S0h
(βha,v(µh + δhc) + βhc,vζ) > µv(µh + δhc)
(
µh(1− qapa) + δha + νa + ζ(1− µhqcpc
µh + δhc
)
)
,
(c)
and also Bh(0) > µh, Bh(∞) = 0 and Bh(·) is decreasing, then system (4.2..3) has an endemic steady
state (S∗h, I
∗
ha, I
∗
hc, S
∗
v , I
∗
v ), in which I
∗
ha > 0, I
∗
hc > 0 and I
∗
v > 0.
Proof. By equating the right hand sides of equations in (4.2..3) to zero, we get from the third equation
I∗hc =
ζ
µh+δhc
I∗ha, which we use in the first and second equations after adding them up as follows:
0 = Bh(Nh)(S
∗
h + qaI
∗
ha + qcI
∗
hc)− µhS∗h − (µh + δha + ζ)I∗ha,
which can be written as
Bh(Nh)(S
∗
h + qaI
∗
ha + qc
ζ
µh + δhc
I∗ha)− µhS∗h − (µh + δha + ζ)I∗ha = 0. (4.3..48)
Note that this equation relates S∗h and I
∗
ha.
Also, from the last two equations of (4.2..3), we obtain
Bv(S
∗
v + I
∗
v ) = µv(I
∗
v + S
∗
v).
Recall that S0v is the positive root of the equation Bv(S
0
v) = µvS
0
v . Therefore, in any steady state,
we have I∗v + S
∗
v = S
0
v .
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Also, from the last equation of (4.2..3), we have
0 = βha,v
(S0v − I∗v )I∗ha
S∗h + I
∗
ha + I
∗
hc
+ βhc,v
(S0v − I∗v )I∗hc
S∗h + I
∗
ha + I
∗
hc
− µvI∗v ,
so that
I∗v
(
βha,v
I∗ha
S∗h + I
∗
ha + I
∗
hc
+ βhc,v
I∗hc
S∗h + I
∗
ha + I
∗
hc
+ µv
)
= βha,v
S0vI
∗
ha
S∗h + I
∗
ha + I
∗
hc
+ βhc,v
S0vI
∗
hc
S∗h + I
∗
ha + I
∗
hc
,
and therefore
I∗v =
S0v(βha,vI
∗
ha + βhc,vI
∗
hc)
βha,vI∗ha + βhc,vI
∗
hc + µv(S
∗
h + I
∗
ha + I
∗
hc)
=
S0v(βha,vI
∗
ha + βhc,v
ζ
µh+δhc
I∗ha)
βha,vI∗ha + βhc,v
ζ
µh+δhc
I∗ha + µv(S
∗
h + I
∗
ha +
ζ
µh+δhc
I∗ha)
.
Simplifying,
I∗v =
S0vI
∗
ha (βha,v(µh + δhc) + βhc,vζ)
βha,vI∗ha(µh + δhc) + βhc,vζI
∗
ha + µv ((S
∗
h + I
∗
ha)(µh + δhc) + ζI
∗
ha)
. (4.3..49)
Note that this equation relates I∗v with S
∗
h and I
∗
ha.
On the other hand, the second equation of the model (4.2..3) gives us the following equation:
Bh(S
∗
h + I
∗
ha + I
∗
hc)(qapaI
∗
ha + qcpcI
∗
hc) + βvh
S∗hI
∗
v
S∗h + I
∗
ha + I
∗
hc
= (µh + δha + νa + ζ)I
∗
ha,
which can be written in terms of S∗h and I
∗
ha as
Bh(S
∗
h + I
∗
ha +
ζ
µh + δhc
I∗ha)(qapa + qcpc
ζ
µh + δhc
)
+
(
βvhS
∗
h
S∗h + I
∗
ha +
ζ
µh+δhc
I∗ha
)(
S0v (βha,v(µh + δhc) + βhc,vζ)
βha,vI∗ha(µh + δhc) + βhc,vζI
∗
ha + µv ((S
∗
h + I
∗
ha)(µh + δhc) + ζI
∗
ha)
)
= µh + δha + νa + ζ,
(4.3..50)
which provides a second equation relating S∗h and I
∗
ha. We solve (4.3..48) and (4.3..50) simultaneously,
seeking a solution with I∗ha > 0 since we are seeking an endemic equilibrium. We write these equations
as curves in the (Sh, Iha) plane:
F1(Sh, Iha) = 0, F2(Sh, Iha) = 0,
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where F1 is the left hand side of (4.3..48) and F2 comes from (4.3..50). We are seeking an intersection
of these curves at a point Sh = S
∗
h > 0, Iha = I
∗
ha > 0. We can establish the existence of such an
intersection by examining the properties of these two curves, particularly in terms of where they
intersect the axes.
The strategy for showing the existence of such an intersection is shown in Figure 4.3. We want
the intersection of the curve F1(Sh, Iha) = 0 with the vertical axis to be above the intersection with
that axis of the other curve F2(Sh, Iha) = 0. And we want the point where F2(Sh, Iha) = 0 meets
the horizontal axis to be further along that axis than the point where F1(Sh, Iha) = 0 meets it. The
analysis is all very indirect but the inequalities in the hypotheses of the theorem are there to make
it all work.
The curve F1(Sh, Iha) = 0 intersects the Sh axis when Iha = 0, that is, when Bh(Sh)Sh = µhSh, i.e.
when Sh = S
0
h. But does it intersect the Iha axis? Putting Sh = 0 into the equation F1(Sh, Iha) = 0
gives
Bh
(
I∗ha +
ζ
µh + δhc
I∗ha
)(
qa + qc
ζ
µh + δhc
)
= µh + δha + ζ.
Assuming that Bh(0) > µh and Bh(∞) = 0, this last equation can be solved for Iha > 0, provided
that
µh + δha + ζ
qa + qc
ζ
µh+δhc
< Bh(0), (a)
to get a value I
(1)
ha such that
I
(1)
ha
(
1 +
ζ
µh + δhc
)
= B−1h
(
µh + δha + ζ
qa + qc
ζ
µh+δhc
)
. (4.3..51)
Next, we investigate whether or not the second curve F2(Sh, Iha) = 0 intersects the Sh axis. If so,
we need to know whether the intersection (at a value we call S
(2)
h ) is larger than or less than the point
S0h where the curve F1 = 0 intersects the Sh axis. So, if Iha = 0, then the equation F2(Sh, 0) = 0
becomes
Bh(Sh)
(
qapa +
qcpcζ
µh + δhc
)
+ βvh
(
S0v(βha,v(µh + δhc) + βhc,vζ)
µvSh(µh + δhc)
)
= µh + δha + νa + ζ, (4.3..52)
which may have a solution with Sh > 0 (we check this later).
Similarly, we check if the curve F2(Sh, Iha) = 0 intersects the Iha axis and, if it does, where does
it intersect the Iha axis? If it does so at a value less than I
(1)
ha then, in order to have an intersection
point of the two curves, S
(2)
h must be larger than S
0
h. Therefore, putting Sh = 0 in F2 = 0 gives
Bh
(
Iha
(
1 +
ζ
µh + δhc
))(
qapa +
qcpcζ
µh + δhc
)
= µh + δha + νa + ζ.
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This can be solved for Iha provided that
µh + δha + νa + ζ
qapa +
qcpcζ
µh+δhc
< Bh(0), (b)
to get a value I
(2)
ha such that
I
(2)
ha
(
1 +
ζ
µh + δhc
)
= B−1h
(
µh + δha + νa + ζ
qapa +
qcpcζ
µh+δhc
)
. (4.3..53)
But, since Bh is decreasing, the inverse function B
−1
h (·) is also decreasing, therefore comparing
(4.3..51) and (4.3..53) we conclude that
I
(1)
ha > I
(2)
ha
which is what we need (see Figure 4.3).
Returning to equation (4.3..52), we would like it to have a root larger than S0h because this would
then imply that the graphs of F1(Sh, Iha) = 0 and F2(Sh, Iha) = 0 intersect at a point (S
∗
h, I
∗
ha) with
I∗ha > 0. Equation (4.3..52) can be rewritten as
Bh(Sh)Sh
(
qapa +
qcpcζ
µh + δhc
)
= (µh + δha + νa + ζ)Sh − βvhS
0
v (βha,v(µh + δhc) + βhc,vζ)
µv(µh + δhc)
, (4.3..54)
and we want its root S
(2)
h to be larger than S
0
h which is defined by Bh(S
0
h) = µh. Graphs of the
left hand side and right hand side of (4.3..54) plotted against Sh show that if the left hand side of
(4.3..54) evaluated at S0h exceeds the right hand side evaluated at S
0
h, then the root S
(2)
h of (4.3..54)
satisfies S0h < S
(2)
h .
Based on these graphical considerations, the condition to have S0h < S
(2)
h is
Bh(S
0
h)S
0
h
(
qapa +
qcpcζ
µh + δhc
)
> (µh + δha + νa + ζ)S
0
h −
βvhS
0
v (βha,v(µh + δhc) + βhc,vζ)
µv(µh + δhc)
.
Recall that Bh(S
0
h) = µh. So we need to show that
µhS
0
h
(
qapa +
qcpcζ
µh + δhc
)
> (µh + δha + νa + ζ)S
0
h −
βvhS
0
v (βha,v(µh + δhc) + βhc,vζ)
µv(µh + δhc)
. (4.3..55)
The left hand side of (4.3..55) is less than the first term in the right hand side because
µh
(
qapa +
qcpcζ
µh + δhc
)
= µhqapa + qcpcζ
µh
µh + δhc
< µh + qcpcζ
< µh + ζ
< µh + δha + νa + ζ.
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Figure 4.3: Plots of F1(Sh, Iha) = 0 and F2(Sh, Iha) = 0 in the (Sh, Iha) plane. The strategy of the
proof is to show the existence of I
(1)
ha , I
(2)
ha > 0 such that I
(1)
ha > I
(2)
ha , and the existence of S
(2)
h with
S
(2)
h > S
0
h. As the graph shows, this implies the existence of a steady state (S
∗
h, I
∗
ha) with S
∗
h > 0 and
I∗ha > 0, i.e. an endemic steady state.
So, rearranging (4.3..55), the condition to have S0h < S
(2)
h can be put in the form
βvh
S0v
S0h
(βha,v(µh + δhc) + βhc,vζ) > µv(µh + δhc)
(
µh(1− qapa) + δha + νa + ζ(1− µhqcpc
µh + δhc
)
)
. (c)
Thus, the hypotheses of the theorem guarantee that I
(1)
ha > I
(2)
ha and S
(2)
h > S
0
h, therefore the two
curves do indeed have the qualitative properties shown in Figure 4.3, and we conclude that an
endemic steady state exists.
Note that conditions (a), (b) and (c) do not necessarily imply that R0 > 1. This may suggest
that the model exhibits a backward bifurcation.
4.3.8. Unlikelihood of persistence of Chagas disease in the absence of vectors
In this subsection we consider the possibility that, because of vertical transmission, Chagas disease
could persist in the human population even in the complete absence of the disease-carrying bugs. It
turns out that this can occur only under particular circumstances that are exceedingly implausible
and can be considered as impossible in reality.
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In the absence of bugs, Sv = Iv = 0 and system (4.2..3) reduces to
dSh(t)
dt
= Bh(Nh(t))(Sh(t) + qa(1− pa)Iha(t) + qc(1− pc)Ihc(t))− µhSh(t) + νaIha(t),
dIha(t)
dt
= Bh(Nh(t))(qapaIha(t) + qcpcIhc(t))− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t).
(4.3..56)
This subsystem has a disease-free equilibrium in which Iha = Ihc = 0 and Sh = S
0
h, with
Bh(S
0
h) = µh, (4.3..57)
provided this equation has a root with S0h > 0. There will exist such a root (which will be unique)
if Bh(0) > µh, Bh(∞) = 0 and Bh(·) is strictly decreasing, and we assume that Bh(·) satisfies these
assumptions.
Linearising the Iha and Ihc equations of system (4.3..56) at the disease-free equilibrium gives us
a linearised system for which the Jacobian matrix is
J(0, 0) =
(
µhqapa − (µh + δha + νa + ζ) µhqcpc
ζ −(µh + δhc)
)
where we have used (4.3..57). It can easily be confirmed that the trace Tr (J(0, 0)) < 0, since
qa, pa ∈ [0, 1]. Therefore, the stability of the disease-free equilibrium is determined by the sign of the
determinant of J(0, 0). We conclude from this that the disease-free equilibrium is stable if
(µh(1− qapa) + δha + νa + ζ)(µh + δhc) > ζµhqcpc.
Using this inequality, we may define a basic reproduction number Rno bugs0 for the case when no bugs
are present, defined by
Rno bugs0 =
ζµhqcpc
(µh(1− qapa) + δha + νa + ζ)(µh + δhc) . (4.3..58)
This quantity Rno bugs0 has the property that if R
no bugs
0 < 1 then the disease-free equilibrium is locally
asymptotically stable. However, in reality Rno bugs0 is always less than one because, in reality, qcpc < 1
and therefore
Rno bugs0 <
ζµhqcpc
ζ(µh + δhc)
=
µhqcpc
µh + δhc
< qcpc < 1.
Although Rno bugs0 < 1 for positive values of all parameters that feature in the expression for R
no bugs
0 ,
expression (4.3..58), we may make the observation that, as ζ →∞,
Rno bugs0 →
µhqcpc
µh + δhc
,
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which does equal 1 if δhc = 0 and qc = pc = 1. However, this is unlikely to be the case in real life
because it implies that a pregnant woman with Chagas always transmits the infection to her baby,
and also that Chagas confers no reduction in fertility. It also implies that individuals in the chronic
stage of Chagas do not die either from Chagas or from anything that could have been attributed
to their Chagas. This is what we mean when we say, in the title to this subsection, that Chagas is
unlikely to persist in the absence of vectors.
Note also that ζ = ∞ means that individuals spend zero time in the acute phase of Chagas,
progressing from susceptible directly to the chronic stage. Our observations indicate that Chagas
disease can just about persist in humans, in the complete absence of bugs, if all of the following
circumstances hold:
(i) infected humans spend no time at all in the acute stage of Chagas;
(ii) δhc = 0, i.e., the death of a chronically sick individual is never attributable to their Chagas
disease;
(iii) qc = 1, that is, chronically sick people experience no loss of fertility;
(iv) pc = 1, i.e., babies born of mothers with chronic Chagas disease are always born infectious.
If all these conditions hold at once, which would be unlikely in practice, Chagas disease can just
about persist in humans, in the complete absence of bugs. But, for realistic parameter values, we
will always have Rno bugs0 < 1.
We could, of course, obtain a basic reproduction number for the case when there are no bugs
by considering this scenario as a special case of formula (4.3..26). We can do this by setting all β
parameters in (4.3..26) to zero, in which case formula (4.3..26) reduces to
µh(qapa(µh + δhc) + qcpcζ)
(µh + δha + νa + ζ)(µh + δhc)
. (4.3..59)
One might expect expression (4.3..59) to equal Rno bugs0 , but actually this is not the case. This
illustrates the point made in Subsection 4.3.3. about different approaches leading, potentially, to
different expressions any of which could reasonably be called a basic reproduction number (see in
particular the paragraphs before Lemma 4.4). However, it can easily be established here that, for
the situation when there are no bugs, expression (4.3..59) is less than 1 if and only if Rno bugs0 is less
than 1. We see this as follows. Note that expression (4.3..59) is less than 1 if and only if
µh(qapa(µh + δhc) + qcpcζ) < (µh + δha + νa + ζ)(µh + δhc)
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which holds if and only if
µhqcpcζ < (µh − µhqapa + δha + νa + ζ)(µh + δhc),
and this holds if and only if
µhqcpcζ
(µh(1− qapa) + δha + νa + ζ)(µh + δhc) < 1,
that is, if and only if Rno bugs0 < 1. Thus, in the absence of bugs, either expression (4.3..59) or
Rno bugs0 could be considered as the basic reproduction number, on the basis that we have shown the
disease-free equilibrium to be locally asymptotically stable if and only if either of these expressions
is less than 1.
4.3.9. Uniform weak persistence of Chagas disease in the presence of vectors
This subsection will establish the conditions under which Chagas disease persists, in the situation
when there are both humans and vectors. As a preliminary result, in Proposition 4.12 we establish
that if the number of infectious vectors Iv(t) remains uniformly small then so do the numbers of
infectious humans in both the acute and chronic phases, Iha(t) and Ihc(t).
Proposition 4.12. In system (4.2..3), suppose that the assumptions of Proposition 4.6 hold and
that Bh(Sh) satisfies Assumption (B1). Suppose also that δ in Proposition 4.6 satisfies δ ≥ S0h.
Assume further that, for some small positive real number ,
lim sup
t→∞
Iv(t) < . (4.3..60)
Then there exist positive constants c1 and c2 such that
lim sup
t→∞
Iha(t) ≤ c1 and lim sup
t→∞
Ihc(t) ≤ c2. (4.3..61)
Proof. Since the inequality in (4.3..60) is strict, for sufficiently large t we have
Iv(t) < .
Also we have Bh(Nh(t)) ≤ Bh(δ) by Proposition 4.6 and the fact that Bh(·) is decreasing. Then,
from the equations for the Iha and Ihc components in system (4.2..3), we find that
dIha(t)
dt
≤ Bh(δ)(qapaIha(t) + qcpcIhc(t)) + βvh− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t).
(4.3..62)
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By a comparison argument, which is valid since the off-diagonal terms in the right hand sides
of (4.3..62) have positive coefficients,
Iha(t) ≤ I¯ha(t) and Ihc(t) ≤ I¯hc(t),
where (I¯ha(t), I¯hc(t)) is the solution of the system
dI¯ha(t)
dt
= Bh(δ)(qapaI¯ha(t) + qcpcI¯hc(t)) + βvh− (µh + δha + νa + ζ)I¯ha(t),
dI¯hc(t)
dt
= ζI¯ha(t)− (µh + δhc)I¯hc(t),
(4.3..63)
satisfying (I¯ha(0), I¯hc(0)) = (Iha(0), Ihc(0)). In matrix form
d
dt
(
I¯ha(t)
I¯hc(t)
)
=
(
Bh(δ)qapa − (µh + δha + νa + ζ) Bh(δ)qcpc
ζ −(µh + δhc)
)(
I¯ha(t)
I¯hc(t)
)
+
(
βvh
0
)
= A
(
I¯ha(t)
I¯hc(t)
)
+
(
βvh
0
)
.
Recall that the solution of the vector-matrix system
v′(t) = Av(t) + f(t), v(0) = c,
where v, f and c are n dimensional vectors and A is an n× n constant matrix, is
v(t) =
∫ t
0
eA(t−s)f(s)ds+ eAtc,
where eAt refers to the exponential of a matrix. We need to find a condition which ensures that the
eigenvalues of A have a negative real parts. Since we have assumed that the lower bound δ for Nh(t)
satisfies δ ≥ S0h. Then by diagonalising this matrix, we get
A = P−1DP,
where
D =
(
λ1 0
0 λ2
)
and λ1 and λ2 are the eigenvalues of A. Then, using that Bh(·) is decreasing,
Tr (A) = Bh(δ)qapa − (µh + δha + νa + ζ)− (µh + δhc)
≤ Bh(S0h)qapa − (µh + δha + νa + ζ)− (µh + δhc)
= µhqapa − (µh + δha + νa + ζ)− (µh + δhc)
< 0,
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since qa ≤ 1 and pa ≤ 1. Also
Det (A) = (µh + δhc)(µh + δha + νa + ζ −Bh(δ)qapa)− ζBh(δ)qcpc
≥ (µh + δhc)(µh + δha + νa + ζ −Bh(S0h)qapa)− ζBh(δ)qcpc
≥ (µh + δhc)(µh + δha + νa + ζ − µhqapa)− ζBh(S0h)
= (µh + δhc)(δha + νa + ζ + µh(1− qapa))− ζµh
≥ (µh + δhc)(δha + νa + ζ)− ζµh
> 0,
where we have used that Bh(S
0
h) = µh and qa, pa ≤ 1 and pa, pc ≤ 1.
Having shown that Tr (A) < 0 and Det (A) > 0, it follows that the eigenvalues λ1 and λ2 of A
satisfy Reλi < 0, i = 1, 2.
We may now calculate eAt as follows:
eAt =
∞∑
n=0
Antn
n!
.
But
An = P−1DnP = P−1
(
λn1 0
0 λn2
)
P.
Therefore
eAt =
∞∑
n=0
P−1
(
λn1 0
0 λn2
)
P
tn
n!
=
∞∑
n=0
P−1
(
λn1
tn
n!
0
0 λn2
tn
n!
)
P = P−1
(
eλ1t 0
0 eλ2t
)
P.
But Reλ1 < 0 and Reλ2 < 0. Therefore, e
λ1t → 0 and eλ2t → 0 as t→∞, and hence also
eAt →
(
0 0
0 0
)
as t→∞.
Therefore, as t→∞ the solution of (4.3..63) satisfies(
I¯ha(t)
I¯hc(t)
)
→
∫ t
0
eA(t−s)
(
βvh
0
)
ds
=
∫ t
0
P−1
(
eλ1(t−s) 0
0 eλ2(t−s)
)
P
(
βvh
0
)
ds
=P−1
∫ t
0
(
eλ1(t−s) 0
0 eλ2(t−s)
)
dsP
(
βvh
0
)
=P−1
(
1
−λ1 (1− eλ1t) 0
0 1−λ2 (1− eλ2t)
)
P
(
βvh
0
)
.
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But when t→∞, eλ1t and eλ2t → 0, since Reλ1,Reλ2 < 0. Therefore, as t→∞, we have(
I¯ha(t)
I¯hc(t)
)
→P−1
(
1
−λ1 0
0 1−λ2
)
P
(
βvh
0
)
=−
(
P−1
(
λ1 0
0 λ2
)
P
)−1(
βvh
0
)
=− A−1
(
βvh
0
)
=
1
(Bh(δ)qapq − (µh + δha + νa + ζ))(µh + δhc) + ζBh(δ)qcpc
(
−(µh + δhc)βvh
−ζβvh
)
.
Then
I¯ha(t)→ −(µh + δhc)βvh
(Bh(δ)qapq − (µh + δha + νa + ζ))(µh + δhc) + ζBh(δ)qcpc
I¯hc(t)→ −ζβvh
(Bh(δ)qapq − (µh + δha + νa + ζ))(µh + δhc) + ζBh(δ)qcpc .
These expressions are positive, since we showed earlier that DetA > 0. Therefore,
lim sup
t→∞
Iha(t) ≤ lim
t→∞
I¯ha(t) = c1,
lim sup
t→∞
Ihc(t) ≤ lim
t→∞
I¯ha(t) = c2,
where
c1 =
−(µh + δhc)βvh
(Bh(δ)qapq − (µh + δha + νa + ζ))(µh + δhc) + ζBh(δ)qcpc ,
c2 =
−ζβvh
(Bh(δ)qapq − (µh + δha + νa + ζ))(µh + δhc) + ζBh(δ)qcpc .
and the proof is complete.
It follows that Iha(t) and Ihc(t) remain uniformly small when Iv(t) does. The quantities c1 and
c2 in (4.3..61) are upper bounds on the limit superiors of Iha(t) and Ihc(t). Any given quantities
that exceed these bounds become upper bounds for the functions Iha(t) and Ihc(t) themselves (not
just their limsups) for t sufficiently large. It follows that, for any given constants c∗1 > c1 and c
∗
2 > c2,
we have, for sufficiently large t,
Iha(t) ≤ c∗1 and Ihc(t) ≤ c∗2. (4.3..64)
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Henceforth, c∗1 and c
∗
2 will be relabelled as c1 and c2.
Next, we need to prove that both human and vector populations will stay close to their disease-
free steady state values when the disease variables remain small. The following two propositions
establish this.
Proposition 4.13. Suppose that the hypotheses of Propositions 4.6 and 4.12 hold. Suppose further
that, for some small positive real number ,
lim sup
t→∞
Iv(t) < .
Suppose also that Bh(·) is such that
d
dS¯h
(S¯hBh(S¯h)) < µh, (4.3..65)
for all S¯h > 0. Then for sufficiently small ,
Sˆ0h() ≤ lim inft→∞ Sh(t) ≤ lim supt→∞ Sh(t) ≤ S¯
0
h(), (4.3..66)
where S¯0h() and Sˆ
0
h() satisfy
Bh(S¯0h())(S¯
0
h() + qa(1− pa)c1+qc(1− pc)c2)− µhS¯0h() + νac1 = 0,
Bh(Sˆ0h() + c1+ c2)− µh =
βvh
Sˆ0h()
.
Proof. We know from previous results that if
lim sup
t→∞
Iv(t) < 
then for all t sufficiently large there exist positive real numbers c1 and c2 such that
Iv(t) ≤ , Iha(t) ≤ c1 and Ihc(t) ≤ c2.
By the first equation of system (4.2..3) we have
dSh(t)
dt
≤ Bh(Sh(t) + Iha(t) + Ihc(t))(Sh(t) + qa(1− pa)c1+ qc(1− pc)c2)− µhSh(t) + νac1
≤ Bh(Sh(t))(Sh(t) + qa(1− pa)c1+ qc(1− pc)c2)− µhSh(t) + νac1.
Then
Sh(t) ≤ S¯h(t)
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where S¯h satisfies
dS¯h(t)
dt
= Bh(S¯h(t))(S¯h(t) + qa(1− pa)c1+ qc(1− pc)c2)− µhS¯h(t) + νac1 := H1(S¯h(t)).
Define H1(S¯h) as the right hand side of this, so that
dS¯h(t)
dt
= H1(S¯h).
We explore the properties of the function H1(·). Note that H1(0) > 0 and
H ′1(S¯h) = Bh(S¯h) +B
′
h(S¯h)(S¯h + qa(1− pa)c1+ qc(1− pc)c2)− µh
≤ Bh(S¯h) +B′h(S¯h)S¯h − µh
=
d
dS¯h
(
S¯hBh(S¯h)
)− µh
< 0,
where we use that Bh(·) is decreasing and also that ddS¯h
(
S¯hBh(S¯h)
)−µh < 0 by hypothesis. However,
Bh(∞) = 0, therefore, for all S¯h sufficiently large, Bh(S¯h) < µh/2 and therefore
H1(S¯h) = Bh(S¯h)S¯h +Bh(S¯h)(qa(1− pa)c1+ qc(1− pc)c2)− µhS¯h + νac1
≤ µh
2
S¯h +Bh(0)(qa(1− pa)c1+ qc(1− pc)c2)− µhS¯h + νac1
= −µh
2
S¯h +Bh(0)(qa(1− pa)c1+ qc(1− pc)c2) + νac1
< 0,
when S¯h is sufficiently large.
So the function H1 has the properties that H1(0) > 0, H1(S¯h) is decreasing and negative for
sufficiently large S¯h. It follows that the one dimensional ODE
dS¯h
dt
= H1(S¯h) has a unique positive
stable steady state that we call S¯0h(). Moreover, when  = 0, this ODE becomes
dS¯h
dt
= Bh(S¯h)S¯h − µhS¯h,
so that S¯0h(0) = S
0
h as defined in (4.3..17). Also, by continuity, S¯
0
h()→ S0h as → 0. By comparison,
lim sup
t→∞
Sh(t) ≤ lim
t→∞
S¯h(t) = S¯0h(). (4.3..67)
It follows that, for t sufficiently large,
Sh(t) ≤ S¯0h() + ,
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so that, for sufficiently small , Sh(t) is bounded above by a quantity close to S
0
h.
To obtain an asymptotic lower bound for Sh(t), note that from the first equation of system (4.2..3)
dSh(t)
dt
≥ Bh(Sh(t) + c1+ c2)Sh(t)− βvh− µhSh(t).
Therefore
Sh(t) ≥ Sˆh(t),
where Sˆh(t) satisfies
dSˆh(t)
dt
= Bh(Sˆh(t) + c1+ c2)Sˆh − βvh− µhSˆh.
The steady states of this model satisfy
Bh(Sˆ0h() + c1+ c2)− µh =
βvh
Sˆ0h()
. (4.3..68)
We can argue the existence, for small  > 0, of a root of (4.3..68) that is close to S0h satisfying
(4.3..17). The left hand side of (4.3..68) decreases with Sˆh and equals Bh(c1+ c2)− µh at Sˆh = 0.
Moreover, Bh(0)−µh > 0 by Assumption (B1) and therefore by continuity Bh(c1+ c2)−µh > 0 for
 sufficiently small. Also, the left hand side of (4.3..68) tends to −µh as Sˆh → ∞. Let us visualise
the graph of the left hand side of (4.3..68) as a function of Sˆh, plotted on the same axes as the graph
of the right hand side βvh/Sˆh. The right hand side is a hyperbola which, for  sufficiently small, can
be seen to intersect with the graph of the left hand side at a value Sˆ0h() that will approach S
0
h as
 → 0, and also at a very small value that will become irrelevant if we choose the initial condition
appropriately. Thus, by comparison
lim inf
t→∞
Sh(t) ≥ lim
t→∞
Sˆh(t) = Sˆ0h(). (4.3..69)
Therefore, for sufficiently small , Sh(t) is bounded below by a quantity close to S
0
h. In summary,
Sˆ0h() ≤ lim inft→∞ Sh(t) ≤ lim supt→∞ Sh(t) ≤ S¯
0
h(), (4.3..70)
and Sˆ0h() and S¯
0
h() both approach S
0
h as  → 0. This proves that when the I variables remain
small, Sh(t) remains close to S
0
h and this fact will be important when we prove persistence of the
disease.
Proposition 4.14. Suppose that the hypotheses of Propositions 4.6 and 4.12 hold. Suppose further
that Bv(·) is increasing and satisfies Assumption (B2). Let  > 0 be any small number such that
lim sup
t→∞
Iv(t) < .
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Then Sv(t) remains close to its steady state value S
0
v , that is
Sˆ0v() ≤ lim inf
t→∞
Sv(t) ≤ lim sup
t→∞
Sv(t) ≤ S¯0v(), (4.3..71)
where S¯0v and Sˆ
0
v respectively satisfy
Bv(S¯0v() + ) = µvS¯
0
v(), (4.3..72)
and
Bv(Sˆ0v()) =
(
βha,v
c1
Sˆ0h()
+ βhc,v
c2
Sˆ0h()
+ µv
)
Sˆ0v(). (4.3..73)
Proof. Let  > 0 be any small number such that
lim sup
t→∞
Iv(t) < .
Note first that Iv(t) <  for t sufficiently large. We start first by establishing the upper bound for
Sv(t). From the fourth equation in (4.2..3) we have
dSv(t)
dt
≤ Bv(Nv(t))− µvSv(t).
Since Bv(·) is an increasing function, and since Nv(t) = Sv(t) + Iv(t), for t sufficiently large we get
dSv(t)
dt
≤ Bv(Sv(t) + )− µvSv(t).
Therefore, by comparison theorems in Smith [41], Sv(t) ≤ S¯v(t) where S¯v(t) satisfies
dS¯v(t)
dt
= Bv(S¯v(t) + )− µvS¯v(t).
As t→∞, S¯v(t) converges to the unique positive steady state S¯0v() that satisfies (4.3..72):
Bv(S¯0v() + ) = µvS¯
0
v().
Therefore, by comparison
lim sup
t→∞
Sv(t) ≤ lim
t→∞
S¯v(t) = S¯0v().
Moreover, as → 0, S¯0v()→ S0v , where S0v satisfies (4.3..18).
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Similarly, we establish the lower bound for Sv(t) using the fourth equation of (4.2..3). With the
help of Proposition 4.12 and since Bv(·) is increasing, we can write
dSv(t)
dt
≥ Bv(Sv(t))− βha,v c1
Nh(t)
Sv(t)− βhc,v c2
Nh(t)
Sv(t)− µvSv(t)
= Bv(Sv(t))−
(
βha,v
c1
Nh(t)
+ βhc,v
c2
Nh(t)
+ µv
)
Sv(t).
From Proposition 4.13, for t sufficiently large, using that Nh(t) = Sh(t) + Iha(t) + Ihc(t) ≥ Sh(t) ≥
Sˆ0h(), we have
dSv(t)
dt
≥ Bv(Sv(t))−
(
βha,v
c1
Sˆ0h()
+ βhc,v
c2
Sˆ0h()
+ µv
)
Sv(t),
for t sufficiently large. Therefore, by comparison, Sv(t) ≥ Sˆv(t) where Sˆv(t) satisfies
dSˆv(t)
dt
= Bv(Sˆv(t))−
(
βha,v
c1
Sˆ0h()
+ βhc,v
c2
Sˆ0h()
+ µv
)
Sˆv(t). (4.3..74)
Thus,
lim inf
t→∞
Sv(t) ≥ lim
t→∞
Sˆv(t) = Sˆ0v(), (4.3..75)
where Sˆ0v() satisfies (4.3..73) and as → 0, Sˆ0v()→ S0v . This means that Sv(t) remains close to its
steady state value when disease is present at a very low level.
With the use of the previous results we can state the following theorem, our main result on
persistence of Chagas disease.
Theorem 4.15. Suppose that Assumptions (B1) and (B2) hold and that R0 > 1, where R0 is given
by (4.3..26). Suppose further that the hypotheses of Propositions 4.12, 4.13 and 4.14 hold. Then
there exists  > 0 such that
lim sup
t→∞
Iv(t) ≥ , (4.3..76)
for all solutions of system (4.2..3) such that Sh(0) > 0, Iha(0) > 0, Ihc(0) > 0, Sv(0) > 0 and
Iv(0) > 0.
Proof. We prove the theorem by contradiction. Suppose that for every  > 0 there is a solution of
system (4.2..3) such that
lim sup
t→∞
Iv(t) < .
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Then, by Proposition 4.12,
lim sup
t→∞
Iha(t) ≤ c1 and lim sup
t→∞
Ihc(t) ≤ c2,
for some constants c1 > 0 and c2 > 0. It follows that there exist larger constants (still denoted as c1
and c2) such that, for all t sufficiently large,
Iv(t) ≤ , Iha(t) ≤ c1, and Ihc(t) ≤ c2.
Also, by Propositions 4.13 and 4.14, we have that for t sufficiently large
Sˆ0h() ≤ Sh(t) ≤ S¯0h(),
where both Sˆ0h() and S¯
0
h() approach S
0
h as → 0, and
Sˆ0v() ≤ Sv(t) ≤ S¯0v(),
where Sˆ0v() and S¯
0
v() both approach S
0
v as → 0.
Recall that S0h and S
0
v satisfy (4.3..17) and (4.3..18), respectively. We use the above estimates
to obtain differential inequalities for the variables Iha, Ihc and Iv. From the second, third and fifth
equations of system (4.2..3), using that Bh(·) is decreasing we have
dIha(t)
dt
≥ Bh(S¯0h() + c1+ c2)(qapaIha(t) + qcpcIhc(t))
+ βvh
Sˆ0h()Iv(t)
S¯0h() + c1+ c2
− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t),
dIv(t)
dt
≥ βha,v Sˆ
0
v()Iha(t)
S¯0h() + c1+ c2
+ βhc,v
Sˆ0v()Ihc(t)
S¯0h() + c1+ c2
− µvIv(t).
The right hand side of this system has the structure that allows us to apply a well known comparison
theorem (namely, Theorem 5.1.1 on page 78 of Smith [41]) which allows us to state that Iha ≥
Iha, Ihc ≥ Ihc and Iv ≥ Iv, where Iha, Ihc and Iv are the solutions (satisfying the same initial data as
Iha, Ihc and Iv) of the system
dIha(t)
dt
= Bh(S¯0h() + c1+ c2)(qapaIha(t) + qcpcIhc(t))
+ βvh
Sˆ0h()Iv(t)
S¯0h() + c1+ c2
− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t),
dIv(t)
dt
= βha,v
Sˆ0v()Iha(t)
S¯0h() + c1+ c2
+ βhc,v
Sˆ0v()Ihc(t)
S¯0h() + c1+ c2
− µvIv(t).
(4.3..77)
106 4.3. Model analysis
Note that as  approaches zero this system reduces to the linearised system (4.3..19).
Since R0 > 1 by hypothesis, it follows from Lemma 4.5 that at least one eigenvalue of the Jacobian
matrix associated with (4.3..19) must have positive real part. But the Jacobian matrix associated
with system (4.3..77) has the same structure as the Jacobian matrix associated with (4.3..19), and
approaches it as → 0 since S¯0h()→ S0h and Sˆ0v()→ S0v in this limit. Therefore, by continuity, for
 sufficiently small the Jacobian matrix associated with (4.3..77) has an eigenvalue with positive real
part. So for all  > 0 sufficiently small,
Iha(t) ≥ Iha(t)→∞,
Ihc(t) ≥ Ihc(t)→∞,
Iv(t) ≥ Iv(t)→∞,
as t→∞.
This is clearly a contradiction to the initial assumption at the start of the proof that for every
 > 0 we can find a solution such that lim supt→∞ Iv(t) <  holds. The proof of uniform weak
persistence of the disease is complete.
Next, we prove that, for our system (4.2..3), uniform weak disease persistence implies strong
uniform disease persistence.
4.3.10. Strong uniform persistence in presence of vectors
To establish that we have strong uniform persistence we use Theorem 2 in Freedman and Moson [17].
Theorem 2 is an alternative version of Theorem 1. Both of them, stated below, are taken from
Freedman and Moson [17].
Theorem 1. Let F be a continuous, dissipative flow on a set E with metric d. Let ∂F be the
restriction of F to ∂E (assume invariant under F). Then weak uniform persistence implies strong
uniform persistence.
Theorem 2. In Theorem 1, if the dissipativity hypothesis is replaced by a hypothesis that ∂E
is compact, then again weak uniform persistence implies strong persistence.
For system (4.2..3), E = R5+ and ∂E = {(Sh, Iha, Ihc, Sv, Iv) ∈ R5+ : Iha = Ihc = Iv = 0}. Note
that ∂E is invariant under F because if Iha(0) = 0, Ihc(0) = 0 and Iv(0) = 0 then Iha(t) = Ihc(t) =
Iv(t) = 0 for all t > 0. Since we are using Theorem 2 in Freedman and Moson [17], it remains to
check if ∂E is a compact set.
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Theorem 4.16. Suppose the hypotheses of Theorem 4.15 hold, so that we have uniform weak per-
sistence of Chagas disease. Suppose further that, in the absence of disease, the Sv equation of the
system (4.2..3) admits a stable steady state S0v satisfying (4.3..18). Then, in fact, we have uniform
strong persistence of Chagas disease in the sense that solutions remain bounded away from ∂E, more
precisely, there exists  > 0, which is independent of the initial data, such that
lim inf
t→∞
Iv(t) > . (4.3..78)
Proof. We take ∂E to be of the form
∂E = {(Sh, Iha, Ihc, Sv, Iv) ∈ R5+ : Iha = Ihc = Iv = 0, 0 ≤ Sh ≤Mh, 0 ≤ Sv ≤Mv},
where Mh and Mv are to be found (and need to chosen such that ∂E is invariant). Adding up the
first three equations of (4.2..3) we get
dNh(t)
dt
≤ Bh(Nh(t))Nh(t)− µhNh(t),
using that qa, pa ∈ [0, 1] and qc, pc ∈ [0, 1]. Therefore, Nh(t) ≤ N¯h(t), where N¯h(t) satisfies
dN¯h(t)
dt
=
(
Bh(N¯h(t))− µh
)
N¯h(t).
This differential equation has S0h as a steady state (recall that S
0
h satisfies Bh(S
0
h) = µh).
Assume that Bh(·) is a decreasing positive function such that
Bh(x) > µh when x < S
0
h,
Bh(x) < µh when x > S
0
h.
Then
lim
t→∞
N¯h(t) = S
0
h,
and therefore
lim sup
t→∞
Nh(t) ≤ S0h.
Therefore, we can choose Mh = S
0
h.
Suppose now that Sh(0) ∈ [0, S0h]. We claim that Sh(t) ∈ [0, S0h] for all t > 0. This will be true if
Nh(t) ∈ [0, S0h] for all t > 0. Now, since we start in ∂E we have
Nh(0) = Sh(0) + Iha(0) + Ihc(0)
= Sh(0)
≤ S0h.
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We claim that Nh(t) ∈ [0, S0h]. Since Nh(t) is positive we only have to show that Nh(t) ≤ S0h. Suppose
that Nh(t) leaves the interval [0, S
0
h], having started inside that interval. Then there exists a time t
∗
such that Nh(t
∗) = S0h and N
′
h(t
∗) ≥ 0. But
N ′h(t
∗) ≤ Bh(Nh(t∗))Nh(t∗)− µhNh(t∗)
= (Bh(S
0
h)− µh)S0h
= 0,
where we used (4.3..17), giving a contradiction unless N ′h(t
∗) = 0. But in that case Nh(t) should
stay at S0h for all t > t
∗, and not rise above S0h. Therefore, [0, S
0
h] is an invariant set for Nh(t) and
therefore also for Sh(t) since Sh(0) = Nh(0) for solutions starting in ∂E and Sh(t) ≤ Nh(t).
Next, we need to find Mv so that [0,Mv] is invariant for the function Sv(t). This establishes that
∂E is invariant and compact. Adding the equations of Sv and Iv of (4.2..3),
dNv(t)
dt
= Bv(Nv(t))− µvNv(t). (4.3..79)
Our candidate for Mv is S
0
v , where S
0
v satisfies (4.3..18). Suppose Sv(0) ∈ [0, S0v ]. Since Sv(t) remains
non-negative it is sufficient to show that Sv(t) ≤ S0v for all t ≥ 0. Since Sv(t) ≤ Nv(t), it is sufficient
to show that Nv(t) ≤ S0v for all t ≥ 0. Suppose that this is false, i.e. that Nv(t) gets above S0v . Then
there exists t∗ > 0 such that Nv(t∗) = S0v and N
′
v(t
∗) ≥ 0. But, by (4.3..18), S0v is a steady state of
the one-dimensional ODE (4.3..79) and therefore, by the uniqueness of solutions of the initial value
problem for such equations, if there exists t∗ such that Nv(t∗) = S0v , then it follows (since S
0
v is a
steady state) that we must have Nv(t) = S
0
v for all t > t
∗ and therefore that Nv(t) can not in fact
rise above S0v , giving a contradiction.
4.3.11. Final susceptible human population limt→∞ Sh(t) when Bh(Nh) ≡ B∗h = µh
In this subsection we revisit the situation when Bh(Nh) ≡ B∗h = µh, considered earlier in this chapter.
It was shown near the start of Subsection 4.3.5. that, in this situation, the total human population
Nh(t) is decreasing. Since Nh(t) ≥ 0 it follows that Nh(t) approaches a limit as t → ∞. Since
Sh(t) = Nh(t) − Iha(t) − Ihc(t), and since Iha(t) and Ihc(t) both approach zero (by the analysis of
Subsection 4.3.5.), it follows that Sh(t) must tend to a limit as t → ∞ (and, of course, this limit
equals the limit approached by Nh(t)).
Let S∗h = limt→∞ Sh(t). We know from the above reasoning that S
∗
h exists. Actually finding S
∗
h is
extremely difficult, but in this subsection we are able to determine S∗h implicitly (as the root of an
equation that is itself difficult to write down explicitly). The analysis of this subsection only works in
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the situation of a small outbreak of Chagas, in which the number of infectious vectors (and therefore
also the numbers of infectious humans) are never very high and therefore the number of susceptible
humans is never much less than the total number of humans.
We assume that, throughout the course of the epidemic, the number of infectious vectors Iv(t)
never gets very high so that, throughout the epidemic, Sh(t) ' Nh(t). Here we use the result that
was proved in Proposition 4.12, that if  > 0 is a small number such that Iv(t) ≤  for all time then
there exist c1 and c2 such that Iha(t) ≤ c1 and Ihc(t) ≤ c2 for all t > 0. With Sh(t) ' Nh(t) the
model equations (4.2..3) can be approximated by:
dSh(t)
dt
= µh(qa(1− pa)Iha(t) + qc(1− pc)Ihc(t))− βvhIv(t) + νaIha(t),
dIha(t)
dt
= µh(qapaIha(t) + qcpcIhc(t)) + βvhIv(t)− (µh + δha + νa + ζ)Iha(t),
dIhc(t)
dt
= ζIha(t)− (µh + δhc)Ihc(t),
dIv(t)
dt
= βha,v
S∗v
S∗h
Iha(t) + βhc,v
S∗v
S∗h
Ihc(t)− µvIv(t).
(4.3..80)
The fourth equation of the original system (4.2..3) does not feature in (4.3..80), but it is used to
calculate the steady state number of susceptible vectors S∗v at the disease-free steady state. Here we
make the assumption that, since we are considering a small outbreak in which the variables Iha, Ihc
and Iv all remain close to zero, that Sv(t) will never be very far from S
∗
v and therefore we can make
the approximation that Sv(t) ≡ S∗v for all t. The quantity S∗v is determined from the equation
Bv(S
∗
v) = µvS
∗
v ,
on the assumption that Bv(·) has properties that are both realistic and sufficient to guarantee the
existence of a unique solution S∗v > 0 to this equation. In this sense we may consider S
∗
v as a known
quantity, but S∗h, which appears in the right hand side of the fourth equation of (4.3..80), is not
known in advance. In fact, S∗h is what we are trying to find.
Note that the last three equations of (4.3..80) form a decoupled system determining Iha(t), Ihc(t)
and Iv(t). With those variables determined, the first equation can then be solved for Sh(t). In matrix
form, the last three equations become
d
dt

Iha
Ihc
Iv
 =

µhqapa − (µh + δha + νa + ζ) µhqcpc βvh
ζ −(µh + δhc) 0
βha,v
S∗v
S∗h
βhc,v
S∗v
S∗h
−µv


Iha
Ihc
Iv
 . (4.3..81)
We are making the assumption here that the numbers of infectious vectors and infectious humans,
Iv(t), Iha(t) and Ihc(t) remain small for all time and therefore we need to assume that R0 < 1, where
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R0 is defined in (4.3..26). If in fact R0 > 1, then the disease epidemic initially gets worse. If R0 > 1
the I variables initially grow, and thus our assumption that they always remain small would be
violated. Actually, even when R0 > 1 the I variables, after an initial period of growth, eventually
decrease and approach zero as we showed in Section 4.3.5. under just the condition Bh(Nh) ≡ µh,
irrespective of the value of R0. But it is important for this current subsection that the I variables
remain small for all time, and thus we must assume that R0 < 1. Under these circumstances the
matrix in the above linear system (4.3..81) has three eigenvalues λi, i = 1, 2, 3, all of which satisfy
Reλi < 0.
Let A(S∗h) denote the matrix in system (4.3..81), where we emphasize the dependence on the
quantity S∗h since this quantity is unknown and our central aim is to find it. Then
Iha(t)
Ihc(t)
Iv(t)
 = eA(S∗h)t

Iha(0)
Ihc(0)
Iv(0)
 , (4.3..82)
where eA is the exponential of the matrix A. Therefore
Iha(t) = {eA(S∗h)t}1,1Iha(0) + {eA(S∗h)t}1,2Ihc(0) + {eA(S∗h)t}1,3Iv(0),
Ihc(t) = {eA(S∗h)t}2,1Iha(0) + {eA(S∗h)t}2,2Ihc(0) + {eA(S∗h)t}2,3Iv(0),
Iv(t) = {eA(S∗h)t}3,1Iha(0) + {eA(S∗h)t}3,2Ihc(0) + {eA(S∗h)t}3,3Iv(0),
where {B}i,j denotes the (i, j) entry of a matrix B. From the first differential equation of (4.3..80),
S∗h − Sh(0) =
∫ ∞
0
dSh(t)
dt
dt
= (µhqa(1− pa) + νa)
∫ ∞
0
Iha(s) ds+ µhqc(1− pc)
∫ ∞
0
Ihc(s) ds− βvh
∫ ∞
0
Iv(s) ds,
(4.3..83)
where Iha(t), Ihc(t) and Iv(t) are given by the above expressions. In practice, each entry {eA(S∗h)t}i,j
of the matrix eA(S
∗
h)t involves decaying exponentials since we assume that R0 < 1 and therefore every
eigenvalue of A(S∗h) has negative real part.
Equation (4.3..83) is an equation that indirectly determines S∗h, which features in both the left
hand side, and the right hand side via eA(S
∗
h)t. In order to solve (4.3..83), first we need to find∫∞
0
{eA(S∗h)t}i,j dt. Since we know that all eigenvalues of A have a negative real parts, we claim that∫ ∞
0
eAtdt = −A−1.
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We prove this by showing that A
∫∞
0
eAtdt = −I, where I is the identity matrix, as follows:
A
∫ ∞
0
eAtdt =
∫ ∞
0
AeAtdt
=
∫ ∞
0
(
d
dt
eAt
)
dt
=
(
eAt
)
t=∞ − I
=
(
P−1
(
eλ1t 0
0 eλ2t
)
P
)
t=∞
− I
= 0− I
= −I,
provided that λ1 and λ2 have negative real parts. It follows that
∫ ∞
0
{eAt}i,jdt = −{A−1}i,j.
So to calculate
∫∞
0
{eA(S∗h)t}i,j dt in (4.3..83), we can equivalently calculate −{(A(S∗h))−1}i,j. Since
A(S∗h) is the matrix in system (4.3..81) which is
A(S∗h) =

µhqapa − (µh + δha + νa + ζ) µhqcpc βvh
ζ −(µh + δhc) 0
βha,v
S∗v
S∗h
βhc,v
S∗v
S∗h
−µv
 , (4.3..84)
it follows that
(A(S∗h))
−1 =
1
D

m1,1 m1,2 m1,3
m2,1 m2,2 m2,3
m3,1 m3,2 m3,3
 , (4.3..85)
where
D = (µhqapa − (µh + δha + νa + ζ))(µh + δhc)µv + µhqcpcζµv + βvhS
∗
v
S∗h
(βhc,vζ + βha,v(µh + δhc)),
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and
m1,1 = µv(µh + δhc),
m1,2 = µvµhqcpc + βvhβhc,v
S∗v
S∗h
,
m1,3 = βvh(µh + δhc),
m2,1 = µvζ,
m2,2 = µv(µh + δha + νa + ζ − µhqapa)− βvhβha,vS
∗
v
S∗h
,
m2,3 = βvhζ,
m3,1 = βhc,vζ
S∗v
S∗h
+ βha,v
S∗v
S∗h
(µh + δhc),
m3,2 = −βhc,vS
∗
v
S∗h
(µhqapa − (µh + δha + νa + ζ)) + βha,vS
∗
v
S∗h
µhqcpc,
m3,3 = −(µh + δhc)(µhqapa − (µh + δha + νa + ζ))− ζµhqcpc.
Then (4.3..83) will become
S∗h − Sh(0) =
1
D
((µhqa(1− pa) + νa){−m1,1Iha(0)−m1,2Ihc(0)−m1,3Iv(0)}
+ µhqc(1− pc){−m2,1Iha(0)−m2,2Ihc(0)−m2,3Iv(0)}
−βvh{−m3,1Iha(0)−m3,2Ihc(0)−m3,3Iv(0)}) ,
(4.3..86)
with the coefficients mi,j, some of which depend on S
∗
h, defined as above. This dependence of some of
the mi,j on S
∗
h is such as to enable (4.3..86) to be rewritten as a quadratic equation (with extremely
complicated coefficients) in S∗h. Thus, in the end, S
∗
h is determined explicitly. But, of course, we
must recall the assumption made at the outset that the number of infectious individuals remains low
throughout the course of the epidemic. Thus, the final number of surviving susceptible humans S∗h
can be determined only under such an assumption.
4.4. Numerical simulations
In this section we investigate the consistency of some of our theoretical results with the outcomes
of numerical simulations. We are simulating the solutions in two situations, when R0 < 1 and when
R0 > 1, where R0 is defined by (4.3..26). In both situations, we fix the parameters µh, µv, qa, qc,
pa, pc, δha, δhc, βvh, βha,v and βhc,v which are either natural rates or hard to control in real life.
The values taken for these parameters are: µh = 0.7, µv = 1.2, δha = 0.2, δhc = 0.5, qa = 0.1, pa =
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0.1, qc = 0.3, pc = 0.1, βvh = 3, βha,v = 0.2, βhc,v = 2.6. Beside that, we vary the values of the per-
capita recovery rate νa and the progression from the acute stage to the chronic stage ζ which can
be controlled by treatment procedures. The variation of νa and ζ can either decrease or increase
the value of R0 making it either less than or greater than one. In this way we can investigate the
behaviour of the solutions for different values of R0. Moreover, we need to specify the functions Bh(·)
and Bv(·). Since the per-capita natural birth rate function Bh(·) is assumed to be a strictly decreasing
function with Bh(0) > µh and Bh(∞) = 0, an exponential function with a negative exponent can fit
these properties. Therefore, we take
Bh(Nh(t)) = 50e
− 1
100
Nh(t). (4.4..1)
For the bugs birth rate Bv(·), we take
Bv(Nv(t)) = 100Nv(t)e
− 1
200
Nv(t). (4.4..2)
Also, in order to evaluate R0 we need to find the values of S
0
h and S
0
v . These values satisfy equations
(4.3..17) and (4.3..18), respectively. So, S0h = 426.87 and S
0
v = 884.57. Recall that S
0
h and S
0
v are the
disease-free steady state values where the other components are zero.
When R0 < 1 the disease-free steady state is stable and solutions stabilise at S
0
h = 426.87 and
S0v = 884.57, as Figure 4.4 shows.
By varying the νa and ζ values so that R0 increases beyond one, solutions tend to an endemic
steady state which is consistent with the theoretical results gained previously, as shown in Figure 4.5.
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Figure 4.4: Simulation of system (4.2..3) when R0 < 1. We took νa = 7 and ζ = 0.4.
Figure 4.5: Simulation of system (4.2..3) when R0 > 1. We took νa = 6.7 and ζ = 3.3.
5
Spatial spread of Chagas disease
5.1. Introduction
Diseases related to non-flying insects, such as Chagas disease, are usually considered to be regional
diseases. However, although non-flying insects have extremely limited capacity for independent
movement over appreciable distances, they can and do use animals as vehicles for migration into new
territories. Many highly mobile species can act as reservoir hosts (see, for example, [23]) and play an
important role in the spatial spread of a disease over great distances. Reservoir species can include
racoons, woodrats, opossums and also domestic animals such as dogs. In vector-borne diseases such
as Chagas disease, the presence of an infected reservoir alone does not pose a risk to the target
host (humans). The vector bugs themselves must be present and come into contact with the target
host [23]. The analysis presented in Chapter 4 confirms this.
The aim of this chapter is to study the spatial spread of Chagas disease and, in particular, to
determine the characteristics of a wave of infection into territory previously free of Chagas disease.
Mathematically, a simple way in which this might happen is via a travelling wave solution that acts
as a connection between the Chagas-free steady state and an endemic steady state. This requires
the use of a mathematical model that allows for movement of bugs, but not necessarily movement of
humans. Chagas can certainly be carried great distances when humans choose to travel, including
between continents, but that is not the scenario we wish to model in this chapter. Our interest is with
the slow spatial spread of a Chagas disease epidemic through a particular region of a country (such
as a state or province) due to the capacity of the bugs to move slowly by themselves or be carried by
animals over somewhat greater distances that remain well below the scale of inter-continental travel.
The scenario we model does not allow for the possibility of movement of humans and is therefore
appropriate for situations in which humans do not really move beyond the villages where they live.
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We have in mind small-scale settlements of humans, probably in remote areas well away from cities,
in which people do not have the need, and probably not the means, to travel. Humans are therefore
considered as static but a wave of disease can spread through space by the slow movement of bugs
which might be using small mammals as vehicles.
For the above reasons, we incorporate spatial dispersal in the vector (bugs) compartment only.
In fact we use a spatially extended version of the model for Chagas disease developed in Chapter
4, which we modify by adding diffusion terms to the equations for the bugs. These diffusion terms
are for the simple case of Fickian diffusion, in which the flux is proportional to the concentration
gradient, which is probably the simplest way to model spatial dispersal and assumes the individuals
are performing a random walk. The model we present in this chapter is a reaction-diffusion system
that can admit travelling wave-front solutions. In addition to the study of travelling wave solutions
and their speed, we also study fundamental properties of the reaction-diffusion system including, in
Section 5.3., positivity and boundedness of solutions. This establishes that the model is basically
sound, in the sense that it does not allow solution components to become negative or to increase
without bound. Then, the speed of the disease epidemic as it travels through space is formally
calculated in Section 5.4. using linearised theory. This raises the question of whether the system is
actually linearly determinate, in other words, does linearised theory correctly predict the wave speed.
We check this solely using numerical simulations of the full initial value problem in Section 5.5.. These
simulations confirm that the linearised analysis does correctly predict the wave speed, in other words,
we can say that the system is linearly determinate.
5.2. The model
As with the model of Chapter 4, we incorporate the dynamics of Chagas disease in vectors (bugs)
and hosts (humans). The model of this chapter is a reaction-diffusion system and therefore the state
variables are no longer considered as numbers of humans or vectors in various states (susceptible,
infectious, etc), but as densities. We take space as one-dimensional. The spatial domain is taken
as finite for the purpose of establishing positivity and boundedness, and as infinite, x ∈ (−∞,∞)
for the purpose of studying travelling wave solutions. We assume, but do not rigorously prove, that
the positivity and boundedness results still hold for the infinite domain on the basis that our finite
domain can be made arbitrarily large. For this chapter we work with the densities (not numbers)
of susceptible and infectious bugs which are Sv(t, x) and Iv(t, x) respectively. By density we mean
the number per unit length. The actual number of susceptible vectors in a short interval [x, x+ dx]
would then be Sv(t, x) dx if dx is infinitesimal, and the number in a finite sized (not necessarily
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small) interval x ∈ [a, b] would be ∫ b
a
Sv(t, x) dx. Even though we do not incorporate diffusion of
humans, we still have to work with the corresponding densities, rather than numbers, of humans in
each compartment. The densities of susceptible, acutely infected and chronically infected humans
are respectively Sh(t, x), Iha(t, x) and Ihc(t, x).
We are modelling the spread of Chagas disease into territory that was previous free of Chagas, in
other words, into regions of space in which the variables were at their respective Chagas-free steady
state values Iha = Ihc = Iv = 0, Sh = S
0
h and Sv = S
0
v before the arrival of disease. The diffusion
terms model (in a simple way, using Fick’s law which is based on a random walk argument) the
spread of the bugs into new locations. We make the simplifying assumption that our diffusion terms
combine all forms of motion of the bugs, whether on their own by crawling around, or over somewhat
greater distances by using mammals such as racoons, woodrats and opossums as vehicles. However,
we neglect the large-scale transport of disease in human populations due to immigration or all forms
of long distance travel of humans across or between continents. The model therefore has limitations
but may be appropriate in scenarios in which people do not have the means or reason to move much.
Vertical transmission of Chagas in humans via infected mothers to their babies is included since it
is one of the major mechanisms for Chagas transmission. We take Bh(·) as the per-capita natural
birth rate for women, a general function that satisfies certain conditions. The total human birth
rate (per unit length, since we are now working with densities) is the per-capita rate multiplied by
Nh(t, x) and is therefore Bh(Nh(t, x))Nh(t, x), where Nh(t, x) = Sh(t, x) + Iha(t, x) + Ihc(t, x) is the
total human population per unit length. Since we are incorporating vertical transmission, let pa be
the probability that an infected pregnant mother passes the disease to her baby while she is in the
acute stage, and pc while she is in the chronic stage of Chagas infection. Thus, pa, pc ∈ [0, 1]. The
birth rate for susceptible humans is
Bh(Nh(t, x))(Sh(t, x) + qa(1− pa)Iha(t, x) + qc(1− pc)Ihc(t, x)), (5.2..1)
where qa and qc model the reduced fertility of infectious humans and 0 ≤ qa ≤ 1, 0 ≤ qc ≤ 1.
Newborn babies who inherited the disease from their infected mothers during the pregnancy are
born in the acute phase of disease. Therefore the vertical transmission term appears only in the Iha
equation and the birth rate for infectious humans is
Bh(Nh(t, x))(qapaIha(t, x) + qcpcIhc(t, x)). (5.2..2)
We assume that Bh(·) is strictly decreasing, and satisfies Bh(0) > µh and Bh(∞) = 0.
As in the Chagas model of the previous chapter, Bv(·) is the birth rate for the vector population
and is a monotone increasing function that satisfies Bv(0) = 0 and Bv(s) > 0 for all s > 0. The
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model parameters have the same interpretations as in the model of the previous chapter and the
horizontal transmission is modelled by the use of a mass action function normalised by the total
population of humans Nh(t, x). Additionally, we add a diffusion term to each of the bug population
equations Sv(t, x) and Iv(t, x) which is Dr
∂2Sv
∂x2
in the Sv equation and Dr
∂2Iv
∂x2
in the Iv equation.
Hence, our Chagas model with diffusion takes the form:
∂Sh
∂t
=Bh(Nh(t, x))(Sh(t, x) + qa(1− pa)Iha(t, x) + qc(1− pc)Ihc(t, x))− βvh Sh(t,x)Iv(t,x)Nh(t,x) − µhSh(t, x) + νaIha(t, x),
∂Iha
∂t
=Bh(Nh(t, x))(qapaIha(t, x) + qcpcIhc(t, x)) + βvh
Sh(t,x)Iv(t,x)
Nh(t,x)
− (µh + δha + νa + ζ)Iha(t, x),
∂Ihc
∂t
=ζIha(t, x)− (µh + δhc)Ihc(t, x),
∂Sv
∂t
=Dr
∂2Sv
∂x2
+Bv(Nv(t, x))− βha,vSv(t, x)Iha(t, x)
Nh(t, x)
− βhc,vSv(t, x)Ihc(t, x)
Nh(t, x)
− µvSv(t, x),
∂Iv
∂t
=Dr
∂2Iv
∂x2
+ βha,v
Sv(t, x)Iha(t, x)
Nh(t, x)
+ βhc,v
Sv(t, x)Ihc(t, x)
Nh(t, x)
− µvIv(t, x).
(5.2..3)
Note we assume that both susceptible and infectious bugs have the same diffusion coefficient Dr.
Initial conditions for this problem consist (except where additional conditions are specified, as
in some of the theorems) of the prescription of non-negative initial data at time t = 0 for each
component of the system. Where a finite domain is under consideration, boundary conditions are of
the homogeneous Neumann type (as in the statement of Theorem 5.1). Where the spatial domain is
x ∈ (−∞,∞) there is no boundary condition as such but it is assumed that each solution component
remains bounded as |x| → ∞.
It would be possible to add diffusion terms with small diffusion coefficients to each of the first
three equations of system (5.2..3), perhaps with a parameter  in front of each of those terms to
emphasize smallness, making it a reaction-diffusion system of a more standard format. This would
actually make the analysis substantially more complicated because it would increase the order of
the system of ordinary differential equations that are obtained after converting to travelling wave
form. This, in turn, would increase the order of the characteristic equation which is already a quartic
equation and is difficult to study. We assume that the results formally obtained in this chapter for
system (5.2..3) correspond to the results that could be obtained for a system containing diffusion
terms in all compartments, in the limit when the diffusivities for the human compartments approach
zero.
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5.3. Positivity and boundedness
We establish positivity and boundedness of solutions of system (5.2..3) for the case of a finite one-
dimensional domain Ω = [0, L], where L > 0 is arbitrary.
Theorem 5.1. Consider system (5.2..3) on a finite domain Ω = [0, L] subject to homogeneous
Neumann boundary conditions for each component at the boundaries, i.e.
∂Sh
∂x
=
∂Iha
∂x
=
∂Ihc
∂x
=
∂Sv
∂x
=
∂Iv
∂x
= 0, at x = 0 and x = L. (5.3..1)
Let the Ai, i = 1, . . . , 5 be as given in Subsection 3.3.2 of Chapter 3, and let
B = [0, A1]× [0, A2]× [0, A3]× [0, A4]× [0, A5],
and suppose the initial data is in B i.e.
Sh(0, x) ∈ [0, A1] ∀x ∈ [0, L],
Iha(0, x) ∈ [0, A2] ∀x ∈ [0, L],
Ihc(0, x) ∈ [0, A3] ∀x ∈ [0, L],
Sv(0, x) ∈ [0, A4] ∀x ∈ [0, L],
Iv(0, x) ∈ [0, A5] ∀x ∈ [0, L].
Then, (Sh(t, x), Iha(t, x), Ihc(t, x), Sv(t, x), Iv(t, x)) ∈ B for all t > 0, x ∈ [0, L].
Proof. Let u = (Sh, Iha, Ihc, Sv, Iv). If u(t, x) leaves B then it must do so at an interior point of
Ω = [0, L]. This follows from a result known as the boundary point lemma (Theorem 7.2.2 on page
124 of Smith (1995) [41]) which states that if the maximum of a solution component is attained at a
boundary point then the normal derivative of the solution at that point is positive. This cannot be
the case because it would contradict the boundary conditions (5.3..1). The boundary point lemma
also states that the normal derivative must be negative at a boundary point where the minimum of
the solution is attained, and this again contradicts the boundary conditions (5.3..1). Therefore, both
maxima and minima of all components are attained at interior points.
Next, we prove that solutions cannot leave B through its upper boundaries Ai, i = 1, . . . , 5.
Suppose that a solution does leave B in this way, and that the first component to so is Sh, in other
words, Sh(t, x) fails to remain in the interval [0, A1] by exiting this interval at A1. Then, since the
maximum of Sh is attained at an interior point, there exists (t
∗, x∗) ∈ (0,∞)× (0, L) such that
Sh(t
∗, x∗) = A1,
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and u(t, x) ∈ int B for all x ∈ (0, L) and all t ∈ (0, t∗). Since Sh(t, x) is trying to get above A1,
Sh(t, x) is rising in time at (t
∗, x∗) and therefore
∂Sh
∂t
(t∗, x∗) ≥ 0. (5.3..2)
However, Sh(t
∗, x), as a function of x ∈ (0, L), has a local maximum at x = x∗ and therefore
∂2Sh
∂x2
(t∗, x∗) ≤ 0.
However, at (t∗, x∗),
∂Sh
∂t
(t∗, x∗) =Bh(A1 + Iha(t∗, x∗) + Ihc(t∗, x∗))(A1 + qa(1− pa)Iha(t∗, x∗) + qc(1− pc)Ihc(t∗, x∗))
− βvh A1Iv(t
∗, x∗)
A1 + Iha(t∗, x∗) + Ihc(t∗, x∗)
− µhA1 + νaIha(t∗, x∗)
≤ Bh(A1)(A1 + qa(1− pa)A2 + qc(1− pc)A3)− µhA1 + νaA2,
using that Bh(·) is decreasing. But, in Chapter 4, Subsection 4.3.2., we established values for the
constants A1, A2, A3, A4, A5 such that
Bh(A1)(A1 + qa(1− pa)A2 + qc(1− pc)A3)− µhA1 + νaA2 < 0.
Thus, ∂Sh
∂t
(t∗, x∗) < 0 which contradicts (5.3..2). For Iha and Ihc the situation is similar.
For Sv, we have the complication that the fourth equation of system (5.2..3) has the Dr
∂2Sv
∂x2
term.
However, if Sv(t, x) is rising above A4 at some interior point of (0, L) at some time, then, at that
time t∗ and corresponding point x∗,
Sv(t
∗, x∗) = A4,
∂Sv
∂t
(t∗, x∗) ≥ 0 and ∂
2Sv
∂x2
(t∗, x∗) ≤ 0.
Therefore,
∂Sv
∂t
(t∗, x∗) ≤ Bv(Sv(t∗, x∗) + Iv(t∗, x∗))− µvSv(t∗, x∗)
= Bv(A4 + Iv(t
∗, x∗))− µvA4,
which can be made negative by the suitable choice of A1, . . . , A5 as explained earlier in Subsection
4.3.2.. The situation for Iv(t, x) is similar.
So far we have proved that Sh(t, x) ≤ A1, Iha(t, x) ≤ A2, Ihc(t, x) ≤ A3, Sv(t, x) ≤ A4 and
Iv(t, x) ≤ A5, and it remains to prove non-negativity of those five variables, in other words, we deal
with the possibility that the first time a solution component exits B, it does so through one of its
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lower boundaries. System (5.2..3) fits within a general framework in which the differential operator
is a second order parabolic operator of the form (see Smith [41], pp. 123-127):
Aiui +
n∑
j=1
hij(t, x)uj, 1 ≤ i ≤ n, (5.3..3)
where each of the Ai is a uniformly parabolic differential operator of the form
Au =
N∑
i,j=1
aij(t, x)
∂2u
∂xi∂xj
+
N∑
i=1
ai(t, x)
∂u
∂xi
− ∂u
∂t
. (5.3..4)
In our case N = 1, since N is the dimension of the spatial domain, so, for each equation of system
(5.2..3), the operator has the form
Au = a(t, x)
∂2u
∂x2
− ∂u
∂t
and thus, in our case, since n = 5,
Aiui +
5∑
j=1
hij(t, x)uj = Di
∂2ui
∂x2
− ∂ui
∂t
+
5∑
j=1
hij(t, x)uj, (5.3..5)
with D1 = D2 = D3 = 0 and D4 = D5 = Dr, and u1 = Sh, u2 = Iha, u3 = Ihc, u4 = Sv and u5 = Iv.
The following is a consequence of Theorem 7.2.5 on page 126 of Smith [41]: if, for all x ∈ (0, L) and
t > 0,
Di
∂2ui
∂x2
− ∂ui
∂t
+
5∑
j=1
hij(t, x)uj ≤ 0, i = 1, . . . , 5, (5.3..6)
then if ui(0, x) ≥ 0 for all x ∈ [0, L], then ui(t, x) ≥ 0 for (t, x) ∈ (0,∞) × [0, L]. If, furthermore,
ui = 0 at a point (t
∗, x∗) ∈ (0,∞) × (0, L) then ui(t, x) ≡ 0 for all (t, x) with t ≤ t∗ and x ∈ [0, L].
We apply this result to our situation.
For i = 1, using the first equation of (5.2..3),
∂u1
∂t
= Bh(u1 + u2 + u3)(u1 + qa(1− pa)u2 + qc(1− pc)u3)− βvh u1u5
u1 + u2 + u3
− µhu1 + νau2
≥ −βvh u1u5
u1 + u2 + u3
− µhu1,
so that
∂u1
∂t
≥ −βvhu5 − µhu1. (5.3..7)
For i = 2, the second equation of (5.2..3) yields
∂u2
∂t
= Bh(u1 + u2 + u3)(qapau2 + qcpcu3) + βvh
u1u5
u1 + u2 + u3
− (µh + δha + νa + ζ)u2
≥ −(µh + δha + νa + ζ)u2. (5.3..8)
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For i = 3, the third equation of (5.2..3) yields
∂u3
∂t
= ζu2 − (µh + δhc)u3 ≥ −(µh + δhc)u3. (5.3..9)
For i = 4, we now have D4 = Dr and thus, from the fourth equation of (5.2..3),
∂u4
∂t
= D4
∂2u4
∂x2
+Bv(u4 + u5)− βha,v u4u2
u1 + u2 + u3
− βhc,v u4u3
u1 + u2 + u3
− µvu4
≥ D4∂
2u4
∂x2
− βha,v u4u2
u1 + u2 + u3
− βhc,v u4u3
u1 + u2 + u3
− µvu4. (5.3..10)
For i = 5, the fifth equation of (5.2..3) yields
∂u5
∂t
= D5
∂2u5
∂x2
+ βha,v
u4u2
u1 + u2 + u3
+ βhc,v
u4u3
u1 + u2 + u3
− µvu5
≥ D5∂
2u5
∂x2
− µvu5. (5.3..11)
In summary,
∂u1
∂t
+ µhu1 + βvhu5 ≥ 0, (5.3..12)
∂u2
∂t
+ (µh + δha + νa + ζ)u2 ≥ 0, (5.3..13)
∂u3
∂t
+ (µh + δhc)u3 ≥ 0, (5.3..14)
∂u4
∂t
−D4∂
2u4
∂x2
+ (βha,v + βhc,v + µv)u4 ≥ 0, (5.3..15)
∂u5
∂t
−D5∂
2u5
∂x2
+ µvu5 ≥ 0. (5.3..16)
The inequality we need is
∂ui
∂t
−Di∂
2ui
∂x2
−
5∑
j=1
hij(t, x)uj ≥ 0, i = 1, . . . 5, (5.3..17)
for bounded functions hij(t, x). These bounded functions can be chosen as
h11 = −µh, h12 = h13 = h14 = 0, h15 = −βvh,
h21 = h23 = h24 = h25 = 0, h22 = −(µh + δha + νa + ζ),
h31 = h32 = h34 = h35 = 0, h33 = −(µh + δhc),
h41 = h42 = h43 = h45 = 0, h44 = −(βha,v + βhc,v + µv),
h51 = h52 = h53 = h54 = 0, and h55 = −µv.
Since these are all bounded functions, the theory described in Smith [41], pp. 123-127, applies and
yields that each component of the solution of system (5.2..3) remains non-negative.
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Remark 5.2. Theorem 7.2.5 on page 126 of Smith [41] is actually being applied with all inequalities
reversed, to give a minimum principle rather than a maximum principle. We need to do this to get
non-negativity of solutions. Also, Theorem 7.2.5 of Smith [41] yields a stronger result that if, for
some i, ui(t, x) = 0 for some (t
∗, x∗) ∈ (0,∞) × (0, L) then ui(t, x) ≡ 0 for all (t, x) with t ≤ t∗
and x ∈ [0, L] which in particular implies that ui(0, x) ≡ 0 for that particular i. It follows, for each
component of the solution of system (5.2..3), that if the component is initially non-negative, and not
identically zero, then it is strictly positive for all t > 0. For example, if Sh(0, x) ≥ 0 and Sh(0, x) 6≡ 0
then Sh(t, x) > 0 for all t > 0 and all x ∈ [0, L].
5.4. Travelling wave speed
In the absence of disease system (5.2..3) has a steady state in which Sh(t, x) ≡ S0h and Sv(t, x) ≡ S0v
and all the components of the infection variables I are equal to zero. In this case, S0h satisfies
Bh(S
0
h) = µh (5.4..1)
and S0v satisfies
Bv(S
0
v) = µvS
0
v . (5.4..2)
We imagine the situation in which, due to the capacity of the bugs to move around, Chagas disease
spreads in space into a region that was previously disease-free. This spread takes the form of a
travelling wave of invasion in which we see the disease-free steady state ahead of the wave-front, and
an endemic steady state behind it, and the travelling front acts as a connection between the two
steady states. We consider the situation at the leading edge of the wave-front where the I variables
are all small. The assumption that the I variables are all small leads to the linearised system
∂Iha
∂t
=Bh(S
0
h)(qapaIha(t, x) + qcpcIhc(t, x)) + βvhIv(t, x)− (µh + δha + νa + ζ)Iha(t, x),
∂Ihc
∂t
=ζIha(t, x)− (µh + δhc)Ihc(t, x),
∂Iv
∂t
=Dr
∂2Iv
∂x2
+ βha,v
S0v
S0h
Iha(t, x) + βhc,v
S0v
S0h
Ihc(t, x)− µvIv(t, x).
(5.4..3)
We introduce the new independent variable z = x − ct, where c > 0 is the wave speed and the
negative sign indicates that the wave moves from left to right. Let
I¯ha(z) = Iha(t, x), I¯hc(z) = Ihc(t, x), I¯v(z) = Iv(t, x).
Then
∂Iha
∂t
= −cI¯ ′ha(z),
∂Ihc
∂t
= −cI¯ ′hc(z),
∂Iv
∂t
= −cI¯ ′v(z), and
∂2Iv
∂x2
= I¯ ′′v (z),
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where prime means differentiation with respect to z. System (5.4..3) becomes
0 =cI¯ ′ha(z) +Bh(S
0
h)(qapaI¯ha(z) + qcpcI¯hc(z)) + βvhI¯v(z)− (µh + δha + νa + ζ)I¯ha(z),
0 =cI¯ ′hc(z) + ζI¯ha(z)− (µh + δhc)I¯hc(z),
0 =DrI¯
′′
v (z) + cI¯
′
v(z) + βha,v
S0v
S0h
I¯ha(z) + βhc,v
S0v
S0h
I¯hc(z)− µv I¯v(z).
(5.4..4)
Next, we find the characteristic equation associated with system (5.4..4) by seeking solutions of the
form (I¯ha(z), I¯hc(z), I¯v(z)) = (c1, c2, c3)e
λz, where c1, c2 and c3 are constants. Substitution of this
trial solution yields
cλ+Bh(S
0
h)qapa − (µh + δha + νa + ζ) Bh(S0h)qcpc βvh
ζ cλ− (µh + δhc) 0
βha,v
S0v
S0h
βhc,v
S0v
S0h
Drλ
2 + cλ− µv


c1
c2
c3
 = 0.
(5.4..5)
The characteristic equation associated with this system is obtained by setting the determinant of the
matrix equal to zero, giving
[cλ+ µhqapa − (µh + δha + νa + ζ)] [cλ− (µh + δhc)][Drλ2 + cλ− µv]
− µhqcpcζ(Drλ2 + cλ− µv) + βvhS
0
v
S0h
[βhc,vζ − βha,v(cλ− (µh + δhc))] = 0,
(5.4..6)
where we use the fact that Bh(S
0
h) = µh. Writing this equation as F (λ) = 0, we try to find a value
of c, denoted as cmin, and a corresponding λmin such that the equation F (λ) = 0 has one repeated
negative real root λmin. The reason we need this is that the wave moves towards the right into a
disease-free region, so we expect each I variable to tend to zero as z →∞. However, each I variable
is proportional to eλz. We therefore require the characteristic equation to have a real negative root
λ. If there were no such roots then I¯ha(z), I¯hc(z) and I¯v(z) could not approach zero as z →∞ other
than in an oscillatory manner, which would involve the variables going negative and would not be
realistic. Thus, we want λ to be real, and actually we also need the components of the corresponding
vector (c1, c2, c3) to be all positive; a point we shall return to later. In these situations there is usually
a semi-infinite interval of values of c for which the characteristic equation has at least one negative
real root, and the infimum of these values of c (corresponding to which the characteristic equation
will have one repeated real negative root) is what we call the minimum speed and we hope it will also
be the true speed at which the wave will spread out. If the minimum speed, computed in this way,
corresponds to the true speed at which the wave-front moves then we say that the system is linearly
determinate. In this chapter we determine the true speed numerically from numerical simulations
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of the full initial value problem (5.2..3). The numerically computed speed closely agrees with the
minimum speed as determined from the linearised analysis.
In view of the above remarks, the minimum speed cmin and corresponding λ value, λmin, should
satisfy F (λ) = 0. Since λmin will be a double root of F (λ) = 0, we also have F
′(λ) = 0, as well as
F (λ) = 0 at λ = λmin. That is,
[cλ+ µhqapa − (µh + δha + νa + ζ)][(cλ− (µh + δhc))(2Drλ+ c) + c(Drλ2 + cλ− µv)]
+ c[cλ− (µh + δhc)][Drλ2 + cλ− µv]− µhqcpcζ(2Drλ+ c)− βvhβha,vS
0
v
S0h
c = 0,
(5.4..7)
in addition to (5.4..6). Solving these two equations analytically to find cmin and λmin is not really
tractable, therefore we do so numerically using Maple. Figure 5.1 shows the situation in which
the value of c gives a double root, where F (λmin) = 0 and F
′(λmin) = 0, where the graph of the
function F (λ) touches the x-axis at one real negative value λmin = −1.585765497 ' −1.6 and the
corresponding value of c is cmin = 0.6999821962 ' 0.7. The diffusion rate used was Dr = 0.4, and
the other parameter values are listed in Table 5.1, with the corresponding values of S0h and S
0
v (at
the disease-free steady state) being S0h = 426.87 and S
0
v = 884.54, where S
0
h was calculated with the
function Bh(·) chosen as Bh(S0h) = 50e−
1
100
S0h , and S0v from equation (5.4..2) with the function Bv(·)
chosen as Bv(S
0
v) = 100S
0
ve
− 1
200
S0v .
The above way of calculating the wave speed, by linearizing the system and finding the minimum
of all the values of c for which the characteristic equation has a real negative root, does not necessarily
give the true speed at which a disease will actually spread through space. If it does, then we say
that the system is linearly determinate. We conducted some numerical simulations of solutions of
the full initial value problem (5.2..3) so as to see how the travelling front develops and then spreads
through space, and then took measurements of how far the wave gets over a given time interval,
thereby determining the true speed numerically. It can be determined from plots of any numerically
computed component of the solution of (5.2..3); we focused mainly on Iv(t, x). Figure 5.2 shows
Iv(t, x), for the same combination of parameter values as those used to compute cmin from the
linearised analysis. The true speed at which the wave travels is found by dividing the distance
travelled, over a given time interval, by the time elapsed. From accurate measurements taken from
Figure 5.2 we observe that the wave, once fully developed, gets out to x = 37 from time t = 10
until time t = 60. Therefore, the speed would be 37
60−10 = 0.74. This value is close to, but not the
same as, the value cmin = 0.7 computed as described above by simultaneously solving F (λ) = 0 and
F ′(λ) = 0. Numerical errors associated with the discretization of the derivatives in the numerical
simulation probably explain this discrepancy. In summary, the speed of spread of the disease epidemic
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Figure 5.1: Determination of the critical value of c for which the characteristic equation F (λ) = 0
has a repeated real negative root. We have F (λmin) = 0, when cmin = 0.6999821962 and λmin is
negative. Parameters taken are Dr = 0.4 and all other parameters are listed in Table 5.1. For these
parameter values, S0h = 426.87 and S
0
v = 884.54.
(as determined from measurements taken from the numerically computed solution) agrees with the
value cmin found from the linearized analysis by simultaneously solving F (λ) = 0 and F
′(λ) = 0.
When the minimum speed cmin from the linearized analysis agrees with the true speed of spread of
the solution of the initial value problem, we say that the system is linearly determinate, and therefore
we can confidently say that this is the case for system (5.2..3).
Returning to the issue of positivity of solutions proved earlier, we will now investigate the posit-
ivity of the components c1, c2 and c3 of the eigenvector associated with the matrix in (5.4..5). Even
for the linearised analysis, it is actually not sufficient simply to require the characteristic equation
to have a real negative root. Additionally, we need to show that, when c = cmin and λ = λmin, the
vector (c1, c2, c3) can be chosen such that ci > 0 for all i = 1, 2, 3. This makes it possible for the
trajectory (Iha(z), Ihc(z), Iv(z)) in the linearized system (5.4..4) to go into the origin tangent to an
eigenvector whose components are all positive, so that each variable remains positive as it tends to
zero. If the eigenvector had components c1, c2 and c3 of mixed signs, the implication is that one of
5.4. Travelling wave speed 127
F
ig
u
re
5.
2:
N
u
m
er
ic
al
si
m
u
la
ti
on
of
th
e
so
lu
ti
on
of
(5
.2
..
3)
.
F
ro
m
th
is
d
ia
gr
am
w
e
co
m
p
u
te
d
(b
y
ta
k
in
g
m
ea
su
re
m
en
ts
)
th
e
sp
ee
d
of
sp
re
ad
as
37
/(
60
−
10
)
'
0.
74
.
T
h
is
is
sl
ig
h
tl
y
la
rg
er
th
an
th
e
va
lu
e
c m
in
=
0.
69
99
82
19
62
co
m
p
u
te
d
fr
om
th
e
ch
ar
ac
te
ri
st
ic
eq
u
at
io
n
of
th
e
li
n
ea
ri
za
ti
on
.
P
ar
am
et
er
va
lu
es
ta
ke
n
ar
e
D
r
=
0.
4
an
d
al
l
ot
h
er
p
ar
am
et
er
s
ar
e
li
st
ed
in
T
ab
le
5.
1.
F
or
th
es
e
va
lu
es
,
S
0 h
=
42
6.
87
an
d
S
0 v
=
88
4.
54
.
T
h
is
si
m
u
la
ti
on
,
an
d
th
e
ot
h
er
si
m
u
la
ti
on
s
of
th
is
ch
ap
te
r,
w
as
ca
rr
ie
d
ou
t
u
si
n
g
th
e
M
at
la
b
ro
u
ti
n
e
p
d
ep
e
u
si
n
g
d
ef
au
lt
se
tt
in
gs
fo
r
th
e
sp
at
ia
l
m
es
h
an
d
ti
m
e
st
ep
s
w
h
ic
h
p
ro
ve
d
sa
ti
sf
ac
to
ry
fo
r
th
e
si
tu
at
io
n
of
in
te
re
st
.
128 5.4. Travelling wave speed
the I variables goes negative as (Iha(z), Ihc(z), Iv(z)) → (0, 0, 0) (see Figure 5.3). Thus, we need to
assure ourselves that the ci can be chosen such that ci > 0 for each i. It is not a problem if c1, c2,
and c3 are all negative, since if this were the case we would simply multiply them all by −1, but
they must not be of mixed signs. Proving the positivity of the components c1, c2 and c3 analytically
Figure 5.3: Diagram to show why the components of the eigenvector (c1, c2, c3) must all be positive.
We need (I¯ha(z), I¯hc(z), I¯v(z)) to tend to (0, 0, 0) as z → ∞ in such a way that no variable goes
negative.
is unfortunately not really tractable, but they can easily be found numerically for a given set of
parameter values using Maple. We are solving, for non-zero c1, c2 and c3, the system
cminλmin + µhqapa − (µh + δha + νa + ζ) µhqcpc βvh
ζ cminλmin − (µh + δhc) 0
βha,v
S0v
S0h
βhc,v
S0v
S0h
Drλ
2
min + cminλmin − µv


c1
c2
c3
 = 0.
(5.4..8)
This amounts to the assertion that the matrix in the above equation has a zero eigenvalue, and that
we are looking for the corresponding eigenvector (c1, c2, c3). We first substitute into this matrix the
values given in Table 5.1 for the parameters, and also the values already computed for cmin and λmin
for those parameter values (i.e. cmin = 0.6999821962 and λmin = −1.585765497), and then find the
eigenvalues of the matrix using Maple, with the expectation that one of them should be zero. Those
numerically computed eigenvalues turn out to be −1.820761407 × 10−9 together with two complex
eigenvalues. The first of these eigenvalues is extremely tiny and we interpret it as the zero eigenvalue
5.4. Travelling wave speed 129
that we were anticipating. Maple evaluates its corresponding eigenvector (c1, c2, c3) numerically as
c1 = 0.6095766865, c2 = 0.1055540565 and c3 = 0.6297681530. These are all strictly positive and
this is what we hoped for. It confirms that, as z → ∞, (I¯ha(z), I¯hc(z), I¯v(z)) can approach (0, 0, 0)
in phase space along an eigenvector that points into the open first octant, so that no I variable goes
negative as it approaches zero (see Figure 5.3).
In relation to the above point, a little analytic progress is possible towards proving positivity of
the components c1, c2 and c3 of the eigenvector. Those components satisfy the following equations,
where we require a solution with c1 > 0, c2 > 0 and c3 > 0:
(cminλmin + µhqapa − (µh + δha + νa + ζ))c1 + µhqcpcc2 + βvhc3 = 0,
ζc1 + (cminλmin − (µh + δhc))c2 = 0,
βha,v
S0v
S0h
c1 + βhc,v
S0v
S0h
c2 + (Drλ
2
min + cminλmin − µv)c3 = 0.
(5.4..9)
The second equation shows that it is necessary to have
cminλmin − (µh + δhc) < 0, (5.4..10)
otherwise c1 and c2 would have opposite sign. For a similar reason, we need
cminλmin + µhqapa − (µh + δha + νa + ζ) < 0, (5.4..11)
and
Drλ
2
min + cminλmin − µv < 0. (5.4..12)
Note that both (5.4..10) and (5.4..11) hold automatically, since λmin < 0 and qa, pa ∈ [0, 1]. We now
claim that if (5.4..12) holds then it is possible to find positive values for c1, c2 and c3.
Choose c1 = 1, then
c2 =
ζ
µh + δhc − cminλmin > 0.
The third equation of (5.4..9) then produces a positive value for c3 provided inequality (5.4..12) holds.
So it is sufficient to prove inequality (5.4..12) but this is where the difficulty lies since cmin and λmin
cannot be computed explicitly. However, we know that, for given sets of parameter values, cmin and
λmin can be found numerically. For the parameter values shown in Table 5.1, and numerous choices
for Dr, we computed cmin and λmin numerically, and in each case we found that inequality (5.4..12)
does hold. Therefore, we can be confident that, for c = cmin, the I components of the travelling wave
approach zero as z →∞ in such a way that they all remain positive.
Noticing that the diffusion rate Dr is crucial in these dynamics, we vary its value and find the
associated speed of the wave cmin. The relationship between these two values, illustrated using curve
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fitting in Figure 5.4, shows that cmin approximately scales with α
√
Dr, where α is some constant.
This observation draws attention to the critical role of Dr in determining the capacity of the disease
to spread in space.
Figure 5.4: Curve fitting of Dr ∈ (0.1, 2.1) and the associated minimum speed cmin of the travelling
wave, using spline curve fitting. All other parameters are listed in Table 5.1.
5.5. The simulations
Solving a PDE system analytically can be extremely hard, but numerical simulations can give a clear
idea of the solution behaviour. We solved system (5.2..3) numerically, using the Matlab routine pdepe.
Parameter values used are listed in Table 5.1, and we decreased the diffusion rate Dr from the value
used previously to the much lower value Dr = 0.01 in order to control the simulation and capture
the wave adequately. The true domain for travelling wave solutions is, of course, x ∈ (−∞,∞). But
for numerical simulations we have to use a finite domain. For these reasons in the simulations we
have to use a very small value for Dr, otherwise the wave reaches the end of the domain too quickly.
The per-capita natural birth rate for women Bh(Nh(t)), and the bugs birth rate Bv(Nv(t)), are
once again taken as
Bh(Nh(t)) = 50e
− 1
100
Nh(t), (5.5..1)
Bv(Nv(t)) = 100Nv(t)e
− 1
200
Nv(t). (5.5..2)
The initial data for the variables Sh, Iha, Ihc and Sv was chosen to correspond to the disease-free steady
state, with a small localised perturbation to Iv to initiate the travelling wave of invasion of disease.
Therefore, we took Sh(0, x) = 426.87, Iha(0, x) = Ihc(0, x) = 0 and Sv(0, x) = 884.54. Regarding
the infectious bugs Iv, we assume that some such bugs are introduced into a small bounded interval
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Parameter Value
µh 0.7
µv 1.2
δha 0.2
δhc 0.5
qa 0.1
pa 0.1
qc 0.3
pc 0.1
νa 0.7
ζ 0.4
βvh 3
βhav 0.2
βhcv 2.6
Table 5.1: Parameter values used for the numerical simulations, and for the numerical computation
of cmin and λmin using the linear analysis. Note that Dr is not mentioned; this was because we
needed to consider various different values of Dr for reasons explained in the text.
x ∈ (−1, 1), modelled using a Heaviside function H as follows:
Iv(0, x) = H(x+ 1)−H(x− 1). (5.5..3)
This is how we initiate the travelling wave. The simulations show that the wave of the disease spreads
out in both bug and human populations. Solution components reach endemic steady state values as
time goes by in both human and bug populations. In the early stages of the evolution the infectious
variables for humans Iha and Ihc start to rise. Infectious humans in the acute stage start to rise
first, then after a short time the density of chronically infectious humans also begins to increase.
Figure 5.10 shows the delay of response to the disease in the chronic infectious human compartment
Ihc compared to the acute infectious human Iha at time t = 20.
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Figure 5.5: Numerical simulation showing the susceptible humans Sh(t, x) compartment. Parameter
values taken are Dr = 0.01 and all other parameter values are listed in Table 5.1. Initial data is
Sh(0, x) = 426.87, Iha(0, x) = Ihc(0, x) = 0 and Sv(0, x) = 884.54. The initial data for Iv was taken
as expression (5.5..3).
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Figure 5.6: Numerical simulation showing infected humans in the acute stage, Iha(t, x). Parameters
taken are Dr = 0.01 and all other parameter values are listed in Table 5.1. Initial data are Sh(0, x) =
426.87, Iha(0, x) = Ihc(0, x) = 0, Sv(0, x) = 884.54 and Iv(0, x) is given by (5.5..3).
134 5.5. The simulations
Figure 5.7: Numerical simulation showing infected humans in the chronic stage, Ihc(t, x). Parameter
values taken are Dr = 0.01 and all other parameter values are listed in Table 5.1. Initial data are
Sh(0, x) = 426.87, Iha(0, x) = Ihc(0, x) = 0, Sv(0, x) = 884.54 and Iv(0, x) is given by (5.5..3).
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Figure 5.8: Numerical simulation showing susceptible bugs, Sv(t, x). Parameter values taken are
Dr = 0.01 and all other parameter values are listed in Table 5.1. Initial data are Sh(0, x) =
426.87, Iha(0, x) = Ihc(0, x) = 0, Sv(0, x) = 884.54 and Iv(0, x) is given by (5.5..3).
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Figure 5.9: Numerical simulation showing infected bugs, Iv(t, x). Parameter values taken are
Dr = 0.01 and all other parameter values are listed in Table 5.1. Initial data are Sh(0, x) =
426.87, Iha(0, x) = Ihc(0, x) = 0, Sv(0, x) = 884.54 and Iv(0, x) is given by (5.5..3).
Figure 5.10: Profiles of Iha and Ihc at time t = 20. Parameter values taken are Dr = 0.01 and all other
parameter values are listed in Table 5.1. Initial data are Sh(0, x) = 426.87, Iha(0, x) = Ihc(0, x) = 0,
Sv(0, x) = 884.54 and Iv(0, x) is given by (5.5..3).
6
Age structured mathematical model for Chagas disease
6.1. Introduction
We know that Chagas disease can be transmitted vertically from infectious mothers to their babies.
Since a woman needs to be in a certain age interval (between puberty and menopause) to become
pregnant, the potential relevance of an age-structured model becomes clear. The previous Chagas
model assumes that women are capable of childbirth at all stages of life, which is clearly unrealistic.
Therefore, in this chapter we construct an improved age-structured Chagas model in which we
incorporate age dependence in the human population. However, we ignore all other differences
between human individuals including sex and immigration and assume that the birth rate depends
on age and time only. We denote the density of susceptible individuals of age a at time t as sh(t, a)
and the correponding density of infectious individuals as ih(t, a). Due to the significant complications
of introducing age structure, in the present chapter we will not try to directly model the two different
stages (acute and chronic) of Chagas infection (although the age-dependent aspect of our model does
allow us to take the view that the two stages are indirectly modelled, as we will explain). At this
point, we simply combine the acute and chronic phases and work with just the one variable ih(t, a) for
infectious humans. We assume the per-capita mortality rates for individuals in the human population
depend only on age; these are µhs(a) for susceptible humans and µhi(a) for infectious humans. This is
different from the approach used in model (4.2..3) where these per-capita mortality rates were taken
as µh and µh + δha. Similarly, let βvh(a) be the age-dependent horizontal transmission coefficient
for vectors (bugs) to humans due to the bug bites. Also, let the age-dependent per-capita recovery
rate due to treatment be ν(a). For large a we could take ν(a) to be very small or zero, as a way to
model the fact that older individuals have a relatively low chance of recovery from Chagas (they are
more likely to be in the chronic stage of the disease). In this sense, the age-dependence in the model
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indirectly accounts for the presence of two different stages of infection (acute and chronic).
6.2. Model derivation
We introduce the function b(a) of age a to describe the age-dependent aspect of childbirth in women.
Since childbirth does not happen before puberty, or after menopause, it would be reasonable to
take b(a) = 0 when a is below some puberty threshold or above some higher threshold value for
menopause. However, while reproductive activity for an individual woman undoubtedly depends on
her age, the overall human birth rate can also show a dependence on the total number of humans and
we incorporate this using a function Bh(Nh(t)), where Nh(t) is the total number of humans which is
the sum of the total numbers of susceptible humans Sh(t) and infectious humans Ih(t).
In an age-structured model a variable such as sh(t, a) or ih(t, a) has two interpretations. Firstly,
it can be interpreted as the density of individuals at time t of age a (in the sense that the actual
number at time t of individuals between two ages a1 and a2 will be the integral of the density over
a ∈ [a1, a2]). Secondly, a density function evaluated at (t, a) has the interpretation of being the
rate at time t at which individuals pass through age a. As a consequence, sh(t, 0) and ih(t, 0) are
respectively the overall birth rates for susceptible and infectious humans, respectively. We take the
overall birth rate for susceptible humans to be of the form
sh(t, 0) = Bh(Nh(t))
∫ ∞
0
b(a)(sh(t, a) + q(1− p)ih(t, a)) da, (6.2..1)
where p ∈ [0, 1] is the probability that a pregnant Chagas-infected mother will pass the disease to
her foetus (vertical transmission), and q ∈ [0, 1] takes account of reduced fertility in Chagas-infected
mothers (similarly to the parameters qa and qc of the model of Chapter 4).
Some babies are born with Chagas, having inherited it from the infected mother during the
pregnancy, so we need a similar expression for the birth rate ih(t, 0) of humans who are already
infected at birth:
ih(t, 0) = Bh(Nh(t))
∫ ∞
0
b(a)qp ih(t, a) da. (6.2..2)
Note that if b(a) is a constant function, b(a) = C, then the overall susceptible human birth rate is
sh(t, 0) = Bh(Nh(t))
∫ ∞
0
C(sh(t, a) + q(1− p)ih(t, a)) da (6.2..3)
= Bh(Nh(t))C(Sh(t) + q(1− p)Ih(t)), (6.2..4)
which corresponds to the human birth rate for the purely time-dependent Chagas model (4.2..3) of
the previous chapter.
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The total numbers of susceptible and infectious humans are found by integrating the densities
sh(t, a) and ih(t, a), respectively, over all ages a ∈ [0,∞) as follows:
Sh(t) =
∫ ∞
0
sh(t, a) da, (6.2..5)
Ih(t) =
∫ ∞
0
ih(t, a) da. (6.2..6)
Lastly, we need differential equations for the susceptible and infectious vectors (bugs) population
compartments. In modelling Chagas disease in humans and bugs we do not expect age-dependence
in bugs to be important since they do not live long compared to humans and are more likely to
be reproductively active throughout their adult lives (which is clearly not the case for humans).
In a human-insect interaction it is primarily in the humans that we expect to find a strong age-
dependent aspect to reproductive activity and it is in the humans that we have the acute and long
lasting chronic stages of disease (which, as noted above, can be indirectly modelled by having age-
structure in the model). Therefore, for the bugs we use simpler differential equations using purely
time-dependent variables Sv(t) and Iv(t) representing the total numbers of susceptible and infectious
bugs, respectively. These equations are the last two equations of system (6.2..7) and incorporate
the birth rate for vectors as Bv(Nv(t)), where Nv(t) = Sv(t) + Iv(t) is the total number of vectors.
We assume that vertical transmission does not occur in bugs. The parameter βhv, which does not
depend on age, is the transmission coefficient for humans to vectors and the per-capita death rate for
vectors is taken as a constant µv. In vectors, the infection rate is taken as mass action normalized
by the total number of humans Nh(t), as in the terms in (6.2..7) that represent the infection rate for
humans.
Based on all the modelling considerations described above, using a standard McKendrick-von
Foerster age-structured modelling approach, we have
∂sh(t, a)
∂t
+
∂sh(t, a)
∂a
= −µhs(a)sh(t, a) + ν(a)ih(t, a)− βvh(a)sh(t, a)Iv(t)
Nh(t)
,
∂ih(t, a)
∂t
+
∂ih(t, a)
∂a
= −µhi(a)ih(t, a)− ν(a)ih(t, a) + βvh(a)sh(t, a)Iv(t)
Nh(t)
,
dSv(t)
dt
= Bv(Nv(t))− βhvSv(t)Ih(t)
Nh(t)
− µvSv(t),
dIv(t)
dt
= βhv
Sv(t)Ih(t)
Nh(t)
− µvIv(t),
(6.2..7)
with initial conditions
sh(0, a) = sh0(a) ≥ 0, ih(0, a) = ih0(a) ≥ 0,
Sv(0) = Sv0 ≥ 0 Iv(0) = Iv0 ≥ 0
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subject to the constraint that
Nh(0) = Sh(0) + Ih(0) =
∫ ∞
0
(sh0(a) + ih0(a)) da > 0
since Nh(t) appears in the denominators of four of the terms.
6.3. Chagas-free steady state
When the bug-human population is in a steady state entirely free of Chagas disease, meaning that
there are no infectious bugs and no infectious humans, we have Iv(t) ≡ 0, ih(t, a) ≡ 0 and sh(t, a) ≡
s0h(a) for some function s
0
h(a) to be found. In a Chagas-free steady state the susceptible human
population is still age dependent and is given by s0h(a) which, from the first equation of system (6.2..7),
satisfies
ds0h(a)
da
= −µhs(a)s0h(a).
Separating the variables,
ds0h(a)
s0h(a)
= −µhs(a) da,
ln
(
s0h(a)
s0h(0)
)
= −
∫ a
0
µhs(η) dη,
so that
s0h(a) = s
0
h(0) exp
(
−
∫ a
0
µhs(η)dη
)
. (6.3..1)
This expression describes how the steady state human population, at a Chagas-free steady state,
depends on age a. The exponential term is the probability of a human surviving natural death from
birth until age a.
For the vectors (bugs), the number of susceptibles in a Chagas-free steady state is not age de-
pendent. It is just a number S0v , given by
Bv(S
0
v) = µvS
0
v , (6.3..2)
as in Chapter 4. Linearizing the ih(t, a) equation in (6.2..7) at the Chagas-free steady-state yields
the PDE
∂ih(t, a)
∂t
+
∂ih(t, a)
∂a
= −(µhi(a) + ν(a))ih(t, a) + βvh(a)s
0
h(a)
S0h
Iv(t). (6.3..3)
Now
ih(t, 0) = qpBh(Nh(t))
∫ ∞
0
b(a¯)ih(t, a¯) da¯ (6.3..4)
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and we need to linearise (6.3..4) at the Chagas-free steady state, obtaining
ih(t, 0) = qpBh(S
0
h)
∫ ∞
0
b(a¯)ih(t, a¯) da¯. (6.3..5)
Define
iξh(a) = ih(a+ ξ, a).
Then
diξh(a)
da
=
(
∂ih(t, a)
∂t
+
∂ih(t, a)
∂a
)
t=a+ξ
= −(µhi(a) + ν(a))iξh(a) + βvh(a)
s0h(a)
S0h
Iv(a+ ξ).
We solve this using an integrating factor as follows:
d
da
(
iξh(a)e
∫ a
c (µhi(η)+ν(η)) dη
)
= e
∫ a
c (µhi(η)+ν(η)) dηβvh(a)
s0h(a)
S0h
Iv(a+ ξ)
where c is arbitrary. Therefore
iξh(a)e
∫ a
c (µhi(η)+ν(η)) dη − iξh(0)e
∫ 0
c (µhi(η)+ν(η)) dη =
1
S0h
∫ a
0
e
∫ a¯
c (µhi(η)+ν(η)) dηβvh(a¯)s
0
h(a¯)Iv(a¯+ ξ) da¯
and so
iξh(a) = i
ξ
h(0)e
− ∫ a0 (µhi(η)+ν(η)) dη + 1
S0h
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)s
0
h(a¯)Iv(a¯+ ξ) da¯. (6.3..6)
But we know from (6.3..5) that
iξh(0) = ih(ξ, 0) = qpBh(S
0
h)
∫ ∞
0
b(a¯)ih(ξ, a¯) da¯.
Therefore
ih(a+ ξ, a) = i
ξ
h(a) =
(
qpBh(S
0
h)
∫ ∞
0
b(a¯)ih(ξ, a¯) da¯
)
e−
∫ a
0 (µhi(η)+ν(η)) dη
+
1
S0h
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)s
0
h(a¯)Iv(a¯+ ξ) da¯.
Taking ξ = t− a,
ih(t, a) =
(
qpBh(S
0
h)
∫ ∞
0
b(a¯)ih(t− a, a¯) da¯
)
e−
∫ a
0 (µhi(η)+ν(η)) dη
+
1
S0h
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)s
0
h(a¯)Iv(a¯+ t− a) da¯.
(6.3..7)
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The first term in the right hand side of the ih(t, a) expression in (6.3..7) accounts for infectious humans
at time t, age a, who already had Chagas disease at birth. The quantity qpBh(S
0
h)
∫∞
0
b(a¯)ih(t−a, a¯) da¯
in the first term is precisely the linearised birth rate for infectious humans at time t − a, and the
exponential is the probability that those humans who were born infectious remained alive and are
still infectious (have not recovered) up to reaching age a at time t.
The second term accounts for individuals who were born susceptible but became infected with
Chagas at some time t − a + a¯ after birth. These individuals, who are aged a at time t, were born
at time t − a and became infected at a time t − a + a¯ when they were of age a¯. The integral is
basically the linearized infection rate that applied at that time to individuals of that age, hence
the presence of the number of infectious vectors Iv at time a¯ + t − a, and the transmission coeffi-
cient βvh(a¯) applicable to humans of age a¯. The diagram below displays the time-line of this analysis.
timet− a
age 0
t− a+ a¯
age a¯
t
age a
born susceptible time of infection
The second term of (6.3..7) actually has two exponentials, one of which enters via s0h(a¯) which is
given by (6.3..1). One of these exponentials (the one that enters via s0h(a¯)) is the probability that
these individuals remain alive as susceptible humans between age 0 and age a¯. The other exponential,
involving the integral over the age interval [a¯, a], is the probability that those individuals remain alive
and infectious (i.e, do not recover) from age a¯ to age a.
Next, we rewrite (6.3..7) as an equation for Ih(t) by integrating both sides of (6.3..7) over a ∈
[0,∞). We want to interchange the order of integration in order to get the first term in the right
hand side in terms of the function Ih, evaluated at t− a. Let
Pi(a) = exp
{
−
∫ a
0
(µhi(η) + ν(η)) dη
}
. (6.3..8)
Integrating (6.3..7) over a ∈ [0,∞) gives
Ih(t) =qpBh(S
0
h)
∫ ∞
0
Pi(a)
∫ ∞
0
b(a¯)ih(t− a, a¯) da¯ da
+
1
S0h
∫ ∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)s
0
h(a¯)Iv(a¯+ t− a) da¯ da.
(6.3..9)
It is hard to make further progress without having an explicit form for the function b(a), which
features explicitly in the first term and also implicitly in the second term via s0h(a¯), since s
0
h(0) has
to be calculated using (6.2..1) and therefore involves b(a). To make progress suppose that b(a) ≡ b∗,
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a constant. For this choice of b(a), from the lineaerisation of (6.2..1) at the Chagas-free steady state,
sh(t, 0) at the steady state s
0
h(0) will be
s0h(0) = Bh(S
0
h)b
∗
∫ ∞
0
s0h(a) da = Bh(S
0
h)b
∗S0h,
where we recall that Sh(t) =
∫∞
0
sh(t, a) da. So, the steady state s
0
h(a) defined by (6.3..1), in the case
when b(a) ≡ b∗, is given by
s0h(a) = Bh(S
0
h)b
∗S0hPs(a), (6.3..10)
where
Ps(a) = exp
{
−
∫ a
0
µhs(η) dη
}
. (6.3..11)
Also, the integral ∫ ∞
0
b(a¯)ih(t− a, a¯) da¯ = b∗
∫ ∞
0
ih(t− a, a¯) da¯ = b∗Ih(t− a).
Therefore, by substituting these expressions into (6.3..9), we obtain the following linear integral
equation relating the variables Ih(t) and Iv(t):
Ih(t) =qpBh(S
0
h)b
∗
∫ ∞
0
Pi(a)Ih(t− a) da
+
1
S0h
∫ ∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)b
∗Bh(S0h)S
0
hPs(a¯)Iv(a¯+ t− a) da¯ da,
(6.3..12)
which we couple to the following equation (obtained by linearizing the Iv equation in (6.2..7)):
dIv(t)
dt
= βhv
S0v
S0h
Ih(t)− µvIv(t). (6.3..13)
We solve the linear equations (6.3..12) and (6.3..13) by setting
(Ih(t), Iv(t)) = e
λt(c1, c2).
Then, from (6.3..12),
c1e
λt =qpBh(S
0
h)b
∗
∫ ∞
0
Pi(a)e
λ(t−a)c1 da
+
b∗
S0h
Bh(S
0
h)S
0
h
∫ ∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)Ps(a¯)e
λ(a¯+t−a)c2 da¯ da,
(6.3..14)
and, from (6.3..13),
(λ+ µv)c2 = βhv
S0v
S0h
c1,
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so that
c1 =
S0h(λ+ µv)c2
S0vβhv
.
Substituting this into (6.3..14) gives
c1
(
1− qpBh(S0h)b∗
∫ ∞
0
Pi(a)e
−λa da
)
= c2
b∗
S0h
Bh(S
0
h)S
0
h
∫ ∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)Ps(a¯)e
λ(a¯−a) da¯ da.
Therefore, the characteristic equation for the linearisation about the Chagas-free steady state is
S0h(λ+ µv)
S0vβhv
(
1− qpBh(S0h)b∗
∫ ∞
0
Pi(a)e
−λa da
)
=
b∗
S0h
Bh(S
0
h)S
0
h
∫ ∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)Ps(a¯)e
λ(a¯−a) da¯ da,
(6.3..15)
and, as usual, our aim is to solve the characteristic equation for λ. This enables us to determine
whether or not the Chagas-free steady state is locally stable.
It is reasonable to assume that the dominant root λ of the characteristic equation (6.3..15) is real;
this is because the solution operator of the system consisting of the linear integral equation (6.3..12)
and the linear differential equation (6.3..13) is a positive operator. Note that the left hand side of
the characteristic equation (6.3..15) is increasing as a function of the real variable λ, whereas the
right hand side is decreasing. Therefore, we can infer whether the real roots of (6.3..15) are positive
or negative using purely graphical arguments. The dominant root is negative if the left hand side
of (6.3..15) is larger than the right hand side when λ = 0, i.e., if
S0hµv
S0vβhv
(
1− qpBh(S0h)b∗
∫ ∞
0
Pi(a) da
)
>
b∗
S0h
Bh(S
0
h)S
0
h
∫ ∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)Ps(a¯) da¯ da;
that is, if
S0vβhvb
∗Bh(S0h)
∫∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)Ps(a¯) da¯ da
S0hµv(1− qpBh(S0h)b∗
∫∞
0
Pi(a) da)
< 1.
Let the basic reproduction number Ras0 , for the age-structured model of this chapter, be defined by
Ras0 =
S0vβhvb
∗Bh(S0h)
∫∞
0
∫ a
0
e−
∫ a
a¯ (µhi(η)+ν(η)) dηβvh(a¯)Ps(a¯) da¯ da
S0hµv(1− qpBh(S0h)b∗
∫∞
0
Pi(a) da)
, (6.3..16)
where the superscript on Ras0 means “age structure”. Then, if R
as
0 < 1, all real roots, and in particular
the dominant real root, of the characteristic equation (6.3..15) are negative. The implication is that
if Ras0 < 1 then the Chagas-free steady state, in the age-structured model of the present chapter, is
locally stable.
7
Conclusions and Outlook
Diseases carried by non-flying insects have been a more neglected area, from the point of view
of mathematical modelling, than diseases carried by flying insects. This thesis has had a general
theme of modelling diseases carried by non-flying insects. There has been much work carried out
in recent decades on diseases carried by flying insects, such as malaria and dengue fever which are
carried by mosquitoes, and bluetongue which is carried by midges. There are far fewer papers on
the mathematical modelling of diseases carried by non-flying insects (such as ticks, lice and fleas)
and this thesis therefore has concentrated on such diseases. The thesis has focused on just two such
diseases; louse-borne relapsing fever (LBRF) and Chagas disease.
In the case of LBRF, an important modelling issue not relevant to mosquito borne diseases was
the issue that LBRF disease is transmitted via the body fluids of crushed lice. Thus the transmission
of LBRF from louse to human involves the death of the louse. Also, unlike mosquitoes, larval and
adult lice have rather similar characteristics (they both feed on human blood once they hatch) and
therefore for the modelling of the louse life cycle in this thesis we have taken the life stages to be
egg and adult. This is a major difference between the approach used in most epidemiological models
for diseases carried by mosquitoes, where the life cycle is usually broken down into two stages,
larvae and adults. This is another point of difference between lice and mosquitoes because larval
mosquitoes do not transmit malaria, are confined to aquatic environments and do not resemble or
behave like the adults at all. Full life cycles of insects actually have many stages typically including
egg, larvae, pupae and adults with the option to model different instars as different stages. But this
usually makes the mathematical modelling so complicated that researchers tend to break the life
cycle into two stages, with the distinction being the point at which there is a major transformation
of characteristics or behaviour. For mosquitoes, the major transition comes with the metamorphosis
from larva to adult and therefore for purposes of the mathematical modelling all pre-adult stages
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(including egg) are lumped together and called larvae. For lice, the major transition is with the
hatching of the egg (also known as the nit). Subsequent life stages including larvae and adult have
similar characteristics and these are the stages that would be lumped together. The LBRF model
also involves a distributed time delay (the terms involving integration over all times from −∞ to t).
This generated very delicate and non-trivial issues relating to establishing fundamental properties of
the model including existence, positivity and boundedness of solutions.
A particularly novel result was that eradication of LBRF can be achieved either by a sufficient
low crushing rate or a sufficiently high crushing rate. The parameter from which we can gain the
most useful insight is R0, defined by (2.3..12). According to the predictions of the linearised theory,
small introductions of disease will be eradicated if R0 < 1. The quantity R0 depends on a number of
model parameters and, as is common, it depends more sensitively on some of these parameters than
others. Moreover, in practice only some of them are within our control.
The parameter cv, the per-capita crushing rate, features four times in expression (2.3..12) in all,
comprising three explicit appearances plus an indirect appearance via S0v , which depends on cv. Note
that S0v decreases as cv increases for realistic choices of the function bv(·). We can have R0 < 1 either
by taking cv sufficiently small or sufficiently large. In the former case eradication occurs because
it is only crushed lice that transmit LBRF. In the latter case it is because sufficient indiscriminate
crushing of all (not just infectious) lice can eradicate LBRF by eradicating the whole lice population.
However, the conclusions that can be drawn from these observations are likely to be of limited value.
One would assume that there is a wish to eradicate the lice themselves, not just the LBRF they
transmit, but eradication of the whole lice population by the sole means of encouraging crushing
seems ill advised, since it would effectively also encourage scratching. On the other hand, avoiding
crushing eradicates LBRF, because only crushed lice transmit it, but this approach lets the lice live.
A strategy of lice control with a minimum of crushing would seem promising, and thus we now turn
our attention to the parameter µv.
Excluding cv it would appear that, of all the parameters we might expect to be able to control,
R0 is most sensitive to the parameter µv which accounts for death of lice (susceptible, exposed and
infectious) not attributable to crushing. The parameter µv features three times in (2.3..12) in all,
when we recall that S0v depends on µv. For realistic choices of bv(·), S0v decreases as µv increases.
Since transmission of LBRF to a human involves the death of the louse, in practice lice need to be
present in large numbers to sustain the disease and thus reducing S0v is highly desirable. Also, the
Laplace transform term fˆv(µv + cv), in the numerator of (2.3..12), decreases as µv increases. All
three influences of µv on R0 have the effect of decreasing R0 as µv is increased. The main implication
is that we should kill lice without crushing them. It is known that the use of insecticides, general
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improvements in hygiene, and measures such as discarding infected clothes or bedding (or washing
them above 60oC) are effective measures. Note that they will also have the effect of increasing µb by
removing the infected body fluids of the crushed lice, and an increase in µb has a decreasing effect
on R0 similar (and additional) to the effect on R0 of an increase in µv. This ability to substantially
reduce R0 in simple and inexpensive ways no doubt explains why LBRF is uncommon nowadays.
A further measure that reduces R0 is improved access to treatment, although R0 is less sensitive
to ν (the per-capita recovery rate from LBRF) than to the parameter µv just discussed.
A final implication of the formula (2.3..12) for R0 comes from the presence of the product βvhβhv,
which will be proportional to the square of the biting rate. The biting rate is not featured explicitly
in our model in this chapter but will be one of a product of parameters (including, inter alia, the
probability that a bite actually transmits disease) that make up each transmission coefficient (each
β parameter), so that R0 is proportional to the square of the biting rate. This is a standard property
of mathematical models of insect-borne diseases and highlights the importance of any measure that
reduces biting.
In Chapter 3 we presented a model of LBRF that has been re-derived to reflect variation with the
seasons since this is important in LBRF transmission due to the role that lice-infested clothing and
bedding play, and the fact that people’s dressing habits depend on the weather and therefore on the
time of year. We incorporated periodicity into only some of the model parameters and not all of them,
and this enables the model to have a disease-free periodic solution in which the number of susceptible
vectors is a periodic function. Existence and stability of such a solution is a very hard problem but
the stability of the zero solution can be treated analytically in spite of the periodic coefficient, though
the conditions we obtain are always sufficient conditions, not necessary and sufficient. This periodic
solution shows a rise in the vector population during the winter season, and it drops in summer.
This result accords with the observations of public health organisations that outbreaks of LBRF
arise mostly in colder seasons.
Then we derived a model, comprising a system of ordinary differential equations, for Chagas
disease. This model does not involve delay. Its main complicating feature is the fact that it incor-
porates vertical transmission of the disease from mother to baby during pregnancy, and the fact that
there are two different stages of infection, acute and chronic, with recovery being a possibility only
from the acute stage. We computed the basic reproduction number which is given by a surprisingly
complicated formula, even though the model has no time delays, due to the number of equations
in the system. If the birth rate equals the death rate then the disease is automatically eradicated,
even in the complete absence of medical intervention, as is the case for many epidemiological models
including some of the classic models such as the Kermack-McKendrick model as we explained earlier.
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Actually proving that an infectious disease epidemic will go away on its own, if this is the case at all,
is usually quite difficult and was a challenge in our model in this thesis. As just noted it only happens
in the situation when birth and death rates are equal. If this is not the case it is still possible to
prove the global eradication of Chagas disease under certain circumstances, this time using Lyapunov
theory and under additional hypotheses.
We also carried out an investigation into whether Chagas disease could possibly persist in the
complete absence of bugs. The mechanism would then be vertical transmission (mother to baby).
We concluded that although this is a theoretical possibility it cannot happen in practice because
it requires all of a large combination of unlikely circumstances including sick people experiencing
no loss of fertility, the acute stage of disease being of duration zero, babies of infectious mothers
always being born infectious, etc. Thus, we conclude that in practice Chagas disease requires the
presence of the disease-carrying bugs in order to have a chance of persisting. Also, we established
the important properties of weak and strong disease persistence for the case when R0 > 1, and that
an endemic equilibrium can exist in some (realistic) circumstances. Numerical simulations backed
up these results.
Although the focus of this thesis has been on diseases carried by non-flying insects, the inability
to fly does not mean that these insects are without any ability to get transported to other locations,
including transport over appreciable distances. Bugs, for example, can ride on mammals using them
as vehicles and therefore the bug population can become dispersed and potentially expand over large
areas given enough time. Therefore, in Chapter 5 we introduced a spatially extended model in the
form of a reaction-diffusion system. The fundamental properties such as positivity and boundedness
of this extended spatial model were established using the maximum principle.
The central part of Chapter 5 was the study of the travelling wave solutions that act as a
connection between a disease-free equilibrium and an endemic equilibrium. The speed of spread
c was calculated analytically by considering the linearisation of the system near to the disease-free
equilibrium when the I variables are all very small, backed up by a very careful study of the phase
plane near to the origin to determine the minimum value of the speed c for which a trajectory
can approach the origin while keeping all of its I components positive. This requires giving careful
consideration to the signs of the entries of the eigenvector, as well as the eigenvalue. We also
conducted numerical simulations of the full initial value problem to see the full travelling wave
as it spreads out, and the numerical simulation confirms that the wave spreads out at the speed
predicted by linearised analysis. This is the situation in which we can say that the system is linearly
determinate.
Finally, in Chapter 6, we derived an age-structured model that aims to model age-dependent
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aspects that might be relevant to Chagas disease transmission, such as the age-dependent aspect
of reproduction in women and the fact that the likelihood of recovery from Chagas is strongly age
dependent, and modelled using the age-dependent per-capita recovery rate ν(a), due to the fact
that older people are more likely to be in the chronic stage with all the associated complications.
Even for the age-structured model we were able to find a basic reproduction number Ras0 where the
superscript means age structure. As in most vector-borne diseases, a high per-capita death rate
µv for the vectors can decrease the basic reproduction number R
as
0 and establish a stable disease-
free steady state, and we can achieve the same with suitably low levels of the infection rates βhv and
βvh(a). However, the basic reproduction number R
as
0 involves other age dependent parameters, which
are kept as general functions as far as possible, in the integrands of the various integrals involved.
The parameter Ras0 depends sensitively on some of these age-dependent functions, particularly ν(a)
which models treatment and is involved in the argument of the decaying exponential term of the
integrand in the numerator of Ras0 . This suggests that the function ν(a) should be made uniformly
large. However, in practice ν(a) is small or zero for larger a since older individuals are more likely
to be in the chronic stage which is hard to treat. The conclusion to be drawn is therefore that ν(a)
should be as large as possible for smaller a, in other words, the model predicts that priority should
be given to prompt treatment of younger individuals diagnosed with Chagas disease.
Future Directions
This thesis leaves certain questions open for further study. The main unresolved issues are:
• For Louse-Borne Relapsing Fever, the model of this thesis is not concerned with the precise
dynamics of disease progression within an individual host’s body. The model is concerned with
the populations of humans, and of vectors, as a whole. The model does not capture the actual
relapses. This would require another type of model concerned with disease progression within
the host. Such a model would have to involve the immune system, and it would necessarily be
concerned with transient dynamics since the relapses are a transient phenomenon. It would have
to be subject to a very different type of mathematical treatment, since most of the techniques
in this thesis have been concerned with the asymptotic, rather than the transient, dynamics.
• Chapter 4, on the model of Chagas disease using ordinary differential equations, is concerned
mainly with the dynamics near to the disease-free steady state. Even the complicated calcu-
lation of the basic reproduction number, and the more nonlinear problem of persistence, are
only concerned with the properties of the model near to the disease-free steady state. Even
the formal calculation of the final susceptible human population made the assumption that the
number of infectious vectors never gets very high. Apart from the numerical simulations, and
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the calculations showing the existence of an endemic steady state under certain assumptions,
we did not present any detailed analytical treatment covering scenarios in which the disease
remains endemic with relatively high numbers of infectious individuals. Such additional work
could involve a detailed study of the linear stability of the endemic steady state and the pos-
sibility of bifurcations from it, such as a Hopf bifurcation leading to periodic solutions. Such
a study is likely to be analytically very challenging since even the disease-free steady state,
which sits on the boundary of the phase space leading to some simplifications, is already very
challenging.
• With regard to Chapter 5, which presents a spatially extended model, further work in this
area is likely to be on the large-scale movement of humans. Our assumption was that humans
are confined to small, remote settlements but that the bugs may move appreciable distances
given enough time (with the aid of mammals used as vehicles). Spatial transport of Chagas
disease because of larger-scale movement of humans is a clear direction for further work and
this could include intercontinental travel over great distances in short times by air. Clearly,
a reaction-diffusion system is not appropriate for the modelling of such scenarios but a patch
type model should be an appropriate starting point. The patches could be individual countries,
with systems of ordinary differential equations governing the dynamics within a patch, and flux
terms which model migrations of individuals and couple the patches and therefore the systems
of differential equations.
• In the age-structured model of Chapter 6, it would be desirable to remove the rather restrictive
assumption that b(a) is constant. This assumption enabled us to formulate a model amenable to
relatively standard linearised analysis, but had the drawback of including only certain particular
aspects of age-dependence (such as its dependence in the per-capita recovery rate).
8
Appendix
8.1. Background to comparison principles
In a number of places in this thesis, comparison principles are used. The rigorous background
to these principles can be found in the book by Smith [41], a particularly relevant theorem being
Theorem 5.1.1 on page 78 of that book. Owing to Smith’s intention of making his results as general
as possible, the notation used in Smith [41] is fairly abstract. Here, we will explain how his arguments
work in notation that can be related more readily to the notation of the models in this thesis.
Usually, the scenario is that we have a coupled system of differential inequalities, where the
inequalities have arisen from estimation of terms in a system of equations, of more complicated
structure, that form the model itself or have arisen from earlier analysis. In systems without delay,
we are talking about systems of differential inequalities that have the form
dxi(t)
dt
≤ fi(x1(t), x2(t), . . . , xn(t)), i = 1, . . . , n. (8.1..1)
A system consisting partly of differential inequalities and differential equations is a particular case
of (8.1..1). We want to know under what circumstances will a solution (x1(t), x2(t), . . . , xn(t)) of the
system of differential inequalities (8.1..1) be bounded above by the solution (xˆ1(t), xˆ2(t), . . . , xˆn(t))
of the corresponding system of differential equations, namely
dxˆi(t)
dt
= fi(xˆ1(t), xˆ2(t), . . . , xˆn(t)), i = 1, . . . , n. (8.1..2)
The following theorem provides the answer. In the case of a linear system it amounts to saying that
all off-diagonal terms must have non-negative coefficients. We sometimes use a result of this kind for
a system of differential inequalities of the form (8.1..1) with ≥ in place of ≤ (for every i). In that
situation, with no change to the quasi-monotonicity hypothesis in the theorem on the functions fi,
151
152 8.1. Background to comparison principles
the theorem holds with the inequalities reversed so the conclusion is xi(t) ≥ xˆi(t) thereby yielding a
lower bound, rather than an upper bound, on each component xi(t), i = 1, . . . , n.
Theorem 8.1. In (8.1..1) and (8.1..2) suppose that, for each i = 1, . . . , n, the function fi(x1, x2, . . . , xn)
is non-decreasing with respect to xj for all j 6= i (quasi-monotone condition). Suppose that xi(0) ≤
xˆi(0) for all i = 1, . . . , n. Then, xi(t) ≤ xˆi(t), i = 1, . . . , n, for all t > 0 such that the solution
of (8.1..2) is defined.
Proof. We add a small number  > 0 to the right hand side of each equation in (8.1..2), and
define xˆi(t), i = 1, . . . , n, as the solution of
dxˆi(t)
dt
= fi(xˆ

1(t), xˆ

2(t), . . . , xˆ

n(t)) + , i = 1, . . . , n (8.1..3)
subject to the initial data xˆi(0) = xˆi(0) + . We claim that xi(t) ≤ xˆi(t), i = 1, . . . , n, for all t > 0
for which the solution is defined. For each i, let ξi(t) = xˆ

i(t) − xi(t). Then we seek to prove that
ξi(t) ≥ 0 for all t > 0. Note first that each ξi is strictly positive initially, since
ξi(0) = xˆ

i(0)− xi(0) = xˆi(0)− xi(0) +  ≥  > 0.
Suppose, for a contradiction, that one or more of the functions ξi(t) were to go negative at some t > 0.
One of them must be the first to go negative, let it be ξi. Then there is a first time t
∗ > 0 such that
ξi(t
∗) = 0. Since t∗ is the first such time, ξ′i(t
∗) ≤ 0. Also ξj(t∗) ≥ 0 for all j 6= i. Subtracting (8.1..1)
from (8.1..3),
dξi(t)
dt
≥ fi(xˆ1(t), xˆ2(t), . . . , xˆn(t))− fi(x1(t), x2(t), . . . , xn(t)) + 
= fi(ξ1(t) + x1(t), ξ2(t) + x2(t), . . . , ξn(t) + xn(t))− fi(x1(t), x2(t), . . . , xn(t)) + .
Evaluating at t = t∗,
dξi(t
∗)
dt
≥ fi(ξ1(t∗) + x1(t∗), ξ2(t∗) + x2(t∗), . . . , ξn(t∗) + xn(t∗))
−fi(x1(t∗), x2(t∗), . . . , xn(t∗)) + .
Since ξj(t
∗) ≥ 0 for all j 6= i, using the quasi-monotonicity assumption on the functions fi gives
dξi(t
∗)
dt
≥ fi(x1(t∗), . . . , ξi(t∗) + xi(t∗), . . . , xn(t∗)) (8.1..4)
−fi(x1(t∗), x2(t∗), . . . , xn(t∗)) + . (8.1..5)
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But ξi(t
∗) is, in fact, zero. So the above inequality reduces to
ξ′i(t
∗) ≥  > 0
which contradicts ξ′i(t
∗) ≤ 0. This contradiction establishes that ξi(t) ≥ 0, i = 1, . . . , n for all t > 0
and therefore that xˆi(t) ≥ xi(t). Letting  → 0, and assuming that this implies that xˆi(t) → xˆi(t),
we establish that xi(t) ≤ xˆi(t).
When delays are present it is still possible to establish a comparison principle but it holds only
under a strong assumption about the terms with delays. The complication is not from the nature of
the delay terms (which are sometimes distributed delays involving integrals, in this thesis) but rather
from the nature of the dependence of the right hand sides of the differential equations on the terms
with delays. Smith [41] states precisely what the quasi-monotone conditions become for the simplest
type of delay (a single discrete delay). He considers inequalities and corresponding equations of the
form
dxi(t)
dt
≤ fi(x1(t), . . . , xn(t), x1(t− r), . . . , xn(t− r)), i = 1, . . . , n. (8.1..6)
and
dxˆi(t)
dt
= fi(xˆ1(t), . . . , xˆn(t), xˆ1(t− r), . . . , xˆn(t− r)), i = 1, . . . , n. (8.1..7)
rather than (8.1..1) and (8.1..2). Using essentially the technique of the proof of Theorem 8.1, the
following result can be established.
Theorem 8.2. In (8.1..6) and (8.1..7) suppose that, for each i = 1, . . . , n, the function
fi(x1, x2, . . . , xn, y1, y2, . . . , yn) is non-decreasing with respect to xj for all j 6= i and non-decreasing
with respect to yj for all j = 1, . . . , n. Suppose that xi(θ) ≤ xˆi(θ) for all θ ∈ [−r, 0] and all
i = 1, . . . , n. Then, xi(t) ≤ xˆi(t), i = 1, . . . , n, for all t > 0 such that the solution of (8.1..7) is
defined.
There are many different kinds of delay equations and the theorems given above do not cover
every system encountered in the thesis, but they do elucidate the general rules. The problem is that
writing down a differential equation or system that encapsulates all possible types of delay is difficult.
In the literature attempts to do so usually involve Riemann-Stieltjes integrals and abstract notation
making the proofs of the theorems appear impenetrable. The elementary calculus argument given
above in the proof of Theorem 8.1 can be applied with only marginal changes to provide a proof
of Theorem 8.2, and the proof makes it clear in an elementary way why we need a quasi-monotone
condition.
In summary, for a comparison principle to hold when delays are present two conditions must hold:
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(i) the quasi-monotonicity condition mentioned in Theorem 8.1 must still hold and is applied to
terms without delay;
(ii) in addition, the right hand side of every equation must increase with respect to every delayed
variable (not just “off-diagonal” terms). For a linear system, this means that every delayed
variable must have a positive coefficient, and in the case of an integral the requirement is that
the kernel must be non-negative.
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