Abstract-Although most online social networks rely on a centralized infrastructure, several proposals of Distributed Online Social Networks (DOSNs) have been recently presented. Since in DOSNs user profiles are stored on the peers of the users belonging to the network, one of the main challenges comes from guaranteeing the profile availability when the owner of the data is not online. In this paper, we propose a DOSN based on a friendto-friend P2P overlay where the user's data is stored only on friend peers. Our approach is based on the ego-network concept, which models the social network from the local point of view of a single user. We propose a distributed algorithm which is based on the notion of coverage of the ego-network and assures that users store their data only on the peers of their friends, and that each online user can retrieve the private data of its offline friends through a common online friend. We formalize this as a Neighbour Dominating Set problem. A set of experimental results conducted on real Facebook dataset show the effectiveness of our approach.
I. INTRODUCTION
Nowadays, most popular online social networks are based on centralized servers storing all the social information regarding the users. In this way, users transfer the control of their own data to centralized entities providing the social services. Centralized social networking services present several drawbacks, including scalability, privacy, and dependence on a provider. In particular, centralized structures inherently threat user privacy due to potential monitoring and interception of private user information.
For these reasons, a current trend for developing Online Social Network services is towards the decentralization of the OSN infrastructure. A Distributed Online Social Network (DOSN) is an Online Social Network implemented on a distributed information management platform, such as a network of trusted servers, P2P systems or opportunistic networks [1] . However, the decentralization of the existing OSN functionalities poses several challenges, like defining the overlay topology and providing data availability and robustness in presence of high degree of churn.
In these networks, the problem of data availability occurs because the contents published by a user should be always accessible by their social contacts, even when such user is offline. Since there is no centralized entity storing the data of all the users, the most part of DOSNs currently proposed rely on the resources provided by users (i.e. their peers or devices) to store the profile data. However, peers of the users where profiles data are stored (also named replicas) might not be allowed to access them and encryption techniques are exploited to guarantee the users' profile privacy.
The definition of a proper strategy to choose the peers where profile should be stored has been recently investigated and the solutions proposed up now select as replica some random peers or a set of trusted peers explicitly defined by the user. Even if some solutions take into account the user's friendship to store data, they do not take advantage of the friendship relationships existing between the user's friends in order to facilitate speed up and secure retrieval of profiles data. Indeed, the replica peers, which are nodes where a user's profile is replicated, can be selected from the friends of the profile owner by considering the social relationships existing between the replicas and other friends of the user.
The focus of this paper is the definition of an approach for guaranteeing data availability in DOSN. We propose a trusted approach to manage the data availability problem which exploits the social relationships existing between users to define the P2P overlay, so that the profiles of the users are directly stored on trusted peers choosen between their friends. This kind of overlay, which is often referred as Friend-toFriend (F2F) network [2] - [4] , is expected to improve privacy and security because communication occurs between users who have established a friendship relationship. Moreover, data availability is ensured by storing the profile of each users only on friends' peers. In F2F overlays two peers can communicate with one another only if their owners have established a friendship relation. Since the two owners know one another, they can communicate either offline, in person, or through some secure channel. This side channel can be used to set up the connections between friends' peers, i.e. by exchanging their network addresses and possibly some cryptographic data for securing the link.
Our reference scenario is a F2F social overlay in which each relationship represents a trusted connection.
The solution we propose allows: i) each user to store their data only on the nodes of their friends and ii) each online user to request the private data of their offline friends through a common friendship. In particular, users' profile is replicated on a subset of the peers available in the ego network of the profile owner. The replica peers are chosen in such a way that friends of the profile owner are always directly connected to replicas. Therefore, the profile's replicas are at most one hop away from each user of the ego network and each user can retrieve the profiles of their friends only direct connections of the social overlay. The selected replicas act as local bridges for an offline ego to provide its profile data to the mutual friends.
The rest of the paper is structured as follows. We discuss the related work in Section II and contextualize the problem of data availability in the scenario described in Section III. Section IV describes our approach and presents the distributed algorithms for computing the ego-network coverage. In Section V we present the evaluation of our proposal. Finally, we report some conclusions in Section VI.
II. RELATED WORK
Several projects such as Diaspora [5] , LifeSocial.KOM [6] , PeerSoN [7] , Safebook [8] , and SuperNova [9] have addressed privacy in OSNs either through cryptography, architectural modifications and decentralization. Most of the proposed projects exploit a DHT-based architecture.
Diaspora [5] is the most big project in this area in which users' profiles are hosted on a network of independent federated Diaspora servers. Diaspora servers are administrated by individual users who allow other users' profiles to be hosted on their servers. Some users choose to be Diaspora servers in order to keep more control on their data, while others might choose to use an existing server. LifeSocial.KOM [6] is a P2P platform for secure online social networks which provides the functionality of common online social networks in a totally distributed and secure manner. Users' data are store on the peers of the P2P FreePastry overlay, which provides a reliable storage and exploits PAST to provide integrated replication of the data. PeerSoN [7] is a distributed infrastructure for social networks that provides encryption and direct data exchange. PeerSoN has a two-tier architecture, where one tier serves as a look-up service and the second tier consists of peers which can carry data for each other. Safebook [8] is a decentralized and privacy preserving online social network based on the Matryoshkas component which are specialized overlays encompassing each user, and a P2P location substrate based on Kademlia. The Matryoshka is composed of direct contacts of the user (mirror), which provides storage and retrieval of the user's data, and random peers which act as a gateway (entry point) for the data. In [9] , a recent approach based on a Super-Peer architecture is proposed. The architecture of SuperNova is based on two principal entities: storekeepers and super-peer. The former are lists of users who have agreed to keep a replication of another user's data and provide data access control based on different policies defined by the owner's data (Public, Private or Protected). The latter are nodes providing different types of services (storage, recommendation of storekeepers, recommendation of friends,..). LotusNet [10] is a P2P-based DOSN where users are organized according to Likir (a customized version of Kademlia). Users' data are stored and replicated on peers of the DHT.
As concern as the problem of data availability in DOSNs, [11] proposes a replication mechanism which exploits the structure of social graphs, to replicate users' contents. The Authors propose a replication strategy by considering that social friends are natural candidates for replicating a user data. They study three different replication mechanisms that constitute different ways to exploit the social graph for data replication. Finally, the authors of [12] and [13] propose a distributed mechanism for data availability in DOSN which selected the replicas of a profile based on the tie strength of the friendship relation and based on privacy policy defined on data, respectively.
To the best of our knowledge, none of the previous works take into account structural and temporal properties of an ego network to drive the allocation of the data. The topological structure of ego networks can be exploited by availability mechanisms in order to ensure that friends of a user u can download the profile of u by using only their friendship relations.
Friend-to-friend (or F2F) computer networks are a type of P2P network in which users only make direct connections only with people they know. In this kind of environment, the node corresponding of a user of the DOSN is connected to other users' nodes according the friendship relations. In this way, the social relationships are embedded in the P2P overlay. Turtle [3] is a F2F network which provides a P2P overlay on top of pre-existing trust relationships among Turtle users. The Turtle system does not allow arbitrary nodes to connect and exchange information. Instead, each user establishes secure and authenticated channels with a limited number of other nodes controlled by trusted users (friends). In the Turtle overlay, both queries and results move hop by hop and information is only exchanged between people that trust each other and is always encrypted. OneSwarm [2] is a F2F data sharing environment that provides users with explicit control over their privacy to decide how share data. Data can be shared in a public way, can be shared with friends, or shared with some friends but not others. OneSwarm is a privacy preserving system that uses source address rewriting to protect user privacy. Instead of always transmitting data directly from sender to receiver (immediately identifying both), OneSwarm may forward data through multiple intermediaries, obscuring the identity of both sender and receiver. Freenet 0.7 [4] , is a F2F network which exploits the small world property of the social off-line network to define an optimized routing algorithm. The protocol is based on a periodic exchange of the location keys of the peers whose aim is the creation of cluster of friends characterized by close identifiers. A different approach is proposed in [14] where authors present FriendBox, a hybrid F2F personal storage system. FriendBox combines resources of trusted friends with Cloud storage for improving the service quality achievable by pure F2F systems.
III. A REFERENCE SCENARIO
Online Social Networks and Ego Networks. A social network is formally described by an undirected graph G = (V, E), where the vertices correspond to users and the edges to the social relationships between them. Recently the concept of ego network has been introduced to model the social interactions which mostly occur between a user and their direct acquaintances. The ego network of a user can be defined as the subset of G which represents its local view of the social network. Everett and Borgatti in [15] define ego networks as networks consisting of a single actor (ego) together with the actors they are connected to (alters) and all the links among those alters. 
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Table of Symbols EN(u)
The ego network of the user u. Pu
Profile of the user u.
SS(u)
A node which is a Social Storage for the profile of user u.
LP S(u)
A node which is a Local Point of Storage for the profile of user u.
SocScoren(u)
The Social Score assigned to a node u computed by considering the ego network of the node n. degLocu(f )
The number of common neighbors between u and f .
MSL(f )
The average session length of f .
ONu
Online nodes contained into the ego network of u.
span(u)
Number of edges which are uncovered.
Set of nodes for whom u is Social Storage. LP S 1 (u) Set of nodes for whom u is a Local Point of Storage.
Thus the ego network of a user u can be formally defined as
Ego networks are an important subject of investigation in anthropology as well as for the design of user-centered applications which exploit the local knowledge and resources of the user. We assume that each user u is associated with a profile P u : a digital representation of the user and their social relationships which contains their personal information and other data of the users such as posts, comments, likes, pictures, videos or music. Profiles of the users are generally composed by small contents such as comments, links and pictures. Movies and large collections of high-quality pictures or music contents are usually not part of the profiles, because they are linked/provided from services provided by external parties (such as YouTube and Flickr).
Since profile pages are generally small we assume that the time to replicate the profile of a user on the peer of one of their friends is negligible [16] .
Distributed Online Social Networks and Ego Networks. In order to create a DOSN, an interconnecting network has to be created, known as overlay network. The overlay network is a layer on top of the network connections, which creates transparent services to handle the virtual topology of the network and communication between the peers of the system. In particular, we focus our attention on Friend-to-Friend (or F2F) networks, which are a type of P2P network in which users only make direct connections with people they know. In this kind of environment, each user of the DOSN is connected through secure channels, to other users according to the friendship relations in the ego network and an edge between a pair of users indicates that a link exists between the two corresponding users' peers in the overlay. If the number of friends of a user is very large, it is possible to define connections with a subset of them. This subset can be chosen, for instance, by considering the strength of the tie between the friends, which may computed as a function of the number of social interactions between them [17] . Our scenario is a F2F overlay where the ego network of each user represents the local view of the node.
Replication and data availability. Replication is one of the most popular approaches to manage the problem of data availability. In this approach, k copies of a profile P u are created for each user u (or for each data item published by a user) and these copies are replicated and stored across different peers.
In this manuscript, we present a new ego-centric approach to manage the problem of data availability in DOSNs which exploits the relationships between friends in order to ensure high availability of a user's profile. In particular, P u is replicated on a subset of the friends' peers available in the ego network of the profile owner u. The replica peers for the profile P u are chosen in such a way that the peers of all the friends of u are directly connected to replicas through a friendship relation. Therefore, the profile's replicas of the user u are at most one hop away from each alter of the ego network EN (u), and u's profile could be retrieved by using only friend-to-friend connections. More formally, as we will explain in the next section, we say that the selected replica peers for the profile P u generate a covering of u's ego network EN (u), because each online peer of EN (u) is either a replica of P u or it is directly connected (through a friend relationship) to a replica of P u . The selected replicas act as local bridges for an offline ego to provide their profile data to the mutual friends. A similar approach has been introduced by L. Iftode et al. in [18] , where particular nodes are used as distributed cache in order to reduce the cost of updates diffusion over a network. The focus of this approach is the updates diffusion and the scenario is not social-relationship-driven.
At the best of our knowledge, our approach is the first data availability management approach based on the network coverage concept, in which: i) the selection of replicas is social-relationship-driven and ii) replica peers are used to cache updates only for friends to ensure security requirements and only allow one hop communication.
Replica selection based on ego network coverage allows to reduce the connections necessary to retrieve the profiles.
Although data replication helps to improve data availability, because user's profile is simultaneously stored on multiple peers, it could introduce some inconsistencies between copies of the same profile that need to be resolved. Since dealing with the consistency problem is beyond the scope of this paper, we assume that consistency of copies of the same profile is always guaranteed by some external mechanism.
IV. EGO-NETWORKS COVERAGE FOR DATA AVAILABILITY
Our approach to ensure data availability exploits the ego network of each user u. We recall that the presence of a node f in the ego network of a user u implies the presence of a trusted relationship between them and of the reciprocal interest on their private data (profile data). Although ego networks can help to increase the profile privacy, because user's data and communications are restricted only to the peers in the ego network, maintaining data availability becomes a big challenge. When the user u is online, it is able to provide their data to all friends through connections to trusted peers of the F2F network. However, when the user u goes offline, the data must be replicated on a set of peers which guarantee that all the friends in the ego network of u can access it through trusted connections. In our solution, we distinguish between two different kinds of replica for each ego network EN (u): the Local Point Of Storage (LPS) and the Social Storage (SS) of the user u. The LPS nodes are static replica peers directly selected by u by considering different criteria (such as number common friends, average session length, etc.). The LPS stores and provides a copy of the u's profile till it remains on-line and allows to face abrupt crashes of u in order to avoid data loss. A LPS of a user u is selected according to its properties evaluated through a Social Score (SocScore). Instead, SSs are replica peers for the profile of a user u which are dynamically selected by considering both the online status of the peers and the friendship relation defined between each others in the F2F network. The SSs are selected by applying the notion of network coverage. Indeed, SSs selected in the ego network of the user u form a Neighbour-Dominating Set (NDS) such that: every user in the ego network should either be a SS or be connected to at least one SS. Intuitively, the SSs for an ego network are chosen so that: i) every alter should be either a SS or be connected to at least one SS of the ego network and ii) a pair of friends in the ego network should be connected by at least one SS if none of them is a SS.
Hence, the solution we propose satisfies the following requirements:
• users store their profiles only on those peers whose users belong to their ego network;
• each online user u can retrieve the profile data of a friend f directly from f (when online) or through a SS which is a mutual friend of both u and f .
As concern as the network coverage, we have several related problems, such as: i) define an LPS selection strategy which uses the node's properties (structural and temporal); ii) define a coverage strategy for the selection of SS and, iii) manage the dynamic behaviour of the users by considering the disconnection/connection of peers. In the following section, we explain the proposed solutions. To assist the reader, we have summarized in Table I all the symbols used in this section.
A. LPS selection strategy
The choice of the LPS where store profile's replicas is a fundamental issue in our system. To help the user in choosing its LPS we assign to each friend a score called social score SocScore, which measures the users' suitability as LPS of a specific node. For the purposes of the evaluation we considers only the structural properties of the social graph and the user's behaviour, but several criteria but other criteria can be introduced (such as load, security requirements, trust, etc.). The SocScore of a user u, with respect a friend f in EN (u) is computed by considering both the number of common neighbors between u and f (degLoc u (f )) and the average session length of f (MSL(f )), as follow:
The SocScore egou (f ) is used by each ego node u to implement the election of a new LPS. The Figure 1 shows, in more detail, how the LPS selection strategy behaves in the case of a simple network ego. Algorithm 1 describes the election of a LPS node. When a node goes online, it computes the SocScore of all its friends (line 3) and elects its LPS by choosing the friend with the highest SocScore (line 4-5). In this Algorithm, ON u is the set of online neighbours of u and LP S(u) is the LPS of u.
B. Network Coverage
In this section we define the notion of Neighbour Dominating Set, which we will then exploit for defining the concept of ego network coverage.
Definition 1 (Neighbour-Dominating Set -NDS):
Given a graph G = (V, E), we define N u ⊆ V as the set of neighbours of user u, that is, v ∈ N u iff (u, v) ∈ E. The Neighbour Dominating Set of a graph G = (V, E) is the set S ⊆ V of vertices such that for each edge (u, v) ∈ E, there exists a w ∈ S satisfying w ∈ (N u ∩ N v ) ∪ {u, v}.
Intuitively, for each edge (u, v), either one of its endpoints or one of the common neighbours of u and v should belong to the NDS. The computation of the NDS of a graph is a NPcomplete problem and it can be easily turned into a special instance of the well-know vertex covering problem [19] .
Since we are interested in the dynamic behaviour of the system, we have to define a notion of network coverage which takes into account the state (i.e. online or offline) of each user.
Definition 2 (Edge Coverage): An edge (A, B) of a ego network, is covered iff:
• A and B are both online; if ON u = then 3: get SocScore u (v), ∀v ∈ ON u ;
4:
SocScore u (n) = max v∈ONu {SocScore u (v)};
5:
LP S(u) = n; 6: end if 7: end procedure • A and B are both offline;
• A is online and B is offline (or the symmetric case in which B is online and A offline) and A is SS (or B in the symmetric case) or there is at least an online neighbour that acts as SS;
The previous scenarios are graphically represented by Figure 2 which summarizes the different configurations that could lead to cover the edge.
Definition 3 (Dynamic Ego-network Coverage):
The ego network of a user is covered iff all its edges are covered.
The problem we defined can be resolved by using a greedy algorithm which repeatedly adds to the NDS a node of the graph that covers the majority of the nodes of an ego network. For this reason, we define the span of a node as follow:
Definition 4 (Span):
The span of a node u in a graph G , span(u, G) is the number of edges not covered in G when u is considered offline.
Algorithm 2 describes the coverage procedure, which consists in the computation of the uncovered edges through the value of span(x, G). Initially, span(x, G) contains all the edges of the ego network, because no SS has been elected. When span(x) > 0, x has not yet computed a complete coverage of its ego network and it has to elect further SSs until span becomes 0 (line 2). At each iteration, the span of the nodes is computed (line 4) and the node in the ego network which is able to cover the maximum number of edges is elected as social storage (line 5). A greedy algorithm for the NDS problem can achieves an H -approximation where is the maximum degree of a node in the graph and H is the harmonic function [20] . Finally, [21] shows that current approximation algorithms for the problem are the best possible in terms of approximation, unless P=NP.
C. Dynamism of replicas
When a node u is going offline, it has to compute its ego network coverage (defined in Algorithm 2) by choosing a set of nodes among its friends which can store a replica of its profile. Furthermore, it has to inform all its neighbours about this. The actions executed by u are shown in the Algorithm 3. The node going offline computes the coverage (line 2) with respect the online peers in its ego network and sends its profile, P u , to all the nodes selected as social caches (line 3-5), then it set Coverage = ∅; 3: while span(x, G) > 0 do 4: get span(n, G)∀n ∈ G|!(n.isSocialStore()); 5: select m|span(m, G) = max{span(n, G)};
6:
Coverage = Coverage ∪ {m}; 7: end while 8: return Coverage; 9: end procedure Algorithm 3 Disconnection from the system of the user u 1: procedure ONDISCONNECT 2:
set C = computeCoverage(u, EN (u));
for all n ∈ C do 4: send P u to n; 5: end for
for all v ∈ ON p do 7:
send logout(u) to v; 8: end for 9: end procedure notifies it is going offline to all its neighbours (line 6-8). The Figure 3 shows the case where the ego A is going offline and needs to compute the coverage of its ego network.
It is possible that the node n which is going offline is a SS or LPS for at least another online node x. In this case n sends to x a logout notification message and the online node x will be able to elect another SS or LPS for itself. This case is shown in Algorithm 4, where the online node x receives a logout notification message from n. If the disconnecting node n is a LPS for x then x has to re-execute the LPS election (line 2-4). Otherwise, if n is a SS for x, then x has to re-execute the coverage to check if its ego network is covered or not (line 5-7).
The last scenario occurs when a node n is going offline and it is a SS for at least an offline node x. This procedure is described by the Algorithm 5 where the function CommonN eighbours(x, y) returns the set of neighbours common to x and y (line 3). In this case n has to mimic the behaviour of the offline nodes x, which are included in Fig. 3 . Suppose that ego A is going off-line. The disconnection is notified to all its friends (B, C, T, E, F and G) and A has to compute the coverage for its ego network. Nodes B, C, T and F have covered the edge to A through C, which is elected social storage from A. Instead, nodes E and G have the uncovered edge to A and so A has to cover the uncovered portion of its ego network. The coverage is done by computing the span of these nodes: span(E) = 3 and span(G) = 3. A elects either E or G as SS. After the first step, span(A) = 0 and the algorithm terminates.
Algorithm 4 Disconnection Notification received by user x
1: procedure ONMESSAGERECEIVE(disconnect(n)) 2 :
LP SElection(); 4: end if 5 :
computeCoverage() 7: end if 8: end procedure Algorithm 5 Algorithm executed from a node u which is a SS for an offline node x 1: procedure ONDISCONNECT 2:
for all x|x ∈ SS −1 (u) do end for 7: end procedure
SS
−1 (n), by executing for them the network coverage on the graph induced by x and the friends common with x (line 4).
The example in Figure 4 shows the case where a social storage needs to compute the coverage before it goes offline.
When an offline node T is going online, it has to build its ego network with the online friends. After that T has to check if its LPS is online, otherwise it needs to elect a new one by executing Algorithm 1. This could happen in two cases. The first one is after the registration of the node (the first time that it logins the system) and the second one is when its old LPS disconnect from the network. Moreover, it is possible that the joining node T is not covered in the ego network which it is part of. For example, consider the case of Fig. 5 in which node T joins the network. It could happen that the joining node T is no longer covered in the ego network of the generic offline friend x. As a result, there is no way for T to get the data of x, for example by exploiting its friendship relations with the online node B and C. To manage this scenario we allow user T to check if there is at least one common peer in x's ego network such that it is both online and covered in the ego network of x (i.e. it can access the x's data, such as the nodes B and C of Fig. 5 ). If such a node exists, say B, the joining Fig. 4 . On the left side: the ego network of node x when x goes offline. x elects the node N and node V to cover its ego network. Suppose that node N , which is a SS of x, goes offline. N recomputes the coverage for x on the common neighbours between N and x (N mimics x), which are R, T , and K. On the right side: the computation of the coverage on the subgraph induced by x, R, T , and K, may return, for instance, two new social storages for x, for example R and K. user T sends to B a request to act as SS for x's data. When the node (B) selected by T receives the request message, it retrieves x's data from another SS (A in our example) and acts as SS of x. After that, T is covered in the ego network of x and the availability of x's data is ensured. However, if no common neighbours are found, we can not guarantee the availability of x's profile to the joining user T .
V. EXPERIMENTAL METHODOLOGY AND RESULTS
In order to assess the performance of our approach we implemented a simulation by using the P2P Peersim simulator 1 . Moreover, we also implemented a Facebook application 2 which exploits the Facebook API in order to retrieve the dataset for our simulations. In particular, we collected the following sets of information from registered users:
• Profile information of registered users and of their friends;
• Friendship relations between the friends;
• Online status of all the users (by using the Facebook chat status) sampled for all users every 8 minutes for 10 consecutive days (from Tuesday 3 June 2014 to Friday 13 June);
The dataset contains 328 registered users, for a total of 144.481 users (registered users and their friends). The resulting dataset have the advantage of representing a very heterogeneous population: 213 males and 115 females, with age range of 15-79 with different education, background. Table II shows some general characteristics of our dataset. A more detailed description of the data set and its features is available in [22] .
In our experiments we applied the proposed algorithm to the ego networks of each registered user. The simulation duration is the same as the number of sampled time slots (2000 time slots each of 8 minutes) and each node of the simulator exactly simulates the behaviour of the correspondent user during the specified time slot. As can be seen in Figure  6 , the number of on-line nodes in the network indicates clearly the presence of a cyclic day/night pattern where, on average, most users seem to be connected during daylight. In general, we observe that the most part of online users are friends of the registered users while the number registerd users simultaneously connected to the system is shown in Figure 7 .
During the simulation, at most 80 registered users out of 328 are connected at the same time to the system. In Figure 7 we present also the number of online LPS during the simulation. At the beginning of the simulation, each of the registered user elected a friend from their ego network to be LPS for their profile. However, only some of the selected LPSs remained online till the owner of the profile reconnects to the social network, while most part of them leave the system due to churn. However, if no are LPSs available when registered users join the system, they select a new LPS among the available peers. The graph in Figure 7 shows the number of LPS elections performed by registered users during the simulation. The number of LPS election in each time slot is less then 10. Figure 8 shows the average number of online friends (and its respective standard deviation) in the ego networks of the registered users. During the whole simulation, the amount of online friends in each ego network ranges between 80 and 20 on average. We evaluated the average number of SSs (and its respective standard deviation) selected by our coverage algorithm in each ego network. Figure 8 shows that the average number of SSs needed to cover the ego networks of all users ranges between 20 and 10. However, during the whole simulation, the maximum number of SSs in each ego network does not exceed 40 SSs per ego network. Furthermore, we focus on the costs of the data availability service in terms of message consumption and network traffic. In order to react to disconnecting nodes, SS and LPS which are responsible for a certain profile, need to exchange some messages. Every time a new SS or LPS is created, a new protocol message is generated to inform the peer about its role. Furthermore, a disconnection and connection message is necessary each time a user leaves or joins the system. Figure  9 and 10 present the amount of system messages and the number of bytes generated by the proposed algorithm. The total number of messages exchanged in a given time-interval is proportional to the number of online users in the systems. The total number of SSs selected during the simulation is shown in Figure 11 . For each time slot, we have collected the total number of online SSs selected in the system and the total number of SS elections performed during the simulation. The total number of online SSs needed to cover the ego networks is very low with respect the number of online users (see Figure  6 ). The average number of SSs required for covering the ego networks is an order of magnitude smaller than the number of online users. Indeed, during the peak hours of the days (when approximately 25000 users are online) the number of SSs selected is about 2500. SS online SS elections Fig. 11 . SS number and elections Figure 11 shows also the number of SS elections performed in each time slot. The election on a new SS is needed every time an online SS or a registered user leaves the system. The total number of SSs elected during the simulation ranges from 0 to 500.
In order to evaluate the coverage of ego network and how it is better in term of data availability, we measured in each time slot, the total number of peers covered and uncovered in the system. As previously defined, a node in the ego network is covered if it is a SS of the ego or it is connected to at Figure 12 shows the total percentage of users' peers covered and uncovered during the simulation. On average, 80% of the online peers in the system are covered during the whole simulation while the remaining nodes are not covered because they do not have friendship relationships with online SSs. However, results show that during the most part of the day the total number of covered nodes in about 90%.
We assessed the extent to which the selected SSs result in a complete coverage of the nodes of ego networks. Specifically, we measured in each time slot the percentage of covered nodes in each ego network. Figure 13 shows the average percentage of covered and uncovered nodes in each ego network. The total number of covered nodes (see Figure 12) is distributed more or less equally among the various ego networks of the system. During the hours of daylight, the percentage of covered nodes in each ego network ranges between 80% and 90% and the number of uncovered nodes is very small. During the night time, the percentage of covered nodes in each ego network decreases (between 80% and 70%) because the most part of the users leave the system and some peers in the network remain isolated and they can not access the profile of some users by using only friendship relationships. In such a case, the coverage of the ego network is critical due to the few number of peers available in each ego network.
Finally, we assessed the extent to which the selected SSs cover the peers of each the ego networks by counting the average number of peers covered by the SS during the simulation (show in Figure 14) . The average number of covered peers ranges between 1 and 5. During the hours of daylight, the number of peers covered by each SS is about 5 because the most part of user's friends are online and only few SSs are needed to cover the entire ego network. However, during the sleep time, the average number of peers covered by each SSs decreases because the most part of the users leave the system and the ego networks of each user results to be weakly connected. Indeed, there are a lot of online peers which are isolated and do not have online friends.
VI. CONCLUSION AND FUTURE WORKS
This paper proposes a replication-based approach to face the data availability problem in DOSNs. The main goal of our system is to guarantee that users' data are stored on trusted nodes. In our approach online users have a backup storage node belonging to their ego network and, when a user goes offline, it has to provide a network coverage for all its online friends. As result, a node can retrieve a profile by using only trusted social connections of the F2F network. Each node dynamically elects a minimal set of replicas among his friends by exploiting structural and temporal properties of the DOSNs. The evaluation of the our approach, conducted on a real OSN dataset, shows that the proposed algorithm is able to guarantee 90% data availability in the simulated period (10 days). We plan to extend our work in several directions. In our approach, each peer detects its social storages by considering only local information in its ego network. This implies that a node may be chosen as social storage by more than one ego, and in this case it is possible that it has to manage the profiles of many users. We are investigating the possibility of defining load balancing strategies which exploit also information on intersecting ego networks. Furthermore, we plan to study in depth the problem of data consistence. We plan also to investigate flexible strategies to decide where the content of the user should be stored: exclusively at peers run by friends who are authorized to see the users' contents, encrypted on unreliable devices, on the devices of closest friends, or using some heuristics which combine other architectural information able to produce intelligent allocations.
