In this paper, we deal with a problem of the type
Introduction
In what follows, L, T are two fixed positive numbers. For each r > 0, we set B r = {x ∈ R n : |x| < r} (| · | being the Euclidean norm on R n ) and B r is the closure of B r .
We denote by A the family of all homeomorphisms φ from B L onto R n such that φ(0) = 0 and φ = ∇Φ, where the function Φ : B L →] − ∞, 0] is continuous and strictly convex in B L , and of class C 1 in B L . Notice that 0 is the unique global minimum of Φ in B L .
We denote by B the family of all functions F : [0, T ]×R n → R which are measurable in [0, T ], of class C 1 in R n and such that ∇ x F is measurable in [0, T ] and, for each r > 0, one has sup x∈Br |∇ x F (·, x)| ∈ L 1 ([0, T ]), with F (·, 0) ∈ L 1 ([0, T ]).
Given φ ∈ A and F ∈ B, we consider the problem
(P φ,F )
A solution of this problem is any function u : [0, T ] → R n of class Next, consider the functional I : K → R defined by
In [1] , Brezis and Mawhin proved the following result:
In [4] , using Theorem 1.A jointly with the theory developed in [2] , we obtained the following multiplicity theorem: = +∞. Assume that the following assumptions are satisfied: (i 1 ) for a.e. t ∈ [0, T ] and for every x ∈ R n , one has
Then, for every ψ ∈ L 1 ([0, T ]) \ {0}, with ψ ≥ 0, there existsλ > 0 such that the problem
has at least two solutions which are global minima in K of the functional
Clearly, condition (i 4 ) is a little involved and has a typical quantitative nature, due to the presence of the constant c. This kind of drawback, however, is largely compensated by the great generality of the conclusion, due to its validity for any
The aim of the present short paper is to give a further contribution to the subject, adopting assumptions of qualitative nature only, in the spirit of Theorem 1.2 of [5].
Results
The two main tools we will use to prove our main theorem are as follows:
-Let X be a topological space, E a real vector space, Y ⊆ E a non-empty convex set and J : X × Y → R a function which is lower semicontinuous and inf-compact in X, and concave in Y . Moreover, assume that
Then, there existsŷ ∈ Y such that the function J(·,ŷ) has at least two global minima.
Then, one has sup
Our main result is as follows:
Then, for every non-empty convex set
PROOF. Fix a non-empty convex set Y ⊆ L ∞ ([0, T ]) with property (P ). Let C 0 ([0, T ], R n ) be the space of all continuous functions from [0, T ] into R n , with the norm sup [0,T ] |u|. To achieve the conclusion, we are going to apply Theorem 2.A taking X = K, regarded as a subset of C 0 ([0, T ], R n ) with the relative topology, and J : K × Y → R defined by
, J(·, ψ) is lower semicontinuous in K. Let us show that J(·, ψ) is inf-compact in K. By (a 1 ), there exist k, δ, ν > 0, with
for all x ∈ R n and
for all t ∈ [0, T ] and x ∈ B δ . By the mean value theorem, we have
for some ξ in the segment joining 0 and x. Consequently, for all t ∈ [0, T ] and x ∈ B δ , we have
and so, if we put 
(2.4)
Fix ρ ∈ R. By (2.4), the set C ρ := {u ∈ K : J(u, ψ) ≤ ρ} turns out to be bounded. Moreover, the functions belonging to C ρ are equi-continuous since they lie in K. As a consequence, by the Ascoli-Arzelà theorem, C ρ is relatively compact in C 0 ([0, T ], R n ). By lower semicontinuity, C ρ is closed in K. But K is closed in C 0 ([0, T ], R n ) and hence C ρ is compact. The inf-compactness of J(·, ψ) is so shown. Now, to obtain the strict minimax inequality required by Theorem 2.1, we use Proposition 2.A. By (a 2 ), there are
Since the constant functions (from [0, T ] into R n ) belong to K, we think of A, B as subsets of K. With these choices, in connection with Proposition 2.A, (a) is a direct consequence of (2.6); (b) follows immediately from (2.5); (c) is obvious since g(u, ψ) = 0 for all u ∈ B. Finally, concerning (d), observe that, if u ∈ K \ B, then the continuous function G • u − r is not zero and hence sup ψ∈Y g(u, ψ) = +∞ since Y has property (P ). Therefore, Propostion 2.A ensures that
Now, our conclusion follows directly from Theorem 2.1 and Theorem 1.A. △
We now point out three remarkable corollaries of Theorem 2.1.
Besides condition (a 1 ), assume that F (t, ·) is even for all t ∈ [0, T ], that G is odd and that
Then, the conclusion of Theorem 2.1 holds.
PROOF. By assumption, there isx ∈ R n such that
So, G(x) = 0. Assume, for instance, that G(x) > 0. Then, since G is odd, G(−x) < 0. But, since F (t, ·) is even, we have
Therefore, condition (a 2 ) is satisfied with r = 0, and the conclusion of Theorem 2.1 follows. △ COROLLARY 2.2. -Let φ ∈ A and let F, G ∈ C 1 (R n ), with lim |x|→+∞ G(x) = +∞. Besides condition (a 1 ), assume that there exists a point x 0 ∈ R n which is, at the same time, the unique global minimum of G and a strict local, not global, minimum of F .
Then, for each γ ∈ L 1 ([0, T ]), with inf [0,T ] γ > 0, and for each non-empty convex set Y with property (P ), there exists ψ ∈ Y such that the problem
PROOF. By assumption, there are x 1 ∈ R n and ρ > 0 such that
for all x ∈ B(x 0 , ρ) \ {x 0 }. Now, observe that, since G is inf-compact (being coercive) and x 0 is the unique global minimum of G, for each sequence {y k } in R n such that lim k→∞ G(y k ) = G(x 0 ), we have lim k→∞ y k = x 0 . As a consequence, we can fix r > G(x 0 ) so that At this point, it is clear that, for each γ ∈ L 1 ([0, T ], with inf [0,T ] γ > 0, the function (t, x) → γ(t)F (x) satisfies conditions (a 1 ) and (a 2 ) and the conclusion follows. △
Recall that a real-valued function on a convex subset of a vector space is said to be quasi-convex if its sub-level sets are convex. COROLLARY 2.3. -Let n = 1 and let φ ∈ A, F ∈ B, G ∈ C 1 (R). Besides condition (a 1 ), assume that G is strictly monotone and that x → T 0 F (t, x)dt is not quasi-convex. Then, the conclusion of Theorem 2.1 holds. PROOF. By assumption, there are x 1 , x 2 , x 3 ∈ R, with x 1 < x 3 < x 2 , such that
Moreover, the numbers G(x 1 ) − G(x 3 ) and G(x 2 ) − G(x 3 ) have opposite signs and G −1 (G(x 3 )) = {x 3 }. Therefore, condition (a 2 ) is satisfied with r = G(x 3 ), and the conclusion follows. △
