The article presents the hybrid metaheuristic-neural assessment of the pull-off adhesion in existing multi-layer cement composites using artificial neural networks (ANNs) and the imperialist competitive algorithm (ICA). The ICA is a metaheuristic algorithm inspired by the human political-social evolution. This method is based solely on the use of ANNs and two non-destructive testing (NDT) methods: the impact-echo method (I-E) and the impulse response method (IR). In this research, the ICA has been used to optimize the weights of the ANN. The combined ICA-ANN model has been compared to the genetic algorithm (GA) and particle swarm optimization (PSO) to evaluate its accuracy. The results showed that the ICA-ANN model outperforms other techniques when testing datasets in terms of both effectiveness and efficiency. As presented in the validation stage, it is possible to reliably map the adhesion level on a tested surface without local damage to the latter.
Introduction
Layered cement composites, recently an issue attracting numerous researchers [1] [2] [3] [4] , usually consist of an overlay placed on an existing concrete substrate. It is always necessary to ensure an appropriate bond between the overlay and existing concrete substrate. The measure of this bond is the value of the pull-off adhesion (f b ), obtained using the pull-off method [5] . This method is time consuming due to the delay time of the curing of the resin used for bonding the steel disc. Moreover, results can be influenced by variation on the rupture surface, the orientation and position of the aggregate onto the disc, the disc material, diameter, and thickness, the backpressure system, and also the speed of load application [6] [7] [8] . The tested surface in each of the measuring places is damaged and the efficiency of this method depends on the number of measuring places. The damage has to be repaired after the test. When considering the above, it is advisable to use non-destructive testing (NDT) methods for the purpose of the assessment of the interlayer bond. It has been verified in practice that the impact-echo (I-E) and impulse response (IR) methods may be used individually to make a successful zero-one assessment [9, 10] . However, it is not possible to individually use the above-mentioned NDT methods to make a full, reliable assessment of the value of f b [11] [12] [13] . In such a
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Results of Training and Testing
After applying the Chauvenet criterion of the elimination of questionable results and reducing the database to 239 sets of results, the resulting variables were randomly divided into ANN learning, testing, and experimental verification data. Once the data was normalized, out of 239 such sets of results, 70% of the samples (167 patterns) were randomly used for training and 15% of the selected samples (36 patterns) were randomly used to test the ANN. The rest of the samples were randomly used for validation (36 patterns). In order to include all the parameters in a numerical range and make the data dimensionless, the contributing input and output parameters should be normalized prior to the training phase according to Equation (1):
where x N is the normalized input and output data, x is the input data, MinX is the minimum of all data, and MaxX is the maximum of all data. Therefore, all of the normalized data is placed in the numerical distance of [−1,+1]. The hidden layer node numbers were determined according to [60] by using Equation (2):
where N H is the maximum number of neurons in the hidden layers and N I is the number of inputs.
Considering that the number of effective inputs obtained is 5, the maximum number of nodes in the hidden layer is equal to 11. The ICA is used to determine the optimized weight of each of the ANN models. The structure of the ICA-ANN used in the analysis is presented in Figure 3 . Table 3 indicates the optimized structure of each model along with features of the ICA. Furthermore, Table 4 indicates the analytical results of training and testing each of the models with optimal structure, which is provided in Table 3 . Five statistical parameters of mean error (ME), mean absolute error (MAE), mean squared error (MSE), root mean squared error (RMSE), and mean squared reduced error (MSRE) are presented in Table 5 . The performance measurements from all models have been collected and averaged. Due to the randomness of weights and data sampling, each experiment is simulated ten times in order to obtain more reliable results. To determine the performance of the models and to decide on the best model, the MSE test and MSE training criteria obtained from the models are compared with each other and shown in Table 3 . According to the indicated results, the 250GEN_5IN model, the weight of which has As indicated in Tables 3 and 4 , in model 5 the values of the determination coefficient R 2 for the parameter of f b at the training and testing stages are equal, respectively, to 0.844 and 0.858. The slope of the straight line for this parameter equals 0.679 and 0.802, which represents the accuracy of the model and less modeling error. According to [61] , in this model the nonlinear tan-sigmoid function (TANSIG), which shows the minimal error, was considered as the transfer function:
According to Table 5 , the coefficients of ME, MAE, MSE, RMSE, and MSRE in two training and testing stages for the ANN model with a 1-5-6-5 structure, and also the properties of 500 countries, 50 empires, and 250 repetitions, are less than for all of the other models. This represents lower errors of this ANN in comparison to other models. Therefore, the ICA-ANN model with the title of 250GEN_5IN is more accurate than other models of its kind. The result of comparing the selected 250GEN_5IN ICA-ANN model with the observation data is presented in Figure 4 . The minimum cost and the mean cost diagrams are shown in Figure 5 .
and the mean cost diagrams are shown in Figure 5 .
Comparison with the Genetic Algorithm (GA) and Particle Swarm Optimization (PSO)
In order to evaluate the accuracy of the ICA-ANN model, which has been optimized by the ICA, it was compared with both the GA and PSO, the features of which are provided in Table 6 . The ICA-ANN model with a 1-5-6-5 structure and the TANSIG stimulation function were used. According to a study conducted on three algorithms for training data and testing, R 2 coefficients and the slope of the straight line are presented in Table 7 . Figure 5 shows graph cost for 250 iterations in the 250GEN_5IN model. Figure 6 shows the comparison of the fb values for the computational and observational data using the three algorithms in the training stage. According to the equations of lines fitted to the computational and observational values in each model, and also the coefficient of determination that corresponds to them (Table 7) , it can be seen that the ANN optimized by the ICA determines the amount of fb more accurately than the GA and PSO algorithms. Moreover, the determination of fb using the three models shown in Figure 6 indicates that the ANN optimized by the ICA has higher accuracy and flexibility.
Results of Validation of the Proposed ICA-ANN Model
In order to conduct the validation of the ICA-ANN model, a set of 36 results was randomly selected. These results were not previously used to train and test the ICA-ANN. As a result, the taught ICA-ANN model generated the value of the pull-off adhesion for each of these areas. Table 8 presents a comparative summary of the values of fb and fc,b, defined, respectively, using the pull-off method and ICA-ANN. 
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In order to evaluate the accuracy of the ICA-ANN model, which has been optimized by the ICA, it was compared with both the GA and PSO, the features of which are provided in Table 6 . The ICA-ANN model with a 1-5-6-5 structure and the TANSIG stimulation function were used. According to a study conducted on three algorithms for training data and testing, R 2 coefficients and the slope of the straight line are presented in Table 7 . Figure 5 shows graph cost for 250 iterations in the 250GEN_5IN model. Figure 6 shows the comparison of the f b values for the computational and observational data using the three algorithms in the training stage. According to the equations of lines fitted to the computational and observational values in each model, and also the coefficient of determination that corresponds to them (Table 7) , it can be seen that the ANN optimized by the ICA determines the amount of f b more accurately than the GA and PSO algorithms. Moreover, the determination of f b using the three models shown in Figure 6 indicates that the ANN optimized by the ICA has higher accuracy and flexibility. Table 7 . Results of ANN models optimized by the GA, ICA, and PSO algorithms in training and testing. The results of validation presented in Table 8 indicate the correct identification of validation data. It is evidenced by the obtained low mean value of the absolute error amounting to 0.05 MPa and the satisfactory mean value of the relative error |RE| amounting to 4.89%. Interestingly, the values of fc,b identified by the ICA-ANN are equal to 1.11 MPa and are, on average, the same as the fb obtained experimentally using the pull-off method. The results of the validation were used to plot the adhesion maps shown in Figure 7 (results in the other points on the tested surface were obtained by means of linear interpolation). This figure illustrates two adhesion maps. The first one was obtained on the basis of experimental tests conducted using the pull-off method (Figure 7a ). The second one was identified by the ICA-ANN. 
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Results of Validation of the Proposed ICA-ANN Model
In order to conduct the validation of the ICA-ANN model, a set of 36 results was randomly selected. These results were not previously used to train and test the ICA-ANN. As a result, the taught ICA-ANN model generated the value of the pull-off adhesion for each of these areas. Table 8 presents a comparative summary of the values of f b and f c,b , defined, respectively, using the pull-off method and ICA-ANN. The results of validation presented in Table 8 experimentally using the pull-off method. The results of the validation were used to plot the adhesion maps shown in Figure 7 (results in the other points on the tested surface were obtained by means of linear interpolation). This figure illustrates two adhesion maps. The first one was obtained on the basis of experimental tests conducted using the pull-off method (Figure 7a ). The second one was identified by the ICA-ANN. 
Conclusions
The results of the proposed hybrid method indicate that the metaheuristic ICA is successful in optimizing the ANN. The prediction model requires knowledge of a total of five parameters: Kd, Nav, Mp/N, and v, obtained using the IR method, and also parameter fT, which was obtained using the I-E method. ANN with a 1-5-6-5 structure with the nonlinear tan-sigmoid transfer function and the properties related to the ICA with 500 countries and 50 primary empires and 250 repetitions has a higher ability and accuracy in determining the value of the fb.
In the best ANN model, optimized by the ICA for determining the value of the fb, the determination coefficient R 2 at the stages of training and testing is 0.844 and 0.858, respectively. The results indicated that the ICA-ANN model outperforms the other methods, such as the GA and PSO. The R 2 values are also higher than those obtained previously by the simple MLP-ANN [29] . The obtained values of R 2 can be considered as satisfactory, taking into account the fact that it is not necessary to use the 3D roughness parameters of an existing concrete substrate surface.
Various functional issues solved by this algorithm also indicate that the proposed optimization strategy can successfully help to solve practical problems. The pull-off adhesion of the cement mortar in the existing concrete substrate in real cement composites can be obtained with the use of the proposed method. However, this method is applicable when the thicknesses of the layers of the cement mortar and substrate, and also the composition of the cement mortar and existing concrete substrate in the particular cement composite, are similar to the ones that were used to create the database in this article. Otherwise, it is necessary to create a new database for cement composites that are tested in practice. 
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