In [10] dynamic and stationary measures of importance of a component in a repairable multistate system were introduced. For multistate systems little has been published until now on such measures even in the nonrepairable case. According to the Barlow-Proschan type measures a component is important if there is a high probability that a change in the component state causes a change in whether or not the system state is above a given state. On the other hand, the Natvig type measures focus on how a change in the component state affects the expected system uptime and downtime relative to the given system state. In the present paper we first review these measures which can be estimated using the simulation methods suggested in [4] . Extending the work in [8] from the binary to the multistate case, a numerical study of these measures is then given for two three component systems, a bridge system and also applied to an offshore oil and gas production system. In the multistate case the importance of a component is calculated separately for each component state. Thus it may happen that a component is very important at one state, and less important, or even irrelevant at another. Unified measures combining the importances for all component states can be obtained by adding up the importance measures for each individual state. According to these unified measures a component can be important relative to a given system state but not to another. It can be seen that if the distributions of the total component times spent in the non complete failure states for the multistate system and the component lifetimes for the binary system are identical, the Barlow-Proschan measure to the lowest system state simply reduces to the binary version of the measure. The extended Natvig measure, however, does not have this property. This indicates that the latter measure captures more information about the system.
Basic ideas, concepts and results
There seem to be two main reasons for coming up with a measure of importance of system components. Reason 1: it permits the analyst to determine which components merit the most additional research and development to improve overall system reliability at minimum cost or effort. Reason 2: it may suggest the most efficient way to diagnose system failure by generating a repair checklist for an operator to follow. It should be noted that no measure of importance can be expected to be universally best irrespective of usage purpose. In this paper we will concentrate on what could be considered as allround measures of component importance. It extends the work in [8] from the binary to the multistate case.
In [10] dynamic and stationary measures of importance of a component in a repairable multistate system were introduced. For multistate systems little has been published until now on such measures even in the nonrepairable case. According to the Barlow-Proschan type measures a component is important if there is a high probability that a change in the component state causes a change in whether or not the system state is above a given state. On the other hand, the Natvig type measures focus on how a change in the component state affects the expected system uptime and downtime relative to the given system state. In the present paper we first review these measures which can be estimated using the simulation methods suggested in [4] . Extending the work in [8] from the binary to the multistate case, a numerical study of these measures is then given for two three component systems, a bridge system and also applied to an offshore oil and gas production system. In the multistate case the importance of a component is calculated separately for each component state. Thus it may happen that a component is very important at one state, and less important, or even irrelevant at another. Unified measures combining the importances for all component states can be obtained by adding up the importance measures for each individual state. According to these unified measures a component can be important relative to a given system state but not to another. It can be seen that if the distributions of the total component times spent in the non complete failure states for the multistate system and the component lifetimes for the binary system are identical, the Barlow-Proschan measure to the lowest system state simply reduces to the binary version of the measure. The extended Natvig measure, however, does not have this property. This indicates that the latter measure captures more information about the system.
Let S = {0, 1, . . . , M } be the set of states of the system; the M + 1 states representing successive levels of performance ranging from the perfect functioning level M down to the complete failure level 0. Furthermore, let C = {1, . . . , n} be the set of components and in general S i , i = 1, . . . , n the set of states of the ith component. We claim {0, M } ⊆ S i ⊆ S. Hence, the states 0 and M are chosen to represent the endpoints of a performance scale that might be used for both the system and its components. Note that in most applications there is no need for the same detailed description of the components as for the system. Let x i , i = 1, . . . , n denote the state or performance level of the ith component at a fixed point of time and x = (x 1 , . . . , x n ). It is assumed that the state, φ, of the system at the fixed point of time is a deterministic function of x; i.e. φ = φ(x). Here x takes values in S 1 × S 2 × · · · × S n and φ takes values in S. The function φ is called the structure function of the system. We often denote a multistate system by (C, φ).
We now consider the relation between the stochastic performance of the system (C, φ) and the stochastic performances of the components. Introduce the random state X i (t) of the ith component at time t, i = 1, . . . , n and the corresponding vector X(t) = (X 1 (t), . . . , X n (t)). If φ is a multistate structure function, φ(X(t)) is the corresponding random system state at time t. Assume also that the stochastic processes {X i (t), t ∈ [0, ∞)}, i = 1, . . . , n, are mutually independent. For the dynamic approach of the present paper this is a necessary assumption in order to arrive at explicit results.
In this and the subsequent section we consider the case where the components, and hence the system, can be repaired. In order to make things not too complex we assume that each component deteriorates by going through all of the states from the perfect functioning state until the complete failure state before being repaired to the perfect functioning state. Also at time t = 0 all components are in the perfect functioning state M . Let the ith component have an absolutely continuous distribution F k i (t) of time spent in the state k, before jumping downwards to state k − 1, with density f k i (t),F k i (t) = 1 − F k i (t) and mean µ k i . Furthermore, let the ith component have an absolutely continuous repair time distribution G i (t) with density g i (t),Ḡ i (t) = 1 − G i (t) and mean µ 0 i . It is assumed that all these times spent in the various states are independent.
For j = 0, . . . , M we introduce the notation:
Note that:
a(t)) = P [I(φ(X(t)) ≥ j) = 1]
We denote a j i (t) the availability of the ith component at level j at time t and p j φ (a(t)) the availability of the system at level j or above at time t. The corresponding stationary availabilities for i = 1, . . . , n and j ∈ {0, . . . , M } are given by: 
Introduce: a = (a Now for i = 1, . . . , n and k, j ∈ {1, . . . , M } the generalized Birnbaum [2] measure in repairable systems is expressed as:
We obviously have:
B (t) = 1, 0 ≤ I (i,j)
For i = 1, . . . , n and k, j ∈ {1, . . . , M } the corresponding stationary measures are given by: 
The generalized Barlow-Proschan [1] stationary measure is given by
B−P is the stationary probability that the jump downwards of the ith component is the cause of the system leaving the better states {j, . . . , M }, given that the system has left these states, j ∈ {1, . . . , M }.
We now turn to the Natvig [5] , [6] , [7] , [9] , [10] type measures and start by introducing some basic random variables for i = 1, . . . , n, k ∈ {0, . . . , M }, m = 1, 2, . . . 
We argue that components that by deteriorating, strongly reduce the expected system time in the better states, are very important. In order to formalize this, we consider a time interval [0, t] and introduce for i = 1, . . . , n, k ∈ {0, . . . , M − 1}, m = 1, 2, . . .:
T i,k,m = the fictive time of the mth jump of the ith component into state k after a fictive minimal repair of the component at T i,k,m ; i.e., it is repaired to have the same distribution of remaining time in state k + 1 as it had just before jumping downwards to state k, as well as the intervals:
Note that τ i,k,m (t) represents the interval within [0, t] where the mth fictive minimal repair of component i from level k to level k + 1 is effective. We then define for i = 1, . . . , n, k, j ∈ {1, . . . , M } and m = 1, 2, . . .:
i,k,j,m = system time in state j or above in the interval τ i,k−1,m (t) just after the jump downwards from state k to state k − 1 of the ith component, which immediately undergoes a fictive minimal repair.
Y 0 i,k,j,m = system time in state j or above in the interval τ i,k−1,m (t) just after the jump downwards from state k to state k − 1 of the ith component, assuming that the component stays in the latter state throughout this interval.
In order to arrive at a stochastic representation for the Natvig type measure we introduce the following random variables:
Thus, Z i,k,j,m can be interpreted as the fictive increase in system time in the states {j, . . . , M } in the interval τ i,k−1,m (t) due to a fictive minimal repair of the ith component when jumping downwards from state k to state k − 1.
Note that since the minimal repair is fictive, we have chosen to calculate the effect of this repair over the entire interval τ i,k−1,m (t) even though this interval may extend beyond the time of the next jump of the ith component.
In order to summarize the effects of all the fictive minimal repairs, we have chosen to simply add up these contributions. Taking the expectation, we get for i = 1, . . . , n, j ∈ {1, . . . , M } and k ∈ {1, . . . , M − 1}:
We then suggest the following generalized Natvig measure, I
(i,j) N (t) of the importance of the ith component in the time interval [0, t] in repairable systems:
tacitly assuming EY i,k,j (t) < ∞, i = 1, . . . , n, k, j ∈ {1, . . . , M }. We obviously have:
From [7] it follows that for k ∈ {1, . . . , M }:
Accordingly, this integral equals the expected prolonged time in state k of the ith component due to a minimal repair. The following corresponding stationary measure is arrived at:
We now also take a dual term into account so that components that by being repaired strongly reduce the expected system time in the worse states, are considered very important. In order to formalize this, we introduce for i = 1, . . . , n, m = 1, 2, . . .:
T i,M,m = the fictive time of the mth jump of the ith component into state M after a fictive minimal complete failure of the component at T i,M,m ; i.e., it is put into state 0 with the same distribution of remaining time in this state as it had just before jumping upwards to state M , as well as the intervals:
Note that τ i,M,m (t) represents the interval within [0, t] where the mth fictive minimal complete failure of component i from level M to level 0 is effective. We then define for i = 1, . . . , n, j ∈ {1, . . . , M }, m = 1, 2, . . .: Parallel to Eq. (8) we then introduce the following random variables
Thus, Z i,0,j,m can be interpreted as the fictive increase in system time in the states {0, . . . , j − 1} in the interval τ i,M,m (t) due to a fictive minimal complete failure of the ith component when jumping upwards from state 0 to state M . Now adding up the contributions from the repairs at T i,M,m , m = 1, 2, . . ., and taking the expectation, we get for i = 1, . . . , n and j ∈ {1, . . . , M }:
We then suggest the following dual generalized Natvig measure, I 
tacitly assuming EY i,k,j (t) < ∞, i = 1, . . . , n, k ∈ {0, . . . , M }, j ∈ {1, . . . , M }. Completely parallel to Eq.(12) we have:
The corresponding stationary measures are given by:
Note that if µ (7) and (6) . Now consider the special case where the component times to jumps downwards and repair times are Weibull distributed; i.e.
From Eqs. (12) and (18) we get as shown in [9] that µ
Now for k ∈ {1, . . . , M } assume that the shape parameter α In the examples given in the following three sections we will consider a multistate description of both the components and the system. For the components we let S i = {0, 1, 2}, i = 1, . . . , n. We then regard the system as a flow network and let the system state be the amount of flow that can be transported through the network. In order to determine this we start out by identifying the binary minimal cut sets of the network K , = 1, . . . , m; i.e. the minimal sets of components the removal of which will break the connection between the endpoints of the network. We then apply the well-known max-flow min-cut theorem, see [3] , and get
For system A treated in Section 2 and the offshore oil and gas production system treated in Section 4 there is at least one component in series with the rest of the system and we see that we also have S = {0, 1, 2}. This is in accordance with our general set up. However, for system B treated in Section 2 and the bridge structure treated in Section 3 there are no components in series with the rest of the system and we end up with S = {0, 1, 2, 3, 4}. Since our simulation program is written for handling systems that can be considered as flow networks, this does not cause any problems. Furthermore, in order to be able to compare with the binary description treated in [8] we let the distributions of the total component times spent in the non complete failure states for the multistate case be equal to the component lifetime distributions in the binary case except for the exponential distribution case treated in Section 4. For simplicity we also assume that the distributions of the times spent in each of the non complete failure states are the same for each component. Finally, we assume that the repair time distributions are the same in the binary and multistate cases.
Component importance in two three component systems
In this section we will simulate the component importance in two systems with three components. Figure 1 shows the systems we will be looking at. The times spent in each of the non complete failure states and the repair times are assumed to be gamma distributed. We will first see how an increasing variance in the distributions of the times spent in each of the non complete failure states of one of the components influences the component importances. The effect of a decreasing mean time to repair of one of the components will be investigated next.
Let first the components have the following distributions of times spent in state k before jumping to state k − 1 for k = 1, 2 and of repair time: B−P (t) for system A for respectively system level j = 1, 2. Tables 3 -6 do the same for system B for respectively system levels 1, 2, 3, 4. We first note that for both systems and all system levels I
B−P (t) are practically equal. Since stationarity is reached and the repair time distributions are the same for all three components, this is in accordance with results given in Section 1. Furthermore, component 2's importance is increasing in c for both systems and all system levels both for the I (i,j) N (t) and the extended measure. Hence, according to these measures the increased uncertainty associated with an increasing variance leads to increased importance of a component.
We will then look at how the extended measure ranks the components. For system A and system level 1 components 2 and 3 are equally important according to I (i,1) B−P (t) irrespective of c. Since the variance of the distribution of the times in a non complete failure state of component 2 is greater than the corresponding one of component 3 for all c, the former component is more important than the latter according to the extended measure. Except for c = 1/2 this is also true for system level 2. However, for both system levels component 1 is not challenged as the most important for this measure being in series with the rest of the system and by far the most important according to
For system B and all system levels component 3 is more important than component 2 according to I (i,j) B−P (t) irrespective of c. This is also true for the extended measure for c = 1/2. However, as the variance of the distribution of the times in a non complete failure state of component 2 increases, this component gets increasingly more important according to the extended measure, and finally the most important one for all system levels.
We will now turn our attention to the case where one of the components experiences a decreasing mean time to repair (MTTR). First we will assume that this is the case for component 1, and that components 2 and 3 have identical distributions of times spent in each of the non complete failure states and of repair times. Then the roles of components 1 and 2 are interchanged. More specifically, let the components have the following distributions of times spent in state k before jumping to state k − 1 for k = 1, 2 and of repair time: B−P (t) for system A for respectively system levels 1 and 2. Tables 9 -12 do the same for system B for respectively system levels 1, 2, 3, 4. Since components 2 and 3 have interchangeable positions both in System A and B, and identical distributions of times spent in each of the non complete failure states and of repair times, they have the same importance for each of the five measures. These importances are easily found given the ones for component 1. Now we note for both systems and all system levels that I (1,j) N (t) and I
(1,j) B−P (t) are practically equal. Since stationarity is reached and the distributions of times spent in each of the non complete failure states are the same for all three components, this is in accordance with results given in Section 1. For system A for both system levels all measures are practically constant in c for component 1 except I
(1,j) B (t) which is decreasing in c. The latter fact follows from Eq. (5) and Eq.(6) since the component is in series with the rest of the system and its stationary availability, a (1,j) B−P (t) also increases for j = 1, 2. As for system A I
(1,j) N (t) behaves much like I
(1,j)
B−P (t).
If one is comparing the results in Tables 1, 3 , 7 and 9 covering system level 1 by the corresponding results for the binary case given in [8] , the Birnbaum measure, the Barlow-Proschan measure and the dual Natvig measure are mostly identical. The reason is that these measures are not affected by the fictive minimal repairs of the components when jumping downwards from one of the non complete failure states. Especially, the extended Natvig measure, however, is different. This indicates that the latter measure captures more information about the system. Now, we consider the case where components 1 and 3 are assumed to have identical distributions of times spent in each of the non complete failure states and of repair times. More specifically, let the components have the following distributions of times spent in state k before jumping to state k − 1 for k = 1, 2 and of repair time: Tables 13 and 14 display the results from the simulations for all three versions of the Natvig measure and for I (i,j) B (t) and I (i,j) B−P (t) for system A for respectively system levels 1 and 2. Tables 15 -18 do the same for system B for respectively system levels 1, 2, 3, 4.
As for the previous case I (i,j) N (t) and I (i,j)
B−P (t) are practically equal for both systems and all system levels since the distributions of times spent in each of the non complete failure states are the same for all three components. When c = 1, all components have identical distributions. Hence, in accordance with results given in Section 1 all measures give the same results in each system for each B−P (t) in each system for each system level. For System A and both system levels and all measures the importance of component 3 is decreasing in c, while the other components get increasingly more important except for I (2,2) B (t) which is decreasing in c. For System B for all measures and system levels 1 and 2 the importance of component 1 is decreasing in c, while the other components get increasingly more important again except for I (2,2) B (t) which is decreasing in c. For the three Natvig importance measures and I (i,j) B−P (t) and system levels 3 and 4 the importance of all components are almost constant in c. Especially, for system level 4 according to these measures all components are almost equally important. On the other hand for I
(1,j) B (t) for system levels 3 and 4 the importance of component 1 is increasing in c.
We now turn to the ranking of the components according to the extended measure. We see that component 1 is ranked on top in both systems and for all system levels and almost all values of c, so we focus on the ranking of components 2 and 3. For both systems and all system levels component 3 is ranked before component 2 for c = 1/2, 3/4, whereas the ranking is opposite for c = 3/2, 2, 5/2. To explain this, however, we consider each system separately.
We first consider System A where the ranking is the same as for I 
Component importance in the bridge system
In this section we will investigate the bridge system depicted in Figure 2 . As in the previous section the times spent in each of the non complete failure states and the repair times are assumed to be gamma distributed. We will again first see how an increasing variance in the distribution of the times spent in each of the non complete failure states of one of the components influences the component importances. More specifically, let the components have the following distributions of times spent in state k before jumping to state k − 1 for k = 1, 2 and of repair time: The results of the simulations are shown in Tables 19 -22 for all three versions of the Natvig measure and for I (i,j) B (t) and I (i,j) B−P (t) for respectively system levels 1, 2, 3, 4. As for the case presented in Tables 1 -6 B−P (t) are practically equal. Parallel to the case mentioned above component 1's importance is increasing in c for all system levels both for the I (1,j) N (t) and the extended measure. Hence, again according to these measures the increased uncertainty associated with an increasing variance leads to increased importance of a component.
The ranks of the extended measure shown in Table 23 change a lot as for System B in the case mentioned above. As c increases, and component 1 becomes more uncertain, it also becomes more important. The other components, however, are ranked in the order 2 ≈ 4, 5, 3. When c = 3/2 components 1 and 5 have swapped places in the ranking. Component 1 becomes the most important component when c = 6 for system levels 1 and 2, but not for system levels 3 and 4. We will now look at how a decreasing mean time to repair of one of the components influences the importance measures. More specifically, let the components have the following distributions of times spent in state k before jumping to state k − 1 for k = 1, 2 and of repair time: B−P (t) for respectively system levels 1, 2, 3, 4. As for the cases presented in Tables 7 -18 all components have the same distributions of the times spent in each of the non complete failure states. Hence, in accordance with results given in Section 1 I (i,j) N (t) and I (i,j) B−P (t) are practically equal. When c = 1, all components have identical distributions. Hence, in accordance with results given in Section 1 all measures give the same results for each system level in this case. As is seen from the tables, the results are very similar for all three Natvig importance measures and I (i,j) B−P (t). The importance according to these measures of components 1 and 2 are increasing in c, while the ones of components 3 and 4 are decreasing in c for system levels 1 and 2, whereas these importances are approximately constant for system levels 3 and 4. The resulting ranks, which are identical for all the three Natvig measures and I (i,j) B−P (t), are shown in Table 28 . As Table 22 : Simulations of the bridge system with increasing variance in the distributions of the times in a non complete failure state of component 1. System level is 4. The time horizon is t = 20000.
c Rank system levels 1,2 Rank system levels 3, in the previous case, component 3 is always the least important component. For all the importance measures there is a turning point at c = 1. For this c all components have identical distributions leaving components 1, 2, 4 and 5 equally important since they are similarly positioned in the system. As a conclusion the results of the present section very much parallel the ones of the previous one. Table 24 : Simulations of the bridge system with decreasing MTTR of component 1. System level is 1. The time horizon is t = 20000. Table 25 : Simulations of the bridge system with decreasing MTTR of component 1. System level 2. The time horizon is t = 20000. 4. Application to an offshore oil and gas production system
We will now look at a West-African production site for oil and gas based on a memo [11] . Oil and gas are pumped up from one production well along with water. These substances are separated in a separation unit. We will assume this unit to function perfectly. After being separated the oil is run through an oil treatment unit, which is also assumed to function perfectly. Then the treated oil is exported through a pumping unit.
The gas is sent through two compressors which compress the gas. When both compressors are functioning, we get the maximum amount of gas. However, to obtain at least some gas production, it is sufficient that at least one of the compressors is functioning. If this is the case, the uncompressed gas is burned in a flare, which is assumed to function perfectly. The compressed gas is run through a unit where it is dehydrated. This is called a TEG (Tri-Ethylene Glycol) unit. After being dehydrated, the gas is ready to be exported. Some of the gas is used as fuel for the compressors.
The water is first run through a water treatment unit. This unit cleanses the water so that it legally can be pumped back into the wells to maintain the pressure, or back into the sea. If the water treatment unit fails, the whole production stops. The components in the system also need electricity which comes from two generators. At least one generator must function in order to produce some Table 27 : Simulations of the bridge system with decreasing MTTR of component 1. System level is 4. The time horizon is t = 20000.
c Rank system levels 1, 2 Rank system levels 3, 4 oil and gas. If both generators are failed, the whole system is failed. The generators are powered by compressed and dehydrated gas. Thus, the simplified production site considered in the present Figure 3: Model of oil and gas production site.
paper, consists of the following 8 relevant components, which are assumed to operate independently:
1. Well: A production well where the oil and gas come from.
Water cleanser:
A component which cleanses the water which is pumped up from the production well along with the oil and gas.
3. Generator 1: Generator providing electricity to the system.
Generator 2:
The same as Generator 1.
Compressor 1:
A compressor which compresses the gas.
Compressor 2:
The same as Compressor 1.
7. TEG: A component where the gas is dehydrated.
8. Oil export pump: An oil export pump.
The structure of the system is shown in Figure 3 . The components 1, 2, 7 and 8 are all in series with the rest of the system, while the two generators, 3 and 4, operate in parallel with each other. Similarly, the two compressors, 5 and 6, operate in parallel with each other.
In [11] no explicit definition of the system is given. There are several different possible definitions, and in [8] we used the following: The oil and gas production site is said to be functioning if it can produce some amount of both oil and gas. Otherwise the system is failed.
Comp.
Bin. failure rate µ Table 29 : Binary failure rates, mean repair times and mean total times spent in the non complete failure states of the components in the oil and gas production site. Table 29 shows the given binary failure rates, mean repair times and mean total times spent in the non complete failure states of the components in the system. The time unit is days. The mean total times spent in the non complete failure states are considerably larger than the mean repair times. For some components (the well, the TEG unit and the oil export pump) the former means are actually several years.
It should be stressed that the memo [11] does not discuss what might be reasonable life-and repair time distributions. Hence, the choice of the exponential and gamma distributions in the following may be difficult to justify empirically. Our aim is, however, to illustrate how different choices of such distributions influence the Natvig measures. In order to avoid making this sensitivity analysis too extensive, we have skipped the Weibull distribution.
Exponentially distributed repair times and times spent in each of the non complete failure states
In this subsection we assume that the components both have exponentially distributed times spent in each of the non complete failure states and exponentially distributed repair times. The failure rates in the former distributions are twice the inverses of the mean total times spent in each of the non complete failure states, while the repair rates are the inverses of the mean repair times. Thus, all the parameters needed in the simulations can be derived from Table 29 . The time horizon t is set to 100000 days.
In Tables 30 and 31 we see that I (i,j) N (t) is almost equal to its extended versionĪ (i,j) N (t) for both system levels. This is because E[Y i,k,j (t)] for k = 1, . . . , M are very large compared to E[Y i,0,j (t)] for all components. Hence, the contributions of the latter terms in Eq.(17) are too small to make any difference.
The reason for this is that the repair times of the components are much shorter than the corresponding times spent in each of the non complete failure states. Hence, the fictive prolonged repair times of the components due to the fictive minimal complete failures are much shorter than the fictive prolonged times spent in each of the non complete failure states due the fictive minimal repairs. Especially, the fictive prolonged repair times will, due to the much longer times spent in each of the non complete failure states, mostly end long before the next real repair. Hence, it is very unlikely that the fictive minimal complete failure periods will overlap. As a conclusion it is very sensible for this case study that I (i,j)
We also observe from Tables 30 and 31 that for the two almost equal measures the components 1, 2, 7 and 8 that are in series with the rest of the system have approximately the same importance for both system levels. This can be seen for system level 2 by the following argument. Since t = 100000 days we have reached stationarity. Furthermore, for the exponential distribution µ By a parallel argument this is also the numerator of I
Note also that the remaining components that are parts of parallel modules have almost identical importances according to the two almost equal measures and are much less important than the ones in series with the rest of the system for both system levels. According to an argument in [8] the reason for this in the binary case is that all components 3, 4, 5 and 6 have almost identical availabilities as is seen from Table 29 .
The ranks of the component importance for the three versions of the Natvig measure are given in Table 32 . We suggest to apply the ranking based on the measureĪ (i,j) N (t) which is almost identical to the one of I (i,j) Table 30 : Component importance using exponential distributions. System level is 1. The time horizon is t = 100000. 
Gamma distributed repair times and times spent in each of the non complete failure states
In this subsection we assume instead that the components have gamma distributed times spent in each of the non complete failure states and gamma distributed repair times. More specifically, we assume that for i = 1, . . . , 8, the times spent in each of the non complete failure states of the ith component have the densities:
while the repair times of the ith component have the densities:
By choosing different values for the density parameters it is possible to alter the variances in the distributions of the times spent in each of the non complete failure states and still keep the expectations fixed. In order to see the effect of this on the importance measures, we focus on component 1 where we consider five different parameter combinations for the distribution of the times spent in each of the non complete failure states. For all these combinations the expected time spent in each of the non complete failure states is 1827.49 days, but the variance varies between 9.135 · 10 2 and 5.85 · 10 5 . Table 33 lists these parameter combinations. For the remaining gamma densities we use the parameters listed in Tables 34 and 35 . All parameters are chosen such that the expectations in the repair time distributions and in the total times spent in each of the non complete failure states match the corresponding values given in Table 29 . We also use the same time horizon t = 100000 days as in the previous subsection. Tables 36 -40 display the results obtained from simulations using the parameters listed in Tables 33, 34 and 35. As for the case with exponentially distributed repair times and times spent in each of the non complete failure states I (i,j) N (t) is almost equal to its extended versionĪ (i,j) N (t) for both system levels.
We now observe that for these two almost equal measures the components 1, 2, 7 and 8 that are in series with the rest of the system have different importances for both system levels as opposed to the exponential case. However, the remaining components that are parts of parallel modules are still much less important for system level 1.
Furthermore, we see that for both system levels the extended component importance of component 1 is increasing with increasing variances, and decreasing shape parameters α 1 /2, all greater than 1, in its distribution of times spent in each of the non complete failure states. Since we have reached stationarity, this observation, based on simulations and assuming gamma distributed repair times and times spent in each of the non complete failure states, is in accordance with the theoretical result concerning the Weibull distribution described following Eq.(21). Table 41 displays the ranks of the components according to the extended measure for both system levels. Along with the increased importance for both system levels, according to the extended measure, of component 1 as α 1 /2 decreases, we observe from this table a corresponding improvement Comp. Comp. Comp. in its rank. All the other components are ranked in the same order for every value of α 1 /2 both for system level 1 and 2. This is as expected from Eq.(20) since the ordering is determined by its numerator. For all components except component 1 the numerator depends on the distributions of repair time and the times spent in each of the non complete failure states of this component only through a j 1 , j = 1, 2, which is kept fixed when varying α 1 /2. We also see that the components that are in series with the rest of the system for both system levels are ranked according to the shape parameter α i /2, such that components with the smaller shape parameters are more important. Note also that according to the ranks components 1, 7 and 8 are more important on system level 1 than 2, while it is the other way round for components 5 and 6.
Comparing the ranks of the extended component importance in Table 41 for the gamma distributions to the ones in Table 32 for the exponential distributions, we see that in the former case for both system levels components 5 and 6 in one of the parallel modules are more important than components 3 and 4 in the other parallel module, whereas they are roughly equally important in the latter case. This is due to the fact that in the former case the repair times and the times spent in each of the non complete failure states of components 5 and 6 have a larger variance than the corresponding ones of components 3 and 4. In the case where exponential distributions were used, the corresponding variances were roughly similar. The ranking of the components 2, 7 and 8 that are in series with the rest of the system, are common for both system levels in these tables.
Table
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Concluding remarks
In the present paper first a review of basic ideas, concepts and theoretical results, as treated in [10] , for the Natvig measures of component importance for repairable multistate systems, and its extended version, has been given. Then two three component systems and the bridge system were analysed. We saw that an important feature of the Natvig measures is that they reflect the degree of uncertainty in the distributions of the repair time and of the times spent in each of the non complete failure states of the components. Finally, the theory was applied to an offshore oil and gas production system. First the times were assumed to be exponentially distributed and then gamma distributed both in accordance with the data given in the memo [11] . The time horizon was set at 100000 days so stationarity is reached.
A finding from the simulations of this case study is that the results for the original Natvig measure and its extended version, also taking a dual term into account, are almost identical. This is perfectly sensible since the dual term vanishes because the fictive prolonged repair times are much shorter than the fictive prolonged times spent in each of the non complete failure states. The weaknesses of this system are linked to the times spent in each of the non complete failure states and not the repair times.
Component 1 is the well being in series with the rest of the system. For this component we see that the extended component importance in the gamma case is increasing with increasing variances, and decreasing shape parameters, all greater than 1, in the distributions of times spent in each of the non complete failure states. This is in accordance with a theoretical result for the Weibull distribution. Along with this increased importance we also observed a corresponding improvement in its ranking.
Based on the presentation in [10] we feel that the Natvig measures of component importance for repairable multistate systems on the one hand represent a theoretical novelty. On the other hand the case study indicates a great potential for applications, especially due to the simulation methods applied, as presented in the companion paper [4] .
