Abstract: Speech can be broadly categorized into voiceless, voiced, and mute signal, in which voiced speech can be further classified into vowel and voiced consonant. With the ever increasing demand of the speech synthesis applications, it is urgent to develop an effective classification method to differentiate vowel and voiced consonant signal since they are two distinct components that affect the naturalness of the synthetic speech signal. State-of-the-arts algorithms for speech signal classification are effective in classifying voiceless, voiced and mute speech signal, however, not effective in further classifying the voiced signal. In view of the issue, a new algorithm for speech classification based on Gaussian Mixture Model (GMM) is proposed, which can directly classify a speech into voiceless, voiced consonant, vowel and mute signal. Simulation results demonstrate that the proposed algorithm is effective even under the noisy environments.
INTRODUCTION
It is an important part of the speech signal processing to divide the speech signal into voiceless, voiced consonant, vowel, mute signal. For example, according to the different characteristics of these kinds of signals, we can use different processing schemes to improve the efficiency and quality of coding algorithm in speech coding. However, due to the dynamic range of many feature parameters of these signals are usually overlapped (for example, short-time energy parameter and zero crossing rate parameter), we can't separate it linear by extracting a feature parameter, what is worse, these parameters are more difficult to distinguish in the disturbed situations. The traditional method is extracting some feature parameters, and then to judge to carry on linear processing and the predetermined threshold. The threshold is usually determined by artificial experience, the method is simple, easy to implement, but can't guarantee the judgment result reliable and accurate. These algorithms have not voiced further classification, the representative is the V/U/S mode classification method [1] based on multi feature parameters which was proposed by Atal and Rabiner, its classification techniques is a Bayesian decision process. Then some improvement and new classification methods were proposed [2, 3] , and there were many scholars proposed some classification methods based on different feature parameters and neural network structure [4, 5] . But the traditional artificial neural network methods (such as BP network) have the defects of slow training speed, easy to fall into local minima and poor generalization performance in network training and network design, and those nonlinear methods still need to rely on the user's engineering experience in the selection of network structure and weights setting, which lack of a unified mathematics theoretical foundation. With the emergence of a new pattern recognition method (support vector machine), some scholars put it into the speech classification work [6] , they combined two classification support vector machine to realize the voiceless, voiced and mute classification of speech signals. However, the algorithm is very complex, and there was no further classification of voiced speech signals.
Gauss mixture model is a research hotspot of pattern recognition algorithms in recent years, which is widely used in the field of speech signal processing, and achieved good result [7] . The core idea of GMM is to describe the distribution of feature vectors in the probability space with the combination of multiple Gauss distribution probability density function, GMM is indicated by the weighted sum of multiple Gauss distribution probability density function, the number of the probability density function is called the mixed numbers of Gauss model. In this paper, we use the differences of noise and speech signal's energy distribution in the spectrum, avoiding the parameters subject to noise interference, such as the short-time energy and zero crossing rate etc. By making Fourier transform on speech signal, calculating the ratio of the energy distribution on different frequency bands as the feature vector, the algorithm establishes Gauss mixture model (GMM) to classify speech signal, and further divide voiced signal into vowel and voiced consonant. Experiments show that, this method can realize the classification accurately in the environment of low signal-to-noise. Fig. (1) shows the theory of speech classification system based on GMM.
ALGORITHM DESCRIPTION

Extraction Of Speech Feature Parameters
According to the different forms of excitation, the speech can be divided into two categories: voiced and voiceless, and voiced is again divided into vowel and voiced consonant. Table 1 shows the spectrum energy distribution of speech.
As it can be seen from Table 1 , there have a certain distribution law in various frequency bands of different types of speech signal, so we can classify the speech signal by the law. The feature vector of GMM is the percentage of each frequency band's energy. The speech signal is divided into frames, and each doing FFT transform, according to Table 1 , divided into 4 frequency bands(0-1KHz, 1-3Hz, 3-5KHz, 5-8KHz), and calculating the percentage of energy in the frequency band. The spectral energy distribution of vowel and voiced consonant is approximate, but the energy difference is large, as shown in Fig. (2) . To distinguish between the two, we adding the normalized energy, composed of 5 dimensional feature vector.
Establishment of GMM
The distribution of speech signal feature vector samples in the probability space can be said by GMM, a d dimensional vector GMM which has a M mixed number can be shown by: Fig. (1) . Theory of Speech Classification System Based on GMM. Where:
x is d dimensional feature vector; i ! is the mixing weights, and meet The Gauss mixture model (GMM) is described by the mean vector, the covariance matrix and mixed weight of each mixture component, use ! to describe the model:
GMM Model Parameters
The method to train GMM model parameters is using Maximum Likelihood estimation algorithm. The purpose of training is to find a set of model parameters ! to get the maximum value of P ! X ( ) .
That is:
Maximum Likelihood estimation usually uses the iterative calculation of Expectation Maximization (EM) algorithm. The algorithm has two main steps: expect step (E) and maximize step (M).E step use current set of parameters to calculate the exception value of complete data likelihood function. M step get the new parameters by maximizing expected function and E step and M step will iterate until convergence.
We define the Q function to illustrate the EM algorithm:
i is the serial number of Gaussian component, ' λ is the existing model parameters and λ is the new parameters to be calculated.
After defines the Q function, the EM algorithm can be simply described as follows:
(1) E step: calculate the probability p i i x ,! ' ( ) of training data on t i = i state:
Considering the characteristic vector sample of speech is always limited, in the process of training, some component of the covariance matrix of the GMM may be quite small and these model parameters have a large influence on likelihood function which may seriously affect the performance of the system. So in the iterative calculation, we usually set a threshold value of the covariance, that is if covariance value is less than set threshold value, we will use the threshold value instead.
GMM Recognition Algorithm
Our purpose is to find a kind of speech whose corresponding model i ! makes the characteristic vector group X have the maximum posteriori probability ( )
According to the Bayes theory, the maximum posteriori probability is expressed as:
Assuming that the prior probability of each voice is equal, that is P i ! ( ) = 1 S and to each speech, P X ( ) is the same, the expression can be simplified as:
SIMULATION AND RESULTS
Quiet environment speech signal is collected as the experiment data including 10 people and the male to female ratio is 1:1.Everyone speak for one minute and speech content contains all Chinese phonemes. Signal sampling frequency is 8000HZ and quantitative level is 16 bit. Extracting voiceless, voiced consonant, vowel, mute each 1000 characteristic vectors used in the experiment. The experimental steps are as follows:
1. Frame processing speech signal, each frame has 256 sampling points. Extract voiceless, voiced consonant, vowel, mute each 900 frames. Calculate the percentage of each frequency band energy and normalized energy forming a feature vector.
2. Determine the initial value of ! . This paper adopts the method of clustering classifying feature vector according to nearest neighbor, and determining the covariance and mean 
