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INTRODUCTION AND SUMMARY 
At the basis of the research, out of which this thesis has grown, stands the 
following problem. 
Consider the space L(E
r
F) of operators between two Banach lattices 
E and F. This space is partially ordered in a natural way. We pose 
the problem: how well, does this order structure fit in with various 
properties of operators, such as compactness and weak compactness? 
Somewhat more specified: if T: E -*• F has a certain property and be­
sides has a modulus |τ| in L(E,F), does |τ| also have this property? 
We were particularly interested in weak compactness. 
A question which is posed in such generality, can of course initiate all 
kinds of research. First I would like to sketch the main lines of the de­
velopment that this problem has undergone. After that I shall say something 
about the results that came out of it. 
We started with looking at a simple case, namely operators with domain 
L (μ). The simplicity of this situation is due to a classical representation 
theorem of Dunford, Pettis and Phillips: 
take a Banách space X, and T: L (Ω,Σ,ρ) -»• X weakly compact. Then there 
exists a norm bounded function g: Ω •*· X such that 
(i) Tf is the Bochner integral ƒ fg dy for all f e L (μ), 
(ii) g(Ω) is relatively weakly compact. 
Conversely, any norm bounded, strongly measurable function g: Ω -»• X that 
satisfies (ii), induces a weakly compact operator by means of (i). 
Thanks to this theorem, we can solve our problem for domain spaces L.(y). 
Encouraged by this first succes, we continued with various kinds of 
representable operators. Operators that are given by means of vector valued 
integrals formed a first class. A second important class are those operators 
vii 
which can be described by means of a vector valued measure. One of the most 
interesting theorems in this field is due to Bartle, Dunfotd and Schwartz. 
They describe the operators C(K) -> X (here К is a compact Hausdorff space 
and X a Banach space). Also this representation bore fruités. It resulted 
in a description of the order structure on the space W(C(K),X) of all weak-
ly compact operators C(K) -* X. 
By this approach a number of questions were raised about the ordering 
on spaces of vector valued functions and measures, since they are at the 
root of the representations we mentioned. The research was also guided into 
this direction by a seminar held in Nijmegen, where the recent book of 
J. Diestel and J.J. Uhi Jr.: On vector measures (Γπ,Ι)]) was studied. Within 
the context as we sketched it above, it was natural to ask: what can you say 
in relation to the order structure about the subjects that are treated in 
Γο,υ] if you consider range spaces that are Banach lattices ? 
In this way the Banach lattices L (E) of Ε-valued functions came up 
Ρ 
(with E a Banach lattice). They form a generalization of the well-known Ba­
nach function spaces. The functionals on these spaces L (E) lead again to 
operators. We obtain a class of operators of which the kernel operators bet­
ween Banach function spaces are the most important examples. 
All this did result in a thesis where we study the order structure on 
spaces of functions and measures with values in a Banach lattice. Along 
these lines we derive results about the ordering on spaces of operators. 
Let us now look at the content of this thesis in some more detail. The the­
sis consists of five chapters. 
In the first chapter we sketch some parts of the theory on Riesz spaces 
and especially on Banach lattices that will be used further on in the the­
sis. We hope that in this way the readers who are not familiar with Riesz 
spaces, but are acquainted with functional analysis, get a good idea of what 
is going on in Banach lattice theory and can grasp the central techniques 
and results that will be employed. 
Chapter II starts with a short reflection on strongly measurable func­
tions with values in a Banach space, before we come to our real subject, 
the space B(y,E) of strongly measurable functions f : Ω -*• E (where (Ω, Σ, μ) 
viii 
is a finite measure space and E a Banach lattice). We study the most impor­
tant order aspects of this Riesz space and of the so-called generalized 
Banach function spaces L (Ε), which are ideals in B(E), normed by 
Ρ 
f •+ p(||f(-)||) for f e L (Ε) , 
where ρ is a function norm on Β(μ,IR). We consider order and norm density 
in L (E) of the set S(E) of all step functions. This yields among other 
things that S(E) is not necessarily order dense in B(E) (in contrast to the 
realvalued situation) and that S(E) is norm dense in L (E) iff ρ is order 
Ρ 
continuous (provided the measure space is not trivial and dim £=">). 
For t, > f„ > •· > 0 in B(E), we say that f + 0 if inf f = 0 in 
1 ζ η η 
Β(E) (this is the usual order convergence in a Riesz space) and that 
f 4· 0 if f (ω) + 0 in E for μ-ä.e. ω e Ω (we call th;s pointwise order 
η ρ η 
convergence). These notions of convergence may differ in case dim E = » . 
We compare them rather extensively and we also involve in this study some 
order continuity properties of the Bochner integral map I : L. (E) ->• E . A 
+ + 
nice result about this map is: for f e L.(E) , y e E with 0 < у < I (f), 
there exists g e L.(E) with 0 ¿ g < f and I (g) = y . 
1 y 
Chapter III deals with vector measures. We start again with an intro-
ductory section where we summarize the most important properties of vector 
measures. After that we focus our attention on measures with values in a 
Banach lattice and we study the ordering on successively m(E) ( = the order 
bounded vector measures), BV(E) ( = the measures of bounded variation), 
SA(E) ( = the measures that are strongly additive) and CA(E) ( = the coun-
tably additive measures). 
Weakly compact operators C(K) -»• E can be represented by countably ad-
ditive Ε-valued measures, and in this way our results about CA(E) yield 
the following theorem: 
let E be an order complete Banach lattice. Let | |*| | have the weak Fatou 
E 
property (i.e. there exists а К e IR such that if 0 < e + e in E, then 
||e|J < K'supl|e || ). Then the following statements are equivalent. 
(i) E has property (C). 
(ii) For every compact Hausdorff space К and every order bounded, weak­
ly compact operator T: C(K) -»• E , also |т| is weakly compact. 
IX 
(iii) As (ii) , but with "1 " instead of "any space C(K)". 
00 
(iv) As (ii) , but with "c" instead of "any space CdO". 
Here (C) is the following geometrical property of the Banach lattice E: 
if χ ,x ,.. is summable in E and { Σ., |x.| : ne IN } is order boun­
ded, then |x.I,|χ.I,.. is summable. 
Banach lattices with order continuous norm and AM-spaces have this property. 
Section 4 of chapter III is devoted to property (C). Among other things we 
describe there a configuration that occvrr in any Banach lattice without 
property (C). 
Chapter IV is devoted to the dual of L (E). We concentrate in this 
Ρ * 
chapter on two closely related subclasses of L (Ε) , namely 
L (E)* = { Φ e L (E)* : if f + 0 , then Φ (f ) •* 0 } and 
P P Ρ η ρ η 
* * * 
L (Ε) = the band in L (E) , generated by L , β E 
ρ m ρ ^ ρ ' с 
These sets are important because of the operators their elements induce. 
* * 
Any Φ e L (E) gives rise to an operator Ί\: L -* E by 
Ρ Φ Ρ 
<T.f,e> = Φ(ί·θ) for f e L , e e E . 
Φ p 
* 
We show that L (E) corresponds to a known class of operators. In case 
ρ m ^ 
E = L , a Banach function space, L (L ) gives us the class of all kernel 
operators L -»• L . of finite double norm (also called Hille-Tamarkin opera-
p
 * 
tors). Furthermore, we characterize the functionals in L (E) by means of 
ρ m 
two continuity properties. 
* * One easily establishes the inclusion L (E) с L (E) . In a number of 
ρ m ρ ρ 
cases equality holds, for example if E* = E* or if E* has the Radon-Nikodym 
e n с 
property. We also give an example where the inclusion is strict. 
Finally, in chapter V, the topic of our study are operators which are 
given by a Bochner or a Pettis integral. Again, we are interested in the 
order structure. We show: if T: L •+ E is given by Tf = Bochner- ƒ fg dp 
(for f e L ), then Τ has a modulus that satisfies |τ|ί = Bochner- ƒ f|g| dp. 
An operator T: L ·*• E of the form Tf = Pettis- ƒ f g dp (for f € L ) , 
P P 
with g strongly measurable, does not necessarily have a modulus. Even if it 
has one, still ІТІ need not be given by |τ|ί = Pettis- ƒ f|g| dp . 
χ 
This turns out to be correct only if E has property (C). 
These results are applied to weakly compact operators L (y) -> Ε , 
which leads to the theorem: 
for a Banach lattice E the following statements are equivalent. 
(i) For every relatively weakly compact set A <= E , also 
{ |a| : a e A } is relatively weakly compact. 
(ii) For some infinite dimensional space L (μ) , every weakly compact 
operator T: L (μ) -*• E has a modulus that is again weakly compact. 
(iii) For every space L (y) , every weakly compact operator 
T: L (y) -*• E has a modulus that is again weakly compact. 
/ 
We end this chapter with some observations concerning compactness of repre-
sentable operators. 
xi 
Some notations and conventions. 
In this thesis we use two books as standard references. 
Γϋ,υΐ J. Diestel and J.J. Uhi Jr : On vector measures 
is our basic source of information on vector valued functions and measures, 
fSch] H.H. Schaefer : Banach lattices and positive operators 
is used as standard work concerning the theory of Banach lattices. We have 
not used any specific textbook as standard reference on functional analysis. 
Concerning our notations, most of them are explained in the text itself. 
Our notations for subjects from functional analysis follow Γο,υΐ, with the 
exception that we use Greek characters φ,ψ,., to denote elements of a dual 
Banach space, instead of χ ,y ,.. . 
The characteristic function of a set A is denoted by χ ; the constant 
function with value 1 is sometimes written as 1. Ι,,Ι.,Ι ,c ,c denote the 
IN - 1 2 - о 
usual sequence spaces in IR . Their coordinate vectors are e for η € IN. 
( e
„
 =
 X/„i = (0,..,0,1,0,..) .) 
η {η}
 + 
place number η 
A sequence χ.,χ.,.. in a Banach space X is called siArnmabZe if 
lim Σ χ exists in X , 
D neD 
where D runs through the family of all finite subsets of IN directed under 
inclusion (such a sequence is often called unconditionally summable in 
literature). 
References to some result or definition are indicated by 
1.5 : theorem 1.5 in the same chapter of the thesis as the 
reference, 
11,1.5 : theorem 1.5 in chapter II of the thesis, 
Γο,υ] 11,1.5 : theorem 1.5 in chapter II of Γϋ,ϋ] . 
Also some formulas have a number in front of them, to be used for quotations. 
This numbering starts of with (1) in every chapter. 
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CHAPTER I 
PRELIMINARIES ON BANACB LATTICES 
It is our intention to scetch in this first chapter some parts of the 
theory of Riesz spaces (and especially Banach lattices) that we shall use 
further on in this thesis. We hope that in this way the readers who are not 
familiar with Riesz spaces, but are acquainted with functional analysis, 
get a good idea of what is going on in Banach lattice theory and can grasp 
the central techniques and results that we shall employ. 
We start in sections 1 and 2 with the basic notions and theorems con­
cerning Riesz spaces and Banach lattices respectively. These sections con­
sist only of definitions, theorems and examples. For proofs and for a more 
profound treatment of this theory we refer the reader to the books about 
Riesz space theory. As a good introduction serves rJ,R]. We ourselves use 
[Sch] as standard reference. Other books to be mentioned are [А,В 1], [Fr] 
and [L,Ζ 2]. 
In section 3 several important properties of Banach lattices E (order 
continuity of the norm, weak sequential completeness and reflexivity) are 
characterized by the impossibility of embedding various sequence spaces in 
E. These results are based on theorems about the construction in E of dis­
joint sequences. We present our own variant of such a theorem. Section 4 
deals with some continuity properties of the norm with respect to the part­
ial ordering, namely the Fatou and Levi properties, that we shall mainly 
encounter in chapter III. Finally, section 5 deals with operators between 
Banach lattices. 
1 
§1. Riesz spaces 
In this section we introduce the concept of a Riesz space and the basic 
notions that are related to it. We are not going to prove any results but 
we refer the reader to the books mentioned above. 
DEFINITION 1.1. A real linear space L is called a Rieaz space ( also vector 
lattice) if L is partially ordered in such a way that 
(i) L is a lattice for this ordering, 
(ii) The ordering is compatible with the algebraic structure of L,i.e. 
if f,g e L, then f 5 g implies f+h < g+h for all h e L and f > О 
implies λί à 0 for all λ e IR, λ > 0. 
Riesz spaces occur in a natural way in many places in analysis. Let us men­
tion some important examples. 
EXAMPLE 1.2. Let (Ω,Σ,μ) be a measure space. Define 8 to be the set of all 
realvalued T-measurable functions on Ω and order В by f ¿ g iff 
f (ω) ^  дЫ) for all ω e Ω (f,g e В). Let В be the space of all equivalence 
classes of functions in В for the equivalence relation f ~ g iff 
f - g = 0 jj-a.e. Order В by [f] ¿ [g] iff f S g y-a.e. (in the follow-
ing the difference between f e В and its equivalence class in В will not be 
expressed in our notations). 
В and В are examples of Riesz spaces as are the spaces 
L (μ) = { f e В I /|f|Pdv < <» } (for 1 < ρ < ») and 
Ρ 
L (μ) = { f e В I f is μ-essentially bounded }. 
EXAMPLE 1.3. Let (Χ,τ) be a topological space, and let C(X) be the space 
of all continuous functions : X -*• IR , and BC(X) the subspace of C(X) con­
sisting of all bounded functions. C(X) and BC(X) are Riesz spaced for the 
ordering f < g iff f(χ) < g(χ) for all χ e X. 
EXAMPLE 1.4. ([Seh] II,example 1.5) Let Ω be a point set, F a field of 
subsets of Ω and let M(F) be the space of all finitely additive measures 
m : F -*• IR that are bounded. Ordered by m S nu iff m (A) < m (A) for 
all A e F, M(F) becomes a Riesz space. 
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A Riesz space L is called Archimedean if for all u e L, u > 0, 
inf {n u | η e IN } = 0. We shall only be interested in Archimedean 
Riesz spaces in this thesis. 
In the rest of this section, L denotes an Archimedean Riesz space. 
Some names and notations. L = { f e L | f ä O } . For f e L we write 
f+ = f ν 0 , f~ = (-f) ν 0 , ¡fi = f ν (-f) . Of course subspaces of L, 
that inherit the Riesz space structure are of importance. A linear sub-
space V of L is called a Riesz subspace if for f,g e V also f ν g and 
f л g are in V. A linear subspace V is already a Riesz subspace if f e V 
implies |f| e V. V is called an ideal if f e V, g e L and |g| < |f| imply 
g e V. An ideal В of L is called a band if the following holds: if D <= B, 
D * φ, such that f = sup D exists in L, then f e В. 
о о 
For example, С[0,1] is a Riesz subspace of L [0,1]. L [0,1] is an ideal in 
L [0,1] and { fx,- , J f e Ι^ΓΟ,Ι] } is a band in L [0,1]. 
For u e L , we define L = { f e L | 5 n e I N [ | f | ^ n | u | ] } . L is cal­
led the principle ideal in L
 s
 generated by u. L is the smallest ideal in 
+
 u 
L containing u. An element u e L such that L = L , is called a strong 
unit of L. The constant function 1 inC[0,l] is a strong unit in C[0,1]. 
For А с L we def ine A = { f e L | | f | A | a | = 0 for a l l a e A }. A i s 
called the disjoint complement of A. It is not difficult to see that A is 
a band in L. A η A c{0} and (A ) is the smallest band in L that contains 
A. An element u of L such that (L ) = L is called a weak unit in L. For 
u 
example χ
Γ
- -, is a weak unit in L [0,1]. Interesting the concep of a projection band. A band В <= L is said 
L 
d 
to be a projection band if = Β Φ В . In this case we have projections 
P„ : L -»• В and Ρ ,^: L -*• В 
в
 B d 
Two more notations. If a,b e L with a S b then the order interval [a,b] 
is defined as 
[ a , b ] = { f e L l a < f ^ b } 
For А с L , A * φ , we define the solid hull of A ( notation sh(A) ) by 
sh(A) = U [-|a|,|a| ]. 
a ε A 
3 
The ordering on L induces a notion of convergence. If a net (f ) in L is 
increasing (i.e. if τ, < τ„ then f <, f ) and sup f = f, we write 
1 2 τ1 T2 τ 
f + f . ( f + f is defined in a similar way) We say that a net (f ) is 
τ τ τ 
order convergent to f e L (notation f ->• f ) if there exist a net (g ) in L, 
g + 0 such that If - f| < g for all τ. 
τ τ τ 
For sequences f,, f-,., in L we use the notations f + f , f + f , f -»-f. 1 2 η η η 0 
Riesz spaces that have some completeness property for the partial ordering 
are particularly pleasant to work with. We mention 
DEFINITION 1.5. A Riesz space L is called (σ-)order complete if every non­
empty (countable) subset of L, bounded from above, has a supremum. L is 
super order complete if it is order complete and besides for every subset 
S of L whose supremum exists in L, there is a countable subset of S having 
the same supremum as S. 
Other current names for these properties are (a-)Dedekind complete and 
super Dedekind complete. 
Anyone of these properties of L is inherited by i-he ideals of L, but they 
do not necessarily pass to Riesz subspaces. 
We note that in an order complete Riesz space every band is a projection 
band ( [J,R] 4.5 ). 
For example, for a σ-finite measure space (Ω,Γ,ν) , В is super order com­
plete. C(X) is order complete iff X is extremally disconnected ( Nakano. 
See [J,R] 12.16 ). 
Functionals on a vector space form an important tool for the functional 
analist. We introduce the class of functionals on L that show good behavi­
our with respect to the order structure. A linear mapping φ: L -* IR is 
called order bounded if for all u e L , sup{ |<j>(f) I : |f I < u } is finite. 
The collection of all order bounded functionals on L will be denoted by L 
L is called the order dual of L. It contains all functionals φ on L that 
are positive (i.e. φ(L ) с IR ) and it is ordered by 
φ < ψ iff ф(и) á ψ(υ) for all u e L+. 
4 
THEOREM 1.6. L is a Dedekind complete Riesz space. For φ e L , |φ| is 
given on L by the formula 
|φ1(£) = sup{ ф(д) : |g1 S f } for f e L+. 
The Hahn-Banach theorem has a variant in Riesz space theory. To formulate 
it properly, we first introduce the concept of a Riesz seminorm. 
A (semi) norm ρ : L -»• [0,«) is called a Riesz (semi)norm if it satisfies 
f,g e L and |f| < Igl imply p(f) ¿ ρ(g) . 
THEOREM 1.7. (Hahn-Banach) Let ρ be a Riesz seminorm on L and let К be 
a Riesz subspace of L. Furthermore, let φ e Κ , φ ä 0 , such that 
1φ(ί)1 < ρ(f) for all f e К . Then there exists ψ e L~ , ψ > 0 , such that 
li|;(f)1 ¿ ρ (f) for all f e L. 
We note as an interesting special case: if φ e К , ω e L and 0 < φ ί ω ι 
then there exists φ e L such that ψ = φ on Κ and 0 < ψ < ω in L 
Elements of L can be continuous for order convergence, φ e L is called 
a-order continuous if f 4· 0 in L implies φ(Γ ) -*- 0. φ is called order 
η η 
continuous if f Ψ 0 implies φ (f ) -»-0 . The sets of all σ- and all order 
continuous functionals are denoted by L and L respectively. L and L are 
с η j с η 
bands in L (hence projection bands). Th& band (L ) is denoted by L .It 
с s 
is the band of all singular functionals. 
For example, consider the following situation. (Ω,Σ,μ) is a σ-finite meas­
ure space. L = L (y). The dual of L (μ) equals Μ(Σ) , the space of all 
finitely additive, bounded measures Σ -»· IR ( [Υ,Η] ) . Now L (μ) consists 
of all υ: Σ •*• IR that are countably additive and μ-continuous, and by means 
of the Radon-Nikodym theorem this space can be identified with L (μ). Note 
that due to the super order completeness of L (μ) , L (μ) = L (y) 
GO 00 Q 0O J^  
§2. Banach lattices 
Banach lattices are spaces that stand at the base of this thesis. Their 
structure is more rigid than the ones of general Banach spaces and the lat-
5 
tice ordering shows new and interesting features. Moreover, Banach lat­
tices are important since a lot of so-called classical Banach spaces , in 
particular most spaces of functions or measures, belong to the class of 
Banach lattices. Our understanding of the structure of these spaces can be 
greatly improved by talcing the lattice ordering into account. 
In this section we present a number of fundamental results about Banach 
lattices and we introduce several classes of important examples. 
DEFINITION 2.1. Let E be a Riesz space, let 11.11 be a Riesz norm on E. 
Then the pair (E, 11.11) is called a normed Riesz space. If E is norm com­
plete then it is called a Banach lattice. 
Any normed Riesz space is Archimedean. 
We start our reflexions on Banach lattices with the introduction of an 
important class of examples. 
EXAMPLE 2.2. (See rJ,R] V or [Z 1] XV ) Let (Ω,Σ,μ) be a σ-finite measure 
space and В as defined in example 1.2. A map ρ: В -*- ГО,«] is called a 
function seminorm if it satisfies 
p(0) = 0 
pUf) = Xp(f) for f e B+, λ e IR+ 
ρ (f + g) < ρ (f) + ρ (g) for f,g € B+ 
if f,g e B , f u g , then ρ(f) ¿ ρ(g) 
If in addition p(f) = 0 implies f = 0 , then ρ is a function norm. 
We define for a function norm ρ 
L p = { f e В I P(|f|) < » }. 
Then L is a Riesz space and an ideal in B. The mapping f -»• p(|f|)' for 
f e L , is a Riesz norm on L .Such a space L is called a novmed Köthe 
Ρ Ρ Ρ 
space. If L is p-complete it is called a Banach function space. 
The spaces L (y) (1 £ ρ £ ·») are examples of such spaces. More general, 
any Orlicz space (see CJ,R] for a definition) is a Banach function space. 
Independently from the theory of Banach lattices some Banach function 
spaces have been studied, for example in [K/K,L] and in FGo]. 
The function norms ρ for which L is norm complete are characterized in 
Ρ * 
6 
the following theorem. 
THEOREM 2.3. ([JfR] 19.2 and 19.3) The following statements are equivalent. 
(i) L is norm complete. 
Ρ + 
(ii) If u.,u„,.. in L and Σ ρ (u ) < «> then Σ u e L 
1 ¿ ρ η η ρ _ 
(this is known as the Riesz-Fisaher property (Д-F) for ρ ). 
(iii) p( Σ u ) < Σ p(u ) for u.,u_,.. in L . 
η η 1 2 ρ 
As a first important result about Banach lattices we mention 
THEOREM 2.4. ([Sch] 11,5.3) Let E and F be normad Riesz spaces and suppose 
E is norm complete. Then every positive linear map E -*• F is continuous. 
COROLLARY 2.5. For a Banach lattice Ε , E is the same as Ε , the norm 
dual of E. 
* * * ~ ~ ~ 
Whenever E is a Banach lattice we write E , E , E instead of Ε , Ε , E 
e n s e n s 
If (Ω,Σ,μ) is a σ-finite measure space and L a Banach function space on Ω , 
*
 p 
then L can be identified with another Banach function space. 
Р/С 
Define a new function norm ρ' by 
p' (g) = sup{ ƒ fg â\i 1 f e L+ ,p(f) < 1 } for g e B+. 
Ρ 
ρ' is called the associated function norm for ρ . 
By an application of the Radon-Nikodym theorem we obtain (see [J,R] 22.9 ) 
* 
that L and L . are isomorphic Banach lattices. 
PrC p' 
Of great importance is that the local structure of a Banach lattice can be 
studied through the following representation theorem. This theorem is an 
extremely useful instrument in the study of Banach lattices. It states that 
everything that happens in a principle ideal of E can be thought of to 
happen in a space С(X). 
THEOREM 2.6. (Yosida) (See [Sch] 11,7.2 & 7.3 ) Let E be a Banach lattice. 
+ 
Let u e E . There exists a compact Hausdorff space X such that E is Riesz 
isomorphic to C(X) . We can choose an isomorphism Φ such that Ф(и) = 1 . 
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Note: this theorem can be generalized to yield a representation for a 
principle ideal in any Archimedean Riesz space L (see [іТ»К] section 13 ). 
Continuity of the norm with respect to order convergence is the next sub­
ject to consider. 
DEFINITION 2.7. f € E is said to be of a-ovder continuous norm if 
| f | > f + 0 implies | |f | | •*• 0 . The set of all elements of σ-order 
a 
continuous norm is denoted by E . 
For Banach function spaces this can be characterized in various ways. 
THEOREM 2.8. (see [Z 1] XV,7.2 and [L,Z 1] 2.2) The following statements 
are equivalent for f e L 
(i) f has σ-order continuous norm. 
(ii) If A + φ in Σ , then p( ίχ ) -> 0 . 
n
 Λη 
(iii) If A ,A ,.. in Σ are disjoint, then p( fX- ) -*• 0 . 1 2 Ад 
(iv) If g,f,,f„,.. in L are such that 0 <, f < f (η e IN) and 1 ¿ ρ η 
f (ω) -*• g((i)) for y-a.e. ω e Ω , then ρ (f - g) -ν 0 . 
η η 
DEFINITION 2.9. (i) A Banach lattice E has σ-order continuous norm if 
E = Ea. 
(ii) A Banach lattice E has order continuous norm if If I > f 4-0 
τ 
in E , implies | |f | | -*- 0
 r
for all f,f e E . 
For example, the fact that L (μ) has σ-order continuous norm is a restate­
ment of Lebesgue's theorem. This implies that L (p) has σ-order continuous 
Ρ 
norm for 1 <, ρ < œ . On the other hand, L (μ) can only have σ-order conti-
nuous norm if it is finite dimensional. 
For a Banach lattice E, E is an order complete Banach lattice. The canon-
ical embedding J: E -»• E is an isometric Riesz homomorphism, so J(E) is a 
closed Riesz subspace of E . There are various ways of characterizing the 
spaces E for which J(E) is an ideal or a band in E . These characterizat­
ions show us that in this way important classes of Banach lattices are 
distinguished. 
β 
THEOREM 2.10. ([Seh] 11,5.10) For a Banach lattice E the following 
statements are equivalent. 
* * (i) E is order complete and E = E 
η 
(ii) The norm of E is order continuous. 
(iii) E is σ-order complete and the norm of E is σ-order continuous. 
(iv) J(E) is an ideal in E . 
(ν) Each order interval of E is weakly compact. 
THEOREM 2.11. ([Sch] 11,5.15 & 10.6) For a Banach lattice E the following 
statements are equivalent. 
** 
(i) J(E) is a band in E 
(ii) Every norm bounded increasino sequence in E is norm convergent. 
(iii) E is weakly sequentially complete. 
Observe that condition (iii) of this last theorem does not explicitely 
feature the lattice structure of E. 
Finally we want to mention in this section two important classes of 
Banach lattices, namely AL- and AM-spaces. 
DEFINITION 2.12. (i) A Banach lattice E such that 
||x + y|| = ||x|| + I|y|I whenever x,y e E , |x| л |y| = 0 
is called an AL-spaee. 
(ii) A Banach lattice E such that 
||x + y|| = max(||x||,||y||) whenever x,y e E , |x| л |y| = 0 
is called an AM-space. 
By a result of Kakutani, these in an abstract way defined classes of 
Banach lattices are identified with well-known and important spaces. 
THEOREM 2.13. (Kakutani) ([Sch] 11,7.4 , 8.5 , 9.1) 
(1) Every AL-space E is isometrically Riesz isomorphic to a space 
L (μ) for some measure space (Ω,Σ,ρ). If E has a weak unit, then у can be 
chosen to be a finite measure. 
(ii) Every AM-space E is isometrically Riesz isomorphic to a closed 
sublattice of C(X) for some compact Hausdorff space X. If in addition E 
9 
has a strong unit then E is isomorphic to some C(X). 
§3. Disjoint sequences 
A sequence f ,f.,.. in a Riesz space L whose members are pairwise disjoint 
will be called a disjoint sequence. The central topic of this section is 
the existence of disjoint sequences. Theorems from which this existence 
can be derived are a powerful tool in Banach lattice theory, and quite a 
number of them are known nowadays. They have been used, for instance, to 
give characterizationá of important topological properties of Banach lat-
tices. 
In recent years P.Dodds and D.Fremlin have tried to unify the approach 
to the known disjoint sequence theorems (see Гоо,Гг]). Their principal re­
sult reads as follows. 
THEOREM 3.1. ([Do,Fr] 2.5) Let L be a Riesz space and let А с L , В с L~ 
be solid sets. Suppose that every countable subset of L is included in 
some principle ideal of L. The following statements are equivalent. 
(i) sup |f(χ)I < «Ό for every χ e A , sup |f(x)| < » for every f e В 
feB χεΑ 
and lim(sup f(χ ) ) = 0 for every disjoint sequence (x ) „„.in A . 
, „ ' η ' ^ η neIN 
•η-*» feB 
+ ~+ (ii) For every e > 0 there exist w € L and h e L such that 
( |f|(|x| - w) + ) <; e , (|f| - h) + (|x|) S ε 
for all χ e A , f e B . 
(iii) Same as (ii), but requiring w,h to be finite sums of elements in ' 
A ,B respectively. 
(iv) sup |f(χ)I < "> for every χ e A , sup |f(x)| < » for every f e B 
feB xeA 
and limfsup If (x)I) = 0 for every disjoint sequence (f ) „.in В . 
. ' η ' η neIN 
η-*» xeA 
Note that any Banach lattice satisfies the conditions of the theorem. But 
for Banach lattices the result was known earlier. It is essentially con­
tained in [B,Do] 2.2 . 
Before we start with some reflexions about theorem 3.1 , let us first 
mention a consequence of it in the case of Banach lattices. 
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COROLLARY 3.2. ([Do,Fr] 2.6) Let E be a Banach lattice. A sequence 
χ.,χ ,.. in E is norm convergent to 0 iff 
(i) lim ф(|х |) = 0 for every φ с E . 
η-»» 
(ii) lim φ (χ ) = 0 for every norm bounded disjoint sequence (Φ
η
)
η
,
Ι Ν 
n-x» 
*+ in E 
We want to use theorem 3.1 in the following special situation. Start with 
a Banach lattice E and a disjoint sequence φ.,φ.,., in Ε , ||φ ]| = 1 
for all η e IN. Pick e,,e.,,., in E , Ile M 5 1 and φ (e ) > h for all 
1 ¿ η η η 
η e IN . If we put 
A = { χ e E ¡ 5 _ Γ|χ| < e ] } 1
 nelN ' ' η 
в = { φ e E*I З
п с І 1 |С|ф| < φ η] } 
then theorem 3.1 yields the existence of a disjoint sequence a ,a ,.. in 
A and an ε > 0 such that 
sup |φ(a )| > ε for all η e IN. 
феВ
 n 
It is not unreasonable to hope for and in some situations it is even desir­
able to have a more direct relation between the given sequence φ ,φ.,.. 
and the sequence a ,a ,.. whose existence is guaranteed by the theorem. To 
be more precise, we would like to have a disjoint sequence a ,a ,.. in Ε , 
indices n. < n„ < .. in IN and ε > 0 such that 
0 < a, < e and φ (a, ) > ε for all к e IN . 
k
 \ \ k 
However this does not follow from theorem 3.1 nor, as far as we can see, 
from its proof in [Do,Fr] . Therefore we shall re-prove the implication 
(i) ->• (iv) of theorem 3.1 . 
THEOREM 3.3. Let L be a Riesz space. Suppose that every countable subset 
of L is contained in some principle ideal. Let φ.,φ»,.. be a disjoint se-
quence in L . Let e.,e„,.. in L be such that І а ф (e) > c > 0 for all 
1 2 τη η 
η ε IN. Let ε e IR be arbitrary. 
There exist a disjoint sequence a ,a ,.. in L , and indices η < η < . 
in IN such that 
0 <, a, < e and φ (a, ) > с - e for all к e IN . 
k
 \ \ k 
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Proof. The proof contains two parts. First we restrict ourselves to a 
suitable principle ideal of L and by means of Yosida's representation the­
orem we translate the problem so that it takes place in a space C(X). 
There the hard work is done and afterwards the results are translated 
back to L. 
Choose e e L such that e e L for all η ε IN. L is Riesz isomorphic 
n e e 
to a dense Riesz subspace of C(X) for some compact Hausdorff space X. 
Let Φ be a Riesz homomorphism L •> C(X) with Ф(е) = χ and with dense 
image (see [J,R] section 13). For u e L we write Û instead of Φ(u). 
e
 *+ 
Every φ determines an element φ of C(X) and in this way gives rise 
η η 
to a unique positive regular Borei measure ρ on X such that 
φ (u) = ƒ Û d]i for all u e L 
X 
Since the φ are pairwise disjoint, there exist pairwise disjoint Borei 
η 
sets Χ.,Χ.,.. in X such that 
μ ( X - X ) = 0 for all η e IN . 
η η 
Because u is regular there is a compact set К с χ for which 
η η η 
ƒ ê dp > с . 
κ
 n n 
η 
We may assume that X = К for all η (otherwise continue with the measures 
η η 
η 
Claim. For every δ > 0 there are η < η < .. in IN and an open U, U => X 
1 2 n. 
such that 
ƒ ê ä\i < δ for j i 2 . 
и
 nj nj 
Assuming the contrary, we find a δ > 0 such that for all j in IN and for 
any open U = X. 
ƒ ê dp > δ if η is sufficiently large. 
υ
 η η о 
Now pick M in IN with Μ·δ > 1 . Since Χ ,..,X are pairwise disjoint com-
O 1 M 
pact sets, there exist disjoint open sets U.,..,U with X. с π for j = 
1 M j j 
j = 1,..,M .·Besides there exists an η in IN with 
о ƒ ê dy > δ for j = 1,..M . 
., η η о
 J 
U. о о This yields 
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M 
1 > ф ( е ) > / е dp > Σ f ê dy > Μ·δ > 1 . 
η η „ η η л , „ η η ο 
ο ο Χ ο ο j=l U ο ο 
Using this tool we can construct our subsequence. We write ν = ê ·μ 
η η η 
Take δ = τττ-ε · There exist η . < η < .. and an open U = Χ 
1 ¿U i f 1 X f ¿ 1 Π. л 
ι ' 
such that ν (U. ) < -τ—· ε for к > 1 . 
nl,k 1 2 0 
Pick an open V, with X с v. с v., с π . 1 η 1 1 1 1 » Take δ0 = -zr^ r'E . The sequence ( ν ) . „ contains a subsequence ¿ zUU П. "1=:2 
OO 
( ν ). _ and there exists an open U. э X such that 
n2,j ^ 2 2 n2,2 V l r
( D 2 ) < 2ÖÖ-E f 0 r k > 2 · ¿t к 
(note that ν (U.) < —·ε ) 
n2,2 1 2 0 
Pick an open V0 with X с vn с vo с u o . ¿ n0 - ¿ ¿ ¿ 
I ' CD 
Take δ., = „^ .^^ · e . The sequence (ν ) α -, contains a subsequence J zUUU n„ . J=J 
oo '3 
( ν ) j -, and there exists an open U. = X such that 
n3,j ^ 3 3 n3,3 
V JV < 2Ш- е fork > 3 . 
3,k _ 
(note that ν (U.) < h'10 •'•ε for j = 1,2.) 
n3,3 :, _ 
Pick an open V_ with X с ν, <= V0 с и, . 3 η 3 3 3 
Et cetera. 
Write W = vAfV. и .. и V. . ) . W »W»,.. are open and pairwise disjoint. 
ν (W.) ä ν (V.) - Σ ν (U, ) > 
п.. з п.. з i^^j 1 1·· к 
З/П ЗгЗ l^k<j 3,3 
ϊ: ν (Χ ) - Σ Ь'10~к"е > с - Ь'е for all j e IN 
π. . π. . . _. 
3,3 3,j 1^<3 
Since ν is regular there exists g. e C(X) with 
n. . 3^ 
3/3 
0 < g. < Y
r
, and ƒ g. dv > с - h'C . 
ι
 W3 x 3 nj,j 
Hence ( g.*ê ) . „, is a disjoint sequence in C(X) and 3 n. . 3eIN ^ 
3#3 
ƒ g.'ê dy > с - ^ 'ε . 
„ з^ п. . п. . 
X 3»3 3/3 
Now return to L. 
13 
ΦίΕΟ,β ]) is norm dense in [0,0 ]. Pick a. £ [0,e ] with 
nj,j nj,j j nj,J 
I I » , - ^ л ιι.^·«·ιιΐ
η
 ir. 
•'
 D
 j . j j » j 
Then a.,a.,., is a disjoint sequence in L , 0 S a S e and 
3 n j , j 
φ (a ) > с - ε . 4:. j
Remark. In general it is not possible to get a subsequence (φ ). and 
n-'kcIN 
(a, ), „, in E that are also biorthogonal, i.e. such that in addition 
к keIN 
φ (a, ) = 0 for к * 1 . 
η к 
This is shown by the following example. 
EXAMPLE 3.4. Take the Banach lattice C[0,1] . Let q^qj,.. be an enumera­
tion of Й η [0,1] and let ρ.,Ρ-,.. in [0,1] be numbers which are linearly 
independant over Й . Then the sets 
D = { x £ [ 0 , l ] | x = q . + p .(mod 1) for some j e IN } (ne IN) 
η ] η 
are pairwise disjoint subsets of [0,1] , and everyone of them is dense in 
[0,1] . Now define 
OD 
φ = Г 2~^ ·δ , . ,, for all η e IN . 
n
 j=i qj pn < 
The φ are pairwise disjoint positive functionals on C[0,1] of norm 1 . 
η 
Every φ is strictly positive. Hence it is not possible to find a subse­
quence (φ ), „„ and a disjoint sequence (f, ), „, in C[0,1] with 
n, keIN J ^ - к keIN 
к 
φ (f, ) = 0 if к * 1 . 
η к 
Some consequences of this result. 
COROLLARY 3.5. Let E be a Banach lattice. Let e^e ,.. in E be such that 
|I e || = 1 for all η с IN , while the sequence (e ) is weakly conver­
gent to 0. 
Then there exist η < η < .. in IN, с > 0 in IR, and pairwise disjoint 
elements a ,a ,.. in E with 
0 < Ì < e and | | a. | | £ с for all к e IN . 
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Proof. Combine corollary 3.2 and theorem 3.3 . 
This corollary generalizes in a qualitative way a disjoint sequence theorem 
of P.Meyer-Nieberg ([M-N 2]). 
Meyer-Nieberg's result is used in [Sch] as the key device to character­
ize Banach lattices with order continuous norm as well as the two subclass­
es of the weakly sequentially complete and the reflexive Banach lattices. 
The characterizations are based on nonembeddability of one or several of 
the spaces с ,1 and 1 as closed Riesζ subspaces in E. 
THEOREM 3.6. ([Sch] 11,5.14) Let E be a σ-order complete Banach lattice. 
The following statements are equivalent. 
(i) E satisfies the equivalent conditions of theorem 2.10 . 
(ii) No Banach sublattice of E is vector lattice isomorphic to 1 
(iii) Every closed ideal of E is a band. 
THEOREM 3.7. ([Sch] 11,5.15 & exercise 17) Let E be a Banach lattice. 
The following statements are equivalent. 
(i) E satisfies the equivalent conditions of theorem 2.11 . 
(ii) No Banach sublattice of E is vector lattice isomorphic to с 
(iii) No Banach subspace of E is as a Banach space isomorphic to с 
THEOREM 3.8. ([Sch] 11,5.16) Let E be a Banach lattice. The following 
statements are equivalent. 
(i) E is reflexive. 
(ii) No Banach sublattice of E is vector lattice isomorphic to either 
с or 1. . 
о 1 
We now want to discuss some aspects of the duality between the embeddabil-
ity of any of the spaces с , 1, , 1 in E 
o l 0 0 
following r e s u l t serve as our b a s i c t o o l s . 
* 
i            i  E and i n E . Theorem 3.3 and the 
o i  
PROPOSITION 3.9. Let e ,e , . . be a d i s j o i n t normalized sequence in E . 
For any ε > 0 , t h e r e e x i s t s a d i s j o i n t normalized sequence φ ,φ , . . i i 
*+ E with φ (e ) > 1 - e for a l l η e IN , while φ (e ) = 0 i f η * m , 
η η η m 
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** * * 
Proof. Let J: E -*• E be the canonical embedding. J(E) с (E ) 
The elements Je are pairwise disjoint. 
The set N = { ф е Е 1 Je ( Ι φ 1) = 0 }, the null ideal for Je , is a band 
η η , η 
since Je is a normal integral. Put Ρ = (Ν ) . Je is strictly positive 
η η η η 
on Ρ . The fact that Je 1 Je for η * m, implies Ρ с Ν and Ρ с Ν 
η n m n m m n 
(see TSch] 11,4.10). 
For any η e IN nick a ψ e E with Ι |ψ
η
ΙI = * a n ä Ψ (e ) = 1 
and let * be the component of ψ in Ρ . 
ψ
η η η 
Then ψ (e ) = φ (e ) . Besides, for η * m, Ρ η Ρ = { 0 } , hence φ 1 φ . 
η η η η n m n m 
For Banach lattices E and F, we write E с F to denote that there exists 
a closed Riesz subspace F of F such that E and F are isomorphic as Banach 
о о 
lattices. A Banach lattice isomorphism Ф: E -*• F с F will be called an 
embedding. The following two results are simple. 
* * 
LEMMA 3.10. Let E be a Banach lattice, с с E iff I C E . 
о ^ 
Proof. If 1 с E , then surely с с E . 
Now suppose с с E . Let Φ: с C E be an embedding. Since | | · | | * is 
Levi (see definition 4.2) , we can extend Φ to 1 by 
ΦΠλ.,λ,,,..)) = sup Φ((λ.,..,λ ,0,0,..)) for (λ,,λ,,..) e 1 
1 ¿ _., i n 1 ¿. '" 
ne IN 
and Φ(ί) = Φ(ΐ+) - Φ(f") for arbitrary f e l . 
It is straightforward to check that 1 с E by means of this extension. 
PROPOSITION 3.11. Let E be a Banach lattice. 
(a) If с C E , then 1, с E . If Φ: С -»• E is an embedding, there 
0 1 о 
exists an embedding Ψ: 1. -»• E such that (Фе ,Ψβ ) = δ 
1 η m nm 
(b) I f 1. с E , then с с Ε , hence I C E . I f Φ: 1. -*• Ε i s an em-
1 о * 1 
bedding, there exists an embedding Ψ: 1 -»-E such that (Фе ,Ψβ ) = δ 
^ » η m nm 
Proof, (a) Let Ф: с -»• E be an embedding. We put 
P
n
 = ({ φ e E*: ]ф|(Фе
п
) = 0 } ) d 
(see the proof of proposition 3.9). 
The unit vectors e (ne IN) give rise to positive functionals on Ф(с ) 
η о 
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*+ 
that extend to φ e E . Let ψ be the component of φ in Ρ . Then 
τ
η η ^ η η 
ψ (e ) = δ 
η m nm 
Besides the ψ are pairwise disjoint since Ρ η Ρ = {0} if η * m . r
n η m 
For a.,..,a e IR 1 η 
η η η 
< Σ a ψ , «( Σ (sgn a )e ) > = Σ |a | 
k=l
 κ κ
 k=l Ιί Κ k=l Κ 
and 
η 
|| Φ( Σ (sgn a^)e )|| < ||Φ|| . 
k=l Κ * 
, * 
Hence clo(span{ ψ [ neIN }) = 1 as Banach lattice and Ψ: 1 -*• Ε , 
OD 
Ψ((λ,,λ0,..)) = Σ λ ψ for (λ.,λ.,..) e 1 , 
ι ζ . η η 1 ¿ i 
η=1 
is an embedding such that (Ψβ ,Фе ) = δ , as was announced in part (a). 
η m nm 
(b) Let Φ: 1. -*- E be an embedding. The element (1,1,..) el gives 1 ^ 
*+ 
rise to a positive functional on ФЦ.) that extends to ψ e E . Let 
Ρ = ( { ф е Е : | ф | ( Ф е ) = 0 } ) and let ψ be the component of ψ in Ρ . 
η ' η η η 
Then ψ (e ) = δ and the ψ are pairwise disjoint. Besides 0 < ψ ¿ ψ 
η m nm η η 
for all η in IN . This shows that clo(span{ ψ neIN }) = с and 
* η ' о 
Ψ' :c ->• E , 
о 
αο 
Ψ* ((λ1,λ2,..)) = Σ ληΨη for (λ1,λ2,..) e c o , 
η=1 
* is an embedding of с in E . The extension Ψ of Ψ' to 1 , as described in 
the proof of lemma 3.10 , is the desired embedding. 
The following result is more interesting. 
THEOREM 3.12. If с с E , then 1. с E . If Φ: с -ν E* is an embedding 
ο ί ο 
there are an embedding Ψ: 1. -*· E and a sequence η. < η < .. in IN such 
that ( Фе , Ye, ) > С > 0 for some С e IR . 
* * 
Proof. Let Ф: с -*• E be an embedding. The elements Ф(е ) (neIN) of E 
ο η 
are pairwise disjoint and ||фе || S ||ф|| for all η e IN . 
By theorem 3.3 there exist a disjoint sequence а ,а ,.. in E with 
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la I I < 1 for all n, and n, < n^ < .. in IN such that 1
 n'' 1 2 
i-l (Фе ) (a, ) > h' Φ 
n k к 
We claim that clo(span {a, | keIN}) = 1 , 
Indeed, for \,,..,\ in IR 
1 Ρ 
II Σ λ a M - Μ ϊ | x J a | | > < ? |λ |a , Ι Μ Γ 1 ' ^ Σ e ) > 
j=i : 3 j=i 1
 p
:
 j=l 2 3 j=l j 
^ | | · | Γ 2 . Σ | λ Ι , 
J - 1 3 
so Ψ: 1
Ч
 -»· E , defined by Ψ( (λ. ,λ_, ..) ) = Σ λ a for (λ )
 τχτ
 in 1. 1 1 2 - η η η IN 1 
η=1 
is the desired embedding. 
COROLLARY 3.13. Let E be a Banach lattice. The following statements are 
equivalent. 
(i) No Banach sublattice of E is vector lattice isomorphic to 1.. 
(ii) E has order continuous norm. 
Proof. Combine theorems 3.6 and 3.12 and proposition 3.11 . 
This result is due to B.Kuhn (see [K]). 
The following example shows that 1. C E does not always yield с с E . 
1 о 
EXAMPLE 3.14. We define 
OO 
E = {(χ.,χ.,..) I x e lR n and Σ 1 lx I I < » } . 
ι ζ η . ' η'
 ш 
η=1 
Ε is a Banach lattice for the norm 
CD 
||(x l fx 2,..)|| = ς ||xn||oo . 
n=l 
We define φ e E by φ ((χ.,χ-,..)) = Σ \Μ · 
к Sn 
Note that I|φ || = 1 for all η in IN and that the φ are pairwise disjoint 
(since φ (χ) is determined by the η coordinates of the components of x) . 
Write l n = (Ι,,.,Ι) e IR n , and note that 
φ.((0,..,0,1(η),0,..)) = i if j < η . 
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Hence 
η η η . . 
II ς λ . φ . | | = | | ς | λ | φ | | * < Σ |λ |φ , ( ο , . . ο , ι | η ' » ο , . . ) > 
j=i -' -1 j=i •' 3 j=i •' •' 
η 
= Σ Ι λ.| for all λ,,.,,λ e IR . 
j-1 з 1 
We infer from this that clo(span {φ | neIN }) = 1 . 
It is straightforward to check that E satisfies the equivalent conditions 
of theorem 3.7 , so с C E does not hold. 
о 
* 
THEOREM 3.15. Let E be a Banach lattice and suppose that E has order 
* 
continuous norm. If 1. с E then с C E . 
1 о 
Proof. Since E has order continuous norm, 1. с E does not hold. If 
с с E does not hold either, then E is reflexive by theorem 3.8. But then 
о 
-к Ά 
Ε is reflexive, so 1. <= E is impossible. 
The proof of this last result does not tell us whether there exists an 
embedding Ψ: с ->- E which is related to the given embedding Ф: 1. ->• E 
as in theorem 3.12 . The existence of such an embedding would have some 
nice implications. Therefore we end this section with the following 
problem. 
* 
PROBLEM 3.16. Let E be a Banach lattice such that E has order continuous 
norm. Let Ф: 1 -*- E be an embedding. 
Is it possible to find an embedding Ψ: с -»-E and indices η. < n_ < .. 
in IN such that 
< Фе , Ψβ, > ä С > О 
"к
 к 
for some constant С e IR ? 
§4. Fatou and Levi norms on Banach lattices 
There are various connections possible between the norm of a Banach lattice 
and the order structure. In this section we want to discuss some of them, 
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properties that will be used in chapter III where we study connections 
between an order bounded vector measure and its modulus. 
We start by taking over from literature a number of definitions to 
show what we have in mind and then we describe some consequences of these 
norm properties and some relations between them, to get insight in what 
we can expect about them. 
Let E denote a Riesz space and ρ a Riesz seminorm on E. 
DEFINITION 4.1. The seminorm ρ is Fatou ( or : has the Fatou property ) 
ι + 
if for any net e + e in E we have that p(e ) + p(e) . ρ is called 
weak Fatou ( or : has the weak Fatou property ) if there exists a constant 
К such that e + e in E implies sup(p(e )) i K~ -pCe). The smallest con-
T τ 
stant К for which this holds is called the Fatou constant for ρ. 
The terminology is in accordance with [A,В 1],definition 11.1 and [L,Z 2], 
notes II and III . 
DEFINITION 4.2. The seminorm ρ is Levi ( or : has the Levi property ) if 
every p-bounded increasing net in E has a supremum. 
The terminology is in accordance with [А,В 1],definition 9.3 and [Fr], 
definition 231 . It is justified by Levi's theorem from the theory of 
integration. 
Note that if ρ is Levi and E is Archimedean, then ρ is a norm. For if 
e e E and ρ(e) = 0 , then n-e + and the sequence is p-bounded, so 
sup η·θ exists. This implies e = 0 . 
ne IN 
If in the above definitions the word "net" is replaced by "sequence", 
we get the definitions of the σ-Fatou , o-weak Fatou and a-Levi properties. 
Some examples. Any Banach lattice with order continuous norm has a Fatou 
norm. Any weakly sequentially complete Banach lattice has a norm that is 
Fatou and Levi. The norm on с is Fatou but not Levi. Any dual Banach lat-
o 
tice has a norm that is Fatou and Levi. 
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Defining for U
n
)
n e I N £ 1„ , 
| | (λ ) T J | = | | (λ ) T J L + limsup | λ | 1 1
 η IN 1 ' ' ' η IN' '<" ' n ' 
η -•• » 
gives a norm on 1 that is weak Fatou with Fatou constant 2 . 
If E = lcount(IR) = { f e IRIR 1 f is bounded and supp f is countable } , 
then E is a Banach lattice for the ||· | | -norm. This norm is σ-Levi but 
not Levi. 
If E = L ([0,1]) > the space of all bounded real-valued measurable funct­
ions on [0,1] and we norm it by 
1 
IlfIL = f |f(x)I àx + sup {|f(x)| : χ e ΓΟ,Ι]} for f e E 
0 
then E becomes a Banach lattice and П*!!,, is σ-Fatou but not Fatou and is 
E 
σ-Levi but not Levi. 
Some first remarks. If | | · | | _ is Levi, then E is order complete. If | | · | | _, 
E Ь* 
is σ-Levi and if every (and not only any order bounded) set of pairwise 
disjoint elements in E is at most countable, then ·||„ is Levi. 
E 
If ||·I| is σ-(weak) Fatou and if every order bounded set of pairwise 
disjoint elements in E is at most countable, then · _ is (weak) Fatou. 
E 
For a Banach lattice E with order continuous norm we have that ||·|| 
E 
is Levi iff E is weakly sequentially complete. 
For a Riesz space L, the collection Ρ of all Riesz seminorms on L can 
be partially ordered by 
if PjfPj e Ρ, then p1 <. p 2 iff p^f) <. p2(f) for all f e L . 
If (ρ ) is an arbitrary set of Riesz seminorms on L with sup ρ (f) < « for 
all f e L , then by 
ρ (f) = sup ρ (f) for f e L 
τ 
τ 
a Riesz seminorm on L is defined that is the least upper bound of the set 
of all ρ (in the sense of the mentioned partial ordering). 
Let F be the collection of all ρ e Ρ that are Fatou. If (p ) is a collec­
tion in F and ρ = sup ρ exists, then also ρ has the Fatou property (conform 
[Z] sections 63 and 65) , 
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If now we are given a Banach lattice (E,||·||), we consider 
F O - { ρ e F | ρ s ||. || } . 
Then sup F is the largest Fatou seminorm on E that is dominated by | | · | | . 
In case E is a Banach function space L , sup F is given by 
(sup F )(f) = inf { sup p(f ) I 0 s f + If I } for f € L . 
ο η ' η ρ 
This is known as the Lorentz norm ρ corresponding to ρ (see [z] section 
L 
66). Analogously to this situation one would define in general the 
Lorentz seminorm ρ corresponding to a Riesz norm ρ on E by 
L 
p.(f) = inf { sup p(f ) | 0 S f + |f| } for f £ E . 
L T T 
It is not difficult to show that ρ is a Riesz seminorm on E and that 
sup { σ e F Ι σ £ ρ } £ ρ ¿ ρ . 
L 
But we have not been able to show that ρ has the Fatou property (so here 
L 
lies an unanswered question). 
In contrast to the case of a Banach function space L ,where ρ = sup F 
always is a norm, there are Banach lattices E such that ||·| | is not a 
norm. We present an example where ||· | | = 0 , hence in this example there 
is no nontrivial Fatou seminorm on E, dominated by |· · 
EXAMPLE 4.3. We present an example of an order complete AM-space E, such 
that - for every a e E we have 
(*) a = sup { e e E | 0 ¿ e < a and | | e | | 5 1 } . 
Since E is an AM-space the collection on the right hand side is directed 
upwards, and hence (||·Ι|_)
Τ
= 0 , because (*) implies that 
E L 
a = sup { e e E | 0 < e S a and | | e | | <. 2~n } 
for every a e E and every η e IN . 
Construction of the example. Let S denote the set of all finite sequences 
ι 
of natural numbers (including the sequence of length 0). For s e S we den­
ote by X(s) the length of s. For s,t £ S we say that s < t if X(s) < X(t) 
and s = t for i = l,..,X(s) . 
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For s = (s.,..,s ) in S and i in IN we write s * i for (s,,../S ,i) . I n I n 
Define 
E = { χ e 1 (S) 1 lim x(s*i) = b'XÍs) for all s e S } 
i-*» 
Then E is a closed Riesz subspace of 1 (S) . For t e S define e : S -> IR 
by t, . ,-,λ(3) - \{t) ,-,.<. 
e (s) ч (h) if t < s , 
e (s) = 0 in all other cases . 
Clearly e e 1
ш
(3) . For s in S we have: if t i s , then t <, s * i for 
all i e IN and so e (s*i) = h'e (s) for all i e IN , while: if t i s 
then there is at most one i e IN for which t ^ s*i hence lim e (s*i) = 
t i-*·" 
0 = b-e (s) . 
Thus we 'conclude that e e E for all t e S and | | e | | = 1. 
Next we note that 
t*i t 
e < 2e for all t e S , i e IN . 
Finally remark that from the definition of E it is clear that if a e E and 
a(s) > 0 for all s e S with λ(s) > N (for some fixed N e IN), then a > 0. 
The core of the example lies in the following fact: 
t t*i 
2e = Ε-sup e for all t e S . 
ieIN 
t t*i Proof. We already noted that 2e > e for all t e S , i e IN . 
t*i t 
If χ e E and χ à e for all i e IN , we shall prove that x(s) ^  2e (s) 
for all s e S with λ(s) > X(t) . 
Take such an s in S. If t ¿ s then e (s) = 0 , so x(s) > e (s) , since 
t*l 
x > e > 0 . 1 f t < s , then since λ(s) > X(t) , there exists an i e IN 
with t й s*i . Hence 
x ( s, * e^Ñs) = (WM.)-X(t*i) = 2.rt)X(s)-X(t) _ 2 et ( s ) m 
This proves our claim. 
To finish the example we note that sup e (s) = 1 for all s e S. Hence if 
tes 
a e E and ||a|| = 1 , then 
sup ( а л e )(s) = a(s) for all s e S , so 
tes 
Ε-sup ( a л e ) = a . 
teS 
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Then 
a = E-sup ( а л e ) = Ε-sup ( а л Ь'е ) = 
teS teSfieIN 
„-p t*i, *··*!_ . E-sup ( a л 2 F'e 1 ^ ) 
teS;i,,..,i eIN 
ι Ρ 
and [| a л 2~Р'еЬ**~1*" *ІР |[ S 2~p. for all choices of t and i ,.,,ί 
since E is an AM-space. 
There are also some things worth mentioning about Levi norms. We already 
noted that if | | * ¡ | _ is Levi, then E is order complete. 
PROPOSITION 4.4. If | | · | | is Levi, then | M L is weak Fatou. 
E E 
Proof. See [L,Z 2] note XIII, lemma 41.2 . 
, ** 
DEFINITION 4.5. Let Ç be a Banach lattice and let J: E ·*• E be the can-
onical embedding. E has the property (Projection) i there exists a posi-
itir 
tive projection Ρ of norm 1 from E onto J(E). 
Any Banach lattice E with property (Projection) has a norm which is Fatou 
and Levi, since | | · | | _ * * is Fatou and Levi and the projection is positive 
of norm 1 . It is still an open problem whether the converse holds. 
For a large class of Banach lattices this problem has been solved, 
о ic 
namely those spaces E for which (E ) = {0} . It is worth mentioning some 
η 
of the steps leading to this result. Here we follow [L,Z 2] note XIII , 
§41 . 
First note that any e e E induces a normal functional on E and if 
о * * *
 n 
(E ) = {0} we obtain an embedding E -*• (E ) . E is called perfeot if this 
embedding is surjective. The following result is essentially due to T.Mori, 
I.Amemiya and H.Nakano. 
THEOREM 4.6. For a Banach lattice E the following conditions are equiva­
lent. 
(i) E is perfect. 
(ii) ||.||E is Levi. 
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Proof. See [L,Z 2] note XIII, 41.4 . 
Remark that if (i), (ii) of this theorem are satisfied, then we have the 
following norm inequality. 
-A.,, 
E E E 
nn rm 
I M I „ s I M I * K 2 | M | „ f o r e C E , 
where Κ is the Fatou constant for | |·| |_ (this is the content of [L,Z 2] 
note XIII, 41.3 ) . 
As a consequence we get the result that was announced above. 
COROLLARY 4.7. Suppose (E ) = {0} . Then the following are equivalent. 
η 
(D I !" I IT ^ 5 F a t o u a nd Levi. 
E 
(ii) E has property (Projection). 
Proof. We only have to show that (i) implies (ii). Note that by the above 
theorem 4.6 we have in a canonical way an isomorphism 
* * 
Φ: (E ) -VE 
η η 
which has norm 1 since || · | | _ is Fatou. 
** * * 
If we denote by Ρ the band projection from E onto (E ) and by I the 
η η 
* * 
canonical embedding : E -*• E , then we find the desired projection Ρ as 
* 
p = J o $ o I o p 
η 
and | | p | | s Ι Μ Μ Μ Μ Ι Ι Ί Η Ι Ρ , Ι Ι i ι . 
§5. Operators between Banach lattices 
In this section we gather a number of results concerning operators between 
Banach lattices. Since we are only making preparations for the coming 
chapters, we just pick from the literature those results that are of use 
to us and mix them with some simple comments of our own. 
E and F are Banach lattices and by L(E,F) we denote the space of all con­
tinuous linear operators between E and F. We denote the operator norm by 
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This space is partially ordered in a canonical way 
Τ e L(E,F) is positive iff T(E+) с F 
(notation: Τ £ 0 ). 
We shall describe some aspects of this ordering. We noted that if 
T: E -*· F is line'ar and positive, then Τ is continuous (theorem 2.4). 
The set of all positive linear operators from E to F is denoted by L (E,F). 
A natural question that arises is: for what operators Τ e L(E,F) does 
the modulus |τ| = Τ ν (-τ) exist in L(E,F) ? 
There is a satisfactory answer to this question for the case that F is 
Dedekind complete. In general the picture is far less clear. 
DEFINITION 5.1. A linear map T: E ·*• F is called regular» if Τ = τ - τ 
for suitable positive linear maps Τ. : E -»• F (j =1,2) . 
It is immediately clear from the definition that the set of all regular 
maps E ->• F is a linear subspace L (E,F) of L(E,F). In general the inclus­
ion is strict. 
PROPOSITION 5.2. ~([Sch] IV,1.2) For Τ € L(E,F) consider these assertions: 
(i) |τ| = τ ν (-τ) exists in the canonical order of L(E,F) . 
(ii) T is regular. 
(iii) Τ maps order bounded sets into order bounded sets. 
Then (i) =» (ii) •* (iii) and, if F is order complete, (iii) •* (i) . 
Remark that in general neither (iii) •* (ii) nor (ii) •* (i) have to hold. 
From proposition 5.2 one derives 
PROPOSITION 5.3. ([Sch] IV, 1.3 & 1.4) Let F be order complete. Then 
L (E,F) is an order complete Riesz space and a Banach lattice under the 
norm 
I M I
r
 - Il M || for Τ e Lr(E,F) . 
jI·I| is called the regular operator norm or r-norm. 
A result of Aliprantis (see [A]) shows that if L (E,F) is an order complete 
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Riesz space, then F is order complete (provided E *• {0}) . 
If F is order complete and Τ e ί (E,F) , then |τ| is given on E by 
any one of the following formulas. 
(П M (f) = sup { |Tg| : |g| S ff } 
and 
(2) |т|(£) = sup { (TgJ +··+ |Tg
n
| : η e IN ; q^ ,..,g
n
 e E and 
kJ+^+knl = f > 
for f e E . 
The latter formula has the advantage that the set on the right hand side 
is directed upwards. 
Proof. Formula (1) is from [Sch] pg 229. To prove (2), define S: E •+ F by 
η η 
Sf = sup { Σ ITg.I : g ,..,g e Ε , Σ |g | = f } for f e E j=l ~* in
 j = 1 3 
and 
Sf = Sf - Sf~ for f e E. 
One easily checks that S e L (E,F) . |τ| S S by formula (1). On the other 
hand, if f e E and q.,..,q e E with |g | +··+ |g | = f are given, then 
η η 
Σ |Tg | < Σ |т|(|д |) = |τ|(ί) . 
j=l 3 j=l ^ 
Taking the supremum over all possible sets (g ). yields S(f) < |τ|(f) . 
Let us now consider the general case, where F need not be order complete. 
First we define a generalization of the r-norm which makes L (E,F) into 
a Banach space. 
PROPOSITION 5.4. If we define for Τ e Lr(E,F) 
||τ|| = inf { ||т1 + T2|I T. € L+(E,F) (j=l,2) and Τ = Τ - Τ } 
then 11*11 is a norm which makes L (E,F) into a Banach space. 
The proof is straightforward. 
Note that for 0 < Τ ί S in Lr(E/F) we have | |τ| | <, ||s|| and | |τ| | < ||s|| 
Furthermore, if S,A e Lr(E,F) , S < A and -S S A , then ||s|| < 3||A|| 
(indeed, S = A -( A - S ) , so ||s|| ¿ | | A + A - S | | S3||A|| ). 
27 
Some elements of L (E,F) have moduli and for such an element Τ 
I M I
r
= II | τ | M · 
(write T + = МІТІ + T)
 f T" = ^(¡Т! - Τ) . Then Τ = Τ - T~ so 
||τ|| ¿ Ι|τ+ + τ"J J = I| |T| )[, while, if Τ = τ - Τ 2 , with Τ 1 and Τ 2 
in L+(E,F) , then Τ + T 2 > |τ| hence ||τ + Τ2|| ä || |τ| | | ) . 
The following simple observation will turn out to be useful. 
LEMMA 5.5. Let B. be a projection band in E and B_ a projection band in 
F. The projection onto B. will be denoted by P. (j=l,2) . Suppose 
Τ e L (E,F) has a modulus |τ|. Then T o p and P^  β τ also have moduli and 
|T » P J = |т| О P I , |P 2 о т| = P 2 « |т| . 
The next result says that the set of elements in L (E,F) that have moduli 
is closed for the r-norm. 
THEOREM 5.6. Suppose S,S.,S ,.. are elements of L (E,F) such that 
lim S = S in I I · I I -norm . 
η ι ι ι i
r 
n-w» 
Suppose S has a modulus for all η in IN. Then S has a modulus and 
|s| = lim |s
n
| in | [·| | -norm . 
Proof. We first show that the sequence Is.[,|S-|,.. is convergent. 
+ 1 2 
Take n,m e IN. For U, and U. in L (E,F) with S - S = U. - U„ , the fol-
1 ¿ η m ι 2 
lowing holds. 
S = U. - U_ + S < U. + U_ + Is I 
η 1 2 m 1 2 ' m' 
-S = U„ - U. - S <, U, + U. + Is 1 
η 2 1 m 1 2 ' m' 
hence Is I -Is 1 SU. + U. . 1
 n' ' m' 1 2 
Analogously, |s | - ¡S | <, U. + U2 . 
Thus || |sm| - |sní ||r < з|| u 1 + u 2 || . 
Taking the infimum over all operators U. and U_ we find 
|| Is | - |s | || i 3|| S - S M for all η,m e IN . 1
' ' m
1
 ' η
1
 ''г '' m η ''г 
The operators |s^|,|s.|,.. form a Cauchy sequence, hence converge in r-norm 
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say to Τ e L (E,F). We claim that Τ = Isl . Indeed, ±S έ Is I , so 
1 1
 η η 
±S = lim (±S ) < lim 1S I - Τ , 
η ' η 
Τ is an upper bound for S and -S. 
Conversely, suppose U ä S and U à -S . We know: for every η e IN there 
exist positive operators U and U such that S - S = U " U 2 
and 
|| !,<»> -ьи^ || £2|| s n - s ||r 
T h i s i m p l i e s l im ( U " + U " ) = 0 i n r-norm . 
n-x» 
s = s + и™ - υ™ * υ + υ™ + υ™ 
η 1 2 1 2 
-S = -S + υ 1 " 1 - Ό™ < U + Ο ^ 1 + ϋ ^ 
η / 1 1 ¿ 
Thus |s I < U + U ^ + U ^ · By taking limits we find Τ < U . 
Remark in this context that in general L (E,F) is not necessarily closed 
for the topology induced by the operator norm. Look for instance at [Schi 
IV, example 1.2 . Using its notations and defining T,T : E ->• E by 
η 
T((x1,x2,..)) = ( 2~
1/3
.A1x1, 2"
2/3
·Α2χ2,..) 
Τ ((χ.,χ0,..)) = ( 2"
1/3
.Α.χ 2~η/3·Α χ ,0,0,..) 
η ι ζ il η η 
for (χ ,χ ,..) C E , 
we get 
II τ - τ
η
 И = sup M 2-P/3A | | - 2 - ( n + 1 ) / 3 
p>n p 
Hence lim Τ = Τ in operator norm, and while all Τ have a modulus, Τ does 
η η 
not. 
We end this discussion by posing a problem which seems to us of indépen-
dant interest. 
PROBLEM 5.7. Let Τ e Lr(E,F) be such that |τ| exists. Is it true that 
|τ|(f) = sup { |Tg| : |g| á f } for f e E+ ? 
In particular the supremum in the right hand side has to exist for every 
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f e E . One easily sees that the existence of this supremum for every 
f e E ensures an affirmative answer to the problem. The problem can also-
be stated thus: denote by F the Dedekind completion of F and let D be the 
d .r 
canonical embedding of F into F . If Τ e L (E,F) has a modulus, is it true 
that D « |T| = |D о T| ? 
The following example is noteworthy in connection with this reformu­
lation. 
EXAMPLE 5.8. Put X = {—,—,—,...,0} and make it a compact Hausdorff 
Ζ 4 ö 
space in the obvious way. Define T: C(X) •*• C(X) by 
(Tf)(t) = f(t) - f(t2) for f e C(X) , t e X . 
Remark that C(X) - 1.(X) and C(X) = 1 (X) ; denote by J the canonical 
1 "> 
embedding of C(X) into l^X) . One readily computes that |τ| : C(X) -»· C(X) 
exists and is given by 
(|T|f)(t) = f(t) + f(t2) for f € C(X) , t € X , 
while for f e С(Χ) 
|j o.T|(f)(t) = f(t) + f(t2) for t * 0 
|j » т|(f)(0) = 0 
showing that | J O T | * J ° |T| . 
In the second part of this section we introduce two important special 
classes of operators, namely cone absolutely summing operators, which will 
turn out to be closely related to measures of bounded variation, and kernel 
operators between Banach function spaces. 
Let E and F denote Banach lattices. 
DEFINITION 5.9. ([Schl IV,3.1) A linear map Т: E •*• F is called cone abs­
olutely summing (abbreviated c.a.s.) if for every positive summable sequence 
x.,x.,.. in E the sequence Tx ,Τχ.,.. is absolutely summable in F. 
This definition can be reformulated to read: T:E -*• F is c.a.s. iff 
there exists a real constant 1 ^ 0 such that 
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(3) Σ IITXJI < l'sup { Σ |φ(χ
η
)| : φ e Ε*, ЦфЦ* < 1 } 
π 
for every positive suramable sequence χ ,x.,.. in E. 
Any c.a.s. map is necessarily continuous. The set of all c.a.s. oper-
s from E to F is denoted by L I 
show the importance of c.a.s. maps. 
ator  (E,F). The following characterizations 
THEOREM 5.10. ([Sch] IV,3.3) For any Τ e L(E,F) and 1 e (0,») , the fol­
lowing statements are equivalent. 
(i) Τ and 1 satisfy (3). 
(ii) There exists а ф е Е »||ф|| - 1 » such that 
||тх|| < ф(|х|) for all χ e E . 
(ili) ί There exists an AL-space L , 0 < Τ e L(E,L) , Τ t L(L,F) with 
| ( T J | < 1 , ||Τ2|I S 1 , such that Τ = τ 2 « Tj . 
(iv) Σ Μτχ.ΙΙ á 1·|| Σ χ. N for all finite families (x.). in E+. 
3
М
Т
М
 " Л З
1 1
 DD 
For example from (iv) of this theorem it follows that L (E,F) is a linear 
subspace of L(E,F) . 
The smallest constant 1 for which (3) is valid, for a T e L (E,F),def­
ines a norm |l'I], on L (E,F) . This constant is given by the formula 
(4) ||т|J = sup { Σ ||τχ.|| : (x ) a finite set in E+,|| Σ χ.|| < 1}. 
j D
 2 D 
The number ||τ|| is called the 1-norm of Τ e L (E,F) . 
PROPOSITION 5.11. (rSchJ IV,3.6) L (E,F) is a Banach space under the 
1-norm. ||τ|| < ||т|| for any Τ с L (E,F) 
1 г 
The connection between L (E,F) and L (E,F) will be studied iraplicitely in 
chapter III, section 3, when we consider measures of bounded variation. 
Now we switch to kernel operators. 
(Ω ,Σ ,p ) and (Ω ,Σ.,μ.) are σ-finite measure spaces and ρ , p„ are 
function norms on Β(Σ ) and Β(Σ_) respectively. 
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A linear operator T: L -*· L is called a kemeZ operator' if there exists 
pl p2 
a p. χ p~ -measurable function ΚιΩ. χ 0_ -»• IR such that for every f e L 
(i) ω- •* f |κ(ω.,ω_)ί(ω.)I dp.(ω.) is an element of L , 
2
 a1
 1 2 1 1 1 p2 
(ii) Tf((i)2) = ƒ Κ(ω1,ω2)ί(о^) dp (ω1) for p2-a.e. ω 2 e Ω2 . 
fil 
The function К is called the kernel· of the operator T. It is ρ χ p.-a.e. 
uniquely determined. 
Here we mention some results that feature the lattice structure of the 
class of kernel operators L -*• L For proofs we refer the reader to fs], 
pl P2 
Due to condition (i), every kernel operator is regular, hence has a 
modulus. This modulus turns out to be again a kernel operator, namely the 
one represented by the kernel |κ| ([S] 4.3) . 
THEOREM 5.12. ([S] 4.4) The kernel operators from L to L form a band 
r
 Pl P2 
in L (L ,L ). 
Pl P2 
This band can be described in the following way. If g ε L , and h e L 
Pî P2 
then the definition 
Κίω.,ω ) = gdij.J-Míi^ ) for ω. e Ω, , ω, e Ω2 
yields a ρ χ ρ -measurable function that induces a kernel operator 
L -»• L . We shall denote it by g β h. Let L . β L be the linear span 
Pl P2 Pi P2 
of these special elements. Then L , β L is precisely the set of all 
Ρ
ί
 P2 kernel operators of finite rank . 
/ 
THEOREM 5.13. ([S] 5.1) The set of all kernel operators from L to L dd pl p2 
equals (L , ® L ) , the band generated by the kernel operators 
P l P 2 
of f ini te rank. 
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CHAPTER II 
KÖTHE SPACES OF VECTOR-VALUED FUNCTIONS 
In this chapter we start to generalize the theory of Banach function 
spaces to spaces of vector-valued functions. We met Banach function spaces 
in chapter I, where they were qualified as an important class of Banach 
lattices. We now consider spaces of functions from a measure space (Ω,Σ,μ) 
into a Banach lattice E, functions that will be strongly measurable. This 
is a powerful notion of measurability and as Diestel and Uhi say: " the 
quality of measurability is directly proportional to the quality of applic­
ations " ([D,u] pg 41) . 
We begin in section 1 with an introduction to the basic properties of 
strongly measurable functions with values in a Banach space X. Starting 
from section 2, the functions take their values in a Banach lattice E. Then E 
induces an ordering on B(E), the space of measurable functions :Ω •*• E . 
With this ordering B(E) becomes a Riesz space. We study it in section 2. 
Section 3 is devoted to the generalization of the concept of a Banach func­
tion space and basic properties of these spaces are discussed. 
In section 4 we consider the set S(E) of all stepfuncions :Ω ->• E . We 
investigate order density of S(E) in B(E) and norm density in a Banach 
function space. Finally in section 5 we study σ-order continuity of the 
norm of a generalized Banach function space. Furthermore, we compare two 
types oí- convergence in B(E) that are induced by the ordering. 
Study of the duals of generalized Banach function spaces will be car-
ried out in chapter IV, but some preparations are already made here. 
At the basis of this chapter stands [G,Jl, a joint article of E.de Jonge 
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and the author. A large part of this chapter stems from there, but also 
new results are added. In particular in sections 4 and 5. 
In this chapter (Ω,Σ,μ) denotes a finite complete measure space with 
μ(Ω) > 0 . X always denotes a nontrivial real Banach space and E a nontriv-
ial Banach lattice (not assumed to be Dedekind complete). As notation for 
the norm we use I I · I I (we shall label this: I I · | | , | | · | | etc. if other-
Λ Γι 
wise confusion might arise) while the norm on the dual space is denoted 
by I M I * . 
§ 1. Vector-valued measurable functions 
This first section consists of a brief introduction to the basic proper­
ties of strongly measurable functions with values in a Banach space X . 
For a more detailed discussion we refer the reader to [D,U] chapter II, 
where also the proofs are available of the results that are only stated 
here. 
By 5(X) we denote the collection of all t: Ω -*• X of the form 
η 
(1) t(ü)) = Γ χ (ω) ·χ for all ω e Ω 
i=l Ai І 
where A. e Σ , χ e X for i = 1,..,η . 
A representation as (1) for an element t of S(X) is easiest to handle when 
the occurring sets A are pairwise disjoint. It is clear that we can always 
attain this situation. 
By 8(X) we denote the collection of all f : Ω -»• X for which there exist 
t^t-,.. in S(X) satisfying 
lim Mt (ω) - f(üi)|l = 0 for μ-a.e. ω e Ω . 
η ' ' 
η-H» 
Finally, by M (X) we denote the set of all f : Ω ·*• X for which 
ν ( { ω ε Ω | Π ω ) * 0 } ) = 0 . 
Under the obvious definitions for addition and scalar multiplication 
B(X) is a real linear space and both S(X) and W(X) are linear subspaces of 
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of В(X). We shall write 
BOO = B ( x ) / ( X )
 ^(X) 
and we denote the quotient map from B(X) onto B(X) by q. The image q(S(X)) 
of S(X) under q in B(X) is denoted by S(X). 
Unless necessary, we do not distinguish between an f e В(X) and its 
image q(f) in B(X), but we think it is worth-while to note the existing 
difference by explicitely mentioning the process of forming this quotient. 
The elements of B(X) (or B(X) ) are called strongly or Boehner meas­
urable functions. We shall refer to the elements of S(X) or S(X) as step 
functions. We write B, B, 5,S and N for B(IR), B(IR), 5(IR), S(IR) and 
N(IR) respectively. 
Two notations: if f: Û -»• X is given and А с χ , by 
f(Ω) C A (μ-essentially) 
we shall mean that there exists a μ-null set N such that 
f(Ω\Ν) с A 
We say in this case that ƒ is v-essentialty A—valued. 
If (P) is some property that subsets of X may have, we say 
f(fi) has (P) μ-essentially 
if there exists a μ-null set N such that f(Ω\Ν) has (Ρ). 
We must admit that these notations are an "abus de langage" since they 
describe in fact properties of the function f and not of the set ί(Ω). 
Some first remarks. If f e 8(X), then the function ||ί(·)||: ω -»- ||f(üj)|| 
is measurable. If Y is another Banach space, Τ e L(X,Y) and f e B(X), then 
Τ o f e B(Y). 
If in the usual proof of Egoroff's theorem we replace the absolute 
values by norms, we get the proof for 
THEOREM 1.1. (Egoroff) Let f,f ,f ,.. : Ω -*· X be strongly measurable with 
lim f (ω) = f(ω) for p-a.e. ω e Ω . For every ε > 0 there exists a set 
п-хю 
D e Σ with μ(Ω\0 ) < ε and 
ε ε 
lim ( sup Ι If (ω) - f(ω)Ι f )= 0 . 
τ* η 
ε 
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The following classical theorem gives us much Important information about 
strongly measurable functions. 
THEOREM 1.2. (Pettis's measurability theorem) ([D,U] II,1.2) 
A function f : fi ·*• X is strongly measurable iff it satisfies 
(i) f is μ-essentially separably valued, 
* (ii) for every φ e Χ , φ 0 f is measurable. 
This theorem has a wealth of consequences. As a first application we des­
cribe a class of strongly measurable functions. 
EXAMPLE 1.3. Let К be a compact Hausdorff space and ρ a finite measure on 
the Borei σ-field of Ω. If f : К •*• X is continuous (for the norm topology 
on X), then f is strongly measurable. 
Proof, f(Ω) is norm compact hence surely separable. And for φ € Χ , φ 0 f 
is continuous. So the claim follows from Pettis's theorem. 
Some more consequences of theorem 1.2 . 
COROLLARY 1.4. A function f: Ω -•• X is strongly measurable iff f is the 
p-a.e. uniform limit of a sequence of countably valued strongly measurable 
functions. 
COROLLARY 1.5. If f , f ,.. : Ω ·*• X are strongly measurable and 
f (ω) := lim f (ω) exists for μ-a.e. ω e Ω , then the function f: ω -»• f (ω) 
η-κ» 
which is a.e. defined, is strongly measurable. 
COROLLARY 1.6. If X is a closed linear subspace of X, then 
B(X
o
) = { f e B(X) | f(Ω) с χ (μ-essentially) } . 
Next, for certain elements of 8(X) we define an integral in X. First, if 
t e S(X) is given by (1), set 
η 
В - ƒ t dp « Σ μ(Α. η Α)·χ for A e Σ . 
A i=l 1 1 
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It is easily verified that this definition does not depend on the represen­
tation chosen for t. 
The "B" in front of the integral sign stands for Bochner. This notation 
is used to distinguish this integral from the Pettis integral which we 
shall meet in due time. 
DEFINITION 1.7. We call f e В(X) Bochnev integrable if there exists a 
sequence of stepfunctions t.jt ,.. such that 
lim ƒ I It (ω) - f (ω) I I dp (ω) = 0 . 
„ η 
η-*» Ω 
In this case, В - ƒ f dy is defined for every A e Σ by 
A 
В - ƒ f dp = lim В - ƒ t dp . 
A η-*» A 
Fortunately this can be done since for every sequence of stepfunctions 
approximating f, the above limit exists and yields us the same value for 
В - ƒ f dp (see for instance [Z 1] 31.1). 
A 
By L.(X) we denote the linear subspace (indeed) of B(X) consisting of all 
Bochner integrable functions. N(X) <= L.(X) *. Moreover, the map 
I : L. (X) -* X ; I (f) = В -ƒ f dp 
μ 1
 V
 Çl 
is linear and vanishes on W(X). Thus, writing 
LjiX) = qdjiX)) с в(Х) 
then I induces a linear map from L (X) into X which will again be denoted 
by I . We collect some properties of the above notions in 
THEOREM 1.8. ([D,U] 11,2.4) 
(a) Let f e B(X) . Then f e ί^ (X) iff [|f(-)|I e L (IR) . 
(b) For all f e L (X) and A e Σ we have 
||в - ƒ f dp I I < ƒ | | f M N dp (ω) . 
A A 
(c) If f e B(X) and g e В, then g«f e B(X) . 
(d) lim Β - ƒ f dp = 0 for every f e i. (Χ) . 
p(A)-*0 A 
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(e) If f e L (X) and Α ,Α ,.. is a sequence of pairwise disjoint members 
of Σ , A = U A , then 
ne IN n 
В - ƒ f dy = f (В - ƒ f dp) , 
Α η=1 A 
η 
where the sum is absolutely convergent. 
(f) If f e В(X) is Bochner integrable over A e Σ , Y is a Banach space 
and Τ e L(X,y) , then Τ ° f e 8(Y) is also Bochner integrable over A 
and T ( B - / f d y ) = B - / T o f d y . 
A A 
L (X) can be pormed by | |f | | = ƒ | |f (ω) ] | dy((i)) and with this norm it 
Ω becomes a Banach space. 
One of the nice properties of Bochner integrable functions is the close 
link between the range of a function and the values of its integrals. 
This is expressed in the following theorem. 
THEOREM 1.9. Let f e L (X) be given. Then 
(a) for each A e Σ with υ(A) > 0 
(μ (A)) '| В - ƒ f d\i\ e co (f (A)) 
A 
• [в - / f «,] 
(b) f(Ω) с со { (μ(А))" В - ƒ f dp : А £ Σ , μ(А) > 0 } μ-essentially. 
Proof. (a) Suppose there is a set A of positive measure such that 
(μ(Α))~ В - ƒ f αμ / co(f(A)). Select with the aid of the geometric 
L A -! 
version of the Hahn-Banach theorem a φ e X and α e IR such that 
φ( (μ (А)) - 1 В - ƒ f dy ) < о <· φ (f (ω)) for all ω e A . 
L
 A J 
Integrating over A yields a contradiction. 
(b) There is a separable subspace X of X in which f takes (almost) all 
о 
its values and in which, according to (a), are all the integrals В - / f dp 
( A e Σ ). Hence there are φ.,φ.,., in X determining the closed convex set 
.-1 С = co { ( μ ( A ) ) В - f f âv\ : A e Σ , v(A) > 0 } r 
A J 
i . e . C = { x e X : φ (x) 2 1 for a l l η с IN } 
ο η 
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Then (y(Α))"1·/ φ
η
 o f dp = φ ( (uíA))"1 
A 
В - ƒ f dp ) > 1 
A J 
for all A e Σ with μ(A) > 0 , all η e IN 
So φ β f (ω) г 1 
for p-a.е. ω e Ω. 
» (ω) £ for all η e IN and μ-a.e. ω e Ω . Therefore, f(ω) e С 
COROLLARY 1.10. If f is Bochner integrable and В - ƒ f dp = 0 for all 
Д 
A e Σ , then f = 0 p-a.е. . 
Now we come to the introduction of a second notion of integration, the 
so-called Pettis integral. Let us start with the definition. 
DEFINITION 1.11. A strongly measurable f: Я -»• X is called Pettis integra-
ble over A e Σ if there exists an element χ e X such that for all φ e X 
A 
ƒ φ o f dp = φ (Χ ) . 
Α
 Α 
A function f is called Pettis integrable if it is Pettis integrable over 
every set A e Τ . 
If £ is Pettis integrable over A e Σ , the element χ is called the Pettis 
integral of ƒ over A. We shall denote it by 
Ρ - ƒ f dp . 
A 
Summarizing basic properties of the Pettis integral we get 
THEOREM l.lf. 
(a) The Pettis integral is linear with respect to the integrand. 
(b) If f : Ω ·*• X is Pettis integrable, then 
lim Ρ - ƒ f dp = 0 . 
р(А)-я"і Ά 
(c) If f is Pettis integrable and if Α.,Α»,.. is a sequence of pairwise 
disjoint members of Σ , A = U A , then 
neIN 
a> 
Ρ - ƒ f dp = Σ (Ρ - ƒ f dp) 
A n=l A 
η 
( the sequence Ρ - ƒ f dp ,... is summable ) . 
A1 
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(d) If f e 8(X) is Pettis integrable over A e Σ, У is a Banach space and 
Τ e L(X,Y), then Τ o f e B(Y) is also Pettis integrable over A and 
T( Ρ - ƒ f dp ) = P - / T o f d p . 
A A 
(e) If f £ L (X), then f is Pettis integrable and 
B - / f d p = P - / f d p for every A e Σ . 
A A 
Finally note that if f e Ν(X), then f is Pettis integrable with 
Ρ - ƒ f dp = 0 for every A e Σ . Hence we can carry over the notion of 
A 
Pettis integrability to B(X) , maintaining all the nice properties that 
were established above. 
§2. The range space is a Banach lattice 
What can we say about the space of strongly measurable functions if the 
Banach space X .is given some extra structure? To be more precise, let the 
functions take their values in a Banach lattice E (with a Riesz norm | [ · | | ) 
First of all note that B(E) inherits an ordering. 
Defining for f,g e 8(E) , f < g whenever f(ω) ί g(ω) for all ω с Ω , 
it is obvious that < is a partial ordering on 8(E) that is compatible 
with the linear structure on 8(E). Moreover, if f e B(E) is given, there 
exists a sequence s ,s ,.. in S(E) satisfying 
lim [|f((o) - s (ω) | | = 0 for y-a.e. ω e Ω . 
η-*» 
Defining h,u : Ω -> E by setting 
h (ω) = Ι f (ω) I for all ω e Ω 
u (ω) = Is (ω) I for all ω e Ω 
η ' η ' 
it follows that u e S(E) for all η, and since 
η 
I |h(u>) - u (ω) I 1 й I If (ω) - s (ω) I I for all ω e Ω 
η ' ' ' ' η 
(see for instance ΠνΤ,Κ] 1.4(ix) ) it follows that h e B(E). Clearly h is 
the modulus of f in 8(E) with respect to á . Thus: 
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in a natural way B(E) becomes a Riesz space. 
Since W(E) is an ideal in B(E) it follows that: 
B(E) is canonically a Riesz space as well. 
It is straightforward to show that L (E) is an ideal in 8(E) and that L (E) 
is an ideal in B(E). The norm on L (E) is a lattice norm, hence L (E) be­
comes a Banach lattice. 
Considering I : L. (E) -»• E it is obvious that I is positive and that μ 1 ρ 
I (|f|) = 0 iff f e W(E) (use corollary 1.1C). Hence I : 1^ (E) -»• E is 
strictly positive. 
There are several types of convergence in B(E) and L.(E) that will enter 
our investigations later on. First of all, since B(E) is a Riesz space, we 
have the order convergence ( notation ->·, + , + ). 
DEFINITION 2.1. Let f,f.,f0,.. in B(E) be given. We write f -*• f when-
1 ¿ η ρ 
ever for μ-a.e. ω e Ω: f (ω) ·*• f (ω) as η -»• «> . 
η о 
The convergence induced in B(E) will also be denoted by f ·> f . The con-
n ρ 
vergences f + f and f + f in Β(E) ( and Β(E) ) are defined in the 
η ρ π ρ 
obvious way. We shall refer to it as р-соп егдепае or poiniwLse-ordev con­
vergence . 
DEFINITION 2.2. Let f,f ,f ,.. in L (E) ( or L (E) ) be given. We shall 
write f -> f whenever 
η * 
lim I I В - ƒ (f - f) dp J I = 0 for all A e Σ . 
η 
η-χβ A 
Remark that this notion of convergence ( called *-convergence ) does not 
rely on the order structure. If E = IR , then it is well-known that 
f -*• f iff f converges to f in measure. 
η * η
 э 
How are these types of convergence related to each other? We shall discuss 
this in more detail in section 5 but now we shall give a first impression. 
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It is clear that if f + 0 in В(E), then f + О . What happens when 
η ρ η 
E = IR ? Then f + 0 in В implies f 4- О . If f •*• f then f -»• f in 
η
 r
 η ρ η ρ η 
measure, i.e. f ·+ f , while every sequence in В that converges in measure 
has a subsequence that converges vi-a.e. . 
That the general situation is far more complicated will be illustrated 
by two examples due to G.Jeurnink. 
EXAMPLE 2.3. ([Je] 11,2.9) Let Ω be the interval [0,1] , Σ the Lebesgue 
σ-field for Ω and μ the Lebesgue measure on Σ . Furthermore, let E be the 
Banach lattice consisting of all bounded real-valued functions on [0,1] 
provided with the supremum norm. 
For η e IN , к = 1,..,2n let 
A
n k = [ (k-l)2"
n
 , k2" n ) , 
F o r 
n , k 
η e IN 
t (ω) = 
η 
Ч.к 
s e t 
2 n 
= Σ 
k = l 
e 
+ 
E 
X A
n , k 
\ 
(ω)»e for ω e [0,1] 
И ƒ it 
Clearly t e S(E) for all η e IN and t (ω) + χ, ·. (in Ε) for all ω e [0,1). 
η η {ω} 
Since every element of В(E) must have an essentially separable range, it 
follows that t Ψ 0 in B(E) , but t + 0 does not hold in this case. 
η η ρ 
Also, observe that | | В - ƒ t dp | | -»• 0 for all A e Σ , so t ·* 0 , but 
д 
there is no subsequence of the t 's converging pointwise p-a.e. to 
zero. 
EXAMPLE 2.4. ([Je] 11,2.4) Take (Ω,Σ,μ) as in example 2.3 and let E be 
the Banach lattice C[0,1] provided with the supremum norm. 
Let q^q-,.. be an enumeration o f i q e ß l 0 < q < l } and choose for 
every η e IN an interval I с (0,1) with q e I and y(I ) < 2~ . 
η η η η 
Next, choose continuous functions g.fg«,.. : [0,1] ·*• IR such that 
(i) 0 * 9 ι * д 2 * ·· S X | : 0 f l ] , 
η 
(ii) g = 0 on the set [0,1]\ U I , 
n
 k=l * 
(iii) lim g (x) = 1 for all x e U I . 
n-w» neIN 
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For any ω e [0,1] we define f (ω) с С[0,1] by 
(f (ω)) (χ) = 
η 
g (ω - χ) if χ < ω 
η 
1
 g (1 - χ + ω) if χ > ω 
η 
That gives us f : [0,1] •*• C[0,1] continuous and hence strongly measurable 
η 
for all η e IN. Moreover, 
ƒ | | f (ωЛ I dy (ω) < ƒ 1 dy = 1 , 
[0,1] n [0,1] 
so f e L4(C[0,1]) for all η e IN. 
η 1 
Since for any χ e [0,1] , μ({ ω e [0,1] Ι f (ω)(χ) > 0 }) < h , 
η 
[Β - ƒ f (ω) dy(ü))](x) < Η for any χ e [0,1] , 
[0,1] η 
Β - ƒ f dy < Η·χ
Γη
 ,-, for all η e IN . 
[0,1] η ί 0 ' 1 1 
Finally note that f + l'Y- as η -*- «· . 
η ρ -
 Α
Ω 
Hence p-convergence does not always imply *-convergence. 
Dedekind completeness is one of the properties that lie at the heart of 
Riesz space theory. When does B(E) have this property? 
When the measure space is purely atomic the situation is extremely 
simple. Write Ω = { ω I n e IN} with y({ω }) > 0 for all η e IN . 
η ' η 
Then f = sup D for f e Β(E) , D с в(E) iff f(ω ) = sup α(ω ) for all 
n
 j „ n 
η e IN, and we get 
PROPOSITION 2.5. In case the measure space (Ω,Σ,ν) is purely atomic , 
B(E) is (σ-) Dedekind complete iff E is (σ-) Dedekind complete. 
Now suppose (Ω,Σ,μ) contains an atomless part of positive measure. This 
case has been discussed by D.Cartwright in [C]. He obtained 
THEOREM 2.6. Suppose the measure space contains an atomless part of pos­
itive measure. Then the following statements are equivalent. 
(i) B(E) is σ-Dedekind complete. 
(ii) B(E) is Dedekind complete. 
(iii) L (E) has order continuous norm. 
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(iv) E has order continuous norm. 
§3. Generalized normed Kôthe spaces 
DEFINITION 3.1. (CJ 1] 1.2) We say that a map p: B(E) ->• Γ0,«] is a 
(generalized) function norm on B(E) if 
(i) p(f) = 0 iff f € N(E) , 
(ii) ρ(of) = |a|p(f) for all α e IR and f e Β(E) , 
(iii) ρ (f + g) <, ρ (f) + ρ (g) for all f,g e B(E) , 
(iv) f,g e B(E) and ||ί(ω)|| ^ ||g(<i))|| μ-a.e. implies that 
ρ (f) <· ρ (g) . 
Obviously, if ρ: В -»• С0,~] is a function norm in the sense of I,example 
2.2 , then p: B(E) •»• [0,»] given by 
(3) p(f) = p(||f(.)||) 
is a generalized function norm on B(E). Conversely, if ρ is a generalized 
function norm on 8(E) then ρ , given by reading'formula (3) the other way, 
is a function norm on B. It is easily seen that this correspondence bet­
ween function norms ρ on В and function norms ρ on 8(E) is one-to-one. 
In the remaining part of this section let ρ be a fixed function norm on 
B(E) and let ρ on В be given by (3). We shall assume that 
p(X
n
) < » 
Remark that this is not a severe restriction. We only avoid some technical 
manipulations in this way. 
Define 
Lp = { f e 8 | p(f) < « } , 
L (E) = { f e 8(E) Ι ρ(f) < » } = { f e 8(E) : ||f(·)|| e L } . 
Ρ Ρ 
Then L (E) is an ideal in8(E) and similarly ί in 8 . Moreover L (E) con-
P ρ Ρ 
tains M E ) . Thus we obtain the Riesz spaces 
/ (El L 
L (E) = V / N ( E ) = q(i- (E)! in B(E) and L p = p/ w 
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as ideals in B(E) and В respectively. It is clear that ρ (respectively p) 
induces a Riesz norm on L (E) (on L ) which we shall again denote by ρ 
P P 
(by ρ). We already encountered one such space in this chapter, namely L (E) 
Now we also have at our disposal the spaces L (E) for 1 < ρ < <» which are 
defined by putting ρ = | | · | I . 
Our first aim is to discuss some of the basic properties these newly def­
ined normed Riesz spaces may have· 
Observe that L (E) contains both E and L as closed Riesz subspaces. 
+
 Ρ Ρ 
For e e E , e * 0, set Π (f) = f«e for all f e L . Then π (L ) is a norm 
e p e p 
closed Riesz subspace of L (E), isomorphic to L . 
+
 p p 
For f e L , f * 0, set а^(е) = f»e for all e € E. Then σ-(Ε) is a norm 
ρ f f 
closed Riesz subspace of L (E), isomorphic to E. 
THEOREM 3.2. ([G,J] 7.2) The following statements are equivalent. 
(i) L (E) is a Banach lattice. 
Ρ 
(ii) L is a Banach lattice. 
_P 
(iii) ρ has the Riesz-Fischer property.· 
Proof. (i) =» (ii) is clear since L (E) contains norm closed copies of L , 
Ρ Ρ 
(ii) •» (iii) is well-known (see 1.2.3) . 
(iii) =* (i) Let f.,£.,.. be a Cauchy sequence in L (E). We want to prove 
that lim f exists in L (E). So without loss of generality we may assume 
Σ ρ (f - f ) < - . 
. n+i η 
n=l 
CD 
Defining g e В by setting g = Σ I 1 (f ,, - f ) (·) [I , it follows that 
. n+i η 
n=l 
g e L (use (iii)). Hence 
Ρ 
00 
Σ I If. , . (ω) - f (ω) I I < « for y-a.e. ω e Ω . 
, n+l η 
η=1 
So f (ω) = lim f (ω) exists for p-a.e. ω e. Ω . Then f e В (E) by corolla-
η-χ» 
ry 1.5 . Furthermore, 
OD 
p(f - f > = p(||(f - f )(.>||> * PÍ ς 11 (f - fk)(-)||) s 
k=n 
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V i р(£к+і-
k=l 
(the last inequality holds by (iii)). Thus f = lim f in L (E) . 
η ρ 
η-*» 
Since we assumed that ρ(χ ) < » , from proposition 2.5 and theorem 2.6 
we immediately obtain 
THEOREM 3.3. (a) If the measure space is purely atomic then L (E) is 
(σ-) Dedekind complete iff E is (σ-) Dedekind complete. 
(b) If the measure space contains an atomless part of positive measure, 
the following statements are equivalent. 
(i) L (E) is σ-Dedekind complete. 
(ii) L (E) is Dedekind complete. 
(iii) E has order continuous norm. 
THEOREM 3.4. ([G,J] 7.6) The following statements are equivalent. 
(i) L (E) is a Banach lattice with order continuous norm. 
Ρ 
(ii) Both L and E are Banach lattices with order continuous norms. 
Ρ 
Proof. (i) ^  (ii) By theorem 3.2 , L is a Banach lattice. Suppose 
+
 Ρ 
that f + 0 in L . Let e с E be such that I lei I = 1 . Then f -e •»• 0 in 
τ ρ ι ι ι ι
 τ 
L (E). Since ρ is order continuous, 
Ρ 
p(f ) = p(f «e) + 0 . 
Τ Τ 
E has order continuous norm by theorem 3.3 , since L (E) is Dedekind com­
plete by (i) . 
(ii) ·» (i) By theorem 3.2 L (E) is a Banach lattice and by theorem 3.3 
L (E) is order complete. It suffices to show that ρ is σ-order continuous. 
To prove this, let f + 0 in L (E) be given. Then f (ω) + S 0 for μ-a.e. 
η ρ η 
ω e Ω and for those ω we define 
g (ω) = inf f (ω) . 
n£lN n 
Note that g(ω) = lim f (ω) , thanks to the order continuity of | |·|| . 
η E 
n-Ъ» 
Therefore g e Β (E) . Since f 4· 0 , g = 0 , which implies that 
η 
| | f
n
( u > ) | | Ί· 0 for p - a . e . ω e Ω . 
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Finally, using the σ-order continuity of ρ , we get ρ(f ) + 0 . 
Banach lattices that do not contain a copy of с are interesting for 
various reasons (see 1,2.11 & 1,3.7). For L (E) we have 
Ρ 
THEOREM 3.5. Assume that L (E) is a Banach lattice. Then the following 
Ρ 
statements are equivalent. 
(i) с is not isomorphic to a closed Riesz subspace of L (E). 
(ii) с is not isomorphic to a closed Riesz subspace of either L or E. 
ο Ρ 
Proof. (i) =* (ii) clearly holds since there are isomorphic copies of both 
E and L in L (E) as closed Riesz subspaces. 
P P 
(ii) =* (i) For this implication we shall use the equivalence of 1,3.7(ii) 
and 1,2.11(ii). 
Let a sequence 0 á f < f < ·· in L (E) be given such that p(f ) ¿ С 1 2 p η 
for all η e IN and some С e IR. Then 
ü V ' J i i - l l f 2 ( , , l l - * · i n LP and 
Ρ 
( | | f ( ' ) I | ) < С for a l l η e IN. 
η 
Hence g = lim ||f ( · ) | | = sup ||f ( · ) | | exists in L . 
n-x» ne IN 
For μ-a.e. ω e Ω we have 
0 < f (ω) < ί2(ω) < ·· in Ε and 
||f (ω) I J < g(<i)) for all η e IN. 
But then h(ω) = lim f (ω) exists in E. This gives us h ε Β(E) and clearly 
η 
n-x» 
p(f - h) •*• 0 . 
η 
Next we come to a generalization of the notion of associate function norm. 
Defining for f e В 
(4) ρ'(f) = sup { ƒ |fg| d]i | g e В , p(g) < 1 } , 
it follows that ρ' is a function norm on В having the Fatou property (see 
pg 7 or [Z 1] 68.4). It is well-known that if 
L = { f e Β Ι ρ'(f) < - } , 
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then li . and (L ) are isomorphic Banach lattices ( Γζ 1] 69.3). There 
Ρ PC 
are two obvious ways to generalize this associate norm. 
The first one: define a qeneralized function norm a on B(E ) by 
σ(Φ) = ρ'(||Φ(·)|I*) for Φ e B(E*) . 
The second one: define 
τ(Φ) = sup { ƒ <|£|,|φ|-> dp | f e B(E) , p(f) < 1 } for Φ e 8(E*), 
analogously to formula (4) and prove that τ is a function norm on B(E ). 
Fortunately a and τ give rise to the same function norm. 
THEOREM 3.6. ([G,J] 7.3) With the above definitions we have σ = τ . 
Proof. The proof is rather tedious. The identity σ(Φ) = τ(Φ) for 
ir it 
Φ e S(E ) is relatively easy. But then a general element of B(E ) has to 
be approximated carefully. The reason for this is that in general S(E ) 
is not order dense in B(E ). Hence the approach as suggested in ([J 1], 
proof of 2.1) is bound to fail. 
We shall divide the proof into three parts. Note in advance that we 
* + 
only have to prove that σ = τ on Β(E ) . 
(a) Let Φ e B(E*) + be given. 
τ(Φ) <: sup { ƒ ||ί(ω)||·||*(ω)|Γ dp (ω) | f e B(E) + , p(f) < 1 } = 
= sup { ƒ |h(<ii) | · | |φ(ω) I |* dp((i)) | h e В , ρ (h) < 1 } = 
= РЧЦФС·)!!*) = σ(Φ) . 
(b) Let Φ e LJE*)"1" be such that ||Φ(·)||* e L , and let ε e (O,«) be 
+ _P 
given. Then there exists an f e L such that ρ(f) < 1 and 
OD 
ƒ £(ω)||φ(ω)||* dp(<i)) S σ(Φ) - *·ε . 
Put M = I If I I . There exists a Τ e S(E*) such that 
f ||φ(ω) - ЧЧш)[J* άμ(ω) < 
4Μ·μ(Ω) ' 
η 
Assume that Ч" is given by Ψ = Σ ψ.χ , where ψ,,-.,ψ 
i=l 1 i I n 
and Α.,..,A are pairwise disjoint elements of Σ. 
Now choose e e E with ||e.|| S 1 such that 
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W * И*іИ* - 4(/ f du
+
 1) « м 1 ^ і ^ * 0 f 0 r І » 1 
η 
Setting f (ω) = Σ f(ω)χ. (ω)-e. for all ω e Ω , 
i=l A i 
it follows that f e B(E) and p(f ) ¿ 1 . Furthermore, 
о о 
I ƒ <f ,Φ - Ψ> dp | < ƒ ||f (ω)||·||*(ω) - Ϋίω)||* αμ(ω) < |-
so 
ƒ <f ,Φ - Ψ> dp > ^ . 
О 4 
Also η 
ƒ <f ,4» dp = ƒ Σ £(ω)·ψ, (β^χ,ίω) άμ(ω) s 
0
 i=l i 1 Ai 
S ƒ fMllKùOH* dp(w) - J . 
And finally 
ƒ f((d)||«((ü) - Ψ(ω)||* dp (ω) < f . 
Combining all this we obtain 
τ(Φ) > ƒ <f ,Φ> dp = ƒ <f ,Ψ> dp + ƒ <f ,Φ - Ч'> dp > 
о о о 
> ƒ f (ω) Ι ΙΨ (ω) J J* dp (ω) - j ^ f f (ω) | |φ(ω) | |* dp (ω) - ^j > 
> σ(Φ) - e . 
This holds for all e > 0 . So т(Ф) = σ(Φ) by part (a). 
(c) Let Φ e Β(E ) be given. For η e IN define 
A = { ω e Ω ! Ι|φ(ω)|I* < η }. 
η 
There exists a sequence В с в с ·· in Σ satisfying 
U В = Ω and ρ' (χ ) < «> . 
neIN η 
Setting С = Α η В , we have С. с г с .. and U С = Ω . 
η η η 1 2 „.„ η 
neIN 
Το Φ = Φχ_ we cap apply the results of part (b) , so σ(Φ ) = τ(Φ ) 
η Cjj ^ η η 
for all η e IN. Clearly 
I * II ι ι * 
. (ω) I 
η 
|¡Φ ( || +||φ(ω)|| for р-а.е. ω e Ω , 
so σ(Φ ) + σ(Φ) , since ρ' has the Fatou property. Then 
η 
σ(Φ) = sup σ(Φ ) = sup τ(Φ ) ^  τ(Φ) 
η η 
* + 
and by (a) we get σ(Φ) = τ(Φ) for every Φ e Β(E ) 
_ * 
From now on we shall denote the function norm σ on 8(E ) by p'. The space 
* * * 
L (E ) will be denoted by L ,(E ). It is possible to show that L ,(E ) is 
σ ρ'
 Λ
 ρ 
isometric and Riesz isomorphic to a Riesz subspace of L (Ε) , where the 
isomorphism is given by 
Φ -*• ƒ < · , Φ > dy , 
but the details will be left open until chapter IV, §1 . There we shall 
* 
also see what remains of the isomorphism L . - L 
Ρ Р/С 
§4. Step functions 
Step functions are the bricks with which strongly measurable functions 
are built. How do these stones fit in with the entire building? 
First of all observe that S(E) is a Riesz subspace of B(E). We know 
that S is order dense in B, and, even better, for any f e В there exists 
a sequence Out. < t . i ·· in S with t + f . But, for an infinite dimen-
1 ¿ η 
sional range space E, such a thing no longer has to hold as is illustrated 
by the following example. 
EXAMPLE 4.1. As our measure space we take the circle group Τ provided 
with the normalized Lebesgue measure λ (λ(Τ) = 1 ) . The elements of Τ are 
denoted by e where φ e С0,2тг) . Τ is a compact group with Haar measure 
IN 
m . For the Banach lattice we take L (T ). 
Define E = { e1* e Τ | 2~П ¿ φ <, 2π - 2~П } for η e IN . 
η
 IN Denote by L the left translation in L (T ) over the vector (s,s,..), ls,s,..J 1 
where s e T. 
IN Define f: Τ -+ L (Τ ) by 
* 
f ( s ) = L(s,s,..) ( X Π E ) = X Π SE * 
neIN n neIN n 
Observe that f * 0 . Since the mapping s -*• L from Τ into L(L (T )) 
(S,S,..J 1 
is continuous, f is also continuous, hence Bochner integrable. 
We claim that for every Ρ с τ with λ(Ρ) > 0 , inf f(s) = 0 
seP 
IN n 
(infimum in L (Τ )). This implies that if t = Σ e.χ 
j=l э AJ 
50 
IN + 
with e. e L (Τ ) , А. с τ measurable for j = Ι,.,,η , and 0 < t < f , 
then О < eJ < inf f(s) for those j with λ(A.) > 0 . 
j
 seA. => 
3 
Therefore, any stepfunction t with 0 < t á f equals 0 μ-a.e. · 
IN To prove this claim, for A C T we define 
A = { χ e Τ I for any neighbourhood U of χ , m(UnA) > 0 } 
A is the collection of density points of A. Note the following facts: 
- A is closed. (If χ ¿ A , there is an open V Э χ with m(VnA) = 0. 
But then V η A = φ.) 
- А С А m-a.e. (if А' с A with Α' η A = φ and mfA') > 0 , then for any 
a' e A' there is an open V , Э a' with m(V ,ηΑ) = 0. Then 
IN a a 
А' с U (V ,ηΑ) in Τ . This covering has a countable subcovering, hence 
a'eA' a 
m(A') = 0 , a contradiction.) 
- If В с с (m-a.e.) then В е с (everywhere) . 
d 
- If В is closed, then В с в. 
IN 
Now for any Ρ с τ with λ(Ρ) > 0 , inf f(s) exists in L (Τ ) . Since 
seP 
every function f(s) is a characteristic function, the same holds for this 
infiraum. Assume inf f(s) = v. . Then A 
seP 
A c Π (sE ) (m-a.e.) for all s e Ρ , 
ne IN n 
so 
A с ( Π (sE ) ) с Π (sE ) for all s e Ρ , 
TIT
 η
 τ»τ
 η 
nelN •• neIN 
since IHsE ) is closed. Therefore 
η 
A d с Π IHsE ) = Π ( η SE ) с Π (Τ\Ρ) . 
seP neIN seP neIN 
We conclude 
A c Ad с Π (T\P) . 
m-a.e. neIN 
Thus, m (A) = 0 . 
This example shows that we may not hope for order density of S(E) in B(E). 
Therefore one will be well pleased with the following result. 
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THEOREM 4.2. ([G,J] 5.1) Let f e L (E)+ be given. Then there exist 
s , , t , e S(E) (for n,k с IN) and f ,g € L.(E) (for η e IN) satis-
n,k n,k η η 1 
fying 
(i) s , + f ; t . + g (as к -> «) for ail η e IN . 
η,к η η,к 'η 
(ii) Ils , - f Ι L -»· 0 ; Mt . - g I I . •+ 0 (as к •*• •>) for all η . 11
 η,к η
1
'1 •' η,к 'η''1 
(iii) f + f ; g + f (as η -ν ») . 
η η 
(iv) ||f
n
 - f\\í -ν 0 ; ||gn - f\\l •+ 0 (as η -ν -) . 
In particular S(E) is norm dense in L.(E). 
Proof. First note that S(E) is norm dense in L.(E). Indeed,if g e L (E), 
take a sequence u. ,u ,.. in S(E) with | |u (ω) - g (ω) | | -»• 0 and with 
||u (ω)|| á 2[!д(ш)|| for p-a.e. ω e Ω . 
Then ƒ I |u (ω) - дЫ) \ \ αμ(ω) -*• 0 by Lebesgue's theorem. 
In other words, L (E) is the norm completion of the normed Riesz space 
( S(E),||"|| ). Hence the theorem follows from (CL],60.3) . 
Remark. The restatements of theorem 4.2 using p-convergence or •-converg­
ence are also true. Because, if f + f in L, (E) and I If - f | I. ->• 0 , 
η ι η ι 
then f + f and f ->• f . 
η ρ η * 
Proof.(i) For a moment consider the f 's and f as members of L.(E). Then 
η 1 
f (ω) s f (ω) s ·· i f (ω) for u-a.е. ω e Ω. 
Furthermore 
ƒ ||f
n
((i)) - f (ω) И dp (ω) •*• 0 , 
so ||f (ω) | | + ||f(ü))|| holds u-a.e. on Ω . Hence f (ω) + f (ω) y-a.e. 
η ι ι ι ι ι ι Л 
(ii) Let A e Σ be given. Then 
| |в - ƒ (f - f) du| | < ƒ | |f (ω) - f (ω) I I dy(u)) -»- 0 . 
A A n 
Thus f ->• f . 
η * 
For future use we mention the following observation, which is due to 
G.Jeurnink: in case E = L (υ) , S(E) is order dense in B(E). 
m 
Proof. Take g e BÍLJ , g * 0. We have to find t e S (E) , t * 0 , with 
0 ^ t < g . So we may assume that g is norm bounded. There are t./t«,.. in 
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S(L ) + such that 
OD 
lim | |t (ω) - д(ш) | | = 0 for μ-a.e. ω ε Sì 
By Egoroff's theorem (1.1) there exists a measurable subset Ω. of Ω such 
1 
t h a t | | g | 
lim | | ( t - g)x
n
 | |
и
 = 0 and ydlXfij) < -rr-r 
if\Sli 
Hence ƒ | | g (ω) | | άνι(ω) > 0 , since f ||д(ш)|| dp (ω) < ЦдМ. 
Пі 
Pick an e > 0 and a set Ω с Ω of positive measure such that 
||g(ω)I| > 3-е for ω e Ω . 
Consider the stepfunctions s ,s_,.. defined by 
s (ω) = ( t (ω) - ε·1·χ,_. ) for ω e Ω, 
η η - SÍ ι 
s (ω) = 0 for ω ¿ Ω. 
η 1 
where 1 stands for the constant function with value 1 . 
Now fix η e IN for which ||(t - g ) v | | < E , i . e . 
Then 
•
ε
·^
Χ
Ω -
 ( g
 - \ - ε·^ ΧΩ * 
t (ω) -ε·1 á д(ш) for p-a.e. ω € Ω. , 
η - ι 
0 < s (ω) ¿ g(u)) for p-a.е. ω e Ω. . 
η ι 
If ω e Ω. , then Ι Ι g(ω)Ι Ι. Ζ 3ε , so Ι It (ω)Ι Ι. ¿2ε and Ι Is (ω)Ι Ι. ä ε. 
¿ ιι ''Ij ' ' n L · n L 
αο OD Co 
This shows that s * 0 . 
η 
Now we turn our attention to norm density of S(E) in various generalized 
normed Kôthe spaces. 
Let ρ be a generalized function norm on B(E) and assume that ρ(χ0) < "r 
so S(E) с L (E) . When is S(E) norm dense in L (E)? 
Ρ Ρ 
Let us start with a look at the case E = IR. It is well-known that for 
all L -spaces ( including ρ = » ) S is norm dense in L . This is also known 
Ρ Ρ 
for many other Banach function spaces, for instance the space of Korenblyum, 
Krein and Levin ( see [L,Z 3] 1.3 ). But it is not always true. See [J 21, 
example 8.2 for an example where S is not dense in L . As far as we know, 
Ρ 
there is no simple criterion on L to conclude from whether or not S is 
Ρ 
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norm dense in L . The same kind of thing happens if 1 < dim E < «> . 
The situation becomes different if dim E = « . Then it is harder for 
S(E) to be dense, and this enables us to have a better view over the sit­
uation resulting in 
THEOREM 4.3. Suppose dim E = <» . Then S(E) is norm dense in L (E) iff 
Ρ 
ρ is order continuous. 
Proof. (a) Let S(E) lie norm dense in L (E) . Suppose ρ is not order 
+ Ρ 
continuous. Then there are f e L and pairwise disjoint elements A ,A ,.. 
in t with p(fXÄ ) S 1 for all η e IN (see 1,2.8) . We take f such that 
Since dim E = » , there are pairwise disjoint elements e ,e„,.. in E with 
||e || = 1 for all η e IN . Note that ||e - e || > 1 if η * m. 
00 
Put h = Σ e.fv, . Then h e L (E) . The claim is that h does not belong 
j-i j AJ p 
to the p-closure of S(E), and thus we achieve the desired contradiction. 
First we shall prove an intermediate result. Take any s e S(E) , and 
write it as 
Ρ 
s = Σ ^Хл (the Ω. come from Σ and are pairwise disjoint, the 
a. belong to E). 
Since к e {Ι,,.,ρ} while η runs through IN, there exists an index η for 
which 
OD 
||( Σ e.χ - s)(ω)I I > \ for all ω e A- . 
j=l 3 Aj j η 
Start again, with an arbitrary t e S(E). Our aim is to show that 
p(h - t) > Ì . 6 
Consider (f) .By assumption 0 < (f) i 1 and there is a realvalued 
stepfunction t. such that 
-i , INL 
|ΐ1(ω) - (f) (ω) I < — τ for all ω e Ω . 
Then t.t e S(E) and | | (t, - (f) - 1)^ I < Ì . 
1 1 ш о 
The result that was derived above gives us an index η with 
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Π Σ e .x A (ω) - t jdd j tdd) J I > — for a l l ω e A- , 
hence 
і л
е
^ .
( ш )
- Ш - і і 4 for a l l ω e A- , 
. , З А . f ( ω ) ' ' b η 
3=1 -" э 
S U . 
| | h (
w
) - t U ) | | > g f (ω) 
and we o b t a i n 
for all ω e A- , 
η 
η 
p(h- t) > 6 P(fXA_) *6 · 
(b) Let ρ be order continuous. 
Take f e L (E) . There are А. с A„ с ·· in Σ with U A = Ω and 
_ ρ 1 ζ η 
Ρ'(Х
д
 ) < ш f o r a 1 1 n e I N· 
n
 + 
Hence fχ e L (E) for all η e IN. Since ρ is order continuous, 
A
n
 1 _ 
p(fXA - f) -У 0 . 
η 
We want to prove that f e p-clo S(E), which follows if all fχ e p-clo S(E). 
Hence we may assume that f e L (E) . 
By theorem 4.2 there exist t e S(E) and g e L (E) satisfying 
η f к ni 
t . + g and | It , - g I |, •*• 0 (as к -* °°) for ail n, 
n,k ρ n '' n,k rn''1 
g + f and | | g - f | 1 . -> 0 (as n ->•<») . 
η ρ ' ' n ' ' 1 
V k '''ρ gn p l U S "Vk - "ηΙΊ - 0 ^ives u s «»at ||t
n f k( U) - g n( U)|| -> 0 
(as к -*• ») for vi-a.e. ω e Ω. 
Furthermore, ρ is order continuous, so ρ (t , - g ) -»• 0 (as к -*• «) , i.e. 
n,k η 
g e p-clo S (E) . In the same way we see that ρ (g - f ) -*• 0 and we conclude 
η η 
that f e p-clo S(E) . 
Let us look at an example where ρ is not order continuous. We shall describe 
the norm closure of S(E) in L (E) (if the measure space is not the union 
of finitely many atoms, || · | | is not order continuous. We shall assume this 
is the case) . 
If we are given an f с L (E) and t. ,t„,.. e S (E) with lim Mt - f I I = О, 
ш 1 2 • ' η ' 'm ' 
η-*» 
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then for every e > 0 there is some η e IN with || t - f | | < e . 
Ρ 
Writing t = Σ e ·χ , with the sets A e Σ , pairwise disjoint, we note 
η
 j = 1 j Aj j 
that ρ 
f(Ω) с U В (е.) (μ-essentially). 
j=l ε э 
Hence f(Ω) is essentially totally bovinded, or put it another way: £(Ω) is 
essentially relatively compact. 
Conversely, if f e L (E) and there is a u-null set N such that f(Ω\Ν) 
OD 
is totally bounded, then f is the ||·|| -limit of a sequence of stepfunc-
tions. _ 
(if for ε > 0 , a.,..,a are such that f(Ω) с U В (a.) (y-ess) , 
1
 Ρ j=i ε j 
then define 
Α. = f_1(Β (a.)) and Ω. = Α. - ( U Α. ) . 
: ε j з : i 
Ρ 
Put t = Σ а.- ,^ . Then I If - tl I i ε . ) 
j=l J 
Conclusion. Ι|·|| -clo S(E) consists of those f e L (E) that have a μ-ess. 
relatively compact range. 
If ρ is not order continuous, we might still have that p-clo S(E) (also 
denoted by S(E) ) is an ideal in L (E). This would be nice because then 
• * 
{S(E)) is a w -closed band in L (E) . Then we can identify S(E) with 
* 
Ρ 
Ρ /s7il0 ' s o w i t h ( S ( E ) 0' ' a b a n d i n L o ( E ) ' a n d | K 'S(E) 
[L (E) 
I p /ili) 
* 
can be identified with S(E) (see [Sch] 11,5.5 for this construction). 
* 
This would be a useful tool for example when we study L (E) . 
Look again at L (E). We pick pairwise disjoint sets Α.,Α«,.. in Σ with 
ρ(A ) > 0 , i.e. with ||x, || = 1 . Take any e € E , e * 0 , and any 
η А
 ш 
η 
sequence e ,e ,.. in [0,e] , and define 
CD
 t 
f = Σ e ·χ, . 
η
 Λ
Α 
η=1 η 
Then 
0 £ f <. β·χ
Ω
 . 
If S(Ε) is an ideal in L (E) , then f e S(E) , so f(Ω) is essentially rel-
atively compact, i.e. {e | n e IN} is relatively compact. But this is 
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true for every sequence e ,e ,.. in [0,e] . It follows that Г0,е] is compact. 
We conclude: if S(E) is an ideal in L (E),then every order interval in E 
is compact. 
We also have the converse. For this we use a result from [w]. 
THEOREM 4.4. For a Banach lattice E the following statements are equivalent. 
(i) Every order interval in E is compact. 
(ii) If А с E is relatively compact, then so is U [-|a|,|a|] . 
aeA 
(iii) E is isomorphic as a Riesz space to an ideal in IR (for some 
index set I ) , and E has order continuous norm. 
(examples of such spaces are 1 ,1 ,c ). 
I z o 
Suppose E satisfies (i),(ii),(iii) of this theorem. If f e S(E) , 
g e L (E) and |g| < |f| , then g e S(E) . Indeed, f№) is ess. relatively 
compact, hence also sh(f(Œ)) is. |g| ¿ |f| , so g(ñ) с sh(f(Œ)) (y-ess.). 
Therefore g(Q) is ess. relatively compact, g e S(E). 
PROPOSITION 4.5. Suppose dim(Lœ(p)) = <=. , 
Then | |·|| -clo S(E) is an ideal in L (E) iff every order interval in E 
is norm compact. 
We now consider the general case, ρ is a function norm on 8(E) and we as­
sume that ρ(χ_) < ш . The question is: when is p-clo S(E) an ideal in L (E)? 
ii ρ 
We shall use the following rerrark. If I is an ideal in a Banach lattice F, 
then clo (I) is also an ideal, (if f e clo(I) , then also |f| e clo(I) , 
s ince | ( | e | - | f | l | á | e - f | . I f O S g < f with f e c l o ( I ) , pick 
f.,f„,.. from I such that lim f = f . Then lim g A f = g л f = g . ) 1 2 η η 
η-*» η-*» 
Also note: if f e S(E), then ||f(')|| e S (= p-clo S ) 
and: S is an ideal in L . 
Ρ 
Define the function norm ρ on В by 
P
s
(f) = p(f) if f e S , 
ρ (f) = » if f ¿ S . 
s 
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Then L- = S . We can now formulate our result. 
PROPOSITION 4.6. (a) If ρ is order continuous, then S(E) = L (E) is an 
S P
s ideal in L (E) . 
Ρ 
(b) If ρ is not order continuous then S(E) is an ideal in L (E) iff 
s ρ 
every order interval in E is norm compact. 
Proof, (a) is an immediate consequence op proposition 4.5 and the remarks 
made above. 
(b) We first note that S <f- L a (if S с L a , then s" с L a , hence ÏÏ = La, 
Ρ Ρ P P 
and so ρ would be order continuous). Therefore there exists an A e Σ with 
s 
χ {. L .So there are η > 0 and pairwise disjoint sets A. ,A ,.. e Σ with 
A C A and ρ(χ, ) > η for all n e IN. 
n A 
n 
Suppose S(E) is an ideal in L (E). Take e ε E and e.,e ,.. £ [0,e] . 
р 1
 ¿ 
00 
Put f = Σ e ·χ. . Then f e S(E) . 
. n
 Λ
Α 
n=l n 
Thus for every ε > 0 there exists a t e S(E) with ρ(t - f) > e . Write 
Ρ 
t = Σ a.*x„ with the Ω,, pairwise disjoint. 
j=i э Qj :) 
Then for every n e IN we have inf lie - a.I I < — . 
-1-1 τ, n 3 ηj i,..,ρ 
(for else there is some n e IN with Me - a.I I £ — for all j = 1,..,p 
11
 n j η 
but then I It - f I I > -·χ. and p(t - f) > e ) . 
Τ) A 
Π 
We conclude that { e ] n e IN } is totally bounded. 
Thus: if S(E) is an ideal in L (E) , then every order interval in E is 
compact. 
Conversely, suppose that every order interval in E is compact. Then we 
know that if f « L (E) and there is a t e S(E) with |f| < |t| , then 
f e ||«||
ш
-с1о S(E) , hence for every ε > 0 , there is an s e S(E) with 
I l f " s J L < ε ' a n d s o p ( f - s
e
> < ε · ρ ( χ
Ω
)
 · 
So the ideal I generated by S(E) is contained in S(E) . But then 
p-clo (I) = S(E) , so S(E) is an ideal in L (E) . 
P 
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Since only for very simple Banach lattices E the conditions of theorem 4.4 
hold, the construction proposed on page 56 will not be of much help in the 
* 
study of L (E) . This construction will not occur in the rest of the thesis. 
Ρ 
§5. Absolute continuity and properties of the integral 
This section is built around the question how o-convergence and p-conver-
gence are related. 
o-convergence is most directly connected with the general Banach lat­
tice theory but it will turn out that p-convergence is to be preferred for 
applications in the theory of operators. Also, we shall see that several 
results about Banach function spaces can best be generalized with the help 
of p-convergence. The reason seems to' be that for p-convergence, L and E 
act independantly. With this notion of convergence one can handle the points 
of Ω seperately, a local view suffices, while for o-convergence one needs 
to have a global view. 
In the first part of this section we try to illustrate this feeling by 
computing the elements in L (E) of absolutely continuous norm. After that 
we shall describe some situations in which o-convergence and p-convergence 
coincide and also some cases where they differ. The Bochner integral map 
I: L (Ε) -ν E will be used here and some continuity properties of this map 
are also considered. 
As before, ρ is a function norm on 8(E) , ρ(χ ) < « 
DEFINITION 5.1. L (E)" = {f e L (E) I if If I > f Ψ 0 , then ρ(f ) Ψ 0 } . 
ρ ρ • ' ' η ρ η 
Recall that L (E)a = {f e L (Ε) I if If I > f + О , then ρ(f ) + 0 } . 
ρ ρ η η 
In describing these two subspaces of L (E) the following notation will be 
of help. 
DEFINITION 5.2. ρ is the function norm on В defined by 
a 
ρ (f) = ρ(f) if f e L a , while 
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ρ (f) = -. if f ¿ La . 
a With this definition L = L 
pa p 
We start with some simple inclusions. 
LEMMA 5.3. (L (E))a с (L (E))01 с L (E) . 
Ρ Ρ P. 
Proof. The first inclusion follows from the fact that f + 0 implies 
η ρ 
f 4· 0 . For the second i n c l u s i o n , suppose f i L (E) , i . e . f ( · ) ¿ L 
η ρ Ρ­
α α 
Then there are g.,g„,.. in L and e e(0,») with ||f(*)|l ^ g + 0 , 
1 ¿ ρ ' ' η 
while ρ(g ) ä ε for all η e IN. 
If we define 
f = — ( f (ω) should be read as 0 if f(ω) = 0 ) , 
η
 | | f ( - > | | 
then f e В (E) and If I 2> f + 0 , while ρ (f ) S e for all η t IN. 
η ' ' η ρ η 
Hence f ¿ (L (Ε))α . 
Ρ 
The following very nice result about the Bochner integral шар I will be 
helpful. 
THEOREM 5.4. Consider I: L (E) ·> E , 1(f) = В - ƒ f dp . If f e L (E) 
and y e E are such that 0 á y s l(f) , then there is a g e L (E) with 
О < g < f and Kg) = y . 
To put it another way: if f S f e L (E) , then 
I([flff2]) = ΕΚί^,Κ^Π. 
Proof. Let f e L (E) and y e E be given with 0 < y < 1(f) = χ . The 
Yosida representation theorem (see 1,2.6) tells us that the principle ideal 
E is Riesζ isomorphic to С(К) for some compact Hausdorff space К. 
Using this isomorphism define a linear map T: E -*• E with 
0 < Τ S Id and Τ(χ) = y . 
E
x 
T is defined as a multiplication operator on C(K). 
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Since О < Τ <, Id , Τ is continuous from (Ε /||·||_.) into E , hence extends 
to a continuous map T: E-clo(E ) ·*• E with 0 < Τ < Id . 
χ 
By theorem 1.9 f(n) с E (p-essentially),hence f e L (E-clo(E )) (see 1.6). 
Then Τ » f e L (E) and, furthermore, 0 й Τ » f < f and I(T o f) = T(If) = 
= у . Apparently we can take g « Τ o f . 
COROLLARY 5.5. (L (E))3 с L (Ε&) . 
P P
a 
Proof. (L (E))a с L (E) by*lemma 5.3 . 
a " 
There are A. с д с ·• in Σ with U A = Ω and γ, e L , for all η e IN . 1 2 η A ρ ' 
n=l η 
Then fx e L (E) for every f e L (E) and every η e IN. 
η 
Now suppose there are f e (L (E)) , f > 0 , and к e IN such that the inclu­
sion f(\) c E (μ-essentially) does not hold. 
Then В - ƒ f á\i i E (use 1.9) , so there are у > у > · · in E and 
\ 
€ e (О,») with B - / f d y > y 4-0 while | |y | | > ε for a l l η . 
By theorem 5.4 there exist g ,g ,. in L (E) with 
ίχ £ g £ g £ ·· > 0 and В - ƒ g dy = y for ail n. 
A^ 1 ¿ η η 
Then g + > 0 and Kg ) Ψ 0 , implying that g + 0 . Since fe (L (E))a , 
η η η ρ 
ρ(g ) + 0 . But then ||g (·)|| + 0 and from this we get ƒ ||g (ω)|| dy(œ) +0, 
contradicting the fact that ||в - ƒ g (ω) αμ(ω)|| > ε for all η e IN . 
We conclude: for every f € (L (E)) , f > 0 , and every к с IN , 
f(A ) C E (μ-essentially), 
which proves the corollary. 
Now we come to the main result of the first part of section 5, namely the 
description of (L (E)) . 
THEOREM 5.6. (L (E))α = L (Ε&) . 
P P
a 
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For the proof we use an observation that we state as a separate lemma. 
LEMMA 5.7. (see [Z 2]) Suppose К is a compact Hausdorff space and 
T: C(K) -*- C(K) is linear and 0 < Τ <, Id , , . Then Tf = (Τχ ) »f for all 
f € C(K) . 
Proof of the theorem. If f e L (Ea) and If I £ f + 0 ,then 
ρ η ρ 
|f|(io) г f (ω) Ψ 0 for u-a.е. ω e Ω . Since |f[(ü)) e E for μ-a.e. ω , we 
get ||f(<D)|| à ||f (ω) I I + 0 μ-a.e. And ||f(«)|| e L . Hence p(f
n
) + 0. 
This proves L (E ) с (L (E)) 
P
a
 P 
The inclusion (L (E)) <= L (E) is from lemma 5.3 . So we are done if 
P P a 
f (A ) <= E (μ-ess) for every f e (L (E) ) , f ¿ 0 , and every η e IN, 
n a ρ 
where А. с д с ·· is a sequence in Σ with U A = Ω and χ. e L . for 
ne IN η 
all η. The advantage of this adaption is again that ίχ e L (E). 
η 
Now suppose there is a set А с A with μ(A) > 0 and f(ω) έ E for all 
η 
ω e A. First we make some preparations with respect to f. 
В - ƒ f άμ ¿ Ε (by 1.9) and so there exists a φ e (E ) with 
A 
φ(В - ƒ f dp) > 0 (since "(E ) = Ea) . 
A 
From this we infer the existence of a set В с д with μ(В) > 0 and an e > 0 
such that φ(f(ω)) > e for all ω e В. 
For any partition ir = (U. ,..,U ) of В we define t e S (E) by 
I n ir 
t = Д а..
Хи
_ with .3 = ^ [ в - ƒ f dVj if „«у > 0 
a. = 0 if μ(υ.) = 0 
: 3 
If we order the partitions of В by refinement, then 
lim t (ω) = f(ω) for μ-a.e. ω e В (by Γϋ,υ] V,2.1) 
Using Egoroff's theorem we find a partition π of В and В с в with μ(В ) > 0 
such that 
Mt (ω) - f(ü))|| < ~·ε for all ω e В. , 
IT ' ' l u 1 
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and we can adapt this π such that there is a U e ir with y(U) > 0 and U с в , 
Write a = —777, В - ƒ f dp . Note that a i E 3 since f (ω) i E a for all 
U 
ш е и . 
We have 
| I a - f (ω) | | < -rjj-e for all ш е и and 
φ(ί(ω)) > ε for all ω e U . 
, . 9ε So φ (a) > — . 
Using the characterization of elements of E from fj 2] 2.1 we get 
the existence of a sequence u > u_ > ·· S 0 in E with 
a > u 4-0 and 1 lu I I > — for all η . 
η • ' η ' ' 10 
This ends the preparations. Now we are going to use them. 
The principle ideal E is isomorphic to C(K) for some compact Hausdorff 
space К . By means of this isomorphism we define operators Τ : E -»- E for 
η e IN with Id„ > Τ, > T„ > ·· > 0 and Τ (а) = u for all η. E
a
 1 2 η η 
Since Τ (a) = u and u + 0 , we have that Τ (h) + 0 for every h e (E ) . 
η η η η a 
All the Τ are continuous from (E » · _) to E , hence extend to continu-
n a E 
ous maps Τ : E-clo(E ) -*• E-clo(E ) which satisfy 
η a a 
Id > Τ 2: Τ > •· > 0 
We claim that Τ (h) + 0 for every h e E-clo(E ) . 
η a 
Indeed, take h e E-clo(E ) . For our purpose we may assume that h > a. 
R is isomorphic to С(К,) (with K, compact and Hausdorff) ; choose an 
isomorphism Ф: E, -»• C(K, ) . According to lemma 5.7 , 
•1 
ο φ 
"η η 
Т_ = Φ ο τ_ ο Φ : С (1С ) -ν С (К ) is given as 
τ (g) = ig with j = τ (l) . 
η η η η -
Then l à j > j > " > 0 . 
Now we know that j ·Φ(3) = Ф(и ) + 0 . So if j > j £ 0 for all η , 
η η η 
then :«Ф(а) = 0. 
But E is an ideal in E and h e E-clo(E ) , thus a is a weak unit for 
the principle ideal Ει . In terms of C(K. ) this means: 
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if g·Φ(a) = 0 , then g = 0. 
Therefore j = 0 and j + 0 , i.e. Τ (h) + 0 . 
η η 
We return to the main line of the proof. We have proved by now that 
f (ω) S Τ (f'YT1((i>)) + 0 (аз η -*- »ί for μ-a.e. ω e ü . 
η и 
Since f e (L ( Ε ) ) α , ρ (Τ ofx
r l) + О . This impl ies 
ρ n u 
I ІТ ofv (ω) I I + 0 (as η ·*• ») for μ-а. . ш е и . 
ι ι
 n
 Лц II 
But 
||T
n
of(u)|| ^ ||т
п
а|| - ||T
n
.f(
u
) - т
п
аП s ||u
n
|| - ||τ
η
||.||£(ω) -
^ -rpr for μ-a.e. ш е и . 
At last we have' the desired contradiction. 
Note that corollary 5.5 follows from this theorem and lemma 5.3 . 
We return to the comparison of p-convergence and o-convergence. In this 
study we include the continuity of the Bochner integral map I: L.(E) -> I 
with respect to both these convergence concepts. 
The rest of this section is based on joint work with G.Jeurnihk. 
DEFINITION 5.8. I is σ-order continuous if f + 0 in L.(E) implies 
η 1 c 
I ( f ) Ψ 0 . I i s pa-order continuous i f f + 0 in L.(E) impl ies I ( f ) + 0 . 
η
 r
 η ρ 1 η 
If f + 0,then f + 0 ; so if I is σ-order continuous,then I is ρσ-order 
η ρ η 
continuous. 
First of all note that if the measure space is purely atomic then f 1 0 
iff f + 0 . A difference in these two types of convergence can only 
occur on the atomless part of Ω . Besides, 
PROPOSITION 5.9. If the measure space is purely atomic, then I is 
σ-order continuous. 
Proof. Write Ω = { ω I n e IN} with μ({ω }) > 0 for all η . Any f in 
η • η 
L (E) is of the form 
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•¿,"·*'·"«*) 
I f f ψ O i n L, (E) , t h e n f (ω, ) + O ( a s η -*• ») f o r e v e r y к e I N . 
η 1 П К 
E ^ i r t h e r m o r e , 
CD 
Σ | | f (ω ) | | · ρ ( { ω } ) . < - , 
k = l 1 * κ 
so for every e > 0 there exists an N € IN with 
00 
Σ ||ί1(ωκ)||.ν({ω]ί}) < ε . 
k=N 
Combining these remarks yields that if e e E is a lower bound for 
{ I(f ) | η e IN } , then 
CO 
0 , e , Σ < )-Х{ j , 
k=N к 
hence ||e|| S ε . Since this has to hold for every e > 0 , e = 0 , i . e . 
I(f ) + 0 . 
η 
Therefore, in the rest of this section we assume that (Ω,Σ,ρ) is atomless. 
Furthermore we note that the equivalence of the mentioned types of conver­
gence can be studied equally well in B(E) as in L (E) or Ь
ш
(Е) . L (E) is 
to be preferred because of the Bochner integral that we have at our dispos­
al for it. 
The interval [0,1] will always be equipped with the Borei σ-field and 
the Lebesgrue measure. 
Our first result states that the equivalence of the two notions of conver­
gence to 0 is in fact a property of the Banach lattice E and not of the 
pair <(Ω,Σ,μ) , E > . 
THEOREM 5.10. (a) If f 4-0 implies f + 0 in L, ([0,1],E) then f + 0 
η η ρ 1 η 
implies f Ψ 0 in L.(υ,Ε) for any finite complete measure space (Ω,Σ,ρ) . 
η ρ 1 
(b) If for some complete, atomless measure space (Ω,Σ,μ) with 0 < і(Ш< α> 
we have that f ψ 0 implies f ψ 0 ir L.(y,E), then the same holds in 
η η ρ 1 
^([Ο,Π,Ε) . 
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Proof. (a) Take f + 0 in L.(Ω,Ε). There exists a separable, complete 
η 1 
sub σ-field Σ of Σ such that f e L.((Ω,Σ ,y ),E) for all η e IN. 
ο η 1 о о 
Here μ
ο
 = μ. . 
1
 о 
According to a theorem of Halmos and von Neumann ([н] pgl75) there exists 
an isometric isomorphism 
Φ: (Β,λ) 4- a . v ) 
о о 
between the measure algebras corresponding to these measure spaces. Now 
[0,Π is a Polish space, hence by a theorem of Sikorski ([Si] 32.5) there 
exists a map φ : Ω -*• [0,1] , that is measurable relative to Σ and measure 
о 
preserving such that 
Φ (A) = φ (A) for any A e А с В . 
Φ induces an isometric isomorphism Ψ between L.([0,1],E) and L,((Ω,Σ ,μ ),Ε) 
1 l o o 
defined by 
,(j-i V V = J-i V X # < V f 0 r "i £ E ' A j € 8 ( j = 1 "- ' n ) 
and continuously extended to the whole space. In this case, Ψ is given by 
means of φ. 
^ ( f ) = f ο φ f o r f e L ( [ 0 , 1 ] , E ) . 
Now f -I- 0 i n L, ((Ω,Σ ,μ ) ,Ε) s o ψ " 1 ( f ) + 0 i n L. ( [ 0 , 1 ] , E ) . 
η l o o η 1 
By our assumption Ψ~ (f ) + 0 . But then (Ψ~ f ) » φ ψ ο , i.e. f Ψ 0 
η ρ η ρ η ρ 
in L.((Ω,Σ ,μ ),Ε) which is the same as f + 0 in L,((Ω,Σ,μ),Ε) . l o o η ρ 1 
(b) We use a representation theorem of B.Maharam to describe L (μ) (see 
[Se] 26.4.7) . There exists a collection of ordinal numbers (m ) such that 
L (y) = 9 L ([0,l]mi) 
iel 
Hence from our assumption we obtain that f +0 implies f + 0 in 
L.ÍÍO,!] ,Ε) for some m * 0. 
We isolate a coordinate in [0,1] and write [0,1] = Ρ χ Q , with 
Ρ = [0,1] . For ω ε [0,1] ,ω is its component in Ρ and ω that in Q. 
If f e L (Ρ χ Q,E) we can consider for every ω e Ρ 
ω
ς *
 £{%'шо) f o r ωο e ö * 
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This mapping is weakly measurable and ess. separably valued, so it is strong­
ly measurable. Besides 
ƒ ||£(ω
ρ
,ω )|| α(ω ) < - , 
so it is even Bochner integrable. Furthermore, the mapping 
ω -*• в - ƒ f (ω ,ω ) d(ii> ) for ω e Ρ 
takes its values in co f(Ω) and is weakly measurable, hence it is also 
strongly measurable. 
Now take g + 0 in L,([0,1],E) . We may even assume that the g are in 
η 1 η 
L ([0,1],E). Define for η e IN 
f (ω) = g (ω) for ω e Ρ χ Q . 
η η Ρ 
It will be clear that all f are weakly measurable and ess. separably valued. 
Hence f e L ([0,l]m,E) for all n. We claim that f + 0 in L ([0,1]Ш,Е). 
η
 ш
 η » 
Suppose 0 й j й f for some j e L ([0,1] ,E) and all η e IN. Then 
η " 
g (üO = В - ƒ f (iiL,ü> ) d(ii) ) i В - ƒ :)(ω ,ω ) d(iü ) for λ-a.e. 
η Ρ n P Q Q - P Q Q 
y u
 ω e Ρ . 
Since g + 0 , the mapping ω -*- В - ƒ j (ω ,ω ) α(ω ) is 0 μ-a.e. 
Q U U 
Hence j = 0 p-a.е. , and f + О . By our assumption this implies f + 0 . 
Therefore g + 0 . 
η ρ 
The same techniques can be used to show 
THEOREM 5.11. Suppose (Ω,Σ,μ) is a finite complete non-atomic measure space 
with ρ(Ω) > 0. Suppose I: f -»• В - ƒ f dy from L (μ,Ε) to E is σ-order con­
tinuous. Then the Bochner integral mapping is σ-order continuous from 
L.dj'rE) to E for any finite complete measure space (Ω',Σ',μ') . 
THEOREM 5.12. Suppose (Ω,Σ,μ) is a finite complete non-atomic measure space 
with μ(Ω) > 0. Suppose I: f -+• В - f f dy from L (μ,Ε) to Ε is ρσ-order con­
tinuous. Then the Bochner integral mapping is ρσ-order continuous from 
L (μ',Ε) to E for any finite complete measure space (Ω',Γ',μ') . 
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Next, we describe a number of spaces in which f Ψ 0 implies f + 0 . 
r
 η ^ η ρ 
PROPOSITION 5.13. Suppose E has order continuous norm. Then f + 0 in L (E) 
iff f Ψ О . 
η ρ 
Proof. Suppose f + 0 . Then f (ω) + ^  0 for μ-a.e..ω e Ω . For those ω 
η η 
we define 
д(ш) = inf f (ω) . 
neIN n 
Then g(ü)) = lim f (ω) , so ω -*- g((i>) induces an element g of L (E) with 
n-w» 
0 < g <' f for all η e IN. Since f Ψ 0 , g = 0 . Thus f (ω) + 0 for 
η η η 
μ-a.e. ω e Ω . 
THEOREM 5.14. If the Banach lattice E admits a strictly positive functio­
nal and there exists a countable subset A C E which is order dense, then 
f Ψ 0 implies f + 0 . 
η η ρ 
Proof. Let φ e E be strictly positive. Let f : Ω ·*• E be strongly measu­
rable. For x e E , { ω e Ω | f(ω) £ x } i s measurable, since 
{ ω e Ω I f(<ii) > χ } = { ω ε Ω | φ β f((ü) ^  φ(χ) } . 
Enumerate the countable order dense subset A C E , A = { a Ι η ε IN } . 
η 
Now take f + 0 in L, (E) . 
η 1 
For η e IN put 
Ω = { ω € Ω | £ ( ω ) £ α for all ρ e IN } . 
η ' ρ η 
j 
Ω is measurable and 0 ¿ a ·χ_ ^ f for all ρ e IN . This implies 
η η
 Α
Ω ρ * * 
η 
y(Ω ) = 0 . Since A is order dense, 
η 
{ ω e Ω Ι f (ω) ^ ГО } <= U Ω μ-essentially . 
Ρ
 neIN η 
Thus f (ω) + 0 for u-a.e. ω e Ω . 
η
 r 
COROLLARY 5.15. If X is a compact metrizable topological space, then 
f + 0 iff f + 0 in B(y,C(X)) . 
η η ρ 
Many more examples follow from theorem 5.14 . 
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An important space for which the two notions of convergence are different, 
is B([0,1],L [0,1]) . This follows from an example of G.Jeurnink. It can 
be found in [Je] 11,4.4 . We briefly scetch it here. 
EXAMPLE 5.16. We construct a decreasing sequence f ,f ,.. in 5(Γ0,1],^[0,1]) 
with f Ψ 0 and В - ƒ f dy ΊΓο . 
η η 
There exists a Lebesgue measurable subset A of [0,1] χ [0,1] with 
2 
λ (A) > 0 such that [0,1] χ [0,1]\A = U R. , where R is an open block 
jelN -' ^ 
in Γο,Ι] χ [0,1] with positive measure, and such'that A contains no block of 
positive measure. This set A is such that if Ε χ E is a measurable block 
in [0,1] χ [0,1] and λ (A\E χ E ) = 0 , then λ?(Ε χ E ) = 0 . Thus there 
is no block of positive measure that is X2-almost contained in E. 
Define for η e IN , f : [0,1] -*• L [0,1] by 
η
 w 
(f (ω1))(ω2) = 1 - χ у R (ω1,ω2) for ω1,ω2 e [0,1] . 
jSn j 
Then f.,f-,i. is a decreasing sequence of step functions. Since the set A 
contains no measurable block of positive measure, there is no step function 
t: [0,1] -*• L [0,1] with 0 £ t S f for all η e IN . As we observed in 00
 η 
section 4, ΒίϋΟ,ΐϋ,Ιι^ ΕΟ,Ι]) is order dense in B([0,1],Ь
ш
[0,1]) . 
Therefore, f 4- 0 . But 
η 
ff f (ω.)(ω
η
) à\ (ω,,ω„) ä λ2(A) > 0 for all η e IN . 
[0,1]χ[0,1] η 1 2 1 2 
So Β - ƒ f άλ Χ 0 . 
η 
We combine this example with the following simple result. 
PROPOSITION 5.17. ([G,j] 5.6) If "(E*) = {0} then I: L. (E) ->• E is 
с 1 
ρσ-order continuous. 
Proof. Take f + 0 in L.(E) . Then I(f ),I(f ),.. is a decreasing sequence 
in E . Suppose there exists an e ε E with 
0 <. e < I (f ) for all η ε IN . 
η 
Let φ e (Еж) be such that φ(e) > 0 . Then φ(f (ω)) + 0 for y^a.e. ω e Ω . 
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Hence О < φ(e) < φ(Ι(f )) = ƒ φ(f (
ω
)) αμ(
ω
) + 0 , a contradiction. 
This shows us that I(f ) + 0 . 
η 
COROLLARY 5.18. In L. ([0,1LL [0,1]) , f + 0 does not always imply 
1 <= η 
f 4· 0 . On this space the Bochner integral map is ρσ-order continuous, 
η ρ 
but not σ-order continuous. 
We end with a positive result which is in the line of the above. 
PROPOSITION 5.19. Suppose on every principle ideal of E there exists a 
strictly positive integral. Then the following statements are equivalent. 
(i) I: L (E) ·> E is σ-order continuous. 
(ii) If f 1 0 in L. (Ε) , then f l O . 
η 1 η ρ 
Proof. (ii) =* (i) follows from proposition 5.17. 
(i) ·• (ii) Take f + 0 in L.(E). Define u = В - ƒ f4 dp . Note that 
η 1 1 
f (Ω) с к (μ-ess.) for every η e IN by theorem 1.9 . 
η u -
*+ 
Let φ e E be strictly positive on E . Since f + 0 , I(f ) + 0 . Hence 
с u η η 
ƒ φ « f ä]i + 0 . Thus φ » f (ω) + 0 for p-a.e. ω e Ω . φ being strictly 
positive on E , this yields f + 0 . 
u η ρ 
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CHAPTER III 
VECTOR MEASURES 
In this chapter we study vector measures which take values in a Banach 
lattice E. On the space of vector measures we have in a natural way a par-
tial ordering. A vector measure m is positive iff m(A) € E for all A e F, 
where F is the field of sets on which m is defined. We call a vector measure 
m order bounded if m(F) is an order bounded set in E . m(E) is the space of 
all order bounded E-valued measures. 
Our aim is to study the ordering and to see how the important classes 
BV(E) ( = the measures of bounded variation ), SA(E) ( = the strongly addi-
tive measures ) and CA(E) ( = the cotmtably additive measures ) are related 
to m(E). The problems that we consider in this connection are of the follo-
wing type. Let С be any of the above mentioned classes. We ask 
when is С с m (E) ? 
when is m(E) с с ? 
when is m(E) η С a Riesz space ? 
After an introduction on vector measures in section 1 and the introduction 
of the order structure in section 2 , we consider BV(E) in section 3. Sec­
tions 4 and 5 are devoted to SA(E) while in section 6 we study CA(E). 
Vector measures are closely related to classes of operators, hence ans­
wers to the above posed problems give us also results about operators. One 
of the main applications is 
Theorem.. 6.4. Let E be an order complete Banach lattice. Let II'IL· have 
the weak Fatou property. Then the following statements are equivalent. 
(i) E has property (C). 
(ii) For every compact Hausdorff space К and every order bounded, weakly 
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compact operator Τ: С (К) ->· E also |т| is weakly compact. 
(ili) Same as (ii), but with "1 " instead of "any space C(K)". 
CD 
(iv) Same as (ii), but with "c" instead of "any space C(K)". 
Here (C) is the following geometrical property of the Banach lattice E: 
if χ ,x ,.. is summable in E and { Σ |x.| : η e IN } is order bounded, 
then (χ-Ι,Ιχ-Ι,.. is summable. 
We end the chapter with a short look at vector measures having a Radon-Niko-
dym derivative. 
We fix some notations for this chapter. 
Ω denotes a point set. 
F is a field of subsets of Ω. 
E is a σ-field of subsets of Ω. 
X will denote a real Banach space and E a Banach lattice. We shall assume 
that X and E contain more than just the zero element. The norms on X and E 
are denoted by | | ·|| (||·|| and ||•I ! if otherwise confusion might arise). 
X £ 
The norm on the dual is given by ||·[|*. 
§1. Vector measures 
In this section we present an introduction to vector measure theory. The 
most important classes of vector measures are introduced together with tho­
se fundamental results about them that will be of use to us. Much emphasis 
is laid on the connection between vector measures and (various classes of) 
operators. The interplay between those two fields has provided mathematics 
with some fine results and we shall use it in this thesis to get a better 
insight in the order structure of certain spaces of operators. One should 
think in particular of operators with domain C(K) (where К is a compact 
Hausdorff space) and of so-called c.a.s. operators ( see I definition 5.9). 
The material of this section is presented in greater detail in [D,U], 
chapters I and VI , where one can also find proofs of the theorems that are 
stated here. 
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We start with a number of definitions to introduce the basic notions con­
cerning vector measures. 
DEFINITION 1.1. A function m: F -*- X is called a vectov measure if 
m(А и В) = m(A) + m(В) whenever A and В are disjoint members of F . 
If, in addition, 
m 
m( U A ) = Г m(A ) 
nelN n n=l 
in the norm topology of X, for all sequences A ,A ,.. of pairwise disjoint 
elements of F such that UA e F , then m is called aountably additive. 
DEFINITION 1.2. Let m: F -*• X be a vector measure. The variation of m is 
the function o(m): F -> [0,»] whose value at Α e F is given by 
a(m)(A) = sup ( Σ ||m(B)||) 
π Ветг 
where the supremum is taken over all partitions π of A. 
If a(m)(Ω) < "» , m is said to be of bounded variation. The semivariation 
of m is the function | |m| | : F -*• ГО,«0] whose value at A e F is given by 
||m||(A) = sup { α(φ » m)(д) | φ e Χ*, ||φ||* < 1 } . 
If Ι|mJ J(Ω) < «> then m is a measure of bounded semivariation. 
Remark: in the literature one uses "|m|" as a notation for the variation of 
m instead of "atm)". Now the space of vector measures with values in a Ba-
nach lattice inherits an ordering and we prefer to use "|m|" as notation 
for the modulus of m (if it exists) with respect to that ordering. 
DEFINITION 1.3. Let m: F ->· X be a vector measure. We say that m is strong­
ly additive if for any sequence A ,A ,.. of pairwise disjoint elements of F, 
the series Em(A ) converges in norm. 
η 
Some notations: we shall denote the class of all vector measures m: F -*- X 
of bounded semivariation by M(F,X) , and by M(X) if it is clear which field 
F we mean. In an obvious way M(X) becomes a linear space. The mapping 
m -*· | |m| | (Ω) is a norm on M(X) , the so-called semivariation norm, and with 
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У 
this norm M(X) is a Banach space. 
The class of vector measures m: F -»• X of bounded variation is denoted 
by BV(F,X) or BV(X) . The class of all strongly additive measures by SA(F,X) 
or SA(X) and the class of all countably additive measures by CA(F,X) or 
CA(X) . All these classes are in a natural way linear spaces. The mapping 
m ->• α (m) (Ω) is a norm on BV(X) , the variation norm. BV(X) is complete for 
this norm. 
Let us now look at some examples. 
EXAMPLE 1.4. Let (Ω,Σ,ρ) be a finite measure space and let T: L (μ) -> X 
be a continuous linear operator. Define m: Σ ->• X by 
m(A) = Τ(γ,) for A e Σ . 
A 
m is evidently finitely additive. As ||m(A)|[ < |[τ||·μ(Α) for all A e Σ , 
m is even countably additive and also of bounded variation. 
EXAMPLE 1.5. Let (Ω,Σ,μ) be a finite measure space and let T: L (μ) ->· X 
00 
be a continuous linear operator. Define m: Σ -»• X by 
m(A) = Τ(χ ) for A e Σ . 
Clearly m is finitely additive. If φ e Χ , ||φ|| S I , and ir is a partition 
of Ω , then 
Σ |(φ » m)(A)I = Σ |φ(Τχ )| = Σ здп(фТх
д
)·φ(Τχ ) = 
Аетг Αεπ Aeir 
= φ ο Τ{ Σ (здп(фТх
д
)).х
д
) S ||ф » т|| á ||т|| . 
Α£π 
Thus m is of bounded semivariation. If we take L (μ) = X = L ([0,1]) and 
Τ = Id , we get a measure which is not of bounded variation. Indeed, put 
A = (——τ- r —] for η с IN . Then 
η n+1 η 
a(m)([0,l]) a Σ | |m(A ) | | + | |
т
([0,-^-]) || = Σ | |χ || + 
j=l 2 n + 1 j=l Aj 
+
 IIX[o,-L.]IL - n + 1 for all η € IN 
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DEFINITION 1.6. If on a field F there are given a finite nonnegative 
realvalued measure μ and a vector measure m: F ·*• X we say that m is ]i-aon-
tinuous if lim m(A) = 0 (notation: m << μ) . 
p(A)->0 
Let us note at once that " m « μ " is not the same as " m vanishes on 
μ-null sets " . This is only true in special cases of which the most impor­
tant one is formulated in 
THEOREM 1.7. (Pettis) ([D,U] 1,2.1) Let Σ be a σ-field , m: Σ •*• X a coun-
tably additive vector measure and μ: Σ ->· [0,») a countably additive measure. 
Then m << μ iff m vanishes on μ-null sets. 
, We shall present the basic properties of the various types of vector measu-
res that have been introduced. 
THEOREM 1.8. ([D,U] 1,1.11) Let m: F -»• X be a vector measure, m is of 
bounded semivariation iff m(F) is a norm bounded subset of X. 
Therefore we shall refer to the elements of M(F,X) as bounded vector measu­
res. 
There is a very simple but interesting isomorphism between M(F,X) and 
a space of operators. Denote by L (F) the space of all scalar-valued func­
tions on Ω that are uniform limits of simple functions modelled on F , i.e. 
L (F) is the space of all bounded functions : Ω ·*- IR that are F-measurable. 
Then we have 
THEOREM 1.9. ([D,U] 1,1.13) (a) There is a one-to-one linear correspon­
dence Φ between M(F,X) and L{L (F) ,X) . For m e M(F,X) we define 4>(m) in 
OD 
HLjf),*) by 
η η 
Φ (m) ( Σ λ.·χ» ) = Σ λ. ·ιιι(Α.) for Α ,.. ,Α e F and λ, ,. .,λ £ IR j=l 3 Aj j=i J 3 I n I n 
and extending Φ continuously to L (F) . 
(b) Let Σ be a σ-field and μ: Σ ·+· [0,»] a finitely additive measure. There 
is a one-to-one linear correspondence ψ between I(L (μ),X) and the space of 
those elements of Μ(Σ,Χ) that vanish on μ-null sets. For such a measure m 
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we define ψ(m) by 
η η 
Ψ (m) ( ι \ .χ ) = ι λ .·πι(Α.) for Α , ..,Α e Σ and λ.,., λ e IR j=l J j j=i 3 3 η 
and extending Ψ continuously to L (y) . 
(c) We have ||«(m)|| = | |m| | (Ω) and | |ψ(ιη) | | = | |m| | (Ω) . 
The next two theorems describe how the various classes of vector measures 
are related to one another. 
THEOREM 1.10. ([D,U] 1,1.15 & 1.19) The following implications hold: 
(i) For any field F we have BV(F,X) с SA(F,X) с M(F,X) . 
(ii) For any σ-field Σ we have ΟΑ(Σ,Χ) с 5А(Г,Х) . 
THEOREM 1.11 ([θ,!;] 1,1.9) A vector measure m: F ->• X of bounded varia­
tion is countably additive iff its variation is countably additive. 
The two most important results about strongly additive measures are 
THEOREM 1.12 ([D,U] 1,1.18) The following statements about a vector mea­
sure m: F ->• X are equivalent. 
(i) m is strongly additive. 
(ii) If Α.,Α-,.. are pairwise disjoint elements of F then lim m(A ) = 0 . 
n-x» 
(iii) For any nonincreasing monotone sequence Α.,Α-,.. in F , 
lim m(Ά ) exists. 
, η 
η-χ» 
THEOREM 1.13. ([D,U] 1,5.3) Let m e M(F,X) be given. Then m is strongly 
additive iff m(F) is a relatively weakly compact subset of X. 
Diestel and Uhi remark that strongly additive vector measures are almost as 
nice as countably additive vector measures on a σ-field. They motivate this 
remark with the following theorem which is proved by using the Stone repre­
sentation theorem for Boolean algebras. 
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THEOREM 1.14. ([D,U] 1,5.7) Let F be a field of subsets of Ω . Then there 
exist a totally disconnected Hausdorff space Ω and a Boolean isomorphism 
i from F onto the field F of all clopen subests of Ω . If a(F) denotes the 
σ-field generated by F then there is an isometric isomorphism S of SA(F,X) 
onto CA(a(F),X) determined by the correspondence 
S(m)(iA) = m(A) for m e SA(F,X) and A e F . 
Some of the interplay between vector measures and operators becomes already 
visible if we combine theorems 1.9 and 1.13. They yield 
COROLLARY 1.15 ([D,u] VI, 1.1) A bounded linear operator : L^iF) •*• X or 
L (y) ->• X is weakly compact iff its representing measure is strongly 
additive. · 
A more sophisticated use is made of vector measures in the representation 
of operators with domain a space С(К) , where К is a compact Hausdorff 
space. As a generalization of the well-known Riesz representation theorem 
for the elements of C(K) we have 
THEOREM 1.16. (CD,U] VI,2.1) Let К be a compact Hausdorff space and 
T: C(K) ->• X a bounded linear operator. There exists a unique vector mea-
** 
sure m defined on the Borei sets in К with values in X such that 
(i) m(')x is a regular countably additive Borei measure for each 
* * 
χ e x . 
* . * * * (li) The mapping χ -»• m(,)x of X into C(K) is continuous for the 
* 
w -topology on both these spaces. 
(iii) χ Tf = ƒ f d(x*m) for each f e С(К) and χ ex*. 
К 
(iv) ||т|| = Ι Η Ι(Ω) . 
** 
Conversely, if m is an Χ -valued vector measure on the Borei sets in К for 
which (i) and (ii) hold, then (iii) defines a bounded linear operator 
T: C(K) -*• X whose norm is given by (iv) and such that Τ (χ ) = χ m(·) 
* * 
for χ e x . 
Note that if Τ e L(C(K),X) is given, then its representing measure m is 
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obtained as follows. For a Borei set А с к we define φ е. С (К) by 
φ (ν) = ν(A) for ν e С(Κ) ( = the collection of all regular countably 
A
 ** 
additive signed measures on the Borei sets in К ) . Then m(A) = Τ (φ ). 
Various properties of operators T: C(K) -*• X are reflected in proper­
ties of their representing measure. Here we mention a result which is ana­
logous to corollary 1.15. 
THEOREM 1.17. (Bartie,Dunford,Schwartz) ([D,u] VI,2.5) Let Τ be a boun­
ded linear operator : C(K) -»• X with representing measure m. The following 
statements are equivalent. 
(i) Τ is weakly compact. 
(il) m takes all its values in X. 
(iii) m is countably additive. 
(iv) m is strongly additive. 
For Banach spaces X and Y, we denote by W(X,Y) the space of all weakly com­
pact operators X -»• Y. Theorems 1.16 and 1.17 can be combined to yield 
THEOREM l.lfl. Let К be a compact Hausdorff space and Σ the σ-field of Bo-
rel sets in K^  Then the mapping Ф: Î(C(K),X) ->• М(Е,Х ) of theorem 1.16 
induces an isometric isomorphism from W(C(K),X) onto CA(E,X). 
Proof. From 1.16 we infer that Φ is an isometric linear map and from 1.17 
that Φ maps W(C(K),X) into CA(E,X). Since any m e CA(E,X) satisfies (i) and 
(ii) of theorem 1.16, it induces an element of L(C(K),X) which is weakly 
compact since m is its representing measure. This proves the surjectivity. 
Vector measures of bounded variation are closely related to c.a.s. operators, 
a class of operators that we introduced in I, section 5. We present an in­
stance of this connection, and we also refer the reader to chapter IV of 
this thesis. 
Using the isomorphisms Φ and Ψ of theorem 1.9 we obtain 
THEOREM 1.19. ta) For m e M(F,X) we have m e BV(X) iff Ф(т) is c.a.s. 
In thdt case, a(m)(Ω) = ||ф(т)|| . 
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(b) Let Σ be a σ-field and ρ: Σ ·»· [О,··] a finitely additive measure. 
For m e Μ(Σ,Χ) , vanishing on the y-null sets, we have m e BV(X) iff 
Ήιη) is с.a.s. In that case, a(m) = | ¡Ydn) | | . 
Proof. We shall only proof part (a). 
Let m e BV(X) be given. a(m) is a finitely additive measure : F -»• ГО,») 
and induces a positive functional φ on L (F) by 
00 
η η 
φ( Σ λ .·χ ) = Σ λ ·α(ιη) (Α ) for Α.,.. ,Α e F and λ ,.. ,λ e IR. 
η 
Now observe that if Σ λ.·χ is a stepfunction (with the A. pairwise dis-
. . , ,. J-i j "' 
joint), then 
η η η 
||ф(т)( Σ λ ·χ )|| S Σ |λ |.||m(A )|| S Σ |х|-а{ш)(А) 
j=l ^ Aj j=l Э 1 j=l 2 J 
η 
- Φ(\ Σ λ -χ |) . 
j=l j 
Since the stepfunctions are dense in L (F), it follows from this that 
||*(m)(f)|| ¿ φ(|ί|) for every f e ÌjF) , 
so Φ(m) is с.a.s. 
Conversely, let m e M(X) be such that Ф(т) is c.a.s. If A.,..,A is a 
partition of Ω , then 
Σ ||m(A)||= Σ ||*(m)(x )|| S ||«(m)|| -Il Σ Хд I I = I I *<»>I 11 · j=l j=l j j=l j 
Hence m is of bounded variation. 
From these estimates it follows that a(m)(Ω) = ||ф(т)|| for m e BV(Χ). 
We end this section by looking at vector measures on two very simple fields. 
The simplicity by no means makes these examples trivial. They will be used 
in the following sections to get a first impression of what is going on in 
the various situations we want to investigate. 
EXAMPLE 1.20. Let F be the field of all finite plus all cofinite subsets 
of IN. A vector measure m: F ·+ X is completely determined by the values 
χ = m({n}) for η e IN and χ = m(IN) . 
η 
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We note the following correspondences. 
(i) m is bounded iff { ΐ χ 1 А с IN finite } is bounded in X. n 
neA 
η 
Remark that boundedness of { Σ χ | η с IN } is not sufficient. Think 
j-1 э 
for example of the vector measure m: F -*• IR with m({n}) = (-1) for neIN 
and m(IN) = 0 .
 ш 
(ii) m is of bounded variation iff Σ I lx M < Œ . 
. ' η 
η=1 
(iii) m is strongly additive iff the sequence χ ,x ,.. is summable. 
(iv) m is countably additive iff the sequence χ.,χ«,.. is summable and 
00 
Σ χ = χ . 
л
 n 
n=l 
For this last equivalence note that if m is countably additive, then for 
GO 
every permutation IT: IN •*• IN we have that Σ χ , . = χ , hence χ..,χ.,.. 
. ir(n) 1 2 
is summable. 
EXAMPLE 1.21. Also the vector measures m: Ρ (IN) -»• X are worth mentioning 
even though we do not have such nice equivalences as in example 1.20 . This 
is not surprising since in this case m is not determined by χ = m({n}) 
η 
and χ = m(IN). However we still have 
(i) if m is bounded, then { Σ χ А с I N finite } is bounded. n 
n€A 
A noncontinuous linear functional on 1 with a continuous restriction to с 
00 
provides a counter example to the converse implication.' 
(ii) if m is of bounded variation then Σ ||x || < » 
n=l 
(iii) if m is strongly additive then the sequence χ ,x ,.. is summable. 
Also in these two cases the converse implication does not hold, even for 
X = IR . Finally, 
(iv) m is countably additive iff the sequence χ.,χ.,.. is summable and 
m (A) = Σ χ for all А с IN . 
neA 
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§2. Vector measures with values in a Banach lattice 
In this section we start looking at vector measures with values in a Banach 
lattice E. The ordering of E induces an ordering on the space of all vector 
measures m: F -*• E by 
m > 0 iff m(A) > 0 for all A e F . 
An equivalent definition is 
m > 0 iff the operator Ф(т) : L (F) •>· E (as defined in 1.9) is posi-
OD 
tive for the natural ordering on L(L (F),E) . 
Our intention is to study in this section some properties of this ordering 
for measures from M(E) while we consider the ordering in relation to BV(E), 
SA(E) and CA(E) later on. 
In chapter I,section 5 we already looked at some aspects of the order­
ing on the space L(E,F) for Banach lattices E and F. We observed that in 
general this ordering is by no means a lattice ordering. However,the extra 
assumption that F is order complete leaded to a substantial improvement and 
under that condition we got the (order complete) Banach lattice L (E,F) 
consisting of all order bounded operators Τ: E ->• F . 
Because of the close relation between operators and vector measures, 
in this section too we shall occasionally need the assumption that the ran­
ge space is order complete. This assumption will be useful in the study of 
the lattice structure of the order bounded vector measures, but we can do 
without it when we consider inclusion relations like " when is every element 
of BV(E) order bounded ?" . Therefore we prefer not to make a blanket as­
sumption on order completeness of E. 
DEFINITION 2.1. A vector measure m: F ·+· E is called order bounded if m(F) 
is an order bounded subset of E. 
The collection of all order bounded vector measures is denoted by 
m(F,E) or m(E) . m(E) is a linear subspace of M(E). 
PROPOSITION 2.2. ([F,M]) A vector measure m: F -»• E is order bounded iff 
the corresponding operator Ф(т) : 'L (F) -»• E is order bounded. 
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Proof. If ф(т) is an order bounded operator, then Ф(т)({fcL^ÇF):|f|<χ
Ω
}) 
is an order bounded subset of E which contains in(F). Hence m is order 
bounded. 
Conversely, suppose m is order bounded, say m(F) с [-
βίβ
] for some 
e e E .To prove that Ф(т) is order bounded it clearly suffices to show 
that Ф(т) ([0,Y_]) is order bounded in E. Now Φ(ιη) is continuous and any 
и 
order interval in E is norm closed, so we are done if 
{ Ф(ш) (t) I t a step function from L (F) , 0 <, t < 1 } 
is order bounded. 
Therefore, let A.,..,A e F pairwise disjoint and α . , . . ,α € ΓΟ,Ι] be i n i n 
given. The a. are indexed in such a way that 0 й a. £ · · £ a S I . 
Put & = a , 8. = a. - a . , for j = 2,..,η . Then we have 
η η η η 
Ф ( т Н Σ α «Χ,. ) = Σ ο ·ιη(Α ) = β ·πι( U Α.) + β ·ιη( U Α ) + · · + 
j = i J A j j = i з : ι
 i = 1 Ό j = 2 D 
η 
+ β . · ιη( U A J ) + β ·ιη(Α ) 
η-ι . ι η η j = n - l 
S i n c e 0 á α . ¿ 1 f o r a l l j = l , . . , n , 
Σ | β | = Σ β = α < 1 . 
j = l 3 j=l ^ n 
η 
We a r e g i v e n |m( U A ) | ¿ e f o r a l l к = Ι , , . , η . Thus 
j=k 3 
η 
|ф(т)( Σ α.·χ
Β
 )| <· e , 
j=l З Aj 
and therefore Φ(m) is order bounded. 
COROLLARY 2.3. The linear isomorphism Φ: M(F,E) -•· LU (F) ,E) induces a 
linear order isomorphism between m(F,E) and the space of all order bounded 
elements from L(L (F),E). 
OD 
With the help of this corollary we can translate known results about the 
order structure of spaces of operators to results about m(E). For example, 
we get 
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THEOREM 2.4. Let E be order complete. Then m(F,E) is an order complete 
Riesz space (for the above defined ordering) and Φ is a Riesz isomorphism 
between m(F,E) and L (L (F),E). If for m e m(F,E) we define 
00 
l l » l l r - l l d - h l l 
then Ι |·| I is a Riesz norm which makes m(F,E) into a Banach lattice, while 
Φ is an isometry for this norm and the regular operator norm. 
Proof. Translate 1,5.3 and use that Φ is an isometry between M(E) and 
L(L (F),E), hence 
CO 
l l » l l r - l l d - h l l = l|f<W)|| = l lcl»e>l>l l - l l » ( - ) l l r · 
THEOREM 2.5. Let E be order complete, for m e M(F,E), (i),(ii) and (iii) 
are equivalent. 
(i) m is order bounded. 
(ii) There are positive vector measures m. ,m_: F -*• E such that 
m = m - m„ . 
(iii) |m| = m ν (-m) exists for the canonical ordering on M(F,E). 
An element of M(E) for which (ii) holds is called regular. 
For Dedekind complete E we obtain a formula for the modulus of a vec­
tor measure that is analogous to the formulas for the modulus of an opera­
tor and for the modulus of a real-valued measure. If m e m(E) and A с F 
|m|(A) = sup { m(B) - m(A\B) | В e F , В с д } . 
There is another formula for |m| , namely 
η 
|m|(A) = sup { Σ |m(A.)| : η e IN , (Α ,.,,Α ) a partition of A } . j=l 3 i n 
The advantage of this last formula is that the collection on the right hand 
side is directed upwards. 
Proof of the formulas. Since m is order bounded and E order complete, 
v(A) = sup { m(B) - m(A\B) | В e F , В с А } 
and 11 
σ(Α) = sup { Σ |m(A.)| : η e IN , (A ,..,Α ) a partition of A } 
j=l 3 i n 
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exist for all А с F . In this way positive vector measures ν and σ: F -> E 
are defined. Clearly ±m s ν ¿ σ fhence |ш| s ν ¿ σ · 
On the other hand, for A e F and (A ,..,A ) a partition of A, 
η η 
Σ |m(A )| й Σ |m|(A ) = |m|(A) , 
j=l 3 1-1 3 
so σ(Α) <• | m | (A) for all A e F . 
Note that by these computations we proved the implication (i) ^  (iii) 
of theorem 2.5 . ( (iii) * (ii) and (ii) •* (i) are trivial ). 
Let us return to the representation theorem 1.18 for weakly compact opera­
tors on the space C(K) , but now with a Banach lattice as range space. We 
then note 
THEOREM 2.6. For any Τ e W(C(K),Ε) we have 
(i) Τ ä 0 iff Φ(Τ) 2 0 . 
(ii) Τ is regular iff Φ(Τ) is regular. 
(where Φ is the isomorphism between W(C(K),E) and CA(E} from theorem 1.18) 
Proof. Recall that we made Φ(Τ) as follows. We have for the σ-field Σ of 
** 
Borei sets on К that Σ c C(K) in a natural way, and 
Φ(Τ)(A) = Τ (A) . 
** ** 
Now if Τ 2 0 , then Τ 2 0 , hence Φ(Τ) 2 0 . If Τ is regular, then Τ 
is regular, hence Φ(Τ) is. 
For the inverse implications we note that every f e С(К) can be approx­
imated uniformly by Σ-measurable step functions. The reader can fill in 
the further details. 
We also note that the isomorphism between SA(F,X) and CA(a(F),X) from the­
orem 1.14 , is order preserving in both directions in case the range space 
X is a Banach lattice. 
Theorem 2.6 gives rise to an interesting problem that should not remain 
unmentioned. Looking at this theorem one might ask: is order boundedness of 
Τ e W(C(K),E) equivalent to order boundedness of Φ(Τ)? Following the proof 
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we come to the question: if Τ is order bounded, is then also Τ order boun­
ded? In this special case the answer is "yes". 
Denote by В the closed unit ball of C(K) and by В that of C(K) 
* * -kit "kic * * kit 
Τ is order bounded if Τ (В ) is order bounded in E , because C(K) 
** ** 
is an AM-space with strong unit. Since Τ is weakly compact, Τ (В ) <= E . 
В is w -dense in В , so T(B) is w-dense in Τ (В ) (in E). Now Τ is or­
der bounded so T(B) с [-e,e] for some e e E . Finally note that [-e,e] is 
** ** _
 п 
weakly closed to conclude that Τ (В ) с |_ & / θ| . 
This raises our final question: if E and F are Banach lattices and T: E -*• F 
* * * * * * * * * 
is order bounded, must T : F - > E or Τ : E -»• F also be order boun­
ded? 
We end this section by extending the remarks made in example 1.20. 
EXAMPLE 2.7. Let F be the field of all finite plus all cofinite subsets of 
IN. Let m e M(F,E) be given and write χ = m({n}) for all η e IN. Then 
η 
η 
m is order bounded iff { Σ |x.| : η e IN } is order bounded in E . 
j=l 3 
Indeed, if m(F) с [-e,e] for some e e E , then 
Ι Σ χ И e 
jeD J 
η 
for any finite subset D of IN. This implies that Σ |x | £ 2e for any η , 
j=l 3 
(It is straightforward that one can draw this conclusion in any space C(K) 
and the principle ideal E is isomorphic to such a space.) 
e 
§3. The order structure and measures of bounded variation 
In this section we want to present a discussion around the following three 
problems : 
1) Describe those Banach lattices E for which m(E) с BV(E) holds for 
any field F (or any σ-field Σ). 
2) Describe those Banach lattices E for which BV(E) с m(E) holds for 
any field F (or any σ-field Σ). 
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3) Describe the order complete Banach lattices E for which BV(E) η m(E) 
is a Riesz subspace of m(E) for any field F (or any σ-field Σ). 
Only the first problem will be solved completely. For the other two problems 
we shall describe a large subclass of the spaces we are investigating by 
means of a property for | | · | | _ which seems relevant. This relevance will be 
illustrated by some examples, (it is even possible that we have described 
the entire class of spaces we are looking for). 
We start with an example that shows us what we may expect as an answer 
to the first problem. 
EXAMPLE 3.1. Let Σ = P(IN) and let χ ,x ,.. be a summable sequence in E. 
We define m: P(IN) -»• E by 
m (A) = 'Σ χ for A e IN . 
n 
neA 
Then m e CA(E). As we observed in example 1.21, m is of bounded variation 
precisely when the sequence (x ) is absolutely summable. 
Now combine this example with the following characterization of AL-spaces. 
THEOREM 3.2. ([Sch] IV
r
2.7) A Banach lattice E is (as a topological vec­
tor lattice) isomorphic to an AL-space iff every summable sequence in 
С is absolutely summable. 
So if E is not an AL-space, there exists an m e CA(P(IN),E) which is not 
of bounded variation. 
Now the answer to problem 1 can be completed by the following result, 
essentially due to Grothendieck (see Γπ,Γ] 2.1). 
THEOREM 3.3. Let E be an AL-space. Then for every field F we have that 
m(F,E) = BV(F,E) . 
Proof. If m с m(E) then for any partition (A.,..,A ) of Ω we have 
η η I n 
Σ |lm(Aï|| = J] Σ m(A^)|| = ||m(fi)|| , 
k=l K k=l K 
since E is an AL-space. Hence m € BV(E). 
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Now an AL-space is order complete so any m e m(E) is the difference of two 
elements of m(E) . If m e BV(E) then according to theorem 1.19 
Ф(т): L (F) -*• E is c.a.s. By [Sch] IV,4.3 , Ф(т) is order bounded. Hence 
m ε m(E). 
Combining these results we get as an answer to problem 1 . 
COROLLARY 3.4. For a Banach lattice E the following statements are equi­
valent. 
(i) For any field F , m(F,E) с BV(F,E). 
(ii) For any field F , m(F,E) = BV(F,E). 
(iii) m(P(IN),E) с BV(P(IN),E). 
(iv) E is isomorphic to an AL-space. 
We come to the other two problems. Let us start by describing a class of 
Banach lattices E for which BV(E) с m(E). 
THEOREM 3.5. Suppose the norm of E ha^|the Levi property (see I,section 4). 
In particular E is order complete, so m(E) is Riesz. Then for any field F , 
BV(E) is an ideal in m(E). If К is the Fatou constant for ||·|| , then 
a(ra) < a(|m|) < K'a(m) for all m e BV(E) . 
In particular, if ||·|| _ is also Fatou, then the variation norm is a latti-
ce norm on BV(E), and with it BV(E) becomes a Banach lattice. 
Proof. Note first of all that BV(E) always is a solid subset of m(E) . 
Now take m e BV(E), and let A e F be given. Consider the upward directed 
set 
η 
{ Σ |m(A )J : η e IN, (A ,..,A ) a partition of A } . 
j=l J i n 
For any member of t h i s s e t we have 
η η 
Κ Σ | т ( А . ) | И < Σ | | m ( A ) | | й α(m)(A) . 
j=l D j=l 3 
Hence this set is norm bounded. Since ||*||p is Levi, 
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η 
sup { Ε |m(A.)I : η e IN, (A.,..,A ) a partition of A } j=l j I n 
exists in E for every A e F , hence m has a modulus. Moreover, 
η 
[I |m|(A) || * K-sup { || Г |m(A )| || } S K.a(m)(A) . 
j=l 3 
Thus |m| e BV(E) and a(m) (A) £ a(|m|)(A) <. K«a(m) (A) for every A e F . 
Using the same kind of argument and formula (2) from I,section 5 , one can 
prove 
THEOREM 3.6. If E is any Banach lattice and F a Banach lattice whose norm 
is Levi, then L (E,F) is an ideal in L (E,F) , and for Τ e L (E,F) we have 
I M I , * | | ( M ) | | 1 ¡ S K . | | T | | 1 
where К is the Fatou constant for | | · | I . 
Whether this is a slight improvement of [Sch]lV,4.3 depends on the truth 
of the implication 
Ι
^ I I * lu I 8 Fatou and Levi, then F has the property (Projection). 
F 
As far as we know, this is still an open problem (see I,section 4) . 
Concerning the Riesz space structure of BV(E) η m(E) we start with the 
following observation. 
PROPOSITION 3.7. (a) If m e m(E) , |m| exists and |m| e BV(E), then 
m e BV(E) . 
(Ь) If m. € m(E) , m, e BV(E) and 0 5 m. ^ m , then m e BV(E) . 
The proof is immediate. 
•A more serious problem lies in the validity of the following implication: 
Let E be order complete. If m e m(Ε) η BV(E) , then |m| e BV(E). 
We shall describe a class of Banach lattices for which this implication 
holds. The result is in the same line as theorem 3.5 . 
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THEOREM 3.8. Let E be order complete. Suppose ||·|| is weak Fatou with 
Fatou constant K. Then BV(E) η m(E) is an ideal in in(E), for any field F . 
Moreover, if m e BV(E) η m(E) , then 
a(m) < a([m|) < Κ·ο(ηι) . 
The proof is a simple adaption of the proof of theorem 3.5 . 
In both theorems 3.5 and 3.0 we have a condition on E which links norm 
and ordering in some way, the Levi and the weak Fatou condition respecti­
vely. The following two examples show that we do need something of this 
kind. We cannot do without any condition at all which links ||sup e || 
and sup|J e || for increasing nets (e ) in E. 
EXAMPLE 3.9. (see [θ,?]) Take Ω = [0,1] and Σ the Lebesgue σ-field of 
[0,1] . Define m: Σ -»• IR by 
m (A) = ( ƒ sin(2Tmt) dt ) for A e Σ . 
neIN A 
The theorem of Riemann-Lebesgue from Fourier theory gives us that m(A) e с 
for all A e Σ . Hence m is a vector measure : Σ -*• с . One easily computes 
that m is countably additive and of bounded variation with a(m)([0,1]J ¿ 1 
Now suppose m e ΠΪ(Σ,Ο ) . Then |m| exists and we can compute it. Since 
(|m|(A))(n) = \S β m|(A) for all A e Σ , η e IN 
we find 
(|m|(A))(n) = ƒ |sin(2Trnt)| dt for all A e Σ , η e IN . 
A 
But this does not define a mapping into с . 
Therefore, m ¿ m(Σ,с ) , or to put it in another way, 
BV(Î,c ) t m(I,c ) . 
о о 
EXAMPLE 3.10. Let Σ be the Lebesgue σ-field for [0,1] . We construct an 
order complete Banach lattice E and a vector measure m: Σ -»• E such that 
m e BV(E) η m(E) but |m| / BV(E). 
Part 1.(preparations) Fix η e IN . Let E be the vector space 1 with the 
η » 
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norm I I·J I defined by 
I N I n - І М І д . + n. l imsup |X | for λ = (λ Л , . . ) e ! „ . 
In this way E becomes an order complete Banach lattice isomorphic to 1 
||·| | has the weak Fatou property with Fatou constant, n+1 . 
We define pairwise disjoint subsets Г ,..,Τ η of IN by 
Γ = { к + ρ·2η J ρ = 0,1,2,.. } for к = 1,..,2П 
and subse t s В . o f [0 ,1 J by 
η,κ 
В , = Г(к-1)2~ П ,к 2~n) for к = 1 , . . ,2 П . 
η , к 
Define v e c t o r measures m . : E - » - E ( k = l , . . , 2 ) by p u t t i n g for A e Σ 
nL (А) (к + ρ ·2 η ) = ƒ sin(2Trpt) d t for ρ = 0 , 1 , 2 , . . 
* АПВ , 
η,к 
π^ίΑ) (1) = 0 for 1 / Γ . 
Then m. is a vector measure with the following properties which are easy 
to check. 
(i) πι (A) = 0 i f A e Σ , Α η В = φ . 
( i i ) п^(A)(1) = 0 i f l ¿ r k , A e E . 
( і і і ) ία i s of bounded v a r i a t i o n and α(ι ι ) (ΓΟ,ΐϋ) ί 2 
(iv) m e ιη(Σ,Ε ) and for A e Σ , |in | (A) i s given by 
|IIL | (A) (k + ρ ·2 η ) = ƒ | s i n ( 2 i r p t ) | d t for ρ = 0 , 1 , 2 , . . 
k
 АПВ , 
n,k 
In^ l (A)(1) = 0 if ι ft r k . -
(v) Im. I is of bounded variation and 
. ( | % | > ( C o , i ] > * l l К 1 ( в п / к ) . i i n = ^ - . 2 - n . 
Now define G : Σ -ν E by 
η η •* 
2П 
η 
G
- •
 Σ
 \ 
k=l 
Then G e BV(E ) η m(E ) . Since the m. have pairwise disjoint support, we 
have 
2 n 
(vi) a(G )([0,1]) = Σ a(m.)([0,l]) S 1 . 
n
 k=l K 
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2 n 
(vii) (G J = Σ |πι. I , hence |G | e BV(E ) . 
2 n 2 n 
(vili)
 a
(|G
n
|)([o,i]) * ς || |G I (в ) 11 = ς И КІ(в
 k ) M n = ^ 
k=l k=l 
(ix) |G
n
|(Co,i]) = г'^^хд, 
Part 2.(the counterexample) As Banach lattice we take 
00 
E = { (χ.,χ.,..) I х^ € Е^ and Σ J|χJ I < » } · 
i ¿ η η . ' • η η 
η=1 
Ε is norraed by ||(χ ,..) | | = Σ ||χ || , and in this way E becomes an 
n=l 
order complete Banach lattice. 
Define G: Σ -> E by 
G(A) = (X1'G1(A),X2'G2(A),.. ) for A e Σ , 
where λ = —; τ\ for all ρ с IN . 
ρ p(p+l) 
Since a(G )([0,1]) ^  1 for all n, and (λ.,λ„,..) el, , we have that 
η 1 ζ 1 
G e BV(E) . 
Since I I |G I ([0,1])|| = 2±- '2~n for all η e IN , we can define an ele­
ment of m(I,E) by 
(1) A -> (λ1·|σι|(Α),λ2·|β2|(Α),.. ) for A e Σ . 
It is now immediate that G e m(E) and that |G| is given by (1). 
Finally we prove that G ¿ BV(E). 
For every n e I N , { В | k = í,..,2n } is a partition of [0,1] . Now 
2n 2n -
Σ
 И l G l ( B n ^ Ι ' Ε = Σ Σ ΐ ΐ λ η · ΐ 6 ο Ι ( Β η k ^ L s 
k=l n' k E k=l p-l Ρ P n,k ρ 
2 n η η 2 P 
> Σ ς | |λ ·|σ |(в . ) | | ¿ ς ς | | λ ·|σ | (в j M > 
k = 1 ρ = 1 Ρ Ρ
1
 n,k "
ρ ρ = ι ι = ι ρ ρ
ι р д ι ι
ρ 
η
 . < η 1 
> Σ λ -EU = Σ — 
" J i Ρ 2 J 2ρ ' 
ρ-1 ρ-1 
s i n c e for ρ < η { Β | k = l , . . , 2 } i s a refinement of 
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{ В . I 1 = 1,..,2P } . Thus a(|Gh([0,l]) = » · 
Pfl ' ' 
In order to be able to see to what extent the Levi and the Fatou properties 
are really necessary in theorems 3.5 and 3.8 we need to know more about 
these properties than we do at the moment. 
We make some simple additional remarks. From example 3.9 we see that 
if с can be embedded in E as a closed Riesz subspace and in addition the 
о 
image of { e | η e IN } is not order bounded in Ε , then BV(£,E) ¿ ηΚΕ,Ε) 
where Σ is the Borei σ-field of ΓΟ,Π . Now observe that for Banach latti­
ces E with order continuous norm | | · | | _ has the Levi property iff с can-
E О 
not be embedded in E . So we get that for a Banach lattice E with order 
continuous norm the following statements are equivalent. 
(D I I " I I ρ i i a s ^ е ^ і property. 
(ii) с cannot be embedded in E . 
о 
(iii) BV(F,E) с m(F#E) for any field F . 
(iv) Βν(Σ,Ε) с m(E,E) for the Borei σ-field Σ of [0,1] · 
Example 3.9 is a simple instance of a more general situation. 
EXAMPLE 3.11. Let G be an infinite compact group with Haar measure m . 
Then the dual group G is discrete. Consider 
F: L^G) •* c
o
(G) , 
F being the real part of the Fourier transformation. F is not an order 
bounded map into с (G) since { F(f) | f e L.(G) } is norm dense in с (G). 
О _ 1 о 
Now F induces a measure m: Σ -*- с (G) (with Σ the Borei σ-field of G) . 
о 
m is of bounded variation but not order bounded, m is also not order boun­
ded if viewed as a mapping into 
CUnt(ê> = < (Vi e¿ e ^ -JG) I suPP(VieG is countable } 
in case G is not countable, even though 1 (G) has the σ-Levi property 
for its norm. This example shows that the σ-Levi property does not suffice 
in theorem 3.5 . 
Finally, an interesting question in this context is the following . 
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PROBLEM 3.12. If J|·||_ fails the σ-Levi property, can one find an em­
bedding Φ of с as a closed Riesz subspace of E such that { Ф(е ) n e IN} 
ο η 
is not order bounded in E ? 
§4. The property (C) 
We would like to answer questions of the sort that we considered in secti -
on 3 , with BV(E) replaced by SA(E). In order to do this we have to make some 
technical preparations which are related to the behaviour of summable se­
quences in E. They emerge from example 4.1 . 
EXAMPLE 4.1. Let χ ,x ,.. be a summable sequence in E. Define m: Ρ (IN) -»• E 
by 
m(A) = Σ χ for all A e IN . 
η 
neA 
Then m e CA(P(IN),E) с SA(P(IN),Ε) . m is order bounded iff 
η 
{ Σ |x.| : η e IN } is order bounded (see example 2.7) . If |m| exists, 
j=l : 
then on finite subsets D of IN it is given by 
|m|(D) = Σ |x.| . 
jeD -' 
If |m| is strongly additive, then |x.|,|x [,.. is summable. We then have 
that [m|(A) = Σ |x | for every А с IN . 
neA 
With the above mentioned goal in our mind this example gives rise to the 
following questions. 
1) When is for every summable sequence χ.,χ.,.. in E 
η 
{ Σ Ι χ. I : η e IN } order bounded ? 
j=l ^ 
2) When is for every summable sequence χ ,x ,.. in E the sequence 
Ιχ-Ι,Ιχ |,.. also summable ? 
3) When is for every summable sequence x.,x„,.. in E with 
93 
{ E J χ I : η g IN } order bounded, |x [/[χ |,.. summable ? j=l 3 l ¿ 
If we look at example 4.1 we see that these questions can be restated as 
1) When is every m e SA(E) order bounded ? 
2) When is SA(E) a Riesz subspace of m(E) ? 
3) When is SA(E) η m(E) a Riesz subspace of m(E) ? 
where Ρ(IN) is the underlying σ-field. 
As a first part of the answers there is the following known result. 
THEOREM 4.2. A Banach lattice E is as a topological vector lattice isomor­
phic to an AM-space iff for every summable sequence χ ,χ.,.. in E also 
jx. |, (χ,,Ι,.. is summable. 
For a proof we refer the reader to [Sch] IV, exercise 16. 
If one considers Banach lattices that are not AM-spaces then it is not very 
difficult to find summable sequences χ.,χ ,.. for which { Σ |x. | : neIN } 
is not order bounded. Jn that case certainly |x-|,|x |,.. is not summable. 
Its partial sums grow to fast. But if we assume in advance that 
{ Σ. ., |x.| : η e IN } is order bounded, then the picture becomes different 
(in terms of measures, we are then considering elements of SA(E) η m(E) ). 
Suppose, for example, that E has order continuous norm. Let χ.,χ ,.. 
be summable and let e £ E be such that Σ. , Ix.l ^ e for all η ε IN. For 
j=l • :' 
any sequence n. S n_ S ·· of indices we then have that 
Ρ 
s = sup ( Σ Jχ I ) exists and by the order continuity of the norm | | · | | 
peIN j=l n j E 
00 
that s - Σ χ I . We see that Banach lattices with order continuous norm 
3-1 nJ 
share the following property (C) . 
DEFINITION 4.3. A Banach lattice E has the property (C) if the following 
holds. For any summable sequence χ.,χ.,.. in E for which { Σ._1|χ.|: neIN } 
94 
Is order bounded, |x |,|x_|».. is also зшптаЫ . 
So question 3) asks for a description of Banach lattices with (or those 
without) property (C). 
Of course any AM-space has this property, and also spaces with order 
continuous norm as we showed above. If E has property (C) then so does any 
closed Riesz subspace of E. Also note that a Banach lattice E has property 
(C) iff every separable closed Riesz subspace of E has property (C). This 
follows from definition 4.3 and the following simple lemma. 
LïMMA 4.4. Let E be a Banach lattice. Let a ,a ,.. in E be given. The clo-
sed Riesz subspace of E generated by { a | η e IN } is separable. 
The proof is straightforward. 
It is not true that every Banach lattice has property (C). 
EXAMPLE 4.5. We take the Banach lattice 
ц 
E = { (x1,x2,.. ) | x n e IRn for all η e IN , sup ( ||x || ) < » } . 
ne IN 
Then E does not have property (C) . 
This result is based on the following estimate. 
LEMMA 4.6. Let ρ e IN . Consider all sequences of length ρ consisting of 
numbers +1 and -1 . We enumerate them: 
1#P 2*", ρ 
Then . 
(1) | | Σ λ. J) S 2Р~1-Ур for every D с { 1 , . . , 2 P } . 
jeD 3'Р 1 
Proof. Write M = max Μ Σ λ. I L . 
Ρ . ΊfP 1 
y
 D jeD -"F 
Ρ 
First note that M = max Σ Σ λ (к) , 
Ρ
 D k=l J€D j'P 
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since if M is attained for the subset D of { 1,..,2P } , we can find the 
Ρ 
coordinates к for which Ε λ. (JO < 0 and change the vectors λ. (jeD) 
jeD j' P :' P 
on these coordinates by multiplying them by -1. For the index set D' that 
corresponds to these adjusted vectors, 
Ρ 
Σ Σ λ. (к) = M . 
k=l jeD' З' р P 
This shows us that M is attained for the set D defined by 
ρ о 
Ρ j с D iff Σ λ,, (к) > 0 . 
к=1 З' р 
By a simple symmetry argrument, Σ λ. is a constant vector. We can com-
jeD 3'P J
 о 
pute this vector. Its first coordinate equals 
'π- 1 \ /т-ч- 1 \ 
I / \ и / \ z / \ l J 
P-l 
L S.p'» - ' • ' M - ("о') ' * ' (Pr) - (?) 
íeDo 
t( lfcl ) = 
where l*^ —) is the entire part of *-т— 
Г P-l \ 
^ гР-'./р . 
Therefore, 
,P-1 
НИ) 
(this last inequality can be proved by induction for odd ρ and after that 
be obtained for even ρ ) . 
Now return to the example. 
Define t ,t ,.. in IN by 
t 1 = 1 , t ^ = t k _ 1 + 2
l
 ' f o r к > 1 . 
Def ine a ,a , . . i n E by 
a = ( Ο , . , , Ο , λ , . 4 , 0 , . . . ) 
α ^ - i i i , . . f U , A l f k i , 
a . - ( Ο , . , , Ο , λ ..ti» , 0 , . . . ) 
Tc+l 2 ( k Чк-
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and define &,&,.. in IR by β = к ** 2~ ( k ' . 
Finally, put χ = β. «a with n,k such that t, ¿ η < t, . . 
η
 и
к η к к+1 
We claim: the sequence χ.,χ,,.. is summable in E but Ix.ffjx [,.. is not. 
Nevertheless, { Σ._1|χ.| : η e IN } is order bounded in E. 
Indeed, let η < η < ·· in IN and e > 0 be given. Note that by lemma 4.6 
|| Σ x|| $ V^ ,.2* , ,- 1» S-i.. 
Take m e IN such that Σ — < e . 
каш к
2 
For t ^ ρ < q we have 
m ^ ^ 
11 ς x 11 s ς 11 ς x
n
 11 s ς τ < e ' 
j=p j k¿m t, ¿n.<t,
 йі
 j каш к2 J
 ^
J
 к j k+1 J 
00 
Hence Σ χ exists and thus x,,x
n
,.. is summable. 
j-i nJ 1 2 
Now look at (Ix |)
 T„. Write 1
( m
' = (1,..,!) e IRm . 
η n£IN 
|x
n
l = ßk-(0,..,0,l(k Ко,..) for t^ ^  η < ^ + 1 
so || ^  |x
n
l !l-elt-2(k,,)ll(o,..,ofiík,,),of..)||1 - ι , 
.
 n = t k 
hence χ , χ. ,.. is not summable. 
Put e = ( 1 ( 1 ), 4 1 ( 1 6 ), зі 1 ( 8 1 ),.. ) . Then e e E + and Σ |x.| < e 16 81 . . ι 3=1 
for all η e IN. With this last remark we have proved all our claims. 
Finally note that the closed Riesz subspace E of E spanned by the 
4 0 
spaces IRn <= E (neIN) and the element e defined above, is an example of 
a separable Banach lattice without (C). It is not difficult to show that 
A^Cn1*) 
η-χ» " n
4 
E O = { (x^,..) e E I a^^ii-d^-â-i^Mli) =o]} 
We are now going to describe a configuration that can always be found in a 
Banach lattice without property (C). This will show us that the above exam-
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pie is a kind of prototype for spaces without (C). 
To this end, let E be a Banach lattice and suppose χ.,χ.,.. is a sum-
mable sequence in E-, e e E is such that Σ .(х.] S e for all η e IN, 
but |x |,|x |,.. is not зшптаЫе. 
By passing to a subsequence and renumbering, we get a sequence x.,x_,.. 
for which in addition there exist an e > 0 and indices 1 = n, < n 0 < ·· 
o 1 ¿ 
such that 
η ,-l p+1 || Σ |χ | 1| * e for all ρ ε IN , 
j = nP 
and moreover 
00 
Σ α < » where о = sup { || Σ χ.I I : D с {η ,..,η .,-1} } · 
Ρ
=ι Ρ Ρ jeD э ρ Ρ 4 1 
Define a = Σ |χ | . 
Ρ η а
Э
<п
__ч 
Ρ Ρ+1 
Now use 1,3.5 to get indices ρ < ρ < ·· in IN , e > 0 and b ,Ь ,.. in E 
pairwise disjoint with 
b. < a and I | b., | | 2: ε for all j e IN . D Ρ j и j ι ι 
We can arrange that ρ = j by passing to a suitable subsequence of a ,a ,.. 
and renumbering, without affecting any of the arrangements made above. 
Fix j e IN for a moment. The principle ideal E is Riesz isomorphic 
to C(K) for some compact Hausdorf f space К. Let Φ: E -*• С (К) be an iso-
aj 
morphism with Φ (a ) = 1 , and define T: C(K) -»• C(K) by 
Tf = Φθ3.)·ί for f € C(K) . 
: 
Τ is a Riesz homomorphism and 0 S Τ £ Id . Putting y = (Φ ° Τ <> Φ) (χ) 
for η. S к < η . , we get 
(2) sup (|| Σ у.Ц) ¿ I |ф"готоф| |.
α
 < α 
Ι с {η ,..,η -1} kei P P 
and Σ |y J = b . 
k=n 
We carry out such a construction for every j e IN. The sequence γ.,γ-,.. 
98 
in E that we obtain in this way is summable (use (2) and the fact that 
ΐ α < « ) · 
P
 " j + l " 1 
Since Σ |y | = b . and | | b . | | ä ε for a l l j e IN , [ y J ^ y J , . . 
l c = n j •' J 
is not suimnable. And we still have 
η η 
I |y | < Σ |jt{ <, e for η e IN . 
k=l k k=l K 
This gives us 
THEOREM 4.7. In a Banach lattice E without property (C) one can find 
(i) pairwise disjoint elements c.,c ,.. in E with ||c || = 1 for 
all η e IN . 
η 
(ii) e e E with Σ с. ^ e for all η e IN . 
l-i : 
(iii) a summable sequence χ ,x ,.. in E and indices 1 = η < n„ < ·· in 
IN such that Σ |χ.| = 
с 
<i<-- 3' Ρ 
η ^j<n 
Ρ P+l and moreover 
OD 
(iv) Σ α < «> where α = sup { Μ Σ χ. I I : I с {η ,.. ,η . .-1} } 
ρ ρ -J-T 3 ρ ρ + 1 
ρ-1 ]£Ι 
In theorem 4.7 we have found an answer to question 3) from the beginning 
of this section. But it also yields the answer to question 1) . 
THEOREM 4.8. Let E be a Banach lattice such that for every summable se­
quence χ ,x ,.. in E , { Σ ._,.|x. | : η e IN } is order bounded. Then E is 
i ¿ 3—1 "2 
isomorphic to an AM-space. 
Proof. Let s.,s , . . in E be summable. As we have seen in theorem 4.2 we 
are done if |s.|,|s-|,.. is summable. Suppose it is not. We are given that 
{ Σ-_1|SJ| : η e IN } is order bounded, so E does not have property (C). 
Hence, the situation as described in theorem 4.7 occurs. Choose 
0 < λ« ¿ λ„ ί ·· + » in IR with Σλ ·α < » , and consider the sequence 1 2 p p 
У1,У2,.. defined by 
у = λ, · Χ for η, й η < η. , . 
-"η к η к κ+1 
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ρ 
Since Σλ ·α < β t t*16 sequence у,,У-,.. is sunmable. But { Σ |y.l:peIN } 
P P ! 2 j.j J 
is not norm bounded hence certainly not order bounded. 
We have attained a contradiction. 
One last remark about the name-giving of property (C). During our investi-
gâtions we encountered several properties of Banach lattices that might be 
interesting and for the sake of convenience we labelled then (A),(B),(C), 
etc. The property with label (C) turned out to be useful and got a place in 
this thesis ¿ut we have not been able to supply a suitable name for it. 
Therefore, we end with 
PROBLEM 4.9. Find a suitable name for property (C) . 
§5. The order structure and strongly additive measures 
After the preparations of section 4 we now come to the description of the 
order structure on SA(E). 
In this section E is again a general Banach lattice and we try to avoid 
as much as possible the assumption that E be order complete. 
1) Thé inclusion SA(E) с m(E) . 
THEOREM 5.1. Let F be an infinite field of sets. If SA(F,E) <= m(F,E) then 
E is isomorphic to an AM-space. 
Proof. F is infinite, hence there exists a sequence Α.,A.,., of pairwise 
disjoint elements in F , all A * φ . Take a finitely additive measure 
η 
μ: F ·+ [0,«) with у(А ) > 0 for all η e IN (such a measure exists by the 
Banach lattice version of the Hahn-Banach theorem. See 1,1.7) . 
Let χ ,x ,.. be a sunmable sequence in E and define m: F ·*• E by 
» у (A nB) 
m(B) = Σ χ . 
n=l ρ(A
n
) n 
Then m e SA(F,E) and analogously to example 2.7 we obtain from m e m(F,E) 
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η 
that { Σ Ι χ.I : η e IN } is order bounded. By theorem 4.8 , E is isomor-
l-i ^ 
phic to an AM-space. 
According to example 3.9 it is not true that for an AM-space E we always 
have that SA(E) с m(E) . We need something more. But what exactly ? We get 
a first indication by the following generalization of example 3.9 . 
EXAMPLE 5.2. Let E be an AM-space and let (f.) be an infinite collection 
of pairwise disjoint elements of E with ||f [| = 1 for every i e I . Let 
G be the set of all finite subsets of I and make it into a group by defining 
A + В = (A\B) U (B\A) for А,В e G . 
Then card G = card I , so we can use G as index set instead of I . We give 
G the discrete topology. Its dual group G is compact and we denote the nor­
malized Haar measure on the Borei σ-field Σ of G by μ . 
By Pontryagin's duality theorem, the dual group G of G equals G . 
Every h e L (G) induces a mapping 
h: G -y 0 , 
h being the Fourier transform of h . We know that h e С (G) = с (G) . Since 
„ » о 
(h(g)) „ e с (G) , [If I I = 1 for all g £ G and the f are pairwise dis-geG о ' ' g' ' g 
joint elements of the AM-space E, we can define 
F(h) = Σ (Re h(g))«f 
g£G 9 
for every h e L (G) .F is an operator : L. (G) ->· Ε , and induces a vector 
measure m: Σ ·*• E by m(A) = F (χ ) for A € Σ . Since F is defined on an 
AL-space, m is of bounded variation and is countably additive. If now m(E) 
is order bounded, then { f g e G } is order bounded. 
g ' 
We conclude: if for every σ-field Σ , ΟΑ(Σ,Ε) с m(E,E) then E is an 
AM-space in which every norm bounded collection of pairwise disjoint ele­
ments is order bounded. 
This is a rather strong property for an AM-space and we suspect that this 
implies that E has a strong order unit. However, we have not been able to 
prove it. Should this conjecture be true then our problem is settled since 
101 
for AM-spaces with strong unit order boundednesa is the same as norm bounded-
ness, implying that SA(E) с m(E) . But also if the conjecture is false, the 
implication 
if SA(E) с m(E) for every field F , then E is isomorphic to an 
AM-space with strong unit 
might still hold, for there are many other strongly additive measures one 
can construct to get information about E. Let us give one such example. 
EXAMPLE 5.3. Any operator T: L (Ω,Ε,υ) -»-E induces a vector measure 
m: Σ -»• E by m (A) = Τ (χ ) for A e E . 
Since Τ is weakly compact, m(I) is relatively weakly compact so m is 
strongly additive. In particular, if x ,x ,.. in E are given and Σλ ·χ 
exists for every (λ ) _„ e 1. , then define Τ: 1. ·*• E by 
η neiN ¿ ¿ 
OD 
Τ((λ )) = Σ λ ·χ 
η . η η . 
η=1 
Τ is continuous, hence if SA(P(IN),E) с m(P(IN),E) holds it follows that 
{ χ η e IN } is an order bounded subset of E. 
η ' 
Of course one can replace in this example L.fp) by L (μ) for any 
ρ « d,») . 
Despite all these special measures we have not been able to gather enough 
information about E to come to a definite conclusion. 
There is one final remark that fits here. All the examples from 5.1 , 
5.2 and 5.3 are countably additive measures defined on σ-fields. One might 
think that we miss any information which is relevant for the stated problem 
in this way. However, it follows from theorem 1.14 plus a remark made above 
example 2.7 that this is not the case. There we saw that any space SA(F,E) 
is isomorphic to αΑ(Σ,Ε) for a suitable σ-field Σ . 
Summarizing the above discussion we come to the following conclusions. 
THEOREM 5.4. (a) If SA(F,E) с m(F,E) for every field F , or, equivalently, 
if ΟΑ(Σ,Ε) с m(Σ,E) for every σ-field Σ , then E is isomorphic to an 
AM-space and every norm bounded collection of pairwise disjoint elements 
from E is order bounded. 
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(b) If E is an AM-space with strong unit, then SA(F,E) с m(F,E) for every 
field F . 
CONJECTURE 5.5. If in an AM-space E every norm bounded collection of pair-
wise disjoint elements is also order bounded, then E has a strong unit. 
CONJECTURE 5.6. If SA(F,E) с m(F,E) for every field F , then E is an 
AM-space with strong unit. 
2) The inclusion m(E) с SA(E) . 
Combining 1,2.10 and theorem 1.16 we-get our first result in this direction. 
PROPOSITION 5.7. Let E have order continuous norm. Then ia(F,E) с SA(F,E) 
for every field F . 
For the converse of this proposition the following two examples will be of 
use. 
EXAMPLE 5.8. Let F be the· field of all finite plus all cofinite subsets 
of IN . Let 0 = x й x, < ·· < e be given in E. Put у = χ - χ . for 
o l n n n - 1 
η e IN , and define m: F ->· E by 
m(A) = Σ y i f А с I N i s f i n i t e , 
„ η 
ηεΑ 
у 
m (A) = e - Σ у i f А <= IN i s c o f i n i t e . 
n¿A n 
Then m e πι(Ε) . 
If we are given that m e SA(E),then m(F) is relatively weakly compact. 
In particular { χ I η e IN } is relatively weakly compact. Hence x.,x_,.. 
η ' 1 2 
has a weakly convergent subsequence, say with weak limit χ . Since χ + , 
η 
we get that w-lim χ = χ and by [Sch] 11,5.9 that 
η 
η-*» 
lim ||x
n
 - x|| = 0 . 
Π-*» 
If m(F»E) с SA(F»E) this can be done for any increasing order bounded se-
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quence in E , and then E has absolutely continuous norm and is σ-order com­
plete, i.e. E has order continuous norm (see 1,2.10) . 
EXAMPLE 5.9. Let E be σ-order complete and let 0 = χ S χ s ·· + e in E. 
Put ν = χ - χ . for η e IN and define m: P(IN) •*• E by 
•'η η n-1 
m(A) = sup { Σ y J D с д finite } for A e IN . 
ncD 
, .+ Then m ε m(E) . 
Again, if m(P(IN),E) с SA(P(IN),E) then it follows that E has order 
continuous norm. 
We now have immediately 
THEOREM 5.10. For a Banach lattice E the following statements are equiva­
lent. 
(i) E has order continuous norm. 
(ii) m(F,E) с SA(F,E) for every field F . 
(iii) m(F,E) с SA(F,E) for the field F of all finite plus all cofinite 
subsets of IN . 
THEOREM 5.11. For a σ-order complete Banach lattice E the following state­
ments are equivalent. 
(i) E has order continuous norm. 
(ii) mU,E) с 5Α(Σ,Ε) for every σ-field Σ . 
(iii) m(P(IN),E) cSA(P(IN),E) . 
That we cannot drop the σ-order completeness in theorem 5.11 is seen by 
simple examples like E = CC0,1] or E = с . in those cases m(F,E) = 
M(F,E) for every field F (due to the existence of a strong unit in Ε) , 
and since E is separable, 3Α(Σ,Ε) = Μ(Σ,Ε) for every σ-field Σ (see[D,F]). 
Thus, (ii) and (iii) of theorem 5.11 hold for these spaces, but not (i) . 
3) Now we come to a study of the Riesz space structure of SA(E) η m(E) and 
for this part we shall assume that E is order complete. We start with some 
simple observations. 
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PROPOSITION 5.12. (a) If m e m(E) and |m| e SA(E) then m e SA(E) . 
(b) If m e m (E) , m e SA (E) and 0 S m ¿ nu then m. e SA (E) . 
/ 
Proof. Both (a) and (b) are direct consequences of the equivalence of (i) 
and (ii) in theorem 1.12 . 
The real problem is again: for which (order complete) Banach lattices E 
does every m e m(E) η SA(E) have a modulus |m| that is a member of SA(E) ? 
An answer is formulated in the following theorem. 
THEOREM 5.13. Let E be an order complete Banach lattice and suppose ||·| | 
has the weak Fatou property. Then the following statements are equivalent. 
(i) SA(F,E) η m(F,E) is an ideal in m(F,E) for every field F . 
(ii) SA(P(IN),E) η m(P(IN),E) is an ideal in m(P(IN),E) . 
(iii) E has property (C) (see definition 4.3) . 
Proof. (i) •* (ii) is trivial. 
(ii) •» (iii) follows from example 4.1 and the definition of property (C) . 
(iii) ^  (i) According to proposition 5.12 , we are done if |m| e SA(E) for 
every m e m(Ε) η SA(E) . Therefore, let m e m(E) η SA(Ε) be given and assu­
me that |m| ¿ SA(E) . 
By theorem 1.12 there are pairwise disjoint elements Α ,Α ,.. of F and 
an e e (0,») such that 
|| |m|(A )|| > ε for all η e IN . 
For every A e F we have 
Ρ 
|m|(A) = sup { Ζ |m(B )| : ρ e IN , (Β ,.,,Β ) a partition of A } 
j=l э P 
and since ||·|| is weak Fatou (say with Fatou constant K) , for any η e IN 
f \ * ( \ 
we can find a partition В . ,..,B . , of A with 
1 p(n) η 
(*) ifMmCB^Jl J] > | . 
j = l j K 
The sequence В , . . / B /
n
r B . , . . . c o n s i s t s of pa i rwise d i s j o i n t elements 
of F and m i s s t r o n g l y a d d i t i v e , so the sequence m(B , ) , . . , m ( B , . . ) , m ( B , ) , , 
1 p ( l ) 1 
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is summable. Besides, all its partial sums are order bounded by |m|(Ω) . 
By property (C) , the sequence |m(B . )|,.. is summable. But that contra­
dicts (*) . With this contradiction we have completed the proof. 
Note that we only used the weak Fatou property of || · | | _ for the implica-
tion (ili) ^  (i) . That we cannot simply skip this assumption is shown by 
the following example. 
EXAMPLE 5.14. We construct an order complete AM-space E (hence E has pro­
perty (C) ) and a measure m: Σ -> E where Σ is the Borei σ-field of [0,1] , 
such that m e m(E) η SA(E) but |m| / SA(E) . 
Part 1.(preparations) Fix η e IN . Let E be the vector space 1 with the 
norm I | · I | defined by 
I M I
n
 = I U M . + n-limsup |Ak| for λ = (λ .λ2...) e E n . 
keIN 
(see example 3.10). In this way E becomes an order complete Banach lattice 
η 
isomorphic to 1 . | | · | | has the weak Fatou property with Fatou constant 
n+1 . Let Σ be the Borei σ-field of [0,1] . Put В = (2~n,2~n+1] (n e IN). 
η 
Def ine F : Σ -»• E by 
η η 
F (Α) (ρ) = 2 η · / s in(2irpt ) d t f o r ρ = 1 , 2 , . . . 
F i s a v e c t o r measure wi th the f o l l o w i n g p r o p e r t i e s . 
( i ) F e BV(E ) η m(E ) . 
η η η 
( i i ) F (Σ) с с С Е . 
η o n 
(iii) |F |is given by |F I(A)(ρ) = 2 η·/ |sin(2ïïpt)| dt for A e Σ and 
η η
 АПВ,, 
η ρ e IN . 
(iv) Both F and F I are concentrated on В . 
η ' η ' η 
Note t h a t f o r к £ η we have 
[ | F
n
| ( B
n
) ] ( 2 k ) = 2n-f | s i n ( 2 i r 2 k t ) | d t = h , 
В 
η 
while [|F J(В )](p) < 1 for all ρ e IN . Hence 
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(ν) i , ( n + 1) < H | F n | ( B n ) | | n S n + 1 . 
Part 2.(the counterexample) 
Define E = { (χ ,χ,ί·.) Ι χ. e Ε. and sup II^IL < ш Î · W e Put a n o r m o n 1 ¿
 к к
 k c i N k k 
E: | I (x ,*.,..) || = sup Цх. Ц. for (x ,x ,..) e E . 
1
 ¿
 keIN K K 1 ¿ 
With this norm E becomes an order complete AM-space. Define m: Σ -*• E by 
m(A) = (FjiA),!" F2(A)fj F3(A),..) for A e Σ . 
Using (iv)&(v) one easily sees that m e m(E) and that |m| is given by 
|m|(A) = (IFJCA),^- |P 2|(A),J |Ρ3|(Α),..) for A e Σ . 
We also see that | | |m| (B ) I L ϊ I |-|F | (B ) | 1 ä ^ - for all η e IN , 
1 1 1 1
 η''E ''n'n' n ' n 2n 
hence |m| i SA(E) . · 
But m e SA(E) . Indeed, let Α.,Α ,.. be a sequence of pairwise disjoint 
elements of Σ . We have that F (К) е е so | |F (A^ ) | | = | |F (A^ ) | | ^ 1 
for all k e IN . Thus 
| |- F (A, ) | | < - for all k e IN , all η e IN . 1
 'η η к ' 'η η 
Besides, F e BV(E ) , hence F is strongly additive which implies that 
η η η 
lim J J F (А^)И = 0 for every η e IN . 
k-v» 
Combining these two facts, we obtain 
lim ||m(Ak)||E = 0 , 
k-v» 
which gives us that m e SA(E) · 
This example shows that we do need some continuity property of the norm for 
theorem 5.13 . But whether this is precisely the weak Fatou property remains 
open. Our knowledge about the (weak) Fatou property of lattice norms is in­
sufficient to achieve any further nontrivial results. 
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§6. Countably additive vector measures and an application to weakly 
compact operators 
If we look at the definition of countable additivity for a vector measure 
m: F -»• X it is notable that for some fields F this condition is much 
stronger than for other ones. We only have information about the behaviour 
of m on sequences Α.,A„,.. of pairwise disjoint sets in F for which also 
U A e F . There might be very few interesting sequences among them. For 
η 
the extreme case that F is the field of all clopen subsets of a compact 
totally disconnected Hausdorff space we have that if A ,A ,.. are clopen 
and disjoint and U A e F then only finitely many of the A are nonempty. 
η η 
Hence on such fields any vector measure is countably additive. The other 
extreme is the case that F is a σ-field. There the countable additivity has 
the most substance. This is also the case that is most widely studied in 
literature. Therefore the assumption that our countably additive measures 
are defined on a σ-field, is respectible. 
We shall make this assumption. Then CA(E,E) с SA(E,E) . As we saw in 
theorem 1.14 and the remark above example 2.7 any space SA(F,E) is isomor­
phic to CA(a(r),Ε) by using the Stone representation theorem. This close 
connection with strongly additive measures enables us to use the results 
of the previous section. 
We already employed it in theorem 5.4 where we described what it implies 
for the Banach lattice E if CA(E,E) с m(Σ,E) for every σ-field Σ . 
Let us also look at the other inclusion: ιη(Σ,Ε) с CA(Σ,E) . This is 
ι * + 
hardly ever possible since if φ e (ί-^ ίΣ) ) then φ induces a finitely ad­
ditive measure m. : Σ -*• IR by m, (A) = φ (χ.) for A € Σ . m is countably 
Φ * Φ . A 
additive iff φ e ¿^(Σ) . So m(Σ,IR) с ΟΑ(Σ,ΙΗ) implies that 
L (Σ) = L (Σ) which only happens when L (Σ) is finite dimensional. This 
gives us 
PROPOSITION 6.1. Let E be a Banach lattice , E * {0} . Then ιιι(Σ,Ε) <= αΑ(Σ,Ε) 
iff Σ is finite. 
The reader can fill in the remaining details of the proof. 
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We can also look at the relation between countable additivity and strong 
additivity in the following way. 
m e SA(E) iff for any sequence of pairwise disjoint sets A ,A-,.. in 
Σ , Σ m(A ) exists 
η 
while 
m e CA(E) iff for any sequence of pairwise disjoint sets A ,A ,.. in 
Σ , Σ m(A ) exists and equals m(UA ) 
η η 
We have got something extra in CA(E), namely that Σ m(A ) is prescribed. 
There are various continuity conditions for a vector measure by which such 
sums can be fixed. Let us give an example of such a theorem. 
THEOREM 6.2. (a) Let m e Μ(Σ,Ε) be given. Then m € ΟΑ(Σ,Ε) iff one of 
the following conditions holds. 
(i) If A + φ in Σ then I |m(A ) I I ->• 0 as η ->• » . 
η ' ' η ' ' 
or (ii) If f + 0 in L (Σ) then I U(m) (f ) 11 •*• 0 as η •*• => . 
η
 œ
 η • ' 
(b) Let m e 3Α(Σ,Ε) be given. Then m e αΑ(Σ,Ε) iff one of the following 
conditions holds. 
(iii) If A + φ in Σ then m(A ) + 0 in E as η ->· » . 
η η 
or (iv) If f + 0 in L (Σ) then 4>(m) (f ) + 0 in E as η ->• » . 
η «» η 
Proof. Part (a) readily follows from Γϋ,υ] 1,2.6 . The proof of part (b) 
can be confidently left to the reader. 
We shall use this result for the adaption of theorem 5.13 to the case of 
CA(E). 
THEOREM 6.3. Let E be an order complete Banach lattice and suppose | |· | | 
E 
has the weak Fatou property. Then the following statements are equivalent. 
(i) ΟΑ(Σ,Ε) η πι(Σ,Ε) is an ideal in πι(Σ,Ε) for every σ-field Σ . 
(ii) CA(P(IN)fE) η m(P(IN),E) is an ideal in m(P(IN),E) . 
(iii) E has property (C) . 
Proof. (i) •* (ii) is trivial. 
(ii) •* (iii) follows from the definition of property (C) and example 4.1 
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(note that it is an example of a countably additive measure). 
(iii) «* (1) . If m e CA(E) , m e M(E) and 0 < m <. m then m € SA(E) by 
theorem 1.12 and m e CA(E) by theorem 6.2 . If m e m(E) arid |m| e CA(E) 
then m e CA(E) , again by theorems 1.12 and 6.2 . 
It remains to show that if m e CA(Ε) η m(E) , then |m| с CA(E) . Take 
m e CA (E) Π m (E) . Then |m| e SA (E) by theorem 5.13 . Let A 4- φ in Σ 
(as η -*- ">) be given. We have to prove that lim |m| (A ) = 0 . 
Denote by К the Fatou constant of ||·|| . 
E 
Ρ 
|m | (A ) = sup { Σ |m(B.) | : ρ e. IN , (Β , . . ,Β ) a p a r t i t i o n o f A } . 
. ( i )
 B ( i ) 
ι ' " ' p a ) 
І І ^ І - і в ^ ) ! II >¿-ll l-Kvll and 
В
( 1 )
 В
 { 1 )
 с д \A В ( 1 ) В ( 1 ) с A 
B l ' - " ^ d ) А 1 Ч А 2 ' В к ( 1 ) + Г " ' В р ( 1 ) A 2 
.(2) (2) 
1 ' - " р Ш 
Ι Ι ^ Ι - ί Β «
1 ) ! Il > ¿ - I l |» |(A2) | | and 
В
( 2 )
 В
 ( 2 )
 с A \A В ( 2 ) В ( 2 ) с A 
B
 1 " " ^ с г ) A 2 N A 3 ' В к ( 2 ) + Г - - ' В р ( 2 ) A 3 ' 
{ B ( 2 ) , . . , B | 2 | } i s a r e f i n e m e n t o f { В. | î | _ ,_ , , . . ,Β [!? } . 
1 ρ ( 2 ) k ( l ) + l P U ) 
E t c . 
We now look a t t h e s e q u e n c e В . , . . , B . . . . , Β . , . . , B . . _ . , B . , . . a n d rename 
them a s C^ , . . , C k ( 1 ) / C k ( 1 ) + 1 , . . # < ^ ( 1 ) + Μ 2 ) ' C k ( 1 ) + k ( 2 ) + 1 , . . . 
The countable additivity of m gives that mÇc.),m(C ),.. is summable. All 
η 
its partial sums Σ |m(C.)| are bounded by |m|(Ω) . By property (C) we have 
j=l э 
that |m(C )|,|m(C )|,.. is summable. 
The countable additivity of m yields that 
k(n+l) (n+1), (*) Σ |m(C.)| ä \' Σ IrntB^ ')! 
j=k(l)+-4-k(n)+l ~* j=l -' 
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This can be seen as follows. The construction of the sets С is such that 
they form a partition of A and that { С | j > k(l)+«'+k(n) } is a refine­
ment of { B ( n t ,..,B ,"*".; } . Hence for any D с { l,..,p(n+l)} there 
1 p(n+l) 
exists an А с { j | j > k(l)+· ·+Μη)} with 
и с = и в ^
1 5
 . 
ieA jeD 3 
m is countably additive, so 
Σ m(C ) = Σ m ( B ( n + 1 ) ) 
ieA j£D ^ 
hence 
Σ |m(C.)| S Ι Σ m ( B ( n + 1 ) ) | 
ieA jeD J 
(note that |m(C ) | , . . is suimnable 11) . 
But this implies that 
Σ |m(C.)| > | Σ m ( B ( n + 1 ) ) | for all subsets D of 
j-k(l) + "+k(n)+l 1 jeD I
 t . , 
I l,..,p(n+l) } 
which proves (*) . 
|m(C ) | , . . is summable, so lim Σ |m(C.)| = 0 . 
η-*» j>k(l) + «4-k(n) :, 
Thus 
k(n+l) ,
 t . ||b· Σ | m ( B ( n + 1 ) ) | || -vo as n - > - , 
j-1 : 
hence 
| ] |m| (A ) | | -»• 0 as η ->• » 
and that is what we wanted to prove. 
Remark. Looking back at theorem 6.2 , note that any m e SA(E) η m(E) satis­
fying 
(iii') If Α ψ д in Σ then m (A ) -v о in E as η -у ш , 
η
 γ
 n o ' 
or 
(iv') If f + 0 in L (Σ) then ф(т) (f ) -ν 0 in E as η -»- «. . 
η οο По 
is countably additive. But we have not been able to prove that every element 
of CA(E) η m(E) satisfies (iii') or (iv') (in general or for any order corn-
Ill 
píete space E). From theorem 6.3 it follows that in case E is order complete 
with property (C) and ||·|| is weak Fatou, any m e CA(E) η m(E) satis­
fies (iii') and (iv'). 
Note that the measure we constructed in example 5.14 is countably addi­
tive, so also in theorem 6.3 we cannot omit the condition on Ί | · | | . 
We shall translate this result into a theorem about operators on C(K). Let 
К be a compact Hausdorff space and Σ the Borei σ-field for K. Denote by 
W(C(K),E) the space of all weakly compact operators from C(K) into E . 
Ііп(С(Ю,Е) = W(C(K),E) η l.r(C(K),E) . From theorems 1.18 and 2.6 we have an 
isomorphism 
Φ: ll/(C(K),E) -v CA(E,E) 
which is order preserving in both directions and such that Τ e W(C(K),E) is 
regular iff 4>(T) is. Together with theorem 6.3 this yields 
THEOREM 6.4. Let E be an order complete Banach lattice. Let П*||_ have the 
weak Fatou property. Then the following statements are equivalent. 
(i) E has property (C) . 
(ii) For every compact Hausdorff space К , ОГ(С(К),Е) is an ideal in 
Lr(C(K),E) . (In particular: if Τ e Lr(C(K),E) is weakly compact 
then |T| is also weakly compact). 
(iii) O^d^E) is an ideal in i^U^E) . 
(iv) (t/r(c
r
E) is an ideal in Lr(c,E) . 
Proof. (i) ^  (ii). By theorem 6.3 , CA(E,E) η т(Г,Е) is an ideal in m(E) 
hence a Riesz space. Now CA(E> η m(E) is isomorphic as a partially ordered 
Γ IT 
vector space to W (C(K),E) . So W (C(K),E) is a Riesz space. Furthermore, 
W(C(K),E) is a solid subset of L(C(K),E)+ (by theorems 1.16, 1.17 and 
proposition 5.12(b) ) . Thus ft/r(C(K),E) is an ideal in Lr(C(K),E). 
(ii) » (iii) is trivial. 
For the other implications we note first of all that lœ = /.„(PdN)) while 
с = L (F),where F is the field of all finite plus all cofinite subsets of IN. 
From 1.9 and 1.15 we infer that Τ e L(l ,E) is weakly compact iff the 
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corresponding measure Ρ (IN) -*· E is strongly additive , hence if 
Τ e W(l ,E) then Te.fTe„,.. is summable. œ 1 2 
Τ e L(c,E) is weakly coinpact iff its corresponding measure F -*- E is 
strongly additive, iff (by example 1.20) Te ,Te„,.. is summable. 
Therefore, the implications (iii) * (i) and (iv) •• (i) are contained 
in examples 1.20, 2.7 and 4.1 . 
§7. Radon-Nikodym derivatives for Banach lattice valued measures 
In this section we have a look at some attempts that have been made to ge­
neralize the classical Radon-Nikodym theorem to the case of vector measures. 
The core of this section comes from [J 4]. 
Let (Ω,Σ,μ) be a finite complete measure space. Any Bochner integrable 
function f : Ω -*• X provides a measure ν: Σ ·*• X defined by 
v(A) = В - ƒ f dp for A e Σ . 
A 
Measures which are obtained in this way share the following basic properties. 
Such a measure is 
(i) countably additive, 
(ii) absolutely continuous with respect to y, 
(iii) of bounded variation . 
The question that arises is: is it true that any vector measure ν: Σ ->• X 
which satisfies (i), (ii) and (iii) can be represented by means of a Boch­
ner integrable function f , i.e. υ is given by the formula 
v(A) = В - ƒ f dy for A e Σ . 
A 
When the answer is "yes" the Banach space X is said to have the Radon-Niko­
dym Property (abbreviated RNP) with respect to (Ω,Σ,ρ). 
It has been proved that X has RNP with respect to any finite complete 
measure space if X has RNP for [0,1] provided with the Lebesgue measure 
(see [D,U] V,3.8) .Of course IR has RNP and it is a classical result of 
Phillips that every reflexive Banach space has RNP (see [Ph]). с and L [0,1] 
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do not have RNP. 
There has been made an extensive study of RNP for Banach spaces during 
the last two decades resulting in a powerful theory. A good survey of all 
this work can be found in the book of J.Dlestel and J.J.Uhi ([D,U]). 
In this section we choose a slightly different approach to the situation 
that was sketched above. We shall try to find out (under some restrictions) 
what vector measures have RN-derivatives, rather than look for spaces X 
with RNP. One of the restrictions is that we consider measures with values 
in a Banach lattice E rather than a general Banach space X. 
Furthermore, in this section we assume that E is order complete. 
Characteristic to the approach in this section is that we single out one 
more property that is shared by all measures fp (f e L.(E)). This extra 
property is a sort of continuity of the vector measure with respect to y, 
involving the ordering of E . With it, we shall describe all Ε-valued mea­
sures that have a RN-derivative in case E does not contain с and a large 
о
 3 
class of measures with RN-derivatives in case E does not contain 1 (note 
that if E has RNP, then E does not contain с by Γο,ϋ] 111,3.2) . 
о 
PROPOSITION 7.1. If V = fu with f € L (E) then 
(iv) inf sup |v|(A) = 0 . 
e>0 v(A)<e 
Proof. Take f e L (E) . First assume that f(Ω) is essentially order boun­
ded, say by e e E . Then 
0 á В - ƒ f dy á y(A)«e for every A e Σ 
A 
by 11,1.9 so 
0 ^ sup В - ƒ f dy £ ε·β 
y(A)<€ A 
and 
inf sup В - ƒ f dy = 0 . 
e>0 y(A)<e A 
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I 
For a general f e L.(E) we know by 11,4.2 that there are f. < f„ £ ·· in 
L.(E) , all of them'with order bounded range, such that f + f and 
| | f - f I | . -*• 0 . For A e Σ and η e IN we have 
В - ƒ f dp = ( Έ-f f dp) + (В-/ (f - f) dp) ;> 
A n A A n 
¿ ( Έ-f f dp) + (в-/ (f - f) dp). 
Α Ω
 n 
Hence 
0 = inf sup В - ƒ f dp 2: inf sup ( B- ƒ f dp) + (B-f (f - f) dp) 
e>0 ρ(Α)<ε A n ε>0 p(A)<e Α Ω 
and we complete the proof by noting that В - ƒ (f -f)dp + 0 asn-»-™. 
Ω
 n 
It is this property (iv) that we are going to fit into the theory. We start 
by defining two classes of measures. 
DEFINITION 7.2. ([J 4] 2.1) 
са
ш
(Е) = { v e M(E) | Я
е е Е
 \/
Α£Ϊ [ |v(A)| < p(A)-e ] } 
іЛЕ) = { v e m(E) | inf sup |v| (A) = 0 } 
e>0 ρ(Α)<ε 
It is obvious that both these classes are ideals in m(E) and that 
ca (E) с ca.(E) . But there is more we can say. 
THEOREM 7.3. (CJ 4] 2.2) (a) Let V e m(E)+ be given. The following sta­
tements are equivalent. 
(i) v e ca^E)"1" . 
(ii) There exists a net (v ) in ca.(E) with ν + ν . 
τ 1
 +
 τ 
(iii) There exists a sequence (v ) in ca (E) with ν + ν . 
η « η (b) ca.(E) is a band in m(E). Besides it is the σ-ideal generated by ca (E) 
ι « 
We shall denote the embedding of L (E) into BV(E) by Π . 
Π (f) = f ρ for f e L (E) . 
Π is a positive linear mapping. It is an isometry for the ||·|L-norm on 
L (E) and the variation norm on BV(E) (see [D,U] 11,2.4). Π is also a Riesz 
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ч 
homomorphism (compare this witJi V,1.4) . The two main results of [J 4] 
now read as follows. 
THEOREM 7.4. ([J 4] 3.2) Let E be order complete. Suppose Ω contains an 
atomless set of positive measure. Then the following statements are equi­
valent . 
(i) E has order continuous norm. 
(ii) IHL (E)) is an ideal in BV(E) η ca (E). 
Besides, in this case IT(L.(E)) contains ca (E) . 
1 ш 
THEOREM 7.5. ([J 4] 3.3) Let E be order complete. Suppose Ω contains an 
atomless set of positive measure. Then the following statements are equi­
valent. 
. (i) IHL^E)) = BV(E) Π ca^E) . 
(ii) No closed Riesz subspace of E is isomorphic to с . 
(for more equivalent conditions see 1,2.11 and 1,3.7). 
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CHAPTER IV 
THE DUAL OF L (E) 
Ρ 
* 
In this chapter we study L (E) . As starting point serve the observations 
* Ρ * 
that any F e L (E) gives rise to a vector measure ν : Σ ->- Ε and to an 
p
 *
 F 
operator Τ :L •*• E which are given by the formulas 
<vF(A),e> = F(e'XA) 
for A e Z , f e L , e e E . 
<Γ (f),e> = F(f-e) P 
We try to utilize the interplay between F , ν and Τ , in particular for 
F F 
* * 
the elements of a certain important band L (E) of L (E) . The connecti-
p
 *
m p 
ons between this band, vector measures into E and the space of "abstract 
к * *
C 
kernel operators" , L (L ,E ) from L into E are studied in detail. P C ρ с ^ ^ 
Besides, we consider the embedding of L .(E) into L (E) . 
Ρ Ρ 
The major part of this chapter is contained in [G,j] , a joint article 
of E.de Jonge and the author. 
In this chapter (Ω,Σ,μ) is again a finite complete measure space with 
μ(Ω) > 0 . E is a Banach lattice, ρ is a function norm on the space of mea­
surable functions : Ω ->• IR and we assume that ρ (χ.) < "> . 
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SI. The dual of L (E) 
Ρ 
In this first section we describe some simple connections between functio-
* * 
nais on L (E) , vector measures : Σ -»• E and operators : L -»• E . Fur-
p * * p 
thermore, we consider the embedding of L ,(E ) into L (Ε) , as was announ-
ced in II,section 3. We denote the norm of L (E) by ρ 
Let F e L (E) be given. For A e Г define V_(A) : E -*• IR by setting 
Ρ
 F 
(1) <v (A),e> = F(e*x ) for all e e E . 
г A 
It is immediate that v„(A) e E for all A e Σ and that 
F 
I I V A ) | f ¿ p* ( F ) , p ( V 
The mapping ν : Σ -*• E that we obtain is a vector measure. If A e Σ and 
К 
(Α,,,.,Α ) is a partition of A, if е.,..,е in E are elements of norm less i n I n 
than 1 , then 
η η
 # η ^ 
Ι Σ <v (A ),e >| = | Σ F(e ·χ )| S ρ (F)-p( Σ e ·χ ) <. ρ (F) ·ρ (χ ) j=l * J 3
 j = 1 3 Aj j=:1 3 Aj A 
Taking the supremum over all η-tuples e.,..,e gives 
1 η 
η 
Σ l|vp(A )|| * p (F).p(x ) . 
j=l * J A 
This shows us that v„ is of bounded variation and that F 
(2) cHv WA) S p*(F)-p(xJ . 
г A 
In general ν need neither be countably additive nor p-continuous (for 
example think of the case E = IR and ρ = |I·I I ). In case χ„ e (L ) it 
1
 ' ' oo '
4S2 ρ 
follows from (2) that ν is countably additive and p-continuous. If we want 
this for all measures that are derived from elements of L (Ε), then 
a
 p 
χ
Ω
 e (L ) is a necessary condition. 
(Indeed, suppose χ
η
 Л (L ) . Then there exist a φ e (L ) , an e > 0 and 
il ρ ρ 
pairwise disjoint sets Α ,Α ,.. in Σ such that φ(χ ) > e for all j e IN. 
* + * 
Take a ψ e (E ) , ψ * 0 , and define the element φ β ψ from L (E) by 
Ρ 
(φ β ψ)(f) = φ(ψ ο f) for f e L (E) . The measure that corresponds to this 
Ρ 
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functional is neither countably additive nor μ-continuous. ) 
η 
If ν e πι(Ε ) is given then for any t e S (E), t = Σ β.·χ , we define 
j=l 3 A3 
η 
(4) F (t) = Σ <\>(Α ),e.> . 
V
 j=l J 3 
This defines F e S(E) and if F is p-continuous on S(E) it extends to an 
v
 *
 v 
element of L (E) . This extension is unique precisely when S(E) is norm 
Ρ 
dense in L (E) . , 
Ρ 
This discussion proves the major part of the following theorem. 
* 
THEOREM 1.1. (a) We have a natural surjection Λ of L (E) onto 
BV (E ) = { ν e BV(E ) Ι a(v) is p-continuous on S } . 
p
 * 
For F e L (E) , AF is given by <AF(A),e> = F(e'X ) for A e Σ , e e E . 
Ρ A 
(b) Λ is injective precisely when S(E) is norm dense in L (E). The elements 
* а 
of BV (E ) are all countably additive and y-continuous iff χ. e (L ) 
(c) In case ρ is order continuous , a(AF} is a countably additive measure 
Σ -*• CO,00) that is y-continuous. Its RN-derivative g is an element of L , 
* F p' 
and p (F) = ρ'(g ) . 
г 
η 
Proof. (a) Take t e S , t = Σ α.·χ. (α.,..,α e IR , Α.,,.,Α pair-
. . 1 Α. 1 η 1 η 
•1 = 1 ^ "ΐ 
wise disjoint in Σ ) . 
If we take partitions (A. .,..,A. ..,) of the A. and 
j/l 1,РІЗ) j { e. I j = Ι,.,,η ; к = l,..,p(j)} in E with ||e. || = α. , then 3 »k j,k j 
η p(j) 
| Σ Σ <e .,AF(A )>| = |F( Σ e ·χ )| < p (F).p(t) . 
j=l k=l З'* З'* jfk 3'K j,k 
Taking the supremum over all partitions and all sets { е. | j,k } we obtain 
j f к 
(5) I ƒ t da(AF) | ^  p*{P).p(t) . 
This completes the proof of part (a). 
Part (b) has been proved already. 
Now suppose that ρ is order continuous. For F e L (E) we have that α(AF) is 
countably additive and y-continuous by part (b) and 111,1.11 . Let g e В be 
its Radon-Nikodym derivative with respect to y. From the above estimation (5) 
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and the density of S· in L we have that g e L . and ρ'(g) < ρ (F). But sin-
p
 *
 p 
ce S(E) is norm dense in L (Ε) , ρ (F) = sup { |F(t)| : t e S(E),p(t) < 1 } 
* 
and so the above computations even give us p'tg) = Ρ (F) . 
* * 
Any F e L (E) induces a linear operator Τ : L -*• E by setting 
(6) <T f,e> = F(f'e) for f e L , e e E . 
F Ρ 
Clearly Τ e L(L ,Ε ) and Τ S 0 iff F à 0 . Furthermore, ±T й Τι ι 
( = the operator induced by [F| ),hence Τ is regular. 
, F 
If f.,..,f in L and e,,..,e in E with Me.M ^ 1 (j=l,..n) are 
1 η ρ 1 η j 
given, then 
η η η
 +
 η 
Ι Σ <Γ f.,e.>| = |F( Σ f.'ejl ¿ ρ (F)«p( Σ f.-е.) < ρ (F)«p( Σ f ) 
j=i F J 3
 j = 1 : 3 j = 1 : : j = 1 э 
since all f are positive. 
Taking the supremum over all η-tuples (e.,..,e ) in the unit ball of E 
we derive 
η _ η 
Σ ІІТ fJI ^  Ρ (F)-pt Σ f ) . 
j-1 F 3 j=l j 
This shows us that Τ is cone absolutely summing and that |.|τ | | < ρ (F) 
(see 1,5.10). 
Conversely, any operator T e L (L ,E ) induces an element F_ e S(E) by 
n
 Ρ
 τ 
defining for t = ΣJ . e.
-Y. j=l 3 ЛА^ 
η 
F
m
lt) = Σ <Τχ ,e > . 
j=l Aj : 
Since Τ is c.a.s. 
Ι Σ <ΓΧ .e >| S Σ ||τχ ΙΗΙβ.ΙΙ * ||τ|| ·ρ( Σ ||θ||··χ ) . 
3-1 j 3 j-1 j ^ χ j=i 3 Aj 
Hence F is p-continuous and extends to an element of L (E) with norm 
τ ρ 
at most ||T|I . 
As a slight variant of 11,4.3 we have that , for dim E = «° , 
span( { f'e f e L , e e E } ) i s norm dense in L (E) iff ρ is order con-
P Ρ 
tinuous. So precisely when ρ is order continuous the correspondence between 
L (E) and L (L ,E ) is injective. This gives us 
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ie 1 * 
THEOREM 1.2. We have a surjection of L (E) onto L (L ,E ) given by (6). 
Ρ _ Ρ 
We shall denote this mapping by Γ . Precisely when ρ is order continuous, 
Γ is injective (provided dim E = ш ). In this case Г is an isometric iso­
morphism of Banach lattices. 
Proof. In case ρ is order continuous it is immediate from (6) and (7) that 
the byection between L (E) and L (L ,Ç ) is bipositive. L (L ,E ) is a Ba-
P Ρ Ρ 
nach lattice for the ||·|| -norm according to [Sch] IV,4.3 . Hence Γ is a 
Riesz isomorphism. We already know that ρ (F) ¿ ||гг|| and that 
ІІГРІ^ S p*(F) . 
There is an alternative approach to theorem 1.2 , following [Sch] IV,sec­
tion 7 , where tensor products are used. It is worthwhile to have a short 
look at this. For the basic properties of tensor products we refer the 
reader to [Sch] IV,sections 2 and 7. 
Schaefer's proof runs as follows. Start with the canonical embedding 
I: L β E -»• L (E) , 
p
 r,
 p 
η η 
Ι(Σ f. β e.) = Σ f.-е. for f,,..,f e L and e,,..,e £ E . 
j=i з : j = 1 : : .ι ' η ρ ι' η 
A direct computation shows that if f ,..,f are disjoint in L then 
η η 
И Г f » e И = p( Σ f -e ) 
j=l 3 J j=l -1 J 
л/ 
and hence I extends to an isometrical embedding of L β, E into L (E). 
p i ρ 
In case dim E = » , this embedding is surjective iff p is order continu­
ous. 
L β E is a Banach lattice and its ordering is inherited from the space 
L (L ,,Ε). Also L (E) can be embedded in L (L ,,Ε) in a natural way, by de­
fining for f e L (E) an operator Τ: L , •*• E by 
Tg = В - ƒ fg dp for g с L , . 
Ρ 
This embedding preserves the lattice structure of L (E) (see V,1.4) and 
Ρ 
it is easily checked that the diagram 
L β, E »» L (E) 
Ρ 1 ^ ^ Ρ 
Lr(Lp,,E) 
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commutes. Hence I is a Riesz homomorphism. Now the dual of L β E is known 
([Sch]IV,7.5) and this yields theorem 1.2 . 
This relationship between functionals, vector measures and operators will 
be exploided further in the coming sections. We first turn our attention 
to L ,(E ). 
Ρ * 
For g e L ,(E ) and f e L (E) , define 
ρ' Ρ , 
(Пд) (f) = ƒ <g(u>),f(ii))> djj(cú) . 
Ω 
Then I (Пд) (f) I * / I |g((ü) | |· | |f (ω) | | du (ω) ¿ ρ'(g) -pif) . 
Ω 
* * 
Hence Π is a mapping of L ,(E ) into L (E) 
ч 
THEOREM 1.3. Π is an isometric Riesz homomorphism. 
Proof. It is straightforward to check that Π is linear. It follows from 
11,3.6 that Π is isometric. So we are done if we can show that |Пд| = II(|g|) 
* 
for any g e L ,(E ). We prove this in two steps. 
Ρ η 
First step. If g is a step function we write g = Σ Φ.'Χ, with φ.»..,φ eE* 
1=1 3 j i n 
and A.,..,A in Σ pairwise disjoint. Then 
η η 
|Пд| = Σ |Π(φ ·χ )| = Σ Π(]φ ·χ |) =П(|д|) . 
j-l ^ 1 j=i j J 
* * * 
If now S(E ) ii L . (E ) is norm dense in L , (E ) we would be done. In general 
P P 
however, this is not true. But we can already draw as an intermediate con­
clusion that the embedding 
Π : L. (E*) -»• L (E)* 
О 1 со 
is a Riesz homomorphism. 
Second step. Let g e L , (E ) be given. It is obvious that ll(|g|) ä ±11 (g) . 
* + 
Let Φ e L (E) be an upper bound for Пд and -Пд . Take any h с L (E) 
Then ||h(·) I I e L , so | |h(·) | | «g e L (E*) . Define Φ e L J E ) * by 
Φ (f) = Φ(||h(·)Il-f) for f e L (E) . 
П
о
 is a Riesz homomorphism, hence |П (||h||«g)| = Π (||h|[«|g|) . 
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since Φ
Ο
 > ±n
o
(||h||.g) » * 0 ( η η γ ) г по(||ь||.|д|)(у|щ-) »i-e-
Φ (h) £ n(|g|)(h) . Thus Φ ;> П(|д|). 
Therefore П(|д|) = |llg| . 
In theorem 1.8 we shall describe under what conditions Π is surjective. 
THEOREM 1.4. (a) For g e L ,(E ) , Пд has the following continuity pro-
Ρ С 
perty: if f Ψ 0 , then (Пд) (f ) •*• 0 . 
η ρ η 
(b) If g e L ,(E ) , then Пд e L (E) 
ρ s ρ s 
In the proof of part (b) we shall use the following characterization of 
singular functionals. 
LEMMA 1.5. (Cj 2] 2.1) If F is a Banach lattice and φ e (F ) »then 
* + 
φ e F iff for every u e F and every ε > 0 in IR there exists a sequence 
s
 + 
u. ,u„ ,.. in F with u + u as η •*• » and ф(и ) < e for all η e IN. l,e 2,e η,ε τ η,e 
Proof of the theorem. We only have to prove (a) and (b) for positive func­
tions g . 
(a) Take g e L , (E ) and let f + 0 in L (E) . Then <g(ü)),f (ω) > 4· О 
p c η ρ ρ η 
(as η •*• <*>) for μ-a.e. ω e Ω , hence 
ƒ <g(ü)),f (ω)> αμ(ω) + 0 . 
Ω 
(b) First we consider the case that g = φ·γ with φ e E and γ e L . . 
T AA T s ΛΑ ρ ' 
Let f e L (E) and ε > 0 be given. 
There exist disjoint sets B.,B-,.. in Σ with U В = A and 
1 2 ρ 
f*X e L (E) for every ρ e IN . p 
Ρ 
For any ρ e IN there exist 0 S u ^ S u у + В - ƒ f αμ such that 
i(u •ь ) < ε·2 * for all η e IN (by 1.5) ( p ) ) . - ρ 
η 
g 11,5.4 we 
0 S f W < f W Ζ ·· S f.v with В - ƒ f ( p ) dp = U ( P ) 1 ¿ в η η 
Usin obtain in L (E) 
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Since u P' + В - ƒ f du , f Ρ + f«Y„ as η ->• » . n
 «
 n
 в_ 
Bp Ρ 
р
 ( j ) 
Put f =-( Σ f ) + f'V„
v
. . "Пчеп f + f since for every q e IN , 
Ρ j
= 1 Ρ Ω\Α ρ 
f ·ν + f*Χ- as ρ ->- •» and U В = A . 
Ρ В
 Λ
Β
 r
 _„ q 
^ q q qeIN ^ 
P
 (І) P -j Furthermore, (Пд) (f ) = Ι (φ « f ) du = φ (В - ƒ Σ fkJ' dp) < Σ ε·2 J < e 
P
 A P j=l P j=l 
* 
for ail p e IN. Therefore g e L (E) by lemma 1.5 . 
p s
 * 
This special case implies that n(t) € L (E) for every step function 
•k * + + 
t e L .(E ). Now take any g с L ,(E ) and let f e L (E) and e > 0 be gi-
P s p' s
 A +p 
ven. There exist step functions t.,t.,.. in L ,(E ) such that 
1 2 p s 
l im I | t (ω) - g(ii)) | | = 0 f o r p - a . e . ω e Ω 
n-w» 
and 
l im ƒ | | t - g | H | f | l dp = 0 . 
η-*» Ω 
Pick m e IN such t h a t ƒ | | t - g | | · | | f | | dp < b*e. For t h i s s t e p f u n c t i o n 
t t h e r e can be found O S f S f S « « á f i n L (E) such t h a t 
m 1 2 ρ 
(ut ) ( f . ) < Ί ' ε for a l l к e IN . 
m κ 
Then (Пд) (f. ) = (Π(g - t ) ) (f, ) + (ut ) (f, ) < e . Hence g e L (E)* . 
к m k m k p s 
* * 
One might wonder after this result whether g e L (E) for g e L ,(E , . 
* ρ с * ρ' с 
Of course this is an immediate consequence of part (a) if p-convergence and 
o-convergence coincide on Β(E). But as we already saw in II sections 2 and 5, 
this need not be so, and in that case it can happen that the inclusion 
* * 
n(L (E )) с L (E) does not hold. A result concerning this problem is 
о * . , 
THEOREM 1.6. Suppose (E ) = {0} . Then the following statements are 
с 
e q u i v a l e n t . 
( i ) IHL . ( E * ) ) с L (E)* . 
p c p c 
( i i ) П (L (E*)) с L. (E)* . 
о «· с l e 
( i i i ) Π ( { χ . } β Ε*) с L (Ε) 
Ο Μ С 1 
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(iv) If f ψ O in L,.(E) , then В - ƒ f du + 0 in E . 
n i η 
Proof. (ii) - (iii) is trivial. 
(iii) -• (iv) Let f + 0 in L.fE) be given. This implies В - ƒ f dy-V>0 
in E. For any φ e E we have 
Π (χ-β φ) (f ) Ψ 0 , i.e. ƒ φ ο f dy i 0 . 
0 Ω n
 Ω
 n 
Hence φ (В - ƒ f dp) + 0 . We are given that (E ) = {0} . Therefore, 
η с 
В - ƒ f dp + 0 . 
η 
* (iv) => (ii) Remark that the countably valued functions are dense in L^E ) , 
* * ^
 c 
Π is continuous and L.(E) is closed. So we are done if Π g e L.(E) for 
о 1 с o l e 
* + 
every g e L (E ) of the form 
CO 
* 
g = Σ Φ. "X. with Α ,Α ,.. pairwise disjoint in Σ , φ.,φ-,.. € Ε . 
3=1 3 
Let f ψ 0 in L (E) and e > 0 in IR be given. 
Ш 
(Π g)(f.) = Σ ƒ φ. « f. dp , 
1
 j=l А. Э 1 
3 
hence there is an η e IN such that Σ / φ . » f 1 d p <
, 5 , t . 
j=n+l A j З 
From (iv) we get B - / f dp + 0 asp-*·00 for j = Ι,.,,η. 
A, P 
*+ Since φ. e E for j = Ι,.,,η , there exists а р € IN such that for all 3 с о 
ρ > ρ and for j = Ι,.,,η 
ƒ φ . o f dp < -£- . 
,. 3 Ρ 2η 
rt3 
So for ρ ^  ρ 
о 
η о» 
(Π g) (f ) = Σ ƒ φ., » f dp + Σ ƒ φ., « f dp < 
0 Ρ
 j=l A, j Ρ j=n+l Α. j Ρ j 3 
<η·^-+ Σ ƒ φ. ο f. dp < ε . 
2 η
 j=n
+
l Α ^ · 1 
(ϋ) =» (i) Take j e L . (E ) and let f + 0 in L (E) . Define g : Ω -> E by 
ρ' с η ρ 'о с 
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g((i>) 
9 0 ( ω ) . i f | | 9 ( ы ) | | * О , 
І |д(«) |Г 
9
ο
( ω ) = 0 i f [ | д (
Ш
) | | * = О . 
Then g e L (E*) . S i n c e l | g ( « ) l | * ' f + 0 i n L . ( E ) , by ( i i ) 
О oo с ' η 1 
ƒ <g ( ω ) , | |д(ш) I |*« f (ω)> dp (ω) + 0 as η •*• » , 
Ω
 0 
i . e . 
ƒ < g ( ω ) , f (ω)> (3μ(ω) + 0 as η -ν «• . 
Ω
 η 
(І ) ^ ( i i ) Take g e L (E*) and l e t f Ψ 0 i n L.(E) . By CGi] theorem 1 , 
" е е с n i 
t h e r e are h e L and к e L , such t h a t | | g ( · ) | | | ¡ f . i ' ) \ | = h«k . 
We know by ( i ) t h a t Π ( — ^ 3 ) e L (E)* . 
llgoM p c 
h«f k«g h«f 
S i n c e + 0 i n L (Ε) , (Π -) ( ) + 0 . 
l i m o l i p l l g o l l * llfiíoll 
i.e. ƒ <д(ш),£ (ω)> άρ(ω) + 0 . This completes the proof. 
Ω
 n 
Combining this result with II 5.16 yields 
EXAMPLE 1.7. Take as measure space [0,1] with the Lebesgue measure. Take 
E = L [Ο,Π . Then Π (L (E*) ) ¿ L. (E)* . 00
 О
 ш
 С l e 
We end this section with an answer to the question when Π is surjective. 
THEOREM 1.8. The mapping Π: L ,(E ) -> L (E) is surjective iff ρ is 
*
 p p 
order continuous and E has PNP. 
- * * 
Proof. Suppose ρ is order continuous and E has KNP. Take any F e L (E) 
*
 p 
and define m: Σ •+· E by 
m(A)(e) = F(e'X ) for A e Σ , e e E . 
m is countably additive, of bounded variation and y-continuous, and a(m) 
has a PN-derivative, that is in L , (see 1.1). Since E has RNP, m has a 
* p 
RN-derivative g: Ω -»• Ε , 
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(7) m(A) = В - ƒ g ά
ν
 for all A e Σ . 
A 
From fDfU] 11,2.4 we know that α(m) = ||g(")|| ρ , hence g e L ,(E ) 
Since S(E) is norm dense in L (Ε) , we get from (7) 
Ρ F(f) = В - ƒ f-g dy for all f e L (Ε) , 
Ω
 Ρ 
i.e. F = 11(g). Thus Π is surjective. 
* 
Conversely, suppose that Π is surjective. Take any φ e L and take 
*+ * 
ψ e Ε , ψ * 0 . Pick e ε E with ψ(e) = 1 .We consider φ β ψ e L (E) 
There exists g e L ,(E ) with Пд = φ β ψ . For any f e L we have 
φ(ί) = (φ ® ψ)(f-e) = (Пд)(f«e) = ƒ <д(ш),e> f(ω) αμ(ω) 
hence 
φ = ƒ <д(ш),е> (-) αμ(
ω
) c L , . 
Ω
 ρ 
* -
This shows that L = L , and therefore ρ is order continuous. 
Ρ Ρ 
* 
Now take a vector measure m: Σ •*• E which is countably additive, of 
bounded variation and μ-continuous. α(m) has a PN-derivative g with res­
pect to μ , g e L (y) . Take a strictly positive function g e ΐ£(μ) such 
that g g e L , and define G e L (E) as follows. 
er ρ ρ 
η η 
G( Σ е.«х
я
 )= Σ < f g d m / e . > 
j-1 j Aj j-1 A. 0 3 
(we use ƒ g dm as a notation for Φ(m)(g ·χ ) where Φ is the isomorphism 
Aj 0 0 Aj 
from 111,1.8). Note that 
M / g dm I I ^  ƒ g da (m) = ƒ g g dy , 
A . A . A. 
: D 3 
hence 
η η η 
|G( Γ e -χ )\ < f ( Σ ||e | |-χ )-g g dy ¿ p( Σ e-χ )-p'(gq). 
1
 j-1 З Aj Ω j=l Э Aj 0 j=l 3 A. 
Henee G is a p-continuous functional on S(E) and extends uniquely to an 
element of L (E) . Since Π is surjective there exists g e L ,(E ) with 
Пд = G. It follows easily that g m = g«y , hence m = ^ -«u , i.e. *• is the 
о g g 
*
 0 0 
RN-derivative of m. This proves that E has RNP. 
127 
§2. p-integrals 
In this section we consider a class of functionals on L (E) that act in 
*
 p 
much the same way as the elements of L do on L . This class is defined 
p,c ρ 
by means of a continuity property with respect to p-convergence. The nice 
results of this section illustrate why in L (E) we prefer p-convergence 
over o-convergence. 
DEFINITION 2.1. ( C G , J ] Θ.1) We define F € L (E) to be a ^-integral if 
from f + 0 in L (E) it follows that F(f ) -*• 0 . 
η ρ ρ η
 л 
The set of all p-integrals is denoted by L (E) 
Similarly as in C J , R ] theorem 7.3 it follows that L (E) is a band in L (E) . 
* ρ ρ ρ 
Hence any F e L (E) can be uniquely decomposed as F = F + F with 
*
 p
 * d *+ P S p * 
F e L (E) and F e (L (E) ) . For an F € L (E) the component in L (E) 
Ρ Ρ Ρ sp p x 'ρ' ρ ^ Ρ Ρ 
is given by 
(8) F (f) = inf { sup F(f ) I 0 S f + f } 
Ρ τ«,
 η
 '
 η
 Ρ 
r
 neIN 
for all f с L (E)+,and F (f) = F (f+) - F (f~) for f t L (E) arbitrary. 
P P p P P 
This follows in the same way as [J,R] theorem 7.8 . 
* 
We collect some simple properties of p-integrals. For F e L (E) we 
* Ρ 
define φ с Ε by 
F 
Ф
Е
,(е) = F(e«x
n
) for all e e E . 
PROPOSITION 2.2. ( [ G , J ] 8.2) Let F e L (E)* be given. 
+
 P P 
(a) e + 0 in E implies F(e ·χ.) -••0 for all A e Σ . 
η П А 
(b) ф
р
 € Е
с
 . 
(c) I f А. ,А„,.. in Σ are such that у (A ) ·*- 0 , then Ffe'Y ) -*· 0 for 
1 2 η A
n 
all e e E . 
(d) If A , f A . . . in Σ are pairwise disjoint, and A = U A , then 
1 2 η 
Ρ(β·χ Δ) = Σ F(e'X s ) for all e e. E . 
n=l 
A
 •-"· "
X
" V 
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Proof. Obviously (a) implies (b) and (c) implies (d). 
To prove (a), observe that e + 0 in E implies e ·γ + 0 for all A e Σ , 
η
 Γ
 η
 Л
А ρ 
so F (e ·χ,) -+- 0 for all A e Σ . 
η A 
(с) Without loss of generality we may assume that F > 0 and e > 0 . Now 
suppose (c) is false. By passing to a subsequence and renumbering after­
wards, we can arrange that F(e«x ) ^  α > 0 for all η e IN. Next, let 
A
n 
_v 
n4 < n„ < ·· in IN be such that ρ(A ) S 2 for all к e IN . 1 2 η* 
00 
Setting В = U A , it follows that В => В => ·· and ρ (В ) I 0 . Hence 
1С , η . \ ¿L К 3=к з 
е'Х 4- 0 in L (E) , so F(e«x ) ->• 0 as к -»• <» . On the other hand, 
Bk P P Bk 
F(e'x ) > F(e'x ) > α > 0 for all к e IN 
В. A—, 
к "к 
which is the desired contradiction. 
We show that p-integrals are uniquely determined by their values on S(E). 
THEOREM 2.3. ([Ο,α] 8.3) (a) If F,G e L (E) are such that F = G on S(E), 
Ρ 
then F = G . 
(b) If F' e S(E) is p-continuous and such that t ,t ,.. in S(E) and 
1
 ¿
 * 
t Ψ 0 imply F' (t ) •*• 0 , then F' extends uniquely to an element of L (E) . 
η ρ η P P 
Proof. (a) 11,4.2 shows that F = G has to hold on L (E) . Now, let 
OD 
f e L (E) be given. Setting, for η £ IN 
A = { ω e Ω | | |f (ω) | | ^  η } and f = f ·χ 
•"A 
η 
it follows that f + f . Since f e L (E) for all η , we have 
η ρ η » 
F(f) = lim F(f ) = lim G(f ) = G(f) . 
η η 
Thus F = G on L (E) and hence on the whole of L (E) . 
Ρ Ρ 
(b) Without loss of generality we may assume that F' > 0 . It follows from 
part (a) that we only have to show the existence of F . To this end, let 
G e L (E) be such that G = F' on S(E) (such a G exists by the Hahn-Banach 
p
 . * 
theorem 1,1.7). Let F be the component of G in L (E) . F is given by forinu-
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la (8). F is a p-integral and 0 <, F S F' on S(E). We claim that F = F' on 
S(E). Let e e E and A ε Σ be given. It suffices to show that 
F(e-xA) = F'(е'Хд) . 
Suppose not. Then there exist an e > 0 in IR and a sequence f ,f ,.. in 
L (E) such that 
Ρ 
0 S f + β·χ, and 0 S G(f ) s ρ'ίβ'Υ.) - 4ε for all nelN. 
η ρ Α η
 Λ
Α 
Similarly as in proposition 2.2 (c) it follows that there exists a δ > 0 
such that p(B) < 6 implies F'(e*x ) < e . For brevity, set 
В 
α = δε (ρ (0·ρ(χ
Ω
)) . 
There exists for all η с IN a t e S(E) such that 
η 
ƒ ||t (ω) - f (ω)I J du(ω) ϋ 2"η·α 
η η 
and we may assume that 0 £ t ¿ e·χ. . Observe that for u-a.e. ω e A there J
 η
 Λ
Α 
exists a subsequence (t ), _, (depending on ω) such that t (ω) ->- e ', 
njç K£IN П. 0 
since j [t (ω) - f (ω) IJ ·*• 0 μ-a.e. on fi and f (ω) + e p-a.e. on A . 
Defining, for η 6 IN, 
s = sup { t | к = l,..,n } 
it follows that 0 ^ s. S s S ·· S θ·χ, in S(E), so S + β·χ. has to hold. 
1 ¿ Α η ρ A 
Hence F'te'Xj = lim F' (s ) = lim G(s ) . 
Α η η 
Fix η с IN such that G(s ) > G(f ) + 3ε . Now observe that 
η η 
η 
ƒ ||s (ω) - f (ω) I I dp (ω) < Σ ƒ ||t (ω) - f. (ω)|| dp (ω) < α . 
η η
 к ж а 1 κ χ 
It follows that if we set В = { ω e β | |Is (ω) - f (ω)|Ι > α·δ~ }, then 
η η 
ρ(Β) < δ . Combining all this we obtain the contradiction 
3e < |G(.
n
) - G(f
n
)| S |G((s
n
 - f
n
).xB)| + |G((sn - f n)-X n x B)| ^  
s G(e«xB) + p*(G).p((sn - fn)'XfiNB) < e + p*(G)·ρ(χη)'α-δ'
1
 = 2ε 
(since G(e'XB) = F'(β·χΒ) < e). 
Hence F = F' on S(E). 
Thé following result gives a necessary and sufficient condition for the 
existence of (non-trivial) p-integrals. 
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* * 
PROPOSITION 2 .4 . ( [ G , J ] 8.4) (a) I f F e L (E) then é„ e E . Moreover, 
ρ Ρ F e 
φ
ρ
 - 0 i f f F = 0 . 
(b) L (E)* * {0} i f f E* * {0} . 
P P с 
Proof. (a) Immediate from jhroposit ion 2.2 (b) and theorem 2.3 . 
(b) From (a) i t follows t h a t L (E) * {0} impl ies E * {0} . Conversely, 
Ρ Ρ
 c 
i f E* * {0} , l e t φ e E be such t h a t φ * 0 . Take g e L , , g * 0 . Then 
с с ρ 
П(дф) e L (E) by theorem 1.4(a) and П(дф) * 0 . 
Ρ
λ
 Ρ 
Remark: theorem 1.4(a) can be reformulated t o read 
IHL , (E*)) с L (E)* . p c P P 
* 
The restriction to L (E) of the mapping Л from theorem 1.1 has some nice 
Ρ Ρ 
properties. 
* 
PROPOSITION 2.5. (a) If F e L (E) then the measure AF is countably addi-
P Ρ
 + 
tive and y-continuous. a(AF) = g«y for some g e L , and we have 
ρ'(g) = p*(F) . 
* * (b) The mapping Λ: L (E) •*· BV(E ) is an injective Riesz homomorphism. 
(note that I I · I I * is Levi, so BV(E ) is an ideal in m(E ) ). 
1
 ' ' E с с 
* 
Proof. (a) Take F e L (E) . Let A.,A_,.. in Σ be pairwise disjoint and 
Ρ Ρ 1 2 
put A = U A . For e e E 
η 
OD OD 
<е,ЛГ(А)> = F(e«x ) = Σ Ρ(β·χ ) = Σ <e,AF(A )> 
η=1 η η=1 
* 
by proposition 2.2 . Consequently, AF is w -countably additive. AF is of 
* 
bounded variation, so strongly additive. Hence there exists a φ e E such 
that lim |ΐΣ.η, AFfAj - φ|| = 0 . Then Σ." <AF(A.),e> -ν ф(е) for all 
' ' η=1 j ' ' 1 = 1 j 
e e E which shows that φ = AF(A). That AF « у now follows by using 111,1.6 
The rest of the proof is analogous to that of theorem 1.1. (c) once we have 
* 
observed that for F e L (E) 
Ρ Ρ 
p*(F) = sup { F(t) | t e S(E)+, p(t) < 1 }. 
131 
(u$e 11,4.2). 
(Ь) If F e L (E)* then (AF)(Σ) e E* by proposition 2.2 . The injectivity 
P P с 
of Л follows from theorem 2.3 and Л is linear and positive by theorem 1.1 
Take F e L (E) and А с £ . We prove that (AF) = A(F ) . 
Ρ Ρ 
(AF) + (A) = sup { (AF) (B) | В e Σ , В с A } 
+ 
+ 
For any e e E we get 
<(AF) + (A),e> = sup { <AF(Bj,e > + ·· + <AF(B ) ,e > } 
1 1 η η 
where the supremum is taken over all η e IN , Β,,,.,Β с A and e.,..,e e E 
1 η ι η 
such that e.+ ·· +e = e (by [Sch] 11,4.2 cor.l) . Hence 
ι η 
η 
<(AF)+(A),e> - sup F( Σ β.·χ
η
 ) = sup { F(t) | t e S(E) , 0 ¿ t < e-χ } 
j=i j Bj A 
= sup { F(f) | f £ L (E) , 0 <• f <• β·χ } . 
Ρ A 
This last equality holds by 11,4.2 and the fact that f is a p-integral. We 
get 
<(AF)+(A),e> = F+(e'X ) = <A(F+)(A),e> for all A e Σ , e e E+. 
Therefore, (AF) = A(F ) . 
The advantage of p-convergence over o-convergence becomes more clear during 
the study of L (E) . This band shows a behaviour that is quite similar to 
p
 Ρ * 
the behaviour of L .We want to illustrate this by generalizing some re­
sults from [L,Z 2],note VII about L . These generalizations are immedi-
p,c 
ate. One simply translates the proof of [L,Z 2] to the vector valued situ­
ation. 
THEOREM 2.6. L (E)0* = *[ (L (E) )d] . 
Ρ P P 
Proof. Copy the proof of [L,Z 2],note VII,24.2 . 
COROLLARY 2.7. L (E) = L (E)a iff L (E)* = L (E)* . 
Ρ Ρ Ρ Ρ Ρ 
THEOREM 2.8. The following statements are equivalent. 
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(i) (L (Ε)α)0 = (L (E)*)d . 
Ρ Ρ Ρ 
(ii) (L (E) ) is closed for the w -topology of L (E) 
Ρ Ρ Ρ 
(ili) (L.(Ε)α) = L (Ε) algebraically and isometrically. 
Ρ P P 
Proof. Copy the proof of [L,Z 2] note VII,24.6 . 
§3. m-integrals and their relation to vector measures 
We introduced the class of kernel operators between Banach function spaces 
in I,section 5. In the framework of Banach lattice theory, relations have 
been led between kernel operators : L -*• L and operators contained in 
r
 pl p2 
the band of L (L ,L ) generated by L . β L (see 1,5.13). 
Pj P2 P[ P2 
Nakano was the first to recognize this correspondence, thai! has been 
discussed in detail in [s]. 
A more abstract approach to this material has been followed by Nagel 
and Schlotterbeck ([N,s]) and by Vietsch ([v]). For Banach lattices E and 
+ J J JL /ЯЛ V* 
F, F order complete, the bands (E rç F) and (Ε β F) in L (E,F) were 
η 
studied. 
* * 
It is in this connection that we introduce the band L (E) of L (E) . 
ρ m ρ 
We study its relati  to vector measures in this section and to operators
in section 4. Theorem 
theory sketched above. 
4.5 shows most directly how L (E) fits into the 
ρ m 
DEFINITION 3.1. L (E) is the band in L (E) generated by П(Ь .(E*)). 
ρ m ρ ρ ' с 
The elements of this band are named m—intégrais. 
From theorem 1.4(a) we infer that L (E) с L (E) . The tensor product 
* Ρ
 m
 Ρ *P 
L , β E can be canonically embedded into L ,(E ) (see section 1) and, P' с ρ' с 
via Π , it becomes a subspace of L (E) .Tog®<t>€L , β Ε corresponds 
thè functional G with 
G(f) = ƒ (φ » f)(
u
).g(u)) αμ(ω) for f e L (E) . 
Ω
 P 
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PROPOSITION 3.2. L (E)* is the band In L (E)* generated by L , β E* . 
ρ m ρ ρ' с 
Proof. Let g + 0 in L ,(E ). Then for any f e L (E) 
η ρ p c ρ 
(Hg )(f) = ƒ <g (ti)),f(iü)> αμ(ω) + 0 , 
η η 
since g (ω) + 0 for μ-a.e. ω e П. Hence Пд - + 0 in L (E) . The proposition 
η
 Λ
 η ρ 
follows from the fact that L ,(E ) с L,(E ) and from 11,4.2 plus the remark 
ρ с l e 
following it. 
DEFINITION 3.3. M (E ) = { ν e BV(E ) П CA(E ) 1 V £ ca,(E ) and 
ρ С С С 1 С 
ν satisfies (5) } 
(for the definition of ca.(E ) see III,section 7). 
ι с 
Related to and in a sense a refinement of proposition 2.5 is 
ie it 
THEOREM 3.4. The Riesz spaces L (E) and Μ (E ) are Riesz isomorphic. 
ρ ш p c 
* * * 
Proof. From proposition 2.5 we get that Λ: L (E) ·»- BV(E ) η CA(E ) is an 
^ *^ ρ ρ с с 
injective Riesz homomorphism and from theorem 1.1 that A(F) satisfies (5) 
* 
for any F e L (E) . 
Ρ 
Also, if 0 £ F + F in L (E) then 0 S A(F ) + A(F) in BV(E*). If 
*+
 τ p
 Ρ
 τ c 
φ e E and g e L , , g S 0 , then 
с ρ 
Л (g β φ) (Α) = (ƒ g dp) ·φ for all A e Σ . 
Hence 
Л(д β φ) с ca.(Ε ) + , во Л(д β φ) e Μ (E ) + . 
l e ρ с
 χ 
* * 
Thus, by the observations made above, Λ maps L (E) into Μ (E ). There re-
p m p c 
mains the surjectivity. 
* + 
Choose g e L , such that д(ш) > 0 for all ω с Ω . First, let ν e Μ (E ) p
 *+ P c 
be such that there exists a φ £ E with 
с 
(9) 0 ϋ v(A) s (ƒ g άν)·φ for all A e E . 
A 
Let F e S(E) be given by (4) and put G = g β φ e L (E) . Then 
ν ρ m 
0 á F s G on S(E). So F has an extension (denoted by F) to the whole of 
L (E) such that 0 ^ F й G . Then F e L (E)* . It will be clear that AF = ν . 
Ρ ρ m 
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Next, let ν e Μ (E ) be given. By 111,7.3 and the fact that g is a weak 
Ρ с 
order unit in L , there are ν (ne IN) satisfying (9) such that p
 η * ' 
0 ^ ν + ν . Let F be the element in L (E) with A(F ) = ν . Then 
η η ρ m η η 
О <• F4 < F0 < ·· and p*(F ) < С for ail η € IN 1 2 η 
(since ν satisfies (5) ),where С = ρ (α(ν)). Since any norm bounded increa­
sing sequence of positive elements in the dual of a Banach lattice has a 
*+ 
supremum it follows that there exists an F e L (E) such that F τ F . 
ρ η 
* * 
F e L (E) because L (E) is a band and clearly Λ(F) = ν . 
ρ m ρ m 
The definition of L (E) is of course rather unsatisfactory but we can say 
ρ m 
more. 
THEOREM 3.5. ([G,J] Θ.7) If E* = E* , then L (E)* = L (E) * . 
e n ρ m ρ ρ 
*+ Proof. Let F e L (E) , F * 0 , be given. It suffices to show that there 
p P
 *+ 
exists an element G of L (E) , 0 * 0 , such that G ^  F . To this end, 
p m 
choose g e L , with g(ω) > 0 for all ω € Ω and set 
F'(f) = f <f> (f(co))'gU) 'dp(ω) . 
Γ 
Clearly F' e L (E) + , F' * 0 . Next, define G = F Л F' .It remains to p m 
show that G * 0 . 
*+ + 
As φ e E , there exists an e e Ε , φ (e ) = 1 , such that ф„(е) > О 
F η О г о F 
f o r a l l e e E , 0 < e S e 
о 
Now assume that G = 0 . In particular G(e ·χ ) = 0 . Thus, for all neIN 
there exists an f e L (E) such that 
η ρ 
0 S f S e ·χ ; F(f ) < 2~П~1 ; Ρ'(e ·χ - f ) < 2~П~1 . 
η o ¡i η O ili η 
S e t t i n g g = s u p { f | n = l , . . , k } , we h a v e 0 S g S g S » « < e ·χ a n d 
K. TX Í £ O ìb 
k
 - k - 1 
0 < F ( g k ) £ Σ F ( f n ) < h ; F ' ^ ^ - g ^ S 2 f o r a l l к e IN. 
-η. n = l 
Thus 
l i m ƒ Φ,,ίβ · χ
η
( ω ) - g. (u)))'g(ci>) du (ω) = l i m F ' (e «χ,. - g . ) = 0 
, . Г О & ь К , . Ο & ί Κ 
к-*» к-х» 
which shows t h a t ф
І ?(д. (ω)) + Ф„(е ) = 1 a s к -ν « , f o r y - a . e . ω e Ω . 
F Je F О 
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Hence g. (ω) + e for μ-a.e. ω e Ω . It follows that g, + e ·γ in L (Ε), 
к о κ ρ ο α ρ 
so 
h à lim F(gk) = Ρ(β
ο
·χ
Ω
) = ф
р
(е
о
) = 1 . 
This is impossible. Thus G * 0 . 
In general we can also give a useful characterization of L (E) 
3
 ρ m 
THEOREM 3.6. ([G,J] 8.8) The statements (i) and (ii) are equivalent. 
(i) F ε L (E)* . 
ρ m 
( i i ) F e L (E)* . I f f , , f . , . , in L (E) are such t h a t β ·χ„ S f > 0 for 
ρ ρ ι ¿ ρ ¡ ¿ η 
some e e Ε+ and for a l l η e IN , and i f f ·£ 0 , then F(f ) ·*• 0 . 
η * η 
(Fecali that f + 0 iff lim ||в - ƒ f dp|| = 0 for all A e Σ .) 
η-*« А 
Proof. For brevity, write 
L (E)* = { F e L (E)* I F satisfies (ii) } . 
p k p p ' 
* le 
Again standard techniques show that L (E). is a band in L (E) . Clearly 
ρ k Ρ Ρ 
* * * 
every F e L (E) of the form g β φ with g e L , , φ e E is in L (E) . Thus 
Ρ Ρ С ρ it 
L (Ε)* с L (E)* . 
ρ m p k 
Conversely, let F e L (E), be given. Suppose that F / L (E) . Then 
Λ
 ρ k ρ m 
ν = AF ¿ M (E ) (by theorem 3.4) , so 
Ρ с 
φ = inf sup v(A) > 0 in E . 
0
 ε>0 ρ(Α)<ε c 
Let e e E be such that φ (e) = 1 . Then for all k e IN there exist 
k k A. ,..,A „ . in Σ such that 1 n(k) 
<e, sup v(A^)> ä h and μ (A1?) < k"1 (j = 1,.. ,n(k) ) . 
j=l,..,n(k) J J 
k + 
Hence, for k e IN there exist e in E (j = l,..,n(k) ) such that 
n(k) n(k) 
Σ e'? = e ; Σ <e^,v(AJ:)> * h . 
j=l З j-1 3 Э 
Next, for k e IN , set 
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η (к) 
*к
 = Σ ei , xA k • 
к
 j-l 3 Aj 
It follows that 0 < t s e*X 0
 f o r all к e IN. Furthermore, 
n ( k )
 к к -1 O á B - / t d y = Σ e.-y(A^) < к «e , 
so t, ·»• 0 . Thus we obtain the contradiction 
n ( k )
 к к 
О = lim F(t ) = lim Σ <e ,v(A )> >. k , 
k-w K k-x» j=i 3 D 
yielding ν e M (E*) or F e L (E)* . 
-
1
 ρ с ρ m 
* 
The following result emphasizes once more the importance of L (E) . We 
* * 
know already that Π: L . (E ) -*• L (E) is an isometric Riesz homomorphism. 
ρ с ρ m 
THEOREM 3.7. ([G,J] 8.9) Suppose Ω contains an atomless set of positive 
* * * 
measure. Π: L , (E ) -»• L (E) is surjective iff E has order continuous 
ρ' с ρ m с 
norm. 
* 
Proof. Observe that E has order continuous norm iff it does not contain 
с 
a copy of с , since | | · | | _ * is Levi. Therefore, the theorem is an inmediate 
Ο E 
consequence of theorem 3.4 and 111,7.5 . 
Using the characterization of L (E) from theorem 3.6 we shall now present 
*
 p m
 * 
an example where L (E) is strictly included in L (E) . 
ρ m
 J
 P P 
EXAMPLE 3.8. Let Ω be the interval [0,1] provided with the Lebesgue mea­
sure λ . Furthermore, let E be the space L (λ) , i.e. the space of all 
bounded real-valued measurable functions (not equivalence classes) on [0,1] 
equipped with the supremum norm ||·(|
e
. Clearly any f e i (E) can be viewed 
as a real-valued function £(ω,ω) on [0,1] χ [0,1]. It is also clear that if 
t e 5(E) , then ω •*• t((o,iü) is λ-measurable on [0,1] . Hence, if f e L (E), 
then ω •*• f (ω,ω) is a member of L (λ) . Thus we can define 
F' (f) = ƒ f (ω,ω) αλ (ω) for all f e L (E). 
Since F' = 0 on N(E), F' induces a positive element F in the order dual of 
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Now observe that f + 0 in L.(E) implies f (ω,ω) + 0 for λ-a.e. 
η ρ 1 , * -
ω e [0,1] for any choice of représentants for the f 's. Hence F e L (E) . 
Next, for η e IN, define е ^ = Xj-
 ( k 2-
n
,k-2-n) f o r k = 1"-' 2 П 
and define t : [0,1] -»• E by 
η 
2 n 
t n =
 k-1 п'к"ХПк-1)-2-п,к.2"п) 
Then t
n
 ^ 0 , 0 ¿ tn < 1-X[0rl] (where 1 = X [ 0 r l ] e E) , but 
F(t ) = ƒ t (ω,ω) dX((i)) = ƒ 1 dX(io) = 1 for all η e IN . 
n
 Ω
 n
 fi 
Hence F έ L.(E) , so L4(E) is strictly included in L.(E) . 1 m 1 m l p 
Also observe that in the present case E is a (non-trivial) AL-space 
c
 * * 
and, therefore, has order continuous norm, so L (E ) - L,(E) by th. 3.7 . 
м с l m 
We proved that L (E) = L (E)* if E* = E . In [J 1] and [J 3] 4.3 , it was 
*
p m p P G n * * 
shown that if E has RNP, then again L (E) = L (E) (this follows also 
с ρ m ρ ρ 
from our reflections at the end of section 4). 
We want to show by some examples that these two conditions on E are 
independant. 
EXAMPLE 3.9. (a) If E = L [0,1] then E* = E « L4[0,1] , which does not 
co
 с η 1 
have RNP. 
(b) Let X be an uncountable discrete topological space. Let X be the one-
point compactification of X. We denote the infinite point that is added to 
X by «> . Let F be the Banach lattice C(X ) provided with the supremum norm. 
The point evaluations δ for χ e X are elements of F while the point eva-
*
 x
 *
 n 
luation δ is in F but not in F . Furthermore, 'IL· is absolutely con-
ш c n
 I I I I p 
tinuous, so F* = F* (see [L,Z 2] noteIX,29.11). 
с 
Using the fact that any functional on F can be represented by a regular 
Borei measure on X^ and that all compact sets of X are finite, it follows 
* * 
that F = 1.(X ). Hence F has RNP. 
1 « с 
(с) If we take the Banach lattice E 9 F , 
E « F = { (e,f) 1 e e E , f e F } 
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normed by | | ( e , f ) | | = ( | | е | | ^ + | | f | | J ) h , t h e n (E Φ F ) * = Ε* Φ F * , 
(Ε β F ) * = Ε* Φ F* , (Ε θ F } * = Ε Φ F * , so n e i t h e r i s (Ε Φ F) = (Ε Φ F) 
c c c n n n с η 
n o r d o e s (Ε Φ F) have RNP. But s i n c e L ( E ) * = L (E) and L (F) = L (F) 
с p p p m p p p m 
we have L (Ε Φ F) = L (Ε) Φ L (F) = L (Ε Φ F) 
Ρ P P P P P P m 
§4. m-integrals and operators 
* 
In this section we continue to investigate the linear operators Τ: L -»-E 
that are induced by elements of L (E) and L (E) . As starting point we have 
*
 p
 1 p * p m 
the surjection Γ from L (E) onto L (L ,E ) , as described in theorem 1.2 . 
Our first result tells something more about the elements of r(L (E) ) . 
* 
PROPOSITION 4.1. Let F e L (E) . Then Γ(F) is an order continuous operator 
Ρ Ρ 
from L into E* . Moreover ||r(F)|L = p*(F) and Г: L (E)* -»• L (L ,E*) 
P С ι ι ι ι д_ f P P PC 
is a Riesz homomorphism. 
Proof. The proof is a complete analogue of the proof of proposition 2.5 , 
* 
except for the order continuity of r(F) . But if F e L (E) , f Ψ 0 in L 
+
 p
*
 p n p 
and e e E , then F(f ·β) Ψ 0 . Hence (TF)(f ) Ψ 0 in E . Because L is 
η n e p 
super Dedekind complete this implies that TF is order continuous. 
The mapping from proposition 4.1 need not be surjective as the following 
example shows. 
EXAMPLE 4.2. For the measure space we take [0,1] with the Lebesgue mea­
sure. As Banach lattice we take L^Co,!] and we take ρ = | | · | |.. . Then 
L
m
 =
 L
„
 =
 L.C0,1]. Hence L,(LJ = L,(L ) and Γ maps this set into 
«fC »,η 1 1 β» ρ 1 « m г
L V ^ L ^ = UL^LJ) . 
From theorem 4.6 we get that HL,(L ) ) = I (L,,L ) = the set of all 
1 · ρ 1 J 
kernel operators L ->• L . Now it is known ([s], 9.1) that Id:L -*• L is 
disjoint with all kernel operators, so r(L4(L ) ) * L(L.,L,). 
1 <"> ρ 1 1 
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In order to describe the range of Γ we introduce the class of so-called 
abstract kernel operators. 
DEFINITION 4.3. If E and F are Banach lattices, F being order complete, 
к then L (E,F), the set of the abstract kernel operators, is the band in 
τ * к * dd 
L (E,F) generated by E ® F , i.e. L (E,F) = (Ε β F) . 
For brevity we write 
Lk'1(E,F) = Lk(E,F) η ^(Ε,Γ) . 
(this set is the generalization of the space of kernel operators of finite 
double norm, also called Hille-Tamarkin operators (see [Sch] IV,example 8.2)) 
,k * 
We first present a characterization of the elements of L (L ,E ) that gene-
P с 
ralizes [s] 5.1 and Cv] 6.2 . 
THEOREM 4.4. ([G,j] 9.2) Let Τ e Lr(L ,E ) be given. Then the following 
Ρ с 
statements are equivalent. 
(i) Τ e Lk(L ,E*). 
Ρ с 
(ii) Τ satisfies (a) and (b) below. 
f + 0 in 
η 
continuous) 
)  í.  ,Ε , 
 
¡а  а 
(a)    L+ inrolies ІТІ(f ) + 0 in E ( i . e . Τ i s o r d e r 
ρ ' ' η с 
(Ь) Α ,Α ,.. in Σ and у (A ) ·*• 0 implies |τ|(χ ) •*• 0 in E 
1 Ζ η Α_ ι V с 
Proof. (i) «* (ii) Observe that the collection of all S e L (L ,Ε ) that 
* *
p c 
satisfy (a) and (b) is a band. Furthermore, every S e L β E satisfies 
к * ρ,η с 
(a) and (b) so if Τ e L (L E ), then Τ satisfies (a) and (b). 
p, с 
(ii) -* (i) Assume that Τ satisfies (a) and (b). Without loss of generality 
we may assume that Τ > 0 . Since L is super Dedekind complete it follows 
already from (a) that Τ is order continuous. 
Next, let f e L be given and let A. ,A„,.. in Σ be such that ν (A ) -»• 0 . 
ρ i ¿ η 
Defining f. = f л (k'XjJ for all к e IN , we have f + f , so Τ (f.) + Tf . 
Also, by (b), for fixed к we have 
T(f k'X A ) -*• 0 as η 
η 
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Now 
О < Τ (f· γ ) S Τ (f - f, ) + Τ (f, ·γ, ) for all к,η e IN , 
Л
А к к
 Л
А 
η η 
so 
О < inf { sup { T(f«x ) J η 2: ρ } | ρ с IN } S T(f - f ) for all 
n
 к € IN. 
* 
This shows that T(f»Y. ) ·* 0 as η -•• ·» in E AA β с 
η
 d d 
This fact will be used to show that Τ e (L β E ) .To this end, let 
Ρ с 
f e L and φ e(E ) be given. By [Seh] IV,9.6 we have to show that the 
ρ e n 
bicomposition 
Т^ Г- (L ) •*• (Ε* φ) f,φ ρ f с 
is nuclear (for the terminology see Tsch] page 286). 
Observe that there are measure spaces (Ω.,Σ ,μ ) (i =1,2) such that 
(L ) , = L (v.) and (Ε ,φ) = L.(y.) , where we can choose Ω4 = Ω , Σ. = Σ 
ρ f «ο 1 С І 2 1 1 
* * 
and μ (Α) = ƒ f dy for A e Σ . Since the mapping j :E -> (Ε ,φ) is order 
A 
continuous , it follows from the above observations that if A.,A ,.. in Σ 
are such that y. (A ) ->• 0 then 
1 η 
T
<r Α(ΧΛ ) = JA 0 T ( f , X » ) •*• 0 as η ->• » . 
t ,φ Α φ A ° 
η η 
Hence, by [s] 7.3 , T_ , is a kernel operator from L (y.) into L,(y.) . It 
f, φ ш 1 1 ζ 
г -, * dd follows from LSchJ exercise IV,23 , that T^ . is nuclear , so Τ e (L ® E ) f ,ф p c 
F i n a l l y , s i n c e Τ i s order cont inuous, we even have 
T e a , ® E * ) d d - Lk(L ,E*) . 
ρ ' с P c 
Now we сап describe the image of L (E) under the map Г . 
ρ m 
THEOREM 4 . 5 . ( [ G , J ] 9.3) Γ gives a Riesz isomorphism of L (E) onto 
, k , l * * p M m i i L (L ,E ) and an isometry with r e s p e c t t o the norms ρ and · , . Thus 
ρ с 1 
we have 
* * і к . І * 
M (E ) = L (E) = L ' a ,Ε ) . p c ρ m p c 
* k l * 
Proof. By proposition 4.1 we only have to show that r(L (E) ) = L ' (L ,E ) 
ρ m p c 
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"к ie 
and we have the isomorphism M (E ) = L (E) (theorem 3.4) to help us. 
ρ с ρ m 
* к * Since r(L , β E 1 с L (L ,Ε ) and Γ is clearly order continuous we get 
Ρ ' с p c 
that r(L (E)*) с f ' 1 lb ,Ε*) . 
Ρ Ш Ρ
 ιΛ
 η 
Conversely, let T e i ' (L ,Ε ) be given. If t e S(E) , t = Σ β.·χ , 
P C j = l ·' j 
s e t η 
F ' ( t ) = Ζ <e.,Tx > . 
j - i J 3 
~
 n
 * 
Then F' e S(E)~+ and \F4t)\ < Σ | | τ ( χ · | Ι β 4 Ι Ι > ! Ι · Since Τ i s с . a . s . 
3-1 j ^ 
we have |F'(t)| < ||τ|| ·Ρ( ς ||е ||.χ ) = ||τ|| .p(t) 
1
 j=l J Aj i 
*+ 
so F' is p-continuous. Hence F' has an extension F to L (E) . It remains 
* Ρ 
to show that we can choose F e L (E) . 
ρ m 
n 
Now observe t h a t I f T i s i n L . e E , T = Σ φ. β g. , then F can 
be teiken as 
η 
F (f) = Σ ƒ φ. (f (ω)) «g (ω) dy(ü>) for all f e L (E) , 
j=l э 3 Ρ 
so F e L (E)* in that case. Thus, if Τ is dominated by an element of 
ρ m 
* * 
L , β E it also follows that F can be chosen in L (E) . By theorem 2.3 (i) 
ρ с ρ m 
this choice is uniquely determined. 
Finally, for Τ arbitrary, there exist Τ ^ 0 , each Τ dominated by an 
* *+ 
element of L , ® E and Τ + Τ . Then choose F e L (E) such that 
ρ' с τ τ ρ m 
Γ(F ) = Τ . This can be done by the above observations. The set {F } is 
τ τ τ 
directed upwards and ρ (F ) = ||т || ¿ ||τ|| for all τ , so 
r i *+ 
F = sup IF t exists in L (E) » and clearly Γ(F) = Τ , which proves the 
τ ρ m 
surjectivity. 
We end this chapter by some remarks which are related to the Radon-Nikodym 
property. In III, section 7 we defined BNP for a Banach space X. It is easy 
to translate this property as follows (see [D,u] 111,1.5) . 
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THEOREM 4.6. A Banach space X has RNP with respect to (Ω,Σ,μ) iff for 
every Τ e L(L·.(μ),X) there exists a function f e L (μ,Χ) such that 
(10) Tg = В - ff'g d\i for all g e L. (μ) . 
Note that formula (10) yields an embedding L^X) -»• L(L.,X) . Denote it by 
J. Theorem 4.6 can be read as: A Banach space X has RNP with respect to 
(Ω,Σ,μ) iff J: L (μ,Χ) -»• 1.(1. (μ),X) is surjective. 
RNP with respect to a purely atomic measure space is not an interesting 
property. Therefore we assume that the measure space (Ω,Σ,μ) contains an 
atomless set of positive measure. 
* 
We want to consider the special case that X = E where E is a Banach 
* *
 c 
lattice. Then the map J: L (E ) ->· L(L. ,E ) can be decomposed in the follo-00
 с 1 c 
wing way. 
π i n c i г 
J : L ( E * ) -»• L. ( E ) * с L. ( E ) * -»- L ( L . , E * ) . 
ш
с l m i p 1 c 
* 
We see: E has RNP iff all three components of J are surjective. 
с 
A direct consequence is 
COROLLARY 4.7. (see also СJ 1] and [j 3] 4.3) If E has RNP then 
c 
L. (E) = L. (E) . 
1 m l p 
* * * 
In theorem 3.7 we proved that П: L (E ) -»• L. (E) is surjective iff E 
00
 с 1 m с 
has order continuous norm (under the assumption that (Ω,Σ,μ) is not purely 
atomic). Now we shall present a result about the surjectivity of 
Γ: L. (E)* -У i.(L.
 fE*) . 1 ρ 1 С 
Let ρ be an order continuous function norm on Β(Ω,Σ,μ) with ρ(χ ) < œ . 
LEMMA 4.8. If E e (L (E)*) ,then Γ(Ε) maps L into (Ε β) 0 . 
P P Ρ 
* 
Proof. Take F e L (E) .We know that 
Ρ Ρ 
0
_ * d-, α a [(L (Ε) )α] = L (E)" = L (E ) 
P P Ρ Ρ 
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by theorem 2.6 , II theorem 5.6 and the order continuity of ρ . Then 
<(rF)(f),e> = F(f'e) = 0 for every f e L and e e Ε , 
Ρ 
since f-e e L (Ea). Hence (FF) (f) e (Ea) " for every f e L . 
Ρ Ρ 
Since Γ: L (E)* ->• L (L ,E*) is surjective and Γ (L (E)*) с L (L ,E*) we 
Ρ Ρ Ρ Ρ Ρ с 
obtain 
COROLLARY 4.9. If (E*) " = E then Г: L (E) •*• L (L ,E ) is surjective. 
s Ρ Ρ p c 
Taking ρ = II'IL gives the result we had in mind, since L(L ,E ) = L (L.jE ), 
Finally we remark that corollary 4.9 combined with theorem 4.5 gives us a 
generalization of [s], 8.4 . 
a
 ο
 * COROLLARY 4.10. Let E be a Banach lattice such that (E ) = E and such 
s 
* * ir it 
that L.(E) = L.(E) (for example if E = E ) . Iben every element of 1 ρ 1 m e n 
L(L.,E ) is an abstract kernel operator. 
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CHAPTER V 
REPRESENTABLE OPERATORS 
In this final chapter we want to give some applications of the techniques 
and results that are developed by now. We study operators which are closely 
related to kernel operators between Banach function spaces, namely mappings 
from a Banach function space to a general Banach space that are given by 
means of a Bochner or Pettis integral. 
We are particularly interested in the situation when the range space is 
a Banach lattice and study the order structure of the space of these opera­
tors. The results we obtain are applied to describe the order structure of 
the space W(L (μ) /E) of all weakly compact operators L. (μ) •*• E. 
In the last section of this chapter we briefly consider compactness of 
representable operators; the main result is a compactness criterion closely 
related to similar criteria for kernel operatore between Banach function 
spaces. 
Part of this chapter is inspired by an article of J.J.Uhi ([U]). But he 
considered only a restricted class of function norms and he excluded for 
example | | · | | .We prove some refinements of his results in the sections 
2 and 4. 
We want to remark that no piece of research is ever completely finished. 
That surely holds for this chapter. When we decided to start writing this 
thesis a number of interesting questions remained open. Most of them are 
unanswered not because they are too difficult, but because we did not have 
time to study them properly. However,we feel that they can lead to interes-
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ting results by means of a reasonable amount of work. Therefore we make 
suggestions and pose questions throughout this chapter as a starting point 
for further research. 
We fix some notations. Throughout this chapter (Ω,Σ,ρ) is a complete mea­
sure space with 0 < y(fì) < » . We assume that Ω is not the union of finitely 
many atoms, ρ is a function norm on the space of y-measurable functions such 
that P(X0) * " and ρ has the Riesz-Fischer property. X denotes a nontrivial 
Banach space, E a nontrivial Banach lattice. 
§1. Introduction to representable operators 
Let us start with the definition of the kind of operators we want to study. 
DEFINITION 1.1. An operator T: L -»• X is called B-representable if there 
exists a strongly measurable function g: Ω -»• X such that 
Tf = В - ƒ fg dp for every f e L 
An operator Τ: L -»• X is called P-repreeentable if there exists a strongly 
measurable function g: Ω -»• X such that 
Tf = Ρ - ƒ fg dp for every f e L 
A number of simple remarks to start with. The set of all B-repreεentable 
operators L -*• X will be denoted by B(L ,X) , that of the P-representable 
operators by P(L ,X) . B(L ,X) and P(L ,X) are linear subspaces of L(L ,X) 
Ρ Ρ Ρ Ρ 
and B(L ,X) с p(L ,Χ) . 
Ρ Ρ 
The function g that represents such an operator Τ is μ-a.e. uniquely 
determined. Indeed, if V-f fg dp = 0 for every f e L , then Ρ-/ g dp = О 
A 
for every A e Σ , hence 
В - ƒ g dp - 0 for every A e Σ , η e IN. 
АПС||g|I Sn] 
So g = 0 p-a.e. by corollary 1.10 of chapter II. The function g that repre­
sents Τ is called the kernel of the operator T. The connection between re-
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presentable operators and the classical kernel operators is given in theo­
rem 1.7 and corollary 1.8 . 
If Τ is B-representabla with kernel g, then ƒ | f | (ω) · | |g(iü) | | dp (ω) < » 
for every f e L , hence I|g(·)I 1 e L . , i.e. g e L .(Χ). Conversely, if 
ρ ρ ρ 
g £ L ,(X) then fg is Bochner integrable for every f e L and 
I|в - / fg dp I I á pCfJ'p'íg) / hence g is the kernel of a B-representable 
operator. 
If g: Ω -»• X is strongly measurable and P- ƒ fg dp exists for every 
f £ L , then by the closed graph theorem,!: f ·»• Ρ-/ f g dp for f ε L is 
Ρ Ρ 
an element of L(L ,X). For a P-representable T: L -> X with kernel g, 
Ρ * Ρ 
φ
 β
 g e L , for every φ e Χ . However, in general it is not true that a 
Ρ * 
strongly measurable g: Ω -*• X with φ о g ε L , for every φ ε X induces an 
element of P(L ,X). 
Ρ 
If Τ e P(L ,X) with kernel g, then 
Ρ 
||τ|| = sup { ρ·(φ о g) Ι φ ε Χ*, ||φ||* s 1 } 
If Τ e P(L ,Χ) , then Τ (Χ ) с L , . Indeed, take φ ε Χ and take f J· О 
ρ * ρ *
 η 
in L . Then (Τ è\(f ) •= φ (Tf ) = ƒ φ » g-f dp . Hence (Τ φ) (f ) •*• О 
ρ η η η η 
by Lebesgue's theorem. 
The following relation exists between B(L ,X) and Ρ(L ,X). 
Ρ Ρ 
PROPOSITION 1.2. (a) Take Τ ε P(L ,Χ). Τ ε B(L ,Χ) iff Τ is ca*, ε. 
Ρ Ρ 
(b) For Τ ε B(L ,Χ) with kernel g, ||τ|| = ρ'(g) . 
(see I,section 5 for the definitions of c.a.s. and | | · | |. ) . 
Proof. Take Τ ε P(L ,Χ). Let g be its kernel. If Τ ε B(L ,Χ) then 
P P 
g ε L .(X) and for f ε L we have 
Ρ' Ρ 
f|Tf|| S ƒ ||g(ù>)|Hf(ci>)| dp (ω) . 
Ω 
Hence Τ is c.a.s. and [|τ|| ^ ρ'(g) (by 1,5.10). 
Conversely, suppose Τ is c.a.s. Take f e L and define a vector measure 
m: Σ •*• X by 
m(A) = T(f«x ) = Ρ - ƒ fg dp for Α ε Σ . 
A
 A 
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Since Τ is c.a.s., m is of bounded variation and a(m)(fi) <, ||τ|| ·ρ(£) . 
Put A = { ω e Ω J J f (ωΐ | · | | g (ω) | | <, η } . Then 
a(m)(A
n
) = ƒ |f (ω) | · | |g(u) | | а Ы) < a (m) (Ω) for all η e IN. 
A
n 
Hence fg e L (Xl and ƒ |f|«||g|| dp = a(ml(Ω) S ||τ|| ·ρ(ί). This shows us 
that Tf = В - ƒ fg dp for every f e L and ρ ' (g) ¿ I M 11 · 
COROLLARY 1.3. B(L ,Χ) = P(L ,Χ). 
In this context the following question arises. Does the equality 
B(L ,X) = P(L ,X) hold iff L = L. or X is an AL-space? 
Ρ Ρ p i 
We are mainly- interested in representable operators with values in a Banach 
lattice E, and start by describing the behaviour of B(L ,E) with respect 
Ρ 
to the ordering of L(L ,E). 
If Τ e B(L ,E) with kernel g, then g e L .(E), hence |q| also induces 
Ρ Ρ 
an element S of B(L ,E). One easily sees that S > ±T , so Τ is regular. We 
shall prove that S is the modulus of Τ in L (L ,E). Note that we do not 
Ρ 
assume E to be order complete. 
THEOREM 1.4. Let Τ e B(L ,E) with kernel g be given. Then Τ has a modulus 
in L (L ,El , and |T| is the operator represented by |g| . 
Proof. For g e L ,(E) we denote by Τ the element of B(L ,E) which has g 
Ρ g Ρ 
as its kernel. 
Take g e L ,(E). As we have already remarked, Τ ι ι is an upper bound 
for ±T . We have to show that it is the least upper bound. This conclusion 
is elementary in case g is a step function. But in general S(E) η L ,(E) is 
not norm dense in L ,(Ε), so we still have work to do. 
Ρ 
Note, however, that S(E) is norm dense in L.(E). Hence, for к € L (E) 
there are step functions t ,t2,.. with ¡(t - k| L -*• 0 . Since 
IІТ- - Τ M £ ||t - k|| we get from 1,5.6 : for any к e L (E) the ope-
η 
rator Τ e BfL^.E) has a modulus in Lr(L ,E), namély |τ | = Τι ι . 
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г + 
If now U e L (L ,E) is an upper bound for ±T , take f e L and define 
ρ g Ρ 
U, : L ->- E by 
1 OO 
U.(h) = U(fh} for h e L . 
1 " > 
Then U i s an upper bound for ±T i n U L ^ E } , hence U > | т | = T f l l · 
In p a r t i c u l a r U (χ 1 > Τ ι ι (χ ) , i . e . U(fl S Τι ι ( f ) . This shows us t h a t 
Τι ι i s the l e a s t upper bound for ±T i n L (L ,E) . 
|g| g p 
COROLLARY 1.5. В(L ,E) is a sublattice of the partially ordered space 
r
 Ρ 
L (L ,E). With this ordering B(L ,E) is Riesz isomorphic to L ,(E). 
The following result is a straightforward translation of 111,7.4. 
THEOREM 1.6. Suppose Ω contains an atomless set of positive measure. 
Suppose E is order complete. Then B(L ,E) is an ideal in L (L ,E) iff E 
has order continuous norm. 
Proof. (i) Suppose E has order continuous norm. Take g e L ,(E) . Let 
Τ e B(L ,E) be represented by g and take S e· L (L ,E) with 0 < S < Τ . 
Ρ Ρ 
We define m: Σ -> Ε by m (A) = S (χ ) for A e ΐ . Since 0 < m (A) <, В-f g dp 
A
 Д 
for ail A e Σ and E has order continuous norm, by 111,7.4 m has a 
RN-derivative g . 0 < g < g , so g. e L ,(E). 
By the definition of m, S(t) = В - ƒ tg dji for step functions t. If 
now f e L , take step functions 0 ^  t. < t. < ·· + f . Then 
ρ ι ζ 
ο s ||s(f - t
n
)|| * ||в - ƒ g(f - t
n
) dp|| s ƒ ||g||.(f - t
n
) dp + ο , 
so St ->• Sf in norm. 
η 
Also St = В - ƒ t «g. d\i •*• В - ƒ fg. dy in norm. Thus S is B-represen-
table by g.. Combining this with theorem 1.4 yields that B(L ,E) is an ideal 
r
 1 p 
in Lr(L ,E). 
P 
(ii) Suppose B(L ,E) is an ideal in L (L ,E). Take g e L (E) and 
m e BV(E) Π ca (E) with 0 ^  m ¿ дф\і . According to 111,7.4 we are done if we 
show that m has a RN-derivative. 
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Take a measurable function f : Ω -*• IR with f (ω) > 0 for all ω e Ω and 
о о 
such that f g e L .(E). Define 
ο Ρ 
η η 
S( Σ λ.·χ
Α
 ) = Σ λ (f
o
m) (Α ) for λ1,..,λη e IR , A j , . . ^ e Σ . 
j = l j j=l 
Since О < f m ^ f gv » we can extend S to an element S of L (L ,E) with 
ο ο ρ 
О й S ¿ Т^ (Т_ is the operator that is B-represented by f g). 
о о 
By our assumption there is an h e L ,(Ε) such that Sf = В - ƒ fh dp for 
V» h 
all f e L . This implies f m = hu, so m = — 'V i -τ is the desired 
ρ
 r
 o f f 
о о RN-derivative for m . 
Remark. If the measure space is purely atomic, then B(L ,E) always is an 
ideal in Lr(L ,E). 
P 
We may assume that Ω = { ω I n e IN} with ρ({ω }) > 0 for η e IN. 
η η 
AD 
Let g e L , (E) , g = Σ g ·χ, ·, , represent Τ and let 0 < S < Τ in L (L ,Ε) 3
 ρ' ^ , η ίω s
 r
 ρ 
η=1 η «ο 
Put s = S (χ г -,) . Then 0 ^  s :' g , so if h = Σ s -χ,- ·, , then 
η
 Λ{ω } η η , η Ήω } 
η η=1 η 
0 £ h < g . One easily shows that S is B-representable by h. Therefore, 
S e B(L ,Ε). 
Ρ 
We end this introduction by looking into the connection between represen-
table operators and kernel operators (recall I,section 5 where kernel ope­
rators were introduced). 
This connection is given by a result of N.Dunford. In fDu] he proved ,a 
theorem for [0,1] with the Lebesgue measure, but the proof works in fact 
for any pair of finite measure spaces as already noted in Гви,РІ . This 
yields 
THEOREM 1.7. (Dunford) Suppose (Ω ,Σ ,μ ) and (Ω2,Σ ,ρ ) are finite mea­
sure spaces, and L is a Banach function space on Ω. . f : Ω. •*• L is 
Ρ 2 1 ρ 
strongly measurable. Then there exists au. * ^ --measurable function 
F: Ω x Ω ·*• IR such that 
f (ω ) = F((o ,-) for v.-a.e. ω. € Ω . 
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Any two such representations of f are ρ χ μ -a.e. equal. 
Proof. In order to apply [Du,P],1.3.1 we have to show that if f -> 0 in 
L , then f -*• 0 in measure. 
Ρ η 
Let any subsequence (f ). _„ of (f ) ,.„ be given. Choose a further J
 n, keIN η nelN 
к 
subsequence (g ) such that 
η η e IN 
OD 
Ζ ρ (g ) < « . 
η=1 
Then Σ Ig Ι exists in L , and Σ Ig I £ Σ Ig I 4· 0 (as ρ ->- °°) , so 
' η ' ρ « η' ' η ' 
η=1 η=1 η=ρ 
g ·*• 0 in measure. Hence, any subsequence (f I, _„ contains a further 
η
 η
ν
 keiN 
subsequence that converges to 0 in measure. Then f ·*• 0 in measure. 
COROLLARY 1.8. Any Τ e В(L ,L ) and any Τ e P(L ,L ) are kernel ope-
pl P2 Pl P2 
rators. If Τ e P(L ,L ) is represented by g and |g| also induces an ele-
Pl P2 
ment of P(L ,L ), then Τ is a kernel operator. 
Pl P2 
Note: in section 2 we shall see that a general P-representable operator 
need not be regular. Furthermore, if Τ e P(L ,L ) is regular with kernel 
il pl p2 
g, then |g| does not always represent an element of P(L ,L ). 
Pl P2 
§2. P-representable operators 
The main topic of this section is the behaviour of P(L ,E) with respect to 
the partial ordering of L(L ,E). This problem is more complicated than the 
corresponding one for B(L , E) , since if f : Ω -*• E is strongly measurable 
and Pettis integrable, then |f| need not be Pettis integrable, even if the 
measure m , defined by ιη-(Α) = Ρ - ƒ f dp for A e Σ , is order bounded. 
A 
The property (C) for Banach lattices (see 111,4.3) turns out to be the key 
to a satisfactory description of the order structure. 
We start with a decomposition theorem for kernels of P-representable 
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operators. From this decomposition we already get a feeling for the diffe­
rence between P(L ,X\ and B(L ,X). 
Ρ Ρ 
THEOREM 2.1. Let Τ e P(L ,Χ) be represented by g: Ω -»• X . Then there are 
Ρ 
g e L ,(Χ) η L
e
(Xl , a possibly finite sequence у.^у-».· in X and pairwise 
disjoint sets Α ,Α,,.. in Σ with μ(A ) > 0 such that 
g = g + Γ Yn .Х
д
 . 
η μ (А ) η 
η 
Proof. We may assume that д(П) is,separable. Choose C.,C ,.. in Σ pairwise 
ι 
disjoint with 0 < a = p'(Y„ ) < « and such that U С = Ω. n
 С _„ η 
η ne IN 
Put λ = mind, (a 'I*1)'1) , and define h - I " λ -χ^ . Note that 
η η n=l η С 
η 
h e L , η L and that h(ω) > 0 for all ω e Ω . 
Ρ œ 
Fix j e IN and consider g'X . There are x, .,x„ .,.. in g(C ) which 
C J l,j ¿,] 3 
form a dense subset. Define В = { x e X : | x - x .I I * λ. } and 
η '' njj 1' j 
A . = [g" 1^ Wq'^i U Β. Π Π С. . 
η,3 η
 k < n к D 
αο 
A
< jfAo J » · · a r e pairwise disjoint elements of Σ and U A . = С. . For lf3 2 О j n,] j 
ω e A . w e have | |g(ü)) - χ | | S λ . If we put n
»3 n,3 3 
œ 
g,
 л
 = g'Xf, - ς χ ·χ 
i.j C j η=1 n' j An,j ' 
y
n,j • x n f 3 , y ( A n , j > f 0 r n € IN ' 
then g e L ^ X ) and the sequence (y .) is summable, since g'X is 
Pettis integrable. Besides ^ 
I I Я^
 i j (ω) I I á λ^ ·χ α (ω) for ω ε Ω , 
hence llgj^ll. * 1 and P'íg^j) s 2" j . 
Now put all these pieces together. Define 
OD 
gj = Σ g 
1
 j=l ^ 3 
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Then llgjl^ < 1 and p-fg,) ^  Д p'(glfj) ^ 1 . ( Y n f k ) n e I N f k e I N is sum-
mable since g-g. is Pettis integrable. The sets A . (neIN,keIN) are pair-
wise disjoint. Remove those y , and A , for which ν(A ) = 0 and renum-
n,k П/к η,к 
ber the remaining elements to form a sequence. Thus we get the announced 
decomposition. 
Finally remark that if g > 0 , then g(ß) C E u-essentially, hence all 
y , are in E . 
•"η,к 
As we noticed already in section 1, a necessary condition for a strongly 
measurable function g to induce an element of P(L ,X) is 
* (1) φ о g e L , for every φ e Χ 
When is this condition sufficient? J.J.Uhi considered this question in [U]. 
The discussion below is a refinement of his arguments. We first recall the 
following definition (see [D,U] 11,3.2). 
DEFINITION 2.2. If f: Ω ·*• X is weakly measurable such that φ o f e L (у) 
for every φ e χ , then f is called Dunford integrable. The Dunford inte-
•, * * 
gral of f over A e Σ is the element ψ e X such that 
ψ,. (Φ) = / Φ β f dy for all φ e Χ* \ 
Α
 Α 
and we write ψ = D - f f dy. 
A
 A 
As an immediate consequence of this definition we have 
LEMMA 2.3. Let g: Ω -»· X be strongly measurable. Then we have that 
D - ƒ fg dy exists for all f e L iff φ 0 g e L , for all φ e Χ 
Ρ Ρ 
If f : Ω •*• Χ is Dunford integrable over A, then it is Pettis integrable over 
* ** 
A precisely when D-/ f dy is an element of J(X) <= X , where J is the ca-
** 
nonical embedding of X into X . The following result is important for us. 
THEOREM 2.4. ([D,U] 11,3.7) If X contains no copy of с , then every 
о 
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о 
iff all series Σχ with Σ . |φ(χ )I < « for every φ e Χ , are norm 
η n=l η 
strongly measurable, Dunford integrable function g: fi ->· X is Pettis inte­
grable. 
This theorem is based on a result of Bessaga and Peiczyñski. 
THEOREM 2.5. (CD,U] I,corollary 4.5) The space X contains no copy of c^  
 
convergent. 
Combining these results gives us 
THEOREM 2.6. (see [Le] section 5) The following statements about X are 
equivalent. 
(i) The space X contains no copy of с . 
(ii) For every strongly measurable function g: fi -»• X , a sufficient 
condition to ensure that g generates an element of P(L ,X) is: 
* Ρ 
φ
 0
 g e L for all φ e Χ . 
(ili) For every function norm ρ (with R.F. and p(X
n
) < ш) and for every 
strongly measurable function g: Π ·*• X , a sufficient condition to 
ensure that g generates an element of P(L ,X) is: φ <> g e L , for 
all φ ε Χ . 
Proof. (i) •* (ili) follows from lemma 2.3 and theorem 2.4. 
(iii) ^  (ii) is trivial. 
(ii) •* (i). We use theorem 2.5 to prove that X contains no copy of с . 
Take a sequence χ.,χ ,.. in X such that Σ . |φ(χ )| < », for all φ e X . 
Take Α.,Α.,.. in Σ , pairwise disjoint with у(A ) > 0 for all η e IN. De­
fine g: fi -»• X by 
00 χ 
9 = Σ
 — - ' X A · 
n=l у(A ) η 
η 
Then » ф(х )
 л 
g = ι .y
 6 L (y) f o r every φ e χ . 
n=l y(A ) η 
η 
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By (ii) , g induces an element of P(L ,X). In particular, g is Pettis inte-
P 
grable, hence χ.,χ«,.. is summable. 
Theorem 2.6 gives a condition for X to ensure that (1) implies that g indu­
ces an element of P(L ,X). We can also give a condition on the domain space 
L . 
Ρ 
THEOREM 2.7. The following statements about ρ are equivalent. 
(i) For every Banach space X and every strongly measurable function 
g: Ω ->· X , (1) is a sufficient condition to ensure that g gene­
rates an element of P(L ,X). 
Ρ 
(ii) For every strongly measurable function g: Ω -*• с , the condition 
that φ 0 g e L.(ρ) for every ф е с is sufficient to ensure that 
g generates an element of P(L ,c ) . 
a
 p 0 
(iii) L = (L Г · 
Ρ Ρ 
Proof. (iii) •* (i) is [U] 2.1. 
(i) => (ii) is trivial. 
(ii) ^  (iii). Suppose L * (L ) . Choose f e L \(L ) , f > 0 . There are 
P P P P 
A => A = · · + φ in Σ and an ε > 0 in IR such that 
p(f'XA ) > ε for all η e IN. 
η 
There are h e L , with h = h ·ν« , ρ ' (h ) = 1 , and ƒ fh ά]ΐ > ε . 
η ρ η η Α η η 
η
 An Since A + φ , for every ω e Ω t h e r e i s an η with h (ω) = 0 for η ä η 
η o n о 
Hence we can define g: Ω -*• с by 
g(io) = (h (ω) ,h ( ω ) , . . . ) for ω e Ω . 
g is strongly measurable, and for φ = (α.,α0,..)e 1. = с 
ι ζ l o 
œ 
ф
0
д = Σ o h e L . , 
n=l n n p 
since ρ'(h ) ^  1 for all η e IN. 
n
 ** 
a 
Now look at D - ƒ fg dp e 1 -e 
о 
(D - ƒ fg dy) (n) = ƒ fh dp > e for all η e IN . 
A n 
η 
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So D - ƒ fg dp / J(с ) с 1 »i.e. fg is not Pettis integrable. Hence g 
О oo 
does not induce an element of P(L ,c ). This contradicts (ii). We conclude 
a
 p 0 
that L = (L J . 
Ρ Ρ 
We now come to our main topic, the order structure of P(L ,E). 
Ρ 
First we look at the following example, χ ,x ,.. is a summable sequence 
in E and A ,A ,.. in Σ are pairwise disjoint with μ(A ) > 0 for all η e IN. 
Define g: Ω •*• E by 
α,
 χ 
g = Σ —iL-x . 
n=l ν(A ) η 
η 
Then g is Pettis integrable, hence induces an element Τ of P(L· ,E). If Τ is 
order bounded, then { Σ |x | : η e IN } is order bounded in E. Now 
111,4.2 and 111,4.8 yield 
THEOREM 2.Θ. P(L ,E) <= Lr(L ,E) iff E is an AM-space. 
DO 00 
Remark. If f e L \(L ) , there are disjoint sets A,,A_,.. in Σ and ε > 0 
PP 1 2 
such that ƒ f du ä e for all η e IN. A simple adaption of the above 
A
n 
example shows: in case L * (L ) , P(L ,E) c L (L ,E) iff E is an AM-space. 
Ρ Ρ Ρ Ρ 
On the other hand, ΡίΙι.,Ε) = ΒίΙι.,Ε) c L (L. ,E). The question of what hap­
pens for other order continuous function norms remains open. 
Let us turn our attention to P(L ,E) П L (L ,E). If we are given a regular 
Ρ Ρ 
Τ e P(L ,E) with kernel g , does it have a modulus? If so, is this modulus 
represented be |g| ? The answer to both questions is "no" in general. We 
need an extra assumption on E, namely that it satisfies property (C) (see 
III,definition 4.3). This should not be surprising after the decomposition 
theorem 2.1. The following results hold. 
THEOREM 2.9. For a Banach lattice E the following statements are equivalent. 
(i) E has property (C). 
(ii) If g: Û -*• E is strongly measurable and Pettis integrable while 
the measure g']i is order bounded, then |g| is Pettis integrable. 
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Proof. (i) ·* (ii) . Take g: Ω ->- E strongly measurable and Pettis integra­
ble such that g«y is order bounded. Decompose g according to theorem 2.1. 
g =
 5 ι + Σ
 X
n ·Χ
Ά
 . 
n=l ν(A ) η 
η 
Since g is Bochner integrable, g'y is order bounded iff 
œ η 
{ Ρ - ƒ( Σ Χη ·χ )dp | A e Σ } is order bounded, iff { Σ |x |:neIN } 
A n=l v(A ) η j=l 
η 
is order bounded. 
We assumed that g-y is order bounded. Hence, since E has property (C), 
( x I) ™ is summable. This implies that 
1
 n' neIN 
|g | + Σ 'Xn '·χ is Pettis integrable 
n=l υ(A ) η 
η 
and since 
00 . 
0 < |g| < IgJ + Σ _\\ XA ' 
n=l V(A ) η 
η 
|g| is Pettis integrable by [D,u] II,corollary 3.6. 
(ii) -» (i). Let χ.,χ ,.. in E be summable with { Σ._1|χ.| : η e IN } order 
bounded. Take A ,A_,.. in Σ pairwise disjoint with μ(A ) > 0 for all neIN. 
00 
Then g = Σ η «χ is Pettis integrable and g·μ is order bounded, so 
n=l v(A ) η 
η 
|g| is Pettis integrable, i.e. [x.[,|x„|,.. is summable. This shows us that 
E has property (C). 
We abbreviate P(L ,Ε) η 1.Г (L ,E) as pr(L ,E) . 
Ρ Ρ Ρ 
THEOREM 2.10. (a) Suppose E has property (C). We may conclude: if g:ü •*• E 
is the kernel of Τ e Ρ (L ,Ε), then |g| induces an element of P(L ,E) . 
(b) If the conclusion of (a) holds for all functions g and all function 
norms ρ (with R.F. and ρ(χ
η
) < «) then E has property (C). 
(c) Suppose g: Ω -*• E is strongly measurable and g induces Τι ι e P(L ,Ε) . 
Igl ρ 
Then g induces Τ e P(L ,Ε) and this operator has a modulus, namely 
g P 
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|τ I = τ, , . 
Proof. (a) Take Τ e Ρ (L ,Ε) with kernel g. For any f e L , fg is Pettis 
Ρ Ρ 
integrable and fg-y is order bounded, since Τ is. So |fg| is Pettis inte­
grable by theorem 2.9. This implies that |g| generates an element of 
P(L , E ) + . 
Ρ 
(b) Theorem 2.9 states that if the conclusion of (a) holds for all func­
tions g and for ρ = ||•|| , then E has property (C). 
(c) Since 0 ¿ g ^ |g| and 0 S g á |g|, both g and g generate elements 
of P(L , E ) , hence g induces Τ e P(L ,E).Note that Τι ι is an upper bound 
p g p |g| 
for ±τ . 
g
 r Let S € L (L ,E) be another upper bound. Choose А, с A O С(·· in Σ with 
ρ 1 ¿ 
A + Ω , such that g'Y. e L ,(E) for all η e IN. Let 
η
 э Λ
Α
η
 ρ' 
Ρ (f) = ί·χ„ for f e L , η e IN . 
η Α ρ 
η 
Then Τ e B(L ,Ε) , hence ΙΤ I exists and equals Τι ι by theorem 
g*xA Ρ ' g-x. ' к'Хд I 
Α
η » ^ ^ п 
1.4 . S i n c e S » Ρ ¿ ±Т , S a S e P ¿ T i | . Now f o r f e L 
η g*X- η Igrx. ρ 
Ч^і
 Α
η 
(f) = Ρ - ƒ f|g| dp = lim Ρ - ƒ f|g| dp = lim Τι . (f) 
ri-wco ь т-1-ып ι g ι χ » 
T | g | 
1
 ' η-^ » Α
η
 η-*» ' * '
 Λ
Α
η 
s o Τι ι (f) <, S ( f ) . Th is proves Τι ι = Τ 
|g| |g| g 
Remark that instead of (b) we have actually proved 
(b') If the conclusion of (a) holds for any function g and for 
ρ = I|·I| , then E has property (C). 
One might hope for something like (b") where | | · | | is replaced by an ar­
bitrary function norm. But then one hopes too much. Look at the case 
ρ = | M L . Since P(L ,E) = B(L ,Ε) , PtL.jE) is always a sublattice of 
L (L ,Ε) , whether or not E has property (C). 
It would be interesting, just as with theorem 2.8, to find those func­
tion norms ρ that can take the place of | | · | | in ( b 1 ) . This replacement 
gives a correct statement if ρ is not order continuous, since then there 
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are f e L , h
 e
 L , with ρ(f) = ρ'(h) = 1 and pairwise disjoint sets 
Ρ Ρ 
Α.,Α ,.. in ΐ , e > 0 in IR such that ƒ fh dp > e for all η e IN. In this 
1
 ¿
 Ч^і 
way we can adapt the proof of (b') for the function norm ρ. What hap­
pens if ρ is order continuous, we do not know. 
We raised one more question,namely : if Τ e P(L ,E) is represented by g, and 
Ρ 
Τ has a modulus, is |τ| represented by |g| ? We showed that the answer is 
"yes" provided we already know that |g| induces an element of P(L ,E) 
(which was guaranteed by property (C) ). But if E is a Dedekind complete 
Banach lattice that lacks property (C) (see 111,4.5 for an example), the 
answer is "no". 
For take a summable sequence χ ,x ,.. in E such that { Σ |x [:neIN } 
is order bounded, while ¡χ-Ι,Ιχ_|,.. is not summable. Take pairwise dis­
joint sets A ,A ,.. in Σ with μ(A ) > 0, and define 
00 
g = ς xn 'xA . 
n=l μ(A ) η 
η 
g induces Τ e Ρ (L ,Ε). Because E is order complete, |τ | exists. But |g| 
is not Pettis integrable, hence does not induce an element of ΡίΙ^,Ε). 
Since any Banach lattice with order continuous norm has property (C), the 
analogue of theorem 1.6 holds. We omit its proof. 
THEOREM 2.11. Suppose Ω contains an atomless set of positive measure. 
Suppose E is order complete. Then Ρ (L ,E) iß an ideal in L (L ,E) iff 
Ρ Ρ 
E has order continuous norm. 
How about the possibility of Ρ (L ,E) being a band in L (L ,E) ? 
The following example shows that Ρ (^[0,1],! ) is not a band in 
L (I^CO,!],!_) , despite the very nice properties of the range space 1„. 
EXAMPLE 2.12. As measure space we take [0,1] with the Lebesgue measure λ. 
As Banach lattice we take 1„. The coordinate vectors in 1_ will be denoted 
by e (neIN). Define A = [(k-l)2~n,k2~n) for k=l,.., 2 n , η e IN, and 
Π II f л 
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define functions £ . , £ , . . : ΓΟ,Ι] -ν 1„ as follows. 
f l - ΘΓΧ[0,1] ; f 2 = f l + ^ ^ A , , ; f 3 = f 2 + VV , ? 
1 f 1 1 f ¿ 
' 4 - Е 3 + Хл2д · ' 5 = ' 4 * *»2 | 2 ·
 Г
в -
£ 5 * ^ л 2 _ 3 
Etcetera. 
Then f e L (1„1 for a l l η e IN and 0 £ f + . 
η
 β
' 2 η 
Β - ƒ f dX = (1Л,ЬЛ,%ЛЛ,. . ,* ,0,0, . . ) (η € IN) 
[ο, ι] η 
(the last nonzero coordinate has index n). 
| | в - ƒ f dX|L s / ς 23 г - 2 3 = /г . 
[0,1] п 2 j=l 
Hence, for all A e Σ , ((f λ) (A)) ,.., is an increasing, norm bounded sequen-
n neiN 
ce, so it converges to an element of 1„ which we denote by m(A). It will 
¿
 + 
be clear that m: A -*• in(A) is an element of m(l„) and that f ·λ + m. 
¿ η 
We have that 
llf (nillL t » for all ω e [0,П. 
η ¿ 
A Pettis derivative f for m would satisfy f ä f λ-a.e. for any η e IN. 
Therefore, m has no Pettis derivative. 
We end this section by having a glance at a concept which is related to 
regularity. The following definition is given in [Sch] IV,exercise 3. 
DEFINITION 2.13. Let E and F be Banach lattices. Denote the canonical em-
bedding of F into F by J . A linear map T: E -*• F is called preregutar if 
** 
J » T: E -*• F is regular. 
There are more operators preregular than there are regular. As a characte­
rization of preregularity for the elements of P(L ,E) we have 
PROPOSITION 2.14. (al For Τ e P(L ,El with kernel g the following state­
ments are equivalent. 
(i) Τ is preregular. 
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(ii) φ o |g| £ L , for every φ e E . 
(ili) D - ƒ f|g| dp exists for every f e L . 
(b) In case Τ e P(L ,E) is preregular, the modulus of J 0 Τ is given by 
Ρ 
|j ο τ|(f) = D - ƒ f|g| dp for f e L . 
Proof. (a) (i) =* (ii). Suppose Τ is preregular. Take f e L . There exist 
h e L (E), a sunmable sequence χ,,x„,.. in E and pairwise disjoint sets 
oo 1 ¿ 
A,,A„,.. i n Σ w i t h μ(A ) > 0 , such t h a t 1 2 η 
OD 
fg = h + Σ X n ·Χ
Α
 . 
n = l V(A ) η 
η 
S i n c e f o r e v e r y D c { Ι , , . , η } 
| Σ x | á | j » τ | ( £ · χ ) + В - ƒ | h | dv , 
jeD J 1 η Α,υ · ·υΑ 
J
 I n 
we have 
η 
Σ | x . | < 2( | j » τ | ( f ) + В - ƒ | h | dy ) . 
1-1 3 
η ι I * * 
Hence, s = sup Σ | x . | e x i s t s i n E and 
ne lN ^ " 3 
П
 ι ι * 
s ( φ ) = l i m Σ φ ( | χ . | ) f o r e v e r y φ e E , 
i . e . n - j = 1 ^ 
CO . , 
s = D - ƒ Σ ' V · χ
Α
 fiV , 
Ω n = l ν(A ) η 
η 
00 I I 
which shows t h a t D - f ( Σ Ι η 'Χ + | h | ) dy e x i s t s . 
Ω n = l y(A ) η 
η 
Observe that if 0 < g < g , g. : Ω -»• E is strongly measurable (i=l,2) and 
D - ƒ g dy exists, then also D - ƒ g dy exists. Hence D - ƒ f|g| dy 
exists, which proves (iii). 
(iii) «• (ii). If. D - ƒ flgl dy exists for every f e L , then 
Ρ 
ƒ f · ( φ 0 | g | ) dy < ^ f o r e v e r y f e L and e v e r y ф е Е * , Б о ф 0 | д | е Ь , 
Ω
 *
 P P 
for every φ e E 
(ii) =• (i). Suppose φ » |g| e L , for every φ e E . Then D - ƒ f|g| dy 
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** 
exists for every f с L , as was noted in lemma 2.3. Define S: L •*• E by 
Ρ Ρ 
Sf = D - ƒ f 1 gl dy for f e L .S majorizes ±J » Τ , so J ο Τ is preregu-
1
 Ρ 
lar. 
** (b) Let Τ e P(L ,El (with kernel g) be preregular. Define S: L -»• E by 
ρ Ρ 
Sf = D - ƒ f|g| dp for f e L . S is an upper bound for ±J » T. Let 
** + 
U e L(L ,Ε ) be another upper bound. 
Ρ 
Choose А. с А. с •· in Σ with UA = Ω and such that g-χ,, e L (E) for 
' 1 2 η A
n
 ρ 
all η e IN. Let 
Ρ (f) = f'X, for f e L , η e IN . 
η A p 
η 
Then |J 0 Τ ° Ρ | exists and |j 0 Τ » Ρ |(f) = Β - ƒ f'(J 0 |g|) dp for 
f e L . So η 
ρ 
U(f) S J(В - ƒ f|g| dp) for every f с L and every η e IN. 
A P 
η 
Furthermore, remark that D - ƒ f|g| dp = sup J(B - ƒ f|g| dp) for f e L . 
neIN A P 
Therefore, Uf S Sf for every f e L 
Ρ 
§3. Weakly compact operators on AL-spaces 
In this section L denotes an AL-space. h/(L,E) is the space of all weakly 
compact operators L -*• E . We are going to apply the results of section 1 
to describe the order structure of the space W(L,E) . At the base of this 
application stand the following two classical results. 
THEOREM 3.1. (Kakutani) (see [Sch] 11,8.5) For every AL-space L, there 
exist a locally compact Hausdorff space X and a strictly positive Radon 
measure ρ on X such that L is isomorphic to L (p). If (and only if) L pos­
sesses a weak order unit u , X can be chosen to be compact and the isomor­
phism L -»· L (p) such that it maps L onto L^Cp) and u onto χ . 
THEOREM 3.2. (Dunford, Pettis,Phillips) (see [E] 9,4.7) Let X be a Banach 
space, Ω a locally compact Hausdorff space, ρ a positive Radon measure on Ω 
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and let Τ be a weakly corapact operator from L (y) into X. Then there exists 
a strongly measurable function g: Ω •*· X such that 
(i) ||д(ш)|| ^ MTII f o r all ω e Ω . 
(ii) g W is relatively weakly compact in X. 
(iii) Tf = В - ƒ fg dp for all f e L^y) . 
Conversely, if g: Ω -*- X is strongly measurable, and has a y-essentially 
relatively weakly compact range, then g represents a weakly compact opera­
tor L (ji) -»• X with an operator norm equal to | |g| [ 
We would like to combine this result with theorem 1.4. However, in theorem 
1.4 we have restricted ourselves to finite measure spaces, a restriction 
that has to be removed for this application. But that is no problem. 
Extend the definition of Bochner integrability (see for example rDu,Sz] III, 
section 2) and re-read the proof of theorem 1.4. Combining this with theo­
rems 3.1 and 3.2 yields 
THEOREM 3.3. Let L be an AL-space. Every Τ e W(L,E) has a modulus in the 
partially ordered space L (L,E). 
Now some questions arise in a natural way. When does every Τ e W(L,E) have 
a weakly compact modulus? When is W(L,E) a solid subset of L(L,E) ? When 
is W(L,E) an ideal in Lr(L,E)? 
For an answer to these questions we introduce some properties of the 
Banach lattice E. 
DEFINITION 3.4. A Banach lattice E has the property 
(Wl) if for every relatively weakly compact set A <= E, also 
| A | = { |a| : a e A } i s relatively weakly compact. 
(W2) if for every relatively weakly compact set А с E , also 
U [0,a] is relatively weakly compact. 
aeA 
(W3) if for every relatively weakly compact set А с E, also 
sh(A) = U [-|a|,|a|] is relatively weakly compact. 
aeA 
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(W3) implies both (Wl) and (W2). A moment of thought shows us that (Wl) and 
(W2) together imply (W3). It will be clear that property (Wl) passes to clo­
sed Riesz subspaces of E, and that (W2) and (W3) pass to closed ideals. 
A theorem of Wickstead shows us which Banach lattices have (W2). 
THEOREM 3.5. (Cw 2]) For a Banach lattice E the following statements are 
equivalent. 
(i) E has order continuous norm. 
(ii) E has property (W2). 
Some examples of Banach lattices with or without (Wl) or (W3). 
- Any space C(X) (where X is a compact Hausdorff space) has the property 
(Wl), since a bounded subset A of C(X) is weakly compact iff every sequence 
in A has a subsequence that converges pointwise to an element of C(X) (see 
[DufSz] IV,6.4). Since (Wl) passes to closed Riesz subspaces, any AM-space 
has (Wl). 
- Any weakly sequentially conciete Banach lattice E has property (W3) (see 
[Sch] II,exercise 28 d). 
- с has (Wl) since it is an AM-space,and has order continuous norm, hence 
has (W3). But с is not weakly sequentially complete. 
- The space с (L,[0,1]) has order continuous norm, but does not have (Wl) 
о 1 
(see [M-N 1]). 
Let us finally remark in this context the following result. 
THEOREM 3.6. ([А,В 1] 21.2) A convex solid subset A of E is weakly com­
pact iff 
(i) every disjoint sequence in A is weakly convergent to 0 . 
(ii) every increasing net in A is weakly convergent (hence strongly 
convergent) to an element of A. 
With the help of the properties (Wl),(W2) and (W3) we shall answer the 
questions that we posed earlier in this section. We use 
THEOREM 3.7. (Eberlein) (see rDu,Sz] V,6.1) A subset A of a Banach space 
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X is relatively weakly compact iff A is relatively weakly sequentially 
compact. 
THEOREM 3.8. For a Banach lattice E the following statements are equiva­
lent. 
(i) E has property (Wl). 
(ii) For some infinite dimensional AL-space L, every weakly compact 
operator T: L •*• E has a modulus that is again weakly compact. 
(iii) For every AL-space L, every weakly compact operator T: L -*• E has 
a modulus that is again weakly compact. 
Proof, (i) •* (iii). We represent L as L (μ). Then Τ e B(L (μ),Ε) with a 
kernel g such that g(i2) is relatively weakly compact. Τ has a modulus that 
is B-represented by |g|. Since |g|(Ω) is relatively weakly compact by (i), 
|T| is weakly compact. 
(iii) ·+ (ii) is trivial. 
(ii) ^  (i). We represent L as L (y). Suppose А с E is relatively weakly 
compact. To prove (i) it suffices to show that for a..,a0,.. in A, the set 
{ J a I : η с IN } is relatively weakly compact. 
η 
Since dim L (y) = <» , there are disjoint sets Α ,Α ,.. in Σ with 
1 i i ζ 
О < у(А ) < » . Define g e L (Ω,E) by 
η
 α> 
GO 
g =
 * V XA ' 
η=1 η 
Because д(П) is relatively weakly compact , g represents Τ e W(L (y),Ε). 
By (ii) , |τ| is also weakly compact. |τ| is represented by |g|, so |д|(П) 
is essentially relatively weakly compact. Hence { |a | : η e IN } is rela­
tively weakly compact. 
THEOREM 3.9. For a Banach lattice E the following statements are equiva­
lent. 
(i) E has order continuous norm (i.e. E has (W2) ). 
(ii) For some infinite dimensional AL-space L, W(L,E) is a solid sub­
set of L(L,E)+. 
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(ili) For every AL-space L, W(L,E) is a solid subset of L(L,E) . 
Proof. (i) -» (iii). We represent L as L (μ). Take Τ e WCL (μ),Ε) and 
S e L(L (u),E)+ with 0 S S ÏS T. Denote by U the unit ball of І^ (y) . 
T(U+) is relatively weakly compact, hence by (i) and theorem 3.5, 
U [O,Tb] is relatively weakly compact. Then so is S(U ), and thus S 
beU+ 
is weakly compact. 
(iii) -» (ii) is trivial. 
(ii) •* (i).We represent L as L (p). Let А с E be relatively weakly compact. 
We show that U C0,a] is relatively weakly compact. By Eberlein's theorem 
aeA 
it suffices to show that this set is relatively weakly sequentially compact. 
So take a.,a„,.. in A and b.,b„,.. in E with 0 S b ^ a . Take disjoint 1 2 1 ¿ η η 
sets Α ,Α ,.. in Σ with 0 < y (A ) < ш . Now define g and g in L^E) by 
*1 - ^ V*A and Ъ - \ V*A ' 
n=l η n=l η 
They represent Τ and Τ in B(L (μ),E) . 0 < Τ ^ T. , and Τ is weakly 
compact since g.(Ω) is relatively weakly compact. By (ii), T^ is weakly com­
pact, so д_(П) is ess. rel 
relatively weakly compact. 
Combining these two results gives us 
THEOREM 3.10. For a Banach lattice E the following statements are equiva­
lent. 
(i) E has property (W3). 
(ii) For some infinite dimensional AL-space L, (''(LjE) is an ideal 
in Lr(L,E). 
(iii) For every AL-space L, W(L,E) is an ideal in i.r(L,E). 
Note. In [А,В 2] , the order structure of W(E,F) (with E and F Banach lat­
tices, F order complete) has been studied. Our theorem 3.10 is an improve­
ment of theorem 9 and corollary 10 of that paper and is obtained in an en-
atively weakly compact, hence { b | η € IN } is 
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tirely different way. 
We want to mention a special case of these results. 
COROLLARY 3.11. Let L (y) be an AL-space, X a conipact Hausdorff space and 
let T: L.ip) •*• C(X) be weakly conipact. Then |τ| exists in Lr(L (v) ,C(X) ) 
and is weakly compact. 
Except when either L (p) or C(X) is finite dimensional, W(L (v)#C(X)) 
is not an ideal in Lr(L (v),C(X)). 
§4. Some compactness properties of representable operators 
In this short section we describe some compactness properties of represen­
table operators. We start with the treatment of compact operators on 
AL-spaces in a similar way as we did with weakly compact operators. We are 
enabled to do this by the analogue of theorem 3.2 for compact operators on 
THEOREM 4.1. (see [E] 9.4.8) Take Χ,Ω and ρ as in theorem 3.2. Let 
T: L (μ) -*- X be a compact operator. There exists a strongly measurable 
function g: fi ->· X such that | \дЫ) | | ί | |τ| | for all ω e Ω , g (Ω) is rela­
tively compact in X and 
Tf = В - ƒ fg dp for all f e L (μ) . 
Conversely, if g: Ω -> Χ is strongly measurable, and has a y-essentially 
relatively compact range, then it represents a compact operator T: L (p) ->- X 
with ||T|| = ||g|L . 
For Banach spaces X and Y we denote by K(X,Y) the space of all compact ope­
rators X •*• Y . 
COROLLARY 4.2. For every AL-space L and every Τ e K(L,E) , the modulus of 
Τ in L (L,El exists and is again compact. 
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Proof, Combine the techniques we used in section 3 with theorem 4.1 and 
the observation that if А с E is relatively compact, then so is 
{ |a| : a e A } (since the map χ •* |x| from E to E is norm continuous). 
This result is known. See for example Fsch] IV,4.6 corollary 2 , where it 
is proved by means of tensor products. 
We can also answer the question when K(L,E) (with L an AL-space) is an 
ideal in Lr(L,E). 
THEOREM 4.3. For a Banach lattice E the following statements are equiva­
lent. 
(i) If А с E is relatively compact, then also sh(A) is relatively 
compact in E. 
(ii) For some infinite dimensional AL-space L, K(L,E) is a solid sub-
space of L (L,E). 
(iii) For every AL-space L, K(L,E) is a solid subspace of L (L,E). 
The proof of this result is an analogue of the proof of theorem 3.9. 
The Banach lattices E that satisfy the equivalent conditions of theorem 4.3 
are known. We already met their characterization in 11,4.4. They are preci­
sely those Banach lattices with order continuous norm that are Riesz iso­
morphic to an ideal in IR for some index set I. 
Concerning the compactness of representable operators in case our domain is 
not L (μ), we have many unanswered questions. There are also some results. 
We present a compactness criterion for representable operators that 
is closely related to known criteria for kernel operators (see [L,Z 1]). 
Under more severe restrictions on the domain space, this result was proved 
by J.J.Uhi (see [U] 4.5). 
THEOREM 4.4. (a) Take Τ e P(L ,X). A sufficient condition for compactness 
of Τ is that lim ||τ ο ρ || = о for every sequence A. = A_ = ·· in Σ with 
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fi A = Φ . 
ne TN 
(b) In case Τ (Χ ) с (L ,) , this condition is also necessary. 
Ρ 
Proof. (a) Take Τ с P(L ,E) with kernel g. Take Β α в с ·· in Σ with 
Ρ ι
 ¿ 
U B = Ω and ρ' (γ„ ) < « . 
η
 Λ
Β 
η 
There are step functions t ,t ,.. with lim | |g([o) - t (ω) | | = 0 for 
n-x» 
Vi-a.e. ω e Ω . According to Egoroff's theorem (11,1.1) for ρ e IN there is 
a set D e Σ with ρ(D ) < 2~P and 
Ρ Ρ 
lim J I (g - t
n
).x D I L = 0 . 
η-*» ρ 
Define A = ( U D ) υ (Ω\Β ) . Then A + φ in Σ , so I IΤ o Ρ, I I ->- 0 . 
η . ρ η η • • Α pan c η 
Also, lim ρ'((g - tO'X,, ) = 0 for every η e IN. Hence, for e > 0 given, 
, K B 
k-*» η 
first pick η e IN with ||т » Ρ || < ^ 'ε . Secondly, pick к e IN with 
η 
ρ' ((g - t^-x ) < \·ζ . Then | |τ - τ| | < ε. 
η к 
This shows that Τ is the limit of a sequence of finite dimensional ope­
rators . 
(b) Let Τ e P(L ,X) be compact and such that Τ (X ) e (L ,) . Suppose there 
Ρ Ρ 
are Α. э Α. = ·· in Σ such that Α Ψ φ while Ι ΙΤ ο Ρ, I I > ε > 0 for all η. 1 2 η ' ' A ' ' 
η 
Then there are φ,,φ»,.. in X such that ΙΙφ M =1 and ! ΙΦ (Τ » Ρ, )I I > ε 
1 ¿ η ' η ή 
η 
for all η e IN. 
Now, φ (Τ) = Τ (φ ) e (L , ) 3 . Write g = Τ (φ ) and note that 
η η ρ η η 
^
 (9
η"
Χ
Α
 ) =
 Ι '
Ф
П
( Т 0 Ρ
Α ' "*
 > e f 0 r a 1 1 η e Ι Ν
· 
η η 
* 
Τ is compact, so Τ is, too. (By passing to a suitable subsequence and 
renumbering afterwards) we may assume that 
lim g = g in (L ,) 
η-*» 
Pick Ν с IN such that for η > Ν , ρ'(g - g) < h'г . Then for η > N we have 
η 
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ε < P , ( V X A
 ) <
 ^*
8 +
 P'(g,XA ) ' 
η η 
but lim p'fg-x ) = О , since g e (L ,) . A contradiction. 
η-κβ η 
Remark that the proof works equally well in case the measure space is 
σ-finite since the continuity condition ensures us that for every e > 0 
there exists an A e Σ with y (A) < <» and | |τ ο Ρ
Ω
4
Α
| | < ε . 
The following simple example shows that in part (b) you may not omit the 
condition T*(X*) e (L
 1 )
a
. 
Take sets А э A => · • + φ , with μ (A ) > 0. Take ρ = I M L · Take 
χ e Ε , χ > 0, and define Τ e B(L ,E) by 
Tf = (ƒ f dp)·χ = В - ƒ (χ·χ )«f dy for f e L . 
Τ is one-dimensional, but ||τ ο ρ || = ||x|| for all η e IN. 
η 
We also note the following corollary of theorem 4.4. 
COROLLARY 4.5. In case p' is order continuous/ every element of 
P(L ,Χ) f) f((L ,Xl is the limit (in operator norm) of a sequence of finite 
dimensional elements of P(L ,X). 
Ρ 
It is a classical result that every element of M(X) which has a Pettis den­
sity, has relatively norm compact range. Formulated in terms of operators, 
THEOREM 4.6. ([p] 6.2) Every Τ e P(L ,Χ) is compact. 
A reformulation of this result is 
THEOREM 4.7. Every Τ e P(L ,Χ) maps order intervals onto relatively norm 
compact sets. 
We want to end this glance at the compactness properties of representable 
operators by making a number of simple remarks and, in their light, posing 
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some questions 
We proved 
continuous. This implies 
that L ,(Ε) η S(E) is norm dense in L .(E) iff p' is order 
Ρ ρ 
PROPOSITION 4.8. If ρ' is order continuous then every Τ e В(L ,E) is com­
pact and is the limit (even in | | · | | -norm) of a sequence of finite dimen­
sional operators from B(L ,Ε). 
What happens when p' is not order continuous? We met the case ρ = | | · | | . , 
p' = | |·| | fwhich was described in the classical theorem 4.1. Note that for 
g e L (E) we have: g e ||·|| -cío S(E) iff g(fi) is essentially relatively 
norm compact (see II,section 4). I.e. g e L (E) represents a compact opera-
tor iff g e JHL-clo (ь
ш
 β E). 
Give an example of a function norm ρ and g e L ,(Ε) such that g repre­
sents a compact operator while g i ρ'-cío (L , » E ) . Or are there no such 
examples possible? 
Related is the following question: is it true that every compact 
Τ e B(L ,Ε) (or Ρ (L ,Ε)) is the limit (in operator norm) of a sequence of 
Ρ Ρ 
finite dimensional operators? (Note that not every Banach lattice has the 
approximation property.) 
Proposition 4.7 and theorem 4.2 showed that for p' order continuous or 
p' = I I· I I , B(L ,Ε) η K(L ,E) is a Riesz subspace of B(L ,E). Question: 
1
 ' ' ' eo ρ ρ ^ ρ *-
if Τ e B(L ,Ε) is compact, is |т| then also compact? 
U.Krengel constructed a matrix operator T: 1 -»• 1. , Τ being compact and having a modulus, but |τ| not being compact (see [Kr]). This example 
can be easily translated to yield an ope 
being compact, while |s| is not compact. 
rator S e Ρ (L^fO,l],L„[0,1]) , S 
171 
REFERENCES 
[A] CD. Aliprantis : On order properties of order bounded transfor­
mations , Canadian J. of Math. , 27 (1975) , 666 - 678 . 
[А,В 1] C.D. Aliprantis and 0. Burkinshaw : Locally solid Riesz spaces , 
Academic Press , New York - San Francisco - London , 1978 . 
[А,В 2] C.D. Aliprantis and 0. Burkinshaw : On weakly compact operators 
on Banach lattices , Proc. A.M.S. , 83 (1981) , 573 - 578 . 
[B,Do] 0. Burkinshaw and P. Dodds : Disjoint sequences, compactness, and 
semireflexivity in locally convex Riesz spaces , Illinois J. of 
Math. , 24 (1977) , 759 - 775 . 
[c] D.I. Cartwright : The order completeness of spaces of vector-valu­
ed functions , Bull. Austral. Math. Soc. , 11 (1974) ,57-61 . 
[D,F] J. Diestel and B. Faires : On vector measures , Trans. A.M.S. , 
198 (1974) , 253 - 271 . 
[D,U] J. Diestel and J.J. Uhi, Jr : Vector measures , Mathematical 
Surveys 15 , American Mathematical Society , Providence , 1977 . 
[Do,Fr] P. Dodds and D.H. Fremlin : Compact operators in, Banach lattices , 
Israel J. of Math. , 34 (1979) , 287 - 320 . ' 
[Du] N. Dunford : Integration and linear operations , Trans. A.M.S. , 
40 (1936) , 474 - 494 . 
[Du/P] N. Dunford and B.J. Pettis : Linear operations and summable func­
tions , Trans. A.M.S. , 47 (1940) , 323 - 392 . 
[Du,Sz] N. Dunford and J.T. Schwartz : Linear operators. Part I , Wiley , 
New York , 1958 . 
[E] R.E. Edwards : Functional Analysis , theory and applications , 
Holt, Rinehart and Winston , New York , 1965 . 
172 
CF,м] В. Faires and T.J. Morrison : The Jordan decomposition of vector-
valued measures , Proc. A.M.S. , 60 (1976) , 139 - 143 . 
[Fr] D.H. Fremlin : Topological Riesz spaces and measure theory , 
Cambridge University Press , London - New York , 1974 . 
[Gi] T.A. Gillespie : Factorization in Banach function spaces , Indag. 
Math. , 43 (1981) , 287 - 300 . 
[Go] G.G. Gould : On a class of integration spaces, J. London Math. 
Soc. , 34 (1959) , 161 - 172 . 
[G,J] G.L.M. Groenewegen and E. de Jonge : Vector-valued normed Kothe 
spaces , Report 8001 , Math. Dep. , Katholieke Universiteit , 
Nijmegen , 1980 . 
[Η] P.R. Halmos : Measure theory , van Nostrana , New York - Toronto -
London , 1950 . 
[Je] G.A.M. Jeurnink : Integration of functions with values in a Banach 
lattice , thesis , Nijmegen , 1982 . 
[J 1] E. de Jonge : Spaces of vector-valued measurable functions , 
Math. Z. , 149 (1976) , 97 - 107 . 
[J 2] E. de Jonge : The semi-M property for normed Riesz spaces , Comp. 
Math. , 34 (1977) , 147 - 172 . 
[J 3] E. de Jonge : Corrigendum to spaces of vector-valued measurable 
functions , Math. Z. , 166 (1979) , 299 - 300 . 
[J 4] E. de Jonge : Radon-Nikodym derivatives for Banach lattice valued 
measures , Proc. A.M.S. , 83 (1981) , 489 - 495 . 
[J,R] E. de Jonge and A.C.M, van Rooij : Introduction to Riesz spaces , 
Mathematical Centre Tracts 78 , Mathematisch Centrum, Amsterdam , 
1977 . 
[K,K,L] B. Korenblyum , S. Krein and B.Levin : On certain nonlinear 
questions in the theory of singular integrals , Doklady Akad. Nauk. 
SSSR , 62 (1948) , 17 - 20 . 
173 
U. Krengel : Remark on the modulus of compact operators , Bull. 
A.M.S. , 72 (1966) , 132 - 133 . 
B. Kuhn : Banachverbände mit ordnungsstetige Dualnorm , Math. Ζ. , 
167 (1979) , 271 - 277 . 
D.R. Lewis : On integrability and summabllity in vector spaces , 
Illinois J. of Math. , 16 (1972) , 294 - 307 . 
д 
W.A.J. Luxemburg : Notes on Banach function spaces , note XVI , 
Indag. Math. , 27 (1965) , 646 - 657 . 
1] W.A.J. Luxemburg and A.C. Zaanen : Compactness of integral ope­
rators in Banach function spaces , Math. Annalen , 149 (1963) , 
150 - 180 . 
2] W.A.J. Luxemburg and A.C. Zaanen : Notes on Banach function spaces , 
Note II , Indag. Math. , 25 (1963) , 148 - 153 , 
Note III , Indag. Math. , 25 (1963) , 239 - 250 , 
Note VII , Indag. Math. , 25 (1963) , 669 - 681 , 
Note IX , Indag. Math. , 26 (1964) , 360 - 376 , 
Note XIII , Indag. Math. , 26 (1964) , 530 - 543 . 
[L,Z 3] W.A.J. Luxemburg and A.C. Zaanen : Some examples of normed Köthe 
spaces , Math. Annalen , 162 (1966) , 337 - 350 . 
[L,Z 4] W.A.J. Luxemburg and A.C. Zaanen : Riesz spaces I , North-Holland 
Pubi. Comp. , Amsterdam , 1971 . 
[М-N 1] P. Meyer-Nieberg : Zur schwachen Kompaktheit in Banachverbänden , 
Math. Ζ. , 134 (1973) , 303 - 315 . 
[M-N 2] P. Meyer-Nieberg : Charakterisierung einige tojxjlogischen und 
ordnungstheoretischer Eigenschaften von Banachverbänden mit Hilfe 
disjunkter Folgen , Arch. Math. , 24 (1973) , 640 - 647 . 
[N,S] R.J. Nagel und U. Schlotterbeck : Integraldarstellung regulärer 
Operatoren auf Banachverbänden , Math. Ζ. , 127 (1972) , 293 - 300. 
[p] B.J. Pettis : Integration in vector spaces , Trans. A.M.S. , 
44 (1938) , 277 - 304 . 
174 
[Kr] 
CK] 
[Le] 
[L] 
[L,Z 
CL.Z 
R.S. Phillips : On linear transformations , Trans. A.M.S. , 
48 (1940) , 516 - 541 . 
[Sch] H.H. Schaefer : Banach lattices and positive operators , Springer 
Verlag , Berlin - Heidelberg - New York , 1974 . 
[S] T. Schep : Kernel operators , thesis , Leiden , 1977 . 
[Se] Z. Semadeni : Banach spaces of continuous functions , Polish 
Scientific Publishers , Warsaw , 1971 . 
[Si] R.Sikorski : Boolean algebra's , Ergebnisse der Math. vol. 25 , 
Springer - Verlag , Berlin - Heidelberg - New York , 1969 . 
[U] J.J. Uhi Jr : Vector integral operators , Indag. Math. , 
32 (1970) , 463 - 477 . 
[v] W.K. Vietsch : Abstract kernel operators and compact operators , 
thesis , Leiden 1979 . 
[W 1] A. Wickstead : Compact subsets of partially ordered Banach spaces, 
Math. Annalen , 212 (1975) , 271 - 280 . 
[W 2] A. Wickstead : Extremal structure of cones of operators , The 
Quarterly J. of Math. , 32 (1981) , 239 - 253 . 
[Y,H] K. Yosida and E. Hewitt : Finitely additive measures , Trans. 
A.M.S. , 72 (1952) , 46 - 66 . 
[Z 1] A.C. Zaanen : Integration , North - Holland Pubi. Comp. , 
Amsterdam , 1967 . 
[Ζ 2] A.C. Zaanen : Examples of orthomorphisms , J. Appr. Theory , 
13 (1975) , 192 - 204 . 
175 
LIST OF SYMBOLS 
A 3 (disjoint complement) 
a(m) 73 (variation of m) 
[a/b] 3 (order interval) 
В - ƒ f dp 37 (Bochner integral) 
A 
B(L ,X) 146 (space of B-representable operators) 
BV(F|X) 74 (space of measures of bounded variation) 
BV(X) 74 (space of measures of bounded variation) 
B(X) 35 (space of strongly measurable functions) 
ca (E) 115 
00 
ca^E) 115 
CA(F,X) 74 (space of countably additive measures) 
CA(X) 74 (space of countably additive measures) 
D - / f d y 153 (Dunford integral) 
A 
a 
E 8 (space of absolutely continuous elements) 
E 3 (positive cone) 
* 
E 7 (space of integrals) 
с 
* 
E 7 (space of normal integrals) 
* 
E 7 (space of singular functionals) 
E 3 (principle ideal) 
f + f 4 (order convergence) 
f + f 41 (pointwise order convergence) 
f -У f 4 
η » 
f
n Í f 41 
| f | , f + , f ~ 3 
K(X,Y) 167 (space of compact operators) 
L 4 (order dual) 
L 6 (Banach function space) 
L . 7 (associate Banach function space) 
Ρ 
176 
Lk(E,F) 
Lk'1(E,F) 
L1(E,F) 
Lr(E,F) 
LjfX) 
L (Ê) 
L (E)" 
Ρ 
L (E)* 
ρ m 
Ρ Ρ 
L
c o
( F ) 
00 
m(FfE) 
m(E) 
m « ρ 
vb 
M(F,X) 
M(X) 
W(x) 
Ρ - ƒ f αμ 
A 
P(L ,X) 
Ρ 
SA(F,X) 
SA(X) 
sh(A) 
S(X) 
(^(E,F) 
ll/(X,Y) 
l l - l l , 
І І - І І
Г 
І І Ч І 
140 
140 
31 
26 
37 
44 
59 
133 
128 
75 
81 
81 
75 
134 
73 
73 
34 
39 
146 
74 
74 
3 
35 
112 
78 
31 
26,1 
73 
(space of abstract kernel operators) 
(space of abstract Hille-Tamarkin operators) 
(space of c.a.s. operators) 
(space of regular operators) 
(space of Bochner integrable functions) 
(generalized Banach function space) 
(space of pointwise absolutely continuous elements) 
(space of m-integrals) 
(space of p-integrals) 
(space of order bounded vector measures) 
(space of order bounded vector measures) 
(space of bounded vector measures) 
(space of bounded vector measures) 
(Pettis integral) 
(space of P-representable operators) 
(space of strongly additive measures) 
(space of strongly additive measures) 
(solid hull) 
(space of step functions) 
(space of regular weakly compact operators) 
(space of weakly compact operators) 
(1-norm) 
,83(regular operator norm, r-norm) 
(semivariation of m) 
177 
SUBJECT INDEX 
AL-space 
AM-space 
associate function norm 
Banach function space 
Banach lattice 
band 
Bochner integrable 
bounded variation 
convergence, p-
convergence, *-
Dedekind complete, σ- , 
super 
disjoint complement 
disjoint sequence 
Dunford integrable 
embedding 
Fatou constant 
9 
9 
7 
6 
6 
3 
37 
73 
41 
41 
4 
3 
10 
153 
16 
20 
function, strongly mea-
surable 
functional, 
35 
operator, 
kernel 
P-representable 
nrereqular 
regular 
order complete, σ- , 
super 
order convergent 
order dual 
order interval 
Pettis integrable 
ρ-integral 
principle ideal 
property (C) 
property (Projection) 
property (Wl),(W2),(W3) 
32 
146 
160 
26 
4 
4 
4 
3 
39 
128 
3 
94 
24 
163 
Radon-Nikodym property 
(with respect to (Ω,Ε,ιι))113 
Riesz-Fischer property 7 
Riesz space 2 
Riesz subspace 3 
RNP 113 (σ-) order continuous 
singular 
ideal 
kernel 
m-integral 
norm, 
(σ-) Fatou 
function 
generalized function 
1-
(σ-) Levi 
(σ-) order continuous 
r-
Riesz 
(σ-) weak Fatou 
operator, 
abstract kernel 
B-representable 
cone absolutely sum­
ming ( = c.a.s. ) 
5 
5 
3 
32,146 
133 
4 
20 
6 
44 
31 
20 
8 
26 
5 
20 
140 
146 
30 
semivariation 
solid hull 
step function 
unit, strong 
unit, weak 
variation 
vector measure, 
bounded 
p-continuous 
countably additive 
order bounded 
regular 
strongly additive 
73 
3 
35 
3 
3 
73 
73 
75 
75 
73 
81 
83 
73 
178 
SAMENVATTING 
Aan het onderzoek, waaruit dit proefschrift is ontstaan, ligt de volgende 
probleemstelling ten grondslag: 
bekijk de ruimte L(E,F) van operatoren tussen twee Banachtralies E en 
F. Deze ruimte heeft op een natuurlijke manier een partiële ordening. 
Het probleem dat wij ons stelden, was: hoe goed sluit deze ordestruk-
tuur aan bij diverse operatoreigenschappen (zoals kompaktheid en 
zwakke kompaktheid) ? Iets meer gespecificeerd luidde de vraag: als 
T: E ->• F een bepaalde eigenschap heeft, en Τ heeft bovendien een ab­
solute waarde |τ| in L(E,F), heeft dan ook |τ| de genoemde eigen­
schap ? 
Als belangrijkste eigenschap hadden we zwakke kompaktheid op het oog. 
Een zo algemeen gestelde vraag kan natuurlijk tot allerlei onderzoek leiden. 
Ik wilde allereerst in grote lijnen de ontwikkeling schetsen in bovenge­
noemd probleem, en vervolgens iets zeggen over de resultaten waar het toe 
geleid heeft. 
We zijn begonnen met te kijken naar een eenvoudig geval, namelijk ope­
ratoren met als domein L (μ). De eenvoud van deze situatie is een gevolg 
van een klassieke representatiestelling van Dunford, Pettis en Phillips: 
als X een Banachruimte is en T: L (Ω,Σ,μ) -*• X is zwak kompakt, dan bestaat 
er een normbegrensde funktie g: Ω -»• X zó dat: 
(i) Tf is de Bochner-integraal ƒ fg dy voor alle f e L (μ), 
(ii) g(ß) is relatief zwak kompakt. 
En omgekeerd, elke sterk meetbare afbeelding g: Ω ->• X waarvoor (ii) geldt, 
induceert via (i) een zwak kompakte operator. 
Dankzij deze stelling is ons probleem op te lossen voor beginruimten L (μ). 
Aangemoedigd door dit eerste sukses, zijn we verder gegaan op de weg 
van de representeerbare operatoren. De operatoren die met behulp van vek-
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torwaardige integralen gegeven zijn, vormen een eerste klasse. Een tweede 
belangrijke klasse zijn die operatoren, welke via een vektorwaardige maat 
te representeren zijn. Een van de meest interessante stellingen op dit ge­
bied is die van Bartle, Dunford en Schwartz, waarin operatoren C(K) -*• X 
beschreven worden (hierbij is К een kompakte Hausdorffruimte en X een Ba-
nachruimte). Ook deze representatie wierp vruchten af en resulteerde in 
een beschrijving van de ordestruktuur op de ruimte W(C(K),E) van de zwak 
kompakte operatoren C(K) -»· E (met E een Banachtralie) . 
Door deze aanpak werden ook allerlei vragen opgeworpen over de orde­
struktuur van ruimten van vektorwaardige funkties en maten, die ten 
grondslag liggen aan genoemde representatiestellingen. Het onderzoek werd 
mede in deze richting gestuurd door een seminarium hier in Nijmegen, waar 
het pas verschenen boek van J. Diestel en J.J. Uhi Jr.: On vector measures 
(CD,и]) , werd bestudeerd. Binnen de geschetste kontekst lag de vraag voor 
de hand: wat kun je zeggen over de in Γο,υ] behandelde onderwerpen met be­
trekking tot de ordestruktuur, wanneer je Banachtralies als eindruimten 
kiest? 
Op deze manier kwamen ook de ruimten L (E) van E-waardige funkties ter 
sprake (E is weer een Banachtralie) als generalisaties van Banachfunktie~ 
ruimten. Via de elementen uit de dualen van deze ruimten loopt er weer een 
weg naar operatoren. We vonden zo een klasse van operatoren, waarvan kern­
operatoren tussen Banachfunktieruimten het belangrijkste voorbeeld zijn. 
Dit alles heeft geresulteerd in een proefschrift, waarin we de ordestruk­
tuur estuderen op ruimten van funkties en maten die waarden aannemen in 
een Banachtralie. Langs deze weg worden dan resultaten afgeleid over de 
ordestruktuur op ruimten van operatoren. 
Kijken we dan nu iets preciezer naar de inhoud van het proefschrift. Het 
geheel bestaat uit vijf hoofdstukken. 
In hoofdstuk I bespreken we stukken uit de theorie over Rieszruimten 
en Banachtralies, die in de rest van het proefschrift gebruikt gaan worden. 
De bedoeling is om op deze manier aan die lezers, welke niet bekend zijn 
met Rieszruimtetheorie, maar wel thuis in de funktionaalanalyse, een over­
zicht te geven van de belangrijkste technieken en resultaten uit de theorie 
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der Banachtralies, als voorbereiding op wat komen gaat. 
Hoofdstuk II begint met een korte beschouwing over sterk meetbare 
funkties, die waarden in een Banachruimte aannemen, voor we op ons eigen­
lijke onderwerp komen, de ruimte B(y,E) van sterk meetbare funkties 
f : Ω -*• E (waarbij (Ω,Σ,μ) een eindige maatruimte is en E een Banachtralie) . 
We bekijken de belangrijkste orde-eigenschappen van deze Rieszruimte, en 
van de zogenaamde gegeneraliseerde Banachfunktieruimten L (E), die idealen 
Ρ 
vormen in В(E), voorzien van een norm: 
f -»• p(||f(-)||) voor f e L (E) , 
waarbij ρ een funktienorm is op B(vi,lR). Orde- en normdichtheid in L (E) 
van de verzameling S(E) van alle trapfunkties worden behandeld, en het 
blijkt dat S(E) niet altijd ordedicht ligt in В(E) (in tegenstelling tot de 
reëelwaardige situatie) en dat S(E) normdicht ligt in L (E) precies dan 
wanneer ρ ordekontinu is (onder voorwaarde dat (Ω,Σ,μ) niet triviaal is, 
en dat dim E = » ). 
Als f. ^ f. > ·· > 0 in В(E), dan schrijven we f + 0 , wanneer 
inf f = 0 in В(E) (de gewone ordekonvergentie in een Rieszruimte). We 
schrijven f + 0, wanneer f (ω) + 0 in E voor y-bijna alle ω e Ω (we noe-
n ρ η 
men dit puntsgewijze ordekonvergentie). Deze konvergentiebegrippen kunnen 
verschillen als dim E = <» . Ze worden vrij uitgebreid met elkaar vergeleken, 
en enkele ordekontinuiteitseigenschappen van de Bochner-integraal-afbeelding 
I : L. (E) -»• E worden hierbij betrokken. Een aardig resultaat over de afbeel-μ 1
 + + ding I is: als f e L,(E) , y e E en 0 ¿ y ¿ I (f) , dan is er een μ 1 y 
g e L (E) met 0 < g < f en I (g) = y . 
Hoofdstuk III handelt over vektormaten. Ook hier beginnen we met een 
inleiding waarin de belangrijkste eigenschappen van vektormaten worden sa­
mengevat. Daarna richten we onze aandacht op maten met waarden in een Ba­
nachtralie en we beschrijven de ordening van achtereenvolgens m(E) ( = de 
ordebegrensde vektormaten), BV(E) ( = de maten van begrensde variatie), 
SA(E) ( = de sterk additieve maten) en CA(E) ( = de σ-additieve maten). 
Zwak kompakte operatoren C(K) -> E zijn te representeren door σ-addi­
tieve E-waardige maten, en de resultaten over de ordestruktuur van CA(E) 
leiden zo tot de volgende stelling: 
181 
zij Б een DedekindvoUedig Banachtralie. Neem aan dat |(· | zwak Fatou is 
(dat wil zeggen, er is een К с IR zó, dat als 0 < e < e in E, dan 
||e|| £ K-sup I|e |I )· Dan zijn equivalent: 
(i) E heeft eigenschap (C). 
(ii) Voor elke kompakte Hausdorffruimte К geldt: als T: C(K) ->• E een 
ordebegrensde, zwak kompakte operator is, dan is ook |т| zwak 
kompakt· 
(iii) Zij T: 1 -> E zwak kompakt en ordebegrensd. Dan is ook |т| zwak 
kompakt. 
(iv) Zij T: с -*• E zwak kompakt en ordebegrensd. Dan is ook |т| zwak 
kompakt. 
In deze stelling staat (C) voor de volgende meetkundige eigenschap van het 
en { Γ._ |x.[ : η e IN } is ordebegrensd, dan is ook |x |,|x |,.. onvoor­
waardelijk sommeerbaar. In §4 van hoofdstuk III bestuderen we deze eigen­
schap. We beschrijven hier onder andere een konfiguratie die optreedt in 
elk Banachtralie zonder eigenschap (C). 
Hoofdstuk IV is gewijd aan de duale van L (E). We richten onze aan-
P 
dacht in dit hoofdstuk vooral op twee nauw samenhangende deelklassen van 
L (E) , te weten: 
Ρ 
L (E)* = { Φ e L (E)* : als f + 0 , dan Φ (f ) •> 0 } , 
P P Ρ η ρ η 
"к * it 
L (E) = de band in L (E) , voortgebracht door L , β E 
ρ m ρ
 э
 ρ с 
Hun belang is onder andere gelegen in de operatoren die voortgebracht wor-
den door hun elementen. Elke Φ e L (E) induceert een afbeelding 
*
 p 
T. : L -*• E door 
Φ ρ 
<T.f,e> = Φ(f«e) voor f e L , e e E . 
Φ ρ 
* 
We laten in dit hoofdstuk zien, dat L (E) korrespondeert met een bekende 
ρ m 
klasse van operatoren. In het geval dat E = L , een Banachfunktieruimte, 
*
 σ 
levert L (L ) precies de klasse der kernoperatoren L -*• L , van eindige 
dubbelnorm, ook bekend als Hille-Tamarkin operatoren. Verder geven we een 
karakterisering van de elementen uit L (E) via twee kontinuiteitseigen-
p m 
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schappen. 
•к -к 
Eenvoudig is in te zien, dat L (E) с L (E) . In een aantal gevallen 
ρ m ρ ρ 
treedt hier gelijkheid op, bij voorbeeld als E* = E* , of als E* de Radon-
e n с 
Nikodym-eigenschap heeft. We geven ook een voorbeeld waar de inklusie 
strikt is. 
In hoofdstuk V tenslotte, komen operatoren aan de orde, die door mid­
del van een Bochner- of een Pettisintegraal te representeren zijn, en ook 
nu weer zijn we geïnteresseerd in de ordestruktuur. Het blijkt: 
is T: L -> E gegeven als Tf = Bochner- ƒ fg dy (voor f e L ), dan heeft 
Ρ Ρ 
Τ een absolute waarde, nl. |τ|(f) = Bochner- ƒ f|g| dy (voor f e L ). 
Een operator T: L -*• E van de vorm Tf = Pettis- ƒ f g dy (voor f e L ) 
p
 II 
(met g sterk meetbaar) heeft niet altijd een absolute waarde. Bestaat |T| 
wel, dan volgt niet automatisch dat |τ|(f) = Pettis- ƒ f|g| dy (voor feL ). 
Dit laatste is wel korrekt als E de eigenschap (C) heeft. 
Deze resultaten passen we toe op zwak kompakte operatoren L (y) -»- E . 
Dan blijkt: voor een Banachtralie E zijn equivalent: 
(i) Voor elke relatief zwak kompakte verzameling A C E , is 
{ |a| : a e A } ook relatief zwak kompakt. 
(ii) Voor zekere oneindig dimensionale ruimte L.(y) heeft elke zwak 
kompakte operator T: L (y) •> E een zwak kompakte absolute waarde. 
(iii) Voor elke ruimte L (y) heeft elke zwak kompakte operator 
T: L (у) -У E een zwak kompakte absolute waarde. 
Dit hoofdstuk wordt afgesloten met een aantal opmerkingen over kompaktheid 
van representeerbare operatoren. 
183 

CURRICULUM VITAE 
Ik ben geboren op 11 september 1954 te Vlaarâingen. Op 6-jarige leeftijd 
verhuisde ik. naar Nijmegen, waar ik de lagere en middelbare school door-
liep, en in september 1972 begon met de wiskundestudie aan de Katholieke 
Universiteit. Tijdens deze studie leerde ik de meeste van mijn huidige 
vriend(inn)en kennen, onder wie ook Wilma, met wie ik sinds enkele jaren 
mijn leven deel. 
Na mijn doktoraal examen in juli 1977, ben ik in dienst getreden 
van de Katholieke Universiteit en heb in dit verband promotieonderzoek 
verricht onder leiding van prof. A. van Rooij, een onderzoek dat met de 
publikatie van dit proefschrift wordt afgesloten. 
ADDRESS OF THE AUTHOR 
Mathematisch Instituut der 
Katholieke Universiteit 
Toernooiveld 
Nijmegen A 
The Netherlands 
185 

STELLINGEN 
Kennis van de harmonische analyse is voor iedere functionaalanalyticus 
een waardevol hulpmiddel bij het konstrueren van voorbeelden en tegen-
voorbeelden. 
Aangezien de wetenschappelijk medewerkers van de vaste staf een groot 
deel van hun werktijd dienen te vullen niet het geven van onderwijs, 
moeten bij hun benoeming didaktische kapaciteiten een belangrijke rol 
spelen. 
De bewering van G.H. Hardy dat "real mathematics has no effects on war" 
is door de loop van de geschiedenis weerlegd. 
(zie: G.H. Hardy: A Mathematician's apology , hoofdstuk 28) 
De positie van de Nederlandse boeren vertoont veel overeenkomst met die 
van boeren in zogenaamde derde-wereld landen. 
(zie bv.: Boekje over boeren , uitgegeven door Solidaridad , Den Haag) 
Een Banachtralie E heeft de Radon-Nikodym-eigenschap precies dan als 
het de zwakke Radon-Nikodym-eigenschap heeft. 
Het is wenselijk dat de Nederlandse regering een politiek voert ten 
aanzien van kernwapens in de geest van de I.K.V.-ideeën. 



