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The Berry curvature of a Bloch band can be interpreted as a local magnetic field in reciprocal
space. This analogy can be extended by defining an electric field analog in reciprocal space which
arises from the time-dependent Berry connection. We explore the term in the semi-classical equation
of motion that gives rise to this phenomenon, and show that it can lead to anomalous drift in wave
packet motion. A similar effect arises from changes in the band population due to periodic driving,
where the resulting drift depends on the nature of the drive and can be expressed in terms of a shift
vector. Finally, these effects can be combined to build a pump with a net anomalous drift during a
cyclic evolution in momentum space.
I. INTRODUCTION
The non-trivial geometry of energy bands in lattice
models often gives rise to non-zero Berry curvature,
which can lead to Hall response and affect material prop-
erties significantly [1–5]. Berry curvature can be inter-
preted as a local magnetic field in momentum space. Its
effect on the semiclassical dynamics is well studied [6, 7].
The local nature is directly observed in many cold atom
setups, where localized wave packets in momentum space
can be generated and coherently controlled [8–11]. In
most of these experiments, the underlying band topol-
ogy is revealed either by Aharanov-Bohm [12] effects in
quasimomentum space [13, 14], or by Hall drift measure-
ments [10, 15], while new methods even allow the recon-
struction of the Berry curvature across the Brillouin zone
(BZ) [14, 16]. Most of these methods exploit the anal-
ogy between the Berry curvature and a magnetic field,
and measure its effect on the dynamics of a wavepacket
moving adiabatically in one of the Bloch bands.
It is natural to ask what happens if we keep the
wavepacket stationary in the BZ, but change the band ge-
ometry. What effects arise from a time-dependent band
geometry as experienced by a wavepacket localized at
some quasimomentum q? This situation can be realized
either by making the band geometry time dependent, or
by changing the relative band population of two bands
with opposite geometric properties. We recount how the
rate of change of the Berry connection appears as an elec-
tric field analog in the semiclassical equation of motion
for a wavepacket undergoing adiabatic evolution [17]. We
connect this effect to the shift that a wavepacket under-
going Rabi oscillations between two bands with opposite
geometric properties exhibits.
Our results extend earlier results for thought experi-
ments involving electrons moving slowly in spatially vary-
ing magnetic fields [18], where the time dependence of a
Berry flux gives rise to an analog of electromotive force
and an associated motion. In addition, non-trivial band
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geometry can profoundly affect the non-linear optical re-
sponses of a solid [19–22]. Inspired by the role of band
geometry in these non-adiabatic processes, we also ex-
plore the consequences of a time varying average Berry
connection arising due to excitations between bands.
Our main motivation is to explain how the Berry
connection dynamics, both adiabatic and non-adiabatic
could be used to control the motion of wavepackets. This
is timely given the variety of experiments, particularly in
the atomic and optical realm [10, 13, 14, 23, 24], which
explore the motion of wavepackets rather than the trans-
port properties of a whole Fermi sea, as is typical in
solid-state systems. In our work, we explore the anoma-
lous motion that such Berry-dynamics produces for a
wave packet in a honeycomb lattice. Furthermore, we
show how these processes can be combined to produce
deterministic translations of a wave packet, including a
pumping cycle. Given that the motion is due to geomet-
ric effects, it has the advantage that it is by and large
detail-independent.
II. BACKGROUND AND SUMMARY OF
RESULTS
In order to understand the effects of a time-dependent
band geometry, let us first review the effects of Berry cur-
vature on the motion of a wavepacket in a Bloch band.
The Berry curvature effects on the center of mass (COM)
motion of a wavepacket in the nth Bloch band are well
captured by the semiclassical equation of motion derived
in Refs. [2, 25, 26]. For a wavepacket moving adiabati-
cally in the nth band, the COM velocity becomes:
vn(q) = ∇qEn(q) + q˙×Ωn, (1)
where En(q) is the energy of the nth band, and Ωn(q) is
the Berry curvature given by
Ωn(q) = ∇×Ann, where Ann = 〈un(q)| i∇q |un(q)〉
(2)
is the Berry connection, and |un(q)〉 is the space periodic
part of nth band eigenstate. This description shows that
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2the COM velocity has a contribution from a Lorentz force
analog in addition to the regular group velocity, and thus
highlights the analogy between a magnetic field and the
Berry curvature, in the sense of
B↔ ∇×Ann = Ωn.
In our work, we recount how in a more general scenario,
the COM velocity is given by (see App. A)
vn(q) = ∇qEn(q)+q˙×Ωn+
(
∂Ann
∂t
)
q
−∇qχn(t), (3)
where
χn(t) = i 〈un| ∂
∂t
|un〉 . (4)
The last two terms in Eq. (3) arise when the band struc-
ture is changed adiabatically. In the absence of a force,
these terms can be treated as a correction due to the
time dependence of the Berry connection, and hence as
an analog of the electric field, in the sense of
E↔ ∂
∂t
(Ann)−∇qχn(t).
Our extension to time-varying band-structures suggest
an interpretation of Ann as vector potential and χ as the
electric potential. Note that the term ∂∂t (Ann)−∇qχn(t)
is gauge invariant (see App. A). We show that this addi-
tional term can give rise to an anomalous drift which is
studied in Sec. III. We note that a essentially the same
term is also derived in the review [2], Eq. 6.9, for gen-
eral changes in a band structure, its effect on transprot,
however, have been so far unexplored. In particular, we
see that the Berry connection is simply playing the role
of a shift of the wavepacket center.
These time-dependent Berry connection effects are
band dependent. Intuitively, one would expect that the
process of band switching (in a static band structure)
should also be considered as an effective time-dependent
change in the Berry-connection seen by a wavepacket,
which could lead to similar results. Indeed, we show that
for a wavepacket starting in one band and undergoing
Rabi oscillations between two bands with different ge-
ometric properties, the COM velocity is given by (see
App. B):
v = 〈∇qEn〉+ ∂
∂t
〈Ann〉+ ∂
∂t
〈∇q(φn)〉 , (5)
where
φ1 = −φ2 = (Arg〈u1|H ′ |u2〉)/2 (6)
is the phase of the matrix element connecting the two
bands via the perturbation Hamiltonian H ′ inducing the
Rabi oscillation. For any quantity O, we define the aver-
age 〈On〉 = P1O1 +P2O2 with P1 and P2 the occupation
probabilities for the two bands. The first term in Eq. (5)
is the average group velocity, and the last two terms can
be considered as an anomalous correction arising due to
the change in the average Berry connection, and the q de-
pendence of the phase of the transition matrix element.
In this case, the electric field analogy is
E↔ ∂
∂t
〈Ann〉+ ∂
∂t
〈∇q(φn)〉 .
We show gauge independence in App. B. Depending on
the nature of the drive, which modifies ∂∂t 〈∇q(φn)〉, the
electric field term can lead to an anomolous drift (Sec.
IV).
Most importantly, we show in Sec. V how to con-
struct a charge pump by combining and repeating adi-
abatic and non-adiabatic steps. An alternative scheme
for a pump, combining non-adiabatic processes with and
without anamolous drift, is presented in App. D.
III. ANOMALOUS DRIFT FROM ADIABATIC
CHANGES OF THE BAND STRUCTURE
Consider a Hamiltonian H(q,G(t)) which depends on
quasimomentum q and a set of time-dependent param-
eters denoted by G(t). When the parameters G are
varied in an adiabatic manner, the COM velocity of a
wavepacket initialized in the nth Bloch band is given by:
v(q) = ∇qEn(q)+i∂Gµ
∂t
[〈
∂un
∂Gµ
|∇qun
〉
−
〈
∇qun| ∂un
∂Gµ
〉]
(7)
where |un〉 is the space-periodic part of Bloch wave func-
tion for nth band (see App. A). This reduces to Eq. (3)
with q˙ = 0, where the last two terms can be interpreted
as an electric field analog.
We demonstrate this effect by studying the honeycomb
lattice. We consider a wavepacket localized at quasimo-
mentum q = q0xˆ as measured from the nearest Dirac
point. In the vicinity of a Dirac point, the Bloch Hamil-
tonian for the lowest two bands in A-B basis is
H =
3
2
J
[
∆(t) τzqx + iqy
τzqx − iqy −∆(t)
]
, (8)
where τz = ±1 for the two Dirac points K±, and q =
k − K± [27]. The sublattice offset-energy ∆(t), which
can be a function of time t, is measured in units of 3J2 ,
where J is the hopping amplitude, and quasi-momentum
q in units of 1a , where a is the lattice constant.
Consider a wavepacket in the lower Bloch band, and
localized at q = q0xˆ in the vicinity of a Dirac point with
τz = 1. For a time-dependent sublattice offset-energy
∆(t), the Berry connection is given by
Agg =
1
2q0
(
∆√
∆2 + q20
− 1
)
yˆ, (9)
where the gauge is chosen such that ∇q(χ) = 0.
3FIG. 1. This vector plot shows the difference in Berry connec-
tion (Eq. (9)) for the lower band eigenstate around a Dirac
point when the sublattice offset-energy is changed adiabati-
cally from −∆0 to ∆0. The color bar on the side represents
the magnitude of this difference. The wavepacket position is
marked by a red circle. Here, the gauge is chosen such that
∇qχ in Eq. (11) vanishes and thus the anomalous drift after
the adiabatic evolution is the same as the change in the Berry
connection vector at the position of wavepacket.
Changes of the Band structure are induced by varying
∆(t) linearly from −∆0 to ∆0 in time T . Then in the
semiclassical picture, the group velocity and the anoma-
lous velocity are given by:
vg = ∇qE− = − q√
∆2 + q20
, (10)
and
va =
∂A
∂t
−∇qχn(t) = ∂∆
∂t
q0
2(q20 + ∆
2)3/2
yˆ (11)
with ∆(t) = 2∆0T (t − T2 ). When ∇q(χ) = 0, the anoma-
lous drift depends only on the change in the Berry con-
nection which is shown in Fig. 1, and it is significant only
in the vicinity of a Dirac point.
The total anomalous displacement could be integrated,
as it is simply:
δa =
∞∫
−∞
dtva = Agg(t =∞)−Agg(t = −∞)
=
1
q0
∆√
∆2 + q20
.
(12)
This formula in particular establishes the Berry connec-
tion as simply a shift of the center of the wavepacket, and
makes it significantly less abstract.
Adiabaticity is crucial for this result. Here, the adia-
baticity condition is decided by Landau-Zener parameter,
Γ = |v12|
2
∂E/∂t , where |v12| is the gap at the level crossing,
and E is the energy gap between two levels far from the
level crossing [28]. When ∆ is changed linearly in time
(a)
(b)
FIG. 2. COM displacement vs time when ∆ is changed lin-
early in time from -0.4 to 0.4 (a) Transverse drift (units of
a), (b) COM displacement due to the group velocity term.
Dashed lines depict the results from the semiclassical theory,
and solid lines are from numerics.
from a large negative to a large positive value, the energy
gap |v12| = q, ∂E∂t = 2∂∆∂t , and thus the Landau-Zener pa-
rameter Γ = q
2
∆0/T
. This process is adiabatic if Γ >> 1.
To compare with the semi-classical expression, we nu-
merically simulated the motion of a wavepacket centered
at quasimomentum q0 with spread σq, in a honeycomb
lattice for the following set of parameters: q0 = pi/50,
σq = 0.02, T=700~/J , ∆0 = 0.4. The observed trans-
verse drift, as shown in Fig. 2, is in good agreement with
Eq. (11). For the given set of parameters, the motion is
almost adiabatic. Indeed, for the numbers used we find
at the center of the wavepacket, Γ = 2.59, and excita-
tion probability averaged over the gaussian wavepacket ,
Pe ≈
〈
e−2piΓ
〉
= 0.0007. Accordingly, we observe from
numerics that the excitation probability Pe ≈ 0.08% for
q = pi50 .
IV. ANOMALOUS DRIFT FROM CHANGES IN
THE BAND POPULATION
Non-adiabatic processes, involving bands with differ-
ent geometry, can have various interesting consequences,
4e.g., effects originating from the shift in the charge center
upon excitation [29–33]. In many non centro-symmetric
crystals, the difference between the Berry connection of
the valence and conduction bands can give rise to a bulk
photovoltaic effect during the optical transitions [34–
36]. This kind of response can be expressed in terms
of a shift vector [29, 32], which appears naturally in
the study of shift current photovoltaic and photo gal-
vanic effects [33, 37]. This shift vector highlights the role
of the band geometry in many non-linear optical pro-
cesses [19, 38, 39]. In these works, transitions are mainly
induced by light, but in a more general scenario, one can
consider any time-periodic perturbation which changes
the band population. As we show below, the shift vec-
tor depends not only on the Berry connection of the two
bands, but also on the phase of the transition matrix el-
ements. We illustrate this effect by discussing two types
of band switching processes stemming from sub-lattice
offset modulation or a sinusoidal force. We discuss the
relation of our work to previous works [19, 29–39] at the
end of the section.
The changes in the average Berry connection affect
the motion of a wavepacket undergoing coherent inter-
band Rabi oscillations. For a wavepacket localized in
momentum space, and evolving under a time-dependent
and space-periodic Hamiltonian, the wavefunction is:
|Ψ(r, t)〉 =
∫
dqφ(q(t), q0) e
ir.q |Φ(q, t)〉 , (13)
where φ(q(t), q0) is localized around q0, and
|Φ(q, t)〉 = A(t) |g(q)〉+B(t) |e(q)〉 (14)
is the superposition of the energy eigenstates |g(q)〉 and
|e(q)〉 in the two bands. In the absence of an exter-
nal force and for a translationally-invariant Hamiltonian,
φ(q(t), q0) = φ(q(t = 0), q0) can be taken as real, and the
displacement in real space is given by:
〈r〉 =
∫
BZ
dq|φ(q,q0)|2 〈Φ(q, t)| i∇q |Φ(q, t)〉 . (15)
This expression is also valid in the presence of a weak
and time-periodic force, but captures only the average
displacement as shown in App. B. We consider a pertur-
bation H ′ of the form:
H(q, t) = H0 +H
′
=
[
Eg(q) 0
0 Ee(q)
]
+
[
0 |V |2 e
iΘeiωt
|V |
2 e
−iΘe−iωt 0
]
(16)
in the basis {|g(q)〉 , |e(q)〉}, where |g(q)〉 and |e(q)〉 are
lower and upper band energy eigenstates with eigenvalues
Eg and Ee, respectively. For the near resonance condi-
tion, ω ≈ Ee(q0)−Eg(q0), it is useful to express |Φ(q, t)〉
as:
|Φ(q, t)〉 = a(t)eiωt2 |g(q)〉+ b(t)e−iωt2 |e(q)〉 , (17)
where a(t) and b(t) are slowly varying functions of time.
Assuming that at t = 0, a wavepacket tightly localized
at q = q0 starts in the lower band, and if one ignores
the terms oscillating at frequency ω, the COM velocity
as given by Eq. (5), now becomes
v = vg + va, (18)
where the average group velocity is
vg = Pg∇qEg(q)|q0+Pe∇qEe(q)|q0 = − cos(2Ωefft)∇qE0,
(19)
and the anomalous correction is given by
va =
∂
∂t
(PgAgg + PeAee)− 1
2
∂
∂t
(Pg∇qΘ− Pe∇q(Θ))
= sin(2Ωefft) (Aee −Agg −∇qΘ) Ωeff|q0 ,
(20)
with phase φ1 = −φ2 = Θ/2, defined in Eq. (16), proba-
bility Pe = 1− Pg = |b(t)|2 = sin2(Ωefft), and Ωeff is the
effective Rabi frequency.
The anomalous velocity in Eq. (20) depends on the
difference in the Berry connection of the two bands, and
the q space gradient of the phase of the drive. We used
a fixed basis to express |Φ(q, t)〉 in Eq. (17), and both of
these contributions are gauge-dependent, but the overall
gauge dependence cancels. As a result, the anomalous
velocity is proportional to a gauge-invariant quantity,
Aee − Agg − ∇qΘ, which is known as the shift vector
in the context of non-linear optical processes [29]. Im-
portantly, because of its dependence on the phase Θ of
the drive, the resulting anomalous velocity va can differ
significantly, as shown in Fig. 3.
Comparing the semi-classical result with the exact dy-
namics of a very narrow wavepacket (see Fig. 3), we no-
tice that apart from the fast oscillations in COM motion,
the dynamics is captured very well by Eq. (5). These
fast oscillations arise from the non-zero inter-band Berry
connection as shown in Eq. (B23) of App. B. It is worth
mentioning that for a large wavepacket in quasimomen-
tum space, finite detuning effects can cause significant
deviation from the semi-classical theory, and the depen-
dence on wavepacket size is discussed in App. C.
We now consider two different mechanisms to switch
band population for a wavepacket in a honeycomb lattice,
and show how the nature of drive decides the anomalous
shift during the transition.
A. Band switching with ∆ modulation
We first consider switching the bands by modulating
the sublattice offset-energy, and the Hamiltonian for this
process is given by
H = H0 +H
′
=
[
∆0 qe
−iφ
qeiφ −∆0
]
+
[
∆0am cosωrt 0
0 −∆0am cosωrt
]
.
(21)
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FIG. 3. (a) Transition probability as a function of time,
(b)Longitudinal drift, (c) Transverse Drift for the time evolu-
tion by H (solid lines)in Eq. (16) and from expressions(dashed
lines) in Eq. (19) and (20) respectively for q0 = pi/40,
∆0 = 0.6, V = 0.04, σq = 0.01 and ω = 2E0 and different
drive phases Θ where φ = tan−1(qy/qx). For the illustration
purpose, the quantities on y axis in (a) and (b) are shifted by
a constant value for different Θ.
in A-B Basis. Now, expressing this Hamiltonian in en-
ergy eigenstate basis of H0, and comparing it to Eq. (16),
we find, for am << 1:
V = |V |eiΘ = ∆0am q0√
∆20 + q
2
0
, (22)
when the lower and upper band eigenstates are expressed
in the same gauge. Using the same gauge to find Aee and
Agg, we find from Eq. (20), that the anomalous velocity
0.0 0.1 0.2 0.3 0.4 0.5
Time(pi/2Ωeff)
0.0
0.2
0.4
0.6
0.8
1.0
E
x
ci
ta
ti
o
n
 P
ro
b
a
b
ili
ty
(a)                                                                             
∆ modulation
Force
0.0 0.1 0.2 0.3 0.4 0.5
Time(pi/2Ωeff)
16
12
8
4
0
T
ra
n
sv
e
rs
e
 D
ri
ft
(a
)
(b)                                                                           
∆ modulation
Force
FIG. 4. (a)Transition probability and (b) Transverse drift
as a function of time for two non-adiabatic schemes from nu-
merics (solid line) and from theory (dashed lines). Results for
∆ modulation are shown in blue color and we observe a sig-
nificant drift during the band switching process as expected
from Eq. (23). On the other hand, when band switching
is achieved by applying a sinusoidal force, anomalous drift
(shown in green color) is vanishingly small and is in good
agreement with Eq. (25).
is given by:
va = − sin(2Ωefft)
(
1
q0
∆0√
∆20 + q
2
0
)
Ωeff. (23)
We simulate the dynamics of a very narrow wavepacket
for σq = 0.01, am = 0.14, q0 = pi/50.0, ∆0 = 0.5, and
ωr = 2
√
∆20 + q
2
0 , and the observed transverse drift is in
good agreement with Eq. (23) as shown in Fig. 4. In this
case, the effective Rabi frequency, Ωeff is very small, and
the resonance condition is satisfied only at the center
of the wavepacket. This results in a small discrepancy
between numerics and theory, which can be attributed
to the finite detuning for a fraction of the wavepacket.
B. Band switching with sinusoidal force
We further consider applying a time-periodic force on
the wavepacket. We consider a weak external sinusoidal
force, F = F0 sinωt. If |F0 ·Age| << ω (see Eq. (B13) in
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FIG. 5. Scheme for amplification of the anomalous drift due to electric field analog. One cycle mainly consists of four steps
(1) ∆ is changed from −∆0 to ∆0 adiabatically (2) ∆ is kept constant and a weak sinusoidal force is applied to achieve band
switching (3) ∆ ramped adiabatically in the opposite direction (4) Again a pi pulse using a sinusoidal force. Upper two panels
show how the sublattice offset-energy and external force is changed in time for different steps in the cycle. In third panel, we
show the schematic for wavepacket localized in the vicinity of a Dirac point during the cycle. The lowermost panel illustrates
the motion in real space. During each adiabatic step, the wavepacket center shifts significantly with transverse drift in the same
direction. On the other hand, the time average displacement during the process of band switching is negligible. This results in
an overall transverse drift during one cycle.
App. B and Ref. [9]), the perturbation H ′ is given by:
H ′ = cos(ωt)
[
F ·Agg F ·Age
F ·Aeg F ·Aee
]
. (24)
Within rotating-wave approximation, we find from
Eq. (20) and (24) that the anomalous velocity is given
by:
va = sin(2Ωefft) (Aee −Agg −∇q(Arg(F ·Age))) Ωeff.
(25)
Here, the anomalous term has two kind of contribu-
tions, one from the change in Berry connection, and the
other from the phase of the drive. Interestingly, for the
specific case of a wavepacket close to a Dirac point and
a linear force, these two contributions are equal. Hence,
the wavepacket is excited to the upper band without any
significant transverse drift unlike the sublattice offset-
energy modulation case (see Fig. 4). We also simulate the
dynamics of a wavepacket for q0 = pi/40xˆ, ∆0 = 0.6 in
the presence of a sinusoidal force F = ωr∆0/20 cos(ωrt)yˆ.
The observed transverse drift and the transition probabil-
ity are in good agreement with the analytical treatment
(Fig. 4). The finite size of wavepacket results in some de-
tuning effects as the resonance condition is fulfilled only
the center of the wavepacket. This gives rise to a small
discrepancy in numerics and theory. Also, we neglected
the terms oscillating at frequency ω in Eq. (B23), and
hence the oscillations in COM motion are not captured
by Eq. (20).
C. Relation to previous shift-currents work
During the band switching process, we came across in-
teresting connections between the anomalous drift and
the shift vector, Aee − Agg − ∇qΘ. This shift vector
also appears in the study of many other optoelectronic
processes in solids. It is responsible for shift current
bulk photovoltaic effect [19, 29–31, 39] and for the large
nonlinear optical response in many non-centrosymmetric
crystals. In these shift current calculations, one consid-
ers a completely filled valence band, and a continuous
pumping to the conduction band gives rise to a shift cur-
rent. The contribution from different k points in BZ is
proportional to the shift vector, and the proportional-
ity constant depend on many other factors like ampli-
7tude and frequency of drive, temperature, etc. Since, the
shift current is obtained by summing up this contribution
from all k points in a BZ, and thus it is non-zero only for
crystals without an inversion center. Furthermore, the
polarization of light directly affects the phase Θ of the
transition matrix elements, and thus can change the shift
vector significantly.
The effect for localized wavepackets depends only on
the shift vector at the wavepacket center. Also, while
electrons in crystals were treated through the Fermi
golden rule, the wave packet we are considering exhibits
coherent oscillations between the bands, and the ob-
served anomalous drift oscillates in the same manner
as the relative band population. Most importantly, the
transition matrix we consider is general, and does not ap-
ply only to optical transitions or nonlinear optical pro-
cesses [19, 29–31, 39]. In the context of the optoelec-
tronic processes discussed in these references, the shift
vector depends on the interband Berry connection, and
is given by Aee − Agg − ∇q(Arg(F · Age)). This de-
pendence originates from the fact that the transition is
induced by a time-periodic force, and thus according to
Eq. (24), Θ = Arg(F ·Age). Hence, our work generalizes
the shift-current expression to Aee −Agg −∇qΘ, where
Θ is the phase of the matrix element connecting the two
bands, and the previous results appear as a special case.
V. APPLICATION - PUMP FROM ELECTRIC
FIELD ANALOG
Our primary goal is to show how time-dependent Berry
connections could be used to control particle motion. In-
deed, the two mechanisms to achieve an anomalous drift
from time-dependent geometric properties as discussed
above can be combined to produce a pumping effect on
a wavepacket. During the adiabatic evolution (Sec. III),
the sign of transverse drift depended on the band index,
and the rate of change of ∆. For the non-adiabatic case,
we mentioned two schemes for band transition, and it
was observed that the wavepacket displacement was neg-
ligible when a linear and time-periodic force was applied.
These effects can be combined to produce an amplified
transverse drift (Fig. 5), with the following steps:
1. The wavepacket is initialized in the lower band, and
the sublattice offset-energy ∆ is changed adiabati-
cally from -∆0 to ∆0. This results in a transverse
drift.
2. A pi pulse is realized by applying a weak external si-
nusoidal force on the wavepacket. The wavepacket
ends up in the upper band after this pulse with the
same q distribution as before. There is no signifi-
cant transverse drift during this step.
3. Now, ∆ is changed in the opposite direction. The
transverse drift during this step is expected to be
the same as in the step one because both, the band
index, and the rate of change of ∆ have opposite
sign.
4. Another pi pulse is applied, and the wavepacket re-
turns to the lower band.
After these four steps, the wavepacket shifts by a finite
distance in the transverse direction but returns back to
the ground band with the same q-distribution. Impor-
tantly, also the lattice parameters are back to their initial
values, which makes it possible to repeat these steps in
a pump cycle. We discuss an alternative scheme only
involving band transfer (but no adiabatic changes) in
App. D.
The overall transverse drift after one complete cycle
can also be associated with the total phase picked up
by the state in this non-adiabatic but cyclic process.
We notice that after a full cycle of the scheme shown
in Fig. 5, the space-periodic part of Bloch wavefunction
in Eq. (13) changes from |Φ(q, t)〉 = |g(q)〉 at t = 0
to |Φ(q, t)〉 = eiθ(q) |g(q)〉, where θ(q) has contribution
both from dynamical and geometrical terms. Interest-
ingly, in the scheme described above, the overall dy-
namical phase vanishes, and thus the phase picked up
in one cycle can be interpreted as Aharanov-Anandan
phase [40]. Now, according to Eq. (15), the COM dis-
placement is given by:
〈r〉 = ∇qθ(q)|q0 , (26)
for an extremely narrow wavepacket located at q = q0.
Here, the transverse after one cycle, depends solely on
Aharanov-Anandan phase, and is thus non-zero only for
those cyclic processes where the state picks up a non-
trivial geometric phase.
We explained above how this phase depends on the
nature of H ′, and there is no q dependent overall phase
when band switching is obtained by modulating the sub-
lattice offset-energy. On the other hand, for the weak
sinusoidal force case, in the limit |∆| >> q0, and for the
same gauge choice,
θ(q) ≈ Arg(F·Age(∆0))+Arg(F·Aeg(−∆0)) ≈ 2φ, (27)
where φ = tan−1(qy/qx), and thus we expect the dis-
placement after one cycle to be < r >= 2/q0yˆ.
We simulate the motion of wavepacket for one full cycle
in Fig. 5 (see Fig. 9 in Appendix for multiple cycles), and
observe that the obtained transverse drift shown in Fig. 6
is in close agreement with Eq. (26). In this case, it was
also observed that the wavepacket first expands in real
space during the first adiabatic step, and then contracts
during the second adiabatic step. It is mainly because
the dispersion relation is opposite for two bands, and
thus the wavepacket shows a breathing behavior. Hence,
at the end of each cycle, we can achieve a significant
transverse drift without any spreading of wavepacket in
real space.
8(1) (2) (3) (4)
FIG. 6. Transverse drift for one cycle in scheme shown in
Fig. 5. We observe a transverse drift during the adiabatic
evolution when the sublattice offset is varied from −∆0 to
∆0 in step 1. Next, the wavepacket is excited to the upper
band without any significant drift when a sinusoidal force is
applied during the step 2. In step 3, it is displaced in the
same direction during the adiabatic evolution in the oppo-
site band when sublattice offset is changed in the opposite
direction. Again, the wavepacket returns to the lower band
without any insignificant displacement during step 4. In this
case, the offset was changed very slowly from -0.6 to 0.6 in
T = 600 to satisfy the adiabaticity condition. The schematics
of wavepacket dynamics in q space is shown in Fig. 5.
VI. DISCUSSION AND CONCLUSIONS
In this manuscript, we explored the time dependence
of the Berry connection as a means of controlling a
wavepacket in a Bloch band. Indeed, there are many
ways to control a particle moving in a confined potential.
It could be subject to a force, or it could be subject to
a variety of quench protocols. A change of a geometric
quantity such as the Berry connection, however, is more
likely to result in a universal response. Furthermore, we
demonstrated that the time derivative of the Berry con-
nection appears as an anomalous velocity in the semi-
classical equation of motion for a wavepacket, and can
be considered as a momentum space analog of an electric
field.
In addition, when a wavepacket is excited to a dif-
ferent band, another interesting connection emerges be-
tween the observed anomalous drift and the shift vector,
see Eq. (20). During the band switching, the wavepacket
experiences an anomalous drift which consists of the dif-
ference of the Berry connections of the two bands, and a
q space derivative of the argument of the interband ma-
trix element of the drive. And hence, we demonstrated
that shift vector expression is more general than the one
encountered in the light-induced transitions [19, 29–39],
and explored it in two types of drive.
Indeed, the anomalous drift from the electric field ana-
log should be thought of as a powerful element in the
arsenal for controlling a wavepacket in synthetic systems
such as optical lattices. Such effects often average out in
solid state systems, since all transport effects are aver-
aged over a Fermi sea. Furthermore, changing the lattice
geometry in materials on transport-relevant time scales is
quite difficult. Atomic and optical systems, in contrast,
allow the observation of the motion of tight wavepack-
ets [41], and can realize a variety of time dependent pro-
tocols which can explore the effects from time-dependent
band geometry.
In our manuscript, we provide an example for what
the combination of the anomalous velocity effects from
the time varying band geometry and interband transi-
tion could achieve. We construct a protocol which con-
trollably ‘pumps’ a wavepacket perpendicular to its group
velocity. The observed transverse drift could be amplified
without any significant change in the wavepacket size.
Anomalous drifts from time-dependent Berry connec-
tion could be at the basis of a rich set of control proto-
cols. It would be interesting to study the effects of time-
dependent geometric properties for the degenerate Bloch
bands or multi-band systems. Furthermore, geometric
effects due to interband excitations could be made richer
by considering a momentum shift q. Time-dependent
band geometry could even have an effect in solid state
system, perhaps when the Fermi sea is shifted due to a
constant external field, or a thermal gradient. Beyond
wavepacket dynamics, Berry curvature can also modify
the energy spectrum of excitons, and can give rise to
orbital Zeeman shift analog [42, 43]. It would be inter-
esting to explore stark shift analogs arising from time-
dependent Berry connection. Additionally, higher order
moments of Berry curvature can also affect the magneto-
optical properties of the materials [44, 45]. Using the
recent proposals to control and tune the band geometry
in monolayer materials [46, 47], one can look up for the
effects of time-dependent band geometry in many non
linear optical responses as well. We expect that these
effects will be the subject of future investigation, as well
as the focus of experimental efforts.
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9Appendix A: Electric field analog in Equation of
motion -Adiabatic Case
Consider a quantum system described by a Hamilto-
nian H which depends on quasi momentum q, and on a
set of parameters given by G. The eigenstates of this H
are denoted by |un(q,G)〉, such that,
H(q,G) |un(q,G)〉 = En(q,G) |un(q,G)〉 . (A1)
Now, consider the adiabatic evolution of this system
as q(t) and G(t) changes slowly with time. Accord-
ing to the quantum adiabatic theorem, a system ini-
tially in one of its eigenstates |un(q(0),G(0)〉 will re-
main in the instantaneous eigenstate of the Hamiltonian
H(q(t),G(t)) throughout the process. The additional
(geometric) phase picked by the state, when R is varied
slowly along the contour C is given by:
γn =
∮
C
dR ·An(R), (A2)
where R = (q,G), and An(R) is given by:
An(R) = i 〈un(R)| ∂
∂R
|un(R)〉 . (A3)
In this case q(t) is a 3D vector and we can take the
dimension of G as m, i.e, G = (G1, G2, ...Gm). We can
define a gauge field tensor derived from the Berry vector
potential:
Ωnµν =
∂
∂Rµ
AnRν −
∂
∂Rν
AnRµ , (A4)
known as the Berry Curvature. In this case R =
(q1, q2, q3, G1, G2, ......Gm), and thus we can recast the
Eq. (A4) into a vector form for µ, ν  (1, 2, 3)
Ωn(q) = ∇q ×An(q), (A5)
where the vector Ωn is related to the Berry curvature
tensor by Ωnij = ijk(Ω
n)k. The main point to be noted
here is that this vector form is not generalized here for
all µ, ν, but only for the q part.
We are interested in studying the motion of particle as
different parameters are varied slowly with time. For
adiabatic evolution, the wave function changes slowly,
and apart from a phase factor to the first order in the
rate of change of the Hamiltonian, the wave function is
given by:
|ψ(n)〉 = |un〉 − i~
∑
n′ 6=n
|un′〉
〈
un′ |∂un′∂t
〉
(εn − εn′) (A6)
Now the velocity operator in the q-representation has
the form v(q, t) = 1~∇qH(q, t), so the average velocity in
a state of given q to the first order is given by
vn(q) =
1
~
∇qεn(q)
− i
∑
n′ 6=n
{
〈un| ∇qH(q) |un′〉
〈
un′ |∂un∂t
〉
εn − ε′n
− c.c
}
,
(A7)
where c.c denotes the complex conjugate. Using the
fact that when, n 6= n′, 〈un| ∇qH(q) |un′〉 = (εn −
εn′) 〈∇qun|un′〉, and the identity
∑ |un′〉 〈un′ | = 1, we
find,
vn(q) =
1
~
∇qεn(q)−i
[〈
∇qun|∂un
∂t
〉
−
〈
∂un
∂t
|∇qun
〉]
.
(A8)
The t dependence is coming through R, and thus we can
write ∣∣∣∣∂un∂t
〉
= q˙ · ∇q |un〉+ J˙µ
∣∣∣∣∂un∂Jµ
〉
, (A9)
where summation over µ is implied. Substituting this ex-
pression in Eq. (A8), we get the ith component of velocity
as:
vi(q) =
∂εn
~∂qi
− iq˙j
[〈
∂un
∂qi
|∂un
∂qj
〉
−
〈
∂un
∂qj
|∂un
∂qi
〉]
− iJ˙µ
[〈
∂un
∂qi
|∂un
∂Jµ
〉
−
〈
∂un
∂Jµ
|∂un
∂qi
〉]
.
(A10)
Using Eqs. (A3), (A4) and (A5), we get:
vi(q) =
∂εn(q)
~∂qi
− ijkq˙jΩnk
− iJ˙µ
[〈
∂un
∂qi
|∂un
∂Jµ
〉
−
〈
∂un
∂Jµ
|∂un
∂qi
〉]
.
(A11)
The last term in Eq. (A11) above can be expanded as:
i
[〈
∂un
∂qi
|∂un
∂Jµ
〉
−
〈
∂un
∂Jµ
|∂un
∂qi
〉]
= −i ∂
∂Jµ
〈
un| ∂
∂qi
|un
〉
+ i
〈
∂un
∂qi
|∂un
∂Jµ
〉
+ i
〈
un| ∂
∂qi
∂
∂Jµ
|un
〉
= −∂A
n
qi
∂Jµ
+ i
∂
∂qi
〈
un| ∂
∂Jµ
|un
〉
,
(A12)
and thus the Eq. (A11) becomes:
vi(q) =
∂εn(q)
~∂qi
− (q˙× (∇×An))i + J˙µ ∂A
n
i
∂Jµ
− iJ˙µ ∂
∂qi
〈
un| ∂
∂Jµ
|un
〉
.
(A13)
It can be written more concisely as:
r˙i(q) =
∂εn(q)
~∂qi
−(q˙×(∇×An))i+
(
∂Ani
∂t
)
q
−∇qχn(t),
(A14)
where
χn(t) = i
〈
un| ∂
∂t
|un
〉
. (A15)
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This equation has a striking similarity with the equation
of motion of a charged particle in the presence of an elec-
tric and magnetic field as given by:
~k˙ = Q∇rΦ +Qr˙× (∇r ×A)−Q
(
∂A
∂t
)
r
, (A16)
where Q is the electric charge, Φ the scalar potential, and
A is the electromagnetic vector potential. This allows us
to define analogs of electric and magnetic field from the
geometric quantities in Eq. (A14) as follows:
B→ Ωn, (A17)
E→
(
∂An
∂t
−∇qχn
)
. (A18)
These quantities are gauge invariant as shown below.
1. Gauge Invariance of the Electric field analog
From electrodynamics, we know that E = −∇r(Φ) −
∂A
∂t , and B = ∇ ×A are gauge invariant quantities. So
in this section, we prove that a similar gauge invariance
is satisfied by their analogs. If we make a gauge trans-
formation
|un(R)〉 → eiζ(R) |un(R)〉 , (A19)
where ζ(R) is an arbitrary smooth function, then An
transforms as follows:
An → An −∇qζ(q,G). (A20)
In analogy to the EM vector potential we want to show
that in Eq. (A14),
(
∂An
∂t
)
q
− ∇qχn is a gauge invariant
quantity. Let |u′n(R)〉 = eiζ(R) |un(R)〉, then the term
∇qχ transforms as :
∇qχ′ = i∇q
〈
u′n|
∂
∂t
|u′n
〉
= i∇q
[〈
un| ∂
∂t
|un
〉
+ i
∂ζ
∂t
]
,
∇qχ′ = ∇qχ−∇q ∂ζ
∂t
, (A21)
and the other term
(
∂A′n
∂t
)
q
transforms as follows
(
∂A′n
∂t
)
q
=
(
∂An
∂t
)
q
−∇q
(
∂ζ
∂t
)
q
. (A22)
So, the expression
(
∂An
∂t
)
q
−∇qχn is gauge invariant,
and hence the equation of motion is not modified under
the gauge transformation. This term
(
∂An
∂t
)
q
−∇qχn is
analogous to the electric field E in the real space.
Appendix B: Derivation for equation of motion for a
Bloch wavepacket undergoing Rabi Oscillations
Consider a wavepacket with support on two Bloch
bands. We want to study its evolution under the Hamil-
tonian H − F(t) · rˆ, where H is translationally invari-
ant, and F(t) is the force applied on the wavepacket.
The wavefunction describing the system is given by
Schrodinger equation:
i
∂
∂t
|Ψ(r, t)〉 = (H(t)− F(t) · rˆ) |Ψ(r, t)〉 . (B1)
Here, we can express |Ψ(r, t)〉 as a superposition of Bloch
wavefunctions. For a two band model we can write:
|Ψ(r, t)〉 =
∑
n=1,2
∫
BZ
d2kφn(k, t)e
ik·r |un(k)〉 , (B2)
where |un(k)〉 is the cell-periodic part of nth Bloch wave-
function. Substituting in Eq. (B1) above, we get:
i
∂
∂t
(φn(k, t)) =∑
m=1,2
∫
BZ
d2k(φm(k, t) 〈un(k, t)|H |um(k, t)〉
− i 〈un(k, t)|F · ∇k(φm(k, t) |um(k)〉)).
(B3)
Now, since H is translationally invariant, and there is
no mixing between different k components, so we can use
the ansatz:
|Ψ(r, t)〉 =
∑
n=1,2
∫
BZ
d2kφn(k(t), t)e
ik(t)·r |un(k(t))〉 ,
(B4)
where k(t) = k +
∫ t
0
F(t′)dt′ and defining :
ψn(k, t) ≡ φn(k(t), t), (B5)
we get the following equation for ψn(k, t)
i
∂
∂t
ψn(k, t) =
∑
m
(Hn,m(t)− F ·An,m(k(t)))ψm(k, t),
(B6)
where An,m(k) = i 〈un(k)| ∇k |um(k)〉. This ansatz was
used mainly to consider the fact that probability distri-
bution in k moves in time in the presence of a force, and
the coefficients at k+
∫ t
0
F(t)dt are decided by the initial
conditions at k. In the absence of an external force, we
can write :
|Ψ(r, t)〉 =
∑
n=1,2
∫
BZ
d2keik·rψn(k, t) |un(k)〉 . (B7)
For translationally invariant H, there is no mixing be-
tween different k and at each k, we have:
i
∂
∂t
ψn(k, t) =
∑
m=1,2
H(k, t)n,mψm(k), (B8)
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and |ψ1(k, t)|2 + |ψ2(k, t)|2 is a function of k only. This
allows us to express:
|Ψ(r, t)〉 =
∫
d2keik·rφ(k) |Φ(k, t)〉 , (B9)
where φ(k) =
√|ψ1(k, t)|2 + |ψ2(k, t)|2 and |Φ(k, t)〉 is a
superposition of |un(k)〉 with time dependent coefficients
such that
i
∂
∂t
|Φ(k, t)〉 = H(k, t) |Φ(k, t)〉 , (B10)
and 〈Φ(k, t)| |Φ(k, t)〉 = 1.
Now, we can do something similar in the presence of
an external force by defining
|Ψ(r, t)〉 =
∫
d2keik(t)·rφ(k) |Φ(k(t), t)〉 , (B11)
where φ(k) =
√
φ1(k, 0)2 + φ2(k, 0)2, k(t) = k +∫ t
0
F(t′)dt′, and |Φ(k(t), t)〉 is governed by H − F · A.
For the special case of sinusoidal force F(t) = F0 sin(ωt),
we notice that k(t = nT ) = k, and hence at any time t
which is integer multiple of time period T , we can write:
|Ψ(r, t)〉 =
∫
d2keik.rφ(k) |Φ(k, t)〉 , (B12)
where |Φ(k, t)〉 is governed by:
i
∂
∂t
|Φ(k, t)〉 = (H0 − F(t) ·A(k)) |Φ(k, t)〉 . (B13)
1. Expression for velocity of C.O.M of wavepacket
in presence of near resonant periodic drive
For a two-level system, consider the full Hamiltonian
H = H0 +H
′ =
[
E1 0
0 E2
]
+
[
0 V2 e
iθeiωt
V
2 e
−iθe−iωt 0
]
,
(B14)
where V is taken as real. This gives
|Φ(q, t)〉 = a(t)eiωt/2 |u1(q, t)〉+ b(t)e−iωt/2 |u2(q, t)〉 ,
(B15)
and substituting in Eq. (15), and neglecting the terms
oscillating at frequency ω, we get
〈r〉 =
∫
d2q|φ(q,q0)|2 〈Φ(q, t)| ∇q |Φ(q, t)〉
= 〈Ann〉 |q0 + a∗(t)∇qa(t) + b∗(t)∇qb(t).
(B16)
Now, subsituting Eq. (B15) in Eq. (B14), we get
∂
∂t
a(t) = −i
(
(E1 +
ω
2
)a(t) +
V
2
eiθb(t)
)
(B17)
and
∂
∂t
(b(t)) = −i
((
E2 − ω
2
)
b(t) +
V
2
e−iθa(t)
)
. (B18)
If the wavepacket starts in one of the eigen states, we get
the following expression for velocity:
v =|(a(t)|2∇qE1 + |b(t)|2∇qE2
+
∂
∂t
〈Ann〉+ ∂
∂t
(|a(t)|2∇q(θ)) . (B19)
Given the fact that
∂
∂t
|a(t)|2 = − ∂
∂t
|b(t)|2, (B20)
we can write
v = 〈∇qEn〉+ ∂
∂t
〈Ann〉+ ∂
∂t
〈φn〉 , (B21)
where
φ1 = −φ2 = θ
2
=
1
2
Arg 〈u1|H ′ |u2〉 . (B22)
It is worth mentioning again that the above equation
does not take into account the fast oscillatory motion
at frequency ω. Now, if we include such terms then,
Eq. (B16) is modified as follows:
〈r〉 = 〈Ann〉 |q0 + a∗(t)∇q(a(t)) + b∗(t)∇qb(t)
+ a∗(t)b(t)e−iωtAge + a(t)b∗(t)eiωtAeg.
(B23)
Appendix C: Results for different sizes of
wavepacket
Here, we consider the effects of increasing the size
of wavepacket in quasi-momentum space. Since, the
resonance condition is satisfied only at the center of
wavepacket, so a larger wavepacket would have significant
detuning. This detuning would decrease the transition
probability after a Rabi cycle, and would also decrease
the transverse drift observed during the process of band
switching. We plot the resulting transverse drift and ex-
citation probabilities for three different wavepacket sizes,
and other parameters are same as that for Fig. 3 in the
main text.
Appendix D: Pump from non-adiabatic processes
only
In Sec. V, we showed how one can combine adiabatic
and non-adiabatic steps to amplify the anomalous drift
obtained from the electric field analog. We mainly ex-
ploited the fact that shift vector was vanishingly small
when transition was achieved using a time-periodic force,
and the transverse drift was same during two adiabatic
steps of the cycle. In Sec. IV, we also showed that the
shift vector is significantly large when band transition is
achieved using the sublattice offset-energy modulation.
Now, one can in fact combine these two different kind
of non-adiabatic processes to amplify the transverse drift
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FIG. 7. Transverse drift for different wavepacket size for
(a)Θ = 0.0, (b)Θ = φ/2, (c)Θ = φ. Transition probabil-
ity is same for all of the above cases and its dependence
on wavepacket size is shown in (d). Here σ0 is the size of
wavepacket considered in the main text (Fig. 3).
∆	=	∆0(1+amcosωt),	F	=	0
∆	=	∆0,	
F	=	F0cosωt
∆	=	∆0(1+amcosωt),	F	=	0
FIG. 8. Transverse drift during three different band switching
steps. For the first and third step, we modulate the sublat-
tice offset-energy ∆, and the wavepacket moves from lower to
upper band and observe a significant transverse drift. During
the second step, we keep ∆ constant, and apply a sinusoidal
force and thus a negligible anomalous drift as expected.
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FIG. 9. Transverse drift after two cycles of the scheme dis-
cussed in Sec. V.
arising purely from the changes in the Berry connection.
Here, we simulate the motion of a wavepacket undergoing
Rabi oscillations such that transition from lower to upper
band is achieved by modulating offset energy, and use
sinusoidal force for the opposite step. The wavepacket
is shifted significantly during the sublattice offset-energy
modulation step only, and its direction depends only on
the bands involved in transition as shown in Fig. 8.
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