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Preface
Local cohomology is an extremely useful technique in commutative algebra and
algebraic geometry. In this thesis we study local cohomology in various graded situ-
ations. Let P0 be a Noetherian ring, P = P0[y1, . . . , yn] be the polynomial ring over
P0 with the standard grading and P+ = (y1, . . . , yn) the irrelevant graded ideal of P .
Then for any finitely generated graded P -module M , the local cohomology modules
H iP+(M) are naturally graded P -modules and each graded component H
i
P+
(M)j is
a finitely generated graded P0-module. The main topic of this thesis is to study the
structure of the P0-modules H
i
P+
(M)j and their asymptotic behavior for j  0.
This thesis is organized as follows: We recall in the first chapter some basic
definitions and known facts about graded rings and graded modules, local cohomol-
ogy, Castelnuovo-Mumford regularity and Hilbert function, Stanley-Reisner rings,
spectral sequences, tameness local cohomology and, graded and bigraded local co-
homology. In Chapter 2 we consider the case that P0 = K[x1, . . . , xm] is a polyno-
mial ring, so that the K-algebra P is naturally bigraded with deg xi = (1, 0) and
deg yi = (0, 1). In this situation, if M is a finitely generated bigraded P -module,
then each of the modules H iP+(M) is a bigraded P -module, and each
H iP+(M)j =
⊕
k
H iP+(M)(k,j)
is a finitely generated graded P0-module whose grading is given by (H
i
P+
(M)j)k =
H iP+(M)(k,j). Thus it makes sense to investigate the regularity and Hilbert function
of the graded P0-modules H
i
P+
(M)j . We show that if M is a finitely generated
bigraded P -module such that the dimension of M/P+M over P0 is at most one,
then there exists an integer c such that, −c ≤ regH iP+(M)j ≤ c for all i and all j.
The rest of this chapter is devoted to study the local cohomology of a hypersurface
ring R = P/fP where f ∈ P is a bihomogeneous polynomial. We show that
dimK H
n
P+
(R)(k,j) ≤ dimK HnP+(R)(k,j−1) for all k, j.
In other words, the Hilbert series of the P0-module H
n
P+
(R)j is a nonincreasing func-
tion of j. In the special case thatHnP+(R)j has finite length the regularity ofH
n
P+
(R)j
is also a nonincreasing functions in j. Next we compute the regularity of H iP+(R)j
for a special class of hypersurfaces. For the computation we use in an essential
way a result of Stanley and J. Watanabe. They showed that a monomial complete
intersection has the strong Lefschetz property. Using these facts the regularity and
the Hilbert function of H iP+(P/f
r
λP )j can be computed explicitly. Here r ∈ N and
fλ =
∑n
i=1 λixiyi with λi ∈ K. As a consequence we see that Hn−1P+ (P/f rP )j has
a linear resolution and its Betti numbers can be computed. Finally we show that
for any bigraded hypersurface ring R = P/fP for which the ideal I(f) generated
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by all coefficients of f is m-primary where m is the graded maximal ideal of P0, the
regularity of H iP+(R)j is linearly bounded in j.
In Chapter 3 we prove a duality theorem for local cohomology of bigraded mod-
ules. We let R be a standard bigraded K-algebra with bigraded irrelevant ideals P
generated by all elements of degree (1, 0), and Q generated by all elements of degree
(0, 1) and M be a bigraded finitely generated R-module. We define the bigraded
Matlis-dual of M to be M∨ where the (i, j)th bigraded component of M∨ is given
by HomK(M(−i,−j), K).
We establish the following duality theorem:
Theorem. Let R be a standard bigraded K-algebra with irrelevant bigraded ideals
P and Q, and let M be a finitely generated bigraded R-module. Then there exists
a convergent spectral sequence
E2i,j = H
m−j
P
(
H iR+(M)
∨
)
=⇒
j
H i+j−mQ (M)
∨
of bigraded R-modules, where m is the minimal number of homogeneous generators
of P and R+ is the unique graded maximal ideal of R.
We show that the above spectral sequence degenerates whenM is Cohen-Macaulay
and obtain for all k the following isomorphims of bigraded R-modules
HkP
(
HsR+(M)
∨
) ∼= Hs−kQ (M)∨
where s = dimM , see Corollary 3.12. We let R0 be the K-subalgebra of R which
is generated by the elements of bidegree (1, 0) and set N = HsR+(M)
∨. Then N is
again an s-dimensional Cohen-Macaulay module and by the above isomorphism we
obtain for all j the isomorphisms of graded R0-modules
HkP0(Nj)
∼= (Hs−kQ (M)−j)∨ (1)
where P0 is the graded maximal ideal of R0. Here we used, that H
k
P (N)j
∼= HkP0(Nj)
for all k and j.
Brodmann and Hellus [4] raised the question whether the modules HkQ(M) are
tame if M is a finitely generated graded R-module. In other words, whether for
each k there exists an integer j0 such that either H
k
Q(M)j = 0 for all j ≤ j0, or else
HkQ(M)j 6= 0 for all j ≤ j0. In various cases this problem has been answered in the
affirmative, see [3], [4], [24], [18], [20] and [2] for a survey on this problem. In case
M is Cohen-Macaulay the tameness problem translates, due to (1), to the following
question: Given a finitely generated bigraded R-module N . Does there exist an
integer j0 such that H
k
P0
(Nj) = 0 for all j ≥ j0, or else HkP0(Nj) 6= 0 for all j ≥ j0?
More generally, one would expect that for a finitely generated graded R0-module W
and a finitely generated bigraded R-module N there exists for all k an integer j0
such that ExtkR0(Nj ,W ) = 0 for all j ≥ j0, or else ExtkR0(Nj ,W ) 6= 0 for all j ≥ j0.
However this is not the case as has been recently shown by Cutkosky and Herzog,
see [10]. Their example also provides a counterexample to the general tameness
3problem. To show this, Proposition 3.11 of this chapter is used. On the other hand,
in Chapter 5 we are going to show that tameness holds for all local cohomology
modules of a ring with monomial relations and with respect to monomial prime
ideals.
We use our duality to give a new proofs of known cases of the tameness problem
and also to add a few new cases in which tameness holds, see Corollary 3.10, 3.14
and 3.18. The duality is also used in the Corollaries 3.15 and 2.4 to prove some
algebraic properties of the modules HkQ(M)j in case M is Cohen-Macaulay.
In Chapter 4 we consider R be a standard graded K-algebra where (R0,m0) is a
local ring with the graded irrelevant ideal R+ =
⊕
i>0Ri andM be a graded finitely
generated R-module. We define the graded Matlis-dual of M to be M∨ where the
kth graded component ofM∨ is given by HomR0(Mk, ER0(R0/m0)).We establish the
following duality theorem which is inspired by the duality theorem in Chapter 3:
Theorem. Let R be a standard graded K-algebra where (R0,m0) is a local ring
and R+ the graded irrelevant ideal of R, and let M be a finitely generated graded
R-module. Then there exists a convergent spectral sequence
E2i,j = H
m−j
m0
(
H i
m
(M)∨
)
=⇒
j
H i+j−mR+ (M)
∨
of graded R-modules, where m is the minimal number of homogeneous generators
of m0 and m = m0 +R+ is the unique graded maximal ideal of R.
By using this theorem and a similar proof we obtain all the application results
as stated in Chapter 3.
Chapter 5 gives very explicit combinatorial formulas for the Hilbert series of
local cohomology modules of the rings defined by monomial relations, with respect
to a monomial prime ideal. We first consider the squarefree case, since from a
combinatorial point of view this is the more interesting case and also since in this
case the formula which we obtain is more simple. As a generalization of Hochster’s
formula [6], we compute (Theorem 5.3) the Hilbert series of local cohomology of the
Stanley-Reisner ring K[∆] with respect to a monomial prime ideal. With the choice
of the monomial prime ideal, the Stanley-Reisner ring K[∆], and hence also all the
local cohomology of it, can be given a natural bigraded structure. In Proposition 5.7
we give a explicit formula for the K-dimension of the bigraded components of the
local cohomology modules. Using this formula we deduce that the local cohomology
of K[∆] with respect to a monomial prime ideal is always tame.
In [26] Takayama generalized Hochster’s formula to any graded monomial ideal
which is not necessarily squarefree. As a generalization of Takayama’s result we
compute the Hilbert series of local cohomology of monomial ideals with respect to
monomial prime ideals and observe that again all these modules are tame. It is
known however by the result of Cutkosky and Herzog [10] that in general not all
local cohomology modules are tame.
The results in Chapter 2, 3 and 5 have been published in [21], [15] and [22],
respectively.
1 Preliminaries
In this chapter we collect some basic facts which will be used throughout of this
thesis. In this thesis all rings are assumed to be Noetherian, commutative and with
identity unless otherwise stated.
1.1 Graded rings and graded modules
In this section we introduce some basic concepts concerning graded rings and mod-
ules.
Definition 1.1. Let (G,+) be an abelian group. A ring R is called G-graded if there
exists a family of Z-modules Rg, g ∈ G such that R =
⊕
g∈GRg as a Z-module with
RgRh ⊆ Rg+h for all g, h ∈ G. Let R be a graded ring. An R-module M is called
G-graded if there exists a family of Z-modules Mg, g ∈ G such that M =
⊕
g∈GMg
as a Z-module with RgMh ⊆Mg+h for all g, h ∈ G.
We call u ∈ M homogeneous of degree g if u ∈ Mg for some g ∈ G and set
deg(u) = g. For g ∈ G we say thatMg is a homogeneous component ofM . An ideal
I ⊂ R is G-graded if I =⊕g∈G Ig with Ig = I ∩Rg.
Definition 1.2. Let R be a G-graded ring and M , N are G-graded R-modules.
An R-linear map ϕ : M → N is said to be graded (or homogeneous) of degree h
for some h ∈ G if ϕ(Mg) ⊆ Ng+h for all g ∈ G. We call ϕ homogeneous if it is
homogeneous of degree 0.
Definition 1.3. Let R be a G-graded ring, M be a G-graded R-module and g ∈ G.
We define M(g) to be the G-graded R-module M by shifting its grading g steps.
More formally, M(g) is isomorphic to M as a module and has grading defined by
M(g)h =Mg+h for all h ∈ G.
We sometimes call M(g) the gth twist of M . Note that, if ϕ : M → N is homoge-
neous of degree h, then the induced map ϕ˜ :M(−h)→ N is homogeneous.
If G equals Z, Z2 or Zn, we say that R is a graded, a bigraded or a Zn-graded
ring and M is a graded, a bigraded or a Zn-graded R-module. We observe that
every bigraded module M has a natural graded structure by setting
Mi =
⊕
(a,b)∈Z2
a+b=i
M(a,b).
Analogously every Zn-graded module M has a natural graded structure by setting
Mi =
⊕
u∈Zn
|u|=i
Mu.
In particular the following rings will be considered in this thesis:
Preliminaries 5
(i) Let S = K[x1, . . . , xn] be a polynomial ring over a field K. Then S has a
graded structure induced by deg(xi) = 1. We also view S as a Z
n-graded by
setting deg(xi) = εi where εi denotes the ith unit vector of Z
n.
(ii) Let S = K[x1, . . . , xn, y1, . . . , ym] be the polynomial ring in n + m-variables.
Then S has a bigraded structure induced by deg(xi) = (1, 0) and deg(yj) =
(0, 1). Note that S also has a Zn × Zm-bigraded structure.
The above polynomial rings are usually called (standard) graded, bigraded and Nn-
graded polynomial rings.
From now on by a graded ring (module) we mean a Z-graded ring (module). In
the following we recall some known facts:
Lemma 1.4. Let R be a nonnegatively graded ring and M =
⊕
i∈ZMi a graded
R-module. For any integer k, we set M≥k =
⊕
i≥kMi. Then M≥k is a graded
submodule of M . In particular, this shows that R+ = R≥1 is a graded ideal of R.
Lemma 1.5. Let R be a graded ring and M a Noetherian (Artinian) graded R-
module. Then Mj is a Noetherian (respectively, Artinian) R0-module for all j.
Theorem 1.6. A graded ring R is Noetherian if and only if R0 is Noetherian and
R is finitely generated as an algebra over R0.
If M is an R-module, we denote the length of M as an R-module by `R(M) or
simply by `(M).
Theorem 1.7. Let R be a graded ring and M a graded R-module. Then
`R(M) = `R0(M) =
∑
j
`R0(Mj).
From this theorem we immediately obtain
Corollary 1.8. Let R be a graded ring and M a graded R-module. Then M has
finite length as an R-module if and only if each Mj has finite length as an R0-module
and Mj = 0 for all but finitely many j.
Lemma 1.9. Let R be a nonnegatively graded ring and M an Artinian graded R-
module. Then Mj = 0 for j  0.
Lemma 1.10. Let R be a nonnegatively graded ring which is finitely generated as
an R0-algebra, R+ =
⊕
i>0Ri and M a finitely generated graded R-module. Then
Mj ⊂ (R+)kM for all k ≥ 1 and j  0.
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1.2 Local cohomology
Let R be a Commutative ring, I an ideal of R, and M an R-module. We set
ΓI(M) = {x ∈M : Ikx = 0 for some k ≥ 0}.
Then one has that ΓI(−) defines a functor which is covariant, left exact and additive.
Definition 1.11. The ith local cohomology functor, denoted byH iI(−), is defined as
the ith right derived functor of ΓI(−). In other words, if F. is an injective resolution
of M , then H iI(M) = H
i(ΓI(F
.)) for all i ≥ 0.
Thus one computes these local cohomology modules by taking an injective reso-
lution ofM , then applying ΓI(−), and taking cohomology. Since ΓI(−) is left exact,
we have that H0I (M)
∼= ΓI(M). We also note that H iI(M) = 0 for i < 0.
Observe that if J is another ideal with the same nilradical as I, then ΓI = ΓJ .
Hence H iJ(M) = H
i
I(M) for all i and for all R-module M .
Another elementary but important property of the local cohomology modules is
that every element in H iI(M) is killed by a power of I. This follows at once from the
definition. There are two very important alternative definitions of local cohomology
when the base ring R is Noetherian. For the first alternate definition we rewrite
ΓI(M) as the union of the submodules 0 :M I
n where 0 :M I
n denotes the set of
elements of M annihilated by In, i.e.,
ΓI(M) =
⋃
n
(0 :M I
n).
Identify (0 :M I
n) = HomR(R/I
n,M), so that
H0I (M) = ΓI(M) = lim−→
n≥0
HomR(R/I
n,M),
and we define the higher local cohomology groups as the right derived functors
of H0I (−), i.e., H iI(M) is the ith cohomology module of the complex obtained by
applying H0I (−) to an injective resolution of M . The functor H0I (−) is left exact,
and so for any short exact sequence of modules we get a long exact sequence in
local cohomology. Since local cohomology is the derived functor, it is universal
among sequence of functors with this property. On the other hand, the functors
lim−→
n≥0
ExtiR(R/I
n,M) behave in a similar way, taking short exact sequence to long
exact sequence. They have the same universal property as the local cohomology, so
they are in fact naturally isomorphic:
H iI(M)
∼= lim−→
n≥0
ExtiR(R/I
n,M).
The second identification is worth a theorem
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Let R be a commutative Noetherian ring, I and ideal of R, andM an R-module.
Suppose that x1, . . . , xn ∈ R such that
√
I =
√
(x1, . . . , xn). We denote by C(M)
.
the (extended) Cˇech complex of M with respect to x1, . . . , xn defined as follows:
C(M). : 0→ C(M)0 → C(M)1 → · · · → C(M)n → 0
with
C(M)t =
⊕
1≤i1<···<it≤n
Mxi1 ...xit ,
and where the differentiation C(M)t → C(M)t+1 is given on the component
Mxi1 ...xit →Mxj1 ...xjt+1
to be the homomorphism
(−1)s−1nat :Mxi1 ...xit → (Mxi1 ...xit )xjs ,
if {i1, . . . , it} = {j1, . . . , jˆs, . . . , jt+1} and 0 otherwise. Then by [5, Theorem 5.1.19]
we have the following well known functorial isomorphism
H iI(M)
∼= H i(M ⊗R C.) ∼= H i
(
C(M).
) ∼= H i(x∞;M) for all i ≥ 0,
where C. denotes the Cˇech complex of R with respect to x1, . . . , xn and H i(x∞;M)
denotes the ith cohomology of koszul complex K.(x1, . . . , xn;M).
In the following we recall some well known properties of local cohomology.
Proposition 1.12. (a) (Independence of Base). Let ϕ : R → S be a ring homo-
morphism of Noetherian rings, I an ideal of R, and M an S-module. Then
H iI(M)
∼= H iIS(M) as S-modules where the first local cohomology is computed
over the ring R.
(b) Let Λ be a directed set and {Mλ}λ∈Λ a direct system of R-modules. Then
lim−→
λ
H iI(Mλ)
∼= H iI(lim−→
λ
Mλ).
(c) If ϕ is a flat homomorphism, then
H iI(M)⊗R S ∼= H iIS(M ⊗R S).
In particular, local cohomology commutes with localization and completion.
(d) Let (R,m) be a Noetherian local ring and M an R-module, then
H i
m
(M) ∼= H i
mR̂
(R̂⊗RM).
Moreover, if M is finitely generated we have
H i
m
(M) ∼= H i
mR̂
(M̂).
Here M̂ denotes the m-adic completion of M .
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Let (R,m) be a Noetherian local ring with maximal ideal m, residue field K, and
ER(K) be the injective hull of the residue field K. We define the Matlis dual of an
R-module M to be the module M∨ = HomR(M,ER(K)). In the following we state
Matlis duality theorem which gives us a one to one arrow reversing correspondence
between finitely generated modules over the completion of a Noetherian local ring
R and Artinian modules over R. We denote the completion of R by R̂.
Theorem 1.13. (Matlis Duality). Let (R,m) be a Noetherian local ring with residue
field K and ER(K) the injective hull residue field K.
(a) Any Artinian R-module N is isomorphic to a submodule of ER(K)
r for some
integer r.
(b) There is a one to one correspondence between finitely generated R̂-modules and
Artinian R-modules. This correspondence is given as follows: if M is finitely
generated then M∨ = HomR̂(M,ER(K)) is Artinian. If N is Artinian, then
N∨ = HomR(N,ER(K)) is finitely generated over R̂. Furthermore, L
∨∨ = L
if L is either a finitely generated module over R̂ or an Artinian R-module.
Moreover, ER(K) and R̂ are Matlis duals.
There are three basic vanishing results. The first is an immediate consequence
of the idenification of Koszul cohomology with local cohomology. Let I be an ideal
in a Noetherian ring. We set ara(I) equal to the least integer n such that I can be
generated by n equations up to radical.
Theorem 1.14. Let R be a Noetherian ring and let I be an ideal of R. Then
H iI(M) = 0 for all i > ara(I) and for all R-modules M .
This theorem gives a lower bound for ara(I).
Theorem 1.15. Let R be a Noetherian ring, I be an ideal of R, and M a finitely
generated R-module. Then H iI(M) = 0 for i < grade(I,M) and for i > dim(M).
Theorem 1.16. Let (R,m) be a local Noetherian ring, andM be a non-zero, finitely
generated R-module of dimension n and depth t. Then
(a) H i
m
(M) is Artinian for all i ∈ N0,
(b) H i
m
(M) 6= 0 for i = t and i = n. Moreover, for n > 0, Hn
m
(M) is not finitely
generated.
One can generalize part (a) for i = n to non local situations. In fact, if M be a
non zero finitely generated R-module of finite dimension n and I be an ideal of R,
then the R-module HnI (M) is Artinian.
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1.3 Castelnuovo-Mumford regularity and Hilbert function
Let R = K[x1, . . . , xn] be a polynomial ring over a field K, and M be a finitely
generated graded R-module. By Hilbert’s syzygy theorem, M has a graded free
resolution over R of the form
0→ Fk → · · · → F1 → F0 →M → 0,
where Fi =
⊕ti
j=1R(−aij) for some integers aij and k ≤ n. Then the Castelnuovo-
Mumford regularity reg(M) of M is the nonnegative integer
regM ≤ max
i,j
{aij − i}
with equality holding if the resolution is minimal. Thus one may view reg(M) as a
measure for the complexity of the minimal graded free resolution of M .
Example 1.17. Let R = K[x1, . . . , xn], m be the graded maximal ideal of R, and
K = R/m the residue class field. It is well-known that the Koszul complex gives
the minimal graded free R-resolution of K of the form
0→ R(−n)(nn) → R(−n + 1)( nn−1) → · · · → R(−2)(n2) → R(−1)(n1) → R→ K → 0.
See [6, Section 1.6]. We see that reg(K) = 0.
In the following we give the second important definition of Gastelnuovo-Mamford
regularity by using local cohomology. Let m =
⊕
i>0Ri be the graded maximal ideal
consisting of all elements of degree greater than 0 which is called the irrelevant ideal.
Since H i
m
(M) is a graded Artinian R-module, then H i
m
(M)j = 0 for all i and j  0.
The Gastelnuovo-Mamford regularity is a measure of this vanishing degree. We set
ai(M) = max{j : H im(M)j 6= 0},
if H i
m
(M) 6= 0 and ai(M) = 0, if H im(M) = 0. Then
reg(M) = max
i
{ai(M) + i} = max{i+ j : H im(M)j 6= 0}.
If M is an Artinian graded R-module, then H0
m
(M) =M , and hence
reg(M) = max{j :Mj 6= 0}.
We also use the following characterization of regularity: Let M be a finitely
generated R-module. We say M has an q-linear resolution if
TorRi (M,K)i+j = 0 for all j 6= q.
We consider the minimal graded free resolution
0→ Fk → · · · → F1 → F0 →M → 0,
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of M with
Fi =
⊕
j∈Z
R(−j)βRij(M) where βRij(M) = dimK TorRi (M,K)j .
Here βRij(M) are the graded Betti numbers of M . Then M has a q-linear resolution
if and only if βRij(M) = 0 for j 6= q. Therefore M has a free resolution of the form
0→
⊕
R(−q − k)βRkk+q(M) → · · · →
⊕
R(−q − 2)βR22+q(M) →⊕
R(−q − 1)βR11+q(M) →
⊕
R(−q)βR0q(M) →M → 0.
For an integer q we define the truncation M≥q of M as the graded R-module with
graded components: (M≥q)i =Mi if i ≥ q and otherwise 0. Thus by [7, Proposition
3.1] reg(M) is the least integer q such that M≥q is nonzero and has a q-linear free
resolution, i.e.,
reg(M) = min{q :M≥q has a linear resolution}.
In other words, the module M has an q-linear (or simply linear) resolution if
reg(M) = indeg(M) = q,
where indeg(M) = min{i : Mi 6= 0} and is called the initial degree of M . Note
that the initial degree of M equals to the least degree of a homogeneous generator
of M , i.e., indeg(M) = min{j : βR0j(M) 6= 0}. We recall the following well-known
properties of regularity.
Lemma 1.18. Suppose that
0→ M ′ →M → M ′′ → 0
is an exact sequence of finitely generated graded R-modules. Thus we have
(a) regM ′ ≤ max{regM, regM ′′ + 1};
(b) regM ≤ max{regM ′, regM ′′};
(c) regM ′′ ≤ max{regM ′ − 1, regM};
(d) If M ′ is finite length, then regM = max{regM ′, regM ′′}.
The following result is due to [13, Lemma 1.6], see also [7].
Lemma 1.19. Let F. be a graded complex of finite free R-modules
· · · →
⊕
j
R(−j)β2j →
⊕
j
R(−j)β1j →
⊕
j
R(−j)β0j → 0.
We set bi(F.) = max{j : βij 6= 0}. If dimHi(F.) ≤ i for i ≥ 1, then
reg
(
H0(F.)
) ≤ max
i
{bi(F.)− i}.
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Let R be a graded ring andM be a graded R-module. Suppose that `R0(Mi) <∞
for all i. The numerical function
HM(i) = `R0(Mi) for all i ∈ Z
is called the Hilbert function of M and
Hilb(M, t) =
∑
i∈Z
`R0(Mi)t
i
or simply Hilb(M), is called the Hilbert series of M . The most important class
of graded modules which have Hilbert function (Series) are those that are finitely
generated over a graded (nonnegatively graded) Noetherian ring in which R0 is
Artinian.
Example 1.20. Let R = K[x1, . . . , xd] be a polynomial ring over a field K and
deg xi = 1 for i = 1, . . . , d. Then one has
HR(i) = dimK Ri =
(
i+ d− 1
d− 1
)
,
and for d ≥ 1,
Hilb(R, i) =
∞∑
i=0
dimK Rit
i =
∞∑
i=0
(
i+ d− 1
d− 1
)
ti =
1
(1− t)d .
Theorem 1.21. (Hilbert). Let R is generated over R0 by elements of degree 1, i.e.,
R = R0[R1] and M be a finitely generated graded R-module of dimension d. Then
HM(i) agrees for large i with a polynomial of degree d− 1.
This polynomial denoted by PM(i), is called the Hilbert polynomial of M . It is
well known that for any nonzero finitely generated graded module over a standard
graded ring there exists a unique QM(t) ∈ Z[t, t−1] with QM(1) 6= 0 such that the
Hilbert series of M is always a rational function of the form
Hilb(M, t) =
QM(t)
(1− t)d ,
where d denotes the Krull-dimension of M . See [6, Corollary 4.1.8].
1.4 Stanley-Reisner rings
A simplicial complex ∆ over a set of vertices V = {v1, . . . , vn} is a collection of
subsets of V , with the property that {vi} ∈ ∆ for all i, and if F ∈ ∆ then all
subsets of F are also in ∆ (including the empty set). An element of ∆ is called a
face of ∆, and the dimension of a face F of ∆ is defined as |F | − 1, where |F | is
the number of vertices of F . The faces of dimensions 0 and 1 are called vertices
and edges, respectively, and dim ∅ = −1. The maximal faces of ∆ under inclusion
are called facets of ∆. The dimension of the simplicial complex ∆ is the maximal
dimension of its facets.
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Definition 1.22. Let ∆ be a simplicial complex on the vertex set V = {v1, . . . , vn},
andK be a field. The Stanley-Reisner ring of the complex ∆ is the gradedK-algebra
K[∆] = K[X1, . . . , Xn]/I∆,
where I∆ is the ideal generated by all monomials Xi1Xi2 · · ·Xik such that
{vi1 , vi2, . . . , vik} /∈ ∆.
On the other hand, any quotient of a polynomial ring over an ideal generated
by square free monomials of degree greater than 1, is the Stanley-Reisner ring of a
simplicial complex.
The following notions will be crucial in Chapter 5 for the analysis of the local
cohomology of a Stanley-Reisner ring.
Definition 1.23. Let ∆ be a simplicial complex and F a subset of the vertex set
of ∆. The star of F is the set st∆ F = {G ∈ ∆ : F ∪ G ∈ ∆}, and the link of F is
the set lk∆ F = {G : F ∪G ∈ ∆, F ∩G = ∅}.
We write st and lk instead of st∆ and lk∆ (for short). We see that stF is a
subcomplex of ∆, lkF a subcomplex of stF , and that stF = lkF = ∅ if F /∈ ∆.
1.5 Spectral sequence
In this section we briefly give some basic facts and results concerning spectral se-
quence due to [23] and [12].
Let R be a Noetherian ring. A spectral sequence is a collection of R-modules
(or more generally, objects of an abelian category) {Erp,q} for all r ∈ N, p, q ∈ Z,
equipped with maps
drp,q : E
r
p,q → Erp−r,q+r−1
such that
· · · → Erp+r,q−r+1
drp+r,q−r+1−→ Erp,q
drp,q−→ Erp−r,q+r−1→ · · ·
is a chain complex, and the Er+1’s are its homology, i.e.,
Er+1p,q
∼= Ker(drp,q)/ Im(drp+r,q−r+1).
Note that what we have defined above is a homology spectral sequence. Cohomology
spectral sequence are identical, except that all the arrows go in the other direction.
The terms a cohomological spectral sequence are written Ep,qr .
A double complex is a collection of objects Ci,j for all integers i and j together
with two differentials dı and dıı with dı2 = dıı2 = 0. dı is assumed to decrease i,
and dıı is assumed to decrease j. Furthermore, we assume that the differentials
anticommute, so that dıdıı + dııdı = 0.
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...
...
↑ ↑
· · · −→ Ci+1,j dı−→ Ci,j −→ · · ·
dıı ↑ ↑ dıı
· · · −→ Ci+1,j+1 dı−→ Ci,j+1 −→ · · ·
↑ ↑
...
...
We want to compute the iterated homologies H ıi
(
H ııj (C.,.)
)
and H ııj
(
H ıi(C.,.)
)
.
We will do this by filtering our double complex in two different ways. Here are our
filtration:
(C ıi,j)p =
{
0 if i < p
Ci,j if i ≥ p,
and
(C ııi,j)p =
{
0 if j < p
Ci,j if j ≥ p.
We define the total complex tot(C.,.) to be the complex whose n’th term is
⊕
i+j=nCi,j
and whose differential is dı + dıı. This is a complex because dı and dıı are anticom-
muting differentials. The two filtrations on Ci,j give two filtrations on the total
complex:
ı tot(C.,.)
n
p =
⊕
i+j=n
i<p
Ci,j and
ıı tot(C.,.)
n
p =
⊕
i+j=n
j<p
Ci,j.
These spectral sequences give information about the iterated homologies. The E0,
E1 and E2 terms of the ı filtration are given by ıE0p,q = Cp,q,
ıE1p,q = H
ıı
q (Cp,.)
and ıE2p,q = H
ı
p
(
H ııq (C.,.)
)
. Using the other filtration gives us a different spectral
sequence with a similar E2 term: ııE2p,q = H
ıı
q
(
H ıp(C.,.)
)
. What remains is to find
a relationship between these two spectral sequences. It will turn out that as r
increases, the two sequences will become similar enough to allow useful comparisons.
Most interesting spectral sequence are upper right quadrant, meaning that Erp,q =
0 if p or q < 0. If this is the case then for any p, q both drp,q and d
r
p+r,q−r+1 are 0 for
sufficiently large r since the target or source is out of the upper right quadrant, so
that there exists an integer r0 such that for all r > r0 we have E
r
p,q = E
r+1
p,q = · · · .
This is called E∞p,q, and in this case we say the spectral sequences collapses at E
r.
We write
Erp,q =⇒
p
E∞p,q
which means Erp,q is isomorphic to E
∞
p,q for large r.
Definition 1.24. A filtration of a graded module H = {Hi : i ∈ Z} is a family of
graded submodules {FpH : p ∈ Z} with Fp−1H ⊂ FpH for all p.
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Definition 1.25. Let H be a graded module. A spectral sequence {Er} converges
to H and denoted by E2p,q =⇒
p
Hn where n = p+q, if there is some bounded filtration
{NpH} of H
0 = NsHn ⊂ Ns+1Hn ⊂ · · · ⊂ NtHn = Hn,
such that
E∞p,q
∼= NpHn/Np−1Hn for all p, q.
In most spectral sequence, E∞ term is not naturally a doubly graded object.
Instead, there are usually E∞n terms which come with a natural filtration F.E∞n . In
these cases, we set
E∞p,q = grpE
∞
p+q = FpE∞p+q/Fp−1E∞p+q.
We define convergence in the same way as before, but we write
Erp,q =⇒
p
E∞n
to mean that whenever p+ q = n, Erp,q converges to E
∞
p,q. The simplest situation in
which we can determine convergence is when the spectral sequence degenerates. We
say that the spectral sequence degenerates at Er if for any s ≥ r the differential ds
is zero. The spectral sequence also converges if Erp,q vanishes for all p less than some
p0 and for all q less than some q0. If p0 and q0 can be chosen to be zero, this is called
a first quadrant spectral sequence. Similarly, the spectral sequence also converges if
Erp,q vanishes for all p greater than some p0 and for all q greater than some q0.If p0
and q0 can be chosen to be zero, this is called a third quadrant spectral sequence.
Theorem 1.26. Let C.,. be a first or third quadrant double complex, and let {ıEr}
and {ııEr} be the spectral sequence determined by the first and second filtrations of
C.,., respectively.
(a) For all p, q, we have ıE∞p,q =
ı Erp,q and
ııE∞p,q =
ıı Erp,q for large r
(b) ıE2p,q = H
ı
p(H
ıı
q (C.,.)) =⇒
p
Hn(tot(C.,.)) and
ııE2p,q = H
ıı
q (H
ı
p(C.,.)) =⇒
p
Hn(tot(C.,.)).
Let F be a double complex, sequence {Er} is called a usual spectral sequence
of F if it is the spectral sequence arising from either the first or second filtration of
tot(F ).
A usual spectral sequence {Er} of a first or third quadrat double complex col-
lapses if E2p,q = 0 for q 6= 0. Thus, collapsing says the bigraded module E2 can have
nonzero terms only on the p-axis.
Lemma 1.27. Let {Er} be a spectral sequence of a double complex F , where F is
first or third quadrant. If {Er} collapses, then
E∞p,q = E
2
p,q for all p, q and Hi(tot(F ))
∼= E2i,0.
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There is a similar result to Lemma 1.27 if a spectral sequence collapses on the
q-axis.
A refinement of the notation for convergence is given: We write
Erp,q =⇒
p
Hp+q(totF )
to mean that the spectral sequence containing the terms Ep,qr converges and that
writing Hp+q(totF )
p for the pth level in the associated filtration of Hp+q(totF ),
E∞p,q = Hp+q(totF )
p/Hp+q(totF )
p−1.
Theorem 1.28. Assume that E2p,q =⇒
p
Hp+q(G), where {Er} is a first quadrant
spectral sequence. Then the following hold:
(a) for all i, there is an epimorphism E20,i → E∞0,i, and a monomorphism E∞i,0 →
E2i,0;
(b) for all i, there is a monomorphism E∞0,i → Hi(G) and an epimorphismHi(G)→
E∞i,0;
(c) there is an exact sequence
H2(G)→ E22,0 d2−→ E20,1 → H1(G)→ E21,0 → 0.
One has the dual version above theorem. Here we only mention the last part:
Theorem 1.29. Assume that Ep,q2 =⇒
p
Hp+q(G), where {Er} is a third quadrant
spectral sequence. Then there is an exact sequence
0→ E1,02 → H1(G)→ E0,12 d2−→ E2,02 → H2(G).
Example 1.30. Let R → S be a ring homomorphism, M and S-module and N
and R-module. Then ExtjR(S,N) naturally is an S-module for all j. We have a
convergent spectral sequence
ExtiS
(
M,ExtjR(S,N)
)
=⇒
i
Exti+jR (M,N).
Thus we have the following five term exact sequence
0→ Ext1S
(
M,HomR(S,N)
)→ Ext1R(M,N)→ HomS (M,Ext1R(S,N))→
Ext2S
(
M,HomR(S,N)
)→ Ext2R(M,N).
Lemma 1.31. Let F be a double complex and G = tot(F ).
(a) Suppose that H i(G)p = H i(G)p+1 for all p 6= j. Then H i(G) = H i(G)j;
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(b) Suppose that H i(G)p = H i(G)p+1 for all p 6= j, k with j < k. Then we obtain
an exact sequence
0→ Ek,1−k∞ → H i(G)→ Ej,1−j∞ → 0
where
Ek,1−k∞ = H
i(G)k/H i(G)k+1 and Ej,1−j∞ = H
i(G)j/H i(G)j+1
Corollary 1.32. (a) Suppose that Ei,j2 = 0 for all j 6= q. Then H i(G) = Ei−q,q2 .
(b) Suppose that Ei,j2 = 0 for all i 6= p. Then H i(G) = Ep,i−p2 .
Similar results can be obtained for the homology.
1.6 Tameness and local cohomology
Definition 1.33. Let R =
⊕
i≥0Ri be a graded Noetherian ring, so that R0 is a
Noetherian ring, R is a graded R0-algebra and R = R0[x1, . . . , xn] with finitely many
elements x1, . . . , xn ∈ R1. Let N be a graded R-module. The R-module N is called
tame, if there exists an integer j0 such that either
Nj = 0 for all j ≤ j0, or Nj 6= 0 for all j ≤ j0.
Example 1.34. Any finitely generated R-module M is tame. Indeed, we set
M≥−j =
⊕
i≥−jMi. Since R is a nonnegatively graded ring and M a graded R-
module, then by Lemma 1.4, M≥−j are the graded submodules of M which increase
by inclusion. We set Nj = M≥−j . Since M is finitely generated, there exists an
integer j0 such that
Nj0 = Nj0+r for all r > 0.
Hence M−j = 0 for all j > j0, i.e., there exists an integer j0 such that Mj = 0 for
all j ≤ j0.
Example 1.35. By the similar way as Example 1.34 one has that any graded
Artinian R-module is also tame.
Now let R+ =
⊕
i>0Ri denotes the irrelevant graded ideal of R and M be a
finitely generated graded R-module. Let H iR+(M) denotes the ith local cohomology
module of M with support in R+. The R-modules H
i
R+
(M) carry a natural grading
[5, Chapter 12]. Let H iR+(M)j denotes the jth graded component of H
i
R+
(M).
According to [5, Proposition 15.1.15] we can say: The R0-modules H
i
R+
(M)j are
finitely generated for all i ≥ 0 and all j ∈ Z, and H iR+(M)j = 0 for all i and j  0.
Brodmann and Hellus [4] raised the question whether the local cohomology modules
H iR+(M) are tame. In other words, whether for each i there exists an integer j0 such
that either H iR+(M)j = 0 for all j ≤ j0, or else H iR+(M)j 6= 0 for all j ≤ j0. In
1.7 – Graded and bigraded local cohomology 17
various cases this problem has been answered in the affirmative, see [3], [4], [24], [18],
[20] and [2] for a survey on this problem. Tameness problem holds for the top local
cohomology H
cd(R+,M)
R+
(M) where cd(R+,M) denotes the cohomological dimension
ofM with respect to R+ and also a few cases in general. For the other cases the base
ring R0 has to have dimension ≤ 2. The argument for case dimR0 = 0, is obvious.
Indeed, in this case the R-modules H iR+(M) are Artinian [5, Theorem 17.1.9], and
therefore by Example 1.35, H iR+(M) is tame. In Section 3 we reprove some known
results on this problem when dimR0 = 1 and in Section 5 we are going to show
that the local cohomology modules of a ring with monomial relations with respect
to monomial prime ideals are always tame.
However it has been shown by Cutkosky and Herzog [10] that the tameness
problem can fail if dimR0 = 3. Indeed, they proved: There exists a standard
graded ring R where R0 is a graded (or local) normal K-algebra of dimension 3 with
isolated singularity and finitely generated R-module M such that for j  0 we have
H2R+(M)j =
{
K2 j is even,
0 j is odd.
More recently, various examples of strange behavior of local cohomology have been
constructed. See [8].
1.7 Graded and bigraded local cohomology
Let P0 be a Noetherian ring, and let P = P0[y1, . . . , yn] be the polynomial ring
over P0 in the variables y1, . . . , yn. In this section we introduce the basic facts
concerning graded and bigraded local cohomology and give a description of the
local cohomology of a graded (bigraded) P -module from its graded (bigraded) P -
resolution. We let Pj =
⊕
|b|=j P0y
b where yb = yb11 . . . y
bn
n for b = (b1, . . . , bn), and
where |b| = ∑i bi. Then P is a standard graded P0-algebra and Pj is a free P0-
module of rank
(
n+j−1
n−1
)
. In most cases we assume that P0 is either a local ring with
residue class field K, or P0 = K[x1, . . . , xm] is the polynomial ring over the field K
in the variables x1, . . . , xm. We always assume that all P -modules considered here
are finitely generated and graded. In case that P0 is a polynomial ring, then P itself
is bigraded, if we assign to each xi the bidegree (1, 0) and to each yj the bidegree
(0, 1). In this case we assume that all P -modules are even bigraded. Observe that
if M is bigraded, and if we set
Mj =
⊕
i
M(i,j).
ThenM =
⊕
jMj is a graded P -module and each graded componentMj is a finitely
generated graded P0-module, with grading (Mj)i = M(i,j) for all i and j. Now let
S = K[y1, . . . , yn]. Then P = P0⊗KK[y1, . . . , yn] = P0⊗K S. Let P+ =
⊕
j>0 Pj be
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the irrelevant graded ideal of the P0-algebra P . Next we want to compute the graded
P -modules H iP+(P ). Observe that there are isomorphisms of graded P -modules
H iP+(P )
∼= lim−→
k≥0
ExtiP
(
P/(P+)
k, P
)
∼= lim−→
k≥0
ExtiP0⊗KS
(
P0 ⊗K S/(y)k, P0 ⊗K S
)
∼= P0 ⊗K lim−→
k≥0
ExtiP
(
S/(y)k, S
)
∼= P0 ⊗K H i(y)(S).
Since H iS+(S) = 0 for i 6= n, we get
H iP+(P ) =
{
P0 ⊗k Hn(y)(S) for i = n,
0 for i 6= n.
Let M be a graded S-module. We write M∨ = HomK(M,K) and consider M
∨ a
graded S-module as follows: for ϕ ∈M∨ and f ∈ S we let fϕ be the element inM∨
with
fϕ(m) = ϕ(fm) for all m ∈M,
and define the grading by setting (M∨)j := HomK(M−j , K) for all j ∈ Z. Let ωS be
the canonical module of S. Note that ωS = S(−n), since S is a polynomial ring in n
indeterminates. By the graded version of the local duality theorem, see [5, Example
13.4.6] we have HnS+(S)
∨ = S(−n) and H iS+(S) = 0 for i 6= n. Applying again the
functor ( )∨ we obtain
HnS+(S) = HomK(S(−n), K) = HomK(S,K)(n).
We can thus conclude that
HnS+(S)j = Homk(S,K)n+j = HomK(S−n−j, K) for all j ∈ Z.
Let Sl =
⊕
|a|=lKy
a. Then
HomK(S−n−j, K) =
⊕
|a|=−n−j
Kza,
where z ∈ HomK(S−n−j, K) is the K-linear map with
za(yb) =
{
za−b if b ≤ a,
0 if b 6≤ a.
Here we write b ≤ a if bi ≤ ai for i = 1, . . . , n. Therefore HnS+(S)j =
⊕
|a|=−n−jKz
a,
and this implies that
HnP+(P )j = P0 ⊗K Hn(y)(S)j =
⊕
|a|=−n−j
P0z
a. (2)
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Hence we see that HnP+(P )j is free P0-module of rank
(
−j−1
n−1
)
. Moreover, if P0 is
graded
HnP+(P )(i,j) =
⊕
|b|=−n−j
(P0)iz
b =
⊕
|a|=i
|b|=−n−j
Kxazb.
The next theorem describes how the local cohomology of a graded P -module can be
computed from its graded free P -resolution
Theorem 1.36. Let M be a finitely generated graded P -module. Let F be a graded
free P -resolution of M . Then we have graded isomorphisms
Hn−iP+ (M)
∼= Hi
(
HnP+(F)
)
.
Proof. Let
F : · · · → F2 → F1 ∂1−→ F0 ∂0−→ 0.
Applying the functor HnP+ to F, we obtain the complex
HnP+(F) : · · · → HnP+(F2)→ HnP+(F1)→ HnP+(F0)→ 0.
We see that
HnP+(M) = Coker
(
HnP+(F1)→ HnP+(F0)
)
= H0
(
HnP+(F)
)
,
since H iP+(N) = 0 for each i > n and all finitely generated P -modules N . We define
the functors:
F(M) := HnP+(M) and Fi(M) := Hn−iP+ (M).
The functors Fi are additive, covariant and strongly connected, i.e., for each short
exact sequence 0→ U → V → W → 0 one has the long exact sequence
0→ · · · → Fi(U)→ Fi(V )→ Fi(W )→ Fi−1(U)→ · · · → F0(V )→ F0(W )→ 0.
Moreover, F0 = F and Fi(F ) = Hn−iP+ (F ) = 0 for all i > 0 and all free P -modules
F . Therefore, the theorem follows from the dual version of [5, Theorem 1.3.5].
Note that if M is a finitely generated bigraded P -module. Then HnP+(M) with
natural grading is also a finitely generated bigraded P -module, and hence in Theo-
rem 1.36 we have bigraded isomorphisms
Hn−iP+ (M)
∼= Hi
(
HnP+(F)
)
.
2 Regularity of local cohomology of bigraded al-
gebras
In this chapter we study algebraic properties of the graded components of local
cohomology of a bigradedK-algebra. Let P0 be a Noetherian ring, P = P0[y1, . . . , yn]
be the polynomial ring over P0 with the standard grading and P+ = (y1, . . . , yn) the
irrelevant graded ideal of P . Then for any finitely generated graded P -module
M , the local cohomology modules H iP+(M) are naturally graded P -modules and
each graded component H iP+(M)j is a finitely generated P0-module. In case P0 =
K[x1, . . . , xm] is a polynomial ring, the K-algebra P is naturally bigraded with
deg xi = (1, 0) and deg yi = (0, 1). In this situation, if M is a finitely generated
bigraded P -module, then each of the modulesH iP+(M)j is a finitely generated graded
P0-module. We are interested in the Hilbert functions and the Castelnuovo-Mumford
regularity of these modules. In Section 2.1 we use a result of Gruson, Lazarsfeld and
Peskine on the regularity of reduced curves, in order to show that the regularity of
H iP+(M)j as a function in j is bounded provided that dimP0 M/P+M ≤ 1. The rest
of this chapter is devoted to study the local cohomology of a hypersurface ring R =
P/fP where f ∈ P is a bihomogeneous polynomial. In Section 2.2 we prove that the
Hilbert function of the top local cohomology HnP+(R)j is a nonincreasing function in
j. If moreover, the ideal I(f) generated by all coefficients of f is m-primary where
m is the graded maximal ideal of P0, then by a result of Katzman and Sharp the
P0- module H
n
P+
(R)j is of finite length. In particular, in this case the regularity of
HnP+(R)j is also a nonincreasing function in j. In the following section we compute
the regularity of H iP+(R)j for a special class of hypersurfaces. For the computation
we use in an essential way a result of Stanley and J. Watanabe. They showed that
a monomial complete intersection has the strong Lefschetz property. Stanley used
the hard Lefschetz theorem, while Watanabe representation theory of Lie algebras
to prove this result. Using these facts the regularity and the Hilbert function of
H iP+(P/f
r
λP )j can be computed explicitly. Here r ∈ N and fλ =
∑n
i=1 λixiyi with
λi ∈ K. As a consequence we are able to show that Hn−1P+ (P/f rP )j has a linear
resolution and its Betti numbers can be computed. We use these results in the last
section to show that for any bigraded hypersurface ring R = P/fP for which I(f)
is m-primary, the regularity of H iP+(R)j is linearly bounded in j.
2.1 Regularity of the graded components of local cohomol-
ogy for modules of small dimension
Let M be a finitely generated bigraded P -module, thus H iP+(M)j is a finitely gen-
erated graded P0-module. Let fi,M be the numerical function given by
fi,M(j) = regH
i
P+
(M)j
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for all j. In this section we show that fi,M is bounded provided that M/P+M
has Krull dimension ≤ 1. There are some explicit examples which show that the
condition dimP0 M/P+M ≤ 1 is indispensable. We postpone the example to Section
2.4. First one has the following
Lemma 2.1. Let M be a finitely generated graded P -module. Then
dimP0 Mi ≤ dimP0 M/P+M for all i.
Proof. Let r = min{j : Mj 6= 0}. We prove the lemma by induction on i ≥ r. Let
i = r. Note that
M/P+M =Mr ⊕Mr+1/P1Mr ⊕ · · · .
It follows thatMr is a direct summand of the P0-moduleM/P+M , so that dimP0 Mr ≤
dimP0 M/P+M . We now assume that i > r and dimP0 Mj ≤ dimP0 M/P+M , for
j = r, . . . , i − 1. We will show that dimP0 Mi ≤ dimP0 M/P+M . We consider the
exact sequence of P0-modules
0→ P1Mi−1 + · · ·+ Pi−rMr →Mi ϕ−→ (M/P+M)i → 0.
By the induction hypothesis, one easily deduces that
dimP0
i−r∑
j=1
PjMi−j ≤ dimP0 M/P+M,
and since (M/P+M)i is a direct summand of M/P+M , it also has dimension ≤
dimP0 M/P+M . Therefore, by the above exact sequence, dimMi ≤ dimP0 M/P+M ,
too.
The following lemma is needed for the proof of the next proposition
Lemma 2.2. Let M be a finitely generated graded P -module. Then there exists an
integer i0 such that
AnnP0 Mi = AnnP0 Mi+1 for all i ≥ i0.
Proof. Since P1Mi ⊆ Mi+1 for all i and M is a finitely generated P -module, there
exists an integer t such that P1Mi =Mi+1 for all i ≥ t. This implies that AnnP0 Mt ⊆
AnnP0 Mt+1 ⊆ · · · . Since P0 is Noetherian, there exists an integer k such that
AnnP0 Mt+k = AnnP0 Mi for all i ≥ t+ k = i0.
Proposition 2.3. Let M be a finitely generated graded P -module. Then
dimP0 H
i
P+(M)j ≤ dimP0 Mj for all i and j  0.
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Proof. Let P+ = (y1, . . . , yn). Then by [5, Theorem 5.1.19] we have
H iP+(M)
∼= H i(C(M).) for all i ≥ 0
where C(M). denote the (extended) Cˇech complex of M with respect to y1, . . . , yn
defined as follows:
C(M). : 0→ C(M)0 → C(M)1 → · · · → C(M)n → 0
with
C(M)t =
⊕
1≤i1<···<it≤n
Myi1 ...yit ,
and where the differentiation C(M)t → C(M)t+1 is given on the component
Myi1 ...yit →Myj1 ...yjt+1
to be the homomorphism
(−1)s−1nat :Myi1 ...yit → (Myi1 ...yit )yjs ,
if {i1, . . . , it} = {j1, . . . , jˆs, . . . , jt+1} and 0 otherwise. We set I = {i1, . . . , it} and
yI = yi1 . . . yit . Form/y
k
I ∈MyI ,m homogeneous, we set degm/ykI = degm−deg ykI .
Then we can define a grading on MyI by setting
(MyI )j = {m/ykI ∈MyI : degm/ykI = j} for all j.
In view of Lemma 2.2 there exists an ideal I ⊆ P0 and an integer j0 such that
AnnP0 Mj = I for all j ≥ j0. We now claim that I ⊆ AnnP0(MyI )j for all j ≥ j0.
Let a ∈ I and m/ykI ∈ (MyI )j for some integer k. We may choose an integer l such
that
degm+ deg ylI = degmy
l
I = t ≥ j0.
Thus am/ykI = amy
l
I/y
k+l
I = 0, because my
l
I ∈Mt. Thus we have
dimP0(MyI )j = dimP0 P0/Ann(MyI)j ≤ dimP0 P0/I = dimP0 Mj .
Since H iP+(M)j is a subquotient of the jth graded component of C(M)
i, the desired
result follows.
Now we can state the main result of this section as follows
Theorem 2.4. Let M be a finitely generated bigraded P -module such that
dimP0 M/P+M ≤ 1.
Then for all i the functions fi,M(j) = regH
i
P+
(M)j are bounded.
In a first step we prove the following
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Proposition 2.5. Let M be a finitely generated bigraded P -module with
dimP0 M/P+M ≤ 1.
Then the function fn,M(j) = regH
n
P+
(M)j is bounded above.
Proof. By the bigraded version of Hilbert’s syzygy theorem, M has a bigraded free
resolution of the form
F : 0→ Fk → · · · → F1 → F0 → M → 0
where Fi =
⊕ti
k=1 P (−aik,−bik). Applying the functor HnP+(−)j to this resolution
yields a graded complex of free P0- modules
HnP+(F)j : 0→ HnP+(Fk)j → · · · → HnP+(F1)j → HnP+(F0)j → HnP+(M)j → 0.
Theorem 1.36, together with Proposition 2.3, Lemma 2.1 and our assumption imply
that for j  0 we have
dimP0 Hi
(
HnP+(F)j
)
= dimP0 H
n−i
P+
(M)j ≤ dimP0 M/P+M ≤ 1 ≤ i for all i ≥ 1.
Moreover we know that
HnP+(M) = H0
(
HnP+(F)
)
.
Then by a theorem of Lazardsfeld [13, Lemma 1.6], see also [7, Theorem 12.1], one
has
regHnP+(M)j = regH0
(
HnP+(F)
)
j
≤ max{bi
(
HnP+(F)j
)− i for all i ≥ 0}
where bi
(
HnP+(F)j
)
is the maximal degree of the generators of HnP+(Fi)j. Note that
HnP+(Fi)j =
ti⊕
k=1
⊕
|a|=−n−j+bik
P0(−aik)za.
Thus we conclude that
regHnP+(M)j ≤ maxi,k {aik − i} = c for j  0,
as desired.
Next we want to give a lower bound for the functions fi,M . We first prove
Proposition 2.6. Let
G : 0→ Gp dp−→ Gp−1 → · · · → G1 d1−→ G0 → 0,
be a complex of free P0-modules, where Gi =
⊕
j P0(−aij) for all i ≥ 0. Let mi =
minj{aij}. Then
regHi(G) ≥ mi.
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Proof. Since Hi(G) = Ker di/ Im di+1 and Ker di ⊆ Gi for all i ≥ 0, it follows that
regHi(G) ≥ largest degree of generators of Hi(G)
≥ lowest degree of generators of Hi(G)
≥ lowest degree of generators of Ker di
≥ lowest degree of generators of Gi
= mi,
as desired.
Corollary 2.7. Let M be a finitely generated bigraded P -module. Then for each i,
the function fi,M is bounded below.
Proof. Let G be the complex HnP+(F)j in the proof of Proposition 2.5, then the
assertion follows from Proposition 2.6.
Proof of Theorem 2.4. Because of Corollary 2.7 it suffices to show that for each i,
fi,M is bounded above.
There exists an exact sequence 0 → U → F ϕ−→ M → 0 of finitely generated
bigraded P -modules where F is free. This exact sequence yields the exact sequence
of P0-modules
0→ Hn−1P+ (M)j → HnP+(U)j → HnP+(F )j
ϕ−→ HnP+(M)j → 0.
Let Kj := Kerϕ. We consider the exact sequences
0→ Kj → HnP+(F )j → HnP+(M)j → 0
0→ Hn−1P+ (M)j → HnP+(U)j → Kj → 0.
Thus we have
regKj ≤ max{regHnP+(F )j, regHnP+(M)j + 1} (3)
regHn−1P+ (M)j ≤ max{regHnP+(U)j , regKj + 1}. (4)
Let F =
⊕k
i=1 P (−ai,−bi), then
HnP+(F )j =
k⊕
i=1
⊕
|a|=−n−j+bi
P0(−ai)za.
Therefore, regHnP+(F )j = maxi{ai}. By Proposition 2.5, the functions fn,M and
fn,U are bounded above, so that, by the inequalities (3) and (4), fn−1,M is bounded
above. To complete our proof, for i > 1 we see that
Hn−iP+ (M)j
∼= Hn−i+1P+ (U)j .
Thus fn−i,M = fn−i+1,U for i > 1. By induction on i > 1 all fi,M are bounded above,
as required.
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2.2 Hilbert function of the components of the top local co-
homology of a hypersurface ring
Let R be a hypersurface ring. In this section we want to show that the Hilbert
function of the P0-module H
n
P+
(R)j is a nonincreasing function in j. Let f ∈ P be
a bihomogeneous form of degree (a, b). Write
f =
∑
|α|=a
|β|=b
cαβx
αyβ where cαβ ∈ K.
We may also write f =
∑
|β|=b fβy
β where fβ ∈ P0 with deg fβ = a. The monomials
yβ for which |β| = b are ordered lexicographically induced by y1 > y2 > · · · > yn.
We consider the hypersurface ring R = P/fP . From the exact sequence
0→ P (−a,−b) f−→ P → P/fP → 0,
we get an exact sequence of P0-modules⊕
|c|=−n−j+b
P0(−a)zc f−→
⊕
|c|=−n−j
P0z
c → HnP+(R)j → 0.
We also order the bases elements zc lexicographically induced by z1 > z2 > · · · > zn.
Applying f to the bases elements we obtain fzc =
∑
|β|=b fβz
β−c, where zβ−c = 0
if c 6≤ β componentwise. With respect to these bases the map of free P0-modules
is given by a
(
−j−1
n−1
) × (−j+b−1
n−1
)
matrix which we denote by Uj . This matrix also
describes the image of this map as submodule of the free module Fj where Fj =⊕
|c|=−n−j P0z
c, so that HnP+(R)j is just Coker f = Fj/Uj . Note that H
n
P+
(R)j = 0
for all j > −n.
LetBd denote the set of all monomials of degree d in the indeterminates z1, . . . , zn.
Let h =
∑
v∈B−n−j
hvv ∈ Uj where hv ∈ P0 for all v. Then huu is called the initial
term of h if hu 6= 0 and hv = 0 for all v > u, and we set in(h) = huu. The polyno-
mial hu ∈ P0 is called the initial coefficient and the monomial u is called the initial
monomial of h.
Now for a monomial u ∈ B−n−j we denote Uj,u the set of elements in Uj whose
initial monomial is u, and we denote by Ij,u the ideal generated by the initial coef-
ficients of the elements in Uj,u.
Note that
Uj \ {0} =
⋃
u∈B−n−j
Uj,u.
We fix the lexicographical order introduced above, and let in(Uj) be the submodule
generated by {in(h) : h ∈ Uj}. Then
in(Uj) =
⊕
u∈B−n−j
Ij,uu. (5)
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Proposition 2.8. With the above notation we have
Ij,u = Ij−1,z1u for all j ≤ −n and u ∈ B−n−j.
Proof. Let h0 ∈ Ij,u. Then there exists h ∈ Uj such that h = h0u+lower terms. We
set k = −n − j + b, for short. Since h is in the image of f , we may also write h =∑
|c|=k fcfz
c where fc ∈ P0 and fzc =
∑
β≤c fβz
c−β. We define g =
∑
|c|=k fcfz
c+e1
where fzc+e1 =
∑
β≤c+e1
fβz
c+e1−β and e1 = (1, 0, . . . , 0). We see that g ∈ Uj−1. We
may write
g =
∑
|c|=k
fc
∑
β≤c
fβz
c+e1−β +
∑
|c|=k
fc
∑
β 6≤c
β≤c+e1
fβz
c+e1−β.
Thus we conclude that g = z1h+ h1 where
h1 =
∑
|c|=k
fc
∑
β 6≤c
β≤c+e1
fβz
c+e1−β.
We now claim that h1 does not contain z1 as a factor. For each α ∈ Nn we denote by
α(i) the ith component of α. Assume that (c+ e1− β)(1) > 0 for some β appearing
in the sum of h1. Then c(1) ≥ β(1). Moreover, if i > 1, then (c + e1 − β)(i) ≥ 0
implies that c(i) ≥ β(i). Hence c(i) ≥ β(i) for all i, a contradiction. It follows that
in(g) = in(h)z1. Therefore hu ∈ Ij−1,z1u.
Conversely, suppose h0 ∈ Ij−1,z1u. Then there exists g ∈ Uj−1 such that g =
h0z1u+ lower terms. We may write g =
∑
|c|=k f
′
cfz
c+e1 where f ′c ∈ P0 and fzc+e1 =∑
β≤c+e1
fβz
c+e1−β . Thus
g =
∑
|c|=k
f ′c
∑
β≤c
fβz
c+e1−β +
∑
|c|=k
f ′c
∑
β 6≤c
β≤c+e1
fβz
c+e1−β.
As above we see that g = z1f
′+ lower terms, where f ′ =
∑
|c|=k f
′
cfz
c. We see that
f ′ ∈ Uj, and that in(f ′)z1 = in(g) = h0z1u. Therefore, in(f ′) = h0u, and hence
h0 ∈ Ij,u.
Let M and N be graded P0-modules. We denote by Hilb(M) =
∑
i∈Z dimKMit
i
the Hilbert series of M , as defined before. We write Hilb(M) ≤ Hilb(N) when
dimKMi ≤ dimK Ni for all i.
Let F be a free P0-module with basis β = {u1, . . . , ur}. Let U be a graded
submodule of F . For f ∈ U , we write f = ∑ri=1 fiui where fi ∈ P0. We set
in(f) = fjuj where fj 6= 0 and fi = 0 for all i < j. We also set in(U) be the
submodule of F generated by all in(f) such that f ∈ U . Let I be a homogeneous
ideal of P0. We say that set of homogeneous elements of P0 forms a K-basis for
P0/I if its image forms a K-basis for P0/I. Now we can state the following result
which is related to a theorem of Macaulay [6, Theorem 4.2.3], see also [6, Corollary
4.2.4]. For the convenience of the reader we include its proof.
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Lemma 2.9. With notation as above we have
Hilb(F/U) = Hilb
(
F/ in(U)
)
.
Proof. As in (5) we have in(U) =
⊕r
i=1 Iuiui where Iui is the ideal generated by all
fi ∈ P0 such that there exists f ∈ F with in(f) = fiui. Thus we have F/ in(U) =⊕r
i=1 P0/Iui. For each j let βj be a set of homogeneous elements hij ∈ P0 which
forms a K-basis of P0/Iuj . Then β = {β1u1, . . . , βrur} is a homogeneous K-basis of
F/ in(U). To complete our proof we will show that β is also a K-basis of F/U . We
first show that the elements of β in F/U are linearly independent. Suppose that in
F/U , we have
∑
i,j aijhijuj = 0 with aij ∈ K. Thus
∑r
j=1(
∑
i aijhij)uj ∈ U . We set
hj =
∑
i aijhij , so that h1u1 + · · · + hrur ∈ U . If all hj = 0, then aij = 0 for all i
and j, as required. Assume that hj 6= 0 for some j, and let k be the smallest integer
such that hk 6= 0. It follows that hkuk + hk+1uk+1 + · · · ∈ U , so that hk ∈ Ik, and
hence
∑
i aikhik = 0 modulo Ik. Since hik are part of a K-basis of P0/Ik, it follows
that aik = 0 for all i, and hence hk = 0, a contradiction.
Now we want to show that each element in F/U can be written as a K-linear
combination of elements of β. Let f + U ∈ F/U where f ∈ F . Thus there exists
fi ∈ P0 such that f =
∑r
i=1 fiui. Since f1 + Iu1 ∈ P0/Iu1 , there exists λi1 ∈ K such
that f1 + Iu1 =
∑
i λi1(hi1 + Iu1), so that f1 =
∑
i λi1hi1 + hu1 for some hu1 ∈ Iu1.
Hence
f =
∑
i
λi1hi1u1 + hu1u1 +
r∑
i=2
fiui.
We set
f ′ = f −
∑
i
λi1hi1u1 = hu1u1 +
r∑
i=2
fiui.
Since hu1 ∈ Iu1, there exist g2, . . . , gr ∈ P0 such that hu1u1 +
∑r
i=2 giui ∈ U . There-
fore, hu1u1 = −
∑r
i=2 giui modulo U . Hence it follow that
f ′ = −
r∑
i=2
giui +
r∑
i=2
fiui =
r∑
i=2
f ′iui modulo U.
Here f ′i = −gi + fi for i = 2, . . . , r. By induction on the number of summands,
we may assume that
∑r
i=2 f
′
iui is a linear combination of elements of β modulo U .
Since f differs from f ′ only by a linear combination of elements of β, the assertion
follows.
Now we are able to prove that the Hilbert series of the P0-module H
n
P+
(R)j is a
nonincreasing function in j.
Theorem 2.10. Let R = P/fP be a hypersurface ring. Then
Hilb
(
HnP+(R)j−1
) ≥ Hilb (HnP+(R)j) for all j ≤ −n.
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Proof. Let Fj =
⊕
u∈B−n−j
P0u where u = z
a1
1 . . . z
an
n with
∑n
i=1 ai = −n − j. In
view of (5) we have Fj/ in(Uj) =
⊕
u∈B−n−j
P0/Ij,u. By Lemma 2.9 we know that
Fj/Uj and Fj/ in(Uj) have the same Hilbert function. Thus Proposition 2.8 implies
that for all j ≤ −n we have
Hilb(HnP+(R)j) = Hilb(Fj/Uj) =
∑
i
dimK
( ⊕
u∈B−n−j
P0/Ij,u
)
i
ti
=
∑
i
∑
u∈B−n−j
dimK
(
P0/Ij,u
)
i
ti
=
∑
i
∑
u∈B−n−j
dimK
(
P0/Ij−1,z1u
)
i
ti
=
∑
i
∑
v∈B−n−j+1
a1>0
dimK
(
P0/Ij−1,v
)
i
ti
≤
∑
i
∑
v∈B−n−j+1
dimK
(
P0/Ij−1,v
)
i
ti
=
∑
i
dimK
( ⊕
v∈B−n−j+1
P0/Ij−1,v
)
i
ti = Hilb
(
HnP+(R)j−1
)
,
as desired.
Corollary 2.11. Let R be the hypersurface ring P/fP such that the P0-module
HnP+(R)j has finite length for all j. Then
regHnP+(R)j−1 ≥ regHnP+(R)j for all j ≤ −n.
Proof. The assertion follows from the fact that
regHnP+(R)j = degHilb(H
n
P+
(R)j).
Now one could ask when P0-module H
n
P+
(R)j is of finite length. To answer this
question we need some preparation. Let A be a Noetherian ring andM be a finitely
generated A-module with presentation
Am
ϕ→ An →M → 0.
Let U be the corresponding matrix of the map ϕ and In−i(U) for i = 0, . . . , n − 1
be the ideal generated by the (n− i)-minors of matrix U . Then Fitti(M) = In−i(U)
is called the ith Fitting ideal of M . We use the convention that Fitti(M) = 0 if
n−i > min{n,m}, and Fitti(M) = A if i ≥ n. In particular, we obtain Fittr(M) = 0
if r < 0, Fitt0(M) is generated by the n-minors of U , and Fittn−1(M) is generated
by all entries of U . Note that Fitti(M) is an invariant on M , i.e., independent of
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the presentation. By [12, Proposition 20.7] we have Fitt0(M) ⊆ AnnM and if M
can be generated by r elements, then (AnnM)r ⊆ Fitt0(M). Thus we can conclude
that
√
Fitt0(M) =
√
AnnM . Therefore
dimM = dimA/AnnM = dimA/In(U). (6)
Now we can state the following
Proposition 2.12. Let R be the hypersurface ring P/fP , and I(f) the ideal gener-
ated by all the coefficients of f . Then dimP0 H
n
P+
(R)j ≤ dimP0/I(f). In particular,
if I(f) is m-primary where m = (x1, . . . , xm), then P0-module H
n
P+
(R)j is of finite
length for all j.
Proof. Note that HnP+(R)j = 0 for j > −n. Therefore we may suppose that j ≤ −n.
As we have already seen, HnP+(R)j has P0-presentation
P n10 (−a) ϕ→ P n00 → HnP+(R)j → 0,
where n0 =
(
−j−1
n−1
)
and n1 =
(
−j+b−1
n−1
)
. In view of (6) we have dimP0 H
n
P+
(R)j =
dimP0/In0(Uj) where Uj is the corresponding matrix of the map ϕ. By [18, Lemma
1.4] we have
√
I(f) ⊆ √In0(Uj). It follows that dimP0 HnP+(R)j ≤ dimP0/I(f).
Since I(f) ism-primary, it follows that dimP0/I(f) = 0. Therefore dimP0 H
n
P+
(R)j =
0, and hence HnP+(R)j has finite length, as required.
2.3 Regularity of the graded components of local cohomol-
ogy for a special class of hypersurfaces
Let A =
⊕n
i=0Ai be a standard graded Artinian K-algebra where K is a field of
characteristic 0. We say that A has the weak Lefschetz property (WLP) if there is a
linear form l of degree 1 such that the multiplication map Ai
l−→ Ai+1 has maximal
rank for all i. This means the corresponding matrix has maximal rank, i.e., l is
either injective or surjective. Such an element l is called a weak Lefschetz element
on A. We also say that A has the strong Lefschetz property if there is a linear form
l of degree 1 such that the multiplication map Ai
lk−→ Ai+k has maximal rank for
all i and k. Such an element l is called a strong Lefschetz element on A. For an
algebra A as above, we say that A has the strong Stanley property (SSP) if there
exists l ∈ A1 such that ln−2i : Ai → An−i is bijective for i = 0, 1, . . . , [n/2].
Remark 2.13. (a) It is easy to see that if A has the WLP and if A has the
standard grading, then the Hilbert function of A is unimodal, i.e., there exists
an integer m (0 ≤ m ≤ n) such that
dimA0 ≤ dimA1 ≤ · · · ≤ dimAm ≥ dimAm+1 ≥ · · · ≥ dimAn.
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(b) The set of all weak Lefschetz elements on A is a Zariski-open subset of the
affine space A1, and the same holds for the set of all strong Lefschetz elements
on A.
(c) Let a1, . . . , an be the integers such that ai ≥ 1 and assume that charK = 0.
Then A = K[x1, . . . , xn]/(x
a1
1 , . . . , x
an
n ) has the strong Lefschetz property. See
[25] and [27].
(d) If A has the (SSP), then the Hilbert function of A is unimodal and symmetric,
i.e., dimAi = dimAn−i for all i = 0, 1, . . . , [n/2].
Theorem 2.14. Let r ∈ N, fλ =
∑n
i=1 λixiyi with λi ∈ K and n ≥ 2, and assume
that charK = 0. Then there exists a Zariski open subset V ⊂ Kn such that for all
λ = (λ1, · · · , λn) ∈ V one has
regHnP+
(
P/f rλP
)
j
= −n− j + r − 1.
Proof. We first prove the theorem in the case that f = f(1,...,1) =
∑n
i=1 xiyi, and set
R = P/f rP . From the exact sequence
0→ P (−r,−r) fr−→ P → R→ 0,
we get an exact sequence of P0-modules,⊕
|b|=−n−j+r
P0(−r)zb f
r−→
⊕
|b|=−n−j
P0z
b → HnP+(R)j → 0. (7)
Note that HnP+(R)j is generated by elements of degree 0 and the ideal generated by
the coefficients of f is m-primary. By Proposition 2.12, we need only to show that
(a)
[
HnP+(R)j
]
−n−j+r−1
6= 0 , and
(b)
[
HnP+(R)j
]
−n−j+r
= 0.
Let k = −n− j for short. For the proof of (a), we take the (k+ r− 1)th component
of the exact sequence (7), and obtain the exact sequence of K-vector spaces⊕
|a|=k−1
|b|=k+r
Kxazb
fr−→
⊕
|a|=k+r−1
|b|=k
Kxazb → [HnP+(R)j]k+r−1 → 0.
We set
Vα,β :=
⊕
|a|=α
|b|=β
Kxazb.
Hence one has dimK Vk−1,k+r =
(
n+k−2
k−1
)(
n+k+r−1
k+r
)
which is less than dimK Vk+r−1,k =(
n+k+r−2
k+r−1
)(
n+k−1
k
)
for n ≥ 2. Thus f r is not surjective, so (a) follows. For the proof
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of (b), we take the (k + r)th component of the exact sequence (7), and obtain the
exact sequence of K-vector spaces⊕
|a|=k
|b|=k+r
Kxazb
fr−→
⊕
|a|=k+r
|b|=k
Kxazb → [HnP+(R)j]k+r → 0.
Note that dimK Vk,k+r = dimK Vk+r,k. We are going to show that f
r is an isomor-
phism, then we are done. We fix c ∈ Nn0 such that c = (c1, . . . , cn) where ci ≥ 0. We
set
V cα,β :=
⊕
|a|=α
|b|=β
a+b=c
Kxazb and Aci :=
⊕
|a|=i
a≤c
Kxa.
We define ϕ : V ck,k+r −→ Ack by setting ϕ(xazb) = xa. Note that ϕ is an isomorphism
of K-vector spaces. Let Ac =
⊕|c|
i=0A
c
i . We can define an algebra structure on A
c.
For xs, xt ∈ Ac we define
xsxt =
{
xs+t if s+ t ≤ c,
0 if s+ t 6≤ c.
A K-basis of Ac is given by all monomials xa with a ≤ c. It follows that
Ac = K[x1, . . . , xn]/(x
c1+1
1 , . . . , x
cn+1
n ).
Now we see that the map
Vk,k+r =
⊕
|c|=2k+r
V ck,k+r
fr−→
⊕
|c|=2k+r
V ck+r,k = Vk+r,k
is an isomorphism if and only if restriction map f ′ := f r|V c
k,k+r
: V ck,k+r −→ V ck+r,k is
an isomorphism for all c with |c| = 2k + r.
For each such c we have a commutative diagram
V ck,k+r
f ′−→ V ck+r,k
↓ ↓
Ack
lr−→ Ack+r,
with l = x1+x2+ . . .+xn ∈ Ac1 and where Ack l
r−→ Ack+r is multiplication by lr in the
K-algebra Ac. Since the socle degree of Ac equals s = 2k+ r, we have k+ r = s−k.
Therefore the multiplication map lr : Ak → As−k with r = s− 2k is an isomorphism
by the strong Stanley property of the algebra Ac, see [27, Corollary 3.5]
Now if we replace f by fλ, then the corresponding linear form in the above
commutative diagram is the form lλ = λ1x1 + λ2x2 + · · ·+ λnxn. It is known that
the property of lλ to be a weak Lefschetz element is an open condition, that is, there
exists a Zariski open set V ⊂ Kn such that lλ is a weak Lefschetz element. This
open set is not empty since λ = (1, . . . , 1) ∈ V . Since any weak Lefschetz element
satisfies (SSP), we can replace in the above proof f by fλ for each λ ∈ V , and obtain
the same conclusion.
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Remark 2.15. It is now the time that to show Theorem 2.4 may fail without the
assumption that dimP0 M/P+M ≤ 1. In case of Theorem 2.14 we have M = R =
P/f rλP , and so M/P+M = P0. Therefore in that case dimP0 M/P+M = dimP0 P0 =
n ≥ 2, and in fact fn,R is not bounded.
Now in the Theorem 2.14, we want to compute the Hilbert function of the P0-
module HnP+(R)j.
Corollary 2.16. With the assumption of Theorem 2.14, we have
dimK
(
HnP+(R)j
)
i
=
{ (
n+i−1
i
)(
−j−1
−n−j
)
if i ≤ r,(
n+i−1
i
)(
−j−1
−n−j
)− (n+i−r−1
i−r
)(
−j+r−1
−n−j+r
)
if r ≤ i ≤ −n− j + r − 1.
Proof. We set −n− j = k, for short. We take ith component of exact sequence (7),
and obtain the exact sequence of K-vector space⊕
|a|=i−r
|b|=k+r
Kxazb
fr−→
⊕
|a|=i
|b|=k
Kxazb → [HnP+(R)j]i → 0.
If i ≤ r, from the above exact sequence we see that
dimK
(
HnP+(R)j
)
i
= dimK Vi,k =
(
n+ i− 1
i
)(−j − 1
−n− j
)
.
Now let r ≤ i ≤ −n− j + r− 1. First one has dimK Vi−r,k+r < dimK Vi,k. We claim
that f r is injective, then we are done. We see that the map
Vi−r,k+r =
⊕
|c|=i+k
V ci−r,k+r
fr−→
⊕
|c|=i+k
V ci,k = Vi,k
where f r(V ci−r,k+r) ⊂ V ci,k is injective if and only if restriction map f ′ := f r|V ci−r,k+r :
V ci−r,k+r −→ V ci,k is injective for all c with |c| = i+ k.
For each such c we have a commutative diagram
V ci−r,k+r
f ′−→ V ci,k
↓ ↓
Aci−r
lr−→ Aci ,
with l = x1 + x2 + . . . + xn ∈ Ac1. Since i < −n − j + r, then i < |c| − (i − r) and
by the weak Lefschetz property the algebra Ac is unimodal. Therefore dimK A
c
i−r ≤
dimK A
c
i . The strong Lefschetz property implies that the map l
r is injective, and
hence f ′ is injective, as required.
Corollary 2.17. Assume that charK = 0. Then with the notation of Theorem 2.14,
we have
regHn−1P+
(
P/f rλP
)
j
= −n− j + r + 1.
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Proof. We consider the exact sequence of P0-modules
0→ Hn−1P+ (R)j →
⊕
|b|=−n−j+r
P0(−r)zb f
r−→
⊕
|b|=−n−j
P0z
b → HnP+(R)j → 0. (8)
where R = P/f rλP . It follows that H
n−1
P+
(R)j is the second syzygy module of
HnP+(R)j. Let
· · · →
t2⊕
j=1
P0(−a1j)→
t1⊕
j=1
P0(−a0j)→ Hn−1P+ (R)j → 0
be the minimal graded free resolution of Hn−1P+ (R)j . We combine two above resolu-
tions, and obtain a graded free resolution for HnP+(R)j of the form
· · · →
t1⊕
j=1
P0(−a0j) d0−→
⊕
|b|=−n−j+r
P0(−r)zb f
r−→
⊕
|b|=−n−j
P0z
b → HnP+(R)j → 0.
We choose a basis element h ∈⊕t1j=1 P0(−a0j) of degree a0j . Thus
d0(h) =
∑
|b|=−n−j+r
hbz
b,
where hb ∈ P0 with deg hb = a0j− r. Because the free resolution is minimal, at least
one hb 6= 0, so that r < a0j and hence r − 1 ≤ a0j − 2. Thus we have
regHnP+(R)j = maxi,j
{0, r − 1, aij − i− 2} = max
i,j
{aij − i− 2}.
Theorem 2.14 implies that
regHn−1P+ (R)j = maxi,j
{aij − i} = −n− j + r + 1.
Corollary 2.18. Assume that charK = 0. Then with the notation of the Theorem
2.14 the P0-module H
n−1
P+
(
P/f rλP
)
j
has a linear resolution.
Proof. Taking the kth component of the exact sequence (8), we obtain the exact
sequence of K-vector spaces
0→ [Hn−1P+ (R)j]k → ⊕
|a|=k−r
|b|=−n−j+r
Kxazb
fr−→
⊕
|a|=k
|b|=−n−j
Kxazb → [HnP+(R)j]k → 0.
For k we distinguish several cases. Let k = −n− j + r + 1. One has
dimK Vk−r,−n−j+r > dimK Vk,−n−j.
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This implies that [
Hn−1P+ (R)j
]
k
6= 0 for all k ≥ −n− j + r + 1,
since Hn−1P+ (R)j is torsion-free.
Let k = −n−j+r. Then dimK Vk−r,−n−j+r = dimK Vk,−n−j, so that
[
Hn−1P+ (R)j
]
k
=
0. Finally let k < −n− j + r. We claim that
dimK Vk−r,−n−j+r =
(
n+ k − r − 1
k − r
)(−j + r − 1
−n− j + r
)
is less than
dimK Vk,−n−j =
(
n+ k − 1
k
)(−j − 1
−n− j
)
.
Indeed,(
n + k − r − 1
k − r
)(−j + r − 1
−n− j + r
)
<
(
n+ k − 1
k
)(−j − 1
−n− j
)
if and only if
r∏
i=1
−j + r − i
−n− j + r − i+ 1 <
r∏
i=1
n + k − i
k − i+ 1 .
Since
−j + r − i
−n− j + r − i+ 1 <
n + k − i
k − i+ 1 for all i = 1, . . . , r if and only if
k(n− 1) < (−n− j + r)(n− 1),
the claim is clear. Thus by Corollary 2.17 the regularity of Hn−1P+ (R)j is equal to the
least integer k such that
[
Hn−1P+ (R)j
]
k
6= 0. This means that P0-module
Hn−1P+ (R)j =
[
Hn−1P+ (R)j
]
≥−n−j+r+1
has a (−n− j + r + 1)-linear resolution, and its resolution is the form
· · · → P β30 (n + j − r − 2)→ P β20 (n+ j − r − 1)→ Hn−1P+ (R)j → 0.
Combining the above resolution with the exact sequence
0→ Hn−1P+ (R)j → P β10 (−r)→ P β00 → HnP+(R)j → 0,
we obtain a graded free resolution for HnP+(R)j of the form
· · · → P β30 (n+ j − r− 2)→ P β20 (n+ j − r− 1)→ P β10 (−r)→ P β00 → HnP+(R)j → 0.
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In this resolution we know already the Betti numbers
β0 =
(−j − 1
−n− j
)
and β1 =
(−j + r − 1
−n− j + r
)
.
Next we are going to compute the remaining Betti numbers and also the multiplicity
of HnP+(R)j. For this we need to prove the following extension of the formula of
Herzog and Ku¨hl [6].
Proposition 2.19. LetM be a finitely generated graded Cohen-Macaulay P0-module
of codimension s with minimal graded free resolution
0→ P βs0 (−ds)→ · · · → P β10 (−d1)→ P β00 → M → 0.
Then
βi = (−1)i+1β0
∏
j 6=i
dj
(dj − di) .
Proof. We consider the square matrix A of size s and the following s × 1 matrices
of X and Y :
A =

1 1 · · · 1
d1 d2 · · · ds
...
...
...
...
ds−11 d
s−1
2 · · · ds−1s
 , X =

−β1
β2
...
(−1)sβs
 and Y =

−β0
0
...
0
 .
With similar arguments as in the proof of Lemma 1.1 in [16] one has
s∑
i=1
(−1)iβidki =
{
0 for 1 ≤ k < s,
(−1)ss!e(M) for k = s,
Note that
∑s
i=1(−1)iβi = β0. Thus we can conclude that AX = Y . Now we can
apply Cramer’s rule for the computation of βi. We replace the ith column of A by Y ,
then we expand the determinant |A| of A along to the Y , we get βi = −β0 |A′| / |A|
where A′ is the matrix
d1 · · · di−1 di+1 · · · ds
d21 · · · d2i−1 d2i+1 · · · d2s
...
...
...
...
...
...
ds−11 · · · ds−1i−1 ds−1i+1 · · · ds−1s
 ,
of size s − 1. A is a Vandermonde matrix whose determinant is ∏1≤j<i≤s(di − dj).
We also note that
|A′| =
∏
j 6=i
dj
∏
1≤t<k≤s
t 6=i
(dk − dt),
so the desired formula follows.
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We also have the following generalization of a formula of Huneke-Miller [17].
Proposition 2.20. With the assumption of Proposition 2.19, we have
e(M) =
β0
s!
s∏
i=1
di.
Proof. We consider the square matrix
M =

β1d1 β2d2 · · · βs−1ds−1 βsds
β1d
2
1 β2d
2
2 · · · βs−1d2s−1 βsd2s
...
...
...
...
...
β1d
s
1 β2d
s
2 · · · βs−1dss−1 βsdss
 (9)
of size s.
We will compute the determinant |M | of M in two different ways. First we
replace the last column of M by the alternating sum of all columns of M . The
resulting matrix will be denoted by M ′. It is clear that |M | = (−1)s|M ′|. More-
over, due to [16, Lemma 1.1], the last column of M ′ is the transpose of the vector
(0, . . . , 0, (−1)sse(M)). Thus if we expand M ′ with respect to the last column we
get
|M | = (−1)s|M ′| = s!e(M)|N |
where N is the matrix
N =

β1d1 β2d2 · · · βs−1ds−1
β1d
2
1 β2d
2
2 · · · βs−1d2s−1
...
...
...
...
β1d
s−1
1 β2d
s−1
2 · · · βs−1ds−1s−1

of size s− 1. Thus
|M | = s!e(M)
s−1∏
i=1
βi
s−1∏
i=1
di|V (d1, . . . , ds−1)| (10)
where V (d1, . . . , ds−1) is the Vandermonde matrix of size s − 1 whose determinant
is
∏
1≤j<i≤s−1(di − dj). On the other hand, directly from (9) we get
|M | =
s∏
i=1
βi
s∏
i=1
di|V (d1, . . . , ds)| (11)
where V (d1, . . . , ds) is the Vandermonde matrix of size s whose determinant is∏
1≤j<i≤s(di − dj). In view of (10) and (11) we get the desired formula.
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Now we are able to compute all Betti numbers and the multiplicity of HnP+(R)j.
We recall that its resolution is the form
0→ P βn0 (j − r + 1)→ P βn−10 (j − r + 2)→ · · · → P β30 (n+ j − r − 2)→
P β20 (n + j − r − 1)→ P β10 (−r)→ P β00 → HnP+(R)j → 0,
where β0 =
(−j − 1
−n− j
)
and β1 =
(−j + r − 1
−n− j + r
)
.
Corollary 2.21. With the above notation we have
βi =
(−1)ir(n− 1)!β0β1
(i− 2)!(n− i)!(−n− j + r + i− 1)(n+ j − i+ 1) for all i ≥ 2,
and
e
(
HnP+(R)j
)
=
r(−j + r − 1)!β0
n!(−n− j + r)! .
Proof. The assertion follows from Proposition 2.20 and Proposition 2.19.
2.4 Linear bounds for the regularity of the graded compo-
nents of local cohomology for hypersurface rings
In this section for a bihomogenous polynomial f ∈ P we want to give a linear
bound for the function fi,R(j) = regH
i
P+
(R)j where R = P/fP . First we prove the
following
Proposition 2.22. Let R be the hypersurface ring P/fP where f =
∑n
i=1 fiyi with
fi ∈ P0. Suppose that deg fi = d and that I(f) is m-primary. Then there exists an
integer q such that for j  0 we have
(a) regHnP+(R)j ≤ (−n− j + 1)d+ q, and
(b) regHn−1P+ (R)j ≤ (−n− j + 1)d+ q + 2.
Proof. (a) From the exact sequence 0→ P (−d,−1) f−→ P → R→ 0, we get exact
sequence P0-modules
⊕
|b|=−n−j+1
P0(−d)zb f−→
⊕
|b|=−n−j
P0z
b → HnP+(R)j → 0. (12)
We first assume that fi = xi. Theorem 2.14 implies that regH
n
P+
(R)j = −n− j. We
set k = −n− j. Thus we can get the surjective map of K-vector spaces⊕
|a|=k
|b|=k+1
Kxazb −→
⊕
|a|=k+1
|b|=k
Kxazb.
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Replacing xi by fi, we therefore get a surjective map
⊕
|b|=k+1
(
I(f)k
)
dk
zb =
⊕
|a|=k
|b|=k+1
Kfa11 . . . f
an
n z
b f−→
⊕
|a|=k+1
|b|=k
Kfa11 . . . f
an
n z
b =
⊕
|b|=k
(
I(f)k+1
)
d(k+1)
zb.
Since I(f) is m-primary by [11, Theorem 2.4] there exists an integer q such that
reg
(
P0/I(f)
k+1
)
= (k + 1)d+ q for k  0.
We set l = (k + 1)d+ q. Then for l 0 we have
(P0)l+1 =
(
I(f)k+1
)
l+1
.
We take the (l+1)th component of the exact sequence (12) and consider the following
diagram⊕
|b|=k+1(P0)l−d+1z
b −−−→ ⊕|b|=k(P0)l+1zb −−−→ [HnP+(R)j]l+1 −−−→ 0x ∥∥⊕
|b|=k+1
(
I(f)k
)
l−d+1
zb −−−→ ⊕|b|=k (I(f)k+1)l+1zb −−−→ 0,
in which left-hand vertical homomorphism is inclusion. Thus we conclude that[
HnP+(R)j
]
l+1
= 0,
so that regHnP+(R)j ≤ l = (k + 1)d+ q, as required.
For the proof (b), we notice that the exact sequence of P0-modules of (12) breaks
into two short exact sequence of P0-modules
0→ Kj →
⊕
|b|=k
P0z
b → HnP+(R)j → 0,
0→ Hn−1P+ (R)j →
⊕
|b|=k+1
P0(−d)zb → Kj → 0,
whereKj = Im f . We see from the first of these sequences that regKj ≤ regHnP+(R)j+
1. The second short exact sequence, together with part (a) of this theorem and the
fact that d ≤ regKj implies that
regHn−1P+ (R)j ≤ max{d, regKj + 1} = regKj + 1 ≤ (−n− j + 1)d+ q + 2,
as desired.
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Proposition 2.23. Let Nnd = {β ∈ Nn : |β| = d}, P0 = K[{xβ}β∈Nnd ] and P =
P0[y1, . . . , yn]. Let R = P/fP where f =
∑
|β|=d xβy
β. Then
regHnP+(R)j ≤ (−n− j + 1)d− 1.
Proof. We set P+ = (y1, . . . , yn) and P0 = K[x1, . . . , xm] where m =
(
n+d−1
d
)
, as
usual. From the exact sequence
0→ P (−1,−d) f−→ P → R→ 0,
we get the exact sequence of P0-modules⊕
|b|=−n−j+d
P0(−1)(yb)∗ f−→
⊕
|b|=−n−j
P0(y
b)∗ → HnP+(R)j → 0,
whose ith graded component is⊕
|a|=i−1
|b|=−n−j+d
Kxa(yb)∗
f−→
⊕
|a|=i
|b|=−n−j
Kxa(yb)∗ → HnP+(R)(i,j) → 0. (13)
Here (yb)∗ = zb in the notation of Section 1.7. Now we exchange the role of x and y:
We may write f =
∑
|β|=d y
βxβ and set Q+ = (x1, . . . , xm) and Q0 = K[y1, . . . , yn].
From the exact sequence
0→ P (−d,−1) f−→ P → R→ 0,
we get the exact sequence of P0-modules⊕
|b|=−m−t+1
Q0(−d)(xb)∗ f−→
⊕
|b|=−m−t
Q0(x
b)∗ → HmQ+(R)t → 0,
whose sth graded component is⊕
|a|=s−d
|b|=−m−t+1
Kya(xb)∗
f−→
⊕
|a|=s
|b|=−m−t
Kya(xb)∗ → HmQ+(R)(s,t) → 0.
Applying the functor HomK(−, K) to the above exact sequence and due to the exact
sequence (13) we have
0→ HmQ+(R)∗(s,t) →
⊕
|a|=s
|b|=−m−t
K(ya)∗xb
f−→
⊕
|a|=s−d
|b|=−m−t+1
K(ya)∗xb
→ HnP+(R)(−m−t+1,−n−s+d) → 0.
Therefore
HmQ+(R)
∗
(s,t)
∼= Hn−1P+ (R)(−m−t+1,−n−s+d).
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Thus we have
0→ [Hn−1P+ (R)−n−s+d]−m−t+1 → ⊕
|a|=s
|b|=−m−t
K(ya)∗xb
f−→
⊕
|a|=s−d
|b|=−m−t+1
K(ya)∗xb → [HnP+(R)−n−s+d]−m−t+1 → 0.
We set j = −n− s+ d. Proposition 2.22 implies that
regHnP+(R)j ≤ (−n− j + 1)d+ q for some q.
Since I(f) = (y1, . . . , yn)
d, thus reg
(
P0/I(f)
k+1
)
= (k + 1)d− 1. Hence in Proposi-
tion 2.22 we have q = −1.
Now the main result of this section is the following
Theorem 2.24. Let P = K[x1, . . . , xm, y1, . . . , yn], and f ∈ P be a bihomogeneous
polynomial such that I(f) is m-primary. Let R = P/fP . Then the regularity of
HnP+(R)j is linearly bounded.
Proof. We may write f =
∑
|β|=d fβy
β and let deg fβ = c. From the exact sequence
0→ P (−c,−d) f−→ P → R→ 0,
we get the exact sequence of P0-modules⊕
|b|=−n−j+d
P0(−c)zb f−→
⊕
|b|=−n−j
P0z
b → HnP+(R)j → 0.
We first assume that fβ = xβ . Proposition 2.23 implies that regH
n
P+
(R)j ≤ (−n −
j +1)d− 1. We set k = (−n− j +1)d. Thus we get the surjective map of K-vector
spaces ⊕
|a|=k−1
|b|=−n−j+d
Kxazb −→
⊕
|a|=k
|b|=−n−j
Kxazb.
We proceed as in the proof of Proposition 2.22, and we get
[
HnP+(R)j
]
kd+q′+1
= 0
for some integer q′. Therefore
regHnP+(R)j ≤ (−n− j + 1)d2 + q′.
Corollary 2.25. With the assumption of Theorem 2.24, we have
regHn−1P+ (R)j ≤ (−n− j + 1)d2 + q′ + 2.
Proof. For the proof one uses the same argument as in the proof of Proposition
2.22(b).
3 Local duality for bigraded modules
Let R be a standard bigraded K-algebra with bigraded irrelevant ideals P generated
by all elements of degree (1, 0), and Q generated by all elements of degree (0, 1). We
want to relate the local cohomology functors H iP (−) and HjQ(−) via duality in the
category of bigraded modules. In the ordinary local duality theorem Matlis duality
establishes isomorphisms between the local cohomology modules of a module and
its Ext-groups.
In our situation we have to consider Matlis duality for bigraded modules. Given
a bigraded R-module M we define the bigraded Matlis-dual of M to be M∨ where
the (i, j)th bigraded component of M∨ is given by HomK(M(−i,−j), K).
In this chapter we establish the following duality theorem:
Theorem. Let R be a standard bigraded K-algebra with irrelevant bigraded ideals
P and Q, and let M be a finitely generated bigraded R-module. Then there exists
a convergent spectral sequence
E2i,j = H
m−j
P
(
H iR+(M)
∨
)
=⇒
j
H i+j−mQ (M)
∨
of bigraded R-modules, where m is the minimal number of homogeneous generators
of P and R+ is the unique graded maximal ideal of R.
Note that the above spectral sequence degenerates when M is Cohen-Macaulay
and one obtains for all k the following isomorphims of bigraded R-modules
HkP
(
HsR+(M)
∨
) ∼= Hs−kQ (M)∨
where s = dimM , see Corollary 3.12. We let R0 be the K-subalgebra of R which
is generated by the elements of bidegree (1, 0) and set N = HsR+(M)
∨. Then N is
again an s-dimensional Cohen-Macaulay module and by the above isomorphism we
obtain for all j the isomorphisms of graded R0-modules
HkP0(Nj)
∼= (Hs−kQ (M)−j)∨ (14)
where P0 is the graded maximal ideal of R0. Here we used, that H
k
P (N)j
∼= HkP0(Nj)
for all k and j.
In case M is Cohen-Macaulay the tameness problem translates, due to (14), to
the following question: Given a finitely generated bigraded R-module N . Does there
exist an integer j0 such that H
k
P0
(Nj) = 0 for all j ≥ j0, or else HkP0(Nj) 6= 0 for
all j ≥ j0? However this is not the case as has been recently shown by Cutkosky
and Herzog, see [10]. Their example also provides a counterexample to the general
tameness problem. To show this, Proposition 3.11 of this chapter is used. On
the other hand, in Chapter 5 we are going to show that tameness holds for all
local cohomology modules of a ring with monomial relations and with respect to
monomial prime ideals.
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In Section 3.2 we use our duality to give a new proofs of known cases of the
tameness problem and also to add a few new cases in which tameness holds, see
Corollary 3.10, 3.14 and 3.18. The duality is also used in the Corollaries 3.15 and
2.4 to prove some algebraic properties of the modules HkQ(M)j in case M is Cohen-
Macaulay.
3.1 Proof of the duality theorem
Let S = K[x1, . . . , xm, y1, . . . , yn] be the standard bigraded polynomial ring over the
field K. We set K[x] = K[x1, . . . , xm] and K[y] = K[y1, . . . , yn] and consider both
as a standard graded polynomial rings.
If A is a standard (bi)gradedK-algebra, andM a (bi)graded A-module. Then we
setM∨ = HomK(M,K), and view M
∨ as (bi)graded A-module with the (bi)grading
(M∨)a = HomK(M−a, K)
for a ∈ Z (respectively a ∈ Z2 in the bigraded case).
The following simple fact is needed for the proof next lemma.
Lemma 3.1. LetM be a graded K[x]-module and N be a graded K[y]-module. Then
there exists a natural bigraded isomorphism of bigraded S-modules
(M ⊗K N)∨ ∼=M∨ ⊗K N∨.
Proof. Let S = K[x] ⊗K K[y] = K[x, y]. Note that M ⊗K N is a bigraded free
S-module with the natural bigrading
(M ⊗K N)(i,j) =Mi ⊗K Nj .
Thus we see that(
(M ⊗K N)∨
)
(i,j)
= HomK
(
(M ⊗K N)(−i,−j), K
)
= HomK(M−i ⊗K N−j , K).
By using the universal property of tensor product one has the following natural
isomorphism of K-vector spaces
HomK(M−i ⊗K N−j, K) ∼= HomK(M−i, K)⊗K HomK(N−j , K).
Thus we have(
(M ⊗K N)∨
)
(i,j)
∼= HomK(M−i, K)⊗K HomK(N−j, K)
= (M∨)i ⊗K (N∨)j
= (M∨ ⊗K N∨)(i,j).
So the desired isomorphism follows.
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Lemma 3.2. Let S = K[x1, . . . , xm, y1, . . . , yn] be the standard bigraded polynomial
ring over the field K with the irrelevant bigraded ideals P = (x1, . . . , xm) and Q =
(y1, . . . , yn). Then we have the following isomorphism of bigraded S-modules
HmP (ωS)
∼= HnQ(S)∨,
where ωS is the bigraded canonical module of S.
Proof. First we notice that there is a natural isomorphism of bigraded S-modules
HmP (S)
∼= HmP0(K[x])⊗K K[y].
By the graded version of the local duality theorem (see [5, Example 13.4.6]) we have
HmP0(K[x])
∨ ∼= K[x](−m).
Thus we see that
HmP (ωS) = H
m
P (S(−m,−n)) = HmP (S)(−m,−n)
∼= (K[x](−m)∨ ⊗K K[y])(−m,−n)
= K[x]∨ ⊗K K[y](−n).
On the other hand, using again the local duality theorem, Lemma 3.1 yields
HnQ(S)
∨ ∼= (K[x]⊗K HnQ0(K[y]))∨ ∼= (K[x]⊗K K[y](−n)∨)∨∼= K[x]∨ ⊗K K[y](−n)∨∨
∼= K[x]∨ ⊗K K[y](−n),
as desired.
Corollary 3.3. Let F be a finitely generated bigraded free S-module, and set F ∗ =
HomS(F, ωS). Then there exists a natural isomorphism of bigraded S-modules,
HmP (F
∗) ∼= HnQ(F )∨.
Proof. Let F =
⊕t
k=1 S(−ak,−bk). Thus F ∗ =
⊕t
k=1(ωS)(ak, bk) and hence by
Lemma 3.2 we have
HmP (F
∗) ∼=
t⊕
k=1
HmP (ωS)(ak, bk)
∼=
t⊕
k=1
HnQ(S)
∨(ak, bk)
∼= HnQ
( t⊕
k=1
S(−ak,−bk)
)∨
∼= HnQ(F )∨.
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The previous result can easily be extended as follows
Lemma 3.4. Let F be a bounded complex of bigraded free S-modules. We set F∗ =
HomS(F, ωS). Then we have a functorial isomorphism
HmP (F
∗) ∼= HnQ(F)∨
of complexes of bigraded modules.
Proof. In order to prove that the complexes of HmP (F
∗) and HnQ(F)
∨ are isomorphic,
we observe that for any bihomogeneous linear map ϕ : G → F between finitely
generated free bigraded S-modules we obtain the following commutative diagram
HnQ(F )
∨ ψ
∨
1−→ HnQ(G)∨
↓ ↓
HmP (F
∗)
ψ2−→ HmP (G∗),
where ψ1 = H
n
P (ϕ) and ψ2 = H
m
Q (ϕ
∗) and where the vertical maps are the isomor-
phisms given in Corollary 3.3. The commutativity of the diagram results from the
fact that all maps in the diagram are functorial.
Proposition 3.5. Let M be a finitely generated bigraded S-module, P and Q be
the irrelevant bigraded ideals of S. Then we have the following convergent spectral
sequence
E2i,j = H
m−j
P
(
Extn+m−iS (M,ωS)
)
=⇒
j
H i+j−mQ (M)
∨.
Proof. Let (F, d) be a bigraded free resolution of M of length n +m, and let G be
the complex of bigraded S-modules with Gi = HomS(Fm+n−i, ωS) and differential
∂i = HomS(dm+n−i, ωS). Next we choose a bigraded free resolution C of the complex
G. In other words, C is a double complex Cij of finitely generated bigraded free
S-modules with i, j ≥ 0 such that:
(i) the ith column of C is a free resolution of Gi for all i, i.e.
Hj(Ci.) =
{
Gi for j = 0,
0 for j > 0.
(ii) for each row the image of Ci−1,j ← Ci,j is a bigraded free direct summand of
the kernel of Ci−2,j ← Ci−1,j . In particular, the homology of
Ci−2,j ← Ci−1,j ← Ci,j
is a bigraded free S-module for all i and j.
(iii) for each i the complex
0← Hi(C.,0)← Hi(C.,1)← Hi(C.,2)← · · ·
is a bigraded free resolution of Hi(G).
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Now we compute the total homology of the double complex HmP (C): Since all Gi
are free S-modules, it follows that the complexes
0← Gi ← Ci,0 ← Ci,1 ← · · ·
are all split exact. Hence the complexes
0← HmP (Gi)← HmP (Ci,0)← HmP (Ci,1)← · · ·
are again exact.
This implies that the E1-terms of the double complex HmP (C) with respect to
the column filtration are
E1i,j =
{
HmP (Gi) for j = 0,
0 for j > 0.
As a consequence, for the E2-terms of HmP (C) we have that E
2
i,j = 0 for j > 0, and
that E2i,0 is the ith homology of the complex H
m
P (G). Now we use Lemma 3.4 as
well as [21, Theorem 1.1 ] and obtain
E2i,j =
{
H i−mQ (M)
∨ for j = 0,
0 for j > 0,
since Hi
(
HmP (G)
)
=
(
Hn+m−i
(
HnQ(F)
))∨
. From this it follows that the (i + j)th
total homology of HmP (C) is equal to H
i+j−m
Q (M)
∨.
Now we compute the homology of HmP (C) using the row filtration. Each row
HmP (C.j) of H
m
P (C) is split exact with homology Hi
(
HmP (C.j)
)
= HmP
(
Hi(C.j)
)
. In
other words, E1i,j = H
m
P
(
Hi(C.j)
)
. Hence by property (iii) of the complex C and by
[21, Theorem 1.1 ] it follows that E2i,j = H
m−j
P
(
Extm+n−iS (M,ωS)
)
. This yields the
desired conclusion.
Now our main theorem is an easy consequence of Proposition 3.5:
Proof. As R is a standard bigraded K-algebra, it is the homomorphic image of a
standard bigraded polynomial ring S = K[x1, . . . , xm, y1, . . . , yn]. We may consider
R and S as well as a standard graded K-algebras with the unique graded maximal
ideal R+ (resp. S+), and M as a graded R-module (resp. S-module). Then by the
graded local duality theorem we have
Extm+n−iS (M,ωS)
∼= H iS+(M)∨.
Since H iS+(M)
∼= H iR+(M), it follows that
Hm−jP
(
H iR+(M)
∨
)
= Hm−jP
(
Extm+n−iS (M,ωS)
)
.
Let (x) = (x1, . . . , xm) and (y) = (y1, . . . , yn) be the irrelevant ideals of S. We note
thatHm−jP
(
Extm+n−iS (M,ωS)
)
= Hm−j(x)
(
Extm+n−iS (M,ωS)
)
and thatH i+j−mQ (M)
∨ =
H i+j−m(y) (M)
∨. Therefore, Proposition 3.5 yields the desired convergent spectral se-
quence.
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Corollary 3.6. Let R be a standard bigraded d-dimensional Cohen-Macaulay K-
algebra with irrelevant bigraded ideals P and Q, and let M be a finitely generated
bigraded R-module. Then there exists a convergent spectral sequence
E2i,j = H
m−j
P
(
Extd−iR (M,ωR)
)
=⇒
j
H i+j−mQ (M)
∨
of bigraded R-modules, where m is the minimal number of homogeneous generators
of P .
Proof. The assertion follows from our main theorem by using the fact thatH iR+(M)
∨ =
Extd−iR (M,ωR).
A general version of our duality theorem have recently been constructed. See [9].
3.2 Some applications
In this section, unless otherwise stated, R denotes a standard bigraded K-algebra
of dimension d, and M a finitely generated and bigraded R-module.
We note that for the E2-terms in the spectral sequence of our main theorem we
have E2i,j = H
m−j
P (H
i
R+
(M)∨) = 0 if i < depthM or i > dimM or j < 0 or j > m.
Thus the possible non-zero E2-terms are in the shadowed region of the following
picture.
j
i
•
•
(s,m)
•
(t, 0) s
E2i,j
Figure 1
Here t = depthM , s = dimM and E2i,j = H
m−j
P
(
H iR+(M)
∨
)
.
We first observe that the graded local duality theorem is a special case of our
main theorem. In fact, if we assume that P = (0), then m = 0, and m = Q is the
unique graded maximal ideal of R. Moreover, E2i,j = E
∞
i,j = 0 for j 6= 0 and all i,
since Hk(0)(−) = 0 if k 6= 0. Therefore we have
Extd−iR (M,ωR) = H
0
(0)
(
Extd−iR (M,ωR)
) ∼= H i
m
(M)∨.
Considering Figure 1 we immediately obtain the following corner isomorphisms
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Proposition 3.7. Let dimM = s and depthM = t. Then there are natural iso-
morphisms
HmP
(
H tR+(M)
∨
) ∼= H t−mQ (M)∨ and H0P (HsR+(M)∨) ∼= HsQ(M)∨.
Moreover for i < t−m we have H iQ(M) = 0.
Definition 3.8. Let R0 be a commutative Noetherian ring, R a graded R0-algebra
and N a graded R-module. The R-module N is called tame, if there exists an integer
j0 such that either
Nj = 0 for all j ≤ j0, or Nj 6= 0 for all j ≤ j0.
In case of a standard bigraded K-algebra R we let R0 be the K-subalgebra of
R generated by all elements of degree (1, 0). Then R is a graded R0-algebra with
components Rj = R(∗,j) =
⊕
iR(i,j). Let N be a bigraded R-module. We may view
N as a graded R-module with graded components Nj = N(∗,j) =
⊕
iN(i,j). Each of
the modules Nj is a graded R0-module, and if N is a finitely generated R-module
then each Nj is a finitely generated R0-module.
Now let M be a finitely generated bigraded R-module. By the definition local
cohomology using the Cˇech complex one has that H iP (M)j = H
i
P0
(Mj) where P0 is
the graded maximal ideal of R0. SinceMj is a finitely generated R0-module it follows
that H iP0(Mj) is a graded Artinian R0-module. Hence we see that
(
H iP (M)
∨
)
j
=(
H iP (M)−j
)∨
= H iP0(M−j)
∨ is a finitely generated graded R0-module for all j. Of
course this does not imply that H iP (M)
∨ is a finitely generated R-module.
We denote by cd(Q,M) the cohomological dimension of M with respect to Q,
i.e., the number
cd(Q,M) = sup{i ∈ N0 : H iQ(M) 6= 0}.
Corollary 3.9. Let N = HsR+(M)
∨. Then the following statements hold:
(a) cd(Q,M) < dim(M) if and only if depthR0 Nj > 0 for all j;
(b) if cd(Q,M) < dim(M)− 1, then depthR0 Nj > 1 for all j.
Proof. We note that cd(Q,M) < dim(M), if and only if HsQ(M) = 0. Hence Propo-
sition 3.7 yields part (a) of the corollary.
For the proof of (b) we notice that H iP (N) = E
∞
s,m−i for i = 0, 1, and that
E∞s,m−i is a submodule of H
s−i
Q (M)
∨ for all i. Thus our assumption implies that
H iP0(Nj) = H
i
P (N)j = 0 for i = 0, 1 and all j. This yields the desired conclusion.
The second statement of the next corollary of is well-known (see [2, Theorem 4.8
(e)]).
Corollary 3.10. Let M be a finitely generated bigraded R-module of dimension s
and depth t. Then H t−mQ (M) and H
s
Q(M) are tame.
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Proof. We first prove H t−mQ (M) is tame. We set N = H
t
R+
(M)∨ and s0 = dimR0 Nj
for j  0. Such s0 exists, see [1, Proposition 2.5]. Note that s0 ≤ dimR0 ≤ m. Thus
we have HmP (N)j = H
m
P0
(Nj) = 0 for j  0 if s0 < m and HmP (N)j = HmP0(Nj) 6= 0
for j  0 if s0 = m. Therefore by Proposition 3.7 there exists an integer j0 such
that either
H t−mQ (M)j = 0 for all j ≤ j0, or H t−mQ (M)j 6= 0 for all j ≤ j0,
as desired. In order to prove that HsQ(M) is tame, we set N = H
s
R+
(M)∨. Since
HsR+(M) is a graded Artinian R-module, N is a finitely generated graded R-module.
Thus Nj is a finitely generated R0-module. By [1, Proposition 2.5] the set of as-
sociated prime ideals of AssR0(Nj) is constant for large j. If P0 ∈ AssR0(Nj) it
follows that H0P (N)j = H
0
P0
(Nj) 6= 0 for large j, and if P0 /∈ AssR0(Nj) then
H0P (N)j = H
0
P0
(Nj) = 0 for large j. Thus in view of Proposition 3.7, H
s
Q(M) is
also tame.
We say thatM is a generalized Cohen-Macaulay R-module if H iR+(M) has finite
length for all i 6= dimM .
Proposition 3.11. LetM be a generalized Cohen-Macaulay R-module of dimension
s. Then we have the following long exact sequence of bigraded R-modules
0→ H1P
(
HsR+(M)
∨
)→ Hs−1Q (M)∨ → Hs−1R+ (M)∨ →
H2P
(
HsR+(M)
∨
)→ Hs−2Q (M)∨ → Hs−2R+ (M)∨ →
· · · → Hs−mQ (M)∨ → Hs−mR+ (M)∨ → 0.
Moreover, we have the following isomorphisms
H iR+(M)
∼= H iQ(M) for all i < s−m.
Proof. Since M is a generalized Cohen-Macaulay module, we have that H iR+(M)
∨
is of finite length for i 6= s. Thus by Grothendieck’s vanishing theorem [5, Theorem
6.1.2] we see that E2i,j = E
∞
i,j = 0 for j = 0, . . . , m − 1 and i 6= s. The following
picture will make this clear.
•
(s, r)
(l,m)
•
kt sl
Figure 2
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Therefore for all k with s ≤ k < s+m, we get the following exact sequences
0→ E∞s,r → H lQ(M)∨ → E∞l,m → 0,
0→ E∞l,m → E2l,m → E2s,r−1 → E∞s,r−1 → 0,
where l and r are defined by the equations s + r = l +m = k.
Composing these two exact sequences we get the long exact sequence
· · · → E2s,r → H lQ(M)∨ → E2l,m → E2s,r−1 →
H l−1Q (M)
∨ → E2l−1,m → E2s,r−2 → · · · ,
which yields the desired exact sequence. Observing that
H0P
(
H iR+(M)
∨
)
= H iR+(M)
∨
for i 6= s, since for such i the modules H iR+(M)∨ have finite length. The last
statement of the proposition follows similarly.
Corollary 3.12. Suppose M is a generalized Cohen-Macaulay module of dimension
s. Then the following conditions are equivalent:
(a) M is Cohen-Macaulay;
(b) HkP
(
HsR+(M)
∨
) ∼= Hs−kQ (M)∨ for all k.
Proof. (a) ⇒ (b): Since M is Cohen-Macaulay we have H iR+(M)∨ = 0 for all
i 6= s. Therefore it follows from the long exact sequence in Proposition 3.11 that
HkP
(
HsR+(M)
∨
) ∼= Hs−kQ (M)∨ for k = 1, . . . , m. The assertion for k = 0 follows from
Proposition 3.7. The assertion is also clear when k < 0. Now assume that k > m.
Then s − k < s − m, and hence by Proposition 3.11 it follows that Hs−kQ (M)∨ =
Hs−kR+ (M)
∨ = 0. On the other hand, we also have HkP
(
HsR+(M)
∨
)
= 0 because
k > m.
(b)⇒ (a): is proved the same way.
As a generalization of Lemma 3.2 we obtain as an immediate consequence of
Corollary 3.12 the following
Remark 3.13. Let R be a bigraded Cohen-Macaulay K-algebra of dimension d.
Then
HkP (ωR)
∼= Hd−kQ (R)∨ for all k.
Recall that for a finitely generated graded R-module N one has that dimR0 Nj
as well as depthR0 Nj is constant for large j, see [1, Proposition 2.5]. In fact, if N is
Cohen-Macaulay, then limj→∞ depthR0 Nj = dimN − dimN/P0N as shown in [14].
We call these constants the limit depth and limit dimension, respectively. Using this
fact we have
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Corollary 3.14. Let M be a bigraded Cohen-Macaulay R-module of dimension s.
We set N = HsR+(M)
∨, and put t0 = limj→∞ depthR0 Nj and s0 = limj→∞ dimR0 Nj.
Then the R-modules HjQ(M) are tame for all j ≤ s− s0 and j ≥ s− t0.
Proof. We see that Hs−iP (N)j = H
s−i
P0
(Nj) 6= 0 for j  0 if i = s− s0 and i = s− t0,
and also Hs−iP (N)j = H
s−i
P0
(Nj) = 0 for j  0 if i < s− s0 and i > s− t0. Therefore
by Corollary 3.12 we have the desired conclusion.
Corollary 3.15. Assume R0 is Cohen-Macaulay andM is a bigraded Cohen-Macaulay
R-module of dimension s. We set N = HsR+(M)
∨. Then
(a) for all k and j we have the following isomorphism of graded R0-modules
Extd−kR0 (Nj, ωR0)
∼= Hs−kQ (M)−j ,
where d = dimR0.
(b) dimHs−kQ (M)−j ≤ k for all k and j.
Proof. Corollary 3.12 implies that(
Hs−kQ (M)−j
)∨ ∼= (Hs−kQ (M)∨)j = HkP0(Nj).
Thus the local duality theorem yields
Hs−kQ (M)−j
∼= HkP0(Nj)∨ ∼= Extd−kR0 (Nj, ωR0),
as desired.
Finally by [6, Corollary 3.5.11(c)] one has dimR0 Ext
d−k
R0
(Nj , ωR0) ≤ k. This
proves statement (b).
Let N 6= 0 be a graded R0-module. We set a(N) = inf{i : Ni 6= 0} and b(N) =
sup{i : Ni 6= 0}. If N = 0 we set a(N) =∞ and b(N) = −∞.
Recall that the regularity of N is defined to be
regN = max{b(HkP0(N)) + k : k = 0, 1, . . .}.
With the assumptions and notation introduced in Corollary 3.12 we therefore
have
reg(Nj) = −min{a(Hs−kQ (M)−j)− k : k = 0, 1, . . .}.
In [11] and [19] it is shown that reg(Nj) is bounded above by a linear function of j.
Thus in view of the preceding formula we get
Corollary 3.16. Let M be a Cohen-Macaulay R-module. Then there exist integers
c and d such that a
(
HkQ(M)j
) ≥ cj + d for all k and all j.
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If the dimension and the depth of M differ at most by 1 or dimR0 ≤ 1 one
obtains
Proposition 3.17. The following statements hold:
(a) if dimM = s and depthM = s− 1, then we obtain the long exact sequence
· · · → Hm−j−2P
(
Hs−1R+ (M)
∨
)→ Hm−jP (HsR+(M)∨)→ Hs−m+jQ (M)∨ →
Hm−j−1P
(
Hs−1R+ (M)
∨
)→ Hm−j+1P (HsR+(M)∨)→ · · · ;
(b) if dimR0 = 0, then H
i
R+
(M) ∼= H iQ(M) for all i;
(c) if dimR0 = 1, then for all i we have the short exact sequence
0→ H1P
(
H i+1R+ (M)
∨
)→ H iQ(M)∨ → H0P (H iR+(M)∨)→ 0.
Proof. We first prove (a). Our hypotheses imply the following exact sequences
0→ E∞s,j → Hs−m+jQ (M)∨ → E∞s−1,j+1 → 0,
0→ E∞s−1,j+1 → E2s−1,j+1 → E2s,j−1 → E∞s,j−1 → 0.
Putting these two exact sequences together we get the long exact sequence
· · · → E2s−1,j+2 → E2s,j → Hs−m+jQ (M)∨ → E2s−1,j+1 →
E2s,j−1→ Hs−m−1+jQ (M)∨ → E2s−1,j → E2s,j−2→ . . . ,
which yields the desired exact sequence.
For the proof (b) we set N = H iR+(M)
∨. Since dimR0 = 0, it follows that Nk is
a finitely generated R0-module of finite length. Thus H
m−j
P (N)k = H
m−j
P0
(Nk) = 0
for all k and j < m and hence E2i,j = 0 for all i and j 6= m. Therefore we have
N = H0P (N)
∼= H iQ(M)∨ for all i, and so H iR+(M) ∼= H iQ(M) for all i. In order to
prove (c) we again set N = H iR+(M)
∨. Since dimR0 = 1 it follows thatH
m−j
P (N)k =
Hm−jP0 (Nk) = 0 for all k and j < m−1 and hence E2i,j = 0 for all i and j 6= m,m−1.
Thus for all i we get the exact sequence
0→ E∞i+1,m−1 → H iQ(M)∨ → E∞i,m → 0.
Since E∞i+1,m−1 = E
2
i+1,m−1 and E
∞
i,m = E
2
i,m for all i, the result follows.
As a simple consequence of Proposition 3.17 (b), (c) we obtain the following
tameness result due to [2, Theorem 4.5].
Corollary 3.18. Let dimR0 ≤ 1. Then H iQ(M) is tame for all i.
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Proof. First we assume that dimR0 = 0. Since any Artinian graded R-module is
tame, the result follows from Proposition 3.17 (b).
Now we assume that dimR0 = 1. Let N be a finitely generated bigraded R-
module. By Proposition 3.17 (c) it is enough to prove that there exists an integer
j0 such that for i = 0, 1 one has:
H iP0(Nj) = 0 for all j ≥ j0, or H iP0(Nj) 6= 0 for all j ≥ j0.
We set t0 = limj→∞ depthR0 Nj and s0 = limj→∞ dimR0 Nj. Then H
0
P0
(Nj) 6= 0 for
j  0 if t0 = 0, and H0P0(Nj) = 0 for j  0 if t0 6= 0. Similarly, H1P0(Nj) 6= 0 for
j  0 if s0 = 1, and H1Po(Nj) for j  0 if s0 = 0.
Finally we want to mention two standard 5-term exact sequences arising from
our spectral sequence.
Proposition 3.19. There is a 5-term exact sequence for the corner (t, 0)
H t+2−mQ (M)
∨ → Hm−2P
(
H tR+(M)
∨
)→ HmP (Hd+1R+ (M)∨)→
H t+1−mQ (M)
∨ → Hm−1P
(
H tR+(M)
∨
)→ 0,
and a 5-term exact sequence for the corner (s,m)
HsQ(M)
∨ → H0P
(
Hs−1R+ (M)
∨
)→ H2P (HsR+(M)∨)→
Hs−1Q (M)
∨ → H0P
(
Hs−1R+ (M)
∨
)→ 0.
Proof. It can be seen form Figure 1 that one obtains the following exact sequences
0→ E∞t+1,0 → H t+1−mQ (M)∨ → E∞t,1 → 0,
0→ E∞t,2 → E2t,2
d2t,2−→ E2t+1,0 → E∞t+1,0 → 0.
Putting these two exact sequences together we get the exact
H t+2−mQ (M)
∨ → E2t,2 → E2t+1,0 → H t+1−mQ (M)∨ → E2t,1 → 0,
which yields the first 5-term sequence.
In the corner (s,m) we have the following exact sequences
0→ E∞s,m−1 → Hs−1Q (M)∨ → E∞s−1,m → 0,
0→ E∞s−1,m → E2s−1,m
d2s−1,m−→ E2s,m−2 → E∞s,m−2 → 0.
Putting these two exact sequences together we get the five term exact sequence
HsQ(M)
∨ → E2s−1,m → E2s,m−2 → Hs−1Q (M)∨ → E2s−1,m → 0,
which yields the second 5-term exact sequence.
4 Local duality for graded modules
In this chapter we are going to establish a duality theorem for graded modules where
the base ring is local. Let R be a standard graded K-algebra where (R0,m0) is a
local ring and M be a finitely generated graded R-module. We define the graded
Matlis-dual of M to be M∨ where the kth graded component of M∨ is given by
HomR0(Mk, ER0(R0/m0)).
We have the following duality theorem which is inspired by the local duality
theorem in Chapter 3:
Theorem. Let R be a standard graded K-algebra where (R0,m0) is a local ring.
Let R+ =
⊕
i>0Ri be the graded irrelevant ideal of R, andM be a finitely generated
graded R-module. Then there exists a convergent spectral sequence
E2i,j = H
m−j
m0
(
H i
m
(M)∨
)
=⇒
j
H i+j−mR+ (M)
∨
of graded R-modules, where m is the minimal number of homogeneous generators
of m0 and m = m0 +R+ is the unique graded maximal ideal of R.
By using this theorem we obtain similar results as stated in Chapter 3.
4.1 Proof of the duality theorem
In a first step we prove the following
Lemma 4.1. Let R = R0[x1, . . . , xn] be a standard graded polynomial ring over R0
where (R0,m0) is a regular local ring and R+ = (x1, . . . , xn) be the irrelevant graded
ideal of R. Then we have the following isomorphism of graded R-modules
Hm
m0
(ωR) ∼= HnR+(R)∨,
where ωR is the graded canonical module of R and m is the minimal number of
homogeneous generators of R0.
Proof. First by graded version of [6, Corollary 3.3.21] we see that ωR = (ωR0 ⊗R0
R)(−n). Since R0 is a regular ring it is a Gorenstein ring, and so ωR0 = R0.
Thus ωR = R(−n) and hence Hmm0(ωR) = Hmm0(R)(−n). Since the inclusion map
f : R0 → R is a flat homomorphism of Noetherian rings, the graded flat base
change property of local cohomology yields the natural isomorphisms of R-modules
Hm
m0
(R)(−n) ∼= (Hm
m0
(R0)⊗R0 R
)
(−n) = Hm
m0
(R0)⊗R0 R(−n).
(See [5, Theorem 4.3.2]). Applying the graded version local duality theorem we have
Hm
m0
(R0) ∼= HomR0
(
ExtdimR0−mR0 (R0, R0), ER0(R0/m0)
)
.
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Since R0 is a regular ring, then embdimR0 = dimR0 = m. Thus H
m
m0
(R0) = R
∨
0 .
Therefore we conclude that
Hm
m0
(ωR) = R
∨
0 [x1, . . . , xn](−n).
On the other hand, by [5, Example 12.4.1] we have the following gradedR-isomorphism
HnR+(R0[x1, . . . , xn])
∼= R0[x−11 , . . . , x−1n ](n).
Therefore we have
HnR+(R)
∨ ∼= (R0[x−11 , . . . , x−1n ](n))∨
∼= R∨0 [x1, . . . , xn](−n).
The last isomorphism follows from the fact that for all j and a > 0 we have[(
R0[x
−1
1 , . . . , x
−1
n ](n)
)∨]
j
∼= (R0[x−11 , . . . , x−1n ]n−j)∨ ∼= ( ⊕
|a|=n−j
R0x
−a
)∨
∼=
⊕
|a|=−n+j
R∨0 x
a ∼= R∨0 [x1, . . . , xn]−n+j
∼= [R∨0 [x1, . . . , xn](−n)]j .
Corollary 4.2. Let F by a finitely generated graded free R-module, and set F ∗ =
HomR(F, ωR). Then there exists a natural isomorphism of graded R-modules,
Hm
m0
(F ∗) ∼= HnR+(F )∨.
Proof. Let F =
⊕t
k=1R(−ak). Thus F ∗ =
⊕t
k=1(ωR)(ak) and hence by Lemma 4.1
we have
Hm
m0
(F ∗) ∼=
t⊕
k=1
Hm
m0
(ωR)(ak) ∼=
t⊕
k=1
HnR+(R)
∨(ak)
∼= HnR+
( t⊕
k=1
R(−ak)
)∨
∼= HnR+(F )∨.
Corollary 4.2 can easily be extended as follows
Lemma 4.3. Let F be a bounded complex of graded free R-modules. We set F∗ =
HomR(F, ωR). Then we have a functorial isomorphism
Hm
m0
(F∗) ∼= HnR+(F)∨
of complexes of graded modules.
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Proof. This is proved the same way as Lemma 3.4.
Proposition 4.4. Let R = R0[x1, . . . , xn] be a standard graded polynomial ring over
R0 where (R0,m0) is a regular local ring, M be a finitely generated graded R-module
and R+ be the irrelevant graded ideal of R. Then we have the following convergent
spectral sequence
E2i,j = H
m−j
m0
(
Extn+m−iR (M,ωR)
)
=⇒
j
H i+j−mR+ (M)
∨,
where m is the minimal number of homogeneous generators of m0.
Proof. This is proved the same way as Proposition 3.5.
The following lemma is needed for the proof main theorem.
Lemma 4.5. Let R be a standard graded K-algebra where (R0,m0) is a local ring,
M be a finitely generated R-module and I an ideal of R. Then for all i
H iI(M)
∨ ∼= H i
Î
(M̂)∨,
where M̂ denotes the m0-adic completion of M and Î = IR̂.
Proof. We first observe that M̂ =
⊕
j M̂j where M̂j is the m0-adic completion of the
finitely generated R0-module Mi. In particular, we have that M̂j = R̂0 ⊗R0 Mj for
all j. Therefore M̂ =
⊕
j R̂0 ⊗R0 Mj = R̂0 ⊗R0 M . By the graded flat base change
property of local cohomology we have
H iI(M)⊗R R̂ ∼= H iÎ(M ⊗R R̂).
Since R̂ ∼= R̂0 ⊗R0 R, then we have
H iI(M)⊗R R̂ ∼= H iI(M)⊗R0 R̂0 and M ⊗R R̂ ∼=M ⊗R0 R̂0 ∼= M̂.
Therefore
H iI(M)j ⊗R0 R̂0 ∼= H iÎ(M̂)j for all j.
We set K = R0/m0. For all j ∈ Z we have[
Hk
Î
(M̂)∨
]
j
∼= HomR̂0
(
Hk
Î
(M̂)−j, ER̂0(K)
) ∼= HomR̂0 (HkI (M)−j ⊗R0 R̂0, ER̂0(K)).
By [6, Exercise 3.2.14] as an R̂0-module we have ER0(K)
∼= ER̂0(K) and for any
finitely generated R0-module N there exists a natural isomorphism
HomR0(N,ER0(K))
∼= HomR̂0(N̂, ER0(K)).
Since HkI (M)j is a finitely generated R0-module, therefore we have[
Hk
Î
(M̂)∨
]
j
∼= HomR0
(
HkI (M)−j , ER0(K)
) ∼= [HkI (M)∨]j for all j ∈ Z,
as required.
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Now our main theorem is an easy consequence of Proposition 4.4:
Proof of Theorem. We denote by m̂ the graded maximal ideal of R̂ =
⊕
i≥0 R̂i. In
other words, m̂ = m̂0 ⊕
⊕
i>0 R̂i. By Lemma 4.5 we have H
i
m
(M)∨ ∼= H i
m̂
(M̂)∨.
We set N = H i
m
(M)∨. Since N is a graded R̂-module, the natural homomorphism
R0 → R̂0 implies that H im0(N) ∼= H im̂0(N). Thus
H i
m0
(
H i
m
(M)∨
) ∼= H i
m̂0
(
H i
m̂
(M̂)∨
)
.
By using again Lemma 4.5 we have H i+j−mR+ (M)
∨ = H i+j−m
R̂+
(M̂)∨. Thus we may
assume that R0 is complete. By Cohen’s theorem we may choose a regular local ring
(S0, n0) where R0 is a homomorphic image of S0 and embdimS0 = embdimR0 =
m. It follows that R is the homomorphic image of a graded polynomial ring S =
S0[x1, . . . , xn] where (S0, n0) is a regular local ring. We set n = n0 + S+, and
consider M as a finitely generated graded S-module. Then by the graded local
duality theorem we have
Extm+n−iS (M,ωS)
∼= H i
n
(M)∨.
Since H i
n
(M) ∼= H i
m
(M) it follows that
Hm−j
m0
(
H i
m
(M)∨
) ∼= Hm−j
m0
(
Extm+n−iS (M,ωS)
)
.
Therefore, Proposition 4.4 yields the desired convergent spectral sequence.
Corollary 4.6. Let R be a standard graded d-dimensional Cohen-Macaulay K-
algebra where (R0,m0) is a local ring and R+ be the irrelevant graded ideal of R,
and let M be a finitely generated graded R-module. Then there exists a convergent
spectral sequence
E2i,j = H
m−j
m0
(
Extd−iR (M,ωR)
)
=⇒
j
H i+j−mR+ (M)
∨
of graded R-modules where m is the minimal number of homogeneous generators of
m0.
Proof. The assertion follows from our main theorem by using the fact thatH i
m
(M)∨ =
Extd−iR (M,ωR).
Remark 4.7. By arguments which are analogous to the bigraded case one obtains
similar applications as in Chapter 3.
5 Tameness of local cohomology of monomial ide-
als with respect to monomial prime ideals
In this chapter we give an explicit combinatorial formulas for the Hilbert series of
local cohomology modules of the rings defined by monomial relations, with respect to
a monomial prime ideal. In Section 5.1, as a generalization of Hochster’s formula [6],
we compute the Hilbert series of local cohomology of the Stanley-Reisner ring K[∆]
with respect to a monomial prime ideal and then we give a explicit formula for theK-
dimension of the bigraded components of the local cohomology modules. Using this
formula we deduce that the local cohomology of K[∆] with respect to a monomial
prime ideal is always tame.
In [26] Takayama generalized Hochster’s formula to any graded monomial ideal
which is not necessarily squarefree. In Section 5.2, as a generalization of Takayama’s
result we compute the Hilbert series of local cohomology of monomial ideals with
respect to monomial prime ideals and observe that again all these modules are tame.
The result proved in this chapter is surprising because recently, Cutkosky and Herzog
[10] gave an example which shows that in general not all local cohomology modules
are tame.
5.1 Local cohomology of Stanley-Reisner rings with respect
to monomial prime ideals
Let K be a field and let S = K[Y1, . . . , Yr] be a polynomial ring with the standard
grading. For a squarefree monomial ideal I ⊂ S we set R = S/I. We denote by
yi the residue classes of indeterminates Yi in R for i = 1, . . . , r. Thus we have
R = K[y1, . . . , yr]. We may view R as the Stanley-Reisner ring of some simplicial
complex ∆ with vertices {w1, . . . , wr}.
Let P be any monomial prime ideal of R. We may assume that P = (y1, . . . , yn)
for some integer n ≤ r. After this choice of P we view R as a bigradedK-algebra. We
rename some of the variables, and set xi = yn+i for i = 1, . . . , m wherem = r−n, and
assign the following bidegrees: deg xi = (1, 0) for i = 1, . . . , m and deg yj = (0, 1)
for j = 1, . . . , n. We decompose the vertex set of the corresponding simplicial
complex ∆ accordingly, so that ∆ has vertices {v1, . . . , vm, w1, . . . , wn} where vertices
V = {v1, . . . , vm} and W = {w1, . . . , wn} correspond to the variables of x1, . . . , xm
and y1, . . . , yn, respectively. By [5, Theorem 5.1.19] we have
H iP (R)
∼= H i(C.) for all i ≥ 0,
where C. is the Cˇech complex
C. : 0→ C0 → C1 → · · · → Cn → 0
with
Ct =
⊕
1≤i1<···<it≤n
Ryi1 ...yit ,
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and whose differential is composed of the maps
(−1)s−1nat : Ryi1 ...yit −→ (Ryi1 ...yit )yjs ,
if {i1, . . . , it} = {j1, . . . , jˆs, . . . , jt+1} and 0 otherwise. Note that C. is a Zm × Zn-
bigraded complex. For (a, b) ∈ Zm×Zn and y = yj1 . . . yjs with 1 ≤ j1 < · · · < js ≤ n
one defines a Zm × Zn-bigrading on Ry by setting
(Ry)(a,b) = {r/yl : deg r − l deg y = (a, b)}. (15)
Here r is a bihomogeneous element in R, l ∈ Z and deg denotes the multi-bidegree.
Given F = {wj1, . . . , wjs} ⊆W and b ∈ Zn. We set
Gb = {wj : w1 ≤ wj ≤ wn, bj < 0} and Hb = {wj : w1 ≤ wj ≤ wn, bj > 0}.
The support of b is the set supp b = {wj : w1 ≤ wj ≤ wn, bj 6= 0}. Note that
supp b = Gb ∪Hb.
We also set Na = {vi : v1 ≤ vi ≤ vm, ai 6= 0} = supp a for a ∈ Zm and
denote by Zm+ and Z
n
− the sets of {a ∈ Zm : ai ≥ 0 for i = 1, . . . , m} and
{b ∈ Zn : bi ≤ 0 for i = 1, . . . , n}, respectively. With the notation introduced
one has
Lemma 5.1. The following statements hold:
(a) dimK(Ry)(a,b) ≤ 1, for all a ∈ Zm and b ∈ Zn.
(b) (Ry)(a,b) ∼= K, if and only if F ⊃ Gb, F ∪Hb ∪Na ∈ ∆ and a ∈ Zm+ .
Proof. As explained before, we may view the standard graded polynomial ring S as
a standard bigraded polynomial ring and then R = K[x1, . . . , xm, y1, . . . , yn] with
m + n = r is also naturally bigraded. Thus part (a) follows from [6, Lemma 5.3.6
(a)]. For the proof (b) we set c = (a, b). By [6, Lemma 5.3.6 (b)] we have F ⊃ Gc
and F ∪Hc ∈ ∆. Thus (15) implies that a ∈ Zm+ and hence Gc = Gb. We also note
that Hc = Hb ∪Na.
As a consequence of Lemma 5.1 for a ∈ Zm+ , b ∈ Zn and i ∈ Z we observe that
(Ci)(a,b) has the following K- basis:
{bF : F ⊃ Gb, F ∪Hb ∪Na ∈ ∆, |F | = i}.
Therefore since C. is Zm × Zn-bigraded complex one obtains for each (a, b) ∈
Zm × Zn a complex
(C.)(a,b) : 0→ (C0)(a,b) → (C1)(a,b) → · · · → (Cn)(a,b) → 0,
of finite dimensional K-vector spaces
(Ci)(a,b) =
⊕
F⊃Gb
F∪Hb∪Na∈∆
|F |=i
KbF .
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The differential ∂ : (Ci)(a,b) −→ (Ci+1)(a,b) is given by
∂(bF ) =
∑
(−1)∂(F,F ′)bF ′
where the sum is taken over all F ′ such that F ′ ⊃ F , F ′∪Hb∪Na ∈ ∆ and |F ′| = i+1,
and where ∂(F, F ′) = s for F ′ = [w0, . . . , wi] and F = [w0, . . . , wˆs, . . . , wi]. Then we
describe the (a, b)th component of the local cohomology in terms of this subcomplex:
H iP (K[∆])(a,b) = H
i(C.)(a,b) = H
i(C.(a,b)). (16)
Let ∆ be simplicial complex with vertex set V . An orientation on ∆ is a linear order
on V . A simplicial complex together with an orientation is an oriented simplicial
complex. Let ∆ be a oriented simplicial complex of dimension d− 1, and F ∈ ∆ an
i-face. We write F = [v0, . . . , vi] if F = {v0, . . . , vi} with v0 < v1 < · · · < vi, and
F = [ ] if F = ∅. We define the augumented oriented chain complex of ∆:
C˜(∆) : 0→ Cd−1 ∂→ Cd−2 → · · · → C0 ∂→ C−1 → 0
where
Ci =
⊕
F∈∆,dimF=i
ZF and ∂F =
i∑
j=0
(−1)jFj
for all F ∈ ∆. Here we set Fj = [v0, . . . , v̂j , . . . , vi] for F = [v0, . . . , vi]. Now for an
abelian group G, we define the ith reduced simplicial homology H˜i(∆;G) of ∆ to be
the ith homology of the complex C˜(∆)⊗G for all i. See [6, Section 5.3] for details.
For an abelian group G, the ith reduced simplicial cohomology of ∆ with values in
G is defined to be
H˜ i(∆;G) = H i
(
HomZ(C˜(∆), G)
)
for all i. (17)
For W ⊆ V we denote by ∆W the simplicial complex restricted to W , i.e., the
simplicial complex consisting of all faces F ∈ ∆ whose vertices belong to W .
Now in order to compute H i(C.(a,b)), we prove the following
Lemma 5.2. For all a ∈ Zm+ and b ∈ Zn there exists an isomorphism of complexes
(C.)(a,b) −→ HomZ
(C˜(lkstHb Gb ∪Na)W [−j − 1];K), j = |Gb|
Proof. The assignment F 7→ F ′ = F −Gb establishes a bijection between the set
β = {F ∈ ∆W : F ⊃ Gb, F ∪Hb ∪Na ∈ ∆, |F | = i}
and the set
β ′ = {F ′ ∈ ∆W : F ′ ∈ (lkstHb Gb ∪Na)W , |F ′| = i− j}.
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Here F ′ ∈ (lkstHb Gb ∪ Na)W , since F ′ ∩ (Gb ∪Na) = ∅ and F ′ ∪ (Gb ∪Na) ∈ stHb.
Therefore we see that
αi : (Ci)(a,b) −→ HomZ
(C˜(lkstHb Gb ∪Na)i−j−1;K), bF 7→ ϕF−Gb
is an isomorphism of vector spaces. Here ϕF ′ is defined by
ϕF ′(F
′′) =
{
1 if F = F ′′,
0 otherwise.
As a generalization of Hochster’s formula [6, Theorem 5.3.8] we prove the fol-
lowing
Theorem 5.3. Let I ⊂ S = K[X1, . . . , Xm, Y1, . . . , Yn] be a squarefree monomial
ideal with the natural Zm × Zn-bigrading. Then the bigraded Hilbert series of the
local cohomology modules of R = S/I = K[∆] with respect to the Zm×Zn-bigrading
is given by
HHi
P
(K[∆])(s, t) =
∑
F∈∆W
∑
G⊂V
dimK H˜i−|F |−1
(
(lkF ∪G)W ;K
) ∏
vi∈G
si
1− si
∏
wj∈F
t−1j
1− t−1j
where s = (s1, . . . , sm), t = (t1, . . . , tn), P = (y1, . . . , yn) and ∆ is the simplicial
complex corresponding to the Stanley-Reisner ring K[∆].
Proof. By (16), Lemma 5.2 and (17) we observe that there are isomorphisms of
bigraded K-vector spaces
H iP (K[∆])(a,b)
∼= H i(HomZ (C˜((lkstHb Gb ∪Na)W )[−j − 1];K)), j = |Gb|
= H i−|Gb|−1
(
HomZ
(C˜((lkstHb Gb ∪Na)W );K))
= H˜ i−|Gb|−1
(
(lkstHb Gb ∪Na)W ;K
)
,
and therefore by [6, Exercise 5.3.11] we have
dimK H
i
P (K[∆])(a,b) = dimK H˜i−|Gb|−1
(
(lkstHb Gb ∪Na)W ;K
)
. (18)
If Hb 6= ∅ by [6, Lemma 5.3.5], lkstHb Gb∪Na is acyclic, and so H˜i−|Gb|−1
(
(lkstHb Gb∪
Na)W ;K
)
= 0 for all i. If Hb = ∅, then stHb = ∆, and so lkstHb Gb∪Na = lkGb∪Na.
Thus in this case supp(b) = Gb. We also note that Hb = ∅ if and only if b ∈ Zn−. In
order to simplify notation we will write s(a) and s(b) for the support of a ∈ Zm+ and
b ∈ Zn−, respectively and set
d(i, s(b), s(a)) = dimK H˜i−|s(b)|−1
((
lkstHb s(b) ∪ s(a)
)
W
;K
)
.
Tameness of local cohomology of monomial ideals 61
Using these facts and (18) we have
HHi
P
(K[∆])(s, t) =
∑
a∈Zm+ ,b∈Z
n
−
dimK H
i
P (K[∆])(a,b)s
atb
=
∑
b∈Zn−
( ∑
a∈Zm+
d(i, s(b), s(a))sa
)
tb
=
∑
b∈Zn−
(∑
G⊂V
∑
s(a)=G
a∈Zm
+
d(i, s(b), s(a))sa
)
tb
=
∑
b∈Zn−
(∑
G⊂V
d(i, s(b), s(a))
∑
s(a)=G
sa
)
tb
=
∑
b∈Zn−
(∑
G⊂V
d(i, s(b), G)
∏
vi∈G
si
1− si
)
tb
=
∑
F∈∆W
∑
s(b)=F
b∈Zn−
(∑
G⊂V
d(i, s(b), G)
∏
vi∈G
si
1− si
)
tb
=
∑
F∈∆W
∑
G⊂V
d(i, F,G)
∏
vi∈G
si
1− si
∏
wj∈F
t−1j
1− t−1j
,
as desired. Here sa = sa11 . . . s
am
m for a = (a1, . . . , am) and t
b = tb11 . . . t
bn
n for b =
(b1, . . . , bn). We also used the fact that
∑
s(a)=G s
a = 1 for G = ∅ and ∑s(a)=G sa =∏
vi∈G
si
1−si
for G 6= ∅.
We observe that Hochster’s formula [6, Theorem 5.3.8] easily follows from The-
orem 5.3. In fact, if we assume that m = 0, then G = ∅, (lkF ∪ G)W = lkF and∏
vi∈G
si/(1 − si) = 1. Moreover, we may consider deg Yj = 1 for all j. Therefore
we get the Hochster’s formula.
In view of Theorem 5.3 and (18) we get the following isomorphism of K-vector
spaces
Corollary 5.4. For all a ∈ Zm+ and b ∈ Zn− we have
H iP (K[∆])(a,b)
∼= H˜ i−|F |−1((lkF ∪G)W ;K),
where F = supp b and G = supp a.
Corollary 5.5. With the notation of Theorem 5.3 one has
HHi
P
(K[∆])(s, t) = HHi
m
(K[∆W ])(t) +
∑
F∈∆W
∑
G⊂V
G6=∅
d(i, F,G)
∏
vi∈G
si
1− si
∏
wj∈F
t−1j
1− t−1j
,
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where HHi
m
(K[∆W ])(t) is the Hilbert series of ith ordinary local cohomology of K[∆W ]
with respect to the maximal ideal m = (y1, . . . , yn) and where
d(i, F,G) = dimK H˜i−|F |−1
(
(lkF ∪G)W ;K
)
.
Proof. By Theorem 5.3 we may write
HHi
P
(K[∆])(s, t) =
∑
F∈∆W
d(i, F, ∅)
∏
wj∈F
t−1j
1− t−1j
+
∑
F∈∆W
∑
G⊂V
G6=∅
d(i, F,G)
∏
vi∈G
si
1− si
∏
wj∈F
t−1j
1− t−1j
.
Since
d(i, F, ∅) = dimK H˜i−|F |−1
(
(lkF ∪ ∅)W ;K
)
= dimK H˜i−|F |−1(lk∆W F ;K),
Hochster’s formula [6, Theorem 5.3.8] implies the desired equality.
In view of Corollary 5.5 we immediately obtain
Corollary 5.6. H iP (K[∆]) 6= 0 for i = depthK[∆W ] and i = dimK[∆W ].
We are interested in the Hilbert series of H iP (K[∆]) as a Z×Z-bigraded algebra.
Note that for all k, j ∈ Z we have
H iP (K[∆])(k,j) =
⊕
a∈Zm,|a|=k
b∈Zn,|b|=j
H iP (K[∆])(a,b), (19)
where |a| =∑mi=1 ai for a = (a1, . . . , am) and |b| =∑ni=1 bi for b = (b1, . . . , bn).
Using this observation we obtain
Proposition 5.7. For all i and k, j ∈ Z one has
dimK H
i
P (K[∆])(k,j) =
∑
F∈∆W
G⊂V
d(i, F,G)
(
k − 1
|G| − 1
)(−j − 1
|F | − 1
)
,
where
d(i, F,G) = dimK H˜i−|F |−1
(
(lkF ∪G)W ;K
)
.
Proof. We set |G| = g and |F | = f . In view of (19) it follows that the Hilbert series
of H iP (K[∆]) with respect to the Z× Z-bigrading is obtained from Theorem 5.3 by
replacing all si and tj by s and t, respectively. Thus we have
HHi
P
(K[∆])(s, t) =
∑
F∈∆W
∑
G⊂V
d(i, F,G)(
s
1− s)
g(
t−1
1− t−1 )
f .
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We note that
1
(1− s)i =
∞∑
r=0
(
i+ r − 1
i− 1
)
sr for all i > 0. (20)
Expanding ( s
1−s
)g for g = 0 and g = 1 and comparing coefficients with (20) we are
forced to make the following convention:
(
−1
−1
)
= 1,
(
i
−1
)
= 0 for all i ≥ 0 and (i
0
)
= 1
for all i ≥ 0. Thus we have
HHi
P
(K[∆])(s, t) =
∑
F∈∆W
∑
G⊂V
d(i, F,G)
∞∑
r=0
(
g + r − 1
g − 1
)
sr+g
∞∑
h=0
(
f + h− 1
f − 1
)
t−f−h.
We set k = r + g and j = −f − h. Thus r = k − g and h = −j − f . Therefore for
all k and j with g ≤ k and 0 ≤ f ≤ −j the desired formula follows.
Corollary 5.8. For all i and j ∈ Z one has
dimK H
i
P (K[∆])(0,j) = dimK H
i
m
(K[∆W ])j,
where H i
m
(K[∆W ]) is the ith ordinary local cohomology of K[∆W ] with respect to
m = (y1, . . . , yn).
Proof. By Proposition 5.7 and the fact that (lkF )W = lk∆W F we have
dimK H
i
P (K[∆])(0,j) =
∑
F∈∆W
dimK H˜i−|F |−1
(
(lkF )W ;K
)(−j − 1
|F | − 1
)
=
∑
F∈∆W
dimK H˜i−|F |−1(lk∆W F ;K)
(−j − 1
|F | − 1
)
= dimK H
i
m
(K[∆W ])j .
The last equality follows from Hochster’s formula.
For all j ∈ Z, we set
H iP (K[∆])j =
⊕
k
H iP (K[∆])(k,j),
and consider H iP (K[∆])j as a finitely generated graded R0-module. In the following
we show that the Krull-dimension of H iP (K[∆])j is constant for j  0.
Theorem 5.9. For all i there exists an integer j0 such that for j ≤ j0, the Krull-
dimension dimH iP (K[∆])j is constant.
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Proof. By Proposition 5.7 and using (20) the Z-graded Hilbert series of H iP (K[∆])j
is given by
HHi
P
(K[∆])j(s) =
∞∑
k=0
dimK H
i
P (K[∆])(k,j)s
k
=
∞∑
k=0
∑
F∈∆W
G⊂V
d(i, F,G)
(
k − 1
|G| − 1
)(−j − 1
|F | − 1
)
sk
=
∑
F∈∆W
G⊂V,|G|=0
d(i, F,G)
(−j − 1
|F | − 1
) ∞∑
r=−1
(
r
−1
)
sr+1
+
∑
F∈∆W
G⊂V,|G|=1
d(i, F,G)
(−j − 1
|F | − 1
) ∞∑
r=0
(
r
0
)
sr+1
+ · · ·+
∑
F∈∆W
G⊂V,|G|=m
d(i, F,G)
(−j − 1
|F | − 1
) ∞∑
i=m−1
(
r
m− 1
)
sr+1
= A0(j) +
A1(j)s
1− s +
A2(j)s
2
(1− s)2 + · · ·+
Am(j)s
m
(1− s)m
=
∑m
r=0Ar(j)(1− s)m−rsr
(1− s)m ,
where
Ar(j) =
∑
F∈∆W
G⊂V,|G|=r
d(i, F,G)
(−j − 1
|F | − 1
)
.
We may write
m∑
r=0
Ar(j)(1− s)m−rsr =
m∑
r=0
Br(j)s
r,
where Br(j) is a polynomial with coefficients in Q of degree at most n−1. Therefore
we have
HHi
P
(K[∆])j(s) =
Qj(s)
(1− s)m , (21)
where Qj(s) =
∑m
r=0Br(j)s
r. We denote by Qj(s)
(k) the kth derivative of Qj(s) as
a function in s and set Rk(j) = [Qj(s)
(k)](1) which is of course a polynomial in j.
Here we distinguish two cases: First suppose that Rk = 0 for all k ≥ 0. Then the
Taylor expansion of Qj(s)
Qj(s) =
R0(j)
0!
+
R1(j)
1!
(1− s) + R2(j)
2!
(1− s)2 + . . .
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implies thatQj(s) = 0 for all j. Thus we see thatRk = 0 for all k ≥ 0, which is equiv-
alent to say that Qj(s) = 0 for all j, and which in turn implies that H
i
P (K[∆])j = 0
for all j, and we set dimH iP (K[∆])j = −∞. Now we assume that not all Rk = 0,
and define
c = min{i : Ri 6= 0}.
Thus Rk(j) = 0 for all j and all k < c. Since Rc has only finitely many zeroes, it
follows that Rc(j) 6= 0 for j  0, i.e., there exists an integer j0 such that Rc(j) 6= 0
for j ≤ j0. Therefore
Rk(j) = 0 for j ≤ j0, if k < c,
and
Rk(j) 6= 0 for j ≤ j0, if k = c.
Thus for j ≤ j0 we may write Qj(s) = (1− s)cQ˜j(s) where Q˜j(s) is a polynomial in
s with Q˜j(1) 6= 0. Therefore by (21) and [6, Corollary 4.1.8] we have
dimH iP (K[∆])j = m− c for all j ≤ j0,
as desired.
We recall the following definition as stated in Chapter 1.
Definition 5.10. Let R be a positively graded Noetherian ring. A graded R-module
N is called tame, if there exists an integer j0 such that either
Nj = 0 for all j ≤ j0, or Nj 6= 0 for all j ≤ j0.
Corollary 5.11. Let I ⊂ S = K[Y1, . . . , Yr] be a graded squarefree monomial ideal
and let ∆ be the simplicial complex such that K[∆] = S/I. Let P be a monomial
prime ideal of K[∆]. Then for all i, the local cohomology modules of H iP (K[∆]) are
tame.
Proof. The assertion follows from Theorem 5.9.
We end this section with the following example:
Example 5.12. Let S = K[X1, X2, Y1, Y2] be a standard bigraded K-algebra and
we consider
R =
K[X1, X2, Y1, Y2]
(X1X2Y1Y2)
.
We denote by xi and yj the residue classes of Xi and Yj for i, j = 1, 2. We may view
R = K[x1, x2, y1, y2] as the Stanley-Reisner ring simplicial complex ∆ whose facets
are given by the sets
{v1, v2, w1}, {v1, w1, w2}, {w1, w2, v2}, and {w2, v2, v1}.
Here we denote the vertices corresponding to the Xi by vi and those corresponding
to the Yj by wj .
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•
• •
•
v2
v1 w2
w1
We set f = X1X2Y1Y2, S0 = K[X1, X2] and S+ = (Y1, Y2). From the exact
sequence
0→ S(−2,−2) f−→ S → R→ 0,
we get the exact sequence of graded S0-modules
0→ H1S+(R)j →
⊕
|b|=−j
S0(−2)zb f−→
⊕
|b|=−2−j
S0z
b → H2S+(R)j → 0.
The corresponding matrix of the map f is a (−j + 1)× (−j − 1) matrix given by
Uj =

0 x1x2 0 · · · 0 0
0 0 x1x2 0 · · · 0
...
...
. . .
. . .
. . .
...
0 0 · · · 0 x1x2 0
 .
We see that dimS0 H
2
S+
(R)j = dimS0 S
−j−1
0 / Im f , where the Im f can be de-
scribed as matrix Uj. By using CoCoA one can check that
dimS0 H
2
S+
(R)j = 1 for all j ≤ −2.
We set R0 = K[x1, x2] and P = (y1, y2). Since H
2
S+
(R) = H2P (R) it follows that
dimR0 H
2
P (R)j = 1 for all j ≤ −2. Next we are going to show that above calculation
is true by using our theorem. By Theorem 5.9
HH2
P
(K[∆])j(s) =
∑2
r=0Ar(j)(1− s)2−rsr
(1− s)2 ,
where
Ar(j) =
∑
F∈∆W
G⊂V,|G|=r
d(2, F,G)
(−j − 1
|F | − 1
)
,
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and where
d(2, F,G) = dimK H˜1−|F |
(
(lkF ∪G)W ;K
)
.
Now we compute Ar(j) for r = 0, 1, 2. We first compute A0(j) and for computing
Ar(j) for j = 1, 2 we proceed in the same way as the computing A0(j).
A0(j) =
∑
F∈∆W
d(2, F, ∅)
(−j − 1
|F | − 1
)
= d(2, ∅, ∅)
(−j − 1
−1
)
+ d(2, {w1}, ∅)
(−j − 1
0
)
+ d(2, {w2}, ∅)
(−j − 1
0
)
+ d(2, {w1, w2}, ∅)
(−j − 1
1
)
.
Now we compute d(2, F, ∅) for F = ∅, {w1}, {w2}, {w1, w2}. We see that
d(2, ∅, ∅) = dimK H˜1
(
(lk ∅)W ;K
)
= dimK H˜1(∆1;K) = 0,
where ∆1 = {∅, {w1}, {w2}, {w1, w2}};
d(2, {w1}, ∅) = dimK H˜0
(
(lk{w1})W ;K
)
= dimK H˜0(∆2;K) = 0,
where ∆2 = {∅, {w2}};
d(2, {w2}, ∅) = dimK H˜0
(
(lk{w2})W ;K
)
= dimK H˜0(∆3;K
)
= 0,
where ∆3 = {∅, {w1}}; and
d(2, {w1, w2}, ∅) = dimK H˜−1
(
(lk{w1, w2})W ;K
)
= dimK H˜−1(∆4;K) = 1,
where ∆4 = {∅}. Thus we conclude that A0(j) =
(
−j−1
1
)
. Similarly one obtains
A1(j) = 2
(
−j−1
1
)
and A2(j) = 0. Therefore
HH2
P
(K[∆])j(s) =
(−j − 1)(1 + s)
1− s ,
and by [6, Corollary 4.1.8] it follows that dimR0 H
2
P (K[∆])j = 1 for all j ≤ −2. We
can also compute the Hilbert series of H iP (K[∆])j for i = 0, 1. We proceed in the
same way as above and obtain
HH1
P
(K[∆])j(s) =
2s2
(1− s)2 .
This implies that dimR0 H
1
P (R)j = 2 for all j ≤ −1. We also see
HH0
P
(K[∆])j(s) = 0.
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5.2 Local cohomology of monomial ideals with respect to
monomial prime ideals
We recall two results due to Takayama [26]. Let S = K[Y1, . . . , Yn] be a polynomial
ring with the standard grading. For a monomial ideal I ⊂ S we set R = S/I. We
denote by yi the image of Yi in R for i = 1, . . . , n and set m = (y1, . . . , yn), the
unique maximal ideal. For a monomial ideal I ⊂ S, we denote by G(I) the minimal
set of monomial generators. Let u = Y c11 · · ·Y cnn be a monomial with cj ≥ 0 for all
j, then we define νj(u) = cj for j = 1, . . . , n, and supp(u) = {j : cj 6= 0}.
We set Gb = {j : bj < 0} for b ∈ Zn. By Takayama we have
Lemma 5.13. Let y = yi1 · · · yir with i1 < · · · < ir and set F = {i1, . . . , ir}. For all
b ∈ Zn we have dimK(Ry)b ≤ 1 and the following are equivalent
(a) (Ry)b ∼= K,
(b) F ⊃ Gb and for all u ∈ G(I) there exists j /∈ F such that νj(u) > bj ≥ 0.
For any b ∈ Zn, we define a simplicial complex
∆b =
{
F −Gb | F ⊃ Gb, and for all u ∈ G(I) there exists j /∈ Fsuch that νj(u) > bj ≥ 0
}
.
Theorem 5.14. Let I ⊂ S = K[Y1, . . . , Yn] be a monomial ideal. Then the multi-
graded Hilbert series of the local cohomology modules of R = S/I with respect to the
Zn-grading is given by
Hilb(H i
m
(R), t) =
∑
F∈∆
∑
dimK H˜i−|F |−1(∆b;K)t
b
where t = (t1, · · · , tn). The second sum runs over b ∈ Zn such that Gb = F and
bj ≤ ρj − 1 for j = 1, . . . , n, with ρj = max{νj(u) : u ∈ G(I)} for j = 1, . . . , n, and
∆ is the simplicial complex corresponding to the Stanley-Reisner ideal
√
I.
Note that Takayama’s formula can be rewritten as following
Hilb(H i
m
(R), t) =
∑
F∈∆
dimK H˜i−|F |−1(∆b;K)
∑
b∈Zn,Gb=F
bj≤ρj−1
j=1,...,n
tb
=
∑
F∈∆
dimK H˜i−|F |−1(∆b;K)
∏
wj /∈F
1− tjρj
1− tj
∏
wj∈F
tj
−1
1− tj−1 .
We see that in the squarefree case, this formula together with [26, Corollary 1]
implies again Hochster’s formula.
Now let S = K[X1, . . . , Xm, Y1, . . . , Yn] be a standard bigraded polynomial ring
over K. For a monomial ideal I ⊂ S we set R = S/I. The residue classes of the
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variables will be denoted by xi and yj and set P = (y1, . . . , yn). For monomial
u ∈ S we may write u = u1u2 where u1 and u2 are monomials in X and Y . Let ∆
be the simplicial complex corresponding to
√
I. As before we denote the vertices
corresponding to the Xi by vi and those corresponding to the Yj by wj. We set
Gb = {wj : bj < 0} for b ∈ Zn. With the same arguments as Lemma 5.13 we have
Lemma 5.15. Let y = yi1 · · · yir with i1 < · · · < ir and set F = {i1, . . . , ir}. For all
a ∈ Zm and b ∈ Zn we have dimK(Ry)(a,b) ≤ 1 and the following are equivalent
(a) (Ry)(a,b) ∼= K;
(b) F ⊃ Gb, a ∈ Zm+ , and for all u ∈ G(I) there exists j /∈ F such that νj(u2) >
bj ≥ 0 or for at least one i, νi(u1) > ai ≥ 0.
For any a ∈ Zm+ and b ∈ Zn, we define a simplicial complex
∆(a,b) =
{
F −Gb | F ⊃ Gb, a ∈ Z
m
+ and for all u ∈ G(I) there exists j /∈ F
such that νj(u2) > bj ≥ 0, or for at least one i, νi(u1) > ai ≥ 0
}
.
As a generalization of Takayama’s result we have
Theorem 5.16. Let I ⊂ S = K[X1, . . . , Xm, Y1, . . . , Yn] be a monomial ideal with
the natural Zm × Zn-bigrading. Then the bigraded Hilbert series of the local coho-
mology modules of R = S/I with respect to the Zm × Zn-bigrading is given by
Hilb(H iP (R), s, t) =∑
F∈∆W
∑
G⊂V
D(i, F,G)
∏
vi /∈G
1− si−σi
1− (si)−1
∏
vi∈G
si
1− si
∏
wj /∈F
1− tjρj
1− tj
∏
wj∈F
tj
−1
1− tj−1 ,
where P = (y1, . . . , yn), D(i, F,G) = dimK H˜i−|F |−1(∆(a,b);K), s = (s1, · · · , sm),
t = (t1, · · · , tn), ρj = max{νj(u2) : u ∈ G(I)} for j = 1, . . . , n, σi = max{νi(u1) :
u ∈ G(I)} for i = 1, . . . , m, and ∆ is the simplicial complex corresponding to the
Stanley-Reisner ideal
√
I.
Proof. With the same arguments as in the proof theorem 1 in [26] we can show that
Hilb(H iP (R), s, t) =
∑∑
dimK H˜i−|F |−1(∆(a,b);K)s
atb
where the first sum runs over all F ∈ ∆W , b ∈ Zn such that Gb = F and bj ≤ ρj − 1
for j = 1, . . . , n, and the second sum runs over a ∈ Zm such that Na = G and
ai ≥ σi − 1 for i = 1, . . . , m. Indeed, if we assume that bj > ρj − 1 and ai < σi − 1,
the proof of [26, Theorem 1] shows that dimK H˜i−|F |−1(∆(a,b);K) = 0 for all i.
Therefore we may write
Hilb(H iP (R), s, t) =
∑
F∈∆W
∑
G⊂V
D(i, F,G)
∑
a∈Zm,Na=G
ai≥σi−1
i=1,...,m
sa
∑
b∈Zn,Gb=F
bj≤ρj−1
j=1,...,n
tb,
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where
D(i, F,G) = dimK H˜i−|F |−1(∆(a,b);K).
Since ∑
a∈Zm,Na=G
ai≥σi−1
i=1,...,m
sa =
∏
vi /∈G
1− si−σi
1− (si)−1
∏
vi∈G
si
1− si
and ∑
b∈Zn,Gb=F
bj≤ρj−1
j=1,...,n
tb =
∏
wj /∈F
1− tjρj
1− tj
∏
wj∈F
tj
−1
1− tj−1 ,
the desired formula follows.
We observe that Theorem 5.3 is a special case of Theorem 5.16. In fact, if we
assume that σi = 1 for i = 1, . . . , m and ρj = 1 for j = 1, . . . , n, then a ∈ Zm+ ,
b ∈ Zn−,
∏
vi /∈G
1−si−σi
1−(si)−1
= 1 and
∏
wj /∈F
1−tj
ρj
1−tj
= 1. Moreover by the proof of [26,
Corollary 1] we have
∆(a,b) = lkstH(a,b) G(a,b) = lkstNa∪Hb Gb = lkstNa Gb = (lkF ∪G)W .
As a generalization of Proposition 5.7 we prove the following
Proposition 5.17. For all i and k, j ∈ Z one has
dimK H
i
P (R)(k,j) =
∑
F∈∆W
G⊂V
D(i, F,G)
σG∑
r=0
aG(r)
(
k + r − 1
|G| − 1
) ρF∑
h=0
bF (h)
(
h− j − 1
|F | − 1
)
,
where σG =
∑
vi /∈G
(σi − 1), ρF =
∑
wj /∈F
(ρj − 1) and aG(r), bF (h) ∈ Z for r =
0, . . . , σG and h = 0, . . . , ρF .
Proof. In Theorem 5.16 we replace all si by s and all tj by t, and obtain
HHi
P
(R)(s, t) =
∑
F∈∆W
∑
G⊂V
D(i, F,G)PG(s
−1)(
s
1− s)
|G|QF (t)(
t−1
1− t−1 )
|F |,
where
PG(s
−1) =
∏
vi /∈G
(1 + s−1 + · · ·+ s−σi+1) and QF (t) =
∏
wj /∈F
(1 + t1 + · · ·+ tρj−1)
with deg PG(s
−1) = σG and degQF (t) = ρF . We may write
PG(s
−1) =
σG∑
r=0
aG(r)s
−r where aG(r) ∈ Z for r = 0, . . . , σG
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and
QF (t) =
ρF∑
h=0
bF (h)t
h where bF (h) ∈ Z for h = 0, . . . , ρF .
By setting |G| = g and |F | = f , we have
HHi
P
(R)(s, t) =
∑
F∈∆W
∑
G⊂V
D(i, F,G)AG(s)BF (t),
where
AG(s) =
σG∑
r=0
aG(r)
∞∑
l=0
(
g + l − 1
g − 1
)
sl+g−r
and
BF (t) =
ρF∑
h=0
bF (h)
∞∑
ρ=0
(
f + ρ− 1
f − 1
)
t−f−ρ+h.
We set k = l+ g− r and j = −f − ρ+ h. Then r = l+ g− k and h = j + f + ρ,
and the desired formula follows.
As generalization of Theorem 5.9 we prove the following
Theorem 5.18. For all i there exists an integer j0 such that for j ≤ j0, the Krull-
dimension dimH iP (R)j is constant.
Proof. By Proposition 5.17 the Z-graded Hilbert series of H iP (R)j is given by
HHi
P
(R)j (s) =
∞∑
k=0
dimK H
i
P (R)(k,j)s
k
=
∞∑
k=0
∑
F∈∆W
G⊂V
D(i, F,G)
σG∑
t=0
aG(t)
(
k + t− 1
|G| − 1
) ρF∑
h=0
bF (h)
(
h− j − 1
|F | − 1
)
sk
= A0(j)
∞∑
r=−1
σG∑
t=0
aG(t)
(
t+ r
−1
)
sr+1
+ A1(j)
∞∑
r=−1
σG∑
t=0
aG(t)
(
t+ r
0
)
sr+1
+ · · ·+ Am(j)
∞∑
r=−1
σG∑
t=0
aG(t)
(
t+ r
m− 1
)
sr+1
= A0(j) + A1(j)
P1(s)
1− s + A2(j)
P2(s)
(1− s)2 + · · ·+ Am(j)
Pm(s)
(1− s)m
=
∑m
r=0Ar(j)(1− s)m−rPr(s)
(1− s)m ,
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where
Ar(j) =
∑
F∈∆W
G⊂V,|G|=r
D(i, F,G)
ρF∑
h=0
bF (h)
(
h− j − 1
|F | − 1
)
,
and Pr(s) ∈ Z[s] with deg Pr(s) = r. Here we used (20) and that aG(0) = 1 for
G = ∅, (t+r
−1
)
= 1 for t + r = −1 and 0 otherwise, (t+r
0
)
= 1 for t + r ≥ 0 and(
t+r
n
)
=
(
t
n
)
+ r
(
t
n−1
)
+ r(r−1)
2!
(
t
n−2
)
+ r(r−1)(r−2)
3!
(
t
n−3
)
+ · · ·+ r(r−1)(r−2)...(r−n+1)
n!
(
t
0
)
for
t+ r ≥ n ≥ 1. We may write
m∑
r=0
Ar(j)(1− s)m−rPr(s) =
m∑
r=0
Br(j)s
r,
where Br(j) is a polynomial with coefficients in Q of degree at most n−1. Therefore
we have
HHi
P
(R)j (s) =
Qj(s)
(1− s)m ,
where Qj(s) =
∑m
r=0Br(j)s
r. We proceed in the same way as in the proof of
Theorem 5.9 and get the desired result.
Corollary 5.19. Let I ⊂ S = K[Y1, . . . , Yr] be any monomial ideal and set R = S/I.
Let P be a monomial prime ideal in R. Then for all i, the local cohomology modules
of H iP (R) are tame.
Proof. The assertion follows from Theorem 5.18.
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