The chi-square approximation for likelihood drop is widely used but may be inaccurate for small or medium sized samples; mean and variance corrections may help. The Lugannani and Rice tail probability formula provides high accuracyb ased on a cumulant generating function, which is readily available for exponential family models. This paper surveyse xtensions of this formula to more general contexts and describes a simple numerical procedure for testing real parameters in exponential linear models.
INTRODUCTION
The saddlepoint method (Daniels [5] ; Barndorff-Nielsen and Cox, [4] ) givesa ccurate approximations to a density function based on the corresponding cumulant generating function. where w(ˆ ; ) − − 2{l(ˆ ;t) − l( ;t)} is the likelihood ratio statistic, j(ˆ )i sthe observed information for the canonical parameter,and k is the dimension.
Fort he real variable case, Lugannani and Rice [16] and Daniels [6] give a saddlepoint approximation for the distribution function, and q is the standardized maximum likelihood estimate of the canonical parameter,
Foras ample of size n the approximation is accurate to O(n −3/2 )o na nO (n −1/2 )r egion of the sample average about the mean. In the typical statistical context with a one parameter exponential linear model this givesanobserved levelofsignificance for testing the parameter value
In Section 2 we describe a simple two-pass numerical procedure that for the real parameter case produces approximate density and distribution functions using only an observed likelihood function. The procedure extends to inference for a canonical parameter or ratio of canonical parameters in a k-dimensional exponential model.
In Section 3 we discuss a parametrization invariant version of the Lugannani and Rice formula that extends in more general models to give approximate observed levels of significance for testing real parameters. The method is based on tangent exponential models and uses an observed likelihood and a sample space derivative ofthat observed likelihood function.
In Section 4 we discuss briefly the close connections between density functions, likelihood functions, and cumulant generating functions and indicate some further extensions of the procedure to calculate tail probabilities.
THE NUMERICAL SADDLEPOINT
Consider an exponential model with a k-dimensional canonical parameter
Ageneral likelihood function can be calculated from an observed likelihood function
and the corresponding likelihood drop can be written as
for this the general score S(¥ ;t) − − (t − t 0 ) + S 0 (¥ )g iv est− t 0 − − − S 0 (¥ ).
As a numerical procedure on an observed likelihood function in the real parameter case, let
based on a fine grid tabulation with step size
T hen the density (1.1) and distribution function (1.2) approximations in Section 1 are available with
). An observed levelo fs ignificance is givenb yF (¥ 0 ;
Fordetails and numerical examples see Fraser,Reid, and Wong [14] .
Nowconsider a real parameter¨in an exponential linear model
The observed likelihood function from the conditional distribution of tg iv ent 1 has as its saddle- This is called a sequential saddlepoint in Fraser,R eid, and Wong [14] as opposed to the double saddlepoint procedure discussed in Davison [7] .
As a further extension consider a parameter that is the ratio of twoc anonical parameters: Wong [13] , where confidence intervals are obtained for the gamma mean; also see Jensen [15] .
GENERALIZED TAIL PROBABILITY FORMULAS
Barndorff-Nielsen's [ 1] approximation to the density of the maximum likelihood estimator for a k-dimensional parameter has the form h( |a;
where a is some exact or approximate ancillary.T his can be viewed (Fraser, [ 9] ) as a saddlepoint approximation to a tangent exponential model.
Forareal parameter the Lugannani and Rice formula can be applied (Fraser, [10] ) to the tangent exponential model giving
where r as before is the signed square root of the likelihood ratio statistic, Fore xponential models the formula coincides with the Lugannani and Rice formula but does not require to be the canonical parameter; thus it is a parametrization invariant version of that formula, and is accurate to O(n −3/2 ). An approximation reported in Barndorff-Nielson [2, 4] as O(n −1 )for exponential families is similar to the present approximation in certain contexts.
To examine the accuracyofthe approximation more generally,location models were chosen as being in some sense orthogonal to the exponential model. Foramodel f(x − )w ehav e
where it is assumed that fh as been centred at the origin. Forasample of size n from such models the formula has been shown to be accurate to O(n −3/2 )i nD iCiccio, Field and Fraser [8] . Of various numerical examples considered, the Cauchyw as the most extreme and for testing − − 0
gave the values F a in Table 1 , expressed in percent. The usual asymptotic approximation is F LR (" ; In Fraser,Lee and Reid [11] the needed marginal density,for say t r ,obtained by integrating out the remaining components in (3.6) is approximated by a constructed conditional distribution, adapted to mimic the behaviour of ∫ g(t, v|d)dt 1 ... dt r−1 dv near its maximum. The resulting approximation is a one-dimensional density,a nd twoo ptions are available: to numerically integrate the one dimensional distribution; or to apply the tail probability approximations (3.2) with (3.5). For the numerical examples considered, the twoapproximations were very close, although the numerical integration was slightly better.T he approximating density was also used to develop a Monte Carlo importance sampling estimate of the needed marginal observed levelo f significance and this was used to confirm the accuracyofthe twoapproximate conditional methods.
In DiCiccio, Field, Fraser [8] a detailed asymptotic analysis is givenf or a density of the form (3.6). This leads directly to a tail probability approximation for the marginal distribution of the component t r or v which is accurate to O p (n −3/2 )a sn→ ∞ .T he result coincides with that mentioned above based on the adjusted conditional distribution. For quite general continuous statistical models, the tail probability formula (3.2) with (3.5) is shown in Fraser and Reid [12] to be accurate to O(n −1 ). 
FURTHER GENERALIZATIONS
The likelihood function from a value y is
The cumulant generating function for a These close connections allowanasymptotic analysis of density,cumulant generating functions and likelihood functions and lead to generalizations of the tail probability formulas in
Fraser,Lee, Reid [11] and DiCiccio, Field, Fraser [8] . The details will be reported in Fraser and
Reid [12] .
