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Hiroharu Kato and Tatsuya Harada
Abstract—The objective of this work is to reconstruct an original image from Bag-of-Visual-Words (BoVW). Image reconstruction from
features can be a means of identifying the characteristics of features. Additionally, it enables us to generate novel images via features.
Although BoVW is the de facto standard feature for image recognition and retrieval, successful image reconstruction from BoVW has
not been reported yet. What complicates this task is that BoVW lacks the spatial information for including visual words. As described in
this paper, to estimate an original arrangement, we propose an evaluation function that incorporates the naturalness of local adjacency
and the global position, with a method to obtain related parameters using an external image database. To evaluate the performance of
our method, we reconstruct images of objects of 101 kinds. Additionally, we apply our method to analyze object classifiers and to
generate novel images via BoVW.
Index Terms—Feature visualization, image generation, object recognition.
F
1 INTRODUCTION
THE most influential factors associated with the perfor-mance of an object recognition or retrieval system are
image feature characteristics. To develop high-performance
systems, we must adopt or develop suitable features for the
target task.
However, few intuitive ways to evaluate the character-
istics of image features present themselves. One way is to
reconstruct original images from features [1], [2], [3], [4].
By examining reconstructed images, we can elucidate what
information the feature captures. This insight is useful for
improving the performance of computer vision systems. For
example, Vondrick et al. [3] analyzed classification failures
of HOG features through image reconstruction and found
weaknesses of HOG. The winners of ILSVRC 2013 object
recognition competition [5] carefully tuned the hyperparam-
eters of their system by visualizing learned features [4].
Moreover, image reconstruction has another application:
image generation via features. Image feature represents the
semantics of images. Therefore feature-based image genera-
tion can be a mode of semantic image modification or cross-
modal translation. For example, Chen et al. [6] inferred an
unseen view of people and generated images via the HOG
feature. Although content generation via features might
sound strange in computer vision, it is a commonly used
approach for audio signal processing and other activities.
The most popular audio feature, MFCC, is widely used
as intermediate representation for speech synthesis [7] and
voice conversion [8].
Bag-of-Visual-Words (BoVW), the de facto standard fea-
ture for image recognition and retrieval, is the basis of
many modern features [9], [10]. However, no method of
reconstructing images from BoVW has been reported in the
literature. Therefore, we developed such a method in this
work.
BoVW is a set of local descriptors extracted from the local
regions of an image. Existing works [1], [2], [3] have demon-
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Fig. 1: Illustration of our reconstruction method. First, the
spatial arrangement of visual words is optimized by max-
imizing the naturalness of local adjacency and the global
position. Then each visual word is converted and blended
into a single image.
strated the capability of to converting local descriptors into
original image patches. However, arranging them is diffi-
cult because BoVW lacks their related spatial information.
Therefore, we must recover the original layout, which is the
main point of this work. Fig. 1 presents our method. We re-
arrange local descriptors by maximizing the naturalness of
local adjacency and the global position like solving jigsaw
puzzles. This produces an optimization problem called the
Quadratic Assignment Problem. We solve it using a generic
solver based on meta-heuristics.
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2The contributions of this paper are summarized as fol-
lows. 1) We tackled a novel problem of reconstructing
images from BoVW. 2) We decomposed this problem into
estimation of the optimal layout of local descriptors and pro-
posed an evaluation function that measures the naturalness
of layouts using an external image database. 3) We described
the relation among our evaluation function, jigsaw puzzle
solvers, and Quadratic Assignment Problem. 4) We applied
our method to analyze object classifiers and to generate
novel images from natural sentences.
A preliminary version of this work has been presented
elsewhere [11]. This presentation includes the addition of
three image-generation applications as described in Section
5, along with evaluation by humans, and more detailed
discussion. Our proposed method includes slight modifi-
cations.
2 RELATED WORK
In this section, we summarize existing image reconstruction
methods and explain the relations between ours and the
others. Additionally, we describe existing approaches of
image generation.
2.1 Image Reconstruction
The work by Weinzaepfel et al. [1] is the first to reconstruct
images from features. They used SIFT descriptors [12] with
geometric information for reconstruction. Because they sam-
pled descriptors at keypoints, the geometric information
includes the size, orientation, and position of the image
patch from which the descriptor is extracted. They con-
struct a database of local descriptors. Their corresponding
image patches are taken from an external image database
in advance. To reconstruct an image, they retrieve the most
resemblant image descriptor in the database for each local
descriptor, transform their corresponding image patches
according to their geometric information, and blend them
by Poisson Blending [13]. They assumed that geometric
information of local descriptors is available, which is rarely
true in realistic systems.
d’Angelo et al. [2] proposed a method to convert BREAF
descriptors [14] and FREAK descriptors [15] into image
patches. Their method generates an optimal image patch
for the input descriptor analytically. Although the generated
images are clear, their method is applicable only to descrip-
tors of certain kinds.
Vondrick et al. [3] reconstructed images from HOG fea-
tures [16]. They proposed four methods and concluded that
an approach that learns pairs of an image features and the
corresponding image patch by Sparse Coding is effective.
Their method is applicable to any feature, in principle.
Visualization of features is also important for repre-
sentation learning. For widely used Deep Convolutional
Neural Networks (CNN) [17], loss of spatial information
at the pooling step is problematic, as it is with BoVW.
Zeiler et al. [4], [18] addressed this problem by saving
spatial information at the pooling step. Mahendra et al. [19]
inverted CNNs by generating an optimal image for the
feature directly using Stochastic Gradient Descent.
Except for representation learning, all methods described
above are useful for converting local descriptors into image
patches. However, BoVW includes many quantized local
descriptors without their geometric information. Our work
is the first to address such a feature.
2.2 Image Generation
A conventional approach for image generation is to syn-
thesize multiple images [20], [21] because direct generation
of images is rather difficult. They can produce clear and
aesthetic images. However, they need an extremely large
labeled and segmented image dataset, which entails high
costs. Moreover, they can only produce a patchwork of
existing images; they cannot produce truly novel images.
With recent rapid progress in Neural Networks, they
have started to be used for image generation. Generative
models such as Deep Belief Networks and Variational Auto-
Encoders can generate images directly from features [22],
[23], [24]. Generative properties of Recurrent Neural Net-
works are also used for generation [25], [26]. Although
their potential versatile capacities are attractive for image
generation, for now they are limited to certain domains such
as handwriting digits or characters, faces, and the CIFAR-10
dataset [27].
3 RECONSTRUCTION METHOD
In this section, we propose a method to reconstruct images
from BoVW. First, we provide a brief introduction to BoVW
and specify the definitions of BoVW in this paper. Then
we define our problem setting and decompose our problem
into estimation of the spatial layout of visual words and
generation of images from them. For the former, we show
similarity to jigsaw puzzle solvers, propose an evaluation
function, and describe the optimization method. We also de-
scribe a means to evaluate the reconstruction performance.
3.1 Bag-of-Visual-Words
BoVW is the de-facto standard feature for image re-
trieval [28] and recognition [29]. It was inspired by Bag-
of-Words (BoW) proposed in the natural language process-
ing community. BoW is defined as a histogram of words
included in a document. Similarly, BoVW is defined as a
histogram of visual words included in an image.
The basic procedure to extract BoVW from an image is
the following. 1) The first step is called sampling. In this step,
descriptors such as SIFT [12] are extracted from small local
regions of the image. 2) The next step is called coding. In this
step, each local descriptor is assigned to the nearest visual
word. Visual words are obtained as centroids of clusters of
local descriptors extracted from an image dataset. 3) The
last step is called pooling. In this step, a histogram of visual
words is computed by counting how many descriptors are
assigned to each visual word.
Two major strategies exist for the sampling step. One
is to extract descriptors from local image patches detected
by keypoint detectors [12], [30]; the other is from fixed
grid points. The size and orientation of local image patches
are variable at the former one and fixed at the latter one.
The latter, designated as dense sampling, is better for image
recognition and retrieval [31], [32].
3Several options exist for the coding step. Instead of
assigning each local descriptor to one visual word (hard
assignment), some method [33], [34], [35], [36], [37], [38]
represents each descriptor by a vector, the i-th dimension
of which is the weight for the i-th visual word.
The pooling method described above is designated as
sum pooling because it sums up assigned descriptors of each
visual word. Some works [36], [39] use max pooling, which
takes the max instead of the sum.
Many studies have been undertaken to embed spatial
information of local descriptors into features. The most
famous of them is the Spatial Pyramid [40].
Actually, BoVW has been extended to state-of-the-art
hand-engineered features, such as VLAD [41], Super Vec-
tor [10], and Fisher Vector [9]. Although their recognition
performance is superior to that of BoVW, the differences are
not great [42]; BoVW is still widely used.
In this work, we assume BoVW as the simplest style. We
use dense sampling for the sampling step, hard assignment
for the coding step, and sum pooling for the pooling step.
We do not use any method to embed the spatial information
of local descriptors.
3.2 Problem Settings
Three approaches are possible for image reconstruction.
The first is to compute optimal images analytically as in
the approach described by d’Angelo et al. [2], which is
difficult for BoVW because BoVW is extracted through
highly complicated transformations. The second is to learn
the correspondence between features and images directly
from an external image database. We evaluate this approach
by application of a method by Vondrick et al. [3] in the
experiment section of this report. The third is to trace back
the pipeline of extraction of BoVW. We particularly study
this approach in this paper.
For this work, we assume dense sampling, hard as-
signment, and sum pooling for BoVW, as described above.
Additionally, we assume the availability of the dictionary of
visual words, grid size of dense sampling, and the original
image size.
In this setting, we can ascertain the number and the
kind of visual words included in an image from BoVW.
Missing geometric information of visual words is only the
positions in the image because the size and orientation of
image patches are fixed at dense sampling. To trace back
the pipeline of BoVW, it is necessary to estimate the original
arrangement of visual words (for pooling) and to generate
image patches from them (for sampling). We assume that
the quantization error at the coding step is negligible.
3.3 Analogy to Jigsaw Puzzles
Because a set of visual words and a grid structure are given,
recovery of their spatial arrangement is to ascertain the
optimal assignments of N visual words to N grid points.
This problem is similar to solving a jigsaw puzzle of N
square pieces without the original image, which has been
studied recently [43], [44], [45], [46].
Strategies of two kinds are possible to solve a jigsaw
puzzle. One is to consider the naturalness of the local adja-
cency of pieces. Images of adjacent pieces must be smooth
and continuous. The other is to consider the naturalness
of the global structure. For example, pieces of sky tend to
be situated at the top of the image. These naturalnesses
are evaluated according to our past experiences of seeing
images.
From these insights, to rearrange visual words, we make
their local adjacency and global position natural.
3.4 Evaluation Function
An assignment of N elements to N places can be repre-
sented by a permutation matrix x. xik is 1 only if the i-th
element is assigned to k-th place; otherwise 0. Actually, x
has the following constraints so that multiple elements are
not assigned to one place.
N∑
i=1
xik = 1 (1 ≤ k ≤ N) . (1)
N∑
k=1
xik = 1 (1 ≤ i ≤ N) . (2)
xik ∈ {0, 1} (1 ≤ i, k ≤ N) . (3)
Let Caijkl represent the unnaturalness of an assignment
by which i-th and j-th elements are placed respectively at
k-th and l-th places. Caijkl is not 0 only if k-th and l-th places
are adjacent. We designate Ca as Local Adjacency Cost. Then
the sum of the Local Adjacency Cost of all elements Ea(x)
is the following.
Ea(x) =
N∑
i,j,k,l=1
Caijklxikxjl (4)
Let Cpik represent the unnaturalness of an assignment
by which i-th element is assigned to the k-th place. We
designate Cp as the Global Position Cost. Then the sum of the
Global Position Cost of all elements Ep(x) is the following.
Ep(x) =
N∑
i,j=1
Cpikxik (5)
Our evaluation function E(x) is defined as the weighted
sum of both unnaturalnesses. Let λ (0 ≤ λ ≤ 1) as
weighting parameter. E(x) is defined as explained below.
E(x) = (1− λ)Ea(x) + λEp(x). (6)
We obtain optimal arrangement x∗ by solving the following
optimization problem.
x∗ =argminE(x) .
s.t. Equation 1, 2, 3. (7)
3.5 Local Adjacency Cost
Local Adjacency Cost Ca gives reconstructed images con-
sistent edges and shapes. Measuring the naturalness of
adjacent visual words is rather more difficult than measur-
ing adjacent jigsaw pieces because visual words have no
apparent edge or shape. Additionally, the way to decide
Ca is preferably independent of the kind of descriptors.
Therefore, we construct parameters of Ca using statistics
from an external image database.
4Algorithm 1 Determination of Local Adjacency Cost.
Input: image database I , distance parameter m
Output: Local Adjacency Cost Ca
initialize Ca
′
with zeros
N ←number of positions in an image
for each image in I do
for each position k, l in the image do
if k is within m-neighbor to l then
wk ← visual word extracted at k
i← visual word number of wk
wl ← visual word extracted at l
j ← visual word number of wl
d← relative position of k and l
Ca
′
ijd ← Ca
′
ijd + 1
end if
end for
end for
Ca
′ ← Ca′ + 1
for each relative position d do
for all i such that 1 ≤ i ≤ N do
normalize Ca
′
ijd such that
∑
j C
a′
ijd = 1
end for
end for
for all i, j, k, l such that 1 ≤ i, j, k, l ≤ N do
d← relative position of k and l
Caijkl ← − log
(
Ca
′
ijd
)
end for
return Ca
We obtain Ca as co-occurrence statistics of visual words
in local regions of images. First, we extract descriptors
densely from an image database and quantize them to visual
words, saving their geometric information. Second, for all
possible neighboring patterns and all possible kinds of
visual word pairs, we count the pairs exist in the database.
We only consider the relative position of two visual words
and neglect their absolute position. We also dismiss pairs
for which the distance is more than m-neighbor. We set
m = 48, which means we consider 7× 7 elements centered
on a certain element. Finally, we add 1 to all counts for
smoothing, normalize them, and take their negative loga-
rithm. Algorithm 1 shows our method to obtain Ca. This
procedure is similar to learning a uni-gram language model
from a text corpus. The bottom-right part of Fig. 1 is an
illustration of this algorithm.
3.6 Global Position Cost
The Global Position CostCp makes reconstructed images
globally feasible. Each visual word is presumed to have a
preference of the absolute position to be placed at. This
preference cannot be obtained from the visual word itself.
Therefore we use an external image dataset.
We obtain Cp as occurrence statistics of a certain visual
word at a certain place. First, we extract descriptors densely
from an image database and quantize them to visual words.
Second, for all possible places and all possible kinds of
visual word, we count up the visual words existing in the
database. Finally, we add 1 to all counts for smoothing, nor-
malize them and take their negative logarithm. Algorithm 2
Algorithm 2 Determination of Global Position Cost.
Input: image database I
Output: Global Position Cost Cp
initialize Cp with zeros
for each image in I do
for each position k in the image do
w ← visual word extracted at k
i← visual word number of w
Cpik ← Cpik + 1
end for
end for
Cp ← Cp + 1
for each visual word number i in the dictionary do
normalize Cpik such that
∑
k C
p
ik = 1
end for
Cp ← − log (Cp)
return Cp
presents our method to obtain Ca. The bottom-left part of
Fig. 1 is an illustration of this algorithm.
3.7 Optimization
Solving Equation 7 is not straightforward. The number of
possible solutions is N !. Therefore, it is unrealistic to solve
it using brute-force algorithms. In this section, we show that
this problem can result in optimization of Markov Random
Field and Quadratic Assignment Problem, and propose an
optimization method based on meta-heuristics.
3.7.1 Relation to Markov Random Fields
The energy function of Markov Random Fields is given as
follows.
E(l) =
∑
k∈P
Dk(lk) +
∑
k,l∈N
Vk,l(lk, ll) . (8)
Therein, lk is a label assigned to k-th node. P is a set of
all nodes and N is a set of pairs of nodes which affect
each other. Dk(lk) is the preference of each node of each
label. Vk,l(lk, ll) represents effects of the connected nodes.
For example, in noise reduction of images, Dk(lk) stands
for the cost to change the pixel value from the original
value; Vk,l(lk, ll) denotes the cost for smoothness of the
neighboring pixels.
By defining Dk(lk) and Vk,l(lk, ll) as follows, our eval-
uation function Equation 6 results in the energy function
Equation 8.
Dk(lk) = (1− λ)
N∑
i=1
Cpikxik . (9)
Vk,l(lk, ll) = λ
N∑
i,j=1
Caijklxikxjl . (10)
Optimization of Markov Random Fields is known as
NP-hard. However, leaving restrictions Equation 1, 2, 3
out of consideration, it can be solved approximately by
belief propagation [47], α-expansion [48], or sequential tree-
reweighted message passing [49], which are not applicable
under the restrictions Equation 1, 2, 3. Cho et al. [50] solved
the same problem as ours by introducing an approximation
5to belief propagation. We tried their method in our setting.
However, we obtained an invalid solution because their
approximation is too coarse for our problem.
3.7.2 Relation to Quadratic Assignment Problem
Within problems of assigning N elements to N places,
ones objective function of that are quadratic functions is
called Quadratic Assignment Problem (QAP) [51]. Among
the several definitions of the objective function of QAP, a
formulation by Lawler [52], defined as follows, is the most
general form.
min
N∑
i,j,k,l=1
cijklxikxjl . (11)
s.t. Equation 1, 2, 3 . (12)
Our objective function Equation 6 can be transformed as
follows.
N∑
i,j,k,l=1
(
(1− λ)Caijkl +
λ
N2
Cpik
)
xikxjl . (13)
Therefore, we can solve our optimization problem as QAP
by defining c as follows.
cijkl =
(
(1− λ)Caijkl +
λ
N2
Cpik
)
. (14)
Actually, QAP is regarded as an extremely difficult NP-
hard problem. When the problem is large (N > 30), ob-
taining an exact solution is impossible. Therefore QAP is
generally solved by approximating methods based on meta-
heuristics [53]. Results of extensive experiments [54] show
that a hybrid algorithm of Genetic Algorithm and Tabu
Search [55] is effective. In this paper, we solve it using an
algorithm based on them, but use Hill Climbing instead of
Tabu Search because of computational efficiency.
Our optimization procedure is shown in Algorithm 3.
First, we generate random NP solutions, optimize each by
Hill Climbing, and append to population P . Second, we
select two solutions p1, p2 in P randomly, generate a child
c from p1, p2, and optimize c by Hill Climbing. If c is better
than the worst solution pw in P , then we append c to P
and remove one solution. We exclude pw with a probability
of 1 − p, or one of the most similar pairs in P otherwise.
We repeat this procedure until the best and worst solution
become almost identical.
We generate a random solution by assigning N elements
randomly to N places without overlapping. At Hill Climb-
ing, we modify a solution by exchanging the assignment
of two elements, which improves the objective value the
best. We generate a child and measure the similarity of two
solutions in the manner described by Drezner et al. [55]. We
set NP = 100 and p = 0.2.
3.8 Relation to Jigsaw Solvers
As described in Section 3.3, our main problem is similar to
solving jigsaw puzzles. However, automatic jigsaw solvers
have been proposed in recent years. We show the relation
between our method and such methods.
The objective function of Cho et al. [43] includes global
and local naturalness terms that are almost identical to
Algorithm 3 Optimization of Equation 6.
Input: BoVW (to generate initial solutions), Ca, Cp, λ (to
evaluate objective values)
Output: optimal arrangement x∗
population P ← randomly generated NP solutions
while max(P ) 6= min(P ) do
p1, p2 ← randomly selected pair in P
c← a new child generated from p1, p2
optimize c by Hill Climbing
if c < max(P ) then
append c to P
if rand(0, 1) < p then
remove one of the most similar pair in P
else
remove argmax(P )
end if
end if
end while
return argmin(P )
ours. They solved it by Belief Propagation with approxima-
tion. Their method is not so accurate. Therefore to achieve
fine results using their method, correct positions of some
pieces must be given. Pomeranz et al. [44] considered only
local naturalness, and optimized it by repeating greedy
assignments and retrial of unacceptable regions. Gallagher
et al. [45] assumed that the orientations of the pieces are
also unknown in addition to their positions. They also con-
sidered only local naturalness. They proposed sophisticated
method to evaluate whether two pieces are connected or
not, and optimized the whole assignment by solving the
minimum spanning tree. Sholomon et al. [46] proposed an
efficient genetic algorithm and solved puzzles of more than
20, 000 pieces, which had been thought to be impossible.
Although all of them consider one kind of Local Ad-
jacent Cost, in jigsaw puzzle settings, Caijkl is a nonzero
value only if k is a 4-neighbor of l. This feature reduces
the structure of the graph of elements, making them much
simpler; most of them use it. The Global Location Cost is
included only in the model proposed by Cho et al. [43]
and not in the others [44], [45], [46]. For these reasons,
optimization of jigsaw puzzles is less complicated. Large
problems are solvable efficiently.
3.9 Image Generation
Once the spatial arrangement of visual words is estimated,
the remaining task is to generate images from the set of
visual words and their geometric information. This is ac-
complished by converting each visual word to an image
patch and transforming and blending them into one image
canvas.
Several methods exist to convert a visual word (a local
descriptor) into an image patch [1], [2], [3]. Among them, a
method by Vondrick et al. [3] performs well. It is applicable
to descriptors of arbitrary kinds. We use it to image patch
generation.
Weinzaepfel et al. [1] used Poisson Blending [13] to blend
image patches. Because they used keypoint based sam-
pling, the image patch sizes differ. They first blended larger
6(a) Original image
(b) Our method
(c) HOGgles
(d) Image retrieval
Fig. 2: Examples of images obtained from BoVW. (a) Original images to be reconstructed. (b) Images reconstructed using
our method. (c) Images reconstructed by HOGgles [3]. (d) Nearest images retrieved from one million images.
patches to draw the overall structure; then they blended
smaller ones to draw small details. As described herein,
because we adopted dense sampling, the image patch sizes
are equal, and it is desirable that generated images not to be
dependent on the order of the patches to draw. Therefore,
we simply use additive synthesis.
3.10 Evaluation Metrics
The objective is to generate an image resembling the original
image. Therefore, for evaluation, one must measure the
similarity of the two images, which is an ultimate goal
of computer vision and which has not been accomplished
adequately. Various image features have been proposed to
compute image similarity. However, to avoid arbitrariness
of selecting features for evaluation, we do not use image
features.
The simplest option is to use the normalized cross cor-
relation of pixel values of two images as used by Vondrick
et al. [3]. We designate it as XCORR. However, this metric
is extremely sensitive to a small shift of image contents.
Therefore, we transform one image slightly, compute the
normalized cross correlation for each transform, and take
their maximum. We designate XCORR4 for a maximum shift
of ±4 pixels and XCORR8 for ±8 pixels.
Normalized cross correlation does not always match
human evaluations, as reported in [3]. Therefore, to compare
different methods, we also asked one hundred people to
select which image from different methods is the most sim-
ilar to the original image on CrowdFlower1. We designate
it HUMAN. For example, if 60 people judged an image by
method A as the most similar to the original and 40 people
selected an image by method B, HUMAN is {0.60, 0.40}.
The main point of our method is the estimation of the
original layout of visual words. Its evaluation is rather
simple. Cho et al. [43] proposed metrics to evaluate the
correctness of the solved jigsaw puzzles. We use two of
them which are used repeatedly in later papers. One is
Direct Comparison (DC), which is the portion of pieces that
are placed in the correct positions. The other is Neighbor
Comparison (NC), which is the portion of pairs of pieces in
4-neighbor that are correct neighbors.
1. http://www.crowdflower.com/
4 EXPERIMENTS IN IMAGE RECONSTRUCTION
In this section, we present an evaluation of our proposed
method through experiments in reconstruction. First, we
demonstrate that our method can reconstruct images from
BoVW. Then we compare ours with other approaches.
Thereafter, we examine the effect of the weighting param-
eter that balances global and local naturalness, the size of
the visual word dictionary, and the mode of optimization.
We also show reconstructed images derived from local
descriptors of various kinds.
We built a dataset to evaluate the reconstruction perfor-
mance. We randomly extracted one image per class from
Caltech 101 Dataset [56] and appended them to our dataset.
Caltech 101 Dataset has 101 object classes. Therefore, our
dataset includes 101 images of 101 kinds of objects. Some
images in our dataset are shown in Fig. 2(a). All images in
the dataset are shown in Fig. 13.
The experiment settings are as follows unless otherwise
noted. We set the vocabulary size of the visual word dic-
tionary (which is identical to the dimension of a BoVW)
to 8192, the size of an image patch for extracting a local
descriptor to 32 × 32 pixels, and the extraction step of de-
scriptors to 8 pixels. We resized all the images used in the ex-
periments to 128×128 pixels. We used SIFT descriptors [12]
as local descriptors. We used one million images extracted
randomly from ILSVRC 2012 image classification dataset2 to
construct Global Position Cost and Local Adjacency Cost. In
this setting, a BoVW includes 13 × 13 visual words. Three-
fourths of a visual word overlapping with the next visual
word.
Codes of all experiments are available from the author’s
website3.
4.1 Image Reconstruction from Visual Words and Their
Geometric Information
Our proposed method can be decomposed into 1) estimation
of optimal spatial arrangement of visual words, and 2)
generation of an image from visual words and their position
information. To elucidate the capability of the method, in
2. http://www.image-net.org/challenges/LSVRC/2012/
3. http://hiroharu-kato.com/
7(a) No quantization
(b) k = 8192
(c) k = 128
Fig. 3: Examples of images reconstructed from local descriptors and their geometric information. k is the visual word
dictionary size. Well identifiable images are reconstructed even if the descriptors are quantized.
(a) Best results
(b) Worst results
Fig. 4: Best and the worst results. The top left signifies the best. The bottom left represents the worst. Images are sorted by
their neighbor comparison score. These results demonstrate that the arrangement accuracy is dependent on the complexity
of the image.
this section, we presume that the layout of visual words is
given. We examine the latter procedure. Additionally, we
explore the effect of the quantization error which occurs
when local descriptors are assigned to visual words at the
coding step.
Fig. 3 shows reconstructed images from the local de-
scriptor and their geometric information. Local descriptors
in Fig. 3(a) are not quantized, and those in Figs. 3(b) and 3(c)
are quantized to 8192 or 128 visual words in the dictionary.
Although they are less clear than the original images in
Fig. 2(a), their image contents are still identifiable. If the
dictionary becomes smaller, then the quantization error in
coding step becomes higher; the resulting images become
more blurred. However they are still identifiable. They
become grayscale images because SIFT descriptors do not
capture color information.
4.2 Image Reconstruction from BoVW
This section describes confirmation that our method can
reconstruct images from BoVW. Additionally, we compare
ours with the following two methods.
1) A feature visualization method called HOGgles was
proposed by Vondrick et al. [3]. Although it is
applicable to arbitrary image features in principle,
they reported the results of HOG and HOG-based
features only.
2) Similar image retrieval using BoVW. BoVW demon-
strates superior performance for image search.
Therefore, the results of retrieval by BoVW might
help us to ascertain what BoVW captures. This
experiment examines the nearest image measured
by Euclidean distance. We used one million images
TABLE 1: Quantitative evaluation of the proposed method,
HOGgles [3], and image retrieval (IR). Details of metrics
are described in Section 3.10. Scores are averaged over 101
images in the reconstruction dataset.
XCORR XCORR4 XCORR8 HUMAN
Ours 0.408 0.489 0.542 0.874
HOGgles 0.409 0.425 0.434 0.065
IR 0.233 0.286 0.333 0.061
from ILSVRC 2012 image classification dataset as
the source of image retrieval.
Figs. 2(b)–2(d) present results obtained using each
method. Some objects are visible in the images using our
methods. They closely resemble the images in Fig. 3, which
indicates that the positions of visual words are estimated
properly. Although rough shapes of the images by HOGgles
are the same as the original images, they are severely
blurred and difficult to identify. Most images obtained by
image retrieval are semantically different from the original
images. Therefore, reading their original contents is diffi-
cult. All images reconstructed using our method are shown
Fig. 13.
It has been said that loss of spatial information of vi-
sual words is an important shortcoming of BoVW. There
is plenty of work that has been done to compensate for
it by embedding spatial information into BoVW [40], [57].
However, the results in Fig. 2(b) show that much spatial
information is potentially retained in BoVW. Developing
a method to embed spatial information into features by
referring to reconstructed images might be an interesting
approach.
8(a) λ = 0.0
(b) λ = 0.2
(b) λ = 0.8
(c) λ = 1.0
Fig. 5: Examples of reconstructed images. The parameter λ, which balances global and local naturalness of visual words, is
varied. Local naturalness is ignored at λ = 0.0; global naturalness is excluded at λ = 1.0.
Table 1 presents quantitative evaluation of three meth-
ods. Details of the metrics are described in Section 3.10. Our
method outperforms other methods in view of XCORR4
and XCORR8. Ours is slightly inferior to HOGgles for
XCORR because ours sometimes produces images of spa-
tially shifted objects. Although the difference between our
approach and others seems slight by seeing XCORRn, hu-
man evaluations strongly indicate the superiority of our
method. Indeed, 87.4% of images by our method are judged
as most similar to the original.
Fig. 4 shows five of the best and the worst results
as evaluated by Neighbor Comparison. From this result,
we can understand that our method performs better in
reconstructing images of simple objects without background
textures. However, it is weak in estimating objects that have
complicated shapes or textures. This tendency indicates that
local descriptors used here cannot acquire adequate infor-
mation of complicated shapes. To improve representations
for such images, we must use other kinds of descriptors or
increase the size of the visual words dictionary.
4.3 Effects of Weighting Parameter λ
Parameter λ balances the Global Position Cost and Local
Adjacency Cost in the objective function. To examine the
effect of this balancing, we set λ to 0.0, 0.1, 0.2, .., 1.0 and
reconstructed images.
Fig. 5 presents the results. If Local Adjacency Costs are
excluded (λ = 0.0), the reconstructed images have faint
shapes, but they are heavily blurred and are difficult to iden-
tify. However, if Global Position Cost is excluded (λ = 1.0),
then reconstructed images tend to have corrupted shapes
although they have clear contours. Those results indicate
that the costs of both types are working effectively and that
they must be balanced properly.
Fig. 6 presents the relation between λ and reconstruction
accuracy. The best results are produced at λ = 0.8 for all
evaluation metrics. It is interesting that NC also takes the
highest value at λ = 0.8, not at λ = 1.0.
4.4 Effect of Dictionary Size
As demonstrated in Section 4.1, the fact that local descrip-
tors are quantized to visual words has little impact in
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Fig. 6: Quantitative evaluation of the effects of parameter
λ. The scores are averaged over 101 images. Metrics are
defined in Section 3.10. For all metrics, higher values are
better.
converting local descriptors into image patches. However,
it can affect the estimation of their spatial arrangement. To
examine the related effects, we changed the size of visual
word dictionary k and reconstructed images.
Fig. 7 presents the results. Images are fine if k ≥ 2048.
However, shapes of the objects tend to be corrupted if k ≤
512. From the images of a chair in the seventh column, it is
apparent that the chair becomes invisible at k = 512, which
indicates the possibility that the feature cannot capture the
chair. Analysis of this type is probably useful for tuning k.
Fig. 8 shows the relation between k and evaluation
metrics. As expected, larger k produces larger XCORR,
XCORR4, and XCORR8. Interpreting NC and DC is rather
difficult because multiple descriptors are quantized to one
visual word and the chance rate of correct assignment
becomes higher when the dictionary becomes smaller.
4.5 Comparison of Optimization Methods
In this section, we compare our optimization method
(HC+GA) with random assignment (RAND), Hill Climbing
(HC), and simulated annealing (SA). The way to modify
a solution in HC and SA is the same as that described
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(d) k = 8192
Fig. 7: Examples of reconstructed images. The number of visual words k varies.
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Fig. 8: Relation between the number of visual words and
reconstruction score. The scores are averaged over 101 im-
ages. Metrics are defined in Section 3.10. For all metrics,
larger values are better.
in Section 3.7. We reconstructed 101 images using each
optimization method and computed the evaluation metrics
described in Section 3.10.
Table 2 presents evaluation values, optimized values
of the objective function, and the running time to finish
optimization. Our method outperforms other methods at all
metrics. The most significant difference among them is the
ratio of visual words assigned to the correct position (DC),
which is seven times as large as HC, and four times as large
as SA. However, our method requires much more time than
other methods do.
4.6 Image Reconstruction from Various Descriptors
Although SIFT descriptors were used in preceding experi-
ments, our method is applicable to descriptors of any kind.
Reconstructed images might vary along with the kind of
descriptor, and exhibit their characteristics. Here we recon-
structed images using RGBSIFT [58], OpponentSIFT [58],
HOG [16], and LBP [59] as local descriptors. Results are
shown in Fig. 9.
Images of RGBSIFT and OpponentSIFT are largely well
reconstructed. They have colors because their descriptors
include color information. Images of RGBSIFT are more
TABLE 2: Comparison of optimization methods. RAND is a
randomly generated solution. HC denotes Hill Climbing. SA
represents simulated annealing. GA+HC is a combination of
genetic algorithm and Hill Climbing.
method RAND HC SA GA+HC
XCORR 0.037 0.165 0.229 0.426
XCORR4 0.111 0.257 0.342 0.495
XCORR8 0.176 0.332 0.431 0.532
NC 0.016 0.327 0.419 0.541
DC 0.014 0.036 0.064 0.259
value of Eq. 6 956.9 740.9 704.5 683.3
time [s] 0.0004 0.102 4.239 51.15
accurate than images of OpponentSIFT. However, RGB-
SIFT has less capacity for color representation than Oppo-
nentSIFT has. From this observation, we can understand
that there exists a tradeoff between color representation
and edge representation. Although shapes and edges are
reconstructed correctly, the color variation of these images is
awfully limited. Most of their colors are not consistent with
those of the original images in Fig. 2, which indicates that
they cannot capture color information adequately, probably
because the dictionary of visual words is too small or biased.
Reconstructed images of HOG are much worse than
those of SIFT, although they exhibit partial edges.
Most images using LBP are extremely obscure and show
no clear edges, which indicates that LBP cannot capture
edge information well.
5 APPLICATIONS OF PROPOSED METHOD
Our method is useful not only for reconstructing images, but
also for generating novel images from BoVWs manipulated
in the feature space. In this section, we present three image-
generation applications. The first is image morphing by
interpolating two features. The second is visualizing learned
object classifiers. The third is image generation from natural
sentences.
5.1 Morphing of Images
Morphing is a special effect that changes one image into
another through a seamless transition. Although making
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(a) RGBSIFT
(b) OpponentSIFT
(c) HOG
(d) LBP
Fig. 9: Reconstructed images. Descriptors of various kinds are used.
intermediate images directly is not straightforward, it is
rather simple to generate images from their intermediate
features. Therefore, in this section, we apply our method to
image morphing.
The feature space of BoVW is preferred for recognition
and retrieval more than raw pixels. Therefore, image mor-
phing via image features can be more semantic than con-
ventional approaches. Image morphing via interpolation in
the feature space is used to examine the manifold property
of features in representation learning [23], [24].
5.1.1 Method
Let Ws and Wt represent the sets of visual words extracted
from image s and image t. We obtain intermediate BoVWs
between Ws and Wt and morph from s to t by the following
procedure.
1) Let i← 1,W1 ←Ws.
2) Let i← i+ 1,Wi ←Wi−1.
3) Select one visual word randomly from Wt ∩Wi and
append it to Wi.
4) Select one visual word randomly from Wi ∩Wt and
remove it from Wi.
5) Output W1, ...,Wi if Wi =Wt. Go to 2) otherwise.
6) Generate images from BoVW W1, ...,Wi.
5.1.2 Experiment
Fig. 10 shows examples of images generated by the preced-
ing procedure. Most intermediate images are omitted be-
cause of limited space. The results showed, apparently, that
one object gradually transforms another object. Although
they are unsuitable for practical use by now because of
low image quality, image editing via image features is an
interesting avenue.
5.2 Visualization of Object Classifiers
In this section, we visualize object classifiers by generating
images from features that activate the classifiers the most.
This enables us to understand intuitively what the classi-
fiers captured. This also reveals differences between human
vision and computer vision, as suggested for Deep Neural
Networks [60]. We used linear SVMs as object classifiers
because they are commonly used as the first choice to
classify BoVWs.
5.2.1 Method
A linear classifier has weight vector w and bias parameter
b. Letting x be a feature vector, then the linear classifier
computes the following score y.
y = wTx+ b . (15)
If y is positive, then x is judged to belong to positive class.
Let us consider feature x∗ that maximizes score y. If x
is multiplied, then y is also multiplied. Therefore y can be
infinity if no limitation exists on x. Therefore, we restrict
x to ‖x‖ = 1. Then we get x∗ = w/‖w‖ by Lagrange’s
method of undetermined multipliers.
x∗ is difficult to interpret as a ”bag of visual words”
because each dimension of x∗ can be a negative or non-
integer. Therefore we modify x∗ that each dimension of it
is non-negative integer and L1 norm of x∗ is the number
of visual words in an image n. Firstly we set a negative
value of x∗ to 0. Secondly, we find out α which satisfies
‖round(αx∗)‖1 = n and rescale x∗∗ = round(αx∗). This
procedure enables us to interpret x∗∗ as a set of n visual
words.
5.2.2 Experiment
We trained 101 SVM classifiers with linear kernels using
the Caltech 101 Dataset and the ILSVRC 2012 Dataset. All
images in each class of the Caltech 101 Dataset were treated
as positive examples. Ten thousand images randomly ex-
tracted from ILSVRC 2012 Dataset were treated as negative
examples. We generated images from each classifier five
times and selected the clearest image manually because the
optimization of layouts sometimes became stuck at poor
local optima.
Examples of visualized classifiers are shown in Fig. 11.
All results are shown in Fig. 14. We can understand that
the pizza classifier strongly captures a circular shape. It is
interesting that a clear horizontal line exists in the image of
the Joshua tree classifier. This fact suggests that a horizon
is a strong clue for the classifier. It is also surprising that
our very simple method produced well-identifiable images,
which indicates that the inner class variation of images in
Caltech 101 Dataset is extremely limited.
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Fig. 10: Morphing by image generation from BoVW. BoVWs extracted from two images are interpolated and converted to
images. (a) A ketch to a sunflower. (b) Buddha to a strawberry. (c) Face to a yin–yang. (d) Ewer to a laptop.
(a) bonsai (b)
brontosaurus
(c) camera (d) dragonfly (e) faces (f) ferry (g)
gramophone
(h) grand pi-
ano
(i) headphone
(j) joshua tree (k) laptop (l) pizza (m) pyramid (n) revolver (o) schooner (p) tick (q) umbrella (r) wheelchair
Fig. 11: Visualized object classifiers.
5.3 Image Generation from Natural Sentences
Automatic caption generation is studied extensively in re-
cent years [61], [62]. Caption-generation systems capture
the relation between images and their captions using image
caption dataset. Here, if such a relation is captured, then it is
possible to generate not only natural sentences from images,
but also images from natural sentences.
Recent caption-generation systems use Convolutional
Neural Networks for image feature extraction. However,
they are not invertible. Our work enables inversion of
BoVW. In this section, we use BoVW as an intermediate
feature for image generation from sentences.
5.3.1 Method
To generate images from natural sentences, we decompose
a sentence into words, convert each word to a BoVW, aver-
age them to get one BoVW, convert this float-value BoVW
into integer-value BoVW in the same manner described in
Section 5.2, and generate an image from the obtained BoVW.
The method to convert a word w into a BoVW is the
following. We use an image caption dataset I . If w appears
n times in the caption of i-th image in I , then we set
si = n. If the visual word vj appears m times in the BoVW
of i-th image, then we set tij = m. Then we compute
correlation coefficient uj between si and tij for all j. Finally,
we concatenate uj and treat it as BoVW for w.
5.3.2 Experiment
We used the Pascal Sentence Dataset [63] as an image
caption dataset. This dataset includes one thousand images
with five captions each. We concatenate five captions and
treat them as one caption. Additionally, we only used nouns
for conversion. We used RGBSIFT as local descriptors.
Examples of generated images are shown in Fig. 12. They
are not so clear, but there are slight correspondences to the
input sentences. For example, the image of Fig. 12(b) has
a vertically long object corresponding to ”bottle”, Fig. 12(c)
has a horizontally long object corresponding to ”bus”. Im-
ages of ”field” have many green parts but ”coast” and
”beach” do not.
In this setting, several sentences are translated to com-
pletely nonsense images. Our method is probably too simple
for this complicated task. The image caption dataset is small
against the variety of images and sentences. However, the
fact that this simple method and small dataset can produce
results such as those in Fig. 12 indicates the future possibil-
ity of realizing image generation systems.
6 DISCUSSION
Our method assumes dense sampling, single-scale sam-
pling, and hard assignment of local descriptors. These limi-
tations prevent application of our method to more advanced
BoVW based features. To relax these assumptions, addi-
tional terms must be added to the objective function to
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(a) Boat on a beach. (b) Bottle on a cliff. (c) Bus on a field. (d) Monitor on a coast. (e) Plane over a mountain.
Fig. 12: Images generated from natural sentences.
estimate extra parameters such as orientation, scale, and soft
assignment of descriptors.
Our method also presumes that the size and the ex-
traction step of local descriptors are available. These as-
sumptions are appropriate when the users intend to analyze
BoVW to improve their own systems, or when developing
novel applications. However, because of this limitation, it
is impossible to reconstruct images from BoVWs which are
extracted by unknown systems.
As described in Section 4.2, although human evaluation
clearly indicates strong superiority of our approach to oth-
ers, the difference is small in view of XCORRn. Because
human evaluation costs are high, and because they take
much time, and are subject to the selection of participants,
development of more reliable evaluation metrics will be
necessary to accelerate future research in this field.
In this work, we did not use Spatial Pyramid [40].
However, if the Spatial Pyramid is used, possible positions
of visual words are greatly limited, which might produce
more clear reconstructions within much less optimization
time.
7 CONCLUSION
As described herein, we addressed a problem of recon-
structing original images from Bag-of-Visual-Word feature.
We decomposed this novel task into estimation of optimal
arrangement of visual words and generation of images from
them. We specifically emphasized the former subproblem
and proposed a method which acts like a jigsaw puzzle
solver using statistics of visual words in an image dataset.
Results of the experiments revealed the following. 1)
Our method can reconstruct images from BoVW. 2) In the
estimation of the original arrangement of visual words, it
is effective to consider both the naturalness of preference
of global position and naturalness of their local adjacencies.
3) Quantization error, which emerges at the coding step, is
not problematic to generate image patches, but it strongly
affects the estimation of geometric information of visual
words. 4) Our optimization method offers a correct recon-
struction, although it is time consuming. 5) Our method is
applicable to local descriptors of arbitrary kinds.
Additionally, we applied our method to three other
tasks: 1) image morphing via BoVW, 2) visualization of
object classifiers, and 3) image generation from natural
sentences. Although the proposed methods are simple, they
produced promising results.
We believe that image reconstruction from features is an
extremely important theme because it is useful for both fea-
ture analysis and interesting but challenging applications.
We expect our work related to well-used Bag-of-Visual-
Words invokes more intensive research in this field.
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