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Abstract
In most text books of mechanics, Newton’s laws or Hamilton’s
equations of motion are first written down and then solved based on
initial conditions to determine the constants of the motions and to
describe the trajectories of the particles. In this essay, we take a dif-
ferent starting point. We begin with the metrics of general relativity
and show how they can be used to construct by inspection constants
of motion, which can then be used to write down the equations of the
trajectories. This will be achieved by deriving a Hamiltonian-Jacobi
function from the metric and showing that its existence requires all
of the above mentioned properties. The article concludes with four
applications, which includes a derivation of Kepler’s First Law of
Motion for planets, and a formula for describing the trajectories of
galaxies moving in a space defined by the Robertson-Walker metric.
Max Born in his book “Natural Philosophy of Cause and Chance” gives
a derivation of Newton’s laws of gravity from Kepler’s laws of planetary mo-
tion noting that it “is the basis on which [his] whole conception of causality
in physics rests”([1],p.129). In the spirit of that insight, the essay will ex-
plore the metrics of general relativity and show how it is possible to use
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them to derive both the constants of the motion and the particle trajectory
in a gravitational field.
The key to this development will be rewriting the metric as an exact
differential associated with the Hamiltonian-Jacobi function. Such exact
differentials can always be constructed by noting that the inner product of
any gradient vector ∇ψ(s) with a tangent vector to a curve ds is always
exact. More precisely, using spinor notation, a local tetrad can be con-
structed at any point on the curve ([2]), with one-form d˜s = γadxa and its
dual ∂˜sψ = γ
a ∂ψ
∂xa
such that
d˜s
dτ
.∂˜sψ =
1
2
{
d˜s
dτ
, ∂˜sψ
}
+
1
2
[
d˜s
dτ
, ∂˜sψ
]
(1)
=
~dψ
dτ
+
ds
dτ
∧
~∂Ψ
∂s
. (2)
Equations (1) and (2) can be identified by noting that the anti-commutator
and commutator relationships in d˜s
dτ
.∂˜sψ associated with the spinor tetrad,
define a dot product and a cross product respectively.
We say that ψ(τ) ≡ W is a Hamilton-Jacobi function if (1) is true and[
d˜s
dτ
, ∂˜sW
]
= 0, or equivalently W is a Hamilton Jacobi function whenever
dW = p∗adx
a is an exact differential, where p∗a =
∂W (s)
∂xa
= W ′pa, and pa =
∂s
∂x
.
Usually, po is denoted by −H and dW = p∗1dx1 + p∗2dx2 + p∗3dx3 −H∗dt. In
particular, if s is a parameter denoting length of a smooth curve then [2]
dW = p∗1dx
1+p∗2dx
2+p∗3dx
3−H∗dt iff ds = p1dx1+p2dx2+p3dx3−Hdt. (3)
It follows that Hamilton-Jacobi functions can be constructed at will
starting from the metric.
Consider
ds2 = gijdx
idxj (4)
this is equivalent to
ds
dτ
ds = gij
dxi
dτ
dxj . (5)
The requirement that dW ≡ ds
dτ
ds be a Hamilton-Jacobi function gives
pj = gij
dxi
dτ
, τ a parameter (6)
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and that
∂pj
∂xi
= ∂pi
∂xj
for all i, j. Indeed, the simplest possible solutions occur
when pi is independent of j 6= i for all j, and pi = constant otherwise.
Indeed, this can be written as a simple lemma:
Lemma 1 Let ds2 = gijdx
idxj and pi = gij x˙
j = ∂s
∂xi
be independent of j for
all j 6= i, if pj = pj(xi, x˙j) for some j then pj = constant iff ∂2s∂x2
j
= 0.
Proof: Since s = s(xi) then
p˙j =
∂pj
∂xi
x˙i
=
∑
i 6=j
∂2s
∂xi∂xj
x˙i +
∂2s
∂x2j
x˙j .
Also pi = gij x˙
j = ∂s
∂xi
is independent of j for all j 6= i implies ∂2s
∂xj∂xi
= 0.
But exact differentiability requires that
∂pj
∂xi
= ∂pi
∂xj
for all i, j. It now follows
that pj = pj(xi, x˙j) is constant iff
∂2s
∂x2
j
= 0. ✷
Corollary 1 If τ is proper time and pj = pj(xi, x˙j) = mof(xi)x˙j (j 6= i) is
constant as in Lemma 1 above then p˙j = 0 iff
d2xj
dτ 2
+
f ′(xi)
f(xi)
dxi
dτ
dxj
dτ
= 0,
which is an equation for geodesic motion with Γjij =
f ′(xi)
f(xi)
.
Proof: Differentiate pj = constant and result follows from taking the
derivative.✷
In practice, as we shall see below, the imposition of this requirement
on the metric will allow one to solve for those curves and determine those
potentials for which momentum is conserved. It also allows us to read off
the constants of the motion by inspection.
It should be noted that even if pi are not constant, the requirement that
s be a Hamilton-Jacobi curve in a given coordinate system allows one to
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determine all possible motions not involving spin or vortex motion. For
example, the differential
dW (s) = 2γ(s)xydx+ γ(s)x2dy (7)
is an exact differential for all parameterizations x = x(s), y = y(s), where
γ(s) = γ(x2y) is smooth. On the other hand, if we require that they are
both constant they pick out a very specific family of curves (one for each k)
associated with x2 = 2kxy.
Example 1: As an application of the above theory, we begin by considering
planar motion in Minkowski space with metric
ds2 = dr2 + r2dθ2 − c2dt2. (8)
This can be written with respect to a parameter τ by
ds
dτ
ds =
dr
dτ
dr + r2
dθ
dτ
dθ − c2 dt
dτ
dt. (9)
The requirement that s(τ) be a Hamilton-Jacobi function means that there
exist a class of integrable curves (with a dot over the letters to indicate
differentiation with respect to τ) such that
∂r˙
∂θ
=
∂r2θ˙
∂r
,
∂t˙
∂θ
=
∂r2θ˙
∂t
,
∂t˙
∂r
=
∂r˙
∂t
. (10)
By inspecting the metric, it is clear that ∂s
∂r
and ∂s
∂t
can be chosen inde-
pendently of θ. Consequently imposing the restriction ∂
2s
∂θ2
= 0 in accordance
with the lemma (or equivalently choosing the action s(r, θ) = kθ+f(r)), ex-
act differentiability requires that r2θ˙ is a constant of the motion. However,
one could question whether this is the correct form for the equations of mo-
tion, especially in a non-Minkowski space. Returning to Equation (1), we see
that exact differentiability requires that for the above metric mo
∂s
∂r
= m(s)r˙
and mo
∂s
∂θ
= m(s)r2θ˙, where m is a differentiable function of s, and can be
identified with mass. It follows that geodesic motion associated with the
metric ds2 = dr2 + r2dθ2 − c2dt2 is given by m(s)r˙ = pr = constant and
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m(s)r2θ˙ = constant. Moreover, since any two constants are proportional to
each other, an exact curve can be written down for this motion by noting
that m(s)r˙ = k3m(s)r
2θ˙, is equivalent to −k3rθ + k4r = 1.
On a final note, regarding this example, if we were to treat the prob-
lem from a classical perspective as a particle with rest mass m0 moving in
Minkowski space with radial acceleration defined by the covariant deriva-
tive Dr˙
ds
= r¨ − rθ˙2, where r˙ and r2θ˙ are constant along a trajectory, then
the acceleration would be given by a = −rθ˙2 = −(r2θ˙)2/r3 = −k2/r3. This
defines an inverse cube and not an inverse square law of motion.
Example 2: As a second example consider the metric
s˙ds =
lr˙
sin θ
dr + r2θ˙dθ − c2t˙dt, (11)
that can be derived from Kepler’s first and second laws of planetary motion
which states that planets move on ellipses given by l/r = 1 + ǫ cos θ, with
constant angular momentum. However, for the purpose of this essay, let
us begin with the metric and require that s˙ be an exact differential such
that pr =
∂s
∂r
and pθ = r
2θ are constants of the motion, as in the case of
geodesic motion. It immediately follows that pr = ǫpθ or equivalently that
lr˙
sin θ
= ǫr2θ˙. Integrating out gives the equation of a conic for an inverse
square law of motion, which is Kepler’s first law of motion.
Example 3: The same techniques can also be used to identifying the con-
stants of the motion associated with all metrics in which the equations of
motion obey the Hamilton-Jacobi equation. In the Schwartzschild space
with a metric of the form
ds2 = B(r)dt2 −A(r)dr2 − r2dθ2 − r2 sin2 θdφ2, (12)
it is clear that all terms in the expansion except the A(r)dr2 contain mixed
variables. Indeed, taking ∂s
∂r
= A(r)r˙ to be independent of t, θ and φ gives
∂A(r)r˙
∂θ
=
∂A(r)r˙
∂φ
=
∂A(r)r˙
∂t
= 0.
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It now follows by Lemma 1 and the exact differentiability of the Hamilton-
Jacobi function defined by s(r, θ, φ, t) ≡ k1t+ k2 + k3φ+ f(r) that pt, pθ, pφ
are constants of the motion such that
B(r)t˙ = k1, θ = k2, r
2φ˙ = k3.
These three constants are well known and can be easily shown to be asso-
ciated with geodesic motion. Also by noting that any two constants can
be related by a constant of proportionality ǫ, if follows that any (geodesic)
trajectory of the motion must obey the equation k1 = ǫk3 or equivalently
B(r)
r2
= ǫdφ
dt
.
Example 4: Similarly in the case of the Robertson-Walker metric
ds2 = dt2 − R2(t)
{
dr2
1− kr2 + r
2dθ2 + r2 sin2 θdφ2
}
(13)
there exists trajectories for which t˙, R2(t) r˙
1−kr2
, R2(t)r2φ˙ and θ are constants
of the motion, and in this case a generalize first law of Kepler would require
that galaxies move on trajectories given by r˙
r2(1−kr2)
= ǫφ˙. This can be
integrated out, using partial fractions, to give the family of curves
−ǫrφ+ k5r + r
√
k
2
ln
(
1 +
√
kr
1−
√
kr
)
= 1. (14)
Conclusion: There is something special about Hamilton-Jacobi functions.
Not only can they be used to derive Hamilton’s equations but they al-
low us to identify both equations and constants of motion in the spirit
of Born’s observation, and they also determine the trajectories in general
for natural motions. In that regard, it should be recalled that if s(τ) is
a Hamilton-Jacobi function then so also are smooth functions W (s) and
more sophisticated motions will require their use. For example in the case
of simple harmonic motion associated with the metric of special relativ-
ity ds2 = dx2 − c2dt2, the requirement that x˙(s) = constant means that
W = A cos(ks) will determine a simple harmonic motion.
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So what information is stored in a metric. The answer is “a lot.” In the
context of the overall field of mechanics the Hamiltonian-Jacobi functions
with gradient ∇W serve as gauge terms for the more general motion which
can be written (see equation (2)) as
d˜s
dτ
.∂˜sψ =
dW
dτ
+ ~A.
ds
dτ
+ ~A ∧
~ds
dτ
. (15)
But this is a discussion for another day.
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