Quasi-Newton methods accelerate the steepest-descent technique for function minimization by using computational history to generate a sequence of approximations to the inverse of the Hessian matrix. This paper presents a class of approximating matrices as a function of a scalar parameter. The problem of optimal conditioning of these matrices under an appropriate norm as a function of the scalar parameter is investigated. A set of computational results verifies the superiority of the new methods arising from conditioning considerations to known methods. I. Introduction. Newton's method for minimizing a function f(x), x an n-vector, is to generate a sequence of points,
This paper will investigate the conditioning of the family of matrices as a function of the scalar parameter, and derive an explicit formulation for the best conditioned matrix under an appropriate norm at each step.
Finally, a series of computational results showing marked superiority of alternative choices of the scalar parameter to the Fletcher-Powell and Barnes-Rosen choices will be given.
11.
Generation of Approximating Matrices. The technique for generating a series of approximations, H '~' , to the inverse of the Hessian at the points, x '~' , can be described as follows:
Assume f(x) is a positive definite quadratic form, H '~' the current approximation to the inverse of the Hessian, and J'k'the approximation to the Hessian (note that here the Hessian is a constant matrix). Then if J'k'is an exact approximation, where again g(x) = VF(x), a'k' = -a(k)H(k)g(k),and x ( b + l ) = x'" + u '~' . Here again a'" is chosen to minimize f along -H'b'g'k'. Multiplying (3) by H'k', we obtain ~~t ,,(A) = g ( k + l )g'", and (4) becomes Since (5) in general will not be satisfied, assume the error lies in H'k' rather than in the assumption that f(x) is a quadratic form. We then correct H'k' by If we let H'~+" = H'k' + D'~',and D '~' is chosen to satisfy (7), we then have
The dgorithm for determining a minimum of f(x) can now be described as follows:
H"'. ~e t = is a minimum. Note that a necessary condition for this is that g ' k + l "~' k ' g ' k ' = 0. Let a'" = a (~) s (~) = x"' Select a D'k' satisfying (7), and set
,and x'~"'
Repeat the process until a minimum is obtained. It remains to select the matrix D '~' . A crucial point in the above algorithm is forcing D '~' to satisfy (7) , for this guarantees the validity of (8) . The importance of this can be seen from T H~R E M
1. If f(x) is apositive dejnite quadratic form, and at each step (8) is satisfied, then the minimum of f(x) will be reached in at most n iterations. Proof. The proof is identical to the proof of convergence in the quadratic case of Fletcher and Powell [I], which depends only on the positive definiteness of f(x), the fact that at each step (8) is satisfied, the optimal choice of a at each step, the choice of a"' as and choosing D '~' H '~'~'~' , to satisfy (7) in the way shown in Section 111.
111.
Selecting the Matrix D'". In the previous section, we stated that the selection of the matrix, D'" to satisfy (7) generates a sequence with the desired finite convergence property when f(x) is a positive definite quadratic form. Taking into account the symmetry of the true Hessian, the Barnes-Rosen choice is This is a correction of rank one as the matrix obviously has only one nonzero eigenvalue.
The Fletcher-Powell choice of D '~' is a rank-two correction, Hence both matrices satisfy Eq. (7), the Barnes-Rosen considering the right-hand side as a single vector, and the Fletcher-Powell considering the vectors u'" and H'k'y'k'separately.
A parametric separation of (7) is
which with proper grouping then yields the solution,
Then t = 0 is the Barnes-Rosen choice, and t = 1 the Fletcher-Powell choice. Other parametric separations are possible, and have been developed by Broyden [lo] and Goldfarb [l 11. It is trivial to show this selection quarantees the validity of Theorem 1 for any value of t. In order to gain insight into the significance of the parameter, t, we must first note a weakness of the Barnes-Rosen correction. Suppose at some iteration k, = 1. We then have and (9) becomes Computing, we find The formula (16) in a slightly different version was proposed by Davidon [2] with t = 1 to double the length of s'" when a > 1 was indicated. The idea has apparently been carried no further in the modifications of his original work.
We may now consider the generation of rank-two correction matrices as the composite sequence, Computation shows that the composition defined by (18) is identical to (12) for any choice of t, yielding
From the above discussion of singularity in the Barnes-Rosen technique, it is obvious that a choice of t should be restricted to t # (a'k' -~) / a '~' .
To further restrict the choice of t, we first prove 
Applying (20) twice sequentially to (19) yields
We first note that for t > (a'k' -~l (~) / ( l < 1, and hence
where r < 0. Using the condition that a be optimally chosen, we then obtain by the positive definiteness of H@'. Thus the second correction matrix in (19) is positive semidefinite. We now consider the matrix,
Hence if a'"'t/(l + ~r '~' t ) Since for t = (a'k' -I)/cx'~)e, E > 0 and small, g'k""H'k+l' g "+') < 0, the range of t for this study was restricted to t > (a'k' - In this case, the iterative technique will degenerate as k -+a, . To attempt to alleviate this dficulty, we may, at each step, choose t in such a way as to maximize the smallest eigenvalue of H'k+l'. This is accomplished by choosing t to maximize Z ' H ( k + l ) z for any arbitrary vector z.
A computationally better method of conditioning a matrix, A, is to minimize the condition number of A, where, in general, the condition number, p, of a matrix, A, is defined to be p = / /A1/ I /A-' / j. If / 1 . II is the spectral norm, and A is symmetric positive semidefinite, then p = X,/Xl, where X, is the largest eigenvalue of A. This is not considered here, but is discussed in detail in [12] .
To establish that t which maximizes z '~(~+ l ' z , we first need the following lemma. Applying (29) to (19), and recalling that a'k"g'k+l)= -ag(k+"'~'k)g'k) 0, we have = Substitution and computation then yields Differentiating (3 1) with respect to t yields g'k+l" ' k + l ) ' k + l ) H g is a monotonically increasing function of t, and from (31), lim,,, g ( k + l ) '~( k + l ) g ( k + l ) = g ( k + l ) ' H ( k ) (k+l), and the lemma is proved. We may now show THEOREM is a nondecreasing function 3. Let z be an arbitrary vector. Then z '~'~+~' z oft, for t > (a'k' -~) / a (~) .
Proof. Since H '~' is positive definite, and g ' k + l "~' k ' g ' k ' = 0, 3 a basis for E" composed of g'k', g'k+l', and n -2 vectors l,, . . . ,En-2 which are mutually H '~' orthogonal to g'k', g ( k + l ) and to each other. Now since l :~'~' g '~' = 0, trivially = l;H(k)g(k+l) . $ :~'~+ ' ' l= 0 for i # j. Further, = E~H (~+~)~(~) = 0, and l:~"+')[, is independent of t. All of these may easily be verified by using (19) . Finally, since ( k + l ) ( k + l ) = E I~( k + l ) ( k ) = EIH g g 0, we have Further, since for t > (a'k'l)/aCk),HCk+l) since is positive definite, and g ( k + l ) '~( k + l ) ( k ) y = 0, the E,' s, together with g ' k + l ' form a basis for En.Hence, and Y (~) , let n-2 (34) z = a,($ + a,-lg'k+" + any'k'.
z -1
Then where and, hence, is independent of t. We now note that V. Discussion. Section I1 showed that matrices of the form (19)have the desired convergence property for all values of t. Section I11 showed that the desired positive definiteness is maintained for all t > (a'k'l ) / a ' k ' .We first note that this is a reverification of the Fletcher-Powell proof of stability of H'k',for 1 
> l ) / a ( k )
for all a'k'.However, this also points out the weakness of the Fletcher-Powell method, for, as a'k' becomes large, H'k+l' becomes ill-conditioned, slowing the process of convergence. Section IV shows that t = co yields maximum stability. However, it is not necessarily the case that this provides convergence to the desired optimum in the minimum number of iterations. To this end, it may prove optimal to choose t at Wood's function as documented by Pearson [9] , and defined by and finally the Weibull function, defined by where they"' and t"' are perfect data generated for the 99 points corresponding to y = .1 to .99, in steps of .Ol, for the values x, = 50, x, = 1.5, x , = 25. The initial estimates are those suggested by Dale Fimple.
Box's three-parameter exponential problem was also tried, but nonuniqueness of the optimum caused different methods to converge to different optima, invalidating comparisons.
In all cases, convergence was determined when Iulk' I I quadrature devised by Davidon [2] . In the table, the number of iterations is the number of times H'k' was updated, and the number of evaluations, the true number of function evaluations used.
The results in the table make it obvious that the Barnes-Rosen method is quite unstable. Further, in virtually all cases, the t = a and t = methods outperformed t = 1, and the difference became more notable as the complexity of the function increased.
Finally, the relative performances of t = m and t are similar = (2~x'~' ~) / a '~' enough to indicate that an optimum a sensitive strategy would outperform the maximum conditioning strategy, but perhaps only marginally.
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