Abstract-There are a vast number of biology related research problems involving a combination of multiple sources of data to achieve a better understanding of the underlying problems. It is important to select and interpret the most important information from these sources. Thus it will be beneficial to have a good algorithm to simultaneously extract rules and select features for better interpretation of the predictive model. We propose an efficient algorithm, Combined Rule Extraction and Feature Elimination (CRF), based on 1-norm regularized random forests. CRF simultaneously extracts a small number of rules generated by random forests and selects important features. We applied CRF to several drug activity prediction and microarray data sets. CRF is capable of producing performance comparable with state-of-the-art prediction algorithms using a small number of decision rules. Some of the decision rules are biologically significant.
I. INTRODUCTION

M
ANY computational methods are developed to analyze biological data from different view-points, e.g., prediction, feature subset selection, and rule-based interpretation. As these methods are geared towards specific purposes, their domains of application usually do not overlap: classifiers with high prediction performance, e.g., support vector machines (SVM) [53] or random forests (RF) [7] , may be a "black box" model lacking interpretability; while an easy-to-interpret model, such as a decision tree [8] , does not compete well with SVM or RF on classification accuracy. In many biological applications, interpretability of a model per se (i.e., relevant features and predictive rules) is sometimes as important as the prediction performance. Finding a right tradeoff between prediction performance and model interpretability is thus important. This is the problem that we attempt to tackle here. There is a rich resource of prior work on rule-based learning and feature selection in the fields of bioinformatics and statistical learning. It is beyond the scope of this article to supply a complete survey of the respective areas.
Below we review some of the main findings most closely related to this article.
A. Rule-Based Learning
Rule-based classifiers are well known for their capability of shedding light on the decision process in addition to making a prediction. Rule extraction techniques roughly fall into two categories: direct approaches and indirect approaches.
In a direct approach, rules are generated by solving a single optimization problem. For example, Gopalakrishnan et al. [21] adopted a Bayesian network approach to rule learning and evaluated the rules using Bayesian scores. In [26] , Jiang et al. used a simulated annealing bump hunting strategy to derive interpretable rules. Li et al. [30] proposed a search algorithm to discover significant rules from bio-medical data based on emerging patterns. Among the direct approaches, decision trees are arguably the most popular technique [8] , [11] , [40] , [41] . Although the rules of a decision tree are easy-to-interpret, the prediction performance is, in general, not competitive against many "black box" classifiers such as SVM and artificial neural networks. Cohen [12] proposed a rule extraction algorithm based on decision trees. Its prediction performance is comparable to decision tree methods. In [31] , a fast algorithm based on decision tree committees was developed that scales well with high dimensional data.
In an indirect approach, a predictive model is built from training data. Rules are then extracted from the model. Artificial neural networks (ANN) and SVM are two of the most popular algorithms used to build predictive models. Rule extraction from ANNs has been investigated by many researchers [4] , [14] , [15] , [19] , [24] , [27] , [34] , [42] , [44] , [46] , [49] - [52] . Towell and Shavlik [50] divided the process into three steps and provided an efficient solution for the most challenging step, knowledge extraction. Huysmans et al. [23] and Jacobsson [24] surveyed ANN-based rule extraction techniques.
SVM-based rule extraction has also been explored extensively due to the high performance of SVM. Núñez et al. [37] proposed a clustering method to interpret an SVM classifier. Martens et al. [35] used an active learning approach to extract rules from the support vectors and decision boundary of an SVM. Barakat and Diederich [6] improved the scalability of the method in [37] using a learning based approach that utilizes the support vectors and kernel parameters to obtain rules. Fung et al. [18] formulated rule extraction from hyperplane based linear classifiers as a constrained optimization problem. In [16] , Diederich et al. presented an introduction of rule extraction from SVM and described several applications. The importance of bridging the gap between decisions of prediction algorithms and human interpretable rules as well as some limitations and opportunities for rule extraction from SVM were investigated.
B. Feature Selection
Some of the most successful feature selection algorithms combine a classification algorithm with some heuristics for post-processing. For reviews on feature selection in bioinformatics, we refer interested readers to [22] , [43] , and [33] . In general, feature selection can be categorized as filter methods, wrapper methods, or embedded approaches. Filter methods do not require a learning algorithm for a predictive model and are normally regarded as a pre-processing step of other algorithms. Wrapper methods use some search heuristics to find a subset of features that gives the best predictive model using a given learning algorithm. In embedded methods, feature selection is built into a learning algorithm.
The search algorithm is probably the most important component of a feature selection method. Several search strategies have been applied for feature selection [29] : branch-and-bound, divide and conquer, greedy method, evolutionary algorithm, annealing, etc. Among them, a greedy search strategy, such as forward selection (incremental search) or backward elimination, is one of the most popular techniques because of its computational efficiency, robustness to overfitting [22] , and typically low variance.
C. Our Contribution
In many biological problems, building a good predictive model that explains the problem is the ultimate goal of modeling. It is hence necessary to simultaneously identify meaningful rules and important features to interpret the underlying biological principle.
High accuracy and compact representation (i.e., a small number of rules and a small number of features used) are two important requirements of rule extraction methods. Decision tree based methods usually generate a small set of rules. However, their accuracies are relatively low compared with SVM and RF. RF improves the accuracy, but generates a large number of rules, making it difficult to interpret the model. In this article, we take an iterative approach to sparse encoding of random forests to obtain refined rules without compromising the accuracy of a RF. With an ensemble of decision trees, a RF covers more candidate rules compared with a single decision tree, hence giving better performance. Sparse encoding keeps only a small number of rules that are the most discriminative. In a closely related work by Friedman et al. [17] , RF was used as an ensemble of rules for prediction in the context of rule fitting. By contrast, in our proposed method the context is sparse encoding. We can also handle multi-class data in addition to rule extraction and feature selection. For feature selection, we take an embedded approach with a greedy back elimination strategy.
The proposed combined rule extraction and feature elimination (CRF) method is a hybrid approach to rule extraction and feature selection in which they interact with each other. The result of rule extraction is used for feature selection. The selected features are then fed into RF and a sparse encoding step to extract important rules. The iterative alternating approach continues until the selected subset of features does not change.
II. METHODS
In this section, we describe the proposed method. First, we present a binary encoding of the forest generated by random forests. It maps a sample point to a space defined by the entire set of leaf nodes (rules) of the forest. We then introduce a sparse encoding method to extract representative rules using the binary encoding of the forest. Changes in the distribution of features in the selected rules are used to select a subset of features, which are then used to construct a new RF to generate a new set of rules. This procedure is repeated until a stopping criteria is satisfied.
A. Binary Encoding of Random Forests
Random forests (RF) is an ensemble learning method which uses a large number of decision trees. A decision tree learning algorithm creates a tree model that predicts target values. It is performed by recursively splitting data into subsets using one of the variables. Gini impurity [8] and information gain [41] are two commonly used data splitting criteria.
As the path from a root node to a leaf node is interpreted as a decision rule, a RF is equivalently represented as a collection of decision rules. Because each sample traverses each decision tree from root node to one and only one leaf node, we define a binary feature vector to capture the leaf node structure of a RF. For sample , the corresponding binary vector that encodes the leaf node assignment is defined as where is the total number of leaf nodes in a forest Fig. 1 illustrates the mapping. For illustration purpose, each sample traverses to a randomly selected leaf node on each tree.
In real situations, the leaf node is selected based on the split rules on each node.
We call the space of 's a leaf node space. In this space, each sample is mapped to a vertex of a hypercube. Each dimension of the rule space is defined by one decision rule. Therefore, for sample essentially defines which rules are active ( of is 1) and which are inactive . The above binary mapping has been applied in [32] to combine RF with large margin learning.
B. Rule Extraction Using Sparse Encoding
Using the above mapping, we obtain a new set of training samples,
, where is a vector of binary attributes and is the corresponding class label. We consider classifiers of the form (1) where the weight vector and the scalar define the linear discriminant function for the -th class.
As each binary attribute represents a decision rule, the weights in (1) measure the class specific importance of rules: the magnitude of a weight indicates the importance of the rule. Clearly, in the above classifier, a rule can be removed safely if its weights for all classes are 0. Rule extraction is therefore formulated as a problem of learning the weight vectors.
We consider the following learning problem using 1-norm regularization:
The objective function consists of two terms. Because of the sparse favoring property of the 1-norm regularization, the first term, , controls the number of nonzero weights, and hence the number of rules extracted. The second term is the sum of slack variables . Because a nonzero slack variable indicates a misclassified sample, the second term is correlated with the empirical error. The tradeoff between the sparseness of a solution and the empirical error is determined by the regularization parameter, . 1-norm sparse encoding has been widely applied in statistics and machine learning, e.g., [48] , [57] , and [58] . The above optimization is a linear program (LP).
C. Combined Rule Extraction and Feature Elimination
The distribution of features in a RF is determined by the RF learning process. It is in general different from the distribution of features among the rules extracted from (2). We take advantage of this difference to select features based on the assumption that important features are retained in the decision rules extracted. Features that do not appear in the rules extracted from (2) are removed because they have no effect on the classifier defined in (1) . In this way, we can select rules and features together.
The regularization parameter is chosen by cross validation on the training set. It is possible to further select rules from a RF built on the selected features to get a more compact set of rules. This motivates an iterative approach. Features selected in the previous iteration are used for constructing a new RF. A new set of rules is then extracted from the new RF. This process continues until the selected features do not change.
D. An Algorithmic View
The following pseudocode illustrates the overall workflow of the algorithm:
Require:
Initial feature set Training set of samples Ensure: index of ( , which is set by user and is a small positive number or 0) 8: 9:
Features used in 
III. RESULTS AND DISCUSSION
In this section, we first describe the data sets used. We then present detailed results and discussion.
A. Data Sets
We applied the method to several data sets. The first data set is prospectr data [1] , which is used to evaluate the rule extraction method described in Section II.B. The prospectr data set contains gene-based representations of human hereditary diseases. We combine the training set (OMIM training set) and test set (HGMD test set) described in [1] . There are 3586 samples each with 61 features. Most of them are numerical features. We removed features with missing values, resulting in 53 features. To get an idea of how well the method will perform on unseen data, we use five fold cross validation accuracy for this data set, while for the following data sets, we report test accuracies.
We then applied CRF to Cannabinoid (CB) receptor data sets and P-glycoprotein (P-gP) data set. CB compounds include published compounds reported as CB1 antagonists, CB2 agonists and CB2 antagonists, classified using cutoffs into active/inactive, selective/moderately selective/nonselective (for CB1 antagonists and CB2 agonists) and selective/nonselective (for CB2 antagonists), hence forming in total six data sets. For each data set, the compounds were divided into training and test set using a 70/30 split (see Table I ). In order to balance the data set to have equal occupancy of each class, some randomly selected compounds from the Asinex database were put in the training and/or test sets as decoys and labeled as inactive or non-selective. For each data set two sets of features were calculated, a smaller set calculated using the MOE software [10] and a larger set calculated using the DragonX software [36] . For the P-gP data set [39] , compounds were classified as substrates or non-substrates of the P-glycoprotein transporter. The compounds were divided into training and test set making sure that each set had roughly the same structural diversity and activity distribution, based on Soergel index diversity analysis using calculated hashed binary fingerprints. The features used were calculated from physicochemical descriptors of the compounds. When using features from the DragonX software for CB1/CB2 or P-gP, constant features were removed before applying the algorithm. The statistics of the above data sets are listed in Table I .
Finally, we applied our method to four microarray gene expression data sets. One data set is Golub data [20] on human leukemias, Acute Lymphoblastic Leukemia (ALL) and Acute Myeloid Leukemia (AML). There are 72 samples each containing expression values of 7129 probe sets (38 samples are used for training and 34 samples are used for testing). Another data set is Alon data [3] , which contains 62 samples with 2000 gene expression values for each sample. The 62 tissue samples include 22 normal and 40 colon cancer tissues. The third data set, the Nutt data, is high-grade glioma brain cancer data [38] [54] involves breast cancer data consisting of 78 samples each represented by 24418 expressions. Of these, 44 samples are in the "good" prognosis class whose patients remained free of disease after their initial diagnosis for an interval of at least five years. The remaining 34 samples are in the "poor" prognosis class whose patients had developed distant metastases within five years. Except for the small Golub data set, 10 percent of the samples are used for test, while the rest are used for training.
B. Rule Extraction Using Sparse Encoding
We applied the rule extraction method in Section II-B to the prospectr data to illustrate the effect of the regularization parameter . The experiment was done by separating all samples into five folds, and generating cross validation accuracies. The results shown are the average of accuracies on the validation sets. Fig. 2 shows the number of rules extracted using different values of . When is zero, where there is no regularization, the number of rules extracted is in the upper middle range. As increases, the number of rules rises rapidly, then drops fast and then slowly approaches zero. The accuracy does not decrease significantly when is small as Fig. 3 shows. Even with a large value of , say 40, where the number of rules extracted is very small, the accuracy is still considerably high.
C. Combined Rule Extraction and Feature Elimination
As our method is based on random forests, which is in turn based on decision trees, we compared our results with a decision tree-based rule extraction algorithm, RIPPER [12] . RIPPER uses a divide and conquer strategy and splits samples into a growing set and a pruning set. The growing set is used to generate decision trees, while the pruning set is used to prune the trees according to reduced error criteria. Once a rule is generated, all the samples covered by the rule are removed from the sets. This process repeats until all samples are covered. Table II shows the number of rules generated by a RF and extracted by CRF on CB1 and CB2 data sets using the smaller feature sets (MOE software). On all six data sets, the number of rules selected by CRF is less than 1% of the total number of rules generated by the RF. Table III shows the test accuracy of the different methods. In each case, RF delivers the best performance. CRF is more competitive than RIPPER. On the larger feature sets, Table IV shows the number of rules generated by a RF and extracted by CRF. On all six data sets, the number of rules selected by CRF is less than 1% of the total number of rules generated by a RF. Table V lists the test accuracy. Again, RF produces the best prediction accuracy. CRF outperforms RIPPER. Note that although CRF's accuracy is slightly lower than RF, it only uses less than 1% of the rules of a RF, hence significantly improving interpretability.
1) Results on CB1 and CB2 Data Sets:
The extracted rules are ranked with respect to the magnitude of weights. Table VI shows a sample of descriptors used in the top-ranked rule on one CB data set-CB1 antagonist activity with the larger DragonX feature set. Considering the top-ranked selected rule for each of the six CB dataset CRF models, we noted that the descriptors in the activity data sets are different from those in the corresponding selectivity data sets. This suggests that the activity and selectivity are determined by different physicochemical properties. For some data sets, the top-ranked rule contains descriptors of the same category, suggesting this category plays an important role in the determination of activity or selectivity. For some other data sets, the top-ranked rule contains descriptors from various categories, suggesting variable kinds of effects affect the determination of different classes.
2) Results on P-gP (P-Glycoprotein) Data Set: As indicated in Table VII , classification is a harder problem for P-gP data than for the CB data. The accuracy of RF is low. CRF performs significantly better than RIPPER.
The descriptors that occurred in the top-ranked rule are listed in Table VIII . It is interesting to observe that in the top-ranked rule, except for 2 descriptors from the category "3D-MoRSE descriptors," all the others are from different categories. These categories are highly independent and uncorrelated.
3) Results on Microarray Data Sets: Four microarray data sets were tested. The number of rules extracted are listed in Table IX . RIPPER consistently generates fewer rules on all but the Colon data set, for which CRF produces the least number of rules. The accuracies are presented in Table X . The accuracies of RF and CRF are comparable. CRF significantly outperforms RIPPER on all but Nutt data set, on which they tied. Overall, the rules extracted by CRF generate better prediction than RIPPER.
CRF generates three rules from the Golub data set. They are listed below. For ease of interpretation, the corresponding proteins of selected genes are presented in the rules. Zyxin is a zinc-binding adaptor phosphoprotein that is localized at focal adhesion plaque complex. Zyxin may regulate cytoskeletal dynamics and mediate adhesion-stimulated changes in gene expression in signal transduction [13] , [25] . It has been shown by [56] computationally and biologically that Zyxin plays an important role in leukaemogenesis. Many other researchers have verified this, to list a few, [5] , [47] , and [55] .
Catalase is an enzyme that catalyzes the conversion of hydrogen peroxide to water and oxygen [13] , [25] . Kidson [28] found the association of catalase level with myeloid leukemia. Wang [2] also identified the catalase gene in 50 top-ranked genes.
HLA Class II Histocompatibiligy Antigen, DR Alpha Chain Precursor (HCHADACP) involves the presentation of foreign antigens to the immune system [13] , [25] . Schoch et al. [45] found this protein helps to discriminate between distinct cytogenetic AML subtypes.
The above rules have some interesting interpretations. For example, Rule 3 seems to suggest that if Zyxin is at a low level, and at the same time HCHADACP is at a high level, it is likely to be an ALL B-Cell case.
On the Colon data set, CRF extracts just one rule with an accuracy identical to that of RF: 1) IF "Collagen Alpha 2(XI) Chain" AND "Human vasoactive intestinal peptide (VIP) mRNA, complete cds."
AND "Human mRNA for receptor of retinoic acid." THEN normal. On the Nutt and van't Veer data set, 33 and 55 rules are generated, respectively. The accuracy of CRF is significantly better than RIPPER on the van't Veer data set. These results demonstrate the high potential of CRF in generating predictive models with good interpretability.
IV. CONCLUSION
We propose to use an ensemble of decision rules generated from random forests and one norm regularization to extract meaningful rules. The method selects a small number of rules (using a small number of features) while retaining performance comparable to RF. It also handles multi-class data which are common in practical applications. CRF balances the accuracy and interpretability of a model, as demonstrated on several data sets.
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