Abstract: Clustering analysis is an important technology in the field of pattern extraction and recognition. In order to find the influence of several factors on clustering results using different algorithms and support the decision for power load pattern extraction using clustering techniques, this paper develops the research on the influence of several factors on clustering results using different algorithms. In this paper, three data sets, five normalization methods and five known clustering algorithms including k-means, FCM, SOM, hierarchical clustering and spectral clustering are used, four experiments are designed and performed, they are the influence of the normalization methods on the clustering results, the dependence of clustering results on a data set, the algorithm stability and the sensitivity of clustering algorithm to the input order of the data. The results show that all the factors have obvious influence on the clustering results, and using maximum normalization and FCM algorithm in clustering procedure has the best performance for power load pattern extraction.
INTRODUCTION
Clustering analysis is one of the most important research topics in the field of pattern extraction and recognition [1] . At present, the research on the method of load pattern extraction has attracted much attention all over world, and various clustering algorithms are developed and applied to the power load pattern extraction [2] . In the power system, the load curve of power consumption data is collected by load measurement equipment. Load curve shows the electricity consumption behavior of all kinds of industry users, which has laid the foundation for mining useful information for electric power company through analysis and access the load pattern, and it is significant for power system dispatching and planning. The load pattern extraction and recognition of power users can provide theoretical basis for load forecasting [3] , load control [4] , abnormal electricity consumption detection [5] [6] and designing electricity tariff offers, etc. The load pattern is extracted from the load curves by using the clustering algorithm, and the clustering center curve is the typical load profile. In the last few years, a lot of literatures mainly focus on the research of clustering algorithm. In [7] , the kmeans, hierarchical clustering, SOM and FCM, four basic ideas of the traditional clustering algorithm are introduced, and the Iris flower data set is used for the performance comparison. In [8] , a new method for the clustering and pattern recognition of multivariate time series (CPT-M) based on multivariate statistics is presented. The algorithm comprises four steps that extract essential features of multivariate time series of residential users with emphasis on seasonal and temporal profile, among others. The method is successfully implemented and tested in the context of an energy efficiency program carried out by the Electric Company of Alagoas (Brazil). In [9] , an improved global k-means clustering algorithm is proposed by presenting a novel method of generating the next optimal initial center with the enlightening of the idea of k-medoids clustering algorithm suggested by Parketal. In [10] , a new weighted fuzzy C-Means (NW-FCM) algorithm is proposed to improve the performance of both FCM and FWCM models for high-dimensional multiclass pattern recognition problems. In [11] , a FCM clustering algorithm based on attribute reduction is proposed, which has good performance in dealing with big data sets. In [12] , several mature clustering algorithms are studied deeply and the advantages and disadvantages of these algorithms are summarized as well as the use scope.
However, clustering results are influenced by various factors in the steps of clustering procedure. Clustering algorithm is only one of the main factors, but few literatures mentioned other factors. In [13] , when using FCM clustering algorithm to extract the typical load profile, the optimal cluster number is determined by DB index, and the accuracy of the method is proved. It is not enough to consider just that. In [14] , the influence of using different data preprocessing methods on fuzzy c-means clustering results is analyzed. The results show that the sum normalization and maximum normalization are the best in the average accuracy. However, there may be a big difference in the results of each normalization method for different clustering algorithms. In [15] , the influence of normalization methods on the clustering results is studied in clustering load curves, and the matching relations between normalization methods and clustering algorithms are obtained, but other factors are not mentioned. In [16] , the advantages and disadvantages of several typical clustering algorithms are discussed by comparing the clustering results on different data sets. The results show there is big difference in both sides of accuracy and efficiency when one algorithm with different datasets is analyzed by comparing with the same clustering of the data set under different algorithms. In [17] , several distances are used in the k-means algorithm for clustering load curves and their influences on the clustering results are analyzed, the results indicate that the choice of distances is an important factor in power load pattern extraction using clustering techniques and those distances based Euclidean distance have relative higher accuracy than others, so we used Euclidean distance in this paper. Moreover, for some clustering algorithms, the input order of the data has a certain effect on the clustering results [18] , which must be taken into account.
In conclusion, the clustering results are influenced by various factors in the steps of clustering procedure. Therefore, research on the influence of these factors on the clustering results is an essential task when we use clustering techniques for power load pattern extraction. So this paper developed the research on the influence of several factors on clustering results using different algorithms. In this paper, three data sets, five normalization methods and five known clustering algorithms including k-means, FCM, SOM, hierarchical clustering and spectral clustering are used, four experiments are designed and performed, they are the influence of the normalization methods on the clustering results, the dependence of clustering results on a data set, the algorithm stability and the sensitivity of the algorithm to the input order of the data. This paper is organized as follows. Section 2 introduces the clustering procedure, describes the steps and presents the normalization methods. Section 3 first presents the data sets used in the paper, then introduces the design of experiment, finally gives the clustering results and analysis. Conclusions are presented in Section 4.
CLUSTER ANALYSIS THEORY AND METHODS

The Process of Clustering Analysis
The process of clustering data using clustering algorithms mainly includes the five steps as follows.
The first step: data selection. Get the data set and determine the data type. The data may be obtained from different heterogeneous data sources. Thus, the first step is to obtain data from various databases, files and non-electronic data sources. For example, a preliminary data selection of customers can be carried out by geographical region and voltage level (high, medium, and low). The daily chronological load curves for each individual customer are determined for each study period (month, season, and year).
The second step: data cleaning. Real-world data tend to be incomplete, noisy, and inconsistent. Data cleaning (or data cleansing) routines attempt to fill in missing values, smooth out noise while identifying outliers, and correct inconsistencies in the data. The third step: data preprocessing. Take load curves as an example, clustering load curves is based on the shape of a load curve but not by absolute MW values, so the data should be normalized, that is, scaled to a specific range. Normalization is particularly useful for clustering algorithms involving distance measurements. There are many methods for data normalization, such as min-max normalization, zscore normalization, and normalization by Mean-variance [15] .
The fourth step: data clustering. Several clustering algorithms are used to cluster the normalized data. The choice of the clustering method in the step is very important to the whole process. The clustering methods used in this paper are: k-means, FCM, SOM [19] , hierarchical clustering [20] and spectral clustering [21] .
The fifth step: clustering analysis and evaluation. The clustering results obtained from the previous step are analyzed. For a given number of clusters, the composition and number of data in each cluster are analyzed. In power load pattern extraction, we can identify the TLPs of each customer by analyzing the distribution of load curves in the load patterns. Research in this area has proposed many different indicators [22, 23] , such as the mean index adequacy (MIA), the clustering dispersion indicator (CDI), the similarity matrix indicator (SMI), the Davies-Bouldin indicator (DBI), the modified Dunn index, the scatter index (SI), and the mean square error [24] . Many studies [25] on clustering illustrate the applications and compare the results obtained by various unsupervised clustering algorithms based on these adequacy measures.
In this paper, the experiment mainly focused on the methods of normalization in the third step and other three factors influencing the performances of clustering algorithm in the fourth step, the distance measurement is based Euclidean distance.
The process of clustering analysis is shown in Fig. (1) . 
Normalization Methods
Normalization is particularly useful for clustering algorithms involving neural networks, or distance measurements such as nearest-neighbor classification and clustering. Especially for distance-based methods, normalization helps prevent attributes with initially large ranges (e.g., income) from outweighing attributes with initially smaller ranges (e.g., binary attributes) [18] . An attribute is normalized by scaling its values so that they fall within a small specified range, such as 0.0 to 1.0. Thus we must normalize the data set before clustering data to limit the sample data to a certain range, this is not only convenient for data processing, but also improve the convergence rate to shorten the running time of clustering. The normalization methods used in this paper are: the min-max, the mean-variance, the sum normalization, the z-score and the maximum normalization.
If a sample data set is X, the number is n, dimension is p. The transformation is expressed as follows.
(1) Min-max normalization. The method is a linear transformation of the sample data. Suppose the k sample data is ) , , , (
, the map f is shown as (1).
where ) ,..., , max(
After min-max normalization, the value of original sample data set will be scaled to [0,1].
(2) Mean-variance normalization. Suppose the k sample data is ) ,..., , (
, the map f is shown as (2) .
where ) ,..., , (
After mean-variance normalization, the value of original sample data set will be scaled to [-1,1]. where ij x is the original data, ij x is the data after sum normalization,
(4) Z-score normalization. In this method, the attribute values of the sample data set are normalized based on the mean and standard deviation of j x . The equation of zscore normalization is shown as (5) .
where ij x is the original data, ij x is the data after z-score normalization, j S is the standard deviation of the sample data.
After z-score normalization, the new value satisfies that the average value is 0 and the standard deviation value is 1. 
where
For the new value, the maximum value is 1, other is less than 1.
EXPERIMENT AND RESULT ANALYSIS
Data Set
There are three different data sets used in this experiment. The data set 1 is IRIS data set from UCI database. This data set contains 150 samples, which is about three plants of Setosa, Versicolor and Virginica, and each sample contains four attributes of the sepal length, sepal width, petal length, and petal width (Unit: cm).
Data set 2 contains 147 samples, which is the actual power consumption from five kind of industry users, these daily load curves are obtained by an automatic meter reading system with time periods in steps of 30 min. Five typical load profiles generated by these load curves represent five load patterns, and it is identified that each load data are strictly belong to a certain industry, so the data set can be used as standard data set. The typical profiles can be obtained by computing centroid of each cluster with maximum normalization, they are shown in Fig. ( 2) (vertical axis: load, unit: kW; horizontal axis: time, unit: 30-min).
Data set 3 contains 138 samples, which is the actual power consumption from five kind of industry users, these daily load curves are obtained by an automatic meter reading system with time periods in steps of 30 min. Five typical load profiles generated by these load curves represent five load patterns, and it is identified that each load data are strictly belong to a certain industry, so the data set can be used as standard data set. The typical profiles can be obtained by computing the centroid of each cluster with maximum normalization, they are shown in Fig. (3) (vertical axis: load, unit: kW; horizontal axis: time, unit: 30-min). Fig. (3) . Typical load profiles of 5 industries.
Experimental Design and Analysis of Results
(1) The influence of the normalization methods on the clustering results
Because of the different nature of the electric power users, the power consumption data values may vary greatly, and the order of magnitude may be different, thus making the clustering results unreliable. The relevant literature [18] also points out that the clustering time and clustering accu- racy of the data before and after normalization have different effects. Accordingly, in this paper we use the min-max, the mean-variance, the sum normalization, the z-score and the maximum normalization to normalize the data, and use five known clustering algorithms including k-means, FCM, SOM, hierarchical clustering and spectral clustering to process the data set 3 for clustering performance analysis and comparison. The experiment compared the clustering performance mainly from the following three indicators: (1) the number of clustering error: The total number of the whole data set of clustering error. where k is the clustering number of data sets, i n is the number of samples in cluster i , i m is the correct sample number of cluster in cluster i . Because of the instability in the process of clustering algorithm, when running several times the results under the given number is often different. So the data in the table are the average result after running 5 times, similarity measure used is Euclidean distance.
From the above experimental results, we can see the accuracy of k-means clustering algorithm is higher when using maximum normalization and sum normalization. The accuracy of FCM clustering algorithm can achieve 100% when using maximum normalization, the min-max normalization and the sum normalization. For SOM, when using z-score normalization, the accuracy is 97%, but the CPU time is too long to handle big data sets. The hierarchical clustering algorithm has the best performance when using maximum normalization and sum normalization, the accuracy is 100%. The accuracy of spectral clustering is higher when using maximum normalization and sum normalization.
(2) Dependence of clustering results on a data set Because different data sets have different features, clustering algorithms may have different performance when dealing with different data sets. Therefore, we performed clustering experiment with different data sets for these clustering algorithms. Performance analysis results are shown in Table 6 . (The maximum normalization and Euclidean distance are used). From Table 6 , it can be seen that the clustering performance of hierarchical clustering is worse for IRIS data set, and data set 2. Although the FCM clustering algorithm has some dependence on the data sets, the accuracy of dealing with the power load data can reach 100%. There are no obvious conclusions for other algorithms. Most clustering algorithms cluster the data set under the given clustering number, and there are often different results after running several times. So the stability analysis of clustering algorithm is very important. Here we use stability index to measure the inconsistency of the performance of the clustering algorithm when dealing with the data sets with different feature components. The stability index [1] is expressed as follows:
The stability index=the number of groups of the load curves by their load patterns of T-run/the given number of clusters If the number of groups is equal to the number of clusters, that is, the stability index is 1, and the algorithm is stable. For the stability index, the smaller the stability index, the better. In this experiment, T is 5, so the data in the below table is the stability index of 5-run. When the data set 1 is analyzed, the given clustering number is 3, the power load data (including 5 load patterns) are analyzed and the given clustering number is 5. (The following algorithms are normalized by the maximum normalization and the similarity measure using Euclidean distance) From Table 7 , it can be seen that k-means algorithm is stable in processing IRIS data set, but it is unstable in processing power load data set. The FCM algorithm is unstable in processing IRIS data set, while the clustering results are stable when processing two power load data sets. Although hierarchical clustering is stable in dealing with three data sets, but the accuracy of clustering is too low.
(4) The sensitivity analysis of the algorithm to the input order of the data.
For any clustering algorithm, if the stability index is 1, we can perform the experiment about the sensitivity analysis of the algorithm to the input order of the data by adjusting the order of data set input for several times to analyze its sensitivity to the input order of the data.
From Table 7 , it can be seen that k-means algorithm is stable when processing the data set 1. So we changed the order of the data set 1 5 times and clustered it 5 times respectively (the maximum normalization used). The results show that the input order of the data has a certain degree of effect on the stability and accuracy of the clustering algorithm, the stability index becomes 1.25, and the average accuracy of clustering becomes 95%. In this paper, the spectral clustering algorithm uses the classical clustering algorithm to clustering the feature vector, and the traditional algorithm is k-means. From table 7, it can be seen that the results of spectral clustering are unstable and sensitive to the input order of the data. At the same time, it can be seen that FCM algorithm is stable when processing power load data. So we changed the order of the power load data set (5 times) and clustered it 5 times respectively (the maximum normalization used), the results show that the FCM algorithm is still stable. The stability index is 1 and the average accuracy of clustering is 100%.
CONCLUSION
In this paper, we study the influence of the normalization methods on the clustering results, the dependence of clustering results on a data set, the algorithm stability and the sensitivity of the algorithm to the input order of the data. In our experiments, we use three data sets, five known algorithms and five normalization methods, and analyze the influence from above four aspects.
Some conclusions are as follows:
The results show that the factors have obvious influence on the clustering results, and each factor has different influence on the clustering results using different algorithms, more influence factors should be considered in the future study.
For load pattern extraction, using the maximum normalization in data preprocessing step and using the FCM algorithm in data clustering step, the clustering results are stable and the accuracy is up to 100%. It also tells us a "good" combination of factors may exist for our clustering analysis.
The influence of the factors on the clustering results can't be ignored, especially for data set, when we use clustering techniques to extract patterns from special data set for application purposes, we need do some new experiments to find the influence of the factors on the clustering results, then make a further decision. 
