Abstract. We prove Paley-Littlewood decompositions for the scales of fractional powers of 0-sectorial operators A on a Banach space which correspond to Triebel-Lizorkin spaces and the scale of Besov spaces if A is the classical Laplace operator on L p (R n ). We use the H ∞ -calculus, spectral multiplier theorems and generalized square functions on Banach spaces and apply our results to Laplace-type operators on manifolds and graphs, Schrödinger operators and Hermite expansion. We also give variants of these results for bisectorial operators and for generators of groups with a bounded H ∞ -calculus on strips.
Introduction
Littlewood-Paley decompositions do not only play an important role in the theory of the classical Besov and Triebel-Lizorkin spaces but also in the study of scales of function spaces associated with Laplace-Beltrami operators on manifolds, Laplace-type operators on graphs and fractals, Schrödinger operators and operators associated with various orthogonal expansions (Hermite, Laguerre, etc). They are an important tool in the more detailed analysis of these function spaces (e.g. wavelet and "molecular" decompositions) but also in the study of partial differential equations (see e.g. [6, 29, 50, 11] ).
The most common approach in the literature is to start from a selfadjoint operator on an L 2 (U)-space and then use extrapolation techniques (e.g. transference principles, Gaussian bounds, off-diagonal estimates) and interpolation to obtain Paley-Littlewood decompositions on the L p (U)-scale. In this paper we offer a more general approach which does not assume that A is defined on an L p -scale nor that A is selfadjoint in some sense. We consider 0-sectorial operators A on a general Banach space and construct Paley-Littlewood decompositions for the scale of fractional domains of A (also of negative order) using as our main tool the H ∞ functional calculus and spectral multiplier theorems connected with it. Since it is well-known that the classical operators mentioned above do have a bounded H ∞ -calculus we offer a unified approach which covers the known results for various classes of operators.
Let us describe a typical result for a 0-sectorial operator A on a Banach space X. We assume that A has a bounded H ∞ (Σ ω ) calculus on sectors Σ ω of angle ω around R + for all ω > 0, i.e. there are constants C < ∞, α > 0 such that f (A) ≤ , 2],φ n =φ 0 (2 −n (·)), n∈Zφ n (t) = 1 and (ǫ n ) n∈Z an independent sequence of Bernoulli random variables (or Rademacher functions). Then for all θ ∈ R and x ∈ D(A θ )
whereφ n (A) is defined as a "spectral multiplier". (See Section 2 for the necessary background in spectral theory.) If X is an L p (U) space then by Kahane's inequality, the random sum in (1.2) reduces to the classical square sum
Therefore the random sums in (1.2) can be regarded as the natural extension of L p -square sums in (1.2) which has proven to be very useful in the theory of dissipative evolution equations (see e.g. [29] and the literature quoted there). In Section 4 we prove as one of our main results statement (1.2) and a companion result concerning the inhomogeneous Paley-Littlewood decomposition. Furthermore we give "continuous" versions based on generalized square functions. For X = L p (U), they read as
.
We also consider decomposing functionsφ n with less regularity than C ∞ . These results are proven using a "Mihlin" functional calculus for functions satisfying (1.1). However, in a sense the Paley-Littlewood decomposition (1.2) is equivalent to the boundedness of a Mihlin functional calculus: Assuming a weaker functional calculus and the PaleyLittlewood decomposition (1.2), we show the boundedness of a Mihlin functional calculus (see Proposition 4.11) .
Whereas the results in Section 4 are modelled after the Triebel-Lizorkin spaces, we consider in Section 5 analogues of Besov spaces which are based on the real interpolation method, These results can be obtained under much weaker assumptions and do not require a bounded H ∞ calculus for A. In particular we show that a weak functional calculus for A on X suffices to obtain automatically a Mihlin functional calculus on these Besov type spaces.
In Section 6 we apply our results to various classes of operators obtaining new PaleyLittlewood decompositions but also recovering many results known in the literature in a unified way.
In Section 7 we indicate how to extend our results to bisectorial operators. If the sectorial operator A has bounded imaginary powers then the results of Sections 4 and 5 translate into decompositions for the group U(t) = A it with generator B = log(A). In Section 8 we sketch the corresponding decompositions for B, under the assumption that B is a strip-type operator with a bounded H ∞ calculus on each strip Str ω around R for ω > 0.
Preliminaries
2.1. 0-sectorial operators. We briefly recall standard notions on H ∞ calculus. For ω ∈ (0, π) we let Σ ω = {z ∈ C\{0} : | arg z| < ω} the sector around the positive axis of aperture angle 2ω. We further define H ∞ (Σ ω ) to be the space of bounded holomorphic functions on Σ ω . This space is a Banach algebra when equipped with the norm f ∞,ω = sup λ∈Σω |f (λ)|.
A closed operator A : D(A) ⊂ X → X is called ω-sectorial, if the spectrum σ(A) is contained in Σ ω , R(A) is dense in X and (2.1) for all θ > ω there is a C θ > 0 such that λ(λ − A) −1 ≤ C θ for all λ ∈ Σ θ c .
Note that R(A) = X along with (2.1) implies that A is injective. In the literature, the condition R(A) = X is sometimes omitted in the definition of sectoriality. Note that if A satisfies the conditions defining ω-sectoriality except R(A) = X on X = L p (Ω), 1 < p < ∞ (or any reflexive space), then there is a canonical decomposition (2.2) X = R(A) ⊕ N(A), x = x 1 ⊕ x 2 , and A = A 1 ⊕ 0, x → Ax 1 ⊕ 0, such that A 1 is ω-sectorial on the space R(A) with domain
Note that in the literature, this space is usually defined slightly differently, imposing the decay |f (λ)| ≤ C|λ| ǫ /|1 + λ| 2ǫ . Our space is larger and the reason for the different choice is of minor technical nature. Then for an ω-sectorial operator A and a function f ∈ H ∞ 0 (Σ θ ) for some θ ∈ (ω, π), one defines the operator
where Γ is the boundary of a sector Σ σ with σ ∈ (ω, θ), oriented counterclockwise. By the estimate of f, the integral converges in norm and defines a bounded operator. If moreover there is an estimate f (A) ≤ C f ∞,θ with C uniform over all such functions, then A is said to have a bounded H ∞ (Σ θ ) calculus. In this case, there exists a bounded homomorphism
extending the Cauchy integral formula (2.3). We refer to [14] for details. We call A 0-sectorial if A is ω-sectorial for all ω > 0. For ω ∈ (0, π), define the algebra of functions Hol(Σ ω ) = {f : Hol(Σ ω ) → {closed and densely defined operators on X}, f → f (A)
3), i.e. n ∈ N is sufficiently large.
2.2.
Function spaces on the line and half-line. In this subsection, we introduce several spaces of differentiable functions on R + = (0, ∞) and R. Different partitions of unity play a key role.
Definition 2.2.
(
, 2] and ∞ n=−∞φ (2 −n t) = 1 for all t > 0, we puṫ ϕ n =φ(2 −n ·) and call (φ n ) n∈Z a (homogeneous) dyadic partition of unity on R + . (2) If (φ n ) n∈Z is a homogeneous dyadic partition of unity on R + , we put ϕ n =φ n for n ≥ 1 and ϕ 0 = 0 k=−∞φ k , so that supp ϕ 0 ⊂ (0, 2]. Then we call (ϕ n ) n∈N 0 an inhomogeneous dyadic partition of unity on R + .
, 2] and supp
. We assume that n∈Z φ n (t) = 1 for all t ∈ R. Then we call (φ n ) n∈Z a dyadic partition of unity on R, which we will exclusively use to the decompose the Fourier image of a function. For the existence of such smooth partitions, we refer to the idea in [7, Lemma 6.1.7] . In the later use of the above definitions (1) and (2) we could relax the condition of the functions belonging to C ∞ c (R + ), to functions that are smooth up to an order > α, where α always denotes the derivation order of the functional calculus of A. Whenever (φ n ) n is a partition of unity as in (1) or (3), we put (2.5)
It will be very often useful to note that (2.6) φ m φ n = φ n for m = n and φ m φ n = 0 for |n − m| ≥ 2.
We recall the following classical function spaces: 
The spaces in (2) are Banach algebras for any α > 
and
Here, denotes completion with respect to the indicated norm. Clearly,
, thenẊ θ is the Riesz or homogeneous potential space, whereas X θ is the Bessel or inhomogeneous potential space. For two different values of θ, the completions can be realized in a common space. More precisely, if m ∈ N, m ≥ max(|θ 0 |, |θ 1 |), thenẊ θ j and X θ j can be viewed as subspaces of
for j = 0, 1. Then for θ > 0, one has X θ =Ẋ θ ∩ X with equivalent norms [36, Propositions 15.25 and 15.26] . Thus, {Ẋ θ 0 ,Ẋ θ 1 } and {X θ 0 , X θ 1 } form an interpolation couple. It is known that if A has bounded imaginary powers, then we have for the complex interpolation method
for any θ 0 , θ 1 ∈ R and r ∈ (0, 1), see [52] and [30, Proposition 2.2] . The connection between the complex interpolation scaleẊ θ and the H ∞ calculus has been studied e.g. in [30, 56] .
Generalized Square Functions.
A classical theorem of Marcinkiewicz and Zygmund states that for elements x 1 , . . . , x n ∈ L p (U, µ) we can express "square sums" in terms of random sums (2.9)
with constants only depending on p, q ∈ [1, ∞). Here (ǫ j ) j is a sequence of independent Bernoulli random variables (with P (ǫ j = 1) = P (ǫ j = −1) = 1 2 ) and (γ j ) j is a sequence of independent standard Gaussian random variables. Following [10] it has become standard by now to replace square functions in the theory of Banach space valued function spaces by such random sums (see e.g. [36] ). Note however that Bernoulli sums and Gaussian sums for x 1 , . . . , x n in a Banach space X are only equivalent if X has finite cotype (see [15, p. 218] for details).
The Mihlin functional calculus
We will use spectral multiplier theorems for the following Mihlin classes of functions for α > 0.
. Here and later we write
for a function f : I → C such that I ⊂ C\(−∞, 0] and J = {z ∈ C : | Im z| < π, e z ∈ I} and similarly f 2 = f (2 (·) ). The space M α coincides with the space Λ α ∞,1 (R + ) in [14, p. 73] . The name "Mihlin class" is justified by the following facts. The Mihlin condition for a β-times differentiable function f : (1) The space M α is a Banach algebra. (2) Let m, n ∈ N 0 and α, β > 0 such that m > β > α > n. Then
We will define the M α functional calculus for a 0-sectorial operator A in terms of the holomorphic functional calculus. The following lemma from [34, Lemma 4 .15] will be useful. Lemma 3.2. Let f ∈ M α and (φ n ) n a dyadic partition of unity on R.
(1) The series f = n∈Z (f e * φ n ) • log converges in M α . Note that (f e * φ n ) • log belongs to
Lemma 3.2 enables to base the M α calculus on the H ∞ calculus.
Definition 3.3. Let A be a 0-sectorial operator and α > 0. We say that A has a (bounded) M α calculus if there exists a constant C > 0 such that
In this case, by density of 0<ω<π
given by u(f ) = f (A) can be continuously extended in a unique way to a bounded algebra homomorphism
We write again f (A) = u(f ) for any f ∈ M α .
We recall that (cf. [14] ) A has a M α calculus if and only if A has a H ∞ (Σ ω ) calculus for all ω > 0 and there is a constant C such that
for all ω > 0. The following convergence property extends the well-known Convergence Lemma for the H ∞ calculus [14, Lemma 2.1].
Proposition 3.4. Let A be a 0-sectorial operator with bounded M α calculus for some α > 0. Then the following convergence property holds. Let β > α and (f n ) n∈N be a sequence such that f n,e belongs to B
In particular, if (φ n ) n∈Z is a dyadic partition of unity on R + , then for any x ∈ X,
Proof. By [53, Theorem 2.5.12], the norm on B β ∞,∞ is equivalent to the following norm:
∞,∞ if and only if the above expression is finite. We have
and similarly f ∞ ≤ sup n f n ∞ . Therefore, assertion (1) of the proposition follows.
Let (φ k ) k∈Z be a dyadic partition of unity on R. Note that by the boundedness of the M α calculus and Lemma 3.2, f n (A) = k (f n,e * φ k )•log(A). We first show the stated convergence for each summand and claim that for any x ∈ X and fixed k ∈ Z, 
by dominated convergence, and (3.5) follows. For n ∈ N and k ∈ Z, put x n,k = (f n,e * φ k ) • log(A)x, where x ∈ X is fixed. For any N ∈ N,
By (3.5), we only have to show that (3.6) lim
Fix some γ ∈ (α, β).
By assumption of the proposition, sup n f n,e B β ∞,∞ = sup n,k 2 |k|β f n,e * φ k ∞ < ∞. Therefore, Let (φ n ) n be a homogeneous dyadic partition of unity on R + and
Then D A is a dense subset of X provided that A has a bounded M α calculus. Indeed, for any
On the other hand, by (3.3), x N converges to x for N → ∞. Clearly, D A is independent of the choice of (φ n ) n . We call D A the calculus core of A.
Since a M α calculus does require a bounded H ∞ calculus, we would like to consider also a weaker calculus, which is much easier to check than a M α calculus.
Definition 3.5. We define
where (φ n ) n is a fixed dyadic partition of unity on R + . It is clear that this definition does not depend on the particular choice of (φ n ) n , that M Proof. We first show that
] and any k ∈ N, we have by the Cauchy integral
−1−ǫ , the right hand side being clearly summable over n ∈ Z. Now for the density statement. To this end, let ψ ∈ C ∞ c (R) with supp ψ ⊆ [−2, 2] and
Since the span of compactly supported functions is dense in M α 1 , we can assume that f has support say in [
, since sup |θ|<ω |ψ n (· + iθ)| decreases rapidly and f e has compact support. We claim that
The terms in the first sum converge to 0 according to Lemma 3.2. The second sum vanishes for L > |l 0 | + 1, so it remains to show that the third sum converges to 0 as L → ∞, uniformly in n ∈ N. In the following calculation, we use the norm description of the Besov space B 
where M > α and ∆ M h g(x) is the iterated difference as already used in (3.4) . Note that it commutes with convolutions, i.e.
, and for products, we have ∆
We estimate
Note thatψ n = 2 nψ (2 n ·) and thatψ is rapidly decreasing. Thus, the above last sum is finite and converges to 0 as L → ∞, uniformly in n. Finally, we estimate
, which is again summable in |l| > L, and converges to 0 as L → ∞, uniformly in n ∈ N.
Definition 3.7. Let A be a 0-sectorial operator and α > 0. We say that A has an M
and for some ω ∈ (0, π). In this case, by the density proved in Lemma 3.6 above, we can extend
is too small to contain many interesting, in particular singular spectral multipliers. However the boundedness of an M α 1 calculus follows directly from common norm estimates for sectorial operators without additional information on kernel or square function estimates. The following proposition gives a sufficient condition in terms of resolvents. 
Proof. Let (φ m ) m∈Z be a dyadic partition of unity on R. Then for m ≥ 1, we have
Moreover, by the Paley-Wiener theorem combined with the fact thatρ m,e is supported in
Thus, for x ≤ 1,
,2]
where we have used in the penultimate line that
, 2]. Let ρ m be as above. Then
For a general f ∈ M α 1 , we have by the above
Now the first claim of the proposition follows. For the second claim, let
with supports in an interval of the form [s k /2,
The claim follows now as the first claim, with the R-bound integral lemma [36, 2. 14 Corollary] in place of norm estimates of λR(λ, A).
Remark 3.9. If the 0-sectorial operator A satisfies the norm estimate
calculus. Indeed the assumption of Proposition 3.8 is satisfied with α = β + 1 since for z = re −iθ and s > 0 (e iθs − zA)
As for the H ∞ calculus, there is an extended M α 1 calculus as a counterpart of (2.4). 
Analogously to the extended H ∞ calculus we have the following properties.
Proposition 3.11. Let A and f be as in the above definition.
(1) f (A) is a well-defined closed operator on X (independent of the choice of N). 
Triebel-Lizorkin type decompositions
In this section we establish the main Theorem 4.1 in several variants. Our starting point is an extension of the classical Paley-Littlewood decomposition
to 0-sectorial operators with a M α -calculus.
Theorem 4.1. Let A be a 0-sectorial operator having a M α calculus for some α > 0. Let further (φ n ) n∈Z be a homogeneous dyadic partition of unity on R + and (ϕ n ) n∈N 0 an inhomogeneous dyadic partition of unity on R + . The norm on X has the equivalent descriptions:
In particular the series n∈Zφ n (A)x converges unconditionally in X for all x ∈ X.
A key observation for the proof of the above theorem is the following lemma.
Lemma 4.2. Let β > 0 and (g n ) n be a bounded sequence in B β ∞,∞ such that for some a > 0 and N ∈ N, the supports satisfy
Then ∞ n=1 g n (x) has finitely many terms for every x ∈ R, belongs to B , there exist
Hence sup
Proof of Theorem 4.1. Choose some β > α. The idea of the proof is the following observation. Assume that g n is a sequence as in Lemma 4.2. Then for any choice of signs a n = ±1, we have
Let us now give the details of the proof. Let (a n ) n be a sequence such that |a n | ≤ 1. Then g n = a nφn,e ∈ C 
Since |ǫ n (ω)| = 1 for any n ∈ Z and ω ∈ Ω 0 , the estimate
is clear. The converse inequality follows by duality, writing | x,
′ X ′ and estimating the dual expression. We have shown (4.1). The equivalence (4.2) can be proved similarly.
, where M is a compact Riemannian manifold), then we use the decomposition (2.2), X = R(A) ⊕ N(A) with P x = lim λ→0 λR(λ, A)x the projection onto N(A) and the part A 1 of A on R(A) to obtain a modification of (4.1)
and analogously for (4.2). If A is a Hilbert space and one takes ϕ n (A) as defined by the functional calculus of self-adjoint operators then ϕ n (A)| N (A) = P and (4.2) holds as it stands.
The norm equivalence for id X (x) in (4.1) of Theorem 4.1 can be extended to possibly unbounded operators g(A), if g 2 does not vary too much on intervals [n − 1, n + 1]. Recall that g 2 (t) = g(2 t ). This is the content of the next proposition and will be a tool to consider fractional domain spaces of sectorial operators later on in this section. 
. Then for any x ∈ D(g(A)), n∈Z c nφn (A)x converges unconditionally in X and
Proof. Let us show the unconditional convergence of n c nφn (A)x for x ∈ D(g(A)). By Proposition 3.11 (6), we haveφ n (A)x = (g 
by assumption (4.4). Thus, Proposition 3.4 yields the unconditional convergence. Estimate (4.6) also shows that n a n c nφn (A)x = n a n c n (g
for any choice of scalars |a n | ≤ 1, so that one inequality in (4.5) is shown. For the reverse inequality, we argue by duality similar to the proof of Theorem 4.1.
Proposition 4.4 can be used to characterize the domains of fractional powers of A.
Theorem 4.5. Let A be a 0-sectorial operator having a bounded M α calculus for some α > 0. Let further (φ n ) n∈Z be a dyadic partition of unity on R + and (ϕ n ) n∈N 0 be the corresponding inhomogeneous partition on R + . Then for θ ∈ R,
and for θ > 0,
to the classical Triebel-Lizorkin space norms. Therefore we considerẊ θ , the completion of D(A θ ) in this norm, as generalized Triebel-Lizorkin spaces for the operator A. Since our assumption implies that A has bounded imaginary powers, we emphasize that the spaces X θ form a complex interpolation scale. If X does not contain c 0 , then the sum on the right hand side of (4.8) converges in X (see [31, 54] ).
Proof. The operatorφ n (A) : X → X can be continuously extended toẊ θ →Ẋ θ , and if θ ≥ 0, to X θ → X θ . Indeed, by Proposition 3.11, for x ∈ D(A θ ),
and (4.8) follow from
and for θ > 0, 
whereas the right hand side of (4.10) is equivalent to
" " in (4.10): We use the equivalent expressions from (4.11) and (4.12). We set g(t) = 1+2 tθ . Then one checks similarly to the first part that g φ n,2 B 
We estimate the three summands. We haveφ n ϕ 0 =φ n for any n ≤ −1, so that
where we use (4.1) in the last step. Sinceφ n = ϕ n for n ≥ 1, also the second summand is controlled by (4.12). Finally, we haveφ 0 =φ 0 [ϕ 0 +φ 1 ], so that
and the last term is controlled by the second summand of (4.13). This shows " " in (4.10).
" " in (4.10): We use again the expression in (4.12). By the first part of the theorem,
Finally, ϕ 0 (A)x x because ϕ 0 belongs to M α .
The next goal is a continuous variant of Theorem 4.5. We have two preparatory lemmas.
Lemma 4.7. Let β > α > 0 and A be a 0-sectorial operator with bounded M α calculus.
∞,∞ , then for any x ∈ X and t > 0
Proof.
(1) Since β > 0, g is a continuous function and thus, for any t ∈ R,
< ∞, so that we can appeal to Proposition 3.4 with f n = g(· + h n ) and h n a null sequence.
(2) Fix some x ∈ X and t 0 ∈ R. As B 
As g has by assumption compact support, there exist b > a > 0 such that
By Lemma 4.7, t → g(tA)x is continuous, and (4.15) implies that
In the third equality we have used the assumption If g belongs to H ∞ (Σ ω ) for some ω, then this is shown in [36, Lemma 9.12]. For a general g, we appeal to the approximation from Lemma 3.2.
For the next theorem we recall that a Banach space has cotype q if there is a constant C so that for all x 1 , . . . ,
All closed subspaces of a space L p (U, µ) have cotype q = max(2, p).
Theorem 4.9. Let A be a 0-sectorial operator having a bounded M α calculus on X. Suppose that the space X and its dual X ′ both have finite cotype. Let θ ∈ R and ψ : (0, ∞) → C be a non-zero function such that for some C, ǫ > 0 and M > α + 1, we have
Then we have
If θ > 0, ψ satisfies (4.16) and also
If A is not injective, then we refer to Remark 4.3 how to modify (4.18) and (4.19) in this case.
Remark 4.10. We remark that (4.16) and (4.17) are satisfied e.g. for
Proof. By density of D(A θ ) inẊ θ and in X θ , it suffices to show (4.18) and (4.19) for x ∈ D(A θ ). We first reduce (4.18) to the case θ = 0. Set temporarily ψ θ (t) = t −θ ψ(t). Then ψ satisfies the hypotheses of the proposition for θ if and only if ψ θ does for 0. By Proposition 3.11 (6) , for x ∈ D(A θ ), t −θ ψ(tA)x = ψ θ (tA)A θ x. Thus, if (4.18) holds for θ = 0, also
Assume now θ = 0. By Lemma 4.7 and the fundamental theorem of calculus, we have for n ∈ Z and t ∈ [2 n , 2 n+1 )
Writing χ n = χ [2 n ,2 n+1 ) and ψ(tA)x = n∈Z χ n (t)ψ(tA)x, this yields by Lemma 2.4 (2) (that the assumption there is satisfied follows easily from (4.20) below):
Since the χ n are orthonormal in
) and χ n L 2 (R + , dt t ) does not depend on n, we have
where the last equivalence follows from the fact that X has finite cotype. The last expression can be estimated by x according to (3.1) and (4.3), provided that for some C > 0 and for any choice of scalars a n = ±1, we have n∈Z a n ψ(2 n ·)
Replacing ψ by ψ 1 = s(·)ψ ′ (s(·)), by the same arguments, we also have with M > α + 1 that
Note that ψ 1 M α is independent of s, and thus also the above constant C is. We have shown that ψ(tA)x γ(R + ,
For the reverse inequality, we assume first that x belongs to the calculus core D A . By Lemma 4.8,
Now proceed as in the first part, noting that X ′ has finite cotype, and deduce ψ(tA)
and letting n → ∞ shows (4.18) for all x ∈ X. Finally, (4.19) is a simple consequence of (4.18). Just note that the right hand side of (4.19) satisfies
Indeed, " " is the triangle inequality and " " follows from the two inequalities
In the above theorems, the Paley-Littlewood decomposition was deduced from a M 
Proof. Let f ∈ H
∞ 0 (Σ ω ) for some ω ∈ (0, π). Let further (φ n ) n be a dyadic partition of unity on R + . Then fφ n belongs to M α 1 for any n ∈ Z and sup n∈Z fφ n M α f M α . Using the assumptions we deduce for
Thus the proposition follows from Lemma 3.2 along with the well-known approximation of arbitrary H ∞ (Σ ω ) functions by functions as f above.
A Banach space has by definition type 2 if there is a constant C so that for all x 1 , . . . ,
All closed subspaces of a space L p (U, µ) with p ≥ 2 have type 2. As an immediate consequence of Theorems 4.1 and 4.9, we obtain an extension of the results of [29] to our general setting. Corollary 4.12. Let X be a Banach space of type 2 and A a 0-sectorial operator with a bounded M α calculus for some α > 0. If (φ n ), (ϕ n ) and θ, ψ are as in Theorems 4.1 and 4.9 respectively, then we have the inequalities
If X = L p (U, µ), p ≥ 2, then by (2.9) these inequalities follow from Theorems 4.1 and 4.9 simply by Minkowski's inequality. For general X we refer to [31] .
Besov type decomposition
We now turn to the description of real interpolation spaces in the scalesẊ θ and X θ .
, these interpolation spaces correspond to homogeneous and inhomogeneous Besov spaces. Abstract Besov spaces have been described in [3, Theorem 3.6.2] in the case that A generates a C 0 -group with polynomial growth, and in [28] in the case that A is a sectorial operator with a bounded H ∞ calculus. See also [60] for certain operators on L p self-adjoint on L 2 , with kernel estimates of ϕ n (A). Throughout the rest of the section we assume that A is a 0-sectorial operator with bounded M α 1 calculus. Let (φ n ) n and (ϕ n ) be a homogeneous and an inhomogeneous partition of unity on R + . We introduce the spacesḂ To this end, write ϕ 0 (t) = exp(−t) + (ϕ 0 (t) − exp(−t)) = exp(−t) + n∈Z (ϕ 0 (t) − exp(−t))φ n (t). Let g n (t) = (ϕ 0 (t) − exp(−t))φ n (t). We estimate the M α norm of g n separately for n ≤ −2, −1 ≤ n ≤ 1 and 2 ≤ n. If n ≤ −2, then g n (t) = (1 − exp(−t))φ n (t) and an elementary calculation shows that |g n (t)| ≤ C2 n and also
Thus by the M α 1 calculus, ϕ 0 (A) ≤ exp(−A) + n∈Z g n (A) < ∞. Now it is easy to check that also ϕ 0 (A) :
If A is not injective, then we refer to Remark 4.3 how to modify x Ḃθ q and x B θ q in this case. In a first step, we show that (Ḃ In a second step, we show that if 1 ≤ r ≤ q, thenḂ
We can assume without loss of generality that θ 0 > θ 1 . Then also θ ϑ > θ 1 . We have for x ∈Ḃ θ ϑ q 
Thus, if q < ∞,
Choose now θ 1 < κ 1 < θ ϑ < κ 0 < θ 0 . Apply two times Hölder's inequality with r q + r σ = 1 (modification below if r = q, σ = ∞). This gives, interchanging summation over k and l after the second estimate,
If q = ∞, then the above calculation has to be adapted in a straightforward way. Now combining both steps, we have, sinceḂ
q . This shows the statement on the homogeneous Besov spaces. The proof for the spaces B 
Proof. We show thatḂ 
and, similarly to the above, 2 nθ λ −θφ
The proof for the inhomogeneous spaces is similar, using the same estimate for ϕ 0 (A) as before Proposition 5.1.
The analogous statement of the above theorem for a continuous parameter reads as follows.
, and θ = (1 − s)θ 0 + sθ 1 . Then, with standard modification for q = ∞, the following hold.
(1) For the real interpolation space (Ẋ θ 0 ,Ẋ θ 1 ) s,q , we have the norm equivalence
(2) Assume in addition that θ 0 , θ 1 ≥ 0. For the real interpolation space (X θ 0 , X θ 1 ) s,q , we have the norm equivalence
If A is not injective then we refer to Remark 4.3 how to modify x s,q in (1) and (2) of the Theorem in this case.
Proof. (1) To simplify notations, we assume that
, and thus
On the other hand, one has φ 0 (2 n A)
Thus, 2
Similarly, one obtains (1) for the case q = ∞.
(2) Assume q < ∞. Repeating the arguments of part (1), we get
This is one claimed estimate. On the other hand,
This shows the converse claimed estimate. Finally, the case q = ∞ is treated similarly.
Let A be a 0-sectorial operator having a bounded M α 1 calculus. Let further θ ∈ R and q ∈ [1, ∞) and consider the real interpolation spaceḂ
−1 x which extends to a bounded operator with R λ ≤ (λ − A)
X→X . It is easy to check that C\(−∞, 0] → B(Ḃ θ q ), λ → R λ is a pseudo-resolvent. As R(R λ ) ⊃ D A , R λ has dense range and consequently, is the resolvent of a closed and densely defined operator [43, Theorem 9 .3] which we denote byȦ. Furthermore,Ȧ is 0-sectorial inḂ 
Thus the theorem follows. 
α with supp f ⊂ (1, ∞). Furthermore, to consider functional calculus for functions with full support in (0, ∞), we make the following observation. With a similar proof of the boundedness of ϕ 0 (A) before Proposition 5.1, one can check that for a function f ∈ C k (−ǫ, 1) for some k > α and ǫ > 0, we have that
is a bounded operator on X and f ( A) is a bounded operator on B θ q (A).
Some Examples
The theory developed in Sections 4 and 5 gives a unified approach to various classes of operators. Firstly, the following lemma gives sufficient conditions for the M α calculus of some operator A. We quote some convenient sources for the required M α calculus without striving for the best possible parameter α. (1 + |t|) β for t ∈ R and some β ≥ 0. Then A is 0-sectorial and has a M α calculus on X for α > β + 1. (3) Suppose that Ω is a homogeneous space of dimension d ∈ N and that the C 0 -semigroup generated by −A satisfies generalized Gaussian estimates [8, (GGE) ]. Then A has a M α calculus for α > , 2) . This has been refined in [34, 55, 13] .
Note that in the literature of spectral multipliers, M α calculus is very often defined by considering the self-adjoint functional calculus and then extrapolating to L p . This calculus coincides with Definition 3.3 (restricted to R(A) in (1)).
Proof. To a proof of (1), we refer to [46, Theorem 7.23, (7. 
for any 1 < p < ∞, where (φ n ) n∈Z and (ϕ n ) n∈N 0 are a homogeneous and an inhomogeneous dyadic partition of unity on R + , and ψ satisfies for some C, ǫ > 0, α as above and any t > 0 (6.3) sup k=0,...,α+1
Proof. As we remarked above, A has a M α calculus for α > max(⌊ Under certain additional conditions we can write the expression in (6.2) as a convolution. Namely, we suppose that G is nilpotent and possesses representations π λ , λ ∈ R along with dilations δ s , s > 0 satisfying the following properties.
(G1) There exists a Hilbert space H such that π λ : G → B(H) is a unitary representation for any λ ∈ R.
(g)) with suitable n ∈ N (2n + 2 is the homogeneous dimension of G).
This is satisfied e.g. if G is the Heisenberg group
for λ ∈ R, the dilations δ s (x, y, t) = (sx, sy, s 2 t), s > 0, and
is the sub-laplacian operator on H n . For example if ψ and φ are as in (G4), thenφ(λ) = α∈N n ψ((2|α|+n)|λ|)P α , where the P α are projections on H = L 2 (R n ) mutually orthogonal, coming from an orthonormal basis of Hermite functions on R n [38] . We obtain the following corollary from Theorem 4.9.
Corollary 6.3. Let G be a Lie group as above satisfying (G1) -(G5). Then for 1 < p < ∞, the following equivalence of g-function type holds
for l = ±1 and k = 0, . . . , M + 1, where ψ and φ are given by (G1) -(G5).
Proof. We show that ψ satisfies the assumptions of Theorem 4.9 with θ = 0. We claim that
the first equality according to Lemma 4.7, the second according to (G3). By properties (G2) and (G4), then sup t>0 |t 1+l ψ
This shows the first condition of (6.3) for α = 0. The proof for higher orders of α is similar.
. Note that in [38] , even more general conditions on the kernel
where ∇ denotes the gradient on the Heisenberg group, are obtained to conclude Corollary 6.3. See also [42] for more results on spectral multipliers on the Heisenberg group. 
− 1), · Kn standing for the Kato class norm [60] . 
where the potential V = V + − V − is such that the positive part V + belongs to L 1 loc (R d ) and the negative part V − is in the Kato class [45] . Then A + wI satisfies the upper Gaussian bound for w > 0 large enough [45, (5) ] so that A + wI has a bounded M α calculus by Lemma 6.1 (1) , and the norm descriptions for the inhomogeneous spaces hold in this case.
Further Schrödinger operators with M α calculus such as (small perturbations) of the harmonic oscillator A = −∆ + |x| 2 , a twisted Laplace operator and scattering operators are considered in [18, Section 7] .
In the recent paper [49] there is an extension of the above to weighted L p spaces. Suppose that A is a self-adjoint operator such that the corresponding heat kernel satisfies
for all t > 0, N > 0 and x, y ∈ R n , where the auxiliary function ρ is subject to a further condition [ [8] and [55] , operators A that have a M α calculus on L p (U) for p ∈ (p 0 , p ′ 0 ) are considered. These include higher order operators with bounded coefficients and Dirichlet boundary conditions on irregular domains. They are given by a form a : V × V → C of the type
for all α, β and Garding's inequality
. Then a is a closed symmetric form and the associated operator A falls in our scope with p 0 = max( 2D m+D , 1) [8] . A further example are Schrödinger operators with singular potentials on R D . Here A = −∆ + V on R D for D ≥ 3 where V = V + − V − , V ± ≥ 0 are locally integrable and V + is bounded for simplicity. We assume the following form bound:
and some γ ∈ (0, 1). Then the form sum A = (−∆ + V + ) − V − is defined and the associated form is closed and symmetric with form domain H 1 (R D ). By standard arguments using ellipticity and Sobolev inequality, A falls in our scope with p 0 = 2D D+2 [8] . We also refer to Auscher's memoir [4] for more on this subject. 6.6. Laplace operator on graphs. Consider a countable infinite set Γ and let σ(x, y) be a weight on Γ satisfying σ(x, y) = σ(y, x) ≥ 0 and σ(x, x) > 0, x, y ∈ Γ. This weight induces a graph structure on Γ. Assume that Γ is connected, where x and y are neighbors if σ(x, y) > 0. We consider the discrete measure µ defined by µ({x}) = y neighbor x σ(x, y) and the transition kernel p(x, y) = σ(x,y) µ(x)µ(y)
. Then A = I − P, where P f (x) = y p(x, y)f (y)µ(y) is the discrete Laplacian on the graph Γ. According to [37 ), where D and β are constants depending on the graph [37, Section 1], so that our results are available in this case.
6.7. Laplace operators on fractals. Many interesting examples of spaces and operators that fit into our context are described in the theory of Brownian Motion on fractals (see for example [32] ). We mention only the Laplace operator A on the Sierpinski Gasket, which has a M α calculus for α > log 3/(log 5 − log 3) [5] . Thus our results from Sections 4 and 5 are available for this operator.
6.8. Differential operators of Hermite and Laguerre type. These differential operators are of the form Af = n λ n f, h n h n , where (h n ) is an orthonormal basis in L 2 (U, µ).
. Since the spectrum of these operators is discrete the Paley-Littlewood decomposition may take the form (6.6)
, where P n f = n∈In f, h n h n with I n = {λ k : λ k ∈ [2 n , 2 n+1 ]} [20] , provided the required multiplier theorems are true. However these are shown for the Hermite operator in [51, p. 91] , where also a weight w(x) = |x| −n(p/2−1) is allowed for the range
Bisectorial Operators
In this short section we indicate how to extend our results to bisectorial operators. An operator A with dense domain on a Banach space X is called bisectorial of angle ω ∈ [0, π 2 ) if it is closed, its spectrum is contained in the closure of S ω = {z ∈ C : | arg(±z)| < ω}, and one has the resolvent estimate (I + λA)
If X is reflexive, then for such an operator we have again a decomposition X = N(A)⊕R(A), so that we may assume that A is injective. The H ∞ (S ω ) calculus is defined as in (2.3), but now we integrate over the boundary of the double sector S ω . If A has a bounded H ∞ (S ω )-calculus, or more generally, if we have Ax ∼ = (−A 2 )
2 ) (see e.g. [16] ), then the spectral projections P 1 , P 2 with respect to Σ 1 = S ω ∩ C + , Σ 2 = S ω ∩ C − give a decomposition X = X 1 ⊕X 2 of X into invariant subspaces for resolvents of A such that the restriction A 1 of A to X 1 and −A 2 of −A to X 2 are sectorial operators with σ(A i ) ⊂ Σ i . For f ∈ H ∞ 0 (S ω ) we have (7.1)
We define the Mihlin class M α (R) on R by f ∈ M α (R) if f χ R + ∈ M α and f (−·)χ R + ∈ M α . Let A be a 0-bisectorial operator, i.e. A is ω-bisectorial for all ω > 0. Then A has a M α (R) calculus if there is a constant C so that f (A) ≤ C f M α (R) for f ∈ 0<ω<π H ∞ (S ω ) ∩ M α (R). Clearly, A has a M α (R) calculus if and only if A 1 and −A 2 have a M α calculus and in this case (7.1) holds again. Letφ n or ϕ n be the dyadic partitions of unity from Definition 2.2 and extend them to R byφ n (t) =φ n (|t|) and ϕ n (t) = ϕ n (|t|) for t ∈ R.
Using the projections P 1 and P 2 one verifies that E n ǫ n ϕ n (A)x ∼ = E n ǫ n ϕ n (A 1 )P 1 x + E n ǫ n ϕ n (A 2 )P 2 x .
If ψ : (0, ∞) → C is as in Theorem 4.9, put ψ(t) = ψ(|t|) for t ∈ R and obtain t −θ ψ(tA)x γ(R, dt t ,X) ∼ = t −θ ψ(tA 1 )P 1 x γ(R + , dt t ,X 1 ) + t −θ ψ(tA 2 )P 2 x γ(R + , dt t ,X 2 ) . Similar statements are true forφ n and the Besov norms. Now it is clear how our results from Sections 4 and 5 extend to bisectorial operators.
Strip-type Operators
The spectral decomposition from Theorem 4.1 and Proposition 4.4 can be stated more naturally in the context of 0-strip-type operators. For ω > 0 we let Str ω = {z ∈ C : | Im z| < ω} the horizontal strip of height 2ω. We further define H ∞ (Str ω ) to be the space of bounded holomorphic functions on Str ω , which is a Banach algebra equipped with the norm f ∞,ω = sup λ∈Strω |f (λ)|. A densely defined operator B is called ω-strip-type operator if σ(B) ⊂ Str ω and for all θ > ω there is a C θ > 0 such that λ(λ − B)
−1
≤ C θ for all λ ∈ Str θ c . Similarly to the sectorial case, one defines f (B) for f ∈ H ∞ (Str θ ) satisfying a decay at | Re λ| → ∞ by a Cauchy integral formula, and says that B has a bounded H ∞ (Str θ ) calculus provided that f (B) ≤ C f ∞,θ , in which case f → f (B) extends to a bounded homomorphism H ∞ (Str θ ) → B(X). We refer to [14] and [27, Chapter 4] for details. We call B 0-strip-type if B is ω-strip-type for all ω > 0.
There is an analogous statement to Lemma 2.1 which holds for a 0-strip-type operator B and Str ω in place of A and Σ ω , and Hol(Str ω ) = {f : Str ω → C : ∃n ∈ N : (ρ • exp) n f ∈ H ∞ (Str ω )}, where ρ(λ) = λ(1 + λ) −2 . In fact, 0-strip-type operators and 0-sectorial operators with bounded H ∞ (Str ω ) and bounded H ∞ (Σ ω ) calculus are in one-one correspondence by the following lemma. For a proof we refer to [27, Proposition 5.3.3 ., Theorem 4.3.1 and Theorem 4.2.4, Lemma 3.5.1].
Lemma 8.1. Let B be a 0-strip-type operator and assume that there exists a 0-sectorial operator A such that B = log(A). This is the case if B has a bounded H ∞ (Str ω ) calculus for some ω < π. Then for any f ∈ 0<ω<π Hol(Str ω ) one has f (B) = (f • log)(A).
Note that the logarithm belongs to Hol(Σ ω ) for any ω ∈ (0, π). Conversely, if A is a 0-sectorial operator that has a bounded H ∞ (Σ ω ) calculus for some ω ∈ (0, π), then B = log(A) is a 0-strip-type operator.
Let B be a 0-strip-type operator and α > 0. We say that B has a (bounded) B For n ∈ Z, we put ψ n = ψ(· − n) and call (ψ n ) n∈Z an equidistant partition of unity.
Assume that B has a B Let further (ψ n ) n∈Z be an equidistant partition of unity and put ψ n = ψ n for n ≥ 1 and ψ n = 0 k=−∞ ψ k for n = 0. The norm on X has the equivalent descriptions: Let (c n ) n∈Z be a sequence in C\{0} satisfying |c n | ∼ = ψ n g B β ∞,∞
. Then for any x ∈ D(g(B)), n∈Z c n ψ n (B)x converges unconditionally in X and g(B)x ∼ = E ǫ n c n ψ n (B)x ∼ = sup n∈Z a n c n ψ n (B)x : |a n | ≤ 1 .
For a representation of the Besov type space norm for the operator B we refer to [3, Section 3.6].
