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                                                               Abstract 
Bositty, Aishwarya M.S Department of Computer Science, Wright State University, 2020 
Development of Real-Time Systems for Supporting Collaborations in Distributed Human 
And Machine Teams. 
Real-time distributed systems constitute computing nodes that are connected by a network 
and coordinate with one another to accomplish a cooperative task, combining the 
responsiveness, fault-tolerance and geographic independence to support time-constrained 
collaborative applications, including distributed Human-Machine Teaming.   
In this thesis research the viability of real-time distributed collaborative technologies is 
demonstrated through the design, development and validation of prototype systems that 
support two human – machine teaming scenarios namely, ACE-IMS (Affirmation Cue 
based Interruption Management Systems) and ReadMI (Real-time Assessment of Dialogue 
in Motivational Interview). ACE-IMS demonstrates how a combination of AI capabilities 
and the cloud and mobile computing infrastructure can be leveraged to extend and improve 
human-machine collaboration through intelligent interruption dissemination to reduce the 
potential disruptiveness to the human, while ReadMI demonstrates how AI based 
technologies like Automatic Speech Recognition and classification algorithms can be 
augmented into a real-time video conferencing system to enhance user interaction and 
leverage the computation and decision making capabilities of computers to improve 
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Today numerous industrial and commercial enterprises use real-time distributed computing 
systems to, e.g., provide services, scale up operations and enhance logistical support. 
Companies like Uber and Lyft use dispatch systems, Airlines use flight control systems 
and ecommerce companies use real-time tracking systems. Other use cases also include 
electronic banking system, sensor networks, massive multiplayer online games, and 
telecommunications [1] [2] [3]. 
Real-time distributed computing systems are systems that can function in real-time and can 
be deployed in a distributed manner, thereby eliminating a single point of failure. The 
saliency of real-time distributed applications lies in the immediacy of user experience (real-
time interactions), cost-effective scaling up of computational resources and deployment of 
fail-safe applications through operational redundancy. The said salient features of real-time 
distributed systems can be leveraged to develop collaborative and interactive applications 
between users irrespective of computing platform and geography.  
In this thesis we showcase the discussed salient features of real-time distributed systems 
via a system-based design and development of two applications governed by the need for 
collaborative interaction between users and immediacy of decision-making namely, 
Affirmation Cue based Interruption Management Systems (ACE-IMS) and real-time 





1.1 Affirmation Cue based Interruption Management Systems (ACE-IMS) 
 
ACE-IMS is a real-time distributed interruption management system. It derives its utility 
in mitigating the disruptiveness of interruptions on human performance in a multi-user 
multi-tasking distributed environment. It fulfills this objective by recognizing task 
boundaries through identifying the corresponding affirmation cues and then using the 
task boundaries as candidate points for interruption. Here a task boundary is the time 
instance between two sub-tasks in typical multi-user multi-tasking environment [5]. 
1.2 Real-time assessment of dialogues in Motivational Interview (ReadMI) 
 
ReadMI is a real-time distributed assessment system that supports the training of medical 
professionals to acquire motivational interviewing skills.  Motivational interviewing is a 
goal-oriented patient-centered approach that allows for ambivalence resolution and 
encourages positive behavioral change through increased patient speech time while 
reflecting on their actions during the patient-doctor encounter. It has been used to help 
identify, prevent and reduce problematic use, dependence and abuse on drugs, alcohol and 
smoking as well as for chronical disease managements [4].  
ReadMI system overcomes the prevalent drawbacks of limited manual behavioral coding 
of motivational interviewing sessions and consequently the lack of disseminating real-time 
feedback to the trainees. It leverages the computational power of cloud-based AI 
technologies, such as ASR and NLP, and a collaborative video-conferencing based web 
interface that allows the trainees to interact with emulated patient remotely during MI 
training roleplay sessions and discuss real-time feedback with the expert instructors and 




1.3 Distributed Real-Time Systems Supporting Human-Machine Teams  
 
In real-time systems response can be obtained within a specified time constraint. This 
capability leads to many applications in various fields of technology, most notably in, e.g.,  
Medicine, Peripheral equipment applications, Industrial application, Telecommunication 
applications, Aerospace and Defense. This thesis research particularly explored such 
system as a viable solution to support human-machine teams.  
ACE-IMS (Affirmation Cue based Interruption Management System) is a distributed real-
time system that can recognize the human dialogue/conversation pattern and improve the 
timing of interruptions by using task boundary modeling. On the other hand, ReadMI 
demonstrate how a distributed real-time system can provide capabilities, that is not possible 
by human themselves, to improve the user experience by providing the healthcare provider 
the real-time feedback that help them to enhance they motivational skills in a distributed 
training/learning environment. 
The rest of this thesis provides a comprehensive description of the distributed real-time 
systems and their viability in ACE-IMS and ReadMI. Chapter 2 consists of literature 
survey; Chapter 3 presents Motivation and Contributions; Chapter 4 describes the system 
designs of ACE-IMS and ReadMI; and Chapter 5 showcases the results with Conclusion 













This chapter provides a brief review of related background of this thesis research. 
 
2.1 Affirmation Cue based Interruption Management System (ACE-IMS)  
 
Interruption management systems are a system-based approach to mitigate the 
disruptiveness of untimely interruptions on human productivity and success in task 
completion. Interrupting tasks at random moments can cause users to take up to 30% longer 
to complete a task, commit up to twice the errors and experience up to twice the negative 
effect than when done at task boundaries [5][6]. In the context of [5][6], tasks are divided 
into primary and secondary tasks and task boundary is defined as the time instance between 
two instances of task execution. In these work, the mode of communication between users 
is restricted to speech. 
The task boundaries within the context of this thesis research work are identified based on 
“Affirmation Cues”. Affirmation cues are lexical phrases, extracted from speech 
information like “yup”, “Got it” which signal task transition [5][6].  
The application environments for IMS can be broadly classified into: 1. Single user multi-
tasking environments, and 2. Multi-user multi-tasking environments.  The scope of this 





The system design challenges pertaining to ACE-IMS sublimates to: 1. Remote Distributed 
Operation [Communication] [10], and 2. Synchronization [voice transmission and 
Automated Speech Recognition (ASR) integration] [10]. 
Therefore, this thesis research addressed the needs of real-time implementation for IMS in 
collaborative systems, whose successful deployment is characterized by responsive user 
experience and reliable and scalable remote operations. Hence in the next chapter we will 
describe the motivating principles borne out of the shortcomings of the previous literature 




Motivational interviewing (MI) is a patient-centered counseling style that motivates a 
patient to change and is proven to be efficient with people that may otherwise be unwilling 
to change.  
Any application area that necessitates its clients to undergo behavioral or lifestyle change, 
is an example for a potential Motivational use case, e.g.,[4] 
• Treatment of psychological problems 
• Helping patients change behavior  
• Parenting  
• Gambling problem  
• Substance dependence  
• Depression  




The main aim of motivational interviewing is to encourage behavior change by evoking 
patient’s intrinsic motivations for change. This requires communication skills to strengthen 
and support the process of change talk accomplished by developing and strengthening 
skills in, e.g., asking Open-ended questions, affirming change talk, reflecting on client 
actions and Summarization, more formally abbreviated as OARS. A good interview is one 
in which the discussed elements of OARS are satisfied [21] [22]. 
Open-Ended Questions encourage patients to continue talking is the most crucial part of 
Motivational Interviewing. An example for an open-ended question is “What motivates 
you to quit smoking?”. This style of questioning allows the client to elaborate on the 
problem at hand and provides additional details for the medical practitioner to explore and 
encourage positive change in client. Affirmation is done by recognizing and reaffirming 
the patient’s intention for positive change, example “You are clearly a very resourceful 
person” [7]. Reflective Listening is effectively employed through summarization 
accomplished through repetition of patient’s own words in form of a statement than a 
question. Reflective listening help to build engagement with client. It allows practitioners 
to clarify what that patient is saying for understanding correctly and to reflect back to the 
patient so they can hear what they are saying and can choose to either move forward or 
pause to reflect. Summarization is used to collect reflections, allowing the practitioner to 
identify the main ideas of the patient. When we combine summarizing with reflective 
listening the clients find themselves self-learning to talk about change [8].  
A typical MI roleplay session consists of a medical practitioner, a facilitator and a client 
(role assumed by a simulated patient or other medical students or practitioners). It can be 




the providers due to its logistics flexibility. During the Covid-19 pandemic, it is becoming 
the only option to continue such training. To facilitate such remote sessions, a typical 
system should support real-time video conferencing capabilities for interaction with real-
time feedback at the end of each session for discussion and effective retention of MI skills. 
There have been attempts made by other researchers to support these requirements, for 
example [9] has developed an application called Free Change Talk which engages the 
clinician in conversation with a virtual mother and child. However, the author failed to 
implement a real-time distributed system, whose saliency in MI training involves provision 
of real-time feedback in remote learning. These observations lead to the development of 
Read MI which augments and transforms the existing video-conference platform to 







Motivation and Contribution 
 




The main motivation is to propose a real-time interrupt management system which explores 
the use of affirmation cues within multi-user, multi-tasking distributed collaborative 
interactions. Interactions are referred to task-oriented dialogues in which participants 
communicate with one another in speech. In these interactions there are two or more people 
multitasking in distributed environments where speech is the only communication 
modality.  
An example is emergency management involving first responders and communication 
operators. The operator at the command center communicate with emergency personnel on 
the ground, e.g., to pass on the location of the hazard. The command center operator may 
have simultaneously a primary task and a secondary task to perform. For instance, the 
primary task is coordinating location alignment with a first responder, while the secondary 
task is monitoring for other emergency or system maintenance alerts. Other distributed 
multi-user, multi-tasking scenarios include air traffic controller, pilot, Unmanned Aerial 




Frequent interruptions in these kinds of scenarios are unavoidable, and often lead to 
devastating consequences where there is a tendency for participants to be overwhelmed 
that could jeopardize the correct and efficient completion of the primary task [5].  
Contribution: 
To solve this problem, we have developed a real-time distributed application that possess 
communication skills required to know “when” to share the information with human 
teammates concerning their actions, limitations and intentions resulting in an intelligent 
interruption dissemination system. 
Specifically, the interruptions are disseminated on occurrence of task boundaries.  In order 
to recognize the task boundaries, the dialogue is converted to text by passing the speech 
data to Google ASR to obtain the transcripts in real-time. The received text from the ASR 
is then passed to the NLP algorithm to identify the task boundaries by examining the 
corresponding affirmation cues. To illustrate the operations, an Android based prototype 
has been developed that enables real-time communication between the two distributed 




From the overall literature survey, the main motivation is to purpose a real-rime automatic 
feedback generation system to improve the efficacy and efficiency of the MI learning by 
providing the feedback on the roleplay session in real-time. 
ReadMI works as a virtual participant in a video-conferencing session.  It accesses the raw 




analysis and then generating the feedback for the clinicians. Our proposed solution is a 
distributed system where the users are distributed over different geographical locations and 
can still participate in the motivational interviewing sessions remotely [4].  
Contribution: 
We have designed and implemented a real-time distributed feedback system that can be 
used with existing web-based video conferencing applications. The speech data from the 
clinician and the client are collected in real time internally from the video conferencing 
application and are passed to Google ASR for transcribing the speech to text.  On the 
resultant text, NLP analysis is performed and the results (feedback) is formulated and 
shown to the clinician, and simultaneously the results are also stored in the cloud (AWS 




















System Designs and Implementations 
 
This chapter provides a comprehensive description about the system designs and 
implementations.   
 
4.1 System Design for ACE-IMS 
   
          
          Figure 1. Prototype system design for ACE-IMS to accommodate the AI system. 
We aim to develop an Android-based prototype system to illustrate the concept, operation 
and efficacy of ACE-IMS. This prototype system consists of multi-channel audio input, 
i.e., one audio input per user. Voice data is recorded and sent to an audio preprocessor. The 
preprocessor reduces the noise and fine tunes the gain of the audio using audacity API 




cloud-based automatic speech recognition (ASR) engine, the Google cloud speech service 
in our implementation, and simultaneously the audio packets are also sent to the other 
participant’s device to enable real-time communication between them. The two devices are 
connected over IP allowing the two devices to simulate a voice call using a broadband 
internet connection. The adaption of the widely available cloud-based ASR services such 
as Google cloud speech helps mitigate the potentially prohibitive computation burden of 
running an ASR on the local machine, and ultimately avoid the delay associated with high 
accuracy speech recognition. Our experimental studies observe that the real-time Google 
Cloud ASR latency is generally under 350 ms [5].The resulting test utterances are stored 
in a file and are transferred between the two devices as Transmission Control Protocol 
(TCP) packets over IP and then simultaneously the results are also feed into the classifier 
class. The NLP classifier class will perform the classification on the data and gives out the 
results. Here the results refer to highlighting the task boundaries in real-time on progressive 
conversations. 
To enable real-time communication between the two distributed operators we provide real-
time audio and video capability over IP. As an upgrade of the earlier version which was 
proposed by [6], new feature that support audio and video calling has been added. Real-
time voice transfer has been enabled using Voice over IP (VoIP), while video-calling 
feature is enabled between the two devices using RTSP (Real-Time streaming protocol) in 
which UDP packets are transmitted over IP between the two devices using RTSP protocol. 
4.1.1 System implementation for supporting Voice and Data Transfer (Between Two-
Device) 
The developed real-time distributed Android application is used for interruption 




the challenge of disseminating well-timed interruptions. In ACE-IMS two users, Operator-
1 and Operator-2, will communicate with each other using android devices over IP. Voice, 
video and texts are exchanged between the two android devices.  
The process of establishing communication is summarized below:  
The application is installed on both devices, with one device being used as the master 
device and the other as the slave device for customized operations. Once both devices are 
connected over IP, the master device is used to control many operations like start, pause, 
stop, and reset.  IP address of each device is made known to the other side prior to the 
connection. 
                    Figure 2. Process of Pairing two devices over VOIP.   
Once both devices are connected; voice [13][14][15], video (UDP packets) and text 
(utterances from the Google ASR) (TCP packets) are transferred between the two devices 
in a peer-to-peer fashion. The transcript of the conversation is exchanged while the 
conversation is still in progress, instead of exchanging the complete script after the 




4.1.2 System implementation for video capability 
 
ACE-IMS supports real-time video calling between two distributed devices using RTSP.  
 
        Figure 3. System Design of ACE-IMS with Real-Time video transfer enabled 
The two remote Android devices are connected over the internet (IP). After choosing the 
operator role by the user the android device will turn on the front camera and the video 
begins to transfer. The video is sent as the UDP packets [14]. The other device which will 
be receiving the streaming video will be having a RTSP capable video player which 
decodes the streaming content coming from the streaming device.  
 
4.1.3 Enhancing the Fault Tolerance and Scalability with Cloud-enhanced Solution 
 
In the earlier version of ACE-IMS, dialogue transcripts between the two users (Operator-




fault tolerance and availability, we also consider transferring the dialogues transcripts 
between the two users through a cloud platform.  
The cloud-enhanced solution supports multi-channel audio inputs from multiple (>2) users. 
To illustrate the viability of this solution, the resulting speech to text utterances from the 
ASR are first sent to Amazon DynamoDB [16][17][18][19]. For simplicity, in this 
prototype, the receiver device(s) will keep polling the table for new data, if the new data is 
entered into the table, the receiver device will fetch it from table and display it to the end 
user. In the future, an event notification model could be implemented to further improve 
the efficiency of the interaction between subscribed receivers and the DynamoDB server. 
There are two tables created in DynamoDB with index number as the primary key called 
operator-1 and operator-2, for operator-1 and operator-2, respectively. The audio input 
from the operator-1 is recorded and sent to the preprocessor, which reduces the noise and 
fine tunes the gain of the audio. The preprocessed audio is then sent to the cloud-based 
ASR engine which is Google cloud speech service in our implementation. The results from 
the Google ASR are sent to AWS DynamoDB table named operator-1, the other device 
which is running as the operator-2 keeps polling the operator-1 table for new entries. When 
a new entry is made available in the table the new data will be pulled and displayed to the 
end user by the second device which is running as the operator-2. Vice versa of this happens 






          Figure 4. System Design for ACE-IMS for Data Transfer over DynamoDB table.   
4.2 System Design for ReadMI  
       
The proposed ReadMI solution addresses the issue of processing lexical information in the 
real-time for making the analysis i.e. Doctor speaking time, patient speaking time, Number 
of open and closed sentences, Number of reflective statements. 







                                    Figure 5. System Design for Read-MI 
The audio is then sent to cloud-based automatic speech recognition (ASR) engine, the 
Google cloud speech service in our implementation. The adoption of the widely available 
cloud-based ASR services, such as google cloud speech, helps mitigate the potentially 
prohibitive computation burden of running an ASR on the local machine and ultimately 
avoid the delay associated with high-accuracy speech recognition. Our experimental 
studies observe that the real-time ASR latency is generally under 350 ms [5]. The resulted 
text utterances are then stored into a file and is also sent to the AWS S3[20] bucket named 
(readmi). AWS S3 bucket is a storage service for storing files, images and objects in the 
cloud this service is provided by Amazon. 
The Doctor Transcript files and the Patient Transcript files that are stored in the S3 bucket 
(readmi) are later retrieved by the merging class to generate the complete dialogue 
transcripts. After retrieving the transcripts, i.e., the doctor transcript file and the patient 




readmibackup bucket where all the transcript files are backed up. The merging class 
retrieves the transcription files by constraining few conditions like filenames should be 
equal and the time count difference should be less than 10 seconds, the time count here 
refers to the time at which the files are saved in the bucket.  
The merged dialogue transcripts are fed into the classifier class, the classifier class will 
perform the classification on the data and gives out the analysis. The resultant metrics will 
contain Doctor speaking time, patient speaking time, Number of open and closed sentences 
and Number of reflective statements. The metrics are displayed to the Clinician as feedback 













In this chapter, the (Graphical User Interface) GUI of the designed applications are shown 
to demonstrate the functionality of ACE-IMS and ReadMI. 
5.1 ACE-IMS 
Figure 6 shows the main activity of the application where we enter the IP addresses of the 
other tablets to establish the IP connection in a distributed environment. As described in 
Figure 4. the operator 1 corresponds to UAV Operator and operator 2 corresponds to 
Ground Troop Operator. 
          






                          Figure 7. Permission to access Microphone and storage. 
In order to access the application, operator must give permission to access microphone, 
camera and internal storage as shown in Figure 7. After giving the permission operator 











                               Figure 8. UAV operator activity User Interface (UI) 
Figure 8 illustrates the UI of the participant who selected the role of UAV operator. The 
session starts the image sharing or video streaming on the right-side layout as shown in 
Figure 8. On the left side layout, the transcribed text will be getting displayed. We can 
hide the left side layout (Transcripts) by clicking on the “Hide Transcripts” button and 







                          Figure 9. UI of the UAV operator with transcripts hidden  
As shown in Figure 9, after clicking the “Hide Transcripts” button the transcripts layout 
will be hidden and only the image sharing will be displayed to the operator. In addition, 
Voice is off/on button is used to enable and disable the live audio streaming between the 
two connected devices. On click of “Start Session” button, session and the timer counter 











                            Figure 10. Ground troop operator Android activity UI 
Figure 10 illustrates the UI of the participant who selected the role of Ground Troop 
Operator. Similar to the UI for the UAV operator, Ground Troop Operator can also hide 
the left side layout (Transcripts) by clicking on the “Hide Transcripts” button and only 









     





                                     Figure 12. UAV operator UI with transcripts shown        
The audio input from the user is taken and then sent to the Google ASR for transcription. 
The transcribed text returned from the ASR is displayed in the Transcript layout and also 
streamed and displayed on the other’s device in real-time as shown in Figure 12.                
The highlighted text in Red in the screenshot as shown in Figure 12 represents the 
occurrence of the task boundary identified correctly by the NLP classifier, where an 







Figure 13 and 14 illustrate the operations when the cloud-enhanced solution is in action. 
The transcribed texts of Ground Troop Operator and UAV operator, which are returned 
from the ASR, are stored in the corresponding table in AWS DynamoDB, Ground Troop 
Operator and UAV operator’s ACE-IMS application keeps polling the corresponding table. 
When any new entry has been made in the table, data will be retrieved and displayed in the 
transcript layout which is present on the left side.  
    


























                 Figure 15. GUI of and Interface between JITSI and ReadMI app 
 
The audio from the web-based video conferencing application (JITSI [12] is used in our 
experiments.) will be internally directed to ReadMI using VB-Audio software as shown 
in the Figure 15. On starting the session on ReadMI, the audio from the VB-audio will be 
sent to Google ASR for transcribing the speech to text. The transcribed text returned from 
the ASR will be displayed progressively in the text area field. 
As shown in Figure 16, the small Text box in the GUI of ReadMI is used to 
differentiate Doctor Tag from Patient Tag. If we are running the session as a Patient, we 
will use P tag; if we are running the session as the Doctor, we will be using the D tag. 
The big text box is used for entering the Doctor name. 




  - Used for starting the session  
- Used for saving the session  
- Used for displaying the metrics 
 
                 
     Figure 16. “P” tag text-box insertion to denote “Patient” Read-MI Window 
 
      
Big Text Box 




After saving the transcript file on both sides, i.e., clinician and the client, at the end of the 
roleplay session, by clicking the  “file button” on clinician ReadMI app the metrics 
file will be displayed to the clinician in the real-time as shown in Figure 17. 
 
                                     












The prototype design, development and validation effort as shown in this thesis research 
work clearly demonstrate that AI-supported real-time distributed systems are capable of 
supporting collaborative interaction between humans and/or machines. Two use cases 
ACE-IMS and ReadMI have been used as the examples for validating our statements.  
Specifically, this thesis has made the following contributions to the related research fields: 
• Have developed an Android based real-time distributed system that use AI 
technologies such as ASR and NLP to understand the human teammates concerning 
their ongoing tasks, and identify when to disseminate the potentially disruptive 
orthogonal task information to them through intelligent interruption dissemination. 
Particularly, the interruptions are interpreted on occurrence of task boundaries, for 
recognizing the task boundaries the speech input given by the operator is converted 
to text by passing the speech data to Google ASR, the received text from the ASR 
is passed to the NLP algorithm and the task boundaries are identified. To enable 
real-time communication between the two distributed operators we provide real-
time audio and video capability along with transcribed text being transferred 
between the two devices over the Internet. 
• Have developed a real-time distributed assessment and feedback system to augment 
the human-expert’s the decision-making in the context of virtual online medical 
trainings when a web-based video conferencing platform is used. The speech data 
from the role-plays between the doctor and emulated patient are collected in real 




ASR for transcribing the speech to text, followed by NLP analysis that produce the 
performance evaluation and feedback in real-time. The results are also stored in the 
cloud (AWS S3 bucket) and can then be used by the expert for future training 
curriculum changes and customizations.  
Future Work  
 
There are several new opportunities emerging from the research which can be explored to 
further improve system designs of real-time distributed systems. 
In ACE-IMS the real-time distributed android application with video and audio streaming 
is supported between the two android devices, efforts are underway to upgrade the system 
to multiple devices (more than two). Further, the audio and the video packets are 
transmitted bi-directionally in separate UDP packets with a delay in the interval of [10, 20] 
milliseconds which occasionally desynchronizes the audio with video streams. Further 
exploration is needed to identify streaming protocols that allow for simultaneous 
transmission of audio and video packets to minimize lag and enhance user experience. 
In ReadMI, a third party software tool[4], that redirects the audio stream from the video 
conferencing application (JITSI)[12] internally to the ReadMI desktop application, we 
would like to automate the process by integrating the ReadMI desktop application with the 
video conferencing application (JITSI) to enhance user experience and for better 
performance.  
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