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Abstract
The computation of three-dimensional viscous ﬂows on complex geometries requiring distorted meshes is of great interest. This
paper presents a ﬁnite volume solver using a quadratic reconstruction of the unknowns for the advective ﬂuxes computation, and
a conservative and consistent discretization of the diffusive terms, based on an extended version of the Coirier’s diamond path. A
fully implicit time integration procedure is employed with a preconditioned matrix-free GMRES solver.
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1. Introduction
The solver presented in this paper is based on a ﬁnite volume method, in which the conservative Navier–Stokes
equations are integrated over each mesh control volume V . This integration leads to Eq. (1) in which advective ﬂuxes
Fa and diffusive ﬂuxes Fd are integrated over the surfaces limiting the cells
ds
dt
+ 1
V
∫
S
Fa(w) · n dS = 1
V
∫
S
Fd(w,∇w) · n dS. (1)
In this equation, s and w, respectively, denote the conservative and primitive variables vectors
s = (, ux, uy, uz, E)T, w = (p, ux, uy, uz, T )T (2)
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collecting velocity u, ﬂuid density , pressure p, temperature T and total energy E. The surface normal vector is noted
n. This formulation ensures the conservation of mass, momentum and total enthalpy through the computational domain
as well as the Rankine–Hugoniot relations through discontinuities.
This formulation does not make any hypothesis on the mesh geometry. We assume here that the cells are polyhedra
whose volume faces may be triangles or (possibly non-planar) quadrilaterals. A cell-centered approach is used, so that
the mean value of s over a cell is assumed to be equal to the value at the cell gravity center, leading to a second-order
truncation error [6] for the advective derivatives. A Gauss quadrature formula is employed to perform the integration
of the ﬂuxes on the cell surfaces. However, due to the cell-centered approach, the unknowns w and their gradients,
necessary for the computation of the diffusive ﬂuxes, are not available on the faces. For the advective terms evaluation,
a reconstruction procedure, described in Section 2, is performed. An extended version of the Coirier’s diamond path
[2], presented in Section 3, is developed to ensure a second-order approximation of the gradients, and thus a consistent
discretization of the diffusive terms, regardless of the irregularity of the mesh.
Finally, a fully implicit time integration procedure is employed and described in Section 5. Newton method is used to
linearize the equations resulting from the implicit discretization, and the linear systems are solved by a preconditioned
matrix-free GMRES solver [10].
Two test cases are presented in Section 6 to illustrate the good accuracy properties of the solver.
2. Advective terms discretization
According to Eq. (1), the advective and diffusive terms discretization key is to integrate the ﬂuxes over the cell
surfaces. The integration is performed by a Gauss quadrature formula. Only one ﬂux is evaluated at each Gauss point of
a face for its right (R) and left (L) neighbor nodes, ensuring the global conservativity of the method. This formulation
ensure the conservation of mass, momentum and total enthalpy through the computational domain as well as the
Rankine–Hugoniot relations through discontinuities.
For the advective terms, the ﬂuxes evaluated at the Gauss points are computed by upwind methods such as Roe’s ﬂux
difference splitting [9], Van Leer’s ﬂux vector splitting or advective upstream splitting methods (AUSM) [7]. They are
denoted F˜(w˜R, w˜L), where the reconstructed values w˜R and w˜L are evaluated by a truncated Taylor series expansion:
w˜R,L = wR,L + (rG − rR,L)T∇wR,L + 12 (rG − rR,L)THR,L(rG − rR,L) + O(h3), (3)
where rG denotes the Gauss points positions whereas the Hessian matrix H contains the second derivatives of w˜R,L. A
constant reconstruction scheme (ﬁrst order) only uses the left and right neighbors values but is proven to be inconsistent
on irregular meshes. A linear reconstruction is necessary to ensure consistency. It requires the computation of a ﬁrst-
order approximation of the gradient. One Gauss point is needed for each triangular face while four are necessary for
a quadrangular one. A third-order method, which leads to second-order truncature errors on the advective derivatives,
is obtained by using a quadratic reconstruction with three Gauss points per triangular face and four per quadrangular
one. Such a scheme requires a second-order approximation of the gradient and a ﬁrst order one for the Hessian matrix.
The development of those high order schemes requires thus the computation of ﬁrst and second derivatives of the
variables at the nodes. A stencil is ﬁrst selected for each node, which is the set of neighboring nodes whose variables
values are linearly combined to provide the aforementioned centered derivatives. This combination is deﬁned in such
a way that the difference between the reconstructed values at the location of the stencil nodes and their actual values
is minimized in a least squares sense. A more detailed discussion on the discretization accuracy on 3D unstructured
meshes can be found in [6].
In case of ﬂows presenting shocks or high gradients, the use of high order methods can introduce severe oscillations
in the solution. It is therefore necessary to limit the order of reconstruction in these regions. A hybrid scheme [3] is
used in this paper, modifying Eq. (3) in
w˜R,L = wR,L + ((1 − )+ )(rG − rR,L)T∇wR,L +  12 (rG − rR,L)THR,L(rG − rR,L) + O(h3), (4)
where  and  denote, respectively, the binary detector and the limitor. If no high gradient is detected,  = 1 and the
quadratic reconstruction is maintained. Otherwise,  = 0 and only a limited linear reconstruction is used to preserve
the monotonicity.
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Fig. 1. 3D diamond path based on a quadrilateral face.
3. Diffusive terms discretization
The same conservative approach as for the advective terms is employed here. The diffusive ﬂuxes must be evaluated
at the Gauss points of the cell faces. For a Newtonian ﬂuid, they can be written as
Fd =
⎛
⎜⎝
0T
[∇u + (∇u)T] − 23(∇ · u)I
 uT[∇u + (∇u)T] − 23(∇ · u)uT + k∇T
⎞
⎟⎠ . (5)
The gradients are thus required at each face Gauss point. To obtain a consistent discretization of the diffusive terms
regardless of the irregularity of the grid, a second-order approximation of the gradients is necessary.
A compact scheme based on Coirier’s diamond path [2] is ﬁrst generalized in three dimensions. This method exhibits
very good positivity properties, which avoids oscillations to appear in the solution. The diamond path is built by
connecting each vertex of a face to the left (L) and right (R) neighbor nodes, forming a polyhedron  (Fig.1) on which
a Green-Gauss formula is applied to compute the gradient at the face center P.
∇wP = 1

∫

wn d+ O(h), (6)
where n denotes the surface normal vector and  the volume of the polyhedron.
Those integrations are performed by a sum of integrals over every triangles that form the diamond path. It can be
done by a loop over the NE face’s edges
∇wP = 16
NE∑
i=1
{[(rL − ri ) × (ri+1 − ri )](wL + wi + wi+1)
− [(rR − ri ) × (ri+1 − ri )](wR + wi + wi+1)} + O(h) (7)
∇wP appears thus as a linear combination of values of w at L, R and at the face vertices i. Each of the latter, wi
(i = 1, . . . , NE), is individually reconstructed with a second-order accuracy from the nodes surrounding vertex i. It
is ﬁnally possible to express ∇wP as a linear combination of the unknowns at a set of N nodes surrounding the face,
this set being composed of L, R and of all the nodes arising in the reconstruction stencils of the NE face vertices. For
example, the x-derivative is computed by
w
x
=
N∑
j=1
jwj . (8)
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A Taylor series expansion of this formula shows parasitic second-order derivative terms with coefﬁcients of order h,
thus leading to ﬁrst-order accuracy only for ∇wP . These parasitic terms appear because the method used to perform
the integration over the triangles forming the diamond path is not accurate enough, and because Eq. (6) is second-order
accurate only if P coincide with the gravity center of . The discretization of the diffusive terms is thus unconsistent
on irregular grids.
An original modiﬁcation is now proposed to restore unconditional consistency (i.e., to obtain at least ﬁrst-order
truncation error for the diffusive derivatives) while keeping the good positivity properties of the diamond scheme.
The weights of Eq. (8), stored in , are now modiﬁed by a correction  in order to ensure second-order accuracy
of ∇wP . For the x-derivative, the following accuracy constraints, arising from the Taylor series expansion, should be
veriﬁed
AT(+ ) = d
where
A =
⎛
⎜⎜⎜⎜⎜⎝
vT1
vT2
...
vTN
⎞
⎟⎟⎟⎟⎟⎠ , vi =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
xj − xP
yj − yP
zj − zP
1
2 (xj − xP )2
1
2 (yj − yP )2
1
2 (zj − zP )2
(xj − xP )(yj − yP )
(yj − yP )(zj − zP )
(zj − zP )(xj − xP )
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, d =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
1
0
0
0
0
0
0
0
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (9)
As the number of nodes in the stencil is greater than the number of constraints, we can impose the weights to be as close
as possible to the values of the diamond scheme, in order to preserve the good positivity properties of this scheme. This
leads to minimizing
z = 1
2
N∑
j=1
2j (10)
with the previous constraints. This optimization problem is solved by the Lagrange’s multipliers technique.
This computation has been performed for the face center P, which is the Gauss point on a triangular face. For a
quadrangular one, the correction should actually be performed for the four Gauss points G. Rather than repeating the
procedure, it is easier to use
∇wG = ∇wP + H(rG − rP ) + O(h2), (11)
where the Hessian matrix H is evaluated in the same way as for the advective terms.
4. Boundary conditions treatment
The boundary conditions at the inﬂow and outﬂow boundaries are imposed in the ﬂuxes, i.e., in a weak way.At solid
walls, no-slip conditions are imposed in a strong way, the boundary nodes being moved to the boundary.
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5. Newton–GMRes scheme
A fully implicit scheme has been developed to overcome the difﬁculties arising from the severe non-linearities of
our problems. Newton method is aimed at the resolution of system of non-linear equations of the form
F(s) = 0. (12)
This method performs a linearization of the equations at each time step, leading to the following linear system to be
solved to obtain the variations 	s(n)
J (s(n))	s(n) = −F(s(n)), (13)
where J denoting the Jacobian matrix of F.
Because of strong non-linearities, formula (13) cannot be used at the beginning of the calculation.A pseudo-transient
approach based on the following formula has to be employed instead, the Jacobian matrix being modiﬁed by
(Jˆ (s))i,j = 1ti 	ij + (J (s))i,j , (14)
where 	ij denotes the identity matrix and where ti is the local time step (different in each cell). In order to increase
the convergence speed, this time step is computed according to the switched evolution relaxation (SER) method [8].
The SER algorithm increases the time step inversely to the residual norm reduction
CFL(n+1) = CFL(0)
(
‖F(s(0))‖
‖F(s(n))‖
)p
. (15)
The generalized minimal residual (GMRes) algorithm [10], based on a Krylov subspace method, is used to iteratively
solve the linear systems (13). In this algorithm, the full Jacobian matrix J is not required explicitly but rather in the
form of matrix–vector products, that can be computed by a ﬁnite difference like formula:
J (s(n))v ≈ F(s
(n) + 
v) − F(s(n))


, (16)
where 
 is a small number. Therefore, the Jacobian does not need to be computed at each iteration. This method is
referred to as a matrix-free algorithm. The advantages of this implementation are important because the calculation of
the full Jacobian matrix would require an important storage and could represent a major part of the computing time.
A preconditioner reducing the conditioning number of the system is however required to ensure good convergence
of the GMRES solver. Right preconditioning based on a block incomplete factorization (BILU(k)) of an approximate
Jacobian is employed [4]. This Jacobian matrix is computed with a constant reconstruction for the advective terms and
a classical diamond path for the viscous ones. The calculation and storage of this incompletely factorized approximate
Jacobian is thus necessary.
6. Results
The solver has been tested on a shock boundary layer interaction and a subsonic ﬂow past a sphere. The perfect gas
law is supposed and the viscosity is evaluated by the Sutherland’s law.
6.1. Shock boundary layer interaction over an adiabatic ﬂat plate
The two-dimensional laminar ﬂow over an adiabatic ﬂat plate is studied on an extruded three-dimensional mesh.
The free stream Mach number and temperature are, respectively, equal to 2 and 156K, and the Reynolds number is
2.96 × 105. Inlet boundary conditions are imposed for generating a shock forming an angle of 32.6◦ with the free
stream ﬂow. The initial two-dimensional mesh is composed of 18,000 cells (quadrangles in the boundary layer and
triangles everywhere else) and extruded 6 times. The ﬁrst point near the plate is located at y/L = 3 × 10−4 where the
characteristic length L is the distance between the plate leading edge and the shock impingement point. A mesh with
severe distortions, presented in Fig. 3(a), is also created.
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Fig. 2. x-component velocity proﬁle at shock impingement.
a b
Fig. 3. Shock-boundary layer interaction over an adiabatic ﬂat plate: (a) distorted mesh at the shock impingement; (b) skin friction and pressure
distribution on the ﬂat plate.
Fig. 2 shows the x-component velocity proﬁles in the recirculation zone at the shock impingement, computedwith the
corrected diamond scheme and a quadratic reconstruction for the advective terms on the distorted grid. The comparison
with the experimental results of Hakkinen [5] depicts good agreement.
The remarkably weak sensitivity of the solver to severe mesh distortions is demonstrated in Fig. 3(b) which presents
skin friction and pressure distributions.
6.2. Subsonic ﬂow past a sphere
A subsonic, almost incompressible, ﬂow past an isothermal sphere is studied. The free stream Mach number and
temperature are, respectively, equal to 0.2 and 300K and the sphere temperature is also 300K. The mesh is composed
of 270,000 tetrahedra. The ﬂow has been computed for Reynolds numbers equal to 118, 73.6 and 37.7. The streamlines
composed of a closed ring vortex behind the sphere forRe=118 are shown in Fig. 4(a). The length s of the recirculation
zones are compared with the experimental results of Taneda [1]. A linear reconstruction is used for the advective terms
to reduce computational cost required by a quadratic reconstruction.
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sd
Fig. 4. Subsonic ﬂow past a sphere: (a) streamlines around the sphere for Re = 118; (b) length of recirculation zones against Reynolds number.
7. Conclusions
This paper present a ﬁnite volume solver using high order methods to compute viscous ﬂows on unstructured meshes.
A quadratic reconstruction has been developed to compute advective terms, and a new conservative and consistent
scheme discretizes the viscous ones. Numerical results have proven the very good accuracy of the solutions, even on
highly distorted grids, either within subsonic or supersonic regimes.
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