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A Phase Vocoder based on Nonstationary
Gabor Frames
Emil Solsbæk Ottosen and Monika Do¨rfler
Abstract—We propose a new algorithm for time stretching
music signals based on the theory of nonstationary Gabor
frames (NSGFs). The algorithm extends the techniques of the
classical phase vocoder (PV) by incorporating adaptive time-
frequency (TF) representations and adaptive phase locking. The
adaptive TF representations imply good time resolution for the
onsets of attack transients and good frequency resolution for
the sinusoidal components. We estimate the phase values only
at peak channels and the remaining phases are then locked to
the values of the peaks in an adaptive manner. During attack
transients we keep the stretch factor equal to one and we propose
a new strategy for determining which channels are relevant
for reinitializing the corresponding phase values. In contrast to
previously published algorithms we use a non-uniform NSGF to
obtain a low redundancy of the corresponding TF representation.
We show that with just three times as many TF coefficients
as signal samples, artifacts such as phasiness and transient
smearing can be greatly reduced compared to the classical PV.
The proposed algorithm is tested on both synthetic and real
world signals and compared with state of the art algorithms in
a reproducible manner.
Index Terms—Phase vocoder, nonstationary Gabor frames,
time-frequency analysis, Gabor theory, time stretching.
I. INTRODUCTION
The task of time stretching or pitch shifting music signals
is fundamental in computer music and has many applications
within areas such as transcription, mixing, transposition, and
auto-tuning [1], [2]. Time stretching is the operation of chang-
ing the length of a signal, without affecting its spectral content,
whereas pitch shifting is the operation of raising or lowering
the original pitch of a sound without affecting its length. As
pitch shifting can be performed by combining time stretching
and sampling rate conversion, we shall only focus on time
stretching in this paper.
Introduced by Flanagan and Golden in [3], the phase
vocoder (PV) stretches a signal by modifying its short time
Fourier transform (STFT) in such a way that a stretched
version can be obtain by reconstructing with respect to a
different hop size. Through the years many improvements have
been made and the PV is today a well-established technique
[4]–[7]. Unfortunately, it is known that the PV induces artifacts
known as ”phasiness” and ”transient smearing” [7]. Phasiness
is perceived as a characteristic colouration of the sound
whereas transient smearing is heard as a lack of sharpness at
the transients. Many modern techniques exist for dealing with
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these problems [7]–[9], but with only few exceptions [10]–
[12], they are all based on the traditional idea of modifying
a time-frequency (TF) representation obtained through the
STFT. The STFT applies a sampling grid corresponding to
a uniform TF resolution over the whole TF plane. For music
signals it is often more appropriate to use good time resolution
for the onset of attack transients and good frequency resolution
for the sinusoidal components. We will consider the task of
time stretching in the framework of Gabor theory [13], [14].
Applying nonstationary Gabor frames (NSGFs) [15], [16] we
extend the theory of the PV to incorporate TF representations
with the above-mentioned adaptive TF resolution.
In Section II of this article we describe some related work
and explain the contributions of the proposed algorithm in
relation to state of the art. In Section III we introduce the
necessary tools from Gabor theory, including the painless
condition for NSGFs. We use this framework to present the
classical PV in Section IV and the proposed algorithm in
Section V. We include the derivation of the classical PV for
two reasons: Firstly, because it makes the transition to the
nonstationary case easier and secondly, because we have not
found any other thorough derivation in the literature that uses
the framework of Gabor theory. Finally, in Section VI we
provide the numerical experiments and in Section VII we give
the conclusions.
II. STATE OF THE ART
Traditionally, time-stretching algorithms are categorized
into time-domain and frequency-domain techniques [6]. Time-
domain techniques, such as synchronous overlap-add (SOLA)
[17] (and its extension PSOLA [18]), are capable of producing
good results for monophonic signals, at a low computational
cost, but tend to perform poorly when applied to polyphonic
signals such as music.
In contrast, frequency-domain methods, such as the PV [3],
also work for polyphonic signals but with induced artifacts
of their own, namely phasiness and transient smearing. As a
first improvement to reduce phasiness, Puckette [19] suggested
to use phase-locking to keep phase coherence intact over
neighbouring frequency channels. This method was further
studied by Laroche and Dolson [7] who proposed to separate
the frequency axis into regions of influences, located around
peak channels, and to lock the phase values of channels in a
given region according to the phase value of the corresponding
peak channel.
To deal with the problem of transient smearing, Bonada [10]
proposed to keep the stretch factor equal to one during attack
transients and then reinitialize all phase values for channels
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above a certain frequency cut, i.e. the phase values of these
channels are set equal to the original phase values. In this way,
the original timbre is kept intact without ruining the phase
coherence for stationary partials at the lower frequencies.
A more advanced approach for reducing transient smearing
was presented by Ro¨bel in [8]. Here, the transient detection
algorithm works on the level of frequency channels and the
reinitialization of a detected channel is performed for all time
instants influenced by the transient. In this way, there is no
need to set the stretch factor equal to one, which is a great
advantage in regions with a dense set of transients.
More recent techniques have successfully reduced the PV
artifacts by applying more sophisticated TF representations
than the STFT. Bonada proposed the application of different
FFTs for each time instant, which results in a TF representa-
tion with good frequency resolution at the lower frequencies
and good time resolution at the higher frequencies. Derrien
[11] suggested to construct an adaptive TF representation by
choosing TF coefficients from a multi-scale Gabor dictionary
under a matching constraint. A more recent algorithm, based
on the theory of NSGFs, was proposed by Liuni et al. [12].
The idea behind their algorithm is to choose a fixed number
of frequency bands and to apply, in each band, a NSGF with
resolution varying in time. The window functions correspond-
ing to the NSGFs are adapted to the signal by minimizing the
Re´nyi entropy, which ensures a sparse TF representation. The
techniques described in [8] and [12] are both implemented
in the (commercialized) super phase vocoder (SuperVP) from
IRCAM1.
Contributions to state of the art
In order to generalize the techniques from the classical PV
to the case where the TF representation is obtained through a
NSGF, it is necessary to use the same number of frequency
channels for each time instant. This construction corresponds
to a uniform NSGF and, since the number of frequency
channels must be at least equal to the length of the largest
window function, necessarily leads to a high redundancy of
the resulting transform.
In this paper we propose an algorithm, which fully exploits
the potential of NSGFs to provide adaptivity while keeping
a redundancy similar to the classical PV. This is achieved by
letting the number of frequency channels for a given time
instant equal the length of the window function selected for
that particular time instant. This approach allows for using
very long window functions, which is an advantage in regions
with stationary partials. We summarize the contributions of
this article as follows:
1) We explain the classical PV and the proposed algorithm
in a unified framework using discrete Gabor theory.
2) We present a new time stretching algorithm, which uses
an adaptive TF representation of lower redundancy than
any other previously published algorithm.
3) While the proposed algorithm combines various familiar
techniques from the literature, several new techniques
1http://anasynth.ircam.fr/home/english/software/supervp
are introduced in order to tackle the challenges arising
from the application of non-uniform NSGFs. Hence, the
proposed algorithm relies on techniques such as phase
locking [7], transient detection [20], and quadratic in-
terpolation [21] and integrates new methods for dealing
with attack transients (cf. Section V-B), for determining
the phase values from frequencies estimated by quadratic
interpolation (cf. Section V-B), and for constructing the
stretched signal from the modified (non-uniform) NSGF
(cf. Section V-C).
4) We provide a collection of sound files on-line (cf.
Section VI) and include all source code necessary for
reproducing the results.
III. DISCRETE GABOR THEORY
We write f = (f [0], . . . , f [L−1])T for a vector f ∈ CL and
ZL = {0, . . . , L − 1} for the cyclic group. Given a, b ∈ ZL,
we define the translation operator Ta : CL → CL and the
modulation operator Mb : CL → CL by
Taf [l] := f [l − a] and Mbf [l] := f [l]e 2piiblL ,
for l = 0, . . . , L − 1 and with translation performed modulo
L. For g ∈ CL and a, b ∈ ZL, we define the Gabor system
{gm,n}m∈ZM ,n∈ZN as
gm,n[l] := TnaMmbg[l] = g[l − na]e
2piimb(l−na)
L ,
with Na = Mb = L for some N,M ∈ N [22], [23]. If
{gm,n}m,n spans CL, then it is called a Gabor frame. The
associated frame operator S : CL → CL, defined by
Sf :=
M−1∑
m=0
N−1∑
n=0
〈f, gm,n〉 gm,n, ∀f ∈ CL,
is invertible if and only if {gm,n}m,n is a Gabor frame [13].
If S is invertible, then we have the expansions
f =
M−1∑
m=0
N−1∑
n=0
〈f, gm,n〉 g˜m,n, ∀f ∈ CL, (1)
with g˜m,n := TnaMmbS−1g. We say that {g˜m,n}m,n is the
canonical dual frame of {gm,n}m,n and that S−1g is the
canonical dual window of g. The discrete Gabor transform
(DGT) of f ∈ CL is the matrix c ∈ CM×N given by the
coefficients {〈f, gm,n〉}m,n in the expansion (1). Finally, the
ratio MN/L is called the redundancy of {gm,n}m,n.
Nonstationary Gabor frames
In this section we extend the classical Gabor theory to the
nonstationary case [15]. Just as for the stationary case, we
denote the total number of sampling points in time by N ∈ N,
however, we do not assume these points to be uniformly
distributed. Further, instead of using just one window function,
we apply Nw ≤ N different window functions {gn}n∈ZNw
to obtain a flexible resolution. The window function corre-
sponding to time point n ∈ ZN is denoted by gj(n) with
j : ZN → ZNw being a surjective mapping. The number of
frequency channels corresponding to time point n ∈ ZN is
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denoted by Mn ∈ ZL and the resulting frequency hop size by
bn := L/Mn. Finally, the window functions {gn}n∈ZNw are
assumed to be symmetric around zero and we use translation
parameters {an}n∈ZN ⊂ ZL to obtain to the proper support.
With this notation, the nonstationary Gabor system (NSGS)
{gm,n}m∈ZMn ,n∈ZN is defined as
gm,n[l] := TanMmbngj(n)[l] = gj(n)[l − an]e
2piimbn(l−an)
L .
If {gm,n}m,n spans CL, then it is called a NSGF. If Mn := M ,
for all n ∈ ZN , then it is called a uniform NSGS (or uniform
NSGF if it is also a frame). In Fig. 1 we see an example of a
simple (non-uniform) NSGS with Nw = 2 and N = 4.
Time
Mn
bn
Tangj(n)
Fr
eq
ue
nc
y
an n
Fig. 1. Illustration of a NSGS with Nw = 2 and N = 4.
Let us now show that the theory of NSGFs extends the
theory of standard Gabor frames.
Example 1. Let g ∈ CL and a, b ∈ ZL satisfy Na = Mb = L
for some N,M ∈ N. Then, with gj(n) := g, an := na, and
bn := b for all n ∈ ZN , we obtain the NSGS
gm,n[l] = TnaMmbg[l], m ∈ ZM , n ∈ ZN ,
which just corresponds to a standard Gabor system. 4
The total number of elements in a NSGS {gm,n}m,n is given
by P =
∑N−1
n=0 Mn and the redundancy is therefore P/L. The
associated frame operator S : CL → CL, defined by
Sf :=
N−1∑
n=0
Mn−1∑
m=0
〈f, gm,n〉 gm,n, ∀f ∈ CL,
is invertible if and only if {gm,n}m,n constitutes a NSGF. If
S is invertible, then we have the expansions
f =
N−1∑
n=0
Mn−1∑
m=0
〈f, gm,n〉 g˜m,n, ∀f ∈ CL, (2)
with {g˜m,n}m,n := {S−1gm,n}m,n being the canonical
dual frame of {gm,n}m,n. The nonstationary Gabor trans-
form (NSGT) of f ∈ CL is given by the coefficients
{c{n}(m)}m,n := {〈f, gm,n〉}m,n in the expansion (2). We
note that these coefficients do not form a matrix in the
general case. We now consider an important case for which
the calculation of {g˜m,n}m,n is particularly simple.
Painless NSGFs: If supp(gj(n)) ⊆ [cj(n), dj(n)] and
dj(n) − cj(n) ≤Mn for all n ∈ Zn, then {gm,n}m,n is called
a painless NSGS (or painless NSGF if it is also a frame). In
this case we have the following result [15].
Proposition 1. If {gm,n}m,n is a painless NSGS, then the
frame operator S is an L× L diagonal matrix with entries
Sll =
N−1∑
n=0
Mn
∣∣gj(n)[l − an]∣∣2 , ∀l ∈ ZL.
The system {gm,n}m,n constitutes a frame for CL if and only
if
∑N−1
n=0 Mn
∣∣gj(n)[l − an]∣∣2 > 0 for all l ∈ ZL, and in this
case the canonical dual frame {g˜m,n}m,n is given by
g˜m,n[l] =
gm,n[l]∑N−1
n′=0Mn′
∣∣gj(n′)[l − an′ ]∣∣2 ,
for all n ∈ ZN and all m ∈ ZMn .
We note that the canonical dual frame is also a painless
NSGF, which is a property not shared by general NSGFs.
An immediate consequence of Proposition 1 is the classical
result for painless nonorthogonal expansions [24], which just
corresponds to the painless case for standard Gabor frames.
IV. THE PHASE VOCODER
In this section we explain the classical PV [7] in the
framework of Gabor theory. The PV stretches the length of
a signal by means of modifying its discrete STFT. Since the
discrete STFT corresponds to a DGT, this technique can be
perfectly well explained using Gabor theory. The main idea is
to construct a DGT of the signal with respect to an analysis
hop size a, modifying the DGT, and then reconstructing from
the modified DGT using a different synthesis hop size a∗. We
only consider the case a∗ = ra for a constant modification
rate r > 0. The case r > 1 corresponds to slowing down the
signal by extending its length whereas r < 1 corresponds to
speeding it up by shortening its length. The PV is a classic
analysis-modification-synthesis technique, and we will explain
each of these three steps separately in the following sections.
A. Analysis
Let {gm,n}m,n be a painless Gabor frame for CL. Given a
real valued signal f ∈ RL, we calculate the DGT c ∈ CM×N
of f with respect to {gm,n}m,n as
cm,n = 〈f, gm,n〉 =
L−1∑
l=0
f [l]g[l − na]e−2piimb(l−na)L , (3)
for all m ∈ ZM and n ∈ ZN . Let us explain the consequences
of the phase convention used in (3). Define Ωm := 2pim/M
as the center frequency of the m’th channel and assume that
g is real and symmetric around zero. Then, since {gm,n}m,n
is painless and b/L = 1/M , we may write (3) as
cm,n =
M−1∑
l=0
f [l]g[na−l]e−iΩm(l−na) = eiΩmna (fm ∗ g) [na],
(4)
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with fm[l] := f [l]e−iΩml. If g and gˆ are both well-localized
around zero, the convolution in (4) extracts the baseband
spectrum of fm at time na. Recalling that fm is just a version
of f that has been modulated down by m, this baseband
spectrum corresponds to the spectrum of f in a neighbourhood
of frequency m at time na. Finally, modulating back by m
we obtain the bandpass spectrum of f in a neighbourhood
of frequency m at time na. This phase convention is the
traditional one used in the PV [6], [7], [25].
B. Modification
To explain the modification step of the PV, we refer to a
quasi-stationary sinusoidal model that f is assumed to satisfy
[26], [27]. This model is not used explicitly anywhere in
the derivation of the PV, but it serves an important role for
explaining the underlying ideas. We assume that f can be
written as a finite sum of sinusoids
f(t) =
∑
k
Ak(t)e
iθk(t), (5)
in which Ak(t) is the amplitude, θk(t) is the phase, and θ′k(t)
is the frequency of the k’th sinusoid at time t. Since the model
is quasi-stationary, Ak(t) and θ′k(t) are assumed to be slowly
varying functions. In particular, they are assumed to be almost
constant over the duration of g. Based on (5), the perfectly
stretched signal f∗ at time na∗ = nra is given by
f∗[na∗] =
∑
k
Ak(na)e
irθk(na). (6)
We note that the amplitudes and frequencies of the stretched
signal f∗ at time na∗ equal the amplitudes and frequencies of
the original signal f at time na.
The idea behind the modification step is to construct a
new DGT d ∈ CM×N , based on c ∈ CM×N , such that
reconstruction from d, with respect to a∗, yields a time
stretched version of f in the sense of (6). Since the amplitudes
need to be preserved we set
dm,n = |cm,n| ei∠dm,n , m ∈ ZM , n ∈ ZN ,
using polar coordinates. Estimating the phases {∠dm,n}m,n
involves a task called phase unwrapping [7].
Phase unwrapping: Assume there is a sinusoid of fre-
quency ω in the vicinity of channel m at time na. Then, we
make the estimate
ei∠dm,n = ei(∠dm,n−1+ωa∗), (7)
since the two DGT samples dm,n−1 and dm,n are a∗ time
samples apart. Using the same argument we may write
ei∠cm,n = ei(∠cm,n−1+ωa). Setting ω = ∆ω + Ωm, and
isolating the deviation ∆ω, yields
princarg {∆ωa} = princarg {∠cm,n − ∠cm,n−1 − Ωma} ,
with ”princarg” denoting the principal argument in the interval
] − pi, pi]. Assuming ω is close to the center frequency Ωm,
such that ∆ω ∈]− pi/a, pi/a], we arrive at
∆ω =
princarg {∠cm,n − ∠cm,n−1 − Ωma}
a
.
We can now calculate ω as ∆ω+Ωm and use (7) to determine
{∠dm,n}m,n by initializing dm,0 = cm,0 for all m ∈ ZM .
C. Synthesis
The final step of the PV is to construct a time stretched
version of f in the sense of (6) from the modified DGT
d ∈ CM×N . This is done by reconstructing from d with
respect to the synthesis hop size a∗. According to (1), such a
reconstruction yields
f∗[l] =
M−1∑
m=0
N−1∑
n=0
dm,nTna∗MmbS
−1
∗ g[l], (8)
with S∗ : CL → CL being the modified frame operator
S∗x[l] =
M−1∑
m=0
N∗−1∑
n=0
〈x,Tna∗Mmbg〉Tna∗Mmbg[l],
where N∗ := L/a∗. The length of the reconstructed signal
f∗ is given by L∗ = Na∗ = Lr and translation is performed
modulo L∗ in (8). In practice, the reconstruction formula (8)
is realized by applying an inverse FFT and overlap-add.
Traditionally, a DGT with 75% overlap is used in the
analysis step, which allows for modification factors r ≤ 4. We
note that if no modifications are made (r = 1), we recover the
original signal. In the next section we consider some of the
problems connected with the PV.
D. Drawbacks
The idea behind the PV is intuitive and easily imple-
mentable, which makes it attractive from a practical point of
view. Unfortunately, the assumptions made in the modification
part are not easily satisfied. This is true even for signals
constructed explicitly from the sinusoidal model (5). We now
list three main problems to be considered.
1) Vertical coherence: The PV ensures horizontal coher-
ence [7] within each frequency channel but no attempt
is made to ensure vertical coherence [7] across the
frequency channels. If a sinusoid moves from one chan-
nel to another, the corresponding phase estimate might
change dramatically. This is undesirable since a small
change in frequency should only imply a small change
in phase.
2) Resolution: In practice, we cannot assume that the
sinusoids constituting f are well resolved in the DGT
in the sense at most one sinusoid is present within
each frequency channel. The channels will only provide
a ”blurred” image of various neighbouring sinusoids.
Furthermore, the amplitudes and frequencies of each
sinusoid will often not be constant over the entire
duration of g. As a consequence, the estimates made
in the modification part will be subject to error.
3) Transients: The presence of attack transients is not
well modelled within the PV as the phase values at
such time instants cannot be predicted from previous
estimates. Also, for music signals we often want the
attack transients to stay intact after time stretching,
which is not accounted for in the PV approach.
In the next section we construct a new PV, which addresses
the above-mentioned problems.
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V. A PHASE VOCODER BASED ON NONSTATIONARY
GABOR FRAMES
As mentioned in the introduction, the DGT is not always
preferable for representing music signals as it corresponds
to a uniform resolution over the whole TF plane. A poor
TF resolution conflicts with the fundamental idea of well
resolved sinusoids and therefore causes problems for the PV. In
this section we change the TF representation from the DGT
to an adaptable NSGT, which better matches the sinusoidal
model (5). To be consistent with the description of the PV in
Section IV we separately explain the analysis, modification,
and synthesis steps of the proposed algorithm.
A. Analysis
First of all, an adaptation procedure must be chosen for the
NSGT. We choose to work with the procedure described in
[15] since it is suitable for representing signals, which consist
mainly of transient and sinusoidal components. The adaptation
procedure is based on the idea that window functions with
small support should be used around the onsets of attack tran-
sients whereas window functions with longer support should
be used between these onsets.
Remark 1. The construction presented here necessarily yields
the problem of a coarse frequency resolution for the transient
regions. However, as we propose to keep the stretch factor
equal to one during attack transients (cf. Section V-B), the
impact of this problem is limited.
The onsets are calculated using a separate algorithm [20]
and the window functions are constructed as scaled versions
of a single window prototype (a Hanning window or similar).
The resulting system is referred to as a scale frame. In the
following paragraphs we explain the construction of scale
frames in details.
Transient detection: To perform the transient detection
we use a spectral flux (SF) onset detection function as de-
scribed in [15], [20]. This function is computed with a DGT
of redundancy 16, and it measures the sum of (positive) change
in magnitude for all frequency channels. A time instant,
corresponding to a local maximum of the SF function, is
determined as an onset if its SF value is larger than the
SF mean value in a certain neighbourhood of time frames.
Hence, for region with a dense set of transients, only the
most significant onsets are calculated. It is clear that such an
approach must be taken to avoid an undesirably low frequency
resolution in such regions. The redundant DGT used for the
SF onset function is not used anywhere else in our algorithm
and does not contribute significantly to the overall complexity.
Constructing the window functions: After a set of onsets
has been extracted, the window functions are constructed
following the rule that the space between two onsets is spanned
in such a way that the window length first increases (as we
get further away from the first onset) and then decreases (as
we approach the next onset). The construction is performed
in a smooth way such that the change from one step to the
next corresponds to a window function that is either half as
long, twice as long or of the same length. For details see [15].
The overlap between the window functions is chosen such that
at most one onset is present within each time frame, we shall
elaborate further on this particular construction in Section V-C.
Constructing the NSGT: Once the window functions
{gn}n∈ZNw have been constructed, we choose the numbers of
frequency channels {Mn}n∈ZN such that the resulting system
constitutes a painless NSGF. Additionally, we choose a lower
bound on {Mn}n∈ZN to avoid an undesirably low number of
channels around the onsets (explicit choices of parameters are
described in Section VI). Given a real valued signal f ∈ RL,
we calculate the NSGT {c{n}(m)}m∈ZMn ,n∈ZN of f with
respect to the scale frame {gm,n}m,n as
c{n}(m) = 〈f, gm,n〉 =
L−1∑
l=0
f [l]gj(n)[l − an]e
−2piimbn(l−an)
L ,
for all n ∈ ZN and all m ∈ ZMn . We note that the phase
convention is the same as used in the PV (cf. Section IV-A).
B. Modification
The idea behind the modification step is the same as for the
PV. We assume f satisfies (5), and we construct a modified
NSGT {d{n}(m)}m,n, based on {c{n}(m)}m,n, such that
reconstruction from {d{n}(m)}m,n, with respect to a set
of synthesis translation parameters, yields a time stretched
version of f in the sense of (6). Given a stretch factor r > 0,
the distance between synthesis time sample n and n+ 1 is
a∗n := r(an+1 − an), n ∈ ZN . (9)
Since we do not want the transients to be stretched, we let
r = 1, when an corresponds to the onset of a transient, and
then stretch with a correspondingly larger factor r′ > r in
remaining regions. Using polar coordinates we set
d{n}(m) = |c{n}(m)| ei∠d{n}(m), n ∈ ZN , m ∈ ZMn ,
with ∠d{0}(m) = ∠c{0}(m) for all m ∈ ZM0 . Hence, in
complete analogy with the approach in the PV, the problem
boils down to estimating the phase values {∠d{n}(m)}m,n.
Making the transition from stationary Gabor frames to
NSGFs, we are facing a fundamental problem. The DGT
corresponds to a uniform sampling grid over the TF plane,
whereas the NSGF corresponds to a sampling grid which is
irregular over time but regular over frequency for each fixed
time position. This is illustrated in Fig. 2.
As a consequence, we cannot guarantee that each sampling
point has a horizontal neighbour that can be used for estimat-
ing the frequency as in the PV (cf. Section IV). We therefore
generalize the approach from [21] to the nonstationary case
and calculate the frequencies using quadratic interpolation.
Calculating the frequencies: For fixed n ∈ ZN , we
define channel mp as a peak if its magnitude |c{n}(mp)|
is larger than the magnitudes of its two vertical neighbours,
i.e. |c{n}(mp)| > |c{n}(mp ± 1)|. If there is a sinusoid of
frequency ω in the vicinity of peak channel mp, the ”true”
peak position will differ from mp unless ω is exactly equal
to 2pimp/Mn. The idea is thus to interpolate the true peak
position, using the neighbouring channels mp±1, and then to
apply this value as an estimate for ω. To describe the setup we
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Fig. 2. Sampling grids corresponding to a DGT and a NSGT.
set the position of the peak channel mp to 0, and the positions
of its two neighbours to −1 and 1, respectively. Also, we
denote the true peak position by p and define
α := |c{n}(−1)| , β := |c{n}(0)| , and γ := |c{n}(1)| .
The situation is illustrated in Fig. 3, with y denoting the
parabola to be interpolated.
Channel
M
ag
ni
tu
de
-1 p 0 1
y
α
γ
β
Fig. 3. Illustration of quadratic interpolation.
Writing y(x) = a(x− p)2 + b and solving for p yields
p =
1
2
· α− γ
α− 2β + γ ∈
(
−1
2
,
1
2
)
.
The value of p determines the deviation from the peak channel
to the true peak proportional to the size of the channel. After
p has been determined, we calculate the frequency as
ω =
2pi(mp + p)
Mn
. (10)
In practice, the calculations are done on a dB scale for
higher accuracy. Let us now explain how the frequency es-
timate (10) is used to calculate the corresponding phase value
∠d{n}(mp).
Calculating the phases: Between each pair of peaks we
define the (lowest) channel with smallest magnitude as a valley
and then use these valleys to separate the frequency axis into
regions of influence. As noted in [7], if a peak switches from
channel mp′ at time n − 1 to channel mp at time n, the
corresponding phase estimate should take this behaviour into
account. A simple way of determining the previous peak mp′
is to choose the peak of the corresponding region of influence
that channel mp would have belonged to in time frame n− 1.
This is illustrated in Fig. 4.
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nn-1
mp'
mp
a*n-1
Fig. 4. Illustration of peak, valley and region of influence.
Based on this construction, with a∗n−1 given in (9), the phase
estimate at peak channel mp is
d{n}(mp) = |c{n}(mp)| ei(∠d{n−1}(mp′ )+ωa∗n−1). (11)
For the neighbouring channels in the corresponding region of
influence, the phase values will be locked to the phase of the
peak. Following the approach in [7], we let
ei∠d{n}(m) = ei(∠d{n}(mp)+∠c{n}(m)−∠c{n}(mp)),
for all channels m in the region of influence corresponding to
peak channel mp. Hence, the phase locking is such that the
difference in synthesis phase is the same as the difference in
analysis phase. It is important to note that the actual phase
estimates are done only at peak channels, which allows for a
fast implementation. As mentioned in Section IV-D, the phase
estimate (11) is not well suited for modelling attack transients.
In the next section we explain our approach for dealing with
this problem.
Transient preservation: Since the phase values
∠d{n}(m) at transients locations cannot be predicted from
previous estimates, one might choose to simply reinitialize
all phase values at such locations ∠d{n}(m) = ∠c{n}(m).
However, for stationary partials passing through the transient,
such a reinitialization completely destroys the horizontal
phase coherence, thereby producing undesirable artifacts in
the resulting sound. To deal with this problem, we propose
the following rule for phase estimation at transient locations:
Assume time-instant n corresponds to the onset of an attack
transient. Consider channel m, belonging to the region of
influence dominated by a peak channel mp, and let mp′
denote the peak channel of the region of influence that
channel mp would have belonged to in time frame n − 1
(same notation as in (11), see also Fig. 4). Then, given a
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tolerance ε > 0, we reinitialize ∠d{n}(m) = ∠c{n}(m) if
and only if
|c{n}(m)| > |c{n− 1}(mp′)|+ ε. (12)
For the implementation, the calculations are done on a dB
scale with ε = 2dB. We note that in contrast to previously
proposed techniques for onset reinitialization [8], [10], [11],
our algorithm has the advantage that it tracks sinusoids across
frequency channels.
C. Synthesis
Before we can provide the actual synthesis formula, we
need to return to the problem of choosing the overlap between
window functions (cf. Section V-A). Originally, scale frame
were invented with the intention of construction adaptive TF
representations with a very low redundancy. To ensure a low
redundancy, and a stable reconstruction, the overlap between
adjacent window functions is chosen as 1/3 of the length for
equal windows and 2/3 of the length of the shorter window
for different windows [15].
This construction makes sense in the general settings, since
the resulting system constitutes a frame for CL as long as the
painless condition from Proposition 1 is satisfied. However,
in the case of time-stretching with a factor r > 1, this
construction cannot guarantee that the dual windows (cf.
Proposition 1) overlap coherently when placed at the synthesis
time instants. To tackle this problem, we have chosen the
overlap between window functions in the following way:
1) First the onsets of attack transients are calculated (using
the onset detection algorithm from Section V-A).
2) Then these onsets are relocated such that the distance
between the relocated onsets is r times the distance
between the original onsets.
3) The window functions are now calculated according to
the relocated onsets, using the approach in [15], and
afterwards centred at the original time instants.
While this approach might give the impression that we just
stretch the window lengths by a factor of r, this is not the
case. Calculating the windows with respect to the relocated
onsets still produce a sequence of windows functions of the
same lengths as if the original onsets had been used. This is
illustrated in Fig. 5.
With this choice of overlap, we can construct the stretched
signal f∗ using the synthesis formula
f∗ =
∑
n∈ZN
∑
m∈ZMn
d{n}(m)g˜m,n, (13)
with {g˜m,n}m,n being the canonical dual frame from Proposi-
tion 1 constructed using the synthesis time instants. In practice,
the reconstruction formula (13) is realised by applying an
inverse FFT and overlap-add as in the classical PV.
D. Advances
In this section we explain how the proposed algorithm
improves the techniques of the PV. We do so by separately
addressing the three drawbacks described in Section IV-D.
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Relocated onset Relocated onset
Original onsetOriginal onset
Fig. 5. Construction of the overlap between window functions.
1) Vertical coherence: If a sinusoid moves from channel
mp′ at time n − 1 to channel mp at time n, then the
corresponding peak channel also changes from mp′ to
mp. The estimate given in (11) therefore ensures that the
corresponding phase increment takes this behaviour into
account. In this way we get coherence across the various
frequency channels in contrast to the standard PV which
only provides coherence within each frequency channel.
2) Resolution: Changing the representation from that of a
DGT to an adaptable NSGT automatically improves the
TF resolution for signals, which are well represented
by the sinusoidal model (5). Furthermore, calculating
the phase increment only at peak channels replaces the
underlying assumption of well resolved sinusoids in each
frequency channel with the weaker assumption of well
resolved sinusoids in each region of influence.
3) Transients: To reduce transient smearing, we keep the
stretch factor equal to one during attack transients and
we reinitialize the phase values of relevant channels
according to (12).
While the PV serves as a good starting point for understanding
the ideas behind the proposed algorithm, it is not the main
goal of this article only to improve the resulting sound quality
compared to this classical technique. The main advantage of
the proposed algorithm is the ability to produce good results,
when compared to state of the art, while keeping a low
redundancy of the applied TF transform.
Redundancy of the NSGT: As mentioned in Section IV-C,
the classical PV applies an overlap of 75% corresponding to
a redundancy of 4 in the DGT. There is some mathematical
justification to this choice [7], but mainly the overlap is chosen
to ensure a good TF resolution. It should be noted that the
redundancy of the DGT is independent of the signal under
consideration — it only depends on the analysis hop size
and the length of the window function (assuming the painless
condition is satisfied).
For multi-resolution methods, the situation changes as the
TF resolution adapts to the particular signal. A standard ap-
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proach for multi-resolution methods is to choose non-uniform
sampling points in time, with corresponding window functions,
and a uniform number of frequency channels corresponding
to the length of the largest window function [6], [12]. This
construction corresponds to applying a uniform NSGF (cf.
Section III). Such an approach is desirable from a practical
point of view as the coefficients then form a matrix and
the standard techniques from the PV (and its improvements)
immediately apply. However, the choice of a uniform NSGF
naturally implies a high redundancy of the transform as the
sampling density is much higher than needed for the painless
case (cf. Proposition 1). For real world signals, such a high
redundancy is undesirable as it implies a high computational
cost for the time-stretching algorithm.
In contrast to previously suggested methods, our algorithm
takes full advantage of the painless condition and produces
good results with a redundancy of ≈ 3 for a stretch factor
of r = 1.5. It is important to note that the redundancy of
the proposed algorithm depends both on the signal under
consideration and the stretch factor (at least in the case where
r > 1). For different signals, the onset detection algorithm
calculates different onsets, which results in different time
sampling points and different numbers of frequency channels.
As for the stretch factor, we recall the choice of overlap as
described in Section V-C. For a large stretch factor, we need a
large overlap between the window functions to guarantee that
the synthesis formula (13) makes sense. We do not consider
the dependency between the redundancy and the stretch factor
a problem, since the redundancy is still manageable even
for large stretch factors. For a stretch factor of r = 3, the
redundancy is ≈ 5 and for a stretch factor of r = 4, the
redundancy is ≈ 7.
In the next section we present the numerical experiments
and compare the proposed algorithm with state of the art
algorithms for time stretching (cf. Section II).
VI. EXPERIMENTS
The proposed algorithm has been implemented in MATLAB
R2017A and the corresponding source code is available at
http://homepage.univie.ac.at/monika.doerfler/NSPV.html
The source code depends on the following two toolboxes: The
LTFAT [28] (version 2.1.2 or above) freely available from http:
//ltfat.github.io/ and the NSGToolbox [15] (version 0.1.0 or
above) freely available from http://nsg.sourceforge.net/.
For the classical PV, we use an implementation by Ellis [29],
which includes some improvements to the procedure described
in Section IV (in particular, interpolation of magnitudes). As
these improvements result in a significantly improved audio
quality, we have chosen this implementation for comparison.
In Section VI-A we compare the proposed algorithm to the
classical PV by stretching synthetic (music) signals and in
Section VI-B we turn to the analysis of real world signals
and compare the proposed algorithm with the algorithms from
Derrien [11] and Liuni et al. [12].
A. Synthetic signals
Analysing synthetic signals has the advantage that the
perfect stretched version is available and can be used as ground
truth. For this experiment, we construct a large number of
synthetic signals and compare the performance of the proposed
algorithm with the classical PV for each of these signals. More
precisely, the approach is as follows:
1) For each synthetic melody we choose a random number
of notes between 4 and 10. Each note has a randomly
chosen duration of either 0.5 or 1 second and the
corresponding tone consists of a fundamental frequency
and three harmonics of decreasing amplitudes. The fun-
damental frequencies are set to coincide with those of
a piano and the melody is allowed to move either 1 or
2 half notes up or down (randomly chosen) per step. A
randomly chosen envelope ensures that the tones have
both an attack and a release. The sampling frequency of
the resulting signal s is 16000 Hz.
2) A stretch factor 0.5 ≤ r ≤ 3.75 is chosen at random and
another synthetic signal sperf is constructed, such that
sperf corresponds to a perfectly time stretched version
of s in the sense of (6). The classical PV and the
proposed algorithm are applied to the original signal s,
with respect to the stretch factor r, resulting in the time
stretched versions spv and snsgt.
3) Three DGTs Sperf , Spv , and Snsgt are constructed from
the time stretched versions sperf , spv , and snsgt using
the same parameter settings for each signal. With |S|
denoting a vector consisting of the absolute values of a
DGT S, we use the following error measure
E(Sperf , S) =
‖|Sperf | − |S|‖2
‖|Sperf |‖2
, (14)
with S being either Spv or Snsgt.
Note that we cannot apply a sample by sample error measure
in the time domain, since in this case a small change in phase
for the stretched signals might cause a large error, which does
not reflect the actual sound quality. We therefore choose to
compare the stretched versions using the magnitude difference
of their DGTs. Let us now define the parameters used for the
TF representations in this experiment.
Choice of parameters: For the DGT used in the PV,
we apply two different parameter settings. Using the notation
(hopsize, number of frequency channels) we use the parame-
ters (256, 1024) and (128, 512). For the first parameter setting
we use a Hanning window of length 1024 and for the second
parameter setting we use a Hanning window of length 512. In
this way we obtain painless DGTs of redundancy 4.
For the NSGT used in the proposed algorithm, we use
5 different Hanning windows with lengths varying from 96
samples (at attack transients) to 96 · 24 = 1536 samples. The
lower bound on the number of frequency channels is set to
96·23 = 768, corresponding to the length of the second largest
window functions.
For the DGT used for computing Sperf , Spv , and Snsgt, we
use parameters (128, 2048) and a Hanning window of 2048
samples. This results in a painless DGT of redundancy 16.
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Results: Repeating the experiment described above for
1000 synthetic test signals we get the following average results
for the redundancy and error of each algorithm:
TABLE I
AVERAGE RESULTS FOR 1000 SYNTHETIC TEST SIGNALS
Algorithm: PV(256, 1024) PV(128, 512) Proposed
Average red.: 3.954813 3.977300 3.637370
Average error: 0.439982 0.415139 0.095104
We note that the proposed algorithm outperforms the clas-
sical PV, with respect to the error measure in (14), while
keeping a comparable redundancy of the applied transform.
For a visualization of the performances of the algorithms we
have plotted, in Fig. 6, the spectrograms corresponding to
the three DGTs Sperf , Spv (with parameters (128, 512)), and
Snsgt for one particular synthetic test signal (with r = 1.5).
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Fig. 6. Spectrograms for stretched versions of a synthetic signal with r = 1.5.
We can easily see how the proposed algorithm more accu-
rately reproduces the onsets, and how it reduces the noisy
components between the harmonics compared to the PV.
However, we can also see how the frequencies corresponding
to the harmonics are better reproduced with the PV than with
the proposed algorithm. The proposed algorithm induces a
certain amplitude modulation due to the peak detection and
phase locking approach described in Section V-B.
We have provided sound files on-line for the particular test
signal shown in Fig. 6 with respect to the stretch factors
r = [0.75, 1.25, 1.5, 2.25, 3.0, 3.75]. The sound files are avail-
able for the perfect stretched version, the PV(128, 512), and
the proposed algorithm. It is important to note that the error
measure given in (14) is not a direct reflection of the actual
audio quality — it is for instance not true that the proposed
algorithm consistently performs 4 times as good as the classi-
cal PV. The results for the proposed algorithm are particularly
convincing for stretch factors r ≤ 2, where the timbre at attack
transients is nicely preserved in contrast to the classical PV.
However for larger stretch factors r ≥ 2, the impact of the
amplitude modulation, and of the coarse frequency resolution
around onsets, becomes audible. Eventually, this results in an
overall sound quality comparable to the PV (or even below
for very large stretch factors r ≥ 3).
Since the authors do not have access to the source code of
the more sophisticated algorithms as proposed in [10]–[12],
the comparison for synthetic signals could only be done for
the PV and the proposed algorithm. However, as the authors
from [11] and [12] kindly provided us with sound files for
real world signals, we have included these algorithms for the
comparison in the next section.
B. Real world signals
For this experiment we consider three real world signals,
each of length ≈ 4 seconds and with a sampling frequency
of 44100 Hz. The signals are chosen such that they challenge
different aspects of the time stretching algorithms:
1) The first signal is a glockenspiel signal with few tran-
sients and many harmonics at the higher frequencies.
2) The second signal is a piece of piano music consisting
of a dense set of transients with most of the energy
concentrated at the lower frequencies.
3) The third signal is from a rock song played by a full
band, thereby producing a complex polyphonic sound.
We chose to work with the stretch factors 0.75, 1.25, 1.5 and
2.25 for the comparison. The algorithms we include are:
1) The PV as described in Section IV and implemented in
[29]. For the DGT used in the PV, we use parameters
(512, 2048) and a Hanning window of length 2048.
2) The proposed algorithm from Section V. We use 5
Hanning windows with lengths varying from 384 to
384 · 24 = 6144 and with 384 · 22 = 1536 being the
lower bound on the number of frequency channels.
3) The matching pursuit algorithm by Derrien [11].
4) The SuperVP from IRCAM based on the theory of Ro¨bel
[8] and Liuni et al. [12]. The algorithm uses only one
frequency band and chooses between window lengths
of 1024, 2048, 3072, and 4096 samples for the adaptive
(uniform) NSGT. We refer the reader to [12] for details.
Since all the stretched sounds are available on-line, we only
give the main conclusions. The classical PV and the algorithm
by Derrien are rather similar in performance — they both
produce a good overall sound quality but with significant
transient smearing. The proposed algorithm, on the other hand,
does a much better job of preserving the original timbre
at attack transient, but induces a certain ”roughness” to the
sounds (mainly for r = 2.25). Also, some of the weaker
transients, which are not detected by the onset detection
algorithm, suffer from transient smearing for the proposed al-
gorithm (in particular, the ”tapping” noises in the background
of the piano music). The SuperVP does not have this problem
as the transient detection algorithm works on the level of
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spectral bins. Overall, the SuperVP provides the best audio
quality for the three signals, which is to be expected as it
applies a TF representation of much higher redundancy than
the other algorithms. Calculating the average redundancies for
the proposed algorithm (over the 4 stretch factors) for each
signal we get 2.40, 2.90 and 2.65. Finally, let us note that
the third signal (the rock band signal) reveals a fundamental
problem with the application of NSGFs. For r = 2.25,
neither the proposed algorithm nor the SuperVP are capable
of maintaining a steady bass, which results from the changing
window lengths. This particular issue is better resolved by the
classical PV as well as the algorithm by Derrien.
VII. CONCLUSION AND PERSPECTIVES
Using discrete Gabor theory we have presented the classical
PV and proposed a new time stretching algorithm in a unified
framework. This approach has allowed us to address and
improve on the disadvantages of the classical PV, while pre-
serving the mathematical structure provided by Gabor theory.
The proposed algorithm is the first attempt to use non-uniform
NSGFs for time-stretching, which allows for a low redun-
dancy of the adaptive TF representation and leads to a fast
implementation. The proposed algorithm has been compared
to other multi-resolution methods, in a reproducible manner,
and we have discussed its advantages and its shortcomings.
As a future improvement it could be interesting to connect the
techniques presented in this article with the ideas proposed
by Ro¨bel in [8], possibly allowing for an algorithm that uses
non-uniform NSGFs without the need for fixing the stretch
factor during attack transients.
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