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Featured Application: Multi-model assembly line balancing.
Abstract: While multi-model assembly lines are used by advanced lean companies because of their
flexibility (different models of a product are produced in small lots and reach the customers in a short
lead time), most of the extant literature on how to staff assembly lines focuses either on single-model
lines or on mixed-model lines. The literature on multi-model lines is scarce and results given by current
methods may be of limited applicability. In consequence, we develop a procedure to staff multi-model
assembly lines while taking into account the principles of lean manufacturing. As a first approach,
we replace the concepts of operation time and desired cycle time by their reciprocal magnitudes
workload and capacity, and we define the dimensionless term of unit workload (load/capacity ratio)
in order to avoid magnitudes related to time such as cycle time because, in practice, they might not
be known. Next, we develop the necessary equations to apply this framework to a multi-model
line. Finally, a piece of software in Python is developed, taking advantage of Google’s OR-Tools
solver, to achieve an optimal multi-model line with a constant workforce and with each workstation
performing the same tasks across all models. Several instances are tested to ensure the performance
of this method.
Keywords: lean manufacturing; workforce; assembly line; OR-Tools; Python
1. Introduction
Designing efficient assembly processes requires computing the number of people necessary
to accomplish the task and then assigning work elements to operators in an even manner. This is
especially important in a lean management (LM) context, which requires products to be completed
in a just-in-time fashion, without muda (Japanese for wasted resources in non-value-adding work),
muri (people overburden) or mura (workload variation) [1]. Thus, this paper develops a procedure that
balances the scheduled workload with the capacity of a process in order to compute the minimum
number of operators to finish the job in the allowed time (e.g., a workday) and then it determines the
time necessary to complete each model when more than one model is made during the same workday.
“Lean” was the word used by researchers at the Massachusetts Institute of Technology (MIT),
in the 1980s, to describe the efficient plants of Japanese car manufacturers [2]. A fruit of their research
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was the book “The machine that changed the world” [3], which greatly contributed to the diffusion
of LM among practitioners. LM has its roots in the Toyota Production System (TPS) [3], which was
developed on the basis of two principles: respect for people (or employee engagement) and just-in-time
(JIT) production [4]. For this reason, TPS, JIT and LM are frequently used as synonyms in the literature.
For the purpose of this paper, LM can be defined as a management approach that tries to identify and
remove all types of muda, muri and mura from the business processes in order to increase efficiency,
cut costs and reduce order lead time. LM includes a variety of industrial practices such as single-piece
flow (or, at least, small lot size), leveling of production (every day a stable mix of different models is
made in order to meet customer demand) and setup time reduction techniques, which allow operators
to quickly move from assembling one model to another [4–7].
An assembly line is a manufacturing process in which parts are added (or operations are performed)
to a succession of products as these products visit workstations successively according to a previously
defined sequence. Usually, workstations are aligned and placed close to one another. Products may
be moved by a conveyor belt or another transportation system between stations. In an assembly
line, workers (or even robots) are assigned specific operations, which they repeat before the product
moves to the next station in the line. The assembly line devised by Henry Ford in the early days of the
twentieth century was intended for one standardized product—the Ford Model T— but, currently,
several models may be assembled on the same line. Consequently, assembly lines are classified either
as “single-model”, “multi-model” or “mixed-model” lines [8]. The single-model line is dedicated to the
production of one single model of an end product (e.g., one type of car engine). In multi-model lines,
different models of an end product are produced separately in batches. For example, in a day, first,
20 units of model A are assembled, one by one; later, as a batch, 30 units of model B are assembled on
the same line, and after that, 15 units of model C are assembled, one after the other, on the same line too.
The operation of a multi-model line frequently includes intermediate setup operations (e.g., time to
change fixtures) between different models. For this reason, it is convenient to make the different models
in batches in order to have small setup times compared to the lot processing time. In mixed-model
lines, different models can be produced in any order [9] and the batch size can be as small as one.
For example, one unit of A; after, one unit of B; and then two units of C. The sequence may be adjusted
to market demand and/or it may try to smooth the demand for upstream components. Obviously,
this manufacturing strategy can only be applied if setup times in between are not significant; otherwise,
more time would be spent in unproductive setup than in assembly work.
We can find multi-model lines somewhere in the evolution from single-model assembly lines to
mixed-model lines. A line that spends all year assembling the same model may evolve and spend
several weeks on model X and then several more weeks on model Y. From the point of view of
LM, large batches of X and Y are sources of muda such as overproduction and inventory, besides
conveying a lot of unevenness. Since the evolution of assembly lines is based on the reduction in lot
size, the reduction in time devoted to each model and the introduction of more models, the following
step is to produce, each day, smaller batches of X and Y, and this is the situation that we analyze in the
greatest part of this paper. The last step, so far, is the mixed-model line, where the batch size is one and
the assembly line tries to meet the mixed-model demand that companies encounter every day.
Currently, in the dawn of Industry 4.0 [8,10], assembly lines continue to be widely used. They have
many advantages but drawbacks too. Based on the principles of specialization and work division [11],
the main benefit of assembly lines comes from the specialization of workers and machines. They perform
repeatedly specific tasks that do not require the ability of a craftsman. Although little training is generally
required—which offers greater employment opportunities—this system allows mass production of
complicated goods such as cars or airplanes, while keeping labor costs low. Although the total assembly
time may be long, the cycle time is usually short. For example, manufacturing a vehicle may take 10 h
but we can see that every hour a vehicle leaves the assembly line [12]. These features are the basis of a
highly efficient system with low costs per unit. In consequence, assembly lines have been adopted
by lean companies because they have proved to be very efficient in the production of standardized
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products and even in low volume production of customized products [13]. In addition, one-piece
flow avoids different types of muda such as dispensable transport, waiting, unnecessary movements,
excessive work-in-process inventory and lack of quality, while saving floor space and allowing visual
control [5,6,14]. Furthermore, since LM emphasizes the exigency to manufacture a variety of products
in small batches to satisfy customer demand, in times of fierce competition, both mixed-model and
multi-model assembly line problems become highly relevant for academia and industry [13].
Bukchin et al. [15] specified the main drawbacks of assembly lines:
(i) Low flexibility with respect to changes in demand. In addition, when models change, it is
necessary to re-balance the line. Traditional lines were completely inflexible because they were
designed for a single product but, currently, we may have multi-model and mixed-model lines as
described in this paper. They allow production to meet demand.
(ii) Balance loss due to an imperfect balance of the line and stochastic task times, resulting in blockage
(parts have to wait before a workstation) and starvation (workers have to wait) [11].
(iii) Poorly skilled people, poor work environment and poor quality. Luckily, LM gives a lot
of importance to people engagement, which results in cross-training, teamwork and people
committed to quality (or jidoka in Japanese) [4,5].
(iv) High costs of material handling (although this depends on the characteristics of the product)
and high work-in-process, if lines are long. However, work-in-process is always smaller than in
traditional batch-and-queue systems [12].
Additionally, repetitive motions, workers’ postures (especially upper limbs), lifting efforts and the
pace of work may become important threads for the safety and health of assembly workers [10,16],
not to mention that such repetitive and monotonous work is not motivating, does not favor creativity
and may result in alienation. Furthermore, especially in lean factories, continuous work and lack of
buffers result in time pressure and stress [17]. On the other hand, empirical results show that lean
practices create positive environments that offer improved job content, better quality of work and
opportunities for participation and learning [17].
Most of the extant literature on assembly line balancing focuses either on single-model lines or
on mixed-model lines. While the single-model assembly line balancing problem (SMALBP) was the
subject of the earliest studies, currently, research focuses on mixed-model lines. Although multi-model
assembly lines are also used in real companies [18], problems such as staffing and balancing multi-model
lines have not been well studied. Having detected this gap between extant research and industry needs
as an opportunity for research, this paper presents a procedure to staff multi-model assembly lines,
based on the comparison between workload and capacity. The aim of our problem is to determine
the number of workstations or operators so that, given N models, the work elements can be assigned
to workstations (the number of stations being the same for all models), when batches of nk units
(the desired daily production is known) of each model k = {1. N} are assembled.
The extant literature offers methods such as solving a single “combined” model, which may result
in inapplicable solutions. Furthermore, contrary to the common approach, which postulates that the
cycle time (how often the process generates a piece) is the same for all models and, in consequence, it is
already known, we assume that the cycle time for each model is unknown, as we have encountered in a
real situation. To be coherent with previous assumptions, we consider that the amount of time the line
will spend assembling each model is not known either. In addition, solving each model as a separate
problem may result in different numbers of workstations, whereas companies may prefer a constant
number of operators because it is not convenient to vary the number of operators every time that the
line has to assemble a different model [19], especially if these changes take place during the same shift.
Additionally, we take into account that, despite the huge amount of research on assembly lines,
the number of companies that use mathematical methods to balance their lines is very low. Practitioners
seem to be reluctant to methods that require computational complexity [9] and thus many companies use
only trial and error methods [13,20] such as playing with the sequence using an electronic spreadsheet
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until the result is satisfactory [21]. Namely, LM relies on visual aids such as stacked bar charts called
yamazumi charts [22]. In this paper, we present a method that was conceived as a simple tool for a
real company and thus it can be implemented on an electronic spreadsheet for the sake of simplicity.
After these steps, tasks are not allocated to workstations yet. The line may be then balanced, for each
model, using exact, heuristic or graphic single-model assembly line balancing procedures. Finally,
although LM relies on multi-skilled operators, we have developed a small computer program using
Google’s OR-Tools solver in order to find a solution where each workstation performs the same tasks
for all models, at the expense of a number of operators above the minimum workforce. We hope our
method helps to bridge the gap between theory and practice and provide better options, results and
performance measures that lead to better decisions.
2. Relevant Literature on Multi-Model Assembly Lines
It was not until the 1950s that researchers became interested in assembly lines [23]. Since then,
a large number of procedures have been developed to solve the assembly line balancing problem
(ALBP) and its different extensions. As it is difficult to use exact methods with large problems because
computers take too long to find the optimal solution [23], research has focused on finding efficient
heuristic and metaheuristic algorithms [24,25].
Even though much work has been conducted on the single-model and mixed-model line balancing
problems, little has been reported in the literature in respect to multi-model lines. The extant literature
on balancing multi-model lines is scarce and the majority of the papers are not recent, as shown in
different reviews [9,13,18,25].
The multi-model assembly line balancing problem was formulated as a linear integer programming
problem [26] but, despite its theoretical interest, this formulation was not practical due to its
computational requirements [20]. Alternatively, others suggest solving a single-model problem
with the help of a combined precedence diagram, which transforms different models into a single
combined model [27]. However, much inefficiency may arise when the solution of the combined model
is applied to the real line [27]. Thomopoulos [28,29] used a combined precedence diagram to model a
mixed-model line and he showed that his method can be applied to “batched” (multi-model) lines [29].
To solve the problem, the station cycle time is set to the shift time and task times are replaced by the
total time required to complete this task in a given model mix that takes into account the amount of
units of each model that have to be assembled [29]. The resulting problem is then solved as a SMALBP.
In addition, Thomopoulos [29] mentioned, as advantages of multi-model lines, that companies can
make batches of products with different cycle times for each model “without major shifts, if any,
in station assignments” when the line changes from one model to another. Furthermore, he affirmed
that it is a bad practice to change the assignment of tasks from one station to another when the line
moves from one model to another model [29]. We are going to take into account these key ideas in this
paper in order to staff and balance multi-model lines with a constant number of operators, without
switching tasks from model to model.
Other papers suggest that multi-model lines, especially for large lots, can be balanced separately
for each model [13,30–32]. Another option is to study each model in an independent way. Then,
common configurations are selected as feasible configurations for all models [33]. This method is
limited to few models and cases with long setup times. Roser [34], besides suggesting balancing the
line separately for each model, also proposed either balancing the line for only the most frequent model
or computing, for each task, a weighted average performance time taking into account the quantities
to be produced. As a drawback, when models are studied separately, each resulting line may need a
different number of operators [13].
Although metaheuristic techniques are mainly applied to mixed-model lines, a few works
use them in multi-model lines [35,36]. Finally, unlike our paper, which focuses on computing the
number of workstations of a generic, single-piece flow, manual, multi-model assembly line, some
researchers optimized specific scenarios. Among them, we can mention the study of a line with
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common tasks (for several models) with the same performance time [37] or the study of a multi-model
(or multi-product) line as if it was a single-product line, without focusing on the number of stations [38].
3. Materials and Methods: Workforce Capacity and Workload
3.1. A Few Definitions
In LM, the first step to balance a single-model assembly line is to compute customer takt time
(TT) as in Equation (1). Takt time is the ratio of the effective working time (or net available time AT) to
the number of units (q) to be produced during that time [5,39]. This conveys the lean principle that
tasks on the shop floor are synchronized with a beat set by the customer: the takt time is the maximum





In this paper, the term “cycle time of a process” (such as an assembly line) refers to the time elapsed
between two consecutive unit completions (at the end of the line) and “cycle time of a workstation” is
the amount of time elapsed between two consecutive units exiting the station. Since the cycle time
of a serial line process equals the longest cycle time of the workstations [12], the longest station time
(sum of the task times assigned to the station) of the assembly line cannot be above the takt time [39] or
desired cycle time. In practice, in order to compensate unexpected stoppages, the desired cycle time
may be set below the takt time.
When the takt time (or desired cycle time) is known, the theoretical minimum number of
workstations (w) is simply computed according to Equation (2) [5], where OT is the total operation









Finally, tasks are assigned to workstations so that the resulting station times are never above the
takt time. As an elemental task cannot be split between two workstations, the resulting number of
workstations may be greater than w.
Since we assume that, in a multi-model line, the desired number of units of each model is known,
because it is related to customer demand, but the time the line will be devoted to each model is
unknown, in the following sections, we report a new framework to staff production systems that
relies on the concepts of workload and capacity. When an operator, a workstation or an assembly
line are assigned a job to do, we can say that they are given a certain workload. We can define the
workload (e.g., of a workstation) as the amount of work assigned to such workstation per time unit
(e.g., production in parts per day or man-hours per day). The capacity of a workstation is defined as
the amount of work that a workstation can process per time unit [34]. In this paper, without loss of
generality, we assume that a workstation is operated by one person at a time. Equation (3) describes
the capacity that a given workstation requires to perform operation i on model k (CPik) in terms of how





While extant line balancing methods are aimed at achieving similar station times for all
workstations with values close to, but always below, the desired cycle time, in our approach, since the
cycle time is not known, we balance capacity against workload in search of similar load/capacity ratios
for each workstation, with station workload being less than or equal to station capacity. For this
reason, the load/capacity ratio is defined as a dimensionless magnitude that we name unit workload of
operation i on model k (Wuik) or, in consequence, the unit workload that bears a certain workstation
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that has to perform task i on model k. This is the ratio of the desired production of model k (qk) to the
capacity CPik of the workstation, both qk and CPik being measured in parts per day (Equation (4)).
In the TPS, since its conception in the 1950s, the term heijunka (translated as production leveling)
refers to distributing the production of different models evenly over a time period (e.g., a day) and
entails, beyond the traditional line balancing approach, the concept of leveling or equating the work
load to be performed to the capacity of operators or machines to complete that work [40]. Hence,
the concepts that we operationalize in this paper stem from the very heart of LM. In Equation (4),
workload becomes related to capacity and time units are avoided. If we examine Equations (1) and (3)
together, we realize that load (q) and takt time (or desired cycle time) are reciprocal concepts as well as
capacity and operation time (or station time). For this reason, an analysis based on load and capacity is





In Equation (5), the time that a given workstation spends (e.g., during the day or available time AT)
performing task i in the production of model k (TPik)—simply computed as qk times the operation time
tik—becomes related to capacity (CPik), by means of Equation (3), and especially to the unit workload
of the workstation (Wuik), thanks to Equation (4). This way, temporal magnitudes may be regained
when necessary. In Equation (5), Wuik can be isolated and then described as a fraction of the available
time (Equation (6)).
TPik = tik·qk =
AT
CPik





According to its definition, when Wuik ≤ 1, an operator is enough to complete a given job within
the time allotted. If Wuik < 1, there is some idle time, and more operations could be assigned to the
operator. Alternatively, if Wuik > 1, more people are necessary to complete the task. This approach is
not only valid for assembly lines. Regardless of the type of layout or manufacturing strategy, the value
of Wuik (rounded up to the next integer, if part-time work is not considered) gives the theoretical
minimum number of operators (w) to complete the scheduled work.
3.2. From Single-Model to Multi-Model Production
As stated above, Equations (1) and (2) show the first steps to compute the necessary workforce for
a single-model assembly line. If k models are considered (in different single-model lines), Equations (1)
and (2) can be combined to create Equation (7), which determines the theoretical minimum number of





Since the aim of this paper is to apply our framework to determine the minimum number of
operators in situations that involve assembling multiple models with a constant workforce, wk becomes
w, a common value for all models (Equation (8)). In consequence, AT has to be replaced by the time
the system will theoretically spend assembling the qk units of a specific model (TPk) (Equation (8)).
TPk becomes isolated in Equation (9) but it will be better described in Equation (14) because the second
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3.3. Computing the Required Workforce
Now the necessary concepts have been defined, this section describes the following steps to
find w and TPk. The process is illuminated with a numerical example. Let us consider an assembly
process—although the example could be extended to other types of operations—where only two
operations, X and Y, exist (and X precedes Y). Several units of two different models (A and B) are
assembled each day. In Table 1, the amount of work (or workload) corresponding to the daily
production (qik) is measured in man-hours per day for each operation and model. Notice that if the
load qk is measured in parts, its value is common across the assembly process, while if it is measured in
man-hours, it may be different for each operation and qik must be used instead of qk. Let us assume that
the available time is one eight-hour shift and that each operator’s labor capacity is eight man-hours
per shift. Equation (4) is used to compute unit workload per operation and model (Wuik).
Table 1. Unit workload per operation (Wuik) and per model (TWuk) and total load (TWu).



















Model A (1) 48 48/8 = 6 16 16/8 = 2 6 + 2 = 8
Model B (2) 8 8/8 = 1 24 24/8 = 3 1 + 3 = 4
Total multi-model unit workload TWu = ΣTWuk = 12
Each worker’s capacity (CPik) is 8 man-hours per day.
Next, the total unit workload per model (TWuk) and the total multi-model unit workload of the
system (TWu) are computed according to Equations (10) and (11). This way, the unit workloads of
different processes are added to compute the unit workload of a multi-model system. Since the total
multi-model unit workload (TWu) in Table 1 is twelve (twelve times what a person can perform in a
day), the minimum number of employees to complete the task in the allowed time is twelve (Equation
(12)). The ceiling function · is used to return the smallest integer greater than or equal to TWu if TWu is















Now, our procedure redistributes the workforce capacity in order to complete the jobs in eight
hours assuming a constant team of 12 cross-trained workers. Asterisks represent new values after
w has been found. We assume that the system is in steady state so all operators can start working
immediately with no wait.
The plant just needs a fraction of the day to complete model A since its new labor capacity
(CP*k = 12) is greater than any model’s workload (TWuk). This way, capacity is adjusted to the desired
workload. Equation (13) is derived taking into account that the time devoted to a model (TPk) is
inversely proportional to the available capacity (CP*k) and Equation (13) admits that the time devoted
to each model has to be proportional to its relative workload. Since the job to perform has not changed,
the real workload is not CP*k but it remains constant (TWu*k = TWuk) within the scheduled time TPk.
In our numerical example, according to Equation (14), a crew of twelve operators will be producing
model A during 8/12 (TWuA/TWu) of the available time or TPA = 5 h and 20 min. Throughout the rest









Next, we want to assign some of the 12 operators to operation X (wXA) and the rest to Y (wYA).
The values of the unit workload (Wu*iA) have to be computed again (Equation (15)) because the time
devoted to model A is TPA instead of AT.







Since the unit workload (Wu*iA) is 9 for product A (according to Equation (15)), operation X
requires nine operators (wXA = 9) during TPA, and three operators will be assigned to operation Y.
If Wu*ik is not a whole number, one of the operators in charge of one operation might help with the
other operation for a while, as described by Monden [5]. Otherwise, the company should consider
several alternatives: (i) that task would be assigned to the fastest workers; (ii) overtime; (iii) as lean
manufacturing is based on continuous improvement and problem solving [33], this would be an
opportunity for re-designing that task; and (iv) another operator might be added. If Equation (15) is
now applied to model B, three people are assigned to operation X and nine to operation Y. As the
number of operators performing X or Y depends on the model, at least six cross-trained people would
be necessary to complete the task with a constant workforce of 12 people.
Before attempting the design of a multi-model assembly line in Section 4, let us rewrite Equation (15)
in terms of capacities and total unit workload of the system (Equations (4) and (10)), as shown in
Equation (16). Then, the capacity provided by the operators is adjusted to the workload (Equation (17)),








































= TWu ∀k (17)
Taking into account the changes in Wu*ik, Equation (4) may be rewritten as Equation (18).
This allows computing the amount of units of model k that can go through operation i per time unit
(q*k). We can rename q*k as Pik (for daily production rate) and then isolate it in Equation (18) and
combine it with Equations (4) and (15) in order to relate the daily production capacity of that model
(Pik) with its scheduled production (qk) (Equation (19)). Equation (19) is the expression of a correctly















4. Staffing a Multi-Model Assembly Line
4.1. Problem Statement
In this section, we show how our method based in workforce capacity and workload, described in
Section 3, is applied to staffing a multi-model assembly line. Without loss of generality, the procedure
is illustrated with a small example in order to avoid large amounts of numbers. However, the method
was designed to compute the necessary workforce for the multi-model assembly lines of a production
plant that assembled cell phones—one million units per year—computer monitors and DVD players.
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With a turnover of EUR 800 million, the plant provided employment to around 900 employees and it
implemented LM to improve its operational performance.
Let us assume that the company wants to assemble three different models (Alpha, Beta and
Gamma) of a certain device, such as a cell phone, in a multi-model assembly line. To approach LM,
the company wants to maintain a daily production schedule [42]. Although production is arranged
into model-specific lots, this approach reduces inventories, adds flexibility and focuses on process flow.
The estimated monthly demand (Table 2) is divided by the number of working days in the month (22)
so that production of each model is repeated once a day in the amounts shown in Table 2.










1 Alpha 30,800 1400 4/7
2 Beta 15,400 700 2/7
3 Gamma 7700 350 1/7
Total 53,900 2450 1
Single tasks or work elements to assemble each model are identified by a number in Table 3.
Task times are known constants, but they may have different values for different models (and some
models may skip some tasks). Usually, time studies with a stopwatch are used to obtain these
values [43]. Stopwatches used in work studies enable timing in different formats such as decimal
minutes or decimal hours, but we consider that seconds are precise enough for our study. Anyway,
this does not affect either the generalization or the performance of the methods described in this paper.
This paper assumes that resources are homogeneous and thus the duration of tasks does not depend
on the stations to which they are assigned and any task can be carried out at any station [24].
Table 3. Task times for each model tik (s/unit).
Task Alpha Beta Gamma
1 6.0 5.0 8.0
2 7.0 11.0 13.0
3 4.0 6.0 -
4 5.0 5.0 5.0
5 5.0 3.0 2.0
6 2.0 1.0 4.0
7 4.0 1.0 3.0
8 7.0 4.0 13.0
9 3.0 4.0 1.0
10 1.0 1.0 1.0
11 10.0 11.0 8.0
12 1.0 - 3.0
Sum 55.0 52.0 61.0
4.2. Solution for a Combined Equivalent Model
In order to find a solution that could be later compared to our method, we created a combined
precedence diagram with all the precedence relationships for Alpha, Beta and Gamma (Figure 1) [27].
This procedure transforms the different models into a combined model that we named “Omega”.
Taking into account the values of ωk in Table 2, a weighted average task time (Equation (20)) was
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In this section, the problem presented in Section 4.1 is going to be solved with our method.
The neces ary equations have been implemented in Tables 3 and 5, Tables 6–8 n an electronic
spr adshe t. In Table 5, we compute (with Equation (3)) how many times ach work element i for
e ch mod l k could be repeated n a day (i.e., CPik). W assume that the daily available time (AT) is
8 h (or 28,800 s). Changeover time is omitted because, n lean compani s, setup times are usually
sm ll [45]. Otherwise, all sorts of non-productive time should b deducted from the vailable time.
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Table 5. Capacity and unit workload for each task and each model.
Model (k): Alpha (1) Beta (2) Gamma (3)





















1 4800.0 0.292 5760.0 0.122 3600.0 0.097
2 4114.3 0.340 2618.2 0.267 2215.4 0.158
3 7200.0 0.194 4800.0 0.146 - 0.000
4 5760.0 0.243 5760.0 0.122 5760.0 0.061
5 5760.0 0.243 9600.0 0.073 14,400.0 0.024
6 14,400.0 0.097 28,800.0 0.024 7200.0 0.049
7 7200.0 0.194 28,800.0 0.024 9600.0 0.036
8 4114.3 0.340 7200.0 0.097 2215.4 0.158
9 9600.0 0.146 7200.0 0.097 28,800.0 0.012
10 28,800.0 0.049 28,800.0 0.024 28,800.0 0.012
11 2880.0 0.486 2618.2 0.267 3600.0 0.097
12 28,800.0 0.049 - 0.000 9600.0 0.036
TWuk = ΣWuik 2.674 1.264 0.741
Total multi-model unit load (TWu) = ΣTWuk = 4.679
Table 6. Reciprocal values of the required capacity per task and model 1/CPik.
Task (i) Alpha Beta Gamma
1 0.00021 0.00017 0.00028
2 0.00024 0.00038 0.00045
3 0.00014 0.00021 0
4 0.00017 0.00017 0.00017
5 0.00017 0.00010 0.00007
6 0.00007 0.00003 0.00014
7 0.00014 0.00003 0.00010
8 0.00024 0.00014 0.00045
9 0.00010 0.00014 0.00003
10 0.00003 0.00003 0.00003
11 0.00035 0.00038 0.00028
12 0.00003 0 0.00010
Σ(1/CPik) 0.00191 0.00181 0.00212
TWu/Σ(1/CPik)
(units/day) 2450.00 2591.35 2209.02
Values of 1/CPik in days/unit.
In Table 5, each task’s unit workload (Wuik) is computed according to Equation (4). Unit loads for
the operations of a product are summed (Equation (10)) in order to know the theoretical unit workload
(TWuk) of each model. These values, according to Equation (12), would be the minimum number
of workstations in separated single-model lines. Finally, we add these quantities to obtain the unit
workload of the line (TWu) (Equation (11)). Since TWu is 4.679, the multi-model line requires, at least,
five workstations (Equation (12)) and this value has been computed without resorting to the concept of
cycle time.
In previous lines, each task’s unit workload (Wuik) was computed as if each model was made in a
different line during an eight-hour shift, but now it is necessary to compute their new values (Wu*ik)
for the multi-model line. They are calculated with Equation (16), for each task and model. On the
spreadsheet, this has been conducted in accordance with the following steps: first, the reciprocal values
of the capacity (1/CPik) are computed (Table 6); next, the unit workload of the line (TWu) is divided
by the sum of the reciprocal values of the capacity for each model. As it will be proven in Equation
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(21), these values represent the daily capacity of the line for each model (e.g., the five-station line can
assemble up to 2209 units of model Gamma in a day). Finally, the daily capacity is multiplied by the
reciprocal values of the capacity in order to compute the new unit workloads (Wu*ik) (which can be
found in Table 7). For each model, the sum of its operations’ loads provides the total workload (TWuk)
(see Table 7, bottom row), which remains unchanged.
Table 7. New unit workload (Wu*ik) per task and model.
Task (i) Alpha Beta Gamma
1 0.51042 0.44989 0.61362
2 0.59549 0.98975 0.99713
3 0.34028 0.53986 0
4 0.42535 0.44989 0.38351
5 0.42535 0.26993 0.15340
6 0.17014 0.08998 0.30681
7 0.34028 0.08998 0.23011
8 0.59549 0.35991 0.99713
9 0.25521 0.35991 0.07670
10 0.08507 0.08998 0.07670
11 0.85069 0.98975 0.61362
12 0.08507 0 0.23011
TWuk = ΣWu*ik 4.679 4.679 4.679
















Alpha 2.674 274.0 2450.00 1400
Beta 1.264 130.0 2591.35 700
Gamma 0.741 76.0 2209.02 350
Total 4.679 480.0 - 2450
Equation (14) is used to estimate (in Table 8) the lapse of time the multi-model line has to be
devoted to each model (TPk) based on data from Table 5. Again, these values have been found without
reference to any cycle time. The daily production rate (Pik) or daily capacity is also calculated for each
model with Equation (19). The resulting quantities (see Table 8) equal the values in the bottom row in
Table 6, as Equation (21) confirms. Equation (21) is Equation (19) but Wu*ik has been replaced by its
expression in Equation (16).














For each model, the daily output of the line (Pk) has to be proportional to the assembly rate
(Pik—which is common for all i) and to the production time (TPk). These relationships are modeled
with Equation (22). Resulting values of Pk can be found in Table 8. They match each model’s scheduled





4.4. Balancing the Multi-Model Line
The last step to design a line is the assignment of tasks to workstations [46]. Each model (k) can
be considered as a separate SMALBP because the time devoted to each product (TPk) is now known
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(as well as the minimum number of workstations). Therefore, each model can be solved using yamazumi
charts, heuristics or exact methods. In our example, in order not to miss the optimal solution, ILP was
used, model by model. Expression (23) is the multi-model objective function and Equations (24)–(27)
show linear constraints. Each variable xij (or xhj ) is 1 if task i is assigned to workstation j. Otherwise,
xij is zero. Twelve tasks (|I| = 12) and up to six (|J| = 6) possible workstations are considered in the
model because the required number of workstations might not be the theoretical minimum value. If we
compare Equation (25) with Baybars’ model [44], workload values (Wu*ik) found in previous sections
are used instead of task times and the capacity of each workstation (Ej) replaces the cycle time of the
line. Ej may be either zero or one (one operator), depending on whether the station is necessary or not
in that line. Table 9 displays the optimal solution for each model. The result shows that, for every
model, all work elements are assigned to five workstations or operators.






xi j = 1 ∀i (24)
∑
i





j·xhj ∀h; ∀i ≺ h (26)
E j+1 ≤ E j ∀ j (27)
To measure the efficiency of a multi-model line, we develop Equation (28) in terms of load and
capacity [34]. In our example, since the total multi-model unit workload of the system (TWu) is 4.68
and the capacity (ω) is 5, the efficiency is 0.936 or 93.6 percent.




Table 9. Assignment of tasks to workstations.















1 1–4 0.94 1–4 0.90 1–4 1.00
2 2–3 0.94 2 0.99 2 1.00
3 5–6–7 0.94 3–5–6–7 0.99 5–6–7 0.69
4 8–9–10 0.94 8–9–10 0.81 8 1.00
5 11–12 0.94 11 0.99 9–10–11–12 1.00
4.5. Optimizing the Assignation
The results in Section 4.4 are very satisfactory and our procedure outperforms the method
described in Section 4.2. However, balancing each model in an independent way might lead to slightly
different number of operators per model or to workstations performing different tasks depending on
the model (as is the case for tasks 3, 9 and 10), while in multi-model lines, tasks common to more than
one model should be performed by the same operator [30], according to the principles of specialization,
learning and avoiding the cost of duplicating equipment [11]. In addition, this makes it easier to move
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from assembling a model to assembling another model. Luckily, in LM, when workers are cross-trained,
it is permissible to assign the same work elements to different workers for different models [11].
In order to find an optimal solution with the minimum common number of workstations where
the same tasks are assigned to the same workstations across the different models, as much as possible,
while avoiding additional trial and error work, we developed a piece of software coded in Python
3.7 using the CP-SAT solver included in Google’s OR-Tools library [47,48] since our problem can be
written as a constraint programming model.
In order to analyze the |K| = 3 models at the same time, Equation (24) becomes Equation (29),
where xijk are integer-Boolean variables that represent, when their value is 1, that task i is assigned
to workstation j for model k. Otherwise, their value is zero. Equation (25) becomes Equation (30),
where integer variables Ejk specify whether station j is necessary for model k (these variables can only
take the value 0 or 1 since the capacity of a workstation is 1). Equation (26) becomes Equation (31) and
Equation (27) becomes Equation (32). ∑
j
xi jk = 1 ∀i ∀k (29)
∑
i





j·xhjk ∀h; ∀i ≺ h ∀k (31)
E j+1 k ≤ E jk ∀ j ∀k (32)
In the computer program, the constraints described in these equations, as well as the objective
function, have been coded following the solver’s requirements. The objective function (Expression (33))
rewards performing the same task in the same station across the different models and penalizes the
number of stations used in each model.









β1 is the weight assigned to the number of stations in the line. β2 is the weight associated
with the number of “triplets”—a task is performed in the same workstation for the three models.
Binary variables (Bi) indicate whether task i is assigned to the same station for all models. In order to
define Bi using linear constraints, we introduce integer-Boolean variables bij that take the value of 1
only if task i is assigned to workstation j for all models (Equations (34) and (35)).∑
k
xi jk ≥ |K|·bi j ∀ j ∀i (34)
∑
j
bi j = Bi ∀i (35)
Together, β1 and β2 appraise how valuable it is to achieve one more “triplet” at the expense of
operating an additional station. Managerial policies should decide the relative values of these coefficients.
To increase computational speed, the solver works over the integers. This means that the ILP
must be defined using integers only. For this reason, the values of Wu*ik have been multiplied by a
large integer (100,000) and rounded to the upper nearest whole number. The computer took 0.11 s to
find the optimal solution (for β1 = β2 = 1), as shown in Table 10. If the changeover time is negligible,
the assembly line could be operated as a mixed-model line and, according to the weights in Table 2,
the line would assemble a basic sequence (four Alphas, two Betas, one Gamma) repeatedly in order to
follow the principles of heijunka [40].
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Table 10. Optimal assignment of tasks to workstations.















1 2 0.60 2 0.99 2 1.00
2 1–4 0.94 1–4 0.90 1–4 0.65
3 3–5–6 0.94 3–5–6 0.90 5–6 0.46
4 8 0.60 8 0.36 8 1.00
5 7–9–10 0.68 7–9–10 0.54 7–9–10 0.38
6 11–12 0.94 11 0.99 11–12 0.85
5. Results of Computational Experiences
In order to evaluate its performance, our methodology and our computer program were
used to solve different instances of multi-model/mixed-model assembly lines that we found in
the literature. Valid examples for our purposes are those that include task times, precedencies,
scheduled production and available time, especially if the authors were interested in assigning tasks to
constant workstations—although, in most cases, their objective functions are different from ours. First,
original task times are transformed into unit workloads following the algorithm described in Section 4
on an electronic spreadsheet. Then, our computer program captures input data from the spreadsheet
and finds the optimal solution according to our objective function.
The first instance [11] includes 15 tasks and 3 models. Four specific tasks (2, 6, 8, 13) should
be assigned to the same workstation for each model. The problem was solved on a PC with an
Intel®Core™ i7-8700 processor at 3.2 GHz with 8 GB of RAM for β1 = β2 = 1 and the computer needed
0.06 s to find the optimal solution (Table 11). This instance was solved again for β1 = 1 and β2 = 4
(Table 11) with the same computer processor (CPU) time.
Table 11. Optimal assignment of tasks to workstations to the instance from [11]. Figures represent
tasks (i).





Models 1, 2 and 3
(β2 = 4)
1 1–2 1–2–5 1–2–3 1–2
2 3–4–9 3–4–9 4–5–9 3–4
3 5–6–7 6–7 6–7 6–7
4 8–10–12 8–10–12 8–10–12 5–10
5 11–13–14–15 11–13–14–15 11–13–14–15 8–9–12–14
6 - - - 11–13–15
In the second instance, Thomopoulos presents a line with 19 tasks where three models are to be
assembled for a production schedule of 120, 60 and 40 units of each model, respectively, during each
shift [29]. The available time is not mentioned in the paper but Thomopoulos assumes that the line has
three workstations. For a theoretical minimum number of workstations equal to three and taking into
account the amount of assembly work to be performed, the available time must be at least 414 min
(this value is also mentioned in [29]). For this reason, we have repeated the same problem for values of
assembly time between 414 and 480 min (one shift) for β1 = β2 = 1, as shown in Table 12.
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480 2.59 3 19 0.86 0.09
458 2.71 3 19 0.90 0.09
436 2.85 3 18(Except task 18) 0.95 0.12
414 3.00 4 19 0.75 0.14
* After 10 replications of each case. CPU time stands for computer microprocessor time.
The third instance involves 35 tasks and 6 models [49]. The problem was solved twenty times for
β1 = 1 and β2 = 7 and the solver found different solutions (one example is Table 13) but all solutions
were of the same quality because all required 14 workstations and in all cases, 34 of the 35 tasks
could be assigned to the same workstations for the six models. Task 3240 has incompatible different
precedencies for different models, and, in consequence, it behaves as two different tasks. Thus, we can
consider that task 3240 was correctly assigned too.
Table 13. A solution to problem from [49]. Figures represent tasks.
















In our experiment in Section 4, we compare the solution of a multi-model assembly line balancing
problem that we can achieve through our method with the solution reached with the creation of a
combined model analyzed as a single-model line. We find that the classical approach of a combined
model results in an inapplicable multi-model line. Furthermore, the results in Table 9 are better than
those achieved with a combined model in Table 4 because fewer workstations are necessary and there
is less idle time. The method computes the theoretical minimum number of workstations and the
fraction of the production time that the line should be devoted to each model in order to achieve the
desired output. As a drawback, this procedure computes the required capacity, but it does not assign
tasks to workstations. This can be performed, for each model, using well-known heuristics or linear
programming but by always replacing task times with workload and replacing cycle time with station
capacity (typically, one operator). To go one step further, we have coded a piece of software in Python,
which takes advantage of Google’s solver, in order to assign tasks to workstations, with the same
number of workstations for each model and even the same tasks performed at each station for each
model, which gives stability to the line. The approach based on workload allows studying the three
lines together, as shown in Section 4.5, leading to the solution in Table 10. This solution presents a
line operated by a constant number of operators where tasks are consistently assigned to the same
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workstations across the different models. The resulting line can produce what was expected; it is
flexible (different models, different quantities) and the resulting task distribution is directly applicable,
with balanced workstations. All these characteristics agree with the principles of LM: JIT production,
respect for people and reduced waste of resources.
In our first additional instance, the original paper [11] was able to find, through a heuristic
method (based on a procedure to balance robotic lines), a line operated by five people. For β1 = β2 = 1,
our software found an optimal solution with five stations, where thirteen (out of fifteen) tasks—except
tasks 3 and 5—were assigned to constant workstations for all the models. The solutions found in the
original paper [11], although its objective function had a different purpose, correctly allocated tasks
2, 6, 8 and 13 to five workstations. Execution time cannot be compared since the paper searched for
another objective. With β1 = 1 and β2 = 4, we found an optimal solution where all tasks were assigned
to constant workstations at the expense of adding a sixth workstation. In consequence, we correctly
solved this instance with five or six operators.
In our second additional instance, we played with an instance taken from Thomopoulos’ paper [29].
We were able to determine the optimal lines for each value of the available time in the shift (see Table 12)
and we repeated each experiment ten times. We were surprised by the speed of the solver (values below
1 s) and noticed that the time increased when the available time in the shift decreased (it was more
difficult to allocate tasks to workstations and reach an optimal solution). Although Thomopoulos
assumes that “an operator who is assigned an element on one model may not be assigned that same
element on other models” [29], our solutions were able to assign all nineteen tasks to the same workers
except one task on one occasion (when the available time was 436 min). This would be possible with a
fourth operator (thus allowing a greater value for β2) at the expense of losing efficiency. That fourth
operator is always necessary when the available time drops to 414 min and then all 19 tasks can be
correctly assigned again. Since Thomopoulos’ objective function was to minimize the balance delay
among stations, no further comparison is possible between solutions.
With respect to our third additional instance, since 13 of the 35 tasks must be assigned to the same
workstation for all the models due to their common equipment [49], it is a good candidate for our
computer program (the code is available at Supplementary Materials: https://github.com/jordifortuny/
assembly_line). Since the original paper does not mention the available time during the workday, we
solved the problem for an eight-hour shift (28,800 s). The CPU time was two minutes and the solution
involved 10 workstations for each model (since the theoretical minimum number of workstations or
total multi-model unit workload TWu is 8.755, the efficiency of the resulting line is 0.97). We did not
incentivize the program (β1 = β2 = 1) to assign more tasks to the same workstations for each model
and, as a result, our program found an optimal solution with 31 tasks (out of 35) assigned to the same
stations for all six models. Cevikcan et al. used 12 workers to complete the task (in fact, they designed
a u-shaped cell instead of a straight line) while correctly assigning the required 13 operations [49].
To assess the validity of our algorithm, we tested our program under more stringent conditions and
reduced the available time. We found out that there were no feasible solutions with twelve operators
under 25,000 s, and, finally, we set the available time to 21,500 s (because the theoretical minimum
number of workstations was still twelve) and β2 = 7 (greater than the number of models in order
to reward tasks assigned to the same workstations for all the models). In a series of 20 repetitions,
the computer needed between 7 min 39 s and 48 min 26 s to reach the optimal solutions. Since this
instance is based on a real assembly line, we consider that these values may be acceptable for real
applications of the same size. We used 14 workers (Table 13) but we were able to assign all 35 tasks in a
consistent manner, as explained in Section 5.
7. Conclusions
In this paper, a novel approach to compute the necessary workforce in manual assembly systems
was developed and then it was applied to a multi-model assembly line following the principles of LM.
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Multi-model lines have not been researched much and there is not a general procedure for multi-model
lines as those developed for the SMALBP.
Our method is based on the fact that verifying the balance between workload and resource
capacity is necessary to assure that a production process is feasible in the considered time lapse. For this
reason, we define the concepts of unit workload and capacity in order to avoid using time magnitudes
(such as cycle time) since we assume that they are unknown. In Section 3, we derived the necessary
equations to compute the required workforce without resorting to temporal magnitudes and used
them to solve a small example. The same framework can be applied to other manufacturing strategies
and thus, in Section 4, the method was applied to a multi-model assembly line.
While many approaches in the assembly line balancing literature consider either a cycle time for
each model [50] or a common cycle time as given, we state that there are practical cases in which a
company will only have a daily schedule based on market demand. Therefore, computing an average
cycle time may lead to inapplicable solutions. In our method, the need for operators is modeled in
terms of workload and capacity, not on assembly times. The practical consequence is that it is not
necessary to know any cycle time to solve the problem. Thus, this study furnishes practitioners with
a better understanding of the relations between several variables to design, implement and control
processes. In addition, it can be easily implemented (e.g., Tables 4–8 on an electronic spreadsheet)
and quickly modified when the production mix changes. Then, the line can be balanced for each
model using either well-known heuristics for single-model lines to find a feasible solution or linear
programming as we did in this paper to be sure that we found the optimal solution. In all cases,
the unknown cycle time is not necessary.
Finally, our procedure was completed by means of a computer program coded in Python with the
help of the OR-Tools library (which results in few lines of code, mainly devoted to manage data input
and output). This allowed us to study all assembly lines together, based on linear constraints, in order
to find an optimal solution—not just a feasible one—which minimized the number of workstations
while aiming at a common number of workstations and even with a constant assignation of tasks to
workstations, according to our interest. Besides not needing a previously defined cycle time, the result
can be directly applied because real tasks are used instead of “combined” tasks.
Using our algorithms will allow operations managers to quickly staff and balance (or re-balance)
their multi-model assembly in order to guarantee a smooth operation (with few changes, if any, in the
number of operators or in the tasks assigned to each operator during the workday). This will also
ensure the production, in small batches, of the scheduled quantities and models to satisfy market
demand. Results show that our approach is a suitable option for balancing multi-model lines, without
great needs of assets (where light objects such as cell phones are assembled), and with labor (the number
of workstations) being the only resource considered, and for considering the setup cost as a fixed cost
because lot sizes are based on demand, not on cost minimization. These premises also constitute the
limitations of our work and could be the basis of further research. Since we have been able to use our
transformed data (Wuik) in methods originally intended for assembly times and cycle times (such as
solving the SMALBP with linear programming), it would be interesting to study whether our approach
can be used in combination with other extant techniques.
Although our practical experience is related to manual assembly lines, a new trend in
manufacturing, as part of the so-called Fourth Industrial Revolution or Industry 4.0 [51], is the
development of hybrid assembly systems where robots (called cobots—meaning collaborative robots)
work alongside people, in contrast with traditional arrangements where robots work in isolation
for safety reasons. In the ALBP recent literature, there is an upward trend on robotic lines [52].
However, the research on multi-model assembly lines with robots is scarce [53]. In further research,
our methodology could be extended to robotic lines. Currently, we assume that any worker can
perform any task—which is based on human flexibility and on the cross-training practice in LM—while
research on robotic lines requires selecting what tasks can be assigned to people and what tasks can be
assigned to robots. In addition, when several types of robots are available, it is necessary to assign the
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most efficient type for each task to the corresponding workstation [54], while we might say that the
number of “robot” types allocated to the line that we solved in this paper is one because all operators
are equal [24].
Supplementary Materials: The computer code is available online at https://github.com/jordifortuny/assembly_
line.
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