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Abstract
We revisit the task of compressing an ensemble of quantum states in the one-shot setting.
The protocols achieving the best compression use shared entanglement that may be much larger
than the original message, while others (with potentially larger communication cost) have en-
tanglement cost bounded by the message length. This motivates the question as to whether
entanglement is truly necessary for compression, and if so, how much of it is needed.
Motivated by questions in communication complexity, we lift certain restrictions imposed on
compression protocols in tasks such as state-splitting and channel simulation. We show that
an ensemble constructed by Jain, Radhakrishnan, and Sen (ICALP’03) saturates the known
bounds on the sum of communication and entanglement costs, even with the relaxed compression
protocols we study.
The ensemble and the associated one-way communication protocol have several remarkable
properties. The ensemble is incompressible by more than a constant number of qubits without
entanglement, even when constant error is allowed. Moreover, in the presence of entanglement,
the communication cost of compression can be arbitrarily smaller than the entanglement cost.
The quantum information cost of the protocol can thus be arbitrarily smaller than the cost of
compression without entanglement. The ensemble can also be used to show the impossibility of
reducing, via compression, the entanglement used in two-party protocols for computing Boolean
functions.
1 Introduction
Compression of quantum states is a fundamental task in information processing. In the simplest set-
ting, we have two spatially separated parties, commonly called Alice and Bob, who can communicate
with each other by exchanging quantum states. They have in mind an ensemble of m-dimensional
quantum states
((px, ρx) : x ∈ X , ρx ∈ D(Cm)) , (1.1)
where X is some non-empty finite set, and p is a probability distribution over X . Alice gets an
input x ∈ X with probability px, and would like to send a message, i.e., a quantum state σx ∈ D(Cd)
to Bob so that he can recover the state ρx, or even an approximation to it. Their goal is to
accomplish this with as small a message as possible, i.e., to minimize the dimension d of the message.
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A central question in quantum information theory whether there is a simple characterization of the
optimal message length (the communication cost) in terms of the “information content” of the
ensemble.
An additional resource that Alice and Bob may use in compression is a shared entangled state.
In other words, the two parties may start with their qubits initialized to a fixed quantum state
independent of the input received by Alice. The local quantum operations performed for compres-
sion and decompression then also involve the respective parts of the shared state. This is depicted
in Figure 1. As we may expect, the communication cost may decrease due to the availability of
this additional resource. The entanglement cost of a protocol is the minimal dimension of either
party’s share of the initial state (measured in qubits) required to achieve some communication
cost. We would also like to characterize the entanglement cost in this setting, in addition to the
communication cost.
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Figure 1: A one-message protocol for compression of quantum states, with shared entanglement.
The register A0 holds the input given to Alice, and E1 contains Alice’s workspace and her part of
the initial shared state. The register E2 contains Bob’s workspace and his part of the initial shared
state. The compression is implemented by the unitary operator U , and the register A2 contains
the compressed state and is sent as the message. The decompression is implemented by V . Bob’s
output is contained in the register B2.
Compression problems similar to the one above have been studied extensively in quantum infor-
mation theory, both in the one-shot setting (the one we described above), and in the asymptotic
setting (where the sender’s input consists of multiple samples picked independently from the same
distribution). The tasks in the literature that come closest are state splitting (see, e.g., Ref. [5]
and the references therein) and that of channel simulation in the context of the Quantum Reverse
Shannon Theorem [4, 5]. In both of these tasks, the protocol is required to be “coherent” in spe-
cific ways. In particular, in compressing an ensemble of states as in Eq. (1.1), at the end of the
protocol, Bob would be required to hold an approximation to the state ρx and Alice a purification
of this state. In contrast to these tasks, we do not require that the compression protocol maintain
such coherence. More precisely, the registers containing a purification of the output state may be
shared by Alice and Bob. Such compression protocols are more relevant in the context of two-party
communication protocols studied in complexity theory, especially in the context of direct sum and
direct product results (see e.g., Refs. [9, 11, 16] and the references therein). In communication com-
plexity, a typical goal is to compute a bivariate Boolean function when the inputs are distributed
between two parties. The parties communicate with each other, alternating messages with local
computation, and at the end, one party produces the output of the protocol from the part of the
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final state in her possession. As a result, the output of the protocol does not depend on the part
of the state held by the other party (i.e., on the purification of her part of the final joint state).
A compression scheme for the final state then need only focus on the part being measured for the
output.
Jain, Radhakrishnan, and Sen [10, 11] gave a one-shot protocol for compressing an ensemble of
states as in Eq. (1.1), and bounded its communication cost in terms of mutual information. Bab
Hadiashar, Nayak, and Renner [8] gave a sharper analysis of their protocol, and tightly character-
ized the communication cost of the task in terms of smooth max-information, a one-shot entropic
analogue of mutual information. The upper bound so obtained is slightly better than that derived
from protocols for state splitting in terms of the approximation error; it has an additive term
of O(log log 1 ) for average error  versus the additive term of O(log
1
 ) in Ref. [1, Corollary 5]. How-
ever, these protocols use shared entanglement that may be much larger than the message itself,
while earlier protocols for state splitting [5, Lemma 3.5] (with potentially larger communication
cost) have entanglement cost bounded by logm for m-dimensional ensembles. This motivates the
question as to whether entanglement is truly necessary for compression, and if so, how much of it
is needed.
For the more restrictive task of state splitting, it follows from the proof of the converse bound for
one-shot entanglement consumption due to Berta, Christandl, and Touchette [6, Proposition 10]
that the sum of the communication and entanglement costs is at least the smooth min-entropy of
the ensemble average ρ :=
∑
x pxρx. (Although the proof is written assuming that the shared state
consists of EPR pairs and some ancilla, it may be modified to give a bound when an arbitrary state
is shared.) In this article, we show that there are ensembles for which the smooth min-entropy
bound is within an additive constant of the number of qubits in the states, and the bound is
saturated even with the more general compression protocols we allow.
Theorem 1.1. For properly chosen positive integers m, k, with m sufficiently larger than log k,
and large enough positive integer n (as a function of m, k), there exists an ensemble
(
( 1n , ρx) : x ∈
[n], ρx ∈ D(Cm)
)
such that
(i) there is a one-way protocol with shared entanglement that compresses this ensemble with
average error  > 0 and with communication cost 12 log k + O(log log
1
 ), and
(ii) the sum of communication and entanglement costs of any one-way compression protocol for
the ensemble with shared entanglement and average-error at most 1/8 is at least logm − c,
for a universal constant c.
In particular, in the absence of entanglement, the ensemble may only be compressed by a constant
number of qubits, to achieve average error 18 .
Proposition 3.4, and Corollaries 3.5 and 3.6 in Section 3 contain more precise statements of these
results.
Since the compression task we study is a relaxation of state-splitting (more generally, of state re-
distribution [13, 7, 18]) and of channel simulation, the lower bound in Theorem 1.1(ii) holds for
these tasks as well.
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The ensemble mentioned in Theorem 1.1 is obtained via the probabilistic method, using a con-
struction due to Jain, Radhakrishnan, and Sen [9]. They showed the incompressibility of such an
ensemble when the decompression operation is unitary (i.e., via protocols as in Figure 1 in which the
register B1 is trivial). We extend their proof to protocols which allow a general quantum channel
for decompression.
Jain et al. [10, 11], also used the same kind of ensemble to design a two-party one-way communi-
cation protocol with entanglement for the Equality function. They showed that the initial shared
state in the protocol cannot be replaced by one with polynomially smaller dimension in a “black-box
fashion” (i.e., when the local operations of the two parties are not modified). Theorem 1.1 implies
a similar impossibility result for protocols in which the sender and receiver can deviate from the
original protocol arbitrarily, but they try to approximate the receiver’s state in the original protocol
after the message is sent. The impossibility holds even when the dimension of the initial shared
entangled state is reduced only by a constant factor.
A remarkable property of the ensemble posited by Theorem 1.1 is that the communication cost
of compression (with entanglement) may be arbitrarily smaller than the entanglement cost. For
constant error the communication cost is within an additive constant of the quantum information
cost [16] of the protocol that simply prepares and sends the state. As a consequence, we infer that
the quantum information cost of a protocol may be arbitrarily smaller than the communication
cost of any protocol without entanglement for compressing its messages. Anshu, Touchette, Yao,
and Yu [3] had previously proven a similar separation when the compression protocol is allowed to
use entanglement. However, their separation is exponential: they exhibited an interactive protocol
for a Boolean function with quantum information cost that is exponentially smaller than the com-
munication cost of any interactive quantum protocol that computes the function. (Observe that
a protocol for compressing the final state of the original protocol may also be used to compute
the function.) In contrast to that protocol, the one we present is compressible to its quantum
information cost, but requires an arbitrarily larger amount of entanglement to do so.
In another related work, Liu, Perry, Zhu, Koh, and Aaronson [12] show that one-way protocols
cannot be compressed to their quantum information cost without using shared entanglement. They
consider a certain one-way protocol in which Alice gets an n-bit input, Bob gets an m-bit input,
with m ∈ o(n). The protocol has quantum information cost O(nm−2 logm). They show that
the protocol cannot be compressed by a one-way protocol without entanglement into a message of
length o(log n) with error at most (n + 1)−m. Thus the separation is limited, and only holds for
exponentially small error (in the length of the inputs).
It is believed that the communication in any interactive quantum protocol which has a constant
number of rounds and computes a function of classical inputs may be compressed, with constant
error, to an amount proportional to the quantum information cost of the protocol. For one-way
protocols such a result was shown by Jain, Radhakrishnan, and Sen [10, 11]. This was later
re-proven by Anshu, Jain, Mukhopadhyay, Shayeghi, and Yao [2] using different techniques. A
similar result for protocols with a larger constant number of rounds of communication was claimed
by Touchette [16], but the proof has an error. The compression protocols achieving quantum
information cost all rely on the presence of shared entanglement. Theorem 1.1 shows that even for
the simplest protocols, such compression is not possible in the absence of entanglement. Moreover,
it shows that the entanglement cost may be necessarily within an additive constant of the length
of the message to be compressed, even when the quantum information cost is arbitrarily smaller
than the message length.
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Organization. The rest of this article is organized as follows. In Section 2, we review basic
concepts and notation from quantum information and communication. In section 3, we prove the
main result and discuss its implications.
2 Preliminaries
We refer the reader to the book Watrous [17] for a thorough introduction to basics of quantum
information. We briefly review the notation and some results that we use in the article.
2.1 Some basic notions
For the sake of brevity, we denote the set {1, 2, . . . , k} by [k]. We denote (finite dimensional) Hilbert
spaces either by capital script letters like H and K, or as Cm where m is the dimension. We use the
Dirac notation, i.e., “ket” and “bra”, for unit vectors and their adjoints, respectively. We denote
the set of all unit vectors in a Hilbert space H by Sphere(H).
A subset N of Sphere(H) is called -dense if for every vector |u〉 ∈ Sphere(H), there exists a vector
in the set N at Euclidean distance at most  from |v〉. Such a set is also called an “-net” in
the literature. The following proposition states that every finite dimensional Hilbert space has a
relatively small -dense set.
Proposition 2.1 ([14], Lemma 13.1.1, Chapter 13). Let  ∈ (0, 1], and m be a positive integer.
The Hilbert space Cm has an -dense set N of size |N | ≤ (4 )2m.
We denote the set of all linear operators on Hilbert space H by L(H), the set of all positive semi-
definite operators by Pos(H), the set of all unitary operators by U(H), and the set of all quantum
states (or “density operators”) over H by D(H). The identity operator on H is denoted by 1H. We
denote quantum states by lowercase Greek letters like ρ, σ. An operator M ∈ Pos(H) is called a
measurement operator if M ≤ 1.
Proposition 2.2. For any two unit vectors |u〉, |v〉 ∈ Sphere(H), and for any measurement oper-
ator M , we have
|〈u|M |u〉 − 〈v|M |v〉| ≤ 2 ‖|u〉 − |v〉‖ ,
where ‖·‖ denotes the Euclidean norm in the Hilbert space H.
We denote the operator norm (Schatten ∞ norm) of an operator M ∈ L(H) by ‖M‖, the Frobenius
norm (Schatten 2 norm) by ‖M‖F, and the trace norm (Schatten 1 norm) by ‖M‖tr. Recall
that ‖M‖tr := Tr
√
M∗M is the sum of the singular values of M , ‖M‖ is the largest singular value,
and ‖M‖F :=
√
Tr(M∗M) is the `2-norm of the singular values with multiplicity.) All of these
norms are invariant under composition with a unitary operator. We use the following special case
of the Ho¨lder inequality for Schatten norms.
Proposition 2.3. For any linear operators A,B ∈ L(H),
|Tr (A∗B)| ≤ ‖A‖ ‖B‖tr .
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We consider random unitary operators chosen according to the Haar measure η on U(H), where H
is a finite dimensional Hilbert space. The Haar measure is the unique unitarily invariant probability
measure over U(H).
Let f : U(H)→ R be a continuous function. Suppose f is κ-Lipschitz, i.e., for all U, V ∈ U(H), we
have
|f(U)− f(V )| ≤ κ ‖U − V ‖F ,
for some κ ≥ 0. If κ is small enough as compared to the dimension of H, with high probability,
the random variable f(U) is close to its expectation, where U ∈ U(H) is a Haar-random unitary
operator. This concentration of measure property is formalized by the following theorem.
Proposition 2.4 ([14], Corollary 3.15, Lecture 3). Let η be the Haar measure on U(H), where H
is a Hilbert space with finite dimension m, and let U ∈ U(H) be a random unitary operator chosen
according to η. For every function f : U(H) → R that is κ-Lipschitz with respect to the Frobenius
norm (with κ > 0), and every positive real number t, we have
η
(
{U ∈ U(H) : f(U)− E [f(U)] ≥ t}
)
≤ exp
(
−(m− 2)t
2
12κ2
)
.
We denote physical quantum systems (“registers”) with capital letters, like X, Y and Z. The linear
map TrK : D(H⊗M)→ D(H) denotes the partial trace over K.
The fidelity between two quantum states ρ and σ is defined as F(ρ, σ) := Tr
√√
ρ σ
√
ρ . Fidelity
can be used to define a useful metric called the purified distance [15] between quantum states:
P(ρ, σ) :=
√
1− F(ρ, σ)2 .
The trace distance between quantum states is induced by the trace norm. It is well known that:
Proposition 2.5. For any pair of quantum states ρ, σ ∈ D(H),
‖ρ− σ‖tr = 2 max { |Tr(Mρ)− Tr(Mσ)| : M is a measurement operator on H} .
Purified distance and trace distance are related to each other as follows:
Proposition 2.6 (Fuchs and van de Graaf). For any pair of quantum states ρ, σ ∈ D(H),
1−
√
1− P(ρ, σ)2 ≤ 1
2
‖ρ− σ‖tr ≤ P(ρ, σ) .
For a register X in quantum state ρ ∈ D(H), the von Neumann entropy of X is denoted by S(ρ).
This coincides with Shannon entropy for a classical state. The relative entropy of two quantum
states ρ, σ ∈ D(H) is denoted by S(ρ‖σ). Let ρ, σ ∈ D(H) be two quantum states. The max-relative
entropy of ρ with respect to σ is defined as
Smax(ρ‖σ) := min{λ : ρ ≤ 2λσ} ,
when supp(ρ) ⊆ supp(σ), and is ∞ otherwise.
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Suppose that ρXY ∈ D(H⊗K) is the joint state of registers X and Y , then the mutual information
of Y and X is denoted by I(X : Y )ρ . When the state is clear from the context, the subscript ρ may
be omitted. When ρ is a classical-quantum state, i.e., register X is a classical register and ρXY =∑
x p(x)|x〉〈x| ⊗ ρx with p being a probability distribution on X and ρx ∈ D(K), we have
I(X : Y ) =
∑
x
p(x) S(ρx‖ρ) ,
where ρ =
∑
x p(x)ρx. Let ρ
XYM ∈ D(H⊗K⊗M) be a tripartite quantum state. The conditional
mutual information of X and M given Y is denoted as I(X : M |Y ). When ρ is a tensor product
of the states of XM and Y , we have I(X : M |Y ) = I(XY : M) = I(X : M).
2.2 Quantum communication protocols
We informally describe a two-party quantum communication protocol; for a formal definition, we
refer the reader to, e.g., Ref. [16]. In such a protocol, there are two parties, Alice and Bob, each of
whom may get a input, possibly a quantum state. Alice and Bob’s inputs state may be entangled
with each other, and also with a “reference” system, which purifies it. Their goal is to accomplish
an information processing task by communicating with each other.
Each party possesses some “work” (or “private”) qubits in addition to the input registers. The work
qubits are initialized to a fixed state in tensor product with the input states. This fixed state may
be entangled across the registers of Alice and Bob, and may be used as a computational resource.
In this case, we call it a protocol with shared entanglement . If the fixed state is a tensor product
state across Alice and Bob’s registers, we say it is a protocol without shared entanglement .
The protocol proceeds in some number of “rounds”. In each round, the sender applies a quantum
channel to the qubits in her possession, and sends a sub-register (the message) to the other party.
After the last round, the recipient of the last message applies a quantum channel to his registers.
The output of the protocol is the state of a pair of designated registers of the two parties. In this
article, we study only one-way protocols, i.e., protocols with one message, say from Alice to Bob.
We are often interested in minimizing the total number of qubits exchanged over all the rounds,
i.e., the communication complexity (or cost) of the protocol. The idea is to accomplish the task at
hand with minimum communication. In protocols with shared entanglement, we are also interested
in the amount of entanglement needed in the protocol, i.e., the minimum dimension of the support
of the initial state of either party’s work space. This latter quantity, measured in number of qubits,
is called the entanglement cost of the protocol.
Let Π be a one-round quantum protocol (with or without entanglement) with a single message from
Alice to Bob, in which Alice gets a classical input in register X, and Bob has no input. Let M be
the quantum register corresponding to the message in Π, and let B be Bob’s work register. The
quantum information complexity of the protocol Π is
QIC(Π) :=
1
2
I(X : MB) .
It captures the information Bob learns about X from the message. This notion requires a more
nuanced definition for protocols with more general inputs and with multiple rounds of communi-
cation [16].
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We study one-way protocols for non-oblivious compression of quantum states, which is typical for
tasks of this nature (see, e.g., Ref. [1]). The protocol may be with or without shared entanglement.
Suppose we wish to compress states chosen from an ensemble ((px, ρx) : x ∈ S) for some finite set S,
where p is a probability distribution over S and ρx ∈ D(H). The ensemble is known to both parties.
The sender, say Alice, is given a classical input x ∈ S chosen according to the distribution p. She
sends a message to Bob, which we interpret as a compression of ρx. Bob applies a quantum channel
to the message and his work registers to obtain the output state ρ˜x. We say that the average error
of the compression protocol is  ∈ [0, 2] if the output state is -close in trace distance to the ideal
state on average over the inputs: ∑
x
px ‖ρx − ρ˜x‖tr ≤  .
It is some times desirable to express the error in terms of the purified distance. For simplicity,
we state error bounds in terms of trace distance; we may express the bounds in terms of purified
distance via Proposition 2.6.
3 The main result
In this section, we prove the main result of this article. We begin with two lemmas that we need
for the result. The first allows us to focus on a finite number of subspaces of a finite dimensional
Hilbert space, in the context of measurements. For an operator M ∈ L(H), and a subspace A of H,
define the semi-norm
‖M‖A := max|w〉 ∈ Sphere(A) |〈w|M |w〉| .
Lemma 3.1 ([9], Lemma 6). Let d and q be positive integers with q ≥ d, δ > 0 be a real number,
and H be an q-dimensional Hilbert space. There exists a set T of subspaces of H of dimension at
most d such that
1. |T| ≤
(
8
√
d
δ
)2qd
, and
2. for every d-dimensional subspace A ⊆ H, there is a subspace B ∈ T such that for every
measurement operator M ∈ Pos(H),∣∣∣ ‖M‖A − ‖M‖B ∣∣∣ ≤ δ .
The set T in the lemma is obtained as follows. We fix an -dense subset S of Sphere(H) for a
suitably small value of , as given by Proposition 2.1. For any d-dimensional subspace A, we
consider an orthonormal basis, and the d vectors in S closest to the respective elements in the
basis. We include in T the subspace B spanned by the d vectors from S so obtained.
By a uniformly random subspace of dimension ` of an m-dimensional Hilbert space H, with ` ≤ m,
we mean the image of a fixed `-dimensional subspace under a Haar-random unitary operator on H.
The next lemma is similar to Lemma 7 from Ref. [9], and is stronger in some respects. It helps us
derive tighter bounds for compression. Informally, the lemma states that every state in a “small
enough” subspace of a bi-partite space has, with high probability, a small projection onto a “small
enough” random subspace of one part.
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Lemma 3.2. Let m, d, `, and p be positive integers such that ` ≤ m. Let W be a fixed d-
dimensional subspace of Cm ⊗ Cp. Let Z be a uniformly random subspace of Cm of dimension `,
and M be the orthogonal projection operator onto Z. Then for any real number α > 2, there is a
real number α1 > 0 that depends only on α such that
Pr
[
‖M ⊗ 1Cp‖W ≥
α`
m
]
≤ exp
(
−α1`
2(m− 2)
m2
)
,
provided
(α− 2)2`2(m− 2) ≥ (4× 192)dm2 ln
(
16m
α`
)
.
We may take α1 :=
(α−2)2
384 in the above statement.
Proof: The subspace W is isomorphic to Cd as it is d-dimensional. By Proposition 2.1, there is a
set N with |N | ≤ (16mα` )2d that is a α`4m -dense set of Sphere(W).
If ‖M ⊗ 1Cp‖W ≥ α`m , Proposition 2.2 implies that there is a vector |v〉 ∈ N such that 〈v|(M ⊗
1)|v〉 ≥ α`2m . By the Union Bound, we get
Pr
[
‖M ⊗ 1Cp‖W ≥
α`
m
]
≤ |N | × max
|v〉∈N
Pr
[
〈v|(M ⊗ 1)|v〉 ≥ α`
2m
]
. (3.1)
Consider any fixed vector |v〉 ∈ N and let P ∈ Pos(Cm) be a fixed orthogonal projection of rank `.
Consider the function f : U(Cm)→ R defined as
f(U) := 〈v| (UPU∗ ⊗ 1Cp) |v〉 .
For any U,W ∈ U(Cm), we have
|f(U)− f(W )| =
∣∣∣Tr[ ((UPU∗ −WPW ∗)⊗ 1) |v〉〈v| ]∣∣∣
≤ ‖UPU∗ −WPW ∗‖ (By Proposition 2.3)
≤ ‖UPU∗ −WPU∗‖+ ‖WPU∗ −WPW ∗‖
≤ ‖U −W‖+ ‖U∗ −W ∗‖
≤ 2 ‖U −W‖F .
So f is 2-Lipschitz.
Let U ∈ U(Cm) be a Haar-random unitary operation. The expectation of f(U) is:
E[f(U)] = 〈v|
(
E[UPU∗]⊗ 1
)
|v〉
= 〈v|
(
`
1
m
⊗ 1
)
|v〉
=
`
m
.
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Since UPU∗ and M have the same distribution, by Proposition 2.4 we get
Pr
[
〈v| (M ⊗ 1) |v〉 ≥ α`
2m
]
= Pr
[
〈v| (UPU∗ ⊗ 1) |v〉 ≥ α`
2m
]
≤ exp
(
−(m− 2)(α− 2)
2`2
192m2
)
.
By Eq. (3.1), we get
Pr
[
‖M ⊗ 1Cp‖W ≥
α`
m
]
≤
(
16m
α`
)2d
exp
(
−(m− 2)(α− 2)
2`2
192m2
)
≤ exp
(
−(m− 2)(α− 2)
2`2
384m2
)
,
provided the m, `, d, α satisfy the stated condition.
We construct an ensemble of the same form as in Ref. [9]. For positive integers n,m, k such that k
divides m and n, let Bi = (|bi1〉, |bi2〉, . . . , |bim〉) be a suitably chosen orthonormal basis for Cm,
for each i ∈ [nk ]. Let (Bij : j ∈ [k]) be a partition of Bi into k equal size sets. Define ρij :=
k
m
∑
v∈Bij |v〉〈v|. We show that there is a choice of bases such that the ensemble((
1
n , ρij
)
: i ∈
[n
k
]
, j ∈ [k]
)
(3.2)
cannot be compressed significantly in the absence of entanglement. The following theorem, which
we prove along the same lines as Theorem 5 in Ref. [9], contains the crux of the argument.
Theorem 3.3. Let  ∈ (0, 2) and ν ∈ (0, 1 − /2). Let k,m, n, d be positive integers such that k
divides m and n. For any β ∈ (0, 1), there exists an ensemble of n quantum states (ρij) of the form
in Eq. (3.2) such that for any sequence of quantum states
(
σij : σij ∈ D(Cd), i ∈
[
n
k
]
, j ∈ [k]), and
for all quantum channels Ψ : L(Cd)→ L(Cm), we have∣∣∣ {(i, j) : ‖ρij −Ψ(σij)‖tr > } ∣∣∣ > βn ,
when
k ≥ 4
1− /2− ν ,
m > max
{
3
γ
ln
(
e
1− β
)
,
3
γ
ln k,
2d
γ
ln
(
16
1− /2− ν
)}
, and
n >
6kd2m
γ(1− β) ln
(
8
√
d
ν
)
.
where γ := (1−/2−ν)
2
8×384 .
Proof: We use the Probabilistic Method to show the existence of an ensemble with the claimed
property. We first derive a simpler property that suffices.
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For i ∈ [nk ] and j ∈ [k], define the measurement operator Mij as the orthogonal projection
onto spanBij , i.e., Mij :=
∑
v∈Bij |v〉〈v|. By Proposition 2.5, the condition∣∣∣Tr (Mijρij)− Tr (MijΨ(σij)) ∣∣∣ > 
2
(3.3)
implies that ‖ρij −Ψ(σij)‖tr > . Since Tr(Mijρij) = 1, Eq. (3.3) is equivalent to
Tr (MijΨ(σij)) < 1− 
2
. (3.4)
Consider the following Stinespring representation [17, Corollary 2.27, Sec. 2.2] of the quantum
channel Ψ : L(Cd) → L(Cm) in terms of a unitary operation U ∈ U(A ⊗ B ⊗ C) and a fixed pure
state |0¯〉 ∈ B ⊗ C, with A = Cd,B = C = Cm:
Ψ(ω) = TrA⊗B
[
U(ω ⊗ |0¯〉〈0¯|)U∗
]
∀ω ∈ L(Cd) .
So we have
Tr (MijΨ(σij)) = Tr
(
Mij TrA⊗B
[
U(σij ⊗ |0¯〉〈0¯|)U∗
])
= Tr
(
(Mij ⊗ 1A⊗B)U(σij ⊗ |0¯〉〈0¯|)U∗
)
,
and Eq. (3.4) is equivalent to
Tr
(
(Mij ⊗ 1A⊗B)U(σij ⊗ |0¯〉〈0¯|)U∗
)
< 1− 
2
. (3.5)
For a fixed unitary operator U , for any i, j, the state U(σij⊗|0¯〉〈0¯|)U∗ belongs to D(X ) where X :=
U(A ⊗ |0¯〉) is a fixed d-dimensional subspace of A ⊗ B ⊗ C. Thus, the expression on the left in
Eq. (3.5) is bounded by ‖Mij ⊗ 1A⊗B‖X for every i, j. So it suffices to construct the ensemble such
that for all d-dimensional subspaces W ⊆ A⊗ B ⊗ C,∣∣∣ {(i, j) : ‖Mij ⊗ 1A⊗B‖W < 1− 2} ∣∣∣ > βn .
By Lemma 3.1, for any ν > 0, there is a collection T of subspaces of A⊗B⊗C of dimension at most d,
such that size |T| ≤ (8√d/ν)2d2m2 , and for all subspaces W as above, there is a subspace Y ∈ T
such that for all i, j, ∣∣∣ ‖Mij ⊗ 1A⊗B‖W − ‖Mij ⊗ 1A⊗B‖Y ∣∣∣ ≤ ν .
Taking ν < 1− 2 , it suffices to construct the ensemble such that for all subspaces Y ∈ T,∣∣∣ {(i, j) : ‖Mij ⊗ 1A⊗B‖Y < 1− 2 − ν} ∣∣∣ > βn . (3.6)
We pick bases Bi independently and uniformly at random, i.e., for each i, independently pick a
Haar-random unitary operator on Cm, and let Bi be the basis defined by its columns. We then
define an ensemble of the form in Eq. (3.2) described above, and the corresponding projection
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operators Mij . We show that the operators Mij satisfy Eq. (3.6) for all Y ∈ T with non-zero
probability, by bounding the probability of the complementary event.
Suppose the operators Mij do not satisfy Eq. (3.6) for some subspace Y ∈ T. Then∣∣∣ {(i, j) : ‖Mij ⊗ 1A⊗B‖Y < 1− 2 − ν} ∣∣∣ ≤ βn . (3.7)
Equivalently, there are at least (1−β)n pairs i, j such that ‖Mij ⊗ 1‖Y ≥ 1−/2−ν. In particular,
there are at least (1−β)n/k indices i such that there is at least one j ∈ [k] with ‖Mij ⊗ 1‖Y ≥ 1−
/2−ν. For convenience, byEi(Y) we denote the event that there is some j ∈ [k] with ‖Mij ⊗ 1‖Y ≥
1− /2− ν, and by I(Y), we denote the subset of indices i ∈ [nk ] such that Ei(Y) occurs.
Let q := d(1− β)nk e. By the above reasoning, it suffices to bound the probability that for some
subspace Y ∈ T, the subset I(Y) has at least q indices.
By Lemma 3.2, for a fixed subspace Y and pair i, j,
Pr
[
‖Mij ⊗ 1‖Y ≥ 1− /2− ν
]
≤ exp
(
−((1− /2− ν)k − 2)
2(m− 2)
384k2
)
≤ exp(−γm) ,
with γ := (1−/2−ν)
2
8×384 , when (1− /2− ν)k ≥ 4 and
m− 2 ≥ (16× 192)d
(1− /2− ν)2 ln
(
16
1− /2− ν
)
.
So by the Union Bound
Pr
[
Ei(Y)
]
≤ k exp(−γm) ,
and by the Union Bound and the independence of Mij for distinct indices i,
Pr
[
|I(Y)| ≥ q
]
≤
(n
k
q
)
× (k exp(−γm))q .
Finally, we get
Pr
[
∃Y ∈ T : Eq. (3.7) holds
]
≤ |T| ×max
Y∈T
Pr
[
|I(Y)| ≥ q
]
≤
(
8
√
d
ν
)2d2m2 (n
k
q
)
(k exp(−γm))q
< 1 ,
when m > max
{
3
γ ln
(
e
1−β
)
, 3γ ln k
}
, and
γ(1− β)n > 6kd2m ln
(
8
√
d
ν
)
.
This proves the theorem.
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Consider a one-way protocol Π in which with probability 1/n, Alice gets input (i, j), prepares
state ρij as in an ensemble given by Theorem 3.3, and sends it to Bob. Let ρ :=
1
m be the completely
mixed state over Cm. By construction, we have S(ρij‖ρ) = log k, and therefore QIC(Π) = 12 log k.
In fact, we have Smax(ρij‖ρ) = log k. Using a rejection sampling technique due to Jain, Rad-
hakrishnan, and Sen [10], we can compress any such ensemble of states to log k + O(log log 1 ) bits
using shared entanglement, with error at most  in terms of the purified distance from the ideal
state [8, Theorem I.1(1)]. Using superdense coding [17, Section 6.3.1], this gives us a bound that is
slightly better than those obtained from protocols for the task of state splitting (see, e.g., Ref. [1,
Corollary 5]).
Proposition 3.4. For any positive integers k,m, n such that k divides m and n, and error pa-
rameter  > 0, any ensemble of n equally likely quantum states in D(Cm) of the form in Eq. (3.2)
there is a one-shot one-way protocol with entanglement for compressing the states with quantum
communication at most
1
2 log k + O(log log
1
 ) ,
with average error at most  in trace distance.
This bound is an additive term of O(log log 1 ) more than QIC(Π), and is close to optimal [8,
Theorem I.1(1)].
Now consider a one-way protocol with the same input as in Π, for compressing the message sent in
that protocol. Suppose the protocol does not use any shared entanglement, and that on input (i, j),
Alice sends a d-dimensional state σij as her message to Bob. (We view the message σij as a
compression of ρij .) Bob decompresses the message to an m-dimensional state ρ˜ij . By choosing  =
ν = 14 and β =
1
2 in Theorem 3.3 we see that regardless of the compression scheme used, if d is
even a constant factor smaller than m, the average error of the protocol is at least a constant.
Corollary 3.5. For any positive integers k,m, n with m,n divisible by k, there are positive con-
stants c1, c2, c3 such that if k ≥ 16 and m ≥ c1 ln k, for any positive integer d with d ≤ m/c2
and d2 ln d ≤ n/c3km, there is an ensemble of n equally likely quantum states in D(Cm) of the form
in Eq. (3.2) such that any (one-shot) one-way protocol without entanglement for compressing
the states into d-dimensional states has error at least 18 :
1
n
∑
ij
‖ρij − ρ˜ij‖tr ≥
1
8
.
Note that the parameter m may be chosen arbitrarily larger than k, provided the ensemble has a
large enough number n of states. Thus, we see that in the absence of shared entanglement, there are
ensembles with m-dimensional states that cannot be compressed to states with dimension smaller
than m/c2 with error less than 1/8, where c2 is a universal constant. In particular, the dimension
of the optimally compressed message may be arbitrarily higher than the quantum information cost
of the protocol Π.
The above construction gives us ensembles with a number of states n that is polynomial in m.
Note that Alice may send the input (i, j) as her message, and this has dimension n. Similarly,
she may send the state ρij itself, and this has dimension m. So in order to truly study how much
compression is possible (i.e., how much smaller d may be as compared with m), we have to study
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ensembles with n ≥ m states and messages with dimension d ≤ m. Recall also that k ≤ n. In this
sense, the polynomial dependence of n on m, d (and k) is inevitable.
Suppose we consider a one-way communication protocol with shared entanglement , in which Alice
gets the same input as above. Further suppose that they run an optimal protocol for compression
with average error 18 , and that σij ∈ D(Cd) is Bob’s state just after he receives a message from
Alice. (So d is the product of the dimensions of the message and Bob’s share of the shared entangled
state.) Then, with the same choice of parameters as above, we get:
Corollary 3.6. For any positive integers k,m, n with m,n divisible by k, there are positive con-
stants c1, c2, c3 such that if k ≥ 16, m ≥ c1 ln k, and n ≥ c3km3 lnm, there is an ensemble of n
equally likely quantum states in D(Cm) of the form in Eq. (3.2) such that for any (one-shot) one-way
protocol with entanglement for compressing the states with average error at most 18 the sum of the
communication and the entanglement costs is at least log(m/c2). In particular, the entanglement
cost of any such protocol with optimal communication is at least logm− 12 log k −O(1).
Again, the parameter m may be chosen arbitrarily larger than k, and we see that there are en-
sembles with m-dimensional states for which communication-optimal compression protocols with
entanglement and with error at most 1/8 require shared entangled states of dimension almost as
large as m. In particular, the number of qubits of shared entanglement needed may be arbitrarily
larger than the quantum information cost of the original protocol. The corollary also shows that
the number of qubits of entanglement used by the best known protocol (in terms of communication
cost), due to Anshu and Jain [1, Corollary 5], is optimal up to a constant multiplicative factor
and an additive log k term (for constant error in compression). The lower bound on entangle-
ment cost may be achieved by protocols derived from those for state splitting, up to an additive
term of 12 log k + O(1), again for constant error (see, e.g., Ref. [5, Lemma 3.3]). However, the
communication cost of these protocols may not be optimal.
4 Concluding remarks
In this article, we revisited one-shot compression of an ensemble of quantum states. We proved
that there are ensembles which cannot be compressed by more than a few qubits in the absence of
shared entanglement, when allowed constant error. In the presence of entanglement, the ensemble
can be compressed to many fewer qubits. However, the entanglement cost may not be smaller than
the number of qubits being compressed by more than a constant, for constant error.
Many questions surrounding compression remain open. For instance, we do not have tight charac-
terizations for the communication and entanglement costs of one-shot state redistribution. Even
lesser is known for the one-shot compression of interactive quantum protocols. Progress on these
questions might hold the key to resolving important questions in communication complexity as
well.
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