Traditional univariate genome-wide association studies generate false positives and negatives due to 13 difficulties distinguishing causal variants from "interactive" variants (i.e., variants correlated with causal 14 variants without directly influencing the trait). Recent efforts have been directed at identifying gene or 15 pathway associations, but these can be computationally costly and hampered by strict model assumptions. 16 Here, we present gene-ε, a new approach for identifying statistical associations between sets of variants 17 and quantitative traits. Our key innovation is a recalibration of the genome-wide null hypothesis to treat 18 small-yet-nonzero associations emitted by interactive variants as non-causal. gene-ε efficiently identifies 19 core genes under a variety of simulated genetic architectures, achieving greater than a 90% true positive 20 rate at 1% false positive rate for polygenic traits. Lastly, we apply gene-ε to summary statistics derived 21 from six quantitative traits using European-ancestry individuals in the UK Biobank, and identify genes 22 that are enriched in biological relevant pathways. 23 Introduction 24 Over the last decade, there has been considerable debate surrounding whether genome-wide single-25 nucleotide polymorphism (SNP) genotype data can offer insight into the genetic architecture of com-26 plex traits [1] [2][3][4][5]. In the traditional genome-wide association (GWA) framework, individual SNPs are 27 tested independently for association with a trait of interest. While this approach has drawbacks [2, 3, 6], 28 more recent approaches that combine SNPs within a region have gained power to detect biologically 29 relevant genes and pathways enriched for correlations with complex traits [7][8][9][10][11][12][13][14]. Reconciling these two 30 observations is crucial for biomedical genomics.
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to stress that while we repeatedly point to our improved ability distinguish "causal" variants in core genes, 274 gene-ε is by no means a causal inference procedure. Instead, it is an association test which highlights 275 genes in enriched pathways that are most likely to be associated with the trait of interest. 276 Through simulations, we showed the gene-ε framework outperforms other widely used gene-level asso-277 ciation methods (particularly for highly heritable traits), while also maintaining scalability for genome- 278 wide analyses ( Fig. 3, Supplementary Figs. 2-16 , and Supplementary Tables 1-18 ). Indeed, all the ap- 279 proaches we compared in this study showed improved performance when they used summary statistics 280 derived from studies with larger sample sizes (i.e., simulations with N = 10, 000). This is because the 281 quality of summary statistics also improves in these settings (via the asymptotic properties of OLS es-282 timators). Nonetheless, our results suggest that applying gene-ε to summary statistics from previously 283 published studies will increase the return made on investments in GWA studies over the last decade. 284 Like any aggregated SNP-set association method, gene-ε has its limitations. Perhaps the most obvi- 285 ous limitation is that annotations can bias the interpretation of results and lead to erroneous scientific 286 conclusions (i.e., cause us to highlight the "wrong" gene [14, 67, 68] ). We observed some instances of this 287 during the UK Biobank analyses. For example, when studying MPV, CAPN10 only appeared to be a 288 core gene after its UCSC annotated boundary was augmented by a ±50kb buffer window (P = 1.85×10 −1 289 and P = 1.17 × 10 −7 before and after the buffer was added, respectively; Supplementary Table 23 ). After 290 further investigation, this result occurred because the augmented definition of CAPN10 included nearly 291 all causal SNPs from the significant neighboring gene RNPEPL1 (P = 1 × 10 −20 and P = 2.07 × 10 −9 292 before and after the buffer window was added, respectively). While this shows the need for careful bio-293 logical interpretation of the results, it also highlights the power of gene-ε to prioritize true genetic signal 294 effectively. 295 There are several potential extensions for the gene-ε framework described here. First, in the current 296 study, we only focused on applying gene-ε to quantitative traits ( Fig. 4 and Supplementary Figs. 17-297 21). Future studies extending this approach to binary traits (e.g. case-control studies) should explore 298 controlling for additional confounders that can occur within these phenotypes, such as ascertainment 299 [69-71]. Second, we only focus on data consisting of common variants; however, it would be interesting 300 to extend gene-ε for (i) rare variant association testing and (ii) studies that consider the combined 301 effect between rare and common variants. A significant challenge, in either case, would be to adaptively 302 adjust the strength of the regularization penalty on the observed OLS summary statistics for causal rare 303 variants, so as to not misclassify them as interactive SNPs. Previous approaches with specific re-weighting 304 functions for rare variants may help here [9, 28, 58] (Methods). A final related extension of gene-ε is to 305 include information about standard errors when estimating ε-genic effects. In our analyses using the 306 UK Biobank, some of the newly identified core genes contained SNPs that had large effect sizes but 9
Methods

340
Traditional Association Tests using Summary Statistics 341 gene-ε requires two inputs: genome-wide association (GWA) marginal effect size estimates β, and an 342 empirical linkage disequilibrium (LD) matrix Σ. We assumed the following generative linear model for 343 complex traits to infer β for each SNP, given both genotypic and phenotypic measurements for each individual sample.
353
For every SNP j, gene-ε takes in the ordinary least squares (OLS) estimates based on Eq.
(2)
355 where x j is the j-th column of the genotype matrix X, and β j is the j-th entry of the vector β.
356
In traditional GWA studies, the null hypothesis for statistical tests assumes H 0 : β j = 0 for all 357 j = 1, . . . , J SNPs. When both the trait and SNP measurements are standardized, it can be shown that 358 the correlation between any two regression coefficients β j and β l (j = l) is proportional to the correlation 359 between genotypic variants x j and x l . Therefore, under the null hypothesis, β is assumed to follow a 360 multivariate normal distribution with mean vector zero and a correlation structure defined by the pairwise 361 SNP-by-SNP LD matrix. For the applications considered here, the LD matrix is empirically estimated 362 from external data (e.g., directly from GWA study data, or using an LD map from a population with 363 similar genomic ancestry to that of the samples analyzed in the GWA study). 
364
Regularization of GWA Effect Size Estimators
E[ β l ] = J j=1 ρ(x j , x l )β j ⇐⇒ E[ β] = Σβ,(4)β β − Σβ 2 , subject to (1 − α) β 1 + α β 2 2 ≤ t for some t,(5)β ∼ N (0, Ω), Ω jj = σ 2 j , Ω jl = σ j ρ(x j , x l )σ l ,(6)
393
where Ω = H 1/2 ΣH 1/2 is a J × J variance-covariance matrix, and H = diag(σ 2 1 , . . . , σ 2 J ) is a J × J 394 diagonal matrix with elements σ 2 j denoting the proportion of narrow-sense heritability h 2 contributed by 395 the j-th SNP (with the constraint σ 2 j = h 2 ). The main innovation of gene-ε is to treat interactive 396 SNPs with ε-genic effects as non-causal. This leads to the recalibrated GWA null hypothesis that assumes 397 every SNP makes a negligible contribution to the genotypic variation of the trait of interest. Formally, 398 we write H 0 : β j ≈ 0 and use Eq. (6) to derive the (limiting) joint null distribution as
400
where
. . , σ 2 ε ). We refer to σ 2 ε as the "ε-genic threshold".
401
Intuitively, σ 2 ε represents the maximum proportion of variance explained (PVE) by an interactive or non-402 causal SNP. To this end, we may equivalently state the recalibrated GWA null hypothesis as H 0 : σ 2 j ≤ σ 2 ε .
403
To infer the proportion of PVE contributed by each SNP, gene-ε takes an empirical Bayes approach by 404 fitting a K-mixture of normal distributions over the regularized effect size estimates β j [18], such that 
409
where π k is a mixture weight representing the marginal (unconditional) probability that a randomly 410 selected SNP belongs to the k-th component, with k π k = 1. The above mixture allows for distinct 411 clusters of nonzero effects through K different variance components (σ 2 k , k = 1, . . . , K) [18]. Here, we 11 alternative H A : σ 2 j > σ 2 2 ), and interactive or non-causal otherwise (i.e., the null H 0 : σ 2 j ≤ σ 2 2 ). Given
418
Eqs. (8) and (9), we fit the mixtures for all J SNPs by aiming to maximize the joint log-likelihood
420
where Θ = (π 1 , . . . , π K , σ 2 1 , . . . , σ 2 K ) is the complete set of parameters for the mixture model. In the 421 gene-ε framework, estimation is done using an expectation-maximization (EM) algorithm to maximize 422 the joint distribution in Eq. (10). Here, we compute the probability that each SNP is a member of the 423 K different components. The number of components K is chosen via a Bayesian Information Criterion 424 (BIC). Details of this algorithm are given in the first section of the Supplementary Notes.
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Hypothesis Testing for the Detection of Core Genes
426
We now formalize the statistical test for identifying core genes using the recalibrated GWA null hypothesis 427 under the gene-ε framework. This test statistic is based on a quadratic form using GWA summary 428 statistics, and is a commonly used approach for generating gene-level association statistics for complex 429 traits. Let gene (or genomic region) g represent a known set of SNPs j ∈ J g ; for example, J g may 430 include SNPs within the boundaries of g and/or within its corresponding regulatory region. Here, we 431 conformably partition the regularized GWA effect size estimates β and define the gene-level test statistic
433
where A is an arbitrary symmetric and positive semi-definite weight matrix, which we set to be the 434 identity I for all analyses in the current study. Indeed, similar quadratic forms have been implemented 435 to assess the enrichment of mutations at the gene level [7, 12] and across general SNP-sets [9, 20, 28, 58].
436
A key feature of the gene-ε framework is to test the statistics in Eq. (11) against a recalibrated gene-level 437 association null hypothesis H 0 : Q g ≈ 0. Due to the asymptotic normality assumption for each SNP effect 438 (Eq. (6)), Q g is theoretically assumed to follow a mixture of chi-square distributions,
440
where |J g | denotes the cardinality of the set of SNPs J g and χ 2 1,j are standard chi-square random variables 441 with one degree of freedom. Most importantly, (λ 1 , . . . , λ |Jg| ) are the eigenvalues of the matrix 442 Ω 1/2
443
where Ω 0,g = H 
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where Ω g = H Under our recalibrated GWA model, there are causal SNPs, non-causal SNPs, and interactive SNPs. We propose a multi-component framework (see also [18] ), in which interactive SNPs can emit different levels of statistical signals based on (i ) different degrees of connectedness (e.g., through linkage disequilibrium), or (ii ) its regulated gene interacts with a true core gene. Genes -log 10 (P) Start  End  7  20174278 20257013  19  58858171 58864865  10 52566324 52645435 · · · · · · · · · · · · H 0 : σ 2 j ≤ σ 2 2 ; σ 2 j := PVE of the j-th SNP , where σ 2 j denotes the proportion of narrow-sense heritability h 2 contributed by the j-th SNP. (c) A unique feature of gene-ε is that it treats interactive SNPs as non-causal. gene-ε assumes a recalibrated (SNP-level) null hypothesis H 0 : σ 2 j ≤ σ 2 ε , where σ 2 ε is the ε-genic threshold and represents the maximum proportion-of-variance-explained (PVE) by an interactive or non-causal SNP. To infer σ 2 j , gene-ε fits a K-mixture of normal distributions over the regularized effect sizes with successively smaller variances (σ 2 1 > · · · > σ 2 K ; with σ 2 K = 0). In this study, we assume that causal SNPs will appear in the first set, while non-causal SNPs appear in the last set. By definition, the ε-genic threshold is then σ 2 ε = σ 2 2 . (d) Lastly, gene-ε computes gene-level association test statistics using quadratic forms, and estimates corresponding P -values using Imhof's method. For more details, see Methods. Figure 3 . Receiver operating characteristic (ROC) and precision-recall curves comparing the performance of gene-ε and competing approaches in simulations (N = 10, 000; h 2 = 0.6). We simulate complex traits under different genetic architectures and GWA study scenarios, varying the following parameters: narrow sense heritability, proportion of core genes, and sample size ( Supplementary  Notes) . Here, the sample size N = 10, 000 and the narrow-sense heritability h 2 = 0.6. We compute standard GWA SNP-level effect sizes (estimated using ordinary least squares). Results for gene-ε are shown with LASSO (blue), Elastic Net (EN; red), and Ridge Regression (RR; purple) regularizations. We also show the results of gene-ε without regularization to illustrate the importance of this step (labeled OLS; orange). We further compare gene-ε with five existing methods: PEGASUS (brown) [12] , VEGAS (teal) [7], the Bayesian approach RSS (black) [14] , SKAT (green) [20] , and MAGMA (peach) [10] . (a, c) ROC curves show power versus false positive rate for each approach of sparse (1% core genes) and polygenic (10% core genes) architectures, respectively. Note that the upper limit of the x-axis has been truncated at 0. 1. (b, d) . Precision-Recall curves for each method applied to the simulations. Note that, in the sparse case (1% core genes), the top ranked genes are always true positives, and therefore the minimal recall is not 0. All results are based on 100 replicates. . We color code all significant genes identified by gene-ε in orange, and annotate genes overlapping with the database of Genotypes and Phenotypes (dbGaP). In (c) and (d), we conduct gene set enrichment analysis using Enrichr [46, 78] to identify dbGaP categories enriched for significant gene-level associations reported by gene-ε. We highlight categories with Q-values (i.e., false discovery rates) less than 0.05 and annotate corresponding genes in the Manhattan plots in (a) and (b), respectively. For height, the only significant dbGAP category is "Body Height", with 9 of the genes identified by gene-ε appearing in this category. For MPV, the two significant dbGAP categories are "Platelet Count" and "Face" -the first of which is directly connected to trait [57, 79, 80] . ). We call these novel candidate core genes because they are not listed as being associated with the trait of interest in either the GWAS catalog or dbGaP, and they have top posterior enrichment probabilities with the trait using RSS analysis. Each gene is annotated with past functional studies that link them to the trait of interest. We also report each gene's overall trait-specific significance rank (out of 14,322 autosomal genes analyzed for each trait), as well as their heritability estimates from gene-ε using Elastic Net to regularize GWA SNP-level effect size estimates. The traits are: height; body mass index (BMI); mean corpuscular volume (MCV); mean platelet volume (MPV); platelet count (PLC); and waist-hip ratio (WHR). *: Multiple genes were tied for this ranking.
