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Let D be a (2s + 1)-design with parameters (v, k, &+r ). It is known that D has at least s + 1 
block intersection numbers x,, x2, . . , xs+,. Suppose now D is an extremal (2~ + l)-design 
with exactly s + 1 intersection numbers. In this case we give a short proof of the following 
known result of Delsarte: 
The s + 1 intersection numbers are roots of a polynomial whose coefficients depend only 
on the design parameters. 
Delsarte’s result, proved more generally, for designs in Q-polynomial association schemes, 
uses the notion of the annihilator polynomial. Our proof relies on elementary ideas and part of 
an algorithm used for decoding BCH codes. 
1. Introduction 
The standard background for t-designs, used in this paper, can be found in 
Beth et al. [2] or Dembowski [6]. Let D be a t-design with parameters (v, k, A,). 
Suppose B,, B2, . . . , Bb are the blocks of D. The numbers 1 Bi fl BjI, i # j, are 
called the intersection numbers of D. Intersection numbers provide a powerful 
tool in the study of t-designs [4, 7, 91. 
Ray-Chaudhuri and Wilson [9] proved that if t = 2s and v 2 k + s, then there 
are at least s intersection numbers; and moreover there are exactly s intersection 
numbers if and only if D is tight (i.e. b = (Y)). Suppose now that there are exactly 
s intersection numbers x1, x2, . . . , x, in a 2.s-design D. Then, in addition, 
Ray-Chaudhuri and Wilson showed that x1, x2, . . . , x, are roots of a polynomial 
f(z), whose coefficients depend only on the parameters of D. Using such a 
polynomial, Ito [7] proved that there is a unique tight 4-design up to complemen- 
tation, namely the unique Witt 4-(23,7,1) design. 
Cameron [4] proved, using the result of [9], that in a non-trivial (2.~ + 1)-design 
there are at least s + 1 intersection numbers. The present paper is concerned with 
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the extremal case of this situation-i.e. of a (2s + 1)-design with eactly s + 1 
intersection numbers. The case s = 1 was recently investigated by Sane and 
Shrikhande [lo]. Cameron [3] has classified such 3-designs where one of the 
intersection numbers is zero. As a step towards classifying 3-designs with two 
positive intersection numbers it was shown (Theorem 3.2 [lo]), that in this case, 
the two intersection numbers are roots of a quadratic polynomial f(z) whose 
coefficients depend on the design parameters. This polynomial played a key role 
in establishing many of the results in [lo] (e.g. Proposition 4.3 and Theorem 4.5). 
The main purpose of this note is to provide an elementary proof of the 
following generalization of Theorem 3.2 [lo]: 
Theorem 2.1. Let D be a (2s + 1)-design with parameters (v, k, A,,,). Suppose D 
has exactly s + 1 intersection numbers x1, x2, . . . , x,+~. Then these intersection 
numbers are roots of a polynomial whose coefficients depend only on the 
parameters of D. 
We would like to stress the fact that the above result is not new. In fact, E. 
Bannai has pointed out that this follows immediately as a special case from 
Delsarte’s “annihilator polynomial” for designs in Q-polynomial association 
schemes (Theorem 5.23 [S]). In [4] it is shown that under the hypothesis of 
Theorem 2.1, D carries an s + 1 class association scheme under the (block) 
intersection cardinalities. 
Our proof of Theorem 2.1 is via elementary ideas and an application of part of 
an algorithm used for decoding BCH codes [see Sec. 9.5 [S] or [l]), p. 1841. We 
would like to thank one of the referees for bringing this algorithm to our 
attention. This considerably shortened and simplified our original proof of 
Theorem 2.1. 
2. Proof of Theorem 2.1 
Let D be a (2s + 1)-design with parameters (v, k, &+J having exactly s + 1 
intersection numbers x1, x2, . . . . x,+~. Let B0 be a fixed block of D and suppose 
mi denotes the number of blocks B # B0 which intersect B0 in xi points, 
1 <j <s + 1. Let 5 be the number of blocks containing exactly j points, then we 
have the well known relation 
Next, using the “falling factorial”, we obtain 
s+l 
tz mi(xi)j = (Ai - l)(k)j, 0 6i G s + 1. 
(1) 
(2) 
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Letting s(l, i) denote the Stirling numbers of the second kind, we then have the 
well-known property 
(3) 
Then we obtain 
s+l 
~~mi~~=,~~~(Z,i)(h-l)(k)j=b,, O~I~2s+l* (4) 
We put 
so that h is the jth (signed) symmetric function in x1, x2, . . . , x,+~, and where 
fo=l. 
Now since 0 = f(xi) = c~r~fix~“-j, fors+l~ZI&+l, weobtain 
s+l s+l s+l s+l 
,zAbl-j = C 2 PTZ~X~-$ = C miXf_“-lf(Xi) =0. 
j=O i=l i=l 
Thus the (unknown) elementary symmetric functions A and the (known) power 
sums bj satisfy the system of linear equations 
(6) 
We now appeal to the recursive algorithm which solves for the elementary 
symmetric functions in terms of the power sums ([8], sec. 9.5 or [l], p. 184). 
Since, by (4), b, is a function of k and Aj and by (l), hj is a function of u, k, A2r+l, 
the system (6) gives fi in terms of 21, k, Az,+l on applying the algorithm. This 
means that the s + 1 intersection numbers x1, x2, . . , , x~+~ satisfy the polynomial 
f(x) = C;fgl$xs+l-j, whose coefficients depend only on the design parameters of 
D. This completes the proof of Theorem 2.1. Cl 
3. Illustration of the two methods 
We apply Delsarte’s method and the method used in the proof of Theorem 2.1 
on the 3-(22, 7, 4) design which (as is well known) has intersection numbers 
x, = 1, x2 = 3. For this situation s = 1, v = 22, k = 7, A0 = 176, A, = 56, 3L2 = 16 
and A3 = 4. Now, Delsarte’s annihilator polynomial a(y) = A, m2: (1 - y/yi). 
From Theorems 5.23 and 5.25 [5], for extremal (2s + 1)-designs, a(y) = 
C,S=Cl #j(Y) + BA+I(Y), where Gj(y) are the Q-polynomials for the Johnson 
scheme given by the initial condition e,(y) = 1 and the three-term recurrence 
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?‘~+I&+I(Y) = (mi -Y)A(Y) - (ai- - Yi-dd’-l(Y) with 
” = 
i(k-i+l)(v-k-i+l) k(v-k)(v+2)-vi(v-i+l) 
(IJ - 2i + l)(v - 2i + 2) ’ 
ai = 
(u - 2i)(u - 2i + 2) ’ 
where yj = k -xi (see [5], Section 5). Applying this to our case we obtain 
MY) = 21- QY, h(Y) = %?w - 47Y + 5Y2), B=% 
giving (Y(Y) = 176(1 -y/4)(1 - y/6). Then the polynomialf(.z) = manic version of 
cu(k-y)=(z-l)(z-3)=z2-4z+3. 
We next find f(z) by the method of Theorem 2.1 We follow the recursive 
algorithm in Peterson and Weldon [8], Section 9.5 (alternatively see Berlekamp 
[l], p. 184). We obtain for our situation: 
b,, = 35.5, bl = 35.11, b2 = 35.29, b3 = 35.83. 
Put b(x) = 5 + 11x + 29x2 + 83x3. Then 
do = 11, at(x) = 5 - 11x, 
and 
dI = 5.29 - 112, 02(x) = (5 - 11x) - +$x = &(ll - 29x) 
d2 = &(11.83 - 292) = v, 
u3(x) = A(11 - 29x) - a(5 - 11x)x = 5(1- 4x + 3x2). 
Hence, f(z) = z2 - 42 + 3, which agrees with Delsarte’s method. 
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