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Logarithmic violation of scaling in strongly anisotropic turbulent transfer of a passive
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Inertial-range asymptotic behavior of a vector (e.g., magnetic) field, passively advected by a
strongly anisotropic turbulent flow, is studied by means of the field theoretic renormalization group
and the operator product expansion. The advecting velocity field is Gaussian, not correlated in
time, with the pair correlation function of the form ∝ δ(t − t′)/kd−1+ξ
⊥
, where k⊥ = |k⊥| and k⊥
is the component of the wave vector, perpendicular to the distinguished direction (“direction of
the flow”) – the d-dimensional generalization of the ensemble introduced by Avellaneda and Majda
[Commun. Math. Phys. 131: 381 (1990)]. The stochastic advection-diffusion equation for the
transverse (divergence-free) vector field includes, as special cases, the kinematic dynamo model for
magnetohydrodynamic turbulence and the linearized Navier–Stokes equation. In contrast to the well
known isotropic Kraichnan’s model, where various correlation functions exhibit anomalous scaling
behavior with infinite sets of anomalous exponents, here the dependence on the integral turbulence
scale L has a logarithmic behavior: instead of power-like corrections to ordinary scaling, determined
by naive (canonical) dimensions, the anomalies manifest themselves as polynomials of logarithms
of L. The key point is that the matrices of scaling dimensions of the relevant families of composite
operators appear nilpotent and cannot be diagonalized. The detailed proof of this fact is given for
the correlation functions of arbitrary order.
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I. INTRODUCTION
Much attention has been attracted to the problem of
intermittency and anomalous scaling in developed mag-
netohydrodynamic (MHD) turbulence; see, e.g., [1]–[8]
and references therein. It has long been known that in the
so-called Alfve´nic regime, the MHD turbulence demon-
strates the behavior, similar to that of the usual fully
developed fluid turbulence: cascade of energy from the
infrared range towards smaller scales, where the dissipa-
tion effects dominate, and self-similar (scaling) behavior
of the energy spectra in the intermediate (inertial) range.
Moreover, intermittent character of the fluctuations in
the MHD turbulence is much strongly pronounced than
in ordinary turbulent fluids.
The solar wind provides a kind of appropriate “wind
tunnel” in which different approaches and models of the
MHD turbulence can be tested [3]–[7]. In solar flares,
highly energetic and anisotropic large-scale motions co-
exist with small-scale coherent structures, finally respon-
sible for the dissipation. Thus modelling the way how
the energy is redistributed, transferred along the spectra
and eventually dissipated is a difficult task. The inter-
mittency strongly modifies the scaling behavior of the
higher-order correlation functions, leading to anomalous
scaling, described by infinite sets of independent “anoma-
lous exponents.”
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A simplified description of the situation was proposed
in [2]: the large-scale field B0i = niB
0 dominates the
dynamics in the distinguished direction n, while the ac-
tivity in the perpendicular plane is described as nearly
two-dimensional. This picture allows for precise numer-
ical simulations, which show that turbulent fluctuations
organize in rare coherent structures separated by nar-
row current sheets. On the other hand, the observa-
tions and simulations show that the scaling behavior in
the solar wind is closer to the anomalous scaling in the
three-dimensional fully developed hydrodynamic turbu-
lence, rather than to simple Iroshnikov–Kraichnan scal-
ing suggested by two-dimensional picture with the inverse
energy cascade; see, e.g., the discussion in [3]. Thus fur-
ther analysis of more realistic three-dimensional models
is welcome.
Two main simplifications of the full-scale model are
possible here. First, the magnetic field can be taken pas-
sive, that is, not to affect the dynamics of the velocity
field. This approximation is valid when the gradients of
the magnetic fields are not too large. What is more, the
renormalization group analysis shows that such a “kine-
matic regime” can indeed describe the possible infrared
(IR) behavior of the full-scale model [9].
Second, description of the fluid turbulence remains it-
self a difficult task. Once the feedback of the magnetic
field is neglected, the velocity can be modelled by statis-
tical ensembles with prescribed properties.
In spite of their relative simplicity, the models of pas-
sive fields, advected by such “synthetic” velocity ensem-
bles, reproduce many of the anomalous features of gen-
2uine turbulent mass or heat transport. At the same time,
they admit a detailed analytical treatment. Most re-
markable progress was achieved for Kraichnan’s “rapid-
change model,” where the correlation function of the
velocity is taken in the power-like form 〈vv〉 ∝ δ(t −
t′)k−d−ξ, where k is the wave number, d is the dimension
of space and ξ is an arbitrary exponent. There, for a pas-
sive scalar field (temperature or density of an impurity),
the existence of anomalous scaling was established on
the basis of a microscopic dynamic model [10]; the corre-
sponding exponents were calculated within controlled ap-
proximations [11] and, eventually, within systematic per-
turbation expansions in a formal small parameter ξ [12].
Detailed review of the theoretical research on the passive
scalar problem and the bibliography can be found in [13].
Owing to the presence of a new stretching term (in
addition to the advecting term) in the dynamic equa-
tion for the vector (e.g., magnetic) field, the behavior of
the passive vector fields appears much richer than for the
scalar case [14]–[27]: they reveal anomalous scaling al-
ready on the level of the pair correlation function [15, 16]
and develop some large-scale instabilities, interpreted as
the turbulent dynamo effect [14, 15, 21]. Quoting [28]:
“...there is considerably more life in the large-scale trans-
port of vector quantities” (p. 232).
A most powerful method to study the anomalous scal-
ing in various statistical models of turbulent advection
is provided by the field theoretic renormalization group
(RG) and operator product expansion (OPE); see the
monographs [29, 30] and references therein. In the
RG+OPE scenario [12], anomalous scaling emerges as
a consequence of the existence in the model of compos-
ite fields (“composite operators” in the quantum-field
terminology) with negative scaling dimensions; see [31]
for a review and the references. In a number of papers
[19, 20, 22, 23, 26] the RG+OPE approach was applied
to the case of passive vector (magnetic) fields in Kraich-
nan’s ensemble, and to its generalizations (large-scale
anisotropy, compressibility, finite correlation time, non-
Gaussianity, more general form of the nonlinearity). Ex-
plicit analytical expressions were derived for the anoma-
lous exponents to the first [19, 20] and the second [22, 23]
orders in ξ. For the pair correlation function of the mag-
netic field, exact results were obtained within the zero-
mode approach [15–17].
In this paper, we apply the RG+OPE approach to
the inertial-range behavior of strongly anisotropic MHD
turbulence within the framework of a simplified model,
where the magnetic field is passive and the velocity field is
modelled by a Gaussian ensemble with prescribed statis-
tics. Our model differs from the conventional Kazantsev–
Kraichnan kinematic dynamo model in two respects:
(1) It involves a general relative coefficient A between
the stretching and the advecting terms in the equation
for the vector field. Inclusion of this coefficient makes
the model non-local in space and requires the introduc-
tion of a pressure-like nonlocal term into the equation.
The generalized model allows one to study the effects of
pressure and includes, as special cases, three models that
are interesting on their own: the kinematic MHD model
with A = 1 (where the pressure effects disappear), the
linearized Navier–Stokes equation with A = −1, and the
passive vector “admixture” with A = 0 [24]–[27].
(2) Second, we focus on the effects of strong anisotropy
and choose the Gaussian velocity ensemble as follows:
the velocity field is oriented along a fixed direction n
(“orientation of a large-scale flare” in the context of the
solar corona dynamics) and depends only on the coor-
dinates in the subspace orthogonal to n. In the mo-
mentum space, its correlation function is chosen in the
form: 〈vv〉 ∝ δ(t − t′) k−d+1−ξ⊥ , where k⊥ = |k⊥| and
k⊥ is the component of the momentum (wave number)
k perpendicular to n. This model can be viewed as a
d-dimensional generalization of the strongly anisotropic
velocity ensemble introduced in [32] in connection with
the turbulent diffusion problem and further studied and
generalized in a number of papers [33]–[39]. The model
is strongly anisotropic in the sense that, in contrast to
previous RG+OPE studies of anisotropic passive advec-
tion [40]–[42], it does not include parameters that could
be tuned to make the velocity statistics isotropic, and
hence it does not include the isotropic Kraichnan’s model
as a special case.
The problem of anomalous scaling in the higher-order
correlation functions of a scalar field, advected by such
a velocity ensemble, was studied, by the RG+OPE tech-
niques, in Ref. [39]. It was shown that, in sharp contrast
to the isotropic Kraichnan’s model and its numerous de-
scendants, the correlation functions show no anomalous
scaling and have finite limits when the integral turbu-
lence scale tends to infinity. It should be stressed, that
such a simple behavior has a rather exotic origin: it re-
sults from mixing of families of relevant composite opera-
tors, responsible for the IR behavior of a given correlation
function. One can say that for typical models the “nor-
mal” behavior is what is normally called the “anomalous”
one.
The main result of the present paper is that the
inertial-range behavior of vector fields advected by such
an ensemble is even more exotic: instead of power-
like anomalies, there are logarithmic corrections to or-
dinary scaling, determined by naive (canonical) dimen-
sions. The key point is that the matrices of scaling di-
mensions (“critical dimensions” in the terminology of the
theory of critical state) of the relevant families of com-
posite operators appear nilpotent and cannot be diago-
nalized. They can only be brought to Jordan form; hence
the logarithms.
It should be stressed that huge families of mixing com-
posite operators are not unfrequent in field theoretic
models, see, e.g., Ref. [43], where a set of 3718 operators
was encountered in a model of passive vector advection.
But usually the corresponding matrices, although not
symmetric, appear diagonalizable and have real eigen-
values. The exceptions are known but rare: some mod-
els of dense polymers, sandpiles, dimers and percolation;
3see Refs. [44] and references therein. Furthermore, as a
rule, the logarithmic behavior is postulated considerately
without a definite Lagrangean field theoretic model, as a
hypothetical continuum limit of discrete evolution mod-
els. The model presented in our paper provides an ex-
ample of a renormalizable field theoretic model, where
the existence of logarithmic corrections can be proven
exactly: although the formulation of the model is rather
cumbersome, it turns out that the IR behavior is deter-
mined completely by the one-loop approximation of the
renormalization group.
To avoid possible misunderstanding, it should be
stressed that our “large infrared logarithms” have little
to do with the “large ultraviolet logarithms,” known for
the φ4 model, quantum electrodynamics, and in models
of strong interactions (all in d = 4). In the model under
consideration, the IR logarithms arise due to a highly
nontrivial mixing of the relevant composite operators.
The paper is organized as follows.
In sec. II we give a detailed description of the model.
In sec. III we present the field theoretic formulation
of the model and the corresponding diagrammatic tech-
niques.
In sec. IV we establish renormalizability of the (prop-
erly extended) model and derive explicit exact expres-
sions for the renormalization constants and RG functions
(anomalous dimensions and β functions). It is crucial
here that the linear response function, the only Green
function in the model that contains superficial UV diver-
gences, is given exactly by the one-loop approximation.
The RG equations are derived. It is shown that, in
some range of model parameters, they possess an IR at-
tractive fixed point that governs the IR asymptotic be-
havior of the correlation functions. The corresponding
differential equations of IR scaling are derived, with the
exactly known critical dimensions.
In sec. V the families of composite operators that give
the leading contributions in the OPE are identified and
their renormalization is discussed. It is shown that the
corresponding renormalization matrices are given exactly
by the one-loop approximation. Explicit expressions for
the matrices of renormalization, anomalous dimensions,
and critical dimensions, are presented. It turns out that
the matrices of critical dimensions cannot be diagonal-
ized. They can be brought to Jordan form with known
diagonal elements. As a result, the dependence of the
operator mean values on the integral turbulence scale is
given by known powers, corrected by polynomials of log-
arithms.
In sec. VI, the IR behavior of the pair correlation func-
tions of the composite operators is discussed. The prob-
lem is that, since the matrices of critical dimensions can-
not be diagonalized, those correlation functions are de-
scribed by sets of coupled (“entangled”) differential equa-
tions. As a result, their dependence of the separation also
involves polynomials of logarithms.
Eventually, in sec. VII the solutions of the RG equa-
tions for the mean values and correlation functions of the
operators are combined with the corresponding OPE’s to
give resulting expressions for the inertial-range asymp-
totic behavior of the pair correlation functions. They
involve two types of large logarithms, where the separa-
tion enters with the typical ultraviolet and infrared scales
(dissipation scale and integral scale).
Sec. VIII is reserved for conclusions.
Appendix A contains a detailed discussion of the possi-
bility to introduce two independent length scales for the
directions parallel and orthogonal to the vector n. Such a
possibility exists for the scalar version of the model, but
in our case the transversality condition for the vector field
imposes additional restriction and makes it impossible to
have two scales. However, the problem can be modified
such that independent scales can indeed be introduced.
Appendix B contains a detailed discussion of the
derivation of the propagator matrix in the field theoretic
formulation of our model. The subtlety is that, for trans-
verse vector fields, the standard definition of the propa-
gator as the matrix inverse to the kernel in the quadratic
part of the action functional does not apply, similarly,
e.g., to quantum electrodynamics in the Loren(t)z gauge.
The kernel is not invertible in the full momentum space
and should be inverted on the transverse subspace. To
justify this recipe, we consider a simplified “toy” model
of a constant random vector field, and give two different
derivations of the propagator.
Appendix C contains the proof of the fact that the ma-
trices of critical dimensions for all the relevant families of
composite operators are nilpotent. Explicit expressions
are presented for the matrices that bring them to Jor-
dan form. Although the proof looks rather technical, the
statement plays the central role in our analysis of the IR
behavior, and we decided to include it in the full form.
II. DESCRIPTION OF THE MODEL
The turbulent advection of a passive scalar field θ(x) ≡
θ(t,x) is described by the stochastic equation
∇tθ = ν0∂
2θ + f, ∇t ≡ ∂t + vi∂i, (2.1)
where θ(x) is the scalar field, x ≡ {t,x}, ∂t ≡ ∂/∂t,
∂i ≡ ∂/∂xi, ν0 is the molecular diffusivity coefficient, ∂
2
is the Laplace operator, v(x) ≡ {vi(x)} is the transverse
(owing to the incompressibility) velocity field, and f ≡
f(x) is an artificial Gaussian scalar noise with zero mean
and correlation function
〈f(x)f(x′)〉 = δ(t− t′)C(r/L), r = x− x′. (2.2)
The parameter L is an integral scale related to the noise,
and C(r/L) is some function decaying for L→∞.
In more realistic formulations, the field v(x) satisfies
the Navier–Stokes (NS) equation. In the rapid-change
model it obeys a Gaussian distribution with zero mean
and correlation function
4〈vi(x)vj(x
′)〉 = δ(t− t′)D0
∫
k>m
dk
(2π)d
Pij(k)
1
kd+ξ
eik(x−x
′), (2.3)
where Pij(k) = δij − kikj/k
2 is the transverse projector,
k ≡ |k|, D0 > 0 is an amplitude factor, d is the dimen-
sionality of the x space and 0 < ξ < 2 is a parameter
with the real (“Kolmogorov”) value ξ = 4/3.
The problem formulated in equations (2.1)–(2.3) allows
for some modifications and generalizations to more com-
plex physical situations. For example, scalar diffusion
equation (2.1) can be changed to the vector kinematic
MHD equation, describing, for example, the evolution of
the fluctuating part θ ≡ θ(x) of the magnetic field in the
presence of a mean component θo, which is supposed to
be varying on a very large scale:
∂tθi + ∂k (vkθi − viθk) = ν0∂
2θi + fi, (2.4)
where both v and θ are divergence-free (“solenoidal”)
vector fields:
∂ivi = 0, ∂iθi = 0. (2.5)
The linearization of the Navier-Stokes equation around
the rapid-change background velocity field gives the same
expression with a different sign in the vertex term:
∂tθi + ∂k (vkθi + viθk) + ∂iP = ν0∂
2θi + fi. (2.6)
The pressure term ∂P is needed to make the dynam-
ics (2.6) consistent with the transversality conditions
∂iθi = 0 and ∂ivi = 0.
Both the equations (2.4) and (2.6) can be unified by
introducing of a new parameter denoted by A0:
∂tθi + ∂k (vkθi −A0 viθk) + ∂iP = ν0∂
2θi + fi. (2.7)
Another interesting case is provided by the choice
A0 = 0. Without the stretching term ∂k(viθk) the
model acquires additional symmetry under translations
θ → θ + const. This case has to be studied separately,
see Ref. [43].
The new parameter requires a new renormalization
constant ZA, which can be nontrivial [25, 26]. The pres-
sure can be expressed as the solution of the Poisson equa-
tion
∂2P = (A0 − 1) ∂ivk∂kθi, (2.8)
so that it vanishes for the local magnetic case.
Of course, when we choose the advection equation
like (2.4), (2.6), or (2.7), we have to modify the corre-
lation function (2.2). The random external force f in the
right hand side (RHS) of the equations also becomes a
vector, its statistics is also assumed to be Gaussian, with
zero mean and prescribed correlation function of the form
〈fi(t, x) fk(t
′, x′)〉 = δ(t− t′) Cik(r/L). (2.9)
Like in equation (2.2), here r = x− x′, r = |r|, the pa-
rameter L ≡ M−1 is the integral (external) turbulence
scale related to the stirring, and Cik is a dimensionless
function finite for r/L → 0 and rapidly decaying for
r/L→∞.
In the real problem, the velocity field v(x) satisfies
the NS equation, probably with additional terms that
describe the feedback of the advected field θ(x) on the
velocity field. The framework of many works is the kine-
matic problem, where the reaction of the field θ(x) on
the velocity field v(x) is neglected. It is assumed that, if
the gradients of θ(x) are not too large, it does not affect
essentially dynamics of the conducting fluid. In this case
the latter can be simulated by statistical ensemble with
prescribed statistics.
Here we choose the field v to be strongly anisotropic,
namely having a preferred direction n:
v(t,x) = n · v(t, x⊥). (2.10)
It is assumed to be Gaussian, strongly anisotropic
(see (2.10)), homogeneous, white-in-time, with zero mean
and a correlation function
〈vi(t, x) vk(t
′, x′)〉 = nink 〈v(t, x⊥) v(t
′, x′⊥)〉 ,
(2.11)
where
〈v(t, x⊥) v(t
′, x′⊥)〉 = δ(t−t
′)
∫
k>m
dk
(2π)d
eik(x−x
′) Dv(k)
(2.12)
with some function Dv(k), for which we choose
Dv(k) = 2πδ(k‖) D0
1
kd−1+ξ⊥
. (2.13)
Like in equation (2.3), here d is the dimensionality of the
x space, k⊥ ≡ |k⊥|, 1/m is another integral turbulence
scale, related to the stirring, the exponent ξ plays the role
of the RG expansion parameter, D0 > 0 is an amplitude
factor and symbol k‖ denotes the scalar product (k · n).
The power law (2.13) is suggested by the experimental
data of the turbulence spectra.
To summarize, we will consider the anisotropic vector
model, described by the equations (2.7)–(2.13).
However, for renormalizability reasons these equations
should be generalized by introducing one new dimension-
less constant f0, which breaks the Od symmetry of the
Laplace operator to Od−1 ⊗ Z2: ∂
2 → ∂2⊥ + f0∂
2
‖ (Z2
is the reflection symmetry x‖ → −x‖). Interpretation
of the splitting of the Laplacian term can be twofold;
cf. [39]. On one hand, stochastic models of the type (2.7)
are phenomenological and, by construction, they must in-
clude all the IR relevant terms allowed by the symmetry.
5The fact that the splitting is required by the renormal-
ization procedure means that it is not forbidden by di-
mensionality or symmetry considerations and, therefore,
it is natural to include the general value f0 6= 1 to the
model from the very beginning. On the other hand, one
can insist on studying the original model with f0 = 1
and Od covariant Laplacian term, although that symme-
try is broken to Od−1 ⊗ Z2 by the interaction with the
anisotropic velocity ensemble. Then the extension of the
model to the case f0 6= 1 can be viewed as a purely techni-
cal trick which is only needed to ensure the multiplicative
renormalizability and to derive the RG equations. The
latter should then be solved with the special initial data
corresponding to f0 = 1. Since the IR attractive fixed
point of the RG equations is unique (see section IVD),
the resulting IR behaviour will be the same as for the
general case of the extended model with f0 6= 1.
Then the stochastic equation (2.7) takes on the form
∂tθi + ∂k (vkθi −A0 viθk) + ∂P = ν0 (∂
2
⊥ + f0∂
2
‖)θi + fi.
(2.14)
The relations
D0/ν0f0 = g˜0 ≡ Λ
ξ (2.15)
define the coupling constant g˜0, which plays the role of
the expansion parameter in the ordinary perturbation
theory, and the characteristic ultraviolet (UV) momen-
tum scale Λ.
This completes formulation of the model.
III. FIELD THEORETIC FORMULATION OF
THE MODEL
The stochastic problem (2.9)–(2.14) is equivalent to
the field theoretic model of the set of three fields Φ ≡
{θ, θ′,v} with the action functional
S(Φ) = −
1
2
viD
−1
v vk +
1
2
θ′iDθθ
′
k + θ
′
k
[
−∂tθk − (vi∂i)θk +A0(θi∂i)vk + ν0(∂
2
⊥ + f0∂
2
‖)θk
]
. (3.1)
Here all the terms, with the exception of the first one, rep-
resent the De Dominicis–Janssen action for the stochastic
problem (2.9), (2.14) at fixed v, while the first term rep-
resents the Gaussian averaging over v. Furthermore, Dθ
and Dv are the correlators (2.9) and (2.11) respectively,
the needed integrations over x = (t,x) and summations
over the vector indices are implied.
The formulation (3.1) means that statistical av-
erages of random quantities in the stochastic prob-
lem (2.11), (2.14) coincide with functional averages with
weight expS(Φ). The generating functional of the nor-
malized full Green functions G = 〈Φ . . .Φ〉 is given by
the expression
G(A˜) = C ·
∫
DΦ δ(∂θ) δ(∂θ′) eS(Φ)+A˜Φ, (3.2)
where the normalization constant C is chosen such that
G(0) = 1 and A˜(x) = {A(x), A′(x), Av(x)} is the set
of “sources,” arbitrary functional arguments of the same
nature as the corresponding fields. The presense of two
functional δ-functions in the expression (3.2) is a conse-
quence of the second equality in the expression (2.5) and
the fact that the auxiliary field θ′ is also transverse; see,
e.g., [30].
The Green functions with the auxiliary field θ′ rep-
resent, in the field theoretic formulation, the response
functions of the original stochastic problem, in particu-
lar, the simplest (linear) response function is given by the
relation
〈δθβ/δfα〉 = 〈θβθ
′
α〉 . (3.3)
The generating functional of the connected Green func-
tions is given by
W (A˜) = lnG(A˜), (3.4)
and the generating functional of the 1-irreducible Green
functions is obtained using the Legendre transform:
Γ(Φ) =W (A˜)− ΦA˜, (3.5)
where for the functional arguments we have used the
same symbols Φ = {θ, θ′,v} as for the corresponding
random fields.
The model (3.1) corresponds to a standard Feyn-
man diagrammatic technique with the triple vertex
θ′ [−(vi∂i)θk +A0(θi∂i)vk] and the three bare propaga-
tors: 〈θiθ
′
k〉0, 〈θiθk〉0 and 〈vivk〉0 (the propagator 〈θ
′
iθ
′
k〉
is absent). In the frequency-momentum representation
the triple vertex is written as
Vc ab = iδbc k
θ′
a − iA0δac k
θ′
b , (3.6)
where kθ
′
is the momentum of the field θ′. In the dia-
grammatic notation the vertex is represented in fig. (1).
Strictly speaking, expression (3.6) should be con-
tracted with the three transverse projectors for each of
the momentum arguments of the transverse fields v, θ
and θ′ entering into the vertex. However, those projec-
tors will effectively be restored in the diagrams, when the
vertex Vc ab is contracted with the transverse propagators
(see expressions (3.7) and (3.8) below), so that they can
6FIG. 1. The triple vertex.
be omitted in (3.6). The only exceptions are external
vertices in 1-irreducible (amputated) diagrams, not con-
tracted with external “legs.” For these, transverse pro-
jectors with the corresponding external momenta should
be added explicitly.
The three aforementioned propagators are determined
by the quadratic (free) part of the action functional.
They are represented in the diagrams as slashed straight,
straight and wavy lines, respectively:
FIG. 2. Diagrammatic notation for 〈θiθ
′
k〉0.
FIG. 3. Diagrammatic notation for 〈θiθk〉0.
FIG. 4. Diagrammatic notation for 〈vivk〉0.
Here the slashed end corresponds to the field θ′, the
end without a slash corresponds to the field θ. The line
〈vivk〉0 in the diagrams corresponds to the correlation
function (2.11), and the other two propagators in the
frequency-momentum representation have the forms
〈θiθ
′
k〉0 =
Pik(k)
−iω + ν0(k2⊥ + f0k
2
‖)
, (3.7)
〈θiθk〉0 =
Cik(k)
ω2 +
[
ν0(k2⊥ + f0k
2
‖)
]2 , (3.8)
where Cik(k) ∝ Pik(k) is the Fourier transform of the
function from (2.9).
In fact, the action functional (3.1) will be modified for
renormalizability reasons. As a consequence, the func-
tions (3.7) and (3.8) will acquire certain additional terms.
However, it turns out that those additional terms do not
contribute to the divergent parts of all the relevant dia-
grams, and thus can be neglected. These issues are dis-
cussed in detail in sec. IVC, and in the following we
will use for the propagators the above expressions (3.7)
and (3.8).
In the time-momentum representation they take on the
forms
〈θi(t)θ
′
k(t
′)〉0 = Pij(k)·Θ(t−t
′) exp {−(t− t′)ǫk} , (3.9)
〈θi(t)θk(t
′)〉0 = {Cij(k)/2ǫk} ·exp {−|t− t
′| ǫk} , (3.10)
where ǫk = ν0(k
2
⊥ + f0k
2
‖). The propagator 〈θiθ
′
k〉0 is
retarded.
IV. FROM RENORMALIZATION TO
CRITICAL DIMENSIONS
A. Canonical dimensions and UV divergences
The analysis of UV divergences is based on the anal-
ysis of canonical dimensions of the 1-irreducible Green
functions. In general, dynamic models have two scales:
canonical dimension of some quantity F (a field or a pa-
rameter in the action functional) is completely character-
ized by two numbers, the frequency dimension dωF and the
momentum dimension dkF . They are defined such that
[F ] ∼ [T ]−d
ω
F [L]−d
k
F , (4.1)
where L is some reference length scale and T is a time
scale.
In the scalar version of our strongly anisotropic model
[39], however, there are two independent length scales,
related to the directions perpendicular and parallel to
the vector n: namely, one can introduce two indepen-
dent momentum canonical dimensions d⊥F and d
‖
F so that
[F ] ∼ [T ]−d
ω
F [L⊥]
−d⊥F [L‖]
−d
‖
F , where L⊥ and L‖ are (in-
dependent) length scales in the corresponding subspaces.
In the present vector model, however, we have an addi-
tional condition of the transversality of the fields θ and
θ′:
∂iθi = 0, ∂iθ
′
i = 0, (4.2)
which prevents the introduction of two independent
scales. This issue is discussed in Appendix A in detail. In
particular, this means that, in contrast to the scalar case,
the constant f0 from (2.14) in our case is dimensionless.
The dimensions in (4.1) are found from the obvious
normalization conditions dkk = −d
k
x = 1, d
ω
k = −d
ω
x = 0,
dωω = −d
ω
t = 1, d
k
ω = d
k
t = 0, and from the requirement
7that each term of the action functional (3.1) be dimen-
sionless (with respect to the two independent dimensions
separately). Based on dkF and d
ω
F , one can introduce
the total canonical dimension dF = d
k
F + 2d
ω
F (in the
free theory, ∂t ∝ ∂
2
⊥ ∝ ∂
2
‖), which plays in the theory
of renormalization of dynamic models the same role as
the conventional (momentum) dimension does in static
problems; see, e.g., [30].
The canonical dimensions for the model (3.1) are given
in Table I, including renormalized parameters, which will
be introduced a bit later. From Table I it follows that our
model is logarithmic (the coupling constant g0 ∼ [L]
−ξ
is dimensionless) at ξ = 0, so that the UV divergences
manifest themselves as poles in ξ in the Green functions.
The total canonical dimension of an arbitrary 1-
irreducible Green function ΓNΦ = 〈Φ . . .Φ〉1−ir is given
by the relation
dΓNΦ = d+2−
∑
Φ
NΦdΦ = d+2−Nθ′dθ′−Nθdθ−Nvdv.
(4.3)
Here NΦ = {Nθ, Nθ′, Nv} are the numbers of corre-
sponding fields entering the function ΓNΦ , and the sum-
mation over all types of the fields in (4.3) and analogous
formulae below is always implied.
Superficial UV divergences, whose removal requires
counterterms, can be present only in those functions ΓNΦ
for which the “formal index of divergence” dΓNΦ is a non-
negative integer. Dimensional analysis should be aug-
mented by the following observations:
(1) In any dynamical model of type (3.1), 1-irreducible
diagrams with Nθ′ = 0 contain closed circuits of retarded
propagators (3.9) and therefore vanish.
(2) For any 1-irreducible Green function Nθ′ − Nθ =
2N0, where N0 ≥ 0 is the total number of the bare prop-
agators 〈θθ〉0 entering into any of its diagrams. This fact
is easily checked for any given function; it is illustrated
by the function with Nθ′ = Nθ = 1 and N0 = 0, see
fig. 5. Clearly, no diagrams with N0 < 0 can be drawn.
Therefore, the difference Nθ′−Nθ is an even non-negative
integer for any nonvanishing function.
(3) Using the transversality condition of the fields
θ and v we can move one derivative from the vertex
−θ′k(vi∂i)θk + A0 θ
′
k(θi∂i)vk onto the field θ
′
k. There-
fore, in any 1-irreducible diagram it is always possible
to move the derivative onto external “tail” θ′k, which re-
duces the real index of divergence: d′ΓNΦ
= dΓNΦ − Nθ′.
The field θ′k enters into the counterterms only in the form
of derivative ∂iθ
′
k.
From Table I and (4.3) we find:
dΓNΦ = d+ 2− (d+ 1)Nθ′ +Nθ −Nv (4.4)
and
d′ΓNΦ
= (d+ 2)(1−Nθ′) +Nθ −Nv. (4.5)
From these expressions we conclude that, for any d,
superficial divergences can be present only in the 1-
irreducible functions of two types.
The first example is provided by the infinite family of
functions 〈θ′θ . . . θ〉1−ir with Nθ′ = 1 and arbitrary Nθ,
for which dΓ = 2, d
′
Γ = 0. However, all the functions
with Nθ ≥ Nθ′ vanish (see above) and obviously do not
require counterterms. Therefore the only nonvanishing
function from this family is 〈θ′αθβ〉1−ir.
Another possibility is 〈θ′θ . . . θv . . . v〉1-ir with Nθ′ = 1
and arbitrary Nθ = Nv, for which dΓ = 1, d
′
Γ = 0. From
the requirement Nθ ≥ Nθ′ it follows that the nonvanish-
ing function of this type is 〈θ′αθβvγ〉1-ir. Furthermore,
from the explicit expressions (2.12) and (3.9) for the
propagators it follows, that all the diagrams for that func-
tion contain closed circuits of retarded lines and therefore
vanish.
Thus we are left with the only superficially divergent
function 〈θ′αθβ〉1−ir.
B. Perturbation expansion for the 1-irreducible
linear response function
Consider the 1-irreducible linear response function
Γαβ2 = 〈θ
′
αθβ〉1−ir =
δ
δθ′α
δ
δθβ
Γ(Φ)
∣∣∣∣
Φ=0
, (4.6)
where the generating function of the 1-irreducible Green
functions Γ(Φ) (see (3.5)) consists of two parts,
Γ(Φ) = S(Φ) + Γ˜(Φ). (4.7)
Here S(Φ) is the action functional (3.1) and Γ˜(Φ) is the
sum of all the 1-irreducible diagrams with loops. Due
to transversality of the fields in (4.6), the result of for-
mal differentiation should be contracted with transverse
projectors. Thus for the function Γ2 one obtains
Γαβ2 = iω · Pαβ(p)− ν0p
2
⊥ · Pαβ(p)− ν0f0 · (pn)
2 · Pαβ(p) + Σαβ, (4.8)
where Pαβ(p) = δαβ − pαpβ/p
2 is transverse projector
and Σαβ is the “self-energy operator,” diagrammatic rep-
resentation for which is represented in the fig. 5. Here the
ellipsis stands for the 2-, 3- and other N-loop diagrams.
The typical feature of all the rapid-change models
(2.12) with retarded bare propagator (3.9) is that all the
8TABLE I. Canonical dimensions of the fields and parameters in the model (3.1)
F θ′ θ v M,m,µ,Λ ν, ν0 A,A0 f, f0 u, u0 g˜0, g0 g˜, g
dωF 1/2 −1/2 1 0 1 0 0 0 0 0
dkF d 0 −1 1 −2 0 0 0 ξ 0
dF d+ 1 −1 1 1 0 0 0 0 ξ 0
FIG. 5. Diagrammatic representation for Σαβ .
skeleton multiloop diagrams entering into the self-energy
operator contain closed circuits of such retarded propaga-
tors and therefore vanish. Thus the self-energy operator
in (4.8) is exactly given by the one-loop approximation.
Let us begin the calculation of the diagram with its
index structure:
Jαβ = Pαi(p) · Jij · Pjβ(p), (4.9)
where
Jij = Vi ab(p)Vd cj(p+ k)Pbd(p+ k)nanc. (4.10)
Here Vijk(p) is the triple vertex (3.6); the Greek letters α,
β and the Roman letters a–d denote the vector indices
of the propagators (2.11), (3.7), (3.8) with the implied
summation over repeated indices. Note that we need
to calculate only the divergent part of the diagram, i.e.,
only the terms, proportional to p2. Some observations
simplify the calculation:
(1) Because of our choice of Dv (see (2.13)), namely its
proportionality to δ(k‖), all the terms proportional to k‖
vanish after the integration over the momentum k.
(2) Both the main field θ and the auxiliary field θ′ are
divergence-free: ∂βθβ = pβθβ = 0; ∂αθ
′
α = pαθ
′
α = 0.
Thus, all the terms proportional to pα or pβ disappear
after the contraction with the external fields θ and θ′
(see the remarks below expression (3.6) and the expres-
sion (4.9)).
This gives the following expression for the index struc-
ture of Σαβ-diagram:
Jij = −δij · (pn)
2 − (A0 − 1) · (pn)
2 ·
kikj
k2
+A0(A0 − 1) · (pn) ·
(pk)kjni
k2
, (4.11)
where we retained the terms of order p2.
Now we have to integrate this expression over the d-dimensional momentum k with the factor 1/(2π)d ·Dv(k) with
Dv(k) from (2.13) and over the frequency ω with the factors 1/2π and 1/(−iω + ν0[(p+ k)
2
⊥ + f0(p+ k)
2
‖]):
Σαβ =
∫
dω
2π
∫
dk
(2π)d
2πD0 δ(k‖)D0
(−iω + ν0[(p+ k)2⊥ + f0(p+ k)
2
‖])
· Pαi(p)JijPjβ(p)/k
d−1+ξ
⊥ . (4.12)
The integration over the frequency ω is simple due to the
following interpretation of the Heaviside step function at
coincided times:
Θ(t− t′) = 1/2 (4.13)
at t = t′, which is justified by the fact that the correlation
function is symmetric in its arguments; cf. [12]. Thus
∫
dω
2π
1
(−iω + ν0[(p+ k)2⊥ + f0(p+ k)
2
‖])
=
1
2
. (4.14)
The integration over k with the function δ(k‖) in the
integrand is performed with the aid of the relations∫
dkδ(k‖)f(k) =
∫
dk⊥ f(k⊥) =
= Sd−1
∫ ∞
m
dk⊥ k
d−1
⊥ 〈f(k⊥)〉 , (4.15)
where 〈· · · 〉 is the averaging over the unit sphere in the
(d − 1)-dimensional space, Sd−1 is its surface area, and
k⊥ = |k⊥|.
Now we need to average the two structures kikj/k
2
and (pk)kj/k
2 from eq. (4.11) with the replacement ki →
k⊥i . The first structure is orthogonal to n, so the result
of averaging is proportional to the transverse projector
9Pij(n) = δij − ninj :〈
k⊥i k
⊥
j
k2⊥
〉
=
Pij(n)
(d− 1)
, (4.16)
where the coefficient is found by comparing the traces of
the right and left hand sides.
Multiplying (4.16) to pi, for the second structure we
obtain〈
(pk⊥)k
⊥
j
k2⊥
〉
=
piPij(n)
(d− 1)
≃ −
(pn)nj
(d− 1)
. (4.17)
In the last relation we omitted a term proportional to
pj because it will vanish after the contraction with the
transverse projector Pjβ(p) in expression (4.12).
After the angular averaging have been performed, we
are left with the simple integral over the modulus k⊥:∫ ∞
m
dk⊥
k1+ξ⊥
=
m−ξ
ξ
. (4.18)
Combining the expressions (4.11), (4.15), (4.16)
and (4.17) we obtain for (4.12) the following result:
Σαβ = −
1
2
·D0 · Cd−1 ·
[
d− 2 +A0
d− 1
· Pαβ(p) +
(A0 − 1)
2
d− 1
· nˆαnˆβ
]
· (pn)2 ·
m−ξ
ξ
. (4.19)
Here Cd−1 ≡ Sd−1/(2π)
d−1, the amplitude D0 was intro-
duced in (2.15), and the vector nˆk, defined as
nˆk = Pmk(p)nm = nk − p‖pk/p
2, (4.20)
is orthogonal to p.
C. Renormalization and bare propagators
Substituting the explicit expression (4.19) for the di-
vergent part of the self-energy operator Σαβ to the ex-
pression (4.8) for the 1-irreducible linear response func-
tion Γαβ2 gives
Γαβ2 = {iω ·−ν0p
2
⊥−ν0f0 ·(pn)
2}·Pαβ(p)−D0 ·
[
d− 2 +A0
2(d− 1)
· Pαβ(p) +
(A0 − 1)
2
2(d− 1)
· nˆαnˆβ
]
·Cd−1 ·(pn)
2 ·
m−ξ
ξ
. (4.21)
The renormalization constants are found from the re-
quirement that the function (4.21), when expressed in
new renormalized variables, be UV finite, i.e., finite at
ξ → 0. From the analysis of this expression it follows,
however, that the pole in ξ in the structure with nˆαnˆβ
cannot be removed by renormalization of the model pa-
rameters, because the bare part of Γαβ2 does not contain
analogous term. In order to ensure multiplicative renor-
malizability one has to add such term, with a new positive
amplitude factor u0, to the bare part:
Γαβ2 =
{
iω − ν0p
2
⊥ − ν0f0 · (pn)
2
}
· Pαβ(p)− ν0f0u0 · (pn)
2 · nˆαnˆβ −
− D0 ·
[
d− 2 +A0
2(d− 1)
· Pαβ(p) +
(A0 − 1)
2
2(d− 1)
· nˆαnˆβ
]
· Cd−1 · (pn)
2 ·
m−ξ
ξ
. (4.22)
This means that the original model (3.1) is extended by
adding the term of the form u0f0ν0(nkθ
′
k)∂
2
‖ · (nkθk); the
interpretation of the new parameter u0 is literally the
same as for f0 in sec. II.
Now the poles can be eliminated by multiplicative
renormalization of the parameters f0, u0, and g0:
f0 = fZf , u0 = uZu, g0 = gµ
ξZg, Zg = Z
−1
f . (4.23)
Here µ is the “reference mass” (additional free parameter
of the renormalized theory) in the minimal subtraction
(MS) renormalization scheme, which we always use in
what follows, g, u and f are renormalized analogs of the
bare parameters g0, u0 and f0, and Zi = Zi(g, ξ, d) are
the renormalization constants. Their relation in (4.23)
results from the absence of renormalization of the contri-
bution with D−1v in (3.1), so that D0 ≡ g0ν0f0 = gµ
ξνf .
No renormalization of the fields and the parameters ν0,
A0 and m0 = m is required: i.e., ZΦ = 1 for all Φ and
Zν,m,A = 1. Explicit expressions for nontrivial renormal-
ization constants will be given in the next subsection.
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The renormalized action functional has the form
SR(Φ) =
1
2
θ′iDθθ
′
k −
1
2
viD
−1
v vk + θ
′
k
[
−∂tθk − (vi∂i)θk +A(θi∂i)vk + ν(∂
2
⊥ + fZf · ∂
2
‖)θk
]
+
+ ν · fZf · uZu · (nkθ
′
k)∂
2
‖ · (nkθk), (4.24)
where the function Dv from (2.13) is expressed in renor-
malized parameters using (4.23).
One important question arises here. Since the original
model was modified by adding a new term to the ac-
tion (3.1), the old expressions for the propagators (3.7)
and (3.8) have also changed. One may think that the
whole calculation of the self-energy operator, performed
in the preceding subsection, should be repeated with the
new propagators. Below we show that additional terms
in the modified bare propagator do not contribute to the
integral (4.12) and revision of the final expression (4.22)
is in fact not needed.
Let us denote the bare contribution in (4.22) as −Mαβ,
so that
Mαβ = X · Pij(p) + Y · nˆinˆj , (4.25)
where
X = −iω + ν0p
2
⊥ + ν0f0 · (pn)
2, (4.26)
Y = ν0f0u0 · (pn)
2. (4.27)
In a conventional situation, the bare propagator 〈θθ′〉0
would be given by the inverse matrix M−1αβ . Our matrix
(4.25) has a nontrivial eigenvector with zero eigenvalue,
Mαβpβ = 0, so the inverse matrix does not exist. How-
ever, the functional integration in (3.2) is taken over the
subspace of transverse fields. Thus we do not need to
invert the matrix (4.25) on the full momentum space,
rather we need to invert it on the subspace orthogonal to
the vector p, where the role of the unity matrix is played
by the transverse projector. Therefore the desidered “in-
verse” matrix
M−1αβ = x · Pij(p) + y · nˆinˆj
is found from the equation
Mαβ(p) ·M
−1
βγ (p) = Pαγ(p). (4.28)
This gives
x = 1/X ; (4.29a)
y = −Y/X (X + Y sin2 κ), (4.29b)
where κ is the angle between the vectors n and p.
Thus for the propagator matrix in the modified model
we obtain 〈
θαθ
′
β
〉
0
= x · Pαβ(p) + y · nˆαnˆβ (4.30)
with the scalar coefficients x and y from eq. (4.29). The
first term coincides with the propagator (3.7) of the orig-
inal model (3.1) up to the notation.
From the expressions (4.25) and (4.29b) for y as a func-
tion of ω one can write
y = −Y/X (X + Y sin2 κ) ∝
(pn)2
(−iω + η1)(−iω + η2)
(4.31)
with certain η1, η2 > 0 that depend only on the momen-
tum. The both poles in ω in expression (4.31) lie in the
same lower half of the complex plane. Thus the inte-
gral over ω of this expression vanishes identically. It is
important here that the integral is convergent by power
counting, and the ambiguity similar to that in the inte-
gral (4.14) is absent here.
This means that the new term in the propagator does
not contribute to the integral (4.12) and the expres-
sion (4.22) remains valid in the modified model. Of
course, the contribution with y shoud be taken into ac-
count in calculations of the other Green functions.
Some additional remarks about our scheme of deriva-
tion of the propagators and its justification on the exam-
ple of a simple model are given in Appendix B.
D. RG equations and fixed points
Now let us introduce the β functions and the anoma-
lous dimensions γ – important RG functions, which de-
termine the asymptotic behavior of the various Green
functions. The basic RG equation for a multiplicatively
renormalizable quantity (correlation function, compos-
ite operator, etc.) is obtained by operating with D˜µ on
the relation F = ZFFR, where D˜µ denotes the differen-
tial operation µ∂µ for fixed set of bare parameters e0 =
{g0, ν0, f0, u0,A0}. The resulting RG equation has the
form [
DRG + γF
]
FR = 0, (4.32)
where γF is the anomalous dimension of F and DRG =
Dµ + β∂g − γfDf − γuDu. Here and below Dx ≡ x∂x for
any variable x, and the RG functions are defined as
βg ≡ D˜µg = g · [−ξ − γg(g)], (4.33a)
βu ≡ D˜µu = −uγu(g, u), (4.33b)
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γF ≡ D˜µ lnZF = βg∂g lnZF for any ZF . (4.33c)
The relations between β and γ in (4.33a) and (4.33b)
result from their definitions along with the second and
third relations in (4.23).
As already stated, the constants Z are found from the
requirement of UV finiteness of the expression (4.22) by
means of the relations D0g0f0ν0 = gfνµ
ξ and (4.23).
Thus we readily obtain the renormalization constant Zf
(f0 = f · Zf) and the anomalous dimension γf for the
parameter f0 that splits the Laplace operator:
Zf = 1−
d− 2 +A
2(d− 1)
·
g
ξ
+O(g2), (4.34)
γf =
d− 2 +A
2(d− 1)
· g, (4.35)
where we passed to the new coupling constant g ≡ g˜·Cd−1
with Cd−1 from (4.19). Then we have to renormalize the
constant u0 such that the expression
g0f0u0 ·
[
1 +
(A− 1)2
2(d− 1)
·
1
u0
·
m−ξ
ξ
]
·nαnβ · (pn)
2 (4.36)
be UV finite to the first order in g. Therefore,
Zu · Zf = 1−
(A− 1)2
2(d− 1)
·
g
u
·
1
ξ
+O(g2) (4.37)
and
γu + γf =
(A− 1)2
2(d− 1)
·
1
u
· g (4.38)
with the constant γf from 4.35. Furthermore, from the
last relation in (4.23) it follows that for the coupling con-
stant g
γg = −γf = −
d− 2 +A
2(d− 1)
· g. (4.39)
We stress that all the above expressions for the anoma-
lous dimensions γF are exact, being derived from the ex-
act expression (4.22).
One of the basic RG statements is that the IR asymp-
totic behavior of the model is governed by the IR attrac-
tive fixed point g∗, u∗, defined by the relations
βu = 0, ∂uβu > 0; βg = 0, ∂gβg > 0. (4.40)
For the coupling constant g these equations along
with (4.39) give
βg = g(−ξ + γf ) = 0, (4.41)
and the fixed point is
g∗ =
2(d− 1)
d− 2 +A
· ξ, ∂gβg(g
∗) = ξ > 0. (4.42)
The β-function and the fixed point for second param-
eter u are
βu = −uγu = g ·
1
2(d− 1)
[
(d− 2 +A) · u− (A− 1)2
]
,
(4.43)
so that
u∗ =
(A− 1)2
d− 2 +A
, ∂uβu(u
∗) =
d− 2 +A
2(d− 1)
· g∗. (4.44)
Therefore, the system possesses an IR fixed point u∗, g∗
only if g∗ > 0, i.e.,
d− 2 +A > 0. (4.45)
This fact implies that the correlation functions of the
model (3.1) in the IR region (µr ≃ Λr ≫ 1, Mr ∼ 1)
exhibit scaling behavior (as we will see below, up to log-
arithmic factors).
The corresponding critical dimensions ∆[F ] ≡ ∆F for
all basic fields and parameters can be calculated exactly;
see the next subsection.
E. Critical dimensions
In the leading order of the IR asymptotic behavior the
Green functions satisfy the RG equation with the substi-
tution g → g∗, u→ u∗, which gives[
Dµ − γ
∗
fDf − γ
∗
uDu + γ
∗
G
]
GR(e, µ, . . . ) = 0. (4.46)
Canonical scale invariance is expressed by the relations:
[∑
α
dkαDα − d
k
G
]
GR = 0,
[∑
α
dωαDα − d
ω
G
]
GR = 0,
(4.47)
where α ≡ {t,x, µ, ν,m,M, u, f,A, g} is the set of all
arguments of GR (t,x is the set of all times and coordi-
nates), and dk and dω are the canonical dimensions of GR
and α. Substituting the needed dimensions from Table I
into (4.47), we obtain:
[
Dµ +Dm +DM − 2Dν −Dx − d
k
G
]
GR = 0, (4.48a)
[Dν −Dt − d
ω
G]G
R = 0. (4.48b)
The equations of the type (4.46) and (4.48) describe
the scaling behavior of the function GR upon the dilation
of a part of its parameters. A parameter is dilated if the
corresponding derivative enters the equation, otherwise it
is kept fixed. We are interested in the IR scaling behav-
ior, in which all the IR relevant parameters (coordinates
x, times t and integral scalesM andm) are dilated, while
the irrelevant parameters, related to the UV scale (diffu-
sivity coefficient ν and the renormalization mass µ) are
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fixed. Thus we combine the equations (4.46) and (4.48)
such that the derivatives with respect to the IR irrele-
vant parameters µ and ν be eliminated, and obtain the
desired equation of critical IR scaling for the model:
[−Dx +∆tDt +∆mDm +∆MDM+
+∆fDf +∆uDu −∆G]G
R = 0, (4.49)
where
∆t = −∆ω = −2, ∆m = ∆M = 1,
∆f = γ
∗
f , ∆u = γ
∗
u (4.50)
and
∆[G] ≡ ∆G = d
k
G + 2d
ω
G + γ
∗
G (4.51)
are the corresponding critical dimensions.
In particular, for any correlation function GR =
〈Φ . . .Φ〉 of the fields Φ we have ∆G = NΦ∆Φ, with the
summation over all fields Φ entering into GR, namely
∆G =
∑
Φ
NΦdΦ = Nθ′dθ′ +Nθdθ +Nvdv. (4.52)
Since in the model (3.1) the fields themselves are not
renormalized (i.e., γΦ = 0 for all Φ, see sec. IVC), us-
ing (4.51) we conclude, that the critical dimensions of
the fields Φ = {v, θ, θ′} are the same as their canonical
dimensions, presented in the Table I. Namely,
∆v = 1, ∆θ = −1, ∆θ′ = d+ 1. (4.53)
It is the specific feature of this model, which distinguishes
it from both the isotropic Kraichnan’s vector model [22]
(in which γν 6= 0) and anisotropic Kraichnan’s scalar
model [39] (in which the Laplacian splitting parameter f
is not dimensionless).
V. RENORMALIZATION AND CRITICAL
DIMENSIONS OF COMPOSITE OPERATORS
A. General scheme
In the following, the central role will be played by com-
posite fields (“operators”) built solely of the basic fields
θ:
FNp = (θiθi)
p (nsθs)
2m, (5.1)
where N = 2(p + m) is the total number of fields θ,
entering the operator.
The total canonical dimension of arbitrary 1-
irreducible Green function Γ = 〈FΦ . . .Φ〉1−ir that in-
cludes one composite operator F and arbitrary number
of primary fields Φ is given by the relation
dΓ = dF −
∑
φ
NΦdΦ = −(N −Nθ)− (d+ 1)Nθ′ −Nv,
(5.2)
where dF is the canonical dimension of the operator F ;
see, e.g., sec. 3.24 in the book [30].
Superficial UV divergences, whose removal requires
counterterms, can be present only in those functions Γ
for which the index of divergence dΓNΦ is a non-negative
integer. For the operators of the form (5.1) one has
dF = −N ; see Table I. Due to the linearity of our model,
the number of the fields θ in the function Γ cannot exceed
their number in the operator F ; cf. item (2) in sec. IVA.
In the case at hand
Nθ ≤ N. (5.3)
From the expression (5.2) along with the condition (5.3)
it follows that for any dimension of the space d superfi-
cial divergences can be present only in the 1-irreducible
functions of the type
〈
FNp(x)θ(x1) . . . θ(xN )
〉
1−ir
with
Nθ = N , Nv = Nθ′ = 0, for which dΓF = 0. This
means, in particular, that all those diagrams diverge log-
arithmically and we can calculate them with all external
frequencies and momenta set equal to zero. This also
means that the operator counterterms to a certain FNp
include only operators of the form (5.1) with the same
value of N .
We conclude that the operators (5.1) can mix in renor-
malization only within the closed set with the sameN ; let
us denote it as F ≡ {FNp}. The renormalization matrix
ZˆF ≡ {ZNp,Np′} for this set, given by the relation
FNp =
∑
p′
ZNp,Np′F
R
Np′ , (5.4)
is determined by the requirement that the 1-irreducible
correlation function
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〈
FRNp(x)θ(x1) . . . θ(xN )
〉
1−ir
=
=
∑
p′
Z−1Np,Np′
〈
FNp′(x)θ(x1) . . . θ(xN )
〉
1−ir
≡
∑
p′
Z−1Np,Np′ΓNp′(x;x1, . . . , xN ) (5.5)
be UV finite in renormalized theory, that is, it has
no poles in ξ when expressed in renormalized vari-
ables (4.23). This is equivalent to the UV finiteness of
the sum
∑
p′ Z
−1
Np,Np′ΓNp′(x; θ), in which
ΓNp′(x; θ) =
1
N !
∫
dx1 . . .
∫
dxN ΓNp′(x;x1, . . . , xN )×
× θ(x1) . . . θ(xN ) (5.6)
is a functional of the field θ(x).
The contribution of a specific diagram into the func-
tional ΓNp′ in (5.6) for any composite operator FNp′ is
represented in the form
ΓNp′ = Vαβ... I
ab...
αβ... θaθb . . . , (5.7)
where Vαβ... is the vertex factor, I
ab...
αβ... is the “internal
block” of the diagram with free indices, and the product
θaθb . . . corresponds to external tails.
According to the general rules of the universal dia-
grammatic technique (see, e.g., [30]), for any compos-
ite operator F (x) built of the fields θ, the vertex Vαβ...
in (5.7) with k ≥ 0 attached lines corresponds to the
vertex factor
V kNp(x; x1, . . . , xk) ≡ δ
kFNp(x)/δθ(x1) . . . δθ(xk). (5.8)
The arguments x1 . . . xk of the quantity (5.8) are con-
tracted with the arguments of the upper ends of the tails
θθ′ attached to the vertex.
B. One-loop diagram
Now let us turn to calculate the internal block Iab...αβ...
in the notation (5.7), namely the diagrams themselves.
The one-loop diagram is represented in fig. (6).
We recall that all the external frequencies and mo-
menta are set to zero. Then the index structure of this
diagram is
Y abαβ = Vxai(k) Vzjb(−k) · Pαi(k) Pβj(k) · nxnz =
= −A2 · nxPxα(k) · nzPzβ(k) · kakb, (5.9)
FIG. 6. The one-loop contribution to the generating func-
tional.
where the letters i, j, x and z denote internal indices of
the diagram itself. Then we have to integrate Y abαβ over
the frequency and momentum with the factors like (2.12)
and (3.7), namely
Iabαβ =
∫
dk
(2π)d
·
1
−iω + νk2⊥ + νfk
2
‖
·
1
iω + νk2⊥ + νfk
2
‖
×
×D0 ·
δ(k‖)
kd−1+ξ⊥
· Y abαβ . (5.10)
Due to the presence of the factor δ(k‖) in the above
expression, the additional part (4.31) in the propagator
〈θθ′〉0 gives no contribution in all integrals corresponding
to the diagrams, and like for the self-energy function, we
can perform all the calculations with the original propa-
gators (3.7) and (3.8).
Using (4.16) for averaging over the angles, we arrive at
the following result:
Iabαβ =
A2
2ν
·D0 ·
∫
dk⊥
(2π)d
1
kd−1+ξ⊥
·
k⊥a k
⊥
b
k2⊥
· nαnβ =
=
A2 · f
2 (d− 1)
· Pab(n) · nαnβ · g ·
m−ξ
ξ
. (5.11)
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C. Multiloop diagrams
Any multiloop diagram contains a part with the struc-
ture, represented in fig. (7).
FIG. 7. Fragment of arbitrary multiloop diagram.
Since we may calculate all the diagrams at external mo-
menta set equal to zero, the integral, corresponding to
the divergent part of the diagram, contains as a factor
the following expression:
I0 = δ(k‖)δ(q‖)naVbac(k)nαVβαγ(k+ q)Pγb(k), (5.12)
where V is the vertex (3.6), and the δ-functions appear
from velocity correlator (2.11). Since I0 is proportional
to the sum of k‖ and q‖ with some coefficients, after in-
tegration with the δ-functions all these diagrams become
equal to zero.
There are also multiloop diagrams of the “sand clock”
type, represented by products of simpler diagrams. They
contain only higher-order poles in ξ and, in the MS
scheme, do not contribute to the anomalous dimensions.
Therefore (and it is another special feature of this
model) the one-loop approximation (5.11) gives us the
exact answer.
D. Renormalization matrix and anomalous
dimensions
Combining expressions (5.7), (5.8) and the exact an-
swer (5.11) for the diagram we obtain for the functional
ΓNp from (5.6)
ΓNp ∝
δ2
δθα · δθβ
[FNp] · nαnβ · Pab(n) θaθb =
= 2m(2m− 1) · FN p+1 + (2p+ 8pm− 2m(2m− 1)) · FN p +
+ (4p(p− 1)− 2p− 8pm) · FN p−1 − 4p(p− 1) · FN p−2, (5.13)
up to an overall scalar factor.
Expression (5.13) shows that the operators FNp indeed
mix in renormalization: the UV finite renormalized op-
erator FR has the form FR = F+ counterterms, where
the contribution of the counterterms is a linear combina-
tion of F itself and other unrenormalized operators with
the same total number N of the fields, which are said to
“admix” to F in renormalization.
Let F ≡ {Fp} be a closed set of operators (5.1) with
a certain fixed value of N (which we will omit below for
brevity) and different values of p, which mix only to each
other in renormalization. The renormalization matrix
ZˆF ≡ {Zp,p′} and the matrix of anomalous dimensions
γˆF ≡ {γp,p′} for this set are given by
Fp =
∑
p′
Zp,p′F
R
p′ , γˆF = Zˆ
−1
F DµZˆF . (5.14)
The scale invariance (4.47) and the RG equation (4.32)
for the operator Fp give us the corresponding matrix of
critical dimensions ∆F ≡ {∆p,p′} in the form similar to
the expression (4.51), in which dkF , d
ω
F and dF are under-
stood as the diagonal matrices of canonical dimensions
of the operators in question (with the diagonal elements
equal to sums of corresponding dimensions of all fields
and derivatives constituting F ) and γˆ∗ = γˆ(g∗, u∗) is the
matrix (5.14) at the fixed point.
In this notation and in the MS scheme the renormal-
ization matrix Zˆ has the form
Zˆ = Iˆ + Aˆ, (5.15)
where Iˆ is the unity matrix and the elements of the ma-
trix Aˆ have the form
App′ = app′ ·
g
ξ
. (5.16)
To solve the RG equation we have to use the eigenvalue
decomposition of the matrix γˆ, therefore the critical di-
mensions of the set F ≡ {Fp} are given by the eigenvalues
of the matrix ∆pp′ . In fact this means, that we change
the set of operators
{
FR
}
to the set of “basis” operators{
F˜R
}
that possess definite critical dimensions and have
the form
FRp = Upp′ F˜
R
p′ , (5.17)
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where the matrix Upp′ is such that ∆˜F = U
−1
F ∆FUF is
diagonal (or has the Jordan form).
As the renormalization matrix Zˆ has the form (5.15),
the matrix of anomalous dimensions γˆ has the form
γpp′ = −app′ · g (5.18)
with the coefficients app′ from (5.16). Combining (5.13)–
(5.18) and taking into account the scalar factor, not writ-
ten in (5.13), but presented in (5.11), together with the
fact, that the symmetrical coefficient for this one-loop di-
agram is 1/2, one can obtain the following for the matrix
of anomalous dimensions γˆ:
γp, p′+1 = −
A2 · f
4(d− 1)
· 2m(2m− 1) · g;
γp, p′ = −
A2 · f
4(d− 1)
· (2p+ 8pm− 2m(2m− 1)) · g;
γp, p′−1 = −
A2 · f
4(d− 1)
· (4p(p− 1)− 2p− 8pm) · g;
γp, p′−2 = −
A2 · f
4(d− 1)
· (−4p(p− 1)) · g. (5.19)
Substituting the value of the fixed point g∗ = 2(d−1)d−2+A ·ξ
(see (4.42)) gives
γ∗p, p′+1 = −
A2 · f
2(d− 2 +A)
· 2m(2m− 1) · ξ;
γ∗p, p′ = −
A2 · f
2(d− 2 +A)
· (2p+ 8pm− 2m(2m− 1)) · ξ;
γ∗p, p′−1 = −
A2 · f
2(d− 2 +A)
· (4p(p− 1)− 2p− 8pm) · ξ;
γ∗p, p′−2 = −
A2 · f
2(d− 2 +A)
· (−4p(p− 1)) · ξ. (5.20)
Therefore the critical dimensions matrix for the set Fp
has the form
∆p, p′ = −2(p+m) · δpp′ + γˆ
∗
p, p′ , (5.21)
where −2(p+m) is its canonical dimension, δpp′ is Kro-
necker’s δ symbol and γˆ∗p,p′ is the value of anomalous
dimension matrix at the fixed point.
E. Critical dimension matrix and its eigenvalue
decomposition
Let us find the eigenvalues of the critical dimensions
matrix ∆Np,Np′ (from now on, we restore the index N in
the notation for the operators and related matrices). As
a consequence of (5.19), it is a four-diagonal matrix for
any N ; moreover it has one line under the main diagonal
and two lines above the main diagonal. Therefore the
inversion of the matrix and its eigenvalue decomposition
appear nontrivial tasks.
According to (5.13), the closed set F ≡ {FNp} of oper-
ators, which mix only with each other in renormalization,
consists only of operators with the same total quantity of
fields θ, i.e., with the same number N . So, let us define
the vector F as
F =

(θiθi)
N
(θiθi)
N−2 · (nsθs)
2
...
(nsθs)
N
 . (5.22)
Therefore the relation between the set of unrenormal-
ized operators {F} and the set of renormalized operators{
FR
}
, namely Fi = ZikF
R
k , takes on the form

(θiθi)
N
(θiθi)
N−2 · (nsθs)
2
(θiθi)
N−4 · (nsθs)
4
...
...
(θiθi)
2 · (nsθs)
N−2
(nsθs)
N

=

a11 a12 a13 0 . . . 0
a21 a22 a23 a24
...
0 a32 a33 a34
. . . 0
... 0 a43
. . .
. . . an−2n
...
. . .
. . . an−1n
0 . . . . . . 0 ann−1 ann

·

{
(θiθi)
N
}R{
(θiθi)
N−2 · (nsθs)
2
}R{
(θiθi)
N−4 · (nsθs)
4
}R
...
...{
(θiθi)
2 · (nsθs)
N−2
}R{
(nsθs)
N
}R

. (5.23)
It is important that in this notation the row of the matrix
Zˆ corresponds to the original unrenormalized operator,
and that the power p of the operator FNp decreases from
left to right.
Let us denote the common factor in (5.20) as y, i.e.,
y = −
A2 · f
2(d− 2 +A)
· ξ, (5.24)
and construct from (5.20), (5.21) and (5.23) the matrix
of critical dimensions for several sets of operators. For
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example, for the set with N = 2 we have
N = 2 : ∆Np,Np′ =
(
−2 + 2y −2y
2y −2− 2y
)
, (5.25)
and the eigenvalues are λ = {−2;−2}; for the set with
N = 8 we have
N = 8 : ∆Np,Np′ =
=

−8 + 8y 40y −48y 0 0
2y −8 + 28y −6y −24y 0
0 12y −8 + 24y −28y −8y
0 0 30y −8− 4y −26y
0 0 0 56y −8− 56y
 ,
(5.26)
and the eigenvalues are λ = {−8;−8;−8;−8;−8}; and so
on. This fact remains true for any set of operators with
arbitrary number N . This statement is strictly proven in
Appendix C.
In other words, for any N , the matrix of anomalous
dimensions (5.20) is nilpotent, and the matrix of critical
dimensions (5.21) is degenerate with all the eigenvalues
equal to N :
λ1 = . . . = λN/2+1 = −2(p+m) = −N. (5.27)
Therefore the matrix of critical dimensions (5.21) is not
diagonalizable, but can be brought to a Jordan form, i.e.,
∆F = UF ∆˜FU
−1
F , and for the matrix ∆˜F we can write
∆˜F =

−2(p+m) 1 0 . . . 0
0 −2(p+m) 1
...
... 0
. . .
. . . 0
...
. . . 1
0 . . . 0 −2(p+m)

.
(5.28)
The matrix UF , which brings it to the Jordan form, is
triangular, namely
UF =

u11 u12 u13 . . . . . . u1n
u21 u22 . . . . . . u2n−1 0
u31
...
...
...
...
...
...
...
un−1 1 un−1 2
...
un1 0 . . . . . . . . . 0

, (5.29)
with the elements uik 6= 0 for all i, k (for detailed discus-
sion see Appendix C).
F. Asymptotic behavior of the mean value of
operator FNp
The objects of interest are, in particular, the equal-
time correlation functions G = 〈F1F2〉. In using the op-
erator product expansion (OPE), the mean values of the
operators
〈
FR
〉
will appear in the right hand side (see
below). Therefore now it is useful to understand the
asymptotic behavior of the quantities
〈
FR
〉
themselves.
From the dimensionality considerations it follows that
〈
F˜R
〉
∝ νd
ω
F µdF · Φ̂
(
M
µ
, f
)
· Ĉ0. (5.30)
If an operator F itself is multiplicatively renormaliz-
able, in the IR-region it satisfies the differential equation
(4.49)–(4.50), which describes the IR scaling behavior.
The solution of this equation (the mean value does not
depend on the time t and coordinates x) gives us the
asymptotic form:
〈
F˜R
〉
∝M ∆˜F · Φ
(
f
Mγ
∗
f
)
·C0. (5.31)
This along with the dimensionality representation (5.30)
gives〈
F˜R
〉
∝ νd
ω
F µdF · (M/µ)
∆˜F ·Φ
(
f
(M/µ)ξ
)
·C0, (5.32)
where Φ is some unknown function of the dimensionless
argument, γ∗f = ξ (see equations (4.35) and (4.42)), F˜
R
is a vector built from the “basis” operators (5.17) that
possess definite critical dimensions, C0 is some constant
vector (“initial data”), µ is the renormalization mass, ν
is the viscosity coefficient, M is the parameter, related
to the external turbulence scale connected to the stirring
(see expression (2.9)) and ∆˜F is the matrix of critical
dimensions from (5.28).
Since the matrix ∆˜F in (5.32) has a Jordan form with
the only degenerate eigenvalue λ0 = −2(p + m), then
the value of a certain scalar function F with the matrix
argument ∆˜F is given by the matrix F
(
∆˜F
)
:
F
(
∆˜F
)
=

F (λ0)
F ′(λ0)
1! . . .
F(n−1)(λ0)
(n−1)!
0 F (λ0)
...
...
. . . F
′(λ0)
1!
0 . . . 0 F (λ0)
 . (5.33)
If the function F is chosen as (M/µ)∆˜F , the logarithms
ln(M/µ) will appear in the sought-for asymptotic expres-
sion:
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(M/µ)∆˜F =

(M/µ)λ (M/µ)λ · ln(M/µ) . . . (M/µ)
λ·(ln(M/µ))n−1
(n−1)!
0 (M/µ)λ
...
...
. . . (M/µ)λ · ln(M/µ)
0 . . . 0 (M/µ)λ
 . (5.34)
Therefore, after the convolution with the initial-data vec-
tor C0 and up to the dimensional factor, the asymptotic
form of the mean value of the operators F˜R is
F˜R1 ∝ (M/µ)
λ · PN/2 (ln(M/µ)) ,
F˜R2 ∝ (M/µ)
λ · PN/2−1 (ln(M/µ)) ,
...
F˜RN/2+1 ∝ (M/µ)
λ,
(5.35)
where PL (. . . ) is a polynomial of degree L with the ar-
gument ln(M/µ). Note that the indices 1, . . . , N/2 + 1
in (5.35) are not “accidental”: they are strongly related
with the indices of the vectorF, which is defined in (5.22).
VI. ASYMPTOTIC BEHAVIOR OF THE
CORRELATION FUNCTION G = 〈F1F2〉
Now we are ready to begin studying the IR asymptotic
behavior of the correlation function of the two composite
operators FNp of form (5.1) with arbitrary values of N
and p:
G = 〈FN1p1 FN2p2〉 . (6.1)
The correlator G is also multiplicatively renormalizable
and, as a consequence, it satisfies the differential RG
equation (4.49)–(4.50), which describes the IR scaling
behavior. But, due to the mixing condition of the op-
erators FNp themselves, the solution of this equation for
the function G is more involved.
Since the correlator G is a function of x = r1 − r2, m,
M and f , the dimensionality representation for it is
G ∝ νd
ω
GµdG · Φ̂ (µr, mr, Mr, f) , (6.2)
where µ is the renormalization mass, ν is the viscosity
coefficient and Φ̂ (µr, mr, Mr, f) is some function of four
dimensionless parameters. The differential operator DRG
in this case reduces to the form
DRG = −Dr +Dm +DM + γ
∗
fDf . (6.3)
Applying it to the correlator G and denoting FN1p1 as Fi
and FN2p2 as Fk (we recall, that N1 may not be equal
to N2, i.e., operators Fi and Fk may belong to different
renormalization sets), we obtain the differential equation
DRG Gik = ∆isGsk +∆ksGis, (6.4)
where Gij = 〈FiFj〉, ∆ij is the critical dimension of the
correlator Gij , and the summation over repeated indices
is implied. Note that due to the difference of the num-
bers N1 and N2 in the initial operators FNp in (6.1), the
matrices ∆is and ∆ks in (6.4) can have different dimen-
sions.
Let us now consider the operators G˜ik instead of
Gik, namely, the correlation functions of operators F˜
(see (5.17)) that possess definite critical dimensions:
G˜ik =
〈
F˜i F˜k
〉
. (6.5)
A few remarks follow about numbering and indices i and
k in the definition (6.5):
(1) The initial operator F is defined in (5.1), namely
FNp = (θaθa)
p (nsθs)
2m, N = 2(p+m). (6.6)
(2) Since at renormalization the operators, which can
mix together, have the same number N (see (5.13)),
therefore for fixed N we may define a vector F (5.22),
namely
F =

F1
F2
...
FN/2+1
 =

(θaθa)
N
(θaθa)
N−2 · (nsθs)
2
...
(nsθs)
N
 . (6.7)
(3) Let us define the vector F˜ as in (5.17), namely
FRl = UlpF˜
R
p , (6.8)
where the matrix Ulp is such that the matrix of critical
dimensions ∆˜F = U
−1
F ∆FUF is a Jordan matrix (see
sec. VE) and has the form (5.29).
Therefore the operator F˜i in the definition of the cor-
relation function (6.5) is not arbitrary, but is constructed
using (6.8) as a linear combination of the operators Fi,
whose numbering is strictly defined in (6.7).
The correlation function G˜ik satisfies the differential
equation in the form (6.4), but with Jordan matrices ∆˜ik:
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DRG G˜
R
ik = ∆˜isG˜
R
sk + ∆˜ksG˜
R
is. (6.9)
If the operator F˜i, entering into the correlator G˜ik, be-
longs to the set with number N1, and the operator F˜k
belongs to the set with number N2, the expression (6.9)
is in fact a system of (N1/2 + 1)× (N2/2 + 1) nonsepa-
rable (due to nondiagonal, but Jordan form of matrices
∆˜ik) differential equations.
The matrices ∆˜is and ∆˜ks in (6.9) have the form
∆˜F =

λ1(2) 1 0 . . . 0
0 λ1(2) 1
...
... 0
. . .
. . . 0
...
. . . 1
0 . . . 0 λ1(2)

, (6.10)
where λ1 = −N1 and λ2 = −N2 (see Appendix C).
Taking into account the expression (6.10) it is obvious,
that if the both operators F˜i and F˜k are not “the last from
the end,” i.e., if i 6= N1/2 + 1 and k 6= N2/2 + 1, then
each of the terms in (6.9) has two contributions – one is
the function G˜Rik with coefficient λ1(2) and the other is ei-
ther the function G˜Ri+1,k for the first term or the function
G˜Ri,k+1 for the second term, both having coefficients 1.
If one of the operators F˜i and F˜k is “the last from the
end,” i.e., if i or k is equal to N1(2)/2+ 1, then this con-
tribution will be reduced to the only term G˜Rik with the
coefficient λ1(2).
As a consequence, there is only one differential equa-
tion with one term in the RHS, namely
DRG G˜
R
N1/2+1 N2/2+1
= (λ1 + λ2) · G˜
R
N1/2+1 N2/2+1
.
(6.11)
The solution of this RG equation is found in a standard
way and has the following form:
G˜R0 ≡ G˜
R
N1/2+1 N2/2+1
∝ (µr)−λ1−λ2 · Φ
(
1, mr, Mr, f¯
)
,
(6.12)
where f¯ is the invariant charge and f¯ → frξ as 1/µr→ 0,
see [30].
Then, if i = N1/2 + 1 and k = N2/2 or if i = N1/2
and k = N2/2 + 1, i.e., if k + i = (N1 + N2)/2 + 1, we
have two equations of type
DRG G˜
R
1 = (λ1 + λ2) · G˜
R
1 + G˜
R
0 , (6.13)
which involves the already known function G˜R0 in the
RHS. Its solution contains a power factor and a polyno-
mial of a logarithm, i.e., up to a dimensional factor it
is
G˜R1 ∝ (µr)
−λ1−λ2 · P1 [ln(µr)] · Φ
(
1, Mr, mr, frξ
)
,
(6.14)
where P1 [lnµr] is a first-degree polynomial of the argu-
ment ln(µr). Using (6.12) and (6.14) we may write, that
the asymptotic behavior of the sum G˜R0 + G˜
R
1 is the same
as that of the function G˜R1 itself:
G˜R0 +G˜
R
1
∼= G˜R1 ∝ (µr)
−λ1−λ2 ·P1 [lnµr]·Φ
(
1, Mr, mr, frξ
)
.
(6.15)
Then, if k+ i = (N1+N2)/2, we have three expressions,
which in the RHS involve the function G˜1 that is already
known from expression (6.14), and may also involve the
function G˜0, that is also known:
DRG G˜
R
2 = (λ1 + λ2) · G˜
R
2 + G˜
R
1 . (6.16)
Its solution contains a second-degree polynomial with the
argument ln(µr), i.e.,
G˜R2 ∝ (µr)
−λ1−λ2 · P2 [ln(µr)] · Φ
(
1, Mr, mr, frξ
)
.
(6.17)
The procedure is similar for the next functions. It is
obvious that the number of equations, which contain in
the RHS a function that is known from the previous step,
increases for (N1+N2)/2+2 ≤ i+k ≤ (N1+N2)/4+1 and
decreases if (N1+N2)/4+1 ≤ i+k ≤ 2. As a consequence,
in this system there is only one function, namely that
with i + k = 2, whose asymptotic behavior contains a
polynomial of the maximal power of the logarithm:
G˜R11 ∝ (µr)
−λ1−λ2 ·P(N1+N2)/2 [lnµr]·Φ
(
1, Mr, mr, frξ
)
,
(6.18)
where P(N1+N2)/2 [lnµr] is an (N1 + N2)/2-degree poly-
nomial with the argument ln(µr).
Finally, expressions like (6.12), (6.14) and (6.18) give
the asymptotic behavior of any function G˜Rik.
In order to obtain the asymptotic behavior of the cor-
relation functions of the initial operators “without tilde,”
we have to use the expression (6.8). The inverse matrix
U−1 has the form
U−1F =

0 . . . . . . . . . 0 uˆ1n
... uˆ2 n−1 uˆ2n
...
...
...
...
...
...
... uˆn−2 n
0 uˆn−1 2 . . . . . . uˆn−1 n−1 uˆn−1 n
uˆn1 . . . . . . uˆn,n−2 uˆn,n−1 uˆnn

,
(6.19)
wherein all the elements uˆab 6= 0. Note that the two
operators, entering in (6.5), bring about two (perhaps
different) matrices U−1Fi and U
−1
Fk
.
From the expression (6.19) it follows that the operators
F˜R from the closed set
{
F˜R
}
with the dimension N can
be expressed in terms of operators FR of the closed set{
FR
}
with the same dimension N in the following way:
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F˜R1
∼= FRN/2+1 (6.20)
(up to a numerical coefficient, namely uˆ1n);
F˜R2
∼= FRN/2 + F
R
N/2+1 (6.21)
and so on, i.e., for any i
F˜Ri
∼=
∑
α
FRα + F
R
N/2+1, (6.22)
where α 6= N/2 + 1 and numbers all other operators.
Now we are ready to find the desired asymptotic form
of the correlation function Gik. Let us denote the ele-
ments of the matrix U−1Fi for the operator Fi in the cor-
relator G˜ik =
〈
F˜i F˜k
〉
as uˆab, the elements of matrix
U−1Fk for the operator Fk as u˘ab, so that
G˜R11 = uˆ1,N1/2+1u˘1,N2/2+1 ·G
R
N1/1+1 N2/1+1
; (6.23)
G˜R12 = uˆ1,N1/2+1 ·
(
u˘2,N2/2 ·G
R
N1/1+1 N2/1
+ u˘2,N2/2+1 ·G
R
N1/1+1 N2/1+1
)
; (6.24)
G˜R13 = uˆ1,N1/2+1 ·
(
u˘3,N2/2−1 ·G
R
N1/1+1,N2/1−1
+ u˘3,N2/2 ·G
R
N1/1+1,N2/1
+ u˘3,N2/2+1 ·G
R
N1/1+1,N2/1+1
)
(6.25)
and so on. Equations (6.23)–(6.25) show that the expres-
sion for any function G˜Rik contains in the RHS the func-
tion GRN1/1+1 N2/1+1 with different coefficients (u˘a,b 6=
u˘a+1,b and uˆa,b 6= uˆa+1,b for all a, b), therefore the expres-
sion for any function GRik contains in the RHS the func-
tion G˜R11. This fact together with the expression (6.18)
gives the sought-for asymptotic behavior of the pair cor-
relator function of the initial operators from the set {F}:
GRik
∼= G˜R11 ∝ (µr)
−λ1−λ2 · P(N1+N2)/2 [lnµr] · Φ
(
1, Mr, mr, frξ
)
∀i, k. (6.26)
Using the above written relations λ1 = −N1 and λ2 = −N2 we obtain the sought-for asymptotic behavior of the
pair correlator (6.1) up to a dimensional factor:
GRik
∼= G˜R11 ∝ (µr)
N1+N2 · P(N1+N2)/2 [lnµr] · Φ
(
1, Mr, mr, frξ
)
∀i, k. (6.27)
Here PL is a polynomial function of degree L and Φ is
a function of three dimensionless arguments. Its asymp-
totic behavior is studied using the OPE.
VII. OPERATOR PRODUCT EXPANSION AND
VIOLATION OF SCALING
Representations (6.27) for any scaling functions
Φ˘
(
Mr, mr, frξ
)
≡ Φ
(
1, Mr, mr, frξ
)
describe the be-
havior of the correlation functions for µr ≫ 1 and any
fixed value of Mr. The inertial range l ≪ r ≪ L corre-
sponds to the additional conditionMr ≪ 1. The form of
the functions Φ (Mr) is not determined by the RG equa-
tions themselves; in analogy with the theory of critical
phenomena, its behavior for Mr→ 0 is studied using the
well-known Wilson operator product expansion (OPE).
According to the OPE, the equal-time product
F1(x
′)F2(x
′′) of two renormalized operators for x ≡
(x′ + x′′)/2 = const and r ≡ x′ − x′′ → 0 has the repre-
sentation
F1(x
′)F2(x
′′) =
∑
F˜
CF˜ (r)F˜ (t,x), (7.1)
where the functions CF˜ are coefficients regular in M
2
and F˜ are all possible renormalized local composite op-
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erators allowed by symmetry (more precisely, see be-
low). Without loss of generality, it can be assumed that
the expansion is made in the basis operators F˜ of the
type (5.17), i.e., those having definite critical dimensions
∆˜F . The renormalized correlator 〈F1(x)F2(x
′)〉 is ob-
tained by averaging (7.1) with the weight expSR, where
SR is the renormalized action (4.24). The quantities
〈F˜ 〉 ∝ (Mr)∆˜F appear on the right hand side. Their
asymptotic behavior for M → 0 is found from the corre-
sponding RG equations and has the form
〈F˜α〉 ∝ (Mr)
∆˜α , (7.2)
where ∆˜F is a Jordan matrix (5.28) and (Mr)
∆˜α is a
matrix of type (5.34).
Note that due to the form of the differential opera-
tor DRG (6.3) the solution of the equation (6.9) implies
the substitution µr = 1, i.e., the matrix (M/µ)∆˜α given
in (5.34) is replaced by the matrix (Mr)∆˜α .
From the operator product expansion (7.1) we there-
fore find the following expression for the scaling function
Φ
(
Mr, mr, frξ
)
in the representation (6.27) of the cor-
relator 〈F1(x)F2(x
′)〉:
Φ¯ (Mr) =
∑
α
Aα (Mr)
∆α , Mr ≪ 1, (7.3)
where the coefficients Aα = Aα(Mr), coming from the
Wilson coefficients Cα in (7.1), are regular in (Mr)
2.
Here and below we do not distinguish the two IR scales
M and m, first introduced in (2.9) and (2.12), and
Φ¯ (Mr) ≡ Φ˘
(
Mr, frξ
)∣∣∣
frξ=const
.
In general, the operators entering into the OPE are
those which appear in the corresponding Taylor expan-
sions, and also all possible operators that admix to them
in renormalization [29, 30]. From (5.35) it is clear, that
the main contribution to the sum (7.3) is given by the op-
erator F˜R1 , which possesses maximal singularity. There-
fore, combining the RG representation (6.27) with the
OPE representation (7.3) gives the desired asymptotic
expression for the pair correlation function G (6.1) in
the inertial range:
G = 〈FN1 p1 FN2 p2〉 ∝ (µr)
N1+N2 · (Mr)−N1−N2 · P(N1+N2)/2 [ln (1/µr)] · P(N1+N2)/2 [lnMr] · Φ˜
(
frξ
)
. (7.4)
Taking into account that canonical dimension dG = −N1 − N2, expression (7.4) together with the dimensionality
representation (6.2) gives
G = 〈FN1 p1 FN2 p2〉 ∝ ν
dωG ·M−N1−N2 · P(N1+N2)/2 [lnµr] · P(N1+N2)/2 [lnMr] · Φ˜
(
frξ
)
, (7.5)
where the leading term is
G ∝ νd
ω
G ·M−N1−N2 · [lnµr](N1+N2)/2 · [lnMr](N1+N2)/2 · Φ˜
(
frξ
)
(7.6)
with a certain scaling function Φ˜
(
frξ
)
, restricted in the
inertial range l ≪ r ≪ L.
VIII. CONCLUSION
We applied the field theoretic renormalization group
and the operator product expansion to the analysis of the
inertial-range asymptotic behavior of a divergence-free
vector field, passively advected by strongly anisotropic
random flow. The advecting velocity field was taken
Gaussian, not correlated in time, with the given pair
correlation function described by the expressions (2.11)–
(2.13). This ensemble can be viewed as the d-dimensional
generalization of the ensemble introduced in [32] in the
context of passive scalar problem. Following [24], we
included into the stochastic advection-diffusion equa-
tion (2.7) an additional arbitrary parameter A, so that
the resulting model involves, as special cases, the kine-
matic dynamo model for magnetohydrodynamic turbu-
lence, the linearized Navier–Stokes equation and the case
of passive vector “impurity.”
In contrast to the famous Kraichnan’s rapid-change
model, where the correlation functions exhibit anoma-
lous scaling behavior with infinite sets of anomalous
exponents, here the dependence on the integral turbu-
lence scale L demonstrates a logarithmic character: the
anomalies manifest themselves as polynomials of loga-
rithms of (L/r), where r is the separation. The inertial-
range asymptotic expressions for various correlation func-
tions are summarized in expressions (7.5) and (7.6).
The key point is that the matrices of scaling dimensions
of the relevant families of composite fields (operators) ap-
pear nilpotent and cannot be diagonalized and can only
be brought to Jordan form; hence the logarithms. The
detailed technical proof of this fact is given. However,
we cannot give yet a clear physical interpretation of a
logarithmic violation of scaling behavior.
The possibility of logarithmic dependence of various
correlation functions on the integral scale L and the sep-
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aration r should be taken into account in analysis of ex-
perimental data. Of course, it is desirable to analyze
the inertial-range behavior of more realistic models, in
particular, to introduce finite correlation time to the cor-
relation function of the velocity field. This work is in
progress.
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Appendix A: On the possibility of two different
spatial scales in anisotropic vector models
Consider the action functional (3.1) and recall the
transversality conditions (4.2). Those conditions in-
troduce some important difference between the present
model and its scalar analog, studied in [39] within the
RG+OPE approach. Let us decompose the vector field
θ into the components parallel and perpendicular to the
vector n: θ = nϕ+θ⊥, where (θ⊥ ·n) = 0, and similarly
for θ′.
Now let us try to define, in analogy with the scalar
case, one temporal scale and two independent spatial
scales that correspond to the directions parallel and per-
pendicular to n:
[F ] ∼ [T ]−d
ω
F [L⊥]
−d⊥F [L‖]
−d
‖
F . (A1)
The normalization conditions following from the defini-
tion (A1) have the forms:
d⊥k⊥ = −d
⊥
x⊥
= 1, d
‖
k⊥
= −d‖x⊥ = 0, (A2a)
d
‖
k‖
= −d‖
x‖
= 1, d⊥k‖ = −d
⊥
x‖
= 0. (A2b)
The other dimensions are determined by the require-
ment that all terms in the action functional be dimension-
less (with respect to all three independent dimensions).
In particular, this requirement for the term
θ′i∂tθi =
∫
dt
∫
dx θ′i∂tθi (A3)
gives (from now on we discuss only spatial dimensions):
− 1 + d‖ϕ + d
‖
ϕ′ = 0, (A4a)
− 1 + d
‖
θ⊥
+ d
‖
θ′
⊥
= 0, (A4b)
1− d+ d⊥ϕ + d
⊥
ϕ′ = 0, (A4c)
1− d+ d⊥θ⊥ + d
⊥
θ′⊥
= 0. (A4d)
The full set of such equations for all terms in the ac-
tion functional has the unique solution which coincides
exactly with the case of scalar model [39]. In particu-
lar, the dimensions of the fields ϕ and θ⊥ are identical
and coincide with their analogs of the scalar field, and
similarly for the fields ϕ′ and θ′⊥ (note that, e.g., the
equations (A4a) and (A4c) coincide with the equations
(A4b) and (A4d), respectively).
However, those dimensions do not satisfy the addi-
tional restrictions, imposed by the transversality condi-
tions (4.2):
d⊥ϕ = 1 + d
⊥
θ⊥ , (A5a)
1 + d‖ϕ = d
‖
θ⊥
, (A5b)
d⊥ϕ′ = 1 + d
⊥
θ′⊥
, (A5c)
1 + d
‖
ϕ′ = d
‖
θ′⊥
. (A5d)
Indeed, taking into account expressions (A4a)–(A4d),
from (A5a) and (A5b) it follows that
d⊥ϕ′ = −1 + d
⊥
θ′⊥
, (A6a)
1 + d
‖
ϕ′ = 2 + d
‖
θ′⊥
, (A6b)
which contradicts the relations (A5c) and (A5d).
We conclude that in the present vector model indepen-
dent dimensions for the transverse and longitudinal direc-
tions cannot be introduced, and only the total canonical
dimensions
dF = d
k
F + 2d
ω
F , d
k
F = d
⊥
F + d
‖
F (A7)
make sense. As a consequence, the constant f0, intro-
duced to split Od symmetry of the Laplace operator
(∂2 = ∂2⊥ + f0 · ∂
2
‖), in our model appears dimension-
less in contrast to [39].
However, independent spatial dimensions can indeed
be introduced in the modified vector model, in which the
transversality conditions (4.2) are satisfied due to simul-
taneous vanishing of their both terms, that is
∂‖ϕ = −∂
⊥
i θ
⊥
i = 0, (A8)
and similarly for θ′. In other words, the field ϕ =
ϕ(t,x⊥) is independent of the longitudinal coordinate x‖,
while θ⊥ is ortogonal to n and to the momentum k. Then
the conditions (A5a)–(A5d) no longer follow from (4.2).
It would be interesting to study such model, because its
asymptotic behavior can be essentially different from that
of the present case.
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Appendix B: Derivation of the propagator. A simple
model
In order to justify our scheme of derivation of the prop-
agator (4.30) in sec. IVC, consider a simpler example, a
toy “field theory” of a single constant (i.e., independent
on x) real random n-component vector θ= {θ1, . . . , θn}
with the action function
S(θ) = −
1
2
θiMijθj , (B1)
where Mij is a positive real symmetric matrix (so that
detM > 0), and the summations over the vector indices
from 1 to n are implied. The generating function of the
“correlation functions” Dij = 〈θiθj〉 is
G(A) = C ·
n∏
i=1
∫ ∞
−∞
dθi exp{S(θ) + θiAi}, (B2)
where Ai is the “source” and the normalization constant
C is chosen such that G(0) = 1. The expression (B2) is
a Gaussian integral, so
G(A) = exp
{
1
2
AiM
−1
ij Aj
}
. (B3)
Now let us assume that the orthogonality condition
κiθi = 0 is imposed on the random variable with a cer-
tain constant unit vector κ= {κi} (this is an analog of
the transversality conditions (2.5)). Then the generating
functional should be understood as
G(A) = C ·
n∏
i=1
∫ ∞
−∞
dθiδ(κiθi) exp{S(θ) + θiAi}, (B4)
which is an analogue of the expression (3.2) for complete
model (3.1).
In order to calculate the integral in (B4), it is conve-
nient to choose the coordinate system such that the vec-
tor κ be oriented along the first axis, κ = {1, 0, . . . , 0}.
The integration over θ1 is readily performed owing to the
factor δ(θ1), and the expression (B4) becomes
G(A) = C ·
n∏
i=2
∫ ∞
−∞
dθi exp
{
−
1
2
θiM˜ijθj + θiAi
}
= exp
{
1
2
AiM˜
−1
ij Aj
}
, (B5)
where all the summations run from 2 to n and M˜ij is the
(n − 1) × (n − 1) matrix obtained from Mij by remov-
ing the uppermost row and the leftmost column. The
last equality is the direct analog of (B3) for the (n− 1)-
component field {θ2, . . . , θn}, and M˜
−1
ij is its propagator:
Dij = M˜
−1
ij for i, j = 2, . . . , n. The propagators involving
the component θ1 vanish: 〈θ1θi〉 = 0 for all i.
In a covariant way (not related the special choice of the
coordinates) this procedure can be described in terms of
the transverse projector Pij = δij − κiκj (with respect
to the vector κ). Note that for our special choice of the
coordinates it takes the form of a diagonal matrix with
the elements {0, 1 . . . , 1}. Then the propagator matrix
Dij of the full n-component field, derived above, can be
obtained as follows. Consider the n × n matrix M̂ij =
PikMksPsj ; its elements coincide with those of the matrix
M˜ij for i, j ≥ 2 and vanish otherwise. Clearly, this matrix
cannot be inverted in the full n-dimensional space, but
it can be inverted on the subspace orthogonal to κ. In
other words, the propagator matrix Dij is obtained from
the relation
M̂ilDlj = PikMksPslDlj = Pij , (B6)
since the projector Pij on that subspace acts as the iden-
tity matrix.
It is probably worth to discuss alternative way of
derivation the propagator matrix: one can represent the
δ-function in (B5) by the Fourier transform, which intro-
duces additional integration variable ℘:
G(A) = C ·
n∏
i=1
∫ ∞
−∞
dθi
∫
d℘ exp
{
−
1
2
θiMijθj − i℘(κiθi) + θiAi
}
. (B7)
Now the propagators of the extended set of “fields” θ, ℘
are found in a standard fashion, by inverting the (sym-
metrized) matrix entering the full action, S(θ)− i℘(κiθi).
Thus one has to solve the equation(
Mij iκs
iκl 0
)
×
(
Dij as
al b
)
=
(
δij 0
0 1
)
, (B8)
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where Dij is the sought-for propagator matrix for the
n-component field θ, ai = 〈℘θi〉 and b = 〈℘℘〉. In the
component notation (B8) gives:
MikDkj + iκiaj = δij , (B9a)
κsDsi = 0, (B9b)
Mikak + iκib = 0, (B9c)
κiai = 1. (B9d)
From the equation (B9b) one can see that the propaga-
tor matrix is transverse, i.e.,Dkj = PksDkj . Substituting
this relation into the first equation (B9a) and multiply-
ing it from the left by Pli gives the relation (B6). The
remaining two equations determine the propagators with
the auxiliary field ℘.
To avoid possible confusion, we emphasize that the
propagator matrix Dij obtained from the above proce-
dure and satisfying relation (B6) differs, in general (e.g.,
for the anisotropic model (2.10), (3.1)), from the expres-
sion PikM
−1
ks Psj that would be obtained from the inte-
gral (B2) if the source was chosen to satisfy the relation
κiAi = 0.
Appendix C: The nilpotency of the anomalous
dimension matrix
1. Definitions and aims
In this section we will prove the nilpotency of the
matrix γ∗F from (5.20) and, as a consequence, the Jor-
dan form of the critical dimension matrix ∆Np,Np′
from (5.21). Let us recall some definitions and facts from
sec. VD and sec. VE.
Let us define the vector F as in (5.22), namely
F =

(θiθi)
N
(θiθi)
N−2 · (nsθs)
2
...
(nsθs)
N
 ; (C1)
the relation Fi = ZikF
R
k between the set of unrenormal-
ized operators {F} and the set of renormalized operators{
FR
}
takes the form

(θiθi)
N
(θiθi)
N−2 · (nsθs)
2
(θiθi)
N−4 · (nsθs)
4
...
...
(θiθi)
2 · (nsθs)
N−2
(nsθs)
N

=

a11 a12 a13 0 . . . 0
a21 a22 a23 a24
...
0 a32 a33 a34
. . . 0
... 0 a43
. . .
. . . an−2n
...
. . .
. . . an−1n
0 . . . . . . 0 ann−1 ann

·

{
(θiθi)
N
}R{
(θiθi)
N−2 · (nsθs)
2
}R{
(θiθi)
N−4 · (nsθs)
4
}R
...
...{
(θiθi)
2 · (nsθs)
N−2
}R{
(nsθs)
N
}R

. (C2)
Note that in the matrix Zˆ the power p of the operator
FNp decreases from the right to the left.
Let us define y as
y = −
A2 · f
2(d− 2 +A)
· ξ. (C3)
According to (5.20), the elements of the matrix of anoma-
lous dimensions γˆF = Zˆ
−1
F DµZˆF at the fixed point g
∗ are
γ∗Np,Np′+1 = 2m(2m− 1) · y; (C4a)
γ∗Np,Np′ = (2p+ 8pm− 2m(2m− 1)) · y; (C4b)
γ∗Np,Np′−1 = (4p(p− 1)− 2p− 8pm) · y; (C4c)
γ∗Np,Np′−2 = (−4p(p− 1)) · y, (C4d)
and the critical dimension matrix for the operators FNp
has the form
∆Np,Np′ = −2(p+m) · δpp′ + γˆ
∗
Np,Np′ . (C5)
Here −2(p +m) is its canonical dimension, δpp′ is Kro-
necker’s δ-symbol and γˆ∗Np,Np′ is the value of anomalous
dimension matrix at the fixed point.
The aim is to prove the nilpotency of the matrix γˆ∗F
from (C4) and the Jordan form of the matrix ∆Np,Np′
from (C5). We will present the explicit expression for
the matrix UN that brings the matrix ∆F to the Jordan
form ∆˜F by the transformation
∆F = UN∆˜FU
−1
N . (C6)
As the numberN in (C1) may be arbitrary, the dimension
of the matrix ZˆF in equation (C2) and, as a consequence,
of the matrices γˆF and UN , namely (N/2+1)×(N/2+1),
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also may be arbitrary. This means, that the expres-
sion (C4) gives us the algorithm to construct the matrix
γˆ∗F for the set of initial operators {F} with arbitrary N –
simply it gives the value of each matrix element. And the
difficulty and the fascination of this task is to find an al-
gorithm for constructing the matrix UN , which brings it
to the Jordan form, applicable to an arbitrary number N ,
or, equivalently, to the matrix γˆ∗F with arbitrary dimen-
sion. Note, that if the matrix ∆F was diagonalizable,
the diagonalizing matrix UN would be unique for each
fixed number N , but since the matrix ∆˜F has the Jordan
form, the matrix UN , which brings it to the Jordan form,
is not unique for any fixed number N . Therefore, we will
show one of the possible forms of the matrix UN , which
brings the matrix ∆F to Jordan form and thus solves our
problem.
Since each element of the matrix γˆ∗F is a multiple to
the scalar number y, the nilpotency of the matrix γˆ∗F
is equivalent to the nilpotency of the matrix ǫˆ∗F , where
y · ǫˆ∗F = γˆ
∗
F .
2. Motivation and idea
Let us write the 3 × 3 (N = 4) matrix ǫˆ∗F denoted as
A4:
A4 =
4 4 82 8 −10
0 12 −12
 . (C7)
It is nilpotent, its eigenvalues are
λ1 = λ2 = λ3 = 0. (C8)
The matrix U4, which brings the matrix A4 to the Jordan
form, is built from the eigenvectors of the matrix A4.
Find them:
V1 =
11
1
 ; V2 =
 1/61/12
0
 ; V3 =
1/240
0
 . (C9)
Note that the eigenvectors are determined by the condi-
tion (A4 − λI)Vi+1 = Vi, which has a unique solution up
to an additional constant.
Thus the matrix U4 takes the form
U4 =
1 1/6 1/241 1/12 0
1 0 0
 and J4 = U−14 A4U4 =
0 1 00 0 1
0 0 0
 .
(C10)
Here one can notice an interesting property: the product
A4 ·U4 is the same as the matrix U4, but with all columns
shifted by one position to the right, namely
A4 · U4 =
0 1 1/60 1 1/12
0 1 0
 . (C11)
Now, if we multiply the matrix U−14 by the product A4 ·
U4, it brings A4 to the Jordan form:
U−14 ·
1 1/6 1/241 1/12 0
1 0 0
 =
1 0 00 1 0
0 0 1
 , (C12)
but
U−14 ·
0 1 1/60 1 1/12
0 1 0
 =
0 1 00 0 1
0 0 0
 . (C13)
The feature (C13) is not characteristic only for specific
matrices, but is a common rule. For any M ×M nonde-
generate matrix
M̂ =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
. . .
...
an1 an2 . . . ann
 (C14)
the product of M̂−1 and M˜ , where M˜ is the matrix M̂
with all columns shifted by one position to the right and
with all elements of the first column being equal to zero,
is a matrix of Jordan form:
M̂−1·M˜ = M̂−1·

0 a11 . . . a1n−1
0 a21 . . . a2n−1
...
. . .
...
0 an1 . . . ann−1
 =

0 1
. . .
. . .
. . . 1
0
 .
(C15)
Here empty space denotes the elements, which are equal
to zero. The expression (C15) is obvious. Multiplying
M̂−1 with the first empty column gives us an empty
column in the RHS. Multiplying M̂−1 with the other
columns with numbers 2, . . . , n gives us the unity ma-
trix, which however starts not from the cell 11, but from
the cell 12 – i.e., the “unity” matrix with nonzero terms
not on the main diagonal, but on the diagonal above it.
Thus the idea is to find such a matrix UN with
detUN 6= 0, that makes the product AN · UN equiva-
lent to matrix UN itself, but with its columns shifted as
i→ i+1, and with the elements of the first column equal
to zero. If we find it, our problem will be solved:
U−1N · [AN · UN ] =

0 1
. . .
. . .
. . . 1
0
 . (C16)
3. Explicit form of the matrix UN
The next step is to understand the explicit form of the
matrix UN . To this end, let us write the 10×10 matrix ǫˆ
∗
F
for N = 18, denoted as A18, and the matrix U18, which
brings it to the Jordan form (which is found by direct
calculation):
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A18 =

18 270 −288
2 78 144 −224
12 114 42 −168
30 126 −36 −120
56 114 −90 −80
90 78 −120 −48
132 18 −126 −24
182 −66 −108 −8
240 −174 −66
306 −306

, (C17)
U18 =

1 9/306 36/73440 84/III · 182 126/IV · 132 126/V · 90 84/VI · 56 36/VII · 30 9/VIII · 12 1/IX · 2
1 8/306 28/73440 56/III · 182 70/ 56/ 28/ 8/ 1/
1 7/306 21/73440 35/III · 182 35/ 21/ 7/ 1/
1 6/306 15/73440 20/III · 182 15/ 6/ 1/
1 5/306 10/73440 10/III · 182 5/ 1/
1 4/306 6/73440 4/III · 182 1/
1 3/306 3/73440 1/III · 182
1 2/306 1/73440
1 1/306
1

.
(C18)
Here the Roman figures denote the denominators from
previous columns, i.e., III = 73440, IV = 73440 · 182 =
13366080, etc. As all denominators in one column are
identical, the symbol “/” denotes division of the numer-
ator by the denominator, written in the first element of
the column.
From the explicit expression (C18) it is obvious, that
the denominators of the elements of matrix U18 are prod-
ucts of the elements from the diagonal below the main
diagonal of the matrix A18 from (C17), and the numera-
tors are the elements from Pascal’s triangle, namely
(
n
k
)
,
where n is the number of the row (with numeration go-
ing from bottom up) and k is the number of the column
(with numeration going from the left to the right).
Here
(
n
k
)
≡ Ckn is the number of k combinations from
the set of n elements.
This is the conjecture, which we have to prove: the
matrix, constructed by the described rules is the sought-
for matrix UN for any dimension of initial matrix AN
(i.e., for the family of operators with any N).
One remark follows, which will be useful later: since
in notation (C2) each row of matrix A corresponds to
an operator with fixed number p, thus each element
(
n
k
)
is actually
(
p
C
)
, where C is the number of the column
(starting from zero).
4. The proof of our assumptions
The proof is divided into several steps: first, we will
prove the reliability of the first two columns of the matrix,
then the reliability of the three lower diagonals. Finally,
we will prove it for all the other elements.
a. The first column (C=0)
From expressions (C4) it follows, that
∑
i γ
∗
Np,Np+i =
0. This is the reason why in the case when the first
column of matrix UN is

1
1
...
1
 , the first column of matrix
A · U is

0
0
...
0
.
b. The second column (C=1)
Now to have the base for further steps, we need to
prove our conjecture for the second column of matrix
UN , which is the first nontrivial column.
The latest element in the second column (in (C18) it
is 1/306) is the element, which is determined by the last
element of the diagonal, located below the main diago-
nal of matrix A. In (C17) it is equal to −306. Since
this element is located on the aforementioned diagonal,
it is formed by the condition (C4a). From the word “the
latest” it follows, that this element corresponds to the
operator with p = 0 and 2m = N , therefore the required
element of the matrix AN is equal to N(N − 1) (for any
dimension of matrix AN ). Therefore, the equation for
the element of the matrix UN (let us call it X , since it is
what we want to find) is
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N(N − 1) ·X = 1. (C19)
Therefore
X =
1
N(N − 1)
, (C20)
which is in agreement with (C18), since from (C20) it
follows that for N = 18 the element X is equal to 1/306.
An equation like (C19), which describes the second
element in the second column, is
(N − 2)(N − 3) ·X +
2 + (N − 2)(7−N)
N(N − 1)
= 1. (C21)
This follows from the requirement that the sum of the two
terms (corresponding to the transition with γ∗Np,Np′+1
(C4a) and γ∗Np,Np′ (C4b)) be equal to 1, and from the
observation, that these elements correspond to the oper-
ator with p = 1. From expression (C21) it follows, that
X =
2
N(N − 1)
. (C22)
The element, that is the third from the end, is gov-
erned by the sum of three terms, constructed like ex-
pressions (C19) and (C21). As we go one position up,
the parameters for the operator (θiθi)
p(nsθs)
2m become
p = 2 and 2m = N − 4. So,
(N − 4)(N − 5) ·X+
+ [4 + 8(N − 4)− (N − 4)(N − 5)]
2
N(N − 1)
+
+ [8− 4− 8(N − 4)]
1
N(N − 1)
= 1, (C23)
and hence
X =
3
N(N − 1)
. (C24)
Expressions (C19), (C21) and (C23) are constructed
from different number of terms, therefore they need to
be considered separately. Another distinguished element
is the first element, 9/306 in expression (C18) – for this
element we have to verify an identity. We will come back
to it later. Since we know (C20), (C22) and (C24), we
may write for all other elements (which are always gov-
erned by expressions with four terms)
2m(m− 1) ·X + [2p+ 8pm− 2m(2m− 1)]
k + 2
N(N − 1)
+ [4p(p− 1)− 2p− 8pm]
k + 1
N(N − 1)
− 4p(p− 1)
k
N(N − 1)
= 1,
(C25)
with k showing the number of the element in the column
and starting from 1. From equation (C25) it follows, that
X =
k + 3
N(N − 1)
. (C26)
Having identified all the elements, all we have to do
in the second column is to check an identity for the first
element. This element corresponds to the operator with
m = 0; p = N/2, therefore from expressions (C4) it
follows, that the equivalent of (C25) for it is
[4p(p− 1) + 2p] ·
1
N(N − 1)
∣∣∣∣
p=N/2
= 1. (C27)
This is the aforementioned identity for the first element,
and it appears to be true.
This is all we needed to prove for the elements of the
second column: from the expressions (C20), (C22), (C24)
and (C26) it follows, that all elements have the same de-
nominators, namely N(N − 1), and their numerators are
equal to k, where k = 1 corresponds to the second el-
ement from the end. All these elements are obtained
from the requirement, that by multiplying the matrix
UN , which brings the matrix of critical dimensions AN
to the Jordan form, with the matrix AN one obtains the
matrix UN , but with all columns shifted by one position
to the right. Furthermore, the previous column is con-
structed from all the elements, which are equal to 1 (see
Appendix C 4 a).
Moreover, all the formulae (C20), (C22), (C24)
and (C26) can be unified using combinations: since we
are dealing with a column with C = 1, therefore
X =
1
N(N − 1)
·
(
p
1
)
. (C28)
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c. The three lower diagonals
Now we know the form of the elements from the first
and the second columns. This is our starting point for
proving the form of all the other elements in a matrix
with finite, but arbitrary number of columns. This will
be done in two steps: first we will prove this for the
three lowest diagonals, and then, in the next section, we
will consider all the other elements. The three lowest
diagonals are considered separately since the equations
which determine the elements in these diagonals contain
different number of terms. This situation is similar to
the case in the previous section, in which we considered
the first three expressions, (C19), (C21) and (C23), sep-
arately from the general expression (C25).
First let us consider the lowest diagonal. The product
of each element from it with the corresponding element
of the matrix AN has to result in the element with the
same position of the previous column of matrix UN .
At this point we know all the elements from the two
first columns. Hence we may start from the last element
of the already known column with C = 1 and then de-
scribe the sequence of all other elements from the lowest
diagonal.
The rule, which these elements are governed by, is
X · γ∗Np,Np′+1 = Y. (C29)
Here X and Y denote the elements of the diagonal in
question, but Y is already known element from the col-
umn with CY = i and X is a sought-for element from the
column with CX = i+ 1.
According to expression (C4a), the element γ∗Np,Np′+1
is equal to 2m(2m− 1). Let us start from the elements
of the two first columns, i.e., CY = 0 and CX = 1. In this
case Y = 1 (see Appendix C 4 a) and 2m = N . Therefore,
X =
1
N(N − 1)
. (C30)
The vertical position of each following element in the
diagonal is higher than of the previous, therefore the
number 2m decreases from N (column with C = 1) to
2 (the latest column). From the expression (C29) it then
follows, that the sequence of the elements in this (the
lowest) diagonal is
1
N(N − 1)
;
1
N(N − 1)(N − 2)(N − 3)
; . . .
. . .
1
N(N − 1)(N − 2)(N − 3) · . . . · 2 · 1
. (C31)
For the elements of the second from the bottom diag-
onal the equation like (C29) takes the form
X · γ∗Np,Np′+1 +
1
N(N − 1)...(N − 2p+ 2)(N − 2p+ 1)
· γ∗Np,Np′ =
p
N(N − 1)...(N − 2p+ 4)(N − 2p+ 3)
, (C32)
where X is the sought-for element and γ∗Np,Np′+1,
γ∗Np,Np′ are defined in (C4a) and (C4b). The numer-
ator of the RHS follows from the explicit form of those
equations. For example, if C = 1, the sought-for element
corresponds to the operator with p = 2, and accordingly
to (C22) the RHS is equal to 2/N(N−1). The solution of
this equation, namely expression (C33), is proportional
to p + 1 and is the starting point for the next element
of the diagonal, which corresponds to the operator with
p = 3; etc. Note, that the RHS in the (C32) is a known,
but not a sought-for quantity. From the expression (C32)
it follows, that
X =
p+ 1
N(N − 1) . . . (N − 2p+ 1)
, (C33)
in agreement with (C18). Moreover, as we investigate
the elements from the second from the bottom diagonal,
the numerator in (C33) may be written as
p+ 1 =
(
p+ 1
p
)
. (C34)
For the elements of the third from the bottom diagonal
the corresponding expression similar to (C29) and (C32)
is
X ·γ∗Np,Np′+1+
p
N(N − 1) . . . (N − 2p+ 4)(N − 2p+ 3)
·γ∗Np,Np′+
1
N(N − 1) . . . (N − 2p+ 4)(N − 2p+ 3)
·γ∗Np,Np′−1 =
28
=
α
N(N − 1) . . . (N − 2p+ 6)(N − 2p+ 5)
, (C35)
where X is the sought-for element and γ∗Np,Np′+1,
γ∗Np,Np′ , γ
∗
Np,Np′−1 are defined in (C4a), (C4b)
and (C4c). In addition,
α = 3 +
p−1∑
n=3
n =
1
2
p(p− 1). (C36)
From expressions (C35) and (C36) it follows, that
X =
1
2p(p+ 1)
N(N − 1) . . . (N − 2p+ 3)
, (C37)
which also may be written using combinations, namely
X =
1
N(N − 1) . . . (N − 2p+ 3)
·
(
p+ 1
p− 1
)
. (C38)
So, we know at this point all the elements from the first
two columns and three lowest diagonals, which satisfy the
general requirement that the product of AN · UN be the
matrix UN with all columns, shifted by one position to
the right.
d. All other elements
Let us introduce some new notations to use only in
this subsection. Let us denote the number of the column
as C, and numeration goes from left to right and starts
from C = 0. Let CL be an element from column C with
position L. The hypotesis is that the numerator of the
element CL is the combination
(
L
C
)
for all C, L. Then, we
will use trivial relations for the combinations, namely
(
L
C
)
=
(
L
C − 1
)
·
L+ 1− C
C
, (C39a)(
L+ C
C
)
=
(
L+ C − 1
C − 1
)
·
L+ C
1 + C
, (C39b)(
L
C
)
=
(
L − 1
C
)
·
L
L − C
, (C39c)
where C denotes the number of the column and L denotes
the number of the row (starts also from L = 0 and with
numeration going from bottom up). Expressions (C39a)–
(C39c) allow us to move in the horizontal, diagonal and
vertical directions in the matrix UN .
The basic equation in the general case is
(N − 2p)(N − 2p− 1) ·X +
2p+ 4p(N − 2p)− (N − 2p)(N − 2p− 1)
N(N − 1) . . . (N − 2C + 1)
· CL+2+
+
4p(p− 1)− 2p− 4p(N − 2p)
N(N − 1) . . . (N − 2C + 1)
· CL+1 +
−4p(p− 1)
N(N − 1) . . . (N − 2C + 1)
· CL =
(C − 1)L+3
N(N − 1) . . . (N − 2C + 3)
, (C40)
whereX is the sought-for element. Now we have to verify
two hypotheses:
(1) The denominator of the element X is the product
N(N − 1) . . . (N − 2C + 1).
(2) The numerator of the element X , denoted as
CL+3, is the corresponding combination. Note that
we know all the elements of the three lowest diagonals
(see (C31), (C33) and (C37)), which are also combina-
tions.
Therefore we want to check, whether the equa-
tion (C40) is true if X satisfies the above written con-
ditions, i.e., if
X =
CL+3
N(N − 1) . . . (N − 2C + 1)
(C41)
and all C in (C40) are some combinations.
To verify that let us substitute (C41) into (C40). We
find, that
(N − 2p)(N − 2p− 1)
(N − 2C + 2)(N − 2C + 1)
· CL+3 +
2p+ 4p(N − 2p)− (N − 2p)(N − 2p− 1)
(N − 2C + 2)(N − 2C + 1)
· CL+2+
+
4p(p− 1)− 2p− 4p(N − 2p)
(N − 2C + 2)(N − 2C + 1)
· CL+1 +
[−4p(p− 1)]
(N − 2C + 2)(N − 2C + 1)
· CL = (C − 1)L+3 . (C42)
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Then, let us express CL+3, CL+2, CL+1 and (C − 1)L+3
through CL using the expressions (C39):
CL+3 =
(L+ 2 + C) (L+ 1 + C) (L+ C)
(L+ 2)(L+ 1)L
· CL;
CL+2 =
(L+ 1 + C) (L+ C)
(L+ 1)L
· CL;
CL+1 =
(L+ C)
L
· CL;
(C − 1)L+3 =
C (L+ 1 + C) (L+ C)
(L+ 2)(L+ 1)L
· CL. (C43)
Substituting (C43) into (C42) gives us an expression
without the arbitrary number CL, namely
(N − 2p)(N − 2p− 1)
(N − 2C + 2)(N − 2C + 1)
·
(L+ 2 + C) (L+ 1 + C) (L+ C)
(L+ 2)(L+ 1)L
+
+
2p+ 4p(N − 2p)− (N − 2p)(N − 2p− 1)
(N − 2C + 2)(N − 2C + 1)
·
(L+ 1 + C) (L+ C)
(L+ 1)L
+
+
4p(p− 1)− 2p− 4p(N − 2p)
(N − 2C + 2)(N − 2C + 1)
·
(L+ C)
L
+
[−4p(p− 1)]
(N − 2C + 2)(N − 2C + 1)
=
C (L+ 1 + C) (L+ C)
(L+ 2)(L+ 1)L
. (C44)
Moreover, it is obvious that the numbers L, C and p
are not independent: there is a relation between them,
namely
1 + L+ C = p. (C45)
Using (C45) one may check, that the expression (C44) is
true, i.e., it is an identity. This means that our conjec-
ture (C41) is true!
5. Summary
In sections C 4 a–C 4d we proved the hypothesis, that
there exists a matrix of special type that brings our ma-
trix of critical dimensions to Jordan form. We presented
the explicit form of that matrix UN , for arbitrary dimen-
sion N of the set of mixing operators. As a consequence,
the critical dimension matrix (5.21) is degenerate, with
known eigenvalues. This leads to violation of scaling and
logarithmic corrections in various correlation functions.
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