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ABSTRACT 
A new neurofuzzy controller design algorithm using a neurofuzzy identifier is proposed. 
The neurofuzzy identifier identifies a fuzzy system and is used for representing the rela- 
tional degrees between the reference input and output fi~zzy sets. From the calculation of 
possibility between the neurofitzzy identifier output and the fuzzified value of the desired 
output, a control input for the desired output can be extracted and used for construction 
of a feedforward controller In order to increse the control per3'brmace, a feedback con- 
trol architecture with learning capability is also proposed. A multilayer neural network 
controller with the initial weight values that are obtained from learning the proportional 
and derivative control action is trained by an error back-propagation learning algorithm 
with the neural identifier Cbr minimizing the feedback control error. Computer simulation 
results show that the proposed method is effective for fuzzy control of a system in the case 
that the initial fuzzy control rules are unknown, and the proposed ~eedback neurocontrol 
architecture is shown not only to enhance the control performaces but also to satisfy the 
stability criterion. 
KEYWORDS:  Neurofuzzy identifier, inverse fuzzy relation, feedforward con- 
troller, feedback controller with learning capability, stability 
1. INTRODUCTION 
The  des ign of  the control ler  for a system is to make an inverse system so that the 
system output fol lows the reference input signal. I f  the logical or l inguistic inverse 
relat ion of  system dynamics  is known,  we can make a system control ler  by the fuzzy 
logic as shown in F igure 1 [1]. Even though the fuzzy logic control ler  is popular ly 
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Figure 1. A feedforward fuzzy control architecture. 
used for control of some nonlinear dynamic systems [ 1-3], expert knowledge of a 
system is essential for making the fuzzy logic controller, because the fuzzy logic 
controller can be implemented only with the linguistic ontrol rules obtained from 
the system expert [I]. Also, the design parameters of fuzzy logic, such as the 
number of fuzzy rules, the shapes, and the center values of membership functions, 
should be carefully chosen by the fuzzy expert [1, 2]. In recent imes, an artificial 
neural network which has learning capability has proved to have approximation 
and generalization properties [4, 5] and has been successfully used for finding or 
tuning the design parameters of fuzzy logic [3, 6, 7-9]. Most of these researches 
are focused on fuzzy modeling of unknown systems or fine tuning of a fuzzy logic 
controller whose initial fuzzy control rules are given by some expert [3, 10]. When 
the system expert does not exist and thus one cannot use a priori knowledge for 
fuzzy control, there are few methods of designing the fuzzy controller. 
In this paper, a new design method for the fuzzy controller is presented for the 
case when the initial fuzzy control rules are unknown. A neurofuzzy identifier 
identifies the fuzzy system and is used for finding the inverse fuzzy relation of an 
unknown system [11]. The inverse fuzzy relation that is found by the proposed 
algorithm is used for construction of the feedforward neurofuzzy controller of 
the system. The control performance of the feedforward neurofuzzy controller is 
enhanced by an additional feedback controller with learning capability [3]. The 
multilayer neural network learns the proportional and derivative (PD) controller 
action at its initial stage and replaces the PD controller. Then, it is used for 
minimizing the control error by the controller training process with the back- 
propagated error through the neural identifier. Moreover, it is shown that he overall 
control architecture satisfies the stability criterion when the proposed controller 
training algorithm is used. 
In the next section, the neurofuzzy identifiers proposed by the authors are briefly 
explained [3, 8]. This is followed by the design method of finding the inverse fuzzy 
relation of a system in Section 3. In Section 4, the feedback control architecture 
with learning capability is explained. Computer simulation results on some exam- 
ples are explained in Section 5. In Section 6, we discuss our research results and 
propose further esearch. 
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2. NEUROFUZZY IDENTIFIERS 
Figure 2 shows the neurofuzzy identifier having the cascaded structure of fuzzi- 
fication, neural network for finding the fuzzy rules of the system, and defuzzifica- 
tion blocks [3, 8]. Figure 3 shows a fuzzification process for the input signal with 
Gaussian membership functions [3, 8]. The fuzzy sets -~k with M fuzzy numbers 
are obtained by a fuzzy relational equation that calculates by max-product opera- 
tion the possibility that the input and output data as fuzzy singletons belong to the 
u(k) 
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Figure 2. A neurofuzzy identifier for dynamic systems. 
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predefined reference fuzzy numbers in the universe of discourse, by means of the 
following equations [ 12]: 
X(k) = fuzzification(x(k)) = {x(k)l /cx l, x(k)2/ex 2. . . . .  x(k)M /cxM}, (2.1) 
where 
x(k) i = possibility(x(k) ] R-Xi) = max( R-X/ • 3(x - x(k))), 
xcX 
i = 1, 2 . . . . .  M. (2.2) 
where R-X' represents the ith reference fuzzy number, x(k)  i the membership 
function at time k in the ith reference fuzzy number whose center point is cx', 
and 3(.) a Kronecker delta function. The elements of the fuzzy set X(k),  that is, 
x (k) l, x (k)2 . . . . .  x (k) M, are used for the inputs of the neural network. The output 
y(k) of the system is also fuzzified according to Equations (2.1) and (2.2) with 
R-Y' instead of R-X' and compared with the output ~(k) of the identification eural 
network. The neural network is trained with an error back-propagation learn- 
ing algorithm [13] to minimize the output error, that is, the difference between 
the output of the neural network and the fuzzified output of the system. The 
center of gravity method in Equation (2.3) is used for the defuzzification pro- 
cess :  
~ cyP.YP(k) 
~(k) = defuzzification(Y (k)) -- (2.3) 
E ~'(~) 
In general, the structure in Figure 2 can have some errors due to the fuzzification 
and defuzzification processes [8]. Even though the neural network for finding 
fuzzy rules in Figure 2 was trained well, the defuzzified output and the system 
output may have some discrepancy in their values. This error mainly depends 
on the fuzzification and defuzzification processes and adds to the identification 
error [8]. 
Figure 4 shows the modified neurofuzzy identifier for compensation of the gen- 
eral fuzzification-and-defuzzification error in the output of the neurofuzzy identi- 
fier of Figure 2. The output of the modified neurofuzzy identifier is given as the 
defuzzification Equation (2.3) where cy p represents the center point of the pth 
output fuzzy number in Figure 3, behaves as the initial weights of the additional 
layer in the defuzzification block of Figure 4, and is adaptively trained during the 
learning process of the modified neurofuzzy identifier. The output of the neural 
network becomes aset of virtual membership values in fuzzy numbers in this case. 
Thus, we can reduce the fuzzification-and-defuzzification error of the neurofuzzy 
identifier by taking the output error after the defuzzification block [3, 8]. More- 
over, the center points and shapes of input membership functions are also trained 
by the error back-propagation learning algorithm, and this additional learning pro- 
cess not only reduces the learning time and the size of the neural network, but also 
gives optimal center points and shapes of membership functions [3]. 
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Modified neurofuzzy identifier for dynamic systems. Figure 4. 
3. NEUROFUZZY CONTROLLER DESIGN 
The possibility of a fuzzy set A with respect o a fuzzy set/3 can be calculated 
by the max-product operation as shown in Equation (3.1) [12]: 
Possibility(,4 I /~) = xmaX[/Z~ (x)/zb (x)]. (3.1) 
This concept is used for finding the control input fuzzy set inducing a desired 
output fuzzy set. 
Assume that a control input for a desired output at time k is contained in the 
input universe of discourse and the identification procedure using the neurofuzzy 
identifier is successfully finished. The input space of a system is partitioned 
by a reference input fuzzy number of the neurofuzzy identifier. Since a control 
problem of a system is to find an input of the system within an input space that 
generates the desired output, the fuzzy control input for a desired output can be 
induced by the test procedures that calculate the extent o which the desired out- 
put fuzzy set is related to the output of neurofuzzy identifier when a reference 
fuzzy input set is used as input of the neurofuzzy identifier. The reference input 
fuzzy sets for finding the inverse relation of the system are constructed by the 
fuzzification process in Equation (2.1) using the learned center points as fuzzy 
singleton instead of crisp input data, and then used as input of the neural network 
block in Figure 4. The possibilities of the fuzzy outputs of the neurofuzzy iden- 
tifier with respect o the fuzzy set of the desired output are obtained as shown in 
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Equations (3.2) and (3.3): 
u(k + 1) / = possibility(Y(k + 1)(R-U/) I ~'a(k + 1)). j = 1 . . . . .  M. (3.2) 
= max [Y(k + l)PJ~'a(k + 1)P], (3.3) 
l<p<N 
where Y(k ÷ 1) pj and ~'a(k + 1) p are the pth output fuzzy set of the neural 
network in the neurofuzzy identifier generated by jth reference input fuzzy set 
and the pth desired output fuzzy set that is obtained from Equations (2.1) and 
(2.2), respectively. N is the number of the reference output fuzzy set. These values 
represent the relational degrees to which the present fuzzy input acts as a valid input 
for the desired output. The crisp control input is obtained from the defuzzification 
process o f / ]  (k + 1), which is derived from the input fuzzy membership values 
u(k + 1) l , u(k + 1) 2 . . . . .  u(k + 1) M, e.g. as their center of gravity. 
However, the neurofuzzy controller constructed by the above algorithm is a feed- 
forward controller, and since the control performance depends partly on whether 
the partition of input space by the input fuzzy number (which is difficult to de- 
termine optimally) is adequate for the desired control performance, additional 
equipment, such as a feedback controller with learning ability, is necessary. 
4. FEEDBACK CONTROLLER DESIGN WITH LEARNING ABIL ITY  
As in the previous section, a control input can be extracted by the neurofuzzy 
identifier. This inverse fuzzy relation of the system is used for construction of the 
feedforward controller as shown in Figure 5. If the feedforward inverse dynamics 
controller, which is a neurofuzzy network, does not compensate completely for a 
system nonlinearity, a feedback control architecture must be considered to obtain 
the desired control performances a shown in Figure 6. Although a linear feedback 
controller such as the PD controller works well in some operating region, we do not 
expect he desired control performance over a wide range of the operating points 
of a highly nonlinear and time varying system. Therefore, the multilayer neural 
network in front of the system should be used for compensation f the control error 
which is induced by the modeling errors and the external disturbances. 
Figure 5. Feedforward neurofuzzy controller. 
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Figure 6. A control architecture of the feedforward neurofuzzy controller combined 
with the feedback controller. 
At first, the multilayer neural controller is trained to imitate the PD control 
actions. Then, it replaces the PD controller and is trained to minimize the con- 
trol error induced by the feedforward neurofuzzy controller. In order to train the 
neural controller located in front of the system, the transformed error values from 
the system output o the output of the controller are necessary. However, if we 
don't know the system dynamics, special consideration is necessary for obtaining 
the training error signal of the neural controller. Even though we have the neu- 
rofuzzy identifier, it is difficult to train the multilayer neural controller using the 
back-propagated error through the neurofuzzy identifiers, because the input space 
in neurofuzzy identifiers i fuzzily partitioned by Gaussian membership functions. 
One possible way is to use another neural identifier, as shown in Figure 7 which is 
also constructed by the multilayer neural network with an error back-propagation 
learning algorithm. The output error is back-propagated through the neural identi- 
fier instead of the unknown system, and the multilayer neural controller is trained 
to minimize the back-propagated error values. 
To maintain the overall system stability the following controller training algo- 
rithm is used [3]: 
Step 1. At time k, calculate yj(k)  = Fi(yd(k), y(k - 1), e(k), toj(k)) and Oj(k + 
1) = yJ(k) - ~j(k), F~(.) = f3(f l (yd(k),  y(k - 1)) + Jz(e(k), wj(k))),  
e(k) = ya(k)-F~ (yd(k), y (k -  1), e(k -  1), w(k)), and Fs(.) = J4(fL (yd(k), 
y(k -- 1)) + Jz(e(k - 1), w(k))). Lower indexj represents he jth learning 
step at time k. 
Step 2. If IlOj(k + 1)[L < min{~ - Em,  ]le(k)ll - Era}, where Em denotes the 
maximum absolute value of the identification error, then go to step 3 with 
wj(k) = w(k) and j = 0. Otherwise, update the weight values of the 
neural controller by the following learning algorithm with the error function 
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Figure 7. Feedback control architecture with learning capability and feedforward neuro- 
fuzzy controller. 
E j(/< + l) = l [ / (k )  -- ~j(k)]2: 
Wj+l(k) = toj(k) d- c~[yd(k) -- yj(k)]{F/(yd(k),  y(k - 1), ej(k), wj(k))},  
(1) 
where Fi'(.) = J~(f~(yd(k), y(k - 1)) + ) ')(~j(k),  wj(k))) f~(~j(k) ,  wj(k))  
~j (k) is the derivative of Fi (-) with respect o wj (k). u is the learning rate. 
Go to s tep lw i th j= j+ l .  
Step 3. Apply  the output of the control ler to the input of the system and obtain its 
output y(k + 1) = Fs(yd(k), y(k - 1)e(k - 1), w(k)), and go to step 1 with 
k = k + 1 unless k is the last t ime of the desired trajectory. 
F i' (-) can be obtained from the usual error back-propagation learning algorithm [ 13]. 
The fol lowing theorem guarantees the stability of the overall control architecture 
with the above control ler learning algorithm [3]. 
THEOREM 1 The overall control architecture shown in Figure 7 with the pro- 
posed controller learning algorithm is uniformly bounded stable if the neural 
identifier learns the system dynamics with the identification error 6m which is 
a small positive real number. 
Proof To show that the proposed control architecture with the above learning 
algorithm is uniformly bounded stable, we have to show Iley(k)H < ~ for a given 
> 0 and all k. But 
Hey(k + 1)It = Iley(k + 1) - ~y(k + 1) + gy(k + 1)ll (2) 
< Iley(k + 1) - ~y(k + l)[I + II~).(k + 1)H (3) 
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< em "~ min{lley(k)[I - E m,  e - -  era} (4 )  
< Iley(k)l[ o re  Yk. (5) 
Therefore, the overall control structure is uniformly bounded stable. • 
If em and e are made to decrease to zero as k increases, the overall feedback 
control architecture with the above learning algorithm becomes asymptotically 
stable because Iley(k)II decreases to zero for a sufficiently large k. 
5. S IMULAT ION 
The following two examples of nonlinear dynamic systems are considered [3, 8]: 
yp(k) 
model 1 : yp(k + 1) -- 1 + y~(k) + u(k), (1) 
model 2 : yp(k + 1) -- yp(k) + u3(k). (2) 
1 + y2(k) 
These models have two inputs: the external input u(k) and the delayed system 
output y(k). Model 1 has nonlinear characteristics in the delayed system output, 
and model 2 has nonlinearities both in the system output and in the input, but these 
terms are combined linearly. From generalization capability of the neurofuzzy 
network, about 10W learning data were sufficient for identification of the systems, 
where W denotes the number of weights of the neurofuzzy network [5, 8]. Learning 
for identification is performed with 7000 random data for the neurofuzzy identifiers 
shown in Figures 2 and 4. Learning data are bounded by [ -1 .65,  1.65], and 
neural network models for finding fuzzy rules have two hidden layers. The input 
and hidden layers have additional neurons for adaptive thresholds. The function 
sin(2zrk/250) is used as the test signal to show the control performance. 
Originally, we used Gaussian functions with mean values of -1 .5 , -0 .75 ,  
0, 0.75, and 1.5 and variance 0.2 as reference input fuzzy numbers, and Gaussian 
functions with mean values of -2 ,  - 1, 0, 1, and 2 and variance 0.35 as reference 
output fuzzy numbers in Figure 3. In the case of the modified neurofuzzy identifier 
shown in Figure 4, the mean values and variance values of the input fuzzy numbers 
and the mean values of the output fuzzy numbers, which are trained in the learning 
process, are used as initial weight values of the additional layer in the fuzzification 
and defuzzification blocks of Figure 4, and output fuzzy membership values are 
produced by the neural network. 
First, we compare the simulation results of the feedforward neurofuzzy con- 
troller in the two cases that the neurofuzzy identifier is used for finding the inverse 
fuzzy relation of the system and that the modified neurofuzzy identifier is used. In 
Section 5.2, the feedback control results are shown in the two cases that only the 
PD controller is used for the construction of the feedback controller and that the 
278 Minho Lee, Soo-Young Lee, and Cheol Hoon Park 
multilayer neural controller learns the PD control actions and then is fine-tunned. 
5.1. Feedforward Neurofuzzy Controller 
Figures 8(a) and (b) show the control results in the case that the neurofuzzy 
identifier, as shown in Figure 2, is used for finding the inverse fuzzy relation of 
models 1 and 2, respectively. In this figure, solid and dashed lines represent the 
desired output rajectory and the actual output rajectory, respectively. As shown in 
Figure 8(a), model 1 is sufficiently well controlled by the feedforward neurofuzzy 
controller alone. Although model 2 has large control error, the proposed control 
algorithm more or less works as a feedforward controller. 
Figures 9 (a) and (b) show the control results in the case that the modified neuro- 
fuzzy identifier as shown in Figure 4 is used for finding the inverse fuzzy relation of 
models 1 and 2, respectively. In this figure, solid lines represent the desired output 
trajectory, sin(2~rk/250), and dashed lines represent the controlled output signal. 
As shown, the control performance is better than when the neurofuzzy identifier 
is used, because the modified neurofuzzy identifier has the optimal center values 
and variances in input and output membership functions by training. 
As shown in Figures 8 and 9, the proposed neurofuzzy control algorithm can find 
the inverse fuzzy relation of an unknown system and gives effective feedforward 
control results. However, the neurofuzzy controller constructed by the algorithm 
in Section 3 is a feedforward controller, and since the control performance d pends 
greatly on whether the partition of input space by the input fuzzy number is ade- 
quate, additional equipment, such as a feedback controller with learning ability, is 
necessary. 
5.2. Feedback Controller with Learning Capability 
First, we consider the conventional PD controller for compensating the feed- 
forward control error. Figures 10(a) and (b) show the control results for model 1 
and model 2, respectively, when the neurofuzzy identifier is used for construction 
of the feedforward neurofuzzy controller. In Figure 10(a), the solid line represents 
the reference input signal, and the long-dashed and short-dashed lines represent 
the outputs controlled by the neurofuzzy feedforward controller alone and by the 
PD controller with the neurofuzzy feedforward controller, respectively. In Fig- 
ure lO(b), the solid line represents he reference input signal, and the long-dashed 
and short-dashed lines represent the outputs controlled by the PD controller alone 
and by the PD controller with feedforward neurofuzzy controller, espectively. As 
shown in this figure, the control performance is more or less enhanced by the PD 
controller, and the feedforward neurofuzzy controller is helpful for the control of 
the system [Figure 10(b)l. 
Figures 11 (a) and (b) show the control results for the models 1 and 2, respectively, 
when the modified neurofuzzy identifier is used for construction of the feedforward 
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Figure 8. Simulation results of the feedforward neurofuzzy controller: 
(a) model 1, (b) model 2. 
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Figure 9. Simulation results of the feedforward modified neurofuzzy con- 
troller: (a) model 1, (b) model 2. 
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Figure 10. Simulation results of the neurofuzzy controller combined with the 
PD controller: (a) model l, (b) model 2. 
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neurofuzzy controller. The solid lines represent the desired output signal, and the 
long-dashed lines and short-dashed lines represent the outputs controlled by the 
feedforward modified neurofuzzy controller alone and by the PD controller with 
the feedforward modified neurofuzzy controller, respectively. As shown in this 
figure, the control performance is more or less enhanced by the PD controller, 
but the control error still remains, and thus a feedback controller with learning 
capability is necessary for reducing the control error. 
Figures 12(a) and (b) show the control results for model 2 when the feedback 
neural controller with feedforward neurofuzzy controller and with feedforward 
modified neurofuzzy controller are used, respectively. The solid lines represent 
the desired output signal, and the dashed lines represent the control results obtained 
by using both feedback neural controllers and feedforward controllers. As shown 
in this figure, the control performance is highly enhanced by the additional learning 
process of the feedback neural controller. 
6. CONCLUSION 
In this paper, a new method for finding the inverse fuzzy relation of an unknown 
system using neurofuzzy identifiers and modified neurofuzzy identifiers has been 
proposed. Also, in order to improve the control performance of the feedforward 
controller, a feedback neural controller with learning capability was proposed and 
simulated with nonlinear systems. From the simulation results, we find that the 
control performance is highly enhanced by the feedback neural controller. With 
the neural identifier the overall control system satisfies stability requirements if 
the maximum identification error em is properly chosen. 
A more effective neurofuzzy identifier for constructing the feedforward neuro- 
fuzzy controller and a method of error back-propagation through the neurofuzzy 
identifiers are under investigation. 
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