A method of inverse sampling of controls in a matched case-control study is described in which, for each case, controls are sampled until a discordant set is achieved. For a binary exposure, inverse sampling is used to determine the number of controls for each case. When most individuals in a population have the same exposure, standard case-control sampling may result in many case-control sets being concordant with respect to exposure and thus uninformative in the conditional logistic analysis. The method using inverse control sampling is proposed as a solution to this problem in situations when it is practically feasible. In many circumstances, inverse control sampling is found to offer improved statistical efficiency relative to a comparable study with a fixed number of controls per case.
INTRODUCTION
Case-control studies are used to compare the risk factors for 2 outcomes. Individuals from the 2 outcome groups are identified in the (often hypothetical) underlying population, and the prevalence in the 2 groups of previous exposure to factors of interest is compared. Matched case-control studies, in which cases and controls are matched on selected variables, are widely used to control confounding and to improve precision. There is an extensive literature on the design and analysis of case-control studies. Breslow and Day (1980) give a comprehensive account.
In a standard matched case-control study, each case is matched with a preassigned number of controls and the exposure or risk factor measures of interest are collected for each individual. If the risk factor, z, is binary, only those case-control sets which are discordant with respect to z contribute to the conditional log-likelihood of the appropriate linear logistic model. Especially, if most individuals in the population have the same value of z, if for example the exposure is rare, this may lead to many sets being uninformative. This suggests that standard control sampling in a matched case-control study may sometimes be inefficient in its use of available resources.
One solution is to abandon the conditional matched analysis and to rely instead on regression adjustment on background variables in an unconditional analysis. Alternatively, if the marginal distribution of z in the population is known approximately, the appropriate number of controls per case may be found to optimize the number of informative case-control sets. In the present paper, we explore a different solution. This is to use inverse sampling to determine the number of controls for each case. In this approach, for each case z is found and then matched controls are chosen until a control is found which is discordant with this case with respect to z. Estimation is then by conditional maximum likelihood, ensuring consistency of the resulting estimates. Of course, the method may sometimes be quite impractical, but we show that if it is feasible, it leads to gains in efficiency as compared with the use of a fixed number of controls per case.
In a nested case-control study, in which the underlying population is well defined, a number of modified designs have been considered in which control sampling at each observed failure time is not based on simple random sampling (Borgan and others, 1995; Langholz and Goldstein, 2001) . A weighted partial likelihood with weights to allow for a large class of nested case-control designs with nonrandom sampling of controls has been devised (Borgan and others, 1995) . Among the extended methods for control selection are counter-matching and quota sampling Langholz and Goldstein, 1996; Borgan and others, 1995) . Suppose that certain exposure information, which may be a surrogate of the exposure of interest, is available for all members of a cohort. In the counter-matching design, controls are sampled at each observed failure time according to the strata defined by exposure in such a way that each stratum is represented in each case-control set. Counter-matching in a nested case-control study has been found to offer large gains in efficiency relative to standard random sampling of controls Cologne and others, 2004) . The use of quota sampling in a nested case-control study is rather like an extension of the counter-matching design when exposure information is not known for the entire cohort. In the quota sampling design, a particular exposure group is designated as the "target" stratum and at each observed failure time, controls are sampled from the risk set until there is a preassigned number of individuals from the target stratum in each case-control set (Borgan and others, 1995) . The size of each case-control set follows a negative hypergeometric distribution. Note that by this description of quota sampling, a discordant case-control set is not always guaranteed. The quota sampling design has been extended for more general use in an unmatched case-control study in which the underlying population is finite (Langholz and Goldstein, 2001 ). Other methods of control sampling in a nested case-control study include frequency matching, case base sampling (Langholz and Goldstein, 2001) , variable matching ratio sampling, and counter matching with additionally randomly sampled controls (Borgan and others, 1995) .
The method of inverse control sampling in a matched case-control study is related to the countermatching and quota sampling designs but is devised for use in the context of a standard case-control study where the underlying cohort is not well defined and is assumed to be effectively infinite.
Inverse sampling was first suggested in a biological context as a suitable scheme for estimating small probabilities with given precision by Haldane (1945) .
NOTATIONS
Consider a binary exposure z and an outcome of interest D, and let z = 1 denote positive exposure and z = 0 negative exposure. For the outcome D, we let D = 1 denote "case" status and D = 0 "control" status. In a logistic model, the conditional probability of positive exposure for the ith case is assumed to be
and the probability of positive exposure for a control in the ith matched case-control set, that is a control matched to the ith case, is
where α i is a parameter specific to the ith matched case-control set and β is the log odds ratio. Thus, for rare outcomes as considered here, e β is the approximate relative risk of outcome D = 1 for an individual with positive exposure relative to the risk of outcome D = 1 for an individual with negative exposure.
A PREASSIGNED NUMBER OF CONTROLS PER CASE
The present section gives the details of a matched case-control study with a fixed number of controls selected for each case. The results from such a study will be compared with those from a matched casecontrol study with inverse sampling of controls. Suppose there are n cases and that each case is matched to a preassigned number, w, of controls. The conditional probabilities of positive exposure for the case and the controls in the ith matched set are as given in (2.1) and (2.2), respectively. Let z 1i denote the exposure status of the ith case. By conditioning on the exposure form of each matched set, each with one case and w controls, the conditional likelihood is found to be
where k i is the number of exposed controls in the ith case-control set (0 k i w) and δ 1i takes value 1 if the ith case has exposure z 1i = 1 and value 0 if the ith case has exposure z 1i = 0. The observed information can be shown to be
The number of controls with positive exposure in the ith matched case-control set, k i , has a binomial distribution with E(k i ) = w e α i (1 + e α i ) −1 .
INVERSE SAMPLING OF CONTROLS
Again consider a binary exposure z and an outcome of interest D. As above, z 1i denotes the exposure status of the ith case. Under the inverse sampling scheme, if z 1i = 1 then controls for case i are selected randomly from those eligible until a control with negative exposure is selected. We assume that the underlying population in which the cases occur is effectively infinite so that it is always possible to select controls in this way. Inverse sampling of controls is on the basis of their "control" outcome not their exposure status. We denote by X 1i the total number of selected controls for case i, with z 1i = 1, under inverse sampling. Thus, X 1i , the number of controls up to and including the first control with negative exposure, has a geometric distribution corresponding to continuing until the first "success," the probability of success being (1 + e α i ) −1 . Similarly, if case i has negative exposure, z 1i = 0, controls are selected randomly from the those eligible until a control with positive exposure is selected. Under the inverse sampling scheme, let X 0i be the total number of selected controls for case i, with z 1i = 0. Now, X 0i is the number of controls up to and including the first control with positive exposure and thus has a geometric distribution corresponding to a probability of success e α i (1 + e α i ) −1 , the probability from (2.2) that a control in the ith matched case-control set has positive exposure. The inverse sampling scheme can be extended so that in each matched set, the number of controls with exposure opposite to that of the case is more than one. In this situation, the number of controls in each case-control set follows a negative binomial distribution.
Using (2.1) and (2.2), one can obtain the probability of observing the individual observed exposure statuses of the case and the controls in each matched set, conditional on observing that particular set of exposures for the case-control set. For example, suppose a case is observed to be exposed to the factor of interest and that inverse control sampling resulted in m controls. The matched case-control set thus comprises the exposed case, m − 1 exposed controls and 1 unexposed control. For an infinite underlying population, the probability of observing that the case and these particular m − 1 controls are the exposed group, given that m members of the matched set are exposed, is e β (1+m e β ) −1 . The conditional likelihood for the inverse control sampling scheme is thus
where n is the total number of cases observed and δ 1i is the indicator as defined above, taking value 1 if in the ith case is exposed and value 0 otherwise. The expected information is given by
where Pr(δ 1i = 1) is given by (2.1). Because X 1i and X 0i have geometric distributions with probabilities of "success" (1 + e α i ) −1 and e α i (1 + e α i ) −1 , respectively, it can be shown that the expected total number of controls which result in the matched case-control study with inverse sampling of controls is
RELATIVE EFFICIENCY CALCULATIONS
The efficiency of using inverse control sampling relative to using a preassigned number of controls per case in a matched case-control study is defined as the ratio of the asymptotic variance of the estimate of the parameter interest β which results from using a preassigned number of controls per case to that which results from using inverse control sampling. The asymptotic variance of the estimateβ under the 2 sampling designs is given by the reciprocal of the expected information as given in (3.2) for the model with a fixed number of controls per case and in (4.2) for the inverse control sampling model. Results are presented for the situation in which the matching parameters α i are all equal, corresponding to there being no difference in the baseline exposure probability between matched sets. Further investigations considered the general case in which the α i are not all equal. The results for the general case were not qualitatively different from those when the α i are all equal. Thus, for simplicity, we present the results only for the situation in which α i = α for all i. The marginal probability of exposure, Pr(z = 1), is denoted by r 1 and using (2.1) and (2.2) we can write r 1 as
where p 1 = Pr(D = 1) is the marginal probability, for an individual in the underlying population, of experiencing the outcome of interest. In the general case in which the α i are not all equal, the relative efficiencies are slightly smaller than those presented in Tables 1 and 2 for r 1 < 0.5 and slightly larger when r 1 0.5. The efficiency of the case-control study with inverse control sampling relative to the case-control study with a preassigned number of controls per case is presented for several values of r 1 for different true relative risks e β . Table 1 shows the efficiency of the inverse control sampling design relative to the fixed-controls casecontrol design at a true relative risk of 1 (e β = 1) when the preassigned number of controls is 1, 2, . . . , 8 and when the preassigned number of controls is large. This efficiency is given for different values of r 1 , that is, for different underlying exposure probabilities. The expected number of controls arising in the case-control model with inverse control sampling, E(C), is also given. Note the symmetry of the results about r 1 = 0.5. Table 2 . The efficiency of a matched case-control study using inverse control sampling relative to that with a fixed number of controls per case (w); e β = 2, Pr( Table 2 shows the efficiency of the inverse control sampling design relative to the fixed-controls casecontrol design at a true relative risk of 2 (e β = 2) when Pr(D = 1) = p 1 = 0.1 for different numbers of fixed controls per case and for different values of r 1 . Again, the expected number of controls arising in the case-control model with inverse control sampling, E(C), is also given.
There is a symmetry in the relative efficiency results. The efficiency of the matched case-control study using inverse control sampling relative to sampling with a fixed number of controls per case is the same at a relative risk of e β with r 1 = r as it is at e −β with r 1 = 1 − r . This is shown by replacing α by −α and β by −β in the expected information for both models, as given in (3.2) and (4.2). Similarly, the expected total number of controls arising under inverse control sampling is the same at a relative risk of e β with r 1 = r as it is at e −β with r 1 = 1 − r . As the marginal probability of a positive outcome, p 1 , increases, the relative efficiencies in Table 2 increase very slightly when r 1 < 0.5 and decrease very slightly when r 1 > 0.5. At r 1 = 0.5, an increase in p 1 results in larger relative efficiencies at small values of w and smaller relative efficiencies at the larger values of w. The changes in the relative efficiencies at different values of p 1 are extremely small, and the results are essentially the same as those in Table 2 .
DISCUSSION
There are 2 main situations to consider when comparing inverse control sampling with the matched casecontrol study with fixed number of controls per case. In the first situation, cases and controls are in some sense "equally expensive," that is the identification of individuals as a case or a control and the collection of exposure information for cases and controls require approximately equal effort. In this case, the most appropriate way to compare the 2 methods is by the efficiency of the inverse control sampling model relative to the fixed-controls model when the total number of controls in each design is approximately equal, that is when E(C) ≈ nw. The second situation is one in which controls are relatively inexpensive, that is there are few restrictions in terms of cost or logistics on the identification of control subjects and the collection of exposure information. In this situation, the penultimate columns of Tables 1 and 2 are of most interest, giving the efficiency of the inverse control sampling model relative to the fixed-controls model when the number of preassigned controls per case in the latter is large. Tables 1 and 2 show that there are often important gains in efficiency to be made by using inverse control sampling in a matched case-control study relative to the comparable situation which uses a preassigned number of controls per case. Thus, in a matched case-control study, control selection using inverse sampling is worth serious consideration for situations in which it is practically feasible. The extension of the method of inverse control sampling to studies with covariates has not been addressed explicitly. However, provided the appropriate likelihood is used, issues of confounding and covariate adjustment are as in any sampling method since selection as a control is not itself dependent on an individual's exposure status. The information (4.2) is replaced by an information matrix.
One issue in the feasibility of inversely sampled controls in a matched case-control study is that the exposure statuses of the controls in each matched set are necessarily found separately. In particular, this may be an undesirable feature when the exposure of interest is a laboratory-measured value, in which case it is often desirable to analyze cases and controls in each matched set in the same laboratory batch. A further potential problem in some scenarios is the inability to estimate the total number of controls to be sampled under the inverse sampling scheme without knowledge of, or assumptions about, the specific matched-set parameters. By assuming the α i to be equal, and through approximate knowledge of the marginal probabilities of exposure and of experiencing the outcome of interest, a reasonable estimate of the number of controls to be used can be achieved if necessary using (5.1). An area for further work includes the incorporation of a "stopping rule" into the inverse control sampling scheme to impose a limit on the number of controls in each matched set.
R. H. KEOGH
Additional areas for development include the extension of the inverse control sampling to a general situation in which the number of controls in each matched set with exposure opposite to that of the case is one or more. For a continuous exposure of interest, Langholz and Borgan (1995) describe using the counter-matching design by matching on a surrogate for the continuous exposure which is binary or grouped. An extension of the inverse sampling method in which the matching is based on a surrogate of a continuous exposure and an assessment of its efficiency relative to standard matching would be of interest.
