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We analyze the dynamics of a set of two-level atoms coupled to the electromagnetic environment
within a waveguide. This problem is often tackled by assuming a weak coupling between the
atoms and the environment as well as the associated Markov approximation. We show that the
accuracy of such an approximation may be more limited than in the single-atom case and also be
strongly determined by the presence of collective effects produced by atom-atom interactions. To
this aim, we solve the full problem with exact diagonalization and also the time-dependent density
matrix renormalization group method, and compare the result to that obtained within a weak-
coupling master equation and with the Dicke approximation. Finally, we study the dynamics of
the entanglement within the system when considering several inter-atomic distances and atomic
frequencies.
I. INTRODUCTION
Artificial materials can be engineered to control the
propagation of light as well as its absorption and scatter-
ing properties not only in the domain of classical optics
(such as in photonic crystals [1, 2] and metamaterials [3])
but also at a quantum-mechanical level, as is the case
in electromagnetically induced transparency (EIT) me-
dia [4, 5]. Besides its fundamental interest, understand-
ing the interaction of light with a quantum-mechanical
medium is primary to the development of nanoscale op-
toelectronic devices that may replace electronic devices in
the future. One of the most interesting examples of this
type of systems is a single or several emitters embedded
in an optical waveguide [6–10], trapped near a photonic
crystal waveguide [11–13], or coupled to propagating sur-
face plasmons confined to a conducting nanowire [14, 15].
An advantage of this setup is that the three-dimensional
electromagnetic field is reduced to a single dimension,
which considerably simplifies the problem. This reduc-
tion can also be considered when an atomic ensemble is
excited with a one-dimensional (1D) light input [16–18].
Besides the quantum optics case, an atomic system in-
teracting with a scalar bosonic field can be implemented
with atoms having one internal level trapped by an opti-
cal lattice and coupled through Raman transitions to an
untrapped level [19, 20], or by considering quantum dots
coupled to the excitations of a Bose-Einstein condensate
[21, 22].
A single atom coupled to a 1D light field has been ex-
tensively analyzed [6, 14, 23–27], with the analysis having
been more recently extended to two [7–10] and more [11–
13, 28] atoms. The case of 2D structured environments
has been recently explored in [29, 30]. Moreover, the
dynamics of multiple atoms brings some of the most in-
teresting applications and phenomena [31]. For instance,
two atoms embedded in a waveguide and having differ-
ent resonant frequencies have been recently proposed as
means to achieve unidirectional quantum transport of
light [8–10], a property also known as rectification and
that is relevant for achieving optical isolation of a circuit
[32]. In addition, a careful choice of the atomic frequen-
cies with respect to the spectral density – which is a
function that characterizes their interaction with the en-
vironment – allows one to produce long-range atom-atom
interactions at low dissipation, which can be described
with effective Hamiltonians [11–13, 19, 33].
Even if the electromagnetic field is reduced to one di-
mension, an accurate description of the atomic dynamics
beyond the Born-Markov and the weak-coupling approx-
imations is still challenging [34]. Indeed, many previous
studies rely on using a perturbative expansion with re-
spect to the coupling between the system and its envi-
ronment. For a single open system, such a weak-coupling
approximation is inaccurate not only at strong couplings,
but also when the system resonant frequencies are within
a rapidly varying region of the spectral density. This oc-
curs for instance in the vicinity of a band-gap edge. As a
consequence, the initial environment state ρB(0) is sub-
stantially perturbed and the environment may become
significantly correlated with the open system, thereby
hindering the validity of the weak-coupling approxima-
tion. Since many-body open systems can potentially pro-
duce a stronger perturbation of the environment state,
a relevant question is whether in those cases the weak-
coupling approximation is more inexact.
Here we analyze these issues by exploring the dynamics
of an array of up to three atoms coupled to a 1D elec-
tromagnetic (e.m.) field. To this aim, we compare the
weak coupling master equation with two different numer-
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2FIG. 1. Schematic representation of the ladder-like structure
of our system in (2). The atoms, represented by the arrows
above, are locally coupled to the transformed oscillators of
the environment, conforming the infinite chain below.
ical methods that solve the evolution of the full system:
exact diagonalization (ED) and time-dependent density
matrix renormalization group (t-DMRG) [35–38]. Both
methods offer a very accurate solution of the system dy-
namics: while ED computes the exact dynamics without
truncation of the size of the Hilbert space, t-DMRG is
based on truncating the Hilbert space, but it does so in
a controlled way that allows to progressively reduce the
truncation error until convergence to the exact result oc-
curs. We use ED when a single excitation is present in
the problem since it is much faster than t-DMRG in this
case, and we also consider it as an independent reference
to check the t-DMRG implementation.
However, we consider t-DMRG when there is more
than one excitation in the problem since in this case it
is much more efficient than ED. The t-DMRG approach
we adopt here is based on matrix product states [39, 40],
and the time-evolution routine is carried out using Krylov
method [41] combined with time-evolving block decima-
tion [42–44]. Furthermore, its use is facilitated by the
fact that under certain additional conditions the system
can be mapped into a ladder-like structure with local
couplings [28] (see Fig. 1), which in principle reduces the
growth of entanglement and therefore the dimension of
the Hilbert space explored during the evolution. More
details on these methods are discussed in Appendix H.
The aim of the present work is two-fold: first of all, we
characterize the performance of the second-order weak-
coupling approximation in describing the evolution of
an extended excited many-body open system. Secondly,
by using exact methods we study in detail the atomic
dynamics depending on their relative distances and on
whether their initial internal states are separable or en-
tangled.
The paper is organized as follows: Sec. II introduces
the model and the associated Hamiltonian. Following
this, Sec. III analyzes the performance of the second-
order weak-coupling approximation. Furthermore, in
Sec. IV we use t-DMRG to study the system evolution
for different initial conditions. By considering an ini-
tially entangled state for the atoms we study entangle-
ment degradation, and, therefore, the suitability of those
systems to serve as a quantum memory. We also analyze
the effects of having different inter-atomic distances L in
the presence of cooperative phenomena in the emission.
Finally, in Sec. V we summarize the main conclusions of
the paper.
II. THE MODEL
We consider N identical two-level atoms located at
fixed positions and coupled to a 1D coupled optical res-
onator waveguide (CROW), where the e.m field has a
band-gap dispersion of the form [45]
ω(k) = A+B cos(kh0). (1)
Here we are considering M optical resonators separated
by a distance h0, and therefore the quasi-momenta are
k = 2piqh0M , with q = −M/2 + 1, ...,M/2. We also identify
ωc = A−B and ω˜c = A+B as the lower and upper bound
of the propagating band, respectively. Considering the
environment degrees of freedom in the position space, the
full system Hamiltonian can be written as (see Appendix
A for details)
H = A
M/2∑
j=−M/2+1
a†jaj +
B
2
M/2∑
j=−M/2+1
(
a†j+1aj + a
†
jaj+1
)
+
√
Mg
N∑
j=1
(
am(j)σ
+
j + a
†
m(j)σj
)
+HS, (2)
where aj are the annihilation operators of the field at site
j, and the label m(j) refers to the actual atomic position
of the j-th atom, which is a multiple of h0. Moreover,
introducing the atomic ground and excited states |0〉j and
|1〉j , respectively, for an atom at the position rj with an
energy difference ωS, the free atomic Hamiltonian reads
(~ = 1) HS = ωS
∑N
j=1 σ
+
j σj , where we have defined the
spin ladder operators σ+j = |1〉j〈0|j . Moreover in the
following we define ∆ = ωS − ωc, the detuning between
the atomic resonance frequency and the lower band-gap
edge ωc.
Thus, our system of atoms interacting with a 1D elec-
tromagnetic field is described by a Hamiltonian that can
be schematically represented by the ladder-like structure
displayed in Fig. 1. Aside from its physical relevance, this
model is particularly convenient since standard numeri-
cal methods for studying strongly correlated 1D systems,
such as t-DMRG, can be applied efficiently. The present
model can also describe the dynamics of impurities in
1D photonic crystals, provided that the detuning to any
other band-gap edge is much larger than ∆, so that the
influence of other bands is negligible [11, 46, 47]. More-
over, as also sketched in Fig. 1, we consider that the string
of atoms is located well within the waveguide, such that
boundary effects can be ignored.
To carry out the comparison between an exact treat-
ment and a master equation we follow the time evolu-
tion of a few quantities related to the system population
and consider an initial separable state. Within the exact
treatment, we will further analyze the dynamics of the
atomic entanglement as described by the concurrence as
well as the entanglement entropy between the system and
the environment. Throughout our study we will consider
the energy and time scales written in terms of the cou-
pling strength g and its inverse, respectively. In these
3units, we will consider a band centered at A = 100 and
with width B = 50 [48]. Except for zero detunings, the
most relevant energy scale of the problem is given by
∆, a quantity that determines the environment memory
and, therefore, how Markovian the dynamics is. How-
ever, when we have several atoms coupled through the
field, the group velocity of light also becomes important,
and this quantity is determined by both ∆ and the band
width B. This will be further discussed in Secs. III A and
III C.
III. ACCURACY OF THE WEAK-COUPLING
APPROXIMATION
As already mentioned in the introduction, over the past
few years several works have proposed to use atoms in-
teracting with low-dimensional fields to model materials
where atomic spin degrees of freedom may couple through
the field over long distances [11, 12, 19]. However, most
of these studies are based on assuming a weak-coupling
approximation to describe the problem.
The limits of validity of such an approximation are rel-
atively well-known for a single open quantum system or
emitter. For instance, for band-gapped spectral densi-
ties, non-Markovian effects are important (and therefore
the weak-coupling approximation is inaccurate) when the
atomic frequencies are in the vicinity of the band-gap
edge where the density of states of the e.m. field changes
abruptly from zero to a finite value [28, 49]. However, less
is known about how such performance is affected in the
presence of several atoms which are coupled via the e.m.
field. In the following we analyze the regimes and situ-
ations in which one ought to avoid using a second-order
perturbative theory and, therefore, the related (and more
restrictive) Markov approximation.
A. Weak-coupling master equation
In order to present the perturbative theory, we consider
an initially separable state of the atoms in a state |ψS(0)〉
and the photonic vaccuum |vac〉:
|Ψtot(0)〉 = |ψS(0)〉|vac〉. (3)
Then, up to second order in the perturbative parame-
ter, g, the evolution of the reduced density matrix of the
atoms is given the Master Equation (ME) [34, 50, 51]
d
dt
ρIS(t) = −
∫ t
0
ds TrB[HI(t), [HI(t− s), ρIS(t)⊗ ρB]],
(4)
where we have considered the interaction picture with
respect to H0 = HS + HB and defined HI(t) =
eiH0tHIe
−iH0t. Replacing the interaction Hamiltonian of
our problem (A3) in such general ME, and going back to
the Schro¨dinger picture, we find
d
dt
ρS(t) = −i[Heff(t), ρS(t)] + g2
∑
ij
γij(t)
[
σjρS(t)σ
+
i
− σ+i σjρS(t)
]
+ h.c. (5)
where Heff(t) = HS + HLamb(t) is a sum of the bare
system and the Lamb-shift Hamiltonian
HLamb = g
2
N∑
i,j=1
δij(t)σ
+
i σj . (6)
In (5) and (6), we have defined
δij(t) = Im[Γij(t)], (7)
γij(t) = Re[Γij(t)], (8)
with the multi-particle dissipative rate given as
Γij(t) =
∫ t
0
dτ αij(τ)e
iωSτ , (9)
and dependent on the normalized environment correla-
tion functions given by
αnj(t) =
∑
k e
−iω(k)te−irnjk, (10)
where rnj = rn − rj . In the continuum limit the correla-
tion functions be written in terms of the density of states
D(ω) = |∂k/∂ω(k)|k=k(ω):
αnj(t) =
∫∞
−∞ dω D(ω)e
−iωte−irnjk(ω). (11)
With the dispersion relation (1), and considering integer
inter-atomic distances rnj = L, the correlation function
can be written as
αL(t) ∼ iLJL(Bt)e−iAt, (12)
where JL(Bt) is the Bessel function of order L.
The Lindblad or Markovian Master Equation (MME)
is obtained by considering (5) and taking the long-time
limit of the decaying rates and Lamb shifts, γij = γij(∞)
and δij = δij(∞), such that we find
d
dt
ρS(t) = −i[Heff, ρS(t)] (13)
+ g2
N∑
i,j=1
γij
[
σ+i σjρS(t)− σjρS(t)σ+i
]
+ h.c.
The convergence time-scale of the rates to their constant
value, and therefore the memory of the environment, de-
pends on the particular problem. To analyze such con-
vergence in our case, we consider the long-time limit ex-
pansion of the correlation function (12), finding that
αij(t) ∼ e
−iωct+iLpi/2
√
Bt
, (14)
4for ri − rj = L. Since this function decays polynomially
as (Bt)1/2, the convergence of the rates (9) to a con-
stant value is in most cases dominated by the oscillations
of the integrand produced by the phase exp(i∆t). Only
when ∆ ≈ 0 the convergence is dominated by the slow
polynomial decay, which makes the problem more non-
Markovian. Moreover, the Markov rate can be approxi-
mated as (see details in Appendix B)
ΓMkij ≈ γ0(−1)rij+1ei
rij
ξ , (15)
where we have defined γ0 = 2piξ/B, with ξ = h0
√
B/2∆.
In the Markov limit, a negative detuning gives rise to a
strict cancellation of the real part of Γ and therefore of
the dissipation. Thus, the dynamics of atoms with fre-
quencies within the gap only depends on a purely imagi-
nary dissipative rate that decays exponentially with dis-
tance ξ [19]. As discussed in the following sections in
more detail, a more precise account of such dynamics re-
veals that even for negative ∆ there are some dissipative
losses in the atomic emission.
B. Effects of multiple excitations
We now analyze a system consisting of having N =
1, 2, 3 atoms located at distances L = 1, by measuring
the evolution of the total population in the excited atomic
state
Ptot(t) =
N∑
j=1
Pj(t), (16)
with Pj(t) given by (20). In addition, we compare the
results obtained using the ME with the outcomes of a
t-DMRG approach in order to check the accuracy of the
first equation.
In Fig. 2 we analyze N = 1, 2 and 3 atoms with initial
states |ψS(0)〉 where all the atoms are excited, i.e. |1〉,
|11〉, and |111〉, respectively. In contrast, Fig. 3 shows the
results for an ensemble of N = 3 atoms with initial states
|100〉, |110〉, and |111〉 having a different number of initial
atoms excited, NE = 1, 2, 3. In both figures we observe
that for atomic frequencies in the gap (∆ = −1) and to
a lesser extent in the band (∆ = 1) there is no complete
dissipation of the total population [52]. This is because
in the gap and in the band area near the edge, the den-
sity of states varies very abruptly, giving rise to strong
non-Markovian effects in the system dynamics [20, 28].
Because of this, a fraction of the emission is radiated in
the form of non-propagating modes that remain exponen-
tially localized near the atoms within a region determined
by the localization length ξ. These localized excitations
are continuously reabsorbed and re-emitted by the atom,
giving rise to what is known in the literature as photon-
atom bound state [27, 46, 47, 53–55], which has been
also analyzed in surface plasmon polaritons [56]. In par-
ticular for a single atom, the stationary state – once the
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FIG. 2. (Color online) Evolution of the normalized total
population a different number N of excited atoms, Ptot =∑N
j=1〈σ+j (t)σj(t)〉, as given by the ME and t-DMRG. We
consider all the atoms located at distances L = 1, and the
atomic frequencies within the gap (∆ = −1, top panel, where
N = 1, 2, 3 correspond to blue (upper), green (middle) and
red (lower) lines, respectively) and within the band (∆ = 1,
bottom panel, where now N = 1, 2, 3 corresponds to blue
(lower), green (middle) and red (upper) lines, respectively).
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FIG. 3. (Color online) Evolution of N = 3 atoms as given by
t-DMRG (solid lines) and ME (dashed lines) for the following
cases: |100〉 blue (upper) lines and |110〉 green (middle) lines,
and |111〉 red (lower) lines. As in Fig. 2 we consider all the
atoms spread at a distance L = 1.
propagating photons are irreversibly dissipated – would
correspond to the atom-photon bound state, which can
be written as [55, 57]
|Ψt→∞〉 = c1|1, vac〉+
∑
k
bk|0, 1k〉, bk = gc1
eb − ωk .(17)
where eb is the atom-photon bound state energy, which
satisfies the usual equation for a localised state level in a
5continuum (see, e.g., [58])
eb − ωs = g2
∑
k
1
eb − ωk . (18)
Decreasing |∆| increases the photonic part of the super-
position and its localization length ξ (see also the discus-
sion in [20] for a closely related system). On the other
hand the more localized the emission is, the more pop-
ulation is preserved in the atom in the long time limit
[28, 57]. We can also anticipate that the longer the local-
ization length the more atoms will be connected through
the field, as described by the rates (15) in the Markov
case, and therefore the stronger the collective or cooper-
ative effects will be.
We now address the question of the system robust-
ness against dissipation when adding more atoms o more
excitations. We observe that in general the presence of
ground state atoms slightly inhibit dissipation (compare
Figs. 2 and 3). On the other hand, as expected and as
shown in Fig. 3 (see also Fig. 2) the dissipation increases,
by increasing the number of excited atoms.
Concerning the question addressed in the present Sec-
tion, the most important feature of the presence of a
atom-photon bound state is the failure at long times of
the ME. Indeed we see that the latter is able to give very
accurate results only on the short time scale t ≤ g−1.
For longer times the ME underestimates the localization
of light both for frequencies in the band and in the gap,
predicting a much smaller atomic population than the
one given by the exact result.
C. Effects of the inter-atomic distance
To study the accuracy of the ME for different inter-
atomic distances we consider the simplest case of two
atoms initially in a product state |ψS(0)〉 = |10〉L, where
the first atom is in the excited state |1〉 and the second
atom, located at a varying distance L, is in the ground
state |0〉. Other interesting cases for population and en-
tanglement preservation the long times dynamics are con-
sidered in the next Section. Given the number conserving
nature of the Hamiltonian the total wave function can be
written as
|Ψt〉 = (c1|10〉+ c2|01〉)⊗ |vac〉+
∑
k
bk|001k〉 (19)
and the problem can be conveniently treated with ED.
As discussed further in Appendix D, for atomic energies
within the gap and in the the band-edge region some of
the emitted radiation will localice nearby the atoms and
the steady state will be written in terms of bound states.
We then compute the population of the excited state of
atom j as
Pj(t) = 〈σ+j (t)σj(t)〉, (20)
by considering the ME and the ED results, obtaining
PMEj and P
NE
j , respectively. The error produced by the
weak coupling approximation is then quantified as the
time averaged difference between these two quantities,
i.e.
E(L, ωS) =
1
T
∫ T
0
dt
∣∣PME1 (t, L, ωS)− PNE1 (t, L, ωS)∣∣ .
(21)
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FIG. 4. (Color online) Contour plot representing the dif-
ference between the population of atom 1 (which is ini-
tially excited) as given by the ME and a numerically ex-
act solution based on exact diagonalization and quantified
by E(L, ωS) given by (21). The y-axis represents the fre-
quency shift between the atomic and gap-edge frequencies,
∆ = ωS−ωc, where ωc = A−B. The inset represents the real
part of the correlation function (10) for increasing distances
ri − rj = 0, 10, 20 in solid blue, dotted green, and dot-dashed
red respectively.
The contour plot of such quantity is displayed in Fig. 4
for different values of the atomic frequency ωS and the
inter-atomic distance L. The time T in (21) is chosen
such that for the corresponding parameters the system
can be considered to have reached a steady state. In
those regimes where oscillations are present in the long
time limit such that the convergence to the steady state
is very slow (like when the atomic frequencies are within
the gap) a time average of the curve is further considered.
The contour shows that the ME is a very good estima-
tion for relatively short distances and atomic frequencies
ωS that are far detuned from the gap-edge frequency ωc.
However, it can also be noticed that the maximum er-
ror does not occur at ∆ = 0 but displays a more subtle
structure. This can be analyzed by distinguishing two
different limits, large inter-atomic distances (L > 10)
and short inter-atomic distances (L < 10).
1. Large inter-atomic distances
At large distances the failure of the ME predominantly
occurs at the band-gap edge. However, as discussed pre-
viously, the system energy is slightly corrected by the
6dressing of the environment, and therefore the resonance
to the band-gap edge is shifted to values of ∆ slightly be-
low zero. The energy corrections are very similar to the
ones found in [59] for atoms in free space while the single
atom correction is also analyzed in the similar model of
Ref. 20.
Fig. 4 shows that the second order ME fails more for
atomic frequencies at the band edge and for atoms lo-
cated at larger distances. The bigger failure of the ME
at larger distances is similar to the result discussed in
[7, 60] for the Markov approximation. Such a failure is
linked to the fact that the Markov approximation does
not describe correctly the presence of finite time delays
in the atom-atom interactions mediated by the field, due
to the relatively small speed of light within the CROW.
Indeed, as shown in the inset of Fig. 4, the correlation
function αnj(t) is zero before a certain time delay t
nj
d
that is found to grow with the distance rnj = rn − rj .
To better illustrate the effect of the delay in atom-atom
interactions in the validity of the weak-coupling approx-
imation, we consider the time-evolution equation of the
two-point correlation functions σ+n σl in the interaction
picture with respect to the environment HB. In this pic-
ture, the equation of motion for a system operator A is
d
dtA(t) = iU†(t) [H,A]U(t), with U(t) = e−iHteiHBt. For
the system correlation functions we find [34]
d
dt
〈σ+n (t)σl(t)〉 = −g〈vˆ†n(t)σzn(t)σl(t)〉 − g〈σ+n (t)σzl (t)vˆl(t)〉
−g2
N∑
j=1
∫ t
0
dτ α∗nj(t− τ)〈σ+j (τ)σzn(t)σl(t)〉
−g2
N∑
j=1
∫ t
0
dτ αjn(t− τ)〈σ+n (t)σzl (t)σj(τ)〉, (22)
where we have introduced the noise operator vˆj(t) =
i
∑
k e
ikrje−iω(k)tak(0). Moreover, we note that in (22),
the averages are performed with respect to the initial
state. Considering the initial condition (3) the first two
terms in Eq. (22) vanish
〈vˆ†n(t)σzn(t)σl(t)〉 = 〈σ+n (t)σzl (t)vˆl(t)〉 = 0. (23)
Despite such simplification, the exact Heisenberg equa-
tion (22) is not closed since it depends on two-time corre-
lation functions that should be computed independently.
The evolution of two-time correlations is in turn cou-
pled to the evolution of three-time correlations and so on,
which makes the full problem not tractable without con-
sidering any approximation. One of the most common
approximations is that of weak coupling, which treats
the system-environment coupling g as a perturbative pa-
rameter to perform expansions. In our case, we will ex-
pand up to second order. Since the two-time correlations
in (22) are already in a term of at least order g2, we can
approximate
〈σ+j (τ)σzn(t)σl(t)〉 = 〈U−1(t)U−1(τ − t)σ+j U(τ − t)
× σznσlU(t)〉 ≈ 〈U−1(t)Vτ−tσ+j σznσlU(t)〉+O(g2).
(24)
Here, we have defined the operator VtA = e
iHStAe−iHSt,
which acts only on the first system operator next to it, A.
Considering this in (22), we obtain the following Heisen-
berg equation up to second order in g
d
dt
〈σ+n (t)σl(t)〉 =
− g2
N∑
j=1
∫ t
0
dτ αnj(t− τ)eiωj(τ−t)〈σ+j (t)σzn(t)σl(t)〉
− g2
N∑
j=1
∫ t
0
dτ αjn(t− τ)e−iωj(τ−t)〈σ+n (t)σzl (t)σj(t)〉,
(25)
which depends on normalized correlation functions and
therefore display explicitly the order in g of each term.
Let us now consider for simplicity a single atom
coupled to a δ-correlated environment with αnj(τ) =
g2γδ(τ) (here we neglect the principal value part for sim-
plicity in the explanation). The weak-coupling approxi-
mation is very accurate in this case: when replacing such
a δ-correlation in the exact equation (22), we arrive at
the same result as when the replacement is made in the
second-order (25). If we now consider several atoms sepa-
rated by a finite distance, the weak-coupling approxima-
tion gets inaccurate even for δ-correlated environments,
in which case one can write (11) as (see Appendix C for
details)
α∗nj(τ) = δ(τ − tnjd ), (26)
with tnjd = rnj/vg and vg the group velocity of light in
the medium.
Replacing this in the first integral term of the exact
equation (22), for instance, we find
g2
N∑
j=1
∫ t
0
dτ α∗nj(τ)〈σ+j (t− τ)σzn(t)σl(t)〉
= g2
∑N
j=1〈σ+j (t− tnjd )σzn(t)σl(t)〉. (27)
Hence, the equation still depends on two-time correlation
functions. However, if we consider the same term within
the weak-coupling equation (25), we find
g2
N∑
j=1
∫ t
0
dτα∗nj(τ)e
−iωSτ 〈σ+j (t)σzn(t)σl(t)〉
≈ g2∑Nj=1 e−iωStnjd 〈σ+j (t)σzn(t)σl(t)〉. (28)
Hence, in the δ-correlated case, the weak-coupling ap-
proximation corresponds to the assumption that
〈σ†j (t− tnjd )σzn(t)σl(t)〉
≈ e−iωStnjd 〈σ+j (t)σzn(t)σl(t)〉, (29)
7which is clearly not accurate for large time delays as com-
pared to the evolution time TS . We shall note that the
retardation effects are only significant for light within
materials giving rise to a slow group velocity, and there-
fore to large retardation times. In our case the group
velocity is frequency dependent, vg(ω) = dωk/dk ∼
Bh0
√
2ωS∆(ω), where ∆(ω) = ω − ωc and ω is the fre-
quency of light. For the resonantly emitted photons, i.e.
those with ω = ωS, we find that the smaller the band
width or the smaller the detuning ∆(ωS) = ∆, the slower
the group velocity. In contrast, in vacuum, when vg = c
the retardation effects can in general be neglected [61].
2. Small inter-atomic distances
More subtle is the situation for smaller inter-atomic
distances. In general, the ME appears to be more ac-
curate than for long distances. However, Fig. 4 shows
that the values of L and ∆ at which the second-order
approximation fails more appear in two branches. The
first branch corresponds again to approximately the band
edge, but there is a second branch line that curves to-
wards smaller values of ∆. Such a line is approximately
given by the maximal inter-atomic distance in which two
atoms are connected for a given ∆, L ≈ 2|ξ|. Its existence
is again related to the presence of stationary localised
atom-photon bound states as we will detail in the next
Section. For larger L > 2|ξ| there are no atom-atom in-
teractions, and therefore no retardation effects, and thus
since additionally we are far from the band-gap edge the
ME is rather accurate. For smaller L the atoms interact
with one another, but the distances are not large enough
so as to produce relevant retardation effects, and thus the
ME still remains accurate. Hence, the line L ≈ 2|ξ| sig-
nals the limiting condition at which both the atom-atom
interactions and retardation effects are important. Also,
such a condition also signals the region in which collec-
tive or cooperative effects are relevant. This is confirmed
by Fig. 11 in App. G, which shows that the accuracy
of the Dicke approximation (which roughly speaking al-
ways considers the presence of collective effects) is also
delimited precisely by this line.
IV. ENTANGLEMENT AND POPULATION
DYNAMICS
In the previous section we have shown the importance
of analyzing our system beyond the weak-coupling ap-
proximation, particularly within the band-gap edge re-
gion and at long atomic distances. In the following, using
t-DMRG, we study the dynamics of the 2-level systems,
focusing on the population and the entanglement evolu-
tion and their dependence on the distance.
To this aim, we consider N = 2 atoms having resonant
frequencies ωS either within the gap or within the band.
The initial state is taken of the form (3), with |ψS(0)〉
given by
• |ψ1〉 = |11〉, corresponding to both spins excited,
• |ψ2〉 = 1√2 (|10〉+ |01〉), corresponding to a maxi-
mally entangled state,
• |ψ3〉 = 12 (|0〉1 + |1〉1)⊗(|0〉2 + |1〉2), with each spin
in a superposition of the two basis states.
We study the dynamics of the system for different posi-
tions r2 = L of the second atom.
Fig. 5(a,b) displays the dynamics of the total atomic
population (16) considering an initial condition |ψ1〉 [62].
Aside from the trivial fact that the dissipation is stronger
in the band (for ∆ = 1), than in the gap (∆ = 0−1), the
new aspect is that the inter-atomic distance plays a dif-
ferent role in the two (band or gap) cases: atoms within
the band dissipate less when they are close to each other
than further away, while for atoms within the gap the op-
posite is observed. The reason is that if ωS is in the band,
the environment shifts the frequency further away from
the band edge when L diminishes, which gives rise to less
localization and dissipation. When ωS is in the gap, the
environment pulls the frequency closer to the edge when
L diminishes, giving rise to a larger localization length ξ
and to more dissipation.
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FIG. 5. (Color online) Evolution of the population for the
initial condition |ψ1〉 (two upper panels) and |ψ2〉 (two lower
panels). The curves, corresponding to different inter-atomic
separations L, are displayed in a rainbow scale that goes from
blue (L = 1) to red (L = 10), also indicated by the arrows.
We also distinguish between even separations (solid lines) and
odd separations (dashed lines). The presence of an even-odd
difference for the initially entangled state is related to sub and
superradiant states as explained in the main text.
In Fig. 5(c,d) we analyze the same quantity but consid-
ering an initial entangled state |ψ2〉. In this case, we ob-
serve that the steady state changes periodically with the
distance in such a way that for odd distances the steady
state population is always larger than that for even ones.
8We shall emphasize that this behavior is mainly present
when the initial state is either |ψ2〉 or |ψ3〉 (discussed in
App. E), while it is much more difficult to discern for the
initial state |ψ1〉 displayed in Fig. 5. In other words, it
happens only when the initial state contains coherences.
The difference in the decaying for odd and even distances
observed in Fig. 5(c,d) can be analyzed by considering
the evolution of the atomic coefficients in Eq. (19) (see
also discussion in App. D). Indeed, because of the sym-
metry of the Hamiltonian the exact problem decouples
into two variables c± = (c1± c2)/
√
2 [59], with evolution
equations
i∂tc± = ωSc± − i
∫ t
0
ds α±(t− s)c±(s), (30)
where we have defined α±(t) = 2α11(t)±2α12(t), and the
correlation functions α11(t) ≡ α0(t) and α12(t) ≡ αL(t)
depend only on the atomic distance L and are given by
Eq. (12). Formally, the above system can be solved by
considering that its Laplace transform is just
[s+ iωS + α±(s)]c±(s) = c±(0), (31)
where α±(s) = 2α0(s) + 2αL(s) is the Laplace transform
of α±(t), and αL(t) is given by (12). In particular the
zeros of function s + iωS + α±(s) gives system energies
and decaying rates. Obviously when L = 0, α12(t) =
α11(t), one has that the coefficient c−(t) only oscillates in
time with the bare frequency ωS and without any decay.
Therefore starting with the appropriate entangled atomic
state one can obtain no decay of the atomic population.
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FIG. 6. (Color online) Evolution of the population for ∆ = 1
considering the initial condition |ψ˜2〉 (upper panel) and |ψ2〉
(lower panel) and two different atomic distances, L = 0 and
L = 1, and as predicted by the exact result and the approxi-
mated ME.
To see this, we represent in Fig. 6 the evolution for
c−(0) = 1, i.e. corresponding to initial state |ψ˜2〉 =
1/
√
2(|10〉 − |01〉) (upper panel), and for c+(0) = 1, cor-
responding to initial state |ψ2〉 (lower panel). The results
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FIG. 7. (Color online) Evolution of the concurrence starting
from an initially entangled state |ψ2〉. The upper and lower
panel corresponds to ∆ = −1 and ∆ = 1 respectively. In the
same way as in Fig. 5(c,d), the solid blue, dashed green, dot-
ted orange, and dot-dashed red correspond to inter-atomic
distances L = 1, 2, 9 and 10 respectively. In addition, the
black squared curve represents the concurrence of atoms cou-
pled to independent environments as given by (34).
confirm that for L = 0 the initial state |ψ˜2〉 is subradiant
(actually it does not decay) while |ψ2〉 is superradiant.
Turning now to the case L = 1, we shall realize that
for such a distance and immediately after the system is
coupled to the environment the states we have are
|ψ˜2〉 → 1/
√
2(|10〉 − eipiL|01〉) = |ψ2〉,
|ψ2〉 → 1/
√
2(|10〉+ eipiL|01〉) = |ψ˜2〉. (32)
In other words, |ψ˜2〉 becomes superradiant and |ψ2〉 be-
comes subradiant or a dark state. We find that the ME
predicts the same subradiant curve as the exact method
for L = 0 (not distinguishable curve), while it underes-
timates the superradiance occurring for L = 1. Inter-
estingly, in the lower panel the ME gives a good estima-
tion of the superradiance for L = 0 and an extremely
poor description of the subradiance for L = 1. Hence,
subradiance appears to be due to an interference effect
produced by the presence of system-environment entan-
glement, which is not well-accounted for by the Born ap-
proximation included in the weak-coupling ME. A further
analysis of the periodic behavior observed in Fig. 5(c,d)
is provided in Appendix F.
Naively one could think that the evolution of the pop-
ulation does not provide any information concerning how
the atomic entanglement may evolve. However, as we dis-
cussed above, a non-vanishing steady excited state pop-
ulation requires the atoms to be in an entangled state,
and eventually, as discussed in the previous section, to
the presence of an atom-photon bound state. This fea-
ture has been previously analyzed for the case of atoms
equally coupled to a common environment (i.e. the Dicke
9limit) [55] and for atoms coupled to independent reser-
voirs [63].
Here we are interested in studying the reduction of the
entanglement due to the coupling with the bath. We
consider again the initial atomic state |ψ2〉 and study the
evolution of the concurrence for different value values of
the atomic separation. For a mixed state of two atoms
given by the reduced density matrix ρs, the concurrence
is defined as
C(t) = max(0, λ1 − λ2 − λ3 − λ4), (33)
in which λ1, · · · , λ4 are the eigenstates in decreasing or-
der of the Hermitian matrix R =
√√
ρsρ˜s
√
ρs, with
ρ˜s = (σy ⊗ σy)ρ∗s(σy ⊗ σy) the spin-flipped state of ρs
The results are reported in Fig. 7. In the same figure, in
order to understand better the role of collective effects,
we also present the results when the two spins are coupled
to independent reservoirs. For such a case of independent
reservoirs, the concurrence can be exactly computed as
[63, 64],
C(t) = 2max{0,K1(t),K2(t)}, (34)
where we have defined
K1(t) = |q(t)|2{ρ23(0)−
√
ρ11(0)
× [ρ44(0) + ρ11(0)|u(t)|2
+ (ρ22(0) + ρ33(0))|u(t)|2]1/2},
K2(t) = |q(t)|2{ρ14(0)−
√
ρ22(0) + ρ11(0)
× [ρ33(0) + ρ11(0)|u(t)|2]1/2}, (35)
Here, we have defined the matrix elements of the reduced
density matrix in the computational basis for the two
atoms, i.e. B = {|1〉 ≡ |11〉, |2〉 ≡ |10〉, |3〉 ≡ |01〉, |4〉 ≡
|00〉}. Furthermore, we have defined u(t) = 1 − |q(t)|2,
where q(t) obeys the differential equation
dq(t)
dt
= −g2
∫ t
0
ds α(t− s)eiωS(t−s)q(s) (36)
As noted above, long time limit entanglement is fully
linked to the presence of a long time limit population
in the excited state, which for a single atom is simply
|q(t)|2. In addition, as discussed by Tong et al [55] for
the opposite limit in which both atoms are coupled to a
common reservoir with the same coupling strength (i.e.
the Dicke limit) the concurrence is also proportional to
|q(t)|2. The same occurs for the intermediate regimes de-
scribed in our case, i.e. atoms inhomogeneously coupled
to a common reservoir, as it can be seen by comparing the
entanglement dynamics of Fig. 7 with the populations
for the same initial state described with Fig.5. Thus,
the persistence of entanglement in the long time limit
is linked to the presence of a photon-atom bound state
[55, 56]. For that reason, the concurrence is preserved
for gap frequencies in general. Moreover, as expected the
subradiant states, due to their dark state nature preserve
the entanglement even for in band atomic frequencies. In
this regard, just as in the case of the population, when
atoms are separated by an odd spacing the steady state
FIG. 8. (Color online) Evolution of the von-Neumann en-
tropy, which accounts for the degree of entanglement between
the atomic system and the environment. The different curves
correspond to: N = 1 atom with ∆ = 1 (red dot-dashed
curve) and ∆ = −1 (green dotted); and N = 2 atoms (L = 1)
with ∆ = 1 (blue dashed) and ∆ = −1 (solid black).
entanglement is higher (for frequencies in the gap) and
the decay is slower (for frequencies within the band). In-
terestingly, when comparing the dynamics to that of the
case of independent reservoirs one finds that only at odd
distances the presence of collective effects is beneficial for
further preserving the entanglement.
Finally, we analyze in Fig. 8 the entanglement between
the atoms and the environment, as measured by the von-
Neumann entropy. We consider N = 1, 2 atoms with
initial state |1〉 and |11〉 respectively. Interestingly, even
for frequencies within the band the system-environment
entanglement grows to a non-vanishing steady state, al-
though this is smaller than in the gap case. In addition,
such entanglement is in general larger for a larger number
of atoms.
V. CONCLUSIONS
We have performed a complete analysis of the dynam-
ics of a set of atoms interacting with a 1D electromag-
netic field which has a band gap dispersion. In detail, we
discuss the following threeIn this case, t main aspects.
• Performance of the weak coupling approximation:
We analyze the performance of the commonly
used weak-coupling approximation by considering
a weak-coupling ME and comparing its results with
numerically exact methods, t-DMRG and ED. For
a single emitter it is well known that the ME fails in
describing the system’s dynamics close to the band-
gap edge. Our analysis generalise such a result to
many atoms where not only their number, but also
their distance is varied. We have shown that aside
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from the trivial case of very large detuning from
the band edges and large interatomic distances, the
ME is unable to properly take into account the long
time dynamics of the multi-emitter system. The
reason is related to the impossibility of the ME
approach to take into account retardation effects
when atoms are connected through the field, and
also the presence of atom-photon localised bound
states, which are at the origin of the long time finite
population.
• Robustness against dissipation and decoherence:
We have studied the system population and entan-
glement dynamics when considering different num-
ber of atoms, initial conditions and atomic separa-
tions. In all situations we have confirmed previous
studies for the single atom case by showing that
the atomic population is more preserved in the long
time limit for atomic frequencies in the gap. As a
new result we have observed that, for a fixed num-
ber of initial excitations, there is less dissipation
the more atoms we have. However, when fixing the
number of atoms we have seen that there is more
dissipation the more excitations are initially in the
system. Moreover, we find that the system entan-
glement is more preserved when atoms are coupled
to a common environment but only when separated
at odd distances.
• Periodicities in the relaxation rates: Thus, whether
atoms are separated even or odd distances is rele-
vant for both the steady state and the dynamics.
Indeed, the periodicity in the dispersion relation
gives rise to periodicities with the distance in the
field-mediated atom-atom interactions, and those
in turn give rise to a periodicity in the system re-
laxation rates. Such periodicity in the system relax-
ation rates has been previously described, but with
approximated methods and without taking into ac-
count the effect of having different initial condi-
tions. Here, with t-DMRG we have shown that
relaxation rate periodicities are only significant for
initial states already containing coherences, since
this makes the effect of the periodic atom-atom in-
teraction between different atoms more significant.
In summary, this work provides what we consider is the
first analysis of the dynamics of atoms coupled to 1D
fields that on the one hand explores the effect of having
different number of atoms and initial conditions, and on
the other hand analyzes the accuracy of two of the most
commonly used approaches: the weak-coupling and the
Dicke approximations. Regarding the last, we unveil the
link existing between the validity of the weak-coupling
approximation and the presence of collective effects.
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Appendix A: Obtaining the ladder Hamiltonian
We analyze in this appendix how to obtain the ladder
structure that describes the light-matter interaction int
he waveguide. Introducing the creation a†k and annihila-
tion ak operators for the photons at quasi-momentum k
with the CROW, the bath Hamiltonian HB can be writ-
ten as
HB =
∑
k
ω(k)a†kak. (A1)
The waveguide is realized by means of coupled optical
resonators separated by a distance h0. In this case the
band dispersion relation is given by Eq.1. The coupling
between the atomic levels and the electromagnetic field
in the CROW is due to a dipole strength d12 and char-
acterized by a non-dispersive coupling constant [12, 65]
g(k) ≈ g = g(k0) =
√
1
2~ω(k0)0h0MAm
ω0d12,(A2)
where Am is an effective area that depends on the local-
ization of the mode existing in the other two directions
of the waveguide. The resonant wavevector k0 is defined
by the relation k0 = h
−1
0 arccos[(ωS −A)/B] [11–13, 28].
Hence, the interaction Hamiltonian between the atomic
and the photonic degrees of freedom within the rotating
wave approximation can be expressed as
HI = g
M/2∑
q=−M/2+1
N∑
j=1
(
aqσ
+
j e
i
2piqrj
h0M + a†qσje
−i 2piqrjh0M
)
.
(A3)
Finally, we assume that the atoms are located at the posi-
tion of the optical resonator, i.e. rj = jh0 and, therefore,
in (A3) we can use for the photon operators the repre-
sentation in position space
aj =
1√
M
M/2∑
q=−M/2+1
aqe
i 2piqjM . (A4)
Inserting (A4) in (A3) and considering the dispersion re-
lation (1), we get the Hamiltonian (2).
Appendix B: Markovian dissipative rates
In order to obtain the Markovian dissipative rates, we
consider the long-time limit of (9). In addition, we take
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the continuous limit within the momentum sum in the
definition of the correlation function (10), such that the
Markov dissipative rates can be rewritten as
Γij =
∫ ∞
0
dt eiωSt
∫ ∞
−∞
dk e−iω(k)te−ikrij . (B1)
Let us now define ∆k = ω(k)− ωS and perform the time
integral
Γij = lim
→0+
∫ ∞
−∞
dk
e−ikrij
+ i∆k
. (B2)
For simplicity, we perform the approximation of expand-
ing the cosine around pi in the dispersion relation of the
electromagnetic field
ω(k) = A+B cos(h0k) ≈ A+B
[
−1 + h
2
0(k − pi/h0)2
2
]
.
(B3)
Considering in addition the change of variables k′ = k −
pi/h0, and defining a =
2
Bh20
[ωS − (A−B) + i], we can
rewrite (B2) as
Γij =
2e−i
pirij
h0
iB
lim
→0+
∫ ∞
−∞
dk′
e−ik
′rij
k′2 − a . (B4)
We now extend the integral to the complex plane, such
that
Γij =
2e−i
pirij
h0
iB
lim
→0+
∫ ∞
−∞
dz
e−izrij
(z +
√
a)(z −√a)
(B5)
which gives the approximate result in (15).
Appendix C: Time-delayed δ-correlated function
We now show that the time-shifted δ-correlation func-
tion given by (26) can be obtained by considering the
Lorentzian spectrum that is found for light within a cav-
ity [66]. To this aim, we consider a linear dispersion rela-
tion for the light ω = vg|k|, so that the density of states is
D(ω) = 1/vg. In addition, we now consider in the light-
matter interaction Hamiltonian (A3) the general case in
which the coupling strengths are not constant with the
momentum, i.e. g(k) 6= g. In this situation, the normal-
ized correlation function is no longer written as (11), but
rather as
αnj(t) = g
−2
∫ ∞
−∞
dω J(ω)e−iω(t−t
nj
d ), (C1)
in terms of the spectral density J(ω) = D(ω)g2(ω).
Also, we have defined an averaged coupling strength
g =
√∑
k g
2
k, and a delay time t
nj
d = rnj/vg, such that
krnj = ωt
nj
d . We now take as in [66] a Lorentzian spec-
trum centered at ω0, with height β and width γ
J(ω) =
β
pi
(γ/2)
(ω − ω0)2 +
(
γ
2
)2 . (C2)
In this case, we find that αnj(t) ≈ βe−(γ+iω0)(t−tnjd ). Ad-
ditionally, in the limit of very large Lorentzian width
γ → ∞, and considering β = g2, we obtain the time-
retarded δ-correlated correlation function (26). However,
in (26) we have not considered the phase with ω0 since it
is not relevant for the discussion.
Appendix D: On the single excitation time evolution
and the atom-photon bound states
When we restrict to the single excitation sector of
the many-body Hamiltonian Eq. (2) a number of semi-
analytical results concerning the spectrum and the evo-
lution of the system can be obtained. In this case, for
completeness and since it is used in the main text we
focus on the case of two emitters, for which any wave
function can be written as
|Ψt〉 = (c1|10〉+ c2|01〉)⊗ |vac〉+
∑
k
bk|001k〉. (D1)
By using the fact that the band dispersion relation is
symmetric in the quasi-momentum one finds that the
evolution of c± = c1 ± c2 are decoupled and the eigen-
states of the systems are given by solving the eigenenergy
equations
±g − ωs = g2
1± cos(kL)
±g − ωk + i0+
. (D2)
In particular in anology with the single atom case dis-
cussed in Eq. (18) there will be in general two localised
atom-photon bound states with energies ±g given by the
± versions of (D2), respectively. As discussed in the main
text the bound states are very relevant in determining the
long time dynamics of the population and entanglement
of the emitters.
Appendix E: Analysis of the different scales involved
in the atomic evolution
In order to visualize in more detail the different be-
haviors discussed in Sec. IV, we extract the main time
scales of evolution for all the cases analyzed by consider-
ing the following general fitting function for the atomic
population Ptot(t):
F (t) = (I−s1) cos(atb)e−λ1t+s2
(
e−λ2t − 1)+s1. (E1)
Here, I is the initial value considered in each case,
P sstot = F (t → ∞) = s1 − s2 represents the steady state,
and a and b are fitting parameters that describe the com-
plex oscillatory behavior of the decay. Moreover, the fit-
ting function contains two decaying time scales: a first
rate λ1 that is present along the whole relaxation and can
be interpreted as the damping of the oscillations, and a
second decaying rate λ2 that determines the relaxation
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towards the steady state. Thus, we are now able to char-
acterize the time evolution of the atomic population with
three basic parameters: the steady state P sstot and the two
decaying rates λ1 and λ2. For more details on the fitting
analysis see Appendix F.
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FIG. 9. Two panels representing the values of the two decay-
ing scales for only two different conditions |ψ1〉 and |ψ2〉 with
the inter-atomic distance. We have considered ωS = 49 (top
panel) and ωS = 51 (bottom panel).
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FIG. 10. (Color online) Two panels giving the total popula-
tion of the steady state PSStot corresponding to s1 − s2 in (E1)
for the three different initial conditions |ψj〉 for j = 1, 2, 3 and
corresponding to different inter-atomic distances. We have
considered ωS = 49 (top panel) and ωS = 51 (bottom panel).
Appendix F: Fitting analysis
The accuracy of the fit of (E1) has been confirmed
when comparing it to other fit functions, as well as by
means of a statistical analysis. For instance, we consid-
ered (E1) without the term s2
(
eλ2t − 1) and we analyzed
the values of the root-mean-square deviation RMSD, de-
fined as
σ =
√∑
i (F (xi)− yi)2
N − p (F1)
where F is the fitting function calculated at the points
xi, for which the corresponding numerical value is yi, N
is the number of numerical points, and p is the number of
parameters in the fitting function. The value of σ for the
function without the second exponential decay is always
ten times the value of the σ for (E1). The latter was
of the order of 10−3, except for some cases in which it
reached values of the order 10−2.
Fig. 9 represents the value of λ1 and λ2 for two different
initial states |ψ1〉 and |ψ2〉, and considering the atomic
frequencies in the gap and in the band. For the initial
state |ψ1〉 and ωS within the gap, the most interesting fea-
ture is the presence of a large λ2, which describes a rapid
decay of the system to its steady state value, combined
with a much smaller decaying scale λ1, which indicates
the presence of a very slow damping for the Rabi oscilla-
tions around that value. In contrast, both decaying and
damping scales are equally dominant (and independent
of the relative position of the atoms) when the atomic
frequency is within the band. In addition, Fig. 10 shows
that the steady state presents a similar periodic behavior,
which is again particularly evident for states containing
initial coherences, |ψ2〉 and |ψ3〉, while for the initial state
|ψ1〉 is almost negligible.
Appendix G: Accuracy of the Dicke approximation
In some cases, it is convenient to further simplify the
Hamiltonian (A3) by considering the Dicke approxima-
tion such that [67]
HI = g
∫
dk
N∑
j=1
(
akσ
+
j + a
†
kσj
)
, (G1)
where it is assumed that all the atoms are coupled to
the field with the same strength, or in other words that
e−ikrj ≈ 1. In the standard quantum optical case where
the atoms are coupled to the radiation field within the
vacuum, the Dicke approximation can be safely consid-
ered in the limit of |k0|L  1, with k0 = 1/ξ the reso-
nant wavevector of the electromagnetic field and L is the
inter-atomic distance. Nevertheless, we have seen that
the performance of the weak-coupling approximation is
strongly modified by the presence of boundary conditions
that give rise to dramatic modifications in the photonic
13
density of states. As a consequence, atoms coupled to
such radiation field show very distinct dynamics with re-
spect to the vacuum case. Hence, we may expect that
the regime of validity of the Dicke approximation (and
therefore the presence of strong collective effects) is al-
tered too.
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FIG. 11. (Color online) ED(L, ωS) for atom 1. In the contour
plot the color scale for the z-axis goes from dark blue for zero
to bright orange for 0.5. The x-axis holds the values of the
distance between the two spins and the y-axis the values of
∆ = ωS − (A − B), the difference between the atomic dis-
tance and the band-gap edge. The inset represents the line
2|ξ| that represents the boundary between distances reached
by atom-atom couplings (where collective effects exist) and
larger distances where atoms behave as if they were coupled
to independent reservoirs.
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FIG. 12. (Color online) Two panels with the difference be-
tween the exact population for L = 10 and the one calculated
with the Dicke Hamiltonian (G1), also following t-DMRG. We
consider a single atom excited and initial states |10〉 (solid
blue) and |100〉 (dashed green); and as many excitations as
atoms, with initial state |11〉 (dotted blue), and |111〉 (dot-
dashed green).
To analyze this, we consider again two atoms with a
varying relative distance L and resonant frequencies ωS.
In addition, we assume as initial condition |ψ0〉 = |10〉.
Similarly as in Sec. III C for the analysis of the accuracy
of the ME, we analyze in Fig. 11 the time average of the
difference between the result obtained by considering the
Dicke approximated Hamiltonian and the original Hamil-
tonian (A3),
ED(L, ωS) =
1
T
∫ T
0
dt
∣∣PDicke1 (t, L, ωS)− PEx1 (t, L, ωS)∣∣
(G2)
where now PDicke1 (t, L, ωS) and P
Ex
1 (t, L, ωS) correspond,
respectively, to the population of the initially excited
atom as computed with the Dicke Hamiltonian (G1) and
the original one given by (A3).
It is found that at very short distances L . 1 the Dicke
approximation is indeed valid for any value of ωS. Besides
this case the Dicke approximation is also accurate in two
situations: in the band-gap edge and deep in the band
for certain periodic values of the atomic separation. In
contrast, the Dicke approximation performs very poorly
for atomic frequencies within the gap.
These results can be qualitatively explained in the
Markov limit by considering the behavior of the dissipa-
tive rates (15). Indeed, in the band-gap edge the length
of the atom-atom interactions ξ is infinite, which means
that all atoms are equally connected with each other
through the field, as is very well-described by the Hamil-
tonian (G1). Also, for frequencies within the band the
value of the atom-atom rates is periodic with a long pe-
riod λL = d0pi
√
B/2∆. Hence, the validity of the Dicke
approximation also displays such periodicity, particu-
larly in frequency regions well inside the band where the
Markovian-approximated rates (15) describe accurately
the dynamics. Finally, within the gap the Dicke approxi-
mation works at distances that are smaller than the min-
imum distance at which adjacent atoms are connected,
i.e. L < 2|ξ| (see this line in the inset of Fig. 12). Such
a line corresponds perfectly with the separation between
the blue region where the Dicke approximation works and
the yellow region where it is not a good approximation
because it overestimates the presence of collective effects.
To analyze the influence of the presence of more than
one excitation in the system, we display in Fig. 12 the
evolution of a quantity similar to (21),
E(t) =
1
t
∫ t
0
ds
∣∣PDicketot (s)− P totaltot (s)∣∣ . (G3)
where now PDicketot = N
−1
E
∑N
j=1 P
Dicke
1 computed
with (G1), and P totaltot is the same quantity computed with
the non-approximated Hamiltonian (A3), with both cases
calculated in t-DMRG. Here, the total population is di-
vided by the total number of excitations in the problem,
NE , and we consider NE = 1, 2, 3. As can be seen, the er-
ror between the prediction from the Dicke approximation
and the exact Hamiltonian is only sensitive to the number
of existing excitations when the atomic frequencies are in
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the gap. Hence, the inability of the Dicke approximation
to describe correctly the atom-photon bound state is even
more dramatic when more excitations are present.
Appendix H: Exact Diagonalization and DMRG
The Exact Diagonalization is the most straightforward
numerical method, as it consists in evolving the initial
state of the system by applying the unitary time evolu-
tion operator U = e−ıHt, where H is the full Hamiltonian
of the system. Since the dimension of the Hilbert space
grows with the number of excitations allowed in the sys-
tem and with the number of oscillators considered to rep-
resent the electromagnetic field, this method has several
numerical limitations and it is not suitable to simulate
very complex configurations. In detail, the dimension of
the Hilbert space is given by
N = dim(H) =
Na∑
i=0
Ne∑
j=i
(
Na
i
)(
No + j − i− 1
j − i
)
(H1)
with Na number of spins, No number of oscillators
(bosons) and Ne maximum number of excitations in the
system. In our case, we use the ED method for a single
excitation, by projecting the full Hamiltonian H in the
basis B = {|vac〉, |1j〉}, where now |vac〉 represents no ex-
citations neither in the atoms nor in the bath, and |1j〉
represents a single excitation at the site j representing
either atomic or bath observables. Projected in this ba-
sis, the size of H grows only linearly with the number of
atoms and environment oscillators, which leads to a short
computational time even when considering several hun-
dreds oscillators in the EM field. However, the number
of field oscillators that can be numerically implemented
when considering two excitations decreased dramatically,
compromising compliance with the requirement that the
bath should be sufficiently large so as to produce full
atomic relaxation without being affected by finite size
effects.
With such a limitation either an approximated method
such as the weak coupling ME or more performant nu-
merical methods like t-DMRG are needed to solve the
dynamics of the open system with more than one exci-
tation. To implement t-DMRG we used the toolkit by
Ian McCulloch [68] that is based on representing the full
system wave vector as a matrix product state of the form
|Ψ〉 =
∑
i1,··· ,iN
A[1]i1A[2]i2 · · ·A[N − 1]iN−1A[N ]iN
× |i1, i2, · · · , iN 〉. (H2)
Here |ij〉 represents the local basis of the particle site
i, which can either be an atom or a harmonic oscillator,
and A[k]i represent a set of matrices for each particle site
with a dimension (the bond dimension) that is larger the
more entanglement needs to be encoded.
The ladder structure (2) in which we have mapped the
system Hamiltonian contains only local couplings, which
ensures that at low energies the entanglement will grow
polynomially and not exponentially with the number of
degrees of freedom, and therefore that the required bond
dimension is small [69]. However, because of the pres-
ence of the spins in between the bosons, our Hamiltonian
produces interactions that are not only between nearest-
neighbor sites, but also between next-nearer neighbors.
For this reason, the time evolution can not be performed
with the standard Trotter-Suzuki algorithm, but rather
with a more sophisticated Krylov method. This is based
on using a Lanczos technique to dynamically generate a
basis of the most relevant states explored during the evo-
lution [41]. This evolution method was also checked with
time evolving block decimation [42–44]. The convergence
tests performed have lead us to set a truncation error
bound per time step of 10−5, a timestep of ∆t = 0.01
and a maximum number of Krylov vectors per step of
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