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Abstract. This research proposes to investigate the reliability of the
output of crowdsourcing platforms and its consistency over time. We
study the effect of design interface and instructions and identify critical
differences between two platforms that have been used widely in research
and data collection and evaluation. Our findings will help to uncover data
reliability problems and to propose changes in crowdsourcing platforms
that can mitigate the inconsistencies of human contributions.
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1 Introduction
There are many successful examples on the web of crowdsourcing platforms.
However, the features and services provided for the requesters vary from one
platform to another, and no single platform meets all the possible requirements
that the requesters may have.
We investigate the quality of the output of different platforms when the same
task design and dataset is used. To study the reliability and consistency of the
output of the platforms and to generalise the findings, we run a continuous
evaluation of existing datasets and replicate the task over multiple weeks.
2 Related Work
Crowdsourcing platforms evaluation. In this context, a study by [3] at-
tempts to validate Amazon Mechanical Turk (MTurk) as a tool for collecting
data in cognitive behavioural research. They designed several types of experi-
ments and compared the results with traditional laboratory ways of collecting
data. The study showed that the quality of the data collected under the experi-
mental conditions in MTurk is highly similar to the quality of the data collected
the traditional laboratory way. A similar case study was presented by [1], who
analysed the results of surveying the workers on their behaviour of using partic-
ular technologies. This research compared the results from MTurk and Survey
Monkey to those obtained using a traditional survey. They demonstrated that
crowdsourcing platforms can provide the same results and do it much faster when
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compared to the traditional way of collecting survey data [1]. Despite some con-
cerns related to the limitations of the technical and visual design of the task and
unexpected behaviour such as dropping out of a task before finishing it, collect-
ing data with crowdsourcing saves time and money and reach a wide range of
users in a few seconds [3].
A few papers highlighted the differences between crowdsourcing platforms.
In one of the recent studies, [6] introduced the new platform Prolific Academic
(ProA) and compared the result of this platform with CrowdFlower (CF) and
MTurk. The findings of this study recorded the highest response rate for par-
ticipants in CF and the highest data quality for the participants in ProA and
comparable to MTurk’s [6]. Another study [5] used Rankings website to col-
lect data and compare crowdsourcing platforms over two periods of time and
according to a number of criteria: type of service provided, quality and reliabil-
ity, region, online imprint. The findings of this study discuss the effect of the
platforms characteristics of their traffic data and popularity [5, 4].
Time consistency of tasks. studies by [2] investigate the creation of evaluation
campaigns for the semantic search task of keyword-based ad-hoc object retrieval
using crowdsourcing task. They used a sample of entity-queries from the Yahoo!
log and Microsoft log to evaluate the semantic search result. They prove that the
reliability of crowdsourcing workers and the quality of the result was comparable
to that of the experts even when repeating the same task over time [2]. Following
this work, [8] extend the continuous evaluation of information retrieval (IR)
systems using crowdsourced relevance judgments.
3 Research Questions
This research will address the following questions:
– RQ1: Is there a significant difference in the quality, reliability, and consis-
tency of the results for the same task repeated over a different time scale?
– RQ2: Is there a significant difference in the quality, reliability, and consis-
tency of the results for the same task performed on different platforms?
Answering RQ1 requires conducting a study where the same experiments will
be repeated on a different time scale. We replicated the experiment using the
same part of the dataset for the same assumption discussed in [2, 7] for measuring
repeatable and reliable evaluation over crowdsourcing systems. These studies
show experimental proofs that a crowdsourcing platform produces a scalable and
reliable result over a repetition time of one month. We examined the consistency
of the same task over a shorter time scale (once a week).
RQ2 offers an in-depth analysis and practical comparison of crowdsourcing
platforms. We investigated the replication of the same task over multiple crowd-
sourcing platforms and over different levels of workers’ experience and accuracy
as provided by each platform. Two of the most popular platforms, that have
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been used in crowdsourcing business and research studies of data evaluation and
acquisitions, that is, Amazon Mechanical Turk (MTurk) and Figure Eight (F8),
have been chosen for this study.
For both research questions and for each platform, we ran multiple types of
tasks and measured the stability of the performance over the variations of the
following factors:
– The quality of the task interface.
– The workers’ experience level provided by the platform.
The evaluation of these factors depended on the completion time of the task
and accuracy of the result. Moreover, with repeating the same task every week,
the overall time of completing the batch on each platform will be recorded.
4 Experimental Results: Phase 1
The experiments in this phase used the plain interface similar to the one pre-
sented in [2]. We repeated the same experiment five times (once every week)
and it was launched on the same day of the week and at the same time on each
platform. Each task consisted of 20 tweets to be judged by 150 workers. The
workers were rewarded with 0.15$ and they could do the task only once since
after they finished they were excluded from participating in another batch of the
task.
Fig. 1. Accuracy distribution over time.
Table 1 presents the results of the baseline phase experiments for the tweets
dataset with comparison between the two selected platforms. The results show
some consistency over the five runs on each platform. Workers were finishing the
task faster in MTurk, where the average time per assignment was approximately
4 minutes, while it took approximately 6 minutes in F8. The overall accuracy
Qarout et al.
for each run on MTurk was more than 73% whereas it was in the range of 60%
on F8 as shown in Figure 1. Although the results from MTurk are significantly
better than those from F8, the total completion time for the whole batch took
an average of 3 days in MTurk and 4 to 7 hours in F8.
Table 1. Results of five runs in MTurk and F8
MTurk F8
Average
Time per
Assignment
4 m, 16 s
4 m, 49 s
4 m, 24 s
4 m, 25 s
4 m, 37 s
6 m, 09 s
6 m, 33 s
6 m, 18 s
5 m, 30 s
5 m, 49 s
Avg.Accuracy
&
Standard deviation
0.73± 0.20
0.76± 017
0.76± 0.14
0.74± 0.19
0.76± 0.14
0.63± 0.28
0.66± 0.25
0.67± 0.25
0.66± 0.27
0.64± 0.28
Completion
Time for
the Batch
3 d, 00 h, 14 m
3 d, 01 h, 29 m
2 d, 08 h, 36 m
3 d, 13 h, 54 m
3 d, 03 h, 28 m
05 h, 11 m
04 h, 45 m
07 h, 10 m
04 h, 43 m
04 h, 04 m
A two-way ANOVA was conducted to examine the effect of repeating the
same task several times and on two different platforms on the accuracy of the
results (Table 2). There was a statistically significant interaction between the
effects of repeating the task on different platforms on the accuracy p < 0.05.
There were no differences between running the experiment several times on each
platform which indicates the consistency of the outcome of each platform. We
will investigate the reasons for having this difference accuracies.
Table 2. Results of 2 ways ANOVA test.
sum sq df F PR(>)
C(Platform) 3.65 1.0 71.4 0.68e-16
C(Time) 0.17 4.0 0.84 0.49
C(Platform):C(Time) 0.08 4.0 0.42 0.80
Residual 76.17 1490.0 NaN NaN
5 Future Directions
For the advanced phases of this study, we will investigate why we had these
results in the first phase. One of the reasons could be the workers’ diversity and
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their level of experience. Another reason could be the variation of the amount
of payment for different channels in F8. With this study, we hope to reach a
reasonable level of understanding what are the best strategies and advise crowd-
sourcing users on the best way to achieve better service from the system.
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