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The Mountain Pass Alternative* 
MARTIN SCHECHTER 
University of California, Irvine, California 92717 
We present a form of the mountain pass lemma which allows one to restrict the 
paths to a bounded region. As a result one obtains an alternative. One obtains a 
critical point or an eigenvalue. Applications are given to semilinear elliptic bound- 
ary value problems (both sublinear and superlinear). o 1991 Academic press, IK. 
1. INTR~DU~~~~N 
The mountain pass lemma is a very useful tool in solving variational 
problems (cf. e.g., [4-9, 13, 18, 20-231). The lemma seeks to find a solution 
of 
G’(u) = 0, uzo (1.1) 
for a C’ functional G on a real Banach space B. In its simplest form the 
lemma assumes that there are numbers p E R, 6 > 0 and an element 
e # 0 in B such that 
while 
G(O) <P, G(e) <P, (1.2) 
G(u) 2~ for llull = 6 < /lell. (1.3) 
The approach is to consider all paths connecting 0 and e hoping to find 
one on which the maximum of G is no greater than its maximum on any 
other path. If such a path exists, it is quite easy to show that it will contain 
a solution u # 0 of (1.1). A basic problem is that the competing paths 
need not be bounded as the maximum values of G approach the optimal 
one. Thus a traveler who is trying to cross a mountain range without 
climbing higher than necessary might have to travel to infinity in the 
process. A very convenient method of dealing with this problem is to 
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require G to satisfy the Palais-Smale (PS) condition. This requires that a 
sequence (L+, c B satisfying 
G(Q) + c, G’(u,) + 0 (1.4) 
have a convergent subsequence. When this condition is added, one can 
indeed find a desired solution. The (PSI condition has the effect of 
allowing one to deal with unbounded regions in a uniform way [4, 201. One 
can weaken it and obtain the same result by controlling the growth of 
IlG’(u)ll-’ near infinity [7, 9, 231. 
A recent approach by the author has been to restrict the competing 
paths to certain regions [18, 21, 221. The problem here is that we lose the 
ability to solve (1.1) when the curves strike the boundary. The method of 
the author has been to impose a boundary condition to prevent competing 
paths from leaving the region. 
The purpose of the present paper is to examine the situation when no 
boundary condition is imposed. Even though the ability to solve (1.1) is 
lost, a very interesting alternative is obtained. We use a Hilbert space and 
a local weakened substitute for the (PS) condition. We obtain the follow- 
ing alternatives: 
I. Either 
(a) there are at least two solutions of (1.1) or 
(b) for each R > llell there is at least one solution of 
G’(u) = @u, P < 0, IMI = R. (1.5) 
II. Either 
(a) there is at least one solution of (1.0, or 
(b) for each R > llell there are at least two solutions of (1.5). 
Details are given in Section 2. Interestingly enough, the proofs of these 
alternatives are based upon a theorem involving boundary conditions (cf. 
Section 3). In Section 4 we apply I and II to the study of nonlinear elliptic 
boundary value problems. As an illustration, let A 2 A0 > 0 be a selfad- 
joint operator on L*(n) corresponding to a well-posed elliptic boundary 
value problem of order 2m on a bounded domain R c R” (we assume that 
the boundary XI of IR as well as the coefficients of the operator and 
boundary conditions are smooth with all functions real valued). Let f(x, t) 
be a Caratheodory function (cf. Section 4) such that 
If(x,t)l 5 qltlq-’ + I), x E Ln, t E R (1.6) 
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and 
where 
F( X, t) < ;A,( 1 - E)t2, t2 < 6, (1.7) 
q < 2n/(n - 2m), 2m < n 
< 03, n 5 2m 




and E, 6 are positive constants. Assume that there is a u0 # 0 such that 
W,,u,) I2 / F(x,u,) dx. (1.11) R 
Then we have 
THEOREM 1.1. The following alternative holds: Either 
(a) There are at least two solutions of 
or 
Au =f(x,u), u E D \ (0) (1.12) 
(b) For each R > L4u,, u,) there is a solution of 
Au = hf(x,u), (Au,u) =R, O<h Cl. (1.13) 
THEOREM 1.2. The following alternative holds: Either 
(a) there is at least one solution of (1.12), or 
(b) for each R > (Au,, uO) there are at least two solutions of (1.13). 
In Section 4 we consider more general situations including unbounded 
domains R. In the absence of the (PS) condition, the mountain pass 
lemma says that if one is willing to go to infinity, one will eventually walk 
level. The mountain pass alternative says that if one is not willing to go to 
infinity, then one will either walk level at some point or fall off a cliff. 
2. THE ALTERNATIVE 
In this section we shall prove the mountain pass alternative based on a 
bounded mountain pass theorem using a boundary condition. Let H be a 
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real Hilbert space, and let 
B, = (u E HI llull I R} (2.1) 
denote the ball of radius R > 0. We consider a functional G(u) defined on 
B, which satisfies the following hypotheses: 
I. G(u) E C’(B,,R). 
II. There is an element e # 0 in B, and a 6 > 0 such that 
G(O),G(e) <P := ,,i$G(u). (2.2) 
u 
Let S denote the set of continuous mappings q from [O, 11 to BR such that 
90(O) = 0 and q(l) = e. We define 
We shall use the following notation: 
v(u) := (G’(u)+) 
P(u) := 44/11412~ uzo 





THEOREM 2.1 (The mountain pass alternative). In addition to hypothe- 
ses I and II assume that 
-v(u) I M, if Ilull = R. 
Then the following alternative holds: Either 
(a) there is a sequence {u,J c BR such that 
G(u,J -, c 
G’(u,J + 0 strongly in H 
or 
(b) there is a sequence {u,} c B, such that (2.8) holds and 
IIuAI = R 
Jw+J + 0 strongly in H 
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The proof of Theorem 2.1 will be given in the next section. Now we 
present some consequences. We add the following hypothesis: 
III. If {uk} is a sequence satisfying 
IMI 5 R, ‘+,c) + c (2.13) 
WUk) -+ 0 strongly in H (2.14) 
limsupv(u,) 5 0 (2.15) 
then (uJ has a convergent subsequence. 
We have 
THEOREM 2.2. Under hypotheses I-III and (2.7) the following alternative 
holds : Either 
(a) there is a solution u E BR of 
G’(u) = 0, G(u) = c (2.16) 
Or 
(b) there is a solution of 
G’(u) = pu, P < 0, ll4l = RT G(u) = c. (2.17) 
ProoJ Either (a) or (b) of Theorem 2.1 holds. If (a) holds, then (2.9) 
implies 
v(u/J -+ 0. (2.18) 
Consequently (2.13)-(2.15) hold. By hypothesis III there is a convergent 
subsequence. The limit of this subsequence will satisfy (2.16) by (2.8) and 
(2.9). If option (b) of Theorem 2.1 holds, then so do (2.13)-(2.15). Thus a 
renamed subsequence converges strongly to some u E BR. Thus 
G(ux-) + G(u), G’(+J + G’(u), +,J + v(u), P(ud + P(u). 
Hence (2.10)-(2.12) imply that 
G’(u) = P(u>u, P(u) < 07 Ilull = R, G(u) = c. 
Thus u is a solution of (2.17). 0 
THEOREM 2.3. Zf hypotheses I-III and (2.7) hold for each R > [IelI, then 
the following alternative holds: Either 
(a) there is a solution u # 0 of G’(u) = 0 or 
(b) for each R > II e II there is a solution of 
G’(u) = /3u, P < 0, Ilull = R, G(u) = cR. (2.19) 
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Proof We apply Theorem 2.2 for each R. Note that a solution of (2.16) 
cannot vanish by (2.2) and (2.3). 0 
For some applications it is convenient to add the assumptions 
G(e) I G(0) (2.20) 
and hypothesis 
IV. G(u) is weakly lower semicontinuous (i.e., lower semicontinuous 
with respect to weak convergence). 
THEOREM 2.4. Under hypotheses I-IV, (2.71, and (2.201, the following 
alternative holds: Either 
(a) there are at least two solutions of 
G’(u) = 0, u # 0. (2.21) 
or 
(b) for each R > llell there is at least one solution of 
G’(u) = /3u, P < 0, IWI = R. (2.22) 
THEOREM 2.5. Under the same hypotheses, the following alternative holds: 
Either 
(a) there is at least one solution of (2.21) or 
(b) for each R > [IelI there are at least two solutions of (2.22). 
Proof of Theorem 2.4. Assume that there is an R > llell for which (2.22) 
has no solution. Then by Theorem 2.2, (2.16) has a solution u # 0. Let 
cx = infG(u). 
B.Q 
(2.23) 
In view of hypothesis IV it is easy to show that there is a C E B, such that 
G(a) = LY. By (2.20) we may assume that fi # 0. If llcill = R, 1; will be 
either a solution of (2.21) or (2.22). Since (2.22) has no solution, li must 
satisfy (2.21). Moreover, since 
a I G(e) < p I cR, (2.24) 
we see that fi does not satisfy (2.16). Hence there are two nonzero 
solutions of (2.21) in B, and (a) holds. •I 
Proof of Theorem 2.5. Assume that there is no solution of (2.21). Then 
by Theorem 2.3 for each R > [IelI there is a solution of (2.19). Moreover, 
we saw in the proof of Theorem 2.4 that there is an element fi # 0 which 
minimizes G on B,. This element cannot be in the interior of B,, for then 
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it would be a solution of (2.21). It must therefore be a solution of (2.22). It 
cannot satisfy (2.19) because of (2.24). Hence (2.22) must have at least two 
solutions. 0 
LEMMA 2.6. Zf 
A. There is a dense subset V of H such that 
h, -+hweaklyinHimpliesG’(h,)v + G’(h)v tlv E V (2.25) 
and 
B. There is an F > 0 such that v(u) - elfu11* is weakly lowersemicon- 
tinuous, 
then hypothesis III and (2.7) hold. 
Proof. Clearly (2.7) follows from B. To show that hypothesis III holds, 
let {uk} be a sequence satisfying (2.13)-(2.15). By (2.13) there is a renamed 
subsequence converging weakly to some u E B, such that 
IlUkll -+ r, I&) --j I, 5 0, @(IL,) + p := v/r* < 0. (2.26) 
Note that we may assume that r > 0 (actually the second part of (2.13) 
guarantees it). Now (2.14) implies that 
G’(u,c) + Pu weakly in H. (2.27) 
A now implies that 
G’(u) = /?u. 
Moreover, B now gives 
(2.28) 
(p - E)llUll* = v(U) - .5llull* I v - .5r2 = (fl - e)r*. 
Since p I 0, we see that r I lluI1. Consequently uk + u strongly. 0 
3. THE USE OF A BOUNDARY CONDITION 
We now give the proof of Theorem 2.1. We base the proof on the 
following bounded form of the mountain pass lemma. 
THEOREM 3.1. In addition to hypotheses I and II of Section 2 assume 
that there are constants E > 0 and 0 < 1 such that 
v(u) + OZ?llG’( u) 11 2 0 (3.1) 
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for all u E H satisfying 
IG(u) - cl I 3e, Ilull = R. (3.2) 
Then one can find a sequence (uk} c B, such that (2.8) and (2.9) hold. 
Before we prove Theorem 3.1, let us show how it implies Theorem 2.1. 
Proof of Theorem 2.1. First assume that there is no sequence satisfying 
option (b) even if we allow equality in (2.12). Then there would be positive 
constants E, b such that 
IlX(u)ll 2 b (3.3) 
for all u satisfying (3.2) and 
v(u) IO. (3.4) 
Let 0 < 1 be such that 
0 < CL-* - 1 I R2b2/M2 (3.5) 
(where M satisfies (2.7)). Then for u satisfying (3.2) and (3.4) we have 
O-2v(u)2 I R2/lX(u)j12 + v(u)’ 
= R211G’(4112, (3.6) 
since 
IlW4ll’ = llXWl12 + IIuII-~~u)~. (3.7) 
This implies (3.1) for all such U. On the other hand, inequality (3.1) holds 
trivially for all u satisfying (3.4). We can now apply Theorem 3.1 to 
conclude that option (a) holds. 
Finally, assume that there is no sequence satisfying option (b), but there 
is one if we replace (2.12) with 
V(Uk) -+ 0. (3.8) 
In this case p(u,) -P 0 and (2.11) implies (2.9). Thus option (a) holds in 
this case as well. q 
In proving Theorem 3.1 we shall make use of the following lemma 
proved in [18, 21, 221. 
LEMMA 3.2. Let Z(u) be a continuous function from B, to H such that 
Z(u) # 0 for u E E := BR \ (0). Assume that there is a closed subset Q of E 
and a 0 < 1 such that 
(ZW,4 + @llZ(u)ll Ilull 2 0, u E Q. (3.9) 
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Then for each (Y < 1 - 0 there is a locally Lipschitz mapping Y(u) from E to 
H such that 
(Z(u>,Y(u)) 2 allZ(u)ll, u E E (3.10) 
(Y(u),u) > 0, u E Q (3.11) 
and 
IIY(u)ll s 13 u E E. (3.12) 
Proof of Theorem 3.1. If there were no sequence satisfying (2.8) and 
(2.9), then there would be positive constants E, b such that 
IlG’(u)ll 2 b (3.13) 
for all u E B, satisfying 
IG(u) - cl I 2~. (3.14) 
We may assume that 3~ < min{p - G(O), p - G(e)}. Reduce e if neces- 
sary so that (3.1) holds for all u satisfying (3.2). Let 
Q, = {u E B,I IG( u) - cl I e} (3.15) 
Q2 = (u E B,I IG(u) - cl 2 24 (3.16) 
v(u) = d(u, Q,)/[d(uQ,) + d(u, Qd]. (3.17) 
Then q(u) is a Lipschitz continuous function which equals 1 on Q,, 
vanishes on Q,, and satisfies 
0 < 17(u) < 1, uPQ,uQ,. (3.18) 
By Lemma 3.2 there is a locally Lipschitz continuous mapping Y(U) such 
that 
(G’(W,‘(u)) 2 dG’(u)ll, IIY(u)ll 51, u E E (3.19) 
and 
V(44 > 0, u satisfies (3.2)) (3.20) 
where (Y < 1 - 0. By (2.3) there is a rp E S such that 
GM)) < c + E, OlSll. (3.21) 
We let a(t) = act, S> be the solution of 
da/dt = -77(a(t)>Y(a(t))/llY(a(t))ll (3.22) 
a(% s) = cp(s) * (3.23) 
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Since Y(U) is Lipschitz continuous and does not vanish, a(t, s) exists for 
all t > 0 and s E [O, 11 provided it does not exit BR. Now 
41~(~)112/~~ = W(t), cw) 
= -277(a(t))(Y(a(t)),a(t))/llY(a(t))ll. (3.24) 
In the neighborhood of any point of dB,, the expression 
-rlwowd4 (3.25) 
is negative if the point is not in Q2 by (3.18) and (3.20). On the other 
hand, the expression (3.25) is nonpositive in the neighborhood of the point 
if it is in Q2. Thus the right-hand side of (3.24) is nonpositive in the 
neighborhood of each point of dB,. Thus a(t) cannot exit B, by (3.24) 
and a(t) is in B, for all t 2 0. 
Now by (3.19) and (3.22), 
dGbO))/dt = (G’(dO), dt)) 
= -~(a(t))(G’(a(t)),Y(a(t)))/llY(a(t)>ll 
I 0, t 2 0. (3.26) 
Thus 
dG(a(t))/dt I -cub, a(f) E Q, (3.27) 
by (3.13) and (3.19). In particular, we have 
G(a(t,)) I G(a(t,)), 0 s t, I t,. (3.28) 
Let T = 2c/ba. If q&s) is not in Q,, then it must satisfy 
GbW) < c - E, (3.29) 
since (3.21) excludes the possibility of G(cp(s)) 2 c + E. Thus by (3.28) 
G(a(T,s)) I G(q(s)) <c -E. 
If q(s) is in Q,, let I, be the largest value in [0, T] such that a(t, s) is in 
Q, for 0 I f I t,. If t, # T, we must have 
G(a(t,, s)) = c - E. 
Hence by (3.28), 
G(a(T,s)) I G(a(t,,s)) = c - E. 
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If t, = T, then ~(t, S) is in Q, for 0 I t I T, and we have, by (3.27), 
G(a(t,s)) I G(cp(s)) - c&T <c + E - 2.5. 
Thus 
G(a(T,s)) I c - E, O<Sll. 
Also, since 0 and e are in Q2 by (2.2) and our choice of E, 
a(t,O) = 0, a( t, 1) = e, OstsT. 
(3.30) 
Hence $(s> := a(T, s) is in S. But then (3.30) contradicts (2.3). This 
means that a sequence satisfying (2.8) and (2.9) must exist. 0 
4. AN APPLICATION 
In this section we apply the theorems of the preceding section. Let A be 
a selfadjoint operator on L*(a), where 0 is a domain (bounded or 
unbounded) in R”. We assume that A 2 A, > 0 and that 
c;( cl) c D := D( A”2) c fP2( a)) m > 0, (4.1) 
where C;(n) denotes the set of test functions in R (infinitely differen- 
tiable functions with compact supports in Ln) and H”s2(Ln) is the Sobolev 
space with norm 
IIan, = ( c IlD’u11’)1’2. (4.2) 
ICLl~m 
Let f(x, t) be a Caratheodory function on R x R. This means that f is 
continuous in t for a.e. x E R and measurable in x for every t E R. We 
let 
q* := 2n/( n - 2m), 2m < n 
:= co, n I2m 




(I) There is a constant q such that 
2<q<q* (4.5) 
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and a function V(x) 2 0 such that multiplication by I/ is a compact 
operator from D to L*(n), V E L4(fl> and 
If(x,t)l 2 ~(~)q(ltlq-’ + I>, x~R,teR. (4.6) 
(II) There are positive constants E, 6 such that 
F( n, t) I +A,( 1 - &)P, t* < 6. 
(III) There is a ua E D \ (0) such that 




G(u) := (Au,u) - 2@x,u) dx. (4.9) 
We have 
THEOREM 4.1. Under hypotheses (I)-(110 given above, the following 
alternative holds : Either 
(a) there are at least two solutions of 
Au =f(v& u ED \ (O} (4.10) 
or 
(b) for each R > (Au,, u,) there is a solution of 
Au = Af(x, u), u ED, (Au,u) = R, 0 < A < 1. (4.11) 
THEOREM 4.2. Under the same hypotheses, the following alternative holds: 
Either 
(a) there is at least one solution of (4.10) or 
(b) for each R > (Au,, u,> there are at least two solutions of (4.11). 
Proof of Theorems 4.1 and 4.2. First we note that (I) implies that G(u) 
given by (4.9) is continuously Frechet differentiable on D with 
(G’(u)+) = 2(Au,u) - 2/nf(x,u)u&, u,v ED. (4.12) 
This follows from the inequality 
I n wdq14~)lq-‘l~(~)I Q!x s Il~41~-‘llwlq 
5 clI4146’ll%7 (4.13) 
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Moreover, by (4.7), 
JIU(ID := (pP2ull. 
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(4.14) 
G(u) r e(Au,u) + (1 - &)(Au,u) - +A,,(1 - ~)llull~ 
- C/ u2>6 
V”( lzq + cP-q)‘2(uIQ) dx 
2 (E - C,(Au,u)‘q’2’-1)(Au,u) 2 pllull;, 
where p > 0 for 11~11~ sufficiently small. Thus hypotheses I and II of 
Section 2 are satisfied with e = uO, H = D. Next we show that A and B of 
Lemma 2.6 are satisfied. We take I/ = Ct((n). If h, -+ h weakly in + 
then I%, + vh strongly in Lq(fl) by (I). Thus 
and A holds. To prove B, we note that 
/ nf(x’ u)uh @m 
is weakly continuous on D. In fact, if uk --f u weakly in D, then I/U, + VU 
strongly in Lq(fl) and a renamed subsequence converges a.e. in a. Since 
If( x, U/JU/J I V(x>“[ lq14 + IUkl] 
and the right-hand side converges in L’(fl) to 
Jwqn4q + lull? 
we have 
/ nf’ x,u,)u,du + / f(x,u)u&. (4.17) 
Since 
(G’(u), u) - 4~11; = (2 - 4lbll:, - 2 jofk ubh, (4.18) 
we see that the left-hand side of (4.18) is weakly lower semicontinuous. 
Thus B holds. Finally, we check that hypothesis IV of Section 2 is valid in 
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our case. Since 
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lF(x, t>l 5 cw)q[l~lq + Ml 
by (4.6), we can apply the same argument that proved (4.17) to prove 
(4.19) 
From this, IV follows immediately. To prove Theorem 4.1 we apply 
Theorem 2.4 using (4.12). Note that u satisfies (2.22) if and only if it 
satisfies (4.11) with A = 2/(2 - p). To prove Theorem 4.2 we apply 
Theorem 2.5. q 
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