ABSTRACT In this paper, a distributed adaptive critic design-based asymptotical cooperative tracking control scheme is established for a class of unknown high-order multi-agent systems with disturbances on undirected graphs. The cooperative tracking problem of high-order multi-agent systems is first transformed to the stabilizing problem of filtered tracking errors dynamic systems, which only depend on the information from neighboring agents. Then, a novel distributed adaptive critic design-based controller is developed for the newly obtained filtered tracking errors dynamic systems. The special local filtered tracking errors and local critic signals are defined for facilitating the implementation of distributed adaptive critic design. Novel distributed weights updating laws for critic neural networks, actor neural networks, and adaptive parameters are proposed. Furthermore, the RISE technique is introduced to suppress the external disturbances and neural network approximation errors. The asymptotical stability of a closed-loop system is demonstrated by using Lyapunov stability theory. Finally, a simulation example justifying the effectiveness of the proposed control scheme is given.
I. INTRODUCTION
The cooperative tracking control of multi-agent dynamic systems with applications to formation of mobile robots [1] , multi-vehicles systems [2] , unmanned aerial vehicles (UAVs) [3] , and wireless sensor networks [4] and so forth, has attracted much attention from the control community in recent years. In the cooperative tracking control formulation, the objective is to design distributed controllers such that the states of the followers converge to those of a time-varying leader in the presence of only local information interactions. Several relevant results have been obtained such as [5] - [16] which promoted the development of cooperative tracking control research greatly. Among them, the agents with singleintegrator kinematics were considered in [5] - [9] , the agents with double-integrator dynamics were studied in [10] - [12] , and the agents with Euler-Lagrange mechanical systems were researched in [13] - [16] . In practice, however, many practical engineering systems are modeled by high-order dynamics.
For instance, a single link flexible joint manipulator can be modeled by a fourth-order nonlinear system. On account of the increasing system complexity and interaction between the system dynamics and control design, it is a challenging task to extend the cooperative tracking controller design method fit to first-and second-order systems to high-order systems directly. Several efforts have been made on handling with this difficult problem. In [17] - [21] , neural adaptive controllers for cooperative tracking of high-order nonlinear systems with unknown dynamics were developed where neural networks (NNs) were usually employed to approximate the unknown nonlinear dynamics. In [22] , the fixed-time leader-follower consensus problem for high-order integrator multi-agent systems subject to matched external disturbances was coped with by distributed observer-based consensus tracking design approach. Nevertheless, the aforementioned works did not consider the impact of neural networks approximation errors on tracking performance. Consequently, the tracking errors are bounded by residual errors rather than convergent to zero, i.e., uniformly ultimately bounded (UUB).
On the other hand, the adaptive critic design (ACD) as an intelligent control approach has been fully investigated in the past few years. One adaptive critic design-based controller generally involves two NNs, which includes an actor NN generating the control input and a critic NN evaluating the control performance for performance improvement. Several ACD-based controllers have been proposed for solving the tracking or stabilizing problems of continuous-time nonlinear systems [23] , [24] , discrete-time nonlinear systems [25] , [26] and parabolic partial differential equation systems [27] . As stated in [23] and [24] , the ACD method can obtain better performance than traditional neural adaptive methods as a result of introducing actor-critic architecture. Note that the single agent dynamic systems were considered in the abovementioned references. As we known, it is nontrivial to extend existing ACD methods for single agent dynamic systems to solve the cooperative tracking problem of multi-agent dynamic systems. One major challenge is that only a part of agents can have access to the desired reference trajectory, which requires the distributed control scheme instead of the centralized one consequently. In [28] , the design of distributed cooperative H∞ optimal controllers for multiagent systems in strict-feedback form was developed which can guarantee the UUB stability of closed-loop systems. Our previous work in [29] addressed the cooperative tracking problem of a class of second-order multi-agent systems based on ACD approach and obtained asymptotical tracking result. However, to the best of the authors' knowledge, the asymptotical cooperative tracking control problem of unknown highorder multi-agent systems with disturbances in the framework of ACD has not been discussed, which motivates our research.
In this paper, a distributed ACD-based control scheme is proposed for the cooperative tracking of high-order nonlinear systems with unknown nonlinear dynamics and disturbances on undirected graphs. For each agent, an actor NN is utilized to compensate for the unknown nonlinearity, and a critic NN is utilized to obtain a critic signal for updating the weights of actor NN. Furthermore, inspired by [30] , the robust integral of sign of the error (RISE) technique is utilized to suppress the external disturbances, the actor NNs and the critic NNs approximation errors. Finally, a simulation example of third order multi-agent dynamic system is provided to validate the effectiveness of the proposed control scheme.
This paper extends the results of [23] , [24] , and [29] to the cooperative tracking control of unknown high-order multiagent systems for the first time. The major contributions of this paper can be summarized as follows:
(1) The asymptotical cooperative tracking result is obtained instead of the UUB results presented by the aforementioned results in [17] - [22] .
(2) The special local filtered tracking errors and the local critic signals are defined to facilitate the designing and implementing of distributed ACD-based control scheme.
(3) Novel weights updating laws for actor NNs, critic NNs and adaptive parameters only depending on the local neighbor information are proposed. Thus, the proposed ACD-based tracking control scheme is a distributed one in essence.
The paper is organized as follows. In section II, the asymptotical cooperative tracking problem of unknown high-order multi-agent dynamic systems with disturbances on undirected graphs is introduced, and the required background information is presented. Then, a new distributed ACD-based control scheme is established in section III. In section IV, the asymptotical stability analysis of closed-loop system is presented. In section V, simulation results are given. Finally, the conclusion is drawn in section VI.
Throughout this paper, the following notations will be used. R n denotes the n-dimensional Euclidean space. R n×m denotes the set of n × m real matrices; || · is the Euclidean norm of a vector; tr{·} is the trace of a matrix; λ{·} is the set of singular values of a matrix, with the maximum singular value λ max {·} and the minimum singular value λ min {·}; I denotes the identity matrix with appropriate dimensions; 1 = [1, 1, . . . , 1] T ∈ R N is a unitary column vector.
II. PROBLEM STATEMENT AND PRELIMINARIES
Consider a class of multi-agent systems composed of N (N ≥ 2) agents, described by the Brunovsky forṁ
where
is the state vector of agent i, x i,m ∈ R is the mth state; f i (·) ∈ R M → R is unknown and assumed to be locally Lipschiz in R M with f i (0) = 0; u i ∈ R is the control input; d i ∈ R is an external disturbance.
Assumption 1: The external disturbance d i and its first-order and second-order time derivatives are bounded (j) denotes the jth derivative with respect to time.
The dynamic of the leader agent is described bẏ
→ R is piecewise continuous in t and locally Lipschitz in x 0 with f 0 (t, 0) = 0 for all t ≥ 0 and x 0 ∈ R M which is unknown to all other agents. The desired signals x 0,m , m = 1, . . . , M and their first-order and second-order derivatives are assumed to be bounded.
In this paper, the communication among the agents is depicted by an undirected graph G = (V, E), where V = 1, . . . , N is the set of vertices, and E ⊆ V × V is the set of edges. The undirected graph is assumed to be Lemma 1 [31] : If G is a connected undirected graph and at least one agent has access to the desired trajectory, then H is symmetric and positive definite.
Lemma 2 [32] : All of the nonzero eigenvalues of L are real and positive for an undirected graph. Zero is a simple eigenvalue of L and the associated eigenvector is 1 if and only if the undirected graph is connected, where
∈ R N is a unitary column vector. The object of asymptotical cooperative tracking control is to establish a distributed ACD-based control scheme for the multi-agent systems given in (1) such that the states of all agents can track the desired trajectory asymptotically.
III. DISTRIBUTED ACD-BASED CONTROL SCHEME
In this section the distributed ACD-based control scheme is developed. At first, the cooperative tracking problem is transformed to the stabilizing problem of filtered tracking errors dynamic system. Then, the distributed controller with actor-critic architecture is proposed.
A. FILTERED TRACKING ERRORS DYNAMIC SYSTEM
For the reason that the desired trajectory information is not available to all agents, to begin with the controller design, the neighborhood synchronization errors are defined as
. . .
where b i is not zero for at least one agent. The dynamics of neighborhood synchronization errors is given as followṡ
e i,2 = e i, 3 . . .
Then, for facilitating the transformation of controlled problem, we define the local filtered tracking errors ξ i,1 , ξ i,2 , . . . , ξ i,m and r i for agent i as follows
where α m > 0, m = 1, . . . , M are the control gains. The local filtered tracking errors ξ i,m , m = 2, . . . , M can be expressed in terms of the tracking error ξ i,1 and its derivatives as
where C mj ∈ R is a positive constant obtained from substituting (7) in (5) and comparing coefficients. It can be easily shown that C mj = 1 when j = m − 1.
To simplify the following analysis, define the concatenated (5) and (7), we havė
According to (6) , the following expression can be obtained
Since
Because of H being of full rank and α M being positive, the convergence of ϒ(t) will guarantee the convergence of ξ M (t). Based on (3), (7), (8) and (9), we havė
where (10) , where F(X a ) is a smooth unknown function of the desired trajectory x 0 , (10) can be rewritten aṡ
where the auxiliary function S is defined as S = F(X ) − F(X a ). Through system transformation, the cooperative tracking problem of original multi-agent system (1) has been converted into the stabilizing problem of filtered tracking errors dynamic system (11) . Subsequently, the control scheme with the actor-critic architecture is developed. The actor NNs design and the critic NNs design are given in subsections B and C, respectively.
B. ACTOR NN DESIGN
For each agent, an actor NN is utilized to approximate the unknown nonlinearity f i (x 0 ), the purpose of which is to compensate for unknown function F(x a ) in (11) . According to Stone-Weierstrass approximation theorem, f i (x 0 ) can be approximated by
is the input of actor NN, W ai ∈ R m i +1 is the ideal weight of output layers of actor NN bounded byW ai . V ai ∈ R (M +1)×m i is the weight of hidden layers, which can be selected as a random constant matrix. m i is the number of neurons in the hidden layer. ε i (x a ) is the NN approximation error.
According to (12) , F(x a ) can be expressed as
To achieve the control objective, the cooperative tracking control law is designed as follows
whereŴ a = diag{Ŵ ai },Ŵ ai is the weight estimate of output layer of actor NN for agent i, µ a (t) is the RISE feedback term defined as
According to (15) , we havė
Remark 1: The RISE feedback term µ a (t) is designed to compensate for actor NN approximation errors and external disturbances such that the all the agents can track the desired trajectory asymptotically (i.e. cooperative asymptotical result) rather than with bounded residual errors (i.e. cooperative UUB result) as described in [17] - [22] .
Using (11), (13) and (14), we havė
whereW a = W a −Ŵ a . The weights update law of the actor NNs is designed aṡ
. . , N denote an arbitrary positive definite matrix, R(t) ∈ R is the subsequently designed critic signal; proj(·) is a smooth projection operator used to guarantee the weight estimatesŴ a (t) being bounded, andŴ c (t) is the weights estimate for the critic NNs. Decompose (18) into two parts asẆ
Utilizing (14) - (16), (19) (20) whereÑ (t) and N R (t) are defined as
Further, divideN (t) into two terms as
Using the mean value theorem, we can find that
where (18), we can obtain the following inequalities
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and
where ζ i ∈ R, i = 1, 2, . . . , 7 are computable positive constants.
C. CRITIC NN DESIGN
To perform the subsequent stability analysis and guarantee the controller being distributed, a special local critic signal R i (t) ∈ R for agent i is defined as (27) whereŴ ci ∈ R n i ×1 is the NN weight estimate for the output layers of critic NN, V ci ∈ R 2×n i is the NN weight for the hidden layers of critic NN which is selected as a random constant matrix; σ (·) is the critic NN activation function. The auxiliary adaptive term ν i and a RISE-like term ψ i are generated aṡ
T . Then, we have
The weights update law for the critic NNs is proposed aṡ
where c = diag{ c1 , c2 , . . . , cN }, c1 is an arbitrary positive definite matrix, proj(·) is a smooth projection operator. Using (17) , the time derivative of the critic signal is derived asṘ
Using mean value theorem, we can find that
where ζ 8 ∈ R is a computable positive constant; the bounding function ρ 2 (·) is a positive, globally invertible, and nondecreasing function. Remark 2: For each agent, the critic signal R i includes the output of critic NN, a RISE-like term ψ i and an adaptive term ν i . The critic NN is used to evaluate the control performance and tune the weights of actor NN. The RISE-like term is used to suppress the disturbance and critic NN approximation errors. And the adaptive term is introduced to guarantee the closed-loop stability which can be seen the subsequent stability analysis.
IV. STABILITY ANALYSIS
In this section, the stability analysis will be performed. The following lemma will be used in following stability analysis.
Lemma 3: A function P(t) ∈ R defined as below is positive semi-definite
where L(t) ∈ R is generated bẏ
provided that the control gain γ i , i = 1, 2, 3 satisfy the following inequalities
where ζ i , i = 1, 2, 3, 4, 5, 6, 7 is described in (25) and (26) .
Proof: The term L(t) is given as
Using (39), we have
According to (25) - (26), we have
Provided that γ i , i = 1, 2, 3 are selected according to (36),
Consider the high-order multi-agent systems (1) on connected undirected graph G. Supposed that at least one agent has access to the desired trajectory information. Let the control input be provided in (14) and (15) . And the weight s of actor NNs and critic NNs are updated by (18) and (31), respectively. The adaptive parameters are tuned by (28) and (29) . Then, all the system signals are bounded under closed-loop operation and
if the control gains k a is selected sufficiently large based on the initial state, and α M −1 , α M , β 1 , k c , and β c are chosen to satisfy following inequalities
where ζ 3 and ζ 8 are given in (25) and (34), respectively; and γ i , i = 1, 2, 3 are auxiliary positive constant scalars. Proof: Let D ⊂ R (M +2)×N +2 be a domain containing y(t) = 0, where y(t) ∈ R (M +2)×N +2 is defined as
where the auxiliary function P(t) ≥ 0 ∈ R is defined in (35), the auxiliary function Q(t) ∈ R is defined as
, is an identify matrix. Since H is symmetric and positive definite according to Lemma 1, the Rayleigh-Rits-theorem can be used to include that
Thus, there exist two positive definite functions U 1 (y) and U 2 (y) such that
Using the dynamics from (5), (18), (20), (31) , and (32), the differential equations of the closed-loop system are continuous except in the set {y|ξ M = 0 or R = 0}. Using Filippov's differential inclusion, the existence of solutions can be established forẏ = g(y), where g(y) ∈ R (M +2)×N +2 denotes the right-hand side of the closed-loop error signals. Under Fillippov's framework, a generalized Lyapunov stability theory can be used to establish strong stability of the closed-loop system. The generalized time derivatives of (46) exists almost everywhere, andV (y) ∈ V (y), wherė
where ∂V is the generalized gradient of V, and K [·] is defined as
where ∩ µN denotes the intersection of all sets N of Lebesgue measure zero, co denotes convex closure, and B(y, δ) represents a ball of radius δ around y. Because V (y) is a Lipschitz VOLUME 6, 2018
continuous regular function, we havė
Using the calculus for K [·] form and the dynamics from (5), (18), (20) and (31), yieldṡ
Utilizing (24), (34) and the following inequations
and splitting k c as k c = k c1 + k c2 , we havė
According to (43), we havė
where k min{λ max (H )k a /λ 2 min (H ), k c2 , and λ is a positive constant defined as λ = min{α 1 , α 2 , . . . ,α M −2 , α M −1 −1/2,, 
The size of the domain D can be increased by increasing k. The result in (54) indicates thatV (t, y) ≤ − (y), ∀V (y) ∈V (y), ∀y ∈ D. SinceV (t, y) in (54) is negative semidefinite, it can be obtained that
Based on V (t, y) ∈ L ∞ and the fact that H is positive definite, it can be obtained from (7) and (46) that
Using standard linear analysis methods along with (1), (3) - (6), it can be obtained thatξ 1 
Furthermore, based on Assumptions 1 and 2, we have in U (t) ∈ L ∞ in D. From these results, (18) , (18), (20) , (28) - (32) can be used to conclude thatΥ,ν,ψ andṘ ∈ L ∞ in D. Hence, (y) is uniformly continuous in D. If we define the S ⊂ D as follows
It can be concluded that z(t) 2 → 0, R(t) 2 → 0 as t → ∞, ∀y(0) ∈ S. Further, we have ξ i (t), ϒ(t), R(t) → 0, as t → ∞, i = 1, 2, . . . , M , ∀y(0) ∈ S. According to (3) and (5), we have x i (t) → 0, as t → ∞. Then, using (8), we haveξ M (t) → 0, as t → ∞, ∀y(0) ∈ S. Following, by recursively using (7), we have ξ i 1 (t) → 0 as t → ∞, i = 1, . . ., M−1, ∀y(0) ∈ S. Finally, from the time derivative of (7) with i = M , we can have ξ M 1 (t) → 0 as t → ∞, ∀y(0) ∈ S. The proof has been completed.
V. SIMULATION
An example is provided to demonstrate the effectiveness of the proposed control scheme. Consider a multi-agent system consisting of four agents labeled by 1, 2, 3 and 4. Each agent is a third-order nonlinear system in the form of (1) witḣ also modeled by a transformed Fitzhugh-Nagumo model as follows
The desired signals are only provided to the leading agent 3 and the agent 4. The undirected graph depicting the communication among the agents is shown in Figure 1 . The corresponding adjacency matrix A is given by A = [01 1 0;1 0 0 1;1 0 0 0;0 1 0 0]. The diagonal matrix representing the access of the agents to the desired trajectory is given by B = diag{0, 0, 1, 1}. It is very difficult to control these chaotic oscillators toward desired trajectories. However, it is desired for multiple network oscillators to synchronize to produce prescribed overall system dynamics in many applications, such as in biological nervous systems. Following, we apply the control scheme proposed in this paper to the networked multi-agents system (57) to validate its effectiveness. For each agent, the critic NN and the actor NN consist of 6 hidden-layer nodes, respectively. The activation functions are selected as sigmoidal activation function. The first-layer weights of both actor NNs and critic NNs are selected randomly over an internal of [−1, 1]. The threshold weights for the first layer of both actor NNs and critic NNs are uniformly randomly distributed between −10 and 10. The second-layer weights of actor NNsŴ a is uniformly randomly initialized over an Figures 2-4 , it is observed that the tracking errors of all the agents converge to zero although some of the agent cannot access the desired trajectory directly. Moreover, the phase portrait of agent i is given in Figure 5 . The control inputs are shown in Figure 6 . This justifies that good tracking performance can be achieved under the proposed control scheme in this pape.
VI. CONCLUSIONS
In this paper, we have addressed the cooperative tracking control problem for unknown high-order multi-agent dynamic systems with disturbances on undirected graphs. Based on the special definitions of local filtered tracking errors and local critic signals, the distributed ACD-based control scheme has been developed. It has been demonstrated that the asymptotical cooperative tracking can be achieved with the derived sufficient conditions. Simulation results have justified the effectiveness of proposed distributed ACD method. In the future, the cooperative tracking control problem of general nonlinear multi-agent systems on directed graph based on ACD will be further studied. 
