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Abstract: The present paper considers the constrained optimal control problem with total undis-
counted criteria for a continuous-time Markov decision process (CTMDP) in Borel state and action
spaces. The cost rates are nonnegative. Under the standard compactness and continuity conditions,
we show the existence of an optimal stationary policy out of the class of general nonstationary ones.
In the process, we justify the reduction of the CTMDP model to a discrete-time Markov decision pro-
cess (DTMDP) model based on the studies of the undiscounted occupancy and occupation measures.
We allow that the controlled process is not necessarily absorbing, and the transition rates are not
necessarily separated from zero, and can be arbitrarily unbounded; these features count for the main
technical difficulties in studying undiscounted CTMDP models.
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1 Introduction
The present paper considers the constrained optimal control problem with total undiscounted criteria
for a continuous-time Markov decision process (CTMDP) in Borel state and action spaces. The cost
rates are nonnegative.
The majority of the previous literature on CTMDPs with the total cost criteria focuses on the
discounted model with a positive constant discount factor; see e.g., [13, 14, 19, 20, 21, 27, 30, 31,
32, 33, 36]. In [21, 30, 31], the convex analytic approach for constrained problems is developed,
whereas the dynamic programming approach for unconstrained problems is studied in [19, 20, 32, 33].
The investigations in [19, 20, 21, 30, 31, 33] are based on the direct investigation of the continuous-
time models by using the Kolmogorov forward equations; for this, the authors had to impose extra
conditions bounding the growth of the transition rates in the form of the existence of Lyapunov
functions.
Another method of investigation is based on the study of the relation of the CTMDP problem and
a DTMDP (discrete-time Markov decision process) problem. Once the CTMDP problem is reduced
to an equivalent DTMDP problem, one can directly make use of the toolbox of the better developed
theory of DTMDPs [2, 4, 5, 11, 12, 15, 29] for the CTMDPs. This idea at least dates back to the 1970s;
see Lippman [28], where the author applied the uniformization technique to reducing the CTMDP
problem to a DTMDP problem; see also [36]. However, the authors of [28, 36], not only required
the transition rates to be uniformly bounded, also had to be restricted to the class of deterministic
stationary policies, i.e., those that do not change actions between two consecutive state transitions.
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These are also the standard setup for the textbook treatment of CTMDPs; see Chapter 11 of [34]. The
situation becomes more complicated if one is allowed, as in the present paper, to consider nonstationary
policies, i.e., those allowing the change in actions between two state transitions. In this direction,
Yushkevich [37] firstly reduced a CTMDP model with nonstationary policies to a DTMDP model,
which, for the ease of reference, we call the Yushkevich-induced model. However, the action space of
the Yushkevich-induced DTMDP model is more complicated; it is the space of measurable mappings,
so that in general a stationary policy in this DTMDP model corresponds to a nonstationry policy for
the original CTMDP model. A further reduction of the Yushkevich-induced DTMDP model to one
with the same action space as the original CTMDP model is possible after the investigations of the
dynamic programming (or say optimality) equation for unconstrained problems. Only unconstrained
problems were considered in [37], which also assumed the transition rates in the CTMDP model to be
uniformly bounded. The similar approach is developed in [3, 7, 8, 18] for other related unconstrained
problems.
In general, the reduction method based on the comparison of the dynamic programming equation
is more suitable for unconstrained problem; see also [32]. Especially convenient for dealing with
constrained discounted CTMDP problems, Feinberg [13, 14] proposed a novel method of reducing
directly the CTMDP model to an equivalent DTMDP model in the same action space based on the
studies of the discounted occupancy measures; we often call such an induced DTMDP model “simple”
to distinguish it from the Yushkevich-induced DTMDP model. (In fact, there is a small inconsistency
in the use of terminologies in [13, 14]; the occupation measure in [13] actually means the occupancy
measure in [14] as well as the present paper.) The original article [13] assumed the transition rates
of the CTMDP to be bounded; this condition is completely withdrawn in the more recent extension
[14]. Feinberg’s reduction is valid without any conditions so long the discount factor is positive. By
the way, in [13, 14], the author considered general cost rates, whereas in the present paper we only
consider nonnegative cost rates.
The present paper considers the total undiscounted CTMDP problem with constraints. To the best
of our knowledge, the theory for this class of optimal control problems is currently underdeveloped,
despite that they would naturally find applications to e.g., epidemiology, where one aims at minimizing
the total endemic time, which does not have an obvious monetary interpretation for discounting. There
seems to be limited literature on this topic. For unconstrained total undiscounted problem, Forwick
et al [18] developed the dynamic programming approach, and established the optimality equation,
essentially following the Yushevich’s reduction method. For the constrained problem, the authors of
[22] developed the convex analytic approach by studying directly the continuous-time model, but only
after imposing the extra conditions on the growth of the transition and cost rates and some strongly
absorbing structure; such conditions make the analysis of the undiscounted model essentially similar
to the one of a discounted one.
The objective of this paper is to study the constrained total undiscounted CTMDP problem without
the absorbing condition or any condition on the growth of the transition rate, whereas the cost rates
are nonnegative. Even for DTMDPs, such problems were acknowledged to be challenging in the survey
[6] and were tackled only recently in [11]; see also [10, 12]. Our original plan is to apply the Feinberg’s
reduction method to the undiscounted case, and once that is done, we can refer to the optimality
results for DTMDPs obtained in [11]; we remark that the Feinberg’s reduction method is always
applicable to discounted CTMDP models without additional conditions. However, we notice that the
situation when the discount factor for the CTMDP model is zero becomes significantly different and
much more delicate; indeed, Example 3.1 below illustrates that without additional conditions (in fact
when the transition rate is not separated from zero), it can happen that the performance vector of the
CTMDP problem under a nonstationary policy might not be replicated by any performance vectors
of the simple-induced DTMDP problem. It is thus natural to ask under what conditions does the
reduction (to the simple-induced DTMDP model) method apply to the undiscounted CTMDP model.
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It is also realized that the studies of the occupancy measures alone are not useful in general for the
total undiscounted CTMDP models. (In Section 3 below we give a more detailed discussion on these.)
Different from the discounted case, we now also need study the occupation measures, which are on the
one hand, more delicate because they are infinitely valued, and on the other hand, are more suitable
and convenient for constrained problems. (In particular, they were not considered in Yushkevich [37]
or Forwick et al [18] dealing with unconstrained problems.)
Having said the above, the main contributions of the present paper are as follows. (More detailed
comments on the novelty and contributions of the paper are postponed to the end of Section 3.)
(a) We provide the natural condition for the validity of reducing the total undiscounted CTMDP
model with constraints to a simple-induced DTMDP model. Our conditions are of the standard
continuity and compactness type, and allow the transition rates not necessarily separated from
zero on the one hand, and arbitrarily unbounded on the other hand. No absorbing structure
is assumed. The approach in [22] are not applicable in this general setup. Also note that the
arguments in Feinberg [13, 14] are essentially based on the presence of the positive discount
factor; see Section 3 for greater details.
(b) We show the existence of an optimal stationary policy out of the class of general (nonstationary)
ones. It is arguable that the solvability, as we confine ourselves to in this paper, is an issue of
core importance to be addressed first for any optimal control problem. In the present general
setup, it is not clear how to obtain this result following the widely used method in the literature
based on the Dynkin’s formula.
(c) The paper is not a simple extension of the uniformization technique for CTMDPs, as explained
in the above. Rather, our investigations are based on the delicate studies of undiscounted
occupancy measures and occupation measures of the CTMDP model, for which we incidentally
obtain some properties of independent interest.
The rest of this paper is organized as follows. We describe the controlled process and state
the concerned optimal control problems in Section 2. In Section 3, we provide some relevant facts
about discounted CTMDPs, and an example further demonstrating the contribution and novelty of
the present paper. In Sections 4 and 5 we obtain some properties of the occupancy and occupation
measures, respectively. In Section 6 we establish the optimality results. We end this paper with a
conclusion in Section 7.
2 Optimal control problem statement
The objective of this section is to describe briefly the controlled process similarly to [26, 27, 30], and
the associated optimal control problem of interest in this paper.
Notations and conventions. In what follows, I stands for the indicator function, δx(·) is the Dirac
measure concentrated at x, and B(X) is the Borel σ-algebra of the topological space X. A measure is
σ-additive and [0,∞]-valued. The abbreviation s.t. (resp., a.s.) stands for “subject to” (resp., “almost
surely”). Below, unless stated otherwise, the term of measurability is always understood in the Borel
sense. Throughout this article, we adopt the conventions of 00 := 0, 0 · ∞ := 0 and 10 := +∞.
2.1 Description of the CTMDP
The primitives of a CTMDP model are the following elements {S,A, q, γ}, where S is a nonempty Borel
state space, A is a nonempty Borel action space, γ is a probability measure on B(S) and represents the
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initial distribution, and q stands for a signed kernel q(dy|x, a) on B(S) given (x, a) ∈ S ×A such that
q˜(ΓS |x, a) := q(ΓS \{x}|x, a) ≥ 0 for all ΓS ∈ B(S). Throughout this article we assume that q(·|x, a) is
conservative and stable, i.e., q(S|x, a) = 0 and q¯x = supa∈A(x) qx(a) <∞, where qx(a) := −q({x}|x, a).
The signed kernel q is often called the transition rate. Throughout this article, q¯x is allowed to be
arbitrarily unbounded in x ∈ S, unlike in [19, 22, 30, 31]. In line with [11, 18] and to fix ideas, we do
not consider the case of different admissible action spaces at different states.
Let us take the sample space Ω by adjoining to the countable product space S × ((0,∞) × S)∞
the sequences of the form (x0, θ1, . . . , θn, xn,∞, x∞,∞, x∞, . . . ), where x0, x1, . . . , xn belong to S,
θ1, . . . , θn belong to (0,∞), and x∞ /∈ S is the isolated point. We equip Ω with its Borel σ-algebra F .
Let t0(ω) := 0 =: θ0, and for each n ≥ 0, and each element ω := (x0, θ1, x1, θ2, . . . ) ∈ Ω, let
tn(ω) := tn−1(ω) + θn,
and the limit point of the sequence {tn} is denoted by t∞(ω) := limn→∞ tn(ω). Obviously, tn(ω)
are measurable mappings on (Ω,F). In what follows, we often omit the argument ω ∈ Ω from the
presentation for simplicity. Also, we regard xn and θn+1 as the coordinate variables, and note that
the pairs {tn, xn} form a marked point process with the internal history {Ft}t≥0, i.e., the filtration
generated by {tn, xn}; see Chapter 4 of [27] for greater details. The marked point process {tn, xn}
defines the stochastic process on (Ω,F) of interest {ξt, t ≥ 0} by
ξt =
∑
n≥0
I{tn ≤ t < tn+1}xn + I{t∞ ≤ t}x∞; (1)
recall that x∞ is the isolated point. Below we denote S∞ := S
⋃{x∞}, and accept 0 · x := 0 and
1 · x := x for each x ∈ S∞.
Definition 2.1 A (history-dependent) policy pi for the CTMDP is given by a sequence (pin) such
that, for each n = 1, 2, . . . , pin(da|x0, θ1, . . . , xn−1, s) is a stochastic kernel on A, and for each ω =
(x0, θ1, x1, θ2, . . . ) ∈ Ω, t > 0,
pi(da|ω, t) = I{t ≥ t∞}δa∞(da) +
∞∑
n=0
I{tn < t ≤ tn+1}pin+1(da|x0, θ1, . . . , θn, xn, t− tn),
where a∞ /∈ A is some isolated point. A policy pi = (pin) is called Markov if, with slight abuse
of notations, each of the stochastic kernels pin reads pin(da|x0, θ1, . . . , xn−1, s) = pin(da|xn−1, s). A
Markov policy is further called deterministic if the stochastic kernels pin(da|xn−1, s) all degenerate. A
policy pi = (pin) is called stationary if, with slight abuse of notations, each of the stochastic kernels
pin reads pin(da|x0, θ1, . . . , xn−1, s) = pi(da|xn−1). A stationary policy is further called deterministic if
pin(da|x0, θ1, . . . , xn−1, s) = δf(xn−1)(da) for some measurable mapping f from S to A.
For each n = 0, 1, . . . , we formally put pin+1({a∞}|x0, θ1, . . . , xn,∞) := 1 =: pin+1({a∞}|x0, . . . , x∞,∞)
with a∞ /∈ A being the isolated point.
The class of all policies for the CTMDP model is denoted by Π, and the class of all deterministic
Markov policies for the CTMDP model is denoted by ΠDM .
Under a policy pi := (pin) ∈ Π, we define the following random measure on S × (0,∞)
νpi(dt, dy) :=
∫
A
q˜(dy|ξt−(ω), a)pi(da|ω, t)dt
=
∑
n≥0
∫
A
q˜(dy|xn, a)pin+1(da|x0, θ1, . . . , θn, xn, t− tn)I{tn < t ≤ tn+1}dt
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with qx∞(a∞) = q(dy|x∞, a∞) := 0. Then there exists a unique probability measure P piγ such that
P piγ (x0 ∈ dx) = γ(dx),
and with respect to P piγ , ν
pi is the dual predictable projection of the random measure associated with
the marked point process {tn, xn}; see [25, 27]. The process {ξt} defined by (1) under the probability
measure P piγ is called a CTMDP. Below, when γ(·) is a Dirac measure concentrated at x ∈ S, we use
the denotation P pix . Expectations with respect to P
pi
γ and P
pi
x are denoted as E
pi
γ and E
pi
x , respectively.
In what follows, when it is not necessary to emphasize the initial distribution γ, we also say that
{S,A, q} is our CTMDP model.
2.2 Description of the concerned optimal control problem
Let N ∈ {1, 2, . . . } be fixed. Consider the nonnegative measurable functions ci(x, a) ≥ 0 with i =
0, 1, . . . , N from S × A to [0,∞) as the cost rates. We formally put ci(x∞, a) := 0 for each i =
0, 1, 2, . . . , N.
In this paper, we study the following optimal control problem:
Epiγ
[∫ ∞
0
∫
A
c0(ξt, a)pi(da|ω, t)dt
]
→ min
pi∈Π
s.t. Epiγ
[∫ ∞
0
∫
A
cj(ξt, a)pi(da|ω, t)dt
]
≤ dj , ∀ j = 1, 2, . . . , N, (2)
where for each j = 1, 2, . . . , N, dj ∈ [0,∞) is the fixed constraint constant.
A policy pi ∈ Π is called feasible for problem (2) if
Epiγ
[∫ ∞
0
∫
A
cj(ξt, a)pi(da|ω, t)dt
]
≤ dj , j = 1, 2, . . . , N.
Let ΠF be the class of feasible policies. Then the value of problem (2) is denoted as
Vc(γ) := inf
pi∈ΠF
Epiγ
[∫ ∞
0
∫
A
c0(ξt, a)pi(da|ω, t)dt
]
.
A feasible policy pi for problem (2) is called to be with a finite value if
Epiγ
[∫ ∞
0
∫
A
c0(ξt, a)pi(da|ω, t)dt
]
<∞.
Finally, a policy pi∗ ∈ ΠF is called optimal for the (constrained) CTMDP problem (2) if it holds
that
inf
pi∈ΠF
Epiγ
[∫ ∞
0
∫
A
c0(ξt, a)pi(da|ω, t)dt
]
= Epi
∗
γ
[∫ ∞
0
∫
A
c0(ξt, a)pi
∗(da|ω, t)dt
]
.
3 Facts about the discounted CTMDP problem and discussions
The purpose of this section is to (a) present some relevant results about the α-discounted problem for
the CTMDP model {S,A, q, γ}, which are used in the subsequent investigations for our undiscounted
CTMDP problem (2); and (b) demonstrate the significant difference between the discounted and the
undiscounted CTMDP problems, and illustrate that the undiscounted problem is more delicate, which
thus clarifies the contribution of the present paper; see Example 3.1 and the discussion following it.
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In his well written articles [13, 14], Professor Feinberg considered the following constrained dis-
counted optimal control problem for the CTMDP model {S,A, q, γ}
Epiγ
[∫ ∞
0
e−αt
∫
A
c0(ξt, a)pi(da|ω, t)dt
]
→ min
pi∈Π
s.t. Epiγ
[∫ ∞
0
e−αt
∫
A
cj(ξt, a)pi(da|ω, t)dt
]
≤ dj , ∀ j = 1, 2, . . . , N, (3)
where dj ∈ R for each j = 1, 2, . . . , N, and the finite constant α > 0 is a fixed discount factor. The
investigations in [13, 14] are based on the study of the so-called α-discounted occupancy measures,
firstly introduced therein, which we recall as follows.
Definition 3.1 For each n = 0, 1, . . . , and (finite) constant α > 0, the α-discounted occupancy mea-
sure of the policy pi ∈ Π for the CTMDP model {S,A, q, γ} is a measure Mn,piγ,α on B(S × A) defined
by
Mn,piγ,α (ΓS × ΓA) := Epiγ
[∫ tn+1
tn
e−αtI{ξt ∈ ΓS}
∫
ΓA
(α+ qξt(a))pi(da|ω, t)dt
]
for each ΓS ∈ B(S) and ΓA ∈ B(A).
Professor Feinberg noticed that there is a close relationship between the (α-discounted) occupancy
measure for the CTMDP model {S,A, q, γ} and the marginal distribution of (Xn, An+1) of the DTMDP
model {S∞, A, pα, γ}, where the transition probability pα is defined for each ΓS ∈ B(S) by
pα(ΓS |x, a) = q˜(ΓS |x, a)
α+ qx(a)
, ∀ x ∈ S, a ∈ A
and
pα(ΓS |x∞, a) = 0, ∀ a ∈ A.
Recall that S∞ = S
⋃{x∞} with x∞ /∈ S being the isolated point. Under each policy σ for the
DTMDP model {S∞, A, pα, γ}, let the corresponding strategic measure be denoted by Pα,σγ . The
expectation taken with respect to Pα,σγ is written as E
α,σ
γ .
The next statement is established in [14].
Proposition 3.1 The following assertions hold for each ΓS ∈ B(S) and ΓA ∈ B(A).
(a) For each policy pi ∈ Π for the CTMDP model, there is a Markov policy σM for the DTMDP model
{S∞, A, pα} such that
Mn,piγ,α (ΓS × ΓA) = Pα,σ
M
γ (Xn ∈ ΓS , An+1 ∈ ΓA), ∀ n = 0, 1, . . . .
(b) For each Markov policy σM for the DTMDP model {S∞, A, pα}, there exists a Markov policy piM
for the CTMDP model such that
Mn,pi
M
γ,α (ΓS × ΓA) = Pα,σ
M
γ (Xn ∈ ΓS , An+1 ∈ ΓA), ∀ n = 0, 1, . . . .
According to Proposition 3.1 and the well known Derman-Strauch lemma [9] (see also Lemma 2
of Piunovskiy [29]), for each pi ∈ Π for the CTMDP model {S,A, q, γ}, there exists some policy σ for
the DTMDP model {S∞, A, pα, γ} such that
∞∑
n=0
Mn,piγ,α (dx× da) =
∞∑
n=0
Pα,σγ (Xn ∈ dx, An+1 ∈ da), (4)
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and vice versa. Consequently, the α-discounted CTMDP problem (3) can be reduced to the following
DTMDP problem for the model {S∞, A, pα, γ}
Eα,σγ
[ ∞∑
n=0
c0(Xn, An+1)
α+ qXn(An+1)
]
→ min
σ
s.t. Eα,σγ
[ ∞∑
n=0
cj(Xn, An+1)
α+ qXn(An+1)
]
≤ dj , j = 1, 2, . . . , N.
(Recall that ci(x∞, a) := 0 for each a ∈ A.)
Here and below by reduction is meant that both problems have the same value, and if an optimal
policy exists for one problem, so does an optimal policy for the other problem.
We emphasize that this reduction for the α-discounted CTMDP problem is possible without any
extra conditions being imposed on the CTMDP model, so long α > 0.
It is natural to ask whether the reduction is possible for the case of α = 0; i.e., whether the
CTMDP problem (2) can be reduced to the following problem
Eσγ
[ ∞∑
n=0
c0(Xn, An+1)
qXn(An+1)
]
→ min
σ
s.t. Eσγ
[ ∞∑
n=0
cj(Xn, An+1)
qXn(An+1)
]
≤ dj , ∀ j = 1, 2, . . . , N. (5)
for the DTMDP model {S∞, A, p, γ}, where the transition probability p being defined for each ΓS ∈
B(S) by
p(ΓS |x, a) = q˜(ΓS |x, a)
qx(a)
, ∀ x ∈ S, a ∈ A (6)
and
p(ΓS |x∞, a) = 0. (7)
(Recall that 00 := 0.) As before, the controlled and controlling processes for the DTMDP model
{S∞, A, p, γ} are denoted by {Xn} and {An}; Ppiγ denotes the strategic measure under the policy σ
for this DTMDP model with the corresponding expectation Eσγ .
We remark that since ci(x∞, a) = 0 and p(dy|x∞, a) = δx∞(dy) for each a ∈ A, the definition
of a policy σ at the current state x∞ for the DTMDP model {S∞, A, p, γ} is not important for its
performance as far as problem (5) is concerned, and so we do not specify it in what follows.
The next example shows that the answer to the question mentioned earlier is negative in general.
Example 3.1 Consider the CTMDP model with S = {1, 2}, A = [0,∞), q1(a) = q({2}|1, a) = e−a,
q2(a) = 0 for each a ∈ A, and γ({1}) = 1. Let N = 1, and c0(1, a) = e−a, c0(2, a) = 0 for each a ∈ A,
and c1(x, a) = 0 for each x ∈ S and a ∈ A. Let d1 > 0, so that any policy is feasible for the CTMDP
problem (2). Let us fix a policy pi defined by
pi({a}|ω, t) = pi0({a}|x, t) = I{a = t}, ∀ a ∈ A,
so that ∫
A
q1(a)pi(da|1, t) =
∫
A
c0(1, a)pi(da|1, t) = e−t.
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Then under this policy pi, we see
Epiγ
[∫ ∞
0
∫
A
c0(ξt, a)pi(da|ω, t)dt
]
= Epiγ
[∫ θ1
0
e−tdt
]
<
∫ ∞
0
e−tdt = 1,
where the third equality is due to the fact P piγ (θ1 =∞) = e−1 < 1. On the other hand, since c0(1,a)q1(a) = 1
for each a ∈ A, we have that under each policy σ for the DTMDP model {S∞, A, p, γ}
Eσγ
[ ∞∑
n=0
c0(Xn, An+1)
qXn(An+1)
]
= 1.
In summary, each policy for the DTMDP {S∞, A, p, γ} model would be optimal for problem (5) with
the (optimal) value being 1, whereas the value for the CTMDP problem (2) is strictly smaller than 1.
Hence, the CTMDP problem (2) cannot be reduced to the DTMDP problem (5).
It is also clear that Proposition 3.1 does not hold in general when α = 0.
An objective of the present paper is to provide weak and natural conditions under which the
reduction of the CTMDP problem (2) to the DTMDP problem (5) is possible. To this end, apart from
studying the (undiscounted) occupancy measures (see Definition 4.1), we also need investigate the
(undiscounted) occupation measures (see Definition 5.1) for the CTMDP model {S,A, q, γ}, for which
some properties are to be obtained. The occupation measure is more delicate for studies because it is
infinitely valued, whereas the occupancy measure is always finite; see (23) below. Finally, under our
conditions, we obtain the existence of an optimal stationary policy for the CTMDP problem (2). It is
arguable that the solvability, as we confine ourselves to in this paper, is an issue of core importance
to be addressed for any optimal control problem.
4 Occupancy measure
The objective in this section is to obtain a partial version of Proposition 3.1(a); see Theorem 4.1
below. This statement is needed in the subsequent sections. To this end, we need first impose the
compactness-continuity condition; see Condition 4.1 below.
4.1 Compactness-continuity condition and discussions
We introduce another notation before stating the next compactness-continuity condition. Let the
stochastic kernel p˜ on B(S) from S ×A be defined by
p˜(Γ|x, a) := q˜(Γ|x, a)
qx(a)
I{qx(a) > 0}+ δx(Γ)I{qx(a) = 0}, ∀ Γ ∈ B(S). (8)
Condition 4.1 (a) The space A is compact.
(b) For each bounded continuous function f on S,
∫
S f(y)p˜(dy|x, a) is continuous in (x, a) ∈ S ×A.
(c) qx(a) is continuous in (x, a) ∈ S ×A.
(d) For each i = 0, 1, . . . , N, ci is lower semicontinuous in (x, a) ∈ S ×A.
A direct consequence of Condition 4.1 is the next lemma, whose proof is routine and omitted.
Lemma 4.1 Suppose Condition 4.1(b,c) is satisfied. Then the following assertions hold.
(a) For each [0,∞]-valued lower semicontinuous function c on S × A, c(x,a)qx(a) is lower semicontinuous
in (x, a) ∈ S × A; and ∫S f(y)q(dy|x, a) is continuous in (x, a) ∈ S × A for each bounded continuous
function f on S.
(b) For each [0,∞]-valued lower semicontinuous function f on S, ∫S f(y)q˜(dy|x, a) ∈ [0,∞] is lower
semicontinuous on S ×A.
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The assertions in the above lemma are often used without special reference below.
In the original version of this paper, instead of Condition 4.1(b), the following condition is imposed.
Condition 4.2 For each bounded continuous function f(x) on S,
∫
S f(y)
q˜(dy|x,a)
qx(a)
is continuous in
(x, a) ∈ S ×A.
(Condition 4.2 is included here only for the sake of comparisons; it will not be referred to at all in the
forthcoming sections.)
Two referees pointed out a flaw of Condition 4.2. Fix (x, a) ∈ S ×A such that qx(a) = 0. If there
is a sequence an → a such that qx(an) > 0, then Condition 4.2 will not be satisfied. The obstacle is
encountered only when there is (x, a) ∈ S×A such that qx(a) = 0. In this connection, let us mention,
when considering an α-discounted CTMDP problem, one can equivalently reformulate it as a total
undiscounted one by adding additional transition rate of α > 0 at each state to a cemetery point. The
resulting model is with the extended state space, but with a transition rate separated from zero.
One referee suggested the present form of Condition 4.1(b). The next simple example demonstrates
that under Condition 4.1(c), the present Condition 4.1(b) is strictly weaker than Condition 4.2. (It is
obvious that Condition 4.1(b) is weaker than Condition 4.2 under Condition 4.1(c).)
Example 4.1 Let S = [0,∞) and A = [0, 1]. When S × A 3 (x, a) 6= (0, 0), q˜(dy|x, a) = (x +
a)δx+a+ln(1+x)(dy); and q0(0) = 0. Then Condition 4.1(b) is satisfied. Note, the state 0 is not a
cemetery, there is an absorbing action (a = 0) for it, but there are also actions which make the state
not absorbing. In view of the presence of this obstacle, it is clear that Condition 4.2 is not satisfied.
The motivation for imposing Condition 4.2 in the original version of the paper is as follows. Under
Condition 4.1(a,c,d) and Condition 4.2, the DTMPD model {S∞, A, p} with the cost functions given
by ci(x,a)qx(a) (i = 0, 1, 2, . . . , N) is semicontinuous in the sense of e.g., [5]. Then by [11], if there is a
feasible policy with a finite value for the DTMDP problem (5), so is there a stationary optimal one.
On the other hand, this statement still holds under Condition 4.1; we formulate this observation in
the next lemma.
Lemma 4.2 Suppose Condition 4.1 is satisfied, and there is a feasible policy with a finite value for
the DTMDP problem (5). Then there is a stationary optimal policy for problem (5).
Before we prove this lemma, let us introduce the following sets
S1 :=
{
x ∈ S : inf
a∈A
qx(a) = 0, inf
a∈A
(
qx(a) +
N∑
i=0
ci(x, a)
)
> 0
}
,
Sˆ1 :=
{
x ∈ S1 : sup
a∈A
qx(a) = 0
}
,
S2 :=
{
x ∈ S : inf
a∈A
(
qx(a) +
N∑
i=0
ci(x, a)
)
= 0
}
,
S3 :=
{
x ∈ S : inf
a∈A
qx(a) > 0
}
. (9)
Under Condition 4.1, the above four sets are all measurable, by Proposition 7.32 of [5] and Lemma
4.1. Furthermore, S1, S2 and S3 are disjoint and satisfy
S = S1
⋃
S2
⋃
S3.
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Let us also denote for each x ∈ S,
B(x) := {a ∈ A : qx(a) = 0}, (10)
which is compact under Condition 4.1.
Proof of Lemma 4.2. Consider the DTMDP model {S,A, p˜, γ}, where the transition probability p˜ is
defined by (8). The strategic measure under a policy σ for this DTMDP model is denoted by P˜ σγ ,
with the corresponding expectation being denoted by E˜σγ . Consider the following problem
E˜σγ
[ ∞∑
n=0
c0(Xn, An+1)
qXn(An+1)
]
→ min
σ
s.t. E˜σγ
[ ∞∑
n=0
cj(Xn, An+1)
qXn(An+1)
]
≤ dj , ∀ j = 1, 2, . . . , N. (11)
Note that under the same policy, the only difference between the two DTMDP models {S∞, A, p, γ}
and {S,A, p˜, γ} lies in the following: if the current state x is in S1
⋃
S2, and some action a ∈ B(x)
is chosen, then the process is killed at x∞ in the first model, whereas the process is not killed but
remains in x with a possibility of incurring further costs in the second model.
Consider the feasible policy for problem (5) with a finite value; assume without loss of generality
that under this policy, when the current state x is in S2, only action from B(x) will be selected. This
policy is also feasible with a finite value for problem (11), because under it, the process almost surely
never visits Sˆ1, and when the current state x is in S1 \ Sˆ1, almost surely no action from B(x) will be
selected, for otherwise, it would contradict the assumption of feasibility and finiteness of the value for
problem (5) under this policy. (Remember the definition of the set S1.) Now, the observation in the
previous paragraph shows that this policy is also feasible with a finite value for problem (11).
Under Condition 4.1, the model {S,A, p˜, γ} with the cost functions given by ci(x,a)qx(a) is semicontin-
uous, and so by Theorem 4.1 of [11], there is a stationary optimal policy for problem (11). By an
argument similar to the above one, one can easily see that this stationary policy is also optimal for
problem (5). 2
On the other hand, Condition 4.1 is exactly the “Continuity and Compactness Assumption” in
[18] specified to the case of pure jump processes. A main statement from [18] will be useful for our
investigations in the next subsection, which we choose to formulate now as another consequence of
Condition 4.1.
Consider the following optimal control problem for the CTMDP model {S,A, q}:
Epix
[∫ ∞
0
∫
A
N∑
i=0
ci(ξt, a)pi(da|ω, t)dt
]
→ min
pi∈ΠDM
, (12)
the value function of which is denoted as
V (x) := inf
pi∈ΠDM
Epix
[∫ ∞
0
∫
A
N∑
i=0
ci(ξt, a)pi(da|ω, t)dt
]
. (13)
Here ΠDM stands for the class of deterministic Markov policies for the CTMDP model {S,A, q}. A
policy pi∗ ∈ ΠDM is called optimal for problem (12) if
Epi
∗
x
[∫ ∞
0
∫
A
N∑
i=0
ci(ξt, a)pi
∗(da|ω, t)dt
]
= V (x)
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for each x ∈ S. The following proposition is borrowed from [18]; see Proposition 5.8 and Theorem 5.9
therein.
Proposition 4.1 Suppose that Condition 4.1 is satisfied. Then the following assertions hold.
(a) The function V is the minimal nonnegative lower semicontinuous solution on S to the following
Bellman (optimality) equation:
V (x) = inf
a∈A
{∑N
i=0 ci(x, a)
qx(a)
+
∫
S
q˜(dy|x, a)
qx(a)
V (y)
}
(14)
for each x ∈ S.
(b) There is a deterministic stationary optimal policy ϕ∗ for the CTMDP problem (12), which can be
taken as a measurable mapping from S to A such that
inf
a∈A
{∑N
i=0 ci(x, a)
qx(a)
+
∫
S
q˜(dy|x, a)
qx(a)
V (y)
}
=
∑N
i=0 ci(x, ϕ
∗(x))
qx(ϕ∗(x))
+
∫
S
q˜(dy|x, ϕ∗(x))
qx(ϕ∗(x))
V (y), ∀ x ∈ S.
In fact, each deterministic stationary optimal policy for problem (12) ϕ∗ satisfies the above relation.
In fact, the authors of [18] considered the more general piecewise deterministic Markov decision process
but in the state space Rn. When specializing to the case of a CTMDP, one can put the more general
Borel state space S. Furthermore, the authors of [18] assumed that V (x) < ∞ for each x ∈ S; see
“Boundedness Assumption” in p.252 therein, which, could be withdrawn when specializing to the
CTMDP problem (12), as far as the validity of the above proposition is concerned.
The previous discussions basically explain why we could replace Condition 4.2 with Condition
4.1(b).
4.2 Properties of occupancy measure
Definition 4.1 For each n = 0, 1, . . . , the (undiscounted) occupancy measure of the policy pi ∈ Π for
the CTMDP model {S,A, q, γ} is a measure Mn,piγ on B(S ×A) defined by
Mn,piγ (ΓS × ΓA) := Epiγ
[∫ tn+1
tn
I{ξt ∈ ΓS}
∫
ΓA
qξt(a)pi(da|ω, t)dt
]
(15)
for each ΓS ∈ B(S) and ΓA ∈ B(A).
Lemma 4.3 Suppose Condition 4.1 is satisfied. Consider a feasible policy pi = (pin) ∈ Π with a finite
value for the CTMDP problem (2). Then for each n = 0, 1, . . . ,
P piγ (xn ∈ S1 \ Sˆ1)
= Epiγ
[
I{xn ∈ S1 \ Sˆ1} P piγ
(∫ ∞
0
∫
A\B(xn)
qxn(a)pin+1(da|x0, θ1, . . . , xn, s)ds =∞
∣∣∣∣∣xn
)]
.
Proof. It holds that for each n = 0, 1, . . . ,
∞ > Epiγ
[∫ tn+1
tn
∫
(A\B(xn))
⋃
B(xn)
N∑
i=0
ci(xn, a)pin+1(da|x0, . . . , xn, t)dt
]
≥ Epiγ
[∫ tn+1
tn
I{xn ∈ S1 \ Sˆ1} min
a∈B(xn)
{
N∑
i=0
ci(xn, a)
}
ds
]
= Epiγ
[
I{xn ∈ S1 \ Sˆ1} min
a∈B(xn)
{
N∑
i=0
ci(xn, a)
}∫ ∞
0
e−
∫ t
0
∫
A qxn (a)pin+1(da|x0,...,xn,s)dsdt
]
. (16)
11
If the statement of the lemma does not hold, then there is some n = 0, 1, . . . such that
P piγ
(
xn ∈ S1 \ Sˆ1,
∫ ∞
0
∫
A
qxn(a)pin+1(da|x0, θ1, . . . , xn, s)ds <∞
)
> 0,
and thus
P piγ (xn ∈ S1 \ Sˆ1,
∫ ∞
0
e−
∫ t
0
∫
A qxn (a)pin+1(da|x0,θ1,...,xn,s)dsdt =∞) > 0.
This implies
Epiγ
[
I{xn ∈ S1 \ Sˆ1} min
a∈B(xn)
{
N∑
i=0
ci(xn, a)
}∫ ∞
0
e−
∫ t
0
∫
A qxn (a)pin+1(da|x0,...,xn,s)dsdt
]
=∞,
where the last equality follows from the fact that mina∈B(x)
{∑N
i=0 ci(x, a)
}
> 0 for each x ∈ S1. This
contradicts (16). 2
Definition 4.2 For each fixed n = 0, 1, . . . , and policy pi = (pin) ∈ Π, we define a measure mpiγ,n(dx×
da) for the CTMDP model {S,A, q, γ} on B(S ×A) by
mpiγ,n(ΓS × ΓA) := Epiγ
[∫ tn+1
tn
I{xn ∈ ΓS}pin+1(ΓA|x0, θ1, · · · , xn, t− tn)dt
]
(17)
for each ΓS ∈ B(S) and ΓA ∈ B(A).
Evidently, for each n = 0, 1, . . . , and ΓS ∈ B(S), mpiγ,n(ΓS ×A) > 0 if and only if P piγ (xn ∈ ΓS) > 0.
Lemma 4.4 Suppose Condition 4.1 is satisfied. Consider a feasible policy pi ∈ Π with a finite value
for the CTMDP problem (2). Then it holds that∫
S×A
q˜(Sˆ1|x, a)mpiγ,n(dx× da) = 0,
and
mpiγ,n(Sˆ1 ×A) = 0 (18)
for each n = 0, 1, . . . . In particular,
γ(Sˆ1) = 0.
Proof. Suppose for contradiction that mpiγ,n(Sˆ1 × A) > 0 for some n. Then similarly to the proof of
Lemma 4.3, one can establish the following contradiction;
∞ > Epiγ
[∫ tn+1
tn
∫
A
N∑
i=1
ci(xn, a)pi(da|ω, t)dt
]
≥ Epiγ
[∫ tn+1
tn
min
a∈A
{
N∑
i=1
ci(xn, a)
}
I{xn ∈ Sˆ1}dt
]
=∞.
As a result, mpiγ,n(Sˆ1 × A) = 0 for each n = 0, 1, . . . . In particular, mpiγ,0(Sˆ1 × A) = 0, and thus
P piγ (x0 ∈ Sˆ1) = γ(Sˆ1) = 0. It remains to prove
∫
S×A q˜(Sˆ1|x, a)mpiγ,n(dx× da) = 0 for each n = 0, 1, . . . .
If this is not true, then it follows from the definition of mpiγ,n(dx× da) that for some n = 0, 1, . . . ,
0 < Epiγ
[∫ θn+1
0
∫
A
q˜(Sˆ1|xn, a)pin+1(da|x0, θ1, . . . , xn, t)dt
]
= Epiγ
[∫ ∞
0
∫
A
q˜(Sˆ1|xn, a)pin+1(da|x0, θ1, . . . , xn, t)e−
∫ t
0
∫
A qxn (a)pin+1(da|x0,θ1,...,xn,s)dsdt
]
,
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which implies that P piγ (xn+1 ∈ Sˆ1) > 0 by the construction of the CTMDP; see (2) of [30]. This leads
to the contradiction against the fact that mpiγ,n+1(Sˆ1 ×A) = 0 as established earlier. 2
Definition 4.3 Let f∗ be a fixed measurable mapping from S to A such that
0 = inf
a∈A
{
N∑
i=0
ci(x, a) + qx(a)
}
=
N∑
i=0
ci(x, f
∗(x)) + qx(f∗(x)) (19)
for each x ∈ S2 whenever S2 is nonempty.
The existence of such a mapping is guaranteed by Proposition 7.33 of Bertsekas and Shreve [5] under
Condition 4.1.
Theorem 4.1 Suppose Condition 4.1 is satisfied. Consider a feasible policy pi = (pin) ∈ Π with a
finite value for the CTMDP problem (2) such that
pin+1(da|x0, θ1, . . . , xn, s) = δf∗(xn)(da) (20)
whenever xn ∈ S2. Then there is a Markov policy σ for the DTMDP {S∞, A, p, γ} such that for each
n = 0, 1, . . . ,
σn+1(da|x) = δf∗(x)(da) (21)
for each x ∈ S2 (if S2 6= ∅), and
Mn,piγ (ΓS × ΓA) = Pσγ(Xn ∈ ΓS , An+1 ∈ ΓA), ∀ ΓS ∈ B(S \ S2), ΓA ∈ B(A). (22)
Proof. For each ΓS ∈ B(S),
Mn,piγ (ΓS ×A) = Epiγ
[
Epiγ
[∫ tn+1
tn
I{ξt ∈ ΓS}
∫
A
qξt(a)pi(da|ω, t)dt
∣∣∣∣x0, θ1, . . . , xn]]
= Epiγ [I{xn ∈ ΓS} Epiγ
[∫ θn+1
0
∫
A
qxn(a)pin+1(da|x0, θ1, . . . , xn, t)dt
∣∣∣∣x0, θ1, . . . , xn]]
= Epiγ
[
I{xn ∈ ΓS}
∫ ∞
0
∫
A
qxn(a)pin+1(da|x0, θ1, . . . , xn, t)e−
∫ t
0
∫
A qxn (a)pin+1(da|x0,θ1,...,xn,s)dsdt
]
= Epiγ
[
I{xn ∈ ΓS}
(
1− e−
∫∞
0
∫
A qxn (a)pin+1(da|x0,θ1,...,xn,s)ds
)]
≤ 1. (23)
Then for each n = 0, 1, . . . , one can refer to Corollary 7.27.2 of [5] or Proposition D.8 of [23] for the
existence of a stochastic kernel σn+1(da|x) such that
Mn,piγ (dx× da) = Mn,piγ (dx×A)σn+1(da|x). (24)
on B(S ×A), and (21) holds, where the last assertion is true because Mn,piγ (S2 ×A) = 0 by (20), (19)
and (15). Let σ = (σn) be the Markov policy for the DTMDP model {S∞, A, p, γ} defined by this
sequence of stochastic kernels.
Consider the case of n = 0. Then for each ΓS ∈ B(S \ S2),
M0,piγ (ΓS ×A) = Epiγ
[
I{x0 ∈ ΓS}
(
1− e−
∫∞
0
∫
A qx0 (a)pi1(da|x0,s)ds
)]
= γ(ΓS) = P
σ
γ(X0 ∈ ΓS), (25)
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where the first equality is by (23), the second equality follows from Lemma 4.4 in case ΓS ⊆ Sˆ1, from
Lemma 4.3 in case ΓS ⊆ S1 \ Sˆ1, and from (9) in case ΓS ⊆ S3. Consequently, for each ΓS ∈ B(S \S2)
and ΓA ∈ B(A),
M0,piγ (ΓS × ΓA) =
∫
ΓS
M0,piγ (dx×A)σ1(ΓA|x) =
∫
ΓS
Pσγ(X0 ∈ dx)σ1(ΓA|x)
= Pσγ(X0 ∈ ΓS , A1 ∈ ΓA), (26)
where the first equality is by (24).
Suppose that (22) holds for all n ≤ k. Consider the case of n = k + 1 as follows.
Note that for each n = 0, 1, . . . ,
Mn,piγ (Sˆ1 ×A) = 0 = Mn,piγ (S2 ×A),
where the first equality is by Lemma 4.4, and the second equality is by (19) and (20). Now∫
S2×A
q˜(ΓS |y, a)
qy(a)
Pσγ(Xk ∈ dy, Ak+1 ∈ da) = 0 =
∫
S2×A
q˜(ΓS |y, a)
qy(a)
Mk,piγ (dy × da).
Consequently, for each ΓS ∈ B(S \ S2),
Pσγ(Xk+1 ∈ ΓS) =
∫
S×A
q˜(ΓS |y, a)
qy(a)
Pσγ(Xk ∈ dy, Ak+1 ∈ da)
=
∫
(S\S2)×A
q˜(ΓS |y, a)
qy(a)
Pσγ(Xk ∈ dy, Ak+1 ∈ da) +
∫
S2×A
q˜(ΓS |y, a)
qy(a)
Pσγ(Xk ∈ dy, Ak+1 ∈ da)
=
∫
(S\S2)×A
q˜(ΓS |y, a)
qy(a)
Mk,piγ (dy × da) +
∫
S2×A
q˜(ΓS |y, a)
qy(a)
Mk,piγ (dy × da)
=
∫
S×A
q˜(ΓS |y, a)
qy(a)
Mk,piγ (dy × da). (27)
On the other hand, for each ΓS ∈ B(S \ S2),∫
S×A
q˜(ΓS |y, a)
qy(a)
Mk,piγ (dy × da) =
∫
S×A
q˜(ΓS |y, a)
qy(a)
qy(a)m
pi
γ,k(dy × da)
=
∫
S×A
q˜(ΓS |y, a)mpiγ,k(dy × da) = Epiγ
[∫ tk+1
tk
∫
A
q˜(ΓS |ξt, a)pi(da|ω, t)dt
]
= Epiγ
[∫ θk+1
0
∫
A
q˜(ΓS |xk, a)pik+1(da|x0, θ1, . . . , xk, t)dt
]
= Epiγ
[∫ ∞
0
∫
A
q˜(ΓS |xk, a)pik+1(da|x0, θ1, . . . , xk, t)e−
∫ t
0
∫
A qxk (a)pik+1(da|x0,θ1,...,xk,s)dsdt
]
= Epiγ
[∫
A q˜(ΓS |xk, a)pi(da|ω, tk+1)∫
A qxk(a)pi(da|ω, tk+1)
]
, (28)
where the first and the third equalities are by (17), whereas the second equality follows from the fact
that if qy(a) = 0, then
q˜(ΓS |y, a) = 0 = q˜(ΓS |y, a)
qy(a)
qy(a)
14
keeping in mind 00 = 0; the similar reasoning justifies the last equality, too. This together with (27)
shows
Pσγ(Xk+1 ∈ ΓS) = Epiγ
[∫
A q˜(ΓS |xk, a)pi(da|ω, tk+1)∫
A qxk(a)pi(da|ω, tk+1)
]
(29)
for each ΓS ∈ B(S \ S2).
Now it holds that
Pσγ(Xk+1 ∈ Sˆ1) =
∫
S×A
q˜(Sˆ1|x, a)mpik(dx× da)
= 0 = Mk+1,piγ (Sˆ1 ×A), (30)
where the first equality is by (28), whereas the second and the last equalities are by Lemma 4.4.
One can see that for each ΓS ∈ B(S \ (S2
⋃
Sˆ1)),
Mk+1,piγ (ΓS ×A) = Epiγ [I{xk+1 ∈ ΓS}] = Epiγ
[
Epiγ [I{xk+1 ∈ ΓS}|x0, θ1, . . . , xk, θk+1]
]
= Epiγ
[∫
A q˜(ΓS |xk, a)pi(da|ω, tk+1)∫
A qxk(a)pi(da|ω, tk+1)
]
= Pσγ(Xk+1 ∈ ΓS),
where the first equality is by the last equality of (23) keeping in mind Lemma 4.3 and (9), and the
last equality is by (29). This and (30) justify that
Mk+1,piγ (ΓS ×A) = Pσγ(Xk+1 ∈ ΓS)
for each ΓS ∈ B(S \ S2). Now we see
Mk+1,piγ (ΓS × ΓA) =
∫
ΓS
Mk+1,piγ (dx×A)σk+2(ΓA|x) =
∫
ΓS
Pσγ(Xk+1 ∈ dx)σk+2(ΓA|x)
= Pσγ(Xk+1 ∈ ΓS , Ak+2 ∈ ΓA)
for each ΓS ∈ B(S \S2) and ΓA ∈ B(A). The statement of the theorem is thus proved by induction. 2
5 Occupation measure
The objective of this section is to show that restricted on a measurable subset ζ ⊆ S, the measure
ηpiγ (dx×A) to be defined below is σ-finite; see Theorem 5.1 below, where ζ is defined by (40), whereas
the set ζc is easy to deal with. We do this by using the technique developed in [11] by Dufour,
Horiguchi and Piunovskiy, who dealt with DTMDP problems.
Definition 5.1 For each policy pi ∈ Π for the CTMDP model (S,A, q, γ), its (undiscounted) occupa-
tion measure ηpiγ is the measure on B(S ×A) given by
ηpiγ (ΓS × ΓA) := Epiγ
[∫ ∞
0
I{ξt ∈ ΓS}pi(ΓA|ω, t)dt
]
for each ΓS ∈ B(S) and ΓA ∈ B(A).
Lemma 5.1 For each policy pi for the CTMDP model, its (undiscounted) occupation measure ηpiγ
satisfies the following relation:∫
Γ×A
qx(a)η
pi
γ (dx× da) + Zpi(Γ) = γ(Γ) +
∫
S×A
q˜(Γ|y, a)ηpiγ (dy × da) (31)
for each Γ ∈ B(S), where Zpi(Γ) ∈ [0, 1].
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Proof. For each α > 0, consider the measure on B(S ×A)
ηα,piγ (dx× da) = Epiγ
[∫ ∞
0
e−αtI{ξt ∈ dx}pi(da|ω, t)dt
]
, (32)
which is the (α-discounted) occupation measure of the policy pi for the CTMDP model {S,A, q, γ}. It
follows from the definition that for each pi ∈ Π,
(α+ qx(a))η
α,pi
γ (dx× da) =
∞∑
n=0
Mn,piγ,α (dx× da)
By Proposition 3.1, there is some policy σ for the DTMDP model {S∞, A, pα, γ} satisfying (4) on
B(S ×A). Note that ∑∞n=0 Pα,σγ (Xn ∈ dx, An+1 ∈ da), the right hand side of (4), is the undiscounted
occupation measure for the DTMDP model {S∞, A, pα, γ} restricted to S×A, so that, by a well known
and easy-to-see fact from the theory of DTMDPs, for each Γ ∈ B(S),
∞∑
n=0
Pα,σγ (Xn ∈ Γ) = γ(Γ) +
∫
S×A
q˜(Γ|x, a)
α+ qx(a)
∞∑
n=0
Pα,σγ (Xn ∈ dx, An+1 ∈ da).
By (4), the above can be written as∫
Γ×A
(qx(a) + α)η
α,pi
γ (dx× da) = γ(Γ) +
∫
S×A
q˜(Γ|x, a)ηα,piγ (dx× da). (33)
Keeping in mind ∫
Γ×A
αηα,piγ (dx× da) = Epiγ
[∫ ∞
0
αe−αtI{ξt ∈ Γ}dt
]
∈ [0, 1]
for each α ∈ (0,∞), one can legitimately take the upper limit as 0 < α ↓ 0 on the both sides of the
above equality to see that ηpiγ (dx× da) satisfies that for each Γ ∈ B(S)∫
Γ×A
qx(a)η
pi
γ (dx× da) + lim
0<α↓0
∫
Γ×A
αηα,piγ (dx× da)
= γ(Γ) +
∫
S×A
q˜(Γ|y, a)ηpiγ (dy × da),
where we have used the fact that ηα,piγ (dx × da) ↑ ηpiγ (dx × da) setwise as α ↓ 0, and the monotone
convergence theorem; see Theorem 2.1 of Herna´ndez-Lerma and Lasserre [24]. By putting Zpi(Γ) =
lim0<α↓0
∫
Γ×A αη
α,pi
γ (dx× da) ∈ [0, 1], we see that the statement of the lemma holds. 2
Remark 5.1 The relation (33) was established under the extra conditions imposed on the growth of
the transition rates q(dy|x, a) in [31]. The relation (31) was established for certain subsets Γ ∈ B(S)
in [22], where the authors imposed extra conditions and considered the absorbing models, so that the
term Zpi(Γ) vanishes for all the “transient” subsets Γ.
Lemma 5.2 Suppose Condition 4.1(a) is satisfied, and let an extended real-valued lower semicontin-
uous function g on S ×A be fixed. Then the following assertions hold.
(a) For each  ∈ R, it holds that the set {x ∈ S : ∀ a ∈ A, g(x, a) > } is open in S.
(b) {x ∈ S : ∀ a ∈ A, g(x, a) > 0} = ⋃∞l=1 {x ∈ S : ∀ a ∈ A, g(x, a) > 1l } .
Proof. See Lemmas 3.1 and 3.2 in [11]. 2
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Lemma 5.3 Let some feasible policy pi for problem (2) with a finite value be fixed. Suppose that
Condition 4.1 is satisfied, and that {Bj , j = 1, 2, . . . } ⊆ B(S) is an increasing sequence of open sets
satisfying ∫
Bj×A
qx(a)η
pi
γ (dx× da) <∞. (34)
Then the following assertions hold.
(a) There exists a sequence of open sets {Ej , j = 1, 2, . . . } ⊆ B(S) such that
Y :=
x ∈ S : ∀ a ∈ A, q˜(⋃
j
Bj |x, a) +
N∑
i=0
ci(x, a) > 0
 = ⋃
j
Ej ,
and for all j = 1, 2, . . . ,
∫
Ej×A qx(a)η
pi
γ (dx× da) <∞.
(b) There exists a sequence of open sets {E˜j , j = 1, 2, . . . } ⊆ B(S) such that Y =
⋃
j E˜j , and for all
j = 1, 2, . . . , ηpiγ (E˜j ×A) <∞.
Proof. (a) Define for each l = 1, 2, . . . and j = 1, 2, . . . ,
B
(l)
j :=
{
(x, a) ∈ S ×A : q˜(Bj |x, a) +
∑N
i=0 ci(x, a)
qx(a)
>
1
l
}
and
C
(l)
j :=
{
x ∈ S : ∀ a ∈ A, q˜(Bj |x, a) +
∑N
i=0 ci(x, a)
qx(a)
>
1
l
}
.
From (31), we see that (34) implies∫
S×A
q˜(Bj |x, a)ηpiγ (dx× da) <∞. (35)
Let N(q) := {(x, a) ∈ S ×A : qx(a) = 0}. Then for each j, l = 1, 2, . . . ,∫
B
(l)
j
qx(a)η
pi
γ (dx× da) =
∫
B
(l)
j
⋂
(N(q)c)
qx(a)η
pi
γ (dx× da)
≤
∫
B
(l)
j
⋂
(N(q)c)
qx(a)
q˜(Bj |x, a) +
∑N
i=0 ci(x, a)
qx(a)
lηpiγ (dx× da)
≤ l
(∫
S×A
q˜(Bj |x, a)ηpiγ (dx× da) +
∫
S×A
N∑
i=0
ci(x, a)η
pi
γ (dx× da)
)
<∞,
where the last inequality follows from (35) and the assumption of the policy pi being feasible with a
finite value. Since C
(l)
j ×A ⊆ B(l)j , it follows that for each l, j = 1, 2, . . . ,∫
C
(l)
j ×A
qx(a)η
pi
γ (dx× da) ≤
∫
B
(l)
j
qx(a)η
pi
γ (dx× da) <∞. (36)
Since Bj is open in S for each j = 1, 2, . . . , q˜(Bj |x, a) +
∑N
i=0 ci(x, a) ≥ 0 is lower semicontinu-
ous in (x, a) ∈ S × A according to Lemma 4.1(b). By Lemma 4.1(a), q˜(Bj |x,a)+
∑N
i=0 ci(x,a)
qx(a)
is lower
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semicontinuous in (x, a) ∈ S × A. Now referring to Lemma 5.2(a), we see that C(l)j is open for each
j, l = 1, 2, . . . .
Next, let us show
⋃
j
⋃
l
C
(l)
j = Y =
x ∈ S : ∀ a ∈ A, q˜(⋃
j
Bj |x, a) +
N∑
i=0
ci(x, a) > 0
 (37)
as follows. By Lemma 5.2(b), for each j = 1, 2, . . . ,
⋃
l
C
(l)
j =
{
x ∈ S : ∀ a ∈ A, q˜(Bj |x, a) +
∑N
i=0 ci(x, a)
qx(a)
> 0
}
,
so that ⋃
j
⋃
l
C
(l)
j ⊆ Y.
For the opposite direction of the above relation, we argue as follows. Let some y ∈ Y be arbitrarily
fixed. Since
q˜(Bj |x,a)+
∑N
i=0 ci(x,a)
qx(a)
is lower semicontinuous in (x, a) ∈ S × A as explained earlier, and
is increasing in j = 1, 2, . . . keeping in mind that {Bj} is an increasing sequence, one can refer to
Proposition 10.1 of Scha¨l [35] (see also Appendix A of [4]) for the following interchange of the order
of infimum and limit:
lim
j→∞
inf
a∈A
{
q˜(Bj |y, a) +
∑N
i=0 ci(y, a)
qy(a)
}
= inf
a∈A
lim
j→∞
{
q˜(Bj |y, a) +
∑N
i=0 ci(y, a)
qy(a)
}
= inf
a∈A
{
q˜(
⋃
j Bj |y, a) +
∑N
i=0 ci(y, a)
qy(a)
}
> 0,
where the last inequality follows from the fact that y ∈ Y. This implies the existence of some j =
1, 2, . . . such that for each a ∈ A, it holds that q˜(Bj |y, a) +
∑N
i=0 ci(y, a) > 0, i.e., y ∈
⋃
l C
(l)
j ⊆⋃
j
⋃
l C
(l)
j . Since y ∈ Y is arbitrarily fixed, this verifies
Y ⊆
⋃
j
⋃
l
C
(l)
j .
Hence, (37) holds, which in combination with (36), proves the statement; remember that C
(l)
j is open
for each j, l = 1, 2, . . . .
(b) The proof of this part is similar to the one of part (a). Instead of B
(l)
j and C
(l)
j , one should
now introduce for each j, l = 1, 2, . . . ,
B˜
(l)
j :=
{
(x, a) ∈ S ×A : q˜(Bj |x, a) +
N∑
i=0
ci(x, a) >
1
l
}
and
C˜
(l)
j :=
{
x ∈ S : ∀ a ∈ A, q˜(Bj |x, a) +
N∑
i=0
ci(x, a) >
1
l
}
,
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so that
ηpiγ (B˜
(l)
j ) ≤
∫
B˜
(l)
j
l
(
q˜(Bj |y, a) +
N∑
i=0
ci(y, a)
)
ηpiγ (dy × da) <∞.
Consequently, ηpiγ (C˜
(l)
j ×A) <∞ for each j, l = 1, 2, . . . . It is clear now how to proceed the rest of the
reasoning as in the proof of part (a). 2
Lemma 5.4 Suppose Condition 4.1 is satisfied. Let some feasible policy pi for problem (2) with a
finite value be fixed. Consider
W :=
∞⋃
j=1
Wj ,
where Wj is defined recursively as follows:
W1 :=
{
x ∈ S : ∀ a ∈ A,
∑N
i=0 ci(x, a)
qx(a)
> 0
}
;
and for each j = 1, 2, . . . ,
Wj+1 :=
{
x ∈ S : ∀ a ∈ A, q˜(
⋃j
i=1Wi|x, a) +
∑N
i=0 ci(x, a)
qx(a)
> 0
}
.
Then for each j = 1, 2, . . . , Wj is open in S, and so is W . Furthermore, η
pi
γ (dx×A), being restricted
to W ∈ B(S), is a σ-finite measure on B(W ); in other words, ηpiγ (dx×A) is σ-finite on W .
Proof. First of all, let us show by induction that for each m = 1, 2, . . . , Wm is open, and there exists
a sequence of open sets {E(m)j } ⊆ B(S) such that
Wm =
⋃
j
E
(m)
j (38)
and ∫
E
(m)
j ×A
qx(a)η
pi
γ (dx× da) <∞. (39)
By Lemma 5.2(b), W1 =
⋃
j E
(1)
j , where for each j = 1, 2, . . . ,
E
(1)
j =
{
x ∈ S : ∀ a ∈ A,
∑N
i=0 ci(x, a)
qx(a)
>
1
j
}
is open because
∑N
i=0 ci(x,a)
qx(a)
is lower semicontinuous in (x, a) ∈ S × A, and Lemma 5.2(a). Therefore,
W1 is open. Moreover, ∫
E
(1)
j ×A
qx(a)η
pi
γ (dx× da) <∞
because the policy pi is feasible with a finite value. Note that {E(1)j , j = 1, 2, . . . } is an increasing
sequence of open sets.
19
Suppose that for each k ≤ n, Wk is open, and there exists a sequence of open sets {E(k)j , j =
1, 2, . . . } ⊆ B(S) such that Wk =
⋃
j E
(k)
j and
∫
E
(k)
j ×A
qx(a)η
pi
γ (dx× da) <∞. Then
Wn+1 =
{
x ∈ S : ∀ a ∈ A, q˜(
⋃n
i=0Wi|x, a) +
∑N
i=0 ci(x, a))
qx(a)
> 0
}
=
{
x ∈ S : ∀ a ∈ A, q˜(
⋃n
i=0
⋃
j E
(i)
j |x, a) +
∑N
i=0 ci(x, a)
qx(a)
> 0
}
.
Note that each of the sets E
(i)
j , i = 1, 2, . . . , n, j = 1, 2, . . . is open, and
∫
E
(i)
j ×A
qx(a)η
pi
γ (dx×da) <∞
by the inductive supposition, so that
⋃n
i=0
⋃
j E
(i)
j can be rewritten as the union of an increasing
sequence of open sets in S, each of which is of finite measure with respect to
∫
A qx(a)η
pi
γ (dx × da).
Therefore, one can refer to Lemma 5.3(a) for the existence of a sequence of open sets {E(n+1)j , j =
1, 2, . . . } ⊆ B(S) satisfying Wn+1 =
⋃
j E
(n+1)
j and
∫
E
(n+1)
j ×A
qx(a)η
pi
γ (dx × da) < ∞. Thus, Wn+1 is
open in S, and the inductive argument is completed.
We now prove the statement of the lemma. Let us rewrite
W1 =
{
x ∈ S : ∀ a ∈ A,
N∑
i=0
ci(x, a) > 0
}
.
By Lemma 5.2(b),
W1 =
∞⋃
j=1
E˜
(1)
j ,
where for each j = 1, 2, . . . ,
E˜
(1)
j =
{
x ∈ S : ∀ a ∈ A,
N∑
i=0
ci(x, a) >
1
j
}
,
which is open by Lemma 5.2(a), and satisfies
ηpiγ (E˜
(1)
j ×A) <∞
by the fact that the policy pi is feasible with a finite value. For each m = 2, 3, . . . , by what was
established in the beginning of this proof, (38), (39) and Lemma 5.3(b), which is applicable since⋃
j E
(m)
j can be rewritten as the union of an increasing sequence of open sets each of finite measure
with respect to
∫
A qx(a)η
pi
γ (dx× da), there exists a sequence of open sets {E˜(m)j , j = 1, 2, . . . } ⊆ B(S)
such that Wm =
⋃
j E˜
(m)
j and η
pi
γ (E˜
(m)
j × A) < ∞ for each j = 1, 2, . . . . It follows that the statement
to be proved holds. 2
Definition 5.2 Let us define the set
ζ :=
{
x ∈ S : inf
pi∈ΠDM
Epix
[∫ ∞
0
∫
A
N∑
i=0
ci(ξt, a)pi(da|ω, t)dt
]
> 0
}
. (40)
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Here ΠDM stands for the class of deterministic Markov policies for the CTMDP model. Under Con-
dition 4.1, one can refer to Proposition 4.1 for that ζ is a measurable (in fact, open) subset of S.
Theorem 5.1 Suppose Condition 4.1 is satisfied. Let some feasible policy pi for problem (2) with a
finite value be fixed. Then ηpiγ (dx×A) is σ-finite on ζ.
Proof. By Lemma 5.4, the statement of this theorem would be proved if we showed
ζ ⊆W, (41)
where the set W is defined in the statement of Lemma 5.4. This fact can be proved in the same way
as in the proof of Proposition 3.3 of Dufour et al [11]. 2
Definition 5.3 Suppose Condition 4.1 is satisfied. Let us fix a measurable mapping ψ∗ from S to A
such that whenever ζc 6= ∅,
Eψ
∗
x
[∫ ∞
0
(
N∑
i=0
ci(ξt, ψ
∗(ξt))
)
dt
]
= 0 (42)
for each x ∈ ζc; and whenever S2 6= ∅,
ψ∗(x) = f∗(x) (43)
for each x ∈ S2, where f∗ is defined by (19). Such a mapping, or say it interchangeably a deterministic
stationary policy, ψ∗ exists by Proposition 4.1.
Note that it necessarily holds that for each i = 0, 1, . . . , N,
ci(x, ψ
∗(x)) = 0 (44)
for all x ∈ ζc, whenever ζc 6= ∅. Evidently,
S2 ⊆ ζc.
The next statement is a direct consequence of Theorem 5.1 and Corollary 7.27.2 of Bertsekas and
Shreve [5].
Corollary 5.1 Suppose Condition 4.1 is satisfied, and consider a feasible policy pi ∈ Π for problem
(2) with a finite value. Then there exists a stationary policy ϕpi ∈ Π such that
ηpiγ (dx× da) = ϕpi(da|x)ηpiγ (dx×A) (45)
on B(ζ ×A), and
ϕpi(da|x) = δψ∗(x)(da), ∀ x ∈ ζc. (46)
Definition 5.4 Let us introduce the occupation measure Mσγ of a policy σ for the undiscoutned DT-
MDP model {S∞, A, p, γ} as a measure on B(S ×A) defined by
Mσγ(ΓS × ΓA) :=
∞∑
n=0
Pσγ(Xn ∈ ΓS , An+1 ∈ ΓA) (47)
for each ΓS ∈ B(S) and ΓA ∈ B(A). Here, as before, the transition probability p is defined by (6) and
(7).
21
The next statement is a consequence of Theorem 4.1 and its proof.
Corollary 5.2 Suppose Condition 4.1 is satisfied. Consider a feasible policy pi = (pin) ∈ Π with a
finite value for the CTMDP problem (2) such that
pin+1(da|x0, θ1, . . . , xn, s) = δψ∗(xn)(da) (48)
whenever xn ∈ ζc. Then there is a Markov policy σ for the DTMDP {S∞, A, p, γ} such that
σn+1(da|xn) = δψ∗(xn)(da) (49)
for each xn ∈ ζc, and
qx(a)η
pi
γ (dx× da) = Mσγ(dx× da) (50)
on B(ζ ×A). Here the mapping ψ∗ is the fixed one satisfying (42) and (43).
Proof. Inspecting the proof of Theorem 4.1, one can see that any Markov policy σ = (σn) for the
DTMDP model {S∞, A, p} with σn+1(da|x) satisfying (21) and (24) for each n = 0, 1, . . . fulfils the
conditions of the statement of Theorem 4.1; and there exists at least one such policy, which we consider
now. On B(ζc \ S2 ×A), (24) reads that for each n = 0, 1, . . .
qx(a)m
pi
γ,n(dx× da) =
(∫
A
mpiγ,n(dx× db)qx(b)
)
σn+1(da|x)
⇔ qx(a)mpiγ,n(dx×A)δψ∗(x)(da) = mpiγ,n(dx×A)qx(ψ∗(x))σn+1(da|x),
where the equivalence is by (48). Therefore, one can always put σn+1(da|x) = δψ∗(x)(da) for each
x ∈ ζc \S2 without violating (24). This together with (21) shows that the policy σ satisfies (49); recall
(43). From the discussion in the beginning of this proof, this policy σ satisfies (22), by summing up
both sides of which with respect to n, we see that (50) is also fulfilled. The corollary is now proved.
2
We end this section with the next lemma.
Lemma 5.5 Suppose Condition 4.1 is satisfied. Let some σ be a policy for the DTMDP model
{S∞, A, p, γ} such that ∫
S×A
Mσγ(dx× da)
ci(x, a)
qx(a)
<∞
for each i = 0, 1, . . . , N. Suppose that there exists a stationary policy σS for the DTMDP model
{S∞, A, p, γ} satisfying Mσγ(dx× da) = Mσγ(dx×A)σS(da|x) on B(ζ ×A), and σS(da|x) = δψ∗(x)(da)
for each x ∈ ζc. Then
Mσ
S
γ (dx× da) ≤Mσγ(dx× da)
on B(ζ ×A).
Proof. According to Proposition 4.1; see especially (14), and Proposition 9.10 of [5],
inf
pi∈ΠDM
Epix
[∫ ∞
0
∫
A
N∑
i=0
ci(ξt, a)pi(da|ω, t)dt
]
= inf
σ
Eσx
[ ∞∑
n=0
N∑
i=0
ci(Xn, An+1)
qXn(An+1)
]
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for each x ∈ S. Thus,
ζ =
{
x ∈ S : inf
σ
Eσx
[ ∞∑
n=0
N∑
i=0
ci(Xn, An+1)
qXn(An+1)
]
> 0
}
.
Now one can apply Theorem 3.3 of Dufour et al [11] for the statement. We remark that in [11], only
nonnegative finitely valued cost functions were considered for the concerned DTMDP model. A careful
inspection of the reasonings therein reveal that all the cited statements from [11] in this paper survive
when the cost functions are nonnegative extended real-valued. 2
6 Optimality result
The main objective of this section is to show the existence of a stationary optimal policy for the
CTMDP problem (2); see Theorem 6.2 below. In the process, we also justify the reduction of the
CTMDP problem (2) to the DTMDP problem (5) under Conditions 4.1 and 6.1; see Remark 6.1
below. To this end, we firstly show the sufficiency of stationary policies for the CTMDP problem (2);
see Theorem 6.1.
Theorem 6.1 Suppose Condition 4.1 is satisfied, and consider a feasible policy pi with a finite value
for the CTMDP problem (2) such that for each n = 0, 1, . . . ,
pin+1(da|x0, θ1, . . . , xn, s) = δψ∗(xn)(da) (51)
whenever xn ∈ ζc. Then the stationary policy ϕpi for the CTMDP problem (2) coming from Corollary
5.1 satisfies
Eϕpiγ
[∫ ∞
0
∫
A
ci(ξt, a)ϕpi(da|ξt)dt
]
≤ Epiγ
[∫ ∞
0
∫
A
ci(ξt, a)pi(da|ω, t)dt
]
(52)
for each i = 0, 1, . . . , N.
Proof. The proof goes in several steps.
Step 1. We show that the stationary policy ϕpi satisfies that
ϕpi(B(x)|x) < 1
for almost all x ∈ S1 with respect to ηpiγ (dx×A), where B(x) is given by (10), and S1 is given by (9)
It suffices to prove the above claim for the case of
ηpiγ (S1 ×A) > 0 (53)
as follows.
Note that
∞ >
∫
S1×A
ηpiγ (dx× da)
N∑
i=0
ci(x, a) =
∫
S1
ηpiγ (dx×A)
∫
A
ϕpi(da|x)
N∑
i=0
ci(x, a)
=
∞∑
n=0
Epiγ
[
Epiγ
[∫ tn+1
tn
∫
S1
I{xn ∈ dx}
∫
A
ϕpi(da|x)
N∑
i=0
ci(x, a)dt
∣∣∣∣∣x0, θ1, . . . , xn
]]
=
∞∑
n=0
Epiγ
[∫
S1
I{xn ∈ dx}
∫
A
ϕpi(da|x)
N∑
i=0
ci(x, a) E
pi
γ [θn+1|x0, θ1, . . . , xn
]]
. (54)
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Suppose for contradiction that
ϕpi(B(x)|x) = 1 (55)
on a measurable subset Γ1 ⊆ S1 of positive measure with respect to ηpiγ (dx×A). It holds that∫
A
ϕpi(da|x)
N∑
i=0
ci(x, a) ≥
∫
B(x)
ϕpi(da|x)
N∑
i=0
ci(x, a) > 0 (56)
for each x ∈ Γ1 ⊆ S1, where the last inequality is by (10) and (9).
According to (53), there exists some n = 0, 1, . . . such that
P piγ (xn ∈ Γ1) > 0;
and for this n, it must hold that
Epiγ [θn+1|x0, θ1, . . . , xn] <∞ (57)
for almost all ω ∈ {ω ∈ Ω : xn(ω) ∈ Γ1} with respect to P piγ (dω), for otherwise this together with (56)
would contradict the first inequality of (54).
The definition of B(x) given by (10) and the inequality (57) imply that
ηpiγ ({(x, a) : x ∈ Γ1, a ∈ A \B(x)}) > 0, (58)
where the set in the bracket is measurable because so is the set {(x, a) : x ∈ Γ1, a ∈ B(x)} according
to e.g., Theorem 3.1 of Feinberg et al [16]. Since∫
Γ1
ϕpi(A \B(x)|x)ηpiγ (dx×A)
=
∫
Γ1
⋂
ζ
ϕpi(A \B(x)|x)ηpiγ (dx×A) +
∫
Γ1
⋂
(ζc)
ϕpi(A \B(x)|x)ηpiγ (dx×A)
= ηpiγ ({(x, a) : x ∈ Γ1, a ∈ A \B(x)}),
which holds by (45) and (51), the relation (58) implies that ϕpi(A \ B(x)|x) > 0 on some measurable
subset of Γ2 ⊆ Γ1 of positive measure with respect to ηpiγ (dx × A). This is a desired contradiction
against the relation in (55). Step 1 is completed.
Step 2. Consider the policy σ for the DTMDP model {S∞, A, p, γ} from Corollary 5.2, and define
the stationary policy σS for the DTMDP model {S∞, A, p, γ} by
σS(da|x) = δψ∗(x)(da)
for all x ∈ ζc and for all x ∈ ζ satisfying ∫A qx(a)ϕpi(da|x) = 0; and
σS(da|x) := qx(a)ϕpi(da|x)∫
A qx(a)ϕpi(da|x)
(59)
for all x ∈ ζ such that ∫A qx(a)ϕpi(da|x) > 0. Recall that ψ∗ is the fixed measurable mapping satisfying
(42) and (43). We verify that
Mσγ(dx×A)σS(da|x) = Mσγ(dx× da)
on B(ζ × A); recall (47) for the definition of Mσγ . Throughout the proof of this theorem, the policies
σ and σS are understood as here.
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Indeed, on B(ζ ×A), it holds that
Mσγ(dx×A)σS(da|x) =
(∫
A
ηpiγ (dx× db)qx(b)
)
σS(da|x)
=
(∫
A
ηpiγ (dx×A)ϕpi(db|x)qx(b)
)
σS(da|x)
= ηpiγ (dx×A)
(∫
A
ϕpi(db|x)qx(b)
)
qx(a)ϕpi(da|x)∫
A qx(a)ϕpi(da|x)
= ηpiγ (dx×A)qx(a)ϕpi(da|x)
= Mσγ(dx× da),
where the first and the last equalities are by (50), the second equality is by (45), the third and forth
equalities are by (59); and the fact that
∫
A qx(a)ϕpi(da|x) > 0 for almost all x ∈ ζ, which in turn
follows from the facts that
∫
A qx(a)ψpi(da|x) > 0 for almost all x ∈ S1 with respect to ηpiγ (dx × A) as
established in Step 1;
∫
A qx(a)ψpi(da|x) > 0 for all x ∈ S3 by (9); and the relation ζ ⊆ S1
⋃
S3. Step 2
is thus completed.
Step 3. We verify that
Mσ
S
γ (dx×A)σS(da|x) = Mσ
S
γ (dx× da) ≤Mσγ(dx× da) (60)
on B(ζ ×A) as follows.
The equality in (60) holds because the policy σS is stationary and (47). For the inequality in (60),
we observe that ∫
S×A
Mσγ(dx× da)
ci(x, a)
qx(a)
=
∫
ζ×A
Mσγ(dx× da)
ci(x, a)
qx(a)
+
∫
ζc
Mσγ(dx×A)
ci(x, ψ
∗(x))
qx(ψ∗(x))
=
∫
ζ×A
ηpiγ (dx× da)qx(a)
ci(x, a)
qx(a)
≤
∫
ζ×A
ηpiγ (dx× da)ci(x, a)
≤
∫
S×A
ci(x, a)η
pi
γ (dx× da) <∞
for each i = 0, 1, . . . , N , where the first equality is by (49), the second equality is by (44), the first
inequality is by that qx(a)
ci(x,a)
qx(a)
≤ ci(x, a); recall the convention of 00 = 0 and 0 · ∞ = 0, and the last
inequality is by that the policy pi is feasible with a finite value for problem (2). With this inequality
and the equality of (60) in hand, we see that the conditions of Lemma 5.5 are satisfied, following from
which, the inequality of (60) holds. Step 3 is completed.
Step 4. Let us introduce the set
ζpi :=
{
x ∈ ζ :
∫
A
qx(a)ϕpi(da|x) = 0
}
, (61)
which is measurable. We establish
ηϕpiγ (dx× da)qx(a) = Mσ
S
γ (dx× da) (62)
on B((ζ \ ζpi)×A).
To this end, we show by induction the more detailed relation
Mn,ϕpiγ (dx× da) = Pσ
S
γ (Xn ∈ dx,An+1 ∈ da) (63)
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on B(ζ \ ζpi ×A) for each n = 0, 1, . . . as follows.
Consider n = 0. Then on B(ζ \ ζpi),
M0,ϕpiγ (dx×A) = γ(dx) = Pσ
S
γ (X0 ∈ dx), (64)
where the first equality is by (25) and the fact that ζ ⊆ S \ S2. Now on B(ζ \ ζpi ×A),
Pσ
S
γ (X0 ∈ dx,A1 ∈ da) = Pσ
S
γ (X0 ∈ dx)σS(da|x) = M0,ϕpiγ (dx×A)σS(da|x)
=
∫
A
Eϕpiγ
[∫ t1
0
qx(b)ϕpi(db|x)I{x0 ∈ dx}dt
]
qx(a)ϕpi(da|x)∫
A qx(a)ϕpi(da|x)
= Eϕpiγ
[∫ t1
0
qx(a)ϕpi(da|x)I{x0 ∈ dx}dt
]
= M0,ϕpiγ (dx× da), (65)
where the second equality is by (64), the third equality is by (59); remember that∫
A
qx(a)ϕpi(da|x) > 0, ∀ x ∈ ζ \ ζpi.
Assume (63) holds on B(ζ \ ζpi ×A) for all n ≤ k, and consider the case of n = k + 1. On the one
hand, on B(ζ \ ζpi) it holds that
Pσ
S
γ (Xk+1 ∈ dx) =
∫
S×A
q˜(dx|y, a)
qy(a)
Pσ
S
γ (Xk ∈ dy, Ak+1 ∈ da)
=
∫
S×A
q˜(dx|y, a)
qy(a)
Mk,ϕpiγ (dy × da) =
∫
S×A
q˜(dx|y, a)
qy(a)
qy(a)m
ϕpi
γ,k(dy × da)
=
∫
S×A
q˜(dx|y, a)mϕpiγ,k(dy × da)
= Eϕpiγ
[∫
A
q˜(dx|xk, a)ϕpi(da|xk) Eϕpiγ [θk+1|x0, θ1, . . . , xk
]]
= Eϕγ
[∫
A q˜(dx|xk, a)ϕpi(da|xk)∫
A qxk(a)ϕpi(da|xk)
]
,
where the second equality is by the inductive supposition, the forth equality is by that q˜(dx|y,a)qy(a) qy(a) =
q˜(dx|y, a) no matter whether qy(a) vanishes or not, and the last equality holds due to the convention
of 00 = 0. On the other hand, on B(ζ \ ζpi),
Mϕpik+1,γ(dx×A)
= Eϕpiγ
[
Eϕpiγ [I{xk+1 ∈ dx}
Eϕpiγ
[∫ θk+2
0
∫
A
qxk+1(a)ϕpi(da|xk+1)
∣∣∣∣x0, θ1, . . . , xk, θk+1, xk+1]∣∣∣∣x0, θ1, . . . , xk, θk+1]]
= Eϕpiγ
[
Eϕpiγ [I{xk+1 ∈ dx}|x0, θ1, . . . , xk, θk+1
]]
= Eϕpiγ
[∫
A q˜(dx|xk, a)ϕpi(da|xk)∫
A(qxk(a))ϕpi(da|xk)
]
.
Thus,
Mϕpik+1,γ(dx×A) = Pσ
S
γ (Xk+1 ∈ dx)
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on B(ζ \ ζpi). Based on this, a similar calculation as the one for (65) leads to
Mϕpik+1,γ(dx× da) = Pσ
S
γ (Xk+1 ∈ dx, Ak+1 ∈ da)
on B(ζ \ ζpi)×A). Hence, (63) is shown by induction, and (62) follows. Step 4 is completed.
Step 5. We show that
ηϕpiγ (dx× da) ≤ ηpiγ (dx× da) (66)
on B(ζ \ ζpi ×A).
Indeed, by (60) and (62) as established in Steps 3 and 4, we see
ηϕpiγ (dx× da)qx(a) ≤Mσγ(dx× da)
on B(ζ \ ζpi ×A), which together with (50) further leads to
ηϕpiγ (dx× da)qx(a) ≤ ηpiγ (dx× da)qx(a) (67)
on B(ζ \ ζpi ×A). Now on B(ζ \ ζpi),
Eϕpiγ
[∫ ∞
0
∫
A
qx(a)ϕpi(da|x)I{ξt ∈ dx}dt
]
=
(∫
A
ϕpi(da|x)qx(a)
)
ηϕpiγ (dx×A) =
∫
A
ηϕpiγ (dx× da)qx(a) ≤
∫
A
ηpiγ (dx× da)qx(a)
=
(∫
A
qx(a)ϕpi(da|x)
)
ηpiγ (dx×A),
where the inequality is by (67), and the last equality is by (45). Since
∫
A qx(a)ϕpi(da|x) > 0 for all
x ∈ ζ \ ζpi, we infer from the above inequality for that
ηϕpiγ (dx×A) ≤ ηpiγ (dx×A)
on B(ζ \ ζpi), from which (66) holds on B(ζ \ ζpi ×A); recall (45). Step 5 is completed.
Step 6. We show that
ηϕpiγ (ζpi ×A) = 0. (68)
Suppose for contradiction that
ηϕpiγ (ζpi ×A) > 0. (69)
Note that ζpi ⊆ S1, where ζpi is given by (61); recall that ζ ⊆ S1
⋃
S3 and the definition of S3.
Therefore, the statement established in Step 1 implies that
ηpiγ (ζpi ×A) = 0. (70)
Therefore, γ(ζpi) = 0. Now following from (69), there exists some Γ ∈ B(S \ ζpi) satisfying that∫
A
q˜(ζpi|x, a)ϕpi(da|x) > 0 (71)
for almost all x ∈ Γ with respect to the measure ηϕpiγ (dx×A) restricted to Γ, and
ηϕpiγ (Γ×A) > 0. (72)
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Note that according to (46), the definition of the set ζ given by (40), and (42), we see that q˜(ζ|x, ψ∗(x)) =
0 for each x ∈ ζc. Since ζpi ⊆ ζ, we see q˜(ζpi|x, ψ∗(x)) = 0 for each x ∈ ζc. Consequently, we have
Γ ∈ B(ζ \ ζpi)
for otherwise it would contradict (71). This fact, (72) and (66) as established in Step 5 show that
ηpiγ (Γ×A) > 0; ηpiγ (dx×A) ≥ ηϕpiγ (dx× da) on B(Γ). (73)
Now ∫
Γ×A
ηpiγ (dx× da)q˜(ζpi|x, a) =
∫
Γ
ηpiγ (dx×A)
∫
A
q˜(ζpi|x, a)ϕpi(da|x) > 0
where the first equality is by (45), and the last inequality is by (73). Thus,
Epiγ
[∫ ∞
0
∫
A
q˜(ζpi|ξt, a)pi(da|ω, t)I{ξt ∈ Γ}dt
]
> 0.
It follows from this inequality and the construction of the CTMDP that ηpiγ (ζpi × A) > 0, which is a
contradiction against (70). Hence, (68) holds. Step 6 is completed.
Step 7. We prove the statement of the theorem now. It holds that for each i = 0, 1, . . . , N,∫
S×A
ηpiγ (dx× da)ci(x, a)
=
∫
ζ\ζpi×A
ηpiγ (dx× da)ci(x, a) +
∫
ζc×A
ηpiγ (dx× da)ci(x, ψ∗(x)) +
∫
ζpi×A
ηpiγ (dx× da)ci(x, a)
≥
∫
ζ\ζpi×A
ηϕpiγ (dx× da)ci(x, a) +
∫
ζc×A
ηϕpiγ (dx× da)ci(x, ψ∗(x)) +
∫
ζpi×A
ηϕpiγ (dx× da)ci(x, a)
=
∫
S×A
ηϕpiγ (dx× da)ci(x, a),
where the first equality is by (51), and the inequality is by (44), (46), (66), and (68). Thus, (52) is
proved. 2
Corollary 6.1 Suppose Condition 4.1 is satisfied, and consider a feasible policy pi with a finite value
for the CTMDP problem (2) satisfying (51) as in the statement of Theorem 6.1. Then there exists a
stationary policy φpi such that
φpi(B(x)|x) = 0 (74)
for each x ∈ S1 \ Sˆ1 provided that S1 \ Sˆ1 6= ∅,
φpi(da|x) = δψ∗(x)(da) (75)
for each x ∈ ζc whenever ζc 6= ∅, and
Eφpiγ
[∫ ∞
0
∫
A
ci(ξt, a)φpi(da|ξt)dt
]
≤ Epiγ
[∫ ∞
0
∫
A
ci(ξt, a)pi(da|ω, t)dt
]
for each i = 0, 1, . . . , N.
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Proof. Let the stationary policy ϕpi be as in the statement of Theorem 6.1. Assume that S1 \ Sˆ1 6= ∅;
the other case is simpler. For each x ∈ S1 \ Sˆ1, A \B(x) 6= ∅; this is by the definitions of B(x), S1 and
Sˆ1; see (10) and (9). By Proposition 7.33 of Bertsekas and Shreve [5], there is a measurable mapping
ψˆ from S1 \ Sˆ1 to A such that
sup
a∈A
qx(a) = qx(ψˆ(x)) > 0
for each x ∈ S1 \ Sˆ1, where the inequality follows from the fact that supa∈A qx(a) = maxa∈A qx(a) =
maxa∈A\B(x) qx(a) > 0; recall the definition of B(x) as given by (10). Observe that
{x ∈ S1 \ Sˆ1 : ϕpi(A \B(x)|x) = 0} = {x ∈ (S1 \ Sˆ1)
⋂
ζ : ϕpi(A \B(x)|x) = 0} (76)
by (42) and the definition of S1. Now if
{x ∈ S1 \ Sˆ1 : ϕpi(A \B(x)|x) = 0} 6= ∅,
then we modify the definition of ϕpi by putting (with slight abuse of notations by using ϕpi for both
the original and the modified policies) ϕpi(da|x) := δψˆ(x)(da) for each x ∈ {x ∈ (S1 \ Sˆ1)
⋂
ζ :
ϕpi(A \B(x)|x, a) = 0}. Since
ηpiγ ({x ∈ S1 \ Sˆ1 : ϕpi(A \B(x)|x) = 0}) = 0
as established in Step 1 of the proof of Theorem 6.1, the resulting stationary policy ϕpi still satisfies
(45) and (46); recall (76). Therefore, Theorem 6.1 remains applicable to this modified policy. For this
reason, in the rest of this proof, we suppose without loss of generality that
{x ∈ S1 \ Sˆ1 : ϕpi(A \B(x)|x) = 0} = ∅. (77)
Now define a stationary policy φpi by
φpi(da|x) := ϕpi(da
⋂
(A \B(x))|x)
ϕpi((A \B(x))|x)
for each x ∈ S1 \ Sˆ1, and
φpi(da|x) := ϕpi(da|x)
elsewhere. Observe that φpi defined in the above is indeed a stochastic kernel; this follows from the
fact that {(x, a) : qx(a) = 0} = {(x, a) : a ∈ B(x)} is measurable, which is by Theorem 3.1 of Feinberg
et al [16]; see also Corollary 18.8 of [1], and Proposition 7.29 of [5]. The relation (75) holds for this
policy φpi because of its definition and (46); observe that for each x ∈ (S1 \ Sˆ1)
⋂
(ζc), it holds that
ψ∗(x) /∈ B(x).
Direct calculations show that for each x ∈ S,∫
A q˜(dy|x, a)φpi(da|x)∫
A qx(a)φpi(da|x)
=
∫
A q˜(dy|x, a)ϕpi(da|x)∫
A qx(a)ϕpi(da|x)
.
Also observe that for each x ∈ S1 \ Sˆ1 and i = 0, 1, . . . , N,∫ ∞
0
∫
A
ci(x, a)φpi(da|x)e−
∫
A qx(a)φpi(da|x)tdt
≤
∫ ∞
0
∫
A ci(x, a)ϕpi(da|x)
ϕpi(A \B(x)|x) e
− ∫A qx(a)ϕpi(da|x)t 1ϕpi(A\B(x)|x)dt
=
∫
A
ci(x, a)ϕpi(da|x) 1∫
A qx(a)ϕpi(da|x)
=
∫ ∞
0
∫
A
ci(x, a)ϕpi(da|x)e−
∫
A qx(a)ϕpi(da|x)tdt;
29
remember,
∫
A qx(a)ϕpi(da|x) > 0 for each x ∈ S1 \ Sˆ1 by (77). In other words, under the stationary
policy φpi, given the current state x ∈ S, the (conditional) distribution of the next jump-in state is the
same as the one under the stationary policy ϕpi, and the total (conditional) expected cost during the
current sojourn time is not larger than the one under ϕpi. Since both policies ϕpi and φpi are stationary,
this and Theorem 6.1 prove the statement. 2
Corollary 6.2 Suppose Condition 4.1 is satisfied, and consider a feasible policy pi with a finite value
for the CTMDP problem (2) satisfying (51) as in the statement of Theorem 6.1. Then there exists a
stationary policy σSpi for the DTMDP model {S∞, A, p, γ} such that for each i = 0, 1, . . . , N,
Eσ
S
pi
γ
[ ∞∑
n=0
ci(Xn, An+1)
qXn(An+1)
]
≤ Epiγ
[∫ ∞
0
∫
A
ci(ξt, a)pi(da|ω, t)dt
]
.
Proof. Let φpi be the stationary policy for the CTMDP model coming from Corollary 6.1. By Theorem
4.1, there is a Markov policy say σMpi = (σ
M
pi n) for the DTMDP model {S∞, A, p, γ} satisfying, for
each n = 0, 1, . . . ,
Mn,φpiγ (dx× da) = Pσ
M
pi
γ (Xn ∈ dx, An+1 ∈ da) (78)
on B(S \ S2 ×A), and
σMpi n+1(da|x) = δf∗(x)(da) (79)
for each x ∈ S2 whenever S2 6= ∅.
Now for each i = 0, 1, . . . , N, it holds that
Eφpiγ
[∫ ∞
0
∫
A
ci(ξt, a)φpi(da|ξt)dt
]
=
∞∑
n=0
∫
S×A
ci(x, a)m
φpi
γ,n(dx× da)
=
∞∑
n=0
{∫
S1\Sˆ1×A
ci(x, a)m
φpi
γ,n(dx× da) +
∫
Sˆ1×A
ci(x, a)m
φpi
γ,n(dx× da)
+
∫
S2×A
ci(x, a)m
φpi
γ,n(dx× da) +
∫
S3×A
ci(x, a)m
φpi
γ,n(dx× da)
}
. (80)
The first term in the summand in the last line of the above equality can be written as follows:∫
S1\Sˆ1×A
ci(x, a)m
φpi
γ,n(dx× da) =
∫
S1\Sˆ1
∫
A
ci(x, a)φpi(da|x)mφpiγ,n(dx×A)
=
∫
S1\Sˆ1
∫
A
ci(x, a)
qx(a)
qx(a)φpi(da|x)mφpiγ,n(dx×A) =
∫
S1\Sˆ1×A
ci(x, a)
qx(a)
Mn,φpiγ (dx× da)
=
∫
S1\Sˆ1×A
ci(x, a)
qx(a)
Pσ
M
pi
γ (Xn ∈ dx, An+1 ∈ da),
where the second equality holds because of (74), and the third equality is by the definitions of Mn,φpiγ
and mφpiγ,n, and the last equality is by (78). For the second term in the summand in the last line of
(80), we have∫
Sˆ1×A
ci(x, a)m
φpi
γ,n(dx× da) =
∫
Sˆ1×A
ci(x, a)
qx(a)
Pσ
M
pi
γ (Xn ∈ dx, An+1 ∈ da),
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where the equality holds because
mφpiγ,n(Sˆ1 ×A) = 0 = Pσ
M
pi
γ (Xn ∈ Sˆ1)
with the first equality being by Lemma 4.4 (see (18) therein) applied to φpi, which is feasible with a
finite value for problem (2) for it outperforms the policy pi by Corollary 6.1, and the second equality
being valid by (78) and that Mn,φpiγ (dx×da) = qx(a)mφpiγ,n(dx×da). For the third term in the summand
in the last line of (80),∫
S2×A
ci(x, a)m
φpi
γ,n(dx× da) =
∫
S2
ci(x, ψ
∗(x))mφpiγ,n(dx×A) = 0
=
∫
S2
ci(x, ψ
∗(x))
qx(ψ∗(x))
Pσ
M
pi
γ (Xn ∈ dx) =
∫
S2×A
ci(x, a)
qx(a)
Pσ
M
pi
γ (Xn ∈ dx, An+1 ∈ da),
where the first equality is by (75); recall that S2 ⊆ ζc, the second and third equalities are by (44), and
the last equality is by (79) and (43). Finally, for the last term in the summand of (80), it holds that∫
S3×A
ci(x, a)m
φpi
γ,n(dx× da) =
∫
S3×A
ci(x, a)
qx(a)
qx(a)m
φpi
γ,n(dx× da)
=
∫
S3×A
ci(x, a)
qx(a)
Mn,φpiγ (dx× da) =
∫
S3×A
ci(x, a)
qx(a)
Pσ
M
pi
γ (Xn ∈ dx, An+1 ∈ da),
where the first equality is by the definition of S3, and the last equality is by (78). Combining these
observations, we see from (80) that for each i = 0, 1, . . . , N,
Eφpiγ
[∫ ∞
0
∫
A
ci(ξt, a)φpi(da|ξt)dt
]
=
∞∑
n=0
∫
S×A
ci(x, a)
qx(a)
Pσ
M
pi
γ (Xn ∈ dx, An+1 ∈ da)
= Eσ
M
pi
γ
[ ∞∑
n=0
ci(Xn, An+1)
qXn(An+1)
]
. (81)
On the other hand, one can apply Theorem 3.3 of Dufour et al [11] and the arguments in the proof of
Lemma 4.2 for the existence of a stationary policy σSpi for the DTMDP model {S∞, A, p, γ} satisfying
that for each i = 0, 1, . . . , N,
Eσ
S
pi
γ
[ ∞∑
n=0
ci(Xn, An+1)
qXn(An+1)
]
≤ EσMpiγ
[ ∞∑
n=0
ci(Xn, An+1)
qXn(An+1)
]
.
This and (81) thus prove the statement. 2
Lemma 6.1 Suppose Condition 4.1 is satisfied. Consider a stationary policy σS for the DTMDP
model {S∞, A, p, γ}, which satisfies
σS(da|x) = δf∗(x)(da), ∀ x ∈ S2,
and is optimal and with a finite value for problem (5). Here the transition probability p(dy|x, a) is
given by (6) and (7). Then there is a stationary policy piS for the CTMDP problem (2) satisfying for
each i = 0, 1, . . . , N,
Eσ
S
γ
[ ∞∑
n=0
ci(Xn, An+1)
qXn(An+1)
]
= Epi
S
γ
[∫ ∞
0
∫
A
ci(ξt, a)pi
S(da|ξt)dt
]
.
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Proof. Since σS is feasible with a finite value for problem (5), it is easy to see that
∑∞
n=0 P
σS
γ (Xn ∈
Sˆ1) = 0 so that, if necessary, we can modify the definition of the policy σ
S by putting
σS(da|x) = δ∆(da), ∀ x ∈ Sˆ1,
with ∆ ∈ A being an arbitrarily fixed point; the resulting policy is still optimal with a finite value for
problem (5) and with the same performance vector as of the original policy.
Note also that σS(B(x)|x) = 0 for each x ∈ S1 \ Sˆ1. For this reason, we can legitimately define the
following stationary policy piS for the CTMDP model;
piS(da|x) =
1
qx(a)
σS(da|x)∫
A
1
qx(a)
σS(da|x)
for each x ∈ S \ (S2
⋃
Sˆ1),
piS(da|x) = δ∆(da),
for each x ∈ Sˆ1, and
piS(da|x) = δf∗(x)(da)
for each x ∈ S2. The discrete-time Markov chain {Xn} under PσSγ can be regarded as the embedded
chain of the pure jump time-homogeneous Markov process {ξt} under P piSγ ; see [17]. Indeed, it holds
on B(S) that, for each x ∈ S \ (S2
⋃
Sˆ1),∫
A
p(dy|x, a)σS(da|x) =
∫
A
q˜(dy|x, a)
qx(a)
σ(da|x) =
∫
A q˜(dy|x, a)piS(da|x)∫
A qx(a)pi
S(da|x) ;
for each x ∈ S2,∫
A
p(dy|x, a)σS(da|x) =
∫
A
q˜(dy|x, a)
qx(a)
σS(da|x) = q˜(dy|x, f
∗(x))
qx(f∗(x))
=
∫
A q˜(dy|x, a)piS(da|x)∫
A qx(a)pi
S(da|x) = 0;
and for each x ∈ Sˆ1,∫
A
p(dy|x, a)σS(da|x) =
∫
A
q˜(dy|x, a)
qx(a)
σS(da|x) = q˜(dy|x,∆)
qx(∆)
=
∫
A q˜(dy|x, a)piS(da|x)∫
A qx(a)pi
S(da|x) .
Furthermore, it is easy to verify that for each i = 0, 1, . . . , N, given the current state x ∈ S,
the (conditional) expected total cost during the current sojourn time of ξt under P
piS
γ is given by∫
A
ci(x,a)
qx(a)
σS(da|x), which is the same as the (conditional) expected one-step cost for the discrete-time
Markov chain {Xn} under PσSγ . The statement of this lemma now follows. 2
Condition 6.1 For problem (2), there exists a feasible policy with a finite value.
Theorem 6.2 Suppose Condition 4.1 and Condition 6.1 are satisfied. Then for the CTMDP problem
(2), there is a stationary optimal policy pi.
Proof. It is clear that for the CTMDP problem (2), one can be restricted to the class of feasible
policies pi with a finite value and satisfying (51); there exists at least one such policy under Condition
6.1. It also holds that for the DTMDP problem (5), if the stationary policy σS1 for the DTMDP model
{S∞, A, p, γ} is optimal, then the stationary policy σS for the DTMDP model {S∞, A, p, γ} defined
by σS(da|x) = σS1 (da|x) for each x ∈ S \S2, and σS(da|x) = δf∗(x)(da) for each x ∈ S2 is also optimal
with a finite value for problem (5). Now the statement is a consequence of Lemma 4.2, Lemma 6.1,
Corollary 6.2, and Theorem 4.1 of Dufour et al [11]. 2
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Remark 6.1 Suppose Condition 4.1 and Condition 6.1 are satisfied. Theorem 4.1 of Dufour et al
[11], Lemma 4.2, Lemma 6.1 and Corollary 6.2 justify the reduction of problem (2) for the CTMDP
model {S,A, q, γ} to problem (5) for the DTMDP model {S∞, A, p, γ} as well as to problem (11) for
the DTMDP model {S,A, p˜, γ}; once the stationary optimal policy for the DTMDP problem (5) or
for the DTMDP problem (11), which exists, is obtained, an optimal stationary policy for the CTMDP
problem (2) can be automatically constructed based on it in principle, and the three problems have the
same value.
Remark 6.2 As was rightly noted in [13], if the transition rates qx(a) are separated from zero, then
one can show that for each policy pi for the CTMDP, there is a policy σ for the DTMDP {S∞, A, p, γ}
such that
Epiγ
[∫ ∞
0
∫
A
ci(ξt, a)pi(da|ω, t)dt
]
= Eσγ
[ ∞∑
n=0
ci(Xn, An+1)
qXn(An+1)
]
and vice versa, for each i = 0, 1, . . . , N. The argument is essentially the same as for the discounted
case, and the reduction is possible without further conditions. However, the objective of the present
paper is to consider the more delicate and nontrivial case, i.e., when the transition rates are not
necessarily separated from zero.
7 Conclusion
To sum up, for the constrained total undiscounted optimal control problem for a CTMDP in Borel
state and action spaces, under the compactness and continuity conditions, we showed the existence of
an optimal stationary policy out of the class of general nonstationary ones. In the process, we justified
the reduction of the CTMDP model to a DTMDP model. Several properties about the occupancy
and occupation measures were obtained, too.
We mention that compared to discounted models, the total undiscounted criterion is significantly
more challenging for studies. For DTMDP models, often the studies of this criterion are facilitated
with some absorbing assumptions; see [2] and [15]. The absorbing assumption allows one to focus
on the restriction of the occupation measure to a subset of the state space, where it is finite. The
difficulty in dealing with undiscounted total criterion is the infiniteness of the occupation measure. In
this connection, let us mention that DTMDP models with infinite occupation measures were studied
in a recent series of papers [10, 11, 12].
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