Differential calculus on the Faber polynomials  by Airault, Helene & Bouali, Abdlilah
Bull. Sci. math. 130 (2006) 179–222
www.elsevier.com/locate/bulsci
Differential calculus on the Faber polynomials
Helene Airault a,∗, Abdlilah Bouali b
a INSSET, Université de Picardie, 48 rue Raspail, 02100 Saint-Quentin (Aisne), Laboratoire CNRS UMR 6140,
LAMFA, 33 rue Saint-Leu, 80039 Amiens, France
b Laboratoire Bordelais d’Analyse et Géométrie, Université Bordeaux I, 351 cours de la libération,
33405 Talence, France
Received 1 October 2005; accepted 8 October 2005
Available online 6 December 2005
Abstract
The Faber polynomials are presented as a coordinate system to study the geometry of the manifold of
coefficients of univalent functions.
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Résumé
Les polynômes de Faber sont présentés comme un système de coordonnées pour étudier la géométrie de
la variété des coefficients des fonctions univalentes.
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1. Introduction
We show how the methods introduced in [2] and [3] allow to do differential calculus on the
manifold of coefficients of univalent functions. The Faber polynomials (Fk)k1 are given by the
identity [5,12]
1 + b1w + b2w2 + · · · + bkwk + · · · = exp
(
−
+∞∑
k=1
Fk(b1, b2, . . . , bk)
k
wk
)
. (1.1)
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1
1 + b1w + b2w2 + · · · + bkwk + · · · = 1 +
+∞∑
m=1
Gm(b1, b2, . . . , bm)w
m, (1.2)
(
1 + b1w + b2w2 + · · · + bkwk + · · ·
)p = 1 +∑
n1
K
p
n (b1, b2, . . . , bn)w
n, (1.3)
then Gm = K−1m and K1m = bm. Important polynomials are also the (P kn )n2, see [1, (A.1.7)]. If
f (z) = zh(z),(
zf ′(z)
f (z)
)2[
h(z)
]k =∑
n2
Pn+kn zn for k ∈ Z. (1.4)
The polynomials (Fn)n0, (Gn)n0, (Kpn )n0, (P kn )n2 are homogeneous of degree n in the
variables (b1, b2, . . .) where bk has weight k. As in [1–3,7] let the function of the infinite number
of variables
(b1, b2, . . . , bk, . . .) → h(z) = 1 + b1z + b2z2 + · · · + bkzk + · · · .
On the infinite dimensional manifold of coefficients M = {(b1, b2, . . . , bk, . . .)} of univalent
functions, consider the operators [3],
Wj = − ∂
∂bj
− b1 ∂
∂bj+1
− · · · − bk ∂
∂bj+k
− · · · for j  1. (1.5)
For j  1, it holds ∂
∂bj
[h(z)] = zj and Wj [h(z)] = −zjh(z). We have (see [3])
Wj(Fm) = mδjm and Wj(Gm) = Gm−j × 1mj , (1.6)
∂
∂bp
Wj −Wj ∂
∂bp
= − ∂
∂bj+p
and WpWq = WqWp, (1.7)
WpWq +Wp+q =
∑
k0
∑
m0
bkbm
∂2
∂bq+m∂bk+p
. (1.8)
For k ∈ Z, let
V kj = −
∑
n0
Kk+1n
∂
∂bn+j
. (1.9)
We consider for j  1 and a ∈ Z, the operators (V ajj )j1 and for a = 1, we put
Vj = −
∑
n0
K
j+1
n
∂
∂bn+j
. (1.10)
Then Wj = V 0j , V −1j = − ∂∂bj , Vj = V
j
j , j  1 and
V kj V
s
p − V spV kj = (k − s)V k+sj+p for p  1, j  1. (1.11)
The differential operators (V kj )j1, k ∈ Z form an algebra and for a ∈ Z, the set of (V ajj )j1 is
a subalgebra since
V
aj
V
ap
p − V app V aj = a(j − p)V a(j+p). (1.12)j j j+p
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Kirillov operator
Lj = ∂
∂bj
+
∑
n1
(n+ 1)bn ∂
∂bn+j
. (1.13)
Let x1, x2, . . . , xn, be the roots of ξn +b1ξn−1 +b2ξn−2 +· · ·+bn−1ξ +bn = 0 and consider
Newton symmetric functions πk = xk1 + xk2 + · · · + xkn , k  1, it was proved in [3] that
πk(b1, b2, . . . , bn) = Fk(b1, b2, . . . , bn) for k  n, (1.14)
where (Fk)k1 are the Faber polynomials. This is a consequence of
log
(
1 + b1w + b2w2 + · · · + bkwk + · · ·
)= − +∞∑
k=1
Fk(b1, b2, . . . , bk)
k
wk (1.15)
or equivalently (1.1). With this identification, the exact coefficients of the polynomial Fk(b1,
b2, . . . , bk), k  1, have been calculated in [3]. The polynomials (Fk)k1 are completely deter-
mined as homogeneous polynomial solutions of the system of partial differential equations (1.6)
involving (Wj )j1 (See [3]). The exact coefficients of the polynomials (Gn) and of all the (Kpn )
have been given in [3].
The object of this note is to prove that the polynomials (Kpn ) are all obtained as partial deriva-
tives of the Faber polynomials and show how some of the recursion formulae on the polynomials
are related to elementary differential calculus on M. This is a step towards the classification of
Faber type polynomials (see [8]). In the last section, we give the example of the conformal map
from the exterior of the unit disk onto the exterior of [−2,+2]. This shows how to introduce non
trivial second order differential operators on the manifoldM.
Main Theorem. We have for n 1, k  1,
∂Fn
∂bk
= −nGn−k × 1nk, (1.16)
∂
∂bk
Gn = ∂
∂bk
K−1n = −K−2n−k × 1kn,
∂
∂bk
K
p
n = pKp−1n−k × 1kn,
∂2Fj
∂bk∂bp
= jK−2j−(p+k) × 1jk+p,
∂3Fj
∂br∂bk∂bp
= −2jK−3j−(p+k+r) × 1jk+p+r .
For j  k1 + k2 + · · · + ks , k1  1, . . . , ks  1 and s  1,
∂sFj
∂bk1∂bk2 · · · ∂bks
= (−1)s(s − 1)!jK−sj−(k1+k2+···+ks). (T1)
Moreover for n 1, k  1,
Kkn(b1, b2, . . . , bn)
= K−kn
(
G1(b1),G2(b1, b2), . . . ,Gj (b1, b2, . . . , bj ), . . . ,Gn(b1, b2, . . . , bn)
)
. (T2)
In the notation, all functions are functions of (b1, b2, . . . , bn, . . .).
The first (Fn) for 1  n  11, as well as the first (Gn) are shown in [3]. The (Kpn ), p ∈ Z,
p = 0 and n 5 are in [2]. In [3], an exact expression of the coefficients of all the polynomials
(K
p
n ) has been given. We explicit the first Kpn ,
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K22 = 2b2 + b21, K26 = 2b5b1 + 2b4b2 + b23 + 2b6,
K23 = 2b3 + 2b1b2, K27 = 2b5b2 + 2b7 + 2b4b3 + 2b1b6,
K24 = 2b4 + 2b1b3 + b22, K28 = 2b7b1 + 2b5b3 + 2b2b6 + 2b8 + b24,
K31 = 3b1, K33 = 6b1b2 + b31 + 3b3,
K32 = 3b21 + 3b2, K34 = 6b1b3 + 3b21b2 + 3b4 + 3b22,
K35 = 6b1b4 + 3b21b3 + 3b1b22 + 3b5 + 6b2b3,
K36 = 6b5b1 + 6b4b2 + 3b23 + 3b6 + 3b21b4 + 6b1b2b3 + b32,
K37 = 6b5b2 + 3b5b21 + 3b7 + 6b4b3 + 6b1b6 + 6b1b4b2 + 3b1b23 + 3b22b3,
K38 = 6b7b1 + 6b1b5b2 + 6b1b4b3 + 3b21b6 + 6b5b3 + 3b4b22
+ 3b2b23 + 6b2b6 + 3b8 + 3b24,
K41 = 4b1, K43 = 12b1b2 + 4b31 + 4b3,
K42 = 6b21 + 4b2, K44 = 12b1b3 + 12b21b2 + 6b22 + b41 + 4b4,
K45 = 12b1b4 + 12b3b21 + 12b1b22 + 12b2b3 + 4b2b31 + 4b5,
K46 = 12b1b5 + 12b21b4 + 24b1b2b3 + 12b2b4 + 6b23 + 4b31b3 + 4b32 + 6b21b22 + 4b6,
K−21 = −2b1, K−23 = −2b3 + 6b1b2 − 4b31,
K−22 = 3b21 − 2b2, K−24 = 5b41 + 6b1b3 + 3b22 − 12b21b2 − 2b4,
K−25 = −12b1b22 − 4b5 + 20b2b31 + 6b1b4 − 6b51 − 12b3b21 + 6b2b3,
K−26 = 3b23 + 30b22b21 + 12b5b1 − 12b21b4 − 4b32 − 24b1b2b3 + 6b2b4
+ 7b61 − 2b6 + 20b31b3 − 30b2b41,
K−27 = 12b5b2 + 6b1b6 − 12b1b23 − 12b22b3 − 24b1b4b2 + 42b2b51 + 6b4b3 − 2b7
− 8b71 + 60b2b3b21 − 30b41b3 − 60b22b31 + 20b32b1 + 20b31b4 − 24b5b21,
K−28 = −12b4b22 − 60b32b21 − 12b2b23 + 105b22b41 − 30b41b4 − 120b2b3b31 − 12b21b6
+ 5b42 + 60b21b4b2 − 2b8 + 6b7b1 + 12b5b3 + 6b2b6 + 60b22b3b1 + 42b3b51
− 48b1b5b2 + 30b21b23 + 3b24 + 9b81 − 56b2b61 − 24b1b4b3 + 40b31b5,
K−31 = −3b1, K−33 = −3b3 − 10b31 + 12b1b2,
K−32 = 6b21 − 3b2, K−34 = 15b41 + 6b22 − 30b2b21 − 3b4 + 12b1b3, ,
K−35 = 12b1b4 + 12b2b3 + 60b2b31 − 30b1b22 − 30b3b21 − 21b51 − 3b5,
K−36 = 12b4b2 + 60b23 + 90b22b21 − 3b6 − 30b4b21 + 28b61 − 60b3b1b2 + 60b3b31
− 105b41b2 − 10b32 + 12b1b5,
K−43 = 4 ×
(−5b31 + 5b1b2 − b3),
K−54 = 5 ×
(
14b41 − 21b2b21 + 6b1b3 − b4 + 3b22
)
.
An expression of Kpn can be obtained as follows, let
φn(z) = b1z + b2z2 + b3z3 + · · · + bnzn.
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∫
φn(ξ)
k
ξn+1 dξ is equal to the coefficient of z
n in φn(z)k and is of course
independent of p. For any p ∈ Z, we have,
K
p
n = pbn + p(p − 1)2 D
2
n +
p!
(p − 3)!3!D
3
n +
p!
(p − 4)!4!D
4
n + · · · +
p!
(p − n)!n!D
n
n. (T3)
Dkn is the sum of terms having k factors in Kkn and
C
p
n = p!
n!(p − n)! =
p(p − 1) · · · (p − n+ 1)
n!
is the binomial coefficient. If b1 = 0,
Dkn(b1, b2, . . . , bn) = bk1Kkn−k
(
b2
b1
, . . . ,
bn−k+1
b1
)
. (T4)
Replacing in (T3) and iterating the procedure permits to obtain the exact expression on Kpn , see
[3] and Section 4.2 below.
We have relations between the partial derivatives of the Faber polynomials as
∂Gn
∂bk
= ∂Gn+p
∂bk+p
= −K−2n−k × 1nk for all n 1, k  1, and p  0, (1.17)
∂2Fn
∂b21
= −n∂Gn
∂b2
,
∂2Fn
∂br∂bs
= −n ∂Gn
∂br+s
. (1.18)
Let
X0 = −
∑
j1
bj
∂
∂bj
= −b1 ∂
∂b1
− b2 ∂
∂b2
− · · · − bk ∂
∂bk
− · · · = −
∑
j1
GjWj , (1.19)
then
X0Fn = −nGn and ∂
2Fn
∂br∂bs
= ∂
∂br+s
(X0Fn) ∀r  1, s  1, (1.20)
∂
∂bj
X0 −X0 ∂
∂bj
= − ∂
∂bj
. (1.21)
This leads to the construction of differential operators on M which transform one polynomial
into the other. See Section 7.
On the other hand, from (T1), we obtain, see (3.19) and Section 4,
Main Corollary. The coefficients of the Schwarzian derivative of f (z) = z + b1z2 + b2z3 +
· · · + bnzn+1 + · · · are given in terms of Faber polynomials and their second derivatives as
z2S(f )(z) = z2[( f ′′
f ′ )
′ − 12 ( f
′′
f ′ )
2] =∑k2Pkzk where
Pk = −(k − 2)Fk
(
2b1,3b2, . . . , (j + 1)bj , . . .
)
− 1
2
K2k
(
F1(2b1),F2(2b1,3b2), . . . ,Fk
(
2b1,3b2, . . . , (k + 1)bk
)) (C1)
and K2k (F1(2b1),F2(2b1,3b2), . . .) = − 1k+2 ∂
2Fk+2
∂b21
(c1, c2, . . . , ck) is the second derivative Fk+2
calculated at the point
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(
G1
(
F1(2b1)
)
,G2
(
F1(2b1),F2(2b1,3b2)
)
, . . . ,
Gk
(
F1(2b1), . . . ,Fk
(
2b1,3b2, . . . , (k + 1)bk
)))
.
The tool is the composition of maps on the manifoldM. We have
h′(w)
h(w)
= −
+∞∑
k=1
Fk(b1, b2, . . . , bk)w
k−1 = −(F1 + F2w + F3w2 + · · ·). (1.22)
The function f (w) = wh(w) = w + b1w2 + b2w3 + · · · + bnwn+1 + · · · satisfies
w
f ′(w)
f (w)
= 1 +wh
′(w)
h(w)
= 1 −
∑
k1
Fk(b1, b2, . . . , bk)w
k (1.23)
and g(w) = w
h(w)
= w +∑n1 Gn(b1, b2, . . . , bn)wn+1 + · · · satisfies
w
g′(w)
g(w)
= 1 −wh
′(w)
h(w)
= 1 +
∑
k1
Fk(b1, b2, . . . , bk)w
k. (1.24)
From (1.23) and (1.24), we deduce
Fn
(
G1(b1),G2(b1, b2), . . . ,Gn(b1, b2, . . . , bn)
)+ Fn(b1, b2, . . . , bn) = 0. (1.25)
We consider the following maps fromM→M,
F : (b1, b2, . . . , bn, . . .) →
(
F1(b1),F2(b1, b2), . . . ,Fn(b1, b2, . . . , bn), . . .
)
F−1 : (b1, b2, . . . , bn, . . .) → (c1, c2, . . . , cn, . . .) such that
F1(c1) = b1, F2(c1, c2) = (b1, b2), . . . ,
Fn(c1, c2, . . . , cn) = (b1, b2, . . . , bn), . . . ,
G : (b1, b2, . . . , bn, . . .) →
(
G1(b1),G2(b1, b2), . . . ,Gn(b1, b2, . . . , bn), . . .
)
,
S : (b1, b2, . . . , bn, . . .) → (−b1,−b2, . . . ,−bn, . . .).
The relation (1.25) means that G is obtained as the composition of maps
G = F−1 ◦ S ◦ F. (1.26)
The first polynomials (F−1n )n1 defined by the map F−1 are given by
F−11 (b1) = −b1 and F−12 (b1, b2) =
1
2
(
b21 − b2
)
,
F−13 (b1, b2, b3) =
1
6
(−b31 + 3b1b2 − 2b3),
F−14 (b1, b2, b3, b4) =
1
4!
(
b41 − 6b21b2 + 3b22 + 8b1b3 − 6b4
)
,
F−15 =
1
5!
(−b51 − 15b1b22 + 10b31b2 − 20b21b3 + 20b2b3 + 30b1b4 − 24b5),
F−16 =
1
6!
(
b61 + 144b1b5 − 15b32 + 45b22b21 − 15b2b41 − 120b1b2b3 + 90b2b4
+ 40b31b3 − 120b6 + 40b23 − 90b21b4
)
,
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1
7!
(−b71 − 504b21b5 + 504b2b5 + 840b1b6 + 21b51b2 + 420b2b21b3 − 70b41b3
− 280b1b23 − 210b22b3 − 105b22b31 + 105b1b32 + 420b3b4 − 720b7
+ 210b31b4 − 630b1b2b4
)
,
F−18 =
1
8!
(
b81 − 4032b1b2b5 + 1344b31b5 + 2688b3b5 − 3360b21b6 + 3360b2b6
+ 5760b1b7 + 105b42 − 420b32b21 + 1680b1b22b3 − 1120b31b2b3
− 420b41b4 + 210b41b22 − 1120b2b23 + 112b51b3 + 1120b21b23 − 28b61b2
− 5040b8 + 1260b24 + 2520b2b21b4 − 1260b22b4 − 3360b1b3b4
)
.
We put F−10 = 1. We have exp(−
∑
j1
bj
j
zj ) = 1+∑k1 F−1k (b1, b2, . . . , bk)zk and ∂∂b1 F−1j =
−F−1j−1, ∀j  2,
∂
∂bk
F−1p = 0 if k  p + 1, (1.27)
∂
∂bk
F−1k = −
1
k
and
∂
∂bk
F−1p = −
1
k
F−1p−k if k  p. (1.28)
Differentiating (1.25), we obtain systems of partial differential equations satisfied by the (Fn)n1
and the (F−1n ). If p  1 is an integer, we denote p × S the map
p × S : (b1, b2, . . . , bn, . . .) → (−pb1,−pb2, . . . ,−pbn, . . .) (1.29)
and p × I the map
p × I : (b1, b2, . . . , bn, . . .) → (pb1,pb2, . . . , pbn, . . .). (1.30)
Consider the maps, for p ∈ Z, p = 0,
Kp : (b1, b2, . . . , bn, . . .) →
(
K
p
1 (b1),K
p
2 (b1, b2), . . . ,K
p
j (b1, b2, . . . , bj ), . . .
)
.
We obtain for p  1,
K−p = F−1 ◦ (p × S) ◦ F, (1.31)
Kp = F−1 ◦ (p × I ) ◦ F. (1.32)
This last relation shows that Kp ◦Kq = Kq ◦Kp = Kpq for p = 0, q = 0, p, q ∈ Z. In particular,
it is enough to know the (Kp) when p are prime numbers, to obtain all the other Kp , p ∈ Z, by
composition of maps. From (1.31)–(1.32), we see that
Fn
(
K
−p
1 (b1),K
−p
2 (b1, b2), . . . ,K
−p
n (b1, b2, . . . , bn)
)
+ Fn
(
K
p
1 (b1),K
p
2 (b1, b2), . . . ,K
p
n (b1, b2, . . . , bn)
)= 0
which extends (1.25).
The coefficients of f−1(z) the inverse map of f (z) = z + b1z2 + b2z3 + · · · are given by
f−1(z) = z +
∑ 1
n+ 1K
−(n+1)
n z
n+1 (1.33)
n1
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· · · + bn+1
zn
+ · · · are given by
g−1(z) = z − b1 −
∑
n1
1
n
Knn+1
1
zn
. (1.34)
Thus the two maps φf and φg defined by
φf : (b1, b2, b3, b4, . . .) →
(
1
2
K−21 ,
1
3
K−32 ,
1
4
K−43 ,
1
5
K−54 , . . . ,
1
n+ 1K
−(n+1)
n , . . .
)
,
φg : (b1, b2, b3, . . .) →
(
−b1,−K12 ,−
1
2
K23 ,−
1
3
K34 ,−
1
4
K45 , . . . ,−
1
n
Knn+1, . . .
)
satisfy φf ◦ φf = IdM and φg ◦ φg = IdM.
2. Identities between the polynomials
First, we recall the basic facts relative to the polynomials (Fj )j0, (Gj )j0, (Kpn ), (P pn ),
n 1, p ∈ Z and the differential operators (Wj )j1.
2.1. Zeroes and particular values of the polynomials
We have
G1(1) = −1, Gn(1,1,1, . . . ,1) = 0 for n 2,
G1(2) = −2, G2(2,3) = 1,
G1(3) = −3, Gn(2,3,4, . . . , k, . . . , n+ 1) = 0 for n 2,
G2(3,6) = 3, G3(3,6,10) = −1,
G4(3,6,10,15) = 0,
Gn
(
3,6,10,15,21, . . . , (n+ 1)(n+ 2)
2
)
= 0 for n 5,
Gn
(
1,
1
2! ,
1
3! , . . . ,
1
n!
)
= (−1)n 1
n! for n 1, (2.1)
K−21 (1) = −2, K−22 (1,1) = 1,
K−32 (1,1) = 3, K−33 (1,1,1) = −1,
K−2n (1,1,1, . . . ,1) = 0 for n 3,
K−3n (1,1, . . . ,1) = 0 for n 4,
K2n(−4,−2,−4,−2,−4,−2, . . .) =
{
8(n− 2) if n is odd,
2(5n− 4) if n is even. (2.2)
For n 1,
Fn(1,1,1, . . . ,1) = −1, (i)
Fn(−1,1, . . . , (−1)n) = (−1)n+1, (ii)
Fn(4,9, . . . , (n+ 1)2) = −3 + (−1)n, (iii)
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Fn
(
1, 12! ,
1
3! , . . . ,
1
n!
)= 0 for n 2. (v)
For any p ∈ Z, p = 0, n 1
F−1n (p,p,p, . . . ,p) = (−1)nCpn with Cpn = p(p−1)(p−2)···(p−n+1)n! , (vi)
F−1n (b1 + 1, b2 + 1, . . . , bn + 1) = F−1n (b1, b2, . . . , bn)− F−1n−1(b1, b2, . . . , bn−1), (vii)
F−1n (−p,−p, . . . ,−p) = Cn+p−1n , (viii)
K
p
n (2,3,4,5, . . . , n+ 1) = C2p+n−1n = (−1)nC−2pn , (ix)
K
p
n (−1,1,−1, . . . , (−1)n) = C−pn . (x)
Proof. We take the particular case of the function
h(z) = 1 + z + z2 + · · · + zn + · · · = 1
1 − z for |z| < 1.
Since 1
h(z)
= 1− z, we find Gn(1,1,1, . . . ,1) for all n 1. In the same way, for |z| < 1, consider
h′(z) = 1 + 2z + 3z2 + · · · + (n+ 1)zn + · · ·. Since
1
h′(z)
= (1 − z)2 = 1 − 2z + z2
we find Gn(2,3,4, . . . , n+ 1). We continue with
1
(1 − z)3 =
h′′(z)
2
= 1 + 3z + 6z2 + 10z3 + 15z4 + 21z5 + · · · + (n+ 1)(n+ 2)
2
zn + · · · .
For K−2n , since 1h(z)2 = (1 − z)2, we obtain K−2n (1,1,1, . . . ,1). For K−3n (1,1,1, . . .), we use
1
h(z)3
= 1 − 3z+ 3z2 − z3. In this way, we find particular values of (b1, b2, . . . , bn, . . .) such that
the functions Gn and K−pn , p  1 are zero. We obtain the zeros of (Kpn )n1, p  1, using the
identity (T2) in the Main theorem. To find zeros of (Fn)n1, we take h(z) = exp(z). Moreover
since for a homogeneous polynomial Pn of degree n,
Pn
(
rb1, r
2b2, . . . , r
nbn
)= rnPn(b1, b2, . . . , bn) ∀r ∈ C
we obtain for the polynomials (Gn)n1, (K−pn )n1 and (Fn)n1, curves of zeros in the manifold
M. Of course for these polynomials, there are many other manifolds of zeros. See [4]. To find
the special values for (Fn)n1, for (i), we consider h(z) = 11−z which gives h
′
h
= 11−z . For (ii),
we take h(z) = 11+z . For (iii), (iv), (v) and (2.1), we take the Koebe function
f (z) = z
(1 − z)2 , then
zf ′
f
= 1 + 2z
1 − z =
1 + z
1 − z ,
h(z) = f ′(z) = 1 + z
(1 − z)3 = 1 + 4z + 9z
2 + · · · + (n+ 1)2zn + · · · ,
h′ = f
′′
′ =
1 + 3 = 4 + 2z + 4z2 + 2z3 + 4z4 + · · · , (iii)′
h f 1 + z 1 − z
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[(
f ′′
f ′
)′
− 1
2
(
f ′′
f ′
)2]
= − 6z
2
(1 − z2)2 =
∑
k2
Pkzk
= z2(2 + 8z + 6z2 + 16z3 + 10z4 + · · ·)
− z
2
2
(
16 + 16z + 36z2 + 32z3 + 4 × 14z4 + · · ·). (iii)′′
We calculate (iv) with zf ′
f
and (iii) with (iii)′. To calculate (2.2), we use
∑
k0
K2k (−4,−2,−4,−2,−4,−2, . . .)zk =
(
1 − zf
′′
f ′
)2
=
(
1
1 + z −
3z
1 − z
)2
.
To prove (vi),
exp
(
−p
∑
j1
zj
j
)
= exp[p log(1 − z)]= (1 − z)p = 1 +∑
n1
F−1n (p,p, . . . ,p)zn.
To prove (vii),
exp
(
−
∑
j1
(bj + 1)z
j
j
)
= 1 +
∑
n1
F−1n (b1 + 1, b2 + 1, . . . , bn + 1)zn
= exp
(
−
∑
j1
bj
zj
j
)
× exp
(
−
∑
j1
zj
j
)
= (1 − z)×
(
1 +
∑
n1
F−1n (b1, b2, . . . , bn)zn
)
and we identify equal powers of z. The identity (vii) generalizes the classical identity Cp+1n =
C
p
n−1 +Cpn for the binomial coefficients. See for example [6, vol. 1, II-12].
To prove (viii), we have to calculate F−1 ◦ S, it comes from
exp
(∑
j1
bj
j
zj
)
= 1 +
∑
k1
F−1k (−b1,−b2, . . . ,−bk)zk.
Taking bj = n for all j  1, exp(n∑j1 1j zj ) = 1(1−z)n =∑j0 Cn+j−1j zj .
To prove (ix), we take the Koebe function f (z), then h(z) = f (z)
z
= 1
(1−z)2 and [h(z)]p =
1
(1−z)2p = 1 +
∑
n1 C
2p+n−1
n z
n
. We can also deduce (ix) using the composition of maps:
Kp(2b1,3b2, . . . , (n + 1)bn, . . .) = F−1 ◦ pI ◦ F(2b1,3b2, . . .). For b1 = b2 = · · · = 1, we re-
place F(2,3, . . .) using (iv), then we use (viii). To prove (x), we take h(z) = 11+z . 
Remark 2.1. We verify the main corollary (C1) when f (z) is the Koebe function. From (C1),
for the Koebe function,
Pk = −(k − 2)Fk
(
4,9,16, . . . , (k + 1)2)− 1
2
K2k (−4,−2,−4,−2,−4, . . .).
If k is odd, from (iii), we have Fk(4,9,16, . . . , (k + 1)2) = −4, thus from (2.2), we find that
Pk = 0. If k is even, from (iii), Fk(4,9,16, . . . , (k + 1)2) = −2 and using (2.2), we find Pk =
−(k − 2)× (−2)− (5k − 4) = −3k. Thus P2p = −6p. Compare with (iii)′′.
We obtain values of Fn and Gn when the (bj )j1 are binomial coefficients,
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Fn
(
−
(
n
1
)
,
(
n
2
)
,−
(
n
3
)
, . . . , (−1)n
(
n
n
))
= n,
Gn
(
−
(
n
1
)
,
(
n
2
)
,−
(
n
3
)
, . . . , (−1)n
(
n
n
))
=
(
2n− 1
n
)
,
where
( n
k
)= Cnk is the binomial coefficient. More generally, let q ∈ C, and let[
n
k
]
= (1 − q
n)(1 − qn−1) · · · (1 − qn−k+1)
(1 − q)(1 − q2) · · · (1 − qk)
be the Gaussian polynomial, then
Gn
(
−
[
n
1
]
, q
[
n
2
]
,−q3
[
n
3
]
, . . . , (−1)nq n(n−1)2
[
n
n
])
=
[
2n− 1
n
]
.
Proof. We obtain Fn with
−n
∑
j1
wj
j
= log
(
1 −
(
n
1
)
w +
(
n
2
)
w2 −
(
n
3
)
w3 + · · · + (−1)n
(
n
n
)
wn
)
= n log(1 −w).
We can also deduce the identity for Fn from (2.2)–(vi) and the composition of maps F ◦ F−1 =
Id. We obtain Gn with the relation[
1 −
(
n
1
)
w +
(
n
2
)
w2 −
(
n
3
)
w3 + · · · + (−1)n
(
n
n
)
wn
]−1
= 1
(1 −w)n =
∑
j0
(
n+ j − 1
j
)
wj
when
( n
k
)
is the binomial coefficient, and in the case of the Gaussian polynomial,[
1 −
[
n
1
]
w + q
[
n
2
]
w2 − q3
[
n
3
]
w3 + · · · + (−1)nq n(n−1)2
[
n
n
]
wn
]−1
= 1∏n−1
k=0(1 − qkw)
=
∑
k0
[
n+ k − 1
k
]
wk.
From (1.26), we know that G = F−1 ◦ S ◦ F , then G ◦ F−1 = F−1 ◦ S, we can deduce the first
identity for Gn from (2.2)–(viii). 
2.2. Basic identities
The function h(z) = 1 + b1z + b2z2 + · · · + bkzk + · · · satisfies
h(z)− zh′(z) = 1 −
∑
n2
(n− 1)bnzn,
h(z)− zh′(z)+ z
2h′′(z)
2
= 1 +
∑ (n− 1)(n− 2)
2
bnz
n,n3
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2h′′(z)
2
− z
3h′′′(z)
3! = 1 −
∑
n4
(n− 1)(n− 2)(n− 3)
3! bnz
n,
· · ·
2.3. Relations between the polynomials
We differentiate (1.1) with respect to w,
b1 + 2b2w + · · · + kbkwk−1 + · · ·
= (1 + b1w + b2w2 + · · · + bpwp + · · ·)×(−∑
j1
Fjw
j−1
)
.
We equal coefficients of same powers of w, it gives the recurrence for the polynomials (Fk)k0,
F0 = 1,
−kbk =
∑
1jk
Fjbk−j . (2.3)
With the same approach, one find other relations between the polynomials as
Proposition 2.2.
Fj+1 = −
∑
0rj
(r + 1)br+1Gj−r , (2.4)
nGn =
∑
1jn
FjGn−j , (2.5)
n
p − 1K
1−p
n = 1
r − 1
∑
1jn
jK1−rj K
r−p
n−j for 2 r < p, (2.6)
n
p − 1K
1−p
n =
∑
1jn
FjK
1−p
n−j ∀p = 1, p ∈ Z, (2.7)
K
p
n =
∑
0jn
KrjK
p−r
n−j . (2.8)
Proof of the identities (2.4)–(2.8). To find (2.4), we consider h(w) = 1+b1w+b2w2 +b3w3 +
· · · + bkwk + · · ·,
h′(w) = b1 + 2b2w + 3b3w2 + · · · + nbnwn−1 + · · · .
Since 1
h(w)
=∑n0 Gnwn, multiplying by h′(w) gives
h′(w)
h(w)
=
∑
r0
[ ∑
0rj
(r + 1)br+1Gj−r
]
wr.
To obtain (2.4), we compare with (1.22). For (2.5), we identify the two following expansions
h′(w)
h(w)2
= h
′(w)
h(w)
× 1
h(w)
=
(∑
−Fj+1wj
)
×
(∑
Gpw
p
)
,j0 p0
H. Airault, A. Bouali / Bull. Sci. math. 130 (2006) 179–222 191h′(w)
h(w)2
= − d
dw
1
h(w)
= −
∑
n0
(n+ 1)Gn+1wn.
To find (2.6) and (2.7), we use that for 0 r  p,
h′(w)
h(w)p
= h
′(w)
h(w)r
× 1
h(w)p−r
. (i)
If p = 1 and r = 1, (2.6) comes from
1
(p − 1)
d
dw
1
h(w)p−1
= 1
(r − 1)
(
d
dw
1
h(w)r−1
)
×
∑
j0
K
r−p
j w
j .
In (i), we take r = 1 and we obtain (2.7) with
1
p − 1
d
dw
1
h(w)p−1
=
(∑
j0
Fj+1wj
)
× 1
h(w)p−1
. 
Remark 2.1. For k  1, (1.22) yields
w1−kh′(w)
h(w)
+ F1w1−k + F2w2−k + · · · + Fmwm−k + · · · + Fk−1w−1 + Fk
= −(Fk+1w + · · · + Fk+rwr + · · ·)
and (
Fk+1w + · · · + Fk+rwr + · · ·
)× h(w)
=
∑
j1
(Fk+1bj−1 + Fk+2bj−2 + · · · + Fj+kb0)wj .
The relations (2.4), (2.5), (2.6) and (2.7) involve the first derivative of h, we can find other
relations by multiplying powers of h. For example (2.8) comes from h(w)p = h(w)r ×h(w)p−r .
Below, we give further identities between the polynomials. We consider the polynomials
(P kn )n1, k ∈ Z defined by (1.4). We define Bkn by(
zh′(z)
h(z)
)2[
h(z)
]k =∑
n2
Bn+kn zn. (2.9)
Since zf
′
f
= 1 + zh′
h
, we have
P k+nn = Bn+kn × 1n2 +
2n+ k
k
Kkn. (2.10)
Proposition 2.3. Let f (ζ ) = ζ(1 + b1ζ + b2ζ 2 + · · ·). For k = 0, we have
φk(ζ ) = ζf
′(ζ )
f (ζ )
× h(ζ )k =
∑
n0
k + n
k
Kknζ
n. (2.11)
If k  1,
φk(ζ ) = (−1)
k
k!
[
∂k
∂bk1
(∑
Fk+nζ n
)](
G1(b1),G2(b1, b2), . . .
) (2.12)
n0
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n0
Fk+n(b1, b2, . . .)zn = − 12iπ
∫
h′(ζ )
ζ k−1(ζ − z)h(ζ ) dζ. (2.13)
If k  1, the function φ−k(ζ ) = ζf ′(ζ )f (ζ ) × ζ
k
f (ζ )k
=∑n0 k−nk K−kn ζ n is given by
φ−k(ζ ) = (−1)
k
k!
[
∂k
∂bk1
(∑
n0
k − n
k + nFk+nζ
n
)]
(b1, b2, . . .). (2.14)
Proof. For (2.11), we use the recursion formula (2.7) or give a direct proof since φk(ζ ) =
h(ζ )k + ζ
k
d
dζ h(ζ )
k
. For (2.12), we have from (T1), for k > 0 and j  0,
(j + k)
k
K−kj =
(−1)k
k!
∂k
∂bk1
Fk+j . (2.15)
The proof of (2.13) is classical for Laurent series: let l(ζ ) =∑n∈Z αnzn, then∑
nk
αnz
n =
∑
nk
zn
2iπ
∫
l(ζ )
ζ n+1
dζ = z
k
2iπ
∫
l(ζ )
ζ k(ζ − z) dζ.
We take l(ζ ) = − ζh′(ζ )
h(ζ )
. For φ−k , we proceed in the same way. 
Remark 2.2. By composition of maps, see (1.31)–(1.32), we can define (Kkn)n0 for any k ∈ R
with Kk0 = 1 and (Kk1 ,Kk2 , . . . ,Kkn, . . .) = F−1 ◦ k × Id◦F . From Proposition 2.3, we see that
for fixed n 1, we have limk→0 n−kk K−kn = Fn. Since limk→0 K−kn = 0, we obtain for
lim
k→0
1
k
K−kn =
1
n
× Fn for n 1. (2.16)
Proposition 2.4. Assume that f−1 is the inverse of f , f (f−1(z)) = z. For f (ζ ) = ζ [1 +∑
n1 bnζ
n] and φk(ζ ) = ζf ′(ζ )f (ζ ) × h(ζ )k , then
φk
(
f−1(z)
)= 1 +∑
n1
P kn (b1, b2, . . . , bn)z
n for k = 0, (2.17)
P kn (b1, . . . , bn)
=
∑
0sn
K2s
(−F1(b1), . . . ,−Fs(b1, . . . , bs))×Kk−nn−s (b1, . . . , bn−s). (2.18)
Proof. See [1, (A.1.2)]. In particular,
Pnn (b1, . . . , bn) = K2n
(−F1(b1), . . . ,−Fn(b1, . . . , bn)),
P nn
(
G1(b1), . . . ,Gn(b1, . . . , bn)
)= K2n(F1(b1), . . . ,Fn(b1, . . . , bn))
and Pnn (b1, . . . , bn)− Pnn (G1(b1), . . . ,Gn(b1, . . . , bn)) = −4Fn(b1, b2, . . . , bn). 
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If n = k,
P kn (b1, . . . , bn) = −
1
k − n ×
n∑
j=0
(k − j)Fj (b1, . . . , bj )Kk−nn−j (b1, . . . , bn−j )
= k
k − nK
k−n
n −
1
k − n ×
n∑
j=1
(k − j)Fj (b1, b2, . . . , bj )
×Kk−nn−j (b1, b2, . . . , bn−j ). (E)1
If n = k (with F0 = −1)
Pnn (b1, b2, . . . , bn) =
n∑
j=0
Fj (b1, b2, . . . , bj )× Fn−j (b1, b2, . . . , bn−j ). (E)2
Remark 2.3. If k = 1, f ′(f−1(z)) = 1 +∑n1 P 1n (b1, b2, . . .)zn with
P 1n =
1
n− 1
∑
0jn
(1 − j)FjK1−nn−j . (E)3
Proof of (E)1 and (E)2. From [1, (A.1.1)],
zf ′(z)
f (z)
[
h(z)
]k × zf ′(z)
f (z)
[
h(z)
]p = 1 +∑
n1
P
n+k+p
n z
n.
On the other hand,
zf ′(z)
f (z)
[
h(z)
]k = z1−kf ′(z)f (z)k−1 = z1−k 1
k
d
dz
f (z)k = 1
k
∑
n0
(n+ k)Kknzn.
Multiplying zf
′(z)
f (z)
[h(z)]k × zf ′(z)
f (z)
[h(z)]p , we obtain for any k, p ∈ Z, k = 0, p = 0,
P
n+k+p
n =
∑
0jn
(j + k)(n− j + p)× 1
pk
Kkj K
p
n−j . (E)4
We make p → 0 as in Remark 2.2, it gives P kn . To obtain Pnn , we make k → 0. 
Remark 2.4. From (j+k)
k
K−kj = (−1)
k
k!
∂k
∂bk1
Fk+j and from (E)4, we deduce that for k > 0, p > 0,
P
n+k+p
n (b1, b2, . . .)
=
∑
0jn
(−1)k+p
k!p!
(
∂k
∂bk1
Fk+j
)
(c1, c2, . . .)×
(
∂p
∂b
p
1
Fp+n−j
)
(c1, c2, . . .). (E)5
From (E)1, we obtain for k > n,
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= (−1)
k−n+1
(k − n)!
n∑
j=0
Fj (b1, b2, . . . , bj )
∂k−n
∂bk−n1
Fk−j (c1, c2, . . . , ck−j ) (E)6
with (c1, c2, . . . , ck, . . .) = (G1(b1),G2(b1, b2), . . . ,Gk(b1, b2, . . .), . . .). When k < n, expres-
sions of P kn in terms of partial derivatives of the Faber polynomials are more complicated.
Theorem 2.5. For the Koebe function f (z) = z
(1−z)2 or f (z) = z(1+z)2 , we have P−kn−k = P kn+k for
n 1, k  1,
P−kn−k(b1, b2, . . . , bn−k) = P kn+k(b1, b2, . . . , bn+k)
for (b1, b2, . . .) = (2,3,4,5,6, . . .), bn = n+ 1. (2.20)
Conversely, let f (z) = z + b1z2 + · · · + bnzn+1 + · · ·, if P−kn−k = P kn+k for n  1, k  1, then
f (z) = z
(1−z)2 ,  = 1 or  = −1.
Moreover, for the Koebe function, we have K−nn−j × 1nj = K−nn+j × 1n+j0, n, j ∈ Z. This
last relation is the same as the classical C2nn−j = C2nn+j on the binomial coefficients.
We verify (2.20) with n = 3, k = 2. With [1, (A.1.7)], we calculate P−21 = −b1,
P 25 = 7b5 − 20b1b4 + 30b1b22 + 35b21b3 − 50b31b2 + 14b51 − 16b2b3.
When bn = (n+ 1), we find P−21 = P 25 = −2. With [1, (A.1.7)],
P 24 (b1, b2, b3, b4) = 6b4 − 12b1b3 − 5b22 + 16b21b2 − 5b41
and P 24 (2,3,4,5) = P−20 = 1.
Proof of Theorem 2.5. Let f (z) = z
(1−z)2 , we have
zf ′(z)
f (z)
= 1+z1−z and(
zf ′(z)
f (z)
)2[
h(z)
]k = (1 + z)2
(1 − z)2k+2 = 1 +
∑
n1
Pn+kn zn. (i)
It gives the line integral
Pn+kn =
1
2iπ
∫ (
ζf ′(ζ )
f (ζ )
)2[
h(ζ )
]k dζ
ζ n+1
−
∑
ζ =0
Residue
= 1
2iπ
∫
(1 + ζ )2
(1 − ζ )2k+2
dζ
ζ n+1
− Residue at ζ = 1. (ii)
With (ii), we find P−jn−j = 12iπ
∫
λ(ζ )ζ j
dζ
ζ
and P jn+j = 12iπ
∫
λ(ζ )ζ−j dζ
ζ
with
λ(ζ ) =
(
ζf ′(ζ )
f (ζ )
)2[
f (ζ )
]−n = (1 + ζ )2
(1 − ζ )2−2nζ n (iii)
since for n 1, the function λ(ζ ) has only a pole at ζ = 0. We can calculate the two line integrals
on the circle |ζ | = 1. Since the function λ(ζ ) is such that λ( 1
ζ
) = λ(ζ ), we put ζ = 1
ξ
and we
see that the two line integrals P−j and P j are equal. Consider any f (z) and let the functionn−j n+j
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z
), then ( zk
′(z)
k(z)
)2 = (uf ′(u)
f (u)
)2 at u = 1
z
. The Koebe function satisfies f (z) = f ( 1
z
). This
proves (2.20).
Conversely, assume that P−kn−k = P kn+k for n 1, k  1.
Taking n = 1, we find P 12 = P−10 = 1 and P j1+j = 0 for j  2. It gives Pn−1n = 0 for n  3
and
1
f (z)
× z
2f ′(z)2
f (z)2
= 1
z
+ P 01 + z (2.21)
then f (z) = f ( 1
z
).
Taking n = 2, we obtain P 24 = 1 and P j2+j = 0 for j  3. Thus Pn−2n = 0 for n 4 and from
(1.4),
1
f (z)2
× z
2f ′(z)2
f (z)2
= 1
z2
+ P−11
1
z
+ P 02 + P 13 z + z2. (2.22)
We have P−11 = P 13 (n = 2, j = 1). Taking the ratio of (2.20) by (2.21), we see that
f (z) = z × 1 + P
0
1 z + z2
1 + P−11 z + P 02 z2 + P−11 z3 + z4
.
Let f (z) = zh(z) and l(z) = 1
h(z)
= 1+P−11 z+P 02 z2+P−11 z3+z41+P 01 z+z2 . With (2.21), l(z) = 1 + G1z +
G2z2 + · · · +Gnzn + · · · must satisfy
l(z)(1 − zl
′(z)
l(z)
)2 = 1 + P 01 z + z2 (i)
then (
l(z)− zl′(z))2 = 1 + P−11 + P 02 z2 + P−11 z3 + z4. (ii)
Using the identity (2.2), we have P−11 = 0. With (ii), we see that 1 + P 01 z + z2 must have a
double root. It implies that (P 01 )
2 = 4. Identifying the coefficients in (ii) gives P 02 = −2 and
f (z) = z
(1−z)2 ,  = 1 or  = −1. 
For the Koebe function, we prove K−nn−j = K−nn+j in the same way and then apply (2.2)(ix).
Remark 2.5. Eq. (2.21) has other solutions than the Koebe function, but (2.21) and K−11−j =
K−11+j , ∀j  1 or equivalently K−12 = 1, K−1n = 0, ∀n 3, implies that f (z) = z(1−z)2 ,  = +1,
−1. According to (4.8) below, the condition K−1n = 0 for n 3 means that ∂∂b1 Fn = 0 for n 4.
Remark 2.6. When we write the expressions (E)1, (E)2, . . . of (P kn ) in the case of the Koebe
function, with (2.2)(iii), (iv), (x) we obtain relations between the binomial coefficients.
3. The composition of maps
We consider the polynomials
(b1, b1, . . . , bn) → Fn(b1, b1, . . . , bn)
n 1,
(b , b , . . . , b ) → G (b ,b , . . . , b )1 1 n n 1 1 n
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the composition of maps
(b1, b2, . . . , bn) → Fn
(
G1(b1),G2(b1, b2), . . . ,Gn(b1, b2, . . . , bn)
)
.
In the same way, Gn(G1, . . . ,Gn) is the composition of maps
(b1, b2, . . . , bn) → Gn
(
G1(b1),G2(b1, b2), . . . ,Gn(b1, b2, . . . , bn)
)
and Gn(F1, . . . ,Fn) is the composition of maps
(b1, b2, . . . , bn) → Gn
(
F1(b1),F2(b1, b2), . . . ,Fn(b1, b2, . . . , bn)
)
.
For example, we have F1(G1)(b1) = F1(−b1) = b1, . . . .
G1(F1)(b1) = b1,
G2(F1,F2)(b1, b2) = F 21 − F2 = 2b2,
G3(F1,F2,F3)(b1, b2, b3) = b1b2 + 3b3,
G4(F1,F2,F3,F4) = 2b22 + 2b1b3 + 4b4,
G5(F1,F2,F3,F4,F5) = b1b22 + 7b3b2 + 3b1b4 + 5b5,
G6(F1,F2,F3,F4,F5,F6) = 4b1b2b3 + 2b32 + 6b23 + 10b2b4 + 4b1b5 + 6b6,
G7(F1,F2,F3,F4,F5,F6,F7)
= 17b3b4 + b1b32 + 13b2b5 + 11b22b3 + 4b1b23 + 5b1b6 + 6b1b2b4 + 7b7,
G8(F1,F2,F3,F4,F5,F6,F7,F8)
= 6b3b1b22 + 8b5b1b2 + 12b4b1b3 + 2b42 + 12b24 + 16b4b22 + 16b6b2
+ 22b5b3 + 20b23b2 + 6b1b7 + 8b8.
Proposition 3.1. For n 1,
Gn(G1,G2, . . . ,Gn) = bn, (3.1)
Fn(b1, b2, . . . , bn)+ Fn(G1,G2, . . . ,Gn) = 0. (3.2)
Proof of (3.1) and (3.2). For (3.1), let h˜(w) = 1
h(w)
= ∑n0 Gnwn, then 1h˜(w) = h(w). In
particular, writing G2(G1,G2) = b2 and G3(G1,G2,G3) = b3, we obtain G21 − G2 = b2 and
−G31 + 2G1G2 − G3 = b3, . . . . The second relation is an immediate consequence of (1.23) and
(1.24). 
Remark 3.1. 1. The second formula (3.2) can also be proved by recurrence: it is true for n = 1.
We shall use the two recursion formulae (2.5) and (2.3),
Fn + b1Fn−1 + b2Fn−2 + · · · + bn−1F1 + nbn = 0, (3.3)
Fn +G1Fn−1 +G2Fn−2 + · · · +Gn−1F1 − nGn = 0.
From the first relation, we have F2(G1,G2)+G1F1(G1)+2G2 = 0 and from the second relation
F2(b1, b2)+G1F1(b1)−2G2 = 0. Using that (3.2) is true for n = 1 and adding the two relations
above, we obtain (3.2) for n = 2 and the formula by recurrence on n.
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G1 + b1 = 0, G2 + b1G1 + b2 = 0, G3 + b1G2 + b2G1 + b3 = 0 (i)
and in general, we have Gn +b1Gn−1 +b2Gn−2 +· · ·+bn−1G1 +bn = 0 as follows. From (2.4)
F2(b1, b2) = −(b1G1 + 2b2) and F2(G1,G2) = −(b1G1 + 2G2). Adding and using (i) gives the
result. We proceed in the same way for Fn.
3. Another proof of (3.2) is to show that G = F−1 ◦ S ◦F as follows. From (1.23)–(1.24), we
have the map φ :h → u = 1 − zh′
h
(b1, b2, . . . , bn, . . .) →
(
F1(b1),
F2(b1, b2)
2
, . . . ,
Fj (b1, b2, . . . , bj )
j
, . . .
)
.
Its inverse map gives the Schur polynomials. We calculate h from u with the relation h(z) =
exp( 1−u(z)
z
). The map
F : (b1, b2, . . . , bn, . . .) →
(
F1(b1),F2(b1, b2), . . . ,Fj (b1, . . . , bj ), . . .
)
is a bijection. The map S : 1 − zh′
h
→ 1 + zh′
h
= 1 − z h˜′
h˜
with h˜ = 1
h
is also a bijection. Then the
map φ−1 ◦ S ◦ φ is just h → h˜ = 1
h
. This gives (1.26). To calculate F−1n , we have to solve the
system in (b1, b2, . . . , bn),
F1(b1) = c1, F2(b1, b2) = c2, Fn(b1, b2, . . . , bn) = cn, . . . (3.4)
Proof of (1.31)–(1.32). For p  1, we consider the map φp :h → u = 1 −pzh′h which allows us
to calculate hp . 
More identities similar to (3.1) and (3.2) can be found.
Theorem 3.2.
Fn
(−F1(b1),−F2(b1, b2), . . . ,−Fk(b1, b2, . . . , bk),−Fn(b1, b2, . . . , bn))
= Fn
(
2b1,3b2,4b3, . . . , (n+ 1)bn
)− Fn(b1, b2, b3, . . . , bn), (3.5)
Fn(F1,F2, . . . ,Fn) = Fn
(
0,−b2,−2b3,−3b4, . . . ,−(n− 1)bn
)
− Fn(b1, b2, . . . , bn), (3.6)
Gn(−F1,−F2, . . . ,−Fn) =
n∑
k=0
bkGn−k
(
2b1,3b2,4b3, . . . , (j + 1)bj , . . .
)
, (3.7)
Gn(F1,F2, . . . ,Fn) =
n∑
k=0
bkGn−k
(
0,−b2,−2b3, . . . ,−(j − 1)bj , . . .
)
. (3.8)
For p ∈ Z, p = 0,
K
p
n (−F1,−F2, . . . ,−Fn) =
n∑
k=0
K
−p
n−k(b1, b2, . . . , bn)
×Kp(2b1,3b2, . . . , (j + 1)bj , . . .), (3.9)k
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p
n (F1,F2, . . . ,Fn) =
n∑
k=0
K
−p
n−k(b1, b2, . . . , bn)
×Kpk
(
0,−b2,−2b3, . . . ,−(j − 1)bj , . . .
)
. (3.10)
Remark 3.2. Consider the maps D1 and D−1 fromM toM,
D1 : (b1, b2, . . . , bk, . . .) →
(
2b1,3b2,4b3, . . . , (n+ 1)bn, . . .
)
,
D−1 : (b1, b2, . . . , bk, . . .) →
(
0, b2,2b3, . . . , (n− 1)bn, . . .
)
,
then (3.5)–(3.7) can be written as F ◦ S ◦ F = F ◦ D1 − F and F ◦ F = F ◦ S ◦ D−1. Remark
that Kp , F , G, and S are bijection while D−1 is not.
Proof of Theorem 3.2. To prove (3.5), we consider f (z) = zh(z).( zf ′
f
)′
zf ′
f
= −
∑
k1
Fk(−F1,−F2, . . . ,−Fk)zk−1. (i)
On the other hand
d
dz
log
(
zf ′
f
)
= 1
z
+
(f ′
f
)′
f ′
f
= 1
z
+
(
f ′′
f
− (f
′)2
f 2
)
× f
f ′
= 1
z
+ f
′′
f ′
− f
′
f
= 1
z
− f
′
f
−
∑
k1
Fk
(
2b1,3b2, . . . , (k + 1)bk
)
zk−1.
Using the expression of 1
z
− f ′
f
, we deduce( zf ′
f
)′
zf ′
f
=
∑
k1
Fk(b1, b2, . . . , bk)z
k−1 −
∑
k1
Fk
(
2b1,3b2, . . . , (k + 1)bk
)
zk−1. (ii)
The comparison of (i) and (ii) gives (3.5).
For (3.6), let g(z) = z
h(z)
. Then u(z) = zg′(z)
g(z)
= 1 +∑n1 Fn(b1, b2, . . . , bn)zn satisfies
u′(z)
u(z)
= −
∑
k1
Fk
(
F1(b1),F2(b1, b2), . . . ,Fk(b1, b2, . . . , bk)
)
zk−1. (i)
Thus we obtain Fk(F1,F2, . . . ,Fk)) from this expansion. On the other hand, we calculate
u′(z)
u(z)
= d
dz
log
(
u(z)
)= 1
z
(
−
∑
k1
Fkz
k + zg
′′(z)
g′(z)
)
.
Since g′(z) = h(z)−zh′(z)
h(z)2
, we obtain
z
g′′(z)
g′(z)
= z (h− zh
′)′
h− zh′ − 2z
h′
h
= z (h− zh
′)′
h− zh′ + 2
∑
Fkz
k.k1
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u′(z)
u(z)
= 1
z
(∑
k1
Fkz
k −
∑
k1
Fk
(
0,−b2,−2b3, . . . ,−(k − 1)bk
)
zk
)
. (ii)
Then we compare the two identities (i) and (ii).
To prove (3.8), we write h(w)
h(w)−wh′(w) in two different ways,
1
1 − wh′(w)
h(w)
=
∑
n0
Gn
(
F1(b1),F2(b1, b2), . . . ,Fn(b1, b2, . . . , bn)
)
wn,
h(w)
h(w)−wh′(w) =
(
1 + b1w + b2w2 + · · ·
)×∑
n0
Gn
(
0,−b2, . . . ,−(n− 1)bn, . . .
)
wn
since
h(w)−wh′(w) = (1 + b1w + b2w2 + · · · + bnwn + · · ·)
− (b1w + 2b2w2 + · · · + nbnwn + · · ·)
= 1 − b2w2 − 2b3w3 − · · · − (n− 1)bnwn − · · · .
To prove (3.7), we consider h(w)
h(w)+wh′(w) . To prove (3.9),(
1 + zh
′(z)
h(z)
)p
=
(
1 −
∑
k1
Fkz
k
)p
=
∑
n0
K
p
n (−F1,−F2, . . . ,−Fn)zn.
This is also equal to (h(z)+zh
′(z))p
h(z)p
. For (3.10), we take (1 − zh′(z)
h(z)
)p . 
Remark 3.3. With (3.7)–(3.10) we define differential operators on Faber polynomials. For
(3.7)–(3.8), we have (see (1.16)) Gn−k = − 1n ∂∂bk Fn, thus
Gn(−F1,−F2, . . . ,−Fn)
= − 1
n+ 1
[∑
k0
bk
k + 1
∂Fn+1
∂bk+1
](
2b1,3b2,4b3, . . . , (n+ 1)bn
)
. (3.11)
For (3.9), we take for example p = 2. See Proposition 2.4. With (1.16), we deduce that
K−2n−k =
1
n+ 1
∂
∂bk
(
∂
∂b1
Fn+1
)
= 1
n+ 2
∂
∂bk
(
∂
∂b2
Fn+2
)
and
K2n(−F1,−F2, . . . ,−Fn) =
1
n+ 1U2
(
∂
∂b1
Fn+1
)
+K−2n (b1, . . . , bn)
= 1
n+ 2U2
(
∂
∂b1
Fn+2
)
+ 1
n+ 2
∂2Fn+2
∂b21
, (3.12)
where U2 is the differential operator
U2 =
∑
k1
K2k
(
2b1,3b2, . . . , (k + 1)bk
) ∂
∂bk
= 4b1 ∂ +
(
6b2 + 4b21
) ∂ + (8b3 + 12b1b2) ∂ + · · · . (3.13)
∂b1 ∂b2 ∂b3
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U2
∂
∂b1
− ∂
∂b1
U2 = −4L1 (3.14)
where L1 is given by (1.13). In the same way, in (3.10), we put
T2 =
∑
k1
K2k
(
0,−b2,−2b3, . . . ,−(k − 1)bk
) ∂
∂bk
= −2b2 ∂
∂b2
− 4b3 ∂
∂b3
+ (b22 − 6b4) ∂∂b4 + (4b2b3 − 8b5) ∂∂b5 + · · · . (3.15)
Then T2[h(z)] = (h(z)− zh′(z))2 − 1. We have
K2n(F1,F2, . . . ,Fn) =
1
n+ 1T2
∂
∂b1
Fn+1 +K−2n (b1, . . . , bn)
= 1
n+ 1
∂
∂b1
T2Fn+1 +K−2n (b1, b2, . . . , bn)
= 1
n+ 2T2
∂
∂b2
Fn+2 + 1
n+ 2
∂2Fn+2
∂b21
. (3.16)
By (2.18), K2n(−F1,−F2, . . .) − K2n(F1,F2, . . .) = −4Fn = − 4n+1L1(Fn+1), see (7.11). With
(3.14), it gives ∂
∂b1
(U2 − T2)Fn = 0, thus (U2 − T2)Fn does not depend on b1 for n  2. For
p  1, T2 ∂∂bp − ∂∂bp T2 = −2(p − 1)
∑
kp(k − p − 1)bk−p ∂∂bk
T2
∂
∂bp
− ∂
∂bp
T2 = −2(p − 1)
∑
n0
(n− 1)bn ∂
∂bp+n
= −2(p − 1)(Lp + 2Wp). (3.17)
Corollary 3.3. Let (Pk)k2 be the coefficients of the Schwarzian derivative as in (C1), and let
H= T2 ∂
∂b2
+ ∂
2
∂b21
(3.18)
then Pk(b1, b2, b3, . . . , bk)+ (k − 2)Fk(2b1,3b2, . . . , (k + 1)bk) is equal to
− 1
2(k + 2) [HFk+2]
(
2b1,3b2, . . . , (j + 1)bj , . . .
)
. (3.19)
Corollary 3.4. Let T = ∂2
∂b21
+ T2 ∂∂b2 + ( ∂∂b2 − b1 ∂∂b3 + ∂∂b4 ). The condition (2.21) is equivalent
to
(T Fn)(G1,G2, . . . ,Gn−2) = 0 ∀n 4. (3.20)
Proof. The condition (2.21) is the same as
K2n(−F1,−F2, . . .) = bn + b1bn−1 + bn−2 ∀n 1. (3.21)
From (1.26), we have Kp ◦ S ◦ F = Kp ◦ F ◦G. Thus
K2n(−F1,−F2, . . .) =
1
(
T2
∂
Fn+2
)
◦G+K−2n ◦G. (3.22)n+ 2 ∂b2
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b1Gn−1 +Gn−2) at the point (G1,G2, . . . ,Gn). With (1.16), we have
Gn − b1Gn−1 +Gn−2 = − 1
n+ 2
(
∂
∂b2
− b1 ∂
∂b3
+ ∂
∂b4
)
Fn+2. (3.23)
Then (3.22) and (3.23) imply (3.20). The condition (3.20) is always satisfied for n = 1,2,3. For
n = 4, it gives 3b2 − 2b21 = 1, for n = 5, 5b3 − 3b1b2 − b1 = 0. 
4. The polynomials and their derivatives. Proof of the Main Theorem
4.1. The partial derivatives ( ∂
∂bk
)k1
Theorem 4.1. For p  1, n 0,
(n+ p)Gn = −∂Fn+p
∂bp
. (4.1)
In particular, ∂Fp
∂bp
= −p, and ∂Fn
∂bk
= −nGn−k if k  n. Let (F−1n )n1 be the inverse Faber poly-
nomials, then
∂
∂bk
F−1p = −
1
k
F−1p−k × 1kp. (4.2)
Proof. Let ψ(w) = w + b1 + b2w + b3w2 + · · · +
bp
wp−1 + · · · and
ψp(w) = ψ(w)− t
wp−1
p  1.
We have wpψ ′p(w) = wpψ ′(w)+ (p − 1)t ,
wψ ′p(w)
ψp(w)
= 1 +
∑
n1
Fn(b1, . . . , bp−1, bp − t, bp+1, . . .)× 1
wn
.
We differentiate this equation with respect to t and we make t = 0,
φ(w) = d
dt
∣∣∣∣
t=0
wψ ′p(w)
ψp(w)
=
∑
n1
∂Fn
∂bp
× 1
wn
.
On the other hand
wψ ′p(w)
ψp(w)
= w
pψ ′(w)+ (p − 1)t
wp−1ψ(w)− t .
We calculate φ with this expression
d
dt
wψ ′p(w)
ψp(w)
= w
[
(p − 1)wp−2ψ(w)+wp−1ψ ′(w)
(wp−1ψ(w)− t)2
]
= −w d
dw
1
(wp−1ψ(w)− t) .
At t = 0,
φ(w) = −w d
dw
(
1
wp−1ψ(w)
)
= −w d
dw
∑
Gn × 1
wn+p
=
∑
Gn(n+ p) 1
wn+p
.n0 n0
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the result. To calculate the derivatives of the map F−1, we take
h(z) = 1 +
∑
j1
F−1j (b1, b2, b3, . . . , bj )z
j
since F ◦F−1 = Identity, we have ddz log(h(z)) = −
∑
k1 bkz
k−1
. We differentiate with respect
to bk , for k  1,
−zk−1 = ∂
∂bk
(
h′(z)
h(z)
)
= d
dz
( ∂
∂bk
h(z)
h(z)
)
.
We integrate this identity with respect to z,
−1
k
zk =
∂
∂bk
h(z)
h(z)
+C(b1, b2, . . .)
where C(b1, b2, . . .) is constant in z. Making z = 0, we see that C = 0. thus
−1
k
zk × h(z) = ∂
∂bk
h(z) =
∑
j1
(
∂
∂bk
F−1j
)
zj .
Since − 1
k
zk × h(z) = − 1
k
zk(1 +∑j1 F−1j zj ), we obtain the partial derivatives of F−1. 
Corollary 4.2. For n 0, p  1,
∂Fn+p
∂bp
(
G1(b1),G2(b1, b2), . . . ,Gn(b1, b2, . . . , bn)
)= −(n+ p)bn. (4.3)
Proof. Since G ◦G = Identity, it is a consequence of (4.1). 
Corollary 4.3.
∂Gn
∂bk
= −K−2n−k × 1nk. (4.4)
Proof. We differentiate G = F−1 ◦ S ◦ F .
∂Gn
∂bk
=
∑
j1
∂F−1n
∂bj
(S ◦ F)×
(
−∂Fj
∂bk
)
=
∑
1jn
(
−1
j
F−1n−j (S ◦ F)
)
× (jGj−k).
After simplification by j , and since F−1 ◦ S ◦ F = G, we find
∂Gn
∂bk
= −
∑
1jn
Gn−jGj−k = −K−2n−k. 
The following operators up to a minus sign, (Zk)k0 were introduced in [2].
Corollary 4.4. With the recursion Fj+1 = −∑0rj (r + 1)br+1Gj−r , see (2.4), for k  0, we
deduce
Zk =
∑
r0
(r + 1)br+1 ∂
∂br+k+1
and (j + k + 1)Fj+1 = ZkFj+k+1.
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sion formula (2.4) where we replace Gj−r , we find
(j + k + 1)Fj+1 =
∑
0rj
(r + 1)br+1 ∂
∂br+k+1
Fj+k+1 = Zk(Fj+k+1).
For k < 0, then ∂
∂br+k+1 is defined only if r + k  0, i.e. r −k. We decompose the sum Fj+1 =−∑0r<−k(r + 1)br+1Gj−r −∑−krj (r + 1)br+1Gj−r . 
4.2. Proof of the main results
Proof of the Main Theorem.
∂
∂bk
(
1
h(z)
)
= − z
k
h(z)2
= −zk −
∑
n1
K−2n zn+k.
On the other hand, ∂
∂bk
( 1
h(z)
) =∑n1 ∂∂bk Gnzn. In these two last expressions, we identify the co-
efficients of equal power of z. It gives (1.17). We have (n+p)Gn = − ∂Fn+p∂bp , then differentiating
this expression with respect to k, we obtain
(p + k + n)K−2n =
∂2Fp+k+n
∂bk∂bp
∀p  1, ∀k  1.
We deduce higher order partial derivatives of Fj from
∂K
−p
n
∂bk
= −pK−(p+1)n−k × 1nk for n 1, k  1, p = 0, p ∈ Z. (4.5)
K
p
0 = 1 for any p. The proof of (4.5) or equivalently ∂K
p
n
∂bk
= pKp−1n−k × 1nk is as follows,
∂
∂bk
(
1
h(z)p
)
=
∑
n1
∂
∂bk
(
K
−p
n
)
zn. (i)
On the other hand
∂
∂bk
(
1
h(z)p
)
= −p
∂
∂bk
(h(z))
h(z)p+1
= −pz
k
h(z)p+1
= −pzk
∑
n1
K
−(p+1)
n z
n
= −p
∑
q1
K
−(p+1)
q z
q+k. (ii)
The identification of the coefficients of zq in the two expressions (i) and (ii) gives (4.5). We see
that one can calculate as derivatives of Faber polynomials all the (K−pn )n1 for p  1. 
Proof of (T2). We wish to calculate Kpn for p  2. Let h˜(z) = 1h(z) = 1 + G1z + G2z2 +· · · + Gnzn + · · ·. Then (T2) is obtained with the identification of coefficients of equal
powers of z in h˜(z)−p = 1 + ∑n1 K−pn (G1,G2, . . . ,Gn)zn = h(z)p with h(z)p = 1 +∑
n1 K
p
n (b1, b2, . . . , bn)z
n
. We can also give a proof with the composition of maps Kpn =
F−1 ◦ pI ◦ F and
K
−p
n ◦G = F−1 ◦ pS ◦ F ◦ F−1 ◦ S ◦ F = F−1 ◦ pI ◦ F = Kpn . 
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For p  1,
(−1)p(p − 1)!(n+ k1 + k2 + · · · + kp)K−pn (b1, b2, . . . , bn)
= ∂
pFn+k1+···+kp
∂bk1∂bk2 · · · ∂bkp
(b1, b2, . . . , bn, . . . , bq, . . .). (4.6)
Let
φ(b1, b2, . . . , bn, . . . , bq, . . .) =
∂pFn+k1+···+kp
∂bk1∂bk2 · · · ∂bkp
(b1, b2, . . . , bn, . . . , bq, . . .),
for p  1, we have
(−1)p(p − 1)!(n+ k1 + k2 + · · · + kp)Kpn (b1, b2, . . . , bn)
= φ(G1(b1, b2, . . .),G2(b1, b2, . . .), . . . ,Gq(b1, b2, . . .), . . .). (4.7)
Corollary 4.6. For p  1,
(−1)p(p − 1)!(n+ p)K−pn (b1, b2, . . . , bn) = ∂
pFn+p
∂b
p
1
(b1, b2, . . . , bn, . . . , bn+p), (4.8)
(−1)p(p − 1)!(n+ p)Kpn (b1, b2, . . . , bn)
= ∂
pFn+p
∂b
p
1
(
G1(b),G2(b1, b2), . . . ,Gn+p(b1, b2, . . . , bn+p)
)
. (4.9)
In particular
K−(n+1)n =
(−1)n+1
n!(2n+ 1)
∂n+1F2n+1
∂bn+11
(b1, b2, . . . , bq, . . .), (4.10)
Knn+1 =
(−1)n
(n− 1)!(2n+ 1)
(
∂nF2n+1
∂bn1
)(
G1(b1),G2(b1, b2), . . . ,Gq(b1, b2, . . . , bq)
)
.
(4.11)
Proof of the Main Corollary. Let f (z) = z + b1z2 + b2z3 + · · · + bnzn+1 + · · ·.
f ′′(z)
f ′(z)
= −
∑
k1
Fk
(
2b1,3b2, . . . , (k + 1)bk
)
zk−1,
(
f ′′(z)
f ′(z)
)′
= −
∑
k2
(k − 1)Fk
(
2b1,3b2, . . . , (k + 1)bk
)
zk−2. (i)
On the other hand
−1
2
(
f ′′(z)
f ′(z)
)2
= − 1
2z2
(
zf ′′(z)
f ′(z)
)2
= − 1
2z2
(∑
Fk
(
2b1,3b2, . . . , (k + 1)bk
)
zk + 1 − 1
)2
k1
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2z2
(
1 +
∑
k1
Fk(2b1,3b2, . . .)zk
)2
+ 1
z2
(
1 +
∑
k1
Fk(2b1,3b2, . . .)zk
)
− 1
2z2
= − 1
2z2
∑
k2
K2k
(
F1(2b1),F2(2b1,3b2), . . .
)
zk + 1
z2
∑
k2
Fk(2b1,3b2, . . .)zk. (ii)
We add the two expressions (i) and (ii) to obtain the Main Corollary. 
Remark 4.1. Let Hk(b1, b2, . . . , bk) = Fk(2b1,3b2,4b3, . . . , (k+1)bk). With the expressions of
the (Fn)n1 in [3], we find H1(b1) = F1(2b1) = −2b1 and H2(b1, b2) = F2(2b1,3b2) = 2(2b21 −
3b2)
H3(b1, b2, b3) = F3(2b1,3b2,4b3) = 2
(−4b31 + 9b1b2 − 6b3),
H4(b1, b2, b3, b4) = F4(2b1,3b2,4b3,5b4) = 2
(
8b41 − 24b21b2 + 9b22 + 16b1b3 − 10b4
)
.
We can calculate Pk with Pk = −(k − 1)Hk − 12
∑k−1
j=1 Hk−jHj or we can use (C1).
Proof of (T3). h(z)p =∑n0 Kpn zn = (1 + b1z + b2z2 + · · · + bnzn + · · ·)p ,
K
p
n = 12iπ
∫
(1 + φn(ξ)+ bn+1ξn+1 + · · ·)p
ξn+1
dξ = 1
2iπ
∫
(1 + φn(ξ))p
ξn+1
dξ
and we write Newton binomial formula (1 + φn(ξ))p = 1 + pφn(ξ)+ p(p−1)2 φn(ξ)2 + · · ·. 
Proof of (T4). If b1 = 0, then φn(z) = b1z + b2z2 + b3z3 + · · · + bnzn = b1z(1 + b2b1 z + · · · +
bn
b1
zn−1). Thus
(
φn(z)
)k = bk1zk(1 + b2b1 z + · · · + bnb1 zn−1
)k
= bk1zk
∑
j1
Kkj
(
b2
b1
, . . . ,
bj+1
b1
)
zj .
The coefficient of zn in this expression is obtained for j + k = n. This gives (T4). We can obtain
the exact expression of Kpn as follows,
K
p
n =
∑
1k1n
C
p
k1
Dk1n =
∑
1k1n
C
p
k1
b
k1
1
∑
1k2n−k1
C
k1
k2
(
b2
b1
)k2
D
k2
n−k1
(
b3
b2
, . . .
)
.
If b1 = 0,
K
p
1 = Cp1 b1, Kp2 = Cp1 b2 +Cp2 b21, Kp3 = Cp1 b3 +Cp2 b21K21
(
b2
b1
)
+Cp3 b31,
K
p
4 = Cp1 b4 +Cp2 b21K22
(
b2
b1
,
b3
b1
)
+Cp3 b31K31
(
b2
b1
)
+Cp4 b41,
K
p
5 = Cp1 b5 +Cp2 b21K23
(
b2
b1
,
b3
b1
,
b4
b1
)
+Cp3 b31K32
(
b2
b1
,
b3
b1
)
+Cp4 b41K41
(
b2
b1
)
+Cp5 b51,
K
p
6 = Cp1 b6 +Cp2 b21K24
(
b2
b1
,
b3
b1
,
b4
b1
,
b5
b1
)
+Cp3 b31K33
(
b2
b1
,
b3
b1
,
b4
b1
)
+Cp4 b41K42
(
b2
,
b3
)
+Cp5 b51K51
(
b2
)
+Cp6 b61.b1 b1 b1
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K
p
2 = Cp1 b2, Kp3 = Cp1 b3, Kp4 = Cp1 b4 +Cp2 b22,
K
p
5 = Cp1 b5 +Cp2 b2K21
(
b3
b2
)
, K
p
6 = Cp1 b6 +Cp2 b22K22
(
b3
b2
,
b4
b2
)
+Cp3 b32,
K
p
7 = Cp1 b7 +Cp2 b22K23
(
b3
b2
,
b4
b2
,
b5
b2
)
+Cp3 b32K31
(
b3
b2
)
, . . . . 
5. Identities related to the (Wj )j1, the (V kj )j1, k ∈ Z and the (Vj )j1
It has been proved in [3] that
WjWq = WqWj for j  1, q  1. (5.1)
For j  1, m 0,
WjFm = mδj,m and WjGm = Gm−j (5.2)
with the convention Gp = 0 if p < 0. Moreover Kp0 = 1 and
Wj
(
K
p
n
)= 0 for n < j, Wj (Kpn )= −pKpn−j for n j, p ∈ Z. (5.3)
Proof of (5.1)–(5.3). For (5.1), we remark that WjWp[h(z)] = zp+j h(z). For the other identities,
let (b1, . . . , bk, . . .) → h(z) = 1+b1z+b2z2 +· · ·+bkzk +· · ·, then ∂∂bj [h(z)] = zj . It is enough
to calculate Wj [h(z)], use (1.1), then calculate Wj [ 1h(z) ], use (1.3) by equating coefficients of
similar powers of z. This is done as follows. Let
(b1, b2, . . . , bk, . . .) → φ(b1, b2, . . . , bk, . . .).
Since Wj is a differential operator, Wj [exp(φ)] = exp(φ) × Wj [φ]. With (1.1), we have
Wj [h(z)] = h(z)×(−∑+∞k=1 WjFkk zk). Comparing this last expression with Wj [h(z)] = −zjh(z),
we deduce that zj = ∑+∞k=1 WjFkk zk . Equating the coefficients of zk gives Wj(Fm). To obtain
Wj [Gm], we calculate Wj [ 1h(z) ] = −Wj [h(z)]h(z)2 . With Wj [h(z)] = −zjh(z), it gives Wj [ 1h(z) ] =
zj
h(z)
. With(1.2), it gives
zj
h(z)
=
∑
m1
WjGmz
m. (i)
In (i), we replace 1
h(z)
by (1.2), thus zj (∑m0 Gmzm) = ∑m1 Wj [Gm]zm. In this identity,
equating the coefficients of zm gives Wj(Gm). In the same way,
Wj
[
h(z)p
]= ph(z)p−1Wj [h(z)]= −pzjh(z)p = −pzj(1 +∑
n1
K
p
n z
n
)
.
On the other hand, Wj [h(z)p] =∑s1 Wj [Kps ]zs . Identifying the two expressions of Wj [h(z)p],
we obtain −pzj (1 +∑n1 Kpn zn) =∑s1 Wj [Kps ]zs . Equating the coefficients of equal pow-
ers of zj gives Wj(Kpn ). 
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V
q
k V
p
s + (p + 1)V p+qs+k =
∑
n0,j0
K
p+1
n K
q+1
j
∂2
∂bn+s∂bk+j
(5.4)
and V kj =
∑
n0 K
k
nWj+n
V kj (Fp) = pKkp−j , V kj
(
K
q
s
)= −qKq+ks−j , (5.5)
V kj
[
h(z)
]= −zj [h(z)]k+1. (5.6)
The polynomials (P kn )n0, P k0 = 1 (see (1.4)) satisfy
V kp
(
P
n+j
n
)= −(2k + j)P n−p+j+kn−p + 2(k − p)(n− p + k + j)
k + j K
k+j
n−p if k + j = 0,
V
−j
p
(
P
n+j
n
)= jP n−pn−p + 2(j + p)Fn−p,
Vk
(
P
n+j
n
)= −(2k + j)P n+jn−k (5.7)
and the Neretin polynomials (C1), z2S(f )(z) =∑k2Pkzk ,
Vk(Pj ) = −(k3 − k)P jj−k. (5.8)
Proof of (5.7)–(5.8). Since Vp[h(z)] = −zph(z)p+1, we deduce for p  1,
Vp
[
f (z)
]= −f (z)p+1, Vp(f ′(z)
f (z)
)
= −f (z)p−1f ′(z) (5.9)
and Vp(f
′′(z)
f ′(z) ) = −p(p + 1)f (z)p−1f ′(z). We obtain (5.7)–(5.8) by identification of coeffi-
cients. 
In [3], the homogeneity operator L0 = b1 ∂∂b1 + 2b2 ∂∂b2 + · · · + kbk ∂∂bk + · · · is expressed as
L0 =∑j1 FjWj .
Lemma 5.2. We have Gn = K−1n , bn = K1n ,
kGk =
∑
1jk
FjGk−j and nKpn = −p
∑
1jn
FjK
p
n−j . (5.10)
Proof of (5.10). From the recurrence relation for the polynomials (Fk)k0,
L0 =
∑
k1
kbk
∂
∂bk
= −
∑
j1
Fj
(∑
kj
bk−j
∂
∂bk
)
=
∑
j1
FjWj .
K
p
n is homogeneous of degree n, thus L0Kpn = nKpn . Since L0Kpn = ∑j1 FjWjKpn =
−∑1jn FjpKpn−j , we obtain the recursion formula for Kpn . See (2.5), (2.7). 
Theorem 5.3. The ( ∂ )j1 are given in terms of the (Wj )j1 with∂bj
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∂bj
= −Wj −
∑
k1
GkWj+k, (5.11)
X0 = −
∑
j1
bj
∂
∂bj
= −b1 ∂
∂b1
− b2 ∂
∂b2
− · · · − bk ∂
∂bk
− · · · (5.12)
satisfies
X0 = −
∑
j1
GjWj . (5.13)
In particular,
X0(Fn) = −nGn. (5.14)
Proof. For ( ∂
∂bj
)j1, it is enough to verify that
∂
∂bj
[
h(z)
]= −Wj [h(z)]−∑
k1
GkWj+k
[
h(z)
]
. (i)
Since Wj [h(z)] = −zjh(z), we have
−Wj
[
h(z)
]−∑
k1
GkWj+k
[
h(z)
]= zj (1 +G1z +G2z2 + · · · +Gkzk + · · ·)× h(z).
Thus (i) is the same as zj = zj (1 +G1z +G2z2 + · · · +Gkzk + · · ·)× h(z). It is the immediate
consequence of (1.3). To prove (5.13), we see that X0[h(z)] = 1 − h(z). We write X0 as X0 =∑
j1 HjWj . Applied to h(z), it gives
X0
[
h(z)
]= 1 − h(z) = −[∑
j1
Hjz
j
]
h(z).
Thus ∑
j1
Hjz
j = h(z)− 1
h(z)
= 1 − 1
h(z)
= 1 −
∑
n0
Gnz
n.
By identification of the coefficient of zj , we find Hj = −Gj . 
Remark 5.1. If we calculate Wp+kFn+p with (5.2), we obtain with (5.11) another proof of (1.16),
∂
∂bp
Fn+p = −WpFn+p −∑k1 GkWp+kFn+p = −(n+ p)Gn.
Theorem 5.4. For k, p ∈ Z, j  1,
V kj =
∑
n1
K
k−p
n−j V
p
n and X0 =
∑
n1
[
K
−p
n −K−1−pn
]
V
p
n .
We can also express the (V k) in terms of (Vj )j1 with the inverse function f−1(z).j
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6.1. The inverse function
The inverse function is important in the study of coefficients regions, see [11, p. 104]. Also
asymptotics of the derivatives of the Faber polynomials are calculated with inverse functions, see
[10]. Let f (w) = wh(w) = w + b1w2 + b2w3 + · · · + bnwn+1 + · · ·.
w
f ′(w)
f (w)
= 1 +wh
′(w)
h(w)
= 1 −
∑
k1
Fk(b1, b2, . . . , bk)w
k.
We denote k(z) = f−1(z) the inverse of f , we have (f ◦ k)(z) = z, letting w = k(z), z k′(z)
k(z)
=
f (w)
wf ′(w) and
z
k′(z)
k(z)
= 1
1 −∑p1 Fp(b1, b2, . . . , bp)k(z)p
= 1 +
+∞∑
m=1
Gm(−F1,−F2, . . . ,−Fm)k(z)m
we have k(z) = f−1(z) = z − b1z2 − (b2 − 2b21)z3 − (b3 + 5b31 − 5b1b2)z4 − (b4 − 14b41 +
21b21b2 − 6b1b3 − 3b22)z5 + · · ·. By a residue calculus, we know that
f−1(z) = 1
2iπ
∫
|ζ |=ρ
ζf ′(ζ )
f (ζ )− zdζ =
∑
n1
(
1
2iπ
∫
ζf ′(ζ )
f (ζ )
dζ
f (ζ )n
)
zn. (6.1)
Theorem 6.1. Let f (z) = z+ b1z2 + · · · + bnzn + · · ·. The inverse function of f , f−1(f (z)) = z
is given in terms of the derivatives of the Faber polynomials of f (z) with
f−1(z) = z +
∑
n1
1
n+ 1K
−(n+1)
n z
n+1
= z +
∑
n1
(−1)n+1
(2n+ 1) ×
1
(n+ 1)!
[
∂n+1
∂bn+11
F2n+1(b1, b2, . . . , bq, . . .)
]
zn+1. (6.2)
Let g(z) = zh( 1
z
) = z + b1 + b2z + b3z2 + · · · +
bn+1
zn
+ · · ·, then the inverse function of g is
g−1(z) = z − b1 −
∑
n1
1
n
Knn+1
1
zn
= z − b1 +
∑
n1
(−1)n+1
(2n+ 1)
× 1
n!
[
∂n
∂bn1
F2n+1
](
G1(b1),G2(b1, b2), . . . ,Gq(b1, b2, . . .), . . .
) 1
zn
. (6.3)
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′(z)
f (z)
= −∑k0 Fkzk with F0 = −1 and znf (z)n =∑p0 K−np zp , we deduce that
zf ′(z)
f (z)
1
f (z)n
= −
∑
p0,k0
FkK
−n
p z
p+k−n.
The residue is obtained for p + k − n = −1 and is equal to −∑0kn−1 FkK−nn−k−1. This is the
coefficient of zn in the expression of f−1(z). Thus the coefficient of zn+1 is
K−(n+1)n −
∑
1kn
FkK
−(n+1)
n−k = K−(n+1)n −
n
n+ 1K
−(n+1)
n
where we have used the recursion formula (2.7). For example the coefficients of z4 is given when
n = 3 by 14K−43 = 5b1b2 − b3 − 5b31. The expressions of the coefficients of f−1(z) in terms
of the (Kkn) were found in an other way in [2, (1.2.8)–(1.2.9)]. For g−1(z), we use [2, (1.2.8)]
and (T2). 
Proposition 6.2. We have
h
(
f−1(z)
)= 1 + b1z −∑
n2
1
n− 1K
1−n
n z
n (6.4)
with f (z) = zh(z). Assume that p  2, then[
h
(
f−1(z)
)]p = 1 + ∑
1np−1
p
p − nK
p−n
n z
n − Fpzp −
∑
np+1
p
n− pK
p−n
n z
n. (6.5)
Assume that p  1, then[
h
(
f−1(z)
)]−p = 1 +∑
n1
p
n+ pK
−(p+n)
n z
n. (6.6)
The function ψ(z) = h(f−1(z)) has been considered in [13]. The coefficients of [h(f−1(z))]p ,
p ∈ Z have been given in [2, (I.2.4) and (0.7)].
Proof. By a residue calculus,
h
(
f−1(z)
)= 1
2iπ
∫
h(ξ)f ′(ξ)
f (ξ)− z dξ =
∑
n0
(
1
2iπ
∫
|ξ |=ρ
ξf ′(ξ)
f (ξ)
1
f (ξ)n−1
dξ
ξ2
)
zn
= 1 + b1z +
∑
n2
(
1
2iπ
∫
|ξ |=ρ
ξf ′(ξ)
f (ξ)
1
f (ξ)n−1
dξ
ξ2
)
zn.
Since with (2.7), ∑1kn FkK1−nn−k = nn−1K1−nn , the coefficient of zn in the expansion of
h(f−1(z)) is given by K1−nn − nn−1K1−nn = − 1n−1K1−nn . Then we finish the proof as in The-
orem 6.1. In the same way, we have[
h
(
f−1(z)
)]p =∑ 1
2iπ
(∫
ξf ′(ξ)
f (ξ)
1
f (ξ)n−p
dξ
ξp+1
)
zn.n0
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′(ξ)
f (ξ)
1
f (ξ)n−p = −
∑
k0,j0 FkK
p−n
j ξ
k+j+p−n
, the coefficient of ξp in this expression
is obtained when k + j = n and is equal to
−
∑
0kn
FkK
p−n
n−k = Kp−nn −
∑
1kn
FkK
p−n
n−k = −
p
n− pK
p−n
n z
n
when p = n. If p = n, we take the coefficient −Fp of ξp in ξ f ′(ξ)f (ξ) . 
Remark 6.1. Following [13], for any p ∈ Z, p = 0,
[h(f−1(z)]p
f ′(f−1(z))
=
∑
n0
K
p−(n+1)
n z
n. (6.7)
Proof. We have
[h(f−1(z)]p
f ′(f−1(z))
= 1
2iπ
∫
h(ξ)p
f (ξ)− z dξ =
1
2iπ
∫
h(ξ)p−1
1 − z
f (ξ)
dξ
ξ
=
∑
n0
(
1
2iπ
∫
h(ξ)p−1
ξnh(ξ)n
dξ
ξ
)
zn =
∑
n0
1
2iπ
∫
h(ξ)p−n−1 dξ
ξn+1
zn.
Since h(ξ)p−n−1 1
ξn+1 =
∑
j0 K
p−n−1
j
ξj
ξn+1 , the residue is K
p−(n+1)
n . 
Remark 6.2. With the inverse function, we obtain also expressions of P kn (see Proposition 2.4),
P kn (b1, b2, . . . , bn) =
∑
0sn
k + s
k
Kks (b1, b2, . . . , bs)
×Ksn−s
(
1
2
K−21 (b1),
1
3
K−32 (b1, b2),K
−4
3 , . . . ,
1
p + 1K
−(p+1)
p , . . .
)
.
(6.8)
Proof. From Proposition 2.3, φk(ζ ) = ∑n0 k+nk Kknζ n. We put ζ = f−1(z). From Theorem
6.1,
f−1(z)n = zn
∑
j0
Knj
(
1
2
K−21 ,
1
3
K−32 ,K
−4
3 , . . . ,
1
p + 1K
−(p+1)
p , . . .
)
zj . (6.9)
This gives the first expression of P kn . 
Remark 6.3.
(f−1)′(z) = 1 +
∑
k1
(−1)k
k! z
kψk(z) with ψk(z) =
∑
p0
(2k + p)!
(k + p)! D
k
k+pz
p. (6.10)
Proof. We use (T3).
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dz
f−1(z) = 1 +
∑
n1
K−(n+1)n zn = 1 +
∑
1kn,1n
(−1)k (n+ k)!
n!k! D
k
nz
n
= 1 +
∑
k1
(−1)k
k! z
k
(∑
nk
(n+ k)!
n! D
k
nz
n−k
)
. 
Remark 6.4. For s  1, p ∈ Z, then
V
p
s
[
f−1(z)
]= z1+s ∑
n0
K
p−s−(n+1)
n z
n = z
1+s[h(f−1(z))]p−s
f ′(f−1(z))
=
(
f (ζ )1+sh(ζ )p−s
f ′(ζ )
)∣∣∣∣
ζ=f−1(z)
.
Let φk(ζ ) = ζf ′(ζ )f (ζ ) × h(ζ )k =
∑
n0
k+n
k
Kknζ
n
, we have
V
p
s
[
φk(ζ )
]= −ζ s ∑
n0
k(k + n+ s)
n+ s K
k+p
n ζ
n. (6.11)
6.2. Composition of derivations and recurrence formulae
We know (see 1.25) that Fn(b1, b2, . . . , bn) + Fn(G1,G2, . . . ,Gn) = 0. In the following, we
show how the differentiation of this identity yields the recursion formula (2.8) with p = −1
and r = −2, i.e. K−1n =
∑
0jn K
−2
j K
1
n−j . Then we prove that it gives a partial differential
equation satisfied by the (Fn)n1.
The differentiation of (1.25) with respect to bk gives
∂
∂bk
Fn(b1, b2, . . . , bn)+
n∑
j=1
(
∂Fn
∂bj
)
(G1,G2, . . . ,Gn)× ∂Gj
∂bk
(b1, b2, . . .) = 0. (6.12)
We know from (1.16) that ∂Fn
∂bi
(b1, b2, . . . , bn) = −nGn−i (b1, b2, . . . , bn). This expression cal-
culated at the point (G1(b1),G2(b1, b2), . . . ,Gn(b1, b2, . . . , bn)) gives(
∂Fn
∂bj
)
(G1,G2, . . . ,Gn) = −nGn−j (G1,G2, . . . ,Gn) = −nbn−j . (6.13)
We replace in (6.12), we obtain
∂Fn
∂bk
(b1, b2, . . . , bn)−
n−1∑
j=1
nbn−j
∂Gj
∂bk
(b1, b2, . . . , bn)− n∂Gn
∂bk
= 0, (6.14)
or equivalently
∂Fn
∂bk
(b1, b2, . . . , bn)−
n−1∑
j=1
nbj
∂Gn−j
∂bk
(b1, b2, . . . , bn)− n∂Gn
∂bk
= 0.
On the other hand, −nGj = ∂Fn∂bn−j . We replace in (6.14), we obtain
∂Fn
∂bk
(b1, b2, . . . , bn)+
n−1∑
bn−j
∂2Fn
∂bn−j ∂bk
(b1, b2, . . . , bn)− n∂Gn
∂bk
= 0. (6.15)
j=k
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is the same as K−1n =
∑
0jn K
−2
j K
1
n−j .
Lemma 6.3.
−K−2n−k =
∂Gn
∂bk
∀n, k,n k, and
∂2Fn
∂br∂bs
= −n ∂Gn
∂br+s
r, s  1, n 1.
Proof. From (T1). 
Theorem 6.4. Let X0 = −∑j1 bj ∂∂bj = −b1 ∂∂b1 − b2 ∂∂b2 −· · ·− bk ∂∂bk −· · ·. Then the identity
K−1n =
∑
0jn
K−2j K
1
n−j (6.16)
is the same as
∂2Fn
∂br∂bs
= ∂
∂br+s
(X0Fn) ∀r, s  1, n 1. (6.17)
Proof. From (6.15), ∂Fn
∂bk
+∑j1 bj ∂2Fn∂bj ∂bk = n∂Gn∂bk . The left side of this equation is
∂
∂bk
(∑
j1
bj
∂
∂bj
Fn
)
= − ∂
∂bk
(X0Fn).
On the other hand, n∂Gn
∂bk
is given by Lemma 6.3. This proves the theorem. 
7. First order differential operators onM
We have seen that the operators (Wj )j1, X0, ∂∂bj allow to pass from polynomials (Fk)k1
to polynomials (Gm)m1. In particular, we found (n + p)Gn = − ∂Fn+p∂bp and WjGm = Gm−j .
Operators (Zk) in [2] are of this type. In [9], family of vector fields related to the Virasoro algebra
have been considered. We found that the operators (Vk)k1 transforms the Neretin polynomials
Pj into −(k3 − k)P kj−k . In the following, we construct first order differential operators on the
manifoldM which permit to pass from one polynomial to the other.
7.1. The operators (Xk)k∈Z
The operator X0 = −∑j1 GjWj = −b1 ∂∂b1 − b2 ∂∂b2 − · · ·− bn ∂∂bn − · · · has appeared to be
a natural operator onM. We have
X0
∂
∂bp
− ∂
∂bp
X0 = bp ∂
∂bp
. (7.1)
On the other hand, ∂ = −∑j1 GjWj+k .∂bk
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Xk = ∂
∂bk
= −
∑
j1
GjWj+k and X−k = −
∑
j1
Gj+kWj . (7.2)
Since Wj =∑p0 Gp ∂∂Gj+p , we deduce
X−k = −
∑
j1,p0
Gj+kGp
∂
∂Gj+p
= −
[ ∑
0ir−1
Gr−i+kGi
]
∂
∂Gr
. (7.3)
Proposition 7.2. For n, k  1, we have X0(Fn) = −nGn and
Xk(Fn) = −nGn−k × 1kn and X−k(Fn) = −nGn+k. (7.4)
Proof. From WjFp = pδj,p . 
Remark 7.1. In terms of the coordinates (bk)k1,
X−1 = −
(
b2 − b21
) ∂
∂b1
− (b3 − b1b2) ∂
∂b2
− · · · − (bn+1 − b1bn) ∂
∂bn
− · · · ,
X−2 = −
(
b31 − 2b1b2 + b3
) ∂
∂b1
− · · · − (b21bn − b2bn − b1bn+1 + bn+2) ∂∂bn − · · · .
In terms of the coordinates (Gk)k1,
X0 = −G1 ∂
∂G1
− (G2 +G21) ∂∂G2 + (Gn −K2n(G1,G2, . . .)) ∂∂Gn + · · · ,
X−1 = −G2 ∂
∂G1
− (G2G1 +G3) ∂
∂G2
− (G22 +G3G1 +G4) ∂∂G3
− (G5 + 2G2G3 +G1G4) ∂
∂G4
− (G6 + 2G4G2 +G1G5 +G23) ∂∂G5 − · · ·
=
∑
n1
(
Gn+1 +GnG1 −K2n+1(G1,G2, . . . ,Gn,Gn+1)
) ∂
∂Gn
.
For k  2, X−k =∑n1 Hn ∂∂Gn with
Hn = Gn+k +Gn+k−1G1 +Gn+k−2G2 + · · · +GnGk −K2n+k(G1,G2, . . . ,Gn+k).
From our main theorem, we see that the coefficient Hn is a sum of partial derivatives of Faber
polynomials.
Lemma 7.3. The condition X−k(Fn) = −nGn+k for n 1 and k  0 determines the operators
X−k in a unique way. Consider differential operators (X˜−k), k  0, of the form
X˜−k = Bk1
∂
∂b1
+Bk2
∂
∂b2
+ · · · +Bkn
∂
∂bn
+ · · · for k  0,
where the Bkn are homogeneous polynomials in the variables (b1, b2, . . . , bn, . . .) of degree n+ k
and such that X˜−k[Fn] = −nGn+k for n 1, k  0, then X˜−k = X−k .
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X−2
[
h(z)
]= −h(z)
z2
+ 1
z2
− G1h(z)
z
−G2h(z),
X−3
[
h(z)
]= −h(z)
z3
+ 1
z3
− G1h(z)
z2
− G2h(z)
z
−G3h(z),
· · ·
X−j
[
h(z)
]= 1
zj
−
∑
0kj
Gk
zj−k
× h(z).
Proof. Let h(z) = 1 + b1z+ b2z2 + · · ·+ bnzn + · · ·. For X0, the condition X0[Fn] = −nGn for
n 1 implies that
X0
h′
h
= −
∑
k1
X0(Fk)z
k−1 =
∑
k1
kGkz
k−1 = d
dz
(
1
h(z)
)
.
Exchanging the order of derivation X0 and ddz , we have
d
dz
X0(h)
h
= ddz ( 1h ). Integrating with respect
to z gives X0(h)
h
= 1
h
+α where α is a constant. If we take α = −1, then X0(h) = 1−h. To express
X0 in the (bk) coordinates, we have
X0
[
h(z)
]= −b1z − b2z2 − · · · − bnzn − · · · = −b1 ∂
∂b1
h(z)− b2 ∂
∂b2
h(z)− · · · .
To get X0 in terms of the (Gk)k1 coordinates, we consider h˜(z) = 1h(z) . We have
X0
[
h˜(z)
]= X0[ 1
h(z)
]
= h˜(z)− h˜(z)2 =
∑
n1
[
Gn −K2n(G1, . . . ,Gk, . . .)
]
zn.
Since zn = ∂
∂Gn
[h˜(z)], we obtain the result. For X−1, the method is the same. From X−1(Fn) =
−nGn+1 for n 1, we deduce
X−1
h′
h
= −
∑
k1
X−1(Fk)zk−1 =
∑
k1
kGk+1zk−1
= 1
z
∑
k1
kGkz
k−1 − 1
z2
∑
k1
Gkz
k = 1
z
d
dz
(
1
h(z)
)
− 1
z2
(
1
h(z)
)
+ 1
z2
.
Exchanging the order of derivation X−1 and ddz , we have
d
dz
X−1(h)
h
= d
dz
(
1
zh(z)
− 1
z
)
.
Integrating with respect to z gives X−1(h)
h
= 1
zh(z)
− 1
z
+ constant. Taking the constant equal to b1
gives X−1. In the same way, X−jFn = −nGn+j , for n 1 implies that
X−j
(
h′
h
)
= −
∑
k1
W−jFkzk−1 =
∑
k1
kGk+j zk−1
= 1
zj
∑
(k + j)Gk+j zk+j−1 − j
zj+1
∑
Gk+j zk+j
k1 k1
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dz
(
1
zjh(z)
− 1
zj
∑
0kj
Gkz
k
)
. 
7.2. The operators (Mk)k∈Z
We have L0 =∑k1 kbk ∂∂bk =∑j1 FjWj .
Definition 7.2. For k  1, let
Mk =
∑
j1
FjWj+k and M−k =
∑
j1
Fj+kWj . (7.5)
Proposition 7.4. For k  1, M−kFn = nFn+k , Mk(Fn) = nFn−k × 1nk . Moreover MkMp −
MpMk = (k − p)Mk+p for p, k ∈ Z.
Proof. From Wj(Fn) = nδn,j . For the last identity, we verify that MkMpFn −MpMkFn =
(k − p)Mk+pFn. 
Lemma 7.5. In terms of the coordinates (bk)k1, for k  1,
Mk =
∑
j1
FjWj+k = b1 ∂
∂bk+1
+ 2b2 ∂
bk+2
+ · · · + pbp ∂
∂bk+p
+ · · · . (7.6)
In particular if h(z) = 1 + b1z + b2z2 + · · · + bpzp + · · ·, we have
Mk
[
h(z)
]= zk+1h′(z) for k  1. (7.7)
Proof. We verify the identity on h(z). From Wj [h(z)] = −zjh(z). Thus
Mk
[
h(z)
]= −zk(∑
j1
Fjz
j
)
× h(z) = zk+1h′(z).
Since (b1 ∂∂bk+1 + 2b2 ∂bk+2 + · · · + pbp ∂∂bk+p + · · ·)h(z) = zk+1h′(z), we obtain (7.6). For k  0,
the operators M−k =∑j1 Fj+kWj are given by M0 = L0,
M−1 =
(
2b2 − b21
) ∂
∂b1
+ (3b3 − b1b2) ∂
∂b2
+ · · · + ((n+ 1)bn+1 − b1bn) ∂
∂bn
+ · · · ,
M−2 =
∑
j1
[
(j + 2)bj+2 − bj+1b1 + bj
(
b21 − 2b2
)] ∂
∂bj
,
· · ·
M−k =
∑
j1
(
bjFk + bj+1Fk−1 + · · · + bj+k−1F1 + (j + k)bj+k
) ∂
∂bj
. 
Remark 7.2. OnM, define the differential operators
Lk = Mk −Wk for k  1. (7.8)
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Lk =
∑
j0
FjWj+k = F0Wk + F1Wk+1 + F2Wk+2 + · · · (7.9)
then Lk = Mk −Wk , k  1, is the Kirillov operator
Lk = ∂
∂bk
+
∑
n1
(n+ 1)bn ∂
∂bn+k
. (7.10)
For f (z) = zh(z) = z + b1z2 + b2z3 + · · · + bpzp+1 + · · ·, we have Lk[f (z)] = z1+kf ′(z) and
Lk(Fn) = nFn−k × 1nk. (7.11)
7.3. The operators (Vj )j1 and (V kj )j1
We do not stay anymore in the class of polynomials (Fn), (Gn). For j  1 and k ∈ Z, see
(1.9)–(1.10),
Vj = −
∑
n0
K
j+1
n
∂
∂bn+j
and V kj = −
∑
n0
Kk+1n
∂
∂bn+j
. (7.12)
The polynomials (P kn )n0, see Proposition 2.4 and [1, (A.1.2)], are given by
zf ′(z)
f (z)
h(z)k = 1 +
∑
n1
P kn f (z)
n (7.13)
where f (z) = zh(z). We have the recursion formulas, for q ∈ Z,
(n+ 1)bn =
∑
0jn
P
q
j K
j+1−q
n−j ,
n+ 1
k + qK
k+q
n =
n∑
j=0
P
q
j K
j+k
n−j , (7.14)
−Fn =
∑
0jn
P
q
j K
j−q
n−j , (7.15)
With (7.14), we replace (n+ 1)bn in (7.10). It gives for Lk , k  1 (with b0 = 1),
Lk =
∑
0n
∑
0jn
P
q
j K
j+1−q
n−j
∂
∂bn+k
=
∑
0j
P
q
j
[∑
nj
K
j+1−q
n−j
∂
∂bn+k
]
= −
∑
j0
P
q
j V
j−q
j+k .
For q = −k and k  1, we obtain
Lk = −
∑
j0
P−kj Vj+k = −
∑
j1
P−kj−k × 1jkVj . (7.16)
Definition 7.3. For any k ∈ Z, with the convention P kn = 0 if n < 0, we put
Lk = −
∑
j1
P−kj−kVj . (7.17)
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It has been proved in [1, (A.4.5)] that the vector fields (L−p)p0 obtained by Kirillov in [7]
are such that for f (z) = zh(z), it holds
L−p
[
f (z)
]=∑
j0
P
p
1+j+pf (z)
j+2. (7.18)
Proposition 7.6. Let L−p , p  1 the operator defined by (7.18), then L−p is given by (7.17), we
have
L−p = −
∑
j1
P
p
j+pVj . (7.19)
Proof. From (5.9), Vj [f (z)] = −f (z)j+1. 
Remark 7.3. We have
L−p =
∑
r1
A
p
r
∂
∂br
with Apr =
∑
1jr
P
p
j+pK
j+1
r−j , (7.20)
L−p = −
∑
r1
B
p
r Wr with B
p
r =
∑
1jr
P
p
j+pK
j
r−j . (7.21)
Proof. From (7.18), L−p =∑j0,n0 Pp1+j+pKj+2n ∂∂bn+j+1 . Thus
L−p =
∑
r0
A
p
r+1
∂
∂br+1
with Apr+1 =
∑
0jr
P
p
1+j+pK
j+2
r−j .
This proves (7.20). We obtain (7.21) with (5.11),
L−p = −
∑
j0,n0,k0
P
p
1+j+pK
j+2
n GkWn+j+k+1
= −
∑
j0,s0
P
p
1+j+pK
j+1
s Wj+s+1. 
Remark 7.4. We have L−k = M−k − Y−k with
Y−k = −
∑
r1
J kr Wr and J kr =
k∑
s=0
P ks K
s−k
r+k−s . (7.22)
In particular L−1 = M−1 −X−1.
Proof. From (7.15), M−k =∑r1 Fj+kWj = −∑r1[∑0sj+k P qs Ks−qk+j−s]Wj∑
0sj+k
P
q
s K
s−q
k+j−s =
∑
0sk
P
q
s K
s−q
k+j−s +
∑
1sj
P
q
k+sK
k+s−q
j−s .
With k = q , the second sum is J kj as in (7.21). The first sum gives Y−k . 
H. Airault, A. Bouali / Bull. Sci. math. 130 (2006) 179–222 219Remark 7.5. With (1.11) and (5.7), we find for any p ∈ Z, j  1,
L−pVj − VjL−p =
∑
1sj
(
Vj
(
P
p
s+p
))
Vs. (7.23)
8. Second order differential operators
Let 	0 =∑p1,q1 Fp+q(Wp+q +WpWq).
Proposition 8.1. Let L0 =∑j1 FjWj be the homogeneity operator, then
	0Fn = n(n− 1)Fn and (	0 +L0)Fn = n2Fn.
Proof. Because of (1.6), WpWqFn = 0. On the other hand∑
p1,q1
Fp+qWp+kFn = n×
( ∑
p1,q1
δp+q,n
)
Fn.
Then we remark that (
∑
p1,q1 δp+q,n) = n− 1. 
Definition 8.1. We consider Qj =∑p1,q1,p+q=j WpWq for j  2.
Because of (1.8), 	0 andQj are second order differential operators on the manifoldM. With
the expression (1.8) of Wp+q +WpWq , we have
∂
∂bj
(WpWq +Wp+q)− (WpWq +Wp+q) ∂
∂bj
= Wp ∂
∂bq+j
+Wq ∂
∂bj+p
.
Since Wp and Wq commute, we have Q2 = W 21 = K22 (W1,0), Q3 = 2W1W2 = K23 (W1,W2,0),
Q4 = 2W1W3 + W 22 = K24 (W1,W2,W3,0), . . . ,Qn = K2n(W1,W2, . . . ,Wn−1,0) and QjWp =
WpQj for j  2 and p  1.
Since Wj−kWkGn = Wj−pWpGn, for k  j , p  j , we have Q2Gj = Gj−2, Q3Gj =
2Gj−3, . . . ,QnGj = (n− 1)Gj−n.
The operator 	0 decomposes into 	0 = 	1 + 	2 with
	1 =
∑
j2
FjQj ,
	2 =
∑
j2
( ∑
p1,q1,p+q=j
1
)
FjWj =
∑
j2
(j − 1)FjWj .
Since WjFn = nδj,n, we have QjFn = 0, j  2 and since Qj (Gn) = (j − 1)Gn−j , we find
	1Fn = 0,
	2Fn = n(n− 1)Fn,
and
	1Gn = 	2Gn =
∑
j2
(j − 1)FjGn−j .
We deduce that
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	2Qj =Qj	2, Wj 	2 − 	2 Wj = j (j − 1)Wj ,
and 	2 	1 − 	1 	2 =∑k2 k(k − 1)FkQk .
Lemma 8.2. Let X0 = −∑j1 GjWj and L0 =∑j1 FjWj , then
X0Gn = Gn −K2n(G1,G2, . . . ,Gn), X0Fn = −nGn, (8.1)
X0L0 = L0X0, (8.2)
L0	2 = 	2L0 and L0 	1 − 	1 L0 =
∑
k2
kFkQk. (8.3)
Proof. (8.1) results from the expression of X0 in the (Gn)n1 coordinates. Because of (1.6), we
have L0X0 =∑q1[∑j1 FjGq−j ]Wq +∑j1,q1 FjGqWjWq and
X0L0 =
∑
q1
qGqWq +
∑
j1,q1
FjGqWjWq.
Since
∑
j1 FjGq−j = qGq , see (2.5), it proves that X0L0 = L0X0. The identities (8.3) are
consequence of (1.6). 
9. The conformal map from the exterior of the unit disk onto the exterior of [−2,+2]
Let ψ(w) = w + 1
w
be the conformal map from the exterior of the unit disk onto the exterior
of [−2,2]. The Faber polynomials Fn(z) of [−2,2] are given by
w2 − 1
w2 −wz + 1 =
∞∑
n=0
Fn(z)w
−n.
They satisfy the differential equation
(z2 − 4)F ′′n (z)+ zF ′n(z) = n2Fn(z). (9.1)
In the following, we consider Faber polynomials Fn(b1, b2,0,0, . . . ,0). All the bj are zero ex-
cept b1 and b2. We have F1(b1) = −b1, F2(b1, b2) = b21 − 2b2, F3(b1, b2,0) = −b31 + 3b1b2,
F4(b1, b2,0,0) = b41 − 4b21b2 + 2b22, . . . .
Theorem 9.1. Faber polynomials associated to ψ(w) = w + b1 + b2w verify(
(z − b1)2 − 4b2
)
F ′′n (z)+ (z − b1)F ′n(z) = n2Fn(z). (9.2)
In particular, if b1 = 0 and b2 = 1, we obtain (9.1).
To prove the theorem, we need the following lemmas.
Lemma 9.2. Let L = ∂2
∂2b1
+ ∂
∂b2
+∑k1 bk ∂2∂b2∂bk , then LFn = 0.
Proof. From (6.15). 
H. Airault, A. Bouali / Bull. Sci. math. 130 (2006) 179–222 221Lemma 9.3. Consider 	0 =∑p1,q1 Fp+q(Wp+q + WpWq) and let φ(b1, b2) be a function
defined onM, which depends only of b1, b2, then
	0φ =
[(
b21 − 2b2
) ∂2
∂b21
+ 2b1b2 ∂
2
∂b1∂b2
+ 2b22
∂2
∂b22
]
φ.
Proof. Let φ depend only on the variables b1 and b2. If p > 2 or q > 2, we have [Wp+q +
WpWq ]φ = 0. If p = 2, q = 2, then (W4 + W 22 )φ = W 22 φ = ∂
2
∂b22
φ. If p = 2, q = 1 or p = 1,
q = 2, (W3 + W2W1)φ = ∂∂b2 ( ∂∂b1 + b1 ∂∂b2 )φ. If p = 1, q = 1, then (W2 + W 21 )φ = [− ∂∂b2 +
( ∂
∂b1
+ b1 ∂∂b2 )2]φ.
We calculate 	0φ = [F2(W2 +W 21 )+ 2F3(W3 +W2W1)+ F4(W4 +W 22 )]φ. This gives
	0φ =
[
F2
(
− ∂
∂b2
+
(
∂
∂b1
+ b1 ∂
∂b2
)2)
+ 2F3
(
∂
∂b2
(
∂
∂b1
+ b1 ∂
∂b2
)
+ F4 ∂
2
∂b22
]
φ
or equivalently
	0φ =
[
F2
(
∂2
∂b21
+ 2b1 ∂
2
∂b1∂b2
+ b21
∂2
∂b22
)
+ 2F3
(
∂2
∂b1∂b2
+ b1 ∂
2
∂b22
)
+ F4 ∂
2
∂b22
]
φ.
Replacing F2, F3, F4, we find Lemma 9.3. 
Proof of the theorem. From Lemma 9.2, we know that(
2b1b2
∂2
∂b1∂b2
+ 2b22
∂2
∂b22
)
Fn =
(
−2b2 ∂
∂b2
− 2b2 ∂
2
∂b21
)
Fn.
We replace the right hand side in the expression of 	0 and we find[(
b21 − 4b2
) ∂2
∂b21
− 2b2 ∂
∂b2
]
Fn = n(n− 1)Fn. (9.3)
Since Fn is homogeneous, b1 ∂∂b1 Fn + 2b2 ∂∂b2 Fn = nFn. Replacing −2b2 ∂∂b2 Fn in (9.2), we find
(b21 − 4b2) ∂
2Fn
∂b21
+ b1 ∂Fn∂b1 = n2Fn. 
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