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part of this dissertation introduces a novel numerical approach --- classical cavity molecular dynamics
(CavMD) --- for simulating vibrational strong light-matter interactions when a large collection of realistic
molecules in the condensed phase are confined in an optical cavity. In this vibrational strong coupling
regime, CavMD recovers Rabi splitting in the equilibrium infrared (IR) spectroscopy, reveals the
mechanism of vibration-polariton (hybrid light-matter state) relaxation and polariton-enhanced molecular
nonlinear absorption, and demonstrates the cavity effects on vibrational relaxation and energy transfer in
the absence of external polariton pumping --- most of these findings are consistent with experiments.
Finally, CavMD also predicts an intriguing energy transfer pathway: by exciting a vibrational polariton of
the solvent molecules with an intense IR laser, the input energy may selectively transfer and highly excite
the solute molecules; outside the cavity the same pulse fluence can only weakly excite the solute
molecules and the selectivity is low. This mechanism, which requires experimental verification, could
possibly lead to selective catalysis of ground-state chemical reactions in the condensed phase using an
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ABSTRACT
MODELING LIGHT–MATTER INTERACTIONS: FROM FUNDAMENTAL PROCESSES TO
POLARITON CHEMISTRY
Tao Li
Joseph E. Subotnik
Light–matter interactions are fundamentally important in chemistry. While traditional theory usually treats light as an external perturbation on the molecular system, this dissertation emphasizes
the significance of self-consistently propagating the coupled dynamics between an electromagnetic
field and molecules. The first part of this dissertation focuses on benchmarking conventional semiclassical electrodynamics scheme and extending state-of-art mixed quantum-classical algorithms
on modeling fundamental light–matter processes, including spontaneous emission, energy transfer,
and collective emission. The second part of this dissertation introduces a novel numerical approach
— classical cavity molecular dynamics (CavMD) — for simulating vibrational strong light–matter
interactions when a large collection of realistic molecules in the condensed phase are confined in
an optical cavity. In this vibrational strong coupling regime, CavMD recovers Rabi splitting in the
equilibrium infrared (IR) spectroscopy, reveals the mechanism of vibration-polariton (hybrid light–
matter state) relaxation and polariton-enhanced molecular nonlinear absorption, and demonstrates
the cavity effects on vibrational relaxation and energy transfer in the absence of external polariton
pumping — most of these findings are consistent with experiments. Finally, CavMD also predicts an
intriguing energy transfer pathway: by exciting a vibrational polariton of the solvent molecules with
an intense IR laser, the input energy may selectively transfer and highly excite the solute molecules;
outside the cavity the same pulse fluence can only weakly excite the solute molecules and the selectivity is low. This mechanism, which requires experimental verification, could possibly lead to
selective catalysis of ground-state chemical reactions in the condensed phase using an IR laser.
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PREFACE
This cumulative dissertation is based on eight publications during the five-year graduate study as
listed below. In Chapter 2-4, we extensively benchmark the performance of conventional semiclassical electrodynamics (Ehrenfest approximation) on simulating several fundamental light–matter processes, including spontaneous emission and energy transfer in free space (1-2). We also extend the
recently developed algorithms for coupled electron-nuclear dynamics to improve the performance
of Ehrenfest approximation on describing spontaneous emission and collective emission inside the
cavity (1,3). In Chapter 5-9, we focus on the recently explored vibrational strong coupling regime
and develop a numerical scheme — cavity molecular dynamics simulations (4-8) — to examine the
origin of cavity catalysis for ground-state chemistry, Rabi splitting, polariton-enhanced molecular
nonlinear absorption, vibrational relaxation and energy transfer inside the cavity.
(1) T. E. Li, A. Nitzan, M. Sukharev, T. Martinez, H.-T. Chen, and J. E. Subotnik, Phys. Rev. A
97, 032105 (2018).
(2) T. E. Li, H.-T. Chen, A. Nitzan, M. Sukharev, and J. E. Subotnik, J. Phys. Chem. Lett. 9, 5955
(2018).
(3) T. E. Li, H.-T. Chen, A. Nitzan, and J. E. Subotnik, Phys. Rev. A 101, 033831 (2020).
(4) T. E. Li, A. Nitzan, and J. E. Subotnik, J. Chem. Phys. 152, 234107 (2020).
(5) T. E. Li, J. E. Subotnik, and A. Nitzan, Proc. Natl. Acad. Sci. 117, 18324 (2020).
(6) T. E. Li, A. Nitzan, and J. E. Subotnik, J. Chem. Phys. 154, 094124 (2021).
(7) T. E. Li, A. Nitzan, and J. E. Subotnik, Angew. Chemie Int. Ed. 60, 15533 (2021).
(8) T. E. Li, A. Nitzan, and J. E. Subotnik, Arxiv:2104.15121, Under Review (2021).
The other seven publications during my graduate study (9-15), including method development on
modeling fundamental light–matter processes (9-14) and also a review article (15), are not included
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in this dissertation.
(9) H.-T. Chen, T. E. Li, M. Sukharev, A. Nitzan, and J. E. Subotnik, J. Chem. Phys. 150, 044102
(2019).
(10) H.-T. Chen, T. E. Li, M. Sukharev, A. Nitzan, and J. E. Subotnik, J. Chem. Phys. 150, 044103
(2019).
(11) T. E. Li, H.-T. Chen, and J. E. Subotnik, J. Chem. Theory Comput. 15, 1957 (2019).
(12) H.-T. Chen, T. E. Li, A. Nitzan, and J. E. Subotnik, J. Phys. Chem. Lett. 10, 1331 (2019).
(13) H.-T. Chen, T. E. Li, A. Nitzan, and J. E. Subotnik, Phys. Rev. A 100, 010101 (2019).
(14) T. E. Li, H.-T. Chen, A. Nitzan, and J. E. Subotnik, Phys. Rev. A 100, 062509 (2019).
(15) T. E. Li, B. Cui, J. E. Subotnik, and A. Nitzan, Annu. Rev. Phys. Chem. Submitted (2021).
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FIGURE 7 :

Analysis of SQC spontaneous emission rates in 1D. In (a), we plot the
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FIGURE 9 :

The energy density of the spontaneous EM field (as predicted by Ehrenfest dynamics in 3D) versus polar angle θ when t = 1.00 fs. Here, all data
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plied here. The initial electronic state is (C1 ,C2 ) = ( 1/2, 1/2). Note
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The energy density of the spontaneous EM field (as predicted by Ehrenfest dynamics in 3D) versus radius r when t = 1.00 fs. The polar angle is
(a) θ = π/2; (b) θ = π/4. All parameters are the same as in Fig. 9. The
radial distribution of EM energy density is the same for Ehrenfest and the
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with the classical dipole radiation result (provided the initial electronic
p
p
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A plot of the excited state electronic population P2 as a function of time

after exposure to an incident pulse of light. Early time dynamics are plotted on the left, longer time dynamics is one the right. Pulse parameters
are listed in the table below. Unreported parameters are set to their default values in Table 1. The initial electronic state (C1 ,C2 ) = (1, 0). Two
methods are compared: Ehrenfest dynamics (red line) and SQC (green
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FIGURE 12 :

The fitted decay rate k versus 1 − P2 (t = 0.5 fs) following an incident
pulse. Ehrenfest rates are basically identical with the spontaneous emission rates in Fig. 5. SQC yields the correct rate when the initial excited state population is close to one ( P2 ≈ 1), but strongly overestimates k in the weak resonance regime (P2  1). The behavior of SQC
is roughly proportional to kFGR /P2 (t = 0.5 fs) (which goes to infinity as
P2 (t = 0.5 fs) goes to zero). Parameters for the incident pulse: k0 =
0.334 nm−1 , b = 0.0556 nm−2 , x0 = −15.0 nm and U0 varies from 3.29
keV to 658 keV. All other parameters are the same as in Fig. 11. For
these simulations, we apply ABC’s. Numerical results for Ehrenfest dynamics show that enforcing ABC’s does not make any difference at all.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

FIGURE 13 :
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For an incident pulse in 1D, we plot (left) the spatial distribution of Ez (x)
at times (a) 14.00 fs, (c) 55.99 fs, and (e) 149.00 fs; (right) the mode
distribution of Ez in Fourier space at corresponding times. The inset
figures zoom in on (left) the “molecule” at the origin of the x-axis, and
(right) the two-level energy gap h̄ω0 (here, 16.46 eV). Two methods are
compared: Ehrenfest dynamics (red lines) and the CPA (light blue lines).
Parameters for the incident pulse are U0 = 65.82eV, k0 = 0.08338 nm−1 ,
b = 5.56×10−6 nm−2 and x0 = −2098.6 nm. All other parameters are the
same as in Fig. 11. Note that Ehrenfest and and CPA dynamics agree at
short times but disagree at long times when energy conservation becomes
important. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

FIGURE 14 :

50

1D Ehrenfest (red) and CPA (blue) absorption spectra at times (a) 55.99
fs and (b) 149.00 fs. Spectra were obtained by subtracting |Ezfree (kx )|2 −
|EzEhrenfest/CPA (kx )|2 . Here, Ezfree denotes the freely propagated pulse (i.e.
we set J to zero in Eqn. 2.22). All simulation parameters are the same as
in Fig. 13. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 15 :

An analysis of the effects of dephasing on spontaneous emission for
Ehrenfest and SQC methods in 1D. A plot of (a)the fitted decay rate k
as a function of the dephasing rate ς ; (b) the normalized long time population of P2 , P2 (tend )/P2 (t = 0) as a function of ς . All simulation parameters are set to their default values in Table 1; tend = 400 fs. The initial
electric population for the excited state is set to P2 (0) = 1/2 for Ehrenfest dynamics and P2 (0) = 1 for SQC dynamics. Note that both methods
fail to recover spontaneous emission in the presence of strong dephasing.
For these simulations, we apply ABC’s. Numerical results for Ehrenfest
dynamics show that enforcing ABC’s does not make any difference at all.

FIGURE 16 :
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1D simulated Ehrenfest (red) absorption spectra for different incoming
fields at time 149.00 fs. Spectra were obtained in the same manner as
in Fig. 14 while varying the incoming energy (U0 ) of the incident pulse.
The value of U0 is chosen to be: (a) 16.45 eV, (b) 32.91 eV and (c) 65.82
eV. Note that the overall signal is linearly proportional to U0 and the
lineshape width is nearly a Lorentzian centered at ω0 with width equal to
the Fermi golden rule rate (black). . . . . . . . . . . . . . . . . . . . .
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FIGURE 17 :

(A)

Plot of the excited state population of the acceptor (ρ22 (t)) at short
times (tend = 20 fs). Results for Hamiltonian #I (II) are plotted on the
(A)

left (right). (a-b) ρ22 (t) versus time using a logarithmic scale by varying the separation in the range 0.6 ≤ k0 R ≤ 8.0 (rainbow color from
(A)

red to purple respectively), where k0 = ω0 /c; (c-d) Normalized ρ22
(A)

(A)

(ρ22 (t)/ρ22 (tend )) versus ω0t with the same separation range as in Fig.
(A)

a-b, where now only the x-axis is plotted logarithmically; (e-f) ρ22 (tend )
versus k0 R in logarithmic scale; the simulation data (blue circles) of
Hamiltonians #I and #II are compared with the QED result (Eq. (3.20),
black dashed line) respectively. Parameters are given in the supporting
information. Note that in Figs. a-b the straight lines when t > 2 fs in(A)

dicate that the leading term of ρ22 (t) varies ∼ t 2 (same as Eq. (3.20)).
(A)

Note that Hamiltonian #I (Fig. c) violates causality such that ρ22 (t) > 0
before the retarded field from the donor comes (ω0t < k0 R) while Hamiltonian #II (Fig. d) exactly preserves causality; see the rainbow arrows indicating the time before which energy transfer is not allowed by causality.
In Figs. e-f, Both Hamiltonians show R−6 dependence when k0 R < 1 and
R−2 dependence when k0 R > 1. However, Hamiltonian #I agrees with
QED better for short separations than Hamiltonian #II, presumably because the former describes Coulomb interactions quantum-mechanically.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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FIGURE 18 :

(A)

Plot of the excited state population of the acceptor at the end time (ρ22 (tend ),
tend = 20 fs) versus the intermolecular separation (k0 R) using a logarithmic scale. Simulations are performed with different initial excited
(D)

state populations for the donor: ρ22 (0) = 0.1 (left), 0.5 (middle) and
0.9 (right). Three methods are compared: Hamiltonian #I (red triangle),
Hamiltonian #II (cyan star) and QED (Eq. (3.20), black dashed line). Pa(D)

rameters are given in the supporting information. Note that when ρ22 (0)
(D)

is small, all methods agree with each other. As ρ22 (0) increases, there
is less agreement between Hamiltonians #I/II and the QED result. Just
as for Fig. 17, due to its quantum-mechanical description of Coulomb
interactions, Hamiltonian #I always agrees with QED better for short
separations (unlike Hamiltonian #II). . . . . . . . . . . . . . . . . . . .
FIGURE 19 :

71

Relationship between MMST dynamics and other quantum and semiclassical approaches. From left to right, approaches are arranged in the
descending order of computational cost. . . . . . . . . . . . . . . . . .

FIGURE 20 :

88

Time evolution of the excited state population for a TLS in a 1D cavity
starting from electronic ground state. We propagate MMST dynamics
by (i) sampling both electronic and photonic ZPEs (red solid line), (ii)
sampling only electronic ZPE (blue dashed line), and (iii) sampling only
photonic ZPE (green dash-dot line). Note that, consistent with the DDC
interpretation of QED, we identify the effect of sampling electronic (photonic) ZPE as corresponding to radiative self-interaction (vacuum fluctuations): self-interaction leads to the breakdown of electronic ground state
while vacuum fluctuations lead to spontaneous absorption. By contrast,
considering both effects leads to the stability of the electronic ground
state. For parameters, the TLS is located at the center of the cavity and
all other parameters are the same as Sec. 4.3. 12800 trajectories are
averaged for all cases.

. . . . . . . . . . . . . . . . . . . . . . . . . .
xx
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FIGURE 21 :

Time evolution of the phase space distribution for the electronic ground
(x-axis) and excited state (y-axis) populations associated with Fig. 20. In
each subplot, there are 512 black dots, each represents one MMST trajectory. The red dot denotes the average of the trajectories, and the colored
contour denotes the electronic phase space distribution calculated by a
Gaussian fit of the density of trajectories. From left to right, we plot the
electronic phase space distribution at times t = 0, π/3 and π when (i)
both electronic and photonic ZPEs are sampled (Figs. 21a-c), (ii) only
electronic ZPE is sampled (Figs. 21d-f), and (iii) only photonic ZPE
is sampled (Figs. 21g-i). Note that when both electronic and photonic
ZPEs are sampled, the shape of phase space distribution can be roughly
preserved and stabilized in a triangular shape, while sampling either electronic or photonic ZPE leads to the dramatic changes of shape for the
phase space distribution. In practice, sampling only electronic ZPE leads
to negative excited state population, while sampling only photonic ZPE
leads to positive excited state population. . . . . . . . . . . . . . . . . .

FIGURE 22 :
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Time evolution of the electronic population for a TLS in a 1D cavity
when the TLS starts from the electronic excited state. All other parameters are the same as Fig. 20. The solid (dashed) lines denote the excited
(ground) state population. Note that compared with the QED calculation (black line), MMST (red line) describes both the initial exponential
decay and the Poincaré recurrence very well. . . . . . . . . . . . . . . .

FIGURE 23 :
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Contributions of self-interaction and vacuum fluctuations for Fig. 22 as
predicted by MMST dynamics. Note that at the initial stages (t ≈ 0),
self-interaction and vacuum fluctuations contribute to exponential decay
almost equally. By contrast, at later times (t = 2π), self-interaction is
mostly responsible for the Poincaré recurrence. . . . . . . . . . . . . . .
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FIGURE 24 :

Real-space distribution of the E-field intensity from time 0 to 3π (from
bottom to top) associated with Fig. 22. Here we average over 1.28 × 106
trajectories, and all other parameters are the same as in Fig. 22. Note
that MMST dynamics (red solid line) are quite accurate here. There is
one hiccup: MMST predicts non-vanishing intensity oscillations (ranging from negative to positive values) at r = L/2 = π. Averaging over the
neighboring 50 grid points (cyan dash-dot line) eliminates such oscillations and the final coarse-grained MMST results agree very well with
the QED calculation (black dashed line); see Appendix 4.6 for a detailed
discussion for the ”middle oscillations”. . . . . . . . . . . . . . . . . .

FIGURE 25 :
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Time evolution of the excited state population when the TLS near the
cavity mirror. In the left (right) subplot, the TLS is close to the cavity
mirror with distance r = λ /2 (r = λ /4), where λ = 2π/ω0 . All other
parameters are the same as in Fig. 22. Compared with the free space
decay for a single TLS (gray solid line), MMST dynamics (red solid
line) predict the inhibition (left) or enhancement (right) of spontaneous
emission rate when r = λ /2 or r = λ /4 respectively; these results agree
relatively well with the exact QED calculations (black dashed line). . . .

FIGURE 26 :
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Time evolution of the excited state population for the excited TLS in the
1D cavity. For parameters, we set N = 101 identical TLSs equally spaced
at the center part of the cavity and only the middle TLS is excited. From
left to right, the spacing between the neighboring TLSs is a = λ /2, λ /4,
and 0, where λ = 2π/ω0 . All other parameters are the same as Fig.
22. Compared with the free space decay for a single TLS (gray line),
MMST dynamics (red line) predict both enhancement and inhibition of
the spontaneous emission rate when changing spacing a in a similar way
as the QED calculation (black line). . . . . . . . . . . . . . . . . . . . . 101
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FIGURE 27 :

MMST dynamics for Dicke’s superradiance: (a) time evolution of the
averaged excited state population [ρ̄ee (t)] for the TLSs with N = 1 (red
dashed), 7 (cyan solid), and 35 (blue solid) TLSs; (b) the fitted initial
decay rate as a function of number of TLSs, where the red dots denote
simulation data points. Here all N TLSs are located at the center of the
cavity (r = L/2) and start in the excited state. For each simulation, the
simulation time step is set to ∆t = ∆x/10c, and all other parameters are
the same as Fig. 22. Note that the linear scaling of the fitted decay rate
(kfit ∝ N) agrees with Dicke’s prediction[1]. More interestingly, MMST
dynamics also predict that when N increases, the peak of the Poincaré
recurrence is enhanced and the recurrence narrows in time. . . . . . . . 102

FIGURE 28 :

Time derivative of the averaged excited state population (d ρ̄ee (t)/dt) associated with Fig. 27 (left) during the initial population decay. Note that
MMST dynamics (with classical EM fields) predict values for d ρ̄ee (t)/dt
which are consistent with the mean-field solution in Eq. (4.36) (black lines).103

FIGURE 29 :

Delay time statistics for Dicke’s superradiance. (a) Time evolution of
d ρ̄ee (t)/dt for different MMST trajectories when N = 35. There are five
thin colored lines, each represents one MMST trajectory and the bold
blue line denotes the averaged MMST trajectory as shown in Fig. 28.
Note that the delay times for MMST trajectories exhibits strong fluctuations. (b) Statistics of the delay time for different number of TLSs. For
MMST dynamics, when taking the statistics over 1000 trajectories, the
expectation value (red dots) and standard deviation (red error bars) of the
delay time agree surprisingly well with the quantum estimate (black) as
shown in Eq. (4.37).

. . . . . . . . . . . . . . . . . . . . . . . . . . . 104
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FIGURE 30 :

Dicke’s subradiance for an array of equally spaced TLSs with separation
a = λ /4; all other parameters are same as in Fig. 27. The system starts
with all N TLSs excited. (a) Time evolution of the averaged excited state
population (ρ̄ee (t)) for the TLSs with N = 1 (red dashed), 7 (cyan solid),
and 35 (blue solid) TLSs. The dash-dot lines denote the biexponential fit
(i.e., ρ̄ee (t) = A exp(−kst) + (1 − A) exp(−k f t), where ks and k f denote
the slow and fast decay rates). (b) The fitted slow decay lifetime (1/ks )
as a function of N. Note that the subradiant lifetime displays a linear
scaling as a function of N (1/ks ∝ N). . . . . . . . . . . . . . . . . . . . 105

FIGURE 31 :

Real-space distribution of the E-field intensity as predicted by four different numerical treatments: (a) a replot of Fig. 24, i.e., initializing the EM
field with 400 photon modes and propagating the EM field with FDTD;
(b) the same as Fig. 31-a but the initialization is with only 100 photon
modes (centered at ω0 ); (c) initializing 400 photon modes and propagating {X j , Pj } directly; (d) the same as Fig. 31-c but initializing only 100
photon modes. The bottom subplots are the corresponding zoom-in near
the cavity center corresponding to the top zoom-out subplots. Note that
the negative-value feature of the ”middle oscillations” in Figs. 31-a,b
appears to be the result of numerical error with FDTD, and the middle
MMST peak in Fig. 31-c disappears with fewer photon modes. . . . . . 109

FIGURE 32 :

The normalized difference between the dipole-dipole interaction inside a
cavity and that in free space, Eq. (5.24), plotted against the cavity length
L. The cavity mirrors are set at z = 0 and z = L and two paralleled dipoles
L−∆r
are located at (0, 0, L+∆r
2 ) and (0, 0, 2 ) with an angle θ with respect

to the z axis. The separation between the dipoles is set as ∆r = 1 nm.
Note that the dimensionless quantity [vdd (L) − vdd (∞)]/vdd (∞) shows no
dependence on the angle θ . . . . . . . . . . . . . . . . . . . . . . . . . 124
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FIGURE 33 :

Simulated IR spectrum of liquid water under VSC or V-USC. From top to
bottom, we plot the results (a) outside the cavity, or inside the cavity with
effective coupling strength e
ε as (b) 2 × 10−4 , (c) 4 × 10−4 , (d) 6 × 10−4 ,

and (e) 8 × 10−4 a.u.. All other simulation details are listed in Materials
and Methods. Note that, as e
ε increases, the LP peak is suppressed and

the UP peak is enhanced. . . . . . . . . . . . . . . . . . . . . . . . . . 137

FIGURE 34 :

(a) Rabi frequency (ΩN ) as a function of the effective coupling strength
e
ε for liquid water. (b) Polariton frequency and (c) integrated peak area

of polaritons as a function of normalized Rabi frequency (ΩN /2ω0 ). All
simulation details are the same as Fig. 33. In Fig. 34a the simulation data
(black triangles) are fit linearly (gray line). In Fig. 34b-c the simulation
data (blue stars for LP and red circles for UP) are compared with the
analytical expressions from a simplified 1D model (Eqs. (6.8) and (6.9)),
where the parameters are given as ω0 = ωc = 3550 cm−1 and ΩN is taken

as the values in Fig. 34a. . . . . . . . . . . . . . . . . . . . . . . . . . 139
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FIGURE 35 :

(a) Polariton frequency and (b) integrated peak area of polaritons as a
function of the cavity mode frequency. Note that the energy splitting
between polaritons is minimized when the cavity mode has frequency
3550 cm−1 , but the upper and lower polaritons become symmetric in intensity at a different cavity mode frequency (4250 cm−1 ). The simulation
data for liquid water (scattered points) are compared with the analytical
expressions of the simplified 1D model (black lines, see Eqs. (6.8) and
(6.9)). For simulation parameters, e
ε = 5 × 10−4 a.u. and all other parameters are the same as in Fig. 34. For parameters of the analytical

expressions, we take ω0 = 3550 cm−1 and ΩN = 937 cm−1 , which corresponds to the resonant Rabi frequency when e
ε = 5 × 10−4 a.u. (see

Fig. 34a). The gray solid lines in Fig. 35a represents the uncoupled
O H stretch mode frequency and the cavity mode frequency. The insert
in Fig. 35b plots the cavity mode frequency corresponding to the case of
symmetric polaritons (i.e., the crossing point frequency in Fig. 35b) as a
function of ΩN /2ω0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
FIGURE 36 :

Normalized bond length distribution of O H in liquid water. The result
outside the cavity (solid black) is compared with that inside the cavity
(with effective coupling strength e
ε = 4 × 10−4 a.u., cyan dashed). All
other parameters are set the same as Fig. 33. Note that the bond length

distribution is not changed by VSC or V-USC. . . . . . . . . . . . . . . 143
FIGURE 37 :

Radical pair distribution function (g(r)) of oxygen atoms in liquid water.
The result outside the cavity (solid black) is compared with that inside the
cavity (with effective coupling strength e
ε = 4 × 10−4 a.u., cyan dashed).
All other parameters are set the same as Fig. 33. Note that g(r) is not

changed by VSC or V-USC. . . . . . . . . . . . . . . . . . . . . . . . . 144
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FIGURE 38 :

Velocity autocorrelation function (VACF) of the center of mass of individual H2O molecules: (a) the time-domain results and (b) the corresponding Fourier transform. The results outside the cavity (black solid)
is compared with those inside the cavity (with effective coupling strength
e
ε = 4 × 10−4 a.u., cyan dashed). All other parameters are set the same as

Fig. 33. Note that VACF is not changed by VSC or V-USC. . . . . . . . 146

FIGURE 39 :

z-component of first-order orientational autocorrelation function (OACF)
of individual H2O molecules. (a) plots the time-domain results (C1z (t))
and (b) plots the corresponding spectrum (I1z (ω) = ω 2C1z (ω)). A zoomin inset is also plotted in each subplot. The results outside the cavity
(black dashed) is compared with those inside the cavity (with effective
coupling strength e
ε as 4 × 10−4 (cyan solid), 6 × 10−4 (red dashed), and

8 × 10−4 a.u. (blue dash-dotted), respectively. All other parameters are

set the same as Fig. 33. Note that OACF is changed by V-USC. . . . . . 148
FIGURE 40 :

Illustration of the algorithm structures of (a) the original I-PI for MD simulations and (b) our modified I-PI structure for cavity MD simulations,
where the modification is labeled in red. . . . . . . . . . . . . . . . . . 154

FIGURE 41 :

The structure of the cavity for our simulation. Water molecules are constrained at the center of the cavity by a pair of thick SiO2 layers. . . . . 155

FIGURE 42 :

VACF of O H bond for individual H2O molecules plotted in the same
manner as Fig. 7. Note that under V-USC, a small side peak also emerges
in the spectrum which corresponds to the UP frequency (see the zoom-in
insert of Fig. 42b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
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FIGURE 43 :

Simulated IR spectrum of liquid water in a multimode cavity. From top
to bottom, we plot the results when a (a) single-mode, (b) four-mode,
(c) six-mode, and (d) ten-mode cavity is coupled to liquid water, respectively. The vertical blue lines denote the frequencies of the cavity modes. The effective coupling strength e
ε is always set as 2 × 10−4

a.u. for the middle cavity mode which is resonantly coupled to the O H
stretch mode (∼ 3550 cm−1 ). All other simulation details are the same as
Fig. 1. Note that apart from the Rabi splitting for the O H stretch mode,
Fig. 43b (or 43d) also shows the Rabi splitting between the fundamental
cavity mode and the H O H bending band near 1650 cm−1 (or sometimes the intermolecular librational vibration near 700 cm−1 ). Note that
the decoupled cavity modes can also be found in the IR spectrum; however the observed frequencies are slightly larger than those of the cavity
modes due to the self-dipole contribution; see Eq. (6.16a). . . . . . . . . 160
FIGURE 44 :

Simulated IR spectrum of liquid water in a four-mode cavity either (a)
outside the cavity; or inside the cavity with effective coupling strength
e
ε for the middle cavity mode set as (b) 2 × 10−4 , (c) 4 × 10−4 , and (d)

6 × 10−4 a.u.. The vertical blue lines denote the frequencies of the cavity
modes. All simulation details are the same as Fig. 43. . . . . . . . . . . 161

FIGURE 45 :

Velocity autocorrelation function (VACF) of the center of mass of individual H2O molecules in the four-mode cavity plotted in the same manner
as Fig. 6. All simulation details are the same as Fig. 43. . . . . . . . . . 162

FIGURE 46 :

z-component of first-order orientational autocorrelation function (OACF)
of individual H2O molecules in the four-mode cavity plotted in the same
manner as Fig. 7. All simulation details are the same as Fig. 43. . . . . . 163
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FIGURE 47 :

Sketch of the simulation setup where a large collection of CO2 molecules
is confined between a pair of metallic mirrors; see Sec. 7.3 for details.
As shown in the left cartoon, the main finding of this manuscript is that
strongly exciting the LP in a cavity can greatly enhance the multiphoton nonlinear absorption of molecules relative to that outside the cavity.
This enhancement is largest when twice the LP frequency approximately
matches the vibrational 0 → 2 transition. After one directly excites the
LP, and indirectly excites a localized vibrational state with v = 2, there
is subsequently a gradual transfer of population to the first vibrationally
excited state with a timescale that is much slower than the LP lifetime. . 166

FIGURE 48 :

Rabi splitting from equilibrium simulations. (a) IR spectrum as a function of the increased (from bottom to top) effective coupling strength e
ε
when the cavity mode frequency (2320 cm−1 ) is nearly resonant with the
C O asymmetric stretch (2327 cm−1 ). Inset: The linear relationship be√
tween Rabi splitting (ΩN ) and e
ε ∝ N. (b) Avoided crossing of the IR
spectrum as a function of the cavity mode frequency given e
ε = 2 × 10−4

a.u.. The dashed white line denotes the asymmetric C O stretch outside
a cavity, the dashed green line denotes the cavity mode, and the intensities of IR spectra are plotted on a logarithmic scale; see the colorbar.
Note that the IR spectra here are calculated from equilibrium trajectories
by evaluating the dipole auto-correlation function in Eq. (7.3); see Sec.
7.3 for other simulation details. . . . . . . . . . . . . . . . . . . . . . . 174
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FIGURE 49 :

Time-resolved dynamics for the cavity photon energy after resonantly
exciting the UP (magenta; peaked at 2428 cm−1 ) or LP (cyan; peaked at
2241 cm−1 ) with a (a) weak or (b) strong pulse E(t) = E0 cos(ωt + φ )ex
of 0.5 ps duration. The pulse fluence is F = 6.32 mJ/cm−1 or F = 632
mJ/cm−1 , respectively. The cavity mode frequency is ωc = 2320 cm−1
and effective coupling strength is e
ε = 2 ×10−4 a.u.; see Sec. 7.3 for other
details. The polariton lifetimes (τLP and τUP labeled at each subplot) are
obtained by an exponential fit of the decaying energy of the cavity photon
after the pulse. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
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FIGURE 50 :

Time-resolved spectra after exciting the LP with a strong pulse (F = 632
mJ/cm2 ). Three cases are compared: Figs. a,d: exciting the LP (2241
cm−1 ) inside a 2320 cm−1 cavity; Figs. b,e: exciting LP (2167 cm−1 ) inside a 2200 cm−1 cavity; Figs. c,f: off-resonant excitation at 2241 cm−1
outside the cavity. The corresponding incident exciting frequency is also
labeled as a red arrow in each subplot, and Figs. c,f have been multiplied by a factor of four for better visualization. Here, the IR spectra (top
panel, evaluated with Eq. (7.3)) reflects information about the molecular
collective bright state, while the local IR spectra (bottom panel, evaluated with Eq. (7.4)) reflects mostly information about the molecular dark
modes. At every time snapshot Ti , the IR or local IR spectrum is calculated by averaging over the time period [Ti , Ti + ∆T ] with Eq. (7.3) or
(7.4), where ∆T = 5 ps. See Sec. 7.3 for other simulation details. To
better distinguish between the linear and nonlinear absorption, the region
of the linear absorption is labeled within blue horizontal lines (i.e., from
2220 to 2360 cm−1 ) and the region of the nonlinear absorption is labeled
within cyan horizontal lines (i.e., from 2150 to 2220 cm−1 ). Note that
inside the cavity, when exciting the LP, the nonlinear absorption can be
greatly enhanced than that outside the cavity; see Figs. 50d,f for comparison. After the pulse, the system temperature is increased from 300 K to
505 K, 366 K, 331 K (from left to right), respectively. . . . . . . . . . . 178
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FIGURE 51 :

The corresponding density distribution of C O bond potential energy
per molecule at time Ti = 1 ps for Fig. 50. Three cases are compared:
exciting the LP inside a (a) 2320 cm−1 or (b) 2200 cm−1 cavity, and (c)
exciting 2241 cm−1 (the LP frequency for Fig. a) outside the cavity. All
parameters are the same as Fig. 50. The C O bond potential energy is
calculated according to Eq. (7.6) and is shown in units of h̄ω0 (ω0 = 2327
cm−1 ). Note that exciting LP in a 2320 cm−1 cavity induces a meaningful
fraction of vibrationally highly excited molecules, which corresponds to
the nonlinear local IR peak ∼ 2170 cm−1 in Fig. 50d. . . . . . . . . . . 181

FIGURE 52 :

The integrated nonlinear absorption (INL ) at early times plotted as a function of the fluence of the exciting pulse of frequency 2241 cm−1 corresponding to the LP frequency in Figs. 50a,d. INL is calculated by integrating the local IR spectra over frequency for the nonlinear absorption
(i.e., the cyan region in Fig. 50d) at time Ti = 1 ps. All other parameters
are the same as in Figs. 49a,b. Note that compared with the nonlinear
absorption outside the cavity (black squares) under the same pulse, the
nonlinear signal inside the cavity (blue circles) can be enhanced by up to
two orders of magnitude by polariton-enhanced multiphoton absorption.

FIGURE 53 :

184

Polariton lifetime against number of molecules in the simulation cell
(1/Nsub ). Figs. a,b: Lifetimes of (a) LP (cyan circles) and (b) UP (magenta triangles) under weak excitation (F = 6.32 mJ/cm2 ). Figs. c,d:
Lifetimes of (c) LP and (d) UP under strong excitation (F = 632 mJ/cm2 ).
Dashed lines denote the linear fitting of each data set. For parameters,
when Nsub is increased from 216 to 1200, molecular density and the observed Rabi splitting are fixed the same by increasing the simulation cell
size and decreasing the effective coupling strength e
ε accordingly. All

other simulation details are the same as Fig. 49. . . . . . . . . . . . . . 185
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FIGURE 54 :

C O bond potential in our force field. The fourth-order anharmonic
potential in Eq. (7.6) (red solid) is compared with the corresponding
Morse potential (black dash-dot) and the harmonic approximation (green
dashed). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

FIGURE 55 :

C O asymmetric peak frequency as a function of the potential energy
of a single CO2 molecule in gas phase. The potential energy is plotted
in units of h̄ω0 , where ω0 = 2342 cm−1 denotes the peak frequency in
thermal equilibrium at 300 K. See text around for simulation details. . . 189

FIGURE 56 :

Sketch of the simulation setup where a large number of liquid-phase carbon dioxide molecules forms VSC with a single cavity mode. The left
cartoon shows that the vibrational energy relaxation and transfer from hot
(upper) to thermal (bottom) molecules inside a cavity can be accelerated
relative to that outside a cavity due to polariton-accelerated intermolecular vibrational energy transfer. . . . . . . . . . . . . . . . . . . . . . . . 194
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FIGURE 57 :

Rabi splitting and VSC effects on vibrational energy relaxation and transfer when Nsub = 216 and Nhot = 10. (a) Simulated IR spectrum for liquid
CO2 outside (black) or inside (red) the cavity. For parameters, the cavity mode frequency is set to ωc = 2320 cm−1 (denoted as the vertical
blue line) and the effective coupling strength e
ε = 2 × 10−4 a.u. (inside
the cavity) or zero (outside the cavity). (b,c) The corresponding average

C O bond potential energy (per molecule) dynamics for the (b) hot or
(c) thermal molecules outside (black) or inside (red) the cavity. (d) The
corresponding photonic (kinetic + potential) energy dynamics inside the
cavity, where two polarization directions of the cavity mode are taken
into account. In the y-axis of Figs. b-d, a thermal energy (i.e., kB T for
Figs. b,c and 2kB T for Fig. d) has been subtracted and all energies are
in units of h̄ωc . See SI Sec. II for other simulation details. Note that polaritons play an important role during the process of vibrational energy
relaxation and transfer as evidenced from the high transient photonic energy as compared with the vibrational energy transferred to the thermal
molecules. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
FIGURE 58 :

Fitted vibrational energy relaxation rates as a function of the cavity mode
detuning. All parameters are the same as in Fig. 57b except that we now
change the cavity mode frequency (ωc ). Rates are obtained by fitting the
signals in Fig. 57b to a simple exponential function: y = A exp(−kt).
Note that the VSC effect on vibrational energy relaxation resonantly depends on the cavity mode frequency. . . . . . . . . . . . . . . . . . . . 197
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FIGURE 59 :

VSC effects on vibrational energy relaxation as a function of Rabi splitting. (a) Simulated IR spectrum for a liquid mixture of

12 16

C O2 and

C O2 inside the cavity. The cavity mode (ωc = 2320 cm−1 ) forms po-

14 18

laritons with the 12C
while the 14C

O asymmetric stretch mode (ω0 = 2327 cm−1 ),

16

18

O asymmetric stretch mode (the leftest peak) is largely

decoupled from the cavity. Note that when the

12 16

C O2 concentration

increases from c = 20% to 100% (bottom to to top), the Rabi splitting
(ΩN ) is also increased proportionally; see the inset. (b) The corresponding fitted vibrational relaxation rates for the hot 12C16O2 molecules plotted against the 12C16O2 concentration (c/c0 ), where c0 = 100% denotes
the concentration for a pure 12C16O2 system. The rates inside the cavity
(red circles) show a sensitive dependence on the

12 16

C O2 concentration

(or Rabi splitting), while the rates outside the cavity (black squares) show
a weak dependence on the concentration. . . . . . . . . . . . . . . . . . 198
FIGURE 60 :

(a) Fitted vibrational energy relaxation rates for the hot molecules inside (red circles) or outside (black squares) the cavity are plotted versus
Nhot , with Nsub = 2160 CO2 molecules in the simulation cell. The difference between the inside- and outside-cavity results (green stars) is a pure
VSC effect. Lines with different colors denote the respective linear fits of
the rates. (b) Corresponding photonic spectrum (which effectively represents a polaritonic spectrum) during the relaxation process when Nhot
= 10 (black), 30 (red), and 90 (orange). The inset plots the integrated
√
area of the photonic spectrum versus Nhot . Note that the intensity of
the spectrum increases monotonically as the number of hot molecules
increases. See SI Sec. II and III for simulation details and methods to
calculate the transient spectrum.
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FIGURE 61 :

The dependence of vibrational energy relaxation rates on molecular system size (Nsub ). (a) Fitted vibrational energy relaxation rates for the hot
molecules inside (red circles) or outside (black squares) the cavity against
1/Nsub when Nhot = 10 is fixed. We observe a linear scaling between the
difference (green starts), which is a pure VSC effect, and 1/Nsub . (b)
Corresponding transient polaritonic spectrum for the different molecular
system sizes in Fig. a: Nsub = 216 (black), 864 (red), and 4320 (orange).
√
The inset plots the integrated area of the photonic spectrum versus Nsub .
(c) Fitted vibrational energy relaxation rates for the hot molecules against
0.7 when N /N
1/Nsub
hot
sub = 10/216 = 4.63%. (d) The transient polaritonic

spectrum corresponding to the different molecular system sizes in Fig. c. 202
FIGURE 62 :

(a) Logarithmic-scaled density distribution of the C O bond potential
energy as found in the molecules prepared in thermal equilibrium (”thermal molecules”) during the hot-molecule relaxation process. We fix
Nsub = 2000 and Nhot /Nsub = 4.63%. Purple bins denote the inside cavity results. Cyan bins denote the outside cavity results, which are barely
observed in the figure because the inside- and outside-cavity distributions largely overlap with each other (the overlap of purple and cyan is
blue). (b) The corresponding density ratio between the inside- versus
outside-cavity distribution of C O bond potential energy. Note that the
polaritons prefer to transfer energy to a small subset of thermal molecules
located at the tail of the distribution. . . . . . . . . . . . . . . . . . . . 205

FIGURE 63 :

Average C O bond potential energy (per molecule) dynamics for the hot
molecules outside (black) or inside the cavity under different effective
coupling strengths (e
ε spans from 1 × 10−4 to 2.5 × 10−4 a.u.). All the

simulation details are the same as Fig. 57b. Note that the vibrational

relaxation of the hot molecules is monotonically increased when e
ε (or

Rabi splitting) increases, which is similar to Fig. 59b. . . . . . . . . . . 211
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FIGURE 64 :

Effect of cavity loss on vibrational relaxation and energy transfer. Here,
we replot Figs. 57b-d in the manuscript. Here, we plot not only results
from outside a cavity (black) and inside a lossless cavity (red), but we
also plot dynamics inside a lossy cavity when the cavity lifetime is τcav =
100 fs (magenta), 500 fs (green), or 1 ps (yellow). Note that including
cavity loss does not meaningfully modify vibrational relaxation of the hot
molecules (see Fig. a) but can meaningfully suppress vibrational energy
transfer to thermal molecules once the cavity lifetime is shorter than 1 ps
(see Fig. b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 212

FIGURE 65 :

Vibrational relaxation rates of the hot molecules versus the system size
(Nsub ) when the hot molecules start with different initial kinetic energies.
The rates for hot molecules starting with a 6×103 K kinetic energy (lightcolored lines) is a replot of Fig. 61c: light-red circles denote the insidecavity rates, light-black squares denote the outside-cavity rates, and lightgreen stars denote the pure cavity effect (difference between the insideand outside-cavity rates). The deep-colored lines denote the relaxation
rates when the hot molecules start with a 1.2 × 104 K kinetic energy and
all the other parameters are the same as Fig. 61c. Note that increasing the
kinetic energy by a factor of two does not meaningfully alter the cavity
effects on relaxation rates.

FIGURE 66 :

. . . . . . . . . . . . . . . . . . . . . . . . 214

Sketch of the cavity setup for CavMD simulations. Ncell molecules are
confined in a cavity formed by a pair of parallel metallic mirrors. These
molecules are coupled to a single cavity mode (with two polariton directions) and are simulated in a periodic simulation cell. The right cartoon
demonstrates the main finding of this manuscript — after a strong excitation of the solvent lower polariton (LP) with an IR laser pulse, the
input energy can be selectively transferred to the solute molecules solely,
leaving the vast majority of solvent molecules barely excited. . . . . . . 216
xxxvii

FIGURE 67 :

Rabi splitting and selective polariton energy transfer. (a) Equilibrium IR
spectrum for pure liquid

12

CO2 outside a cavity (black line) or inside a

cavity with e
ε = 2 × 10−4 a.u. (red line); the vertical dashed blue line

denotes the cavity mode at 2320 cm−1 . (b) The corresponding nonequi-

librium local IR spectrum for each molecule after a resonant excitation
of the LP at 2241 cm−1 with a strong external pulse. The form of the
external pulse takes E0 cos(ωt + φ )ex (0.1 < t < 0.6 ps) with fluence 632
mJ/cm2 . The nonequilibrium spectrum is calculated by evaluating the
dipole auto-correlation function of each CO2 molecule at time interval
1-6 ps. The red arrow marks the frequency of the LP and also the external pulse, and the LP lifetime (0.2 ps, calculated from photonic energy
dynamics [2]) is labeled at the bottom. (c) Equilibrium IR spectrum (red
line) for 4.63% 13CO2 in a 12CO2 solution when e
ε = 2 × 10−4 a.u.. The
gray line denotes the

13

CO2 IR spectrum outside the cavity; again, the

black line denotes the pure

12

CO2 IR spectrum outside the cavity. (d)

The corresponding nonequilibrium local IR spectrum for each molecule
plotted in a similar manner as Fig. b. The responses of

12

CO2 (left)

and 13CO2 (right) are separated by the vertical dashed white line. (e)-(h)
The same plots as Figs. a-d accordingly but with a larger effective lightmatter coupling (e
ε = 4 × 10−4 a.u.). Note that with an appropriate LP
frequency, the LP is more likely to transfer energy to the

13

CO2 solute

molecules than the 12CO2 solvent. All simulation details are the same as
Ref. [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
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FIGURE 68 :

Time-resolved dynamics for the average C O bond potential energy per
solvent (12CO2, gray line) or solute molecule (4.63%

13

CO2, red line).

Three conditions are compared: (a) e
ε = 2 × 10−4 a.u. after exciting the

LP at 2241 cm−1 (the same as Fig. 67d); (b) e
ε = 4 × 10−4 a.u. after
exciting the LP at 2177 cm−1 (the same as Fig. 67h); and (c) outside the

cavity after exciting the 13C O asymmetric stretch at 2262 cm−1 . In each
subplot, the y-axis is plotted in a logarithmic scale, and the yellow region
denotes the time window (0.1 < t < 0.6 ps) during which the external
pulse is applied. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
FIGURE 69 :

Effects of the molecular system size on the dynamics of C O bond potential energy for a fixed Rabi splitting, molecular density, and solute
concentration. Black lines correspond to the data in Fig. 68b (Nsub =
216), and the lines from dark red to orange represent increasing molecular systems where Nsub is increased by a factor of N (N = 2, 4, 8, 16).
Note that the selective polaritonic energy transfer to the

13

CO2 solute

molecules is fairly robust against molecular system size, indicating that
the current finding may hold for collective VSC with large cavity volumes but under the same Rabi splitting, i.e., smaller e
ε ; see text below for

an explanation of the system size dependence. . . . . . . . . . . . . . . 225
FIGURE 70 :

The same plot as Fig. 69 except for that the

13

CO2 solute molecular

number is fixed as 10 when the system size enlarges. Note that, when the
system size is increased (or when the solute concentration is decreased),
both the solvent and solute molecules are more heavily pumped under the
same IR excitation of the LP. See text for details of this counter-intuitive
feature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
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CHAPTER 1 : INTRODUCTION
Understanding light–matter interactions is fundamentally important in chemistry. On the one hand,
in the field of optical spectroscopy, light is used as a probe to detect both the energy-level structure and the dynamic response of molecules. On the other hand, in the field of photochemistry,
light serves as an efficient energy source which can selectively excite a particular electronic (or
vibrational) transition of molecules and modify a specific chemical reaction pathway.
Now even though light–matter interactions are ubiquitous and can play many different roles probing, pumping, transferring, catalyzing reactions, etc., from a theoretical point of view, chemists
usually treat light [or an electromagnetic (EM) field] as merely an analytical driving force acting on
molecules. For example, one may introduce the effect of an EM field as Fj = q j E0 cos(ωt), where
q j denotes the charge of a nucleus or electron, E0 and ω denotes the amplitude and frequency of
the EM field, and t denotes the time. Furthermore, in the linear response regime (e.g., linear spectroscopy), one may even capture the molecular response of light by calculating correlation functions
of molecular degrees of freedom [3], and an explicit consideration of the EM field is unnecessary.
These treatments are valid because, compared with the intrinsic static EM field within molecules,
the external EM field is usually much weaker, so a perturbative treatment of the external EM field
can be sufficient — overall, one does not need to consider how the molecules affect the explicit
dynamics of the EM field in real time.
These simplified treatments of light–matter interactions, which have a long successful history in
chemistry, can breakdown when the explicit dynamics of local EM fields near molecules are important. Taking surface-enhanced (or tip-enhanced) Raman spectroscopy as an example [4, 5], for a
molecule in the vicinity of a gold nanoparticle, after an external EM excitation, a strong local EM
field might be induced near the sphere of the nanoparticle, which will significantly alter the dynamics and enhance the Raman signal of the molecule. In this case, treating the external EM field as a
perturbation and neglecting the dynamics of the strong local EM field are inadequate. As another example, in the emerging field of polariton chemistry[6, 7, 8], a dielectric geometry which can confine

1

EM fields and amplify vacuum fluctuations, known as an optical cavity, is used to strongly modify
the dynamics of molecules (e.g., chemical reaction rates[9, 10]) even in the absence of an external
EM driving. For these two examples, an explicit consideration of the EM degrees of freedom and
a self-consistent propagation of the coupled EM-molecular dynamics are necessary to capture these
intriguing phenomena.
This dissertation aims to answer the following two questions:
• When a self-consistent propagation of the coupled EM-molecular dynamics is necessary, what
is the performance of conventional approaches, and how can we improve them?
• In the emerging field of polariton chemistry, how can we efficiently simulate light–matter
interactions and what surprising results can we obtain?
Below, we will briefly introduce different approaches for self-consistently describing light–matter
interactions.

1.1. Fundamental approaches for modeling light–matter interactions

1.1.1. Non-relativistic quantum electrodynamics (QED)

For atoms or molecules interacting with an EM field at low energy, non-relativistic quantum electrodynamics (QED) is the ultimate theory for describing light–matter interactions. In QED, both the
molecular and photonic degrees of freedom are treated quantum-mechanically. The Power–Zienau–
Woolley (PZW) Hamiltonian [11, 12, 13] is a convenient representation of QED for well-defined
molecules.1
Following Mukamel[12], the PZW Hamiltonian can be separated into three parts:

ĤPZW = ĤM + ĤR + ĤI
1 The

context below is largely adapted from the supporting information (SI) of Ref. [14].

2

(1.1)

where ĤM , ĤR and ĤI are Hamiltonians for the molecular subsystem, radiation field and the coupling
between field and matter. They are defined as
Z

1
dr |P̂ ⊥ (r)|2
ĤM = Ĥs +
2ε0


Z
|D̂⊥ (r)|2 |B̂(r)|2
1
ĤR =
dr
+
2
ε0
µ0
ĤI = −

Z

dr

D̂⊥ (r)
P̂ ⊥ (r)
ε0

(1.2a)
(1.2b)
(1.2c)

Here, Ĥs denotes the conventional molecular (kinetic + potential) Hamiltonian, P̂ ⊥ denotes the
transverse polarization field operator, D̂⊥ denotes the displacement field operator, and B̂ denotes
the magnetic field operator. Note that Ĥs and P̂ ⊥ are operators acting on the molecular (matter)
subspace while D̂⊥ and B̂ are operators acting on the radiation field. For an operator (say, F̂)
acting solely on the radiation field, by utilizing the Heisenberg equations of motion, one obtains


d
i
dt F̂ = h̄ ĤR + ĤI , F̂ . Similarly, for an operator Q̂ acting solely on the matter side, one obtains


d
i
dt Q̂ = h̄ ĤM + ĤI , Q̂ . Applying Eq. (1.2) and after some straightforward algebra, one finally
obtains the equations of motion for both field and matter operators[11, 12]:


h
i h
i

 i Z
∂
i
dr Ê⊥ (r,t) P̂(r,t), Q̂ + P̂(r,t), Q̂ Ê⊥ (r,t)
Q̂ = Ĥs , Q̂ −
∂t
h̄
2h̄

∂
B̂(r,t) = −∇ × Ê(r,t)
∂t
∂
Ĵ(r,t)
Ê(r,t) = c2 ∇ × B̂(r,t) −
∂t
ε0
Here, Ê =

1
ε0

(1.3a)
(1.3b)
(1.3c)



D̂ − P̂ is a joint operator for both the field and matter sides, and Ĵ =

∂
∂t P̂.

Eqs.

(1.3) describe the full quantum dynamics for both the field and matter operators. Because these
operators are in an infinite-dimensional Hilbert space, it’s almost impossible to solve Eqs. (1.3)
directly. To make progress, we will invoke the Ehrenfest approximation in the next part.
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1.1.2. Ehrenfest approximation and semiclassical electrodynamics

Suppose the density operator for the whole system (ρ̂t ) can be expressed as ρ̂t = ρ̂M ⊗ ρ̂R , where
ρ̂M and ρ̂R are the density operators of the molecular subsystem and radiation field. Note that this
separation is allowable only when the electron and photon are not in an entangled state.
In order to propagate EM fields in a real-space grid, the field operators should be reduced to classical
variables, i.e., we use the total density operator ρ̂t to trace over Eqs. (1.3b-1.3c), which leads to
∂
B̂(r,t) t = − ∇ × Ê(r,t) t
∂t
Ĵ(r,t)
∂
Ê(r,t) t = c2 ∇ × B̂(r,t) t −
∂t
ε0

(1.4a)
t

(1.4b)

Here, h· · · it is short-hand for Tr (ρ̂t · · · ). Since Ĵ is an operator acting only on the molecular sub

∂
system, Ĵ(r,t) t = ∂t
Tr ρ̂M P̂(r,t) . Further assuming h∇ × · · · it = ∇ × h· · · it in the spirit of
Ehrenfest dynamics, Eqs. (1.4) are simplified to

∂
B(r,t) = −∇ × E(r,t)
∂t
∂
J(r,t)
E(r,t) = c2 ∇ × B(r,t) −
∂t
ε0
where we define E = Ê t , B = B̂ t and J = Ĵ t =
Maxwell’s equations.

∂
∂t Tr

(1.5a)
(1.5b)



ρ̂M P̂(r,t) . Eqs. (1.5) are the classical

For the matter side, we seek a quantum-mechanical propagator, and so we trace Eq. (1.3a) by the
density operator of field ρ̂R , which leads to
 i
∂
i
Q̂ = Ĥs , Q̂ −
∂t
h̄
2h̄

Z

dr



Ê⊥ (r,t)

i

h
i h
P̂(r,t),
Q̂
+
P̂(r,t),
Q̂
Ê
(r,t)
⊥
R
R

Note that since Ê is a joint operator acting on both field and matter variables, Ê⊥

R

(1.6)

in Eq. (1.6) is

still an operator for the matter, while Ê t and E in Eqs. (1.4-1.5) are classical variables. By further
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defining
δ̂E = Ê⊥

R

− Ê⊥

t

= Ê⊥

R

− E⊥

(1.7)

we can rewrite Eq. (1.6) as


Z
∂
i
Q̂ = Ĥs − dr E⊥ (r,t) · P̂(r,t), Q̂
∂t
h̄
Z
 h
i h
i 
i
dr δ̂E P̂(r,t), Q̂ + P̂(r,t), Q̂ δ̂E
−
2h̄

(1.8)

In Eq. (1.8), the equation of motion for the matter operator Q̂ contains one Hamiltonian term (see
the first line) and a second non-Hamiltonian, symmetrized term (see the second line). This second
term is very interesting. On the one hand, this term reminiscent of the quantum-classical Liouville
D E
D E
equation (QCLE)[15, 16]. On the other hand, because δ̂E
= 0 and δ̂E2
≥ 0, this term also
M

M

resembles the noise in a Langevin equation for describing Brownian motion. Thus, the terms on

the second line are crucial for recovering the correct quantum behavior modeling both spontaneous
emission and energy transfer. However, including the dynamics of δ̂E are obviously difficult.
To make progress, the simplest strategy is to neglect the second term of Eq. (1.8). By further using
ρ̂M as the operator for the matter side, we can reduce Eq. (1.8) to


Z
i
∂
ρ̂M = − Ĥs − dr E⊥ (r,t) · P̂(r,t), ρ̂M
∂t
h̄

(1.9)

Eqs. (1.5) and (1.9) are the standard Ehrenfest electrodynamics (or semiclassical electrodynamics)
derived by Mukamel.
D E
Note that this simplification is only valid when δ̂E2
 E2 . In the case of Brownian motion, the
M

corresponding noise term is not negligible so that we cannot make of such a simplification. However,
for light-matter interactions, if a molecule is weakly excited, the scattering field is dominated by
D E
coherent scattering, which means δ̂E2
 E2 . Hence, standard Ehrenfest electrodynamics should
M

be valid in this limit. Ref. [17] discusses why, in the weak excitation limit, spontaneous emission
emerges without including the second line of 1.6.
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1.1.3. Beyond Ehrenfest approximation
D E
is important,
The above derivation of Ehrenfest electrodynamics clearly shows that, when δ̂E2
M

Ehrenfest approximation starts to breakdown. The simplest example of the breakdown of Ehrenfest
approximation is to consider the case when an electronic two-level system (TLS) starting on the ex-

cited state coupled to the vacuum field. For such an initial condition, since both the classical E-field
E⊥ and the current density J are zero at t = 0, the TLS will always stay at electronic excited state
and cannot decay — spontaneous emission cannot be obtained from Ehrenfest electrodynamics.
In order to improve the performance of the standard Ehrenfest approximation, we have recently
evaluated several algorithms for propagating coupled electron-nuclear dynamics [17, 18], including Meyer-Miller-Stock-Thoss (MMST) dynamics (or as called LS-IVR) [19, 20] and the recently
developed Meyer-Miller symmetrical quantum-classical (MM-SQC) windowing approach [21, 22].
These algorithms can capture spontaneous emission for a TLS starting in an excited state or even
Dicke’s superradiance [1], leading to an improvement of Ehrenfest electrodynamics. We have also
improved the performance of Ehrenfest electrodynamics by mandating that radiation emerge due to
vacuum fluctuations (Eh+R). This approach can capture spontaneous emission [23], Raman spectroscopy [24], stimulated emission [25], Mollow triplet [26], and the detailed balance [27]. The
recent work by Hoffmann et al [28, 29, 30] also extensively studied the performance of light–matter
interactions using various algorithms originating from coupled electron-nuclear dynamics.

1.2. Simplified models for cavity QED

The above QED and semiclassical frameworks are universal for all light–matter interactions in the
non-relativistic regime, and further approximations can be made if a particular experimental setup
is considered. For example, in the field of polariton chemistry, strong light–matter interactions
between molecule(s) and an EM field can be realized using a Fabry–Pérot microcavity. As demonstrated in Fig. 1.2, for the Fabry–Pérot microcavity, only certain EM modes (i.e., the standing
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Figure 1: Setup for a Fabry–Pérot microcavity.
waves) can be confined and amplified between a pair of mirrors. Denoting the distance between the
mirrors as Lc , let us imagine that we send an external EM field perpendicular to the mirror direction;
the external EM field can only excite the following well-defined frequencies:

ωc (kk = 0) =

mπ
,
nc Lc

(1.10)

where m = 1, 2, · · · is an integer, kk denotes the in-plane wave vector of the incident EM field, and
nc denotes the dielectric constant of the cavity system.
Since only particular EM modes are amplified in the Fabry–Pérot microcavity, it is possible to
neglect all other EM modes that are not supported by the cavity and focus only on a single (or a
few) cavity mode(s) interacting with the molecular system. Such a simplification is usually taken in
the field of cavity QED [31].

1.2.1. Jaynes–Cummings model

In the field of cavity QED, each atom can be simplified as a TLS. For the case of only a single cavity
mode coupled to a TLS, the effective Hamiltonian, known as the Jaynes–Cummings model [32], is
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expressed as follows:

1
ĤJC = h̄ω0 σ̂z +h̄ωc â† â +h̄g0 â† σ̂− + âσ̂+ .
2

(1.11)

Here, h̄ω0 denotes the energy gap between the ground state (|gi) and excited state (|ei) for the TLS,
σ̂z ≡ |eihe| − |gihg|, σ̂+ ≡ |eihg|, and σ̂− ≡ |gihe|. â† and â denote the creation and annihilation
operators for the cavity photon mode with energy h̄ωc . The light-matter coupling constant g0 is
defined as
g0 =

r

ωc
µge ,
h̄ε0 Lc

(1.12)

where µge denotes the magnitude of transition dipole moment for the TLS. Working under the singly
excited manifold, the JC Hamiltonian


h̄ω0 h̄g0 
ĤJC = 

h̄g0 h̄ωc

(1.13)

can be easily diagonalized. The two eignestates (|±i) are:




0
X± 

|±i = 
(0)

(c)

X±c

.
(0)

(1.14)

(c)

Here, the coefficients are X+ = −X− = − sin(θ ), X− = X+ = cos(θ ), and the mixing angle is


Ω
, where Ω = 2g0 . Since these two eignestates are hybrid light-matter states,
θ = 12 tan−1 ωc −ω
0
they are called the polaritons.

The frequencies of the two polaritons are


q
1
2
2
ω± =
ω0 + ωc ± Ω + (ω0 − ωc )
2

(1.15)

The frequency difference between the polaritons at resonance (ω0 = ωc ) is

Ω = ω+ − ω− = 2g0
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(1.16)

When g0 is larger than the linewidth of the atomic or photonic transition, an energy spilitting can be
observed from the spectrum of the polaritons. Under this situation, strong light–matter interactions
form. Hence, Ω = 2g0 is called the Rabi splitting, and the two polaritons are called the lower or
upper polariton (LP or UP).
Such a simple model reveals the possibility that forming strong light–matter interactions might
provide a means to modify the atomic (or molecular) energy levels, which might yield a modification
of many physical and chemical processes.

1.2.2. Tavis–Cummings model

For realistic atoms, g0 is usually not big enough to form strong light–matter interactions in the
Fabry–Pérot cavity when an individual atom is placed in the cavity. In order to form strong light–
matter interactions, one can place N atoms inside the cavity, such that a collective mode of N atoms
√
(which has a transient dipole moment scaling with N) is coupled to the cavity mode.
In this collective strong coupling regime, the standard quantum theory is the Tavis–Cummings (TC)
Hamiltonian,[33, 34] where a single photon mode (with frequency ωc ) is coupled to N identical
TLSs (with frequency ω0 ):

N
N 
(n) (n)
(n)
(n)
ĤTC = h̄ωc â† â +h̄ω0 ∑ σ̂+ σ̂− +h̄g0 ∑ â† σ̂− + âσ̂+ .
n=1

(1.17)

n=1

In the singly excited manifold, we can approximate each TLS as a harmonic oscillator (denoted as
b̂†n b̂n ), which leads to
N
N

ĤTC = h̄ωc â† â +h̄ω0 ∑ b̂†n b̂n +h̄g0 ∑ â† b̂n + âb̂†n .
n=1

(1.18)

n=1

The bilinear light-matter coupling term in Eq. (1.18) has an important property: the cavity photon
interacts only with a symmetric combination of the matter operators (due to the invoking of the long-
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wave approximation that the molecular separation is much smaller than the photon wavelength). If
we define this symmetric combination as a bright-mode operator:
1 N
B̂ = √ ∑ b̂n ,
N n=1

(1.19)

all the other N − 1 linear combinations of the molecular operators (b̂n ) will be decoupled from the
photon mode and can be referred as the dark modes: D̂µ =

√1
N

∑Nj=1 ei2π µ/N b̂ j , where µ indexes the

dark modes and µ = 1, 2, · · · , N − 1. With the separation of bright and dark modes, the Hamiltonian
in Eq. (1.18) becomes

1
ĤTC = h̄ωc â† â +h̄ω0 B̂† B̂ + h̄ΩN â† B̂ + âB̂† + ĤD ,
2

(1.20)

√
where ΩN = 2 Ng0 measures the coupling strength between the bright mode and the photon mode,
†
and ĤD denotes the Hamiltonian for the dark modes: ĤD = h̄ω0 ∑N−1
µ=1 D̂µ D̂µ . Eq. (1.20) can be

further diagonalized as the following eigen form:
ĤTC = h̄ω+ P̂+† P̂+ +h̄ω− P̂−† P̂− + ĤD .

(1.21)

Here, P̂±† denotes the creation operator for the LP or the UP, which is defined as a linear combi(B)

(c)

nation of the photon mode and the bright mode: P̂±† = X± B̂† + X± â† , where the coefficients are


(B)
(c)
(B)
(c)
N
. The
X+ = −X− = − sin(θ ), X− = X+ = cos(θ ), and the mixing angle is θ = 21 tan−1 ωcΩ−ω
0
frequencies of the LP and UP are



q
1
2
ω0 + ωc ± ΩN + (ω0 − ωc )2
ω± =
2

(1.22)

When the cavity photon and TLSs are at resonance (ωc = ω0 ), the frequency splitting between the
√
polaritons is ω+ − ω− = ΩN . Therefore, ΩN = 2 Ng0 is called the collective Rabi splitting, which
measures the magnitude of the peak splitting between the UP and LP at resonance. When N = 1,
the above TC Hamiltonian recovers the JC Hamiltonian in Eq. (1.11).
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In experiments, because a molecular transition have a linewidth and a cavity (with non-perfect
mirrors) can leak photons, strong coupling is identified from the linear spectroscopy when the Rabi
splitting (ΩN ) is larger than the cavity loss rate (κ) and the bare molecular linewidth (γ), or ΩN >
κ, γ. When ΩN is comparable with the bare molecular frequency (ω0 ), or when η ≡ ΩN /2ω0 >
0.1,[35] the coupled system enters the ultrastrong coupling limit. Note that the TC Hamiltonian
starts to fail in the ultrastrong coupling limit. For example, when ΩN > ω0 , according to Eq. (1.22),
the LP frequency can be (nonphysically) negative. This issue can be solved by including the A2 or
the self-dipole term in the QED Hamiltonian, e.g., using the Hopfield Hamiltonian [36].

1.3. Recently developed approaches for polariton chemistry

The JC and TC models can be used to describe TLSs in the cavity. Realistic molecules, however,
are much more complicated than TLSs. In the emerging field of polariton chemistry, in order to
correctly capture both the equilibrium and dynamic properties of realistic molecules in the cavity,
we need to go beyond the JC or TC model and include unique features of realistic molecules,
including molecular anharmonicity, intermolecular interactions, coupling between electronic and
nuclear degrees of freedom, and the detailed energy levels of molecules, etc.

1.3.1. Extending JC and TC models

In order to simulate realistic molecules inside the cavity, the most straightforward way is to extend
the JC or TC model to include features of molecules. For example, in the regime of electronic
strong coupling, one can treat the electronic transition of each molecule as a TLS, but the electronic
transition frequency and light-matter coupling constant should depend on the nuclear coordinate of
molecules. For example, one simple approach is to consider the following Hamiltonian:


N
N
(n)
(n)
(n) (n)
Ĥ = h̄ωc â† â + ∑ h̄ωn (Rn )σ̂+ σ̂− + ∑ h̄gn (Rn ) â† σ̂− + âσ̂+ ,
n=1

n=1
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(1.23)

where Rn denotes the nuclear coordinate of molecule n. The molecule-specific values of ωn (Rn )
and h̄gn (Rn ) can be determined by electronic structure calculations of the molecular system or a
pre-defined potential energy surface.
The recently developed multiscale molecular dynamics simulations by Luk et al [37, 38, 39] combine Eq. (1.23) with a QM/MM simulation of realistic molecular system to capture polariton relaxation dynamics under electronic strong coupling.

1.3.2. Extending electronic structure theory

Another approach is to extend electronic structure theory to deal with a coupled molecule-photonic
system. Consider the Pauli–Fierz Hamiltonian:

†

Ĥ = h̄ωc â â + ĤM + λ

r

ωc
λ2
(εε · ∆d̂)(â† + â) + (εε · ∆d̂)2
2
2

(1.24)

Here, ε denotes the unit vector along the polarization direction of the cavity photon; ∆d̂ = d̂ −
d̂ , where d̂ denotes the molecular dipole moment operator, and d̂ denotes the molecular dipole
moment evaluated under Hartree–Fock approximation. By solving the coupled electron-photonic
system with electronic structure theory, one is expected to obtain more accurate modifications of
molecular properties in the cavity.
Methods of this kind include quantum-electrodynamic density functional theory (QEDFT) pioneered by Rubio and coworkers [40, 41, 42]. The recently developed QED-coupled-cluster (QEDCC) theory by Kock and coworkers [43, 44] is expected to recover the exact electron-photon correlation for realistic molecules.
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1.3.3. Extending classical molecular dynamics

In the regime of vibrational strong coupling [45, 46, 47], i.e., when a vibrational mode of molecules
is strongly coupled to the cavity, we have extended classical molecular dynamics simulations to
study the cavity effects on molecules on an electronic ground state surface. We will extensively
introduce the fundamentals and performance of this cavity molecular dynamics (CavMD) scheme
[48, 2, 49, 50] in Chapter 6-9. As far as we know, our work has been one of the very first to address
explicit simulations of a collection of many realistic, non-harmonic molecules interacting with a
photon strongly in a cavity beyond the rotating wave approximation.

1.4. Overview of this dissertation

The following chapters can be largely divided into two parts.

1.4.1. Semiclassical electrodynamics and beyond

In Chapter 2, we explicitly simulate the dynamics of an electronic TLS coupled to an electromagnetic field for one and three dimensional systems through semiclassical propagation of the MaxwellLiouville equations. For spontaneous emission in free space, we compare the performance of three
flavors of mixed quantum-classical dynamics: the classical path approximation (CPA), Ehrenfest
dynamics, and symmetrical quantum-classical (SQC) dynamics.
In Chapter 3, we investigate two key representative semiclassical approaches for propagating resonant energy transfer (RET) between a pair of electronic TLSs (donor and acceptor) with coupled
Maxwell-Liouville equations. On the one hand, when the electromagnetic (EM) field is treated
classically and Coulomb interactions are treated quantum-mechanically, we find that a quantumclassical mismatch leads to a violation of causality, i.e., the acceptor can be excited before the
retarded EM field arrives. On the other hand, if we invoke a classical intermolecular Coulomb
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operator, we find that the energy transfer in the near field loses quantitative accuracy compared
with Förster theory, even though causality is strictly obeyed. Thus, our work raises a fundamental
paradox when choosing a semiclassical electrodynamics algorithm, and a good balance between accurate short range interactions and long range causality seems to be unlikely within a semiclassical
framework.
In Chapter 4, we model a collection of N TLSs coupled to a multimode cavity via Meyer-MillerStock-Thoss (MMST) dynamics, sampling both electronic and photonic zero-point energies (ZPEs)
and propagating independent trajectories in Wigner phase space. Using this approach, we study (i)
the ground state stability of a single TLS, (ii) spontaneous emission and Poincaré recurrences, and
(iii) Dicke’s superradiance and subradiance.

1.4.2. Vibrational strong coupling and cavity molecular dynamics simulations

In Chapter 5, we apply transition state theory to study the mechanism of “vacuum-field catalysis” [9]
under vibrational strong coupling and examine the effect of coupling to cavity mode(s) on the potential of mean force (PMF) associated with the reaction coordinate. Within the context of classical
nuclei and classical photons, we find that while the PMF can be affected by the cavity environment,
this effect is negligible for the usual cavities used to examine vibrational strong coupling situations
(and certainly has no collective effect).
In Chapter 6, we develop classical cavity molecular dynamics (CavMD) simulations to simulate
vibrational strong (VSC) and ultrastrong coupling (V-USC). For liquid water, when the cavity modes
are resonantly coupled to the O H stretch mode, the infrared spectrum shows asymmetric Rabi
splitting. Moreover, although the static properties and the translational diffusion of water are not
changed under VSC or V-USC, we do find a small modification of the orientational autocorrelation
function of H2O molecules especially under V-USC.
In Chapter 7, we apply CavMD to numerically investigate the linear and nonlinear response of
liquid carbon dioxide under VSC conditions following an optical pulse excitation. We find that ap14

plying a strong pulse of excitation to the LP can lead to an overall molecular nonlinear absorption
which is enhanced by up to two orders of magnitude relative to the excitation outside the cavity.
This polariton-enhanced multiphoton absorption also causes an ultrashort LP lifetime (0.2 ps) under strong illumination. Unlike usual polariton relaxation processes — whereby polaritonic energy
transfers directly to the manifold of singly excited vibrational dark states — under the present mechanism, the LP transfers energy directly to the manifold of higher vibrationally excited dark states;
these highly excited dark states subsequently relax to the manifold of singly excited states with a
lifetime of tens of ps.
In Chapter 8, we apply CavMD to simulate vibrational relaxation and energy transfer for a small
fraction of hot CO2 molecules immersed in a liquid-phase CO2 thermal bath in the absence of external polariton pumping. We show that VSC can accelerate vibrational relaxation of hot molecules,
which stems from the fact that polaritons can be transiently excited during the nonequilibrium process, which facilitates intermolecular vibrational energy transfer. The VSC effects on these rates (i)
resonantly depend on the cavity mode detuning, (ii) cooperatively depend on Rabi splitting, and (iii)
collectively scale with the number of hot molecules. For larger cavity volumes, the average VSC effect per molecule can remain meaningful for up to N ∼ 104 molecules forming VSC. Moreover, the
transiently excited lower polariton prefers to relax by transferring its energy to the tail of the molecular energy distribution rather than equally distributing it to all thermal molecules. The parameter
dependence of the vibrational relaxation data appears analogous to VSC catalysis in Fabry–Pérot
microcavities.
In Chapter 9, we apply CavMD and find an intriguing mechanism: VSC can improve the efficiency
for selectively exciting target molecules to high vibrational states in the liquid phase. For a liquid
solution of 13CO2 solute in a 12CO2 solvent, CavMD shows that exciting a polariton of the solvent
with an intense laser pulse, under suitable resonant conditions, may lead to a very strong (> 3
quanta) and ultrafast (< 1 ps) excitation of the solute, all while the solvent is barely excited. By
contrast, outside a cavity the same input pulse fluence can excite the solute by only half a vibrational
quantum and the selectivity of excitation is low. Our finding is robust under different cavity volumes,
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which may lead to observable cavity enhancement on IR photochemical reactions in Fabry–Pérot
cavities.
We conclude in Chapter 10.
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CHAPTER 2 : MIXED QUANTUM–CLASSICAL ELECTRODYNAMICS:
UNDERSTANDING SPONTANEOUS DECAY AND ZERO POINT
ENERGY
This chapter was adapted from Ref. [17].

2.1. Introduction

Understanding the dynamics of light-matter interactions is essential for just about any flavor of
physical chemistry; after all, with a few exceptions, photons are the most common means nowadays
to interrogate molecules and materials in the laboratory. Today, it is standard to study molecules
and materials with light scattering experiments, absorption spectroscopy, pump-probe spectroscopy,
etc. For a chemist, the focus is usually on the matter side, rather than the electromagnetic (EM)
field side: one usually pictures an incoming EM field as a time-dependent perturbation for the
molecule. Thereafter, one calculates how the molecule responds to the perturbation and, using
physical arguments and/or semiclassical insight, one extrapolates how the molecular process will
affect the EM field. For instance, in an absorption experiment, we usually assume linear response
theory when calculating how much energy the molecule absorbs. More precisely, one calculates
a dipole-dipole correlation function and then, after Fourier transform, one can make an excellent
prediction for the absorption pattern. For weak electric fields, this approach often results in reliable
data.
However, in many situations involving strong light–matter interactions (e.g. laser physics), the
states of the radiation field and the material sub-systems have to be considered on equal footing. An
example of strong recent interest is the host of observed phenomena that manifest strong excitonphoton coupling.[51, 5, 52] Closely related, and also in recent focus, are observations and models
pertaining to strong interactions between molecules and electromagnetic modes confined in optical cavities.[53, 54, 55] As another example, recent studies by Mukamel[56], Bucksbaum[57] and
coworkers who have explored the proper interpretation of x-ray pump-probe scattering experiments
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and, in particular, the entanglement between electrons, nuclei and photons. Beyond the analysis of
simplified quantum models, the important tools in analyzing many of these phenomena are variants
of coupled Maxwell and Schrödinger (or, when needed, quantum-Liouville) equations, where the
radiation field is described by classical Maxwell equations while the molecular system is modeled
with a handful of states and described quantum mechanically.[5, 58, 59, 60, 61, 62, 63, 64, 65].
A classical description of the radiation field is obviously an important element of simplification in
this approach, which makes it possible to simulate the optical response of realistic model systems.
However, open questions remain in this area, in particular:
• How does spontaneous emission emerge, if at all, in semiclassical calculations?
• How do we best describe computationally the possibly simultaneous occurrence of absorption, scattering, fluorescence and non-linear optical response following a pulse or CW excitation of a given molecular system that may interact with its environment?
• How do we treat both quantum-mechanical electron-electron interactions (e.g. spin-orbit coupling) and classical electronic processes (e.g. electronic energy transfer) in a consistent fashion?
In the future, our intention is to address each and every one of these questions. For the present
article, however, our goal is to address the first question. We note that spontaneous emission rates
can be evaluated from the rate of energy emission by a classical dipolar antenna[66]. An important quantification of this observation has been provided by Miller[67] who has shown that apart
from semiclassical corrections, spontaneous decay rates can be ascertained from classical dynamics. Indeed, for a dipolar harmonic oscillator Miller has shown that a semiclassical decay rate
can be obtained from classical dynamics exactly. His treatment[67], however, raises several questions. First, in Ref. [67], the molecular system is represented by a classical harmonic oscillator
rather than a 2-level system. How will the observations made by Miller be affected with a proper
quantum-mechanical treatment? What will be the performance of mixed semiclassical treatments
for spontaneous emission, and which semiclassical treatment will perform best? Second, in Ref.
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[67], no explicit light pulses are applied to the electronic system, but one can ask: If a pulse of light
is applied to the system, and we use mixed quantum-classical dynamics, is the propagated photon
field consistent with the ensuing molecular dynamics? With an external temperature, do we recover
detailed balance? In this article, we will address most of these questions, paying special attention to
the recent symmetrical quantum-classical (SQC) dynamics protocol of Cotton and Miller[21, 22].
This article is arranged as follows. In Sec. 2.2, we briefly review the theory of spontaneous decay.
In Sec. 2.3, we introduce the semiclassical Hamiltonian in our model. In Sec. 2.4, we implement
Ehrenfest dynamics, CPA and SQC. In Sec. 2.5, simulation details are given. In Sec. 2.6, we
compare results for spontaneous decay. In Sec. 2.7, we simulate and analyze two cases: (i) the
arrival of an incoming pulse and (ii) dephasing effects. We conclude in Sec. 2.8.
For notation, we use the following conventions: h̄ω0 is used to represent the energy difference
between the excited state |ei and the ground state |gi; h̄ωk0 (or h̄ck0 ) is used to represent the energy
q
of the photon with wave vector k0 ; µ12 is the electric transition dipole moment of the molecule; 1a
represents the molecular size so that the transition dipole moment with a characteristic charge q is
q
approximately µ12 ≈ 1a q; ς is used to represent a dephasing rate; U0 denotes the total energy of an

incident pulse; k0 denotes the peak position, in Fourier space, of an incident pulse; b is a parameter
fixing the width of an incident pulse in space; and c is the speed of light. We work below in SI units.

2.2. Theory of Spontaneous Emission

For completeness, and because we will work in both one and three dimensions, it will be convenient
to briefly review the theory of spontaneous emission and dipole radiation. Consider a molecular
species in an excited state |ei which can decay to the ground state |gi by emitting a photon spontaneously.
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2.2.1. The Fermi’s Golden Rule (FGR) Rate

Let the vacuum state for the radiation field be |0i. Suppose that initially the system is in state
|ei ⊗ |0i. At long times, we expect to observe spontaneous emission, so that the final state will be
|gi ⊗ a†q,s |0i. Here, a†q,s creates a photon with wave vector ~q and polarization s.
We now apply Fermi’s Golden Rule (FGR) for the emission rate. We further make the dipole
approximation, so that the interaction Hamiltonian for a molecule sitting at the origin is Hint =
ˆ
−q~rˆ · ~E(0),
where q is the electronic charge, ~rˆ is the position operator for the quantum system, and

ˆ
~E(0)
is the electric field at the origin. In such a case, the decay rate k in 3D can be calculated as
follows[68]:
2π
h̄ωk0
|~µ12 ·~ε~k0 ,~s |2 δ (ω0 − ck0 )
∑
2
h̄ ~ 0 2ε0V

(2.1a)

2π
V
= 2 2 dϕ sin θ dθ k02 dk0
×
h̄
(2π)3
h̄ωk0
|µ12 |2 cos2 θ δ (ω0 − ck0 )
2ε0V
ω 3 |µ12 |2
= 0
3πε0 c3h̄

(2.1b)

k3D =

k ,~s

Z

Z

Z

(2.1c)

ˆ
Here, µ12 = |he|q~r|gi|
is the three-dimensional transition dipole moment of the molecule, ~ε~k0 ,~s is the
a unit vector in direction of the electric field indexed by the wave vector~k0 and the polarization vector
~s, and h̄ω0 is the energy difference between |ei and |gi. Eqn. (2.1a) is the usual FGR expression.
In Eqn. (2.1b), if we replace the discrete ∑~k0 with the continuous

R

dϕdθ dk0 sin θ k02 ρ(k0 ), where

ρ(k0 ) = V /(2π)3 is the three-dimensional density of states (DOS) for the photons, we recover Eqn.
(2.1c).
In what follows below, it is useful to study EM radiation in 1D as well as in 3D. To that end, we will
imagine charge distributions that are function of x only, i.e. they are uniform in y and z directions.
In 1D, the density of states (DOS) for the photon field is ρ(~k0 ) = Lx /2π. Therefore, the decay rate
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in 1D is:

k1D =

2π
h̄2

h̄ωkx0

∑ 2ε0V |µ12 |2 δ (ω0 − ckx0 )

(2.2a)

kx0 ,s

2π
= 22
h̄

Z

dkx0

Lx h̄ωkx0
|µ12 |2 δ (ω0 − ckx0 )
2π 2ε0V

(2.2b)

1D |2 = |µ 3D |2 /L L , we can
Using V = Lx Ly Lz and defining the one-dimensional dipole moment |µ12
y z
12

rewrite the final 1D rate as

k1D =

ω0 1D 2
|µ |
h̄ε0 c 12

(2.3)

1D and µ 3D depending on context.
Below, we will use µ12 to represent either µ12
12

Note that, in 1D, the spontaneous decay rate k1D depends linearly on the frequency ω0 and quadratically on the transition dipole moment µ12 . In 3D, however, k3D depends cubically on ω0 instead of
linearly, but still quadratically on µ12 . Note that, for Eqns. (2.1c) and (2.3) to apply, two conditions
are required: (i) The dipole approximation must be valid, i.e. the wavelength of the spontaneous
light must be much larger than width of molecule. (ii) The coupling between molecule and radiation
field must be weak to ignore any feedback of the EM field, i.e. ω0 must be much larger than the
inverse lifetime.

2.2.2. The Abraham-Lorentz Rate

While FGR is the standard protocol for modeling spontaneous emission with quantum mechanics,
we can also recover a similar decay rate with classical mechanics by using the Abraham-Lorentz
equation[69] . For a classical charged harmonic oscillator moving in the x direction with mass m,
the Abraham-Lorentz equation reads
...
¨ = −mω 2~x(t) + mτ~x(t)
m~x(t)
0

21

(2.4)

where τ = q2 /6πε0 c3 m has the dimension of time. The last term in Eqn. (2.4) represents the recoil
force on a particle as it feels its own self-emitted EM field. Since τ  1/ω0 , we can assume the
...
˙ to obtain
damping effect is small and so we replace mτ~x(t) by −mω02 τ~x(t)
¨ = −mω 2~x(t) − mω 2 τ~x(t)
˙
m~x(t)
0
0

(2.5)

Eqn. (2.5) represents a damped harmonic oscillator, which has a well-know solution


~x(t) = x0 cos ω0

s

1−

ω02 τ 2
4

≈ x0 cos (ω0t + φ ) e−

kAL
2 t



t + φ  e−

kAL
2 t

êx
(2.6)

êx

since ω0 τ  1. In Eqn. (2.6), the amplitude x0 and the phase φ will depend on the initial conditions,
and the decay rate kAL is

kAL = ω02 τ =

q2 ω02
6πε0 c3 m

(2.7)

At this point, we can write down the total energy of the harmonic oscillator:
1
1
E (t) = mω02~x2 (t) + m~x˙2 (t)
2
2


2
1 kAL
2
2 2 −kAL t
cos (ω0t + φ )
= mω0 x0 e
1+
8 ω02

(2.8)

≈ mω02 x02 e−kALt
To relate the Abraham-Lorentz rate kAL to the FGR rate in 3D, we require a means to connect
a classical system with mass m to a pair of quantum mechanical states. To do so, we imagine the
q
p
oscillator is quantized and that the motion is occurring in the ground state, where x02 = h̄/2mω0 .
This is equivalent to asserting that the initial energy of the dipole is 12h̄ω0 , which we set equal to the
total dipole energy, mω02 x02 . If we further assert that the dipole operator is off-diagonal (as in Eqn.
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(2.16)), we may substitute qx0 ≈ µ12 , which leads to the following Abraham-Lorentz rate (kAL )
kAL =

|µ12 |2 ω03
q2 x02 ω03
3D
=
= kFGR
3πε0 c3h̄
3πε0 c3h̄

(2.9)

With this ansatz, the Abraham-Lorentz decay rate kAL is equal to the FGR rate in 3D. Note that
several ad hoc semiclassical assignments must be made for this comparison, and it is not clear how
to generalize the Abraham-Lorentz approach to treat more than two electronic states in a consistent
fashion.

2.2.3. The Asymptotic Electromagnetic Field

Below, we will analyze different schemes for solving Maxwell’s equations coupled together with
the Liouville equation, and it will be helpful to compare our results with the standard theory of
dipole radiation. According to classical electrodynamics, if a dipole is located at the origin and is
driven by an oscillating field, the electromagnetic (EM) field is generated with the energy density
(at time t and position~r) given in the far-field by[70]

u(~r,t) =

2
sin2 θ
µ0 ω04 µ12
cos2 (ω0 (t − r/c)).
c2 16π 2 r2

(2.10)

Here, without loss of generality, we assume that the dipole is pointing in the z−direction, so that
θ is the polar angle from the z-axis. r is the distance from the observer to the dipole (sitting at the
origin). Eqn. (2.10) predicts that, for the energy density, there is sin2 θ dependence on the polar
angle θ and 1/r2 dependence on the distance r. Note that Eqn. (2.10) is valid in the far-field when
r  λ  d, where λ is the wavelength of EM field and d is the size of the dipole.
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2.3. The Semi-classical Hamiltonian

We consider the problem of a two-level system coupled to a radiation field. After a Power-ZienauWoolley transformation[71, 72] is applied, the Hamiltonian reads as follows:
1
Ĥ =Ĥs +
2
−

Z

Z



1 ⊥ 2 1
d~r
D̂ (~r) + B̂(~r)2
ε0
µ0

D̂⊥ (~r)
1
· P̂ ⊥ (~r) +
d~r
ε0
2ε0

Z



(2.11)
⊥

d~r|P̂ (~r)|

2

Here, B̂ = ∇ × Â, D̂⊥ = ε0 Ê + P̂ ⊥ . Â is the vector potential for the EM field and P̂ ⊥ is the polarization operator for the matter. For the EM field, the relevant commutators are: [D̂⊥ (~r), Â(~r0 )] =
ih̄δ ⊥ (~r −~r0 ), where δ ⊥ is the transverse delta function. Hs is the Hamiltonian of the electronic
system, which will be defined below. We ignore all magnetic moments in Eqn. (2.11).
Eqn. (2.11) is a large Hamiltonian, written in the context of a quantum field. For semiclassical
dynamics, it is convenient to extract the so-called “electronic Hamiltonian” that depends only parametrically on the EM field. Following Mukamel[71], one route to achieve such a semiclassical
Hamiltonian is to consider the equation of motion for an observable of the matter Q̂:
h
i
h
i
 1Z
h̄ d Q̂ 
d~r P̂ ⊥ , Q̂ Ê ⊥ + Ê ⊥ P̂ ⊥ , Q̂
= Ĥs , Q̂ −
i dt
2
h
i
?
= Ĥ el , Q̂

(2.12)

If we approximate that the E-field is classical, so that we may commute Ê ⊥ with all matter operators,
we find the following semiclassical electronic Hamiltonian:

Ĥ el (E) = Ĥs −

Z

d~r E⊥ (~r) · P̂ ⊥ (~r)

(2.13)

With only one charge center, however, we will not need to distinguish between the longitudinal and
perpendicular components, and so we will drop the ⊥ notation below.
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For this paper, we consider the simplest case of two electronic states: the ground state |gi and the
electronic excited state |ei. Thus, we represent Hs as follows:


0 0 
Ĥs = 

0 h̄ω0

(2.14)

Furthermore, we assume that (a) these states carry no permanent dipole and (b) the transition between them is characterized by two single electron orbitals ψg and ψe and an effective charge q such
that the transition dipole density is given by
~ξ (~r) = q~r · ψ ∗ (~r)ψg (~r)
e

(2.15)

with a corresponding polarization operator:


0 1 ~
P̂(~r) = 
 ξ (~r)
1 0

(2.16)

1/2 5/4

a
ze−ar
For example, in 3D, in the common case that ψe (~r) is a pz orbital ( 2 π 3/4

s orbital (( πa )3/4 e

−ar2 /2

2 /2

) and ψg (~r) is an

), ~ξ (~r) would be
1/2 2
~ξ 3D (~r) = q~r 2 a ze−ar2
π 3/2

(2.17)

If we consider a charge distribution that is effectively 1D, changing along in the x direction but
polarized in the z direction, the reduced form of ~ξ (~r) would be
~ξ 1D (x) = qêz √1 e−ax2
2π

(2.18)

The magnitude of ~ξ (~r) is related to the magnitude of the total transition dipole moment, ~µ12 :
ˆ
µ12 = |~µ12 | = |he|q~r|gi|
=|
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Z

d~r ~ξ (~r)|

(2.19)

Eqn. (2.19) guarantees that, when the width of P̂(~r) approaches 0, Eqn. (2.13) becomes the
standard dipole Hamiltonian, Ĥ el = Ĥs − ~µ12 · E(0). This definition allows us to rewrite Eqns.
(2.17-2.18) above, as follows:
5/2
~ξ 3D (~r) = 2a µ12~rze−ar2
π 3/2
r
~ξ 1D (x) = a µ12 êz e−ax2
π

(2.20a)
(2.20b)

Note that ~ξ 3D and ~ξ 1D have different units.
In Appendix A we will show that under the point dipole limit – where the width of ~ξ (~r) is much
smaller than the wavelength of EM field, so that ~ξ (~r) can be treated as a delta function – some
analytic results can be derived for the coupled electronic-photons dynamics.

2.4. Methods

Many mixed quantum-classical semiclassical dynamics tools have been proposed over the years to
address coupled nuclear-electronic dynamics, including wave packet dynamics[73, 74], Ehrenfest
dynamics[75], surface-hopping dynamics[76, 77], multiple spawning dynamics[78], and partially
linearized density matrix dynamics (PLDM)[79]. Except for the Ehrenfest (mean-field) dynamics, other methods are usually based on the Born-Oppenheimer approximation, which relies on the
timescale separation between (slow) classical and (fast) quantum motions. Such methods cannot
be applied in the present context because the molecular timescales and the relevant photon periods
are comparable.1 The Ehrenfest approximation relies on the absence of strong correlations between
interacting subsystems, and may be valid under more lenient conditions. We therefore limit the
1 There is one interesting nuance in this argument.

The standard approach for embedding a quantum DOF in a classical
environment is the quantum classical Liouville equation(QCLE), which can be approximated by PLDM[79] or surfacehopping dynamics[76]. In the present case, for photons interacting with a handful of electronic states, the Hamiltonian
is effectively a spin-boson Hamiltonian, which is treated exactly by the QCLE, regardless of the Born-Oppenheimer
approximation or any argument about time-scale separation. Nevertheless, in general, we believe that many semi-classical
dynamics, especially surface-hopping dynamics, will not be applicable in the present context.
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following discussion to the application of the Ehrenfest approximation and its variants2 .

2.4.1. Ehrenfest Dynamics

According to Ehrenfest dynamics for a classical radiation field and a quantum molecule, the molecular density operator ρ̂(t) is propagated according to
d
i
ρ̂(t) = − [Ĥs −
dt
h̄

Z

d~r E(~r,t) · P̂(~r), ρ̂(t)]

(2.21)

while the time evolution of the radiation field is given by the Maxwell’s equations
∂ B(~r)
∇ × E(~r)
= −∇
∂t
J(~r)
∂ E(~r)
= c2 ∇ × B(~r) −
∂t
ε0

(2.22)

Here, the current density operator, Ĵ = d P̂/dt, is replaced by its expectation value:

J(~r) =

d
Tr(ρ̂ P̂(~r))
dt

(2.23)

If we substitute Eqns. (2.16) and (2.21) into Eqn. (2.23), the current density J(~r) can be simplified
to
J(~r) = −2ω0 Im(ρ12 )~ξ (~r)

(2.24)

where ρ12 is the coherence of the density matrix ρ.
Two points are noteworthy: First, because Eqn. (2.21) does not include any dephasing or decoherence, there is also an equivalent equation of motion for the electronic wavefunction (with amplitudes
2 Note that in most applications the Ehrenfest approximation is used to describe coupled electronic and nuclear motions
where timescale separation determines the nature of the ensuing dynamics. Here we use this approximation in the spirit
of a time dependent Hartree (self consistent field) approximation. Since timescale separation is not invoked, the success
of this approach should be scrutinized by its ability to describe physical results, as is done in the present work.
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C1 ,C2 ):

 
 

el
el
d C1 
i H11 H12  C1 
 
 =− 
dt C
h̄ H el H el
C2
2
22
21

(2.25)

R

Here Hielj is a matrix element of the operator Ĥ el = Ĥs − d~rE(~r) · P̂(~r).
Second, under the dynamics governed by Eqns. (2.21) and (2.22), the total energy of the system
Utot is conserved, where

Utot

1
=
2

Z




1
2
2
d~r ε0 |E(~r)| + |B(~r)| + Tr ρ Ĥs
µ0

(2.26)

Altogether, Eqns. (2.21), (2.22), and (2.23) capture the correct physics such that, when an electron
decays from the excited state |ei to the ground state |gi, an EM field is generated while the total
energy is conserved.
Advantages and disadvantages of Ehrenfest dynamics
The main advantage for Ehrenfest dynamics is a consistent, simple approach for simulating electronic and EM dynamics concurrently.
Several drawbacks, however, are also apparent for Ehrenfest dynamics. First, consider Eqn. (2.24).
Certainly, if the initial electronic state is an eigenstate of Hs , i.e. (C1 ,C2 ) = (0, 1), then ρ12 (t = 0) =
C1C2∗ = 0 and there will be no current density J(~r) if there is no EM field initially in space. Thus, in
disagreement with the exact quantum result, there is no spontaneous emission: the initial state (0, 1)
will never decay. According to Ehrenfest dynamics, spontaneous emission can be observed only if
C1 6= 0 and C2 6= 0, i.e., if the initial state is a linear combination of the ground and excited states.
Second, it is well known that, for finite temperature, Ehrenfest dynamics predicts incorrect electronic populations at long time: the electronic populations will not satisfy detailed balance[80].
Here, finite temperature would correspond to a thermal distribution of photon modes at time t = 0,
representing the black-body radiation. However, for the purposes of fast absorption and/or scattering
experiments, where there is no equilibration, this failure may not be fatal.
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2.4.2. The Classical Path Approximation (CPA)

If Ehrenfest dynamics provides enough accuracy for a given simulation, the relevant dynamics can
actually be further simplified and reduced to the standard “classical path approximation (CPA)”[81].
To make this reduction, note that the EM field can be considered the sum of 2 parts: (i) the external
EM field Eext (~r) that represents a pulse of light approaching the electronic system and (ii) the
scattered EM field Escatt (~r) generated from spontaneous or stimulated emission from the molecule
itself. Thus, at any time, E(~r) = Eext (~r) + Escatt (~r), where we impose free propagation for the
external EM field, i.e., Eext (~r,t) = Eext (~r − ct r̂ext , 0). Here r̂ext represents the unit vector in the
propagation direction of the external EM field.
According to the CPA, we ignore any feedback from electronic evolution upon the EM field, i.e.,
R

we neglect the d~r Escatt (~r) · P̂(~r) term of Eqn. (2.21). Thus, the electronic dynamics now obey
i
d
ρ̂(t) = − [Ĥs −
dt
h̄

Z

d~r Eext (~r − ct r̂ext ) · P̂(~r), ρ̂(t)]

(2.27)

while photon dynamics still obeys Eqn. (2.22). This so called classical path approximation underlines all usual descriptions of linear spectroscopy, and should be valid when |Escatt |  |Eext |.
In such a case, the coherence ρ12 and current density J are almost unchanged if we neglect the
R

d~r Escatt (~r) · P̂(~r) term.

Advantages and disadvantages of the CPA
Obviously, the advantage of Eqn. (2.27) over Eqn. (2.21) is that we can write down an analytical
R

form for the light-matter coupling ( d~rE(~r)P(~r)), since Eext propagates freely.
That being said, the disadvantage of the CPA is that one cannot obtain a consistent description of
spontaneous emission for the electronic degrees of freedom, because the total energy is not conserved; see Eqns. (2.22) and (2.27). As such, the classical path approximation would appear reasonably only for studying the electronic dynamics; EM dynamics are reliable only for short times.
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2.4.3. Symmetrical Quasi-classical (SQC) Windowing Method

As discussed above, the Ehrenfest approach cannot predict exponential decay (i.e. spontaneous
emission) when the initial electronic state is (0, 1). Now, if we want to model spontaneous emission,
the usual approach would be to include the vacuum fluctuations of the electric field, in the spirit of
stochastic electrodynamics[82]. That being said, however, there are other flavors of mean-field
dynamics which can improve upon Ehrenfest dynamics and fix up some failures.[79, 83] (i.e., the
inability to achieve branching, the inability to recover detailed balance, etc.) Miller’s symmetrical
quasi-classical (SQC) windowing[22] is one such approach.
The basic idea of the SQC method is to propagate Ehrenfest-like trajectories with quantum electrons
and classical photons (EM field), assuming two modifications: (a) one converts each electronic state
to a harmonic oscillator and includes the zero point energy (ZPE) for each electronic degree of
freedom (so that one samples many initial electronic configurations and achieves branching); and
(b) one bins the initial and final electronic states symmetrically (so as to achieve detailed balance).
We note that SQC dynamics is based upon the original Meyer-Miller transformation[19], which was
formalized by Stock and Thoss[20], and that there are quite a few similar algorithms that propagate
Ehrenfest dynamics with zero-point electronic energy[83]. While Cotton and Miller have usually
propagated dynamics either in action-angle variables or Cartesian variables, for our purposes we
will propagate the complex amplitude variable C1 ,C2 so as to make easier contact with Ehrenfest
√
dynamics[84]. Formally, C j = (x j + ip j )/ 2, where x j and p j are the dimensionless position and
momentum of the classical oscillator.
For completeness, we will now briefly review the nuts and bolts of the SQC method for a two-level
system coupled to a bath of bosons.
Standard SQC procedure for a two-level system coupled to a EM field
1. At time t = 0, the initial complex amplitudes C1 (0) and C2 (0) are generated by Eqn. (2.28),

C j (0) =

p

n j + γ · RN · eiθ j
30

j = 1, 2

(2.28)

Here, RN is a random number distributed uniformly between [0, 1] and n j = 0, 1 is the action variable
for electronic state j. n j = 0 implies that state j is unoccupied while n j = 1 implies state j is
occupied. θ j = 2πRN is the angle variable for electronic state j. Note that |C1 |2 + |C2 |2 6= 1, but
rather, on average |C1 |2 + |C2 |2 = 1 + 2γ, such that γ is a parameter that reflects the amount of zero
point energy (ZPE) included. Originally, γ was derived to be 1/2[19], but Stock et al. [85] and
Cotton and Miller[22] have found empirically that 0 < γ < 1/2 often gives better results.
2. The amplitudes (C1 ,C2 ) and the field E, B are propagated simultaneously by integrating Eqns.
(2.25) and (2.22).
3. For each trajectory, transform the complex amplitudes to action-angle variables according to Eqn.
(2.29)
n j = |C j |2 − γ


−1 ImC j
θ j = tan
ReC j

(2.29)
j = 1, 2

4. At each time t, one may calculate raw populations (before normalization) as follows:
N

P̃1 (t) = ∑ W2 (n(l) , q(l) ,t = 0)W1 (n(l) , q(l) ,t)
l=1
N

(2.30)
(l)

(l)

(l)

(l)

P̃2 (t) = ∑ W2 (n , q ,t = 0)W2 (n , q ,t)
l=1

Here, N is the number of trajectories and W1 is the window function for the ground state |gi, centered
at (n1 , n2 ) = (1, 0); W2 is the window function for the excited state |ei, centered at (n1 , n2 ) = (0, 1).
(l) means the lth trajectory.
5. The true density matrix at time t is calculated by normalizing Eqn. (2.30) in the following
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manner:
P̃1 (t)
P̃1 (t) + P̃2 (t)
P̃2 (t)
P2 (t) =
P̃1 (t) + P̃2 (t)
P1 (t) =

(2.31a)
(2.31b)

Miller and Cotton have also proposed a protocol to calculate coherences and not just populations[86],
but we have so far been unable to extract meaningful values from this approach. Future work exploring such coherences would be very interesting.
Choice of window function and initial distribution
Below, we will study a two-level system weakly coupled to the EM field, i.e. the polarization energy
will be several orders less than h̄ω0 . For such a case, one must be very careful about binning. Cotton
and Miller [87] have suggested that triangular window functions with γ = 1/3 perform better than
square window functions in this regime. Therefore, we have invoked the triangular window function
in Eqn. (2.32) with γ = 1/3 below.
W1 (n1 , n2 ) =2 · h(n1 + γ − 1) · h(n2 + γ)
× h(2 − 2γ − n1 − n2 )

(2.32)

W2 (n1 , n2 ) =2 · h(n1 + γ) · h(n2 + γ − 1)
× h(2 − 2γ − n1 − n2 )
Here, h(x) is Heaviside function. Fig. 2 gives a visual representation of the triangular window
function in Eqn. (2.32). The bottom and upper pink triangles represent areas where W1 6= 0 and
W2 6= 0 respectively.
To be consistent with the choice of triangular window functions, one must modify the standard
protocol in Eqn. (2.28). Instead of the standard square protocol, assuming we start in excited
state |ei, one generates a distribution of initial action variables (n1 (0), n2 (0)) within the area where
W2 6= 0 (see Eqn. 2.32) uniformly. Visually, this initialization implies a distribution of (n1 (0), n2 (0))
inside a triangle centered at (0, 1) in the (n1 , n2 ) configuration space, as demonstrated in Fig. 2. The
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Figure 2: A plot of the initial (n1 , n2 ) distribution as required by the SQC algorithm. The upper
and lower pink triangles represents areas where the triangular window function W2 6= 0 and W1 6= 0,
respectively; see Eqn. 2.32 . The initial values of (n1 , n2 ) (blue dots) are uniformly distributed
within the upper triangular area (W2 6= 0).
protocol for initializing angle variables is not altered: one sets θ j = 2πRN, j = 1, 2.
Advantages and disadvantages of SQC dynamics
Compared with Ehrenfest dynamics, one obvious advantage of SQC dynamics is that the latter can
model spontaneous emission when the initial electronic state is (0, 1). Moreover, the SQC approach
must recover detailed balance in the presence of a photonic bath at a given temperature[88] —
provided that the parameter γ is chosen to be small enough for the binning[84].
At the same time, the disadvantage of the SQC method is that all results are sensitive to the binning
width γ. γ should be big enough to give enough branching, but also should be small enough to
enforce detailed balance[84]. As a result, one must be careful when choosing γ. Although not
relevant here, it is also true that SQC can be unstable for anharmonic potentials.[84] Lastly, as a
practical matter, we have found SQC requires about 1000 times more trajectories than Ehrenfest
dynamics.

33

2.4.4. Classical Dynamics with Abraham-Lorentz Forces

Although (as shown above) classical electrodynamics with Abraham-Lorentz forces can be useful
to model self-interaction, we will not analyze Abraham-Lorentz dynamics further in this paper.
Because the correspondence between Ehrenfest dynamics and Abraham-Lorentz dynamics is not
unique or generalizable, we feel any further explanation of Abraham-Lorentz equation would be
premature. While a Meyer-Miller transformation[19] can reduce a quantum mechanical Hamiltonian into a classical Hamiltonian, the inverse is not possible. Thus, it is not clear how to run classical
dynamics with Abraham-Lorentz forces starting from an arbitrary initial superposition state (C1 ,C2 )
in the {|gi, |ei} basis. For instance, following the approach above in Section 2.2.2, we might set
mω02 x2 = |C2 (0)|2h̄ω0 /2. However, doing so leads to a rate of decay equal to kFGR /|C2 (0)|2 .
This result goes to infinity in the limit C2 → 0; see Fig. 12. Future work may succeed at finding
the best correspondence between semiclassical dynamics and the Abraham-Lorentz framework, but
such questions will not be the focus of the present paper.

2.5. Simulation Details

2.5.1. Parameter Regimes

We focus below on Hamiltonians with electronic dipole moment µ12 in the range of 2000 ∼ 50000
C·nm/mol (1 ∼ 25 in Debye) and electronic energy gaps h̄ω0 in the range of 3 ∼ 25 eV. Other
practical parameters are chosen as in Table 1. Two different sets of simulations are run: (i) simulations to capture spontaneous emission (with zero EM field initially) and (ii) simulations to capture
stimulated emission (with an incoming external finite EM pulse located far away at time zero).
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Table 1: Default Numerical Parameters. Ngrids is the number of grid points in each dimension for
the EM field. Xmax and Xmin are the boundary points in each dimension. dt and tmax are the time step
and maximum time of simulation respectively. ABC denotes “Absorbing Boundary Conditions”.
Quantity
1D no ABC 1D with ABC 3D with ABC
h̄ω0 3 (eV)
16.46
16.46
16.46
4
5
µ12 (C·nm/mol)
11282
11282
23917
a6 (nm−2 )
0.0556
0.0556
0.0556
Ngrids
40000
200
60
Xmax (nm)
2998
89.94
89.94
Xmin (nm)
-2998
-89.94
-89.94
dt (fs)
2 × 10−4
2 × 10−4
5 × 10−4
tmax (fs)
99
99
500
R0 7 (nm)
50
50
8
R1 (nm)
84
84

2.5.2. Propagation procedure

Equations of motion (Eqns. (2.21), (2.22)) are propagated with a Runge-Kutta 4th order solver, and
all spatial gradients are evaluated on a real space grid with a two-stencil in 1D and a six-stencil in
3D. Thus, for example, if we consider Eqn. (2.22) in 1D, in practice we approximate:
(i)

(i+1)

(i−1)

dBy
Ez
− Ez
=
dt
2∆r
(i)
(i+1)
(i−1)
(i)
dEz
By
− By
Jz
= c2
−
,
dt
2∆r
ε0

(2.33)

etc. Here (i) is a grid index. This numerical method to propagate the EM field (Eqn. (2.22)) is
effectively a finite-difference time-domain (FDTD) method[89, 90].

2.5.3. Absorbing boundary condition (ABC)

To run calculations in 3D, absorbing boundary condition (ABC) are required to alleviate the large
computational cost. For such a purpose, we invoke a standard, one-dimensional smoothing function[91,
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92] S(x):





1






 −1

 
R1 −R0
R −R
− R0 −|x|1 + |x|−R
S(x) =
0
1
1+e









 0

|x| < R0 ,
R0 ≤ |x| ≤ R1 ,

(2.34)

|x| > R1

In 1D, by multiplying the E and B field with S(x) after each time step, we force the E and B fields
to vanish for |x| > R1 .
In 3D, we choose the corresponding smoothing function to be of the form of Eqn. (2.35),

S(~r) = S(x)S(y)S(z)

(2.35)

where S(x), S(y) or S(z) is exactly the same as Eqn. (2.34). Note that this smoothing function has
cubic (rather than spherical) symmetry.
For the simulations reported below, applying ABC’s allows us to keep only ∼ 1% of the grid points
in each dimension, so that the computational time is reduced by a factor of 102 in 1D and by a factor
of 106 in 3D. Our use of ABC’s is benchmarked in Figs. 3-4, and ABC’s are used implicitly for
SQC dynamics in Figs. 7, 11, 12 and 15. ABC’s are also used for the 3D dynamics in Fig. 8.

2.5.4. Extracting Rates

Our focus below will be on calculating rates of emission; these rates will be subsequently compared
with FGR rates. To extract a numerical rate (k) from Ehrenfest or SQC dynamics, we simply
calculate the probability to be on the excited state as a function of time (P2 (t)) and fit that probability
to an exponential decay: P2 (t) ≡ P2 (0)e−kt . For Ehrenfest dynamics, all results are converged using
the default parameters in Table 1. For SQC dynamics, longer simulation times are needed (to ensure
P2 (tend ) < 0.02); in practice, we set tend = 150 fs. Note that, for SQC dynamics, P2 (t) in SQC is
calculated by Eqn. (2.31b) and we sample 2000 trajectories.
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Figure 3: Spontaneous decay rate according to Ehrenfest dynamics in 1D. Here, we plot the electronic population in the excited state |ei, P2 , as a function
time t using the default parameters in
p ofp
Table 1. The initial electronic state is (|C1 |, |C2 |) = ( 1/2, 1/2). The results do not depend on
the initial phases of C1 and C2 . The analytical Ehrenfest result (magenta line) is plotted according
to Eqn. (2.52) in Appendix A.

2.6. Results

We now present the results of our simulations and analyze how Ehrenfest and SQC dynamics treat
p
p
spontaneous emission. The initial state is chosen to be (C1 ,C2 ) = ( 1/2, 1/2) for Ehrenfest
dynamics. We begin in one-dimension.

2.6.1. Ehrenfest Dynamics: 1D

In Fig. 3, we plot P2 (t) for the default parameters in Table 1. Clearly, including ABC’s has no effect
on our results. For this set of parameters, Ehrenfest dynamics predicts a decay rate that is ∼ 1/3
slower than Fermi’s Golden Rule (FGR) in Eqn. (2.3).
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Figure 4: Analyzing the dependence of Ehrenfest spontaneous decay on the system variables in
1D. Here we plot the fitted decay rate k versus (a) the energy difference between electronic states,
h̄ω0 ; (b) the electronic transition dipole moment µ12 ; (c) the Gaussian width parameter a; (d) the
density of Ngrids . Three approaches are compared: Ehrenfest dynamics with ABC (red ◦), Ehrenfest
dynamics without ABC (blue ) and Fermi’s Golden Rule (black 4). Extraneous p
parameters
p are
always set to their default values in Table 1. The initial electronic state is (C1 ,C2 ) = ( 1/2, 1/2).
Note that Ehrenfest dynamics captures most of the correct FGR physics.
In Fig. 4, we now examine the behavior of Ehrenfest dynamics across a broader parameter regime.
In Fig. 4a and 4b, we plot the dependence of the decay rate on the energy difference of electronic
states, h̄ω0 , and the dipole moment, µ12 . Ehrenfest dynamics correctly predicts linear and quadratic
dependence, respectively, in agreement with FGR in 1D (see Eqn. (2.3)). Generally, the fitted
decay rate from Ehrenfest dynamics is ∼ 1/3 slower than FGR. As far as the size of the molecule is
concerned, in Fig. 4c, we plot the decay rate k as a function of the parameter a (in Eqn. 2.20b). Note
that our results are independent of molecular size when a > 0.05 nm−2 . This independence underlies
the dipole approximation: when the width of the molecule is much smaller than wavelength of
p
light, 1/a  c/ω0 , the decay rate should not be dependent on the width of molecule. Note
that h̄ω0 = 16.46 eV for these simulations, which dictates that results will be dependent on a for

a < 0.05 nm−2 . Finally, Fig. 4d should convince the reader that our decay rates are converged with
the density of grid points.
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Figure 5: The dependence of the 1D Ehrenfest spontaneous decay rate (k) as a function of the
initial population on the ground state |C1 (0)|2 . Note that the decay is not purely exponential and
depends on whether we invoke (a) a long time fit (tend = 99 fs) or (b) a short time fit (tend = 5 fs).
Other parameters are set to their default values in Table 1. Three approaches are compared: FGR
(dashed black), Ehrenfest (red ◦) and the analytical, short time result obtained in Appendix, i.e.
k = kFGR |C1 |2 (dashed blue). Note that the analytical result matches up well with the extracted fit in
(b).

Initial Conditions
The results above were gathered by setting C1 =

p

1/2. Let us now address how the initial condi-

tions affect the Ehrenfest rate of spontaneous decay. In Fig. 5 we plot k vs. |C1 (0)|2 . Here, we
differentiate how k is extracted, either from a (a) a fit of the long time decay (tend = 99 fs) or (b)
a fit of the short time decay (tend = 5 fs). Clearly, the decay rates in Fig. 5a and 5b are different,
suggesting that the decay of P2 is not purely exponential (see detailed discussion in Appendix); the
decay constant is itself a function of time. Moreover, according to Fig. 5b, the short time decay rate
appears to be linearly dependent on |C1 (0)|2 and, in the limit that |C1 (0)|2 → 1, both fitted decay
rates k approach the FGR result. These results suggest that the fitted decay rate k satisfies

k = kFGR |C1 (0)|2

(2.36)

where kFGR is the FGR decay rate. In fact, in the Appendix, we will show that Eqn. (2.36) can
be derived for early time scales (2π/ω0  t  1/kFGR ) under certain approximations. We also
mention that the same failure was observed previously by Tully when investigating the erroneous
long time populations predicted by Ehrenfest dynamics.[93, 80, 88]
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Distribution of EM field
Beyond the electronic subsystem, Ehrenfest dynamics allows us to follow the behavior of the EM
field directly. In Fig. 6, we plot the distribution of the EM field at times 3.00 fs (a-b) , 30.00 fs
(c-d), and 99.00 fs (e-f ) with two methods: Ehrenfest (red lines) and the CPA (light blue lines). On
the left hand side, we plot the electric field in real space (Ez (x)); on the right hand side, we plot the
EM field in Fourier space (Ez (kx )). Here, the Fourier transform is performed over the region x > 0,
which corresponds to light traveling exclusively to the right. In the insets on the right, we zoom in
on the spectra in a small neighborhood of h̄ω0 (here, 16.46 eV).
From Fig. 6, we find that Ehrenfest dynamics and the CPA agree for short times. However, for larger
times, only Ehrenfest dynamics predicts a decrease in the EM field (corresponding to the spontaneous decay of the signal). This decrease is guaranteed by Ehrenfest dynamics because this method
conserves energy. By contrast, because it ignores feedback and violates energy conservation, the
CPA does not predict a decrease in the emitted EM field as a function of time (or any spontaneous
decay). Thus, overall, as shown in Fig. 6f, the long time EM signal will be a Lorentzian according
to Ehrenfest dynamics or a delta-function according to the CPA. These conclusions are unchanged
for all values of the initial |C1 (0)|2 .

2.6.2. SQC: 1D

The simulations above have been repeated with SQC dynamics. In Fig. 7a, we plot P2 (t) for a
single trajectory that begins on the excited state (C2 = 1) for the default parameters (see Table 1).
The remaining three sub-figures in Fig. 7 demonstrate the dependence of the fitted decay rate k
on (b) the molecular width parameter a, (c) the electronic excited state energy h̄ω0 and (d) the
electronic dipole moment µ12 . Generally, SQC depends on a, ω0 and µ12 as in a manner similar
to Ehrenfest dynamics. However, for the initial condition C2 = 1, the overall SQC decay rate k is
almost the same as FGR (less than 10 % difference), whereas Ehrenfest dynamics completely fails

40

41

Figure 6: An analysis of the EM field produced by spontaneous emission in 1D. We plot (left) the distribution of Ez (x) along x-axis at times
(a) 3.00 fs, (c) 30.00 fs, (e) 99.00 fs and (right) the Fourier transform of Ez (x) at the same times. x-axis : the energy of photon modes h̄ckx ;
√
y-axis : ε0 Ez (kx ). The inset figures on the right zoom in on the spectral peaks in the neighborhood of h̄ω0 (16.46 eV here). Two Methods are
compared: Ehrenfest dynamics (red lines) and the CPA (light blue lines). The default parameters in Table 1 have been used here. Note that
Ehrenfest dynamics and the CPA agree for short times but only Ehrenfest dynamics predicts a decrease in the EM field for larger times, which
is a requirement of energy conservation.
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Figure 7: Analysis of SQC spontaneous emission rates in 1D. In (a), we plot the electronic population of the excited state P2 versus time t. For the remaining subfigures, we plot how the fitted
decay rate k depends on (b) the Gaussian width parameter a, (c) the energy difference between the
two electronic states h̄ω0 and (d) the electric transition dipole moment µ12 . Two results are compared: SQC dynamics with ABC (Green ◦) and Fermi’s Golden Rule (black 4). All unreported
parameters are set to their default values in Table 1. The initial electronic state is (C1 ,C2 ) = (0, 1).
Note that the SQC decay rates are very close to the FGR rates (less than 10 % difference), whereas
Ehrenfest dynamics completely fail and predicts k = 0 for this case (when C2 = 1 initially). For
these simulations, we apply ABC’s.
and predicts k = 0.

9

2.6.3. Ehrenfest Dynamics: 3D

Finally, all of the Ehrenfest simulations above have been repeated in 3D. Overall, as shown in Fig.
8, the results are qualitatively the same as in 1D. However, as was emphasized in Sec. 2.2, the decay
rate now depends cubically (and not linearly) on ω0 .
Concerning the radiation of EM field in 3D, in Fig. 9, we plot the energy density versus polar
angle θ at r = 294 nm when time t = 1.00 fs. For such a short time, Ehrenfest dynamics (red ◦)
9 For

these simulations, we do not consider SQC dynamics as a function of C1 (as in Fig. 5). In practice, for such
simulations, we would need to initialize in one representation and measure in another representation, and thus far, we
have been unable to recover stable data using the techniques in Ref. [22]. We believe this failure is likely caused by our
own limited experience with SQC.
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Figure 8: The fitted decay rate k (as predicted by Ehrenfest dynamics in 3D) versus (a) the energy
difference between electronic states h̄ω0 ; (b) the electronic transition dipole moment µ12 ; and (c)
the Gaussian width parameter a; and (d) the density of grid points Ngrids in each dimension. Two
results are compared: Ehrenfest dynamics with ABC (red ◦) and Fermi’s Golden Rule (black 4).
Allp
unreported
p parameters are set to their default as in Table 1. The initial electronic state is (C1 ,C2 )
= ( 1/2, 1/2). The Ehrenfest decay rates in 3D depend correctly only a, ω0 and µ12 and match
FGR. For these simulations, we apply ABC’s.
and CPA (blue +) agree exactly: both results depend on the polar angle θ through sin2 θ . These
results are in very good agreement with theoretical dipole radiation (black line, Eqn. 2.10). Lastly,
in Fig. 10, we plot the energy density as a function of the radial distance r from the molecule, while
keeping the polar angle fixed at θ = π/2 (a) and θ = π/4 (b). Again, Ehrenfest dynamics (red ◦)
and the CPA (blue +) agree with each other and give oscillating results that agree with Eqn. (2.10)
for dipole radiation at asymptotically large distances (r  λ  d). Given that the Ehrenfest decay
rate does not match spontaneous emission, one might be surprised at the unexpected agreement
between Ehrenfest and the CPA dynamics with the classical dipole radiation in Figs. 9-10. In
fact, this agreement is somewhat coincidental (depending on initial conditions), as is proved in the
Appendix.
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Figure 9: The energy density of the spontaneous EM field (as predicted by Ehrenfest dynamics
in 3D) versus polar angle θ when t = 1.00 fs. Here, all data has been averaged over a sphere with
r = 294 nm. The simulation parameters are Ngrids = 210, Xmax = 315 nm and Xmin = −315 nm for
each dimension. Unreported parameters
p
p are as in Table 1. ABCs are not applied here. The initial
electronic state is (C1 ,C2 ) = ( 1/2, 1/2). Note the strong and perhaps surprising agreement
between Ehrenfest/CPA dynamics and the classical dipole radiation; this agreement depends on the
choice of initial electronic states, as is proven in the Appendix.
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Figure 10: The energy density of the spontaneous EM field (as predicted by Ehrenfest dynamics in
3D) versus radius r when t = 1.00 fs. The polar angle is (a) θ = π/2; (b) θ = π/4. All parameters
are the same as in Fig. 9. The radial distribution of EM energy density is the same for Ehrenfest
and the CPA at short times and, just as in Fig. 9, these radial distributions
p agreepwith the classical
dipole radiation result (provided the initial electronic state is (C1 ,C2 ) = ( 1/2, 1/2)).

2.7. Discussion

The results above suggest that, for their respective domains of applicability, both Ehrenfest dynamics and SQC can recover spontaneous emission. We will now test this assertion by investigating the
response to (i) photo-induced dynamics and (ii) dephasing.

2.7.1. An incoming pulse in one dimension

To address photo-induced dynamics, we imagine there is an incident pulse at t = 0 of the form:
√
Bz (x)
ε0 Ez (x) = − √
µ0

(2.37)

= A(b, k0 , x0 )e
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−b(x−x0 )2

cos(k0 x)

Here, A(b, k0 , x0 ) is an normalization coefficient with value

A(b, k0 , x0 ) =

s

2U0
p
2
π/2b(1 + cos(2k0 x0 )e−k0 /2b )

The total energy of incident pulse is U0 . The parameter b determines the width of the pulse in real
space. k0 defines the peak of the pulse in reciprocal space. x0 represents the center of pulse at t = 0.
At time zero, the Fourier transform of Ez (x) is:
Z

∞
1
Ez (kx ) = √
dx Ez (x)eikx x
2π −∞
ε0 A(b, k0 , x0 )
√
=
×
2 2b


(k −k )2
(k +k )2
− x 4b0
i(kx −k0 )x0
− x 4b0
i(kx +k0 )x0
e
e
+e
e

Ez (kx ) is the sum of two Gaussians centered at kx = ±k0 with width σ =

(2.38)

√
2b. Qualitatively, if

b  k02 , Ez (kx ) shows two peaks at kx = ±k0 ; if b  k02 , Ez (kx ) resembles a single large packet
at kx = 0. For resonance with the molecule, |Ez (kx )| should be large at h̄ckx = h̄ω0 (16.46 eV by
default).
Electronic dynamics
In Fig. 11, we plot the electronic population of the excited state as a function of time after exposure
to incident pulses of different intensity (U0 ) and wavevector (k0 ); see Eqn. (2.37). We plot short and
long times, on the left and right hand sides, respectively. For strong, resonant pulses, (U0 = 19.7
keV, k0 = 0.013 nm−1 ), there is obviously a strong response (see a-b). For strong, off-resonant
pulses (U0 = 19.7 keV, k0 = 0.334 nm−1 ), obviously the response is weaker. In both situations,
SQC (green line) and Ehrenfest dynamics (red line) agree almost exactly for short times. At longer
times, however, the SQC P2 (t) value decays ∼ 2 times faster than the Ehrenfest dynamics result.
Let us consider now weak pulses. In Fig. 11e-h, we plot the excited state population when the
incident pulse is weak (U0 = 3.29 keV), keeping all other parameters unchanged. Now, there is
much less agreement between SQC and Ehrenfest dynamics, especially for long times. Generally,
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Figure 11: A plot of the excited state electronic population P2 as a function of time after exposure
to an incident pulse of light. Early time dynamics are plotted on the left, longer time dynamics
is one the right. Pulse parameters are listed in the table below. Unreported parameters are set
to their default values in Table 1. The initial electronic state (C1 ,C2 ) = (1, 0). Two methods are
compared: Ehrenfest dynamics (red line) and SQC (green line). Note that SQC and Ehrenfest
dynamics disagree for long times, especially for weak pulses. See Fig. 12. For these simulations,
we apply ABC’s. Numerical results for Ehrenfest dynamics show that enforcing ABC’s does not
make any difference at all.
No. U0 (keV) b( nm−1 ) k0 ( nm−1 ) x0 (nm)
(a-b)
19.7
0.0556
0.013
-15.0
(c-d)
19.7
0.0556
0.334
-15.0
(e-f )
3.29
0.0556
0.013
-15.0
(g-h)
3.29
0.0556
0.334
-15.0
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Figure 12: The fitted decay rate k versus 1 − P2 (t = 0.5 fs) following an incident pulse. Ehrenfest
rates are basically identical with the spontaneous emission rates in Fig. 5. SQC yields the correct
rate when the initial excited state population is close to one ( P2 ≈ 1), but strongly overestimates k in
the weak resonance regime (P2  1). The behavior of SQC is roughly proportional to kFGR /P2 (t =
0.5 fs) (which goes to infinity as P2 (t = 0.5 fs) goes to zero). Parameters for the incident pulse:
k0 = 0.334 nm−1 , b = 0.0556 nm−2 , x0 = −15.0 nm and U0 varies from 3.29 keV to 658 keV. All
other parameters are the same as in Fig. 11. For these simulations, we apply ABC’s. Numerical
results for Ehrenfest dynamics show that enforcing ABC’s does not make any difference at all.
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SQC predicts a faster decay rate for P2 (t) than Ehrenfest dynamics for small |Ez (ω0 /c)|.
The statement above is quantified in Fig. 12. Here, we vary U0 , which results in a change in the
initial absorption (which is quantified by 1 − P2 (t = 0.5 fs) on the x-axis). This graph quantifies how
the population decay on the excited state depends on the initial condition: the decay of P2 decreases
when the initial excited state population decreases. Obviously, this Ehrenfest data is in complete
agreement with Fig. 5.
Now, the new piece of data in Fig. 12 is the SQC data. Here, we see that SQC behaves in a manner
completely opposite to Ehrenfest: the decay of P2 increases (sometimes dramatically) when the
initial excited state population decreases. Thus, for an initial state near (1, 0), the decay of P2 is
unphysically large according to SQC. At the same time, however, the decay of the state (0, 1) is
very close to the FGR result (just as noted in Sec. 2.6). Apparently, by including the zero point
energy of the electronic state, SQC is able to include some aspects of true spontaneous decay, but
the binning procedure introduces other unnatural consequences. Future work on the proper binning
procedure for SQC (triangles, squares, etc. [87]) must address this dilemma.
Distribution of the EM field
At this point, we should also comment on the EM field that is produced following incident radiation
for the two-level system. Effectively, our results are consistent with Fig. 6 above. In Fig. 13,
on the left, we plot Ez (x) versus x in space at times 14.00 fs (a), 55.99 fs (c) and 149.00 fs (e).
On the right hand side, we plot the Fourier transform Ez (kx ) versus photon energy h̄ckx . As above,
we find that, for short times, Ehrenfest dynamics (red lines) and the CPA (light blue lines) are in
good agreement. Thereafter, however, the agreement ends because only Ehrenfest dynamics obeys
energy conservation. At long times, Ehrenfest dynamics predicts an overall dip (narrow decrease)
in the electric field at the frequency of the two-level system (oscillator), while the CPA predicts
an overall spike (narrow increase). Thus, if we calculate the absorption spectrum of the molecule
by subtracting the total transmitted signal from the freely propagated signal, as in Fig. 14, only
the Ehrenfest absorption spectrum is strictly positive; the CPA result makes no sense. This state
of affairs reminds us when and how we can use semiclassical theory for understanding light-matter

49

50

Figure 13: For an incident pulse in 1D, we plot (left) the spatial distribution of Ez (x) at times (a) 14.00 fs, (c) 55.99 fs, and (e) 149.00 fs;
(right) the mode distribution of Ez in Fourier space at corresponding times. The inset figures zoom in on (left) the “molecule” at the origin of
the x-axis, and (right) the two-level energy gap h̄ω0 (here, 16.46 eV). Two methods are compared: Ehrenfest dynamics (red lines) and the CPA
(light blue lines). Parameters for the incident pulse are U0 = 65.82eV, k0 = 0.08338 nm−1 , b = 5.56 × 10−6 nm−2 and x0 = −2098.6 nm. All
other parameters are the same as in Fig. 11. Note that Ehrenfest and and CPA dynamics agree at short times but disagree at long times when
energy conservation becomes important.
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Figure 14: 1D Ehrenfest (red) and CPA (blue) absorption spectra at times (a) 55.99 fs and (b)
149.00 fs. Spectra were obtained by subtracting |Ezfree (kx )|2 − |EzEhrenfest/CPA (kx )|2 . Here, Ezfree denotes the freely propagated pulse (i.e. we set J to zero in Eqn. 2.22). All simulation parameters are
the same as in Fig. 13.
interactions.
Note that, for Fig. 14, we are operating in the linear response regime: the incoming pulse energy
U0 is relatively weak. In Appendix C, we plot the absorption spectra for a few different incoming
fields and demonstrate that the results are linear with U0 . We also show that standard linear response
theory yields a good estimate of the overall lineshape.

2.7.2. Dephasing effects

In the present article, we have now shown that semiclassical theories – Ehrenfest and SQC – can both
recover some elements of spontaneous emission, which is mostly thought to be a quantum effect[67,
62]. With this claim in mind, however, there is now one final subject that must be addressed, namely
the role of dephasing. After all, in a large simulation with an environment, dephasing can and will
occur; therefore one must wonder whether or not such dephasing will affect the rate of spontaneous
emission.
To answer this question, we have run several simple calculations that replace Eqn. (2.21) by Eqn.
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(2.39),
d
i
ρ̂(t) = − [Ĥs −
dt
h̄

Z





ς ρ12 
 0
d~r E(~r) · P̂(~r), ρ̂] − 

ς ∗ ρ21
0

(2.39)

Thus, we have propagated electron-photon dynamics by altering the electronic equation of motion
but keeping the classical EM equations the same. ς in Eqn. (2.39) is an empirical dephasing rate:
when ς = 0, there is no dephasing and when ς > 0 there is a finite rate of coherence loss between
the two electronic states.
In Fig. 15a, we plot the rate of spontaneous emission k as a function of the dephasing rate ς . When
dephasing increases, the coherence between the electronic states is expected to decrease, and so the
current should decrease, and thus the rate of spontaneous emission is expected to decrease as well.
However, perhaps surprisingly, the fitted rate for establishing equilibrium also increases.
Most importantly, in Fig. 15b, we plot the final population of the excited state P2 (tend ). As should
be expected, the long term excited state population increases (does not reduce to zero) when dephasing increases with either SQC or Ehrenfest dynamics. This graph highlights the limitations of
semiclassical methods: as currently implemented, one cannot include both spontaneous emission
and dephasing.

2.8. Conclusion

In this article, we have simulated the semiclassical dynamics of light coupled to a two-level electronic system with three different methods: Ehrenfest, the CPA and SQC. Most results have been
reported in one dimensional, but we have also considered Ehrenfest dynamics in 3D with absorbing
boundary conditions. As far as spontaneous emission is concerned, the CPA cannot consistently
recover the effect and violates the energy conservation. That being said, Ehrenfest dynamics do
predict spontaneous decay consistently, but only provided that we start in a non-trivial superposition state (with C1 ,C2 6= 0). Using electronic ZPE, SQC dynamics predicts spontaneous decay even
with C1 = 0. Both latter methods yield results fairly close to the correct FGR rate. In all cases,
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Figure 15: An analysis of the effects of dephasing on spontaneous emission for Ehrenfest and
SQC methods in 1D. A plot of (a)the fitted decay rate k as a function of the dephasing rate ς ; (b)
the normalized long time population of P2 , P2 (tend )/P2 (t = 0) as a function of ς . All simulation
parameters are set to their default values in Table 1; tend = 400 fs. The initial electric population for
the excited state is set to P2 (0) = 1/2 for Ehrenfest dynamics and P2 (0) = 1 for SQC dynamics. Note
that both methods fail to recover spontaneous emission in the presence of strong dephasing. For
these simulations, we apply ABC’s. Numerical results for Ehrenfest dynamics show that enforcing
ABC’s does not make any difference at all.
unfortunately, spontaneous emission is destroyed when dephasing is introduced, which represents a
fundamental limitation of semiclassical dynamics.
Perhaps most interestingly, we have also studied photo-initiated excited dynamics and, in this case,
we find very different dynamics as predicted by the different semiclassical methods. First, as far the
EM field is concerned, we have demonstrated that Ehrenfest dynamics can recover the correct absorption spectra, at least qualitatively; at the same time, however, CPA dynamics gives qualitatively
incorrect spectra because the method ignores feedback and does not conserve energy. Second, and
equally interesting, Ehrenfest dynamics predicts that the overall stimulated decay rate will depend
smoothly on initial state (C1 ,C2 ) but will approach the FGR rate in the weak resonance regime.
Vice versa, SQC recovers FGR when (C1 ,C2 ) = (0, 1) but overestimates the stimulated decay rate,
sometimes by as much as a factor of 10 in the weak coupling limit. These SQC anomalies should
be very important for designing improved binning protocols in the future[87]. At present, because
the cost of SQC dynamics is roughly 1000 times greater than Ehrenfest dynamics and because the
method appears to fail for low intensity applied fields, further modification will likely be required
before the method can be practical for large-scale simulations.
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Looking forward, many questions remain. (i) There are many other semiclassical methods for
studying coupled nuclear electronic dynamics[94, 95, 96, 97, 22]; will these methods give us new
insight into electrodynamics? (ii) Might we learn more about spontaneous emission by considering ZPE effects through RPMD-like algorithms[98]? (iii) Will different semiclassical methods
behave similarly or differently with more than two electronic states? (iv) Can we converge multiplespawning[99, 100, 101, 102, 103] and/or MC-TDH[104, 105, 106] calculations and generate exact
quantum electrodynamical trajectories so that, in the future, we may benchmark other, less exact,
semi-classical approximations? And lastly, (iv), are there other, new and non-intuitive features that
will emerge when we study multiple pulses incoming upon a molecule? These questions will be
answered in the future.

2.9. Appendix

2.9.1. Connecting Ehrenfest Dynamics with Fermi’s Golden Rule in 1D

We now prove analytically that the spontaneous decay rate of Ehrenfest dynamics in 1D is exactly
the FGR result in the limit that the initial excited state population is small (P2 → 0).
For Eqn. (2.22), we can directly write down an analytic solution for E(x) in one dimension using
the well known solution for a wave equation with a source:
ω0
E(x,t) =
{Imρ12 (0)
cε0
+

Z t
0

Z x+ct

dx0~ξ (x0 )

x−ct

dt 0 Imρ̇12 (t 0 )

Z x+c(t−t 0 )
x−c(t−t 0 )

(2.40)
dx0~ξ (x0 )}

Here, ρ̇12 is the time derivative of ρ12 . If we average over many different initial electronic populations with different phases, Imρ12 (0) = 0, the average coupling is simpler:
el
H12
=−

=−

Z

dxE(x) · ~ξ (x)

ω0
cε0

Z +∞
−∞

dxξ (x)

Z t
0

dt 0 Imρ̇12 (t 0 )
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Z x+c(t−t 0 )
x−c(t−t 0 )

(2.41)
dx0 ξ (x0 )

Here, we have denoted ξ (x) = |~ξ (x)|. Now, for simplicity, suppose the width of the molecule is
infinitely small (i.e., a point-dipole approximation), ξ (x) ≈ µ12 δ (x). In such a case, Eqn. (2.41)
can be simplified as:

el
H12
=−

ω0
|µ12 |2 Imρ12 (t),
cε0

(2.42)

and therefore, from Eqn. (2.21),
dP2
dP1
2 el
=−
= H12
Imρ12 (t)
dt
dt
h̄
ω0
=−
|µ12 |2 × 2 [Imρ12 (t)]2
cε0h̄

(2.43)

At this point, we make the weak coupling approximation, and assume that the off-diagonal terms
√
in H el are infinitely small, so that ρ12 (t) ≈ P1 P2 e−iω0t is a meaningful first order approximation.
Eqn. (2.43) then reads:
dP2
dP1
=−
= −2kFGR P1 P2 sin2 (ω0t),
dt
dt
where kFGR =

ω0
2
cε0h̄ |µ12 |

(2.44)

is the FGR spontaneous decay rate in 1D (see Eqn. 2.3). From Eqn. (2.44),

we can derive the instantaneous transfer rate plus an analytical solution for all times as follows.
First, we consider the instantaneous behavior of Ehrenfest dynamics for P2 within the time scale τ
by integrating Eqn. (2.44) over the time interval [t,t + τ],
P2 (t + τ)
ln
= −2kFGR
P2 (t)

Z t+τ
t

dt 0 P1 (t 0 ) sin2 (ω0t 0 ),

(2.45)

where 2π/ω0  τ  1/kFGR . The time scale τ is taken to be much smaller the time scale of
spontaneous decay (τ  1/kFGR ) so that P1 (t 0 ) does not change much and P1 (t 0 ) ≈ P1 (t). Also, τ is
much larger than the phase oscillating period (2π/ω0  τ), therefore sin2 (ω0t 0 ) can be viewed as a
rapid oscillation and we approximate the integral by
Z t+τ
t



t 0 sin(2ω0t 0 )
dt sin (ω0t ) =
−
2
4ω0
0

2

0
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t+τ
t

≈

τ
2

(2.46)

Then we have

ln

P2 (t + τ)
≈ −kFGR P1 (t)τ
P2 (t)

(2.47)

As a result, we write Ehrenfest dynamics for P2 in the form of an exponential decay
P2 (t) = P2 (0)e−κ(t)t ,

(2.48)

where the instantaneous decay rate is time-dependent

κ(t) = kFGR P1 (t)

(2.49)

On the one hand, for short times, the decay rate is proportional to the initial population kFGR P1 (0)
as shown in Fig. 5b, and we can conclude that Ehrenfest dynamics recovers the FGR rate when
P1 (0) → 1.
On the other hand, we may recast Eqn. (2.44) in terms of the population difference, ∆P = P2 − P1 ,
d∆P
= −kFGR (1 − ∆P2 ) sin ω0t
dt

(2.50)

Just as above, the instantaneous behavior within the time scale τ can be obtained by


t+τ
1
1
τ
ln(1 + ∆P) − ln(1 − ∆P)
≈ −kFGR
2
2
2
t

(2.51)

Hence, we find an analytical form for P2 according to Ehrenfest dynamics:

P2 (t) =

e−kFGRt
P1 (0)
P2 (0)

+ e−kFGRt

(2.52)

For short times, we take t → 0 and find that the instantaneous decay rate is also proportional to
P1 (0). For the initial population P1 (0) = P2 (0) = 1/2, as was considered in Fig. 3, the analytical
solution becomes P2 (t) = e−kFGRt /(1 + e−kFGRt ). This formula agrees with the numerical result in
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Fig. 3.

2.9.2. Connecting Ehrenfest Dynamics with classical dipole radiation in 3D

Here, we show that Ehrenfest dynamics agrees with classical dipole radiation at short times assump
p
ing that the initial conditions satisfy (|C1 |, |C2 |) = ( 1/2, 1/2). First, consider classical dipole

radiation, and let the oscillating dipole (in the z-direction) be situated at the origin. The current
takes the form ~I = −qω sin(ωt + φ )êz and if the dipole width d is small enough, the current density
is

h i
J(~r) = lim d ·~I δ (~r) = −µ12 ω sin(ωt + φ )δ (~r)êz
d→0

(2.53)

This is the source that acts as input for Maxwell’s equations and yield classical dipole radiation.
Second, consider Ehrenfest dynamics. Now, J(~r) takes the form in Eqn. (2.24). If we take the weak
√
coupling approximation, i.e. we assume that ρ12 ≈ P1 P2 eiω0t eiφ , and we further make the point
dipole approximation, ξ (~r) ≈ µ12 δ (~r), then Eqn. (2.24) becomes
√
J(~r) = −2 P1 P2 ω0 µ12 sin(ω0t + φ )δ (~r)êz

(2.54)

p
p
Lastly, if the initial electronic state satisfies (|C1 |, |C2 |) = ( 1/2, 1/2), then P1 P2 = 1/4. Thus,

this initial electronic state guarantees that Eqns. (2.53) and (2.54) will be identical at short times:
the EM field from Ehrenfest dynamics will agree with classical dipole radiation exactly. This exact
agreement will fail for other initial states or at long times. Even though both methods have the same
geometric form, in general, Ehrenfest dynamics would need to be rescaled to match classical dipole
radiation in absolute value.
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Figure 16: 1D simulated Ehrenfest (red) absorption spectra for different incoming fields at time
149.00 fs. Spectra were obtained in the same manner as in Fig. 14 while varying the incoming
energy (U0 ) of the incident pulse. The value of U0 is chosen to be: (a) 16.45 eV, (b) 32.91 eV and
(c) 65.82 eV. Note that the overall signal is linearly proportional to U0 and the lineshape width is
nearly a Lorentzian centered at ω0 with width equal to the Fermi golden rule rate (black).
2.9.3. Absorption spectra with different incoming field intensities

In this subsection, we plot the absorption lineshape for a variety of different incoming fields and
prove that the data in Fig. 14 is occurring in the linear regime. Indeed, according to Fig. 16,
the overall absorption signal is linearly proportional to the incoming energy U0 . The absorption
lineshape can be recovered approximately by simply assuming a Lorentzian signal with width kFGR
and a uniform fitting for the total norm. Note that there is a small shift in the maximal signal
q
location: according to Ehrenfest dynamics, the peak is centered at ω02 + ∆2 (rather than ω0 ) where

∆ is the time-averaged off-diagonal coupling in the Hamiltonian Ĥ el . See Eqn. (2.13).
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CHAPTER 3 : A NECESSARY TRADE-OFF FOR SEMICLASSICAL
ELECTRODYNAMICS: ACCURATE SHORT-RANGE COULOMB
INTERACTIONS VERSUS THE ENFORCEMENT OF CAUSALITY?
This chapter was adapted from Ref. [14].
Light-matter interactions are an essential research area in physics, chemistry and engineering. A
host of recent experiments encountering strong light-matter interactions[107, 5, 108, 53, 54, 55, 109]
have demonstrated that the optical response of matter does not always follow response theory, and
that we cannot always treat the electromagnetic (EM) field as a perturbation[110, 111, 31, 112]. In
order to model such experiments, an optimal approach should consider both the light and matter
degrees of freedom on the same footing.
For a non-perturbative model of electrodynamics in terms of molecular properties, the usual approach is to perform a Power-Zienau-Woolley (PZW) transformation[11, 12], so that the full quantum electrodynamics (QED) Hamiltonian reads as follows,
1
Ĥ = Ĥs +
2
−

Z

Z



|D̂⊥ (r)|2 |B̂(r)|2
dr
+
ε0
µ0

1
D̂⊥ (r)
P̂ ⊥ (r) +
dr
ε0
2ε0

Z



(3.1)

dr |P̂ ⊥ (r)|

2

Here, we ignore the magnetic and diamagnetic interactions for the quantum subsystem. D̂⊥ and B̂
are the displacement and magnetic field operators, Ĥs is the Hamiltonian for the quantum subsystem,
and P̂ ⊥ is the transverse polarization operator of the quantum (molecular) subsystem that couples
to the EM field. Note that the transverse component of P̂ satisfies ∇ · P̂ ⊥ = 0 and the longitudinal
component of P̂ satisfies ∇ × P̂ k = 0. D̂⊥ = ε0 Ê⊥ + P̂ ⊥ and B̂ = ∇ × Â, where Â is the vector


potential. The canonical commutator relationship is D̂⊥ (r), Â(r0 ) = ih̄δδ ⊥ (r − r0 ), where δ ⊥ is the

transverse δ -function. Formally, the regularized transverse δ -function can be written as δ⊥i j (r) =


η(r) 3ri r j
2
δ
δ
(r)
+
−
δ
i j , where i, j = x, y, z and η(r) is 0 at r = 0 to suppress the divergence (but
3 ij
4πr3
r2

η(r) equals 1 elsewhere).[13] Note that for a neutral system, the displacement field is exclusively
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transverse, (i.e., D̂k = 0), so that we can write D̂ or D̂⊥ interchangeably. Although not discussed
often, we note that Eq. (3.1) should formally include the self-interaction of all charges (which is
infinitely large unless one introduces a cutoff); see Eqs. (I.B.36) and (IV.C.38) in Ref. [13].
At this point, let us consider a system containing N separable and neutral molecules. Here, one can
write:

N

Ĥs =

(n)

∑ Ĥs

n=1
N

P̂ ⊥ =

∑

n=1

(nl)

+ ∑ V̂Coul
n<l

(3.2)

(n)
P̂ ⊥
(nl)

where the intermolecular Coulomb interactions V̂Coul are (for n 6= l) [13]
(nl)
V̂Coul

1
=
ε0

Z

(n)

(l)

dr P̂ k (r) · P̂ k (r)

(3.3)

In Eq. (3.3), the intermolecular Coulomb operator is defined as the inner product of the longitudinal
polarization operators for the molecules n and l. When the molecular size is much less than the
µ (n) δ (r −
intermolecular separation, one can make the point-dipole approximation, i.e., P̂ (n) (r) = µ̂
r(n) ). The longitudinal polarization operator is then
(n)

µ (n) δ k (r − r(n) )
P̂ k (r) = µ̂




 
(n)
(n)
(n)
3
r
−
r
r
−
r
i
j
i
j
1
η(r
−
r
)

− δi j  µ̂ j .
= ∑ ei − δi j δ (r − r(n) ) −
(n) |3
(n) |2
3
4π|r
−
r
|r
−
r
i, j
Therefore, Eq. (3.3) can be reduced to the well-known instantaneous dipole-dipole interaction
Hamiltonian:
(nl)
V̂Coul

1
=
4πε0

µ (n) · µ̂
µ (l) 3(µ̂
µ (n) · r̂)(µ̂
µ (l) · r̂)
µ̂
−
|r|3
|r|3

!

(3.4)

µ (n,l) is the dipole moment operator of molecule n or l and r (r̂) is the vector (unit vector)
Here, µ̂
along the direction of molecular separation.
At this point, one can prove causality through the following argument. Consider the case of two
R

molecules well separated from each other (so that dr P̂ (n) · P̂ (l) = 0). Then, if we substitute Eqs.
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(3.2) and (3.3) into Eq. (3.1), we find that all instantaneous interactions between molecular pairs
vanish by cancellation:
N

(n)

Ĥ = ∑ Ĥs +
n=1
N

1
∑ 2ε0
n=1

Z

1
2

Z

dr

dr



 N Z
|D̂⊥ (r)|2 |B̂(r)|2
D̂⊥ (r) (n)
+
− ∑ dr
P̂ ⊥ (r)+
ε0
µ0
ε0
n=1

(3.5)

(n)
|P̂ ⊥ (r)|2

where we have used the identity
(nl)
V̂Coul

1
+
ε0

Z

dr

(n)
(l)
P̂ ⊥ · P̂ ⊥

Z

1
1
(n)
(l)
=
dr P̂ k · P̂ k +
ε0
ε0
Z
1
dr P̂ (n) · P̂ (l)
=
ε0

Z

(n)

(l)

dr P̂ ⊥ · P̂ ⊥

(3.6)

=0
Thus, QED strictly satisfies causality: molecules interact solely through the retarded EM field. The
Hamiltonians in Eqs. (3.1) and (3.5) are identical.
A semiclassical algorithm for QED: the lack of a unique approach. When dealing with realistically large systems, the many-body Hamiltonian in Eqs. (3.1) and (3.5) are almost impossible
to propagate quantum-mechanically, and the only practical method is usually time-dependent perturbation theory with small light-matter interactions. To overcome this restriction, one promising
approach is to use semiclassical electrodynamics, whereby one treats the EM field classically while
treating the molecular subsystem quantum mechanically and there is no small parameter[113, 114,
62, 61, 17]. According to this approach, one evolves the coupled Schrödinger-Maxwell or LiouvilleMaxwell equations:

d
i
ρ̂(t) = − Ĥsc (t), ρ̂(t)
dt
h̄

∂
∇ × E(r,t)
B(r,t) = −∇
∂t
∂
J(r,t)
E(r,t) = c2 ∇ × B(r,t) −
∂t
ε0


d
J(r,t) = Tr ρ̂(t)P̂(r)
dt
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(3.7a)
(3.7b)
(3.7c)
(3.7d)

Here, ρ̂, Ĥsc and P̂ are (respectively) the density operator, the semiclassical Hamiltonian and
the polarization operator for the quantum molecular subsystem. For a subsystem containing N
molecules, the total density operator ρ̂ is expressed as ρ̂ = ρ̂ (1) ⊗ ρ̂ (2) ⊗ · · · ⊗ ρ̂ (N) . In Eq. (3.7c),
√
c = 1/ µ0 ε0 and J is the current density operator that connects the quantum molecular subsystem
to the classical EM field. In Eq. (3.7d), J is defined by a mean-field approximation[115, 75], and
so the set Eqs. (3.7) can also be called “Ehrenfest” electrodynamics. As far as the notation below,


it will be crucial to distinguish between the operator P̂ (with hat) and the average P = Tr ρ̂ P̂
(no hat).

Note that Eq. (3.7c) can be separated into two different equations for the transverse and perpendicular components:
∂
J⊥ (r,t)
E⊥ (r,t) = c2 ∇ × B(r,t) −
∂t
ε0
J
(r,t)
∂
k
E (r,t) = −
∂t k
ε0

(3.8a)
(3.8b)

and the latter equation can be integrated so that:

Ek (r,t) = −
Hamiltonian #I.

P k (r,t)
ε0

(3.9)

When defining the semiclassical, electronic Hamiltonian Ĥsc in Eq. (3.7a), there

is no unique prescription. In the supporting information, we provide a detailed approach for constructing two different semiclassical Hamiltonians starting from the PWZ Hamiltonian. Here, we
present only the main results.
The first Hamiltonian[12] reads


Z
(n)
(nl)
(n)
= ∑ Ĥs − drE⊥ (r,t) · P̂ (r) + ∑ V̂Coul
N

I
Ĥsc

n=1

n<l

Henceforward, we will refer to Eq. (3.10) as Hamiltonian #I.
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(3.10)

In Eq. (3.10), there are two terms containing instantaneous interactions: the non-local transverse
(nl)

E-field (E⊥ ) and the intermolecular Coulomb interactions (V̂Coul ). Just as for QED, one would
normally expect that Eqs. (3.7-3.10) should preserve causality. This alleged cancellation should be
obvious if we substitute in E⊥ = E − Ek = E + ε10 P k , so that we can rewrite Eq. (3.10) as:




Z
1 (n)
(n)
(n)
= ∑ Ĥs − dr E(r,t) + P k (r) · P̂ (r)
ε0
n=1
N

I
Ĥsc

1
− ∑
ε0 n6=l

Z

(n)
drP k (r) · P̂ (l) (r) +

∑

(3.11)

(nl)
V̂Coul

n<l

Ideally, the second line of Eq. (3.11) should cancel (see Eq. (3.6)). However, note that in Eq. (3.11),
one of the P terms is treated classically while the Coulomb interactions are treated fully quantummechanically (see Eq. (3.3)), and thus, there is no guarantee of cancellation or strict causality. In
fact, below we will present numerical simulations showing that causality is not strictly enforced.
Thus, one may further ask: can we find a different semiclassical Hamiltonian that does preserve
causality? Indeed, this is possible, which brings us to Hamiltonian #II.
Hamiltonian #II. To preserve causality, one can make the following approximation: ∀n, l,
(nl)

Z

1
(n)
(l)
drP k (r,t) · P̂ k (r)
ε0
Z
1
(l)
(n)
+
drP k (r,t) · P̂ k (r)
ε0

V̂Coul =

(3.12)

(nl)

Compared with the quantum form of V̂Coul in Eq. (3.3), the physical meaning of Eq. (3.12) is clear:
the intermolecular Coulomb interactions between molecules are effectively the classical polarization
energies as felt by one molecule in the field of another and as expressed by the classical longitudinal
(n)

(l)

polarization fields (P k and P k ). If we substitute Eq. (3.12) and E⊥ =

1
ε0 (D − P ⊥ )

into Eq.

(3.10), after some straightforward algebra, we find that a new semiclassical Hamiltonian emerges
N
II
Ĥsc
=

(n)

∑ Ĥs −

n=1

1
+
ε0

Z

1
ε0

Z

drD(r,t) · P̂ (n) (r)

(n)
drP ⊥ (r,t) · P̂ (n) (r)
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(3.13)

In Eq. (3.13), the intermolecular interactions are carried exclusively through the classical D-field,
and thus causality is strictly preserved. Henceforward, to distinguish Eq. (3.13) from Eq. (3.10),
we will refer to Eq. (3.13) as Hamiltonian #II. Note that, by substituting Eq. (3.12) into Eq. (3.11),
Eq. (3.13) is equivalent to




Z
1 (n)
(n)
(n)
= ∑ Ĥs − dr E(r,t) + P k (r) · P̂ (r)
ε0
n=1
N

II
Ĥsc

(3.14)

Hamiltonians # I’/ # II’. Before presenting any results, one final point is appropriate. As discussed before, Eq. (3.1) should formally include the self-interaction of all charges. And, for a
single electron at each site n, this self-interaction will be of the form V̂sel f =

1
2ε0

R

(n)

dr|P̂ k |2 . If we

make a semiclassical approximation (in the spirit of Eqs. (3.3) and (3.12)), we can approximate
V̂sel f =

1
ε0

R

(n)

(n)

drP k · P̂ k , which will obviously cancel the self-interaction terms in Eqs. (3.11) and

(3.14). The resulting Hamiltonians will be of the form
I0
Ĥsc
0



Z
Z
1
(n)
(nl)
(n)
(n)
= ∑ Ĥs − drE(r,t) · P̂ (r) − ∑ drP k (r) · P̂ (l) (r) + ∑ V̂coul
ε
0
n=1
n<l
n6=l

II
Ĥsc
=

N

N

(n)

∑ Ĥs −

n=1

Z

drE(r,t) · P̂ (n) (r)

(3.15a)
(3.15b)

0

0

I and Ĥ II behave effectively the
In practice, as shown in the supporting information, we find that Ĥsc
sc
I and Ĥ II . In the supporting information, we list the relevant energy expression that is
same as Ĥsc
sc

conserved for each choice of Ĥsc .
A comparison of the different Hamiltonians. When comparing Hamiltonians #I and #II, it is
II by invoking the approximation
very important to emphasize that, although we have derived Ĥsc
II can also be derived directly from the PZW Hamiltonian. Ĥ II should not be
in Eq. (3.12), Ĥsc
sc
I ; see supporting information.
considered any less valid than Ĥsc

Next, let us comment on the issues of electronic correlation and quantum entanglement. As far as
quantum entanglement is concerned, with semiclassical electrodynamics, there cannot be any strict
quantum entanglement between electrons and photons because the EM field is treated classically.
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Nevertheless, even with Ehrenfest dynamics, there is some feedback from the electronic degrees
of freedom to the photon field, and there is certainly some correlation between the boson field and
the electronic state at any given time.[80] A great deal of research has now shown that Ehrenfest
equations of motion can sometimes yield the proper dynamics for fermionic subsystems coupled to
bosonic baths (especially provided that one works with the correct initial conditions).[22, 116]
Let us now move our attention to electron-electron correlation. One the one hand, because Hamilto(nl)

nian #I contains a quantum two-body operator (i.e., V̂Coul in Eqs. (3.3-3.4)), this method allows for
entanglement between individual molecules. On the other hand, by invoking a classical intermolecular Coulomb operator in Eq. (3.12), Hamiltonian #II does not allow for entanglement between
molecules. As a practical matter, in what follows below, we will see that these differences can lead
to different energy transfer rates.
To compare the two semiclassical Hamiltonians above, we will now apply Ehrenfest electrodynamics and model resonant energy transfer (RET) between a pair of identical electronic two-level
systems (TLSs)[117, 118, 119, 120] in three dimensions.
Model.

Consider a pair of TLSs with a donor (D) and an acceptor (A). The Hamiltonian for both

the donor and acceptor are
(D)

Ĥs

(A)

= Ĥs





0 0 
=

0 h̄ω0

(3.16)

where Eq. (3.16) is expressed in the basis {|gi, |ei}; here |gi is the ground state and |ei is the excited
state. h̄ω0 is the energy difference between |gi and |ei. The polarization operator for each molecule
reads



(n) 0 1
P̂ (n) (r) = ξ (r − r0 ) 
 , n = D, A
1 0

(3.17)

Here, ξ (r) = ψg∗ qrψe = (2π)−3/2 σ −5 µ12 rz exp(−r2 /2σ 2 ) is the polarization density of a TLS
where |gi is an s-orbital, |ei is a pz orbital, q denotes the effective charge of the TLS, σ denotes
R

the width of wave functions and µ12 = | drψg∗ qrψe | denotes the magnitude of transition dipole
moment. We assume the TLS has no permanent dipole. Without loss of generality, we suppose
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(D)

the donor (acceptor) sits on the negative (positive) side of the x-axis, i.e., r0

= (−R/2, 0, 0) and

(A)

r0 = (R/2, 0, 0). We define R as the separation between the two TLSs.
Overall, the electronic Hamiltonians read as follows in matrix form (in the basis {|ggi, |gei, |egi,
|eei}):



vA

vD

v








 vA h̄ω0 v
v
D


I
Ĥsc
=



vD v h̄ω0 vA 


v vD vA 2h̄ω0

and

where v =

0



1
ε0

R

(D)

(A)

0

v0A

0







0 
 v0 h̄ω0 0
v
D
A


II
Ĥsc
=

 0

vD 0 h̄ω0 v0A 


0
0
0 vD vA 2h̄ω0
R

dr ξ k · ξ k , vA,D = − dr E⊥ · ξ
v0A,D

v0D

1
=−
ε0

Z

dr ξ

(A,D)

(A,D)

(3.18)

(3.19)

and



(A,D) (A,D)
· D − 2Reρ12 ξ ⊥
.

All other simulation details and parameters are provided in the supporting information.
Analytical QED results. When modeling RET with retardation[121, 122, 123], it is well known
that energy transfer rates show an R−6 dependence when k0 R  1 and an R−2 dependence when
k0 R  1. Here k0 ≡ ω0 /c. This difference in scaling arises because the usual instantaneous version of energy transfer theory[124, 125, 126] does not account for the dynamical motion of the EM
field to carry energy from donor to acceptor. For our purposes, in order to directly compare with
simulation, we will require an accurate calculation of energy transfer dynamics (beyond any rate expression, e.g., Förster theory) that is exact within QED perturbation theory. A short-time analytical
(A)

formula of the excited state population of the acceptor, ρ22 (t), can be derived with QED, as shown
by Power, Thirunamachandran and Salam[127, 128]. By slightly modifying the result in Ref. [128],
(A)

we can obtain an analytical solution for ρ22 (t) at short times, starting in an arbitrary superposition
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state for the donor (see supporting information),

(A)
ρ22 (t)


 2 
 


(D)
ρ22 (0) D A
k02
1
ik0
R 2
R
=
−
t−
θ t−
µ µ −η1 + η3
(4πε0h̄)2 12 12
R
R3 R2
c
c

(3.20)

(D)

Here, ρ22 (0) is the initial excited state population of the donor, eD and eA are the unit vectors
oriented along the transition dipoles of the donor and the acceptor, η1 = eA · eD − (eA · eR )(eD · eR )
and η3 = eA · eD − 3(eA · eR )(eD · eR ). We define eR as the unit vector oriented along the separation
between donor and acceptor. In our model, the pair of TLSs are located along the x-axis and the
transition dipole moments are both pz polarized, so that eA · eR = eD · eR = 0 and η1 = η3 = eA · eD =
1. θ (t) =

d
dt Max{t, 0}

is the Heaviside step function.
(A)

Note that the unretarded energy transfer expression for ρ22 is simply
(A)

(D)

ρ22 (t) = ρ22 (0) ×

D |2 |µ A |2
|µ12
12
η 2t 2 ,
(4πε0h̄)2 R6 3
(nl)

which is equivalent to the FGR result with the coupling V̂Coul in Eq. (3.4). Eq. (3.20) includes two
(A)

important time-dependent features: (i) all retardation is totally accounted for (i.e., ρ22 (t) is zero
(A)

when t < R/c) and (ii) ρ22 (t) depends quadratically on time at short times.
Numerical semiclassical results. As far as simulating energy transfer semiclassically, we will
assume that there is no EM field in space initially, the donor starts in a superposition state
√
√
(D)
(D)
(C1 (0),C2 (0)) = (1/ 2, 1/ 2)
and the acceptor starts in the ground state, where C1 (C2 ) represents the quantum amplitude of
|gi (|ei). With these initial conditions, we can propagate Eqs. (3.7), and compare dynamics of
Hamiltonians #I and #II. To keep the following context concisely, we will refer to the result of
Hamiltonian #I (II) as result #I (II) for short.
(A)

In Figs. 17, we plot the excited state population of the acceptor (ρ22 (t)) at relatively short times
(t < 20 fs) by varying the separation R, (0.6 ≤ k0 R ≤ 8.0). In Fig. 17c, we find that result #I
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Figure 17: Plot of the excited state population of the acceptor (ρ22 (t)) at short times (tend = 20
(A)
fs). Results for Hamiltonian #I (II) are plotted on the left (right). (a-b) ρ22 (t) versus time using a
logarithmic scale by varying the separation in the range 0.6 ≤ k0 R ≤ 8.0 (rainbow color from red to
(A)
(A)
(A)
purple respectively), where k0 = ω0 /c; (c-d) Normalized ρ22 (ρ22 (t)/ρ22 (tend )) versus ω0t with
the same separation range as in Fig. a-b, where now only the x-axis is plotted logarithmically; (e-f)
(A)
ρ22 (tend ) versus k0 R in logarithmic scale; the simulation data (blue circles) of Hamiltonians #I and
#II are compared with the QED result (Eq. (3.20), black dashed line) respectively. Parameters are
given in the supporting information. Note that in Figs. a-b the straight lines when t > 2 fs indicate
(A)
that the leading term of ρ22 (t) varies ∼ t 2 (same as Eq. (3.20)). Note that Hamiltonian #I (Fig. c)
(A)
violates causality such that ρ22 (t) > 0 before the retarded field from the donor comes (ω0t < k0 R)
while Hamiltonian #II (Fig. d) exactly preserves causality; see the rainbow arrows indicating the
time before which energy transfer is not allowed by causality. In Figs. e-f, Both Hamiltonians
show R−6 dependence when k0 R < 1 and R−2 dependence when k0 R > 1. However, Hamiltonian #I
agrees with QED better for short separations than Hamiltonian #II, presumably because the former
describes Coulomb interactions quantum-mechanically.
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(A)

clearly doesn’t preserve causality: ρ22 (t) begins to increase even before the retarded field from the
donor arrives (ω0t < k0 R); see supporting information for a discussion of causality. Interestingly,
however, for very large distances (when k0 R  1), Hamiltonian #I seems to do a better job of
preserving causality because, in this limit, the intermolecular interactions are dominated by the
retarded field (which decays as R−1 ) rather than longitudinal Coulomb interactions (which decay
as R−3 ). Nevertheless, clearly, Hamiltonian #I violates the tenets of relativity. That being said,
Hamiltonian #II does preserve causality exactly (see Fig. 17d). Thus, from this perspective, one
would presume Hamiltonian #II has an obvious advantage over Hamiltonian #I.
At this point, however, let us turn our attention to Figs. 17e-f. Here, we compare rates of energy
transfer for the two methods as compared with the analytic theory in Eq. (3.20) as a function of R.
According to Fig. 17e-f, even though results #I and #II (blue circles) recover qualitatively the same
distance dependencies as Eq. (3.20) (black lines), results #I and #II differ in the limit of short donoracceptor separation (k0 R < 1). For short distances, result #I agrees exactly with QED (Eq. (3.20))
while results #II is off by roughly a factor of two. This discrepancy is perhaps not surprising because, at short separation, the dominant Coulomb interactions are described quantum-mechanically
in Hamiltonian #I but are classical in Hamiltonian #II, and there is no reason to suppose that these
two methods should agree quantitatively in practice. By contrast, at long separations (k0 R > 1) –
where the retarded field is dominant – both Hamiltonians #I and #II propagate the retarded field classically, and so both methods should agree; interestingly, in this limit, both semiclassical approaches
differ from the QED results by roughly a factor of two.
Can we model energy transfer accurately without spontaneous emission? At large separation
(k0 R  1), it is clear that RET is dominated by the dynamics of the radiation field: retardation effects
appear and the RET rate scales as 1/R2 instead of the usual 1/R6 scaling (i.e., the Förster scaling
that arises from the instantaneous dipole-dipole interactions). Now, for this reason, if semiclassical
theory is to model RET correctly, it is clear that one must treat spontaneous emission correctly.
After all, at long distances, RET can effectively be considered as the result of spontaneous emission
from the donor, followed subsequently by absorption of the acceptor. That being said, however, we
must emphasize that Ehrenfest electrodynamics do not recover the full FGR spontaneous emission
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rate[129, 67, 17]. Instead, as shown in Ref. [17], Ehrenfest dynamics predict a decay rate (kEh )
proportional to the instantaneous ground state population:

kEh (t) = ρ11 (t)kFGR

(3.21)

One can argue that this failure arises from the fact that Ehrenfest electrodynamics predict only a coherent scattering field (which is proportional to the ground state population of the molecule) without
any incoherent scattering [130, 23]. In other words, according to a single Ehrenfest trajectory, one
would predict Ê

2

= Ê2 , which is not correct quantum-mechanically. By contrast, according to a

quantum treatment, both coherent and incoherent scattering are allowed, and interference effects can
lead to situations where, in the extreme case, Ê = 0 but Ê

2

6= 0, as is common for spontaneous

emission. Thus, to sum up, modeling RET robustly requires more than a single classical ansatz for
the electric field at one time, Ê(t) : a FGR calculation relies on capturing the correct time correlation function for the electric field, Ê(0)Ê(t) ; see note about averaging Ehrenfest trajectories in
the supporting information.
With this background and Eq. (3.21) in mind, one might expect that the Ehrenfest energy transfer
rate would depend strongly on initial state population, and one can ask: will our results using
Hamiltonians #I and #II change in a similar fashion for different initial states? To that end, in Figs.
(A)

18, for a variety of initial conditions, we compare results for ρ22 (t) as calculated according to both
Hamiltonians #I (red triangle) and #II (cyan star). We also plot the short time fully QED results
(black dashed line) from Eq. (3.20), where the initial excited state population is reflected in the
(D)

initial donor (ρ22 (0)).
(D)

Our results are plotted in Figs. 18. When the donor is weakly excited initially (ρ22 (0) = 0.1), we
(D)

find that all three results agree with each other. However, when ρ22 (0) is increased, we find less
and less agreement between either of the semiclassical results and QED results at long distances;
the semiclassical results strongly underestimate the energy transfer rate. These results strongly
suggest that, if a semiclassical approach is to capture energy transfer accurately both at short and
long distances, the approach must be able to capture spontaneous emission as well. After all, at long
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Figure 18: Plot of the excited state population of the acceptor at the end time (ρ22 (tend ), tend = 20
fs) versus the intermolecular separation (k0 R) using a logarithmic scale. Simulations are performed
(D)
with different initial excited state populations for the donor: ρ22 (0) = 0.1 (left), 0.5 (middle) and
0.9 (right). Three methods are compared: Hamiltonian #I (red triangle), Hamiltonian #II (cyan star)
and QED (Eq. (3.20), black dashed line). Parameters are given in the supporting information. Note
(D)
(D)
that when ρ22 (0) is small, all methods agree with each other. As ρ22 (0) increases, there is less
agreement between Hamiltonians #I/II and the QED result. Just as for Fig. 17, due to its quantummechanical description of Coulomb interactions, Hamiltonian #I always agrees with QED better for
short separations (unlike Hamiltonian #II).
distances, we know that energy transfer is modulated by a retarded field, and if Ehrenfest dynamics
cannot capture spontaneous emission, there is no surprise that one cannot recover the correct energy
transfer rate either.
Lastly, let us now consider results at short distances. Here, we find very different behavior between Hamiltonians #I and #II. On the one hand, we find that, no matter the initial donor population, Hamiltonian #I always produces accurate results; because Hamiltonian #I includes explicitly quantum-mechanical Coulomb interactions, we believe this method should always agree with
QED at short range (where retardation effects are not important). On the other hand, in Fig. 18c,
we also see that Hamiltonian #II fails and drastically underestimates the energy transfer rate for
(D)

ρ22 (0) = 0.9. Here, we need only recognize that, because Hamiltonian #II treats the EM field exclusively classically, such an approach can never be accurate (either at short range or at long range)
if spontaneous emission is not capture correctly. Thus, in the end, a crucial question emerges: If
we can develop a means to include spontaneous emission on top of Ehrenfest dynamics (as in Ref.
[23]), what will be the most accurate approach: to include a combination of quantum Coulomb in-
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teractions with a classical (but exclusively transverse) EM field (i.e. Hamiltonian #I)? Or to employ
an entirely classical (transverse plus longitudinal) EM field? The answer is not obvious, especially
because the full nature of a quantum radiation field cannot be captured by simply including spontaneous emission. Hence, a thorough benchmark will be necessary. As we look forward to future
methodological development of this understudied area, many questions remain.
In conclusion, by numerically studying coherent energy transfer between a pair of TLSs with EhrenI in Eq.
fest electrodynamics, our conclusions are as follows. (i) The standard Hamiltonian #I (Ĥsc

(3.10)) violates causality, especially when the molecular separation is small (k0 R < 1) because of
a mismatch between a quantum description of the matter and a classical description of the EM
field; (ii) Causality can be preserved if one models both the retarded field and the intermolecular
II in Eq. (3.13)). (iii) For RET, both
Coulomb interactions in a classical fashion (Hamiltonian Ĥsc

Hamiltonians #I and #II predict qualitatively the same distance behavior as retarded Förster theory,
and when the electronic excitation of the donor is weak, both semiclassical methods recover QED
results quantitatively. However, (iv) even though Hamiltonian #I violates causality, this approach
better agrees with QED as far as RET rates at short distances. The pros and cons of these different Hamiltonians suggest that the specific choice of a semiclassical Hamiltonian may depend on
the particular problem one is investigating — for now, it would appear there is no sinecure for the
inconsistencies inevitably faced by a semiclassical ansatz. Nevertheless, if spontaneous emission
can be incorporated into Ehrenfest dynamics, the accuracy of these methods should be dramatically
enhanced. This work is ongoing in our laboratory.
For SI, please check https://pubs.acs.org/doi/abs/10.1021/acs.jpclett.8b02309.
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CHAPTER 4 : QUASICLASSICAL MODELING OF CAVITY QUANTUM
ELECTRODYNAMICS
This chapter was adapted from Ref. [18].

4.1. Introduction

In confined geometries such as nanoscale cavities, the quantum nature of photons can strongly modify the properties of atoms and molecules, including the control of spontaneous emission rates[131,
132, 133, 134], frequency splitting of the absorption spectrum due to strong light-matter coupling[135,
136], and changes in chemical reaction landscapes by forming hybrid light-matter states (molecular
polaritons)[137, 138, 139, 140, 141, 142]. In the field of cavity quantum electrodynamics (cQED),
theorists traditionally describe these phenomena by adapting simplified quantum models, such as
the Jaynes–Cummings (JC) model[32] [i.e., a two-level system (TLS) coupled to a single cavity
photon mode], the Tavis–Cummings (TC) model[33, 34] (i.e., N TLSs coupled to a single photon
mode), or the Weisskopf-Wigner model[143] (i.e., a TLS coupled to M photon modes within the
context of a single excitation manifold). With these simplified quantum models, many exciting
quantum phenomena can be studied analytically[31].
Going beyond simplified models, due to the increasing complexities of the full quantum light-matter
Hamiltonian when realistic atoms or molecules are considered, finding analytical solutions becomes
increasingly difficult[144]. By contrast, numerically propagating both electronic and photonic degrees of freedom (DoFs) together becomes a good choice. For such a computational problem in
cQED, one approach is to keep all variables quantum-mechanically and seek for approximate quantum solutions (often with the spirit of mean field theory); in principle, quantum-electrodynamical
density functional theory (QEDFT)[40, 41] should be exact if one knew the correct exchangecorrelation functional. An alternative is to seek a semiclassical approximation whereby some DoFs
(e.g., the electrons) are kept quantum-mechanically (and propagated exactly) but other DoFs (e.g.,
the photons) are propagated classically (again exactly). The most popular such approach today is
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the coupled Maxwell-Schrödinger equations[145, 146, 62, 147, 148].
Now, the major problem underlying the coupled Maxwell-Schrödinger equations is that all quantum
effects of the electromagnetic (EM) fields are completely ignored, and thus, this method cannot be
used when the quantum dynamics of the radiation field are important, e.g., in the high saturation
limit[145, 14, 149, 26] or in cavities. Recently, attempts have been made to include quantum EMfield effects even when evolving classical EM fields[17, 28]. For example, in the recently proposed
Ehrenfest+R approach[23, 26, 25, 24], our research group included vacuum fluctuations by propagating a swarm of augmented Maxwell-Schrödinger equations. Nevertheless, because Ehrenfest+R
was developed in free space, the performance of the method in cavities is unknown. As another
attempt, Hoffmann et al have proposed a multi-trajectory Ehrenfest approach in cavities[30]. In this
approach, the electronic DoFs are evolved quantum-mechanically and the EM fields are propagated
classically with initial conditions that include sampling the photonic zero-point energy (ZPE) in
Wigner phase space. While this approach can predict some quantum effects of spontaneous emission, the agreement with quantum solutions is still far from quantitatively accurate. For a benchmark
study of semiclassical approaches applied to a single two- or three-level system in a cavity, see the
recent work of Hoffmann et al[29].
In this paper, we will analyze yet another, slightly more rigorous semiclassical approach for cQED
dynamics — the Meyer-Miller-Stock-Thoss (MMST) approach[19, 20], a method which was originally developed for coupled electron-nuclear dynamics [and is also known as the Poisson bracket
mapping equation (PBME)[150, 151, 152, 153, 154]]. The basic philosophy underlying this method
is to map all electronic DoFs to Wigner phase space as harmonic oscillators. Note that this mapping is exact, as shown by Stock and Thoss[20]. For instance, if there is an electronic state |ki,
one simply replaces |ki by a creation operator â†k , and similarly one replaces hk| by an annihilation
√
operator âk . Then, one uses the canonical relationship âk = (x̂k + i p̂k )/ 2 to rewrite the electronic
Hamiltonian as a function of x̂k and p̂k . At this point, one sacrifices exactness and invokes the classical ansatz of treating x̂k and p̂k classically (with initial values sampled from a distribution, known
as the initial value representation). The resulting, independent quasiclassical trajectories can be
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used to recover the total wave packet evolution in phase space, and effectively reduce to mean-field
Ehrenfest dynamics with only one caveat: the electronic (and nuclear) degrees of freedom are given
ZPEs. Thus, for example, the electronic wave function is not formally normalized to one. For a
more detailed explanation of this method, see Sec. 4.2. This flavor of initial value representations
has been used for many years in theoretical chemistry, largely going back to the work of Miller and
co-workers[19, 155]. Recent work by Cotton and Miller has shown that this flavor of dynamics
can perform quite well for the spin-boson model[22, 87, 156], which is effectively the exact same
Hamiltonian as Eq. (4.1) when only one TLS is considered. For coupled electron-photonic systems, because the photonic DoFs are exactly harmonic which is optimal for mean-field dynamics,
quasiclassical MMST dynamics should behave quite well. Thus, altogether, quasiclassical MMST
dynamics should be advantageous relative to the traditional coupled Maxwell-Schrödinger equations for solving coupled electronic-photonic dynamics.
Indeed, by studying N TLSs coupled to a multimode cavity, we will show that MMST dynamics
provide an intuitive physical interpretation for a cQED problem. Most importantly, we will show
how MMST dynamics can sometimes predict accurate collective quantum dynamics in cavities
including superradiance and subradiance phenomena.
This paper is organized as follows. In Sec. 4.2 we introduce the quantum model and MMST
dynamics. In Sec. 4.3 we list the simulation details. In Sec. 4.4 we present the results for N TLSs
coupled to a multimode cavity. We conclude in Sec. 4.5. As far as notation is considered, we let
Roman character j denotes cavity modes and Greek character α denotes TLSs.
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4.2. Method

4.2.1. Quantum Dynamics

For a collection of N TLSs interacting with a multimode cavity, the full quantum Hamiltonian reads:


M
1
1
(α)
†
h̄ω
σ̂
+
â
â
+
h̄ω
∑ 0 z ∑ j j j 2
α=1 2
j=1



N M
(α)
(α)
(α)
− ∑ ∑ h̄g j
â†j + â j σ̂+ + σ̂−
N

Ĥ =

(4.1a)

α=1 j=1

Here, h̄ω0 denotes the energy gap between the ground state (|αgi) and excited state (|αei) for each
(α)

TLS, σ̂z

(α)

(α)

≡ |αeihαe| − |αgihαg|, σ̂+ ≡ |αeihαg|, and σ̂− ≡ |αgihαe|. â†j and â j denote the

creation and annihilation operators for the j-th photon mode with energy h̄ω j , where ω j =

jπc
L

and L

denotes the length of cavity. For simplicity, we assume that each photon couples to TLSs via only a
single polarization direction, so we do not sum over two polarization vectors here. We also truncate
the number of photon modes to a finite number (M modes) to facilitate numerical calculations.
(α)

Finally, the position-dependent coupling constant g j
(α)
gj

=

is defined as

r

ω j (α)
µge sin(k j rα )
h̄ε0 L

(4.1b)

(α)

where µge denotes the magnitude of transition dipole moment for the TLS located at rα , and
kj =

ωj
c

=

jπ
L .

In order to capture the real-time dynamics for the coupled electron-photonic system, one can evolve
the time-dependent Schrödinger equation:

ih̄

∂
|Ψ(t)i = Ĥ|Ψ(t)i
∂t

(4.2)

where |Ψ(t)i denotes the wave function for the coupled electron-photonic system. Practically, in
order to numerically propagate the Schrödinger equation, one needs to choose a truncated basis
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which includes up to D excitation(s). If D = 1, the truncated basis is the configuration interaction
singles (CIS) basis:
|ΨCIS (t)i = c0 (t)|~gi|~0i +

N

M

α=1

j=1

∑ cα (t)|eα i|~0i + ∑ d j (t)|~gi|1 j i

(4.3)

Here, |~gi denotes a wave function for which all of the TLSs are in ground state, and |eα i denotes
a wave function for which only the α-th TLS is excited. Similarly, |~0i denotes a wave function
for which all photon modes are in the ground state, and |1 j i denotes a wave function for which the
j-th photon mode has one photon but all other modes are in their respective ground states (with
zero photons). Note that the CIS approximation implies that a rotating-wave approximation is taken



(α)
(α)
(α)
(α)
in Eq. (4.1a), i.e., â†j + â j σ̂+ + σ̂−
≈ â†j σ̂− + â j σ̂+ , and we ignore all effects due to

the counter rotating-wave terms. With this CIS approximation, the truncated wave function has

dimension 1 + N + M. Generally, for D ≥ 2, the dimensionality of the truncated wave function
grows uncontrollably with increasing D, which prohibits real-time simulations for highly excited
systems (e.g., Dicke’s superradiance).
Now, during a simulation, we will be interested in the expectation values of various key operators.
(α)

To that end, the excited state population for each TLS can be calculated by evaluating ρee (t) =


(α)
Ψ(t) ρ̂ee Ψ(t) , where
(α)

ρ̂ee = |αeihαe|

(4.4)

For the photonic part, the E-field and B-field operators read:


Ê(r) = ∑ ε j â†j + â j sin(k j r)

(4.5a)

j


i 
B̂(r) = ∑ ε j â†j − â j cos(k j r)
j c
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(4.5b)

where ε j =

p
h̄ω j /ε0 L. We will also be interested in the normal-ordered field intensity operator:
ˆ =: ε0 Ê 2 (r) :
I(r)
= ε0 Ê 2 (r) − ε0 ∑ ε 2j sin2 (k j r)

(4.6)

j

Here, the colons (::) indicate the normal ordering, and : â†j â j :=: â j â†j := â†j â j . The normal-ordered
intensity excludes the effect of photonic zero point energies (ZPE), i.e., if the photonic field is the


~
ˆ
vacuum field (Ψ(t) = |~gi|0i), then Ψ(t) I(r) Ψ(t) = 0 everywhere.

4.2.2. Quasiclassical Meyer-Miller-Stock-Thoss (MMST) Dynamics

For solving a cQED problem, much like any semiclassical problem, it is standard to directly evolve
the Schrödinger equation for the quantum subsystem. Alternatively, we can also take another strategy: mapping the full quantum Hamiltonian into phase space, and then recovering quantum dynamics by sampling quasiclassical trajectories in phase space. One approach of this kind is the
Meyer-Miller-Stock-Thoss (MMST) approach[19, 20]. While MMST dynamics were developed
to solve coupled electron-nuclear dynamics, this approach can also describe the coupled electronphotonic dynamics very well; e.g., see the recent work by Hoffmann et al[29] (in which they refer to
this approach as the linearized semiclassical dynamics). For the sake of clarity, we will now provide
a brief review.
MMST Mapping
The first step of MMST dynamics is the MMST mapping[19, 20], which provides a systematic
and exact way to map a coupled electron-photonic Hamiltonian onto a set of quantum harmonic
oscillators. Now, mapping photonic DoFs to harmonic oscillators is trivial: one just needs to replace
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â†j and â j with Cartesian operators X̂ j and P̂j using the following identities:
s


h̄  †
â j + â j
2ω j
r

h̄ω j  †
P̂j = i
â j − â j
2

X̂ j =

(4.7a)
(4.7b)

For the electronic DoFs, the MMST mapping states that the electronic operators can be written as a
string of annihilation and creation operators:
|αkihαl| → â†αk âαl
where k, l = e, g. By further writing âαk =

√1
2

(4.8)

(x̂αk + i p̂αk ), electronic operators can also be mapped

to Cartesian coordinate operators, such that

|αkihαk| →


1 2
x̂αk + p̂2αk − 1
2

(4.9a)

|αkihαl| + |αlihαk| → x̂αk x̂αl + p̂αk p̂αl (k 6= l)

(4.9b)

i (|αkihαl| − |αlihαk|) → p̂αk x̂αl − x̂αk p̂αl (k 6= l)

(4.9c)

By substituting the Cartesian operators (Eqs. (4.7) and (4.9)) into the full quantum Hamiltonian (Eq.
(4.1)), we arrive at the MMST mapping Hamiltonian for the coupled electron-photonic system:
N

Ĥ =

∑ ∑

hkk

α=1 k=g,e



1
1 2
x̂αk + p̂2αk − γ
2
2




1 2
P̂j + ω 2j X̂ j2
j=1 2
M

+∑

(4.10)

N

−

∑ ∑

ĥkl (x̂αk x̂αl + p̂αk p̂αl )

α=1 k6=l=e,g

M

(α)

Here, the relevant coefficients are hee = 12h̄ω0 , hgg = − 12h̄ω0 , and ĥeg = ĥge = ∑ g j
j=1

γ=

1
2

q

ωj
2h̄ X̂ j ,

and

denotes the electronic zero-point energy. Note that the MMST mapping Hamiltonian (Eq.

(4.10)) is equivalent to the original full quantum Hamiltonian (Eq. (4.1)). However, the advantage of
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the MMST mapping Hamiltonian is that the Cartesian operators can be easily connected to Wigner
phase space, which will facilitate further approximations. Henceforward, we will use the notation
X̂ = {x̂αk , X̂ j } and P̂ = { p̂αk , P̂j } to connote the set of both electronic and photonic variables and

we will refer to Eq. (4.10) as Ĥ X̂, P̂ .
Wigner Phase Space Dynamics

Quantum-mechanically, a quantum density operator ρ̂(X̂, P̂,t) exactly describes the state of a quantum system and obeys the quantum Liouville equation:


i
∂
ρ̂(X̂, P̂,t) = − Ĥ X̂, P̂ , ρ̂(X̂, P̂,t)
∂t
h̄

(4.11)


where Ĥ X̂, P̂ is given in Eq. (4.10). Let us perform a Wigner transform[157, 158] of the quantum
density operator ρ̂(X̂, P̂,t):

ρW (X, P,t) =



1
πh̄

F Z

∞

−2iP·Y/h̄

e

−∞




X + Y ρ̂(X̂, P̂,t) X − Y dY

(4.12)

where F denotes the total number of DoFs. In this way, the quantum density operator ρ̂(X̂, P̂,t)
is transformed to a quasiclassical phase space density ρW (X, P,t), where X = {xαk , X j } and P =
{pαk , Pj }. If the equation of motion for ρW is cut off as first order in h̄[157, 158], one recovers the
classical Liouville equation:
∂
ρW (X, P,t) = − {ρW (X, P,t), H(X, P)} + O(h̄2 )
∂t

(4.13)

Here, {· · · } denotes the Poisson bracket, and the full classical Hamiltonian H(X, P) reads
N

H (X, P) =

∑ ∑

hkk

α=1 k=g,e



1 2
1
xαk + p2αk − γ
2
2




1 2
Pj + ω 2j X j2
j=1 2
M

+∑
N

−

∑ ∑

hkl (xαk xαl + pαk pαl )

α=1 k6=l=e,g
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(4.14)

M

(α)

and hkl = ∑ h̄g j
j=1

q

ωj
2h̄ X j .

Within Wigner phase space, the expectation value of a given operator Â

can be calculated by

Â =

ZZ

dXdP AW (X, P)ρW (X, P,t)

(4.15)

where AW (X, P) denotes the Wigner-Weyl transform of Â:

AW (X, P) = 2

Z ∞

−∞



e2iP·Y/h̄ X − Y Â X + Y dY

(4.16)

In Eq. (4.16), Â can be either an electronic, photonic, or joint electron-photon operator.
Sampling Independent Trajectories
While directly evolving the classical phase space density ρW (X, P,t) according to Eq. (4.13) is computationally expensive when the dimensions of phase space is large, an efficient way to propagate
Eq. (4.13) is to propagate independent trajectories in phase space, i.e., assuming
1
ρW (X, P,t) ≈
Ntraj

Ntraj

∑ δ (X − Xl (t))δ (P − Pl (t))

(4.17)

l=1

where Ntraj denotes the total number of trajectories. At time t = 0, Xl (0) and Pl (0) are sampled
according to the initial Wigner distribution ρW (X, P, 0). Similarly, the expectation value of operator
Â can be evaluated by averaging over trajectories:

Â ≈

1
Ntraj

Ntraj

∑ Al (t)

(4.18)

l=1

where Al (t) denotes the classical correspondence of Â for the l-th trajectory. For each classical
trajectory (Xl (t), Pl (t)), the time evolution obeys Hamiltonian mechanics:
∂ H (Xl , Pl )
∂ Pl (t)
∂ H (Xl , Pl )
Ṗl (t) = −
∂ Xl (t)

Ẋl (t) =
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(4.19a)
(4.19b)

Eqs. (4.17)-(4.19) constitute MMST dynamics, i.e., just linearized semiclassical dynamics (LSC)
using the MMST mapping to generate the initial value representation (IVR) so that one can sample
some quantum zero-point effects through the Wigner representation.
Let us now discuss how we will treat a few remaining technical issues in our MMST calculations
below: (i) how to correctly sample the initial phase space distribution? (ii) how to efficiently evolve
independent trajectories? (iii) how to calculate observables for MMST dynamics?
Practical Implementation of MMST Dynamics
Initial sampling of phase space distribution

For N TLSs coupled to a multimode cavity, we

assume that at time t = 0, the electronic and photonic Wigner distributions are totally decoupled:
ρW (X, P, 0) = ∏ ρWe (xαk , pαk , 0) ⊗ ∏ ρWp (X j , Pj , 0)

(4.20)

j

αk

For the photonic DoFs, we assume that ρWp (X j , Pj , 0) for each photon mode obeys the zero-temperature
vacuum distribution:

P2

ρWp (Pj , X j , 0)

1 − j −ω j X j2
= e ωj
π

(4.21)

For the electronic DoFs, however, there is an interesting twist about how to sample the initial distribution. In principle, for TLS α, if one starts from the electronic ground state, one should initialize
ρWe (xαe , pαe , 0) from the Wigner distribution for the harmonic oscillator ground state, and initialize
ρWe (xαg , pαg , 0) from the Wigner distribution for the harmonic oscillator first excited state, which
can be negative. In principle, we avoid this question here by using the simplest square distribution,
i.e., we will first write xαk and pαk in action-angle coordinates:
p
2nαk cos θαk
p
pαk = 2nαk sin θαk
xαk =
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(4.22a)
(4.22b)

and then sample the action nαk =

1
2

 

pαk
2 + p2
xαk
αk and angle θαk = arctan xαk by
(α)

(α)

nαk ∈ [nk , nk + 2γ]

(4.23a)

θαk ∈ [0, 2π)

(4.23b)
(α)

(α)

Eq. (4.23a) implies that the action (nαk ) obeys a uniform distribution in the interval [nk , nk + 2γ],
(α)

(α)

where ng = 1 and ne

(α)

(α)

= 0 if the TLS is in the ground state, and ng = 0 and ne

= 1 if the TLS

is in the excited state. Eq. (4.23b) implies that the angle (θαk ) is a random angle in the interval
[0, 2π). After sampling the action-angle coordinates as Eq. (4.23), we transform nαk and θαk to xαk
and pαk using Eq. (4.22). Note that in sampling nαk , we set γ = 0.45 rather than γ = 1/2.
A few words are now in order regarding the choice of γ. Strictly speaking, according to the MMST
mapping, the correct electronic ZPE should be γ = 1/2. However, in practice, the situation is far
more complicated. First, by now, there is ample evidence that suggest choosing γ different from
1/2 can yield far better results[159, 22]. Second, from a theoretical point of view, we know that
propagating independent trajectories can be dangerous and lead to more or less ZPE leakage[159].
Third, when sampling trajectories, one should in principle sample from a Wigner distribution of
the harmonic oscillators, but this distribution can be negative (which can lead to complications).
As such, it is common nowadays to sample trajectories from phase space in square or other distributions (rather than just a Wigner transform). And moreover, given that one is not going to use a
Wigner distribution, one must be all the more tempted to use a different value of γ as well. The
rationale would be as follows: in contrast to a truly quantum theory — where ZPE is an intrinsic
property of the photon or electron itself — classical mechanics has no such intrinsic property; and
therefore, because MMST dynamics treat the ZPE classically, the correct electronic ZPE in MMST
should also depend on the correlation between electron and the photonic bath, and a general theory
to determine the value of ZPE in MMST dynamics, has not been developed unfortunately. Altogether, this leads to the notion of treating γ as an optimization parameter, and there is indeed a large
literature discussing how to choose γ so as to minimize zero point energy leakage without compromising short time dynamics[159, 160]. For coupled electron-nuclear dynamics, Cotton and Miller
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suggest γ = 0.366 is a good choice[22]. For our part, by investigating the electronic dynamics for a
TLS starting from the ground state (see Figs. 20-21), we find γ = 0.45 leads to the stability of the
electronic ground state exactly. In practice, we also find that changing γ = 0.45 to other values (say,
0.5) does not significantly alter our results below.
Efficient propagation of independent trajectories: coupled Maxwell-Schrödinger equations
For a given trajectory, after sampling the initial conditions of X = {xαk , X j } and P = {pαk , Pj } as in
Eqs. (4.21)-(4.23), one can directly propagate X and P using the Hamiltonian equations of motion
(Eq. (4.19)). However, for the coupled electron-photonic system, directly propagating Eq. (4.19)
is more computationally expensive than necessary; after all, in the coupling term of the classical
Hamiltonian (hkl term in Eq. (4.14)), each TLS is coupled to all photonic modes through hkl =
q
M
ωj
(α)
∑ h̄g j
2h̄ X j , which implies that for any TLS α, propagating xαk and pαk requires a summation
j=1

over all photon modes at each time step. This additional summation loop becomes computational

more and more expensive when the number of TLSs is large. To avoid this summation, instead of
propagating X j and Pj , one can propagate the collective variables E(r,t) and B(r,t), i.e., the classical
EM fields:
M

E(r,t) =

∑

j=1
M

B(r,t) =

∑

j=1

r

r

2
ω j X j (t) sin(k j r)eE
ε0 L

(4.24a)

2µ0
Pj (t) cos(k j r)eB
L

(4.24b)

where eE (eB ) denotes the the direction of the electric (magnetic) field.
For the electronic DoFs, since we regard the photonic degrees of freedom as classical objects, propagation of the classical Hamiltonian equations for the electronic (xαk , pαk ) degrees of freedom (Eq.
(4.19)) can be replaced exactly by propagation of the complex variables cαk , which is defined as
√
1
cαk = √ (xαk + ipαk ) = nαk eiθαk .
2
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(4.25)

Thus, effectively, one can propagate the electronic wave function (|ψα i) for a TLS
|ψα i = cαg |αgi + cαe |αei

(4.26)

instead of {xαg , xαe , pαg , pαe }. More generally, it is worth emphasizing that propagating a quantum
Schrödinger equation (see Eq. (4.27c) below) with a one-body Hamiltonian in an N dimensional
vector space is entirely equivalent to propagating classical mechanics with N harmonic oscillators —
which is the very essence of the MMST mapping. In practice, from our perspective, we have chosen
to propagate the quantum electronic Schrödinger equation here (rather than classical Hamiltonian
equations of motion) so that the reader can more easily compare and digest the present work with
existing work in the area of semiclassical electrodynamics[145, 146, 62, 147, 148, 17].
To that end, for each trajectory, one can equivalently solve the coupled Maxwell-Schrödinger equations:
∂
∇ × E(r,t)
B(r,t) = −∇
∂t
∂
J(r,t)
E(r,t) = c2 ∇ × B(r,t) −
,
∂t
ε0


Z
d
1
(α)
(α)
ih̄ |ψα (t)i = h̄ω0 σ̂z − drE⊥ (r) · P̂ (r) |ψα (t)i
dt
2

(4.27a)
(4.27b)

(4.27c)

Here, the classical current density (J(r,t)) is calculated in a mean-field way:

∂  (α)
(α)
ρ̂
(t)
P̂
(r)
Tr
∑
α=1 ∂t
N

J(r,t) =

(4.28)

where ρ̂ (α) (t) = |ψα (t)ihψα (t)|. The atomic polarization density operator P̂ (α) (r) is defined as


(α)
(α)
(α) (α)
P̂ (α) (r) = µge ed δ (r − rα ) σ̂+ + σ̂−
(α)

where ed

(4.29)
(α)

denotes the unit vector along the polarization. In 1D, we can simply assume that ed
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is

parallel to the direction of the E field. Note that in Eq. (4.27c) for 1D problems, one can simply
replace

R

drE⊥ (r) · P̂ (α) (r) by

R

drE(r) · P̂ (α) (r) in numerical calculations and ignore the dis-

tinction between the total and transverse E field. Note that, by applying Eqs. (4.1b), (4.24a) and


p
R
(α)
(α)
(α)
(4.29), drE(r) · P̂ (α) (r) = ∑Mj=1 2h̄ω j g j X j (t) σ̂+ + σ̂− . Compared with the quantum

light-matter coupling term (Eq. (4.1a)), we have the following identity:
M

(α)

∑ h̄g j

j=1




(α)
(α)
â†j + â j σ̂+ + σ̂− =

M
j=1



(α)
(α)
2h̄ω j X̂ j σ̂+ + σ̂− ,

(α) p

∑ gj

one can ascertain the equivalence of these two quantities by assuming X̂ j is classical (X j (t)).
In the end, to efficiently evolve the MMST dynamics for the coupled electron-photonic dynamics,
one needs to first sample the initial distribution of X j and Pj according to Eq. (4.21) and second
transform all initial coordinates into EM fields according to Eq. (4.24). Similarly, for the electronic
DoFs, after sampling the initial condition using the action-angle coordinates (Eq. (4.23)), one transforms coordinates to the wave function picture using Eq. (4.25). Finally, for each trajectory, one
evolves the coupled Maxwell-Schrödinger equations in Eq. (4.27).
Calculating observables

Finally, within MMST dynamics, because we explicitly take both the

electronic and photonic ZPEs into account, when calculating observables, we need to exclude all
ZPE effects.
For example, because we initialize the electronic DoFs by a square distribution (see Eqs. (4.22)
and (4.23)), after transforming to the wave function representation (using cαk =

√1
2

(xαk + ipαk )),

this implies that our initial wave function (for each TLS α) will on average be normalized as
|cαg |2 + |cαe |2 = 1 + 2γ, i.e., on average each electronic level contains an additional γ. We call
this extra normalization electronic ZPE. And in practice, this ZPE is essential for recovering many
electrodynamical phenomena, e.g. spontaneous emission. See Sec. 4.4. Nevertheless, when calculating the electronic population for the excited state, one must subtract the electronic ZPE from the
raw average to obtain a reasonable answer:
(α)

ρee (t) = |cαe (t)|2 l − γ
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(4.30)

where h· · · il denotes taking the ensemble average over trajectories. Of course, if we were to sample
only the photonic ZPE and not the electronic ZPE, we could calculate the excited state population by
(α)

ρee (t) = |cαe (t)|2 l . Note that Cotton and Miller have used more sophisticated approaches (i.e.,
using symmetric windowing functions) with strong results for evaluating electronic populations[22,
87, 156], but we find that using Eq. (4.30) is good enough for our simulations below.
Similarly, when calculating the E-field intensity, the correct expression must be

I(r,t) = ε0 Ez2 (r,t) l − ε0 ∑ ε 2j sin2 (k j r)

(4.31)

j

Again, if we were to sample only the electronic ZPE and not the photonic ZPE, we would calculate
the intensity to be I(r,t) = ε0 Ez2 (r,t) l . Finally, note that when calculating observables, Eq. (4.30)
may predict negative populations or negative forces due to the subtraction of ZPEs[161, 162, 163,
164, 84]. So far, in our calculations with harmonic photonic fields coupled linearly to electronic
DoFs, we have found empirically that such side effects can be minimized by optimizing the value
of electronic ZPE (γ).
Comments on MMST dynamics
After reviewing MMST dynamics, we can summarize the relationship between MMST dynamics and other approaches in Fig. 19, where (from left to right) different methods are arranged in
descending order of computational cost. Working from the full QED Hamiltonian, one can propagate the light-matter dynamics by working under a truncated Hilbert space, e.g., by applying a
CIS or CISD (where ”D” denotes the doubly excited states) approximation, or by applying Dicke’s
model[1, 165], i.e., only symmetric wave functions are considered. By contrast, as we showed
above, one can also transform the QED Hamiltonian to Wigner phase space dynamics through an
MMST mapping. Exact Wigner dynamics will yield exact quantum dynamics; however, one usually performs MMST dynamics by assuming independent trajectories (which leads to enormous
computational savings). If the ZPEs are further neglected, MMST dynamics can be reduced to the
conventional Maxwell-Schrödinger equations, where only a single trajectory is needed for a given
simulation.
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Figure 19: Relationship between MMST dynamics and other quantum and semiclassical approaches. From left to right, approaches are arranged in the descending order of computational
cost.
Note that MMST dynamics do not invoke a rotating-wave approximation (unlike the CIS approximation). Instead, for MMST dynamics, the major approximation is to propagate independent trajectories, which originates from truncating all O(h̄2 ) terms in Eq. (4.13). According to the Wigner ex2

3

3

pansion, the leading term dropped is − h̄24 ∂∂ XH3 ∂∂ PρW3 , and given the form of H in Eq. (4.14), whereby
(α)

the only cubic term is proportional to the light-matter coupling strength g j , it is clear that (i)
(α)

MMST dynamics will be less accurate when the light-matter coupling strength g j

is very, very

large; (i) of course, MMST dynamics become less accurate for longer and longer times; By con(α)

trast, if the light-matter coupling is not very large (g j

 ω0 , ω j ) and the simulation time is not

very long, MMST dynamics should predict promising results, which will be shown in Sec. 4.4.
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4.3. Simulation Details

4.3.1. Quantum simulation

For our reference quantum simulations below, we will largely adapt the parameters in Ref. [133].
Using natural units ([c] = [h̄] = [ε0 ] = 1), we consider the case that each TLS has the same energy
√
(ω0 = 100) and the same transition dipole moment (µge = π/10), and the cavity length to be
L = 2π. Note that for the field Hamiltonian, a hard cutoff for the maximum photon energy is taken
such that ω max
= 2ω0 = 200. In total, M = 400 photon modes are used, so that neighboring phoj
ton modes have energy difference (∆ω) as 0.5. For a TLS (α) located at the middle of the cavity
(rα = L/2 = π), given the above parameters, according to Eq. (4.1b), the light-matter coupling
q
√
ω
(α)
(α)
strength with mode j is g j = h̄ε0jL µge sin(k j rα ) = 20j sin( jπ
2 ). After constructing the full quan-

tum Hamiltonian in Eq. (4.1) using the CIS basis, the wave function at any given time is directly

evaluated by calculating |ΨCIS (t)i = exp −h̄i Ĥt |ΨCIS (0)i. We calculate expectation values using
Eqs. (4.4)-(4.6).

4.3.2. MMST simulation

For MMST dynamics, we propagate Maxwell equations using the finite-difference time-domain
(FDTD) technique[166], according to which the E field and B field are propagated in a staggered
grid, as suggested by Yee[167]. In a 1D cavity, if we assume that the E field orients along the z-axis
and the B-field orients along the y-axis, according to the FDTD technique, Maxwell equations can
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be numerically discretized as:
 



∆t m
1
1
m
=
B k+
− By k −
∆x y
2
2


1
1
1
1
m+
m+
m+
Ez 2 (k) − Pz 2 (k)
Ez 2 (k) =
ε0
m+ 1
Ez 2 (k)

m+ 12

m− 1
Ez 2 (k) +

(4.32a)
(4.32b)

m+ 12

(Ngrids − 1) = 0


1
1
∆t
m+ 12
m− 12
m+1
m
By (k + ) = By (k + ) −
Ez
(k + 1) − Ez
(k)
2
2
∆x
Ez

(0) = Ez

(4.32c)
(4.32d)

where m = 0, 1, · · · denotes the index for time step, and k = 0, 1, · · · , Ngrids − 1 denotes the index
for the 1D spatial grids, and ∆x denotes the grid spacing. Here, in Eq. (4.32b), Pz (r,t) = Jz (r,t)∆t,
h
i
N
(α)
and Jz (r,t) = ∑ −2ω0 Im ρge (t) ξα (r), where ξα (r) denotes the spatial distribution of the i-th
α=1

atomic polarization density. To represent a collection of TLSs, we would like to follow Eq. (4.29)

and set ξα (r) = µge δ (r − rα ). However, in practice, for numerical stability, we use a Gaussian
2
√
− (r−rα )
form instead: ξα (r) = µge 2πσ e 2σ 2 , where σ denotes the width of each TLS. Eq. (4.32c)
defines the boundary conditions for the cavity: the E-field values at the boundaries are forced to
be exactly zero. As far as other parameters are considered, we set Ngrids = 5001 grid points with
∆x = L/(Ngrids − 1) = 2π/5000, ∆t = ∆x/2c, and σ = 10−3 .
Within FDTD, because the E- and B-fields are propagated in a staggered space-time grid (Yee cell),
the initial values of the E- and B-fields should also be set with a Yee cell framework:
r

2
0+ 1
ω j X j 2 sin(k j rk )
ε0 L
j
r

 


1
2µ0 0+1
∆x
0+1
By
k+
=∑
P cos k j rk +
2
L j
2
j
0+ 1
Ez 2 (k)

=∑

0+ 12

where rk = k∆x. Note that after sampling Pj

0+ 12

and X j

(4.33a)
(4.33b)

according to Eq. (4.21) at the same time
0+ 21

(0 + 12 ∆t), we need to evolve Pj for another half time step Pj0+1 = Pj

0+ 21 ∆t
2

− ω 2j X j

to calculate

B0+1
y .
To be compatible with FDTD, we propagate the electronic wave function via the split operator
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technique (which also uses half time steps):
1

i

|ψα m+ 2 i = e−h̄ V̂
(α)

Here, Ĥs

(α)

(α) ∆t
2

R

i

(α)

e−h̄ Ĥs

(α)

∆t −h̄i V̂ (α) ∆t2

e

(α)

= 12h̄ω0 σ̂z , V̂ (α) = − drEz (r)P̂z (r), and P̂z

1

1

|ψα im− 2

(4.34)



(α)
(α)
= µge ξα (r) σ̂+ + σ̂− . The initial

|ψα m+ 2 i is sampled according to Eqs. (4.23) and (4.25). Eqs. (4.32) and (4.34) form the splitoperator-finite-difference-time-domain (SO-FDTD) propagator.
During an MMST simulation, we calculate observables with Eqs. (4.30) and (4.31) by averaging
over a swarm of trajectories. Unfortunately, for our simulations, in order to eliminate random noise
from sampling ZPEs (for both electrons and photons), many trajectories are needed. In order to
calculate smooth population dynamics, we require 104 trajectories. In order to obtain a smooth
distribution of the E-field intensity, we need 106 trajectories because we sample 400 photon modes.
The simulation code (written in C++) and raw data are available at Github[168].

4.4. Results

MMST dynamics provide a systematic way to evaluate quantum dynamics for a coupled electronphotonic system. In this section, by modeling three fundamental cQED processes, we will show
that MMST dynamics sometimes recover very accurate quantum dynamics. The three fundamental
processes will be as follows: (i) spontaneous emission for a TLS in a cavity, (ii) modification
of the spontaneous emission rate for a chain of TLSs in a cavity when only the middle TLS is
excited initially, or (iii) Dicke’s superradiance and subradiance when all TLSs are initially excited
in a cavity. Before addressing these processes, however, we will make a short digression to show
how MMST balances both electronic and photonic ZPE effects to correctly achieve the stability
of the electronic ground state, which connects to notions of radiative self-interaction and vacuum
fluctuations suggested long ago[169, 170].
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Figure 20: Time evolution of the excited state population for a TLS in a 1D cavity starting from electronic ground state. We propagate MMST dynamics by (i) sampling both electronic and photonic
ZPEs (red solid line), (ii) sampling only electronic ZPE (blue dashed line), and (iii) sampling only
photonic ZPE (green dash-dot line). Note that, consistent with the DDC interpretation of QED,
we identify the effect of sampling electronic (photonic) ZPE as corresponding to radiative selfinteraction (vacuum fluctuations): self-interaction leads to the breakdown of electronic ground state
while vacuum fluctuations lead to spontaneous absorption. By contrast, considering both effects
leads to the stability of the electronic ground state. For parameters, the TLS is located at the center
of the cavity and all other parameters are the same as Sec. 4.3. 12800 trajectories are averaged for
all cases.
4.4.1. Stability of Electronic Ground State and the Physical Meanings of Sampling

In classical electrodynamics, the electronic ground state is never stable. For example, for a classical
model of a hydrogen atom (i.e., a negatively charged electron oscillating around a positively charged
nucleus with a certain orbital), the oscillating electron keeps loosing energy due to the radiative selfinteraction until the electron collapses to the nucleus. However, according to Dalibard, Dupont-Roc,
and Cohen-Tannoudji’s (DDC’s) QED calculation[169, 170], the electronic ground state is stable
because the energy gain from vacuum fluctuations exactly balances the energy loss due to radiative
self-interaction. In their interpretation, vacuum fluctuations denote how ”the reservoir fluctuates
and interacts with the polarization induced in the small system”, and self-interaction denotes how
”the small system fluctuates and polarizes the reservoir which reacts back on the small system”[169].
This quantum interpretation can be matched up exactly with the sampling in MMST dynamics: the
sampling of photonic ZPE should represent the effect of vacuum fluctuations, and the sampling of
electronic ZPE should represent the effect of self-interaction. Thereafter, one can test the DDC
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interpretation of QED semiclassically by modeling a single TLS in the ground state coupled to a
multimode cavity.
In Fig. 20, we show that, for a TLS in the ground state initially, when both electronic and photonic
DoFs are sampled with MMST dynamics (red solid line), the electronic excited state population is
always almost zero as a function of time, i.e., the electronic ground state is stable. By contrast,
sampling only the photonic ZPE (green dash-dot line) leads to spontaneous absorption: the excited state population goes up due to the presence of photonic ZPE, which agrees with the DDC
view of vacuum fluctuations — considering vacuum fluctuations only leads to spontaneous absorption. Vice versa, sampling only the electronic ZPE (blue dashed line) leads to the breakdown of
electronic ground state: the excited state population goes down to negative values, which agrees
with the DDC view of self-interaction — considering self-interaction only leads to the instability of
electronic ground state. Thus, MMST dynamics are in physical agreement with the DDC interpretation of QED, which adds a further twist to the Miller-Milonni disagreement about semiclassical
electrodynamics[67, 171].
Even more interestingly, the phase space evolution of electronic populations can also be evaluated
by MMST dynamics. For a TLS starting in the ground state (the same scenario as Fig. 20), Fig. 21
plots the phase space distribution for the ground and excited state populations at different times by
sampling trajectories. In each subplot, one black dot denotes a single trajectory, the red dot denotes
the center of all of the trajectories, and the color contour denotes the phase space distribution of
electronic populations, which is calculated by a Gaussian fit for the density of trajectories.
When both the electronic and photonic ZPEs are sampled, Figs. 21a-c plot the phase space distribution at time t = 0, π/3 and π. Similar to Fig. 20, the averaged excited state population (red dot)
is always zero, showing the stability of the electronic ground state. Interestingly, the exact shape
of the distribution slightly varies from an initial square to a triangle (from t = 0 to π/3) and the
shape then stabilizes as a triangle (from t = π/3 to π). This finding suggests that initializing with a
triangular phase space distribution (at t = 0) could be a better choice than a naive square distribution
(as in Eq. (4.23)), because the triangular phase space distribution seems to be time-invariant under
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Figure 21: Time evolution of the phase space distribution for the electronic ground (x-axis) and
excited state (y-axis) populations associated with Fig. 20. In each subplot, there are 512 black
dots, each represents one MMST trajectory. The red dot denotes the average of the trajectories,
and the colored contour denotes the electronic phase space distribution calculated by a Gaussian
fit of the density of trajectories. From left to right, we plot the electronic phase space distribution
at times t = 0, π/3 and π when (i) both electronic and photonic ZPEs are sampled (Figs. 21a-c),
(ii) only electronic ZPE is sampled (Figs. 21d-f), and (iii) only photonic ZPE is sampled (Figs.
21g-i). Note that when both electronic and photonic ZPEs are sampled, the shape of phase space
distribution can be roughly preserved and stabilized in a triangular shape, while sampling either
electronic or photonic ZPE leads to the dramatic changes of shape for the phase space distribution.
In practice, sampling only electronic ZPE leads to negative excited state population, while sampling
only photonic ZPE leads to positive excited state population.
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Figure 22: Time evolution of the electronic population for a TLS in a 1D cavity when the TLS
starts from the electronic excited state. All other parameters are the same as Fig. 20. The solid
(dashed) lines denote the excited (ground) state population. Note that compared with the QED calculation (black line), MMST (red line) describes both the initial exponential decay and the Poincaré
recurrence very well.
equilibrium when the TLS interacts with the vacuum field. Indeed, a recent improvement of MMST
dynamics — the symmetrical quasiclassical windowing (SQC) dynamics[22, 87] — suggests that
an initial triangular distribution (rather than square) can really improve the performance of SQC
dynamics in practice. Nevertheless, because an initial square distribution can already qualitatively
predict the preservation of phase space area and can also predict relatively accurate quantum dynamics (which will been shown below), we have stuck with a square distribution for the electronic
DoFs throughout this paper.
By contrast, when only the electronic ZPE is sampled (Figs. 21d-f) or only the photonic ZPE is
sampled (Figs. 21g-i), under time evolution, the phase space area of the electronic populations is
not preserved even qualitatively, again showing the necessity of sampling both the electronic and
photonic ZPEs.

4.4.2. Spontaneous Emission for a TLS

After illustrating the physical meaning of sampling ZPE, we will now show that MMST dynamics
can capture very accurate quantum dynamics for certain coupled electron-photonic systems. To
begin with, we investigate the simplest scenario — spontaneous emission for a single TLS in a
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Figure 23: Contributions of self-interaction and vacuum fluctuations for Fig. 22 as predicted by
MMST dynamics. Note that at the initial stages (t ≈ 0), self-interaction and vacuum fluctuations
contribute to exponential decay almost equally. By contrast, at later times (t = 2π), self-interaction
is mostly responsible for the Poincaré recurrence.
cavity.
For a TLS in a free vacuum (L → ∞), the excited state population for the TLS decays exponentially
with the Fermi’s golden rule (FGR) rate:

1D
kFGR
=

2
ω0 µge
ε0h̄c

(4.35)

In the cavity with finite L, the process is different. Before the EM field emitted by the TLS hits the
cavity mirror, the TLS decays as in the free vacuum. However, due to the existence of the cavity
mirror, the emitted EM field can reflect back and re-excite the TLS, known as a Poincaré recurrence.
Fig. 22 plots the time evolution of the electronic populations for spontaneous emission of a single
TLS in a 1D cavity with length L = 2π. The solid lines denote the excited state population and the
dashed lines denote the ground state population. In general, MMST dynamics (red lines) predict
almost the same population dynamics as QED (black lines): initially, because the TLS locates at the
center of the cavity, when t < π, the excited state population of the TLS exponentially decay with
1D ; later, at t = 2π, Poincaré recurrence occurs and the TLS is re-excited. One interesting
rate kFGR

finding in Fig. 22 is that although MMST dynamics predict the initial populational decay relatively
well, this approach considerably underestimates the height of the Poincaré recurrence. Such an underestimation must come from the independent-trajectory assumption in MMST dynamics. MMST
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Figure 24: Real-space distribution of the E-field intensity from time 0 to 3π (from bottom to top)
associated with Fig. 22. Here we average over 1.28 × 106 trajectories, and all other parameters
are the same as in Fig. 22. Note that MMST dynamics (red solid line) are quite accurate here.
There is one hiccup: MMST predicts non-vanishing intensity oscillations (ranging from negative
to positive values) at r = L/2 = π. Averaging over the neighboring 50 grid points (cyan dash-dot
line) eliminates such oscillations and the final coarse-grained MMST results agree very well with
the QED calculation (black dashed line); see Appendix 4.6 for a detailed discussion for the ”middle
oscillations”.

97

Excited state population

1 TLS near mirror, r = λ/2

1 TLS near mirror, r = λ/4

1.00
0.75
MMST
QM
free space decay

0.50
0.25
0.00
0

0.2π

0.4π 0.6π
time (t)

0.8π

1.0π 0

0.2π

0.4π 0.6π
time (t)

0.8π

1.0π

Figure 25: Time evolution of the excited state population when the TLS near the cavity mirror. In
the left (right) subplot, the TLS is close to the cavity mirror with distance r = λ /2 (r = λ /4), where
λ = 2π/ω0 . All other parameters are the same as in Fig. 22. Compared with the free space decay
for a single TLS (gray solid line), MMST dynamics (red solid line) predict the inhibition (left) or
enhancement (right) of spontaneous emission rate when r = λ /2 or r = λ /4 respectively; these
results agree relatively well with the exact QED calculations (black dashed line).
dynamics cannot capture all coherence effects and, for long times, such errors will necessarily be
amplified. Throughout this paper, because we are interested in the dynamics for not very long times,
MMST dynamics perform relatively well.
Having identified the physical meanings of the ZPEs in MMST dynamics, we can now use MMST
dynamics to investigate the respective contribution of self-interaction (vacuum fluctuations) to both
the initial decay and the Poincaré recurrence. As shown in Fig. 23, at the initial stages of spontaneous emission (t ≈ 0), both self-interaction (blue dashed line) and vacuum fluctuations (green
dash-dot line) contribute to spontaneous emission almost equally, which agrees with DDC’s calculation of spontaneous emission in free space[169, 170]. After the initial exponential decay (t = π),
just as in Fig. 20, consideration of only self-interaction leads to the breakdown of the electronic
ground state, and consideration of only vacuum fluctuations leads to spontaneous absorption. Finally and very interestingly, the MMST dynamics in Fig. 23 inform us that a Poincaré recurrence
(t = 2π) is caused mostly by self-interaction rather than vacuum fluctuations.
Apart from electronic population dynamics, MMST dynamics can also capture accurately the evolution of the real-space distribution for the E-field intensity. In Fig. 24, we plot the real-space
distribution of the E-field intensity from time t = 0 to t = 3π (from bottom to top) with time interval
0.3π. When 1.28 × 106 trajectories are averaged, MMST dynamics (red solid line) agree with QED
98

(black dashed line) very well: Initially the EM field is generated from the cavity center (where the
TLS is located); at t = π, the emitted EM field reaches the cavity mirror; at t = 2π, the emitted EM
field propagates back to the cavity center and re-excited the TLS; at later times, the excited TLS
emits another small EM bump after the wavefront. The only difference between MMST dynamics
and exact dynamics, however, is the non-vanishing intensity oscillations at the cavity center ranging
from negative to positive values. On the one hand, from our perspective, the negative values of the
MMST intensity oscillations in Fig. 24 appear to be the result of numerical errors in the FDTD
simulations.

In practice, if we take a coarse-grained average (cyan dash-dot line) of the MMST

results (red solid line) by averaging over the neighboring 50 grids points (where we use 5001 grids
points for the cavity), the negative-value feature is completely smoothed away. As shown in Appendix 4.6, this negative feature also vanishes if the FDTD propagator is replaced by propagating
X j and Pj directly. On the other hand, by including the doubly excited state (while we use only
the CIS approximation), quantum calculations actually predict a putatively similar non-vanishing
middle peak[41], which would almost imply that the MMST results may contain more information
than the CIS quantum results (which do not have a middle peak). And yet, because the size of
these MMST middle oscillations can depend sensitively on the size of basis we use for propagating
MMST dynamics, our overall conclusion is that we should be very hesitant to attribute too much to
these MMST oscillations. See Appendix 4.6 for a detailed discussion for the ”middle oscillations”.
Next, note that, for all of results above, the TLS has been set at the center of the cavity (r = L/2).
(α)

In QED, because the light-matter coupling term g j

is proportional to sin(k j rα ) (see Eq. (4.1b)),

the spontaneous emission rate will be strongly modified by changing the location of the TLS. For
example, if the TLS is close to the cavity mirror with distance r = λ /2 (where λ = 2π/ω0 denotes
the wavelength of the emitted EM field by the TLS), because the resonant cavity mode (k0 = ω0 /c)
completely decouples to the TLS (sin(k0 r) = 0), the spontaneous emission rate should be strongly
inhibited. Encouragingly, this scenario is correctly predicted by MMST dynamics. On the left of
Fig. 25, we plot the excited state population for a TLS when this TLS is initially set reasonably
close to the left mirror with distance λ /2, where λ = 2π/ω0 denotes the intrinsic wavelength for
the TLS. When time t < λ /2c, the EM field emitted by the TLS has not yet hit the left mirror, and so
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the TLS must evolve as in the free space (i.e., spontaneous decay with a Fermi’s golden rule rate),
which corresponds to the short quick decay in Fig. 25(left). However, when t > λ /c, because the
reflected EM field returns to engage the TLS, the EM field felt by the TLS is actually an interference
between the reflected EM field at earlier time (t − λ /c) and the emitted EM field at current time (t).
Due to the distance to the mirror, such interference can be either constructive or destructive. For
destructive interference, as shown in Fig. 25(left), the excited state population decays much slower
after t = λ /c. When the distance to the mirror is changed from λ /2 to λ /4, as shown in the Fig.
25(right), the interference is constructive, and a faster-than-free-space decay can be observed.

4.4.3. Modification of Spontaneous Emission for an Array of TLSs

After investigating spontaneous emission for a single TLS in the cavity, we now move to a more
complicated case: an array of N = 101 equally spaced TLSs in the cavity, but we assume that
only the middle TLS (which is located at the cavity center) is excited initially; this scenario can
be solved quantum-mechanically within the CIS ansatz. By changing the spacing a between the
TLSs, the population decay for the middle TLS can be significantly modified due to constructive or
destructive interference between the emitted EM fields by TLSs.
Fig. 26 plots the population decay for the middle TLS with different spacing a. Overall, MMST
dynamics (red line) predict almost the same results as QED (black line): When a = λ /2 (Fig. 26a),
1D
the spontaneous emission of the middle TLS is inhibited — the decay rate is smaller than kFGR

(gray line). By contrast, when a = λ /4 (Fig. 26b), the spontaneous emission of the middle TLS
1D . Finally, when a = 0 (Fig. 26c), the spontaneous
is enhanced — the decay rate is larger than kFGR

emission of the middle TLS is strongly inhibited. Interestingly, the decay behavior in Figs. 26a-b is
very close to Fig. 25, suggesting that the effect of the surrounding TLSs is very similar to the effect
of a cavity mirror[172]. However, the intrinsic quantum mechanism for modifying the spontaneous
emission rate in Fig. 26 is different from Fig. 25: the rate modification in Fig. 26 comes from the
different decay rates of the bright or the dark states formed by N TLSs, while the rate modification
in Fig. 25 comes from the interference with the reflected EM field.
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Figure 26: Time evolution of the excited state population for the excited TLS in the 1D cavity. For
parameters, we set N = 101 identical TLSs equally spaced at the center part of the cavity and only
the middle TLS is excited. From left to right, the spacing between the neighboring TLSs is a = λ /2,
λ /4, and 0, where λ = 2π/ω0 . All other parameters are the same as Fig. 22. Compared with the
free space decay for a single TLS (gray line), MMST dynamics (red line) predict both enhancement
and inhibition of the spontaneous emission rate when changing spacing a in a similar way as the
QED calculation (black line).

4.4.4. Dicke’s Superradiance for a Collection of Excited TLSs

In the previous two subsections, only one TLS was excited initially, which can be easily propagated
quantum-mechanically even when N is large. By contrast, if we assume that all TLSs are excited
initially, propagating the full (both electronic and photonic) quantum dynamics becomes impossible
for more than a few TLSs. One specific example of this scenario is Dicke’s superradiance[1], where
all TLSs are located within one wavelength in the free vacuum. For Dicke’s superradiance problem,
due to the coherence between TLSs, the spontaneous emission rate for a single TLS is proportional
to the number of total TLSs N.
Even though a full quantum simulation cannot be performed here, MMST dynamics can be easily
propagated. To model Dicke’s superradiance, here we assume that all TLSs are located at the
center of the cavity and start in excited state. As shown in Fig. 27a, with an increasing number
of TLSs, the initial exponential decay is accelerated. Quantitatively speaking, by fitting the initial
exponential decay to obtain an effective rate (i.e., supposing ρ̄ee (t) = exp(−k f it t)), we find that
MMST dynamics can capture the linear scaling of the decay rate as a function of N correctly; see
Fig. 27b. More interestingly, because this simulation is performed in cavities, MMST dynamics
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Figure 27: MMST dynamics for Dicke’s superradiance: (a) time evolution of the averaged excited
state population [ρ̄ee (t)] for the TLSs with N = 1 (red dashed), 7 (cyan solid), and 35 (blue solid)
TLSs; (b) the fitted initial decay rate as a function of number of TLSs, where the red dots denote
simulation data points. Here all N TLSs are located at the center of the cavity (r = L/2) and start in
the excited state. For each simulation, the simulation time step is set to ∆t = ∆x/10c, and all other
parameters are the same as Fig. 22. Note that the linear scaling of the fitted decay rate (kfit ∝ N)
agrees with Dicke’s prediction[1]. More interestingly, MMST dynamics also predict that when N
increases, the peak of the Poincaré recurrence is enhanced and the recurrence narrows in time.
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Figure 28: Time derivative of the averaged excited state population (d ρ̄ee (t)/dt) associated with
Fig. 27 (left) during the initial population decay. Note that MMST dynamics (with classical EM
fields) predict values for d ρ̄ee (t)/dt which are consistent with the mean-field solution in Eq. (4.36)
(black lines).
also predict a change in the Poincaré recurrence as a function of the number of TLSs N, i.e., when
N increases, the peak of the Poincaré recurrence is enhanced and the recurrence narrows.
Going beyond a simple rate expression, one might ask: do MMST dynamics predict the correct
population dynamics during the initial population decay? For example, according to a mean-field
treatment of Dicke’s superradiance, the time derivative of the averaged excited state population
d ρ̄ee (t)/dt for N TLSs obeys[165]
 1D
−2
1D N 
kFGR N
d ρ̄ee (t) kFGR
=
cosh
(t − tD )
dt
4
2

(4.36)

where tD denotes the delay time, at which d ρ̄ee (t)/dt takes the maximum value. Eq. (4.36) not only
shows that the spontaneous emission rate is proportional to N, but also implies that

d ρ̄ee (t)
dt

has a burst

at the delayed time tD (instead of at time zero). Can this feature be captured by MMST dynamics?
We answer this question in Fig. 28. By plotting the time derivative of the averaged population
dynamics (d ρ̄ee (t)/dt), we show that MMST dynamics do capture almost the same d ρ̄ee (t)/dt as
the mean-field expression in Eq. (4.36) during the initial population decay, where the delay time
(tD ) in Eq. (4.36) is taken from the MMST results.
We note that Fig. 28 already characterizes the basic features of superradiance, showing the use-
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Figure 29: Delay time statistics for Dicke’s superradiance. (a) Time evolution of d ρ̄ee (t)/dt for
different MMST trajectories when N = 35. There are five thin colored lines, each represents one
MMST trajectory and the bold blue line denotes the averaged MMST trajectory as shown in Fig.
28. Note that the delay times for MMST trajectories exhibits strong fluctuations. (b) Statistics of the
delay time for different number of TLSs. For MMST dynamics, when taking the statistics over 1000
trajectories, the expectation value (red dots) and standard deviation (red error bars) of the delay time
agree surprisingly well with the quantum estimate (black) as shown in Eq. (4.37).
fulness of MMST dynamics. However, due to the quantum fluctuations of the initial phase of the
superradiance process, the observed delay time exhibits some uncertainties from one experimental
realization to another, which can not be predicted by the mean-field expression in Eq. (4.36). A
quantum estimation suggests that the statistics of the delay time should obey[165]:
N
1
1
∑
1D
NkFGR s=1 s
q
∆tD =
tD2 − htD i2 ∼

htD i ∼

(4.37a)
1
1D
NkFGR

s

N

1

∑ s2

(4.37b)

s=1

At this point, keen readers might ask: can MMST dynamics also predict such statistics of the delay
time for superradiance? Indeed, by further investigating the dynamics of d ρ̄ee (t)/dt for different
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Figure 30: Dicke’s subradiance for an array of equally spaced TLSs with separation a = λ /4; all
other parameters are same as in Fig. 27. The system starts with all N TLSs excited. (a) Time
evolution of the averaged excited state population (ρ̄ee (t)) for the TLSs with N = 1 (red dashed),
7 (cyan solid), and 35 (blue solid) TLSs. The dash-dot lines denote the biexponential fit (i.e.,
ρ̄ee (t) = A exp(−kst) + (1 − A) exp(−k f t), where ks and k f denote the slow and fast decay rates).
(b) The fitted slow decay lifetime (1/ks ) as a function of N. Note that the subradiant lifetime displays
a linear scaling as a function of N (1/ks ∝ N).
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MMST trajectories, in Fig. 29a we show that the delay times for different MMST trajectories (thin
colored lines) exhibit strong fluctuations. The fluctuations of the delay time of MMST trajectories
reflect dynamics beyond the mean-field description in Eq. (4.36). Most interestingly, as shown in
Fig. 29b, by plotting the statistics of the delay times for 1000 MMST trajectories, we find that
the expectation value (red dots) and the standard deviation (red error bars) of the delay time agrees
surprisingly well with the quantum estimation (black, see Eq. (4.37)).
After demonstrating Dicke’s superradiance for a sample of TLSs at a single point in space, we now
consider a different limit: when the separation (a) between TLSs is comparable with the emitted
wavelength (λ ). In this limit, because the dark states can also couple to the environment, the collective emission behavior is no longer superradiant. For an array of N equally spaced TLSs with
separation a = λ /4 for example, Fig. 30a shows the MMST results for the averaged excited state
population (ρ̄ee (t)) as a function of time. For N > 1, the decay behavior is indeed no longer exponential: after a fast initial decay, ρ̄ee (t) demonstrates a slow decay in the long times. By further
fitting ρ̄ee (t) with a biexponential function (i.e., A exp(−kst) + (1 − A) exp(−k f t), where ks and k f
denote the slow and fast decay rates), we extract the slow decay rate ks for different N. As shown in
Fig. 30b, the subradiant decay lifetime (1/ks ) exhibits near linear scaling as a function of N, which
agrees with recent cold-atom experiments[173, 174].

4.5. Discussion and Conclusion

In summary, we have used MMST dynamics to solve a specific coupled electron-photonic system
in cQED — a collection of N TLSs coupled to a multimode cavity. The spirit of MMST dynamics
is to approximate quantum dynamics by sampling independent quasiclassical trajectories in Wigner
phase space, the initial conditions of which are determined by sampling both the electronic and
photonic ZPEs. MMST dynamics are ideal for electron-photonic systems, because photons are
intrinsically harmonic. Because propagating Cartesian coordinates is unnecessarily cumbersome,
we have chosen to propagate the coupled Maxwell-Schrödinger equations via a split-operator-finitedifference-time-domain (SO-FDTD) propagator in order to reduce the computational cost for each
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trajectory.
Armed with the appropriate subroutine for MMST dynamics, we find that this algorithm can provide
an intuitive and practical way to identify the respective contributions of self-interaction and vacuum
fluctuations: sampling electronic ZPE reflects radiative self-interaction and sampling photonic ZPE
reflects vacuum fluctuations. Near the ground state, these two effects balance each other, and so
it is perhaps not surprising that traditional mean-field (Ehrenfest) dynamics (without any ZPE) become accurate in this limit[145, 14, 149, 26]. By contrast, at high saturation limit, while traditional
mean-field (Ehrenfest) dynamics usually fail, MMST dynamics can still recover accurate quantum
dynamics, at least for the test cases studied here: (i) MMST dynamics accurately capture the initial
exponential decay, the Poincaré recurrence, and the position dependence of the spontaneous emission rate for a TLS in a cavity. (ii) For an array of N = 101 equally spaced TLSs in a 1D cavity and
with only the middle TLS excited initially, MMST dynamics predict the modification of exponential
decay (i.e., enhancement and inhibition) accurately as a function of the spacing between TLSs. (iii)
MMST dynamics can model Dicke’s superradiance and subradiance (i.e., when all TLSs are excited
and located within one wavelength) and correctly predict the quantum statistics of the delay time.
With these exciting findings of MMST dynamics in mind, we end this paper with several questions,
which need to be answered for future improvement:
(i) First, note that the computational cost of MMST dynamics is relative expensive: it usually requires 104 − 106 trajectories for convergent results, thus preventing the application of MMST dynamics to more realistic systems (e.g., a three-dimensional cavity). Therefore, our first question
is: are there enhanced sampling techniques for recovering the same-level MMST results with fewer
trajectories?
(ii) Second, currently MMST dynamics require sampling a lot of cavity photon modes. When
considering a free space problem, however, in principle we need to sample infinitely many modes,
i.e. a continuous number of photon modes to avoid any potential Poincaré recurrences, and sampling
so many modes will be difficult in practice. Is there a better way to generalize MMST dynamics to
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free space?
(iii) Third, in general, quasiclassical MMST (or LSC-IVR) dynamics are known not to recover the
correct equilibrium distribution, or even obtain detailed balance for a given quantum subsystem[160].
In general, ZPE leakage is a big problem[159, 160]. However, the electron-photonic case is potentially special because the photon bath is exclusively harmonic, whereas ZPE leakage is normally
associated with anharmonic modes. Moreover, with harmonic surfaces, one never encounters negative forces[84] that can also lead to unstable MMST trajectories. Nevertheless, Hoffmann et al have
recently shown that ZPE leakage does become a problem with three-state electronic models (rather
than two-state models)[29]. Thus, one must inquire: might SQC dynamics[22, 87, 156] and similar
approaches provide better results in this limit?
(v) Fourth, MMST dynamics have (to date) usually been applied to coupled electron-nuclear systems; can we directly apply MMST dynamics to coupled electron-nuclear-photonic systems for
simulating realistic systems[175]?
There is a great deal of work to be done at the intersection of semiclassical dynamics and quantum
electrodynamics.

4.6. Appendix: The Middle Oscillations in Fig. 24: Numerical Error or Polariton?

When considering Fig. 24, note that a few references have reported a similarly non-vanishing
peak in the E field located at the middle of a 1D cavity (rather than the oscillations in Fig. 24)
when modeling spontaneous emission and the claim has been made that this peak represents a
polariton[41, 30]. Now, guided by causality, one would presume that before the emitted EM field
hits the cavity mirrors, the TLS should behave in a cavity the same as in free space[31]. Therefore,
the existence of a middle peak in Refs. [41, 30] (or the middle oscillations in Fig. 24) arise(s) two
obvious questions: (i) Is the middle peak in Refs. [41, 30] real or the result of numerical errors in a
quantum calculation? (ii) Are the middle oscillations in Fig. 24 real or numerical errors in MMST
dynamics? Our current belief is that these two questions need not be linked.
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Figure 31: Real-space distribution of the E-field intensity as predicted by four different numerical
treatments: (a) a replot of Fig. 24, i.e., initializing the EM field with 400 photon modes and propagating the EM field with FDTD; (b) the same as Fig. 31-a but the initialization is with only 100
photon modes (centered at ω0 ); (c) initializing 400 photon modes and propagating {X j , Pj } directly;
(d) the same as Fig. 31-c but initializing only 100 photon modes. The bottom subplots are the corresponding zoom-in near the cavity center corresponding to the top zoom-out subplots. Note that
the negative-value feature of the ”middle oscillations” in Figs. 31-a,b appears to be the result of
numerical error with FDTD, and the middle MMST peak in Fig. 31-c disappears with fewer photon
modes.
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For the first question, our quantum simulation cannot (unfortunately) provide a definite answer. In
our simulations, the use of the CIS basis implies that all counter rotating-wave terms for the lightmatter coupling have been ignored. In order to investigate whether the middle peak is real or not,
however, one would need to consider the effect of such counter rotating-wave terms and use (at least)
the two-photon states (i.e., the CISD approximation). For the results presented in Refs. [41, 30], the
CISD approximation is used, and the middle peak is observed. Hence, one must presume that the
middle peak is real and comes from the effect of counter rotating-wave terms.
For the second question, because MMST dynamics do not invoke the rotating-wave approximation,
this approach has the potential to predict the middle peak correctly, and the putative similarity
between the quantum middle peak and the MMST middle oscillations might even indicate that
MMST dynamics can also predict this interesting quantum feature. However, as shown in Fig. 24,
the middle oscillations in MMST dynamics contain negative values, which is not encouraging. To
that end, let us now investigate the origin of this negative-value feature in more detail.
For all results presented above, we initialized the EM field with M = 400 photon modes and propagated the EM field by the FDTD algorithm; see Sec. 4.3 for details. This numerical treatment leads
to the E-field distribution shown in Fig. 24. To facilitate our discussion, here we will replot Fig. 24
in Fig. 31-a; in Fig. 31-e we zoom in near the cavity center.
In order to understand the origin of the middle oscillations, we have now run the following additional
simulations: (i) We initialize the EM field with fewer photon modes (say, M = 100 modes centered
at ω0 with frequency spacing ∆ω = 0.5) but still propagate the EM field with FDTD; in this case,
the middle oscillations do not disappear. See Figs. 31-b,f. (ii) As reported in Refs. [30, 29], if
we directly propagate M = 400 photon modes (i.e., propagating {X j , Pj }) — rather than running
FDTD — the middle oscillations are replaced by a non-vanishing middle peak, which is close to the
quantum result with a CISD basis. See 31-c,g. (iii) Finally, if only M = 100 photon modes (centered
at ω0 ) are propagated directly (i.e., not with FDTD), the middle peak almost completely disappears;
see Figs. 31-d,h.
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From the simulations above, we must conclude that the the negative-value feature of the middle
oscillations in Fig. 24 arises from the numerical errors with FDTD. Because reducing the number
of the off-resonant photon modes leads to the disappearance of the middle peak when propagating X j
and Pj , it appears that MMST dynamics cannot predict the middle peak in a reliable and consistent
fashion. As an alternative, the peak may arise from the ZPE leakage from MMST dynamics[159,
160]. More analysis of this feature will be needed in the future.
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CHAPTER 5 : ON THE ORIGIN OF GROUND-STATE VACUUM-FIELD CATALYSIS:
EQUILIBRIUM CONSIDERATION
This chapter was adapted from Ref. [176].

5.1. Introduction

Strong light-matter interactions can significantly modify the intrinsic properties of matter by forming hybrid light-matter states (i.e., polaritons)[8]. The most common manifestation of this interaction is the Rabi splitting[177, 178, 107, 179],
√
ΩN = 2 Ng0 ,

(5.1)

where N is the number of closely spaced (relative to the wavelength) molecules, resulting from the
coupling g0 between the molecular transition and a resonant cavity mode. Moreover, due to the
modification of the molecule’s electronic levels, properties such as the energy transfer rate[180],
conductivity[181], and the photochemical (i.e., light induced chemical change) reaction rates[137,
138, 182, 142] can also be changed by strong light-matter interactions. The Rabi splitting in Eq.
(5.1) was recently observed[183, 184] in the case of vibrational strong coupling (VSC) — when an
infrared cavity mode is resonantly coupled to a molecular vibrational mode. More intriguingly, it
has been argued that the effect of VSC on the ground-state potential energy surface (PES) can result
in an N-dependent modification of chemical reaction rates in the absence of external pumping, an
effect termed vacuum-field catalysis[185, 186]. Indeed, such behaviors were reported recently[9,
187, 185, 10, 188].
This effect has attracted great attention of late as a novel manifestation of strong molecules–radiation
field coupling with possible implications for catalysis. However, the physics underlying this behavior remains unclear. The difficulty is illustrated[189, 190, 191, 141] by considering the following
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quantum Hamiltonian[192, 35, 193] used to analyze VSC effects (we set h̄ = 1):
N

N

i=1

i=1

ĤRWA = ω0 â† â + ∑ ω0 b̂†i b̂i + ∑ g0 (âb̂†i + â† b̂i )

(5.2)

where ω0 denotes the energy of the cavity mode and molecular vibrations (assuming all are at resonance), and â (â† ) and b̂i (b̂†i ) denote the creation (annihilation) operators for the cavity mode and
the i-th vibrational mode, respectively. Note that the rotating-wave approximation (RWA) is taken
in Eq. (5.2), which is a good approximation at resonance and when ΩN  ω0 . Diagonalizing Eq.
(5.2) leads to a pair of polariton states [known as the upper (UP) and lower (LP) polaritons] with
frequency difference ΩN between them, and the remaining N − 1 quantum states (known as the
dark states) are totally decoupled from the cavity mode. Excitation from the ground state populates
the polaritonic modes, however it is not clear that these modes can affect the rate of a process in
which a single molecule undergoes a chemical change. Put differently, at thermal equilibrium most
molecules are in the ground state and most of those with thermal energy of the order h̄ω0 populate
dark states, evolving just like bare molecules. Such a picture would not seem to agree with the
experiments described above and although a few theoretical studies have investigated VSC assisted
vacuum-field catalysis[140, 141, 186], to the best of our knowledge, a convincing and universal
theory for the dependence on molecular density is still unavailable. For example, if one posits that
an unknown mechanism were to force the UP or LP states to be a doorway to a chemical reaction,
then the activation energy change should shift linearly with ΩN [186], in contrast with recent studies demonstrating that both the entropy and enthalpy of chemical reactions vary nonlinearly as a
function of ΩN [194].
Another way to look at the cavity effect on chemical reactions is to adhere to standard chemical
rate theory when considering the possible effect of multimolecular coupling to cavity mode(s) on
the chemical rate. Recent experiments indicate that ”vacuum-field catalysis” is a collective effect,
sometimes involving a macroscopic number of molecules[9, 187, 185, 10]. For such system sizes
any full quantum treatment beyond the harmonic level is computationally very expensive. However,
as often observed in chemical rate calculations, a classical picture should already contain the essence
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of the effect, with quantum effects providing additional corrections.
Chemical rate processes can be observed in different regimes. The simplest and most widely used
picture is transition state theory (TST), which rests on the assumption that reactant(s) maintain
an equilibrium distribution in their configuration/velocity space even under conditions of chemical
non-equilibrium. In its classical unimolecular form, this theory assumes that a molecule undergoes
the considered chemical change when its reaction coordinate x reaches a certain position (”transition configuration”). The probability to reach this configuration is determined, according to the
equilibrium assumption, by the potential of mean force (PMF, [195, 196]) or free energy function,
F(x), defined by

exp [−β F(x)] ≡

Z

drN

Z




dpN δ x − x̄(rN ) exp −β H(pN , rN )

(5.3)

where β = (kB T )−1 , rN = (r1 , · · · , rN ) is the configuration vector of the N-particle system and
x = x̄(rN ) defines the reaction coordinate. At this level of description, assuming that the molecular
reaction coordinate itself is the same in and out of the cavity, the cavity effect on the reaction rate
amounts to a change in the PMF and in particular the barrier height (i.e., activation energy) for the
relevant potential.
In this paper we investigate the implications of these considerations, as well as some of their quantum counterparts, for possible cavity effects on chemical rates. Within the context of classical nuclei and classical photons, we find that the PMF associated with the reaction coordinate of a single
molecule can be modified by the cavity environment. However, the dependence of this modification
on the number of molecules interacting with the cavity can result only from the cavity effect on intermolecular interactions. Such cavity effects are not necessarily related to the resonant interactions
with a cavity mode, and are identical to similar effects previously studied using image potential
considerations[197, 198, 199, 200, 201]. Admittedly, there is one nuance here: one can separate the
effects of intermolecular interactions from the effects of intramolecular interactions rigorously only
within classical mechanics. Nevertheless, from the treatment below, we conclude that VSC catalysis cannot be directly explained through static equilibrium considerations when classical nuclei and
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photons are assumed. It should be emphasized that this conclusion does not preclude possible cavity effects as originating from inherently non-equilibrium effects that can dominate chemical rates
in other dynamical regimes; as will be shown below, it is also possible that quantum mechanical
effects could in principle lead to some collective effects on the PMF — though for now we will
hypothesize that such collective effects are unlikely.
A specific outline of the paper below is as follows. In Sec. 5.2 we consider the implication of
the interaction of N identical molecules with the cavity field under the assumption that the cavity
environment does not modify the direct intermolecular Coulombic interactions on the PMF associated with any single molecule. Working in the Coulomb gauge, we show that while the cavity
environment does modify the single-molecule PMF, this modification does not depend on N. This
observation should not of course be gauge dependent and indeed we validate this observation in
the equivalent dipole gauge (Power–Zienau–Woolley Hamiltonian[202, 13]) representation which
provides a somewhat different perspective of this issue. Now while disregarding cavity effects on
the intermolecular Coulombic interactions may sometimes be a good approximation, it is fundamentally inconsistent with the theory of light-matter interaction, where a proper balance between
such interactions and those mediated by the longitudinal part of the radiation field is required for
achieving a fully retarded character of these interactions. Thus, in Sec. 5.3 we reexamine this issue of intermolecular interactions by using a reasonable set of parameters, and conclude that the
cavity effects on intermolecular interactions are too small to explain observations of VSC-induced
collective (namely N-dependent) effects on chemical rates (at least within the context of classical
nuclei and photons). Finally, in the Appendix, we address the question of the PMF in the context
of quantum nuclei and photons using a path integral approach, but we are unable to establish with
complete rigor whether the PMF is modified in any collective way; future numerical work will be
needed in this regard [48].
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5.2. Potential of Mean Force

5.2.1. Single-cavity-mode approximation

We start with the standard Coulomb-gauge expression for the Hamiltonian of a system of charges
interacting with the radiation field represented by a single cavity mode of frequency ω (the formulation remains the same if a sum over cavity modes is taken)

Ĥ = ∑
i

2
1 
p̂i − Zi eÂ(r̂i ) + V̂Coul ({r̂i }) +h̄ω â† â
2mi

(5.4)

Here â† (â) denote the creation (annihilation) operator of the cavity mode, e denotes the electronic
charge, mi , p̂i , r̂i are the mass, momentum and position of the i-particle of charge Zi e, respectively.
V̂Coul ({r̂i }) denotes the electrostatic interaction between all charged particles and
Â(r) =

s



h̄
ξ exp(ik · r)â + exp(−ik · r)â†
2ωΩε0

(5.5)

denotes the vector potential of the electromagnetic field. ε0 is the vacuum permittivity while Ω, ξ ,
and k denote the cavity volume, mode polarization, and wave vectors that satisfy ξ · k = 0. Next,
we make the long-wave approximation, assuming that the size of the molecular ensemble is much
smaller then the wavelength of the cavity mode (or when many modes are considered — of all
relevant modes). In this case Eq. (5.5) can be approximated by

Â(0) =

s


h̄
ξ â + â†
2ωΩε0

(5.6)

The molecular system is characterized by the total dipole moment

µ S = ∑ Zi er̂i
µ̂
i
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(5.7)

which may be also grouped into the dipole moments of the individual molecules (indexed by n)

µ n ; µ̂
µ n = ∑ Z j er̂ j
µ S = ∑ µ̂
µ̂
n

(5.8)

j∈n

µ n does not depend on the choice of origin
The molecules are assumed neutral, ∑ Z j = 0, hence µ̂
j∈n

of coordinates. Next we perform the unitary Göppert-Mayer transformation, Ĥ 0 = Û ĤÛ † with


µ S · Â(0) leading to
Û = exp −h̄i µ̂
Ĥ 0 = ∑
i

where Ê = iξξ
mode.

q

h̄ω
2Ωε0

p̂2i
1
µ S · Ê +
µ S · ξ )2
+ V̂Coul ({r̂i }) +h̄ω â† â − µ̂
(µ̂
2mi
2Ωε0

(5.9)


â − â† is the operator representing the electric field associated with the cavity

Anticipating the possibility of making a classical approximation, it is useful also to recast the photon
operators â and â† in Eq. (5.9) in terms of coordinate and momentum operators. Putting â =
µ S · Ê =
(2h̄ω)−1/2 (ω q̂ − i p̂) and â† = (2h̄ω)−1/2 (ω q̂ + i p̂) leads to h̄ω â† â = 21 (ω 2 q̂2 + p̂2 ) and µ̂
µ S · ξ ) p̂, the Hamiltonian (5.9) becomes
(Ωε0 )−1/2 (µ̂
p̂2
1
1
Ĥ = ∑ i + V̂Coul ({r̂i }) + ω 2 q̂2 +
2
2
i 2mi
0



p̂ −

r

2
1
µ ·ξ)
(µ̂
Ωε0 S

(5.10)

More generally, the last two terms of Eq. (5.10) will be summed over all relevant cavity modes.
Our focus is on effects of vibrational strong coupling, where relevant cavity modes are assumed to
evolve on timescales similar to molecular vibrational motions. The effect of faster modes, which
under the Born–Oppenheimer timescale separation should be considered together with the electronic
Hamiltonian, will be disregarded assuming that their energetic consequences (for electromagnetic
vacuum) are small relative to electronic energy scales.
With this assumption we may proceed to consider the potential energy surface associated with the
ground electronic state of the Hamiltonian (5.10) assuming that the photon dynamics, namely the
evolution (q(t), p(t)) takes place on a nuclear timescale. Disregarding intermolecular interactions
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embedded in V̂Coul ({r̂i }), the ground-state nuclear/cavity photon Hamiltonian is
N

Hnuc =

1
Pn2
∑ 2Mn + 2 ω 2 q2 +V ({Rn }, p)
n=1

(5.11)

where we now use capital Pn and Rn (rather than p̂i and r̂i ) to represent nuclear degrees of freedom
(DoFs). The potential surface (electronic energy) for the N-molecule aggregate plus photon is:
N

1
V ({Rn }, p) = ∑ Eg (Rn ) +
2
n=1

*

ΨG

"

r

p−

1
Ωε0

N

∑ µ̂µ n · ξ

n=1

!#2

ΨG

+

(5.12)

Here, Eg (Rn ), the electronic ground state energy of an individual molecule, is a function of its
nuclear configuration (represented by Rn , with {Rn } denoting the nuclear configurations of all N
molecules), Pn (n = 1, · · · , N) denotes the nuclear momentum and ΨG ({Rn }) denotes the groundstate electronic wave function for the molecular subsystem. Note that the designation of q or p as
photon coordinate and momentum or vice-verse is immaterial. Also note that for each molecule
µ n = µ̂
µ ne + µ̂
µ n,nuc is a sum of electronic and nuclear terms, but these two terms
the dipole operator µ̂
should be considered together, otherwise each will depend on the choice of origin.
The second term in Eq. (5.12) should be handled with care because the square introduces bimolecular terms. According to the Hartree approximation, let ΨG ({Rn }) = ∏Nn=1 ψng (Rn ) be a product of
µ n ·ξξ and dng ≡ hψng (Rn )|µ̂
µ n |ψng (Rn )i·
single-molecule electronic ground states, and also denote dˆn ≡ µ̂
ξ . The second term in Eq. (5.12) becomes
1
2

*

ΨG

"

p−

r

N

1
Ωε0

"
r
1
1
=
p−
2
Ωε0
"
r
1
1
=
p−
2
Ωε0

∑ dˆn

n=1
N

!#2

ΨG

!#2

∑ dng (Rn )

n=1
N

!#2

∑ dng (Rn )

n=1

+

1
+
2Ωε0

"*

N

1
+∑
n=1 2Ωε0

N

∑

ΨG
"*

n=1

ψng

2
dˆn − dng (Rn ) ΨG

+#

2
dˆn − dng (Rn ) ψng

(5.13)

+#

Note that in calculating Eq. (5.13), the main issue is how to calculate the expectation value of
2
the self-dipole term hΨG | ∑n dˆn |ΨG i = ∑n,l hΨG |dˆn dˆl |ΨG i. For n = l, the expression becomes
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2 +hψ |(dˆ −d )2 |ψ i. For n 6= l, the expression becomes hψ ψ |dˆ dˆ |ψ ψ i =
hψng |dˆn2 |ψng i = dng
ng
n
ng
ng
ng lg n l ng lg

dng dlg .
We then substitute Eq. (5.13) in Eqs. (5.12) and (5.11) to calculate the the classical PMF according
to (following Eq. (5.3))
e−β F(R j ) ≡

Z

d{P}d 0 {R}d pdqe−β Hnuc ({Pn },{Rn },p,q)

(5.14)

where d 0 {Rn } denotes integration the nuclear coordinates of all molecules except molecule j. Note
that in evaluating Eq. (5.14), the contribution from the first term on the bottom line of Eq. (5.13)
will effectively disappear as it will be incorporated within the p integral, i.e.,
Z +∞
−∞



"

d p exp −β p −

r

1
Ωε0

N

!#2

∑ dng (Rn )

n=1



/2 =

Z +∞
−∞


d p exp −β p2 /2 = const.

After the integrations over p, q, and {Pn }, Eq. (5.14) becomes (up to a constant)
e−β F(R j ) ∼

Z

N

"

d 0 {Rn } ∏ exp −β
"

∼ exp −β

n=1

1
Eg (Rn ) +
2Ωε0
*

1
Eg (R j ) +
2Ωε0

*

+!#
2
ψng (Rn ) dˆn − dng (Rn ) ψng (Rn )

+!#
2
ψ jg (R j ) dˆj − d jg (R j ) ψ jg (R j )

(5.15)

We find an effect on the PMF for a single molecule is

Eg (R) → Eg (R) +

1
δ d 2 (R)
2Ωε0

(5.16)

Here, the self-dipole fluctuation term is
D
E
2
δ d 2 (R) ≡ ψg (R) dˆ − dg (R) ψg (R)
D
E
dg (R) = ψg (R) dˆ ψg (R) .
The following points should be noted. First, for sufficiently small cavities (Ω → 0), the term
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1
2
2Ωε0 δ d (R)

can significantly modify the PMF and should be able to modify the ground-state chem-

istry. However, such an effect is not ”collective” (that is N-dependent), and for typical VSC experiments where micron-length cavities are used, the term

1
2
2Ωε0 δ d (R)

should be negligible.

1
Second, a word is now appropriate vis-a-vis quantum versus classical mechanics. The term 2Ωε
δ d 2 (R)
0

has a purely quantum origin and arises from the quantum treatment of the electron. When the
molecules are treated entirely classically, the fluctuation δ d 2 (R) would be zero and so the PMF
would remain completely unchanged by the cavity. Such behavior is often discussed in the context
of magnetism (denoted by m) where the role of classical vs quantum mechanics is paramount. According to the Boh–van Leeuwen theorem, when molecules are treated classically, the evaluation
of the momentum integral for the thermal-averaged magnetism (in a similar way as calculating Eq.
(5.14)) leads to the conclusion hmi = 0 and therefore one would predict a lack of magnetism. Of
course, by symmetry, a fully quantum treatment of magnetism (that includes exchange) must also
yield hmi = 0, but in practice this result represents the average of two stable, symmetry-broken
solutions with plus and minus magnetic moments. Thus, given the important distinction between
classical and quantum mechanics, one may question our finding for the PMF above: even though
we allowed for quantum electrons, we did rely on a classical assumption of nuclear and photonic
DoFs. To that end, in the Appendix, we will present initial results for the fully quantum case as
well.
Third and finally, yet another word of caution is also appropriate at this time. While the Hamiltonian (5.11) and (5.12) is often used to discuss molecular cavity QED phenomena, it constitutes
an approximation whose consistency has yet to be checked. In principle, within an exact quantum
Hamiltonian for a system with light-matter interactions, all instantaneous Coulombic intermolecular interactions are canceled exactly by the presence of terms that arise from the self-interaction of
dipoles arising from the last term in Eq. (5.12). This exact cancellation allows for causality to be
enforced such that all intermolecular interactions are carried by the transverse photon field at the
speed of light. However, to achieve this cancellation one should sum contributions from all cavity
modes. The approximation embedded in the Hamiltonian (5.4)-(5.10), like in many other treatments
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of light-matter interactions in optical cavities, is to consider only such cavity mode(s) that is (are)
close to resonance with the molecular vibration(s) while keeping the intermolecular electrostatic
interactions intact. While such an approximation appears reasonable when retardation effects are
unimportant, it leaves open consistency issues that might arise in such systems. We note in passing
that these intermolecular interactions (which are included within V̂Coul in Eq. (5.10)) are absent
from Eq. (5.11), and in principle should be included, but we argue below that their dependence on
the cavity environment is expressed only in cavity sizes much smaller than those actually used in
the experimental work on VSC effects on ground-state chemical processes. Vice versa, if we did
include these interactions, they will appear in the classical PMF in Eq. (5.15), but their form would
not be altered by integration over the photon coordinates. For all of these reasons, we disregard
them here.

5.2.2. Full consideration of causality

A somewhat different perspective on the third point above (i.e. the question of a proper lightmatter Hamiltonian) can be obtained by examining the problem using another popular gauge, the
dipole (or Power–Zienau–Woolley) gauge. This representation is particularly convenient when the
system under study comprises neutral units (molecules), well separated relative to their size, that
are characterized by their charge distributions, in particular their dipoles.
Accordingly (and unlike Eq. (5.4) that starts from individual charged electrons and nuclei) our
starting point focuses on such a system, and as before we restrict ourselves to a classical description
corresponding to the high temperature limit for the time and energy scales associated with nuclear
motions and the corresponding electromagnetic modes. The Hamiltonian is taken to be [13]
N

H=

∑ Hn + ∑

n=1

1
−
ε0

Z

n<l

(nl)
VCoul +

1
2

Z




1
1
dr
D(r) · D(r) + B(r) · B(r)
ε0
µ0

1
drD(r) · P ⊥ (r) +
2ε0

Z

(5.17)

drP ⊥ (r) · P ⊥ (r)
(nl)

where Hn is the Hamiltonian for the n-th molecule and VCoul are the Coulombic interactions between
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molecules that we assume to be dominated by dipole-dipole interactions, B is the (transverse) magnetic field and D = D⊥ is the (transverse for a neutral system) displacement field. Here we ignored
magnetic and diamagnetic interactions with the material system. D and P are related to the electric
field according to D = ε0 E⊥ + P ⊥ and ε0 Ek + P k = 0. We also note that the dipole-dipole interactions between any two molecules can be written in terms of the longitudinal polarizations associated
with these molecules
(nl)

VCoul =

1
ε0

Z

so that, using P(r) = ∑ P (n) (r) = ∑
n=1

point-dipole approximation P

∑

(nl)
VCoul +

n<l

1
= ∑
ε0 n<l

Z

(n)

1
2ε0

(r)

Z

drP

(n)

(l)

drP k (r) · P k (r) (for n 6= l)

(5.18)



(n)
(n)
P ⊥ (r) + P k (r) , and assuming we operate in the

n=1
= µ (n) δ (r − rn ),

we thus find

drP ⊥ (r) · P ⊥ (r)
(n)

1
(r) · P (r) +
2ε0 ∑
n
(l)

Z

(5.19)
(n)
(n)
drP ⊥ (r) · P ⊥ (r)

The first term on the right of Eq. (5.19) vanishes by the assumption in our model that the charge
distributions associated with different molecules do not overlap, which also reflects the retarded
nature of light-matter interactions. Note that such a cancellation is valid both in free space and in
cavities[203]. The Hamiltonian (5.17) then becomes
N

Z

1
(n)
(n)
H = ∑ Hn +
drP ⊥ (r) · P ⊥ (r)
∑
2ε0 n
n=1


Z
Z
1
1
1 N
1
(n)
+
dr
D(r) · D(r) + B(r) · B(r) − ∑ drD(r) · P ⊥ (r)
2
ε0
µ0
ε0 n=1

(5.20)

q
At this point, we explicitly assume the field is classical. We write D(r) = ∑ i h̄ω2k ε0 (ak fk (r) −
k,ξξ

a∗k f∗k (r)), a (a∗ ) are the classical analogs of the quantum annihilation (creation) operators and fk (r)
denotes the mode function which satisfies the Helmholtz equation with a certain boundary condition
due to the cavity[203]. For example, in free space, fk (r) = ξ √1Ω eik·r .

To arrive at a convenient Hamiltonian for studying the cavity effect, we rewrite the spatial integrations in Eq. (5.17) by the corresponding reciprocal-space integrations. For example, the free-field
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R





= ∑ h̄ωk a∗k ak . For point dipoles such as P (n) (r) =
k,ξξ
q
R
R
(n)
(n)
(n)
µ δ (r − rn ), we have drD(r) · P ⊥ (r) = drD(r) · P (r) = ∑ i h̄ω2k ε0 (ak fk (rn ) − a∗k f∗k (rn )) ·

part is

1
2

dr

1
1
ε0 D(r) · D(r) + µ0 B(r) · B(r)

k,ξξ

µ (n) . Likewise,

R

(n)
(n)
drP ⊥ (r) · P ⊥ (r)

↔cav

R

= drdr0 P (n) (r) · δ ⊥ (r − r0 )P (n) (r0 ); because the trans↔cav

verse δ -function inside the cavity is a rank-two tensor defined as δ ⊥ (r − r0 ) ≡ ∑ fk (r)f∗k (r0 )
k,ξξ

(where we take outer product of fk (r) and f∗k (r0 )),

R

(n)
(n)
drP ⊥ (r)·P ⊥ (r) =

∑
k,ξξ

µ (n) · fk (rn )|2 . Therefore, we can rewrite Eq. (5.20) as
∑ |µ

R

drP

(n)

2

(r)fk (r) =

k,ξξ

N

H=

∑ Hn

n=1

+

∑
k∈supp,ξξ

s
#
N
h̄ωk
1
∗
∗ ∗
(n)
2
(n)
µ · fk (rn )|
h̄ωk ak ak − ∑ i
(ak fk (rn ) − ak fk (rn )) · µ + ∑
|µ
2ε0
n=1
n=1 2ε0

"

N

(5.21)

where k ∈ supp denotes that the summation includes all supported cavity modes. Eq. (5.21) preserves causality exactly. Equivalently, when the photon modes are expressed as a function of positions and momenta such as ak = (2h̄ωk )−1/2 (ωk qk + ipk ), Eq. (5.21) reads


1  (n)
(l) ∗
·
f
(r
)
µ
·
f
µ
(r
)
k n
∑ ∑ 2ε0
k l
n=1
k∈supp,ξξ n6=l

!2
N
1
1
1
+ ∑  ωk2 qk + ∑ √
µ (n) · Im [fk (rn )] +
2
2
n=1 ε0 ωk
k∈supp,ξξ
N

H=

∑ Hn −

!2 
1
pk − ∑ √ µ (n) · Re [fk (rn )] 
n=1 ε0
N

(5.22)

Note that the second term in Eq. (5.22) is simply the modified dipole-dipole interaction between
molecules in the cavity:
(nl)

Vdd (Ω) = −

∑
k∈supp,ξξ



1  (n)
µ · fk (rn ) µ (l) · f∗k (rl ) + c.c.
2ε0

(5.23)

which is a function of the cavity volume Ω, and where c.c. denotes the complex conjugate. When
(nl)

↔

µl =
Ω → +∞, Eq. (5.23) reduces to the familiar free-space form, Vdd = − ε10 µ n · δ ⊥ (rn − rl )µ
↔
1
µ
ε0 µ n · δ k (rn − rl )µ l ,

↔

↔

where δ ⊥ and δ k denotes the transverse and the longitudinal δ -function in

free space.
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[vdd (L) − vdd (∞)]/vdd (∞)
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Figure 32: The normalized difference between the dipole-dipole interaction inside a cavity and that
in free space, Eq. (5.24), plotted against the cavity length L. The cavity mirrors are set at z = 0
L−∆r
and z = L and two paralleled dipoles are located at (0, 0, L+∆r
2 ) and (0, 0, 2 ) with an angle θ
with respect to the z axis. The separation between the dipoles is set as ∆r = 1 nm. Note that the
dimensionless quantity [vdd (L) − vdd (∞)]/vdd (∞) shows no dependence on the angle θ .
When Eq. (5.22) is used for calculating the PMF according to Eq. (5.3) (as what we did above), we
see again, that after integration over the radiation field DoFs (pk and qk ), the only possible source
of many-molecular contributions to the single molecule PMF is the remaining dipolar interaction
(nl)

terms represented by ∑ Vdd (Ω). In other words, the only way the cavity can exert a meaningful
n<l

effect on a molecule is by dressing or modifying the dipole-dipole interactions, presumably through
image charges, etc. We will discuss the size of these modifications in the next section.
Before concluding this section, however, we note that all of the arguments so far have assumed a
classical treatment of the nuclei and photons. In the Appendix we will show that, if the quantum
nature of the nuclei and photons are considered, a path-integral calculation does lead to an additional
modification of the PMF (see Eqs. (5.44) and (5.45)). However, we find that it is difficult to interpret
the nature of this term even qualitatively with complete rigor, and future research will likely need to
invoke numerical simulations with realistic parameters.

5.3. Discussion

The analysis carried in the previous section indicates that, for a system of N molecules that are
coupled to each other through their interaction with cavity modes, the only possible source of ”col-
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lective” (N dependent) effect at the single-molecular classical TST rate stems from the cavity effect
on the intermolecular (assumed to be dominated by dipolar) interactions. Such effects were investigated in the past, where in the electrostatic (long-wave) limit they can be described in terms of
interaction of a given molecular dipole with the infinite number of images associated with each
molecule positioned between cavity mirrors[197, 198, 199, 200, 201]. To estimate the magnitude
of this effect we consider a cavity bounded by perfect mirrors located at z = 0 and z = L, in which
L−∆r
two point dipoles are positioned at (0, 0, L+∆r
2 ) and (0, 0, 2 ). An analytical expression for the

dipole-dipole interaction in such configuration is provided in Ref. [197] (see Eq. (3.9) therein). Fig.
32 plots the normalized difference between the dipole-dipole interaction (vdd ) inside the cavity and
in free space,
η(L) ≡

vdd (L) − vdd (∞)
vdd (∞)

(5.24)

as a function of the cavity length L. It is seen that when the cavity length is comparable with the
separation between the dipoles (with ∆r = 1 nm), the dipole-dipole interaction is affected significantly. Therefore, one may expect that for molecules located close to the cavity mirrors, the PMF
of a single molecule can be modified because of the modification of intermolecular electrostatic
interactions by the mirror as well as the trend for the molecules to collectively orient relative to
the mirror, as recently demonstrated in Ref. [140] (using cavity lengths < 10 nm). However, for
cavities usually used in studies of VSC catalysis (with the cavity length of microns), the fraction of
molecules in proximity to the cavity mirrors is not meaningful, nor are the molecules anisotropically
oriented in liquid-phase reactions. Hence, one can conclude that the cavity effect on intermolecular
dipole interaction is negligible for typical liquid-phase VSC experiments.
We conclude that, the cavity effects on the rate of chemical processes whose underlying nuclear
dynamics takes place on the ground electronic potential surface cannot be accounted for at the
level of classical transition state theory where the rate is determined by the thermal distribution of
nuclear configurations on the ground-state potential surface. While proximity to mirrors can affect
intermolecular interactions, these effects are negligible for standard cavities used in VSC studies
with L of the order of microns. This state of affairs then leaves us two options. First, quantum-
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mechanical features of the nuclei and photons could perhaps lead to important modifications of the
PMF (though our hypothesis for now is that this is unlikely; see below). Second, experimentally
observed cavity effects on ground (electronic) state reactions can also arise from other physical
effects, that may have classical (excitation rates or barrier crossing efficiencies) or quantum (e.g.
non-adiabatic transitions) origins.

5.4. Appendix: Path Integral Treatment

The calculation of the PMF above relies on an important assumption: the classical treatment of
nuclei and photons. At this point, a natural question arises: will the quantum effects of nuclei and
photons contribute to the PMF change? In fact, quantum effects may be relevant for VSC experiments where the resonant mode frequency (800 ∼ 4000 cm−1 ) is much larger than room temperature
(∼ 200 cm−1 ). Therefore, it is necessary to investigate the PMF change by considering quantum
nuclei and photons.
In molecular dynamics simulations, the standard way to consider the quantum effects for nuclei is
to perform path-integral calculations. For the system we are interested in (nuclei + photons in the
electronic ground state), below we will perform a path-integral calculation for the coupled photonnuclear system characterized by the quantum Hamiltonian (5.10). Because the photon mode is a
harmonic oscillator, we can rewrite Eq. (5.10) as

2
1 2
1
1
p̂2i
µ
ξ
√
+ V̂Coul ({r̂i }) + ω q̂ +
(µ̂ S · ) + p̂2
Ĥ = ∑
2m
2
2
Ωε0 ω
i
i

(5.25)

where the potential is a function of coordinates only. Follow the derivations in Eqs. (5.12) and
(5.13), after projecting the above Hamiltonian to the electronic ground state according to the Hartree
approximation, Eq. (5.25) becomes

Ĥ G = Ĥ0G + ĤFG
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(5.26a)

Here, the nuclear part is defined as

Ĥ0G =

Nnuc

∑

i=1


P̂2i
+ V̂Coul {R̂i }
2Mi

(5.26b)

The field-related part is
1
1
1
ĤFG = p̂2 + ω 2 q̂ + √
2
2
Ωε0 ω

N

∑ dˆng

n=1

!2

(5.26c)

µ n |ψng i · ξ denotes the dipole moment operator for the n-th molecule in the
where dˆng ≡ ∑n hψng |µ̂
electronic ground state. Note that the Hamiltonian (5.26) contains the operators for both nuclei (P̂i ,
R̂i ) and photons ( p̂, q̂) and we have neglected the self-dipole fluctuations term (the last term in Eq.
(5.13)).
The quantum canonical partition function (Z ) for Hamiltonian (5.26) reads:


G
Z = Trnp e−β Ĥ

(5.27)

where Trnp (· · · ) denotes the trace over both the nuclear and photonic DoFs. For performing a path−βM V̂ /2
integral expansion [196, 204], we use a Trotter expansion such as e−β Ĥ = lim ∏M
α=1 e
M→+∞

e−βM T̂ e−βM V̂ /2 . Here, we have split the exponential into M slices and βM ≡ β /M. T̂ and V̂ denote
the kinetic and the potential parts of the coupled photon-nuclear system. After inserting M copies
of the resolution of identity
Z

(α) (α)
(α)
dRi |Ri ihRi |

Z

dq(α) |q(α) ihq(α) |
,
Z
Z
(α) (α)
(α)
IP = dPi |Pi ihPi | d p(α) |p(α) ihp(α) |

IR =

(5.28)

we obtain a classical isomorphism for the partition function:
1
Z = lim
M→+∞ (2πh̄) f

Z

(α)

(α)

d{Pi }d{Ri }d{p(α) }d{q(α) }e−βM H

rp

(5.29)

where f = M(Nnuc + 1) and H rp is the classical ring-polymer Hamiltonian for the coupled photon127

nuclear system:
rp

rp

H rp = H0 + HF

(5.30)

rp

Here, H0 denotes the conventional ring-polymer Hamiltonian for the nuclear part:

rp

M Nnuc

H0 =

∑∑

α=1 i=1

( h (α) i2
Pi

(0)

2Mi

(M)

where ωM ≡ 1/βMh̄ and Ri = Ri

(α)
+VCoul ({Ri }) +

h
i
1
(α)
(α−1) 2
2
Mi ωM
Ri − Ri
2

)

(5.31)

. In Eq. (5.31), M copies (aka M beads) of the classical nuclear

Hamiltonian (the first two terms above) are coupled together by spring constants that capture the
rp

quantum effects of nuclei. Similarly, HF denotes the ring-polymer Hamiltonian for the photonrelated part:

rp

M

HF =

∑
α=1

(

"
1
1 h (α) i2 1 2 (α)
p
+ ω q +√
2
2
Ωε0 ω

N

(α)

∑ dng

n=1

#2

i2
1 2 h (α)
q − q(α−1)
+ ωM
2

)

(5.32)

(α)

where q(0) = q(M) . Note that, because the ground-state dipole moment for molecule n (dng ) is a
(α)

function of nuclear coordinates, dng can take different values for different beads.
If Â is a function of spatial coordinates only, the thermal average


G
Â = Tr Âe−β Ĥ

(5.33)

can be calculated by the following classical phase-space average:
1
M→+∞ (2πh̄) f Z

Â({R̂i , q̂}) = lim

Z

(α)

(α)

rp

d{Pi }d{Ri }d{p(α) }d{q(α) }e−βM H AM

(5.34)

1 M
(α)
∑ A({Ri , q(α) })
M α=1

(5.35)

where
AM =

In order to calculate the PMF along a putative reaction pathway, let us make the simple assumption
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that R̂ j is a reasonable reaction coordinate. Then,
AM =

1 M
(α 0 )
δ (R j − R j )
∑
M α 0 =1

(5.36)

and the PMF is calculated by
1 M
1
×
∑
f
M→+∞ M 0
α =1 (2πh̄) Z

e−β F(R j ) = lim

Z

(α)

(α)

d{Pi }d 0 {Ri }d{p(α) }d{q(α) }e−βM H
(α 0 )

(α)

where d 0 {Ri } denotes excluding the integral over R j

rp

(5.37)

.

To proceed with our calculation, let us make the replacement q(α) ← q(α) + √Ωε1

0ω

(α)

∑Nn=1 dng , and

so we find the above integral is equivalent to
1
1 M
×
∑
f
M→+∞ M 0
α =1 (2πh̄) Z

e−β F(R j ) = lim

rp

Z

rp
rp
rp
(α)
(α)
d{Pi }d 0 {Ri }d{p(α) }d{q(α) }e−βM (H0 +HF0 +V )

(5.38)

rp

where H0 is defined in Eq. (5.31), HF0 denotes the ring-polymer Hamiltonian for a free photon:
rp

HF0 =

i2
1 h (α) i2 1 2 h (α) i2 1 2 h (α)
(α−1)
p
q
−
q
+
ω
q
ω
+
∑
2
2 M
α=1 2
M

(5.39)

and V rp arises from the quantum interbead interactions between nuclei and photons
i
ω 2 h (α)
= ∑ −√ M
q − q(α−1)
Ωε0 ω
α=1
M

V

rp

"

N

∑

n=1

(α)
(α−1)
dng − dng

#

2
ωM
+
2Ωε0 ω 2

"

N

∑

n=1

(α)
(α−1)
dng − dng

#2

(5.40)

5.4.1. Exact Solution

To further identify the effect of V rp on the PMF, let us formally integrate out the photonic DoFs
using the following identity:
Z

(α)

d{q

}e

− 12 ~qT A~q+~bT ~q
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=

r

(2π)M 1~bT A−1~b
e2
det A

(5.41)

where ~q = [q(1) , q(2) , · · · , q(M) ]. Given the definition of matrix A and vector ~b as

Aα,α 0

and




2
2

β
ω
+
2ω
, if α = α 0

M
M



2
= −2βM ωM
,
if α = α 0 ± 1





0,
otherwise

2
~bα = βM √ ωM
Ωε0 ω

"

N

∑

n=1

(α)
(α−1)
(α+1)
2dng − dng
− dng

(5.42)

#

(5.43)

after the integration over the photonic DoFs, the PMF in Eq. (5.38) is equivalent to
−β F(R j )

e

1
1 M
= lim
∑ (2πh̄) f Z0
M→+∞ M 0
α =1
R

(α)

Z

(α)

rp

d{Pi }d 0 {Ri }e−βM (H0 +Veff )
(α)

(α)

(5.44)

rp

Here, Z0 = lim (2πh̄)−MNnuc d{Pi }d{Ri }e−βM H0 denotes the partition function without the
M→+∞

cavity mode. Veff represents the effective cavity modification due to the quantum effects of nuclei
and photons and is a function of the nuclear DoFs only:
M

2
ωM
Veff = ∑
2
α=1 2Ωε0 ω

"

N

(α)

∑ dng

n=1

(α−1)

− dng

#2

1
1 ~ T −1~
b A b−
ln
+
2βM
βM

r

(βM ω 2 )M
det A

!

(5.45)

In general, it is difficult to interpret the PMF constituted by Eqs. (5.44) and (5.45) as we are not
aware of any symmetry we can use to state definitively whether or not (and if so how) Veff will
depend on N (the number of molecules); future numerical work will be necessary to address this
point. That being said, before ending this paper, we note that for VSC experiments, the catalytic
effect usually vanishes when the detuning (i.e., the frequency difference between the cavity mode
and the vibrational frequency) increases [9, 187, 185, 10]. In Eq. (5.45), however, Veff does not seem
to show such a delta-function-like dependence on the detuning (ω − ω0 ). Therefore, at this point,
even without any numerical evidence, one may hypothesize that the quantum modification Veff on
the PMF may not be responsible for VSC catalysis, but this hypothesis needs further numerical
verification.
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CHAPTER 6 : CAVITY MOLECULAR DYNAMICS SIMULATIONS OF LIQUID
WATER UNDER VIBRATIONAL ULTRASTRONG COUPLING
This chapter was adapted from Ref. [48].

6.1. Introduction

Strong light-matter interactions between a vibrational mode of molecules and a cavity mode have
attracted great attention of late [8]. The signature of strong interactions is the formation of lower
(LP) and upper (UP) polaritons, which are manifested in the Rabi splitting of a vibrational peak
in the molecular infrared (IR) spectrum. According to the normalized ratio (η) between the Rabi
splitting frequency (ΩN ) and the original vibrational frequency (ω0 ), or η = ΩN /2ω0 , one often
classifies 0 < η < 0.1 as vibrational strong coupling (VSC) and η > 0.1 as vibrational ultrastrong
coupling (V-USC) [35]. The investigation of VSC or V-USC in liquid phase was initially suggested
by Ebbesen et al [45, 46, 47], and it was later found experimentally that VSC or V-USC can modify
the ground-state chemical reaction rates of molecules even without external pumping [9]. This
exotic catalytic effect provides a brand new way to control chemical reactions remotely. As such,
there has been a recent push to understand the origins and implications of VSC and V-USC.
While the experimental side has focused on the search for large catalytic effects [187, 185, 10,
188] as well as understanding polariton relaxation dynamics through two-dimensional IR (2D-IR)
spectroscopy [190, 205], on the theoretical side, the nature of VSC and V-USC remains obscured.
On the one hand, Rabi splitting can be easily modeled by, e.g., diagonalizing a model Hamiltonian
in the singly excited manifold [36, 192, 193] or solving equations of motion classically for a set
of one-dimensional (1D) harmonic oscillators [206, 109]. On the other hand, a robust explanation
of the catalytic effect of VSC or V-USC remains illusive [140, 141, 186, 176]. For example, as
recently shown by us and others [176, 207, 208], the classical potential of mean force along a
reaction pathway is not changed by usual VSC or V-USC setups for standard experiments of interest.
Moreover, as demonstrated below, any static equilibrium property of a molecule is not changed
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under VSC or V-USC when nuclei and photons are treated classically. These findings, unfortunately,
show that one cannot explain the observed effect under VSC or V-USC from a static and classical
view of point. From such a conclusion, one possible hypothesis of the manifestations of VSC or VUSC effect on chemical rates should arise from the modification of non-equilibrium, or dynamical,
properties of molecules under VSC or V-USC.
The first step towards proving the above hypothesis is to ascertain whether or not any dynamical
property of molecules is actually changed for a realistic experiment, a goal which forms the central objective of this manuscript. In order to investigate whether such modification occurs, below
we will model VSC and V-USC using cavity molecular dynamics (MD) simulation, where the nuclei are evolved under a realistic electronic ground-state potential surface. Such an approach is
an extension of the usual simplified 1D models where the matter side is evolved as two-level systems [209, 18, 29] or coupled harmonic oscillators [206, 210, 211, 109]. Although such simplified
models are adequate enough for studying Rabi splitting qualitatively by fitting experimental parameters, these models usually ignore translation, rotation, collision, as well as the intricate structure
of molecular motion, all of which are crucial for determining the dynamic properties of molecules.
Therefore, explicit cavity MD simulations become a more appropriate approach for studying all dynamic properties. Moreover, even though one can find a Rabi splitting from 1D models, performing
cavity MD simulations is also very helpful for as providing more details about the IR spectrum and
this approach can be used to benchmark the validity of 1D models under various conditions.
There have been a few flavors of cavity MD schemes for electronic strong coupling [41, 37, 38].
For example, Luk et al applied multiscale quantum mechanics/molecular mechanics (QM/MM)
simulation for studying the dynamics of electronic polaritons for Rhodamine molecules [37]. By
contrast, MD simulations for vibrational strong coupling (VSC and V-USC), to our best knowledge,
have not been extensively studied before. Therefore, below we will first establish a framework for
cavity MD simulation including implementation details, and second we will investigate the Rabi
splitting and the dynamical properties of liquid water.
The motivation for studying liquid water is two-fold: (i) Among common liquids, water shows
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strong Rabi splitting and strong catalytic effects under VSC or V-USC [188, 212, 185]. More
interesting, when the cavity mode is resonantly coupled to the O H stretch mode, experiments
[188] have observed that the intensity of the vibrational LP peak is much smaller than the UP peak
in the IR spectrum, an observation that cannot be accounted for by standard strong coupling models.
(ii) MD simulations of water outside the cavity have been extensively studied and good agreement
with experiments can be achieved [213, 160, 214]. Extending such simulations to include coupling
to cavity modes is expected to show the cavity-induced spectral changes and provides numbers that
are directly comparable to experimental results.

6.2. General Theory of V-USC

The full-quantum Hamiltonian for light-matter interactions reads [13, 176]:

ĤQED = ĤM + ĤF

(6.1a)

Here, ĤM denotes the conventional (kinetic + potential) Hamiltonian for the molecular system

ĤM = ∑
i

p̂2i
+ V̂Coul ({r̂i })
2mi

(6.1b)

where mi , p̂i , r̂i denote the mass, momentum operator, and position operator for the i-th particle
(nucleus or electron), respectively, and V̂Coul ({r̂i }) denotes the Coulombic interaction operator between all nuclei and electrons. Under the long-wave approximation, the field-related Hamiltonian
ĤF reads
1
1 2 2
q̂k,λ +
ĤF = ∑ ωk,λ
2
2
k,λ



1
µ ·ξ
p̂k,λ − √
µ̂
Ωε0 S λ

2

(6.1c)

where ωk,λ , q̂k,λ , p̂k,λ denote the frequency, position operator, and momentum operator for a photon
with wave vector k and polarization direction ξ λ , and the index λ = 1, 2 denotes the two polarization
directions which satisfy k · ξ λ = 0. In free space, the dispersion relation gives ωk,λ = c|k| = ck. ε0
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µ S denotes the dipole operator for
and Ω denote the vacuum permittivity and the cavity volume. µ̂
µ S = ∑i Zi er̂i , where e denotes the electron charge and Zi e denotes
the whole molecular system: µ̂
µ S can also be grouped into a summation
the charge for the i-th particle (nucleus or electron). µ̂
µ S = ∑Nn=1 µ̂
µ n;
of molecular dipole moments (indexed by n): µ̂

µ n = ∑ j∈n Z j er̂ j . Note that the
µ̂

µ 2S term in the expanded square) is of vital importance in
self-dipole term in Eq. (6.1c) (i.e., the µ̂
describing USC and is needed to render the nuclear motion stable; see Refs. [215, 216, 217] for
µ 2S below, our simulation is valid for both VSC and U-VSC.
details. Because we will not neglect µ̂
When the cavity mode frequency is within the timescale of the nuclear dynamics, the Born-Oppenheimer
approximation implies that electrons stay in the ground state. Therefore, we will project the quanG
= hΨG |ĤQED |ΨG i, where |ΨG i detum Hamiltonian (6.1) onto the electronic ground state, ĤQED

notes the electronic ground state for the whole molecular system. Furthermore, under the Hartree
approximation, |ΨG i can be approximated as a product of the electronic ground states for individual molecules: |ΨG i = ∏Nn=1 |ψng i. After such a projection on the electronic ground state, the
Hamiltonian (6.1) reduces to
G
G
ĤQED
= ĤM
+ ĤFG .

(6.2a)

G = hΨ |Ĥ |Ψ i depends on the nuclear degrees
Here, the ground-state molecular Hamiltonian ĤM
G M
G

of freedom only, and can be expressed as
N
G
ĤM
=

∑

n=1

!
N
P̂2n j
(n)
(nl)
+
V̂
({
R̂
})
+
g
n
j
∑ ∑ V̂inter
∑ 2Mn j
j∈n
n=1 l>n

(6.2b)

where the capital letters P̂n j , R̂n j , and Mn j denote the momentum operator, position operation,
(n)

and mass for the j-th nuclus in molecule n, V̂g

denotes the intramolecular potential for molecule

(nl)

n, and V̂inter denotes the intermolecular interactions between molecule n and l. The field-related
Hamiltonian becomes [176]

ĤFG

1 2 2
1
= ∑ ωk,λ
q̂k,λ +
2
2
k,λ

N

1 ˆ
p̂k,λ − ∑ √
dng,λ
Ωε
0
n=1

!2

N

1
2
hψng |δ dˆng,λ
|ψng i
2Ωε
0
k,λ n=1

+∑ ∑

(6.2c)

µ n |ψng i · ξ λ and δ dˆng,λ ≡ µ̂
µ n · ξ λ − dˆng,λ . Note that, since Coulombic
where we define dˆng,λ ≡ hψng |µ̂
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interactions are modified by proximity to dielectric boundaries, in the cavity, the intermolecular
(nl)

interactions V̂inter in Eq. (6.2b) may differ from the free-space form [197, 198]. However, as we
have argued before [176], for standard VSC setups with a cavity length on the order of microns,
(nl)

V̂inter should be nearly identical to those in free space. Similarly, on the last line in Eq. (6.2c),
the self-dipole fluctuation term

1
ˆ2
2Ωε0 hψng |δ dng,λ |ψng i,

which denotes the cavity modification of the

single-molecule potential, should also be very small for standard VSC setups where micron-length
(nl)

cavities are used. Therefore, in what follows, we will assume that V̂inter take the free-space form
and also neglect the self-dipole fluctuation term. However, we emphasize that, for smaller cavities,
both the change of intermolecular interactions and the self-dipole fluctuation may play an important
role in ground-state chemistry as already discussed in different contexts [41, 140, 216], a fact which
needs further investigation.
In MD simulations, a standard potential is a function of positions only. In Eq. (6.2c), however, the
momenta of photons are coupled directly to the molecular dipole moments (which are a function of
the nuclear positions of the molecules). However, since photons are harmonic oscillators, we may
exchange the momentum and position of each photon, so that Eq. (6.2c) can be rewritten as

ĤFG = ∑
k,λ

pê2k,λ

2mk,λ

N
dˆng,λ
1
2
p
qêk,λ + ∑
+ mk,λ ωk,λ
2
Ωε0 mk,λ
n=1 ωk,λ

!2

(6.3)

Here, to be compatible with standard MD simulations (which requires the information of mass
√
for particles), an auxiliary mass mk,λ for each photon is also introduced: p̂k,λ = pêk,λ / mk,λ and
√
q̂k,λ = mk,λ qêk,λ . Note that the auxiliary mass of photon does not alter any dynamics and serves
only as a convenient notation for further MD treatment.

6.3. Classical Molecular Dynamics

The quantum Hamiltonian in Eq. (6.3), although depending only on the nuclear and photonic degrees of freedom, is still too expensive to evolve exactly. The simplest approximation we can make
is the classical approximation, i.e., all quantum operators are mapped to the corresponding classical
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observables. After applying the periodic boundary condition for the molecules, the equations of
motion for the coupled nuclei-photonic system become (see SI Appendix, Sec. 1):

Mn j R̈n j =

(0)

(0)
Fn j −

∑
k,λ

≈

e
εk,λ qk,λ +

≈
2 ≈
mk,λ q¨k,λ = −mk,λ ωk,λ
qk,λ − e
εk,λ

(n)

2
e
εk,λ

Nsub

dlg,λ
2
mk,λ ωk,λ
l=1
Nsub

∑

!

∂ dng,λ
∂ Rn j

∑ dng,λ

(6.4a)
(6.4b)

n=1

(nl)

Here, Fn j = −∂Vg /∂ Rn j − ∑l6=n ∂Vinter /∂ Rn j denotes the cavity-free force on each nuclei. We
q
√
≈
2 /Ωε ,
have defined qk,λ = qek,λ / Ncell , and the effective coupling strength e
εk,λ = Ncell mk,λ ωk,λ
0

where Ncell denotes the number of the periodic simulation cells for H2O molecules. Nsub denotes the
number of molecules in a single simulation cell and the total number of molecules is N = Nsub Ncell .
More details on implementation and simulations are explained in Materials and Methods and SI
Appendix.

6.4. Results

6.4.1. Asymmetric Rabi Splitting

The signature of VSC is the collective Rabi splitting in the IR spectrum. In our MD simulations,
the IR spectrum is calculated by linear response theory. For isotropic liquids, the absorption coefficient α(ω) is expressed as the Fourier transform of the autocorrelation function of the total dipole
moment µ S [218, 219, 220, 3]:
n(ω)α(ω) =

πβ ω 2 1
3ε0V c 2π

Z +∞
−∞

µ S (0)µ
µ S (t)i
dt e−iωt hµ

(6.5)

Here, n(ω) denotes the refractive index and V denotes the volume of the system (i.e., the simulation cell). The factor ω 2 arises from the absorbed photon energy by the liquid. See SI Appendix
Sec. 1 for calculating µ S . For VSC and V-USC experiments, however, because the experimental
setups usually detect an IR spectrum by sending light along the cavity direction (which means the
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Figure 33: Simulated IR spectrum of liquid water under VSC or V-USC. From top to bottom, we
plot the results (a) outside the cavity, or inside the cavity with effective coupling strength e
ε as (b)
2 × 10−4 , (c) 4 × 10−4 , (d) 6 × 10−4 , and (e) 8 × 10−4 a.u.. All other simulation details are listed
in Materials and Methods. Note that, as e
ε increases, the LP peak is suppressed and the UP peak is
enhanced.
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k direction of light is along the z-axis) [212], we need to modify the above equation to
πβ ω 2 1
n(ω)α(ω) =
2ε0V c 2π

Z +∞
−∞

dt e−iωt

*

+

∑ (µµ S (0) · ei ) (µµ S (t) · ei )

i=x,y

(6.6)

where ei denotes the unit vector along direction i = x, y. Eq. (6.6) states that the average is performed
only along the polarization directions of the detecting signal (i.e., the x and y directions here). When
the incident light is unpolarized these two directions are of course equivalent.
Fig. 33a plots the simulated IR spectrum of liquid water outside the cavity. The O H stretch peaks
around ∼ 3550 cm−1 , which is slightly different from experiment (∼ 3400 cm−1 ). Noted that a
more accurate O H stretch peak can be simulated by performing path-integral calculations instead
of a classical simulation [160].
For the case that the frequency of the two photon modes (with polarization directions perpendicular
to the cavity direction) are both set to be at resonance with the O H stretch (3550 cm−1 ), Figs.
33(b)-(d) plot the simulated IR spectrum; the effective coupling strength e
ε is set as 2 × 10−4 , 4 ×

10−4 , 6 × 10−4 , and 8 × 10−4 a.u., respectively. Clearly, when the cavity modes are coupled to
the H2O molecules, the broad O H stretch peak is spit into a pair of narrower LP and UP peaks.

This result agrees with the previous theoretical and experimental work that the inhomogeneous
broadening of the vibrational peak does not lead to the broadening of the polariton peaks [221, 183].
More interestingly, our simulation results also suggest that the UP and LP peaks can be largely
asymmetric especially when e
ε is large, which agrees with experimental findings at least qualitatively
[188].

In Fig. 34a we plot the Rabi splitting frequency (the difference between the UP and LP frequencies,
or ω+ − ω− ) as a function of e
ε . The simulation data (black triangles) can be fit with a linear ansatz
√
√
(gray line) very well. As mentioned above, because e
ε = Ncell ε ∝ N, Fig. 34a demonstrates that

the Rabi splitting is proportional to the square root of the total number of molecules, which agrees
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Figure 34: (a) Rabi frequency (ΩN ) as a function of the effective coupling strength e
ε for liquid
water. (b) Polariton frequency and (c) integrated peak area of polaritons as a function of normalized
Rabi frequency (ΩN /2ω0 ). All simulation details are the same as Fig. 33. In Fig. 34a the simulation
data (black triangles) are fit linearly (gray line). In Fig. 34b-c the simulation data (blue stars for LP
and red circles for UP) are compared with the analytical expressions from a simplified 1D model
(Eqs. (6.8) and (6.9)), where the parameters are given as ω0 = ωc = 3550 cm−1 and ΩN is taken as
the values in Fig. 34a.
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with theoretical expectation and experimental observation[31, 212]:
√
ω+ − ω− = ΩN ≡ 2g0 N

(6.7)

where g0 denotes the coupling constant between a single molecule and the photon mode.
Of particular interest is the asymmetric nature of the LP and UP: this asymmetry is manifest in two
aspects. As shown in Fig. 34b-c, both the polariton frequencies and the integrated peak areas of
the LP (blue stars) and UP (red circles) show asymmetric scalings as a function of the normalized
Rabi frequency (ΩN /2ω0 , where ΩN is taken from Fig. 34a), especially in the V-USC limit (the
red-shadowed region). Note that the standard treatment of collective Rabi splitting does not account
for this asymmetry and the observation of the suppression (or enhancement) of the LP (or the UP) in
Ref. [188] was explained by the higher absorption of water and gold cavity mirrors in the LP region.
Some insight into the origin of this asymmetry can be obtained from a simple 1D model where N
independent harmonic oscillators interact with a single photon mode. By taking the self-dipole term
into account (to describe V-USC), we obtain (see SI Appendix, Sec. 2)

ω±2



q
1
2
2
2
2
2
2
2
2
2
ω + ΩN + ωc ± (ω0 + ΩN + ωc ) − 4ω0 ωc
=
2 0
r
2
Ω2
Ω
= ω02 + N ± ΩN ω02 + N (when ωc = ω0 )
2
4

(6.8a)
(6.8b)

where ω0 and ωc denote the frequencies of the harmonic oscillators and the photon mode. Given
ω0 = ωc = 3550 cm−1 and ΩN in Fig. 34a, we have plotted Eq. (6.8) (the black dashed lines) in
Fig. 34b. We see that this analytical result already shows some asymmetry in the positions of the
polariton peaks when plotted versus ΩN . While Eq. (6.8) agrees with our simulation data very well
in the VSC limit (the green-shadowed region), the simulation data seem to be more asymmetric
than Eq. (6.8) in the V-USC limit. Such disagreement may arise from the strong intermolecular
interactions between H2O molecules, which is completely ignored in the simplified 1D model of the
SI Appendix.
Likewise, the simplified 1D model in the SI Appendix also suggests that the integrated peak areas
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of the LP and UP are
 
θ
ILP ∝
2
 
θ
IUP ∝ ω+2 cos2
2
ω−2 sin2

(6.9a)
(6.9b)


where tan (θ ) = 2ωc ΩN / ω02 + Ω2N − ωc2 . Again, as shown in Fig. 34c, Eq. (6.9) (black dashed

lines) matches the simulation data roughly but not quantitatively, which may come from ignoring
all the intermolecular interactions in the 1D model. Nevertheless, from Eq. (6.9), we find that the
asymmetry in the IR spectrum comes from two factors: (i) the factor ω±2 and (ii) the angular part


sin2 θ2 or cos2 θ2 . While the first part originates from the absorbed photon energies associated

with the vibration modes and is universal for all IR spectrum (so that it is trivial), the second factor


is quite nontrivial: at resonance (ω0 = ωc ) one would naively assume that sin2 θ2 = cos2 θ2 and

this is true if one ignores the self-dipole term (which means ignoring the Ω2N term in tan (θ ); see

SI Appendix for details). However, when the self-dipole term is considered, one finds sin2 θ2 <

cos2 θ2 , which leads to an additional suppression of the LP and the enhancement of the UP.
For liquid water in the cavity, in Fig. 35, we further investigate how (a) the polariton frequencies and
(b) the integrated peak areas of polaritons depend on the cavity mode frequency for e
ε = 5 × 10−4

a.u., which is well in the USC regime. The simulation data (scatter points) agree well with the
analytical result (dashed black lines) for the simplified 1D model (Eqs. (6.8) and (6.9)). As shown
in Fig. 35a, the energy difference between the polaritons is minimal at resonance (∼ 3550 cm−1 ),

in which the uncoupled O H stretch mode frequency crosses with the cavity mode frequency;
see gray solid lines. Such a cross corresponds to the maximally hybridized light-matter state. By
contrast, when the cavity mode frequency is larger (smaller) than the molecular frequency, the LP
(UP) becomes increasingly dominated by the O H stretch mode (as evident from the uncoupled
case for which this mode is represented by the gray horizontal line).
Our model implies that for the uncoupled molecule-cavity case, only the molecular optical transition
is coupled to the far field. This suggests that in contrast to the resonance case when the UP peak
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Figure 35: (a) Polariton frequency and (b) integrated peak area of polaritons as a function of the cavity mode frequency. Note that the energy splitting between polaritons is minimized when the cavity
mode has frequency 3550 cm−1 , but the upper and lower polaritons become symmetric in intensity
at a different cavity mode frequency (4250 cm−1 ). The simulation data for liquid water (scattered
points) are compared with the analytical expressions of the simplified 1D model (black lines, see
Eqs. (6.8) and (6.9)). For simulation parameters, e
ε = 5 × 10−4 a.u. and all other parameters are
the same as in Fig. 34. For parameters of the analytical expressions, we take ω0 = 3550 cm−1 and
ΩN = 937 cm−1 , which corresponds to the resonant Rabi frequency when e
ε = 5 × 10−4 a.u. (see
Fig. 34a). The gray solid lines in Fig. 35a represents the uncoupled O H stretch mode frequency
and the cavity mode frequency. The insert in Fig. 35b plots the cavity mode frequency corresponding to the case of symmetric polaritons (i.e., the crossing point frequency in Fig. 35b) as a function
of ΩN /2ω0 .
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1.3

1.4

Figure 36: Normalized bond length distribution of O H in liquid water. The result outside the
cavity (solid black) is compared with that inside the cavity (with effective coupling strength e
ε=
4 × 10−4 a.u., cyan dashed). All other parameters are set the same as Fig. 33. Note that the bond
length distribution is not changed by VSC or V-USC.
is larger than the LP peak, when the cavity mode frequency becomes sufficiently large (i.e., the LP
is mostly constituted by the matter side), the LP should have a larger peak size than the UP. This
finding is confirmed by Fig. 35b. More interestingly, Fig. 35b also shows the symmetric peak
size of polaritons occurs when the cavity mode frequency is ∼ 4250 cm−1 , which is far beyond
the O H stretch frequency of liquid water (∼ 3550 cm−1 ). Therefore, in principle, from this fact,
one would predict that one can engineer the relative strength of polaritons by tuning the cavity
mode frequency. Furthermore, the inset of Fig. 35b plots the cavity mode frequency (for which
the polariton intensities become symmetric) as a function of ΩN /2ω0 . Again, we find that for large
ΩN /2ω0 , detecting polaritons with symmetric intensities requires a very large off-resonant cavity
mode frequency.

6.4.2. Static Equilibrium Properties of a Single Molecule

Rabi splitting represents the collective optical response of liquid water. As shown above, although
MD simulations can obtain the IR spectrum of the polaritons in a straightforward way, one can
argue that since most important features of the IR spectrum can be qualitatively described by the
1D harmonic model (see SI Appendix, Sec. 2), there is little advantage to perform expensive MD
simulations. As has been argued above, the real advantage of the MD simulations is that one can
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Figure 37: Radical pair distribution function (g(r)) of oxygen atoms in liquid water. The result
outside the cavity (solid black) is compared with that inside the cavity (with effective coupling
strength e
ε = 4 × 10−4 a.u., cyan dashed). All other parameters are set the same as Fig. 33. Note
that g(r) is not changed by VSC or V-USC.
simultaneously obtain many other physical properties of molecules alongside with the IR spectrum.
Below we will investigate whether any property of individual H2O molecules can be changed under
VSC or U-VSC.
First, let us consider the static equilibrium properties of H2O molecules. We recently argued that
the classical potential of mean force for a single molecule is not changed by the cavity [176] under
typical VSC or V-USC setups. In fact, with the same proof procedure, it is easy to show that
any static thermodynamic quantity of the molecules are not changed by the cavity when nuclei
and photons are treated classically. This can be illustrated as follows. Given an observable O =
O({Pn j }, {Rn j }) which is a function of the molecules only, the thermodynamic average for this
variable inside the cavity (hOiQED ) is calculated by
R

G

d{Rn j }d{Pn j }d{e
qk,λ }d{ pek,λ }Oe−β HQED

hOiQED = R
R

G

d{Rn j }d{Pn j }d{e
qk,λ }d{ pek,λ }e−β HQED
G

d{Rn j }d{Pn j }Oe−β HM

= R

(6.10a)

G

d{Rn j }d{Pn j }e−β HM

= hOiM

(6.10b)

which is identical to the average outside the cavity (hOiM ) after the integration over the photon
G
G are defined in SI Appendix, Sec. 1.
modes, where HQED
and HM

Even though the mathematical proof guarantees that the static thermodynamic properties are not
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changed inside the cavity, it is still very helpful to check some static properties in simulation, as
it provides a tool for checking the numerical convergence. Fig. 36 plots the normalized bond
length distribution of the O H bond. Fig. 37 plots the radical pair distribution function between
the oxygen atoms. For these two static properties, the results outside the cavity (solid black) agree
exactly with the results inside the cavity (with effective coupling strength e
ε = 4 × 10−4 a.u.). We

have checked the results under other coupling strengths and this conclusion is not changed. Hence,
both analytical and numerical treatments suggest that the static thermodynamic properties are not
changed inside the cavity within a classical treatment of nuclei and photons. Of course, quantum
effects of nuclei and photons may play a role in the cavity modification of static properties, which
needs further investigation.

6.4.3. Dynamical Properties of a Single Molecule

Second, let us move to the dynamical properties of individual H2O molecules. In particular, we
are interested in whether the translational or rotational motion of a single H2O molecule is changed
under VSC.
According to linear response theory, the translational diffusion of H2O can be described by the
VACF (Cvv (t)) of the center of mass of each molecule:

Cvv (t) = hv(t)v(0)i
One can calculate the diffusion constant D from Cvv (t) by D =

(6.11)
1 R +∞
3 0 Cvv (t)dt.

Fig. 38(a) plots Cvv (t) as a function of time for the center of mass of H2O. The exact agreement
between the result outside the cavity (black solid) and that inside the cavity (cyan dotted, with
effective coupling strength e
ε = 4 × 10−4 a.u.) suggests that Cvv (t) is not changed by VSC or V-USC.

This finding can also be convinced by looking at the Fourier transform Cvv (ω), which is shown in
Fig. 38b. Again, we have confirmed this conclusion by checking other coupling strengths. Note
that although the VACF for the center of mass motion of H2O is not changed by VSC or V-USC, we
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Figure 38: Velocity autocorrelation function (VACF) of the center of mass of individual H2O
molecules: (a) the time-domain results and (b) the corresponding Fourier transform. The results
outside the cavity (black solid) is compared with those inside the cavity (with effective coupling
strength e
ε = 4 × 10−4 a.u., cyan dashed). All other parameters are set the same as Fig. 33. Note
that VACF is not changed by VSC or V-USC.
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do find a small cavity modification of the VACF spectrum for the internal modes of individual H2O
molecules (e.g., the VACF for the O H bond). Such a modification is similar to Fig. 39b but is less
intense; see SI Appendix, Sec. 3.
As for the rotational behavior, according to linear response theory, one must compute the orientational autocorrelation function (OACF, denoted by Cl (t)) [222, 223, 224], which is defined as

Cl (t) = hPl [un (0) · un (t)]i

(6.12)

where un (t) denotes the three principal inertial axes of molecule n at time t, and Pl denotes the
Legendre polynomial of index l. For simplicity, we will study only the first order of OACF, which
means P1 [un (0) · un (t)] = un (0) · un (t).
For H2O, the z axis of the principal axes coincides with the dipole moment direction. In Fig. 39a,
we plot C1z (t), the z-component of the first-order OACF, as a function of time. The inset zooms in
the initial rotation relaxation process when time t < 0.1 ps. The outside-cavity result (black dashed)
largely agrees with results inside cavity [with the effective coupling strength e
ε as 4 × 10−4 (cyan
solid), 6 × 10−4 (red dashed), 8 × 10−4 a.u. (blue dash-dotted), respectively]. Fig. 39b plots the
corresponding spectrum I1z (ω), which is defined as
I1z (ω) = ω 2C1z (ω)

(6.13)

I1z (ω) can be regarded as the single-molecule IR spectroscopy along the dipole-motion direction,
which describes how a single molecule rotates in the environment. As clearly shown in the zoom-in
inset, for large enough e
ε (in the V-USC limit, or e
ε ≥ 4×10−4 a.u.), an additional small peak emerges

with intensities 2% ∼ 8% of the peak from a bare molecule. Compared with the IR spectrum of the
liquid water in Fig. 33, these additional small peaks have the same frequencies as the UP peaks,
demonstrating the modification of single-molecule rotation under V-USC. Note that for smaller e
ε

(i.e., in the VSC limit), the additional peak will be covered by the large bare-molecule peak and
is hardly identifiable. The change of the rotational behavior of individual molecules may possibly
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Figure 39: z-component of first-order orientational autocorrelation function (OACF) of individual
H2O molecules. (a) plots the time-domain results (C1z (t)) and (b) plots the corresponding spectrum
(I1z (ω) = ω 2C1z (ω)). A zoom-in inset is also plotted in each subplot. The results outside the cavity
(black dashed) is compared with those inside the cavity (with effective coupling strength e
ε as 4 ×
10−4 (cyan solid), 6 × 10−4 (red dashed), and 8 × 10−4 a.u. (blue dash-dotted), respectively. All
other parameters are set the same as Fig. 33. Note that OACF is changed by V-USC.
change the ground-state chemistry for many scenarios, which should be extensively studied in the
future. Lastly, we emphasize that apart from these additional peaks, the width of the bare-molecule
peaks is mostly unchanged.

6.4.4. Effects of a Multimode Cavity

Note that all the results presented above consider only a single cavity mode frequency, which is
valid when the fundamental cavity mode is near resonance with the highest molecular vibrational
frequency (i.e., the O H stretch mode ∼ 3500 cm−1 for liquid water). However, for a cavity with
a larger length, the fundamental cavity mode frequency can be much smaller than that of the O H
stretch mode. In such a case, many cavity modes must be taken into account. In SI Appendix
Sec. 4, we show the results when liquid water is coupled to a multimode cavity. When different
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cavity modes are resonantly coupled to the vibrational modes respectively, we observe a multimode
Rabi splitting in the IR spectrum, i.e., several Rabi splittings are formed for different vibrational
modes. At the same time, however, the above findings regarding the single-molecule properties are
not changed when a multimode cavity is considered.

6.5. Conclusion

In conclusion, we have performed classical cavity MD simulations under VSC or V-USC. With
liquid water as an example, when the cavity modes are resonantly coupled to the O H stretch mode,
we have found asymmetric Rabi splitting of the O H stretch peak in the IR spectrum where the LP
is suppressed and the UP is enhanced. Such asymmetry can be inverted (i.e., the LP is enhanced
and the UP is suppressed) by increasing the cavity mode frequency. Moreover, with a classical
treatment of nuclei and photons, while we have found no modification of the static equilibrium
properties as well as the translational diffusion of liquid water, we have observed that the OACF
of H2O molecules are modified under V-USC. Such observation may perhaps help understand the
catalytic effect of VSC or V-USC.
Based on the current framework of cavity MD, future directions should focus on (i) path-integral
calculations to study quantum effects in the modification of the molecular dynamical properties;
and (ii) ab initio cavity MD simulations of chemical reactions under VSC or V-USC. This cavity
MD framework can also be used to simulate recently reported 2D-IR spectroscopy studies [190,
205] on polariton relaxation dynamics. At the same time, obtaining analytical solutions of cavity
modification of the dynamical properties would also be very helpful. We hope such studies will help
solve the mystery of the catalytic effects underlying VSC or V-USC in the near future.
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6.6. Materials and Methods
(0)

We calculate several equilibrium and linear response observables of water (Fn j , dng,λ , and ∂ dng,λ /∂ Rn j
in Eq. (6.4), µ S in Eq. (6.6), bond length, g(r), VACF in Eq. (6.11), and OACF in Eq. (6.12)) by a
classical force field — the q-TIP4P/F water model [160] — which provides the simplest description
of both the equilibrium and dynamic properties of liquid water. Coupling to an optical cavity mode
is included by modifying an open-source MD package I-PI [225].
As detailed in the SI Appendix Sec. 1, the cavity is placed along the z-axis. A pair of thick SiO2
layers are placed between the cavity mirrors so that the water molecules can move freely only in a
small region (but still on the order of microns) near the cavity center. Such additional SiO2 layers
are used (i) to ensure the intermolcular interactions between H2O molecules are the same as those
in free space, and (ii) to validate the long-wave approximation that we have taken from the very
beginning. We consider only two cavity modes polarized along x and y directions, both of which
are resonant with the O H stretch mode. We set the auxiliary mass for the two photons as mk,λ = 1
a.u. (atomic units).
Using periodic boundary condition as detailed in the SI Appendix Sec. 1, we simulate 216 H2O
molecules in a cubic cell with length 35.233 a.u., so that the water density is 0.997 g cm−1 . At 300
K, we first run the simulation for 150 ps to guarantee thermal equilibrium under a NVT ensemble
where a Langevin thermostat is added on the momenta of all particles (nuclei + photons). The
resulting equilibrium configurations are used as starting points for 80 consecutive NVE trajectories
of length 20 ps. At the beginning of each trajectory the velocities are resampled by a MaxwellBoltzman distribution under 300 K. The intermolecular Coulombic interactions are calculated by
an Ewald summation. The simulation step is set as 0.5 fs and we store the snapshots of trajectories
every 2 fs.
See SI Appendix Sec. 1 for details of the q-TIP4P/F force field and the implementation details. The
code and simulation data are available on Github [226].
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6.7. Appendix I: Details on Classical Molecular Dynamics

The quantum Hamiltonian in Eq. (3), although depending only on the nuclear and photonic degrees
of freedom, is still too expensive to evolve exactly. The simplest approximation we can make is
the classical approximation, i.e., all quantum operators are mapped to the corresponding classical
observables, which leads to the following classical Hamiltonian:

G
G
HQED
= HM
+ HFG

N
P2n j
(n)
(nl)
+V
({R
})
+
g
n
j
∑ ∑ Vinter
∑ 2Mn j
j∈n
n=1 l>n

N
G
HM
=

∑

n=1

HFG = ∑
k,λ

(6.14a)
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pe2k,λ

2mk,λ
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2
+ mk,λ ωk,λ
2

N

(6.14b)

dng,λ
p
qek,λ + ∑
Ωε0 mk,λ
n=1 ωk,λ

!2

(6.14c)

Eq. (6.14) serves as the starting point of this work. We note that one can go beyond the treatment
here by propagating the quantum Hamiltonian (2) using the path-integral technique [196, 227] and
evolve the ring polymer Hamiltonian with n copies of coupled classical trajectories (aka n beads).
In the present manuscript, we focus on the classical system, deferring the path-integral calculation
to a later study.
In our classical MD simulations, the simulated system is represented by particles that obey the
Newtonian equations of motion:
(0)

Mn j R̈n j = Fn j − ∑ εk,λ qek,λ +
k,λ

2
mk,λ qëk,λ = −mk,λ ωk,λ
qek,λ − εk,λ
(0)

2
εk,λ

N

dlg,λ
2
mk,λ ωk,λ
l=1

∑

!

∂ dng,λ
∂ Rn j

(6.15a)

N

(6.15b)

∑ dng,λ

n=1
(0)

(n)

(nl)

where the cavity-free force Fn j is calculated by Fn j = −∂Vg /∂ Rn j − ∑l6=n ∂Vinter /∂ Rn j , and
the coupling between particles representing photons and nuclear degrees of freedom is given by
q
2 /Ωε .
εk,λ ≡ mk,λ ωk,λ
0
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6.7.1. Periodic Boundary Condition

A realistic simulation for VSC or V-USC that corresponds to current observations requires a macroscopic number (say, 109 ∼ 1011 ) of molecules [9, 187, 185, 10], which is far beyond our computational power if we simulate Eq. (6.15) directly. To proceed, we assume that the whole molecular
ensemble can be divided into Ncell periodic cells, in which the molecules evolve identically, i.e.,
sub
we can approximate the second term on the right of Eq. (6.15b) by ∑Nn=1 dng,λ = Ncell ∑Nn=1
dng,λ ,

where Nsub = N/Ncell denotes the number of molecules in a single cell. By further denoting
√
√
≈
qk,λ = qek,λ / Ncell , e
εk,λ = Ncell εk,λ , we can rewrite the equations of motion in Eq. (6.15) in a

symmetric form

Mn j R̈n j =

(0)
Fn j −

∑
k,λ

≈

e
εk,λ qk,λ +

≈
2 ≈
mk,λ q¨k,λ = −mk,λ ωk,λ
qk,λ − e
εk,λ

2
e
εk,λ

Nsub

dlg,λ
2
mk,λ ωk,λ
l=1
Nsub

∑

!

∂ dng,λ
∂ Rn j

(6.16a)
(6.16b)

∑ dng,λ

n=1

The form of Eq. (6.16) has several advantages. First, we simulate the VSC of a macroscopic number
of molecules by evolving molecules in a single cell plus the few photon modes that we are interested
in. Second, when considering the dependence of Rabi splitting on molecular numbers, we can fix
√
the number of molecules in a single cell (Nsub ) and vary only the coupling constant e
εk,λ = Ncell εk,λ .

Such a change is very easy to implement in practice and has the physical interpretation of increasing
the number of cells while leaving the number of molecules per cell and the size of the simulation
cell fixed.

6.7.2. q-TIP4P/F Water Force Field

(0)

The question remains as to exactly how we will calculate the ground-state quantities Fn j , dng,λ , and
∂ dng,λ /∂ Rn j . In general, these properties can be calculated by classical empirical force field or ab
initio electronic structure theory. For this initial work, we use an empirical classical force field —
the q-TIP4P/F water model [160] — which provides a simple yet reliable description of both the
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equilibrium and dynamic properties of liquid water.
In the q-TIP4P/F model, the pairwise intermolecular potential is characterized by the Lennard-Jones
potential between oxygen atoms plus the Coulombic interactions between partial changes:
(nl)
Vinter

= 4ε

"

σ
ROO
nl

12



σ
−
ROO
nl

6 #

Qi Q j
i∈n j∈l Ri j

+∑∑

(6.17)

where ROO
nl denotes the distance between the oxygen atoms and Ri j (i ∈ n and j ∈ l) denotes the
distance between the partial charge sites in molecules n and l. Within a single H2O molecule, two
positive partial charge with magnitude QM /2 are assigned to the hydrogen atoms, and the negatively
charge site with magnitude −QM is placed at RM :
RM = γRO +


1−γ
RH1 + RH2
2

(6.18)

For parameters, ε = 0.1852 kcal mol−1 , σ = 3.1589 Å, QM = 1.1128 |e| (where e denotes the charge
of the electron), and γ = 0.73612.
The intramolecular interaction is characterized by
(n)

Vg

where

2
1
= VOH (Rn1 ) +VOH (Rn1 ) + kθ θn − θeq
2

(6.19)



2
3 7 4
4
2
3
VOH (r) = Dr αr r − req − αr r − req + αr r − req
12

(6.20)

Here, Rn1 and Rn2 denote the lengths of two O H bonds, θn and θeq denote the H O H angle and
−1

the equilibrium angle. For parameters, Dr = 116.09 kcal mol−1 , αr = 2.287Å , req = 0.9419Å,
kθ = 87.85 kcal mol−1 rad−2 , and θeq = 107.4 deg.
(0)

Given the q-TIP4P/F force field, one can easily calculate the cavity-free force Fn j as a function of
the nuclear configurations by standard molecular dynamics packages. The dipole moment is given
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(a) Original I-PI structure for MD

{𝑹𝑛𝑗 }

update

{𝑷𝑛𝑗 }

update

(0)

{𝑭𝑛𝑗 }

Call LAMMPS, CP2K, etc.

(b) Modified I-PI structure for cavity MD
update

{𝑹𝑛𝑗 , 𝑞𝑘,𝜆 }

{𝑷𝑛𝑗 , 𝑝𝑘,𝜆 }

update

truncate

{𝑹𝑛𝑗 }

Call LAMMPS, CP2K, etc.

(0)

{𝑭𝑛𝑗 }

{𝑭𝑛𝑗 , 𝐹𝑘,𝜆 }

{d𝑛𝑗,𝜆 , 𝜕𝑑𝑛𝑗,𝜆 /𝜕𝑹𝑛𝑗 }

Figure 40: Illustration of the algorithm structures of (a) the original I-PI for MD simulations and
(b) our modified I-PI structure for cavity MD simulations, where the modification is labeled in red.
by
dng,λ





QM
=
RnH1 + RnH2 − QM RnM · ξ λ
2



γQM
=
RnH1 + RnH2 − γQM RnO · ξ λ
2

(6.21)

and the derivative ∂ dng,λ /∂ Rn j is straightforward. In calculating the IR spectrum, the total dipole
sub
moment µ S is given by µ S · ξ λ = ∑Nn=1
dng,λ .

6.7.3. Implementation Details

We have implemented the above cavity MD scheme by modifying an open-source MD package
I-PI [225], which was designed for both classical and path-integral MD simulations. The general
structure of I-PI is illustrated as the gray region in Fig. 40: At every time step, given the molecular
(0)

positions {Rn j }, the forces {Fn j } were calculated by calling the external package LAMMPS (for
classical MD) [228]. The package CP2K [229] could be used for ab initio MD. After calculating
the forces, the momenta {Pn j } and positions {Rn j } are updated accordingly.
Our modification is illustrated as the green region in Fig. 40. We store both the nuclear and photonic
degrees of freedom in I-PI. At every time step, we first truncate a nuclear position array {Rn j } from
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Figure 41: The structure of the cavity for our simulation. Water molecules are constrained at the
center of the cavity by a pair of thick SiO2 layers.
the total (nuclear + photonic) position array, and then use the interface of I-PI to calculate the cavity(0)

free forces {Fn j }. We also calculate the dipole moments and their derivatives from the nuclear
position array {Rn j }. With the cavity-free forces and the dipole moments, we calculate the overall
forces on all nuclei and photons {Fn j , Fk,λ } (the right hand side of Eq. (6.16)). After calculating the
forces, we use the interface of I-PI to update momenta and positions.
Due to the user-friendly structure of I-PI, the current cavity MD code should be easily generalized
to the cases of ab initio calculation and path-integral cavity MD simulations, results which will be
reported in a separate publication.

6.7.4. Simulation Details

We consider the following scenario for simulation. As shown in Fig. 41, the cavity is placed along
the z-axis. A pair of thick SiO2 layers are placed between the cavity mirrors so that the water
molecules can move freely only in a small region (but still on the order of microns) near the cavity
center. Such additional SiO2 layers are used (i) to ensure the intermolcular interactions between
H2O molecules are the same as those in free space, and (ii) to validate the long-wave approximation
that we have taken from the very beginning. We consider only two cavity modes with polarization
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directions ξ λ along x and y directions, both of which are resonant with the O H stretch mode. We
set the auxiliary mass for the two photons as mk,λ = 1 a.u. (atomic units).

6.8. Appendix II: Simplified 1D Model for V-USC

Starting from the classical Hamiltonian for V-USC (Eq. (6.14)), let us assume that (i) the molecules
are non-interacting 1D harmonic oscillators, (ii) the dipole moment for a single molecule is linear
(i.e., dng,λ = d0 xn ), and (iii) only a single cavity mode is considered. With these simplifications, the
Hamiltonian can be written as:
N

G
HQED
=

p2n p2c
∑ + 2 +V ({xn }, xc )
n=1 2

where
N

1
1
2g0 N
V ({xn , xc }) = ∑ ω02 xn2 + ωc2 xc +
∑ xn
2
ωc n=1
n=1 2

(6.22a)

!2

(6.22b)

√
Here, g0 ≡ d0 /2 Ωε0 , and we have assumed all masses to be 1. Note that the self-dipole term
2
(the ∑Nn=1 xn term in the expanded square above) is necessary for studying V-USC. With the
Hamiltonian in Eq. (6.22), the equations of motion now read

N

ẍn = −ω02 xn − 2g0 ωc xc − 4g20 ∑ xl

(6.23a)

l=1

N

ẍc = −ωc2 xc − 2g0 ωc ∑ xn

(6.23b)

n=1

Let us define the bright mode as xB =

√1
N

∑Nn=1 xn , so that the equations of motion for the bright

mode and the cavity mode become

ẍB = −ω02 xB − ωc ΩN xc − Ω2N xB

(6.24a)

ẍc = −ωc2 xc − ωc ΩN xB

(6.24b)
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√
where ΩN = 2 Ng0 is the usual Rabi frequency. In the matrix form, the above equations can be
written as
~x¨ = −K~x
where ~x = (xB , xc )T and


2
2
ω0 + ΩN
K=
ωc ΩN

(6.25)


ωc ΩN 

ωc2

(6.26)

Note that the Ω2N term above comes from the self-dipole term.

6.8.1. Polariton frequencies

The polariton frequencies (ω± ) can be determined by solving the eigenvalues of the matrix K:
ω±2



q
1
2
2
2
2
2
2
2
2
2
ω + ΩN + ωc ± (ω0 + ΩN + ωc ) − 4ω0 ωc
=
2 0

(6.27)

At resonance (ωc = ω0 ), the polariton frequencies are reduced to
ω±2

=

ω02 +

Ω2N
± ΩN
2

r

ω02 +

Ω2N
4

(6.28)

In the VSC limit (ΩN  ω0 ), Eq. (6.28) can be further simplified as
ω± ≈

q
ΩN
ω02 ± ΩN ω0 ≈ ω0 ±
2

which is the usual strong-coupling result.
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(6.29)

6.8.2. IR spectrum

The IR spectrum of molecules is calculated by Eq. (5). With our 1D model, the IR spectrum is
expressed as
n(ω)α(ω) ∝ ω 2

Z +∞
−∞

e−iωt hxB (0)xB (t)i dt

(6.30)

where we have neglected all prefactors (including the temperature as we take room temperature
throughout this manuscript). According to Eq. (6.24), the solution of xB (t) is

   
 
θ
θ
2 θ
xB (t) = xB (0) cos
+ xc (0) cos
sin
eiω+t
2
2
2
   

 
θ
θ
θ
− xc (0) cos
sin
eiω−t
+ xB (0) sin2
2
2
2

(6.31a)

where
tan (θ ) = 2ωc ΩN / ω02 + Ω2N − ωc2



(6.31b)

By substituting Eq. (6.31) into Eq. (6.30) and using hxB (0)xc (0)i = 0, we obtain

 
 

2 θ
2 θ
n(ω)α(ω) ∝ ω cos
δ (ω − ω+ ) + sin
δ (ω − ω− )
2
2
2

(6.32)

The integrated peak areas for LP and UP are
 
θ
ILP ∝
2
 
θ
IUP ∝ ω+2 cos2
2
ω−2 sin2

(6.33a)
(6.33b)

From the above, we find that the asymmetric peaks come from two origins: (i) the prefactor ω±2 and
(ii) the self-dipole term in the dipole-gauge Hamiltonian. While the first origin is trivial, the second
origin can be understood as follows. If we had neglected the self-dipole term, we would naively take

ω02 + Ω2N → ω02 in Eq. (6.26) and obtain a different expression for θ , tan (θ ) = 2ωc ΩN / ω02 − ωc2

(where the Ω2N term now vanishes compared to Eq. (6.31b)). At resonance, we would obtain that
tan (θ ) = ∞, i.e., θ = π/2 and cos2 (θ /2) = sin2 (θ /2) = 1/2. However, because of the Ω2N term,
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Figure 42: VACF of O H bond for individual H2O molecules plotted in the same manner as Fig. 7.
Note that under V-USC, a small side peak also emerges in the spectrum which corresponds to the
UP frequency (see the zoom-in insert of Fig. 42b).
θ < π/2, which implies sin2 (θ /2) < cos2 (θ /2). In other words, when ωc = ω0 , the self-dipole
term forces the LP to be further suppressed and the UP be further enhanced.

6.9. Appendix III: Velocity Autocorrelation Function of O H Bond

We report the VACF of the O H bond for individual H2O molecules in Fig. 42, which is plotted in
the same manner as Fig. 7. While the VACF of O H is largely the same for outside (black dashed
line) or inside (lines with color) the cavity, we also find a small side peak in the spectrum which
corresponds to the UP frequency; see the zoom-in insert of Fig. 42b. However, compared with Fig.
42b, the side peak is much less intense.

6.10. Appendix IV: Multimode Rabi Splitting

The results presented in the manuscript and above are limited to the case of a single-mode cavity. In this section, we consider the case when a multimode cavity is coupled to liquid water.
In detail, we consider a cavity of Nm (Nm > 1) different cavity modes with frequencies ωk,λ =
mπc/Lc (Nm ) (m = 1, 2, · · · , Nm ), where Lc (Nm ) denotes the cavity length which depends on Nm .
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Figure 43: Simulated IR spectrum of liquid water in a multimode cavity. From top to bottom, we
plot the results when a (a) single-mode, (b) four-mode, (c) six-mode, and (d) ten-mode cavity is
coupled to liquid water, respectively. The vertical blue lines denote the frequencies of the cavity
modes. The effective coupling strength e
ε is always set as 2 × 10−4 a.u. for the middle cavity
mode which is resonantly coupled to the O H stretch mode (∼ 3550 cm−1 ). All other simulation
details are the same as Fig. 1. Note that apart from the Rabi splitting for the O H stretch mode,
Fig. 43b (or 43d) also shows the Rabi splitting between the fundamental cavity mode and the
H O H bending band near 1650 cm−1 (or sometimes the intermolecular librational vibration near
700 cm−1 ). Note that the decoupled cavity modes can also be found in the IR spectrum; however
the observed frequencies are slightly larger than those of the cavity modes due to the self-dipole
contribution; see Eq. (6.16a).
To best isolate and analyze the effect of the multimode cavity, we set the middle cavity mode
(ωk,λ = Nm πc/2Lc (Nm )) at resonance with the O H stretch mode (with frequency ω0 = 3550 cm−1 )
, i.e., the cavity length Lc (Nm ) is increased when more cavity modes are considered. Note that
when increasing the cavity length, both the cavity volume Ω and the number of simulation cells
Ncell also increase and with the same proportion. As such, the effective light-matter coupling
q
√
2 /Ωε is kept the same for the middle cavity mode
strength e
εk,λ = Ncell εk,λ = Ncell mk,λ ωk,λ
0
(ωk,λ = Nm πc/2Lc (Nm ) = ω0 ) and one should expect the Rabi splitting for the O H stretch mode

to remain the same as well. Note that, just as for the case of the single-mode cavity, each cavity
mode contains two polarization directions (x- and y-direction).
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Figure 44: Simulated IR spectrum of liquid water in a four-mode cavity either (a) outside the cavity;
or inside the cavity with effective coupling strength e
ε for the middle cavity mode set as (b) 2 × 10−4 ,
−4
−4
(c) 4 × 10 , and (d) 6 × 10 a.u.. The vertical blue lines denote the frequencies of the cavity
modes. All simulation details are the same as Fig. 43.
Fig. 43a-d plots the simulated IR spectrum of liquid water coupled to a (a) single-mode, (b) fourmode, (c) six-mode, or (d) ten-mode cavity. The blue lines denote the frequencies of the included
cavity modes. Here, the effective light-matter coupling strength for the middle cavity mode is
always set as e
ε = 2 × 10−4 cm−1 , and as one might expect from the argument above, indeed we

do the same Rabi splitting for the O H stretch mode (∼ 3400 cm−1 ) for each multimode case.
Very interestingly, in Fig. 43b (or Fig. 43d), the fundamental cavity mode is resonantly coupled to
the H O H bending band near 1650 cm−1 (or intermolecular librational vibration near 700 cm−1 )
and an additional Rabi splitting is also observed. As shown in the figure, apart from the Rabi
splittings, the decoupled cavity modes can also be found in the IR spectrum. However, the observed
frequencies are slightly larger than the cavity modes due to the self-dipole contribution; see Eq.
(6.16a). Notably, the intensities of these decoupled cavity peaks can vary significantly.
Fig. 44 plots the IR spectrum of liquid water in the four-mode cavity with different coupling
strengths. Compared with the IR spectrum outside the cavity (Fig. 44a), in Fig. 44b-d, increased
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Figure 45: Velocity autocorrelation function (VACF) of the center of mass of individual H2O
molecules in the four-mode cavity plotted in the same manner as Fig. 6. All simulation details
are the same as Fig. 43.
Rabi splittings for both the O H stretch mode (∼ 3400 cm−1 ) and the H O H bending band
(∼ 1650 cm−1 ) are observed when the effective coupling strength e
ε for the middle photon mode

(which is resonantly coupled to the O H stretch mode) is increased from 2 × 10−4 to 6 × 10−4 a.u..
Finally, we report the VACF for the center-of-mass motion and the orientational autocorrelation
function in Figs. 45 and 46 in the same manner as Figs. 6 and 7. Clearly, for a multimode cavity,
the center-of-mass VACF is not changed, but the orientational autocorrelation function is slightly
modified, similar to what was reported in Fig. 7 of the main text for the single-mode case.
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Figure 46: z-component of first-order orientational autocorrelation function (OACF) of individual
H2O molecules in the four-mode cavity plotted in the same manner as Fig. 7. All simulation details
are the same as Fig. 43.
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CHAPTER 7 : CAVITY MOLECULAR DYNAMICS SIMULATIONS OF
VIBRATIONAL POLARITON-ENHANCED MOLECULAR
NONLINEAR ABSORPTION
This chapter was adapted from Ref. [2].

7.1. Introduction

Molecular polaritons, the hybrid quasi-particles stemming from strong light-matter interactions,
open a new avenue to control molecular properties [8]. Particular attention has recently focused on
the vibrational strong coupling (VSC) regime, where the interaction between a molecular ensemble
and a cavity mode of a micron-size Fabry–Pérot cavity results in an observed Rabi splitting of order
∼ 100 cm−1 [45, 46, 47]. Vibrational polaritons have been implicated in the observed modification
of various molecular properties in the electronic ground state, including (i) changes in ground-state
chemical reaction rates [9, 188], reaction pathways selectivities [10], and even chemical equilibria [230] without external pumping; (ii) modification of optical nonlinearities [231, 109] and (iii)
enhanced intermolecular vibrational energy transfer (VET) rates [232]. Significantly, these modifications appear to be collective phenomena, originating from the interaction of cavity mode(s) with
a large number of molecules.
From a theoretical perspective, collective optical response is easily understandable. In particular,
vibrational Rabi splitting is easily modeled by mapping molecular vibrations and cavity modes
onto harmonic oscillators [206]. By contrast, cavity induced chemical phenomena must involve
a nuanced balance of collective and individual effects, and many questions remain as to the exact origin of the observed cavity-induced chemical effects [140, 176, 207, 208, 233]. Indeed, so
named ”chemical catalysis” under VSC cannot be explained by a simple transition-state theory of
chemical reactions because the potential of mean force along a reaction pathway is unchanged inside the cavity [176, 207, 208]. Currently, descriptions of polariton relaxation [190, 234, 235],
polariton-enhanced optical nonlinearity [236] and intermolecular VET rates [232] under VSC are
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largely limited to either phenomenological master equations (which rely on the parameter fitting
from experiments) or single-molecule analytical models that cannot address the collective aspects
of the observed phenomena.
For a different perspective, we have recently proposed a numerical scheme to study cavity effects
— cavity molecular dynamics simulations (CavMD) [48], in which classical dynamics is used to
propagate coupled photon-nuclei dynamics for realistic molecular models. Compared with recently
proposed theoretical methods in polariton chemistry which mainly focus on electronic structure
calculations [138, 41, 37, 38, 216, 237] for a molecular electronic transition strongly coupled to a
cavity mode (i.e., under electronic strong coupling), our approach serves as an affordable classical
tool for describing VSC for a large ensemble of realistic molecules with full atomic resolution.
Our approach [48] captures the asymmetric Rabi splitting [188] under VSC and even vibrational
ultrastrong coupling when the O H stretch mode of liquid water is strongly coupled to a cavity
mode.
An important result from CavMD simulations of liquid water is that the static equilibrium properties of H2O are completely unchanged inside versus outside the cavity, and dynamic response
functions (evaluated in the linear response regime) of individual molecules also show very little or
no effect. Thus, one must conclude that any significant VSC modification, e.g., VSC ”catalysis”
and (or) the acceleration of an intermolecular VET rate, cannot be explained from an equilibrium
or linear-response point of view. This conclusion suggests that cavity effects that apply to individual molecules may reflect cavity modification of the nonequilibrium dynamics of the molecular
subsystem.
In this paper we will present the results of such nonequilibrium CavMD simulations, looking at how
a molecular system behaves following the application of an external pulse that excited a vibrational
polariton; our goal is to explore if and how cavity effects may modify molecular nonequilibrium
properties. We will show that nonequilibrium CavMD simulations can recover experimental observations such as polariton relaxation to vibrational dark modes [190] and a delay in the population
gain of the singly excited states of vibrational dark modes after pumping the lower polariton (LP)
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Figure 47: Sketch of the simulation setup where a large collection of CO2 molecules is confined
between a pair of metallic mirrors; see Sec. 7.3 for details. As shown in the left cartoon, the
main finding of this manuscript is that strongly exciting the LP in a cavity can greatly enhance the
multiphoton nonlinear absorption of molecules relative to that outside the cavity. This enhancement
is largest when twice the LP frequency approximately matches the vibrational 0 → 2 transition.
After one directly excites the LP, and indirectly excites a localized vibrational state with v = 2,
there is subsequently a gradual transfer of population to the first vibrationally excited state with a
timescale that is much slower than the LP lifetime.
[234]; moreover, such simulations also predict an intriguing process whereby a LP can enhance
the molecular nonlinear absorption of light by up to two orders of magnitude, leading to very large
molecular populations of highly excited vibrational states.
The model system studied is an ensemble of carbon dioxide molecules, where the C O asymmetric stretch mode of liquid CO2 is nearly resonant with a cavity mode and forms lower and
upper polaritons (UP) under VSC; see Fig. 47 for the simulation setup. This model system resembles experimental systems studied recently with weak intermolecular interactions (such as W(CO)6)
[190, 234, 205].
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7.2. Method

Here, we outline the theoretical considerations that underlie our CavMD simulations. A detailed account is given in Ref [48]. Under the Born–Oppenheimer approximation, the full-quantum photonelectron-nuclei Hamiltonian is projected onto the electronic ground state, which leads to a quantum
Hamiltonian for the coupled photon-nuclei system only:

G
G
ĤQED
= ĤM
+ ĤFG .

(7.1a)

G denotes the conventional ground-state molecular Hamiltonian:
Here, ĤM
N
G
ĤM
=

∑

n=1

!
N
P̂2n j
(n)
(nl)
∑ 2Mn j + V̂g ({R̂n j }) + ∑ ∑ V̂inter
j∈n
n=1 l>n

(7.1b)

where P̂n j , R̂n j , and Mn j denote the momentum operator, position operator, and mass for the j-th
(n)

nucleus in molecule n, V̂g

(nl)

denotes the intramolecular potential for molecule n, and V̂inter denotes

the intermolecular interactions between molecule n and l. ĤFG denotes the field-related Hamiltonian
[13, 176, 43]:

ĤFG

=∑
k,λ

pê2k,λ

2mk,λ

N
dˆng,λ
1
2
p
+ mk,λ ωk,λ
qêk,λ + ∑
2
Ωε0 mk,λ
n=1 ωk,λ

!2

(7.1c)

where pêk,λ , qêk,λ , ωk,λ , and mk,λ denote the momentum operator, position operator, frequency, and

the auxiliary mass for each cavity photon mode with wave vector k and polarization direction ξ λ .
Note that the use of the auxiliary mass does not alter any dynamics and is necessary only because
most MD packages require such mass; since the full light-matter coupling term in Eq. (7.1c) is pro√
portional to q̂k,λ ≡ mk,λ qêk,λ , where q̂k,λ is the standard mass-reduced photonic position operator,

and the final dynamics of the physical q̂k,λ operator and any molecular operator are not influenced
by the magnitude of the auxiliary mass.

1

Ω denotes the volume for the microcavity, ε0 denotes the

1 As

a practical matter, even though the raw value of qêk,λ is different from the raw value of q̂k,λ , the spectrum and the
energy of the photon can be calculated with either q̂k,λ or qêk,λ and the same results can be obtained.
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vacuum permittivity, and dˆng,λ denotes the electronic ground-state dipole operator for molecule n
projected along the direction of ξ λ . In Eq. (7.1c), we can define
εk,λ ≡

q
2 /Ωε
mk,λ ωk,λ
0

(7.1d)

to characterize the coupling strength between each cavity photon and individual molecules. Note
that Eq. (7.1c) assumes the long-wave approximation, i.e., the molecular ensemble is assumed to
be much smaller than the wavelength of the cavity mode. Eq. (7.1c) is exact when the cavity
volume is large, e.g., in a microcavity where collective VSC is studied, otherwise an additional
self-dipole fluctuation term will also emerge due to the quantum nature of electrons [176]. Compared with most model Hamiltonians such as the Tavis–Cummings Hamiltonian, the most different
feature in Eq. (7.1c) is the inclusion of the self-dipole term, i.e., the term that is quadratic in dˆng,λ .
We emphasize that including this self-dipole term is critical in CavMD simulations because this
term preserves gauge invariance, contributes to the asymmetry of Rabi splitting [48], and most importantly, influences the long-time molecular dynamics and the reliability of CavMD results. For
example, for thermal equilibrium simulations, including the self-dipole term guarantees that static
molecular properties will be unchanged under VSC [48], while neglecting such a term will cause
numeric artifacts (such as changed static molecular properties). See also Ref. [216, 238] which
discusses the importance of the self-dipole term in other contexts.
After reducing all of the operators in Eq. (7.1) to classical observables and also applying periodic
boundary conditions for the molecules, we arrive at equations of motion for the coupled photonnuclei system:
(0)

ext
Mn j R̈n j = Fn j + Fcav
n j + Fn j (t)
≈
2 ≈
mk,λ q¨k,λ = −mk,λ ωk,λ
qk,λ − e
εk,λ
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(7.2a)
Nsub

∑ dng,λ

n=1

(7.2b)

Here, the subscript n j denotes the j-th atom in molecule n;
(0)

(nl)

(n)

Fn j = −∂Vg /∂ Rn j − ∑ ∂Vinter /∂ Rn j
l6=n

denotes the molecular part of the force on each nuclei;

Fcav
nj

= −∑
k,λ

≈
(e
εk,λ qk,λ

+

2
e
εk,λ

Nsub

dlg,λ )
2
mk,λ ωk,λ
l=1

∑

∂ dng,λ
∂ Rn j

denotes the cavity force on each nuclei; Fext
n j (t) = −Qn j Eext (t) denotes an external driving force
acting on each nuclei with partial charge Qn j under the pumping of a time-dependent electric field
Eext (t). Note that this Fext
n j (t) was not introduced in Ref. [48] and is included here to represent
the optical pulse excitation that leads to the molecular nonequilibrium response. 2 In order to
√
≈
apply periodic boundary conditions, in Eq. (7.2), we have redefined qk,λ = q̃k,λ / Ncell , where Ncell
denotes the number of the periodic simulation cells for molecules, and also an effective coupling
strength
e
εk,λ =

p
Ncell εk,λ ,

(7.2c)

where εk,λ , the true coupling strength between each cavity photon and individual molecules, has
been defined in Eq. (7.1d). By invoking periodic boundary conditions as above, CavMD simulations can yield the same Rabi splitting when calculating the consequence of photons interacting
with molecules in a simulation cell as found in the original system. With the number of molecules
in a single simulation cell denoted as Nsub , the total number of molecules is N = Nsub Ncell . Note that
when CavMD is used to reproduce experimental observations such as polariton relaxation, given
√
the value of Nsub , e
εk,λ ∝ Ncell can be chosen by fitting the experimentally observed Rabi splitting
√
√
√
ΩN ; since ΩN ∝ N, e
εk,λ ∝ Ncell ∝ ΩN / Nsub . Also note that if CavMD is used to simulate

2 Although in principle an external pulse can also directly excite cavity photons, this feature is not included in Eq.
(7.2). Including such an excitation would not qualitatively change the simulation results in this manuscript since pumping
either the molecular or the photonic part equivalently pumps polaritons. More importantly, in order to include this feature,
one would need to introduce a new phenomenological term, namely the effective transition dipole of cavity photons, the
magnitude of which varies for different cavities. Therefore, introducing this term would bring an additional manipulatable
parameter and would hinder the universality of our simulation results: in Sec. 7.4.4 we will show that the presented results
are universal for cavities with different volumes.

169

VSC phenomena in Fabry–Pérot microcavities with N molecules using parameters designed to recapitulate an experimental Rabi splitting ΩN , it is necessary to check the dependence on periodic
boundary conditions (or the choice of Nsub ) to make sure that any observed dynamics are not an
artifact of the simulation; after all, the effective coupling strength for molecules e
εk,λ has been am√
plified by a factor of Ncell relative to the true coupling strength εk,λ . In Sec. 7.4.4, we will study
how our CavMD results depend on Nsub , all while keeping the Rabi splitting ΩN fixed and adjusting
e
εk,λ accordingly. For such calculations, the asymptotic results when Nsub approaches a macroscopic
number should correspond to Fabry–Pérot microcavities. For the same calculations, it may also be
helpful to imagine a physical experiment with Ncell = 1 (so that e
εk,λ = εk,λ becomes the true cou-

pling strength); here, one can interpret our CavMD dynamics as reliably reporting on cavities with
different effective volumes (and therefore different effective molecular numbers N).

7.2.1. Molecular spectroscopy

Below we will calculate two different spectroscopic response functions: the global infrared (IR)
absorption spectrum and its ”local” correspondence which is the spectrum obtained if the molecules
respond to light individually. The former is calculated by Fourier transforming the dipole autocorrelation function [218, 219, 220, 3]:
πβ ω 2 1
n(ω)α(ω) =
2ε0V c 2π

Z +∞

*

−iωt

dt e

−∞

+

(7.3)

+
1 Nsub
∑ µ n (0) · µ n (t)
Nsub n=1

(7.4)

∑ (µµ S (0) · ei ) (µµ S (t) · ei )

i=x,y

while the latter is defined by
πβ ω 2 1
n(ω)αlocal (ω) =
2ε0V c 2π

Z +∞

−iωt

dt e

−∞

*

In Eqs. (7.3) and (7.4), α(ω) or αlocal (ω) denotes the absorption coefficient, n(ω) denotes the
refractive index, V is the volume of the system (i.e., the simulation cell), ei denotes the unit vector
along direction i = x, y, and µ S (t) denotes the total dipole moment of the molecules at time t,
where µ S (t) = ∑n j Qn j Rn j (t). Note that in our force field calculations, the partial charges (Qn j ,
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the true nuclear charge for nucleus n j plus the electronic shielding effect) of nuclei are fixed; see
Appendix 7.6.3 for the values of partial charges. µ n (t) = ∑ j Qn j Rn j (t) denotes the dipole moment
for molecule n. In Eq. (7.3), the summation over x and y is a summation over the two possible
polarizations of the relevant cavity mode of the z-oriented cavity (see Fig. 47 for the simulation
setup). In Eq. (7.4), the inner product implies that a summation over three dimensions has been
applied, though summing over only two dimensions x, y yields the same local IR spectra up to a
prefactor.
It is important to note that α(ω) of Eq. (7.3) represents the molecular IR absorption (for a molecular
sample much smaller than the wavelength of light). Its local correspondence, αlocal (ω) of Eq. (7.4),
corresponds to the absorption of a fictitious molecular system in which each molecule responds to
the field individually. Thus, Eq. (7.3) describes the collective behavior of the molecular dipole
system, while Eq. (7.4) provides information about the dynamics of individual molecules. Just
as the collective bright and dark modes of the molecular ensemble can be expressed as a linear
combination of individual molecular modes, the individual response can also be expressed as a linear
combination of the collective modes — note, though, that the latter is predominately dominated
by the dark modes. For instance, if Nsub = 216 is taken during the simulation, the bright state
contribution to the local IR spectrum in Eq. (7.4) is negligibly small, equal to 1/Nsub = 1/216.
Therefore, one can roughly interpret the local IR spectrum as reporting dark-mode dynamics.
Lastly, a few words are appropriate as far as interpreting the response functions above. Quantummechanically, one calculates absorption and emission spectra differently; even though one must
propagate the same Hamiltonian in both cases, absorption and emission can be differentiated by their
respective initial conditions and the fact that quantum correlation functions are not time-reversible,
ÂB̂(t) 6= ÂB̂(−t) . Classically, correlation functions (and their spectra) report on the energy
present in a given mode, which cannot be naturally dissected into absorption or emission components, and this inability can lead to some confusion when analyzing MD simulations and looking
to connect with experimental spectra (that reflect true quantum mechanical dynamics). Nevertheless, by following vibrational energy evolves in time during a given trajectory, we will be able to
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semiclassically rationalize how the cavity mode, the bright mode, and the dark modes relax and
exchange energy.

7.3. Simulation details

A sketch of the cavity structure used in our simulation is plotted in Fig. 47. The cavity is placed
along the z-axis. In addition to the (assumed perfect) mirrors that define the Fabry–Pérot cavity,
we assume that additional parallel inert layers (e.g., SiO2, which has been used in references [9])
confine the molecular system in a region small enough to guarantee the validity of the long wave
approximation and also far enough from the mirrors so that image charge effects can be disregarded.
Both assumptions are made in writing the model Hamiltonian (7.1). Only one cavity mode with frequency near the C O asymmetric stretch is considered. This cavity mode contains two polarization
directions along the x and y directions. We set the auxiliary mass for the cavity mode as mk,λ = 1
a.u. (atomic units) though, as mentioned above, this mass does not affect any dynamics. Under periodic boundary conditions, we simulate 216 CO2 molecules in a cubic cell with cell length 24.292
Å (45.905 a.u.); the density of the liquid CO2 is 1.101 g/cm3 . Unless stated otherwise, by default,
we set the cavity mode frequency as 2320 cm−1 with an effective coupling strength e
ε = 2 × 10−4

a.u.. Compared with VSC experiments for which usually N = 109 ∼ 1011 molecules are involved,
√
our choice of the effective coupling strength e
ε ∝ Ncell should correspond to the involvement of
Ncell = 107 ∼ 109 periodic simulation cells.

When calculating equilibrium properties, we perform simulations as follows. At 300 K, we first
run the simulation for 150 ps to guarantee thermal equilibrium under a NVT (constant particle
number, volume, and temperature) ensemble where a Langevin thermostat with a lifetime (i.e.,
inverse friction) of 100 fs is applied to the momenta of all particles (nuclei + photons). The resulting
equilibrium configurations are used as starting points for 40 consecutive NVE (constant particle
number, volume, and energy) trajectories of length 20 ps. At the beginning of each trajectory the
velocities are resampled by a Maxwell-Boltzmann distribution under 300 K. The intermolecular
Coulombic interactions are calculated by an Ewald summation. The simulation step is set as 0.5 fs
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and we store the snapshots of trajectories every 2 fs.
When performing nonequilibrium simulations under an external pulse, we start each simulation
with an equilibrium geometry, which is chosen from the starting configurations of the above 40
NVE trajectories. Each nonequilibrium trajectory is run for 100 ps under a NVE ensemble and
the physical properties are calculated by averaging over these 40 nonequilibrium trajectories. Note
that the use of NVE trajectories when calculating equilibrium or nonequilibrium physical properties
implies the assumption that cavity losses are small on the timescale of simulations and can be
ignored. This situation is usually valid when considering Fabry–Pérot microcavities where the
cavity loss lifetime usually takes ∼ 5 ps, while polariton relaxation to vibrational dark modes usually
occurs on a timescale < 5 ps; see Sec. 7.4.2 Fig. 49 and also experiments [234]. Of course, for
cavities with larger losses or when the polariton relaxation process occurs on a longer timescale,
the polariton relaxation might be accelerated and the resulting linear and nonlinear vibrational darkmode energy absorption (in Fig. 50) would then also be weakened.
The form of the external pulse is taken as follows:

Eext (t) = E0 cos (ωt + φ ) ex

(7.5)

where the phase φ ∈ [0, 2π) is set as random. This pulse is turned on at tstart = 0.1 ps and is
turned off at tend = 0.6 ps. Below we will show results obtained after weak pumping, i.e., E0 =
3.084×106 V/m (6×10−4 a.u.) and the input pulse fluence F = 21 ε0 cE02 (tend −tstart ) = 6.32 mJ/cm2 ,
and also after strong pumping, i.e., E0 = 3.084 × 107 V/m (6 × 10−3 a.u.) and F = 632 mJ/cm2 .
The choice of an x-polarized pumping pulse implies that molecules with dipole component in the
x direction can be excited, and because the cavity sits along the z-direction, the x-polarized pulse
(in Eq. (7.5)) can excite the polariton associated with the cavity mode polarized along the same
x-direction. Throughout this manuscript, we will refer to exciting the polaritons as exciting the
molecular ensemble with such a x-polarized pulse. Similarly, polaritons can also be excited with a
y-polarized pulse.
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Figure 48: Rabi splitting from equilibrium simulations. (a) IR spectrum as a function of the increased (from bottom to top) effective coupling strength e
ε when the cavity mode frequency (2320
−1
cm ) is nearly resonant with the C O asymmetric
stretch (2327 cm−1 ). Inset: The linear rela√
tionship between Rabi splitting (ΩN ) and e
ε ∝ N. (b) Avoided crossing of the IR spectrum as a
function of the cavity mode frequency given e
ε = 2 × 10−4 a.u.. The dashed white line denotes the
asymmetric C O stretch outside a cavity, the dashed green line denotes the cavity mode, and the
intensities of IR spectra are plotted on a logarithmic scale; see the colorbar. Note that the IR spectra
here are calculated from equilibrium trajectories by evaluating the dipole auto-correlation function
in Eq. (7.3); see Sec. 7.3 for other simulation details.
For the force field of CO2 (see Appendix 7.6.3 for details), we largely follow Ref. [239]. The only
difference is that while Ref. [239] uses a harmonic potential for the C O bond, we change this
harmonic potential to the following anharmonic form:


7 4 4
2 2
3 3
VCO (r) = Dr αr ∆r − αr ∆r + αr ∆r
12

(7.6)

where ∆r = r − req . Eq. (7.6) is a fourth-order Taylor expansion of a Morse potential VM (r) =
Dr [1 − exp(−αr ∆r)]2 . The parameters are taken as follows: req = 1.162 Å (2.196 a.u.), Dr = 127.13
kcal mol−1 (0.2026 a.u.), and αr = 2.819 Å−1 (1.492 a.u.) are chosen to fit the harmonic potential
used in Ref. [239] in the harmonic limit and the value of Dr takes the bond dissociation energy
of O CO at room temperature [240]. A comparison of Eq. (7.6), the Morse potential, and the
harmonic limit is plotted in Appendix Fig. 54. When the C O bond energy is smaller than ∼ 0.05
a.u. (104 cm−1 ), Eq. (7.6) agrees with the Morse potential very well. However, the Morse potential
is not used for the present simulation as we wish to avoid any potential molecular dissociation. Note
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that the use of an anharmonic potential (rather than a harmonic one) is critical for the present paper
because, as will be shown in Sec. 7.4.3, polariton-enhanced molecular nonlinear absorption will rely
on a non-uniform distribution of molecular energy level spacing. This reliance also highlights the
fact that, in order to capture (at least some) nontrivial VSC phenomena, it is crucial to use realistic
molecules instead of conventional harmonic models.
As far as the technical details are concerned, the initial configuration is prepared with PACKMOL
[241], the CavMD scheme is implemented by modifying the I-PI package [225], and the nuclear
forces are evaluated by calling LAMMPS [228]. A toolkit including source code, input and postprocessing scripts, and the corresponding tutorials is available on Github [226].

7.4. Results and Discussion

7.4.1. Rabi splitting and avoided crossing

In Fig. 48a, we plot the IR spectrum obtained from Eq. (7.3) for different values of the effective
coupling strength e
ε ; the value of e
ε (in a.u.) are labeled on each lineshape and the case of molecular

system outside the cavity corresponds to e
ε = 0. The Rabi splitting seen in Fig. 48a confirms

the existence of a strong coupling between the C O asymmetric stretch and the cavity mode at
frequency 2320 cm−1 . Note that with the periodic boundary conditions applied during CavMD
√
simulations, the effective coupling strength e
ε scales as e
ε ∝ N with the total number of molecules
N; see Sec. 7.2 for details. Therefore, increasing e
ε provides a simple way to study the Rabi splitting

as a function of the total number of molecules N. As shown in Fig. 48a, unlike the lineshape outside

a cavity (bottom), inside a cavity a pair of UP and LP is formed under VSC and the Rabi splitting
increases with e
ε . The inset plots the Rabi frequency, or the frequency difference between the UP and
√
LP peaks, as a function of e
ε ∝ N. Here, a linear relationship is observed, which agrees with both

analytical models of coupled harmonic oscillators and many experiments. Note that the asymmetry
in the positions and amplitudes of the UP and LP seen in Fig. 48a is discussed in detail in Ref. [48].
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Figure 49: Time-resolved dynamics for the cavity photon energy after resonantly exciting the UP
(magenta; peaked at 2428 cm−1 ) or LP (cyan; peaked at 2241 cm−1 ) with a (a) weak or (b) strong
pulse E(t) = E0 cos(ωt + φ )ex of 0.5 ps duration. The pulse fluence is F = 6.32 mJ/cm−1 or F =
632 mJ/cm−1 , respectively. The cavity mode frequency is ωc = 2320 cm−1 and effective coupling
strength is e
ε = 2 × 10−4 a.u.; see Sec. 7.3 for other details. The polariton lifetimes (τLP and τUP
labeled at each subplot) are obtained by an exponential fit of the decaying energy of the cavity
photon after the pulse.
Fig. 48b plots Rabi splitting as a function of the cavity mode frequency for the condition e
ε=

2 × 10−4 a.u.. When the cavity mode frequency is highly negatively detuned — i.e., when the cavity

frequency is much smaller than the bare C O asymmetric stretch at 2327 cm−1 [white dashed line
(which is very close to the experimental value, e.g., 2333 cm−1 in Ref. [242])] — the UP is close to
the bare C O asymmetric stretch and its character is dominated by this molecular vibrational mode;
at the same time, the LP is close to the cavity mode frequency (green dashed line) and its character
is dominated by the cavity mode. By contrast, when the cavity mode frequency is highly positively
detuned, the LP (UP) is mostly contributed by the molecular vibration (cavity mode). The avoided
crossing seen between these limits expresses the Rabi splitting that measures the collective coupling
strength.

7.4.2. Polariton relaxation and ultrashort LP lifetime

Next we use nonequilibrium CavMD simulations to explore the polariton relaxation following pulse
excitation of the UP or the LP (see Eq. (7.5)). Because polaritons are hybrid light-matter quasiparticles, their relaxation can be captured by monitoring either the photonic or matter side. The
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≈

≈

photonic energy (∑λ =x,y mk,λ ωk,λ q2k,λ /2 + p2k,λ /2mk,λ ) is simpler to calculate and is used in this
calculation 3 .
Fig. 49a shows the time-resolved photonic energy, in a system where the cavity mode frequency
is set to 2320 cm−1 and effective coupling strength e
ε = 2 × 10−4 a.u., after resonantly exciting the

UP (magenta; peaked at 2428 cm−1 ) or LP (cyan; peaked at 2241 cm−1 ) with a weak incoming
pulse E(t) = E0 cos(ωt + φ )ex (with fluence F = 6.32 mJ/cm2 ), where the yellow-shadowed region
denotes the 0.5 ps time window during which the pulse is applied. The fast oscillations (with
a period ∼ 0.2 ps) of the cavity photon signals appears to reflect oscillations between the cavity
photons and vibrational bright mode, as here the Rabi splitting is 187 cm−1 = 0.18 ps. By fitting
the energy decay observed after the pulse to an exponential function, the polariton lifetime can be
captured: the UP lifetime is τUP = 2.5 ps and the LP lifetime is τLP = 1.0 ps. By contrast, under a
strong incoming pulse (F = 632 mJ/cm2 ), the same plot in Fig. 49b shows that while the UP lifetime
is largely unchanged (τUP = 3.3 ps), the LP shows an ultrashort decay with lifetime greatly reduced
to τLP = 0.2 ps. Note that this residual decay follows the 0.5 ps pumping pulse, implying that much
of the LP relaxation has already taken place during the pumping stage. Under weak illumination
(Fig. 49a), the cavity photon population can reach 0.01 a.u. (≈ h̄ω0 = 2327 cm−1 ), implying that
the system receives about one quantum of energy and stays on the singly excited manifold. By
contrast, under strong illumination (Fig. 49b), the cavity photon population signals can reach 1.0
a.u. (≈ 100h̄ω0 ), meaning that the system is very highly excited.
Because we have assumed no cavity loss and we find that, outside a cavity, vibrational relaxation
of an individual molecule to the ground state takes much longer than several ps, the fast (¡ 5 ps)
polariton relaxation observed in Fig. 49 must reflect energy transfer to the vibrational dark modes
of the asymmetric C O stretch. Therefore, the fact that the LP relaxation is faster than that of the
UP implies either a stronger interaction between the LP and individual molecular motions, or the
existence of a decay channel for the LP that is not open for the UP. Below we provide evidence
in support of the latter scenario. This new decay channel, which we will call polariton-enhanced
3 Note that consistent polaritonic relaxation dynamics can also be captured by evaluating the square norm of the
µ S (t)|2 − | hµ
µ S (t)i |2 ).
molecular total dipole moment ( |µ
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Figure 50: Time-resolved spectra after exciting the LP with a strong pulse (F = 632 mJ/cm2 ). Three
cases are compared: Figs. a,d: exciting the LP (2241 cm−1 ) inside a 2320 cm−1 cavity; Figs. b,e:
exciting LP (2167 cm−1 ) inside a 2200 cm−1 cavity; Figs. c,f: off-resonant excitation at 2241
cm−1 outside the cavity. The corresponding incident exciting frequency is also labeled as a red
arrow in each subplot, and Figs. c,f have been multiplied by a factor of four for better visualization.
Here, the IR spectra (top panel, evaluated with Eq. (7.3)) reflects information about the molecular
collective bright state, while the local IR spectra (bottom panel, evaluated with Eq. (7.4)) reflects
mostly information about the molecular dark modes. At every time snapshot Ti , the IR or local
IR spectrum is calculated by averaging over the time period [Ti , Ti + ∆T ] with Eq. (7.3) or (7.4),
where ∆T = 5 ps. See Sec. 7.3 for other simulation details. To better distinguish between the linear
and nonlinear absorption, the region of the linear absorption is labeled within blue horizontal lines
(i.e., from 2220 to 2360 cm−1 ) and the region of the nonlinear absorption is labeled within cyan
horizontal lines (i.e., from 2150 to 2220 cm−1 ). Note that inside the cavity, when exciting the LP,
the nonlinear absorption can be greatly enhanced than that outside the cavity; see Figs. 50d,f for
comparison. After the pulse, the system temperature is increased from 300 K to 505 K, 366 K, 331
K (from left to right), respectively.
molecular nonlinear absorption, can exist under both weak and strong illumination of the LP (see
Fig. 52 for details). Due to this new decay channel, in both Figs. 49a,b, the LP signal exhibits a
shortened height and lifetime compared to the UP signal. A more detailed study of vibrational polariton relaxation combined with analytical theory and CavMD simulations will be given elsewhere.

7.4.3. Polariton-enhanced nonlinear absorption

In order to demonstrate that polariton-enhanced molecular nonlinear absorption is the origin of the
ultrashort LP lifetime in Fig. 49b, we next study the molecular response to the pulse excitation as
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expressed by its transient IR spectrum. Here, the transient IR spectrum about time Ti is calculated
by evaluating Eq. (7.3) in a time window [Ti , Ti + ∆T ], where ∆T = 5 ps. Note that in this classical
calculation the spectrum in Eq. (7.3) yields information about the molecular frequency distribution,
and the corresponding transient spectrum corresponds to this distribution in the excited molecular
ensemble.
Cavity mode at 2320 cm−1
For the same parameters as in Fig. 49b, Fig. 50a shows the time-resolved IR spectra after exciting
the LP at 2241 cm−1 (the red arrow) with a strong pulse (F = 632 mJ/cm−1 ). Two observations
can be made: (a) There is an ultrafast relaxation of the LP signal which disappears almost immediately after the exciting pulse, and (b) a distribution of lower frequencies, peaked at ∼ 2170
cm−1 , emerges. The existence of such lower frequencies indicates the appearance of molecules
with higher vibrational energies (see Appendix 7.6.2 where we establish an explicit semiclassical
relationship between the vibrational frequency and vibrational quanta for our anharmonic CO2 force
field). In particular, for the anharmonic potential that we use to simulate CO2 dynamics, the frequency ∼ 2200 cm−1 roughly corresponds to the motion of a classical anharmonic oscillator whose
amplitude is determined by having two quanta of vibrational energy. Quantum mechanically, this
frequency corresponds to the energy of the 1 → 2 vibrational transition. This suggests that the
additional peak ∼ 2170 cm−1 is a signal of nonlinear multiphoton absorption.
For the same transient state that yields Fig. 50a, Fig. 50d plots the corresponding time-resolved
local IR spectra obtained from Eq. (7.4) which reflects information about the individual molecular
modes (which are mostly composed of vibrational dark modes) rather than a collective bright state.
During and after excitation of the LP at 2241 cm−1 (red arrow), a large fraction of the energy is
transferred to the higher vibrational excited states of the C O asymmetric stretch, leading to a
broad distribution of frequencies and showing a peak at ∼ 2170 cm−1 (see the frequency region in
the cyan rectangle); we also find a peak around 2327 cm−1 (see the frequency region in the blue
rectangle) that corresponds to the absorption of individual molecules, where the asymmetric C O
stretches are in a thermal distribution. As time increases, the excess energy in the aforementioned
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higher excited states gradually relaxes to the latter thermal distribution of vibrational states. This
interpretation can be validated by noting that the fitted lifetimes for the energy decay (39 ps) and
gain (34 ps) processes are consistent. In other words, due to the polariton-enhanced molecular
nonlinear absorption mechanism, the population gain of the C O asymmetric stretches in a thermal
distribution (with predominantly 0 or 1 vibrational quanta) is significantly delayed compared with
the ultrafast LP lifetime.
Interestingly, a recent experiment performed by Xiong et al [234] reported that, for W(CO)6, after
an excitation of the LP, there is a significant delay in the gain of population in the vibrationally first
excited state of the dark-state manifold (which corresponds to the lower vibrational excited states in
the blue rectangle of Fig. 50d). In Ref. [234], the authors proposed that the underlying mechanism
should be the direct transition from the LP to second or higher vibrational excited states and the
subsequent relaxation to the first excited state. In fact, after the submission of this manuscript,
via private communication, we have learned [243] of experimental data which would appear to
suggest that, for W(CO)6, pumping the LP leads to excitation of a vibrationally second excited state,
followed by a delay and then population of a first vibrationally excited state (in agreement with our
numerical results above). Note that their results have a weaker nonlinear signal presumably because
the excitation of the LP was not very strong in their work.
Now, although the experiments in Ref. [234] would appear to validate the CavMD results in Fig.
50d, a keen reader may still be very surprised that a classical simulation can produce a two-peak
feature in Fig. 50d. Whereas within a quantum model, there are several different vibrational transition energies for an anharmonic oscillator, it is widely known that a classical response function
should predict only a single vibrational peak for a single anharmonic oscillator driven by an external
field.
In order to understand the origin of the two-peak feature in Fig. 50d, we directly study the probability density for the C O bond potential energy. Fig. 51a plots this probability distribution (in
logarithmic scale) at an early time just after the pulse (Ti = 1 ps) — under the same conditions as
Fig. 50d, Fig. 51a clearly shows that the C O vibrational energy probability distribution has not
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Figure 51: The corresponding density distribution of C O bond potential energy per molecule at
time Ti = 1 ps for Fig. 50. Three cases are compared: exciting the LP inside a (a) 2320 cm−1 or (b)
2200 cm−1 cavity, and (c) exciting 2241 cm−1 (the LP frequency for Fig. a) outside the cavity. All
parameters are the same as Fig. 50. The C O bond potential energy is calculated according to Eq.
(7.6) and is shown in units of h̄ω0 (ω0 = 2327 cm−1 ). Note that exciting LP in a 2320 cm−1 cavity
induces a meaningful fraction of vibrationally highly excited molecules, which corresponds to the
nonlinear local IR peak ∼ 2170 cm−1 in Fig. 50d.
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only a strong peak in the low (thermal) energy regime, but also a large shoulder for states above
2h̄ω0 (ω0 = 2327 cm−1 ). As shown in Appendix Fig. 7.6.2, since a higher vibrational energy corresponds to a lower vibrational frequency within the anharmonic C O force field, the strong peak
and the large shoulder in Fig. 51a will lead to two peaks in Fig. 50d if we consider an ensemble
average of all molecules.
Excitation outside the cavity
The data above suggest that, for some experiments, exciting the system at the LP frequency can
facilitate large nonlinear absorption of energy. To confirm that the LP is in fact facilitating such
an effect, in Figs. 50c,f we plot the corresponding IR and local IR spectra when the molecules are
excited outside the cavity with the same strong pulse (centered at 2241 cm−1 ) as in Figs. 50a,d. A
very weak nonlinear absorption peaked ∼ 2200 cm−1 can be detected; see the dashed cyan region.
As mentioned above, this ∼ 2200 cm−1 weak peak may correspond to a small number of molecules
with two or more quanta of vibrational energy. Note that this interpretation agrees with the corresponding C O bond potential energy distribution in Fig. 51c, where we find a very small fraction of
molecules have C O bond potential energies near 2h̄ω0 , and the large population of highly excited
molecules seen in Fig. 50d is not reproduced here. Comparing the results inside versus outside
the cavity, we conclude that the LP in Figs. 50a,d can greatly enhance the multiphoton nonlinear
absorption of molecules. Note that polariton-enhanced multiphoton absorption under strong illumination has been shown experimentally for various setups, such as organic excitons in a Fabry–Pérot
cavity [244] and quantum dots near surface plasmons [245, 246], while its possibility under collective VSC has not been extensively studied [205, 234, 236] especially under strong illumination.
Note also that the reader should not be hesitant in deriving such a conclusion based on the fact
that our calculations are entirely classical; classical simulations have long been known to capture
molecular multiphoton nonlinear absorption outside a cavity[247].
Cavity mode at 2200 cm−1
Finally, let us consider a cavity with a non-resonant frequency mode; such a consideration will
lead to a new understanding of the conditions necessary for a polariton to facilitate multiphoton
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nonlinear absorption. Consider the case when the cavity mode frequency is slightly off resonance
with respect to the molecular ground-state frequency. Figs. 50b,e show results of similar simulations
for a system with cavity mode frequency 2200 cm−1 . Now, when the LP (peaked at 2167 cm−1 )
is resonantly excited with a strong pulse (F = 632 mJ/cm−2 ), as shown in Figs. 50b,e, the large
nonlinear absorption at initial times does not appear; see also Fig. 51b for the corresponding C O
bond potential energy distribution.
Here, readers might be curious why the LP cannot facilitate molecular nonlinear absorption even
when the LP frequency 2167 cm−1 is very close to the frequency of higher vibrational excited
states. We hypothesize that this fact can be best understood within a quantum picture. In a quantum
picture, when twice the LP frequency matches the 0 → 2 vibrational transition, one can expect an
enhancement of molecular nonlinear absorption, so that the LP can function as a ”virtual state” for
exciting dark modes. By contrast, if the LP frequency matches the 1 → 2 transition (as similar to
the present case), the total effect of exciting the LP should be small, since vibrational dark modes
obey a thermal distribution and the v = 1 population is small at room temperature. Overall, as a rule
of thumb, according to Fig. 51, it would appear that molecular nonlinear absorption is facilitated
when the LP frequency sits in between 2327 cm−1 (the frequency of the CO2 molecules in a thermal
distribution) and 2170 cm−1 (the frequency of the highly excited CO2 molecules).
In the present case, the LP frequency does not match the frequency needed to move the molecule
above its first excited state (i.e., the virtual state near 2241 cm−1 as mentioned above), so the LP
cannot function as a resonant gateway for nonlinear molecular absorption. Consequently, the LP
lifetime becomes much longer: An exponential fit of the LP intensity in the time-resolved IR spectra
(Fig. 50b) gives τLP = 8.5 ps, while a consistent result of τLP = 7.5 ps can be obtained by an
exponential fit of the photonic energy (which is calculated in the same way as in Fig. 49). In this
relatively slow relaxation process, energy is directly transferred from the LP to the lower excited
states of individual molecules and there is no delay in the population gain of the vibrational singly
excited manifold.

183

Early-time IN L [arb. units]

10−1
10−2
10

inside cavity

−3

10−4

101

outside cavity
102
F [mJ/cm2 ]

103

Figure 52: The integrated nonlinear absorption (INL ) at early times plotted as a function of the fluence of the exciting pulse of frequency 2241 cm−1 corresponding to the LP frequency in Figs. 50a,d.
INL is calculated by integrating the local IR spectra over frequency for the nonlinear absorption (i.e.,
the cyan region in Fig. 50d) at time Ti = 1 ps. All other parameters are the same as in Figs. 49a,b.
Note that compared with the nonlinear absorption outside the cavity (black squares) under the same
pulse, the nonlinear signal inside the cavity (blue circles) can be enhanced by up to two orders of
magnitude by polariton-enhanced multiphoton absorption.

Pulse intensity dependence of nonlinear absorption
The cavity effect in enhancing nonlinear absorption can be further seen by studying the nonlinear
dependence on the pulse fluence in and outside the cavity. Fig. 52 shows the local IR spectrum
from Fig. 50d, integrated over the frequency region that corresponds to the nonlinear absorption
inside a 2320 cm−1 cavity (the same as Figs. 50a,d) and outside a cavity, as a function of the pulse
fluence. In order to make a quantitative analysis, we define the relevant integration region as the
area colored cyan in Fig. 50d and evaluate this integral at the early time Ti = 1 ps. This early-time
nonlinear signal (INL ) provides a direct means to quantify the magnitude of the nonlinearity at the
beginning stages of absorption. When the incoming pulse is weak (the green-shadowed region), the
nonlinearity is weakly enhanced inside the cavity (blue circles) relative to the molecular response
outside the cavity (black squares).

4

By contrast, when the incoming pulse is strong (the red-

shadowed region), INL increases at both in and outside the cavity, and under the same pulse fluence,
the nonlinearity can be enhanced by up to two orders of magnitude inside the cavity in comparison
with the free space case. This provides a direct demonstration of the cavity role in promoting and
maintaining multiphoton nonlinear absorption inside an optical cavity.
4 Note

that this weak enhancement of nonlinearity might be responsible for the relative short LP lifetime as found in

Fig. 49a.
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Figure 53: Polariton lifetime against number of molecules in the simulation cell (1/Nsub ). Figs. a,b:
Lifetimes of (a) LP (cyan circles) and (b) UP (magenta triangles) under weak excitation (F = 6.32
mJ/cm2 ). Figs. c,d: Lifetimes of (c) LP and (d) UP under strong excitation (F = 632 mJ/cm2 ).
Dashed lines denote the linear fitting of each data set. For parameters, when Nsub is increased from
216 to 1200, molecular density and the observed Rabi splitting are fixed the same by increasing
the simulation cell size and decreasing the effective coupling strength e
ε accordingly. All other
simulation details are the same as Fig. 49.
7.4.4. Effect of periodic boundary conditions

Before ending our manuscript, we emphasize that there is a huge numerical gap between realistic
VSC experiments and our CavMD simulations. In experiments a macroscopic number of molecules
forms VSC in Fabry–Pérot cavities and the coupling to a cavity mode for each molecule (ε) is very
small. By contrast, in CavMD simulations hundreds of molecules are explicitly simulated and the
√
light-matter interaction per molecule e
ε = Ncell ε is artificially amplified proportionally to the num-

ber of periodic simulation cells (Ncell ) due to the invoking of periodic boundary conditions (see Ref.

[48] for details). In order to validate the intriguing simulation results above, we have performed
additional simulations to investigate the effect of the imposed periodic boundary conditions on the
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simulation results. When macroscopic observables (such as Rabi splitting and molecular density)
are kept the same, we increase the number of molecules in the simulation cell (Nsub ) and study the
polariton lifetime dependence on Nsub . Note that fixing Rabi splitting (i.e., fixing N = Nsub Ncell )
p
√
while increasing Nsub will lead to a decrease of e
ε (e
ε ∝ Ncell = N/Nsub ) and therefore the reduction of any artifacts due to the use of periodic boundary conditions.

Fig. 53 shows that the polariton lifetimes are unchanged against 1/Nsub under the same conditions
as in Fig. 49: the left panel plots the LP lifetime under the weak (Fig. 53a; F = 6.32 mJ/cm2 )
or strong (Fig. 53c; F = 632 mJ/cm2 ) pulse as in Fig. 49; the right panel plots the UP lifetime
accordingly. For all situations (including the ultrashort LP lifetime in Fig. 53c), the results show no
dependence on 1/Nsub , suggesting that the reported simulation results are not sensitive to renormalization applied to the light-matter interaction (e
ε ) and implying that, as long as the observed Rabi
splitting is fixed, these predictions may hold in cavities with different volumes, ranging from plasmonic cavities to Fabry–Pérot cavities, the latter of which are usually used for VSC experiments.
Of course, because small-volume cavities usually have large cavity losses (while we have ignored
cavity losses in our simulations), energy transfer between the polariton and the dark modes may
not be as strong for such experiments as in the present results. In Fabry–Pérot cavities, however,
because the cavity loss lifetime (∼ 5 ps) is longer than the polaritonic relaxation lifetimes in Fig.
53, the presented results should not be meaningfully altered even when the cavity loss is considered.

7.5. Conclusion

To summarize our observations, by studying how molecules respond both individually and collectively after a polariton has been weakly excited, we have found that polariton relaxation to molecular dark modes usually occurs on a timescale of several ps, in agreement with previous experiments
[190, 234]. However, when a strong pulse is applied to the LP in a suitable cavity and the LP energy
can support transitions to higher molecular states, the LP lifetime can become ultrashort (0.2 ps)
and one can find individual molecules in very highly excited vibrational states. This so-called mul-
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tiphoton nonlinear molecular absorption of light can be as large as two orders of magnitude relative
to the excitation outside the cavity and arises only in concert with the LP (not the UP) because, for
a realistic vibration, the 0 → 1 transition always has a larger frequency than the 1 → 2 transition so
that the 0 → 2 transition can approximately match twice the LP frequency.
Given that this LP relaxation behavior is robust within our simulation, and especially to the choice
against of periodic boundary conditions used in our CavMD simulations, we have every reason to
believe that our microscopic simulations presented here will have real macroscopic experimental
consequences in cavities with different volumes, and we expect such intriguing ultrashort LP lifetime and LP-enhanced molecular nonlinear absorption will soon be experimentally verified in usual
VSC setups such as Fabry–Pérot cavities (where a macroscopic number of molecules form VSC).
As highlighted in Sec. 7.4.3, recent experiments by Xiong et al have observed a delayed population gain in the singly excited dark state manifold following an excitation of the LP [234], which
would appear to be a strong endorsement of the current CavMD simulations (while also raising the
possibility of even more dramatic findings if the LP is strongly illuminated).
In the present manuscript, we have investigated VSC using an exclusively classical approach. Although a quantum approach would be ideal for studying light-matter interactions, any brute-force
approach is not feasible because VSC phenomena involve a large number of molecules. Moreover,
given the large number of vibrationally highly excited states, and the complex interactions between
bright and dark modes as caused by short-range intermolecular interactions, no easy simplification
of the problem seems feasible. Importantly, the effects discussed in the present manuscript are all
classical in nature. Given the excellent agreement between our classical CavMD simulations and
VSC relaxation experiments, classical CavMD simulations would appear to be a promising tool to
investigate VSC-related phenomena, at least qualitatively. This statement is consistent with previous findings that classical theories can qualitatively capture many intriguing light-matter interaction
processes that have classical analogs [165, 17]. Obviously, purely quantum effects such as entanglement will need a quantum treatment. Looking forward, the open question remains as to if and how
the present CavMD simulations to study the key outstanding and unexplained VSC phenomenon:
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chemical catalysis.

7.6. Appendix

7.6.1. Potential of C O bond
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Figure 54: C O bond potential in our force field. The fourth-order anharmonic potential in Eq. (7.6)
(red solid) is compared with the corresponding Morse potential (black dash-dot) and the harmonic
approximation (green dashed).
The potential of the C O bond in our force field is plotted in Fig. 54.

7.6.2. Correspondence between vibrational frequency and energy

In simulations we have found the emergence of the low-frequency absorption after exciting the
LP. The appearance of low frequencies comes from the use of an anharmonic C O potential as
described in Fig. 54. Due to the intrinsically anharmonic nature of molecular vibrations, a higher
quantum vibrational transition (e.g., n → n + 1 where n is large) has a lower frequency than the
fundamental 0 → 1 transition. Classically speaking, an anharmonic oscillator also demonstrate a
lower, red-shifted frequency when this oscillator contains a higher energy (or known as classical
action); see Ref. [248] for details. In order to quantify the vibrational state for the corresponding
frequencies, we perform a simple simulation for a bare CO2 in gas phase after an external pulse
peaked at 2327 cm−1 with duration 0.1 ps; see Eq. (7.5). Because this pulse has a shorter duration
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Figure 55: C O asymmetric peak frequency as a function of the potential energy of a single CO2
molecule in gas phase. The potential energy is plotted in units of h̄ω0 , where ω0 = 2342 cm−1
denotes the peak frequency in thermal equilibrium at 300 K. See text around for simulation details.
than that used in the main text (0.5 ps), it contains a wide spectrum band and can excite the molecule
to a wide range of vibrational excited states by increasing the pulse fluence. The simulation is
performed for 20 ps in a NVE ensemble and the initial configuration of the molecule is set at
the global minimum of potential energy surface with no initial velocity. Under different pulse
amplitudes, the C O asymmetric stretch can oscillate with different vibrational energies.
Fig. 7.6.2 plots the corresponding C O asymmetric peak frequency by evaluating the dipole autocorrelation function in Eq. (7.3) as a function of the vibrational energy of the molecule, which is
predominately contributed by the vibrational energy of the C O asymmetric stretch mode. While
at thermal equilibrium the C O asymmetric stretch peaks at ω0 = 2342 cm−1 , Fig. 7.6.2 shows
that the peak frequency exhibits a negative relationship with the vibrational potential energy. For
example, the frequency near 2200 cm−1 corresponds to roughly two vibrational quanta. According to the correspondence between frequency and vibrational energy, we attribute the frequency
range [2220, 2360) cm−1 as lower excited states (or linear absorption; see the blue region) and
the frequency range [2150, 2220) cm−1 as higher excited states, (or nonlinear absorption; the cyan
region).
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7.6.3. CO2 force field

For the completeness of this manuscript, below we will provide the details of CO2 force field. This
force field largely resembles Ref. [239] except for the use of an anharmonic C O bond potential in
Eq. (7.6).
In this CO2 force field, the pairwise intermolecular potential is characterized by the Lennard–Jones
(nl)

(nl)

potential (VLJ ) plus the Coulombic interactions between atoms (VCoul ):
(nl)

(nl)

(nl)

Vinter = VLJ +VCoul

(7.7)
(nl)

where the superscript n, l denote the indices of different molecules. The form of VLJ is
(nl)
VLJ

= ∑ ∑ 4εi j
i∈n j∈l

"

σi j
Ri j

12



σi j
−
Ri j

6 #

(7.8)

where Ri j (i ∈ n and j ∈ l) denotes the distance between atoms in molecules n and l. For parameters,
εCC = 0.0559 kcal mol−1 (8.9126×10−5 a.u.), σCC = 2.800 Å (5.291 a.u.), εOO = 0.1597 kcal mol−1
√
(2.5454 × 10−4 a.u.), σOO = 3.028 Å (5.722 a.u.), εCO = εCC εOO , and σCO = (σCC + σOO )/2. The
(nl)

form of VCoul is
(nl)

Qi Q j
4πε
0 Ri j
i∈n j∈l

VCoul = ∑ ∑

(7.9)

For parameters, QC = 0.6512 |e|, and QO = −0.3256 |e| (where e denotes the charge of the electron).
The intramolecular interaction is characterized by
(n)

Vg

2
1
= VCO (Rn1 ) +VCO (Rn2 ) + kθ θn − θeq
2

(7.10)

Here, the form of VCO has been defined in Eq. (7.6). Rn1 and Rn2 denote the lengths of two C O
bonds, θn and θeq denote the O C O angle and the equilibrium angle. For parameters, kθ =
108.0 kJ mol−1 rad−2 (0.0861 a.u.), and θeq = 180 deg.
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(0)

Given the CO2 force field defined above, one can easily calculate the cavity-free force Fn j as a
function of the nuclear configurations by standard molecular dynamics packages. The molecular
dipole moment projected along direction ξ λ = ex , ey (dng,λ ) is given by



dng,λ = QO RnO1 + RnO2 + QC RnC · ξ λ

(7.11)

and the derivative ∂ dng,λ /∂ Rn j is straightforward. In calculating the IR spectrum, the total dipole
sub
dng,λ .
moment µ S projected along direction ξ λ is given by µ S · ξ λ = ∑Nn=1
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CHAPTER 8 : COLLECTIVE VIBRATIONAL STRONG COUPLING EFFECTS ON
MOLECULAR VIBRATIONAL RELAXATION AND ENERGY
TRANSFER: NUMERICAL INSIGHTS VIA CAVITY MOLECULAR
DYNAMICS SIMULATIONS
This chapter was adapted from Ref. [49].

8.1. Introduction

Collective vibrational strong coupling (VSC) can occur if a macroscopic number of liquid-phase
molecules are confined to a Fabry–Pérot microcavity and a molecular vibrational mode is near
resonant with a cavity mode [46, 47]. Under collective VSC, experimental reports indicate not
only a peak splitting, i.e., a Rabi splitting within molecular infrared (IR) spectroscopy, but also
the modification of chemical reaction rates [9, 194, 10, 187] and crystallization processes [249]
under thermal conditions. As pioneered first by Ebbesen [9] and co-workers, these observations
suggest that collective VSC might meaningfully modify individual molecular properties without
external pumping — although these intriguing experimental findings cannot yet be well explained
by current theory [140, 141, 176, 207, 250, 251].
A simple example illustrating how conventional theory fails to explain the Ebbesen experiments is
√
to consider the case of N molecules forming VSC with a Rabi splitting ΩN = 2g0 N ∼ 100 cm−1 ,
√
where g0 denotes the light-matter coupling for individual molecules. Because g0 (= ΩN /2 N)
is negligible when N becomes macroscopic, one would guess that individual molecular properties
(such as chemical reaction rates) cannot be meaningfully modified by a Fabry–Pérot microcavity,
a theoretical prediction at odds with several experiments. Recent efforts [176, 48] also suggest
that, within a classical description of cavity photons and molecules, static properties of individual
molecules during thermal equilibrium are entirely unchanged under usual VSC setups, indicating a
nonequilibrium (or perhaps quantum) origin of the Ebbesen experiments.
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In order to narrow the gap between theory and experiment, here we numerically investigate VSC
effects on two nonequilibrium processes — molecular vibrational energy relaxation and intermolecular vibrational energy transfer. These vibrational processes has been extensively studied both experimentally and theoretically outside a cavity, and the rates of which have been known to play
an important role in many physical and chemical processes, including chemical reactions [252].
Inside a cavity, a recent experiment [232] has studied the effect of VSC on intermolecular vibrational energy transfer rates by quantifying the response of hybrid light-matter states (polaritons)
after pumping the upper polariton (UP) for a liquid mixture of W(12CO)6 and W(13CO)6.
For the sake of simplicity, here our numerical study focuses on a pure liquid CO2 system when
the C O asymmetric stretch forms VSC with a single optical cavity mode (where two polarization
directions are included). In such a system, instead of exciting polaritons, we will consider the case
when a small fraction of uncorrelated hot CO2 molecules dissipates and transfers vibrational energy
to the remaining thermal CO2 molecules at room temperature. Unlike many experiments and theoretical studies concentrating on the polaritonic response, we will mainly focus on how individual
molecules (which are mostly composed of vibrational dark modes) relax and transfer energy under
VSC. In detail, we will extensively study how vibrational energy relaxation and transfer depend on
cavity mode detuning, molecular concentration (or Rabi splitting), and the number of hot molecules.
Because there is no external polariton pumping, our investigation of how a cavity affects vibrational
relaxation and energy transfer will hopefully yield insight into the VSC modifications of individual
molecular properties (such as chemical reaction rates) that are observed in experiments. In particular, by quantifying the asymptotic scaling of VSC effects with molecular system size or effective
cavity volumes, our study will also partly address if VSC effects can persist and affect the properties
of individual molecules in the limit that a very large number of molecules are present in a cavity.
The theoretical approach we will take is classical cavity molecular dynamics (CavMD) simulations
[48, 2], a newly developed numerical tool implemented by the authors to classically propagate the
coupled dynamics between realistic molecules (assumed to stay in their electronic ground-state) and
cavity photons in the dipole gauge. Since the self-dipole term is included in the light-matter Hamil-
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Figure 56: Sketch of the simulation setup where a large number of liquid-phase carbon dioxide
molecules forms VSC with a single cavity mode. The left cartoon shows that the vibrational energy
relaxation and transfer from hot (upper) to thermal (bottom) molecules inside a cavity can be accelerated relative to that outside a cavity due to polariton-accelerated intermolecular vibrational energy
transfer.
tonian of CavMD simulations, this numerical approach preserves gauge invariance and maintains
numerical stability [216]. Compared with VSC experiments, this approach has reliably captured
many VSC-induced phenomena, including an asymmetric Rabi splitting [48, 188], polariton relaxation to vibrational dark modes on a time scale of ps and sub-ps [2, 190], and a delay of population gain in the singly excited manifold of vibrational dark modes after pumping the lower polariton (LP), a process which stems from polariton enhanced molecular nonlinear absorption [2, 234].
Hence, CavMD simulations appears to be a promising tool to study VSC-related phenomena.
A brief introduction of CavMD is given in SI Sec. I and II; see Ref. [2] for more details regarding CavMD simulations of a liquid CO2 system and how the CO2 force field is defined. In
short, as shown in Fig. 56, CavMD simulates a system with Nsub CO2 molecules in a periodic cell
coupled to a single cavity mode (with two polarization directions x and y). The effective coupling
strength between each molecule and the cavity mode is e
ε . Note that, during nonequilibrium CavMD
simulations, we have disregarded cavity loss. This simplification is valid because in Fabry–Pérot
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Figure 57: Rabi splitting and VSC effects on vibrational energy relaxation and transfer when Nsub =
216 and Nhot = 10. (a) Simulated IR spectrum for liquid CO2 outside (black) or inside (red) the
cavity. For parameters, the cavity mode frequency is set to ωc = 2320 cm−1 (denoted as the vertical
blue line) and the effective coupling strength e
ε = 2×10−4 a.u. (inside the cavity) or zero (outside the
cavity). (b,c) The corresponding average C O bond potential energy (per molecule) dynamics for
the (b) hot or (c) thermal molecules outside (black) or inside (red) the cavity. (d) The corresponding
photonic (kinetic + potential) energy dynamics inside the cavity, where two polarization directions
of the cavity mode are taken into account. In the y-axis of Figs. b-d, a thermal energy (i.e., kB T
for Figs. b,c and 2kB T for Fig. d) has been subtracted and all energies are in units of h̄ωc . See SI
Sec. II for other simulation details. Note that polaritons play an important role during the process
of vibrational energy relaxation and transfer as evidenced from the high transient photonic energy
as compared with the vibrational energy transferred to the thermal molecules.
microcavities, the dominant channel for polaritons to relax is through vibrational dark modes (with
a lifetime . 1 ps with our parameter setting [2]). By design cavity loss can take a longer lifetime
(∼ 5 ps [232, 190]). The effect of cavity loss on the reported results is discussed in Appendix Sec.
V in detail. Below, we will report how VSC affects vibrational energy relaxation and transfer using
CavMD simulations.

8.2. Results and Discussion

8.2.1. VSC effects on vibrational energy relaxation and transfer

Fig. 57a plots the IR spectrum outside the cavity (black line; e
ε = 0) or inside the cavity (red line;

e
ε = 2 × 10−4 a.u.) when the cavity mode (at ωc = 2320 cm−1 ; the dashed vertical blue line) forms

VSC with the C O asymmetric mode (peaked at ω0 = 2327 cm−1 ) of liquid CO2. Inside the cavity,
a pair of lower (LP; peaked at 2241 cm−1 ) and upper (UP; peaked at 2428 cm−1 ) polaritons form
and these polaritons are separated by a Rabi splitting of 187 cm−1 . The IR spectrum is calculated by

195

evaluating the Fourier transform of the dipole autocorrelation function from equilibrium trajectories;
see SI Sec. III for details.
We now consider a nonequilibrium process where Nhot = 10 uncorrelated hot molecules are immersed in a thermal CO2 bath at room temperature (where in total there are Nsub = 216 molecules
in the simulation cell); see SI Sec. II for details. Fig. 57b plots the average time-resolved C O
bond potential energy per hot molecule outside (black line) or inside (red line) the cavity, where
a thermal energy kB T = 300 K has been subtracted from the C O bond potential energy; note
that here we use kB T instead of kB T /2 since each CO2 molecule contains two C O bonds. As
shown in Fig. 57b, the initial potential energy in the two C O bonds per hot molecule is roughly
2h̄ωc (≈ 6 × 103 K), i.e., the initial temperature of the hot molecules is ∼ 3 × 103 K. At later times,
the vibrational energy relaxation of the hot molecules inside the cavity is accelerated compared with
that outside the cavity. Meanwhile, as shown in Fig. 57c, the average C O bond potential energy
per thermal molecule inside (red line) the cavity increases faster than that outside (black line) the
cavity. Here, ”thermal molecules” refer to molecules that were prepared at thermal equilibrium.
During this nonequilibrium process, the total system energy is conserved: the simulation is performed under a NVE (constant number, volume, and energy) ensemble; see simulation details in SI
Sec. I.
During the energy relaxation and transfer process, inside the cavity, Fig. 57d plots the total (kinetic
+ potential) energy of the cavity photons (ωc = 2320 cm−1 and with two polarization directions)
subtracted by the thermal background 2kB T . Because cavity photons contribute half of the polaritons, Fig. 57d indicates that polaritons can be transiently excited during this nonequilibrium
process. Note that, at long times, the cavity photon energy does not decay back to zero because the
relaxation of the hot molecules will increase the system temperature to above 300 K. From Figs.
57b-c, we can conclude that the cavity acceleration of vibrational energy relaxation stems from
cavity-accelerated intermolecular vibrational energy transfer from the hot to the thermal molecules.
Furthermore, compared with thermal molecules (see Fig. 57c red line), cavity photons can be excited more meaningfully at short times. This fact emphasizes the importance of forming polaritons
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Figure 58: Fitted vibrational energy relaxation rates as a function of the cavity mode detuning.
All parameters are the same as in Fig. 57b except that we now change the cavity mode frequency
(ωc ). Rates are obtained by fitting the signals in Fig. 57b to a simple exponential function: y =
A exp(−kt). Note that the VSC effect on vibrational energy relaxation resonantly depends on the
cavity mode frequency.
and the interaction between polaritons and dark modes (which predominately constitute individual
molecular properties) in modifying these rates.
In Appendix Sec. V, we show the effect of cavity loss on the results in Figs. 57b-d. For most
experiments of interest, including cavity loss has a negligible effect on vibrational relaxation; a
modest cavity loss (1 ps lifetime) does not meaningfully alter energy transfer to thermal molecules,
albeit a very fast cavity loss (100 fs lifetime) can greatly suppress the VSC effect on energy transfer
and recover the outside-cavity result.

8.2.2. Detuning dependence

Consider now the case where the cavity photon frequency is changed but all other parameters are the
same as in Fig. 57. Fig. 58 plots the fitted vibrational energy relaxation rates of the hot molecules
against the cavity mode detuning δ = ωc − ω0 . Note that in Fig. 57b the outside-cavity decay curve
(black line) suggests that the energy dissipation is not exactly exponential and the initial decay is
faster than the later-time decay. By contrast, inside the cavity, since cavity photons can efficiently
transfer energy between hot molecules to thermal molecules (both nearby and remote), the decay
curve (red line) behaves more exponentially. In order to roughly quantify how (nonexponential)
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Figure 59: VSC effects on vibrational energy relaxation as a function of Rabi splitting. (a) Simulated
IR spectrum for a liquid mixture of 12C16O2 and 14C18O2 inside the cavity. The cavity mode (ωc =
2320 cm−1 ) forms polaritons with the 12C 16O asymmetric stretch mode (ω0 = 2327 cm−1 ), while
the 14C 18O asymmetric stretch mode (the leftest peak) is largely decoupled from the cavity. Note
that when the 12C16O2 concentration increases from c = 20% to 100% (bottom to to top), the Rabi
splitting (ΩN ) is also increased proportionally; see the inset. (b) The corresponding fitted vibrational
relaxation rates for the hot 12C16O2 molecules plotted against the 12C16O2 concentration (c/c0 ),
where c0 = 100% denotes the concentration for a pure 12C16O2 system. The rates inside the cavity
(red circles) show a sensitive dependence on the 12C16O2 concentration (or Rabi splitting), while the
rates outside the cavity (black squares) show a weak dependence on the concentration.
rates depend on detuning, in Fig. 58 we use an exponential function y = A exp(−kt) to fit both the
outside- and inside-cavity curves in a time interval 0-40 ps and obtain the overall effective decay
rates. As shown in Fig. 58, compared with the fitted decay rates outside the cavity (black squares),
the rates inside the cavity (red circles) show a resonant dependence on the detuning δ : when δ ≈ 0,
the maximum rate inside the cavity is roughly four times the rate outside the cavity. Because the
cavity mode is decoupled from C O asymmetric stretch under a large detuning, this resonance
behavior again points to the importance of forming polaritons as far as modifying relaxation rates.
As shown in Appendix Sec. VI, we have also found that the VSC effect on relaxation rate (which
is calculated by taking the difference between the inside- versus outside-cavity rates) depends only
weakly on the temperature of the hot molecules.
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8.2.3. Rabi splitting dependence

We next investigate how vibrational energy relaxation rates depend on the Rabi splitting by introducing an isotopic liquid mixture of carbon dioxide and changing the relative molecular concentration
of each isotopic form. With all other parameters the same as Fig. 57 (where a pure CO2, i.e., 12C16O2
system is studied), Rabi splitting is tuned by replacing some

12 16

14 18

C O2 molecules by

C O2. Fig.

59a plots the equilibrium IR spectrum inside the cavity under an increased concentration of 12C16O2
(c = 20% to 100% from bottom to top). Because

14 18

C O2 is relatively heavy, the

metric stretch (the leftest peak in Fig. 59a) is well separated from the 12C

14

C

18

O asym-

16

O asymmetric stretch

(peaked at ω0 = 2327 cm−1 ), and 14C18O2 molecules effectively do not participate in the formation
of polaritons (LP and UP in Fig. 59a) between the cavity mode (peaked at 2320 cm−1 ) and the
12

C

16

O asymmetric stretch. The inset of Fig. 59a plots the Rabi splitting ΩN between the UP and
p
LP as a function of c/c0 , where c0 = 100% denotes the concentration of pure 12C16O2. As in
p
many experiments, a linear scaling between ΩN and c/c0 is observed.
Under different concentrations of

12 16

C O2, Fig. 59b plots the fitted vibrational energy relaxation

rates when 10 hot 12C16O2 molecules (Nhot = 10) are immersed in the liquid mixture. The outsidecavity results (black squares) show a weak dependence on the molecular concentration. By contrast,
inside the cavity (red circles), we observe an obvious acceleration of the relaxation rates when the
12 16

C O2 concentration is increased from c = 20% to 60% and then a plateau region above c = 60%.

This acceleration of the relaxation rates (with a monotonic dependence on molecular concentration)
shows that, inside a cavity, the relaxation of a few molecules indeed depends strongly on the total
molecular number (or concentration).
Interestingly, experiments outside a cavity [253] have shown that vibrational relaxation rates in
hydrogen-bonded liquids (X H/X D mixture) demonstrate similar sensitive dependence on isotope concentration as we have found inside a cavity in Fig. 59b. In Ref. [253], the authors argued
that such isotopic dependence can be explained by noting that, for a system with hydrogen bonding,
intermolecular vibrational energy transfer can be facilitated by forming a delocalized intermediate
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state between two neighboring molecules. In an analogous pattern, Fig. 59b implies that polaritons
can similarly serve as a ”delocalized intermediate state” and facilitate intermolecular vibrational
energy transfer even in weakly interacting liquids.
Alternatively, in Appendix Sec. IV we show that, when Rabi splitting is enhanced by increasing
the effective coupling strength e
ε (instead of molecular concentration), the hot-molecule relaxation
is also accelerated monotonically.

8.2.4. Superradiant-like collective relaxation

After demonstrating that VSC leads to cooperative effects on vibrational energy relaxation rates
against the molecular concentration or Rabi splitting, we next study how vibrational relaxation rates
depend on the number of hot molecules (Nhot ). Going beyond Fig. 57 (where Nsub = 216 molecules
are confined in a periodic simulation cell), here we simulate Nsub = 2160 molecules while keeping
all other macroscopic variables — such as molecular density (1.101 g/cm3 ) and the Rabi splitting —
unchanged. Note that we maintain a constant Rabi splitting by reducing the effective light-matter
coupling (e
ε ) for each molecule. Physically speaking, increasing the number of molecules while
adjusting the coupling so as to keeping the Rabi splitting constant corresponds to increasing the
effective volume of the cavity at constant molecular density.
Fig. 60a plots relaxation rates versus the number of hot molecules (Nhot ) inside the large molecular
system with Nsub = 2160. Both the inside- (red circles) and outside-cavity (black squares) rates
show a reasonably linear relationship against Nhot . Outside the cavity, the linear scaling against
Nhot is understandable because increasing the number of hot molecules increases the temperature
of the system, enhances intermolecular collisions and strengthens dipole-dipole interactions, all
of which can lead to an acceleration of the relaxation of hot molecules. More interestingly, the
inside- and outside-cavity rates show different slopes against Nhot . The difference between these
rates is plotted with green stars and represents a pure cavity effect. This pure cavity effect scales
roughly linearly against Nhot , demonstrating that polariton-accelerated vibrational energy relaxation
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Figure 60: (a) Fitted vibrational energy relaxation rates for the hot molecules inside (red circles)
or outside (black squares) the cavity are plotted versus Nhot , with Nsub = 2160 CO2 molecules in the
simulation cell. The difference between the inside- and outside-cavity results (green stars) is a pure
VSC effect. Lines with different colors denote the respective linear fits of the rates. (b) Corresponding photonic spectrum (which effectively represents a polaritonic spectrum) during the relaxation
process when Nhot = 10 (black),
30 (red), and 90 (orange). The inset plots the integrated area of the
√
photonic spectrum versus Nhot . Note that the intensity of the spectrum increases monotonically as
the number of hot molecules increases. See SI Sec. II and III for simulation details and methods to
calculate the transient spectrum.
collectively depends on Nhot .
Another example demonstrating the collective behavior of vibrational relaxation is shown in Fig.
60b, where we study the frequency distribution of the transiently excited photons (which effectively
represents the polaritons). See SI Sec. III for details regarding the calculation of the polariton
spectrum. As shown in Fig. 60b, the polaritonic spectrum broadens (especially for the LP) and redshifts when Nhot increases [from Nhot = 10 (black line) to Nhot = 90 (orange line)]. In the inset of Fig.
60b, we show that the total, integrated intensity of the polaritonic spectrum increases monotonically
√
versus Nhot . The polaritonic intensity gives a measure of the population of polaritonic states
during this nonequilibrium relaxation process. The inset implies that when Nhot increases, the LP
grows in intensity and can interact more strongly with the hot molecules in the system; the end
result is an acceleration of the hot-molecule relaxation by what one might call polariton-enhanced
decay. This collective behavior is reminiscent of the Dicke’s superradiance phenomenon [1], where
the spontaneous emission rates of N electronic two-level systems can be collectively enhanced by
a factor of N when all two-level systems interact with the same electromagnetic field. Here, we
observe a similar behavior because all molecules interact with the same polaritons.
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Figure 61: The dependence of vibrational energy relaxation rates on molecular system size (Nsub ).
(a) Fitted vibrational energy relaxation rates for the hot molecules inside (red circles) or outside
(black squares) the cavity against 1/Nsub when Nhot = 10 is fixed. We observe a linear scaling
between the difference (green starts), which is a pure VSC effect, and 1/Nsub . (b) Corresponding
transient polaritonic spectrum for the different molecular system sizes in Fig. a: Nsub = 216 (black),
864
versus
√ (red), and 4320 (orange). The inset plots the integrated area of the photonic spectrum
0.7 when
Nsub . (c) Fitted vibrational energy relaxation rates for the hot molecules against 1/Nsub
Nhot /Nsub = 10/216 = 4.63%. (d) The transient polaritonic spectrum corresponding to the different
molecular system sizes in Fig. c.

8.2.5. Asymptotic scaling of system size

Let us now address the asymptotic behavior of VSC effects for different molecular system sizes.
Here, we change the number of molecules in the simulation cell (Nsub ), while keeping the molecular
density (1.101 g/cm3 ) and the Rabi splitting the same. As mentioned above, this change corresponds
to investigating different effective cavity volumes. As discussed in SI Sec. I, under these conditions
(and especially the fixed Rabi splitting), second-order perturbative calculations suggest that the
VSC effects on individual molecules should scale as O(e
ε 2 ) = O(1/Nsub ). Below we will examine
the scaling behavior for realistic CavMD simulations.

Standard O(1/Nsub ) scaling When the simulation system is enlarged by increasing Nsub from
216 to 12960 and keeping the number of hot molecules (Nhot = 10) fixed, Fig. 61a plots the fit-
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ted average vibrational energy relaxation rates for the hot molecules inside (red circles) or outside
(black squares) the cavity versus 1/Nsub . Outside the cavity, the rates decrease when Nsub increases
until converging to a plateau regime (1/Nsub < 0.002), which corresponds to the limit when every
hot molecule dissipates its energy separately in an infinite thermal bath. This observation is understandable because increasing the system size while keeping Nhot = 10 effectively decreases the
temperature of the system and suppresses the relaxation rate, which is consistent with the outsidecavity scaling in Fig. 60a. More importantly, the difference between the inside- and outside-cavity
rates — which is a pure VSC effect — scales linearly with 1/Nsub , which confirms the standard
perturbative result. Also as shown in Fig. 61b (inset), when Nsub increases, the intensity of the polaritonic spectrum decreases as the transient polaritonic spectrum converges to the spectrum under
thermal equilibrium (e.g., Fig. 57a). This decrease arises because under a fixed Rabi splitting, the
light-matter coupling e
ε for each molecule decreases when Nsub increases, thus leading to a negligible

polaritonic effect on the relaxation rates for the hot molecules.

Slower-than-O(1/Nsub ) scaling Rather than studying VSC with a fixed number of hot molecules
(Nhot = 10) and a variable number of molecules in a simulation cell (Nsub ), another approach is
to keep fixed Nhot /Nsub = 10/216 = 4.63%. This approach captures the physical reality that, as
extensive properties, both Nhot and Nsub should scale proportional to one another as a function of
system size. In Fig. 61c, we plot vibrational energy relaxation rates for the hot molecules with
different Nsub . Here, the outside-cavity rate (black squares) is independent of the system size. In
other words, the rate is an extensive property versus the system size, suggesting that increasing Nhot
and Nsub at the same time is a more appropriate approach for studying the system size dependence
than keeping Nhot = 10 fixed (as above). If we compare the inside- and outside-cavity rates, the
average cavity effect (green stars) on vibrational energy relaxation rates remains meaningful (i.e.,
> 10% cavity effect compared with the rates outside the cavity) even when Nsub reaches up to 104 .
For example, when Nsub = 8 × 103 , the cavity effect on the relaxation rates is 0.004 ps−1 , which is
14% of the bare relaxation rate (0.028 ps−1 ) outside the cavity.
0.7 (instead of
The most interesting feature of Fig. 61c is that the cavity effect scales with 1/Nsub

1/Nsub ); see lines with different colors which represent linear fits of the corresponding rates versus
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0.7 . Here, we note that the 0.7 in the exponent should not be regarded as a universal quantity
1/Nsub

and might vary by changing simulation parameters (e.g. the ratio Nhot /Nsub ). The underlying mechanism behind this nontrivial slower-than-O(1/Nsub ) scaling comes from the opposing effects of the
reduced light-matter coupling e
ε and the increased number of hot molecules (Nhot ) that arises when
√
Nsub increases. On the one hand, when e
ε decreases proportionally to 1/ Nsub , as mentioned below
Fig. 61a, the cavity effect on vibrational energy relaxation rates tends to exhibit an O(1/Nsub ) scaling. On the other hand, according to Fig. 61d where we plot the corresponding polaritonic spectrum
for different molecular system sizes, the transiently excited LP intensifies for larger molecular systems (which is similar to Fig. 60b). Hence, this intensified LP tends to accelerate the vibrational relaxation when Nhot increases. Overall, these two competing effects lead to a slower-than-O(1/Nsub )
scaling.
A recent experimental work [254] shows that the observed vibrational relaxation rate of the ”dark
reservoir” (or the hot molecules) is not modified in a Fabry–Perot microcavity (where the molecular
number can reach 109 ∼ 1012 ), which is consistent with our simulation results. For plasmonic
cavities — an emerging platform for studying VSC [255, 256], since the effective cavity volume is
much less than Fabry–Perot microcavities, the slower-than-O(1/Nsub ) scaling could be observed in
experiments.

8.2.6. Polaritonic energy redistribution

Another interesting and potentially significant observation is the way transiently excited polaritons
redistribute their energy among molecules following the vibrational energy relaxation process. For
the same conditions as in Figs. 61c,d, Fig. 62a plots the logarithmic-scaled density distribution of
the C O bond potential energy (in unit of h̄ω0 , where ω0 = 2327 cm−1 ) for the molecules prepared
at thermal equilibrium (or ”thermal molecules”). For this calculations, we set Nsub = 2000 and
run 40 NVE nonequilibrium trajectories; for each trajectory we calculate the energy distribution by
taking snapshots every 1 ps during the 40-ps simulation, so that overall we count 40 × 40 × 2000
CO2 configurations during the whole relaxation and transfer process. During this time, both the
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Figure 62: (a) Logarithmic-scaled density distribution of the C O bond potential energy as found
in the molecules prepared in thermal equilibrium (”thermal molecules”) during the hot-molecule
relaxation process. We fix Nsub = 2000 and Nhot /Nsub = 4.63%. Purple bins denote the inside cavity
results. Cyan bins denote the outside cavity results, which are barely observed in the figure because
the inside- and outside-cavity distributions largely overlap with each other (the overlap of purple
and cyan is blue). (b) The corresponding density ratio between the inside- versus outside-cavity
distribution of C O bond potential energy. Note that the polaritons prefer to transfer energy to a
small subset of thermal molecules located at the tail of the distribution.
outside (cyan bins) and inside (purple bins) cavity results demonstrate an exponential distribution,
which implies that the C O bond potential energy of thermal molecules roughly obey a MaxwellBoltzmann distribution; recall that the y-axis is on a logarithmic scale. Very interestingly, however,
the tail of the distributions of C O vibrational energy differ strongly inside versus outside the
cavity. This fact is more clearly shown in Fig. 62b which plots the ratio of the probability density of
thermal-molecule C O bond potential energy inside versus outside the cavity (the bins in Fig. 62a).
Because both simulations start from exactly the same initial conditions and with e
ε switched on or
off (see SI Sec. II for details), this difference in the tail distribution is a pure polaritonic effect, i.e.,

the transiently excited polaritons are more likely to create vibrationally higher excited molecules
rather than equally distributing energy to all thermal molecules.
A possible explanation for the large difference in the tail could come from the perspective of spectral
overlap between polaritons and dark modes (which predominately constitutes individual molecular
properties). Due to anharmonicity, the molecules at the tail of energy distribution have smaller
vibrational frequencies, leading to a larger spectral overlap with the LP. Therefore, the transiently
excited LP would interact more strongly with the molecules at the tail and transfer more energy to
these molecules than molecules with small vibrational energy.
Finally, we remark that, since this polaritonic effect mostly takes place in the long tail of the thermal
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molecule C O vibrational energy distribution, it is possible that polariton-accelerated vibrational
energy transfer may still be meaningful for a small subset of thermal molecules even when Nsub is
very large. In other words, event though the average VSC effects per molecule will vanish once Nsub
exceeds ∼ 104 (see Fig. 61), some molecules in the tail of the distribution may feel the effect of the
polaritons when Nsub is beyond ∼ 104 (i.e., in larger volume cavities). Future work will investigate
this possibility.

8.3. Conclusion

We have studied the effect of VSC on vibrational energy relaxation and transfer for a small fraction of hot molecules immersed in a thermal bath of CO2 at room temperature. Several important
observations have been made: (i) During this nonequilibrium process with no external pumping, polaritons (especially the LP) can be transiently excited and facilitate intermolecular vibrational energy
transfer, which leads to an acceleration of vibrational energy relaxation of the hot molecules. (ii)
This acceleration resonantly depends on the cavity mode detuning and can be enhanced by increasing Rabi splitting (or molecular concentration). (iii) The vibrational energy relaxation acceleration
is superradiant-like and collectively scales with the number of hot molecules. (iv) For large system
sizes (or large effective cavity volumes), when the fraction between the number of hot and thermal
molecules remains the same, the VSC effect on the relaxation rates scales slower than 1/Nsub due
to a competition between the reduced light-matter coupling (e
ε ) and an enhanced superradiant-like

behavior of the hot molecules. (v) Although our simulations suggest that the effect of VSC on the
average relaxation rate becomes negligible when Nsub exceeds ∼ 104 , polaritons are always transiently and meaningfully excited, and the energy infused into the polaritons transfers more strongly
to the tail of the thermal-molecule energy distribution. Altogether, this work suggests that collective
VSC effects in a cavity can significantly affect vibrational relaxation energy relaxation and transfer.
Note that, in order to arrive at these conclusions, analyzing transient polaritonic motion and energy
distribution, we had to use a realistic molecular dynamic model in which thermal molecular motions
and intermolecular interactions lead to evolving molecular disorder and vibrational disorder.
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Finally, let us make a few remarks regarding the connection of this work to VSC catalytic effects
on ground-state chemical reactions observed in Fabry–Pérot microcavities. The rates of vibrational
energy relaxation and transfer can significantly modify ground-state chemical reaction rates outside
the cavity. For example, Kramers’ theory [257, 3] suggests that ground-state reaction rates can
depend proportionally or inversely on the energy relaxation rate. Therefore, the observation of VSC
effects on vibrational energy relaxation and transfer might imply the modification of ground-state
chemical reaction rates. That being said, VSC catalysis is highly nontrivial as experiments suggest
(at least) the following four criteria [9, 194, 187]. (i) The chemical reaction rates are modified under
thermal conditions and without external polaritonic pumping. The cavity modification of chemical
reaction rates (ii) resonantly depends on the cavity mode detuning and (iii) collectively depends on
molecular concentration (or Rabi splitting). (iv) The cavity modification can be observed in Fabry–
Pérot microcavities (where the effective cavity volume is ∼ λ 3 and λ takes units of micrometers),
meaning that the number of molecules forming VSC can reach 109 ∼ 1012 . As far as understanding
VSC effects by studying vibrational energy relaxation and transfer, the results presented here are
consistent with criteria (i)-(iii). However, when criterion (iv) (the number limit) is considered,
we have observed a negligible average VSC effect per molecule once Nsub exceeds ∼ 104 . That
being said, our simulation suggests a larger polaritonic effect for molecules at the tail of the energy
distribution. Because chemical reactions also occur at this same tail, such a similarity indicates that
VSC effects on vibrational energy relaxation and transfer could possibly play a significant role in
VSC catalysis — a hypothetical premise that deserves further study.
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8.4. Appendix

8.4.1. Computational Methods

CavMD propagates the following equations of motion for the coupled photon-nuclei system:
(0)

Mn j R̈n j = Fn j + Fcav
nj ,
2
mk,λ q¨k,λ = −mk,λ ωk,λ
qk,λ − e
εk,λ
≈

≈

(8.1a)
Nsub

∑ dng,λ .

(8.1b)

n=1

(0)

Here, subscript n j denotes the j-th nucleus in molecular n, Mn j , Rn j , Fn j , and Fcav
n j denote the mass,
position, nuclear force, and cavity force for nucleus n j; see Refs. [48, 2] for the exact forms of the
forces. Subscripts k, λ denote the cavity photon mode with wave vector k and polarization direction
≈

λ = x, y for a z-oriented cavity (see Fig. 56 for the simulation setup), mk,λ , qk,λ , ωk,λ denote the
auxiliary mass, position, and frequency of cavity photon mode k, λ . The cavity photon mode k, λ
interacts with the dipole moments of molecules (dng,λ ) with an effective coupling strength e
εk,λ .
8.4.2. System size dependence

One important feature of CavMD is the use of periodic boundary conditions. In detail, cavity
photons interact with Ncell identical simulation cells, each of which contains Nsub molecules, so
the total molecular number becomes N = Nsub Ncell . The replica of Ncell simulation cells has been
reflected in the definition of
e
εk,λ =

p
Ncell εk,λ

(8.2)

in Eq. (8.1), where εk,λ is the true coupling strength between a single molecule and the cavity mode
k, λ .
When studying how VSC effects can depend on the molecular system size (or the molecular number), we can take Ncell = 1 and study the molecular response for different choices of Nsub while
208

keeping the molecular density and Rabi splitting the same. Here, the Rabi splitting is unchanged
p
if we modify e
εk,λ according to e
εk,λ ∝ 1/Nsub . The corresponding CavMD results will reflect the
VSC response for a liquid system in cavities with the same polaritonic frequencies but with different
effective volumes 1 .
When this system size dependence is studied, according to a second order perturbation calculation,
2 ) = O(1/N ). This O(1/N ) scalthe VSC effect on individual molecules should scale as O(e
εk,λ
sub
sub

ing will quickly remove any VSC effects on individual molecules once Nsub is large enough; as has
been noted earlier [258], this approach cannot explain any collective cavity effect.

8.4.3. Simulation details

We simulate a model yet realistic molecular system under VSC: the C O asymmetric stretch mode
(peaked at 2327 cm−1 ) of a large ensemble of liquid-phase CO2 molecules forms collective VSC
with a near resonant cavity mode. The detailed procedure to perform CavMD simulations for such
a liquid CO2 system is given in Ref. [2] and all input files to generate results in this manuscript are
available at Github [226]. Therefore, below we only briefly outline the simulation details.
As shown in Fig. 56, the simulation setup consists of Nsub = 216 CO2 molecules in a cubic simulation cell (with cell length 24.292 Å, which corresponds to a molecular density 1.101 g/cm3 )
confined within a pair of metallic mirrors along the z-direction. An anharmonic force field [2] is
used to propagate the dynamics of CO2. During the simulation, only a single cavity photon mode
(with two polarization directions: x and y) is considered and the effective coupling strength is set as
e
ε = 2 × 10−4 a.u..

We are interested in the cavity modification of both the vibrational energy relaxation of the hot
CO2 molecules and the subsequent intermolecular vibrational energy transfer to the thermal CO2

molecules. Before simulating this nonequilibrium dynamics, outside a cavity (e
ε = 0), we first run

150 ps NVT (constant molecular number, volume, and temperature) simulations at 300 K to equi1 Note

that periodic boundary conditions are always applied to exclude the edge effect of the simulation cell.
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librate the system and then run 40 consecutive NVE (constant molecular number, volume, and
energy) trajectories with duration 20 ps. Starting from the initial configurations (with both position
and velocity information) of the above 40 equilibrium NVE trajectories outside a cavity (e
ε = 0), we

prepare a nonequilibrium initial condition from equilibrium configurations by resampling the initial
velocities of Nhot = 10 arbitrary CO2 molecules (in total Nsub = 216 CO2 molecules are simulated).
The initial conditions of the hot molecules are reset so that their kinetic energy in each degree of
freedom obeys a uniform distribution in an interval 6000 ± 250 K. Such a random resampling of velocities has been chosen to mimic the preparation of uncorrelated hot molecules in a thermal bath at
room temperature, where the effective temperature of these hot molecules would be ∼ 3000 K (since
the initial positions of the hot molecules are not modified and still obey a thermal distribution).
Starting from each of the 40 nonequilibrium initial conditions, we then run nonequilibrium NVE
simulations for 40 ps and calculate physical properties outside the cavity (e
ε = 0) by averaging over

the 40 nonequilibrium trajectories. Inside the cavity, we start from exactly the same nonequilibrium
initial configurations as the outside cavity case but reset e
ε = 2 × 10−4 a.u. to switch on the light-

matter coupling and run NVE trajectories. Note that the use of the NVE ensemble implies that we
have neglected any cavity loss, which simplifies the interpretation of results.

8.4.4. On calculating polaritonic spectrum

Because polaritons are composed of a molecular bright mode and cavity photons, a polaritonic
spectrum can be obtained from either the molecular or the photonic side. From the molecular
side, a polaritonic spectrum can be obtained by calculating the molecular infrared (IR) absorption
spectrum, which can be evaluated by Fourier transforming the dipole auto-correlation function [218,
219, 220, 3]:
πβ ω 2 1
n(ω)α(ω) =
2ε0V c 2π

Z +∞
−∞

dt e−iωt

*

+

∑ (µµ S (0) · ei ) (µµ S (t) · ei )

i=x,y

.

(8.3)

Fig. 57a and Fig. 58a are calculated by evaluating Eq. (8.3) from equilibrium NVE trajectories.
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Figure 63: Average C O bond potential energy (per molecule) dynamics for the hot molecules
outside (black) or inside the cavity under different effective coupling strengths (e
ε spans from 1 ×
10−4 to 2.5×10−4 a.u.). All the simulation details are the same as Fig. 57b. Note that the vibrational
relaxation of the hot molecules is monotonically increased when e
ε (or Rabi splitting) increases,
which is similar to Fig. 59b.
Similar as Eq. (8.3), in order to obtain the polaritonic spectrum, we can also define a photonic
coordinate auto-correlation function:

n(ω)αk (ω) ∝ ω

2

Z +∞

−iωt

dt e

−∞

*

∑

λ =x,y

≈

≈

+

qk,λ (0)qk,λ (t) ,

(8.4)

where αk (ω) denotes the absorption coefficient for cavity photon mode k. Fig. 60b and Figs. 61b,d
are calculated by evaluating Eq. (8.4) from nonequilibrium NVE trajectories during the whole
simulation period (40 ps). Note that when nonequilibrium trajectories are used to calculate Eq.
(8.4), the resulting spectrum is a transient spectrum which reflects the average dynamic behavior of
photons during the nonequilibrium trajectories.

8.4.5. Rabi splitting dependence of vibrational relaxation by changing coupling strength

In the manuscript, Fig. 59 shows that the vibrational relaxation of hot molecules is accelerated
monotonically as a function of Rabi splitting, where Rabi splitting is enhanced by increasing the
isotopic concentration of

12 16

C O2 molecules. Alternatively, for a given molecular system, Rabi

splitting can also be enhanced by simply increasing the effective coupling strength e
ε [48, 2].
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Figure 64: Effect of cavity loss on vibrational relaxation and energy transfer. Here, we replot Figs.
57b-d in the manuscript. Here, we plot not only results from outside a cavity (black) and inside
a lossless cavity (red), but we also plot dynamics inside a lossy cavity when the cavity lifetime is
τcav = 100 fs (magenta), 500 fs (green), or 1 ps (yellow). Note that including cavity loss does not
meaningfully modify vibrational relaxation of the hot molecules (see Fig. a) but can meaningfully
suppress vibrational energy transfer to thermal molecules once the cavity lifetime is shorter than 1
ps (see Fig. b).
Fig. 63 plots the dynamics for the average C O bond potential energy of the hot molecules in a pure
12 16

C O2 system under different coupling strengths e
ε . When the coupling strength e
ε is increased from

1 × 10−4 (blue) to 2.5 × 10−4 a.u. (magenta), the vibrational relaxation is accelerated monotonically

relative to the dynamics outside the cavity (black). Since a larger e
ε corresponds to a larger Rabi

splitting [48, 2], Fig. 63 shows that the vibrational relaxation of hot molecules is accelerated under
a larger Rabi splitting, which is very similar to Fig. 59.

8.4.6. Effect of cavity loss

The results presented in the manuscript assume a perfect or lossless cavity. In realistic experiments,
however, cavity loss is inevitable. We have argued (in manuscript) that, in Fabry–Pérot microcavities, cavity loss should not meaningfully alter the polaritonic effect on vibrational relaxation and
energy transfer. Because VSC can also form in plasmonic cavities (which has a large cavity loss), it
is crucial to investigate whether or not increasing cavity loss can significantly modify the results in
the manuscript.
Within the framework of CavMD, we introduce cavity loss by coupling only the momenta of cavity
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photons to a Langevin thermostat. The friction lifetime of the Langevin thermostat defines the cavity
lifetime τcav (or the inverse of the cavity loss rate).
Following up on Fig. 57 in the main text, we have rerun all nonequilibrium CavMD simulations with
cavity loss included. Fig. 64 plots the dynamics of (a,b) the average C O bond potential energy
for each hot molecule and thermal molecule, as well as (c) the total energy of cavity photons. Apart
from the results for outside a cavity (black) and inside a lossless cavity (red) which are identical
to Figs. 57b-d, dynamics for different cavity lifetimes are also given: τcav = 100 fs (magenta), 500
fs (green), and 1 ps (green). As shown in Fig. 64a, including cavity loss does not meaningfully
alter the vibrational relaxation dynamics of the hot molecules. By contrast, cavity loss does modify
vibrational energy transfer to the thermal molecules (see Fig. 64b): When τcav = 100 fs (magenta),
the energy transfer dynamics largely reduces to the outside-cavity result; when τcav = 1 ps (yellow),
the energy transfer dynamics is only weakly suppressed compared with the lossless cavity result.
As far as the dynamics for the cavity photons are concerned (Fig. 64c), increasing cavity loss
suppresses the initial transient excitation of the photons but also enhances the fluctuations of the
signals.
From Fig. 64, we can conclude that once the cavity lifetime exceeds 1 ps (e.g., in Fabry–Pérot
microcavities [232]), the conclusions in the manuscript should hold perfectly. While in general
cavity loss does not meaningfully modify the vibrational relaxation of hot molecules, a very lossy
cavity (τcav = 100 fs) can completely remove the cavity effect on energy transfer because, in this
limit, cavity photons leak out the cavity and do not transfer energy meaningfully to the thermal
molecules.

8.4.7. Effect of temperature of hot molecules
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Figure 65: Vibrational relaxation rates of the hot molecules versus the system size (Nsub ) when the
hot molecules start with different initial kinetic energies. The rates for hot molecules starting with
a 6 × 103 K kinetic energy (light-colored lines) is a replot of Fig. 61c: light-red circles denote the
inside-cavity rates, light-black squares denote the outside-cavity rates, and light-green stars denote
the pure cavity effect (difference between the inside- and outside-cavity rates). The deep-colored
lines denote the relaxation rates when the hot molecules start with a 1.2 × 104 K kinetic energy and
all the other parameters are the same as Fig. 61c. Note that increasing the kinetic energy by a factor
of two does not meaningfully alter the cavity effects on relaxation rates.
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CHAPTER 9 : ENERGY-EFFICIENT PATHWAY FOR SELECTIVELY EXCITING
SOLUTE MOLECULES TO HIGH VIBRATIONAL STATES VIA
SOLVENT VIBRATION-POLARITON PUMPING
This chapter was adapted from Ref. [50].

9.1. Introduction

Controlling (electronic) ground-state chemical reaction rates with an external infrared (IR) laser
is a long-standing goal of IR photochemistry. Although it is possible to trigger chemical reactions by exciting the reactants to high vibrational excited states via ladder climbing [259], such
IR-controlled chemical reactions are rarely efficient in the liquid phase because of competing relaxation processes that transfer vibrational energy to other degrees of freedom, either internal modes
of the molecule or external modes of surrounding molecules (leading to build up of heat in the environment) [260]. Moreover, due to molecular anharmonicity, exciting reactants to high vibrational
excited states requires a wide-band IR pulse, but such a wide-band pulse can also often directly
excite solvent molecules as well. Up to now, there have been only a few observations of selective
IR photochemistry (i.e. reactions where an IR pump promotes selective reactions beyond a simple
heating effect) [261, 262]. Recent experiments by Weinstein et al [263] have concluded that, with
proper IR pumping, one can achieve modest increases in electron transfer rates after applying a subsequent UV pulse. That being said, if there were a general mechanism for targeting some molecules
(e.g., reactants or solute molecules) and achieving highly vibrationally excited states on a timescale
shorter than the lifetime of vibrational energy relaxation, one could imagine using IR (or perhaps
IR followed by UV) light to help catalyze reactions of interest.
In this manuscript, we address this question of vibrationally targeting solute molecules by exciting a solvent vibrational polariton [45, 46] inside an optical cavity. Forming vibrational polaritons
— the hybrid light-matter states — requires strong light-matter interactions, which can be realized by confining a large ensemble of molecules inside an optical cavity and when a vibrational
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Figure 66: Sketch of the cavity setup for CavMD simulations. Ncell molecules are confined in a
cavity formed by a pair of parallel metallic mirrors. These molecules are coupled to a single cavity
mode (with two polariton directions) and are simulated in a periodic simulation cell. The right
cartoon demonstrates the main finding of this manuscript — after a strong excitation of the solvent
lower polariton (LP) with an IR laser pulse, the input energy can be selectively transferred to the
solute molecules solely, leaving the vast majority of solvent molecules barely excited.
mode of molecules is near resonant with a cavity mode. In this collective vibrational strong coupling (VSC) regime, recent experimental results [9, 188, 187, 10] indicate that forming polaritons
can have a substantial effect on thermally-activated ground-state chemical reactions even in relative large Fabry–Pérot microcavities (i.e., a pair of macroscopic parallel mirrors with a spacing of
micrometers) and without external laser pumping, although theoretical considerations have so far
failed to explain these observations [140, 176, 207, 264, 48]. Recent work by Xiang et al has investigated the possibility of accelerating intermolecular vibrational energy transfer [232] by pumping
the upper vibrational polariton (UP) with an external IR laser. Thus, within the context of polariton
chemistry, one must also wonder whether VSC can be used as a tool to modify reactivity pathways
for solute molecules and promote thermal chemistry under IR excitation.
Here, we will numerically show that collective VSC can provide such a mechanism to highly excite
the vibration of target molecules — a small concentration of solute molecules — and leave the
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vast majority of solvent molecules barely excited. In order to demonstrate this energy-economic
approach under VSC, we will focus on a molecular system with a small concentration of

13

CO2

molecules dissolved in liquid 12CO2. For this system, we will demonstrate that, in a suitable cavity
environment, by exciting the solvent lower polariton (LP) with an intense IR laser pulse, each 13CO2
solute molecule can be transiently excited by more than three vibrational quanta, an energy which is
more than fifty times larger than the 12CO2 solvent molecules, and this vast energy difference occurs
mostly within 1 ps, a timescale usually shorter than the lifetime of vibrational energy relaxation.
Moreover, the relative excitation of the solute increases when the solvent concentration increases.
Outside the cavity, similar selectivity cannot be achieved and excitation of the solute molecules to
high vibrational states requires more energy. In short, exciting the polariton provides a novel and
efficient approach to selectively input energy to solute molecules, and this finding is independent
of the molecular system size and cavity volume (assuming constant density). Therefore, we believe
this finding can be experimentally verified in both Fabry–Pérot and plasmonic cavities and with the
potential of a large-scale application.

9.2. Methods

Our numerical approach is classical cavity molecular dynamics (CavMD) simulation [48, 2], our
newly proposed tool for propagating the coupled photon-nuclear dynamics for realistic molecules
within the limitations of a classical force field. This approach is formulated in the dipole gauge and
includes the self-dipole term in the light-matter Hamiltonian, thus preserving gauge invariance. So
far, CavMD has correctly captured some key features of both equilibrium and nonequilibrium VSC
experiments [188, 190, 234], including (i) the asymmetry of a Rabi splitting [48], (ii) polaritonic
relaxation to vibrational dark modes on a timescale of ps or sub-ps [2], and (iii) polariton-enhanced
molecular nonlinear absorption [2] — a phenomenon whose signature is a delayed population gain
in the first excited state of vibrational dark modes after strongly exciting the LP [234].
The fundamental equations underlying CavMD and all simulation details for exciting a polariton in
a liquid carbon dioxide system (including the force field) can be found in Refs. [48, 2]. In short, as
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shown in Fig. 66, we imagine Nsub molecules in a periodic simulation cell coupled to a single cavity
mode (with two polarization directions). The effective coupling strength between each molecule
and the cavity mode is denoted as e
ε , which is defined as
e
ε≡

p
Ncell ε.

(9.1)

Here, ε denotes the true light-matter coupling strength between each molecule and the cavity mode,
and Ncell denotes the number of periodic simulation cells, the value of which can be determined by
fitting the experimentally observed Rabi splitting. For the simulations below, by using an explicit
force field, we include vibrational relaxation and dephasing for the molecular subsystem. We disregard cavity loss, which should usually be reasonable for Fabry–Pérot microcavities. Note that
the main finding of this manuscript — selective polaritonic energy transfer to solute molecules —
occurs mostly within 1 ps after the laser pumping, while a typical cavity mode lifetime for a Fabry–
Pérot microcavity is ∼ 5 ps [234]. The code for reproducing this work, which is implemented based
on the I-PI interference [225] and LAMMPS [228], is open-source available at Github [226].

9.3. Results and Discussion

9.3.1. Polaritonic energy transfer in pure liquid

Before presenting the main finding of this manuscript — selective energy transfer to solute molecules
— we investigate how exciting a polariton leads to a nonuniform energy redistribution in a pure liquid

12

CO2 system (with Nsub = 216 molecules explicitly propagated in a simulation cell) at room

temperature (300 K). In Fig. 67a, we plot the equilibrium IR spectrum outside a cavity (black
line) or inside a cavity (red line), where the IR spectrum is calculated by evaluating the autocorrelation function of the total dipole moment for the molecular subsystem [219, 2]. Inside the
cavity, the C O asymmetric stretch mode (peaked at ω0 = 2327 cm−1 ) is resonantly coupled to a
cavity mode (at ωc = 2320 cm−1 corresponding to the vertical blue line) with an effective coupling
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Figure 67: Rabi splitting and selective polariton energy transfer. (a) Equilibrium IR spectrum for
pure liquid 12CO2 outside a cavity (black line) or inside a cavity with e
ε = 2×10−4 a.u. (red line); the
vertical dashed blue line denotes the cavity mode at 2320 cm−1 . (b) The corresponding nonequilibrium local IR spectrum for each molecule after a resonant excitation of the LP at 2241 cm−1
with a strong external pulse. The form of the external pulse takes E0 cos(ωt + φ )ex (0.1 < t < 0.6
ps) with fluence 632 mJ/cm2 . The nonequilibrium spectrum is calculated by evaluating the dipole
auto-correlation function of each CO2 molecule at time interval 1-6 ps. The red arrow marks the frequency of the LP and also the external pulse, and the LP lifetime (0.2 ps, calculated from photonic
energy dynamics [2]) is labeled at the bottom. (c) Equilibrium IR spectrum (red line) for 4.63%
13
CO2 in a 12CO2 solution when e
ε = 2 × 10−4 a.u.. The gray line denotes the 13CO2 IR spectrum
outside the cavity; again, the black line denotes the pure 12CO2 IR spectrum outside the cavity. (d)
The corresponding nonequilibrium local IR spectrum for each molecule plotted in a similar manner
as Fig. b. The responses of 12CO2 (left) and 13CO2 (right) are separated by the vertical dashed white
line. (e)-(h) The same plots as Figs. a-d accordingly but with a larger effective light-matter coupling
(e
ε = 4 × 10−4 a.u.). Note that with an appropriate LP frequency, the LP is more likely to transfer
energy to the 13CO2 solute molecules than the 12CO2 solvent. All simulation details are the same as
Ref. [2].
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strength e
ε = 2 × 10−4 a.u.. In this collective VSC regime, a pair of LP (ωLP = 2241 cm−1 ) and UP
(ωUP = 2428 cm−1 ) forms and these two peaks are separated by a Rabi splitting of 187 cm−1 .

We now excite the LP with a strong pulse of the form E(t) = E0 cos(ωt)ex (0.1 < t < 0.6 ps) with fluence 632 mJ/cm2 (E0 = 6 × 10−3 a.u.). [This fluence will be used below and throughout the present
manuscript except the choice of the frequency ω (here ω = ωLP = 2241 cm−1 ), and the pulse is
assumed to interact only with the molecular subsystem (there is no direct pulse-cavity interaction)].
In Fig. 67b, the resulting energy distribution is characterized by calculating the response of every
12

CO2 molecule in the simulation cell after the LP excitation. The individual molecular response is

calculated by evaluating the auto-correlation function of single-molecule dipole moment (which we
call the ”local” IR spectrum) [2] during a time window 1 < t < 6 ps (immediately after the LP excitation). In contrast to the usual IR spectrum which is calculated by evaluating the auto-correlation
function of the total dipole moment of a molecular system (as in Fig. 67a) and reflects the dynamics
of the molecular bright mode, the local IR spectrum reflects the dynamics of individual molecules
and can be expressed as a linear combination of molecular bright and dark modes. Because the total
number of molecules explicitly accounted for in the simulation is large (with Nsub = 216), the local
IR spectrum is dominated by the density of dark modes.
In Fig. 67b, every column of pixels represents the local IR spectrum of one molecule (in total Nsub =
216 molecules) during 1-6 ps and the colorbar (from red to orange) denotes a logarithmic scaled
spectroscopic intensity. Clearly, after the LP excitation (where the LP lifetime fitted from photonic
energy dynamics [2] is 0.2 ps), the polaritonic energy is nonuniformly transferred to different 12CO2
molecules (which are composed mostly of vibrational dark modes). While most molecules are only
weakly excited and have a peak near 2320 cm−1 (the equilibrium IR peak; see also Fig. 67a), a
dozen of molecules are strongly excited and show an intense, red-shifted peak near 2200 cm−1 .
Because we use an anharmonic force field [2] to simulate carbon dioxide molecules, the presence
of intense, red-shifted peaks implies that the LP energy is mostly transferred to a small fraction of
12

CO2 molecules.

The nonuniform polaritonic energy redistribution in Fig. 67b stems from polariton-enhanced molec-
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ular nonlinear absorption, a mechanism which has been shown experimentally (via two-dimensional
IR spectroscopy) [234], analytically [236], and numerically (via CavMD) [2]. Quantum-mechanically
speaking, when twice the LP energy roughly matches the 0 → 2 vibrational transition of molecules,
the LP can serve as a ”virtual state” to enhance molecular nonlinear absorption of light and directly
create highly vibrational excited molecules within a sub-ps timescale. In the present case (see Fig.
67a), the LP frequency sits between the fundamental 12C O asymmetric stretch (ω0 = 2327 cm−1 )
and 1 → 2 vibrational transition (which is roughly 2200 cm−1 ). Hence, polariton-enhanced molecular nonlinear absorption can occur once the LP is strongly excited. Moreover, since molecules
have different orientations and different local electrostatic environments (which leads to different
instantaneous vibrational frequencies), only a small subset of molecules can interact strongly with
the LP through the nonlinear channel (which requires an exact frequency match), thus leading to
the vast difference in energy redistribution among molecules. In the end, some solvent molecules
become highly excited and others do not.

9.3.2. Polaritonic energy transfer to solute molecules

Let us now show that the mechanism above can be utilized to selectively transfer the energy from an
IR laser pulse to a few target molecules in a liquid system. For the sake of simplicity, let us choose
these target molecules to be a few 13CO2 molecules and investigate how to achieve selective energy
transfer to these 13CO2 solute molecules (which are dissolved in a liquid 12CO2 solution).
For a solution of 4.63 % (10/216) 13CO2 molecules dissolved in liquid 12CO2 (in total Nsub = 216
molecules are included in the simulation cell), the red line in Fig. 67c plots the equilibrium IR
spectrum inside the same cavity as in Figs. 67a,b (with ωc = 2320 cm−1 and e
ε = 2 × 10−4 a.u.).

Because the concentration of the 13CO2 solute is small, inside the cavity, the positions of the polari-

tons are largely unchanged compared with the case of pure liquid 12CO2 (in Fig. 67a). Note that the
equilibrium IR spectrum for pure liquid

13

CO2 system outside a cavity is also plotted as the gray

line in Fig. 67c, where the 13C O asymmetric stretch peaks at 2262 cm−1 .
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For this liquid mixture, after a strong excitation of the LP (again with a pulse fluence of 632 mJ/cm2 ),
Fig. 67d plots the transient local IR spectra for every 12CO2 and 13CO2 molecule. Here, the 12CO2
are plotted at the left and the

13

CO2 molecules are plotted on the right hand side of the vertical

dashed white line. Fig. 67d shows that there is now a competition between exciting

12

CO2 and

13

CO2 molecules, as molecules of both isotopes exhibit intense, red-shifted peaks.

This conclusion is illustrated quantitatively in Fig. 68a, where we plot the dynamics of the average
C O bond potential energy (minus the thermal energy kB T ) per

12

CO2 (gray line) or

13

CO2 (red

line) molecule after the strong LP excitation. Due to the LP excitation [where the time window of
the pulse (0.1 < t < 0.6 ps) is represented with a yellow region], the vibrational energy of the 13CO2
solute molecules can reach roughly four times that of the 12CO2 solvent molecules and each solute
molecule can absorb roughly a vibrational quantum (∼ 2 × 103 cm−1 ) of the input energy. Note that
Fig. 68a is drawn with a logarithmic scale; see the black arrow which denotes the energy difference. By contrast, outside the cavity, when the 13C O asymmetric stretch of the liquid mixture is
resonantly excited by the same pulse (Fig. 68c), the 13CO2 vibrational energy reaches roughly twice
the energy of the

12

CO2 solvent molecules, and the energy absorption of each solute molecule is

roughly half a vibrational quantum (∼ 103 cm−1 ). Our finding indicates that the cavity environment
can meaningfully improve the selectivity and also the absolute value of solute excitation by a factor
of two (though perhaps not a huge effect).

9.3.3. Improving the selectivity of energy transfer to solute molecules by tuning the Rabi splitting

In order to improve the selectivity of energy transfer from the LP, we need to both (i) suppress
the energy transfer to the 12CO2 solvent molecules and also (ii) enhance the energy transfer to the
13

CO2 solute molecules. As mentioned above, the nonuniform polaritonic energy transfer stems

from polariton-enhanced molecular nonlinear absorption, a mechanism which requires twice the LP
frequency to roughly match the 0 → 2 vibrational transition. In other words, by changing the LP
frequency relative to the vibration of one molecular species, we can enhance or suppress polaritonic
energy transfer to that molecular species according to a frequency match or mismatch.
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Figure 68: Time-resolved dynamics for the average C O bond potential energy per solvent (12CO2,
gray line) or solute molecule (4.63% 13CO2, red line). Three conditions are compared: (a) e
ε=
2 × 10−4 a.u. after exciting the LP at 2241 cm−1 (the same as Fig. 67d); (b) e
ε = 4 × 10−4 a.u.
after exciting the LP at 2177 cm−1 (the same as Fig. 67h); and (c) outside the cavity after exciting
the 13C O asymmetric stretch at 2262 cm−1 . In each subplot, the y-axis is plotted in a logarithmic
scale, and the yellow region denotes the time window (0.1 < t < 0.6 ps) during which the external
pulse is applied.
Let us first focus on the side of 12CO2 molecules and investigate how to suppress the energy transfer
to the 12CO2 molecules with an increased Rabi splitting. For a pure liquid 12CO2 system, when the
effective light-matter coupling strength is increased from e
ε = 2 × 10−4 a.u. to e
ε = 4 × 10−4 a.u., the

red line in Fig. 67e plots the equilibrium IR spectrum inside the cavity with ωc = 2320 cm−1 . For
the larger light-matter coupling (e
ε = 4 × 10−4 a.u.), the Rabi splitting increases by a factor of two

and the LP frequency red-shifts from 2241 cm −1 (in Figs. 67a-d) to 2177 cm−1 . Now, as shown in
Fig. 67f, after a resonant excitation of the LP with a strong laser pulse, polaritonic energy transfer
to 12CO2 molecules is largely suppressed compared with Fig. 67b. The suppression of polaritonic
energy transfer is consistent with a longer LP lifetime (2.9 ps) relative to that in Fig. 67b (0.2 ps);
this longer LP lifetime can be observed in Fig. 67f by visualizing the near uniform intensity among
all molecules at the LP frequency (positioned by the red arrow) over the time scale 1-6 ps, which
corresponds to a long lived molecular bright state.
Second, consider the case where the liquid mixture of 4.63 % 13CO2 in a 12CO2 solution experiences
a larger light-matter coupling (with e
ε = 4 × 10−4 a.u.). Because the concentration of the 13CO2 so-

lute molecules is small, the equilibrium IR spectrum inside the cavity (Fig. 67g) remains unchanged
compared with the case of pure liquid

12

CO2 (Fig. 67e). After resonantly exciting the LP with a

strong laser pulse, as shown in Fig. 67h, we find that the polaritonic energy mostly transfers to the
223

13

CO2 molecules (on the right hand side of the vertical dashed white line). Quantitatively speaking,

Fig. 68b plots the corresponding dynamics of the average C O bond potential energy for the solute and solvent molecules. Here, within the time window of the laser pulse (t < 1 ps), the solute
molecules can be excited to a state of roughly three vibrational quanta (recall that the frequency of
the C O asymmetric stretch is roughly ∼ 2 × 103 cm−1 ), which is six times of the outside-cavity
solute energy absorption (Fig. 68c). As far as selectivity is considered, within t < 5 ps, the solute
molecules can absorb an energy 56 times larger than the solvent molecules (see the black arrow),
a difference which is one-order-of-magnitude larger than the case of outside the cavity (Fig. 68c).
In short, although we found above that, when e
ε = 2 × 10−4 a.u., there is a competition between the

polaritonic energy transfer to 12CO2 and 13CO2 molecules, we now find that when e
ε = 4 × 10−4 a.u.,
13

CO2 clearly wins.

The high selectivity of this polaritonic energy transfer to the solute molecules can be explained as
follows. First, since the LP frequency is unchanged compared with the pure liquid
in Fig. 67e, polariton-enhanced molecular nonlinear absorption for the

12

CO2 system

12

CO2 solvent molecules

remains greatly suppressed, which is analogous to Fig. 67f. Second, for the larger Rabi splitting,
the vibrational frequency difference between the LP and

13

C O asymmetric stretch (see red and

gray lines in Fig. 67g) is suitable to allow for polariton-enhanced molecular nonlinear absorption
of the solute molecules. This statement is consistent with the shortened LP lifetime in Fig. 67h (0.6
ps) as compared with τLP = 2.9 ps in Fig. 67f. All together, these two facts lead to a high selectivity
in energy transfer.

9.3.4. Dependence on system size and solute concentration

One important issue we must address is the dependence of polaritonic energy transfer on molecular
system size. This study is necessary because usual VSC setups in experiments (e.g., Fabry–Pérot
microcavities) usually contain a macroscopic number of molecules, while we have only simulated
a molecular system of Nsub = 216 coupled to the cavity. Therefore, we must check how our conclusions vis a vis VSC effects depend on molecular system size.
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Figure 69: Effects of the molecular system size on the dynamics of C O bond potential energy for
a fixed Rabi splitting, molecular density, and solute concentration. Black lines correspond to the
data in Fig. 68b (Nsub = 216), and the lines from dark red to orange represent increasing molecular
systems where Nsub is increased by a factor of N (N = 2, 4, 8, 16). Note that the selective polaritonic
energy transfer to the 13CO2 solute molecules is fairly robust against molecular system size, indicating that the current finding may hold for collective VSC with large cavity volumes but under the
same Rabi splitting, i.e., smaller e
ε ; see text below for an explanation of the system size dependence.
Following the approach from Refs. [2], in Fig. 68b, we enlarge the molecular system by simultaneously increasing both the number of 13CO2 and 12CO2 molecules (maintaining a constant proportion)
and we decrease the light-matter coupling strength (e
ε ); these two effects are chosen in a balanced
manner so as to keep the molecular density and Rabi splitting the same as in Figs. 67g,h. For

systems with different sizes, after the same strong excitation of the LP, Fig. 69 plots the dynamics
of the average C O bond potential energy for the 13CO2 and 12CO2 molecules. Here, the top and
bottom lines denote the dynamics of

13

CO2 and

12

CO2 molecules, respectively. Lines with differ-

ent colors (from black to orange) denote molecular systems of different sizes (from Nsub = 216 to
Nsub = 216 × 16). Note that after the pulse, the

13

CO2 molecules are hot and start to cool down,

while the weakly excited 12CO2 molecules start to heat up. Fig. 69 also clearly shows that, although
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the later-time vibrational relaxation and energy transfer dynamics (t > 5 ps) can depend on the size
of the molecular system [49], we do observe a consistent selective polaritonic energy transfer behavior at early times (t < 5 ps) for all molecular system sizes. Therefore, we tentatively conclude
that our numerical findings here should be observable in cavities with different volumes, including
Fabry–Pérot microcavities (that are usually used to study collective VSC) and plasmonic cavities,
an emerging platform for studying VSC [255, 256].
Note that the robustness of the early-time polaritonic decay dynamics against the system size can
be rationalized by, e.g., Fermi’s golden rule calculations. Although the interaction between the
polariton and each dark mode scales with 1/N (where N denotes the total molecular number) via intermolecular interactions, since there are N − 1 dark modes which allow polaritonic energy transfer
(or dephasing), when Fermi’s golden rule is used to describe the polaritonic relaxation dynamics,
the 1/N and N − 1 factors cancel with each other, leading to consistent early-time dynamics during
polaritonic relaxation versus the system size. With the same argument, for the later-time vibrational
relaxation and energy transfer dynamics (when the polariton is completely decayed), the cavity
plays a role by allowing the following energy transfer channel:

13

CO2 → polaritons → 12CO2. For

the first step (13CO2 → polaritons), since there are not N final states (i.e. with only two polaritons),
polaritons no longer play an important role once the system size is very large, leading to slower
vibrational relaxation and energy transfer dynamics in later times; see Ref. [49] for a detailed study.
Finally, in Fig. 70, we plot the dynamics of averaged C O bond potential energy per
lute or

13

CO2 so-

12

CO2 solvent molecule as a function of time for different system sizes — but now with

a fixed number (10) of solute molecules. In other words, we increase only the number of

12

CO2

solvent molecules (so that the solute concentration is decreased). For all curves, as above, the total
Rabi splitting is kept constant by decreasing the effective coupling strength e
ε , which corresponds
physically to placing the system in a larger volume cavity.

Perhaps counter-intuitively, Fig. 70 shows that the C O bond energy of both the solvent and solute
molecules increases as the number of solvent molecules increases. These findings can be explained
as follows. On the one hand, as for the solute molecules, when the number of solvent molecules
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Figure 70: The same plot as Fig. 69 except for that the 13CO2 solute molecular number is fixed as
10 when the system size enlarges. Note that, when the system size is increased (or when the solute
concentration is decreased), both the solvent and solute molecules are more heavily pumped under
the same IR excitation of the LP. See text for details of this counter-intuitive feature.
increases, the total transition dipole of the solvent bright mode also increases, such that the total
amount of energy absorbed through the polariton grows when the same incident pulse is applied
— and each solute molecule will recover more energy from the polariton through the nonlinear
channel (since the energy absorbed by the polariton divided by the solute number grows). On the
other hand, when the concentration of the solute decreases (under larger system sizes), the pumped
solvent polariton cannot efficiently transfer energy to its favorite acceptor (the solute), such that the
polariton transfers more energy to the solvent molecules. Finally, with regards to selectivity (i.e.,
energy of solute divided by energy of solvent), these two effects clearly work against each other.
Empirically, we find that the selectivity reaches a maximum value of 61 times (see the vertical
brown arrow) and the solute excitation can exceed 104 cm−1 (4∼ 5 quanta) when we double the
system size (i.e. we add slightly more than two times the number of solvent molecules, so that the
solute concentration becomes 2.32%, the brown lines).
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The findings above cannot be achieved outside a cavity. For example, on the one hand, when
the solvent bright mode is pumped outside a cavity, since the excited bright mode dephases on a
much faster timescale than the polaritons, and because there is no resonance conditions between
the solvent bright mode and the solute, energy transfer from the solvent to solute is not efficient
and occurs on a much longer timescale than 1 ps. On the other hand, when the solute vibration is
directly excited outside the cavity (see Fig. 68c), the energy absorbed by the system is much smaller
than the inside-cavity case (where energy absorption is dominated by the solvent polariton).

9.4. Conclusion

To summarize, we have numerically demonstrated that energy from a strong IR laser pulse can be
selectively transferred to solute molecules by pumping the LP of the solvent molecules. This selective energy transfer behavior requires the LP to have an appropriate frequency to selectively enhance
molecular nonlinear absorption for the solute (but not solvent) molecules and can be optimized by
changing the solute concentration. Consequently, the transient vibrational energy difference between the solute and the solvent molecules can exceed the free-space case by more than one order
of magnitude. Since our CavMD simulations have shown some key agreements with VSC experiments (including the signature of polariton-enhanced molecular nonlinear absorption), and because
the current finding of selective energy transfer to the solute molecules is robust against the cavity
volume, we believe that this finding is also amenable to experimental verification. In principle, our
finding might be one route to IR laser-controlled chemistry on an electronic ground-state surface,
which remains difficult to achieve in liquid phase. Lastly, we emphasize that the energy transfer from the polariton (which is predominately composed of the solvent bright mode and the cavity
mode) to the solute molecules is extremely fast in our simulations above (within 1 ps); this ultrashort
timescale highlights how VSC in a cavity can greatly accelerate rates of intermolecular vibrational
energy transfer and underscores the future possibility of using collective VSC to modify molecular
properties.
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CHAPTER 10 : CONCLUSIONS
This dissertation has focused on the method development and applications on modeling light–matter
interactions, which can be roughly divided into the following two parts.
• The performance of conventional Ehrenfest (semiclassical) electrodynamics has been studied
for fundamental processes in light–matter processes, including spontaneous emission and
energy transfer in free space. Various algorithms have been tested to improve the Ehrenfest
approximation for spontaneous emission and collective emission.
• In the vibrational strong coupling regime of polariton chemistry, a novel numerical scheme —
classical cavity molecular dynamics simulations — has been developed and its performance
is also carefully studied. This approach has captured asymmetric Rabi splitting, polaritonenhanced molecular nonlinear absorption, vibrational relaxation and energy transfer in the
absence of polariton pumping. With this approach, a new mechanism has been proposed to
selectively exciting target molecules to high vibrational states via an intense IR pumping of
the solvent polariton.
Our proposed cavity molecular dynamics scheme is still at its infancy and many questions have not
been answered: (i) How to properly include nuclear and photonic quantum effects? (ii) How to efficiently simulate chemical reactions inside the cavity? (iii) How to best describe vibrational strong
coupling in both Fabry–Pérot and plasmonic cavities? (iv) How to understand the catalytic effect
on ground-state chemical reactions inside the cavity? Looking forward, these questions should be
answered in great detail.
In a more general perspective, the recently emerged field of polariton chemistry may change our
conventional understanding of molecular dynamics, which deserves an extensive theoretical and
experimental study in the future.
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[104] M. H. Beck, A. Jäckle, G. Worth, and H.-D. Meyer, Phys. Rep. 324, 1 (2000).
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