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Abstract
Suppose G is a subgroup of GL(k), M a finite-dimensional vectorspace over the field k with char k = 2,
generated by quadratic elements σ satisfying c ◦ σ ∈ G for all c ∈ k∗. Then one can define root-subgroups
of G intrinsically, i.e. just in terms of the quadratic elements.
In this paper we determine such groups G generated by three root-subgroups, which do not contain a pair
of commuting root-subgroups. This is a further step of the determination of groups G, when (G,M) is a
quadratic pair.
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1. Introduction
Let k be a field with chark = 2 and M a finite-dimensional k-vectorspace. Then an element
σ ∈ GLk(M) acts quadratically on M , if σ = id + α, α2 = 0 = α. Notice that, if chark = 2, then
all involutions in GLk(M) are quadratic.
Suppose σ ∈ GLk(M) is quadratic and c ∈ k. Then we set c ◦ σ := id + cα. It is obvious
that (c ◦ σ)(d ◦ σ) = (c + d) ◦ σ , so that k ◦ σ is a subgroup of GLk(M) isomorphic to (k,+).
Moreover, if k = Zp , p  3 a prime, then k ◦ σ = 〈σ 〉.
Let now G be a subgroup of GLk(M) generated byQ, whereQ is the set of quadratic elements
σ of G with k ◦ σ ⊆ G. Then for σ ∈Q set d(σ ) := dim[M,σ ] and
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Qd :=
{
τ ∈Q ∣∣ d(τ) = d}.
For τ ∈Qd let
Eτ :=
{
ρ ∈Qd
∣∣ [M,τ ] = [M,ρ] and CM(τ) = CM(ρ)}
and
E(τ) := 〈Eτ 〉.
Then it is easy to see (and shown in the introduction of [Ti1]) that E(τ) = Eτ ∪ {1} and is an
abelian group, which is either an elementary abelian p-group, if chark = p, or torsionfree and
divisible, if chark = 0. The subgroups E(τ), τ ∈Qd will be called the root-subgroups of G. One
of the main intermediate results of [Ti1] was the proof of the following:
Root-structure theorem. Suppose G acts irreducibly on M and let Σ := {E(τ) | τ ∈Qd}. Then
for each pair A,B ∈ Σ one of the following holds:
(a) 〈A,B〉 is nilpotent of class at most two (with completely specified structure).
(b) X = 〈A,B〉 is a rank one group with unipotent subgroups A and B in the sense of [Ti2, I];
that is for each a ∈ A# there exists a b ∈ B# with Ab = Ba and vice versa.
(More precisely Σ is a set of ‘abstract root subgroups’ in the sense of [Ti1] of the normal
subgroup R = 〈Qd〉 of G.)
Since by Theorem 1 of [Ti1] G is a central product of quasisimple subgroups Gi satisfying
Gi = 〈Q∩Gi〉 one may, to determine the possible structure of G, assume that G is quasisimple.
In that case Σ is actually a conjugacy class of abstract root subgroups of G. This then led to the
geometric theory of ‘abstract-root-subgroups,’ in which I determined the possible structure of a
quasisimple group generated by a class Σ of abstract root subgroups, containing a commuting
pair of root subgroups. (I.e. A = B ∈ Σ with [A,B] = 1. This condition means, in geometric
terms, that the geometry obtained from Σ is of rank  2.)
This leaves the case, when Σ does not contain commuting root subgroups. If now k = Zp ,
p  5 a prime, this case was completely solved by Thompson [Th]. The only groups appearing
are SL2(q) or U3(q), q = pn. But in general this case is much more complicated than I originally
thought, since not only all unitary groups of Witt-index one do appear, but also most of the
algebraic groups of relative rank one like 2E6,1 or 3D4,1 and 6D4,1. But still, a first step, namely
the case when G = X = 〈A,B〉 in the Root-structure-theorem, has been solved in Theorem 3
of [Ti3]. Namely in that case one has for X = X/Z(X) just the following possibilities:
(1) X  PSL2(K), K a division ring.
(2) X  PSU2(K,f ), K a division ring with involution σ and f :K2 × K2 → K a nondegen-
erate σ -hermitian form of Witt-index one.
(3) X  PΩ(V,q), where V is a vectorspace over some extension field L of k with nondegen-
erate quadratic form q :V → L of Witt-index one.
If one wants to put it more uniformly, then X  SL2(J,R) by Theorem 1 of [Ti3], where
J is a Jordan division subalgebra of the Ring R = Endk([M,A]). Now the cases (1)–(3) are
consequences of Zelmanov’s famous classification of Jordan division algebras [Z].
F.G. Timmesfeld / Journal of Algebra 318 (2007) 111–134 113In this paper we will treat the case, when G can be generated by 3 root-subgroups. We will
not need the hypothesis that G acts irreducibly on M and that k = GF(3). So from Section 3 on
we will assume the hypothesis:
Hypothesis (H). Let M be a finite-dimensional vectorspace over the field k with chark = 2 and
GGLk(M) satisfying:
(1) M = [M,G].
(2) G is generated by the set Q of quadratic elements σ of G satisfying k ◦ σ G.
(3) Let Σ = {E(σ) | σ ∈ Qd}. Then G = 〈Σ〉 and 〈A,B〉 is a rank one group for each pair
A = B of Σ .
(I.e. Σ is a class of abstract root subgroups of G containing no commuting root-subgroups.)
We do not assume that G is quasisimple nor that k = GF(3). But we exclude the possibilities
that |A| = 3 = |B| and 〈A,B〉  SL2(5) or Z3 ×SL2(3), since both groups are no rank one groups
with respect to A and B . (The latter groups occur in case k  GF(3) by C. Ho’s work [HO].)
We will show:
Proposition 1. Suppose G satisfies (H) and let A = B ∈ Σ and set
U(A) := {ϕ ∈ G ∣∣ [M,ϕ] ⊆ CM(A), [CM(A),ϕ]⊆ [M,A] and [M,A,ϕ] = 0}
and similarly U(B). Then G = 〈U(A),U(B)〉 is a rank one group with unipotent subgroups
U(A) and U(B). Moreover G is relatively special with respect to A in the sense of [Ti2, I(1.12)].
Theorem 2. Suppose that G satisfies (H) and is generated by three elements of Σ , but not by
two. Let X = 〈A,B〉 for A = B ∈ Σ . Then one of the following holds:
(1) X  SL2(L), L an extension field of k and G  SU3(K,f ), where K is a quadratic extension
field of L with Galois-group 〈σ 〉 = Aut(K : L) and f :K3 ×K3 → K is a σ -hermitian form
of Witt-index one.
(2) There exists a division ring K (containing k) with involution σ such that K is generated
as a ring by Kσ = {c ∈ K | cσ = c} and G  SU3(K,f ), where f :K3 × K3 → K is a
σ -hermitian form of Witt-index one.
Moreover in both cases Σ is mapped onto the class of unitary transvection groups.
The remarkable fact about Theorem 2 is, that in the seemingly more difficult case when the
Jordan algebra J is not a field, we obtain stronger information. Namely that the division ring K
is the universal semiprime envelope, see [Z], of J = Kσ , whence is uniquely determined by J .
This leads me to conjecture that all the algebraic groups of relative rank one occur in case (1) of
the theorem, while case (2) just leads to unitary groups of Witt-index one.
Notice that Theorem 2 excludes 3-dimensional unitary groups over a quaternion division
ring K with standard involution, since in that case Kσ generates a subfield of K . (For exam-
ple 〈Kσ 〉 = R if K is the standard quaternion division ring over R.)
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also shows, that the exceptional algebraic groups of relative rank one cannot be generated by 3
root-subgroups.
Notice that, since we assume that chark = 2, the notions of a Jordan division algebra and of a
quadratic Jordan division algebra coincide.
If |A| = 3 when Hypothesis (H) holds, then k = GF(3) and whence G is as a subgroup
of GLk(M) finite. Hence by a theorem of Aschbacher and Hall [AS] G  SU3(3). In particular
Proposition 1 and Theorem 2 hold. So we may and will for the proofs of Proposition 1 and
Theorem 2 assume that |A| > 3 for A ∈ Σ .
Let X = 〈A,B〉 a rank one group and V a ZX-module. Then V is called a quadratic module
for X, if [V,X,X] = 0 = [V,A,A]. Notice that in this situation V is not a finite-dimensional
vectorspace over some field. If the rank one group X admits such a quadratic module, it will be
called a quadratic rank one group.
2. Some preliminary results
In the first lemma we specialize some of the results of [Ti3] on quadratic rank one groups and
quadratic modules to our situation.
(2.1) Lemma. Let X = 〈A,B〉 be a quadratic rank one group with 2-divisible quadratic mod-
ule V . Suppose that |A| > 3 and that A is not an elementary abelian 2-group. Then the following
hold:
(1) X is quasisimple and A (and B) are either elementary abelian p-groups, p  3, or torsion-
free and divisible.
(2) V = CV (X)⊕[V,X]; [V,X] = [V,A]⊕ [V,B] and there exists a unique central involution
iX in X inverting [V,X] and centralizing CV (X).
(3) V ′ = [V,X] is a vectorspace over the prime field Zp or Q.
(4) Let R = Endk0([V,A]), k0 = Zp or Q. Then there exist a (quadratic) Jordan division subal-
gebra J of R such that
X/CX(V )  SL2(J,R) =
〈[ 1
λ 1
]
,
[1 μ
1
] ∣∣∣ λ, μ ∈ J 〉GL2(R).
Moreover A is mapped onto
{[ 1 μ
1
] | μ ∈ J} and B onto {[ 1
λ 1
] | λ ∈ J} under this isomor-
phism.
(5) X is special, i.e. if a ∈ A# and b ∈ B# with Ab = Ba , then ab = b−a .
Proof. By Theorem 1 of [Ti3] X is quasisimple, since |A| > 3. By [Ti3, (3.1)(2)] X is special
and whence by (3.1)(6) of the same paper A and B are either elementary abelian p-groups or
torsionfree and divisible. (3) is (3.1) of [Ti3].
We need to prove (2). The perfectness of X implies V ′ = [V ′,X]. Let V = V ′/V ′ ∩ CV (X)
and pick a ∈ A#. Then by (3.2) of [Ti3] iX = n(a)2 = −idV . (For definition of n(a) see (2.1)(5)
of [Ti3].). Hence for v ∈ V ′ −CV (X) we have viX = −v+w for some w ∈ CV (X). This implies
that i2X = idV ′ , whence V ′ = [V ′, iX] ⊕ CV ′(iX) with CV ′(iX) = CV ′(X). Since V ′ = [V ′,X]
this shows that CV ′(iX) = 0 = CV ′(X) and V ′ is inverted by iX . Now for v ∈ V − V ′ we have
viX = v+w, w ∈ V ′. Since wiX = −w, this shows that i2 = idV and thus V = CV (iX)⊕[V, iX]X
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a consequence of (2.1)(8) of [Ti3].
Now (3) implies CX(V ) = CX(V ′) and thus (4) is exactly Theorem 1 of [Ti3]. 
Notice that in (2.1) of [Ti3] properties of rank one groups are listed on which we also will rely
in this paper.
(2.2) Lemma. Suppose that G is a group satisfying Hypothesis (H) and that |A| > 3 for each
A ∈ Σ . Than G is quasisimple.
Proof. By (2.1)(1) 〈A,B〉 is quasisimple for each pair A = B ∈ Σ . This implies that G is perfect.
Hence (2.2) is now a consequence of II(2.14) of [Ti2]. 
Finally a general lemma, which will be needed in Section 5.
(2.3) Lemma. Let H = SL3(K), K a division ring and let Σ be the class of root groups of
transvections of H . Let U be a subgroup of H generated by elements of Σ . Then one of the
following holds:
(1) U ∈ Σ .
(2) U = SL2(K).
(3) U contains a commuting pair of elements of Σ .
Proof. To prove (2.3) we may assume E,F ∈ Σ ∩ U with [E,F ] = 1 and [E,F ] /∈ Σ . Then
〈E,F 〉 = SL2(K) and whence (2) holds or there exists an L ∈ Σ ∩ U with L  〈E,F 〉. Let
W = K3 and P = [W,E],Q = [W,F ]. Let R be a 1-space contained in CW(L) ∩ (P + Q).
Then there exists a D ∈ Σ ∩ 〈E,F 〉 with [W,D] = R. Hence either [D,L] = 1 and (3) holds or
L′ = [D,L] ∈ Σ ∩U ∩C(R). But then, replacing L by L′, also (3) holds. 
3. Proof of the proposition
We assume in this section that (G,M) is a pair of a group G with kG-module M , satisfying
Hypothesis (H) and |A| > 3 for A ∈ Σ . We fix a pair A = B ∈ Σ and X = 〈A,B〉. Then by (2.1).
(∗) M = [M,X] ⊕CM(X) with [M,X] = [M,A] ⊕ [M,B].
Moreover there exists a unique central involution iX of X inverting [M,X] and centraliz-
ing CM(X).
We first show:
(3.1) Proposition. Let A = C ∈ Σ such that iX = iY for the central involution iY of Y = 〈A,C〉.
Then C = Ba for some a ∈ A. In particular X = Y .
Proof. Set i := iX = iY , M+ = CM(i) and M− = {v ∈ M | mi = −m} = [M,i].
Then
M+ = CM(A)∩CM(B) = CM(A)∩CM(C) and
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Let W = [M,A] and ω ∈ X with Aω = B,Bω = A and ω′ ∈ Y with Aω′ = C,Cω′ = A.
Then, as CX(M−) = CY (M−) = 1, there exists by Theorem 1 of [Ti3] a unital quadratic Jordan
division subalgebra J of R = Endk(W) such that X  SL2(J,R)  Y with respect to a basis
B ∪ Bω respectively B ∪ Bω′ of M−, where B is a basis of W . (J is already determined by A.)
Let n = dimk W , B1 a basis of W and B2 = Bω1 . Then, with respect to the basis B1 ∪B2 of M−,
A ↔
{[
In λ
In
] ∣∣∣ λ ∈ J} and B ↔ {[ In
μ In
] ∣∣∣ μ ∈ J}
where we consider J as a Jordan division subalgebra of Mn×n(k). Let ϕ ∈ C# and let, with
respect to the basis B1 ∪B2 of M−:
ϕ − id ↔
[
α β
γ δ
]
with α,β, γ, δ ∈ Mn×n(k).
Then, because of (ϕ − id)2 = 0, we obtain:
(1) α2 + βγ = 0, γ α + δγ = 0,
αβ + βδ = 0, γβ + δ2 = 0.
Since Y  SL2(J,R), there exist for each ϕ ∈ C# a unique σ ∈ A# with Δ = Δ(ϕ,σ ) =
(ϕ − id)(σ − id)+ (σ − id)(ϕ − id) = idM− . (If ϕ ↔
[ 1
λ 1
]
, then σ ↔ [ 1 λ−11 ], λ ∈ J .)
Let σ ↔ [ 1 τ1], τ ∈ J . Then
Δ ↔
[
τγ ατ + τδ
0 γ τ
]
.
(In all the matrix calculations we write 1 for In and small Greek letters for elements of the
Jordan division subalgebra J of Mn×n(k).)
Hence we obtain:
(2) γ = τ−1 ∈ J and ατ + τδ = 0.
(J is a Jordan division subalgebra of R, whence closed under inverses and the inverse of τ ∈ J
is the associative inverse in R.)
To prove (2.1) we may assume B = C. Then also 〈B,C〉  SL2(J,R) for an appropriate basis
of M−. Hence there exists a ρ ∈ B# with Δ(ϕ,ρ) = idM− . Thus, if ρ ↔
[ 1
μ 1
]
, μ ∈ J with
respect to the basis B1 ∪B2, then
Δ(ϕ,ρ) =
[
βμ 0
δμ+μα μβ
]
.
This implies
(3) β = μ−1 ∈ J and δμ+μα = 0.
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ϕa = a−1ϕa ↔
[1 + α − ζγ β + aζ − ζ δ − ζγ ζ
γ 1 + γ ζ + δ
]
with respect to B1 ∪B2.
Since, to prove (2.1), we may assume B = Ca , 〈B,Ca〉 is also isomorphic to SL2(J,R). Since
Δ(ϕa,ρ
′) = idM− for some ρ′ ↔
[ 1,
μ′ 1
]
the same calculation implies:
(4) β + αζ − ζ δ − ζγ ζ ∈ J for each ζ ∈ J #.
Since β and γ ∈ J by (2) and (3) and since J is a quadratic Jordan subalgebra of R we have
β − ζγ ζ ∈ J and thus αζ − ζ δ ∈ J for all ζ ∈ J #. Now (2) implies δ = −τ−1ατ = −γ αγ−1
and therefore:
(5) αζ + ζγ αγ−1 ∈ J for all ζ ∈ J #.
Set now ζ = γ−1. Then we obtain:
2αγ−1 = αγ−1 + γ−1γ αγ−1 ∈ J.
Since charJ = chark = 2 this implies with (2):
(6) αγ−1 ∈ J and γ−1δ ∈ J.
Now we have(1 αγ−1
0 1
)( 1 0
γ 1
)(1 γ−1δ
0 1
)
= I2 +
(1 −γ−1δ
0 1
)( 0 0
γ 0
)(1 γ−1δ
0 1
)
=
[1 + α (1 + α)γ−1δ + αγ−1
γ 1 + δ
]
.
We claim (1 + α)γ−1δ + αγ−1 = β . We have
(1 + α)γ−1δ + αγ−1 = γ−1δ + αγ−1δ + αγ−1
= −γ−1γ αγ−1 − αγ−1γ αγ−1 + αγ−1
= −αγ−1 − α2γ−1 + αγ−1 = −α2γ−1 = β
by (2) and (1), which proves our claim. This shows that the matrix corresponding to ϕ is in
SL2(J,R) =
〈[ 1
λ 1
]
,
[1 λ
1
] ∣∣∣ λ ∈ J 〉 .
Hence ϕ ∈ X for arbitrary ϕ ∈ C. This shows C X and Y X. Now [Ti2, II(2.1)] implies
X = Y and C ∈ AX − {A} = BA. 
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U(A) := {g ∈ G ∣∣ [M,A,g] = 0, [CM(A),g]⊆ [M,A] and [M,g] ⊆ CM(A)},
A := {g ∈ G ∣∣ [M,g] ⊆ [M,A] and [CM(A),g]= 0}.
Then we have
(3.3) Lemma. The following hold:
(1) A = A.
(2) iX centralizes A and inverts U˜ (A) = U(A)/A.
Proof. Let α ∈ A. Then [M,B,α] ⊆ [M,A] and [CM(X),α] = 0. Hence α centralizes CM(X)
and normalizes [M,X]. Thus iαX inverts [M,X] and centralizes CM(X). Hence iXiαX centralizes
M and thus iX = iαX . Now (3.1) implies X = Xα and B = Bαa for some a ∈ A, since A acts
transitively on AX − A. Thus by definition of A we get [M,B,αa] [M,B] ∩ [M,A] = 0 and
whence αa = 1, since M = CM(A)⊕ [M,B]. This proves (1).
To prove (2) let u ∈ U(A)−A such that uiX = ua, a ∈ A. Then
u = ui2X = (ua)iX = uiXa = ua2
and a2 = 1 = a, since A is by (2.1) either torsionfree or an elementary abelian p-group for an
odd prime p. This implies [CM(X),u] C[M,A](iX) = 0 by (∗) and thus [CM(A),u] = 0, since
CM(A) = [M,A] ⊕CM(X).
Pick 0 = m ∈ [M,B]. Then m is inverted by iX and thus [m,u]iX = [m−1, u] = mu−1m−1u =
u−1m−1um = [m,u]−1. Hence [m,u] is an element of CM(A) inverted by iX and thus [m,u] ∈
[M,A] by (∗). This show [M,u] [M,A], which by the above implies u ∈ A = A, a contradic-
tion to the choice of u.
Hence iX acts fixed-point-freely on U˜ (A), which proves (2). 
(3.4) Lemma. Let y ∈ U(A) − A, C = By , Y = 〈A,C〉, H = 〈X,Y 〉, V = [M,H ] and n =
dimk[M,A]. Then the following hold:
(1) V = [M,A] ⊕ [M,B] ⊕ [M,C] and [M,A] = [V,A]. In particular dimk V = 3n.
(2) CV (H) = 0 and M = V ⊕CM(H).
(3) The commutator maps
m → [m,y] + [M,A], m ∈ [M,B] from [M,B] onto CV (A)/[V,A] and
m+ [V,A] → [m,y], m ∈ CV (A) from CV (A)/[V,A] to [V,A]
are isomorphisms.
(4) NU(A)(B) = 1.
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Bya = B for some a ∈ A. This implies:
[M,B,ya] ⊆ [M,B] ∩CM(A) = 0.
Since ya normalizes X we also have [CM(X), ya] ⊆ CM(X)∩ [M,A] = 0 and thus ya = 1 and
y ∈ A, contradicting the choice of y. Thus C  X and X = Y .
Let iY be the central involution of Y . Then by (3.1) 1 = h = iXiY ∈ U(A). Since by (∗)
[M,A] = [M,X,A] we have [V,A] = [M,A] and V = [V,H ]. Hence (1) holds if and only if
dimk V = 3n.
Suppose dimk V < 3n. Then, since dim[M,X] = 2n = dim[M,Y ], we obtain:
W = [M,Y ] ∩ [M,X] = [M,X] ∩ ([M,A] ⊕ [M,C])
= [M,A] ⊕ ([M,X] ∩ [M,C]) [M,A].
In particular W ′ = W ∩[M,C] = 0. But since iX and iY invert W ′ we obtain h ∈ C(W ′). Thus
[M,C] ∩ [M,Ch] = 0. But as shown above for ya we have C = Ch and thus by Hypothesis (H)
〈C,Ch〉 is a rank one group, a contradiction to (2.1). This proves (1).
Next assume CV (H) = 0 and let V = V/CV (H), T = CH(V ) and H = H/T . Then T is
nilpotent since it acts unipotently on M . Hence A = At for each t ∈ T , since otherwise 〈A,At 〉
would be perfect by (2.1). This shows T  Z(H), X = Y and X,Y and 〈C,Ch〉 are rank one
groups. Hence the above argument implies
[V ,X] ∩ [V ,Y ] = [V ,A]
and thus dimV = 3n, since V = [V ,X] + [V ,Y ] and since dim[V ,A] = n by (1). This shows
dimCV (H) = 0. Now [M,A] = [M,a] for each a ∈ A# by definition of the root subgroups.
Hence codimCM(A) = n and thus codimCM(H)  3n. Since V ∩ CM(H) = 0 by the above,
this proves (2).
To prove (3) notice that [V,A]+ [V,B]+ [V,B,y] is invariant under 〈A,B,y〉 and thus con-
tains [V,C]. Hence V = [V,A] + [V,B] + [V,B,y]. In particular CV (A) = [V,A] + [V,B,y].
Since
dimCV (A)/[V,A] = n = dim[V,B]
this shows that the first commutator map is an isomorphism. In particular [M,A] ⊆ CV (y) ⊆
CV (A). Now by (∗) CV (A) = [V,A] ⊕CV (X), whence
CV (y) = [V,A] ⊕
(
CV (X)∩CV (y)
)= [V,A],
since CV (X)∩CV (y) ⊆ CV (H) = 0 by (2). This shows that the second commutator map is also
an isomorphism.
(4) was shown already in the first paragraph of the proof of (3.4). 
(3.5) Lemma. The following hold:
(1) U(A)′ A.
(2) U˜ (A) = U(A)/A is either an elementary abelian p-group or torsionfree and divisible.
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then we obtain for y ∈ U(A) − A and v ∈ CM(A) that 0 = [v, y]p = [v, yp]. Hence yp ∈
CU(A)(CM(A)) and thus yp ∈ A by (3.4)(3). This shows that U˜ (A) is an elementary abelian
p-group.
If chark = 0 then the same argument implies that U˜ (A) is torsionfree. Let k0 = Q be the
primefield. We show that U˜ (A) is a k0-vectorspace. The argument for this is the same as in
[Ti1, (22.6)]. But since our hypothesis is slightly more general we sketch a proof. Let X 
X0  SL2(k0). (X0 exists by (2.1) since J is a Jordan algebra over k0.) Then [M,X0] = [M,X]
is by [Ti2, I(3.7)] the direct sum of natural k0X0-modules. Hence we can label the elements
of H0 = NX0(A)∩NX0(B) by h(λ),λ ∈ k0 such that:
h(λ)h(μ) = h(λμ) and mh(λ) = λm for m ∈ [M,A].
Now U˜ (A) is as abelian group a Z-module. We write the Z-action exponentially. Claim
(∗) u˜λ = u˜h(λ) for all λ ∈ N and u˜ ∈ U˜ (A).
Clearly (∗) implies that U˜ (A) is divisible, since by (∗)
U˜(A) = {u˜λ ∣∣ u˜ ∈ U˜ (A)} for each λ ∈ N.
Now, since H0 centralizes CM(X), we have for m ∈ CM(X) and coimage u of u˜:[
m,uh(λ)
]= [m,u]h(λ) = [m,u]λ = [m,uλ].
Thus uh(λ)u−λ ∈ CU(A)(CM(X)) = A by (3.4)(3). This proves (∗) and (3.5). 
(3.6) Lemma. U(A) acts transitively on{
iY
∣∣ Y = 〈A,C〉 and C ∈ Σ −A}.
Proof. Let h = iXiY . Since CM(A) = [M,A] ⊕ CM(X) = [M,A] ⊕ CM(Y ) it is obvious that
h centralizes M/CM(A), CM(A)/[M,A] and [M,A]. Hence h ∈ U(A). Thus there exists by
(3.5)(2) a u ∈ U(A) with iuY ∈ iXA. Since iX is the only involution in iXA this shows iuY = iX
and (3.6) holds. 
(3.7) Corollary. U(A) acts regularly on Σ −A.
Proof. By (3.6) and (3.1) it acts transitively. Since NU(A)(B) = 1, see the remark after (3.4),
(3.7) holds. 
(3.8) Proof of Proposition 1. We have G = 〈Σ〉 = 〈U(A),B〉 = 〈U(A),U(B)〉. By (3.7) U(A)
acts regularly on {
U(B)
∣∣ B ∈ Σ −A}= {U(A)g ∣∣ g ∈ G}− {U(A)}.
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As A Z(U(A)) and X is special, G is relatively special with respect to A in the sense of [Ti2,
I(1.12)]. 
4. Some matrix calculations
We assume in this section that (G,M) satisfies Hypothesis (H) and that G is generated by
three elements of Σ , but not by two. Let A,B,C ∈ Σ with
B = A = C = B and X = Y for X = 〈A,B〉, Y = 〈A,C〉
and that G = 〈X,Y 〉. As mentioned in the introduction, we also assume |A| > 3.
Let iX, iY be the central involutions of X respectively Y inverting [M,X] (respectively
[M,Y ]) and centralizing CM(X) (respectively CM(Y )). Then, as shown in (3.6), iXiY ∈ U(A).
By (3.7) there exists a unique y ∈ U(A) with By = C. Since by (3.3) U(A)/A is inverted
by iX and since U(A)/A is by (3.5) 2-divisible, we have y ∈ y′A with (y′)iX = (y′)−1. As
Xy = Xy′ = Y we may, substituting C by By′ , assume y = y′ is inverted by iX .
(4.1) Notation. Let w = n(a) for some a ∈ A#. Then by [Ti3, (2.1)(5)] we have Aw = B,Bw = A
and by [Ti3, (3.2)] w2 = iX . Let B1 be a basis of [M,B] and B3 = Bw1 . Then B3 is a basis
of [M,A]. For each vector v ∈ B1 let
v = ([v, y] + [M,A])∩CM(X).
Then by (3.4)(3) B2 = {v | v ∈ B1} is a basis of CM(X). Also by (3.4)(3) CM(y) = [M,A], since
G = H and M = V in our situation. Hence (y − id)|CM(X) induces an isomorphism from CM(X)
onto [M,A]. We now label the elements of A,B and y by matrices with respect to the basis
B = B1 ∪B2 ∪B3 of M . By Section 3 we have:
A ↔
⎧⎨⎩
⎡⎣ 1 1
λ 1
⎤⎦ ∣∣∣ λ ∈ J
⎫⎬⎭ ,
where 1 stands for In and J is a unital Jordan division subalgebra of R = Endk kn. (Since
chark = 2 quadratic Jordan algebras and Jordan algebras coincide.) Similarly
B ↔
⎧⎨⎩
⎡⎣1 μ1
1
⎤⎦ ∣∣∣ μ ∈ J
⎫⎬⎭ .
Finally
y ↔
⎡⎣ 11 1
γ α 1
⎤⎦ for certain α,γ ∈ R, where α is invertible
by choice of B2. (Essentially y − id maps B3 onto B2.)
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(1) γ = 12α. (Notice that chark = 2, so that 12α is defined.)
(2) y−1 ↔
[ 1
−1 1
γ −α 1
]
.
Proof. By choice of y we have yiX = y−1. Now iX inverts the vectors in B1 and B3 and central-
izes the vectors in B2. Hence iX ↔
[−1
1
−1
]
.
Now ⎡⎣ 11 1
γ α 1
⎤⎦−1 =
⎡⎣ 1−1 1
α − γ −α 1
⎤⎦ .
Hence we obtain the matrix equation:
⎡⎣ 1−1 1
α − γ −α 1
⎤⎦=
⎡⎣ 11 1
γ α 1
⎤⎦−1 =
⎡⎣ 11 1
γ α 1
⎤⎦
[−1
1
−1
]
=
⎡⎣ 1−1 1
γ −α 1
⎤⎦ .
Comparing entries we get α − γ = γ and thus γ = 12α. 
(4.3) Notation. Set b(λ) =
[
1 λ
1
1
]
, λ ∈ J , a(μ) =
[ 1
1
μ 1
]
, μ ∈ J and c(λ) = b(λ)y . Then C =
{c(λ) | λ ∈ J } and c(λ)c(μ) = c(λ + μ) for λ,μ ∈ J . Since 〈B,C〉 is a special rank one group,
there exists for each c ∈ C# a unique b ∈ B# with Bc = Cb and cb = b−c . Let λ0 ∈ J satisfying
Bc(1) = Cb(λ0) and c(1)b(λ0) = b(λ0)−c(1), where 1 ∈ J is the identity element of R. Then we
have:
(4.4) Lemma. The following hold:
(1) c(λ) =
⎡⎢⎣1 +
1
2λα λα λ
− 12λα 1 − λα −λ
1
4αλα
1
2αλα 1 + 12αλ
⎤⎥⎦ .
(2) λ0 = 4α−2. In particular {α−2, α2} ⊆ J .
Proof. We have
c(λ) =
⎡⎣1 λ1
1
⎤⎦
[ 1
1 1
1
2 α α 1
]
= I +
⎡⎣ 1−1 1
1
2α −α 1
⎤⎦⎡⎣ λ⎤⎦⎡⎣ 11 1
1
2α α 1
⎤⎦ .
Hence (1) holds.
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c(1)b(λ0) =
⎡⎣1 −λ01
1
⎤⎦ c(1)
⎡⎣1 λ01
1
⎤⎦
is 1 + 12α − 14λ0α2 and the 1 × 1 entry of
b(λ0)
−c(1) = c(−1)b(−λ0)c(1)
is 1 + 18αλ0α2 − 14λ0α2. Since by (4.3) c(1)b(λ0) = b(λ0)−c(1), we obtain, comparing entries:
1
2α = 18αλ0α2. As α is invertible in R by (3.3), this implies λ0 = 4α−2. Now λ0 ∈ J and
charJ = 2. Thus α−2 = 14λ0 ∈ J and also α2 = (α−2)−1 ∈ J , since J is a Jordan division subal-
gebra of R. 
(4.5) Lemma. J = αJα.
Proof. We evaluate the equation Bc(1) = Cb(λ0). Now
Cb(λ0) =
⎧⎪⎨⎪⎩
⎡⎣1 −4α−21
1
⎤⎦
⎡⎢⎣1 +
1
2λα λα λ
− 12λα 1 − λα −λ
1
4αλα
1
2αλα 1 + 12αλ
⎤⎥⎦
⎡⎣1 4α−21
1
⎤⎦ ∣∣∣ λ ∈ J
⎫⎪⎬⎪⎭ .
Hence the set of 2 × 1 entries of Cb(λ0) is {− 12λα | λ ∈ J }.
Similarly
Bc(1) =
⎧⎪⎨⎪⎩
⎡⎢⎣1 −
1
2α −α −1
1
2α 1 + α 1
− 14α2 − 12α2 1 − 12α
⎤⎥⎦
⎡⎣1 μ1
1
⎤⎦
⎡⎢⎣1 +
1
2α α 1
− 12α 1 − α −1
1
4α
2 1
2α
2 1 + 12α
⎤⎥⎦ ∣∣∣ μ ∈ J
⎫⎪⎬⎪⎭
and thus the set of 2 × 1 entries of Bc(1) is{
1
2
α + 1
4
α2 − 1
2
α − 1
2
α2 + 1
8
αμα2 + 1
4
α2
∣∣∣ μ ∈ J}= {18αμα2
∣∣∣ μ ∈ J}.
Comparing entries we obtain:
J = {−λ | λ ∈ J } =
{
1
4
αμα
∣∣∣ μ ∈ J}.
Since charJ = 2 this implies:
J = 4J = {αμα | μ ∈ J } = αJα. 
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fμ(λ) = c(λ)a(μ) =
⎡⎣ 1 1
−μ 1
⎤⎦
⎡⎢⎣1 +
1
2λα λα λ
− 12λα 1 − λα −λ
1
4αλα
1
2αλα 1 + 12αλ
⎤⎥⎦
⎡⎣ 1 1
μ 1
⎤⎦
=
⎡⎢⎣1 +
1
2λα + λμ λα λ
− 12λα − λμ 1 − λα −λ
∗ −μλα + 12αλα ∗
⎤⎥⎦
and Fμ = {fμ(λ) | λ ∈ J }. Then, since 〈Fμ,B〉 is a special rank one group for each μ ∈ J , there
exist for each μ ∈ J and λ ∈ J # an element ν = ν(μ,λ) ∈ J # satisfying:
(∗) fμ(λ)b(ν) = b(ν)−fμ(λ) = b(−ν)fμ(λ).
Moreover, by [Ti2, I(1.2)] we know that for each μ ∈ J :
(∗∗) ν runs with λ over J #.
Moreover, by [Ti2, I(1.2)(2)], J # = {ν(μ,λ) | λ ∈ J #} for each μ ∈ J . In the next proposition
we evaluate the matrix equations (∗).
(4.7) Proposition. For all μ ∈ J,λ ∈ J # and ν = ν(μ,λ) we have:
(∗) μνα − ανμ = 2λ−1 − 1
2
ανα + 2μνμ ∈ J.
Proof. We compute the 2 × 2 entries of fμ(λ)b(ν) and b(−ν)fμ(λ).
The 2 × 2 entry of fμ(λ)b(ν) = b(−ν)fμ(λ)b(ν) is equal to 2nd row of b(−ν)fμ(λ)× 2nd
column of
b(ν) = (∗ 1 − λα ∗ )
⎛⎝01
0
⎞⎠= 1 − λα.
The 2 × 2 entry of b(−ν)fμ(λ) = fμ(−λ)b(−ν)fμ(λ) is equal to 2nd row of fμ(−λ)× 2nd
column of b(−ν)fμ(λ). Now the second column of b(−ν)fμ(λ) is⎛⎝λα + νμλα − 12ναλα1 − λα
−μλα + 12αλα
⎞⎠ .
Hence the 2 × 2 entry of b(−ν)fμ(λ) is(
1
λα + λμ
)(
λα + νμλα − 1ναλα
)
+ 1 − λαλα − λμλα + 1λαλα2 2 2
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2
λαλα + 1
2
λανμλα − 1
4
λαναλα + λμλα + λμνμλα − 1
2
λμναλα + 1
− λαλα − λμλα + 1
2
λαλα
= 1 + 1
2
λανμλα − 1
4
λαναλα + λμνμλα − 1
2
λμναλα.
Since the two 2 × 2 entries coincide we obtain the equation:
−λα = 1
2
λανμλα − 1
4
λαναλα + λμνμλα − 1
2
λμναλα.
Now λ and α are invertible in R. Hence, multiplying by 2α−1λ−1 from the right we obtain:
−2 = λανμ− 1
2
λανα + 2λμνμ− λμνα
or
μνα − ανμ = 2λ−1 − 1
2
ανα + 2μνμ
multiplying the first equation by λ−1 on the left. Now by (4.5) 12ανα ∈ J . Hence 2λ−1 − 12ανα+
2μνμ ∈ J , since J is a quadratic Jordan subdivision algebra of R. This proves (4.7). 
5. Identification of G
We carry on in this section with the hypothesis and notation of Section 4. In particular
R = Endk kn and G is identified with the subgroup of SL3(R) generated by matrices:
A ↔
⎧⎨⎩
⎡⎣ 1 1
λ 1
⎤⎦ ∣∣∣ λ ∈ J
⎫⎬⎭ ,
B ↔
⎧⎨⎩
⎡⎣1 λ1
1
⎤⎦ ∣∣∣ λ ∈ J
⎫⎬⎭ ,
where J is a unital Jordan division subalgebra of R, and an element
y ↔
⎡⎣ 11 1
1
2α α 1
⎤⎦ .
By (4.4) α2 ∈ J and α is invertible in R. By (4.5) J = αJα. Let R′ be the subring of R
generated by J and α. Then G ⊆ SL3(R′) and, since we want to determine G as a matrixgroup
in this section, we may assume R = R′, which we will do from now on. Notice that no longer
R = Endk([M,A]).
We first show:
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the product is the associative product in R.) Then J is a field and R = J (α) is a quadratic field
extension of J .
Proof. Let ◦ be the Jordan product of J . Then
x ◦ y = 1
2
(xy + yx) = xy
for all x, y ∈ J . Hence J is closed under the ring product in R and is thus a field, since it is also
closed under inverses. Since α2 ∈ J we have:
Jα = α−1Jα = α−1α2Jα = αJα = J.
Next suppose α ∈ J . Then G is a subgroup of SL3(J ), J a field, and A and B are full root
groups of transvections of SL3(J ). But this is a contradiction to (2.3).
Thus α /∈ J . Now Eq. (∗) of (4.7) can be written as:
(∗) (μν − (νμ)α−1)α = μνα − ανμ = 2λ−1 − 1
2
ανα + 2μνμ ∈ J.
Since by the above μν, (νμ)α−1 ∈ J and since 〈J #, α〉 is as a subgroup of the group E(R) of units
of R, this equation can only hold if both sides are equal to 0. Setting μ = 1 we obtain ν = να−1
for all ν ∈ J #, since ν runs by (4.6) over J # for each fixed μ. This shows that α centralizes J
and R = 〈J,α〉 is commutative.
Consider the right side of (∗). Setting ν = 1 we obtain:
2λ−1 − 1
2
α2 + 2μ2 = 0
or
α2 − 4μ2 = 4λ−1 = 0 for all μ ∈ J #.
(Since by (4.6) one may choose ν = ν(μ,λ) = 1 for each μ ∈ J #.) Hence α2 = (2μ)2 for all
μ ∈ J # and α2 is not a square in J . This implies that R = J + Jα is a field. 
(5.2) Lemma. Suppose that not all elements of J commute (as elements of R). Then R is the
associative envelope of J in R, i.e. the subring of R generated by J .
Proof. Let R′ be the associative envelope of J in R. Then it suffices to show that α ∈ R′, since R
is generated by J and α. Suppose first that α does not commute with some μ ∈ J . By (4.6)(∗∗)
we may choose λ ∈ J # such that ν = ν(μ,λ) = 1 in Eq. (∗) of (4.7). Then we obtain:
α−1
(
αμα − α2μ)= μα − αμ = 2μ2 − 1
2
α2 + 2λ−1 ∈ J.
As αμα and α2 ∈ J we have αμα − α2μ ∈ R′. Hence
0 = αμα − α2μ ∈ αJ # ∩R′.
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So we may, to prove (5.2), assume that α commutes with all elements of J , but there exists
a pair μ,ν ∈ J with μν = νμ. Pick by (4.6)(∗∗) λ ∈ J # so that ν(μ,λ) = ν. Then Eq. (4.7)(∗)
turns into:
0 = α−1(αμνα − α2νμ)= (μν − νμ)α = 2λ−1 − 1
2
ανα + 2μνμ ∈ J.
Now αR′α = R′ as αJα = J . Hence αμνα ∈ R′ and α2νμ ∈ R′. This implies αμνα − α2νμ ∈
αJ # ∩R′. But then α ∈ R′ as before. This proves (5.2). 
(5.3) Remark. (5.1), (5.2) imply that either J is a field and R a quadratic extension field of J
or R is an associative envelope of J in the sense of [Z]. Now Zelmanov introduces in Section 2
of [Z] the notion of a semiprime associative universal envelope A of a special Jordan division
algebra J . Moreover any semiprime associative envelope is an image of this universal envelope.
In Theorems (2.1), (2.2) and (2.3) of [Z], Zelmanov then shows that for any special Jordan
division algebra one of the following holds:
(1) J is obtained from some anisotropic quadratic form.
(2) The semiprime universal envelope of J is a division ring K with involution σ , and J =
Kσ = {c ∈ K | cσ = c}.
(3) J is the Jordan algebra of a division ring K and A  K ⊕ K∗, where K∗ is the opposite
of K .
Unfortunately there is a certain overlap between (1) and (2), which makes it difficult for
us to use Zelmanov’s classification. We will show directly, with matrix calculations, that R is
a division ring with involution σ and J = Rσ . So the proof of Theorem 2 is, in contrast to
Theorem 3 of [Ti3], independent of Zelmanov’s paper.
(5.4) Lemma. It is not possible that J is the Jordan algebra of a noncommutative division ring.
Proof. Suppose that J is the Jordan division algebra of a division ring. Then by (5.3)(3) R is a
division ring, since R is a simple associative envelope of J . Hence J = R as a set, with Jordan
product x ◦ y = 12 (xy + yx); x, y ∈ R. Thus G ⊆ SL3(R) and A and B are full root-groups of
transvections of SL3(R), a contradiction to G = 〈A,B〉 by (2.3). 
(5.5) Proposition. Suppose that J is the Jordan division algebra of some division ring K with
involution σ . Then there exists a σ -skew hermitian form f :K3 × K3 → K of Witt-index one
such that G  SU3(K3, f ).2
Proof. To prove (5.5) we may by (5.3) assume R = K and J = Kσ . We first show:
(∗) ασ = −α.
To prove (∗) we split the cases J commutative or not. In the first case J is by (5.1) a field,
K = J (α) a quadratic extension field of J and α2 ∈ J , but α2 is not a square in J .
2 By [H,O’M, 5.2B] a skew-hermitian form is proportional to a hermitian form, so that under the hypothesis of
(5.5) Theorem 2 holds.
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Assume from now on that J is not commutative and (∗) is false. Then ασ +α = 0. We first show
ασ + α ∈ C(J ), where C(J ) is the centralizer of J in R. Namely by Eq. (4.7)(∗) with μ = 1 we
have
να − αν ∈ J for all ν ∈ J.
Hence
να − αν = (να − αν)σ = ασ ν − νασ
and
ν
(
α + ασ )= (α + ασ )ν for all ν ∈ J.
Next let ν,μ ∈ J be arbitrary in (4.7)(∗). Then
μνα − ανμ = (μνα − ανμ)σ = ασ νμ−μνασ .
Hence
μν
(
α + ασ )= (α + ασ )νμ = νμ(α + ασ ),
since α + ασ commutes with μ and ν and thus with νμ. Now by assumption 0 = α + ασ ∈ J
and thus α + ασ is invertible, since J is a Jordan division algebra. Hence we obtain, multiplying
with (α + ασ )−1, that νμ = μν for all ν,μ ∈ J , a contradiction since we assume that J is not
commutative.
This implies α + ασ = 0 and ασ = −α proving (∗). Next we define a G-invariant σ -skew
hermitian form of Witt-index one on K3.
Let (e1, e2, e3) be the canonical basis of K3. Define a σ -skew hermitian form f = ( , ) on K3
by setting:
(e1, e1) = (e3, e3) = 0, (e1, e3) = 1,
(e1, e2) = (e3, e2) = 0, (e2, e2) = α
and linear extension. Then W = Ke1 ⊕Ke3 is a hyperbolic plane and K3 = W ⊥ Ke2. Let
X =
〈⎛⎝ 1 1
λ 1
⎞⎠ ,
⎛⎝1 λ1
1
⎞⎠ ∣∣∣ λ ∈ Kσ = J
〉
.
Then X fixes e2 and induces SU(W,f/W ) on W . (X corresponds to the subgroup generated
by A and B .) In particular X respects f . Now G = 〈X,y〉 with
y =
⎡⎣ 11 1
⎤⎦ .
α/2 α 1
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ye3 = e3, ye2 = e2 + αe3 and ye1 = e1 + e2 + v 12αe3.
This implies
(ye2, ye2) = (e2 + αe3, e2 + αe3) = (e2, e2),
(ye2, ye3) = (e2 + αe3, e3) = (e2, e3),
(ye1, ye3) =
(
e1 + e2 + 12αe3, e3
)
= (e1, e3),
(ye1, ye2) =
(
e1 + e2 + 12αe3, e2 + αe3
)
= (e1, e2)+ ασ + α = (e1, e2),
(ye1, ye1) =
(
e1 + e2 + 12αe3, e1 + e2 +
1
2
αe3
)
=
(
e1,
1
2
αe3
)
+ (e2, e2)+
(
1
2
αe3, e1
)
= 1
2
ασ + α + 1
2
α(e3, e1) = 12α
σ + α − 1
2
α = 0.
This shows that f is also y-invariant and thus G-invariant. Since Ke2 is anisotropic, f is of
Witt-index one.
We have shown G SU(K3, f ). It remains to show that we have equality. If K is commuta-
tive this is well known. We will sketch a proof.
Let U be the unipotent subgroup of SU(K3, f ) containing A and U(A) be the corresponding
subgroup of G. Then it suffices to show U = U(A) since U is already transitive on the isotropic
transvection groups different from A, see [Ti2, I(1.9)], and since SU(K3, f ) is generated by the
isotropic transvection groups. (If K is not commutative this is the definition of SU(K3, f ).)
Let
h(c) =
⎡⎣ c 1
c−1
⎤⎦ ,
c ∈ Kσ = J , H0 = 〈h(c) | c ∈ J 〉 and H the normalizer of A and B in SU(K3, f ). Then H0
and H act on U = U/A and H0 acts on U(A). Now, in case J and K are commutative fields,
we have J ∗  H0, K∗  H and U is a 1-dim. K-vectorspace with the conjugation action of H .
In particular U0 = 〈yH0〉 is a 1-dimensional J subspace of U . Hence U = U0 + Uh0 for each
h ∈ H \H0Z, where Z = Z(SU(K3, f )). Thus it suffices to show that H ∩G  H0Z. So assume,
by contradiction, H ∩GH0Z. Then
H ∩G = (H ∩G)∩H0Z = H0(H ∩G∩Z)
and H ∩G∩Z  Z(G).
130 F.G. Timmesfeld / Journal of Algebra 318 (2007) 111–134Now y ∈ U(A) \ A. Since by Proposition 1 G is a rank one group with unipotent subgroups
U(A), U(B) there exists a b = b(y) ∈ U(B) with U(B)y = U(A)b . Hence By = Ab and, since
X is a special rank one group, [Ti1, I(1.2)(2)] implies b ∈ U(B)\B . Let a ∈ U(A) with Bab = A.
(Since U(A) is transitive on AG \ {A} such an a exists.) Then for n = aby−1 we have Bn = A
and An = B . As H ∩G = H0(H ∩G∩Z) we obtain:
nz = n(λ) =
⎡⎣ 1 λ−11
−λ 1
⎤⎦ , λ ∈ J ∗, for some z ∈ H ∩G∩Z,
since all elements of X interchanging A and B are of the form n(λ). (X  SL2(Kσ ). In particular[
1 1
1
−1 1
]
∈ X.) Thus nz centralizes CM(X) and for 0 = v ∈ CM(X) we have:
v + [v, y] = vy = vabz = (v + [v, a])bz = (v + [v, b] + [v, a] + [v, a, b])z.
Hence
[v, y] − [v, a]z = ([v, b] + [v, a, b])z + vz − v ∈ CM(B).
Since [M,A] ∩CM(B) = 0 this implies([v, b] + [v, a, b])z = v − vz ∈ CM(X)∩ [M,B] = 0.
Hence [v, a, b] = −[v, b] ∈ [M,B]. But as [v, a] ∈ [M,A] and b ∈ U(B) \ B this is, reversing
the roles of A and B , by (3.4)(3) not possible.
So assume that K is not commutative. Then we have
yh(c)h(d) =
⎡⎣ 1cd 1
1
2 (cd)
σ αcd (cd)σ α 1
⎤⎦ for c, d ∈ Kσ
and
yh(e)h(f )yh(c)h(d) =
⎡⎣ 1ef + cd 1
∗ (ef + cd)σα 1
⎤⎦ ; e, f, c, d ∈ Kσ .
Now K is by (5.2) generated by J = Kσ as a ring. Hence all elements of K are sums of products
of elements of Kσ . This shows that 〈yH0〉 contains all matrices of U of the form⎡⎣ 1x 1
∗ xσα 1
⎤⎦ ,
x ∈ K for some ∗ ∈ K . Since U/A  K this implies that
U = A〈yH0 〉⊆ U(A),
which remained to be shown. 
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Proof. By (5.1) we may assume that J is not commutative, considered as a subset of R. Hence
by (5.2) R is the associative envelope of J . Thus the matrix computations at the end of the proof
of (5.5) show that for each r ∈ R# there exist a matrix
z =
⎡⎣1r 1
∗ ∗ 1
⎤⎦ ∈ U(A).
(U(A) defined as in Proposition 1.)
By (3.4) the commutator map:
m → [m,z] + [M,A], m ∈ [M,B],
is an isomorphism. Since r is the matrix of this map with respect to the basis B of (4.1), this
shows that r is invertible as element of Endk(kn).
Now, by definition of the root-subgroups in [Ti1], we have for λ ∈ k and a = id + α ∈ A#,
α2 = 0 = α, that λ ◦ a = id + λα ∈ A. This shows that J is a finite-dimensional k-vectorspace
and whence also R is closed under scalar multiplication with elements of k. As each element
of R# is invertible in Endk kn, R contains no zero divisors. Hence for each 0 = r ∈ R the map
s → rs, s ∈ R is an injective k-linear map from R into R and is thus an isomorphism, since R
is a finite-dimensional k-vectorspace. In particular, there exists an s ∈ R with rs = 1 and thus
s = r−1 ∈ R. This proves (5.6). 
(5.7) Lemma. Suppose
g =
⎡⎣ 1 1
x y 1
⎤⎦ ∈ G with x, y ∈ R.
Then x ∈ J and y = 0.
Proof. Notice that g ∈ U(A) by definition of U(A). Hence (5.7) is a consequence of (3.3)(1)
and (3.4)(3). 
(5.8) Lemma. Suppose λ,μ ∈ J with λ · μ ∈ J . (λ · μ the associative product in R.) Then
λ ·μ = μ · λ.
Proof. Let h(c) =
[
c
1
c−1
]
for c ∈ J . Then, as in (5.5):
yh(λ)h(μ) =
⎡⎣ 1λμ 1
⎤⎦ and yh(λμ) =
⎡⎣ 1λμ 1
⎤⎦ .
∗ μλα 1 ∗ λμα 1
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(
y−1
)h(λ)h(μ)
yh(λμ) =
⎡⎣ 1−λμ 1
∗ −μλα 1
⎤⎦⎡⎣ 1λμ 1
∗ λμα 1
⎤⎦
=
⎡⎣ 1 1
∗ (λμ−μλ)α 1
⎤⎦ ∈ U(A).
By (5.7) this implies λμ = μλ. 
(5.9) Notation. To prove Theorem 2 we may, by (5.1) and (5.5), assume that R is not com-
mutative. Hence by (5.2) R is generated by J as a ring. This implies that each r ∈ R is of the
form:
r = a1 · · ·ak + · · · + b1 · · ·bk + c1 · · · ck + · · · ; ai, bi, ci ∈ J,
since we may fill up the products by identity elements (which is in J ) to obtain k factors. Of
course, this representation of r may not be unique. But we have:
(5.10) Lemma. Suppose that
r = a1 · · ·ak + b1 · · ·bk + c1 · · · ck + · · · ; ai, bi, ci ∈ J,
= a1 · · ·ak + b1 · · ·bk + c1 · · · ck + · · · ; ai, bi, ci ∈ J
are two expressions for r as element of R. Then
ak · · ·a1 + bk · · ·b1 + ck · · · c1 + · · · = ak · · ·a1 + bk · · ·b1 + ck · · · c1 + · · · .
Proof. We have
g1 = yh(a1)···h(ak)yh(b1)···h(bk) · yh(c1)···h(ck) · · ·
=
⎡⎣ 1a1 · · ·ak + b1 · · ·bk + c1 · · · ck + · · · 1
∗ (ak · · ·a1 + bk · · ·b1 + · · ·)α 1
⎤⎦
and
g2 = yh(a1)···h(ak)yh(b1)···(bk) · · ·
=
⎡⎣ 1a1 · · ·ak + b1 · · ·bk + · · · 1
⎤⎦ .
∗ (ak · · ·a1 + bk · · ·b1 + · · ·)α 1
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g−11 g2 =
⎡⎣10 1
∗ [(ak · · ·a1 + bk · · ·b1 + · · ·)− (ak · · ·a1 + bk · · ·b1 + · · ·)]α 1
⎤⎦ ∈ U(A).
Thus (5.7) implies
ak · · ·a1 + bk · · ·b1 + · · · = ak · · ·a1 + bk · · ·b1 + · · · . 
(5.11) Notation. For r = a1 · · ·ak + b1 · · ·bk + · · · ∈ R with ai, bi, . . . ∈ J define
σ(r) = ak · · ·a1 + bk · · ·b1 + · · · .
Then (5.10) shows that σ :R → R is well defined with σ |J = id. (Since λ = 1 · · ·1 · λ · 1 · · ·1
for λ ∈ J .) Clearly σ respects the addition in R. Since σ is defined by reversing the order of
the products in each sum of products of elements of J , it is easy to see that σ also reverses the
multiplication in R. As σ(R) = R this shows that σ is an involution of R with J ⊆ Rσ = {c |
cσ = c}.
(5.12) Lemma. J = Rσ .
Proof. First notice that, since σ = id by (5.4), the proof of (5.5) shows ασ = −α. (In the proof
of (5.5) α + ασ ∈ J was only used to conclude that α + ασ is invertible if α + ασ = 0. But this
we know anyway, since R is a division ring.) Moreover, the matrix calculations in (5.10) and the
fact that σ is an antiautomorphism of R show, that for each r ∈ R an element of the form:
g(r) =
⎡⎣1r 1
∗ rσ α 1
⎤⎦ ∈ U(A).
Let u,v ∈ R. Then
[
g(u), g(v)
]=
⎡⎣ 10 1
uσαv − vσαu 0 1
⎤⎦ .
Hence (5.7) implies uσαv − vσαu ∈ J for all u,v ∈ R. Setting v = α−1 this shows that
{u+ uσ | u ∈ R} ⊆ J , which implies Rσ = {u+ uσ | u ∈ R} ⊆ J , since chark = 2. 
Notice that (5.1), (5.4) and (5.11) show that in any case R is a division ring with involution
σ = id and J = Rσ . Hence Theorem 2 is a consequence of (5.5).
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