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Abstract
The frequency analysis problem is to determine the unknown frequencies of a trigonometric signal with a sample of size
N . Recently there has been established a method for determining those frequencies by using the asymptotic behaviour of
the zeros of certain Szego polynomials. The Szego polynomials in question are orthogonal on the unit circle with respect
to an inner product dened by a measure  N . The measure is constructed from the observed signal values xN (m):
d N
d
=
1
2

N−1X
m=0
xN (m)e
−im

2
:
This rst method is called the N -process. Later there came a modication where the measure  N was replaced by a
new measure  (R)N . This new method called the R-process, involves one additional parameter, but has certain convergence
benets. Very recently Njastad and Waadeland introduced and used the measure  (T ) given by
d (T )
d
=
1
2

1X
m=0
x(m)Tme−im

2
:
Essential for the use in frequency analysis is the weak star convergence for T ! 1− of the absolutely continuous measure
G(T ) (T ) to a measure supported by a certain nite set on the unit circle for some positive G(T ). For  (T ) the function
G(T ) = 1 − T 2 works. The present paper is a report on measures  (T ), obtained by inserting positive weights cm in
d (T )=d. This means to study measures of a form given by
d (T )
d
=
1
2

1X
m=0
x(m)cmT
me−im

2
;
where the coecients cm satisfy certain conditions. The main part of the paper is to prove weak star convergence by a
proper choice of G(T ). c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
The frequency analysis problem is to determine the unknown frequencies !j of a trigonometric
signal xN (m) with N observations when the values of xN (m) are known. Recently, there has been
established a method for determining those frequencies by using families of Szego polynomials
[1,6]. These polynomials are orthogonal on the unit circle with respect to an absolutely continuous
measure  N dened by the formula
d N ()
d
=
1
2

N−1X
m=0
xN (m)e−im

2
;
where the signal is
xN (m) =
IX
j=−I
Ajeim!j : (1.1)
Here
A−j = Aj > 0 (amp:); !−j = !j 2 (0; ); !0 = 0 (freq:); j = 1; 2; : : : ; I:
For any xed N the measure  N gives rise to a double sequence of moments (N )m and to an inner
product and hence to a sequence of monic orthogonal polynomials fn( N ; z)g.
Let n0 = 2I + L where L= 0 if A0 = 0; L= 1 otherwise. Then we will have n0 frequency points.
To solve the frequency analysis problem we have to choose n>n0. Then n0 of the zeros in any
limiting polynomial
lim
k!1
n( Nk ; z)
will be the frequency points ei!j . The (n− n0) additional zeros will stay away from the unit circle
[6]. This method, called the N -process, is described in [1].
The disadvantage of the N -process is that we have to go to subsequences to obtain convergence
of the Szego polynomials. To avoid this we can replace the sequence(
(N )m
N
)
by
(
(N )m
N
Rjmj
)
; R 2 (0; 1):
This sequence leads to a new measure  (R)N and the Szego polynomialsn
n( 
(R)
N ; z)
o
:
If we take the N -limit (N ! 1) rst, and then the R-limit (R " 1) we get convergence of the
Szego polynomials without going to subsequences. This process, the R-process, is described in [2,3].
A combination of the two methods, the R(N )-process is described in [7].
A new method, the T -process, has been introduced by Njastad and Waadeland in [5]. In the
T -process we put the factor Rm (here used Tm) directly into the signal. This means that we replace
xN (m) in (1.1) by
xN (m)Tm =
IX
j=−I
Ajei!jmTm:
V. Petersen / Journal of Computational and Applied Mathematics 105 (1999) 437{443 439
Then a new absolutely continuous measure  (T )N is dened and by inserting from (6.2) in [5] we
can write
d (T )N ()
d
=
1
2

N−1X
m=0
xN (m)Tme−im

2
=
1
2
0
@ IX
j=−I
Aj
1− TNeN i(!j−)
1− Tei(!j−)
1
A IX
k=−I
Ak
1− TNeN i(!−k+)
1− Tei(!−k+)
!
; T 2 (0; 1): (1.2)
In papers [4,5] the theory is established for orthogonal rational functions and applied in frequency
analysis. In frequency analysis the sequence fxN (m)g is bounded and the series
1X
m=0
xN (m)Tme−im
converges uniformly and absolutely on [−; ]. A new absolutely continuous measure  (T ) is dened
and by inserting from (6.3) in [5] we can write
d (T )()
d
=
1
2

1X
m=0
x(m)Tme−im

2
=
1
2
0
@ IX
j=−I
Aj
1− Tei(!j−)
1
A IX
k=−I
Ak
1− Tei(!−k+)
!
: (1.3)
The uniform convergence of
d (T )N ()
d
! d 
(T )()
d
leads to the weak star convergence of
 (T )N !  (T )
which is important in the T -process.
It is also proved that  (T ) converges in the weak star topology to a certain measure  0 with
support on the set of frequency points. This property is essential for the use of  (T ) in determining
the frequencies.
2. A generalization of  (T)
In this part, we will present a modication of  (T ) by inserting positive weights cm in the measure
in (1.2). We will thus study measures of the form
d (T )N ()
d
=
1
2

N−1X
m=0
xN (m)cmTme−im

2
; cm>0 for all m:
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We will use sequences fcmg where
1X
m=0
x(m)cmTme−im
converges absolutely and uniformly on [− ; ] for any T 2 (0; 1).
In such cases we can dene the absolutely continuous measure  (T ) as in (1.3) by
d (T )()
d
=
1
2

1X
m=0
x(m)cmTme−im

2
: (2.1)
We could have started with a truncated signal and thus a measure  (T )N . By the argument of Propo-
sition 4.1 in [5] this measure converges in the weak star topology to  (T ).
In the following part we will deal with measures of the form (2.1). Since we know in our case
that the sequence fxN (m)g is bounded, we need the series P1m=0 cmTm to converge for all T 2 (0; 1).
In paper [5] are pointed out two important properties of the measure which are crucial in frequency
analysis:
(i) For the measure to pick out the n0 frequencies by means of limits of zeros of orthogonal
functions the weak star convergence of the family of measures to  0 is important.
(ii) To distinguish the n0 frequency points from the aditional (n− n0) zeros certain boundedness
properties with respect to the measure are important.
In this paper we concentrate on property (i). In [5] we nd in Proposition 6.2 that the measure
(1 − T 2) (T ) converges to  0 in the weak star topology as T tends to 1−. This is the same as
measure (2.1) with all cm = 1. Then cm are the coecients of g(t) = 1=(1− t) in the expansion at
t = 0. We will here restrict cm to be coecients of the expansion of
gr(t) =
1
(1− t)r (2.2)
at t = 0; r = 1; 2; : : : .
Remark. It is important to notice that not measure (2.1) itself, but the product of the measure and a
certain factor converges to  0. In Proposition 6.2 in [5] the factor (1−T 2) works. The main goal of
this section is to show that there exists a factor Gr(T ) such that the measure Gr(T ) 
(T )
(r) converges
in the weak star topology to  0 as T ! 1−. Observe that T denotes the unit circle, whereas T is a
real number.
In the following r denotes an arbitrarily xed natural number and T a real number in (0; 1). The
measure which we denote by  (T )(r) is given by (2.1) with coecients cm from gr(t) (2.2). Finally,
 0 shall denote the measure with support in the n0 frequency points ei!j and weights A2j .
Theorem. Let Gr(T ) be given by
Gr(T ) = (1− T 2)2r−1

2r − 2
r − 1
−1
:
Then
Gr(T ) (T )r
converges to  0 in the weak star topology as T ! 1−.
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Proof. The proof consists of steps similar to those in the proof of Proposition 6.2 in [5], with some
modications.
We can write (see (1.3))
d (T )(r) ()
d
=
1
2
0
@ IX
j=−I
Aj
(1− Tei(wj−))r
1
A IX
k=−I
Ak
(1− Tei(w−k+))r
!
:
Choose > 0 so small that the intervals
[!s − ; !s + ]; s=−I; : : : ; I
are disjoint. Let
E = [− ; ]−
I[
s=−I
[!s − ; !s + ]:
We observe that
(1− T ) d
d
 (T )(r) ()
converges uniformly to zero on E as T ! 1−. Hence
lim
T!1−
Z
E
f(ei)(1− T ) d (T )(r) () = 0
for any continuous function f(ei) on T. Then it follows that
lim
T!1−
Z
E
f(ei)Gr(T ) d 
(T )
(r) () = 0: (2.3)
For each s we may write
d (T )(r) ()
d
=
1
2
0
@ As
(1− Tei(!s−))r +
X
j 6=s
Aj
(1− Tei(!j−))r
1
A

0
@ As
(1− Tei(!−s+))r +
X
k 6=s
Ak
(1− Tei(!−k+))r
1
A :
Let f(ei) be an arbitrary continuous function on T. By substituting u= − !s we obtainZ !s+
!s−
f(ei)Gr(T ) d 
(T )
(r) () =
1
2
Z 
−
f(ei(u+!s))Gr(T )Fs(T; u) du;
where
Fs(T; u) = F (1)s (T; u) + F
(2)
s (T; u) + F
(3)
s (T; u) + F
(4)
s (T; u):
Furthermore,
F (1)s (T; u) =
A2s
(1− 2T cos u+ T 2)r ;
F (2)s (T; u) =
As
(1− Te−iu)r
X
k 6=s
Ak
(1− Tei(!−k+!s+u))r ;
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F (3)s (T; u) =
As
(1− Teiu)r
X
j 6=s
Aj
(1− Tei(!j−!s−u))r ;
F (4)s (T; u) =
X
j 6=s
Aj
(1− Te−i(!j−!s−u))r
X
k 6=s
Ak
(1− Tei(!−k+!s+u))r :
Then we have
lim
T!1−
Z 
−
f(ei(u+!s))Gr(T )F (4)s (T; u) du= 0: (2.4)
A straightforward calculation with the substitutions
v= tan
u
2
and w =
1 + T
1− T v
leads toZ 
−
du
(1− 2T cos u+ T 2)r
=
4
(1− T )2r
Z tan =2
0
(1 + v2)r−1
dv
1 + (((1 + T )=(1− T ))v)2
r
=
4
(1− T )2r−1(1 + T )
Z ((1+T )=(1−T )) tan =2
0
 
1 +

1− T
1 + T
w
2!r−1 dw
(1 + w2)r
=
4
(1− T )2r−1(1 + T )
r−1X
k=0

r − 1
k

1− T
1 + T
2k Z ((1+T )=(1−T )) tan =2
0
w2k dw
(1 + w2)r
: (2.5)
We study (2.5) without the factor in front of the sum. If we take the limit when T ! 1− of this
expression term by term, every term except the rst one will tend to zero. The rst term tends toZ 1
0
dw
(1 + w2)r
=

2r − 2
r − 1
 
22r−1
for all permitted -values. Hence
lim
T!1−
r−1X
k=0

r − 1
k

1− T
1 + T
2k Z ((1+T )=(1−T )) tan =2
0
w2k dw
(1 + w2)r
=

2r − 2
r − 1
 
22r−1
:
and
lim
T!1−
(1− T )2r−1(1 + T )
4
Z 
−
du
(1− 2T cos u+ T 2)r =

2r − 2
r − 1
 
22r−1
:
This implies
lim
T!1−
Gr(T )
Z 
−
du
(1− 2T cos u+ T 2)r = 2:
A standard argument using the continuity of f(ei) leads to
lim
!0+

lim
T!1−
1
2
Z 
−
f(ei(u+!s))Gr(T )F (1)s (T; u) du

= A2sf(e
i!s): (2.6)
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Furthermore,
Z 
−
Gr(T ) du
(1− Te−iu)r
 =

Z 
−
Gr(T )(1− Teiu)r du
(1− 2T cos u+ T 2)r

6
1− Teir Z 
−
Gr(T ) du
(1− 2T cos u+ T 2)r :
The last integral tends to 2, regardless of . Hence
lim
!0+

lim
T!1−
Z 
−
Gr(T ) du
(1− Te−iu)r

= 0:
This implies that
lim
!0+

lim
T!1−
1
2
Z 
−
f(ei(u+ws))Gr(T )F (p)s (T; u) du

= 0 (2.7)
for p= 2; 3. In conclusion, we get from (2.4), (2.6) and (2.7) that
lim
!0+

lim
T!1−
Z !s+
!s−
f(ei)Gr(T ) d 
(T )
(r) ()

= A2sf(e
i!s): (2.8)
By summing (2.8) over s=−I; : : : ; I and noticing (2.3) we obtain the assertion of the theorem.
Remark. Notice that the factor Gr(T ) in the theorem is not uniquely determined. We could for
instance replace (1 + T )2r−1 by 22r−1. We have chosen this particular form because of the factor
(1− T 2) in [5].
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