E-Bayesian estimation is introduced to estimate the parameter of logarithmic series distribution. In addition, E-Bayesian, Bayesian and maximum likelihood estimation with through applying mean squared error.
Introduction
The logarithmic series distribution (LSD) is obtained by expanding the logarithmic function -log(1 -θ) as a power series in. Alternatively, it can also be derived as a limiting case of zero-truncated negative binomial distribution as k decreases to zero. In either case, the logarithmic series distribution is a very useful distribution on the positive integers (Nasiri, 2011) . Estimation is an important topic in statistical inference. Bayesian approach is an important approach in the estimation of parameter. A suitable prior distribution plays an effective role in reducing error in the estimation. Therefore, the more the prior information is obtained, the more it affects the posterior. Lindley and Smith (1972) argued hierarchical prior. E-Bayesian estimation is another method introduced by Han and Ding (2004) . Han (2005) applied EBayesian estimation for forecast of security investment. He also (2006, 2007) presented hierarchical Bayesian estimation for computing as well as E-Bayesian estimation for transition probability. In this study, maximum likelihood, Bayesian, and E-Bayesian estimations of the parameter of logarithmic series distribution are discussed in detail. This paper considers the maximum likelihood estimation of θ, ESTIMATION PARAMETER OF LSD 644 the Bayesian estimation of θ, and the E-Bayesian estimation of θ; by use of a simulation, all estimations will be compared by MSE.
Maximum Likelihood Estimation of θ
Let f(x) be the density of the logarithmic series distribution given by
The maximum likelihood estimation of θ in the above distribution is derived by i.i.d observations x1, x2,…xn. Hence, the likelihood function is given by
Similarly, the logarithm of the likelihood function is given by
Log l log log log 1 log
There are two ways to estimate θ. The first is to apply the "optimum" command in R software, and the second is to take the first order derivative of Log l(θ) over θ and set it equal to zero, as in the following:
. This equation can be solved via the NewtonRaphson method:
where
and Fixed-Point method as
such that
Equations (4) and (5) were solved using the MATLAB software. The "optimum" command was used in R software. There is additional discussion regarding the MLE logarithmic series in Bohning (1983) .
Bayesian Estimation of θ
Let π(θ) be prior density of θ that has beta distribution: 
ESTIMATION PARAMETER OF LSD 646 where l(θ) is the likelihood function introduced in (2).
Note that (-log(1 -θ)) -n can be expanded as
, where ρ0(-n) = 1, ρm(-n) = nψm -1(m -n -1) for m ≥ 1, and the coefficients ψm(.), are Sterling polynomials given by Castellares and Lemonte (2014) . Consider
is computed by numerical methods using R software.
E-Bayesian Estimation
Let the prior distribution of θ be given as:
where a and b are super parameters. According to Han (1997) a and b should be selected to guarantee π(θ| a, b) is a decreasing function of θ. Therefore, we applied one order derivative of π(θ| a, b) over θ to obtain
As b grows larger, the tail of the beta density function grows thinner. However, as far as the robustness of Bayesian estimation is concerned (Berger, 1985) , the thinner-tailed prior distribution often leads to the worse robustness of the Bayesian estimate. Accordingly, b should not be too big; it is better to be selected below the given upper bound c (c > 1) (see Han & Ding, 2004) . All in all, the super parameters a and b were selected to be in the ranges 0 < a ≤ 1 and 1 < b ≤ c.
Let a = 1 and b have density function given by the following:
Hence, the prior distribution is given by
If the prior distribution is named πE(θ), it is calculated as
is the posterior distribution of θ and, under loss function l(θ, d) = (d -θ) 2 ,the Expected Bayesian (E-Bayesian) estimation is given as
E(θ| x) is computed by numerical methods using R software.
Simulation
The simulation logarithmic series distribution is applied and the MSE among these three estimations are compared. The sample sizes chosen are n = 10 (10)50, 100 from the logarithmic series distribution and then the above sampling is repeated 1000 times. In all the tables below, a = 1, b = 1. Table 3 . MSE of MLE, Bayesian, and E-Bayesian estimation for c = 2, θ = 0.2 According to Tables 1-5 and Figure 1 below, if θ is close to zero, then the EBayesian estimator will be better than the others. Furthermore, the E-Bayesian estimator for big c is better than for that of small c. Table 6 . MSE of MLE, Bayesian, and E-Bayesian estimation for c = 1.1, θ = 0.5 Table 7 . MSE of MLE, Bayesian, and E-Bayesian estimation for c = 1.5, θ = 0.5 Table 8 . MSE of MLE, Bayesian, and E-Bayesian estimation for c = 2, θ = 0.5 Table 9 . MSE of MLE, Bayesian, and E-Bayesian estimation for c = 3, θ = 0.5 According to Tables 6-10 and Figure 2 above, if θ is equal to 0.5, then the Bayes estimator will be better than the others. Figure 3 . MSE of MLE, Bayesian, and E-Bayesian estimation for θ = 0.8
According to Tables 11-15 and Figure 3 above, if θ is close to 1, then the maximum likelihood estimator will be better than the others.
Conclusion
The comparison among the three estimators revealed that with increasing sample size, all three estimators come together and as a result, the error rate is reduced. However, in the small samples according to the value of θ is superior to any of the rest, of the figures and tables is shown.
