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Chapter 1
Introduction
The objective of the research is to develop an image analysis system to measure the
motion of white blood cells from a temporal sequence of uorescence microscopy
images.
The human white blood cells provide a major defense against infection through
a complex process in which the cells are attracted to and move towards the site of
infection. Calcium ions (Ca
2+
) plays an important role in this activation, and the
relation between the cell motion and the calcium concentration thus becomes an
interesting research topic. Examination of individual cell behavior by microscope is
an important research method, and digital image processing and analysis techniques
may oer an eective and ecient approach in this respect.
In the Department of Physiology, University of Oslo, a microscopy uorescence
cell imaging system has been developed, along with an image analysis system which
measures the concentration of the calcium ions in the living cells.
The work described in this thesis is to measure the cell motion from a sequence of
digital uorescence images, so that the relation between the calcium concentration
and the cell motion can be studied.
Like many other image analysis systems, the cell motion analysis system has
three major parts: image segmentation, feature extraction and feature analysis.
This thesis mainly concentrates on the rst two parts, while the third part is also
discussed. Noise reduction is used as a preprocess to the segmentation. A two-
pass spatial-temporal segmentation system is proposed. In the rst pass, an initial
segmentation is applied to classify the pixels into cell and background pixels. Region
labeling, correction and cell tracking are then done in the second pass to give a
nal segmentation. Motion measurement is based on shape features estimated from
binary regions after the segmentation. The accuracy of the shape features is used
to evaluate the segmentation results.
Including the current one, this thesis consists of 12 chapters, one appendix and
a bibliography.
Chapter 2 gives the background knowledge associated with white blood cells
and uorescence cell imaging. Two aspects of cell motion are described.
Chapter 3 analyzes the problems in this image analysis task. Experiments in-
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clude the examination of the gray level histograms and the topographical structures
of the image intensity surfaces.
Chapter 4 presents the test results of several noise reduction methods used as
a preprocess to the segmentation. The eects of the noise reduction to dierent
segmentation algorithms are discussed.
Chapter 5 provides a review of edge-based segmentation methods and the ex-
perimental results of some of the methods for the uorescence cell images.
Chapter 6 describes three types of gray level thresholding techniques: global,
local and dynamic thresholding. A new dynamic thresholding method is presented.
Chapter 7 presents a two-pass spatial-temporal image segmentation system for
the uorescence cell image sequences. Techniques discussed in Chapter 5 and 6 are
used in the rst pass. Cell object tracking, region closing and boundary smoothing
are done in the second pass. Chapter 4, 5, 6 and 7 lead to a complete segmentation
system, which is evaluated in Chapter 11.
Chapter 8 contains a list of shape features. Cell motion description based on
the features is discussed.
Chapter 9 discusses and tests several area and perimeter estimators applied to
circles. The results should be useful for blob-like objects whose boundaries can be
considered as chains of circular arcs.
Chapter 10 discusses the problem of fast and accurate computation of geomet-
ric moments, from which many shape features can be computed. A new moment
computation method based on a discrete version of Green's theorem is presented.
The precision of the computation is evaluated using Hu's moment invariants and
several moment-based shape features.
Chapter 11 reviews methods of quantitative evaluation of image segmentation,
and provides the evaluation results of the segmentation of the uorescence cell images
based on a supervised evaluation method. Some of the shape features are applied
to the segmented cell objects, and the results are discussed. The time sequence of
these features, i.e., the basis of the motion analysis methods given in Chapter 8, is
also examined.
Chapter 12 contains a summary and discusses the relation between this work
and the most closely related works by other authors.
Appendix A briey describes an image processing software package, XITE,
which was used in this work.
2
Chapter 2
Medical Background
In this brief introduction to the medical background, I rst present some elements
in the physiology of the human blood cells, especially of the white blood cells which
concern this work. Then I describe a uorescence cell imaging system built up in the
Department of Physiology, University of Oslo. The uorescence images recorded by
this system are used to measure the intracellular calcium concentration ([Ca
2+
]) and
the cell motion simultaneously. The method to measure the calcium concentration
is briey described in this chapter; the method to measure the motion is the main
part of the work and will be covered throughout this thesis.
2.1 Some Physiological Aspects of Blood Cells
The cellular constituents of human blood include red blood cells (erythrocytes), a va-
riety of white blood cells (leukocytes) and platelets. Five classes of white blood cells
have been recognized: neutrophils, eosinophils, basophils, monocytes and lympho-
cytes. The rst three types are described collectively as granulocytes. The various
types of the cells are distinguished in blood smears by their morphological and tinc-
torial characteristics when stained with a mixture of dyes. Pictures presented in the
textbook of Berne and Levy [BL93] illustrate the morphology and tincture of the
blood cells.
Of the white blood cells, 40% to 75% are neutrophils, which provide a major de-
fense against infection by bacteria. In the defense process, the cells migrate towards
the infection area. Two aspects of the motion have been studied: locomotion and
pseudopod. It is known that the locomotion (moving from place to place) of the
cells plays an important role in the defense mechanisms. Interest in cell locomotion
is reected in many papers, especially those dealing with the directed locomotion
 chemotaxis [WH88]. The pseudopod means the changes in the membrane shape
that occur during the locomotion. It has also been studied in order to understand
its contribution to the locomotion and the sensing mechanisms located at the cell
surface [LNY83].
Three major types of locomotion of the white blood cells were dened by Keller
3
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et al. [KWA
+
80]:
Random locomotion A type of locomotion that is random in direction. The axis
of the moving cell or organism is not orientated in relation to the stimulus.
Chemokinesis A reaction by which the direction of locomotion of cells and/or
frequency of turning (change in direction) of cells or organisms moving at
random is determined by substances in their environment. Chemokinesis is
said to be positive if displacement of cells moving at random is increased and
negative if displacement is decreased. Two forms of kinesis have been distin-
guished; orthokinesis, a reaction by which the speed or frequency of locomotion
is determined by the intensity of the stimulus; and klinokinesis, a reaction by
which the frequency or amount of turning per unit time is determined by the
intensity of the stimulus.
Chemotaxis A reaction by which the direction of locomotion of cells or organisms
is determined by substances in their environment. If the direction is towards
the stimulating substance, chemotaxis is said to be positive; if away from the
stimulating substance, the reaction is negative.
The importance of studying the cell surface was stated by Wessells [Wes79]: It
has become increasingly evident that the cell surface plays a truly pivotal role in
the life, development, and regulation of cells. On one hand, the surface functions in
the transmission of information from the environment to the cell, and here I mean
not only molecular signals, but also mechanical forces stemming from adhesions
and junctions that aect the cytoskeleton and so intracellular activations. The
surface is also, in a real sense, an expression of the cell's genetic information and
developmental biologists must pay increasing heed to the cell surface and to its
changing properties.
As one of the transmitted signals, calcium (Ca
2+
) plays an important role in
many cell activities, and is considered as a trigger or regulator. The relation between
the calcium signalling and the cell motion was studied by many authors [Lew89,
KCWL90, JTS
+
91, TYIW92]. To further this study is the purpose of this work.
2.2 Fluorescence Imaging
In this section, I describe a uorescence imaging system for white blood cells, and
the method to measure the calcium concentration from the uorescence images. For
details I refer to the report of Røttingen [Rø91].
2.2.1 Cell Preparation
Human blood was collected from healthy volunteers. The white blood cells were
isolated by means of centrifugation. White cell pellets were then washed and resus-
4
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Figure 2.1: A uorescence imaging system.
pended. Only neutrophils were investigated in this work. They were not separated
from the other white blood cells, but could be identied later from the images.
2.2.2 A Fluorescence Imaging System
The uorescence imaging system used in the Department of Physiology, University
of Oslo, is illustrated in Figure 2.1. The white blood cells were placed on the image
focal plane, dyed with a uorescence indicator called Fura-2. Given an excitation
light to the cells, the uorescence emission was imaged. The system was capable of
taking up to 5 images per second, while the living cells were moving on the image
focal plane. The uorescence images were digitalized to 256 256 pixels in spatial
resolution and 256 gray levels. Each cell occupies 200 to 700 pixels. A sequence of
static scene images represents a moving scene.
Figure 2.2 shows a uorescence image where the cells have high intensity, while
the background has low intensity. The intensity of a cell depends on the concentra-
tion of intracellular calcium ions and the thickness of the cell.
2.2.3 Measuring Intracellular Calcium Concentration
The uorescence indicator Fura-2 is capable of binding to dierent ions inside the
cells. Depending on the binding, the indicator emits uorescence when exited by
light of a particular wavelength. Free Fura-2 has an optimal excitation wavelength at
380 nm. Ca
2+
-bound Fura-2 has an optimal excitation wavelength at 340 nm. The
5
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Figure 2.2: A uorescence cell image.
two excitation wavelengths were applied alternately, and the ratio of the emission
intensity at two dierent excitation wavelengths was used to measure the concen-
tration of calcium ions. Let the intensity of uorescence emitted during excitation
at 380 nm be I
380
, and the intensity of uorescence emitted during excitation at
340 nm be I
340
. The ratio R = I
340
=I
380
depends on the concentration of calcium
ions and not on the path length through the cytoplasm or the dye concentration.
Calcium concentration is then measured as [RLH90]
[Ca
2+
] = K
d

R  R
min
R
max
 R
(2.1)
where R
max
and R
min
are the ratios I
340
=I
380
in the presence of saturating calcium
and zero calcium, respectively;  is the ratio of uorescence intensity at 380 nm
in zero and saturating calcium; and K
d
is the dissociation constant of Fura-2 for
calcium [SWF87].
The motion of the cells will be measured from the same image sequences from
which the calcium concentration is measured so that the relation between them can
be studied.
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Chapter 3
Problem Analysis
The objective of this work is to develop an image analysis system which measures
the motion of white blood cells from a sequence of uorescence images. In this
context, motion refers to the change in spatial mass distribution, size, position and
orientation. Like many other image analysis systems, this system should have two
major parts: image segmentation and feature extraction. The segmentation is to
divide an image into meaningful regions [RK76, Pra91, GW92]. In this case, a cell
occupies a two-dimensional connected region in each image frame. Some geometric
features of the regions should be computed in order to measure the shape and the
motion of the cell. In this chapter, I rst describe a manual segmentation process
which was used in order to provide test data for an automatic segmentation system,
and then analyze the problems in the two parts according to a few experiments.
3.1 Test Data
Three uorescence image sequences transferred from the Department of Physiology
consist of about 50 frames (50 single images) each. A single frame has 256  256
pixels of 256 gray levels. The pictures are recorded at a frequency of 3 frames per
second. The three sequences record the random locomotion and chemokinesis of
the cells. Thus, in the present experiment, cell motion is not driven by a chemical
gradient.
To provide test data for an automatic segmentation system, some cell physiologists
1
were invited to mark the cell boundaries manually on the digitalized uorescence
images. Software for marking the boundaries is available in XITE, an image pro-
cessing software package (See Appendix A). The mark is of one pixel width. The
manual segmentation was done as follows: First, we randomly chose a subsequence
consisting of 10 adjacent image frames from each of the three image sequences we
had. Then we chose some cells from the subsequences. For each of the cells, bound-
1
They were Professor Jens-Gustav Iversen, and research fellows Jan Sigurd Røtnes and John-
Arne Røttingen, Department of Physiology, University of Oslo, who participated in the develop-
ment of the uorescence imaging system and the calcium concentration measurement system.
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Figure 3.1: (left) A gray level uorescence cell image. (right) Boundaries of 4 cells
in the image to the left, marked by three dierent persons.
aries were drawn in the 10 frames. Three persons manually classied the same set
of data described above. So for each cell we have three dierent boundary drawings.
The manual segmentation results are represented as binary images. An example is
shown in Figure 3.1.
3.2 Problems in Segmentation
Segmentation is one of the major parts in this image analysis system. I analyzed
the problems in the segmentation according to a few experiments including the
examination of the histogram and the topographical structure of the gray level
surface.
3.2.1 Experiments and Results
From Figure 3.1 we can see that the cells generally have higher intensity than the
background.
The histogram of the gray level values in an image is an important feature of the
image [RK76, Pra91, GW92], and is usually examined, as a rule of thumb, in order
to apply an image segmentation.
The normalized histogram of the image shown in Figure 3.1 is given in Figure 3.2.
We see that the histogram has a main peak to the left, indicating the gray levels of
the majority of the background pixels. To the right of the histogram there is a long
tail, indicating that the gray levels of the cell pixels might be distributed over a long
range. We can not nd a clear valley which separates the two intensity classes, the
background and the cells.
8
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Figure 3.2: The normalized histogram of the image shown in Figure 3.1(left).
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Figure 3.3: A part of the image and its histogram.
I also examined the histogram of a subimage containing only one cell, where the
areas occupied by the cell and the background were nearly equal. Figure 3.3 shows
a part of the image together with its histogram. We can still see a long tail to the
right of the histogram.
A two-dimensional (2D) image can be viewed as a surface in the three-dimensional
(3D) space R
2
R
+
, where R
2
is the spatial space and R
+
is the space of the inten-
sity values. The topographical structure of the surface gives valuable information
for image analysis [Mus93].
The 3D surface of the intensity function of the cell shown in Figure 3.3 is plotted
in Figure 3.4(left), where the origin corresponds the upper-left corner of the image,
the x-axis is the vertical axis of the 2D image, and the y-axis is the horizontal one.
I produced a 2D prole from the 3D surface by letting y = 17. The prole is shown
in Figure 3.4(right) in the solid line. The vertical lines indicate the positions of the
cell boundaries marked by the three manual segmentations. Note that the three
persons marked the boundary dierently.
9
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Figure 3.4: (left) The 3D intensity surface of a cell. (right) The 2D proles of the
intensity function of the images with (dashed line) and without (solid line) noise
reduction. The vertical lines indicate the positions the cell boundaries marked by the
manual segmentation. (Two markings are overlapping.)
Figure 3.5: (left) Two cells are closely located. (right) A cell having two light spots.
The 3D intensity surface conrms that the intensity of a cell is distributed over
a long range. A cell usually looks like a hill. Within the cell, the intensity is higher
in the central part, and reduces gradually from the central part to the boundary.
The boundary of the cell is in the hillside, where the intensity is smoothly changing.
Step discontinuity of the intensity between the cell and the background is hard to
observe. The intensity of the background near the cell is high. This is due to the
uorescence diusion.
Noise reduction is often used as a preprocess of the segmentation [RK76, Pra91,
GW92]. To show the eect of noise reduction, I used a Gaussian lter ( = 2:0) to
smooth the image. (See Chapter 4 for more about noise reduction.) The prole of
the smoothed image is also shown in Figure 3.4(right), represented by the dashed
line. The noise reduction removed small local intensity peaks. I also examined the
histogram after the smoothing, and found that the noise reduction did not change
the shape of the histogram signicantly.
10
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Figure 3.6: Three frames of an image sequence. From the left to the right, the 30th,
31st and 45th frames of the sequence.
Sometimes two cells can be closely located, as shown in Figure 3.5(left). How-
ever, the two light spots shown in Figure 3.5(right) are indeed of one cell. The
segmentation system should be able to discriminate these two situations.
To illustrate the motion of the cells, Figure 3.6 shows three image frames from a
sequence. The rst two are subsequent (the 30th and 31st frames of the sequence),
and the third is a frame at a later time (the 45th frame). From the image sequences
I observed that the intensity, position and shape of a cell were all changing over the
time. But the change was not fast. I found from the test data that the displacement
of a boundary point could be at most 3 pixels between two frames. The displacement
D
p
of the boundary point p is dened by
D
p
= min
p
0
2B
0
d(p; p
0
) (3.1)
where B
0
is the boundary in the last frame, and d(p; p
0
) is the distance between p and
p
0
. The displacement of 3 pixels is a small compared to the diameter of a cell which
is about 20 pixels. These images show the random locomotion and the chemokinesis
of the cells. When a gradient of chemical stimulus is present, the motion will be
directed, but will not be faster [Rø94].
3.2.2 Discussion
Segmentation is to divide an image in meaningful regions, i.e. the cells and the
background. A variety of segmentationmethods have been developed, as surveyed by
Fu and Mui [FM81], Haralick and Shapiro [HS85] and Pal and Pal [PP93]. Dierent
methods have dierent assumptions about the boundary and region. Edge detection,
gray level thresholding, region growing and texture discrimination are commonly
used techniques for single-channel gray level images. Fu and Mui [FM81] stated:
There are no general (segmentation) algorithms which will work for all images. One
of the reasons that we do not have a general image understanding system is that a
two dimensional image can represent a potentially innite number of possibilities.
11
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As a result, the segmentation has traditionally been an ad hoc process, and the
selection of a segmentation method is often based on testing and evaluation.
We have seen that the boundary of a cell is located in the hillside if we consider
the cell as a intensity hill. This implies that the edge detection can be used. An edge
point refers to the position where the gradient of the intensity has a local maximum.
Dierent digital edge detectors have been developed, and they may give dierent
edge positions. We have to investigate how well the edge positions approximate the
cell boundaries.
Gray level thresholding can also be applied since the cells have generally higher
intensity than the background. There are many thresholding methods which can
be classied as global, local, and dynamic thresholding (see Chapter 6.4). We have
seen in global and local histograms that there is no clear valley which separates the
two classes, the cells and the background. The intensity of the cells is distributed in
a long range. Thus we have to look for a thresholding method which gives accurate
results in this situation.
Most basic segmentation methods deal with 2D images. To segment a spatial-
temporal image sequence, the objects should be tracked after a 2D segmentation.
We have seen the situation of two closely located cells, and a cell with more
than one light spot. One way to detect such situations is to used the temporal
information, e.g., the result of the last frame.
It is very common to apply noise reduction before the segmentation process. The
purpose of the noise reduction is to reduce the white noise from the imaging channel,
and reduce other noise including texture details. Small details are to be smoothed
out to obtain information in a desired scale, and to make the segmentation easier.
The noise reduction in this case is a preprocess of the segmentation, rather than a
process of image restoration or enhancement. Therefore, to choose a noise reduction
method, we need to consider the segmentation method to be used. To evaluate a
noise reduction method, we have to consider the result of the segmentation. Many
segmentationmethods are designed to be optimal for a certain type of ideal boundary
without noise. Some of them can be more sensitive to the noise than others.
The manually drawn cell boundaries can serve as test data for the evaluation of
segmentation results. Of course, error may occur during the manual segmentation
process. We may see from Figure 3.1 that the three persons marked the boundaries
dierently. If one assumes that the estimation is unbiased, then the error can be
reduced by a certain averaging method. However, a bias is possible. The reason
for that can be a mistaken understanding. It is therefore desirable to make the
segmentation system trainable, so that the system parameters can be adapted to
any new understanding of the boundary location.
3.3 Problems in Feature Extraction
The motion of an object refers to the change of the geometric properties including
the spatial structure, size, position, and orientation. In order to measure the motion
12
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of an object, we have to measure the geometric properties of the object in each static
scene. Many shape features, such as area, perimeter, circularity, and image ellipse,
are available to quantify the geometric properties of an object [Mar89, Jai89]. The
motion can be quantied by using a temporal sequence of such shape features.
A cell looks like a fried egg when it lies on the image focal plane of a microscope.
Although a cell moves in three dimensions, the vertical motion is much less important
than the horizontal motion parallel to the focal plane. The motion of a cell to be
considered is thus planar. Two aspects of cell motion, locomotion and pseudopod,
are of interest.
After image segmentation, the regions of the cells are labeled. Shape features
are then estimated from the discrete regions. The accuracy and the eciency of
the feature computation should be considered. The selection of the features for
measuring the cell motion is dependent on the medical phenomenon to be studied.
13
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Chapter 4
Image Smoothing
A smoothing process is usually required as a preprocess to image segmentation
to reduce the noise, and remove the ne details in an image in order to obtain
information in a proper scale.
I rst give a review of image smoothing methods, and then present results of
some of the methods. In this chapter, we will examine the eect of the smoothing
visually according to the segmentation results, and to the changes of the topograph-
ical structure of the image gray level surface. A quantitative evaluation will be given
in Chapter 11.
4.1 A Review of Methods
Many image smoothing lters are discussed in the literature [CY83, Mas85, AGL83,
dBC90, WWL92]. Linear low-pass smoothing can be done in spatial domain by
a discrete convolution of an input image with an impulse response array called
spatial mask. Each pixel in the input image is replaced by a weighted sum of its
neighborhood. Typical linear smoothing lters include the mean and Gaussian lter
[Mar82].
Median lter [HYT79] is a popular nonlinear lter which is especially useful in
removing isolated noise points. Many other nonlinear methods have been proposed
for edge preserving noise ltering. They include K-nearest neighbor lter (KNN), K-
nearest connected neighbor lter (KNCN), symmetric nearest neighbor lter (SNN)
and maximum homogeneity lter (MAXH) [Lø88, dBC90]. Mode lter is a nonlinear
lter often used for binary images and classication maps [Nib86]. Morphological
operations, often used to smooth the boundaries of binary objects [SG91], can also
be used to smooth the image gray levels [KAN91]. Mode lter and morphological
operations will be discussed in Chapter 7 as a shape correction method.
Dierent lteringmethods (linear or nonlinear) can be used sequentially to obtain
a combined eect. Many lters can be iterated to obtain a further smoothing.
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4.1.1 Mean Filtering
The mean lter is the simplest linear spatial lter. The value of each pixel in the
input image is replaced by the average of the pixels inside a window centered at
this pixel. The performance of this lter should be good on homogeneous regions.
Edges will be blurred after the ltering. A few iterations of the mean ltering will
closely approximate a Gaussian ltering [Wel86]. The mean lter is separable, so
that the ltering can be done by row and column averaging separately. The row
and column averaging can be done by updating, using a so-called running average
technique [Mas85]. So the mean lter is computationally ecient.
4.1.2 Gaussian Filtering
In Gaussian ltering, an image is convolved by a Gaussian kernel:
H(x; y) =
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where  is the standard deviation, determining the degree of blurring. The size of
the Gaussian mask must be large enough to cover the pixels of a distance of two or
three  from the center.
The Gaussian is an important smoothing lter, since it is the only known lter
which does not create any spurious features. This property was studied by many
authors [YP86, BWBD86]. The Gaussian is therefore used in generating scale-space
[Wit83], and is often used together with the gradient and Laplacian lters in edge
detection [Can86, MH80].
The Gaussian lter can be implemented separably by two one-dimensional (1D)
convolutions with kernels:
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Kaiser [Kai87] described a fast recursive algorithm for the computation of equidistant
samples of a 1D Gaussian function requiring only two multiplications per sampling
point. Burt [Bur83] presented a pyramid technique to implement the Gaussian l-
tering eciently in multi-resolution image processing. The technique exploit the
fact that a Gaussian function can be factorized into a convolution of Gaussian func-
tions with smaller . The Gaussian ltering can also be implemented eciently
using a cascade of mean lters, as proposed by Wells [Wel86]. This method relies
on the central limit theorem which guarantees that under quite general conditions
the repeated convolution of simple non-negative functions tends to a Gaussian func-
tion. Design of optimal Gaussian operators in small neighborhoods was discussed
by Davies [Dav87].
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4.1.3 Median Filtering
Median ltering is a nonlinear method used very often in impulse noise suppression.
Each pixel in the input image is replaced by themedian of its neighborhood. Window
sizes of 3  3 and 5  5 are often used. Filters with cross- and X-shaped window
were discussed by Bovik et al. [BHM87].
Median lter is useful for removing isolated pixels (impulse noise) while preserv-
ing spatial resolutions. Some analytical studies [YH81, BHM87] described the edge
preserving property of this lter. The result of recursive application of these lters
rapidly converges to a steady signal, the so-called root signal [dBC90].
In the most straightforward implementation of the median lter, all gray level
values in the window are buered, sorted, and the median is then selected. Sorting
is time consuming, even when Quick sorting [Vei92] is used. A more ecient 2D
running median algorithm based on histogrammodication was suggested by Huang
et al. [HYT79]. Another fast computation method, based on the manipulation of
individual bits of the data, was proposed by Danielsson [Dan81].
Pratt et al. [PCK84] proposed a computationally simpler operator, called the
pseudomedian lter, which maintains many of the properties of the median lter.
There are many extensions of the median lter called median-based lters [CdB90,
GHN90], possessing dierent characteristics for the noise smoothing.
4.1.4 Temporal Filtering
A straight and a motion-compensated temporal ltering process were presented by
Huang and Hsu [HH81]. Let g
k
(x; y) denote the gray level of the position (x; y) in
the kth frame of the image sequence. A nonrecursive straight temporal lter over
(2K + 1) frames is dened by
g
k
out
(x; y) = Ffg
k K
in
(x; y); g
k K+1
in
(x; y);    ; g
k
in
(x; y);    ; g
k+K
in
(x; y)g (4.3)
where F is a lter, which can be mean, median or Gaussian. For white Gaussian
noise, averaging over N frames will reduce the noise variance by a factor of N .
Median ltering will reduce the variance of white noise by a factor of 2N=, and will
be much more eective for impulse noise. To reduce the degrading eect, Huang
and Hsu [HH81] proposed a motion-compensated temporal ltering, in which the
direction of the motion has to be estimated. This method is suitable for rigid objects.
4.1.5 Quantitative Performance Measurement
Performance of the noise reduction is often assessed by using a supervised evaluation,
in which a noiseless reference image is given. The root mean square error (RMS)
between the ltered image and the reference image is often used as a measure for
the performance. Chin and Yeh [CY83] proposed to partition the image into regions
based on the spatial activity of the gray level. Given a threshold of the spatial
activity, an image is partitioned into edges and homogeneous areas. The RMS values
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are then measured in both two regions. This method was later used by many other
authors [CdB90, dBC90, WWL92]. Two other supervised performance measures,
the stability and the correct processing ratio, were applied by Wu et al. [WWL92].
Mean busyness is an image smoothness measure proposed by Hurt and Rosenfeld
[HR87] and used in performance evaluation for noise reduction [WWL92]. This is an
unsupervised performance measure since it is independent of a reference image. The
busyness of each pixel is the median of the absolute vertical and horizontal intensity
dierences in a neighborhood. These median values are then averaged to get an
overall busyness of an image, which is called the mean busyness. The execution
time was also used as a performance measure [GAL88, WWL92].
4.2 Experiments and Results
Since the smoothing is used as a preprocess to the segmentation, its performance
should be assessed according to the result of the segmentation. In this section, I show
the segmentation results by combining dierent smoothing and segmentation meth-
ods. The modied Bernsen's dynamic thresholding method with an -parameter
and the Laplacian of Gaussian (LoG) edge detection were used in the testing. The
two segmentation methods will be discussed in details in later chapters. Also the
segmentation results presented here are not the nal results, which will be obtained
by further processing including a shape correction (see Chapter 7). Two smooth-
ing lters, a mean lter
1
implemented in integer precision and a Gaussian lter
implemented in 64 bit oat precision, were tested. The cascaded mean was also
tested.
In themodied Bernsen's thresholding, I used a 2121 square window, a contrast
parameter 15, and  = 0:65. Applying the mean lters of dierent window sizes
W
M
, the segmentation results of the image in Figure 4.1 are given in Figure 4.2.
We see that with W
M
= 3 the boundaries of the cells are still jagged. The degree of
blur was increased with the increasing of the window size.
I also applied the Gaussian lters with dierent standard deviations . The size
of the Gaussian window is 2d3e+ 1, where dxe is the smallest integer larger than
x. The results are given in Figure 4.3. We see that the boundaries are still jagged
when  = 1:0, and are smoothed with larger standard deviations.
The Laplacian edge detector is usually combined with the Gaussian smoothing.
Such combination is called the Laplacian of Gaussian (LoG). The results of the LoG
of dierent standard deviations () are given in Figure 4.4. We can see that this
method is very sensitive to the noise, so that  = 1:0 and 2:0 give very jagged
boundaries. The boundaries are more smooth with larger s.
The mean lter was also combined with the Laplacian. The results were very
noisy. The reason might be the integer precision of the mean lter output. The
Gaussian lter can be approximated by cascading the mean lters [Wel86]. In this
1
The implementation in XITE by Otto Milvang was used.
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Figure 4.1: A uorescence cell image.
case, the precision of the mean ltering can also be important to the results. I tested
the cascaded mean lters. The results of the modied Bernsen's thresholding were
very similar to those with the Gaussian ltering. But the results of the Laplacian
were much more noisy than those with the Gaussian ltering. The results should be
improved when oat precision were used.
For the two segmentation methods, the smoothing can increase the size of the
objects. This eect is especially clear in Figure 4.3 where the modied Bernsen's
method and the Gaussian ltering were used.
As discussed in Chapter 3, the topographical structure of the image gray level
gives useful information for image analysis. Musin [Mus93] dened the topographical
structure of an image as a set of singular points and lines of the gray level surface,
and demonstrated that such a structure could also be dened for a discrete space.
A method for detecting the singular points and lines such as peak, pit, pass, ridge,
and ravine was proposed by Peucker and Douglas [PD75]. (Johnston and Rosenfeld
[JR75] developed a method for some of these features.) Multi-resolution behavior
of the structural features has been studies by many authors [Koe84, GP93].
I observed the change of the topographical structure after smoothing. As an
example, I show the gray level peaks in the image after the Gaussian ltering with
dierent standard deviations. The method of Peucker and Douglas [PD75] was used
to detect the peaks. The results are given in Figure 4.5. We can see that the amount
of the peaks reduces with the increasing of the Gaussian blur. Similarly, the mean
lter also reduced the amount of the peaks. This amount might be used as a measure
of image smoothness which is useful in automatic determination of the smoothing
lter parameters.
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Figure 4.2: Results of the modied Bernsen's thresholding after a mean ltering
with window size W
M
. (upper-left) W
M
= 3. (upper-right) W
M
= 5. (lower-left)
W
M
= 7. (lower-right) W
M
= 9.
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Figure 4.3: Results of the modied Bernsen's thresholding after a Gaussian ltering
with standard deviation . (upper-left)  = 1:0. (upper-right)  = 2:0. (lower-left)
 = 3:0. (lower-right)  = 4:0.
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Figure 4.4: Results of Laplacian of Gaussian. The white and black pixels are used to
represent positive and negative responses, respectively. (upper-left)  = 1:0. (upper-
right)  = 2:0. (lower-left)  = 3:0. (lower-right)  = 4:0.
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Figure 4.5: Gray level peaks in the image after Gaussian ltering. (upper-left)
 = 1:0. (upper-right)  = 2:0. (lower-left)  = 3:0. (lower-right)  = 4:0.
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4.3 Discussion and Conclusion
In this chapter, I gave a brief review of image smoothing methods, and presented
the results of some of the methods for the uorescence cell images. A quantitative
evaluation will be given in Chapter 11.
The smoothing is usually used as a preprocess to the segmentation. A small
degree of smoothing can give a noisy segmentation result, and a large degree of
smoothing can degrade the shape. A proper smoothing method with a proper pa-
rameter is therefore important to a good segmentation result. This is, however,
dependent on the segmentation method. The Laplacian method is more sensitive to
the noise than the thresholding method. This method is often used with a Gaussian
lter. I found that the Gaussian should be computed in high precision if the LoG
is implemented in two steps. (This will be further discussed in the next chapter.)
To obtain smoothed object boundaries, the LoG required  = 3:0 or larger. For
the modied Bernsen's method, a Gaussian smoothing with  = 2:0 already gave
smoothed boundaries. The Bernsen's method can also be used with the mean or the
cascaded mean computed in an integer precision. In this case, the cascaded mean
gave similar results as if the Gaussian were used.
There are many other smoothing methods which have not been tested. The
median can possibly be used before the mean or the Gaussian ltering to reduce
impluse noise. The temporal method can be combined with the spatial method to
obtain a spatial-temporal smoothing. In this case, a proper length of the lter (in
temporal dimension) is important.
The topographical structure of the gray level surface was used to show the eect
of the smoothing. The amount of the gray level peaks reduced with the increasing
of the blur, and thus might be used as a measure of image smoothness.
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Edge-based Segmentation
Segmentation can be obtained through detection of edges, dened as points with
abrupt changes in gray level [RT71]. Edge-based segmentation assumes that the
boundaries of regions are located at the edges. One of the motivations of this ap-
proach is that biological visual systems appear to make use of edge detection [RK76].
The rst step in an edge-based segmentation is edge detection. Detected edge ele-
ments are combined, and regions are then determined. Many edge detection methods
have been tested for the uorescence cell images, as presented in this chapter.
5.1 A Review of Methods
Davis [Dav75] classied edge detection techniques into two categories: sequential and
parallel. In the sequential technique, the decision whether a pixel is an edge pixel or
not is dependent on the result of some previously examined pixels. The performance
of a sequential method is therefore dependent on the choice of an appropriate starting
point and how the results of previous points inuence the decision on the next point.
Levine [Lev85] gave a review of many sequential edge detection methods.
In the parallel method, the decision whether a point is an edge or not is based on
the point under consideration and some of its neighboring points. Parallel dierential
operators of rst and second order are often used in edge detection. If one assumes
that the intensity is a continuous function over the (x; y) plane, then in the edge
positions the intensity gradient magnitude is large and the Laplacian of the intensity
crosses zero. Many edge detectors [Can86, MH80] are therefore based on the digital
approximation of the gradient or Laplacian operation. On the other hand, Hueckel
[Hue71] considered the edge detection as an approximation problem, in which a
circular section of an image was matched to an ideal step edge. The matching
methods based on two-dimensional moments were proposed to allow more edge
accuracy and better noise immunity [RAM83, GM93]. Haralick [Har84] proposed
a facet model approximating the image function by a two-dimensional polynomial,
from which second order directional derivatives were computed. The facet model
was comprehensively discussed by Haralick and Shapiro [HS93]. Nalwa and Binford
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[NB86] proposed a surface-tting method to detect step edges. The edge angle is
rst estimated by a sequential least square tting. Then the image data along the
edge direction is t to a hyperbolic tangent function.
In the following, I present some of the edge detection methods based on dier-
ential operations.
5.1.1 Gradient Operators
Let the gradients of the intensity function in the x and y-direction be G
x
(x; y) and
G
y
(x; y) respectively. The gradient magnitude is given by
jG(x; y)j =
q
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(x; y) +G
2
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(x; y) (5.1)
which can be approximated [RK76] by
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A high value of the gradient magnitude indicates the presence of an edge. The
gradient direction
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also gives useful information for edge-based segmentation.
The gradients in the x and y-direction (G
x
(x; y) and G
y
(x; y)) can be estimated
by linear ltering, often done by convolving with a 3  3 impulse response mask.
Such operators include the Prewitt and Sobel masks, which are described in many
textbooks [RK76, Nib86, Pra91].
In noisy environment, a larger mask can be used to obtain a built-in smoothing
eect. A 7 7 Prewitt-type operator called boxcar and a 7 7 truncated pyramid
operator were described by Pratt [Pra91]. Based on the structure of the Sobel
masks, Danielsson and Seger [DS90] developed a method to generate masks of any
sizes. Generally, large size gradient operators can be considered to be compound
operators in which a smoothing operation is performed on a noisy image followed by
a dierentiation operation. A well-known example of a compound gradient operator
is the derivative of Gaussian (DroG) [Can86] in which Gaussian smoothing is applied
before the dierentiation. The impulse response functions of this operator in the x
and y-directions are
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where  is the standard deviation of the Gaussian smoothing. Canny [Can86] devel-
oped an analytic approach to the design of such operators, based on three criteria:
good detection, good localization and single response. An ecient approximation
of Canny's detector is the DroG.
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Instead of computing the gradients in two orthogonal directions, one can consider
many directions by convolution of an image with a set of masks, called compass
gradient masks. The edge angle is determined by the direction of the largest gradient.
This approach was used by Prewitt [Pre70], Robinson [Rob77] and Nevatia and Babu
[NB80].
5.1.2 Laplacian Operators
In the continuous domain, the Laplacian of an image g(x; y) is
r
2
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#
g(x; y) (5.5)
In digital images, the Laplacian can also be approximated by a linear operation.
The four-neighbor and eight-neighbor Laplacian masks [Pra91] are two commonly
used operators. Both of them are separable. Consequently, the convolution can be
computed separably along the rows and columns of an image. The zero-crossing of
the Laplacian indicates the presence of an edge.
Since the Laplacian is very sensitive to noise, it is often used after a Gaussian
noise ltering. The combination is referred to as Laplacian of Gaussian (LoG)
[MH80]. Let  be the standard deviation of the Gaussian ltering. The impulse
response of the LoG is
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It can be shown [HM86] that the LoG is also separable. The LoG is often called the
Mexican hat lter.
A discrete domain version of the LoG can be obtained by sampling the contin-
uous domain impulse response function over a W
s
W
s
window. In order to avoid
deleterious truncation eects, the size of the mask should be such that W
s
= 3c or
greater, where c = 2
p
2 is the width of the positive center lobe of the LoG func-
tion [HM86]. Techniques for fast and accurate convolution with LoG masks were
discussed [CHM87, SB89].
Marr and Hildrith [MH80] found that the LoG could be closely approximated
by a Dierence of Gaussian (DoG), and the ratio 
2
=
1
= 1:6 provided a good
approximation, where 
1
and 
2
were the standard deviations of the two Gaussian
lters.
5.1.3 Edge Element Selection
After a gradient operation, one obtains the gradient magnitude and direction for
each pixel. The edge elements are usually selected by a thresholding and a thinning
process. The thresholding is applied on the gradient magnitude in order to select
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pixels with high edge strength. More about the thresholding methods will be dis-
cussed in Chapter 6. Thresholded edges are then thinned. Methods for thinning
binary patterns were comprehensively surveyed by Lam et al. [LLS92]. Thinning
can also applied on gray level images [DR79].
After a Laplacian operation, one obtains a positive or a negative response for each
pixel. The zero-crossings between the positive and the negative responses are the
edge points [MH80]. The Laplacian tends to give a lot of small edges representing de-
tails. Before the Laplacian operation, it is common to apply a Gaussian smoothing,
which however reduces the accuracy of edge location. One can apply a thresholding
on the gradient magnitude to select strong edges from the zero-crossings. However,
the thresholding operation will normally introduce some parameters.
Colchester et al. [CRK90] detected the edge elements using maximum gradient
proles (MGP). An MGP is formed by linking the pixels in their gradient directions.
Let the intensity be a function of the pixel positions along the MGP. The intensity
function is monotonic. The maxima and minima of the rst order derivative of the
intensity function can be used as edge elements. In the method of Grin et al.
[GCR92], the MGPs are used to connect singular points, and a segmentation is then
based on the partition of the image by the MGPs.
5.1.4 Edge Element Linking
The detected edge elements often need to be linked to form a closed boundary of the
object. Many early methods were reviewed by Fu and Mui [FM81]. Niblack [Nib86]
suggested that neighboring edge elements were rst linked together to form some
edge segments, these edge segments were then linked together to form the contour
of the object. The decision were based on the gradient magnitudes and the angles
of the edge elements. Tavakoli and Rosenfeld [TR82] proposed a method to link
edge segments based on the geometric conguration of the segments and the gray
levels associated with them. Hayden et al. [HGP87] used temporal information to
link edges in time-varying imagery. By summing up image frames after a position
correction, a new image is created that tends to have connected edges. The Hough
transform [DH72, OC76, IK88] can be used to nd parametric curves from a set of
points. It performs specially well in detecting lines and circles, and has also been
applied to detect ellipses [YIK89].
An alternative to the edge linking is the local thresholding method of Yanowitz
and Bruckstein [YB89], which determines a thresholding surface based on the gray
levels of the edge points. More about this method is given in Chapter 6.
5.1.5 Scale Space and Edge Focusing
A smoothing process is often required as a preprocess to the edge detection. The ba-
sic conict encountered in edge detection is to eliminate the noise without distorting
the shape of the edges. By smoothing a gray level image, we remove the noise and
unnecessary details, but at the cost of poorer localization. The degree of smoothing
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Figure 5.1: A uorescence cell image.
is essentially determined by the size of the smoothing lter. The standard deviation
of a Gaussian kernel is usually used as a scale parameter, denoting the degree of
smoothing. Witkin [Wit83] proposed to use the scale space as a description of what
happens with a gray level image during the change of the scale parameter. It can
be shown [Koe84, YP86] that the Gaussian is the only lter which prohibits the
generation of new features at a coarse level of resolution that do not exist at a ner
level.
To combine a high edge accuracy and a good noise reduction, Bergholm [Ber87]
proposed a method called edge focusing. First apply edge detection on an image of a
large scale obtained by using a Gaussian smoothing with a large standard deviation.
Then reduce the scale, and apply edge detection in the regions where there are edges
detected in the previous scale. The old edge points are thrown away, and the edge
focusing goes on until the Gaussian blurring is quite weak.
5.2 Experiments and Results
Edge detection methods were applied to segment the uorescence cell images. In
this section, I show the results for the test image in Figure 5.1.
After a Gaussian smoothing with standard deviation  = 3:0, the Sobel edge
operator
1
gave gradient magnitude of the test image, shown in Figure 5.2(left).
We can see that the operator gave weak response for the vertical and horizontal
edges. This might be due to the approximation by Equation (5.2). The problem
should be solved by using Equation (5.1). It is not easy to nd a good global
threshold of the gradient magnitude for the determination of edge elements. The
dynamic thresholding method of Bernsen [Ber86] gave a relatively good result shown
1
The implementation in XITE by Otto Milvang was used.
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Figure 5.2: (left) Sobel gradient magnitude of the test image in Figure 5.1. (right)
The high gradient pixels obtained by a thresholding using Bernsen's method.
in Figure 5.2(right). The thresholded edge objects have to be thinned and linked to
give a nal segmentation.
Instead of applying a thresholding after the Sobel operation, I used the MGP
method of Colchester et al. [CRK90] to nish the segmentation. I implemented the
Colchester method in a pixel classication manner. For each pixel, if its next pixel
along the MGP in the gradient direction has a lower gradient magnitude, then the
pixel is classied as the background, otherwise the pixel is classied as the object.
The result is shown in Figure 5.3. Note that ghost gures were obtained inside the
cells where the consistency of the gradient directions was low.
I also tested the LoG method, implemented by using a four-neighbor Laplacian
after a Gaussian ltering. Given standard deviation  = 3:0, the result is shown
in Figure 5.4(left) where the white pixels represent the positive responses and the
black ones represent the negative responses. (By using 64 bit oat numbers, there
is no zero response for this test image.) The zero-crossings can then be detected
as the boundaries between the positive and the negative regions, as shown in Fig-
ure 5.4(right). Other  values were also tested. The results were given in Figure 4.4
in the previous chapter where the parameter of the smoothing process was discussed.
Obviously, the results of the MGP and the LoG method have to be further
processed (corrected) to obtain a nal segmentation, since there are holes and gaps
in the cell objects. Also, I found that the two methods gave dierent edge positions,
although the same smoothing method was applied. Generally the MGP method
gave smaller objects than the LoG method. Method to quantitatively evaluate the
segmentation results will be presented in Chapter 11.
I implemented the LoG in two steps, applying Gaussian and then Laplacian.
(Note that the LoG can be implemented in one step by using Equation (5.6).)
When the two-step approach is used, the output of the Gaussian lter should have
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Figure 5.3: The result of a MGP algorithm.
Figure 5.4: Results of Laplacian of Gaussian.  = 3:0. (left) Positive (white) and
negative (black) response regions. (right) Zero-crossings.
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Figure 5.5: Result of the LoG when the integer precision is used for the output of
the Gaussian ltering.
a good precision. I used 64 bit oat numbers for the Gaussian output. Usually, one
pixel in a gray level image is stored in one byte, representing an integer value from
0 to 255. Using the byte pixel for the output of the Gaussian ltering, however, I
obtained a very noisy result shown in Figure 5.5. Note that this is the result one
would get if the XITE package is used as it is at present.
5.3 Discussion and Conclusion
In this chapter, I gave a review of edge-based methods for image segmentation. The
edges can often be detected by gradient or Laplacian operators. The gradient-based
MGP method and the Laplacian of Gaussian method were tested. Their results
have to be further processed to obtain a nal segmentation (see Chapter 7) since
there are holes, gaps and thin gulfs in the cell objects. Dierent edge detectors
may give dierent edge positions since they are dierent approximations to the two-
dimensional derivatives. Visual examination is hard to evaluate these two methods.
A quantitative evaluation will be given in Chapter 11.
A smoothing is usually required as a preprocess. The Gaussian lter prohibits the
generation of new features, and is therefore used to generate the scale space. Torre
and Poggio [TP86] have shown that numerical dierentiation of images is an ill-posed
problem because its solution does not depend continuously on the data. They have
found that the Gaussian lter has strong regularizing properties which can solve
this problem. In fact, the Gaussian is associated with many edge detection methods
such as LoG, DoG and GroG. I have shown that when the LoG is implemented in
two steps (Gaussian and then Laplacian), the precision of the Gaussian output is
important to the result. The DoG is an approximation of the LoG. In this method,
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oat precision of the Gaussian output should also give a better result than integer
precision, since many zero responses are avoided.
I have discussed the methods for edge element selection and edge linking. Both
processes will involve some parameters and can be complex. However, these two
processes can be avoided in some edge detection methods by using a pixel classica-
tion. In the MGPmethod, I proposed to classify each pixel according to the gradient
magnitude of the next pixel. In the LoG method, each pixel can be classied as a
positive or negative response pixel. The pixel classication simplies the process of
the segmentation.
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Chapter 6
Gray Level Thresholding
Thresholding is often used in image segmentation due to its simplicity and eciency.
Quite a number of thresholding methods have been proposed over the years, and
surveyed by several authors [Wes78, SSWC88, Alb93, TT93]. To segment an image
into regions of two classes, a threshold T(x; y) can be computed for each spatial
position (x; y). The segmentation is then done by letting
g
out
(x; y) =
(
0 if g
in
(x; y) < T (x; y)
1 otherwise
where g
in
is a gray level input image and g
out
is a binary output images.
Automatic thresholding is to select the threshold value T(x; y) without any hu-
man intervention. In this chapter, I give a review of automatic thresholding tech-
niques and discuss their applications in the segmentation of the uorescence cell
images. A new method [YALG94] is presented, giving a better robustness under the
change of object size.
6.1 A Review of Methods
6.1.1 Global Thresholding
In global thresholding, one threshold T is applied for the entire image. This ap-
proach is suitable for images where the classes are well separated. That means
the overlapping between the distributions of the background and the object pixel
values should be small. The amount of overlapping thus determines the minimal
classication error for a global thresholding.
Global thresholding methods can be divided into parametric and non-parametric
methods. The parametric thresholding is essentially a special case of a supervised
classication [DH73, Nib86] where each pixel has a scalar value rather than a feature
vector. In parametric thresholding, the parameters (means, standard deviations and
a priori probabilities of the two distributions) should be either known, or extracted
from the a posteriori (observed) mixture of the two distributions. Usually they
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are rst estimated by a supervised learning process, and then updated under the
classication process [TSM85, JB94].
The non-parametric methods are more frequently used than the parametric meth-
ods. In non-parametric thresholding, one separates the two classes in an optimum
manner according to some a posteriori criteria, without estimating the parameters
of the two distributions. Usually an iterative or a sequential search method is used
to nd the optimal threshold T . A survey and evaluation of the methods was given
by Albregtsen [Alb93]. Non-parametric methods of Ridler and Calvard [RC78] mini-
mizes the classication error by assuming a bimodal distribution where the variances
and the a priori probabilities of the two classes are equal. The method of Otsu
[Ots79] maximizes a between-class variance, assuming equal intra-class variances.
The minimum error method of Kittler and Illingworth [KI86] selects the thresh-
old based on a criterion function, continuously updating estimates of the means
and standard deviations. This method works well for images with low object-to-
background ratios [Alb93]. Brink [Bri89] proposed a method based on maximizing
the correlation between the original gray level image and the thresholded image.
The method of Kapur et al. [KSW85] maximizes a global entropy. Tsai [Tsa85]
used the preservation of moments to obtain a threshold value without iteration or
search. The threshold selection can also be done through an analysis of the convex
deciency of the histogram [Wha91]. Sasakawa et al. [SKI91] proposed a method
which maximizes a mean adjacent pixel number. In contrast to other methods, this
method does not use the histogram of the gray levels. The method is meant to nd a
smooth boundary, and is suitable for images containing small objects with noisy and
low-contrast background. Recently, Pal and Bhandari [PB93] proposed some new
global thresholding techniques, including two algorithms based on a new conditional
entropy measure and a minimum error method based on the Poisson distribution.
6.1.2 Local Thresholding
In some images, the background intensity is variable, and the overlapping between
the two classes is therefore large. In such case, the threshold T should be determined
locally. In local thresholding, the thresholds are rst determined in some selected
spatial positions. These thresholds are then interpolated to form a thresholding
surface applied thereafter to the entire image. Local thresholds can be evaluated
from bimodal subimages or in high gradient positions.
Chow and Kaneko [CK72] proposed a simple local thresholding method in which
an image is divided into non-overlapping windows. Thresholds are selected for those
windows that have bimodal histograms. These thresholds are then interpolated to
dene a thresholding surface. Nakagawa and Rosenfeld [NR79] tested this method
and provided an extension which allowed histograms to be either bimodal or tri-
modal.
The method of Taxt et al. [TFJ89] rst estimates the global distribution pa-
rameters for the two classes, by a supervised training or a clustering. The image
is then divided into non-overlapping windows. For each window, the parameters
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are updated using an expectation-maximization (EM) algorithm [TSM85], and the
pixels are classied using the quadratic Bayes classier. This method was improved
by Eikvil et al. [ETM91] using two windows. The pixels inside a small window are
thresholded on the basis of clustering of the pixels inside a larger concentric win-
dow. This avoids the abrupt change of threshold value at the window borders. In
the method of Eikvil et al., Otsu's method [Ots79] is used to divide the pixels into
two clusters.
Themethod of Yanowitz and Bruckstein [YB89] assumes that the boundary of an
object is located at the edge. An edge detection is rst applied. For each edge point,
the threshold is the gray level of that point. A thresholding surface is constructed
by an iterative interpolation scheme. A similar method based on an edge criterion
was proposed by Medina-Rodriguez et al. [MFD92].
6.1.3 Dynamic Thresholding
A dynamic thresholding method determines a threshold value for each spatial posi-
tion in the image, according to some local features. The threshold T(x; y) is often
computed as a linear combination of the feature values
T(x; y) = w
T
f(x; y) (6.1)
where f(x; y) is a vector of local features, and w are the weights.
The dynamic thresholding method of Bernsen [Ber86] uses the local grey level
minimum and maximum as the features. The threshold T is evaluated locally as
T(x; y) = 0:5 min
(i;j)2W (x;y)
[g(i; j)] + 0:5 max
(i;j)2W (x;y)
[g(i; j)] (6.2)
where min
(i;j)2W (x;y)
[g(i; j)] and max
(i;j)2W (x;y)
[g(i; j)] are local grey level minimum
and maximum inside a windowW of xed size, centered at (x; y). Bernsen proposed
to consider the local contrast, dened as
C(x; y) = max
(i;j)2W (x;y)
[g(i; j)]  min
(i;j)2W (x;y)
[g(i; j)] (6.3)
The thresholding given by equation (6.2) is applied when the local contrast is higher
than a certain threshold T
C
. Otherwise the pixel at the position (x; y) is classied
by another method, such as using a default or interpolated threshold. In Bernsen's
method, it is classied as the background. The contrast threshold T
C
can be con-
sidered as a scale parameter which eliminates details with small contrast. In fact
these details are often artifacts.
Bernsen used simply 0:5 as the weights for both of the two features. This may not
be an optimal choice for all types of images. More generally a parameter  2 (0; 1)
can be used and the threshold is then estimated as [YALG94]
T(x; y) =  min
(i;j)2W (x;y)
[g(i; j)] + (1  ) max
(i;j)2W (x;y)
[g(i; j)] (6.4)
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where  may be estimated from training data. This extension will be referred to
the modied Bernsen's method in this thesis.
White and Rohrer [WR83] proposed to use a biased local mean as a feature.
Niblack [Nib86] used a local mean, together with a local standard deviation as a
bias. The threshold at pixel (x; y) is calculated as
T (x; y) = (x; y) + k(x; y) (6.5)
where (x; y) and (x; y) are the local mean and standard deviation respectively,
and k is a parameter.
In Equation (6.1), I give the general form of a linear dynamic thresholding,
in which a thresholding using N local features is to nd an N   1 dimensional
hyperplane which partitions the N dimensional feature space. Classical methods
such as Bernsen's method and the method of White and Roher use a small amount
of features. When many features are used together, it can be dicult to nd a
set of optimal weights by trial. Supervised learning methods can then be used to
determine the weights, when a training set is provided. One can approximate the
thresholding process by a logistic function and then use a logistic regression [HL89],
or solve the problem by a backpropagation neural network [HKP91].
6.1.4 A Validation Step
Due to uneven illumination and noise, the thresholding surface might intersect back-
ground or object regions, yielding ghost gures [YB89] in the segmented image. As
a method to eliminate the ghost gures, Yanowitz and Bruckstein [YB89] proposed
a validation step, which could be conveniently incorporated into other thresholding
methods. The process was formalized by Trier and Taxt [TT93]. For each object,
the average gradient magnitude along the boundary is computed. If it does not
exceed a certain threshold, the process eliminates it. The problem is then to nd
a gradient magnitude threshold. A solution to this problem has not been found by
Trier and Taxt [TT93].
6.2 A New Dynamic Thresholding Method
Dynamic thresholding is an important segmentation method applied to images with
an uneven background. Previous methods can fail to give precise segmentation
due to the use of a window with xed shape and size. Furthermore the results
are sensitive to the choice of window. To overcome this problem, a new dynamic
threshold selection method [YALG94] was proposed by using a connected region of
consistent gradient direction (CRCGD) instead of a xed window. The CRCGD has
been used together with the thresholding method of Bernsen. Note that it can also
be incorporated with other dynamic thresholding methods as well.
In Bernsen's method, a correct estimation of the local features min
W
[g] and
max
W
[g] plays a very important role in getting a precise segmentation. Like many
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authors [Koe84, GCR92, GP93] previously did, we consider an image as a 3D grey
level landscape. The local features should be evaluated according to the topograph-
ical structure of the image landscape. If one assumes that the image has a dark
background and light objects, then the boundaries of the objects are located in the
hillsides. In a hillside region, the local minimum and local maximum should be
estimated according to the height of the local valley and ridge, respectively. If the
intensity changes smoothly in a high gradient hillside region, then the gradient di-
rection in the hillside region always points from the object towards the background.
Thus the value of min
W
[g] and max
W
[g] should be estimated within a connected re-
gion with similar gradient directions. The advantage of using a connected consistent
region is that the algorithm adapts to the geometric scale and shape of the local
hillside, and thus we can exclude irrelevant information which might be included if
we were using a xed window.
For each pixel p, a connected region of consistent gradient direction (CRCGD)
is dened as a region in which
1. p is included
2. the region is connected (using 4 or 8-connection)
3. the gradient direction dierence between p and any other pixel is less than .
A CRCGD can be bounded or unbounded. For a given pixel p, an unbounded CR-
CGD includes all the pixels which meet the above criteria, and a bounded CRCGD
includes pixels which meet the criteria, and which are within a given distance from
p. If the maximum absolute value (chess) distance metric is used, this is equivalent
to bounding the CRCGD by a square window centered at p.
An unbounded CRCGD can be constructed for each spatial position (x; y) as
follows. The pixel at position (x; y) is rst included in the region. The gradient
direction  of the pixel is evaluated. The gradient directions of all its 8-neighbors
are examined. The neighbors with gradient directions similar to  are then included.
Here the similarity of gradient direction is dened as a dierence less than . The
algorithm is applied recursively on all the included points to include more pixels
with gradient directions similar to , until there are no more pixels to be included.
A bounded CRCGD can be constructed in a similar way.
Using the CRCGD with Bernsen's method, local features min
W
[g] and max
W
[g]
are computed as the minimal and maximal intensity values inside the connected
consistent region instead of a window. In the bounded CRCGD method, although
a window centered at (x; y) is used so that the construction of the region is done
inside the window, the local features are not computed from all the pixels within
the window. Thus, the result is not as sensitive to the size of the window as in
Bernsen's method.
The contrast parameter T
C
dened by Bernsen can also be used. This parameter
is used to eliminate the ghost gures and does not aect the position of boundaries.
When C is less than T
C
, many dierent methods can be applied to determine the
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local threshold, or classify the pixel directly. One way is to use an interpolated
threshold surface. When the threshold surface is very rough, a smoothing can be
applied. In the experiment detailed in the next section, we used a very simple
interpolation method. More sophisticated interpolation methods were proposed by
Yanowitz and Bruckstein [YB89].
A disadvantage of the new method is its computational ineectiveness as com-
pared to Bernsen's method, in which the local minimum and maximum can be
updated when the window is moved from one position to the next.
6.3 Experiments and Results
Some thresholding methods were tested for the segmentation of the uorescence cell
images. In this section, I show the results for the test image in Figure 6.1.
I rst applied the global thresholding. The result of Otsu's method
1
is shown in
Figure 6.2(upper-left), and that of the method of Kittler and Illingworth
2
is shown
in Figure 6.2(upper-right). Otsu's method obviously did not give a good result since
many cells were shrunken. The cell objects produced by the method of Kittler and
Illingworth are however much larger than in the manual segmentation results. We
can also see that the two global methods give considerably dierent results. I also
applied manual thresholding and found that no single threshold value could give
good results for all cells. This means that the global thresholding method is not
suitable to the cell images. The reason might be an uneven background, and that
the intensity values of object pixels are distributed over a long range, as discussed
in Chapter 3.
The local thresholding method of Eikvil et al.
3
was tested. The result is shown in
Figure 6.2(lower-left). The size of the large windowwas 29 and the small window was
9. Ghost gures were eliminated by examining the distance (gray level dierence)
of the two estimated cluster means in each larger window. The thresholding was
applied when the distance was larger than 15, otherwise all the pixels inside the small
window were assigned to the class with the closest updated mean value [ETM91].
The result of the dynamic thresholding method of Niblack is given in Fig-
ure 6.2(lower-right). A window size 21 was used, and the parameter k was given
0:1. In order to eliminate the ghost gures, the pixels with local standard deviation
less than 10:0 were classied as background.
In the results of bothmethods, we can see that there are holes, gaps and thin gulfs
in the cell objects. Therefore the results have to be further processed (corrected) in
order to obtain a nal segmentation (see Chapter 7).
When applying Bernsen's method, I used T
C
= 15 so that most of the ghost
gures were removed and the cells could appear. A very simple interpolation method
was used to determine the threshold of a pixel where the local contrast C was less
1
The implementation in XITE by Tor Lønnestad was used.
2
The implementation in XITE by Olav Borgli was used.
3
The implementation in XITE by Øivind Due Trier was used.
40
CHAPTER 6. GRAY LEVEL THRESHOLDING 41
Figure 6.1: A grey level uorescence image.
than T
C
. I simply used the threshold of the last processed pixel as the threshold
of this pixel. The interpolation resulted in some horizontal bar-shaped artifacts,
but did not aect the positions of the boundaries. I modied Bernsen's method by
setting  = 0:65 according to the manual segmentation results. A square window
of size WsWs was used. It seems that Ws = 21 is a good choice giving a result
shown in Figure 6.3(upper-left). However, the result is sensitive to the window size.
I show the results ofWs = 31, 41 and 51 in Figure 6.3(upper-right), (lower-left) and
(lower-right). We see that a larger window will shrink the object.
The method of CRCGD is a solution to this problem. When applying the CR-
CGD method incorporated into Bernsen's method, I again used T
C
= 15,  = 0:65
and the same interpolation method when C is less than T
C
. The result of un-
bounded CRCGD method is shown in Figure 6.4(upper-left). As we can see, the
boundary is very coarse. To solve this problem I smoothed the thresholding surface
by a 7  7 mean lter. Applying the smoothed thresholding surface, I obtained
the result shown in Figure 6.4(upper-right). In order to smooth the thresholding
surface, however, a new parameter is introduced. As an alternative to smoothing
the thresholding surface, one can smooth the boundaries of the objects directly in
the binary image by morphological operations or mode ltering (see Chapter 7).
The CRCGD method introduce a new parameter . However, this parameter is
not sensitive to the image contents. (The window size of Bernsen's method is.) In
the unbounded CRCGD method, I chose  to be =8. This value can be applied to
the resampled images of which the sizes are much larger or smaller than the original
one. But, in Bernsen's method, the window size must be changed when the image
is resampled.
When we consider  as a parameter, Bernsen's method becomes a special case
of our method using a bounded CRCGD, in which  = . It can be shown that
as  increases, the result becomes more and more dependent on the window, and
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Figure 6.2: (upper-left) Result of the method of Otsu. (upper-right) Result of the
method of Kittler and Illingworth. (lower-left) Result of the method of Eikvil et al.
(lower-right) Result of the method of Niblack.
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Figure 6.3: Results of the Bernsen's method using square windows of dierent sizes.
(upper-left) Ws = 21. (upper-right) Ws = 31. (lower-left) Ws = 41. (lower-right)
Ws = 51.
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Figure 6.4: Results of the CRCGD method. (upper-left) Unbounded CRCGD with
 = =8. (upper-right) Unbounded CRCGD with  = =8. The thresholding surface
is smoothed. (lower-left)Bounded CRCGD with  = =3 andWs = 21. (lower-right)
Bounded CRCGD with  = =3 and Ws = 41.
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the threshold surface becomes more and more smooth. In Figure 6.4(lower-left) and
(lower-right), I show the results when  = =3 and the window sizes are 21 and 41.
Here, the threshold surfaces are not smoothed. We can see that the boundaries of
the objects are not so coarse when  = =3. Compared with the results of Bernsen's
method in Figure 6.3, the results of the new method are obviously more stable under
changing window size.
6.4 Discussion and Conclusion
In this chapter, I gave a review of gray level thresholding methods, including global,
local and dynamic thresholding, and presented the test results of some of the meth-
ods.
Thresholding is often an ecient and eective method for image segmentation.
Many global thresholding methods have been proposed. These methods apply a
single threshold on the entire image, and therefore require that the two intensity
classes are well separated. Unfortunately, the cell images do not meet this require-
ment, and no global threshold can give good results for all cells. Some local and
dynamic thresholding methods work for these images. However, a shape correction
process should be applied to ll the holes and gaps in the cell objects. This will be
discussed in the next chapter. A quantitative evaluation of the segmentation results
will be given in Chapter 11.
In dynamic thresholding, some local features are computed from a window (often
with xed size and shape). The threshold is then obtained as a linear combination
of the feature values. The result can be sensitive to the choice of the window.
To overcome this problem, a new method, using a connected region of consistent
gradient direction (CRCGD) instead of a window, is proposed. I incorporate the
CRCGD into Bernsen's method, and nd that the new method is more robust under
changing object size. Using a bounded CRCGD, the previous method of Bernsen
becomes a special case of the new method.
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Chapter 7
A 3D Segmentation System
In the preceding chapters, we discussed various basic techniques of image segmen-
tation, including edge-based methods and gray level thresholding. In this chapter,
I describe a spatial-temporal segmentation system (STSS) for the uorescence cell
image sequences.
Segmentation is to divide an image into regions representing the objects. A
cell object in an image sequence occupies a three-dimensional (3D) spatial-temporal
region. The STSS is supposed to nd such a region for each of the cell objects.
The STSS rst applies an initial segmentation, in which each pixel is labeled by
either 1 or 0 indicating whether it belongs to a cell or the background. Techniques
described in the preceding chapters can be used in the initial segmentation. After
the initial segmentation, some two-dimensional (2D) regions can be identied ac-
cording to the connectivity of the pixels (4- or 8-connection). However, the initial
segmentation does not nish the job of segmentation, since there are three problems
which remain:
1. Two or more cells may appear in one connected 2D region. The problem is
referred to as touching, since it happens when two cells are touching or closely
located.
2. There may be holes, gaps and thin gulfs in a segmented cell.
3. 3D regions are not formed since the temporal linking between the 2D spatial
regions is not established.
The rst two problems can be easily observed from the segmentation results in the
preceding chapters. The processes described in this chapter is to solve the three
problems.
The STSS is a semi-automatic system, requiring a manual segmentation in the
rst frame. Given a segmented cell object in the previous frame and the result
of the initial segmentation of the current frame, the STSS applies a cell tracking
process, which establishes a correspondence between the previous and the current
frame, and then applies a region closing process, lling the gaps and gulfs in the cell
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objects. Results of the STSS will be shown in this chapter and will be quantitatively
evaluated in Chapter 11.
7.1 Method
7.1.1 Morphological Operations
Mathematical morphology [Ser82, GD88] provides an approach to the processing of
digital images based on shape. Morphological operations tend to simplify image data
preserving their essential shape characteristics and eliminating irrelevances [HSZ87].
Dilation and erosion are two basic morphological operations. There are many
dierent ways to dene the dilation and the erosion operations for binary images
[HSZ87, Pra91]. Let g(x; y) be a binary image where the pixel value is either 1 or
0, and H(x; y) be a structuring element which is also an array of 1s and 0s. The
denition of the dilation operation g
out
= g
in
H given by Pratt [Pra91] is:
g
out
(x; y) =
_
m
_
n
g
in
(m;n)H(x m+ 1; y   n+ 1) (7.1)
and that of the erosion operation g
out
= g
in
	H is
g
out
(x; y) =
^
m
^
n
g
in
(m;n)
	
H(x m+ 1; y   n+ 1) (7.2)
where
W
denotes a sequence of binary OR operations,
V
is a sequence of binary
AND operations, and
	
H is the complement of H obtained by applying binary NOT
operations to all the points in H . A structuring element H usually contains a small
object, often a disk or another simple shape. The size of the object determines the
degree of the dilation or the erosion. Objects in a binary image will be thickened
after a dilation and shrunken after an erosion by a disk structuring element. From
Equations (7.1) and (7.2), we see that the two operations can be implemented as
convolution operations.
Dilations and erosions are often used in pairs to obtain morphological opening
and closing. The opening of an image g by a structuring element H , denoted by
g H, is dened as [Pra91]
g H = (g 	H)H (7.3)
The closing of an image g by H, denoted by g H , is dened as [Pra91]
g H = (g H)	H (7.4)
Opening by a disk structuring element smoothes the boundary, breaks narrow parts,
and eliminates small objects. Closing by a disk structuring element smoothes the
boundary, lls narrow bays, and eliminates small holes.
Morphological dilation, erosion, opening and closing were also dened for gray
level images [HSZ87]. A set of morphological operations were used as gray level
smoothing lters with preservation of crucial image structures [SG91]. Some algo-
rithmic techniques of mathematical morphology were presented by Vincent [Vin91].
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Figure 7.1: The geometry of a search zone.
7.1.2 Cell Tracking
In the segmentation of time-varying images, one has to establish temporal corre-
spondence between features in a sequence of image frames. Three major techniques
used to determine the correspondence are pixel-based, token-based and object-
based methods. In pixel-based method [Jai81], the motion of each pixel is esti-
mated. Tsai and Huang [TH84] used this method to estimate motion parameters
of rigid objects, whose shape did not change over time. In token-based method
[ADM81, SJ84, DOSA91], a set of tokens is derived from the boundary of the ob-
ject. The tracking of tokens results in a ow or a trajectory eld which can be used
to study the motion of the object. Waks and Tretiak [WT90] used an object-based
method, in which the correspondence between the objects in a sequence of images
was established. Since the cell motion is very complex, I will use an object-based
method for cell tracking.
Waks and Tretiak [WT90] presented a method to track an object using a search
zone, assuming that the boundary changed in a small amount from frame to frame.
The search zone predicts where the boundary of the object is most likely to exist.
The geometry of the search zone is illustrated in Figure 7.1. The reference boundary
is the boundary of the object in the previous frame. The outer contour and the inner
contour are obtained by applying morphological dilation and erosion operations on
the object in the previous frame. The search zone is the region between the outer and
inner contours. The boundary of the object in the current frame is then searched for
in the ring-like search zone. The authors also suggested to locate an area-of-interest,
so that the operations to nd the search zone are done inside the area-of-interest.
I propose an object-based cell tracking operation based on the following prop-
erties of the cell image sequences: The motion of a cell is not large from one frame
to the next. The boundary of a cell is located in a hillside where the intensity in
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the cell is larger than that in the background. After smoothing, the intensity of a
cell tends to have peaks in the center of the cell. In this cell tracking operation, I
use a search zone which is similar to the one of Waks and Tretiak [WT90], but is
improved so that it also solves the problem of touching cells.
A simple structuring element
H =
2
6
4
0 1 0
1 1 1
0 1 0
3
7
5
is used for the morphological operations. Let a boundary point be a pixel in an
object with a least one 4-connected background neighbor. By using this structuring
element, the dilation operation can be implemented by adding all the 4-connected
background neighbors to the object, and the erosion can be implemented by remov-
ing all the boundary points from the object.
When two cells are touching or closely located, there should be a valley in the
intensity surface between the two cells. In order to solve the touching problem, I
dene a conditional dilation, in which a neighbor point is added if its intensity is
lower than the boundary point, and not added otherwise. I also dene a conditional
erosion, in which a boundary point is removed if there is at least one 4-connect
background neighbor whose intensity is higher than the boundary point, otherwise
the point is not removed.
Given the segmented cell object in the previous frame and the initial segmenta-
tion result of the current frame, the cell tracking process labels the pixels of the cell
object in the current frame. This process is stated as follows:
1. Locate a rectangular area-of-interest whose boundaries are either the bound-
aries of the image, or n+1 pixels away from the closest point in the object in
the previous frame. The following operations are then done inside the area-of-
interest.
2. Apply n iterations of erosion on the object in the previous frame and obtain
a region bounded by the inner contour. Label all the pixels inside the region
as object pixels.
3. Apply the conditional erosions on the object in the previous frame itera-
tively until there is no change in the image, using the intensity values from a
smoothed image.
4. Apply n iterations of the conditional dilation on the result of step 3 and
obtain a region bounded by the outer contour, using the intensity values from
a smoothed image. The region between the outer and inner contour is the
search zone.
5. Remove all the isolated single object pixels inside the search zone. The re-
maining object pixels are labeled.
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There is a parameter n which determines the size of the search zone. We know that
the displacement of the cell boundary D
p
 3 (see Chapter 3). So the value of n
should be at least 3. Since the conditional erosion and the conditional dilation are
used, the search zone will not grow farther when its boundary reaches an intensity
valley, although a large n is used. This is the reason why the touching problem can
be solved by using this search zone. For the same reason, the process should be
robust for a large n. An illustration of the search zone will be given in Section 7.2.
7.1.3 Region Closing
After the cell tracking process, some pixels are labeled to be a particular cell. The
labeled pixels form one or more regions called the labeled regions. If there are more
than one such region, the regions have to be linked. There can also be thin gulfs
in a labeled region which need to be lled. A region closing operation is therefore
required.
One possible approach to the region closing is to compute the convex hull of the
set of the labeled pixels [Kim82]. However, the cell objects are not always convex.
Another approach is to use the morphological closing operations. But it is not easy
to determine the suitable size of the structuring element. If the structuring element
is too small, then the gaps will remain unclosed. A large structuring element leads
to a large degradation of the cell shape. A better approach might be the active
contour [KWT88, Coh91, WS92], which is an elastic deformable model. The model
is placed on the image and is subject to the action of external or internal forces which
move and deform it from its initial position to best t it to the desired features in
the image. Recently a group of Japanese researchers proposed an alternative called
active nets [YKA93, Bro94]. The advantage of the active nets compared to the
active contour is the large number of internal nodes which stabilizes the nets. By
using the active contour or the active nets, gray level information can be utilized in
the region closing process.
I propose a conceptually simple method to deal with the region closing problem
of the cell images. This method is easy to explain for analogue (continuous) objects.
From each point in the boundary, we can draw a normal line, perpendicular to the
boundary, towards the background. If the boundary of the object is smooth, the
normal lines will cover all the background. If there are two separate objects, then
some normal lines from one object will intersect the other one (See Figure 7.2). If
an object has holes or gulfs, then the normal lines will intersect the object itself.
The region closing can be done by letting the intersecting normal lines be a part of
the object. The closed region will not be a convex hull, but any thin gulfs will be
removed.
To implement this method reliably for digital objects can be complex. I use a
very simple approach where a normal line is an 8-directional line of connected pixels.
The direction of the normal line depends on the background-to-object transitions of
the boundary pixel. Consider a boundary pixel as a square. A background-to-object
transition is one side of the square which divides the object and the background.
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A A
B B
a normal line from object A
a normal line from object B
Figure 7.2: (left) Two separate objects and their normal lines. (right) Some normal
lines intersect other objects.
The transitions can be detected by a contour following algorithm (see Chapter 9).
The number of the transitions of each boundary pixel can be up to three since the
isolated points are removed. As illustrated in Figure 7.3, a boundary pixel can have
one or two main normal lines, and some additional normal lines. The main normal
lines are drawn rst. An additional normal line is drawn if and only if its direction
is between those of the two neighboring main normal lines along the transitions. A
normal line starts from a boundary pixel and stops at another boundary pixel or at
a pixel in the boundary of the area-of-interest. The contour following is applied two
times to draw all the normal lines. In the rst time the main normal lines are drawn,
and in the second time the additional normal lines. The pixels in a normal line are
labeled as the object if the normal line stops at a boundary points. Otherwise the
pixels are not labeled. After the pixels in the normal lines are labeled, holes in the
labeled regions are lled. The region closing process is then nished. To illustrate
the eect of the region closing, I show an example in Figure 7.4.
This simple digital realization of the normal line method works well for the cell
images since the gaps to be lled is not large. To deal with more complex problems
one will have to consider the normal lines of arbitrary directions. Leymarie and
Levine [LL89] proposed a method to smooth the discrete boundary orientations by
a Gaussian ltering. Methods to draw a digital line of arbitrary direction can be
found in literature [FvDFH90].
7.1.4 Boundary Smoothing
After the region closing, the boundary of the objects can still be jagged. Methods
to smooth the boundary of a binary region include mathematical morphological
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a main normal line
an additional normal line
Figure 7.3: The directions of the normal lines. The squares represent boundary pix-
els. The solid line sides of the squares represent the background-to-object transitions.
before closing after closing
a main normal line
an additional normal line
Figure 7.4: An example of the region closing process.
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region closing
boundary
smoothing
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INPUT:
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initial
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Figure 7.5: STSS: A temporal-spatial segmentation system for the uorescence cell
image sequences.
operations, median ltering and mode ltering. The mode ltering is the simplest
method in which a pixel is replaced by its most common neighbor inside a window
[Nib86]. Its eect is the same as the median in binary images. The shape and the
size of the window are the parameters of this approach. The result of recursively
applying of a mode lter rapidly converges to a steady signal.
7.1.5 STSS: a Spatial-temporal Segmentation System
The STSS segmentation system designed for the uorescence cell image sequences is
illustrated in Figure 7.5. I implemented the system in two passes, i.e., two sequential
visit to an image sequence. The initial segmentation is done in the rst pass, and
the other processes are done in the second pass. The initial segmentation takes a
gray level image as input, and produces a binary result where each pixel is classied
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Figure 7.6: A gray level uorescence cell image.
as either the cell or the background. Methods described in the preceding chapters
can be used in the initial segmentation. Then a search zone is determined for each
cell according to its boundary in the previous frame and the gray level image in the
current frame. The boundary in the current frame is then searched for inside the
search zone. The search zone is able to solve the touching problem since gray level
information is considered. The search zone process has ve steps as described in
Section 7.1.2. A region closing process is then applied to ll the holes and gaps,
and to link the separate parts of a cell. A normal line approach is used to the
region closing. Finally, a mode ltering is applied to smooth the boundary of the
cell objects.
7.2 Experiments and Results
The STSS system was tested for the three image sequences we had. In this section,
I show some results of the testing. Quantitative evaluation of the system will be
given in Chapter 11 where the shape features are used in the evaluation.
In the initial segmentation, I used the LoG method with  = 3:0 and the modi-
ed Bernsen's method with a Gaussian ltering of  = 2:0. The modied Bernsen's
method used a contrast parameter T
C
= 15, a 21 21 square window, and a param-
eter  = 0:65. As discussed in preceding chapters, the results of these methods were
good according to visual examination. The modied Bernsen's method could also
be used with the CRCGD, giving more robust results. By using these initial seg-
mentation methods, the STSS system successively did the cell tracking and region
closing for all the cells of which we had manual segmentation, and all other cells
having reasonable good data. According to the testing, I found that the system was
not sensitive to the parameter n in the search zone process, provided the value of
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Figure 7.7: Results of the STSS segmentation system. (left) The modied Bernsen's
method is used in initial segmentation. (right) The LoG method is used in initial
segmentation. (top) Results after initial segmentation. (middle) Results after region
closing. (bottom) Results after boundary smoothing by a 3 3 mode lter.
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(a) (b) (c) (d)
Figure 7.8: Result of the STSS segmentation system dealing with the touching prob-
lem. (a) A gray level image after a smoothing. (b) After initial segmentation using
the modied Bernsen's method. (c) Segmentation result in the previous frame (gray)
and the search zone (white boundary). (d) The segmentation result of one of the
cells.
the parameter was large enough. According to the maximum displacement of the
cell boundary (see Chapter 3), n = 4 should be large enough. This parameter de-
termines the size of the search zone. However, the search zone will not grow farther
when its boundary reaches an intensity valley. I also found that a 3 3 mode lter-
ing worked well for the boundary smoothing. Iteration of this lter did not further
blur a boundary which had already been smoothed, However, a larger window size
would give a larger degree of blur.
For the test image in Figure 7.6, the segmentation results are shown in Figure 7.7.
To illustrate the results of this system dealing with the touching problem, I give an
example in Figure 7.8. In these examples, a search zone of n = 4 and a 3 3 mode
lter were used.
7.3 Discussion and Conclusion
In this chapter, I presented a two-pass spatial-temporal segmentation system (STSS)
for the uorescence cell image sequence. The rst pass deals with each 2D image
frame separately, and classies the pixels into cell and background. Temporal linking
is established in the second pass. Two main processes in the second pass are the cell
tracking and the region closing. Some results are presented in this chapter. Further
evaluation will be given in Chapter 11.
Many practical problems in image analysis require the segmentation of time-
varying image sequences. An important step in image sequence segmentation is
to establish correspondence between image frames. To track a motion object one
has to make some assumptions about the motion. Researchers have studied rigid
objects [TH84] and non-rigid objects where some tokens can be dened and tracked
[DOSA91]. I assumed [Rø94] that the displacement of the cell boundary is small
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between two successive frames, and thus used a search zone to track the cell object.
The search zone is established according to the gray level structure of the image so
that the problem of touching cells is also solved.
I also presented many techniques to correct the shape of an object. The meth-
ods include morphological operations, mode ltering, median ltering, and active
contour/active nets. The morphological operations are used in this system to form
the search zone. In the region closing process, I propose a simple and eective shape
correction method called a normal line method, which lls the gaps in the cell object.
Mode lter is used to smooth the boundary of a cell in the nal step.
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Chapter 8
Shape Features and Motion
Analysis
The motion of an object refers to the change of the geometric properties including
the spatial structure, size, position, and orientation. The geometric properties of
an object can be quantied by a set of shape features F = [F
1
F
2
   F
n
]
T
, such as
area, perimeter, circularity, centroid and so on. The motion can thus be quantied
by a temporal sequence of the shape features F(i).
Although a blood cell is a three-dimensional object, themotion of a two-dimensional
(2D) silhouette of the cell will be studied. In this chapter, I will rst give a review
of 2D shape features used in description tasks, and then present some techniques
used in analyzing the motion of the white blood cells.
8.1 Shape Features
Shape is a concept which is widely understood yet dicult to dene [Mar89].
In our daily language, shape often refers to the geometric properties of an object
which are invariant to the change of size, position and orientation. However, a shape
feature, which is a parameter to measure a geometric property of an object, does
not need to be invariant. A number of shape features can be found in the literature
[LNY83, NL86, Mar89, Jai89], where they are used in shape representation and
shape and motion analysis. In this section, I limit the discussion on shape features
to planar regions which are connected and without holes.
8.1.1 Some Simple Features
Here I list some simple shape features of a region R in a 2D (x; y)-plane:
1. The area A of a region R is given by
A =
Z Z
R
dxdy (8.1)
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2. The perimeter P of a region R is the length of the bounding contour of R.
3. The circularity, also known as compactness or roundness, is dened as
C =
4A
P
2
(8.2)
The area and the perimeter depend on the size of the object. But the circular-
ity is a scale invariant shape feature. It is also rotation invariant. A circle has
a circularity of unity. The circularities of all other shapes are less than one.
4. The centroid (	x; 	y) is the center of mass of a region R. Assume that the
region is homogeneous (binary). The centroid is given by
	x =
1
A
Z
R
xdxdy; 	y =
1
A
Z
R
ydxdy (8.3)
5. The length l is the distance between the two farthest points on the boundary.
6. The width w is the maximum extension of the object normal to the length.
7. The elongation EL of a region can be measured in a variety of ways. One
technique is to use the ratio of the length l to the width w. It can also be
measured as the ratio of the length to the width of the bounding rectangle (see
Section 8.1.4), or the ratio of the lengths of the semimajor and semiminor axes
of the image ellipse (see Section 8.1.4). Sometimes the ratio of the maximum
and minimum radius (R
max
=R
min
) is used as a measure of the elongation
[Jai89]. R
max
and R
min
are the maximum and minimum distances from the
centroid to the boundary.
The estimation of area and perimeter from a discrete object will be discussed in
Chapter 9.
8.1.2 Bending Energy
The tangential direction (t) of a curve can be considered as a function of path
length t. The curvature at t, denoted as (t), is dened as [Jai89]
(t) =
d(t)
dt
(8.4)
We have
j(t)j
2
=
 
d
2
y
dt
2
!
2
+
 
d
2
x
dt
2
!
2
(8.5)
The curve is convex when the curvature is positive and concave when the curvature
is negative, assuming that we traverse the contour counterclockwise.
The bending energy of a contour [YWB74] is dened conceptually as the minimal
physical energy required to bend a rod to the shape represented by the given contour.
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It corresponds to the square of the curvature summed over the length of the contour.
Normalization of contour length may be applied to detect shapes at dierent scales.
Let P be the length of the contour. The normalized bending energy E of the
contour is
E =
1
P
Z
P
0
j(t)j
2
dt (8.6)
Accurate estimation of the curvature in digital images is not a simple task. Ley-
marie and Levine [LL89] introduced an estimation method based on the 8-connected
Freeman chain code representation of the contour. (See Chapter 9 for the Freeman
chain coding.) The chain codes are rst multiplied by 45 degrees to obtain a dis-
crete orientation representation, which is then smoothed by a Gaussian lter. The
curvature is then computed as the dierences of the smoothed orientations. Many
other curvature estimation methods were surveyed in a recent paper by Worring and
Smeulders [WS93].
8.1.3 Polygon-based Features
A closed discrete boundary can be approximated with arbitrary accuracy by a poly-
gon. The approximation is exact when the number of line segments in the polygon
is equal to the number of points in the boundary so that each pair of adjacent points
denes a line segment of the polygon. Techniques for polygon approximation were
discussed by Levine [Lev85] and Voká£ [Vok92]. One approach relies on the deter-
mination of critical points which then dene a polygon. Freeman [Fre78] discussed
algorithms for computing critical points based on the discontinuity of the curvature
and some other criteria. Another approach uses an iterative approximation. The
typical algorithm due to Ramer [Ram72] subdivides a segment of the boundary suc-
cessively into two parts until a given criterion is satised. A stop criterion might
be that the maximum perpendicular distance from a boundary segment to the line
joining its two end points is less than a given threshold. If not, the farthest point
in the boundary segment becomes a new vertex, thus the initial boundary segment
is subdivided into two segments.
The following shape features are based on a polygon approximation:
1. The number of polygon sides N
p
.
2. The number of reex angles N
r
is the number of vertices which have an
internal angle greater than 180.
3. The angle regularity AR is a measurement of the sum of the dierences
between the angles of a given polygon and a regular one (with equal angles)
having the same number of sides. It can be used instead of the circularity
as a shape complexity measure [NL86]. Levine [Lev85] computed the angle
regularity as
AR =
1
K
N
p
X
k=1






k
 
360
N
p





(8.7)
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where
K =
(
360(N
p
+ 2)=N
p
for N
p
even
360(N
p
+ 1)=N
p
for N
p
odd
and 
k
is the kth internal angle of the polygon.
4. The side regularity SR is a measurement of the sum of the dierences be-
tween the lengths of the sides of a given polygon and a regular one having the
same number of sides. Levine [Lev85] computed the side regularity as
SR =
"
N
p
2(N
p
  2)P
#
2
4
N
p
X
k=1
(l
k
  L)
2
3
5
1=2
(8.8)
where P is the total length of the polygon sides, l
k
is the length of the kth side,
and L is the length of side of the regular polygon with the same perimeter.
8.1.4 Moment-based Features
Theory of the Moments
Cartesian geometric moments (for short moments) have been widely used in shape
analysis and pattern recognition [Hu62, TC88, PR92, GW92]. The (p+ q)'th order
moment of a function g(x; y) is dened as
m
pq
=
Z
1
y= 1
Z
1
x= 1
g(x; y)x
p
y
q
dxdy (8.9)
The innite set of the moments (p; q = 0;1;2; :::) uniquely determines g(x; y) and
vice-versa [Hu62].
The double integral in Equation (8.9) is often replaced by a double summation
in discrete images
m
pq
=
X
y
X
x
g(x; y)x
p
y
q
(8.10)
In binary images, assuming the object has pixel value 1 and the background has
pixel value 0, Equation (8.10) becomes
m
pq
=

(x;y)2R
x
p
y
q
dxdy (8.11)
where R denotes the region of the object.
To generate the moments directly by using Equation (8.10) or (8.11) one has to
perform a signicant amount of computation, especially when the order is high. Fast
methods for exact computation are available, and will be discussed in Chapter 10.
The standard two-dimensional discrete moments m
pq
will vary for a given shape
depending on the spatial position of the object. Translation invariance is obtained
using the central moments [Hu62]

pq
=
X
x
X
y
(x  	x)
p
(y   	y)
q
g(x; y) (8.12)
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where (	x; 	y) is the centroid of the object
	x =
m
10
m
00
; 	y =
m
01
m
00
(8.13)
Many useful shape features are computed from the central moments. Scaling invari-
ant central moments are obtained by the normalization [Hu62]

pq
=

pq
(
00
)

;  =
p + q
2
+ 1; p+ q  2: (8.14)
A set of seven combinations of the second and third order normalized central mo-
ments, invariant to translation, rotation and scale change, due to Hu [Hu62], are
often cited:
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These moment invariants are often used in recognition tasks, and also to evaluate
the accuracy of moment computation [YA94d].
Hu [Hu62] also found four moments which were invariant under general linear
transformations. However, errors in these four moments were pointed out and cor-
rected by Reiss [Rei91]. Maitra [Mai79] presented a set of moment invariants which
was additionally invariant to contrast change. Flusser and Suk [FS93] derived a set
of moment invariants that was invariant under general ane transforms. Abo-Zaid
et al. [AHH88] suggested a variant of Hu's moment invariants by dening a new
moment normalization given by

0
pq
= 
pq
1

00


00

20
+ 
02

(p+q)=2
(8.15)
Abo-Zaid et al. claimed that the moments 
0
pq
had decreased dynamic range when
compared to 
pq
.
There are also other types of moments applied in shape analysis and pattern
recognition. Many of them were surveyed by Prokop and Reeves [PR92].
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Features Based on the Moments
Many shape features can be computed from the moments.
1. The area is the zeroth order moment of an object, i.e., A = m
00
.
2. The centroid can be determined from the rst order moments, as given by
Equation (8.13).
3. The radius of gyration about the origin is the radius of a circle centered
at the origin where all the mass of the object may be concentrated at the
circumference of the circle without change to the moment of inertia about
the origin [AF67, PR92]. Let I be the moment of inertia, we have [AF67]
R =
q
I=A. In terms of the second order moments, this value is given by
[PR92]
R =
s

20
+ 
02

00
(8.16)
This feature is invariant to the orientation of the object.
4. The orientation of an object is dened [Jai89] as the angle of axis giving the
least moment of inertia. Assume there is an axis passing through the centroid
(	x; 	y) of a planar object. The moment of inertia as a function of the angle 
of the axis is
I() =
X
y
X
x
[(x  	x) cos    (y   	y) sin ]
2
(8.17)
The orientation of the object can be obtained by minimizing Equation (8.17)
with respect to . The result is
 =
1
2
tan
 1
 
2
1;1

2;0
  
0;2
!
(8.18)
where the s are the central moments. Note that this breaks down for some
symmetric objects which do not have unique orientations.
5. The bounding rectangle is the smallest rectangle enclosing the object that
is also aligned with its orientation [Jai89]. Once the orientation  is known,
we can use the transformation
"
x
0
y
0
# "
cos sin
  sin cos
# "
x
y
#
on the boundary points and search for x
0
min
, x
0
max
, y
0
min
and y
0
max
. These give
the corner points of the rectangle with length l
b
= x
0
max
  x
0
min
and width
w
b
= y
0
max
  y
0
min
.
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6. The image ellipse is dened as the ellipse whose least and greatest moments
of inertia equal those of the object [Jai89]. The centroid of the ellipse is the
centroid of the object (	x; 	y). The orientation of the ellipse is the orientation of
the object . In terms of the central moments, the lengths of the semimajor
and the semiminor axes of the image ellipse are [PR92]
(a; b) =
0
B
B
@
2


20
+ 
02

q
(
20
  
02
)
2
+ 4
2
11


00
1
C
C
A
1=2
(8.19)
The image ellipse can have special importance for the cell shape analysis since
a blood cell is often shaped like an ellipse.
8.2 Cell Motion Analysis
The motion of an object can generally be measured by using a sequence of shape
features. Computer-assisted analyses of cell motion were studied by several authors
[LYNB80, LNY83, NL86, Sol88, SS90]. As discussed in Chapter 2, two types of
motion are of interest: locomotion and pseudopod. In this section, I present some
methods to analyze these two types of motion.
8.2.1 Cell Locomotion Analysis
The cell locomotion can be studied by analyzing the trajectory of a cell, obtained by
linking the centroids of the cell. Noble and Levine [NL86] presented two methods
to characterize the trajectory. One is the cross-section method, in which the
observations of the positions of the cell are made at prescribed time intervals. The
other is the continuous observation method, where one has to nd some critical
points in the trajectory, called the turns. The motion behavior is then dened in
terms of straight line segments connecting the turns. Noble and Levine [NL86] (see
also the paper of Levine et al. [LNY83]) used the following parameters to characterize
the cell trajectories:
1. The displacement is the distance between two successive time points.
2. The direction of the motion with respect to x-axis is a parameter.
3. The velocity is the ratio of displacement to time.
4. The rotation, also called the turn-angle, is the change in the direction of the
cell.
Noble and Levine [NL86] proposed a method to quantify the chemotaxis, which
is a directed locomotion related to chemical agents (see Section 2.1). The degree
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of chemotactic motion is given by
D
c
=
L
P
t
i=1
L
i
(8.20)
where L is the displacement occurred in t frames and L
i
is the displacement between
two succesive frames. Note that 0 < D
c
< 1. The greater the value of D
c
, the more
chemotactic is the motion. Let  be the angle between the direction of the motion
and the direction of the stimulating substance, and normalize  by

0
= 1 
2

 (8.21)
so that its value is between  1 and 1. The sign of 
0
can thus be used to indicate
positive (0 < 
0
< 1) or negative ( 1 < 
0
< 0) chemotaxis. The eectiveness of
the external inuence to the chemotaxis is given by
 =
q
j
0
jD
c
(8.22)
Note that 0 <  < 1. The higher the value , the stronger the eectiveness of the
chemotactic agent.
Two methods for the graphical representation of cell locomotion were proposed
by Soll [Sol88].
8.2.2 Pseudopod Analysis
Many 2D shape features were used as parameters to analyze the pseudopod of the
blood cells [LNY83, NL86, Sol88]. Each feature is a function of time which can be
represented by a feature curve. Noble and Levine [NL86] proposed to smooth the
feature curve by using the polygonization method due to Ramer [Ram72]. (See Sec-
tion 8.1.3 for polygonization methods.) The resulting curve approximation consists
of a set of vertices representing the key frames. Between any pair of subsequent key
frames, the feature will exhibit a constant dynamic behavior, either increasing, de-
creasing, or stationary, depending on the slope of the line. Noble and Levine [NL86]
used the following parameters to describe the change of a shape feature F between
two subsequent key frames i and i+1:
1. The time interval T (i) is a parameter.
2. The amount of change jF (i)j is given by the magnitude of
F(i) = F(i+1)  F (i) (8.23)
3. The type of change is sign(F (i)).
4. The rate of change R
F
(i) is given by
R
F
(i) = tan
 1
 
F(i)
T (i)
!
(8.24)
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Noble and Levine [NL86] proposed a set of symbolic qualiers used instead of
the numeric values of shape and motion parameters. They also proposed a cell
decomposition method to study the shape of each subpart of a cell.
8.3 Discussion and Conclusion
I have presented a variety of shape features used to describe the geometric properties
of a 2D connected object without holes. Many of the features are originally dened
for a continuous object, while the blood cells are represented in digital images. Ac-
curate estimation of the features from discrete data can therefore be an obstacle.
The eciency of the computation is also important since we are dealing with image
sequences which may contain many frames of images. A method to estimate the cur-
vature of a discrete contour is briey described in this chapter. The bending energy
of the contour is computed from the curvature. The fast and accurate estimation of
the area, perimeter and geometric moments will be discussed in later chapters. The
geometric moments are important in shape analysis since many shape features can
be computed from them. In Chapter 11 shape features will be computed from the
cell objects, and used in a supervised evaluation of segmentation results. Properties
of shape features will be further discussed in Chapter 11.
Generally, the motion of an object can bemeasured by a temporal sequence of the
shape features. However, methods to be used in the description are dependent on the
phenomenon to be studied. In this chapter, I presented some description methods
for two aspects of motion of the white blood cells: locomotion and pseudopod.
Further study of the cell motion description should be carried out by combining the
expertise in physiology and informatics.
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Chapter 9
Computation of Area and
Perimeter
Let A be the area, and P be the perimeter of a 2D object. The circularity C dened
by C = 4A=P
2
is 1 for a circle and between 0 and 1 for all other shapes. The area,
perimeter and circularity are useful features to describe the shape of a blood cell,
and again the motion of it [NL86]. This chapter deals with the estimation of the
features from a discrete binary image.
The area can often be accurately estimated by counting the number of pixels
inside an object. However, the estimation of the perimeter is a problem, since the
length of the original contour might be considerably dierent from the length of
the digital contour. It is impossible to reconstruct a general continuous contour
from discrete data. This means that many possible contours, all having dierent
lengths, correspond to a specic discrete realization. Thus, to develop a practical
length estimator, some reasonable assumption about the original contour should be
made. Many authors [Kul77, VS82, DS86, DS87] developed and evaluated length
estimators for straight lines. One of these estimators was also found to be accurate
for the boundaries of blob-like objects [Kul77, DS87].
I assume that the boundary of a cell consists of chains of circular arcs, and
have evaluated the precision of several area and length estimators applied to circles.
The circularity C is a scale, translation and rotation invariant shape feature. The
precision of the circularity was used as one of the measures for the evaluation of
the area and perimeter estimations. The problem of ecient and simultaneous
computation of area and perimeter will also be discussed.
9.1 A Review of Methods
Digitization of a continuous object leads to a set of discrete points. Representation
of a discrete object was discussed in literatures [Pav78, Mar89]. In this section, I
describe some methods which estimate the area and the perimeter of a continuous
object from its discrete representation.
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9.1.1 Methods Based on Bit Quads
Gray [Gra71] proposed a systematic approach to computing the area and the perime-
ter. The method is also presented in the book of Pratt [Pra91]. Each small region
in a binary image is matched with some pixel patterns. The number of matches
for each pattern is counted. The area and the perimeter are then formulated as
weighted sums of the counts.
Gray [Gra71] designed a set of 2 2 pixel patterns called bit quads:
Q
0
:
0 0
0 0
Q
1
:
1 0
0 0
0 1
0 0
0 0
0 1
0 0
1 0
Q
2
:
1 1
0 0
0 1
0 1
0 0
1 1
1 0
1 0
Q
3
:
1 1
0 1
0 1
1 1
1 0
1 1
1 1
1 0
Q
4
:
1 1
1 1
Q
D
:
1 0
0 1
0 1
1 0
Gray's Method
Let nfQg be the number of matches between the image pixels and the pattern Q.
Gray computed the area of the object as
A =
1
4
[nfQ
1
g +2nfQ
2
g+ 3nfQ
3
g+ 4nfQ
4
g+ 2nfQ
D
g] (9.1)
and the perimeter as
P = nfQ
1
g+ nfQ
2
g + nfQ
3
g+ 2nfQ
D
g (9.2)
The area computed by Equation (9.1) is equal to the number of pixels of the
object, which is known to be accurate. However, the perimeter formula of Gray is
in considerable error for many types of objects [Pra91].
Duda's Method
Pratt [Pra91] presented more accurate formulas for the area and the perimeter,
citing an unpublished note of Duda
A =
1
4
nfQ
1
g+
1
2
nfQ
2
g+
7
8
nfQ
3
g+ nfQ
4
g+
3
4
nfQ
D
g (9.3)
and
P = nfQ
2
g +
1
p
2
[nfQ
1
g+ nfQ
3
g+ 2nfQ
D
g] (9.4)
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Figure 9.1: Chain coding. (left) 8 code words represent 8 directions. (middle) The
Freeman chain code of the object is 07054341. (right) The mid-crack code of the
object is 0770755543343111. A indicates a start point.
9.1.2 Methods Based on Chain Codes
Chain Coding
Chain coding is a method to represent a binary object, and is useful in estimating
the area and the perimeter.
The 8-connected Freeman chain coding [Fre70] uses a 3-bit code 0  c  7
for each boundary point. The number c indicates the direction in which the next
boundary point is located, as shown in Figure 9.1(left). Given a start pointA for the
object in Figure 9.1(middle), the chain codes of the object is then 07054341. There
are some variations of the Freeman chain coding, for example, the 4-connected chain
coding and the generalized chain coding [SF81].
The mid-crack chain coding [DM85] considers the mid-cracks instead of the cen-
ters of the boundary points. We assume that a pixel is a square with four sides. A
mid-crack is then the mid-point of a pixel side. An example of the mid-crack codes
is given in Figure 9.1(right). The mid-crack codes contain more redundancy than
the Freeman codes, but possess some good properties in measuring shape features
[DM85, SW92].
Contour Following
Boundary chain codes can be determined using a contour following [Pra91], which
is a traversing process to identify the boundary of a binary object. The algorithm
requires operations of O(N).
Simple bug contour following should be used for 4-connected regions, and back-
tracking contour following should be used for 8-connected regions. During simple
bug contour following, the bug makes a right turn when it is in the background, and
makes a left turn when it is in the object, as illustrated in Figure 9.2(left). In back-
tracking contour following, the bug makes a right turn when it is in the background,
and returns back to the previous point when it is in the object. This is illustrated
in Figure 9.2(right).
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Figure 9.2: Contour following strategies. (left) Simple bug contour following. (right)
Backtracking contour following.
Using Freeman's Chain Codes
Freeman [Fre70] computed the area enclosed by the contour of the Freeman chain
codes c
1
c
2
   c
n
A =
n
X
i=1
c
ix
(y
i 1
+ c
iy
=2) (9.5)
where n is the length of the chain, c
ix
and c
iy
are the x and y components of the
ith chain element c
i
(c
ix
, c
iy
2 f1; 0;  1g indicating the change of the x- and y-
coordinates), and y
i 1
is the y-coordinate of the start point of the chain element
c
i
in an arbitrary coordinate system. y
i 1
can be computed under the contour
following.
Equation (9.5) can be easily obtained from Green's theorem which gives
A =
I
y dx (9.6)
Let A
i
be the contribution of the chain element c
i
to the integral, we have
A =
n
X
i=1
A
i
; A
i
=
I
c
i
y dx (9.7)
If c
iy
6= 0 we have
A
i
= d
i
Z
y
i
y
i 1
y dy (9.8)
in which d
i
= c
ix
=c
iy
is the x-slope of the chain element c
i
. If c
iy
= 0, then
A
i
=
Z
x
i
x
i 1
y
i 1
dx (9.9)
Equation (9.5) is then obtained from the equations (9.7), (9.8) and (9.9).
Freeman [Fre70] computed the perimeter as the length of the chain. The formula
for the perimeter is
P = n
e
+
p
2n
o
(9.10)
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where n
e
is the number of even chain elements and n
o
the number of odd chain
elements. Referring to Figure 9.1, an even chain element indicates a vertical or
horizontal connection between two boundary pixels, having length 1, while an odd
chain element indicates a diagonal connection, which has length
p
2.
Vossepoel and Smeulders [VS82] improved Freeman's method in estimating lengths
of straight lines by using a corner count n
c
, dened as the number of occurrences of
consecutive unequal chain elements in the Freeman chain code string. The corner
count implies the direction of a straight lines. The length is given by
P = 0:980n
e
+ 1:406n
o
  0:091n
c
(9.11)
where the weights were found by a least-square tting for all straight lines with
n
e
+ n
o
= 1000.
Although the methods are related to the chain coding, they can in fact determine
the area and the perimeter without generating any chain codes. The values A, n
e
,
n
o
and n
c
can be computed by accumulation during the contour following.
Using Mid-Crack Chain Codes
Equation (9.5) can still be used to estimate the area when the mid-cracks are used.
In this case, the computation of c
ix
and c
iy
is more complex since there are more
possible values involved, i.e., c
ix
, c
iy
2 f 1;  1=2; 0; 1=2; 1g. During the contour
following, a sequence of background-to-object transitions can be detected, c
ix
and
c
iy
can then be determined according to the types of two subsequent transitions.
There are totally four types of the transitions: north-south, east-west, south-north
and west-east. More about the transitions is given in Chapter 10.
To estimate the perimeter, Equation (9.10) becomes
P = n
e
+
p
2
2
n
o
(9.12)
9.1.3 Area Estimation Using Discrete Green's Theorem
Freeman's method evaluates the area by an integration over a continuous region of
a polygon enclosed by the chain elements. The algorithm is O(N) since Green's
theorem is used. The result is dierent from that of Gray's method, which equals
the area to the number of pixels of a discrete region. Gray used an O(N
2
) algorithm
to count the number of pixels. However, the counting can be done in the time of
O(N) by using a discrete Green's theorem [YA94a], which computes a sum of a
two-dimensional function over a discrete region by a summation along its discrete
boundary. The discrete Green's theorem gives exact result of a double sum, and
has been used for fast and exact computation of geometric moments [YA94d]. The
area is the zeroth order moment of a homogeneous region. More about the discrete
Green's theorem and the computation of the moments of a discrete region is given
in Chapter 10.
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9.1.4 A Compensation Factor
The methods based on chain coding compute the perimeter as the length of the
chain, and often give an overestimated result. Kulpa [Kul77] derived a compensation
factor for computing the length of straight lines. With this factor, Equation (9.10)
becomes
P =

8
(1 +
p
2)(n
e
+
p
2n
o
) (9.13)
where the factor is approximately 0:948. Kulpa [Kul77] found that this compensation
gave good results for most of the blob-like objects met in practice. Dorst and
Smeulders [DS87] proved that Equation (9.13) gave a consistent estimate for the
length of a circular arc of =4.
9.2 Experiments and Results
The methods to be tested are the bit quad methods of Gray and Duda, Freeman's
method and its analogue using the mid-crack chain codes, and Kulpa's method given
by Equation (9.13). I tested the precision of these methods in estimating the areas
and the perimeters of circles of radius R having integer values from 5 to 70 pixels,
increasing in a step of one pixel.
Binary test images of the circles were generated by giving intensity value
g(x; y) =
(
1 if (x  x
0
)
2
+ (y   y
0
)
2
 R
2
0 otherwise
where (x
0
; y
0
) is the coordinate of the centroid.
Using the above methods, I estimated the areas and the perimeters

A and

P
of the circles, and computed relative errors dened by relative error = (x  x)=x
where x is a true value. True values of the area and the perimeter are evaluated as
A = R
2
and P = 2R.
The relative errors in area given by the Gray and the Duda method are shown
in Figure 9.3(left). We see that the area estimations of Gray and Duda are both
good. The result of the Duda method is slightly better, closer to the line of zero
relative error. The mid-crack method gave a result very similar to that of Gray. The
Freeman method underestimated the area, giving a relative error similar to that of
the Duda method if we assume the radius is R  0:5.
From Figure 9.3(right) we see that the perimeters estimated by using Kulpa's
compensation factor is good, and more accurate than those estimated by the method
of Freeman, which gave an overestimation. Gray's method was very inaccurate,
giving a relative error of about 0:3 (overestimated). The methods of Duda and mid-
crack all overestimated the perimeters. The relative errors of these two methods are
similar to that of the Freeman method if we assume the radius is R+ 0:5.
Combining the estimators of dierent methods, we computed the circularities
shown in Figure 9.4. We see that using Kulpa's perimeter estimator together with
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Figure 9.3: (left) The relative errors in the areas estimated by the method of Gray,
and Duda. (right) The relative errors in the perimeters estimated by the method of
Freeman, and Kulpa. The radius is from 5 to 70 pixels, with a step of one pixel.
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Figure 9.4: The circularities estimated by combining dierent area and perimeter es-
timators, i.e. Kulpa's perimeters with Gray's areas, Kulpa's perimeters with Duda's
areas, and the mid-crack perimeters with the mid-crack areas. The radius is from 5
to 70 pixels, with a step of one pixel.
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Gray's area estimator gives the best result, which is close to but often slightly larger
than the true value of 1. It is better than combining Kulpa's perimeter with Duda's
area although Duda's area is better than Gray's area. This is because Kulpa's
perimeter and Gray's area are both slightly underestimated. Other combinations do
not give good results. As an example we show the results when the areas and the
perimeters are both computed by the mid-crack method.
9.3 Discussion
Dierent methods have dierent computational complexity. Using the bit quads,
the order of the computation is N
2
. (We assume an image has N
2
pixels.) It can
be reduced to N by using the contour following algorithm. The order is reduced to
N by using a contour following.
The area can be formulated as the count of the pixels in the object, or an inte-
gration over an approximated continuous region. The perimeter can be formulated
as the length of the boundary of a polygon, approximating the original object. This
length can be multiplied by a compensation factor, giving a better estimation. All
the method presented above can be generalized as a linear model
[

A

P ]
T
=Wn (9.14)
where the object is characterized by a set of counts n, such as the counts of the
pixel patterns, and the counts of the even and odd chain elements. The area and
the perimeter are computed as linear combinations of the counts, using W as a set
of weights.
I tested the accuracy of several area and perimeter estimators for circles, assum-
ing that the boundary of a cell is a chain of circular arcs. From the above experiment,
we see that Gray's bit quad method gives a good estimation of the area, but a bad
estimation of the perimeter. Gray's method was improved by Duda in both the area
and the perimeter estimation. But there is still a bias in the perimeter which causes
a relative error of about 5 percent, and Duda's method overestimates the perimeter
compared to the area. Freeman's method and the mid-crack method give results
which are similar to that of Duda's method, but improve the computational perfor-
mance by reducing the order fromN
2
to N . The mid-crack codes were designed for a
better estimation of shape features [DM85, SW92]. However, in computing the area
and the perimeter of the circles, the mid-crack method does not give much better
results than Freeman's method. The perimeters computed by Kulpa's method are
much better than all the other methods, giving overestimation for a circle.
Dierent methods may have dierent assumptions of the location of the object
boundary. The mid-crack method assumes that the boundary goes through the mid-
cracks, and Freeman's method assumes that the boundary goes through the centers
of the boundary pixels. The two boundaries are located in a distance of a half pixel.
That means the area and the perimeter estimated by the mid-crack method are
always larger than those estimated by the Freeman method.
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To compute the circularity, the best result is obtained by using Gray's estimator
of the area and Kulpa's estimator of the perimeter. However, they can not be
computed simultaneously. Gray's area is equal to the number of the pixels in the
region, which can be computed by using a discrete Green's theorem. This suggests
the use of the discrete Green's theorem [YA94a, YA94d] instead of Gray's algorithm.
Then the two estimators can be computed simultaneously by a contour following.
Analogous to Green's theorem, the discrete Green's theorem evaluates a double
sum over a discrete region by a single summation along the discrete boundary of
the region, and thus gives computational advantages. It can also be extended to
estimate the volume of a 3D object. More about the discrete Green's theorem will
be given in the next chapter.
The results of the test, using test images of circles, should be useful for other blob-
like objects. However, dierent shapes may require dierent perimeter estimators.
It is therefore interesting to see how a good estimator can be found for a given type
of shape. If one desires an optimal estimator, a faithful characterization (a set of
counts) should be made. Dorst and Smeulders [DS87] believed that it was very
dicult, and was even impossible for circular arcs. But, as a method to analyze a
given characterization, they divided the parameter space of the continuous data (one
dimensional R-space for the case of a circle) into regions each corresponding to one
value of the discrete characterization n. The region imply the spread of the ground
truth for a given value of n. Vossepoel and Smeulders [VS82] used three counts
(see Equation 9.11) as a characterization to estimate the length of straight lines.
They found the optimal weights by a least-square tting. This method suggests
a way to design the linear estimator, given by Equation 9.14. Using the linear
model, the problem of nding a good estimator is equivalent to nding a set of
counts (also known as the characterization of the discrete data [DS87]), and then to
determine the optimal weights. In addition to the least-square tting method used
by Vossepoel and Smeulders, other learning methods, such as statistical regression
[DS66] and neural network [HKP91], can also be possibly used for the determination
of the weights for a linear or nonlinear model.
9.4 Conclusion
The area, perimeter and circularity are features used in cell shape analysis [LNY83,
NL86]. An accurate estimation of the circularity depends on accurate estimations of
the area and the perimeter. The area of a binary region can be accurately estimated
by counting the number of the pixels inside the region. However, to estimate the
perimeter is more dicult.
To nd a good perimeter estimator, it is necessary to make some assumptions
about the boundary of the object. I assume that the boundary of a cell is a chain
of circular arcs. This assumption should be useful for many other blob-like objects
met in practice.
In this chapter, I gave a review of several area and perimeter estimation tech-
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niques. The computational performance was discussed, and the accuracy of the
estimation was tested for circles of dierent sizes. I found that all the methods gave
good estimations of the area, and the method of Kulpa gave a good estimation of
the perimeter. To compute the circularity, the best result was obtained by using
Kulpa's perimeter, and Gray's area, which was the number of the pixels of the re-
gion. The Gray's area can be computed by a discrete Green theorem. Then the
area and the perimeter can be computed simultaneously and eciently, based on a
contour following algorithm.
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Chapter 10
Moment Computation
We have seen that the Cartesian geometric moments (for short moments) play an
important role in shape description, since the moments are related to the denition
and the computation of many shape features, such as area, centroid, orientation,
and image ellipse.
The (p+ q)'th order moment of a function g(x; y) is dened as
m
pq
=
Z
1
y= 1
Z
1
x= 1
g(x; y)x
p
y
q
dxdy (10.1)
In discrete gray level images, the moment can be computed by
m
pq
=
X
y
X
x
g(x; y)x
p
y
q
(10.2)
In binary images, it becomes
m
pq
=

(x;y)2R
x
p
y
q
dxdy (10.3)
where R denotes the region of the object.
To generate the moments directly by using Equations (10.2) or (10.3) one has
to perform a signicant amount of computation. It requires additions and multi-
plications both of the order N
2
(O(N
2
)), where N is the vertical or horizontal size
of an image. Since the value of the moments are large, integer words do not give
enough range, and therefore long integers or oat numbers have to be used. The
upper bound for a (p + q)'th order moment is given by Sadjadi and Hall [SH78],
m
pq
 g
max
"
N
p+1
  1
p+ 1
# "
N
q+1
  1
q +1
#
(10.4)
where g
max
is the maximal gray level. Using long integer or oat calculations further
slows down the computation of moments. Thus, the computational cost limits the
use of moments in on-line, and even in o-line applications.
Many algorithms [Hat86, ZVZvK87, LS91, DBN92, YA94d] have been developed
to speed up the computation of moments by reducing the computational redundancy.
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Some of them work for gray level images, some of them for binary images, and some
of them for parallel computation or optical implementation. In this chapter, I give
a review of earlier methods, and then present a new method for fast computation
of moments in binary images by using a discrete version of Green's theorem. The
precision of the moment computation is also discussed. The exact computation is
referred to the computation which gives the same results as if the moments were
computed directly by Equation (10.2) or (10.3). I will demonstrate that the exact
computation is important to obtain good results in computing shape features.
10.1 A Review of Methods
10.1.1 Image Filtering or Transform
Geometric moments of gray level images as well as of binary images can be calculated
using image transforms. Hatamian [Hat86] computed the moments by a causal
spatial lter. The ltering needs only additions of O(N
2
) for 2D images and O(N)
for 1D signals. Hatamian developed an algorithm for computing the moments of
gray level images. Fu et al. [FYC93] found the relation between the moments and
the coecients of the Hadamard transform of an image. For a binary image, the
10 moments of orders up to three are totally determined by four projections of the
image, and can be computed from the coecients of the 1D Hadamard transform of
the projections. The 1D Hadamard transform needs additions of O(N log
2
N). Fu
et al. used a contour following [Pra91] to make the projections of a binary image.
10.1.2 Delta Method
The delta method is suitable for binary images represented by y-lines. A moment of
an object is the sum of the moments of all the vertical or horizontal line segments
of the object.  is used to denote the length of a line segment, hence the name of
the method. The moments of a line segment can be expressed in a closed form.
The method was rst proposed by Zakaria et al. [ZVZvK87], and then improved by
Dai et al. [DBN92] and Li [Li93]. The method of Dai et al. is called an integral
method since the moments of line segments are computed by integration, instead of
summation used by the delta method. Given the y-line representation of an object,
Li's algorithm requires about 6N multiplications and 17N additions to compute the
10 low order moments for a convex object.
10.1.3 Computation via Corner Points
This approach is applicable only to binary images. The geometric moments can be
computed via corner points in the boundary of the object. The boundary between
two corner points is a straight line. Strachan et al. [SNA90], Leu [Leu91], and Singer
[Sin93] computed the double integral over the object by summing up the integrals
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over some simple regions each containing one straight line boundary. The integral
over such a simple region can be expressed in a closed form. Jiang and Bunke
[JB91] used Green's theorem to transform the double integral to a single integral.
The single integral along a straight line between two corner points can be expressed
in a closed form. To compute the moments via corner points implies additions and
multiplications of O(C), where C is the amount of the corner points. Since a large
amount of computation is required for each corner point, the method is ecient only
for objects with simple shape.
10.1.4 Methods Based on Green's Theorem
This theorem has been used to compute the moments of binary images. We [YA94c]
applied it also in gray level images. Green's theorem [EP82] evaluates a double
integral over a region as a single integration along the boundary of the region. It is
important for moment computation since the shape of a binary object is totally de-
termined by its boundary. Li and Shen [LS91] proposed a fast moment computation
method by using a contour following and Green's theorem. The moment kernel up-
dating technique is used so that the algorithm needs only additions of O(L), where
L is the length of the boundary of the object. The method is ecient, but not
accurate, since Li and Shen used an approximation of Green's theorem in a digital
image lattice. There exist discrete versions of Green's theorem [Tan81, YA94a] for
exact computation. By using a discrete version of Green's theorem, Philips [Phi93]
proposed a method giving exact results. Unfortunately his method is not as ecient
as the method of Li and Shen. We proposed a method [YA94d] which was as ecient
as the method of Li and Shen, and gave exact results. In this chapter I will present
our improved method [YA94c, YA94b], which is faster than previous methods, but
still achieves exact computation of the moments.
We [YA94c, YA94b] also applied the discrete Green's theorem to gray level im-
ages, and presented a method for fast computation of moments of gray level regions.
The method for gray level images is particularly ecient when the moments are to
be computed in a number of regions of an image. In a recent paper [YA94b], we
showed that the new method could be easily extended to compute the moments of
three-dimensional objects represented by voxels.
10.2 Discrete Versions of Green's Theorem
Green's theorem [EP82] relates a line integral around a simple closed plane curve C
to an ordinary double integral over the plane region R bounded by C. Suppose that
the curve C is piecewise smooth, and functions M(x; y) and N(x; y) are continuous
and have continuous rst-order partial derivatives in R, then
I
C
M(x; y)dx+N(x; y) dy =
Z Z
R
f(x; y)dA (10.5)
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where
H
C
denotes a line integral along C in the counterclockwise direction, and
f(x; y) =
@N(x; y)
@x
 
@M(x; y)
@y
(10.6)
Directly applying Green's theorem on a discrete region by changing the integra-
tions in Equation (10.5) to summations results in an approximation, i.e.,
X
C
(Mx+Ny) 

R
fxy (10.7)
Li and Shen [LS91] used this approximation to compute geometric moments. The
results are poor when the object is small, or the shape of the object is complex.
However, there are dierent versions of the discrete Green's theorem which exactly
evaluate a sum over a region by a summation along the boundary.
10.2.1 Tang's Version
Tang [Tan81] proposed a discrete version of Green's theorem in which the boundary
L of an object R is dened by
L = fpjp 2 R; 9q 2 N
4
(p); q 62 Rg (10.8)
where N
4
(p) denotes the set of the 4 neighbors of a pixel p. Tang's formula is

R
f(x; y)=
X
L
(F
x
(x; y)D
Y
(x; y) + f(x; y)C
Y
(x; y)) (10.9)
where
F
x
(x; y) =
x
X
i=0
f(i; y) (10.10)
In Tang's paper, D
Y
(x; y) and C
Y
(x; y) are dened by the Freeman chain code
representation of the boundary. They can also be dened by the coordinate (x; y)
of the boundary point, as we give below
D
Y
(x; y) =
8
>
<
>
:
1 (x  1; y) 2 R; (x+ 1; y) 62 R
 1 (x  1; y) 62 R; (x+ 1; y) 2 R
0 otherwise
C
Y
(x; y) =
(
1 (x  1; y) 62 R
0 otherwise
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0
1
2
3
x
y
x = x1
y = y1
dx =1
dy =0
x = x1 − 1
y = y1
dx = 0
dy = −1
x = x1
y = y1 − 1
dx = −1
dy = 0
x = x1
y = y1
dx = 0
dy =1
Figure 10.1: The four possible directions of background to object transition.
The squares represent the boundary points in the object, with coordinate (x
1
; y
1
).
(x; y;x;y) is computed based on (x
1
; y
1
) and the direction of the transition.
10.2.2 Philips' Version
In Philips' version of discrete Green's theorem [Phi93], the boundary of an object R
is dened in another way. Let @R
+
= f(x; y)j(x; y) 2 R; (x+1; y) 62 Rg and @R
 
=
f(x; y)j(x; y) 62 R; (x+1; y) 2 Rg, the boundary @R is dened as @R = @R
+
[ @R
 
.
Philips' formula is

R
r
x
f(x; y) =
X
@R
+
f(x; y) 
X
@R
 
f(x; y) (10.11)
where r
x
f(x; y) = f(x; y)  f (x   1; y). Note that @R is not a closed boundary of
the region R. It is the west and east boundary. A dual formula can be obtained if
the north and south boundary is given.
10.2.3 A New and Improved Version
We [YA94a] associate the discrete Green's theorem with a contour following algo-
rithm (see Section 9.1.2).
During the contour following, the background to object transitions are detected.
A transition can have four possible directions, 0, 1, 2, and 3, as illustrated in Fig-
ure 10.1. Thus, a transition is denoted by a quadruple (x; y;x;y) which consists
of a point coordinate (x; y) and (x;y) giving directional information. The set of
transitions is dened as
T
0
= f(x; y;x;y)j(x; y) 2 R; (x; y + 1) 62 R; x = 1; y = 0g
T
1
= f(x; y;x;y)j(x; y) 62 R; (x+ 1; y) 2 R; x = 0; y =  1g
T
2
= f(x; y;x;y)j(x; y) 62 R; (x; y + 1) 2 R; x =  1; y = 0g
T
3
= f(x; y;x;y)j(x; y) 2 R; (x+ 1; y) 62 R; x = 0; y = 1g
T = T
0
[ T
1
[ T
2
[ T
3
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Note that one boundary coordinate can correspond to many transitions. As we will
see later, only a triplet is involved in the computation and is therefore registered
under the contour following.
By using contour following and the transition concept, we present a new formula
for the discrete Green's theorem

R
f(x; y) =
X
T
F
x
(x; y)y (10.12)
where F
x
(x; y) is dened by Equation (10.10). If we dene F
y
(x; y) =
P
y
i=0
f(x; i),
then we obtain a dual formula

R
f(x; y) =
X
T
F
y
(x; y)x (10.13)
Assuming that an object R consists of rows of points, and that the x-coordinates of
the start point and the end point of the row r are x
1
(r) and x
2
(r), Equation (10.12)
can be proved as follows:

R
f(x; y) =
X
r
x
2
(r)
X
x=x
1
(r)
f(x; y)
=
X
r
(F
x
(x
2
(r); y)  F
x
(x
1
(r)  1; y))
=
X
T
3
F
x
(x; y) 
X
T
1
F
x
(x; y)
=
X
T
F
x
(x; y)y
Equation (10.13) can be proved in a similar way.
10.3 A New Moment Computation Method
Using a contour following and the Green's theorem, Li and Shen [LS91] proposed
a fast algorithm to compute the moments of binary objects, dened by Equa-
tion (8.17). Li and Shen's formula for moment computation is
m
pq
=
1
p + 1
X
L
x
p+1
y
q
y (10.14)
where L is the boundary dened in the same way as by Tang (see Equation (10.8)),
and y is the dierence of the y-coordinates of the point (x; y) and the point fol-
lowing (x; y) on the boundary L. Li and Shen used contour following to obtain the
coordinates (x; y) 2 L. The method is fast but not accurate, since Li and Shen's
formula is obtained by a discrete approximation of Green's theorem.
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Philips [Phi93] improved the accuracy by using the discrete version of Green's
theorem given by Equation (10.11). This algorithm produces exact results. Substi-
tuting f(x; y) = y
q
P
x
i=0
i
p
into Equation (10.11), Philips gave a formula for moment
computation.
m
pq
=
X
@R
+
S
p
(x)y
q
 
X
@R
 
S
p
(x)y
q
(10.15)
where
S
p
(x) = (x+ 1)
p
X
j=0
[S
 1
]
pj
j + 1
j
X
v=0
[S]
jv
x
v
(10.16)
in which S is the Stirling matrix of the rst kind [Mor69].
Philips evaluated Equation (10.15) by accumulating S
p
(x)y
q
at each boundary
point. The method of Philips is less ecient than the method of Li and Shen, since
more monomials x
i
y
j
have to be computed in the Philips' method. To compute the
moments of orders up to (p+q), the method of Li and Shen uses the monomials x
i
y
j
for i = 1;    ; p + 1 and j = 0;    ; q, and the Philips' method uses the monomials
for i = 0;    ; p + 1 and j = 0;    ; q.
Our new method, as presented below, uses the same number of monomials as
the method of Li and Shen. Substituting f(x; y) = x
p
y
q
into Equation (10.12), we
have
m
pq
=
X
T
x
X
i=0
i
p
y
q
y
=
X
T
0
@
x
p+1
y
q
p+ 1
+
x
p
y
q
2
+
p
X
j=2
1
j
C
j 1
p
B
j
x
p j+1
y
q
1
A
y (10.17)
where C
j 1
p
is a binomial coecient, which can be computed as
C
k
p
=
p!
k!(p  k)!
(10.18)
and B
j
is the j'th Bernoulli number. For 0  j  6 the Bernoulli numbers are 1,
 1=2, 1=6, 0,  1=30, 0, and 1=42. Let
u
ij
=
X
T
x
i+1
y
j
y (10.19)
Then Equation (10.17) becomes
m
pq
=
u
pq
p+ 1
+
u
p 1;q
2
+
p
X
j=2
1
j
C
j 1
p
B
j
u
p j;q
(10.20)
This is our formula for moment computation. The moment m
pq
is a linear combi-
nation of u
jq
for j = 0;    ; p. The 10 low order moments, which are often used in
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applications, can be computed as
2
6
6
6
4
m
0q
m
1q
m
2q
m
3q
3
7
7
7
5
=
2
6
6
6
4
1 0 0 0
1=2 1=2 0 0
1=6 1=2 1=3 0
0 1=4 1=2 1=4
3
7
7
7
5
2
6
6
6
4
u
0q
u
1q
u
2q
u
3q
3
7
7
7
5
In our earlier algorithm [YA94d], we computed the monomials x
i
y
j
for each tran-
sition registered during contour following, and u
ij
, as dened by Equation (10.19),
were computed by accumulation. Themonomials x
i
y
j
can be computed by updating,
as done by Li and Shen [LS91], so that only additions are required.
Our earlier method is as ecient as the method of Li and Shen. We have found
a more ecient method [YA94c, YA94b] in which u
ij
are computed in another way.
We treat the image line by line. For a given y-coordinate, we have a set of transitions
T (y) for this y-value.
T (y) = f(x; y
0
;x;y)j(x; y
0
;x;y) 2 T; y
0
= yg (10.21)
We dene v
i
(y) as
v
i
(y) =
X
T(y)
x
i+1
y (10.22)
We compute v
i
(y) for i = 0;    ; p and all y-coordinates. This can be implemented
by using p + 1 arrays of size N . During contour following, the array entries are
updated.
Comparing Equation (10.19) with (10.22), we have
u
ij
=
X
y
v
i
(y)y
j
(10.23)
which means that u
ij
is the j'th moment of a 1D signal v
i
(y). A fast algorithm
for computing moments of a 1D signal was proposed by Hatamian [Hat86]. Letting
v
0
i
(y) be the result of the Hatamian ltering of v
i
(y), we have
v
0
i
(y) =
N
X
k=y
v
i
(k) (10.24)
Applying the Hatamian's lter recursively, we obtain
v
j
i
(y) =
N
X
k=y
v
j 1
i
(k) (10.25)
Then, the 1D moments u
ij
are linear combinations of v
j
i
(1). For j  3 we have
2
6
6
6
4
u
i0
u
i1
u
i2
u
i3
3
7
7
7
5
=
2
6
6
6
4
1 0 0 0
0 1 0 0
0  1 2 0
0 1  6 6
3
7
7
7
5
2
6
6
6
4
v
0
i
(1)
v
1
i
(1)
v
2
i
(1)
v
3
i
(1)
3
7
7
7
5
The Hatamian ltering of a 1D signal requires N additions.
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Implementation Our new method to compute the moments can be implemented
in three steps:
1. The contour following is applied, and a triplet (x; y;y) is recorded for each
transition from the background to object. Then the array entries v
i
(y) are
accumulated for i = 0;    ; p, see Equation (10.22)
2. Apply the Hatamian ltering to v
i
(y) and obtain v
j
i
(y) for j = 0;    ; q.
3. Compute the moment m
pq
as a linear combination of v
j
i
(1).
For the computation of the 10 low order moments, the new method requires, in
addition to the operations for contour following, 3 multiplications and 4 additions for
each T
1
and T
3
transition in the rst step. The second step needs 10N additions. The
last step needs only a few multiplications and additions. So totally it needs about
10N + 8S additions and 6S multiplications in addition to the contour following,
where S is the number of line segments of the object.
The 3 multiplications for each transition are used to compute x
i
from x. In some
computational environment, addition is much faster than multiplication. In this
case we can use Li and Shen's updating technique [LS91], requiring only additions,
to compute x
i
, since x is changed at most by 1 from one transition to the next.
Using the updating, 10 additions are used instead of 3 multiplications.
10.4 Experiments and Results
The new method was tested in computing Hu's moments and various moment-based
shape features using test images which contained small perfect elliptical objects. The
length of the semimajor and semiminor axes were 20 and 10 pixels respectively. The
orientation of the ellipses were from 0 to 90 degrees, increasing in steps of 2 degrees.
Both the new method and the method of Li and Shen were used in the computation
so that the precisions of the computation could be compared.
Hu [Hu62] proposed a set of seven moments 
1
to 
7
which are invariant under
translation, scaling and rotation of objects. The set of moments were discussed in
Chapter 8. The invariant moments 
1
and 
2
computed by the two methods are
shown in Figure 10.2. We see that the values computed by the new method were very
stable during the orientational change, while the values computed by the method of
Li and Shen were more varied.
For the other invariant moments of the ellipse, the results of the new method
were also much better than the results of the method of Li and Shen. For these
invariant moments, the values computed by the new method were very close to the
true values of a continuous elliptical object, which were all zeros.
I used the two methods to estimate the orientation of the elliptical object. Let
 be the true orientation of an ellipse and

 is the estimated orientation, computed
as

 =
1
2
tan
 1

2
11

20
  
02

(10.26)
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Figure 10.2: Invariant moments 
1
(left) and 
2
(right) of an ellipse computed by
the new method (solid line) and the method of Li and Shen (dashed line). The
orientation is changing from 0 to 90 degrees.
The error in the estimated orientation, given by
 =

    (10.27)
is shown in Figure 10.3 as a function of true orientation. We see that the new
method gave an insignicant orientation error compared to the error introduced by
the method of Li and Shen.
The radius of gyration of an object is dened as the radius of a circle where
we could concentrate all the mass of the object without altering the moment of
inertia about its center of mass [PR92]. This feature is inherently invariant to
image orientation, and is therefore a simple and useful rotationally invariant feature
for shape analysis. In terms of second order central moments, it is given by
R =
s

20
+ 
02

00
(10.28)
The precision in the computation of this invariant feature for the two methods was
examined. For the elliptical objects of dierent orientations, I computed the radii
of gyration by the two methods, shown in Figure 10.4. We see that the results
computed by our method were more stable during the rotation than that of the
method of Li and Shen.
The image ellipse is dened as the ellipse whose least and greatest moments of
inertia equal those of the object [Jai89]. There are ve scale parameters of which
the centroid can be determined by
	x =
m
10
m
00
; 	y =
m
01
m
00
(10.29)
the orientation is given by Equation (10.26), and the lengths of the semimajor and
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Figure 10.3: Error in estimated orientation as a function of true orientation of
the elliptical object for the new method (solid line) and the method of Li and Shen
(dashed line).
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Figure 10.4: The radius of gyration computed by the new method (solid line) and the
method of Li and Shen (dashed line).
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Figure 10.5: The lengths of the semimajor axis (left) and the semiminor axis (right)
of an ellipse estimated by the new method (solid line) and the method of Li and Shen
(dashed line).
the semiminor axes are [PR92]
(a; b) =
0
B
B
@
2


20
+ 
02

q
(
20
  
02
)
2
+ 4
2
11


00
1
C
C
A
1=2
(10.30)
a and b are invariant to the orientation of the object. For an elliptical object, the
image ellipse should be the same as the ellipse object itself. I used the two method
to estimate the lengths of the axes of the elliptical object, and compared them to the
true values. From Figure 10.5 we see that the new method gave more rotationally
stable results than the method of Li and Shen. In the case of the semiminor axis,
the method of Li and Shen was not able to give positive real value results for all the
orientations.
10.5 Discussion
10.5.1 The Eciency of the Computation
Many dierent methods were proposed for the fast computation of the Cartesian
geometric moments. The delta methods are suitable for binary objects represented
by y-lines, the corner point methods works well for binary objects represented by the
polygon approximation, and the methods based on Green's theorem are designed to
compute the moments of objects represented by binary images.
Contour following [Pra91] is used in many fast computation methods including
the method of Fu et al., Li and Shen, and the new method. Contour following is
an O(N) algorithm to identify the boundary pixels of an object. To identify the
boundary by scanning the image or by recursively including the neighbor points,
starting from a seed point, one will need O(N
2
) operations.
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Our early method [YA94d] is as ecient as the method of Li and Shen. This
can be observed by comparing the formula of u
ij
in Equation (10.19) and the for-
mula for Li and Shen's computation in Equation (10.14). The moments are linear
combinations of u
ij
. To compute the 10 low order moments, the computation of the
monomials of u
ij
will require 9 multiplications for each of the T
1
and T
3
transitions.
(An updating method can be applied so that more additions are used instead of the
9 multiplications when addition is faster than multiplication [YA94d].) To sum up
the monomials requires 10 additions for each of the transitions. The new method
does not compute the monomials directly. In the rst step, it requires 3 multipli-
cations and 4 additions for each of the T
1
and T
3
transitions. Then 10N additions
are used for the Hatamian ltering. N is the size of the image, which will be much
less than the number of T
1
and T
3
transitions if the object is large compared to the
image. Thus the new method requires less computation than our early method.
10.5.2 The Precision of the Computation
Dierent methods give dierent precision, depending on the size, shape and com-
plexity of the object. Exact computation means to obtain results as if the moments
were computed by a double sum as in Equations (10.2) and (10.3).
A good precision is important to achieve invariance for Hu's moments [Hu62],
which again leads to better results in shape analysis and recognition. Strict invari-
ance is achieved by assuming a continuous image function and a double integral over
the region. Due to the digital nature of the image, the moment invariants computed
digitally are not strictly invariant. The precision of the computation of the seven
invariant moments of Hu are often quoted, as discussed and tested by Gonzalez and
Woods [GW92]. It can be shown [TC86] that the set of moment combinations is still
invariant under image translation if they are computed by the exact computation.
But under digital processing, the invariant moments are expected not to be strictly
invariant under image rotation and scale changes.
Dai et al. [DBN92] evaluated themoment invariants of Hu computed by the exact
evaluation of moments and by an integral method. They found that the results of
the integral method were more sensitive to the sampling. The integral method is
better for shapes with only vertical and horizontal edges. In this case, the integral
method gives the true value of the moments. For the 10 low order moments, the
dierences between the results of the integral method and the exact computation
have been formulated by Dai et al. [DBN92].
In our early papers [YA94d, YA94c, YA94b], we compared the precision of the
new method and the method of Li and Shen. Test images of triangle, square,
helicopter and aircraft objects were used for the evaluation. We found that the
method of Li and Shen, using an approximation of Green's theorem, was not accurate
for small objects or objects with a complex shape. By using the new exact method,
the precision was largely improved.
In this thesis, I tested the precision of the two methods using a test image of
a perfect small elliptical object, since a cell is often shaped like an ellipse. Hu's
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moments and several other rotational invariant features were examined. I found
that the new method provided a better rotational invariance.
An alternative way of achieving rotation invariance is to estimate the object
orientation angle, given by Equation (10.26), and compute the normalized central
moments in a rotated coordinate system. This principal axes approach was sug-
gested by Hu [Hu62], and was utilized in early character recognition experiments
by Giuliano et al. [GJK
+
61]. The method obviously breaks down for objects with
no unique set of principal axes. Also, the method is subject to error, introduced
by the choice of method when computing the moments. From the experimental
results, we can see that the approximation to Green's theorem used by Li and Shen
may introduce a signicant error in the estimated orientation compared to our new
method.
The new method was much less sensitive to sampling than the method of Li
and Shen. This was demonstrated in our early papers [YA94d, YA94c, YA94b] by
comparing the Hu's invariant moments of an object of dierent sizes. We found
that the moments computed by the new method were much more stable under
scale changes, and thus may be more useful in scale space applications of invariant
geometric moments.
The moments play an important role in shape analysis since many shape features
are based on the moments. The zeroth order moment is the total mass of an object
or the area of the silhouette of a segmented object. The rst order moments are
used to locate the center of mass. The second order moments are related to several
shape features including the orientation, the image ellipse and the radius of gyration.
Computation of these features for an elliptical object was tested for the new method
and the method of Li and Shen. I found that the new method gave better results.
10.6 Conclusion
The Cartesian geometric moments are an important tool in many image analysis
tasks. A number of features used in shape analysis may be computed from the
moments. The speed of computation then becomes a possible obstacle. Many al-
gorithms have been proposed to speed up the computation of moments [YA94c].
Using Green's theorem we may evaluate a double integral over a region as a single
integral along the boundary of the region. The fast method of Li and Shen uses
an approximation of Green's theorem. Thus, as shown above, the method does not
produce correct results for small and complex objects. However, there exists discrete
Green's theorem for exact computation. By using a discrete version of Green's the-
orem, Philips [Phi93] proposed a method that gives exact results, but which is not
as ecient as the method of Li and Shen. We [YA94d] proposed an exact method
that is as fast as the Li and Shen method. In a recent paper, we [YA94c] introduced
an improved method, which is faster than previous methods, but still achieves exact
computation of the moments. Exact computation is important to achieve invariance
of Hu's moments, and obtain precise results of shape features, especially for small
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and complex objects.
The moments will be applied on the cell images to compute shape features. The
results of the application of the moment-based shape features will be discussed in
Chapter 11.
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Chapter 11
System Evaluation
The evaluation of the image analysis system is based on the shape features computed
from the segmented cell objects.
To evaluate the results of a segmentation system is an interesting research topic
which is discussed in many papers [YMB77, WR78, LN82, LN85, ZG92]. In this
chapter, I rst give a review of segmentation evaluation methods, and then use a
supervised method to evaluate the segmentation results of the cell image sequences.
A supervised evaluation utilizes a reference segmentation and computes the dier-
ence between the reference segmentation and the results of the segmentation system
to be evaluated. Dierent segmentation techniques are compared, and the eect of
the noise reduction is also discussed.
In addition to the evaluation of the segmentation results, I also discuss the
properties of some shape features.
11.1 A Review of Evaluation Methods
Usually, a human being is the best judge for evaluating the output of a segmentation
algorithm. Subjective evaluation is therefore used in many applications. However,
when the results can not be easily evaluated visually, a quantitative evaluation will
be necessary. Some attempts have already been made on quantitative evaluation of
segmentation results [YMB77, WR78, LN82, LN85, ZG92].
I divide the evaluation methods into two groups: supervised and unsupervised
evaluation, depending on whether the method utilizes a priori knowledge of the
correct segmentation.
11.1.1 Unsupervised Methods
Unsupervised evaluation does not depend on a correct segmentation. Haralick and
Shapiro [HS85] established the following qualitative guideline for a good image seg-
mentation: Regions of an image segmentation should be uniform and homogeneous
with respect to some characteristic such as gray tone or texture. Region interiors
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should be simple and without many small holes. Adjacent regions of a segmentation
should have signicantly dierent values with respect to the characteristic on which
they are uniform. Boundaries of each segment should be simple, not ragged.
Quantitative segmentation performance measures were developed by several au-
thors. Weszka and Rosenfeld [WR78] used busyness and classication error as per-
formance criteria, where the busyness of the segmented image was an unsupervised
measure. The idea behind this measure is that the segmented image should look
smooth rather than busy. Its calculation is based on the gray level co-occurrence
matrix whose entries are estimates for the joint probabilities of gray levels for adja-
cent pixels. Levine and Nazif [LN85] dened a set of parameters for unsupervised
evaluation including region uniformity, region contrast, line contrast and line con-
nectivity. They assumed that some features should be uniform inside each region,
and distinct between adjacent regions. Sahoo et al. [SSWC88] used two measures for
the evaluation of thresholding techniques. One is the uniformity criterion of Levine
and Nazif. The other is called shape measure, computed from the gradient values
and the selected threshold value.
11.1.2 Supervised Methods
A supervised evaluation utilizes a reference (correct) segmentation and measures the
dierence between the reference segmentation and the output of the segmentation
system to be evaluated.
Measures of the dierence between two segmentation results were developed by
many authors. Levine and Nazif [LN82] proposed to use an under-merging error
and an over-merging error for each region. The former is the number of pixels of the
current region misclassied as other regions, and the latter is the number of pixels of
other regions misclassied as the current region. The two measures are normalized
and combined to produce a total dierence measure. Similarly, Weszka and Rosen-
feld [WR78] used a classication error, Lim and Lee [LL90] used a probability of
error, de Graaf et al. [dGKVV92] used a correctness of segmentation, and Pal and
Bhandari [PB93] used a divergence measure. All these measures are based on the
number of the misclassied pixels. A more complex measure, in which the positions
of the misclassied pixels were also taken into account, was developed by Yasno et
al. [YMB77].
Goal-directed supervised evaluation was also proposed. In many image analysis
tasks, the ultimate goal of segmentation is to obtain measurements of the object
features. So, the accuracy of those ultimate measurements will indicate the per-
formance of the segmentation. Zhang and Gerbrands [ZG92] proposed to use the
ultimate measurement accuracy (UMA) to assess the performance of a segmentation
algorithm. Let x be a feature computed from an object in a reference image, and x
be that computed from the object in the automatic segmentation result. The UMA
can be evaluated as
UMA = jx  xj (11.1)
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Often the UMA has to be normalized. The dierence between two segmentation
results can be described by the accuracy of a set of ultimate measurements.
The goal-directed evaluation method was also used by Trier and Jain [TJ94] for
the segmentation of document images. They used a correctness of recognition as a
quantitative measure for the performance of the segmentation.
11.2 Experiments and Results
Since manual segmentation results for the blood cell images were obtained (see
Chapter 3), I used a supervised evaluation method, in which the dierence between
the manual and the automatic segmentation was measured.
The method based on an under-merging error and an over-merging error, pro-
posed by Levine and Nazif [LN82], was used to assess an overall segmentation ac-
curacy. In addition, I computed the ultimate measurement accuracy (UMA) for
several shape features. The temporal sequences of these features, i.e., the basis of
the motion analysis, were also examined.
Three dierent segmentation techniques were compared. The rst one was the
Laplacian of Gaussian (LoG) ltering. The four-neighbor Laplacian mask was used.
The positive response was labeled as the cell and the negative response was labeled
as the background. The second one was the local thresholding method of Eikvil et
al. where the size of the large window was 29 29 and the size of the small window
was 99. The third one was the modied version of Bernsen's dynamic thresholding
method. In this method I used a 21  21 window, a contrast threshold T
C
= 15,
and an additional parameter  = 0:65. (See Chapter 5 and 6 for the descriptions
of these methods and the discussion about the parameters.) These methods were
quantitatively evaluated since their results were good by visual examination. The
Gaussian lters of dierent standard deviations () were applied for noise reduction
before the segmentation.
The test data were the three image sequences which were manually segmented
by the three dierent persons (See Chapter 3).
11.2.1 Shape Dierence Measures
Since we have three dierent manual segmentation results for each cell, the method
of Levine and Nazif [LN82] has to be slightly modied. We consider that a reference
image has three regions: a background (B), an object (O) and an uncertain region.
The background region consists of the pixels classied as the background by all three
manual segmentations, the object region consists of the pixels classied as the object
by all the manual segmentations, and the uncertain region consists of all the other
pixels. The automatically segmented image has two regions: a background (

B) and
an object (

O) region. The under-merging error (UM) is then dened by
UM = area(On

O)=A (11.2)
97
98 CHAPTER 11. SYSTEM EVALUATION
Segment. Gauss. UM OM DM
Method  mean std. mean std. mean std.
LoG 2.0 0.0274 0.0254 0.0914 0.1258 0.1188 0.1192
3.0 0.0191 0.0221 0.0597 0.0715 0.0788 0.0707
4.0 0.0076 0.0145 0.1024 0.0872 0.1150 0.0839
Eikvil 1.0 0.0681 0.0598 0.0088 0.0198 0.0769 0.0560
2.0 0.0511 0.0466 0.0184 0.0323 0.0695 0.0461
3.0 0.0389 0.0379 0.0390 0.0545 0.0779 0.0556
4.0 0.0290 0.0302 0.0572 0.0789 0.0862 0.0766
Bernsen 1.0 0.0447 0.0389 0.0180 0.0202 0.0627 0.0499
2.0 0.0242 0.0347 0.0384 0.0389 0.0626 0.0405
3.0 0.0174 0.0266 0.0821 0.0759 0.0995 0.0729
4.0 0.0098 0.0202 0.1009 0.0864 0.1107 0.0801
Table 11.1: The means and standard deviations of the measures of dierences be-
tween the correct segmentation and the automatic segmentation results.
and the over-merging error (OM) is
OM = area(Bn

B)=A (11.3)
where the dierence operation R
1
nR
2
is dened by
R
1
nR
2
= fpjp 2 R
1
; p 62 R
2
g (11.4)
area(R) is the area of region R, and A is the average of the areas obtained by the
three manual segmentations. A total dierence measure (DM) is
DM = UM +OM (11.5)
In this evaluation method, we assume that the correct cell boundary is the uncertain
region. When a cell boundary obtained by an automatic segmentation is inside the
uncertain region, we say that the segmentation is correct, and UM, OM and DM
are all zero. When the cell boundary is inside the background region B, then we
obtain an over-merge error. When the cell boundary is inside the object region O,
then we have an under-merge error.
I used this method to evaluate the three segmentation algorithms combined with
the Gaussian smoothing of standard deviations  = 1:0, 2:0, 3:0 and 4:0. The LoG
method was very sensitive to the noise and broke down when  = 1:0. The UM, OM
and DM values were computed for each cell object. The means and the standard
deviations of the UM, OM and DM values are shown in Table 11.1. The smallest
mean and standard deviation of the DM values of each segmentation algorithm are
indicated in boldface. According to the DM, the modied Bernsen's method with
Gaussian smoothing  = 2:0 gave the best results. More analysis of the results will
be given in Section 11.3.
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11.2.2 Accuracy of Shape Features
Further evaluation was done by examining the shape features. The area (A), cir-
cularity (C), orientation (), elongation (EL) and radius of gyration (R) were
computed from the results of the manual segmentation and the results of the auto-
matic segmentation using dierent initial segmentation techniques and the Gaussian
smoothing of dierent s. (See Chapter 8 for descriptions of these shape features
and Chapter 7 for the segmentation techniques.)
I used Equation (11.1) to compute the UMA values. Since there are three refer-
ence images for each cell, the correct feature value x is then computed by averaging
the three feature values. For the area and the radius of gyration, the UMA was
divided by the average of the feature values estimated from the three manual seg-
mentation results, i.e.
UMA =
jx  xj
x
(11.6)
so that the error was represented as the percentage of the correct value. Table 11.2
shows the means and the standard deviations of the UMA values for the ve features.
In each column of the table, the smallest value obtained through an automatic
segmentation is indicated in boldface. The UMA values were also computed for
the manual segmentation results to show how a feature obtained from a manual
segmentation diers from the average of the three. (Note that, as an alternative,
one could use the leave-one-out technique, i.e., compute the average from the two
other manual segmentation results.) They are given in the last row of the table
for comparison. We see that the modied Bernsen's method gave the least errors
for many features, and the least UMA means and standard deviations obtained
from automatic segmentation are not much larger than the values from the manual
segmentation.
To see how the automatic segmentation methods estimate the change of the
features, I show the time sequences of the features in Figures 11.1 to 11.5. The
ve features of four cells were examined. The segmentation methods were the LoG
method with  = 4:0, the modied Bernsen's method with Gaussian ltering of
 = 2:0 and the method of Eikvil et al. with Gaussian ltering of  = 2:0. I chose
these  values since they were good choices according to the UMA values. We see
that the feature curves obtained from the automatic segmentation results generally
have the same trends as those obtained from the manual segmentation.
In motion analysis, one may have to consider the correlation between two shape
features. The correlation can be computed from the joint distribution of the features,
which can be illustrated by a scatter plot. The scatter plot of R
2
and A is shown
in Figure 11.6. We see that the values are distributed near and over a diagonal.
The two features are therefore correlated. The diagonal is R
2
= A=(2) which is
obtained for circles. For a given value of area A, a circle has the smallest moment
of inertia I, and thus has the smallest radius of gyration R =
q
I=A.
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Figure 11.1: Time sequences of area obtained from the manual segmentation results
(solid line), automatic segmentation using the modied Bernsen's method (dashed
line), the LoG method (dotted line), and the method of Eikvil et al. (dotted-dashed
line).
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Figure 11.2: Time sequences of circularity obtained from the manual segmentation
results (solid line), automatic segmentation using the modied Bernsen's method
(dashed line), the LoG method (dotted line), and the method of Eikvil et al. (dotted-
dashed line).
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Figure 11.3: Time sequences of orientation obtained from the manual segmentation
results (solid line), automatic segmentation using the modied Bernsen's method
(dashed line), the LoG method (dotted line), and the method of Eikvil et al. (dotted-
dashed line).
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Figure 11.4: Time sequences of elongation obtained from the manual segmentation
results (solid line), automatic segmentation using the modied Bernsen's method
(dashed line), the LoG method (dotted line), and the method of Eikvil et al. (dotted-
dashed line).
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Figure 11.5: Time sequences of radius of gyration obtained from the manual seg-
mentation results (solid line), automatic segmentation using the modied Bernsen's
method (dashed line), the LoG method (dotted line), and the method of Eikvil et al.
(dotted-dashed line).
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Figure 11.6: Scatter plot of R
2
and A.
11.3 Discussion
Segmentation is to divide an image into meaningful regions. A lot of segmentation
methods have been proposed for dierent types of images [FM81, HS85, PP93].
One important fact is that no general theory about segmentation exists. As a
result, segmentation has traditionally been an ad hoc process, and the selection of
a segmentation method is often based on testing and evaluation.
I evaluated the segmentation by using a supervised method, where the manual
segmentation results were used as reference segmentation and the dierences between
the reference segmentation and the automatic segmentation were measured.
We can see from the results that the noise reduction has a clear eect on the
segmentation. The Gaussian smoothing can generally make the objects larger. This
can be seen from Table 11.1 where the OM increases and the UM decreases when
the degree of blur increases. Note that the modied Bernsen's method is able to
compensate this eect since we can adjust the value of . Dierent segmentation
methods may require dierent degrees of smoothing. The Laplacian was more sen-
sitive to the noise than the two thresholding methods, and could not work properly
when the smoothing parameter  was 1:0. From Table 11.1 and 11.2 we can see that
the two thresholding methods worked well when  = 2:0. The LoG method gave
the best estimation of the object size when  = 3:0 (according to the values of DM,
area and radius of gyration). However, the other shape features were best estimated
by the LoG method when  = 4:0. A proper smoothing is therefore important to
obtain good results.
Shape features may be correlated. I have illustrated the correlation between the
area and the radius of gyration. Both of the features relate to the size of the object.
The circularity and the elongation should also be correlated. Unlike the elongation,
the circularity depends on the smoothness of the boundary. From Table 11.2 we
see that the thresholding methods gave good estimations of the circularity when
 = 1:0. The error increases when the degree of blur increases. The reason might
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be that the thresholding methods produced smooth boundaries. The LoG method,
however, produced jagged boundaries and gave good estimation of the circularity
when the degree of blur was large. From Figure 11.2 we can see that the values of the
circularity are sometimes larger than 1. This problem was discussed in Chapter 9.
The circularity can be over-estimated for small blob-like objects.
From the feature curves in Figure 11.1 to 11.5 we can see that the error in feature
estimation varies from cell to cell. I therefore computed the standard deviations of
the errors. An error with small standard deviation (e.g. systematic over-estimation
or under-estimation) should be less serious than one with large standard deviation.
We can see from Table 11.1 and 11.2 that a small error standard deviation usually
associates with a small error value.
I illustrated the time sequences of the ve shape features. From the feature curves
we can see that the automatic segmentation can generally estimate the trends of the
changes of the features. Quantitative evaluation of the feature curves will require
the use of the motion features discussed in Chapter 8. This again requires a longer
time sequence, since most motion features are dependent on the critical points in
the feature curve.
The evaluation was based on the manual segmentation results. As discussed in
Chapter 3, it is possible that the manual segmentation has a biased error due to
a mistaken understanding. The most possible error can be in the size of the cells.
As an advantage, the modied Bernsen's method can be adapted to a new set of
manual segmentation by changing the parameter . This parameter can even be
optimally determined through a learning strategy.
To give an overall evaluation of the three segmentation techniques, I can say
that the modied Bernsen's method with Gaussian ltering of  = 2:0 is the best,
since this method gave the least DM value, and the smallest errors for many shape
features. Further more, this method is able to change the size of the object by
adjusting the parameter . The current value of  was determined according to
visual examination of the results. Better results can be obtained if one determines
the optimal value of  according to the manual segmentation.
There are some other segmentation methods which produced good results ac-
cording to visual examination, e.g. the MGP method and the dynamic thresholding
using a CRCGD. The purpose of the CRCGD is to use an adaptive region instead
of a xed window in Bernsen's method. The result of the CRCGD method will not
much dierent from the result of Bernsen's method using an optimal window, but
will be more robust when the spatial resolution is changing.
11.4 Conclusion
In this chapter, I gave a review of segmentation evaluation methods, and proposed
a supervised method to evaluate the results of three segmentation techniques for
the blood cell image sequences. The manual segmentation results were used as
reference segmentation in the evaluation. From this evaluation I found that the
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modied Bernsen's method with a Gaussian ltering of  = 2:0 gave the best results
according to many criteria. The dierence between the results of this method and
the reference segmentation is not much larger than the dierences between the three
dierent manual segmentation results.
I also examined the eect of noise reduction, and concluded that a proper noise
reduction was also important. However, the choice of a smoothing method depended
on the segmentation method to be used. Properties of the shape features were dis-
cussed. The correlation between the area and the radius of gyration was illustrated.
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Chapter 12
Summary and Discussion
12.1 Summary
It has been found that the intracellular calcium signal plays an important role in
many activities of white blood cells. The relation between the calcium concentra-
tion and the cell motion thus becomes a research interest in cell physiology. In the
Department of Physiology, University of Oslo, a microscopy uorescence cell imag-
ing system has been developed. The imaging system produces uorescence image
sequences of living white blood cells. From the image sequences, the concentration
of intracellular calcium ions can be measured. The objective of this work is to de-
velop an image analysis system to measure the motion of white blood cells from the
image sequences, so that the relation between the calcium concentration and the
cell motion can be studied.
The cell motion analysis system should consist of three parts: image segmenta-
tion, feature extraction and feature analysis. The thesis mainly concentrates on the
rst two parts.
Image smoothing is used as a preprocess to the segmentation and its eect is
examined for dierent segmentation algorithms. The choice of smoothing method
depends on the segmentation method to be used. The Laplacian edge detection is
more sensitive to noise than many thresholding methods.
Many basic 2D segmentation methods have been applied to the cell images.
Some edge-based methods (MGP and LoG) are implemented in a pixel classica-
tion manner, which simplies the segmentation process. Three types of gray level
thresholding methods have been discussed. Global thresholding does not work prop-
erly for the cell images since one can not nd a single threshold which is suitable for
all the pixels. Some local and dynamic thresholding methods have given relatively
good results. A modied version of Bernsen's method with an -parameter gives
better results than the original one. A new dynamic thresholding method, using a
consistent region (CRCGD) instead of a window of xed size, has been proposed.
Compared to early methods, the new method is more robust when the size of the
object is changing.
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A spatial-temporal segmentation system (STSS) is proposed. This two-pass sys-
tem rst applies an initial segmentation in which the pixels are classied as cell and
background pixels. Region labeling, correction and cell tracking are then done to
give a nal segmentation. The system is semi-automatic, requiring an interactive
segmentation in the rst frame of a sequence. Segmentation is automatically per-
formed in the rest of the frames. Some 2D segmentation methods, including edge
detection and gray level thresholding, have been used in the initial segmentation,
and compared by a supervised evaluation. Noise reduction is also tested in the evalu-
ation. According to the evaluation, the modied Bernsen's method after a Gaussian
ltering with standard deviation 2.0 gives the best results for many criteria. This
method becomes more robust when the CRCGD approach is incorporated.
After the segmentation, shape features are estimated from discrete regions, and
cell motion is then measured by using the shape features. A comprehensive list
of shape features is provided. Properties of many shape features are discussed.
Estimators of area and perimeter are evaluated. In this evaluation, the accuracy of
circularity is used as one of the measure. A new and improved method is developed
for fast computation of geometric moments, from which many shape features can be
computed. A discrete version of Green's theorem is used to compute the area and
the other moments.
Methods of evaluating the output of an image segmentation system are reviewed.
A supervised method based on the shape features is used to evaluate the image
analysis system. Manual segmentation is applied to obtain reference segmentation
which is used in the evaluation.
12.2 Discussion
In this section, I discuss the relation between this work and the related works of
others, and suggest some furture works.
The uorescence imaging has been used as a method to measure the concentra-
tion of the intracellular calcium ions [SWB92]. However, automatic segmentation
of uorescence cell image sequences has not been reported. In the Department of
Physiology, University of Oslo, an interactive segmentation system has been used
in order to measure the calcium concentration. This interactive system rst locates
a rectangular region inside a cell, and then tracks this region from frame to frame.
In this thesis, a novel semi-automatic system is proposed for the segmentation of
uorescence cell image sequences. Various basic techniques for accurate and ecient
segmentation are also discussed, and the test results are provided.
Cell motion analysis has been studies by many researchers, especially by a group
of researchers led by Levine [LYNB80, LNY83, NL86]. They studied how the motion
can be described by using shape features. In contrast, I discuss the accurate and
ecient estimation of the shape features. Many area and perimeter estimators are
tested by applying to circles. The results should be useful to many blob-like objects
met in practice. A new algorithm is proposed for fast and accurate computation of
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geometric moments. This algorithm should be useful in many other image analysis
and pattern recognition tasks.
An obvious future work is to apply various shape features to the cell objects,
and to analysis the cell motion by using the shape features. This work is the third
part of the image analysis system, and should be done by combining the expertise
in physiology and informatics. The segmentation system can also be improved.
To optimize parameters should be one approach to the improvement. According
the evaluation, the modied Bernsen's method with a Gaussian ltering gives the
best results for many criteria. Three important parameters in this method are the
standard deviation  of the Gaussian ltering, the window size and the -parameter
in the modied Bernsen's method. The window can be replaced by a CRCGD.
How to determine  adaptively according to image quality is an interesting topic.
Note that in Chapter 4 we have discussed a possible approach using topographical
structure features in image gray level surface. To determine the optimal value of
the -parameter is also interesting. This might be done by a supervised learning, as
discussed in Chapter 6. I have tested three segmentation methods. However, there
are a lot of other possibilities. Many of them are reviewed in this thesis. To test
more methods should also be interesting.
111
112 CHAPTER 12. SUMMARY AND DISCUSSION
112
Appendix A
XITE: an Image Processing
Software Parkage
XITE stands for X-based Image processing Tools and Environment, is a software
package developed in the Image Processing Laboratory (BLAB), Department of
Informatics, University of Oslo. It consists of:
 File format BIFF (BLAB Image File Format)
 X11-based BIFF image display program
 More than 140 C-programs for image processing and analysis
 More than 200 C-subroutines for image processing and analysis
 On-line documentation of all routines and programs
 Some images on BIFF format
The le format BIFF is a raster format for two-dimensional and three-dimensional
images. In case of 3D, the image is viewed as a sequence of frames (bands). There
are programs to convert between BIFF and many other image formats. More about
the BIFF format and the XITE can be found in BLAB report [Lø90].
The XITE is a free software. The source codes and the documents can be ob-
tained through anonymous ftp from ftp.ifi.uio.no (129.240.82.2) under di-
rectory pub/blab/xite.
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