Abstract. The minimum conductance problem is an NP-hard graph partitioning problem. Apart from the search for bottlenecks in complex networks, the problem is very closely related to the popular area of network community detection. In this paper, we tackle the minimum conductance problem as a pseudo-Boolean optimisation problem and propose a memetic algorithm to solve it. An efficient local search strategy is established. Our memetic algorithm starts by using this local search strategy with different random strings to sample a set of diverse initial solutions. This is followed by an evolutionary phase based on a steady-state framework and two intensification subroutines. We compare the algorithm to a wide range of multi-start local search approaches and classical genetic algorithms with different crossover operators. The experimental results are presented for a diverse set of real-world networks. These results indicate that the memetic algorithm outperforms the alternative stochastic approaches.
Introduction
The minimum conductance problem finds its applications in network community detection [25] , as well as in general graph clustering [6, 41] . It is also related arXiv:1704.02854v1 [cs.SI] 10 Apr 2017 to other graph partioning problems such as clique covering [8] . In the minimum conductance problem, the aim is to divide the vertex set into two subsets such that the "relative connectivity" of these two subsets is minimised. In some studies, it is also referred to as the sparsest cut problem [20] . Figure 1 illustrates the problem for a small 52-vertex social network. The problem aims at partitioning the vertex set into two partitions, minimising the ratio of the number of edges connecting vertices in different partitions to the number of all edges incident to the vertices incident with vertices of one of the partitions.
The problem was shown to be NP-hard by Šíma and Schaeffer approximately a decade ago [47] . Despite this fact, the problem has been overlooked as an optimisation problem. Leskovec et al used the conductance metric to evaluate the quality of network communities obtained by different types of algorithms [24, 25] . In this context, conductance is used as a measure of how well a community is separated from the rest of the graph.
The minimum conductance problem can naturally be represented as a 0-1 optimisation problem, in the form of a pseudo-Boolean function [12] . Conductance is defined for any partitioning, apart from those, which contain a partition consisting solely of isolated vertices. In the following, we will show that conductance can be expressed as a non-linear pseudo-Boolean function.
This outlines a link between this problem and a wide range of prominent problems in non-linear pseudo-Boolean optimisation such as maxSAT [52] , maxkSAT [51] , NK-landscapes [9, 54] or other tunable rugged objective functions [28] .
For many of these problems, efficient partition crossovers [46] , neighbourhood search strategies [11] and landscape analysis techniques have been applied [34, 50] . These results generally rely on the k-bounded nature of the pseudo-Boolean functions, i.e. these functions can be expressed as a sum of terms such that each term depends on at most k Boolean inputs [53] . In this paper, we lay the foundations for a similar study of the minimum conductance problem.
We have outlined that the minimum conductance problem is closely related to community detection. Over the years, many different strategies of community detection have been identified [4, 5, 15, 16, 18, 27, 33, 36] . Community structure of networks in many domains has been studied [59] , including social and biological networks [17] . Related but more general concepts include graph clustering [40, 41, 43] and graph mining [1, 7] . These concepts find their applications in various areas, including social media [35] , web communities [14] , cyberattack detection [30] , as well as functional module detection for protein-protein interaction networks [37] . This problem is also closely related to the analysis of scale-free [2, 13] and small-world networks [48] , as well as the hierarchy observed in real-world networks [31, 38] .
Contributions. In this paper, we propose a steady-state adaptive memetic algorithm (StS AMA) for the minimum conductance problem. We also explore the potential of classical genetic algorithms and several local search strategies in solving the problem. We also derive an efficient neighbourhood exploration strategy, along with an efficient way of conductance recalculation in local search. Our experimental results indicate that StS AMA outperforms genetic algorithms with both one-point and uniform crossovers, as well as local search and randomised local search strategies. The experiments are provided using six different search algorithms applied to both social networks and protein-protein interaction networks.
In Section 2, we describe the minimum conductance problem and conductance as a pseudo-Boolean function. In Section 3, we describe our efficient neighbourhood exploration strategy and provide an overview of local search and crossover-based evolutionary algorithms we have used to tackle the problem. In Section 4, we describe our StS AMA. In Section 5, we present the obtained experimental results. Last but not least, in Section 6, we conclude the work and provide a discussion on its outcome and related open problems.
The Minimum Conductance Problem
In this section, we first describe the minimum conductance problem as a graph problem. Secondly, we formulate conductance as a pseudo-Boolean function and discuss the ways for its efficient calculation and recalculation in local search and evolutionary algorithms.
Problem Definition
Let G = [V, E] be a connected undirected graph and let S ⊂ V be a subset of its vertices such that S = ∅ and S = V. Then, the volume of this subset S is defined as follows:
where deg(v) is the degree of v ∈ V, i.e. the number of its neighbours. Then, the conductance Φ(S) of a partitioning of V into the sets S and V\S is defined using the following formula:
where
with deg V\S (v) = |{{v, v } : v ∈ V\S}| being the number of neighbours of v in the set V\S.
One can see that Φ(S) is not defined if Vol(S) = 0 or Vol(V\S) = 0. For a connected graph, that holds if and only if S = ∅ or S = V.
For any other solutions, we have that Vol(S) > 0 and Vol(V\S) > 0. This implies that Φ(S) can be rewritten as:
Conductance as a Pseudo-Boolean Function and its Properties
Variable c G (S) represents the sum of the numbers of neighbours of vertices v ∈ S, which are in V\S (or vice versa). Hence, Φ(S) can be further transformed into the following form:
This shows that the conductance represents a maximum of two pseudo-Boolean functions. In each of these functions, the numerator is a sum of values, each of which depends on deg(v) variables, depending on the degree of v. However, the denominators influence all of the elements of the sum. With each move of a vertex from S to V\S, or vice versa, the volumes of the sets are changed.
In other words, with each bit flip in a 0-1 representation of the problem, the values of all elements of the sums can be potentially be changed.
Let S = S ∪ {v} or S = S\{v} and let c = c G (S ) − c G (S). Then, an improvement or a stagnation (i.e. Φ(S ) ≤ Φ(S)) will be obtained if and only if:
which can further be transformed to:
One can see that this condition can be fulfilled in multiple ways and does not seem to be as straightforward as for the case of k-bounded pseudo-Boolean optimisation [53] . In fact, the numerator of conductance is k-bounded, where k is equivalent to the maximum degree of our graph. However, the value in the denominator can be potentially changed in all |V| components. Remarkably, for k-bounded functions, improving moves can be identified in O(1) time without actually scanning the neighbourhood [11] . It is worth noting that for the minimum conductance problem, it is possible to find moves, for which
in O(1) time. However, the volume ratio min{Vol(S),Vol(V\S)} min{Vol(S ),Vol(V\S )} seems to complicate the situation for the minimum conductance problem.
Therefore, it remains open whether improving moves can be found in O(1) time for minimum conductance problem. However, we will show in the next section that it is possible to recalculate the conductance for a single move in O(1) time. This leads to efficient randomised local search strategies, as well as systematic local search, which can be used to scan the neighbourhood fully in O(n) time.
Local Search Strategies and Genetic Algorithms
In this section, we first present our neighbourhood exploration strategy. Next, we describe the three local search and two genetic algorithms that we used in our experimental evaluations. The next section will then follow up with the description of StS AMA.
Neighbourhood Exploration Strategy
The conductance for a partitioning S can be computed in O(m) time for a graph on m edges, by iterating over the edges of the graph. At the same time, the current value of c G (S), and degrees deg S (v) and deg V\S (v) can be calculated and stored as auxiliary data.
Let S = S ∪ {v}. Then, the following formulas can be used to recalculate the conductance in O(1) time:
If the move is accepted, then for each neighbour w of our vertex v, the auxiliary degrees can be updated as follows:
Local Search and Genetic Algorithms
Many local search approaches may be used to solve this type of a problem [19] , even though it seems that none of them have been applied yet. In the following, we describe the algorithms we have used to tackle the minimum conductance problem. Local search algorithm LS 1 . This is a simple steepest descent search algorithm, which uses the strategy described above to test each of the possible bit flips in O(1) time per vertex. The algorithm starts with a random bit string and chooses the best bit flip in each iteration. It stops whenever the best solution in the neighbourhood is not better than the current solution. Therefore, LS 1 Algorithm 1: An Adaptive Local Search Algorithm (ALS 1 ) for the Minimum Conductance Graph Partitioning Problem
Output: best configuration S best found 1
while stopping criteria are not met 3 set each bit of S to 1 with probability p s 4 improve S using LS 1 until the local optimum is reached
guarantees that a local optimum is reached. If a local optimum is found, the local search is restarted.
Adaptive local search algorithm ALS 1 . This is an extension of LS 1 . The pseudocode of ALS 1 is given in Algorithm 1. The adaptive component relies on a gradual lowering of the probability of a 1-bit being generated in the initial solution. This way, we ensure that the algorithm also searches for asymmetric partitionings, which may be hard to reach if the initial solution contains 0-bits and 1-bits with equal probabilities. This is accomplished by starting with generating the initial solution by assigning 1-bits with probability p s = 1/2. Then, in the next restart of the local search, p s is halved to 1/4. If the best solution sampled by the last run of the local search has not improved the best solution found so far, p s is reset to 1/2.
Adaptive randomised local search algorithm ARLS 1,2 . This algorithm is a randomised local search approach, which allows both moves of a single vertex between partitions, as well as exchanges of vertices between them. In each iteration, a move of one vertex or a move of two different vertices is tested using the approach described above. The move is accepted if the new conductance is at least as good as the current conductance. Both the test of a move and an update after the move take O(∆) time, where ∆ is the maximum degree of a vertex.
Adaptive genetic algorithm with one-point crossover AGA-1PX. AGA-1PX is a relatively standard variant of a genetic algorithm with a one-point crossover.
It uses a population P of p individuals initially generated at random. A 1-bit is placed in the initial solution with probability p s and a 0-bit is placed into it with probability 1 − p s . The initial value p s is set to 1/2. Similarly to ALS 1 , p s is iteratively halved until no improvement in the initial conductance is obtained. This occurs whenever 10 6 candidate solutions have been generated without improvement of the best solution found so far. AGA-1PX then restarts the search with halved p s . In the evolutionary phase, tournament of size t is used to select two parents. Two offspring are then generated using the one-point crossover. Next, mutation is performed on each offspring. Each bit in the solution is flipped with probability 1/n, where n is the number of vertices in the graph. This is repeated until p new solutions are generated. We use a slightly elitist replacement strategy. All of the individuals are replaced with the offspring, apart from the best individual in the population.
Adaptive genetic algorithm with uniform crossover AGA-UX. This algorithm has almost exactly the same structure as AGA-1PX. The only difference is that for each pair of parents, one offspring is generated by the uniform crossover. In the uniform crossover, each bit is taken from the first parent with probability 1/2 and from the second parent otherwise [44] . The selection, mutation and replacement strategies are exactly the same as in AGA-1PX.
Steady-state Adaptive Memetic Algorithm
In this section, we introduce the steady-state adaptive memetic algorithm (StS AMA) that we propose for the problem.
Memetic algorithms have been widely used and their efficiency is related to properties of the fitness landscape [10, 22, 29, 42] . Memetic algorithms have also been previously used to solve different graph partitioning problems [3] .
The pseudocode of our StS AMA is given in Algorithm 2. The algorithm uses a population of individuals, which represent local optima. In the beginning, the initial population is generated adaptively at random, and is improved by the application of the systematic local search algorithm LS 1 . The adaptive component addresses the observation that low-conductance partitionings of real-world networks often seem to have an unbalanced structure. Therefore, each initial individual P i is generated uniformly at random, with each bit set to 1 with probability p s = 1/2 and to 0 otherwise. As the next step, p s is lowered to 1/4 to allow the exploration of unbalanced solutions. This process is described in steps 2-8 and stops whenever another lowering of p s leads to a worse solution than the previous solution found. This is followed by an evolutionary procedure. In each generation, two parents P 1 and P 2 are chosen by a tournament of size t in step 11. In step 12, their offspring O 1 and O 2 are created using one-point crossover. In steps 13-14, RLS 1,2 and LS 1 are consecutively applied to improve O 1 and O 2 . Note that after step 14, both O 1 and O 2 represent locally optimal partitionings. In steps 15-16, O 1 and O 2 are used to replace the worst individuals in the population. This process is iterated until a stopping criterion is met. In our experiments, we will simply use a time limit as this criterion. if O 2 / ∈ P then replace the worst individual in P with O 2 17 return the best individual P best in P
Experimental Results
In this section, we present the experimental of StS AMA and the other algorithms for several real-world network instances. We first describe the experimental protocol for our evaluation. Next, we present the result we obtained for social networks, protein-protein interaction networks and graph studied in network science literature.
Experimental Protocol
For the experimental evaluation, we have used real-world networks from three different sources. Firstly, we use samples of social networks, including public circles data from Google+ and social network Pokec [45] . Next, we use protein-protein interaction networks from UCLA database of interacting proteins [39, 55, 56, 57] . Last but not least, we perform experiments also for several real-world networks studied in network science literature.
All experiments have been conducted in short-running and long-running forms, with 1 minute and 15 minute time limits. LS 1 and ALS 1 have been used in a multi-start form, restarting whenever a local optimum has been reached. ARLS 1,2 has also been used in a multi-start form, with a restart being used after 10 6 iterations without improvement.
AGA-1PX and AGA-UX have been used with population size p = 100 and tournament size t = 2. A restart has also been used if 10 6 individuals without improvement of the best solution found so far have been generated. This restart is also accompanied by adaptation of p s .
StS AMA has also been used with population size p = 100 and tournament size t = 2. Within StS AMA, RLS 1,2 has been used with a maximum of l = 10 6 iterations.
Results for Social Networks
In Table 1 and Table 2 , the results obtained for social network samples are presented. The first column of these tables identifies the graph, followed by columns denoting the algorithm used, minimum and average conductance Φ(S) obtained, as well as the success rate, i.e. the number of runs obtaining the best result out of all runs of the algorithm.
We have used the algorithms to solve the problem in a small 52-vertex social network sample soc_52, samples of public circles data from social network Google+, including gplus_200, gplus_500 and gplus_2000, as well as samples of social network Pokec, including pokec_500, pokec_2000. A larger snapshot of this network is also a part of the SNAP network dataset [23] . All of these social network samples are available in an anonymous form 1 . For soc_52, all algorithms have easily found the same low-conductance partitioning. However, the algorithms provided much more varied results for larger instances. Interestingly, ALS 1 and StS AMA performed significantly better for gplus_200 than the rest of the algorithms. This is most probably due to the adaptive mechanisms of these algorithms. This is also illustrated by Figure 2 , showing the difference between the best partitioning found by most of the algorithms for gplus_200 and the partitioning found by ALS 1 and StS AMA. This highlights the role of the adaptive approach in the problem, since high-quality solutions to the problem often seem "asymmetric". Additionally, the best partitioning found for gplus_500 has the same conductance value as the one found for gplus_200. This indicates that the same community has been identified both in the smaller and the larger sample of the network. However, this solution has been found only by StS AMA for gplus_500. With the standard way of generating the initial solutions, the algorithms tend to converge to the suboptimum. It is the adaptive initial solution generation, which supports sampling of the unbalanced partitionings.
StS AMA has produced the best results also for gplus_2000, pokec_500 and pokec_2000. In addition, one can see that the best conductance has been obtained by StS AMA not only in the best runs, but also on average.
Results for Protein-Protein Interaction Networks
In Table 3 and Table 4 , we present the results obtained for protein-protein interaction (PPI) networks. These experiments have been performed for the largest component of each of these networks, since unlike our social network samples, PPI networks do not have to be connected. Graphs with multiple connected components have a trivial solution with zero conductance.
PPI networks represent the data for the following species. Celeg20160114 is a PPI network for Caenorhabditis elegans, Dmela20160114 is for the fruit fly, Ecoli20160114 is for Escherichia coli, H pylo20160114 is for Helicobacter pylori, Hsapi20160114 is a human PPI network, Mmusc20160114 is for the house mouse, Rnorv20160114 is for the brown rat and Scere20160114 is a PPI network for a commonly used species of yeast.
Apart from Rnorv20160114, the results of different approaches for PPI networks seem to be much more varied. However, StS AMA has also been identified as by far the most efficient, providing the best results both in the best runs and on average. Intriguingly, the more generous time limit of 15 minutes seemed to give StS AMA improved and somewhat more stable performance. However, there still seems to be large space for performance improvement, either by using large parallel population, or by employing classical graphtheoretical tricks to discover promising regions of the search space.
Results for Network Science Graphs
Last but not least, Table 5 and Table 6 present the results obtained for graphs studied in network science literature. These graphs are taken from Newman's network data repository 2 . Network adjnoun represents adjective-noun adjacencies in David Copperfield [32] , f ootball represents matches in a season of American college football league [17] , lesmis is a network of character coappearances for Les Miserables [21] , zachary is a network of friendships in a Karate club [58] , celegansneural is the neural network for Ceanorhabditis elegans [49] , dol phins is a social network of bottlenose dolphins [26] and polbooks is a network of political books.
For these instances, the algorithms obtained less varied results. No difference in performance of the algorithms was observed for zachary and polbooks. In addition, all algorithms obtained the best result also for the other instances. However, StS AMA performed better in terms of its success rate also for these instances.
Conclusions and Discussion
We proposed a steady-state adaptive memetic algorithm (StS AMA) for the minimum conductance graph partitioning problem. The algorithm combines the steadystate framework with two local search strategies. This includes both randomised local search and systematic local search to ensure that every solution in the population represents a local optimum. Both local search strategies are based on our own efficient neighbourhood exploration strategy.
The experimental results were presented for StS AMA, three local search algorithms (systematic local search algorithms LS 1 , ALS 1 and randomised local search algorithm ARLS 1,2 ), as well as genetic algorithms with one-point and uniform crossovers (AGA-1PX and AGA-UX). The experiments were performed on real-world networks, including social network samples, proteinprotein interaction networks and graphs studied in network science literature.
These results identified StS AMA as the most robust strategy to solve the minimum conductance problem. We have also identified that the performance gap between StS AMA and the other algorithms seems to become wider as the instances get larger. The largest gaps have been identified for large social network samples with 2000 vertices, as well as for large protein-protein interaction networks.
However, several problems remain open. It is not yet clear whether improving moves can be identified in O(1) time for the minimum conductance problem, similarly to max-SAT or NK-landscapes [51, 52] . Performance of StS AMA for large problem instances also suggests that improved results may be obtained by a parallel or a distributed variant of the algorithm. Last but not last, a hybrid approach, combining StS AMA with classical graph-theoretical techniques can also be a way to improve the performance of the algorithm.
