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INTRODUCTION 
In practice we quite often have to deal with a noise-corrupted signal of 
the type V(t) = X(t) + b(l) which re resents an inaccurate observation p 
(or measurement) of the parameter X(t). Quite often s(t) is an additive 
wide-band noise and is usually described as “white.” The statistical properties 
of both X(t) and B(t) are known a priori. On observing q(t) we obtain more 
accurate information about the values of the parameter to be estimated, X(t). 
It is now described by the “posterior” probability density function (p.d.f.) 
which is conditional upon observation. The equation governing the evolution 
of the conditional p.d.f. contains the function of observation as a driving 
term and describes in mathematical terms the “updating” effect while 
observing the signal V(t). By choosing a criterion of optimality (rms, 
maximum posterior probability etc.) one can obtain another dynamic equation 
for the estimate of the parameter x(t). The optimal filter may be then 
designed on the basis of that equation. 
The differential equation of conditional p.d.f.‘s was first obtained for the 
case of a Markovian parameter and an additive Gaussian wide-band noise 
by R. L. Stratonovich [l, 21. A somewhat different equation has been obtained 
by H. J. Kushner in [3]. The latter paper contains one or two misleading 
statements upon the nature of contradictions between the results of [l, 21, 
on the one hand, and those of [3], on the other. It is therefore thought 
desirable to look more closely into both “conflicting” equations (96) of [l] 
and (2.8) of [3] and investigate if any “errors due to the omission of certain 
significant terms” have been committed in [l], as Kushner alleges. 
1. PHYSICAL, WHITE NOISE 
The stationary, Gaussian, noise process s(t) is, in reality, a smooth random 
function and can hardly be regarded as a s-correlated process (theoretical 
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white noise). In [3], however, C(t) is assumed to be theoretical white noise 
straightaway but in fact it is a convenient mathematical abstraction and is to 
be treated as such. 
The noise autocovariance function k(7) = f$(t)&t + T) (2 == 0) is equal 
to zero only for 7 > T’, where 7’ is a constant depending on the cutoff 
frequency (w’) of the noise process (T’ = l/w’); T’ is sometimes referred to 
as the “autocorrelation time.” It indicates the steepness of the autocorrelation 
function [4]. 
Following [4] we may define 
and consider increments 62, over the successive intervals (t,-, , tK), 
s 
tK 
62, = &(t’) dt’, (1) tK-d 
where t, = KA, K = 1, 2, . . . . 
The autocorrelation coefficient between increments over successive 
intervals may be shown to be 
If we consider only intervals, the lengths of which are much greater than the 
“autocorrelation time” T’, i.e., put A > T’, then we can dispense with pair 
correlations. The same is true for higher-order correlations k,(Sz,, . . . . Sz,,-,) 
(s > 3, “autocorrelation times” being defined specifically for each s. 
Therefore, in the case A > 7’ increments over successive intervals may be 
considered to be independent. This means that a(t) which is described by 
its autocovariance function k(T) may be replaced only inside the integral 
by the theoretical white noise a*(t) which has 
k*(T) = &Ns(T) 
as its autocovariance function l. In this sense we call 8(t) physical white 
noise. N has the meaning of power spectral density and is defined by 
N -= 
2 s 
m k(T) d7. 
-03 
1 The asterisk in the notation wil mean throughout the paper that theoretical 
white noise is involved. 
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In view of the independence of the increments the joint probability distribu- 
tion P(c%z, , . . . . Sz,) is equal to the product of univariate p.d.f.‘s 
P(SX,, .*., Sz,) = P(6.q) ... P(SzK) = (IiWA)-KP exp j -&&;. (4) 
Thus a wide-band noise process whose cutoff frequency U’ is high but finite 
may be regarded as physical white noise if U’ > l/O where A is the integrating 
constant of a physical system (such as an optimal filter). Substituting the 
physical white noise for the wide-band noise process means that the cutoff 
frequency is not being considered. This is permissible only in the case when 
it is much higher than the relevant frequencies for a particular problem. 
In almost all pratical cases of filtering the band width of a filtering system is 
certainly much smaller than the band width of the noise. Therefore it may 
be regarded as “white” in the above-mentioned sense. 
2. THE STOCHASTIC (ITO) AND “ORDINARY” DIFFERENTIAL EQUATIONS 
OF CONDITIONAL PROBABILITY DENSITY~ 
Let us consider the evolution of posterior p.d.f. in discrete time 
t, = Kd (K = 1,2, . ..). This function is conditional upon observation, 
B, = {u(t)} 0 < t < t, . Let X, = X(tK) be a univariate Markovian 
process with a given transition matrix PA(XK+r , Xx). Similar to [3], we will 
work with the observation 
syj = ftj ??(t’) dt’ = 
- tj-A s 
tj 
X(t’) dt’ + 6.q . (5) 
+A 
For the time being we will consider X to be a random value (not a random 
process): 
SYj =XA f&z,. 
Then we may write down the following recurrent formula for conditional 
p.d.f.‘s (P(X, t, 1 BK) = (P(XK 1 BK) for the sake of shortness) 
JY&+, I W expWW2XsY~+1 - X241 
p(xK+l ’ BK+l) = J’ p(KKtl 1 BK) exp{(l/N)(2X SYK+, - X2A} dXK+, (7) 
where P(X,+, 1 BK) = P(X, 1 Bx) (in the more general Markov case: 
WG+, I 4) = J-?,(X,,,&)W, I 4) dx,). 
* The term “ordinary” means here as in [4, 61 the differential equation which 
contains a smoothed noise term and can be solved as an ordinary differential equation. 
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Expanding (6) up to a remainder whose mean square value is o(SYi+,) we 
obtain the following differential equation quoted in [3] (Eq. 2.3) 
SP = P(X, t,, I B,,,) - P(X, t, I BR) 
= ; /(m* - ‘P)A + 2(X - p) SI,,, 
f ; [(X2 - m,) - 2/.4x - CL)1 se+, 1 03) 
(m, = 3, p =F). 
Now, as A ---f 0 for the physical white noise SYK are no longer independent, 
8YK2 is O(A), and (8) goes over into Stratonovich’s equation, which will be 
discussed later. 
It seems appropriate here to make a few remarks concerning Eq. (8). 
It is valid in the limit (A + 0) only if successive increments 
SY, = SY,* = /FeA%T*(t) dt 
K 
are independent, i.e., W*(t) contains theoretical white noise c?*(t). Equation (8) 
is a stochastic (Ito) differential equation and is hardly suitable for designing 
the optimal filter. First, SE-*/A is of the order A-l’” and can hardly 
describe the received signal g(t), as is suggested in [3]. The introduction of 
a smoothed signal %A = Sk-*/A can hardly help in Eq. (8) because for 
A --+ 0 it does not make any sense at all ((&j - A-l’?), and for finite A Vd 
represents a smoothed signal with physical white noise and eliminates the 
term containing SLY** as A + 0. Secondly, (SY*)2/A should hardly be 
replaced by gABA. In probability theory it is quite well known [5] that for a 
Brownian process Y*(t) with the variance parameter us the integral 
s 
” (Sy** - $4 = 0 
h 
with probability one, however small the segment [tl , t,] may be. Therefore, 
SY**/A should be replaced by N/2. In view of this, Eq. (2.8) of [3], as well 
as Eqs. (4.1) and (4.2), are impractical and should be modified. 
The stochastic (Ito) equation (8) should be rewritten in a simpler form 
SP = $ (X - /L)(SY* - /LA) (9) 
P(X, t) is obviously a Markov process and sB P(X, t) dX = 0 which means 
that the average rate of change of P(X, t) is zero as should be expected. 
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The physical filter should be designed in accordance with an “ordinary” 
differential equation of the type 
6P = m[P, t] fi + u[P, t] SY, (10) 
where Y1(t), involving physical white noise, is an approximation to the 
Brownian motion process E;*(t). The subscript 1 indicates that both these 
processes have the variance parameter equal to one: E(8Yr*2) = A, 
E(SYJ = A (A > 7’). 
In [4,6] it has been shown that as Yi(t) converges to Yr*(t), P(X, t) 
converges in the mean to the solution of the stochastic (Ito) equation. 
sp* = m*(P, t) A + o(P, t) au,* (11) 
where 
m*(P, t) = m(P, t) + ; u(P, t) qp . 
In [4] this was shown for the case of physical white noise, in [6] for a piecewise 
linear approximation to the theoretical white noise model. Let us find the 
equivalent ordinary differential equation for the case of physical white noise 
approximation. From (9) we have 
“*(P, t) = - z$(X - p) 
o(P, t) = 2; (X - p) 21 
TV 
-y 
(12) 
To use the relationship m = m* - 3~ SujSP we have to calculate &+P. 
6U 
-=- 
6P 
;(X-p)2/p2jr& (13) 
From (9) we obtain the following equation for 6~ = j X 8P(X, t) dt: 
2 
6p = ,p2@Y - PA) (14) 
(112 = m2 - P2). 
Comparing (9) and (11) we obtain 
P 
ap = z (X - p)Sp. 
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The “ordinary” differential filtering equation can be obtained from (lo), 
as d -+ 0. 
P = ; [(?fz2 - X2) + 2(X - y)lqt)] (18) 
where %?(&+s = SY/d is the received signal. The solution of this filtering 
converges to the solution of the stochastic equation (9) as the physical white 
noise e?(t) converges to the theoretical white noise model a*(t). 
In the case of X(t) being a univariate Markov process satisfying the 
Kolmogorov equation (P(X) = U’(X) w h ere L is a linear operator) it is not 
difficult to show that the filtering equation is 
P(X, t) = LP(X, t) + [F(X, t) - F[t)]P(X, t) (19) 
where 
F(X, t) = f [2V(t)X - X2], P(t) = J-F(X, t)P(X, t) dX 
This is the equation that has been previously obtained by Stratonovich 
((96) of [2]). This equation can be solved for particular cases with the help 
of the Gaussian approximation method [2, 71. Kushner’s objections to this 
equation [3] are obviously incorrect. By the way, paper [3] does not contain 
any reference to paper [2] which is of direct relevance to the subject matter 
of his paper, especially that of section IV. 
3. THE “SYMMETRIC” FORM OF THE STOCHASTIC DIFFERENTIAL EQUATION 
OF CONDITIONAL DENSITY 
The stochastic integrals and equations, introduced by Ito, are quite 
convenient when dealing with exact Brownian processes. A new form of 
representation of stochastic integrals and equations has been introduced by 
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Stratonovich in [8]. He defines the stochastic integral as the limit in the 
mean 
f @(x*(t), t) &z*(t) 
=1.&&q * , z*(G) + X*(tj+l) v tj) iz*Cti+l) - z*(tj)l C20) 
1=1 
where z*(t) is a regular Brownian motion process subject to certain usual 
conditions. Stratonovich has called this form “symmetric.” The “symmetric” 
form is different from the Ito integral 
j” @(z*(t), t) dz*(t) = ‘i/r. N$ @(z*(tJ, tj)[z*(ti+r) - z*(t,)]. (21) 
a 3=1 
In [8] conversion relationships have been given for integrals and stochastic 
equations of both types. It has been shown that for theoretical Markov 
processes the equations 
p(x9 t + “j - p(xy 9 = cq,(qx, t), g*(q) (22) 
and 
(1 stands for the sense of Ito) 
qx, if + A) - P(X, t) =%( WC t> + w, f + 4 A 2 , g*(t)) (23) 
(5’ implies the “symmetric” sense of Stratonovich) 
do not necessarily coincide. 
The conversion relationship (18) of [8] is in fact identical with (11). So 
if (9) corresponds to (22) then the stochastic equation (23) can be written 
down as 
P(X, t) = LP(X, t) + fp [(m2 - X2) + 2(X - p)V*(t)l (24) 
where W*(t) = X(t) + s*(t). This equation is identical in form with the 
“ordinary” differential filtering equation (19) obtained for physical white 
noise. The latter equation may, therefore, be understood as stochastic in the 
“symmetric” sense and may be solved with conventional methods). Thus, 
we may introduce the theoretical white noise model for a smooth wide-band 
physical noise but the stochastic equations should then be obtained in the 
“symmetric” form (23) and not the Ito form in order to be used for the 
optimal filter design. 
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Finally I would like to point out that the University of ~MOSCOW Publishing 
House has just published a new book by R. L. Stratonovich [9] which deals 
exclusively with the theory of differential equations of conditional probability 
density functions. It is the first book of its kind ever published. It provides 
an ample mathematical background covering the cases considered in the 
paper as well as more general cases and shows how the theory may be applied 
in solving some of the problems of nonlinear filtering and optimal control. 
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