Abstract-This paper presents an architecture to support Virtual Network Functions (VNFs) chaining using the IPv6 Segment Routing (SR) network programming model. Two classes of VNFs are considered: SR-aware and SR-unaware. The operations to support both SR-aware and SR-unaware VNFs are described at an architectural level and we propose a solution for SR-unaware VNFs hosted in a NFV node. An Open Source implementation of the proposed solution for a Linux based NFV host is available and a set of performance measurements have been carried out in a testbed.
I. INTRODUCTION
The concept of Network Function Virtualization (NFV) [1] is reshaping the way in which telecommunication networks and services are designed and operated. Traditional network functions are transformed in VNFs (Virtual Network Functions), running over a distributed, cloud-like infrastructure referred to as NFVI (NFV Infrastructure). In the NFV approach, services are implemented by properly chaining VNFs that can be distributed over the NFVI. This process is called Service Function Chaining (SFC). An overview of the issues related to the deployment and chaining of VNFs is reported in [2] , while the SFC architecture as standardized by the IETF is included in [3] . Citing from [2] , VNFs can act at various layers of a protocol stack and examples of service functions include: firewalls, WAN and application acceleration, Deep Packet Inspection (DPI), server load balancers, NAT44, NAT64, HTTP header enrichment functions, TCP optimizers. In general, it is possible to chain both virtualized functions (VNFs) and physical nodes in a Service Function Chain. Hence, in the text above we should have referred to service functions rather than to VNFs. For the sake of simplicity, and considering the trend towards network softwarization, we only refer to VNFs throughout the paper.
The SFC architecture is defined in [3] at a very high level. The generic concept of SFC encapsulation is introduced, without specifying the protocol mechanisms that are needed to enforce the forwarding of packets along the chain of VNFs.
This work was partly performed in the context of the Superfluidity project, which received funding from the EU Horizon 2020 programme under grant agreement No. 671566 The definition of a new header called Network Service Header (NSH) that can be inserted into packets or frames to support SFC is proposed in [4] . On the other hand, in this paper we follow the approach of using the Segment Routing (SR) [5] architecture to support SFC (see [6] ), considering in particular, the IPv6-based Segment Routing (in short SRv6) [7] . The SR architecture relies on the source routing paradigm. A node can add to a packet an ordered list of instructions, denoted as segments, that can be used to steer the packet through a set of intermediate steps in the path towards its final destination. Although the SR architecture can operate over a MPLS or an IPv6 data plane, here we only consider the IPv6 solution. In the IPv6 case, the list of segments is transported in a new type of Routing Extension Header called SR Header (SRH) [8] . In [9] , the IPv6 segment routing concept is extended from the simple steering of packets across nodes to a general network programming approach. In fact, thanks to the huge IPv6 addressing space, it is possible to encode instructions and not only locations in a segment list. The architectural approach and the implementation described in this paper are based on the network programming model proposed in [9] .
The VNFs can be divided into two classes with respect to their interaction with the SR: SR-aware functions and SR-unaware functions. SR-aware functions can process the information contained in the SRH of incoming packets and can use the SRH to influence the processing/forwarding of the outgoing packets. In particular, SR-aware VNFs could directly process the SRH in IP packets or they could interact with the Operating System or with SR modules in order to read and/or set the information contained in the SRH. SR-unaware VNFs are not capable to understand the SRH, they can only reason in terms of traditional IP operations. The typical case for SR-unaware VNFs is the case in which a pre-existing VNF (also referred to as a legacy VNF) is used in a SR-based SFC scenario. In this case, legacy VNFs need to be inserted in the SFC processing chain in such a way that they can receive, process and forward plain IP packets with no knowledge of the SRH and of the SFC infrastructure. In this case, the SFC infrastructure forwards the packets to the SR-unaware VNFs and receives the packets from them, performing the adaptation with the SR-based SFC processing chain.
In this paper, we present a SFC architecture based on SRv6 and a NFV infrastructure, as described in Section II. We focus on the issue of steering traffic within a Linux-based NFV host that supports a potentially large number of VNFs. Our first contribution is to describe a solution for a particular class of SR-unaware VNFs. The solution is able to support a set of VNFs running as containers on the Linux NFV host. As a second important contribution, in Section III we present an open-source implementation of the proposed solution, working as a Linux kernel module. The module adapts the SR-unaware VNFs to the SRv6-based SFC processing chain. We considered a methodology for the performance evaluation of the proposed solution and run some experiments to evaluate the processing cost. The results cannot be included in this paper for space constraints and reported in [10] .
II. NFV/SR ARCHITECTURE
In this section we describe the architecture of a network domain supporting VNF chaining through IPv6-based SR. The reference scenario is depicted in Fig. 1 . In the data plane, the network is internally composed of IPv6 core routers (CRs), some of which are SR-enabled, that is they are able to process the IPv6 SRH. There could be also legacy IPv6 CRs that simply forward packets regardless of the presence of the SRH (according to the current IETF draft on IPv6 SR architecture [11] ). On some nodes, referred to as NFV nodes, it is possible to run the VNFs. The set of nodes on which the VNFs can be instantiated is referred to as NFVI (Network Function Virtualization Infrastructure). In Fig. 1 , the NFV nodes are IPv6/SR routers that are also capable of running VNFs. Another possibility (not shown in the figure) is to have a NFV node external from the IPv6/SR router, i.e. running as a host attached to router.
We assume that a VNF instance running in a NFV node is uniquely identified by an IPv6 address. A NFV node will be able to host a number of VNF instances, and the IPv6 routing in the network can be easily configured in order to forward toward the NFV node all packets destined to the VNF instances running in the NFV node.
According to the SFC architecture document ( [3] ), a Service Function Chain is an ordered set of abstract service functions that should be applied to a packet (or flow). The concrete list of Service Function instances to be traversed (including their addressing information) is referred to as Rendered Service Path (RSP). In this paper we will use the notation VNF chain to identify the ordered set of VNF instances to be traversed (i.e. corresponding to the RSP defined in [3] ). Therefore, we will represent a VNF chain as <v 1 ,v 2 ,...,v n >, where v i is the IPv6 address of the i-th VNF in the chain.
As we exploit the SRv6 solution, each VNF IPv6 address corresponds to a Segment IDentifier (SID) and the VNF chain can be represented in a SRH (Segment Routing Header) containing a SR path (i.e. the ordered list of segments).
Coming back to Fig. 1 , at the border of the domain there are the edge routers (ERs) that classify incoming packets and associate them to the proper VNF chains (represented as lists of IPv6 addresses to be inserted in the SRH). As described in [8] , this is done by encapsulating the original IPv6 packets in an outer IPv6 packet with the SRH. In other words, the original packet is inserted as payload of a new packet composed of: a new IPv6 header, the SRH that addresses the VNF chain, and the original packet. The new IPv6 header has the ingress ER as IPv6 source address, the next VNF in the chain as IPv6 destination address, and the egress ER as last segment in the segment list.
When a SRH-provided packet arrives to a NFV node, with the destination address equals to one of the VNF addresses associated to the node, the packet is processed by a SR/VNF connector (see later) and then passed to the corresponding VNF. After the packet has been successfully processed by the VNF, it is passed back to the SR/VNF connector and to the underlying networking layer for being forwarded to the next VNF, to the next-hop SR router, or to the final destination. In the control plane, the architecture includes the End-toEnd Orchestrator that interacts with the NFV Managers for configuring and administrating the VNFs, and with a SDN Controller for configuring network nodes. In particular, the following two main tasks can be performed by the SDN controller.
1) Configuration of the classifier and SR module of the ingress ERs (new classification rules and proper SR paths specifying the requested chain of VNFs), each time a new traffic flow is added to the network. Thanks to the SR approach, the per-flow configuration state is only stored in the ingress node (ER), and no per-flow modification of the rest of the network is needed. 2) Configuration of the routing tables of the nodes according to the topology. If there are no specific requirements for traffic engineering and/or routing constraints, this function can be replaced by standard routing protocols, like OSPF. This function is not executed on a per-flow basis, but only when a new node is added or removed, or when some modification of the routing is needed. In a simple scenario, VNFs can be instantiated in the NFV nodes by the Orchestrator in a semi-permanent way, based on static configuration. In a more advanced scenario, not covered in this paper, VNFs could be dynamic and instantiated ondemand when the first packet, belonging to a new flow and targeted to a given VNF, arrives at the node.
Inside each NFV node the SR/VNF connector is the module in charge of logically connecting the SR routing with local VNFs. This operation can be logically split into three phases: (i) identification of the target VNF and (potentially) modifications of the packet, in order to let the packet be correctly processed by the legacy VNFs (see below); (ii) dispatching the packet to the proper VNF; iii) restoring the correct SR encapsulation after the VNF returned the packet, in case modifications had been applied previously to the packet by the SR/VNF connector. In a NFV scenario in which the NFV nodes are also able to dynamically instantiate VNFs on-demand, the SR/VNF connector is also in charge of this operation (in this case, it is possible that a packet arrives to the node requesting a VNF that is not running and therefore will be dynamically instantiated by the SR/VNF connector).
Regarding the VNFs and the operation performed by the SR/VNF connector, two scenarios are possible as described in the next subsections: (a) the VNFs are SR-aware, or (b) the VNFs are SR-unaware. According to the SRv6 network programming model [9] , the operations to be performed are associated with the Segment IDentifier in the SR path. In other words, the IPv6 address used to include a VNF in a service chain does not only identify the VNF instance, but also instruct the NFV node to perform the operations (like decapsulation) that are needed before handing the packet to the VNF.
A. SR-aware network functions
Some VNFs can be aware of SR and the corresponding IPv6 SR packet encapsulation. This means that the VNFs are able to process the original packet despite the fact that it has been encapsulated within a SR packet. These VNFs are then aware of the SRH and they can process it by: (i) reading the sequence of identifiers of the past VNFs that have already processed the packet and the sequence of identifiers of the following VNFs that still have to process the packet, (ii) changing the chain of the following VNFs by adding, removing, and reordering the list. This opens the possibility of advanced VNF operations.
If the VNF is aware of the SR encapsulation, it could be also able to modify the segment list in the SRH, by adding, removing, or reordering the VNFs in the list. Three cases are possible: 1) the VNF is only allowed to insert new VNFs between the current VNF and the next one (next segment); 2) new VNFs can be inserted in any position along the VNF chain (SR path); 3) the current VNF is allowed to fully modify the segment list by adding, removing, and/or re-ordering next VNFs (segments). The last two cases require that the VNF is aware of (i.e. it knows) the VNFs corresponding to the segment IDs already present in the segment list. In all these three cases, the SR/VNF connector is in charge of controlling that the segment list in the SRH has been modified correctly, according to the access and security rules given to the VNFs.
B. SR-unaware network functions
A VNF is SR-unaware if it is not able to process an incoming packet enveloped by the SR encapsulation, and hence it is not able to recognize the original packet from the SRencapsulated packet. In this case, in order to correctly apply the VNF to the original packet, the SR/VNF connector must pre-process the packet by removing the SR encapsulation, and re-apply it when the packet is returned by the VNF.
When the SR/VNF connector receives a packet back from a SR-unaware VNF, it has to re-apply the original SR encapsulation (re-attaching the original outer IPv6 header with the SRH) before passing the packet to the IPv6 layer. In other words, the correct VNF chain should be re-associated to the packet. In the general case, a VNF in a NFV node could be inserted in different VNF chains at the same time. Therefore the packets that are forwarded through the VNF should be classified when they go out from the VNF itself to understand to which VNF chain they belong. On the other hand, we can impose the constraint that a VNF in a NFV node can be inserted only in one VNF chain at the same time. Under this constraint, it is possible to operate in a very simple way and associate all packets that go out of the VNF to one VNF chain. To make a concrete example, assume that the packets belonging to a flow f 1 are associated by an ingress node to the VNF chain represented by <v a ,v i ,v x >, while the packets belonging to the flow f 2 are associated to the chain <v b ,v i ,v y >. The packets of both flows need to cross the VNF v i . This scenario is shown in Fig. 2-a. If we duplicate the VNF v i by instantiating two instances in the same VNF node (v i1 and v i2 in Fig. 2-b) , it is possible to meet the condition that a single VNF is only associated to a VNF chains. The two chains associated with flows f 1 and f 2 are <v a ,v i1 ,v x > and <v b ,v i2 ,v y >. Formally, let S be the set of all VNF chains allocated in the network. We say that a VNF is univocally mappable if it belongs to at most one VNF chain in S. We also assume that a VNF cannot appear twice in the same VNF chain.
For a univocally mappable VNF, it is possible for the SR/VNF connector to associate the packets outgoing from the VNF to the proper VNF chain and the corresponding SR list. Of course the SR/VNF connector needs to know from which VNF a packet is coming. This knowledge depends on how the internal routing through the VNFs is implemented. For example, if a virtual switch is used, the VNF identity could be associated to the MAC address of the virtual interface of the VNF. Another example is the solution that we implemented in the NFV node described in the next section, where the VNFs run in separated containers implemented as Linux namespaces. In this case each container has its interface associated to a different virtual interface of the Linux host, therefore the identity of the VNF that processed the packet could be simply obtaining from the virtual interface where the packet comes from. The solution that we have described here considers a unidirectional VNF chain. As shown in [10] , this can be easily extended to bi-directional service chains in which each VNF participating in the chain has two interfaces for handling the traffic in the two directions.
If a VNF is not univocally mappable, a more complex classifier is needed in the SR/VNF connector to associate the packets outgoing from a SR-unaware VNF to the correct VNF chain (e.g. be based on IPv6 or transport addresses or on application level data). Our implementation currently only considers the case of univocally mappable VNFs.
III. IMPLEMENTATION
In this section a Linux-based implementation of the proposed NFV/SR architecture is presented. In particular, we consider the data plane that is composed of SR edge routers, that classify the traffic and enforce the sequence of VNFs, and NFV nodes, that are the core routers running the VNFs. Our main focus is the implementation of a NFV node supporting SR-aware and SR-unaware VNFs, with particular emphasis on the mechanisms to support SR-unaware VNFs. In the following, the implementation of the NFV nodes and SR edge routers is separately described. Our implementation is Open Source and available at [12] .
A. NFV node
In order to realize a NFV node, the following main components are required:
• An IPv6 layer capable of processing SR-encapsulated packets and passing them to the SR/VNF connector. The actual processing of the the SRH can be performed by the IPv6 layer or by the SR/VNF connector; in the latter case, at least, the IPv6 layer is requested to intercept IPv6 packets and pass them to the SR/VNF connector;
• A SR/VNF connector as defined in the previous section, capable of receiving SR packets from the IPv6 layer, processing them, and passing them to the proper VNF;
• A virtualization environment, able to run the VNFs as independent processes, or as applications within containers or dedicated Virtual Machines;
• The actual VNFs; they can be SR-unaware VNFs, like a standard packet filter, or SR-aware VNFs that are aware of SR and VNF chaining. Starting from the lower layer, we have the IPv6 layer with SR processing. In Linux all networking-related operations, including IPv4 and IPv6 header processing are implemented at kernel-level. Starting from version 4.10, the Linux kernel supports IPv6/SR (and the corresponding SRH header) based on the implementation provided by the IP Networking Lab at the Université Catholique de Louvain [13] . The implementation in [13] can support a scenario in which the VNFs are SR-aware and directly run as IPv6/SR nodes. Instead, in a NFV node in which SR-unaware VNFs run in a virtualization environment on top of a IPv6/SR node, more operations must be executed to support VNF chaining. In particular, IPv6/SR packets should be intercepted and passed to the SR/VNF connector that extracts the original packets and sends them to the proper VNF.
For these reasons, we designed and implemented some modifications to the default Linux IPv6 packet processing. In Linux, the IPv6 packet handling can be done by directly modifying the IPv6 implementation or by using the netfilter framework. Linux netfilter is a modular and powerful framework for packet mangling, offering a number of hooks in various points of the Linux kernel network stack that can be exploited to define custom functions.
We preferred to use the latter modular approach and implemented a new kernel module attached to netfilter with a pre-routing hook, acting as SR/VNF connector. All IPv6/SR packet are passed to this SR/VNF connector (at kernel level) for further packet processing according to the presented architecture. Both SR-aware and SR-unaware VNFs are supported. In case of SR-unaware VNFs, the SR encapsulation (and the corresponding SRH) is removed and the original packet is sent to the addressed VNF.
In our implementation the VNFs run in separated Linux namespaces [14] . Packets are passed to the VNFs and back to the SR/VNF connector through internal virtual interfaces, associated to the different namespaces. This solution is very simple and is fully compatible with all legacy VNFs that use IP networking as input and output channels. Examples are Firewalls (netfilter/iptables in Linux), Network Address Translators (NATs), or Deep Packet Inspection systems (DPIs).
We have analysed the processing cost of this solution of using the Linux forwarding for the exchange of packets from the SR/VNF connector to NFs and vice-versa. This was based on a simple model of the processing cost of forwarding, encapsulation and ecapsulation operations. The results are not reported here for space constraints and can be found in [10] .
B. SR edge router
The objective of an ingress SR edge router in the NFV/SR architecture is to process incoming packets, classify them, and enforce a per-flow VNF chain; the list of VNF identifiers is applied by encapsulating the original packets in a new IPv6 packets with a SRH reporting as segment list the order list of addresses of the given VNFs.
Such SR edge router has been realized using the SRv6 features recently introduced in the Linux kernel (version 4.10) and based on the implementation provided in [13] . By using such SRv6 features the ingress SR edge router can classify the traffic and encapsulate the selected packets in a new IPv6 header with the SRH routing extensions. The classification is based on the IPv6 destination addresses. In particular, by using the Linux routing tables in the node it is possible to associate a VNF chain to a set of destination addresses. This is done by creating a IPv6 in IPv6 tunnel in which the matching packets are encapsulated. The SRH routing header is attached to the outer packets of the tunnel and contains the list of SIDs representing the VNFs that should process the packet as well as the egress SR edge router. The egress SR edge routers have to remove the SR encapsulation and forward the inner packet toward its final destination. This allows the final destination to correctly process the original packet. The described classification/encapsulation/decapsulation mechanisms represent the regular behavior of a SR edge router, therefore it was possible to reuse the SRv6 implementation provided in [13] with no additional modifications.
C. Testbed and performance evaluation
In order to verify the correctness of our implementation and to evaluate the performances, we set up simple and easily replicable testbed, shown in Fig. 3 . The testbed is composed of three nodes, implemented as Linux Virtual Machines (VMs), running the kernel with IPv6/SR support. The advantage of using VMs in place of physical nodes is that it is much simpler to setup (and replicate) the testbed. Moreover, there is the possibility to fully customize the HW and the CPU power of each node. The testbed is based on the VirtualBox virtualization environment [15] and the Vagrant tool [16] to manage and configure the development of the testbed.
Both SR-aware and SR-unaware VNFs are supported in the testbed as the SR/VNF connector can distinguish the two cases based on the IPv6 address and act accordingly. Concerning the performance evaluation, we focused on the evaluation of processing cost and achievable throughput in a NFV node. As reported in [10] , we have considered a methodology for the relative comparison of different architectural or implementation solutions and to study the performance of a given solution with respect to different conditions (e.g. increasing number of flows or number of VNFs to be handled). In particular, we have evaluated the processing overhead introduced by our implementation of a NFV node (supporting SR-unaware VNFs) with respect to a NFV node that just provides routing toward internal VNFs (supporting SR-aware VNFs). The results can be found in [10] and show that our module is efficient in the usage of CPU.
IV. CONCLUSIONS
In this paper we have presented a solution for VNF chaining based on IPv6 Segment Routing network programming model and its implementation on a Linux based infrastructure.
In particular, we focused on the support of SR-unaware VNFs, for which the infrastructure needs to remove the Segment Routing encapsulation before forwarding a packet to a VNF and then re-add the encapsulation to continue the processing across the chain.
The implementation is based on a Linux kernel module that supports the IPv6 Segment Routing network programming model, available as Open Source.
We have also considered a methodology for evaluating the performance and used it to evaluate the performance of our module in terms of processing cost and achievable throughput of a NFV node.
