Abstract-We propose and analyze a probabilistic model of packet reception in the steady state regime of a non-slotted wireless communication channel. It is an extension of the classical M/D/1/1 Erlang's loss model where the interference created by different packet emissions is introduced by means of a shotnoise process. More precisely, we assume that a given packet is admitted by the single receiver if this latter is idle at the packet arrival epoch and successfully received if, in addition, its signal-tointerference-and-noise ratio averaged over the reception period is large enough. As the main result we prove an analog of the Erlang's formula for the ergodic rate of the successfully received packets. Our work is motivated by some applications to transmitonly sensor networks.
M/D/1/1 Erlang's loss model where the interference created by different packet emissions is introduced by means of a shotnoise process. More precisely, we assume that a given packet is admitted by the single receiver if this latter is idle at the packet arrival epoch and successfully received if, in addition, its signal-tointerference-and-noise ratio averaged over the reception period is large enough. As the main result we prove an analog of the Erlang's formula for the ergodic rate of the successfully received packets. Our work is motivated by some applications to transmitonly sensor networks.
I. INTRODUCTION
Consider packets of some constant length B arriving to a single receiver according to a Poisson point process with constant intensity A. Suppose that the receiver can receive at most one packet at a time and that packets arriving when the receiver is busy are simply dropped. The above description corresponds to the MIDI1I1 loss model. One knows (from the loss Erlang's formula that applies to the case with a general, in particular deterministic, service time; see e.g. [1, equation (81) , p. 71]) that the fraction of packets that are not dropped by this system in the long run is equal to 1/(1 + AB), where AB is the mean number of arrivals per packet duration.
The above classical loss model is adapted to the situation when there is no interference between signals carrying packets; i.e., when reception of a given packet cannot be damaged by concurring emissions of other packets. If it is not the case, some packets, which are not dropped may not be successfully received due to the interference with other (dropped) packets. A simple model of interference assumes that any two packets collide with each other if their reception periods overlap, and that none of the colliding packets can be successfully received. It is easy to see that in this model the fraction of non-colliding packets is equal to e-2AB < 1/(1 + AB) (cf a non-slotted Aloha model in [2, (4 
.13)]).
Collisions, as a model of interference is not adequate in many situations either. In particular in radio communications, when signals caring packets arrive with different powers, a weak single interfering transmission may not prevent a much stronger signal from being received, but many weak interfering signals may jointly do it. A more detailed packet reception model, taking into account particular system assumptions, is then required. In this paper we present and analyze some extension of the classical loss model M/D/1/1, where the interference between packet emissions is taken into account by means of the so called shot-noise model. We assume that a given packet is successfully received if its signal-to-interferenceand-noise ratio (SINR) averaged over the reception period is large enough. As the main result we prove an analog of the Erlang's formula for the ergodic rate of the packets that are successfully received. The expression is explicit in the case of exponential received powers, which is a valid assumption e.g. in the presence of the Rayleigh fading.
We discuss all basic system assumptions of our model and apply it to the analysis of the event-to-sink performance of in some transmit-only sensor network (cf. [3] for standard sensor networks).
The remaining part of this paper is organized as follows. In Section II we give general physical and protocol assumptions for our moder. In Section III we present the model and prove the main result. In Section IV the model is extended by introducing locations of emitters on the plane. Applications to sensor networks are presented in Section V. Some conclusions and future works are signaled in Section VI.
II. MODEL ASSUMPTIONS
Now, we will describe briefly basic system assumptions which lead to our model. A motivating example of transmitonly sensor network is presented in Section V-A.
A. Reception policy
Consider a non-slotted wireless channel in which packets of a fixed duration arrive in time at a single receiver. The receiver needs to synchronize to a packet before receiving it. Once synchronized to a packet, the receiver starts receiving it and continues until the end of the packet transmission. If the transmission is lost because of the interference with other packet emissions (see the signal to interference ratio condition (2.1) below), the error will be detected only at the end of the reception. Moreover, all the interfering packets will be lost as well. In order to improve the reception efficiency, one may consider an additional packet admission (thinning) policy. It consists in letting the receiver, once it is synchronized to a packet, to decide whether it starts receiving or ignore the detectedpacket. Such a policy, based for example on the value of the instantaneous received power or some average of the power received previously from a given emitter, may allow to ignore some too weak packets and to make the receiver more often available for stronger packets; cf. Figure 1 . The choice of a particular policy depends on system design goals. We will consider some examples in Section V. Hn > 0 can be interpreted as, respectively, the average (over fading effects) power with which the nth packet is received and the actual fading state of its channel. 3 In this paper we will always assume that P, and Hn, are independent of each other and Hn, are exponentially distributed with parameter 1. Lets denote by A (0 < A < oo) the intensity of D; i.e., T+,±-T, are i.i.d. exponential random variables (r.v.) with parameter A.
We consider the following modification of the Erlang's loss policy. Suppose that each packet is admitted by the single server of the system (i.e., starts being received by the receiver) if this latter is idle at the packet's arrival epoch and dropped (rejected) otherwise. Admitted packets are being received during their duration time B. However, dropped packets interfere during their emissions with the packets that are being received. Inspired by inequality (2.1), we will say that the nth packet, given it is admitted by the receiver, is successfully received if the following inequality holds Pr,,Hn
where W is some nonnegative r.v. independent of D, ai > 0 is some constant, I(t) is the value of the following temporal shot-nose process at time t
describing the total power received at time t from all packets that are being sent (including the power of the packet that is being received; this is why we subtract Pr,Hr, from 1(t) 
IV. PLANAR EXTENSIONS OF THE LOSS SYSTEM
In this section we assume that packets are emitted from different locations of the plane IR2 and arrive (at the epochs of a temporal Poisson process) at the receiver that operates according to the model described in Section Ill-A. Given locations of the emitters and the receiver, and assuming some form of the power attenuation function, we will obtain a particular form of the distribution of the received powers {P2n }.
Note that this distribution was not specified in the previous section. We will also consider some packet pre-filtering policy (thinning) applied by the receiver: only a fraction of the packets emitted from a given location is supposed to be captured by the receiver. Packets that are rejected by this thinning policy create the external interference J(t) considered in Section Ill-C. More precisely, we introduce the following notions.
Attenuation function: Suppose that the signal transmitted with some power P from the location x is attenuated (on average over fading effects) on the path to the receiver located at 0 by the factor L(x) > 0; i.e., the ergodic mean of the power received at 0 is equal to PL(x).
Spatial thinning of packets: Suppose that packets are emitted from different locations of the plane IR2. Given a function 0 < d(x) < 1 of x C 1R2, consider the following spatial thinningpolicy: with probability d(x), independently of everything else, the receiver considers a given packet emitted from x as admissible and starts receiving it, provided it is idle. Otherwise, the receiver ignores (drops) the packet even if it is idle at its arrival epoch. 
B. Bounds
In this section we will give some simple bounds for the rate of successful reception of packets. Denote ax = -/(PL(x)). Lj (() = exp ( AB + AeB J J(/ log(l + (PL(x)) A(dx)), L2 (() = exp( AB) (I + AB exp (AeBI 
A. Transmit only sensor network
Let us consider a network of sensors and cluster-heads. Sensors are simple sensing devices that are equipped only with a single transmitter. They send information to the clusterheads without acknowledgments (blindly). More precisely, we assume that some events trigger transmissions at the sensors randomly and independently of each other, with some constant intensity. Cluster-heads are more powerful (and more expensive) sensors. They are equipped with a receiver, and their special role is to receive information from transmitonly sensors. The synchronization, reception and decoding assumptions concerning these transmissions are described in Section II. 4 The network consists of a large number of sensors and a much smaller number of cluster-heads. We want to analyze and optimize the performance of the information transport from sensors to cluster-heads.
In what follows, for simplicity, we assume one only one cluster located at the origin of the plane. Sensors in a given "real" network realization are fixed. Our previous results let us evaluate the performance of a given fixed configuration of sensors served by the cluster head applying some spatial thinning policy (cf the Remark after the proof of Corollary 4.1). However, for performance optimization it is more convenient to use the Poisson-rain approximation (cf Section IV-A). It is a reasonable approximation of the packet traffic generated be 4We tacitly assume also that cluster-heads have a reliable communication channel of a higher rate used to forward the collected information to a central server, and that this channel does not interfere with the sensor channel. 
B. Density of received information
Our principal performance metric is the spatio-temporal density p(x) ofcollected information. We define it as the mean number of packets received from sensors, per second, from the surface area dx.
Assume for simplicity a homogeneous Poisson rain of AB) is the probability that a typical admissible packet finds the cluster head idle when it arrives and Prec(x) = LWC(<YX)12(17x)L22(7x)LJB (_7X) is the conditional probability of its successful reception.
Recall that L1l, L2, LJB are the Laplace transforms of the interference averaged over the reception period, generated respectively, by: admissible packets arriving when it is being received, admissible packets that are being sent at its arrival epoch, all non-admissible packets; cf. Figure 5 , (left)). In this paper we presented a detailed mathematical model of the physical and medium access layer for a non-slotted Aloha channel without feedback. As the main result we proved an analog of the Erlang's formula for the rate of the packets that are successfully received in this channel. The size of the packet is assumed for simplicity to be constant, but our approach can be extended to a variable packet size, which is natural for the non-slotted channel. Taking into account the retransmissions (stipulated by Aloha) is more tricky. One knows that any "infinite population" model (as our Poisson rain) with exponential back-off is instable.
As an example of application, we demonstrated how this model can be used to optimized the sensor-to-sink transport is some sensor network. We were interested in maximizing the coverage of some sensing domain or in increasing the total throughput. More systematic approach is possible on the ground of the fairness and control theory. In particular, the two contradictory goals considered in Section V-C are realized by the policies respectively called max-min and globally optimal. We did not discuss implementation details of the optimal policies. One example is considered in [9] . For simplicity we considered only policies based on mean received power (which is equivalent to distance-based policies). Analysis of more opportunistic policies, based on instantaneous received powers are left for future work. Also, we considered only one cluster head scenario. We leave for future work analysis and optimization of more complex architectures, which may motivate the deployment of such sensor networks in which some sensors are cheaper and less energy consuming, because they do not have receiver circuit.
