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Abstract— Because reinforcement learning does not require
teacher signals, it can continuously improve its cognitive skills
in the process of interaction with the environment, and therefore
it has broad application prospects for solving complex control
and decision problems. The Q-learning algorithm is the most
easily understood and currently widely used method of model-
free reinforcement learning. However, the standard Q-learning
algorithm has to use the heuristic method to learn the strategy
when interacting with the environment. At the same time, the
agent only adjusts its behavior through external evaluation,
which is necessary to go through a long learning process. To
solve this shortcoming, this paper uses the matrix completion
algorithm to complete the uncomplete Q-table in order to
improve the learning efficiency of the Q-learning algorithm.
Numerical examples show that the proposed method can achieve
high performance.
Keywords—Reinforcement learning, Q-learning, Matrix com-
pletion, Matrix rank minimization, IPMS
I. INTRODUCTION
In March 2016, the emergence of AlphaGo caught the
attention of the world, which is a successful combination of
reinforcement learning and deep learning. After that, rein-
forcement learning has gradually become more popular, and
more people have invested in the study of intensive learning.
The concept of reinforcement learning comes from optimal
control [1], emphasizing the interaction between the machine
and the environment. The method continually explores the
environment through a large number of interactions with the
goal of understanding the environment and making the best
choices to achieve the goal. Reinforcement learning is widely
used in the fields of autonomous driving, cybernetics, smart
grids, etc [2].
At present, although the research on reinforcement learn-
ing has achieved a lot of research results, it still faces some
problems. Most of the reinforcement learning algorithms at
this stage are based on discrete state and discrete behavioral
space algorithms. For high-dimensional and complex prob-
lems, as the scale of the problem increases, the complexity
will be exponentially long and will encounter “Dimension
disaster” problem. In addition, reinforcement learning also
has the problems of low learning efficiency and slow conver-
gence. Therefore, there are still many areas for improvement
in reinforcement learning, which have great potential.
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Fig. 1. Reinforcement Learning basic framework.
To deal with problems in the reinforcement learning algo-
rithm, scholars began to improve the reinforcement learning
by: reduce the state space dimension, combined with neural
network algorithm, etc. This paper chooses the classic Q-
learning algorithm in reinforcement learning, and tries to
improve the original algorithm from a new perspective: using
matrix completion algorithm to interpolate elements into
untrained part by the trained part of Q-table. Numerical
examples show that the proposed method can achieve high
performance.
II. RELATED WORKS
A. Reinforcement Learning Basics
Reinforcement learning is to solve the problem: how the
agent interacts with the environment continuously, constantly
changes the original strategy from the reward signal given,
finally maximizes the objective function, and the correspond-
ing strategy is an optimal sequence pair of actions [3].
Reinforcement learning sees learning as a process of
continuous temptation. The standard Agent reinforcement
learning model is shown in Fig. 1:
In Fig. 1, the agent continuously accepts the input state
s from the environment, and then selects an action a to
continue execution according to some internal reasoning
mechanisms. Under the action of action a, the environment
state is changed to a new state s′, and an evaluation signal
(immediate return) r (reward or penalty) is given to the agent
selected by the current agent, and the agent is evaluated
according to the evaluation. The signal and current envi-
ronmental state continue to select the next action, and the
selection criteria for each action is to increase the probability
Algorithm 1 One Step Q-learning flow
1.Initialization:Q(s, a) ← Arbitrary value, normally
initialized to 0 for convenience of calculation; Given the
initial value of the parameter α, γ
2.
repeat
Given initial state s
repeat
for every step in episode
(a)Select action a according to the ε-greedy strategy,
get immediate return rt and next state st+1





until st is the termination state
until All Q(s, a) converges
3.Output the final strategy:π(s) = argmax
a
Q(s, a)
of a good return received by itself [4]. The action of the
agent’s per-selection not only affects the current reward
value, but also affects the state of the next moment or even
the final reward value.
The classic reinforcement learning algorithm, Q-learning
algorithm, first creates a Q value table, and the agent contin-
uously obtains feedback by interacting with the environment
continuously, forms reward value for the agent’s state-action
pair to continuously modify the Q-table. By continuously
modifying the Q-table by iteration, the probability of se-
lecting positive reward action will continue to increase, and
the probability of selecting the negative reward action will
continue to decrease. As the continuous interaction with the
environment, the action set of the agent eventually tends to
the optimal action set. The basic form of the Q learning
algorithm is shown as follows,
Q(st, at) = Q(st, at)




In the equation,Q(s, a) represents the optimal bonus value
discount sum obtained when the agent performs action a
under state s. The Q learning is similar to the time difference
algorithm. First, the Q value is initialized as 0, then the
agent is in the state st, the action a is determined according
to the greedy strategy and the empirical knowledge and
the training samples are obtained, and then the Q value is
iteratively modified according to the formula (1). At each
iteration, when the agent reaches the end state, the algorithm
completes a loop. The algorithm then continues the iterative
loop to complete the learning process. The typical Q-learning
algorithm flow is as Algorithm 1.
In the Q-learning flow, ε-greedy refers to the behavior
that uses the greedy strategy to select the largest estimate,
and selects the random behavior with a small probability
of ε. This is a commonly used exploration strategy in
reinforcement learning, which pursues the largest estimate
while exploring the unknown state.
Because the value function stored in the Q-table is gradu-
ally formed during the iterative process, this paper uses the
table as a matrix and applies the matrix completion method
to try to interpolate, thus improving the training efficiency
of the Q-learning algorithm.
B. Matrix Completion Algorithm
In this research, we use Q-Table with row as state and col-
umn as action as one matrix, and try to interpolate 0 part of
untrained part with matrix completion problem. The matrix
completion problem is the problem of repairing elements of a
matrix when some elements of the matrix are known and the
other elements are unknown. The matrix completion problem
is formulates as the matrix rank minimization problem as
follows,
Minimize rankX subject to A(X) = b, (2)
where X ∈ Rm×n is a design variable, m ≤ n, A(X) :
Rm×n → Rp is a given linear operator, and b ∈ Rp is a
constant vector. However, this problem is usually NP-hard.
Fortunately, it has many applications in engineering such as
collaborative filtering [5], low-order model fitting and system
identification [6], image inpainting [7] and quantum state
tomography [8]. In this study, we used an iterative partial
matrix shrinkage (IPMS) algorithm proposed in [12] to deal
with the problem, becasue IPMS has a good performance
to solve the rank minimization problem and takes low
computing time comparing with other algorithms.
In IPMS, first we consider the following feasibility issues
related to (2):
FindX subject to rankX = r,A = b, (3)
and r is a given constant, the SVD of X to be given by
X = U
∑
V T , where∑
= diag([σ1σ2 · · ·σm]T ), σ1 ≥ σ2 ≥ · · · ≥ σm (4)
Now we define an operator Dr: Rm×n → Rm×n as
Dr(X) = UDr
∑
V T , and Dr is a diagonal matrix. The first
r element of Dr are 0 and others are 1. It is a solution of (3)
if and only if trivially X satisfies the following equations:{
Dr(X) = 0m,n
A(X) = b (5)
In each iteration, the IPMS algorithm consists of two
interleaved parts that are responsible for estimating the
solution X of a given Dr and estimating the new Dr. This
is similar to the constraint removal (CR) algorithm used for
sparse optimization [9], but contrary to CR, IPMS is difficult
to solve Eq. [8], so it means IPMS is an algorithm based on
matrix shrinking.
In order to describe a scheme to obtain a solution of (5),
IPMS algorithm define a partial matrix shrinkage operator
Tr,λ(X) : Rm×n → Rm×n as follows:






Algorithm 2 Iterative partial matrix shrinkage (IPMS).
Input: X0, δ0, ε, ηδ,
k ← 0.
δ ← δ0.
while not converge do
repeat
[Uk, σk1 , σ
k
2 , · · · , σm, V k]← SVD(Xk).
rk ← given rank r or estimated by Algorithm3
λk ← δσkrk .
Y k+1 ← Trk,λk(Xk).
Xk+1 ← Y k+1 −A∗(A(Y k+1)− b).








δ ← δ/ηδ .
end while
Output: low-rank solution Xk
where
σr = [σ1 · · ·σr]T
σ+r = [(σr+1 − λ)+ · · · (σm − λ)+]T
and the (a)+ = max(a, 0). In order to find the X that sat-
isfies equation (5), the IPMS applies the following iterative
method: {
Y k+1 = Tr,λk(Xk)
Xk+1 = Y k+1 −A∗(A(Y k+1)− b) (7)
In this equation, Xk is a candidate for X and λk is a
shrinkage parameter at the kth iteration. Unlike most matrix
shrinkage based algorithms, the above method only shrink
the singular value after the rth instead of shrink all singular
values to find a rank r matrix. It can be prove that Xk always
satisfies A(Xk) = b and the Dr(Y k) = 0m,n if λk ≥ σr.
The update (7) with λk = σr is the same as the iterative hard
thresholding (IHT) algorithm in [11]. Experimental results
show that the hard thresholding (λk = σr) works well for
the problem (3), that is, the problem with given rank of X ,
however, its performance is worse when the given rank is
different from the true rank. If λk is small, the singular values
σi for i > r are decreased and converge to 0 gradually, which
leads the update (7) to be robust for misestimation of rankX .
IPMS uses the update rule to determine λk as λk = δσkr ,
where δ ∈ (0, 1], and σkr denotes the rth largest singular
value of Xk. The following Algorithm 2 is the IPMS flow.
In order to improve the progress of the completion and speed
up the convergence, the parameters ηδ and δ will gradually
decrease with the iteration. Experimental results show that
the algorithm is more robust to the case where the given
rank r is smaller than the real rank of the matrix compared
to other matrix shrinkage algorithms.
The next step is to discuss how to estimate the rank of
matrix X . Algorithm 3 is a matrix rank estimation heuristic
algorithm, where 0 < αmin < α0 ≤ 1 and η ≥ 1. This
algorithm is used in each iteration of the IPMS, assuming that
the singular value of X tends to be split into two clusters and
Algorithm 3 Rank estimation algorithm for IPMS.
Input: k, σk1 , σ
k
2 , · · · , σkm, α0, αmin, ηα
α← max(α0/(ηα)k−1, αmin)
r ←arg maxσki subject to σki ≥ ασk1 .
Output: estimate rank r
TABLE I
ACTIONS












its rank is estimated by using ασk1 as the threshold for these
clusters. In other words, if σkr ≥ ασk1 ≥ σkr+1, the algorithm
gives the rank r. In the case of η = 1, αk is a constant of
all k, and the estimation scheme is exactly the same as the
estimation scheme of [10]. Because α = α0/(ηα)k−1, the
value of α is constantly changing. At the beginning of the
IPMS algorithm, α0 is initialized to α0 = 1, which means
that we estimate that the rank of Xk is 1 and will gradually
provide higher ranks with iteration. Therefore, this algorithm
usually gives a lower rank than the actual one. Considering
that IPMS is robust to this situation, we think it is appropriate
to set α0 = 1 in the Algorithm 3.
III. PROPOSED METHOD
The Q-learning algorithm requires agents to explore and
interact with the environment. Therefore, this study cre-
ated an agent and simulation environment to simulate the
path finding problem of unmanned helicopters. Then, finish
learning with fewer training than before, perform Matrix
Completion Algorithm on the unlearned part of Q-table, and
obtain the path finding policy.
A. Modeling of unmanned helicopters
The agent simulating the unmanned helicopter can select
one direction from a total of 180 directions every 2 degrees
around itself, and the advance distance is 10 choices from 1
to 10. Therefore, the number of actions the agent can take
is 1,800. Fig. 2 is the state diagram of unmanned helicopter,
and table 1 is the action space.
B. Modeling of flight space
The flight space is reproduced as a two-dimensional plane
in the simulation environment. The blue dot represents
the helicopter (see Fig.3) and the red zone represents the
destination. In each experiment, the size of the destination
is fixed and appears randomly within the range of |x| ≤ 25
and |y| ≤ 25 around the helicopter, where x represents the
relative abscissa distance of the destination center from the
Fig. 2. Unmanned helicopter state diagram.
Fig. 3. Flight space simulation.
helicopter, and y represents the relative ordinate distance of
the destination center from the helicopter. The combination
of x and y constitutes the state space in this experiment, so
the state space size is 51× 51 = 2601(see Table 2).
C. Reinforcement learning process of the agent
The agent always knows the relative position of the
destination, which are denoted by x and y. Then it will
perform action based on the learning algorithm and continue
to perform actions before entering the target area or leaving
the target area too far. If the agent reaches the target area,
it means the path is successful, and the next round of
experiment will begin. If the agent leaving the target area
TABLE II
STATES












too far, it means the path failed, and also the next round of
experiment will begin.
When the path succeeds, the agent will receive a positive
reward, and when the path fails, the agent will receive a
negative reward. These rewards will continuously modifying
the Q-table, and the probability of selecting positive reward
action will continue to increase, and the probability of se-
lecting the negative reward action will continue to decrease.
Since the Q-learning algorithm can only deal with dis-
crete problems, the new relative distance x and y obtained
after each action need to be rounded. And in addition,
uses ε-greedy strategy to balance the exploration/utilization
problem: on the one hand, change the current strategy
by understanding the environment, to obtain the maximum
reward value; on the other hand, to explore the space that
has not been explored before, try not miss the global optimal
solution.
D. Interpolation of unlearned parts based on Matrix Com-
pletion Method
The Q-learning algorithm typically uses the Q value cor-
responding to each ’state-action’ to have converged or not as
the measure of whether the learning is complete. This usually
requires a lot of training, but in this study, learning finish
with fewer training, and use Matrix Completion Algorithm
to interpolate on the unlearned part of Q-table.
The Q-table obtained by Q-learning is a matrix of 2601
states and 1800 actions. The part where the Q value is 0
means that an action has never been tried in a certain state
during the learning process. Interpolation of the Q-table is
performed by IPMS so as to minimize the rankthen we will
get path finding policy.
Q− table =

Q0,0 Q0,1 · · · Q0,1799









In order to verify the effectiveness of proposed method,
this paper compared the simulation results using Q-tables
before and after Q-value interpolation. At the beginning of
each round of trial, a target area is randomly generated
around the agent, with |x| ≤ 25 and |y| ≤ 25. The Agent
TABLE III
THE SCORE BEFORE AND AFTER Q-TABLE INTERPOLATION.
Number of training 0 100k 400k 800k 1200k 1600k 2000 2400 2800 3200
Learned part of the Q-table 0% 7.68% 23.12% 36.90% 46.55% 53.87% 60.74% 67.54% 74.29% 80.83%
Score before interpolation 78 3577 3994 4493 5241 5413 5945 6698 7204 7962
Score after interpolation - 3763 4217 4820 5582 5829 6188 7103 7479 8180
will take action based on the given Q-table, and the rule is
to choose the action with the highest Q value in the current
state. If there are multiple maximum Q values, choose one
randomly from them. When the agent reaches the terminal
state or the number of actions exceeds a certain number, this
round of trial ends.
There are two types of terminal status, one is that the agent
is too far away from the target area, and the other is that
the agent moves to the target area within a limited number
of actions. Limiting the number of actions an agent acts is
because a Q-table that does not complete learning may cause
the agent to enter an infinite loop of motion and never reach
the terminal state. In this simulation, the maximum distance
of each action is 10, and the farthest distance of the randomly





so theoretically the agent can reach any target area within 4
movements, so the limiting number of actions an agent acts
in one trial is 4.
For each Q-table, this paper will conduct 10,000 rounds of
trials. In each trial, if the agent successfully reaches the target
area, one point is scored, and other cases are not scored. The
final total score reflects the effect of the path finding strategy
represented by this Q table.
This paper gives the scores of Q-tables obtained under
different training times, the number of training is 100k, 400k,
800k, 1200k, 1600k, 2000k, 2400k, 2800k and 3200k. From
the “Q-table before interpolation” in Table 3, it can be seen
that in the case of 0 training times, all Q values in the Q-table
are 0. This means that the agent will take action completely
randomly. At this time, the score is 78, which means that the
agent has reached the target area with less than 1% of cases.
As the number of training increases, the score of the
agent increases significantly. The 3200k times Q-table score
is 7962, which is 122.59% higher than the 3577 points
of training 100k times Q-tables. This shows that the Q-
learning algorithm is very effective in solving this path-
finding problem.
On the other hand, the score performance of the Q-table
before and after the interpolation is compared. It can be seen
from Table 3 and Fig. 4 that in all cases, the Q-table score
after interpolation is higher. When training 100k times, the
interpolated Q-table score increased by 5.20%, when training
1600k times, it increased by 7.69%, and by 3200k times, the
ratio was reduced to 2.74%. Fig. 5 is a line graph showing the
increase rate of the score of the Q-table after interpolation
compared to the score of the Q-table before interpolation.
It can be seen that with the increase of non-zero value in
Q-table, the acceleration effect of IPMS algorithm on Q-
learning algorithm is first increased and then decreased, and
Fig. 4. Comparison of scores before and after Q-table interpolation.
Fig. 5. Increase in score after interpolation.
the best effect, 7.69%, is achieved on Q-table with 53.87%
non-zero value. A possible explanation for this result is that
when the Q-table contains only a small number of non-zero
values, the matrix completion algorithm uses very little data
to infer most of the data, so that the interpolated Q-table is
not good enough. In the case that the number of trainings is
sufficient, the performance of the Q-table before interpolation
is good enough. Even if the matrix completion algorithm
is used to interpolate the Q-table, the space that can be
improved is very limited. Therefore, the effect of using the
matrix completion algorithm for a Q-table obtained after a
moderate amount of training is best.
V. CONCLUSIONS
Reinforcement learning is a learning mechanism that sim-
ulates humans and higher animals, emphasizing “trial and
error and improvement” in interaction with the environment.
Its greatest advantage is that it does not require a system
model to achieve unsupervised learning. After years of
development, reinforcement learning have been widely used
in computers science, operations research and automatic
control,but there are still many problems to be improved.
The problem of balance between exploration and utilization,
the problem of slow convergence, and the problem of “di-
mensional disaster”.
In order to solve the problem of slow convergence of
reinforcement learning and shorten the learning time of
Q-learning algorithm, this paper use a matrix completion
method to interpolate the unlearned Q values. Through the
proposed method, the learning efficiency of the algorithm is
improved, which means that less learning time can be cost
to achieve the desired effect.
However, through repeated simulation experiments, it is
found that the matrix completion method has a limited
improvement on the Q-learning algorithm, the success rate
of the experiment cannot be increased to 100%. Therefore,
further research is needed.
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