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1 Introduction
The aim of this note is to correct and amplify some comments made in [2] on
a possible generalisation to the results contained there. The comments are
contained in the second paragraph of page 427. The paper is concerned with
field automorphisms preserving finitely generated multiplicative subgroups
of the field. The first sentence of the offending paragraph claims that the
techniques can be extended to subgroups which are torsion-free and of finite
rank. This is largely correct and in the following section, I make precise the
result to which this leads (Theorem 1). The second sentence claims that a
major result of the paper holds in this wider context. This is false and I will
describe some results which might replace the false assertion (Theorem 2).
Segal in [5, Proof of Theorem 2] first observed the incorrectness of our
claim. This note depends heavily on his observation and on some of the
results he proved while considering related problems. Brookes, who made a
similar error in [3], has also proved a replacement to the incorrect claim. This
is reported in [5] in Section 3.1. Thus most of this note does not describe
new results. In Section 5, however, we attempt to narrow down further the
new possibilities that were overlooked in the original paper (Theorem 3).
2 Statement of results
We introduce some notation. (In general we shall prefer to retain the no-
tation and context of [2] rather than those of [4], [5] or [3].) We denote by
K a field with subfield k. If G is a torsion-free group of finite rank which
is a subgroup of the multiplicative group of K then we denote by kG the
group ring of G over k and by k[G] the image of this group ring in K—
alternatively, the k-subalgebra of K generated by G. We shall suppose that
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any element of G which is algebraic over k is trivial. This assumption is
probably not necessary (it is not needed to prove the first theorem when G
is finitely generated) but the extra generality would take us too far from our
main path.
A subgroup H of a group G is said to be dense in G if G/H is torsion.
The controller CG(P ) of an ideal P of a group ring kG is the unique
minimal subgroup H such that P = (kH ∩ P )kG. We shall denote by
BG(P ) the isolator of the controller of P (that is, the subgroup of elements
of G which have some power lying in the controller of P ).
We now fix a subgroup G of the multiplicative group of K which has
finite rank. Fix I to be the kernel of the projection from kG onto k[G]
and let B = BG(I). If G is finitely generated then B will coincide with the
subgroup with the same name in [2] (see the discussion in Section 3). In the
more general case of finite rank, a natural extension of the definition in [2]
yields the same result as given here. (See Proposition 4.)
If σ is a k-automorphism of k[G] which stabilises G then the restriction
of σ to G can be extended to an automorphism of kG which stabilises I. It
is then clear that σ must also stabilise the subgroups CI(G) and BI(G) of G.
Observe that, because G is torsion-free of finite rank, its Malcev completion
(G ⊗ Q in additive notation) is a finite dimensional vector space over the
rational numbers. Thus it is reasonable to use the language of vector spaces
in this context.
Theorem 1 (cf. Theorem B of [2]). The subgroup B has a finite set Y of
rank one subgroups which generate a dense subgroup of B and so that any
group of k-automorphisms of k(G) which stabilises G will have a subgroup
of finite index which stabilises each element of Y.
Note that, in particular, any group of k-automorphisms which stabilises
G will have a subgroup of finite index which acts diagonally on B with
respect to a basis consisting of elements from the subgroups contained in Y .
The subgroup induced within the automorphism group of B will therefore
be virtually abelian.
We prove Theorem 1 (modulo the technical Proposition 4) in Section 3.
The proof is a relatively straightforward extension of the proof of Theorem
B of [2].
Theorem 2 (cf. Corollary of [2]). Suppose that Γ is a finitely generated
group of k-automorphisms of k(G) and that ΓB is the group of automor-
phisms of B induced by Γ. Let Γ1 denote the subgroup of finite index of ΓB
consisting of those elements which have diagonal action on B.
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• If k has characteristic zero then Γ1 is finite.
• If k has characteristic p then there is a maximal independent subset V
of B so that, if γ ∈ Γ1 and b ∈ V then there exists an integer n so that
γ(b) = bp
n
.
This result has also been proved by Brookes and, in a slightly different
form, by Segal[5, Section 3.1].
It is clear that pth powering is always a monomorphism (at least) of a
field of characteristic p. How much can the automorphisms of Theorem 2
differ from this?
Suppose that G is the direct sum of 4 copies of the p-adic rationals
generated (as module over the p-adic rationals) by {x, y, u, v}. Let I be
the prime ideal of kG generated by the closure, under all powers of the pth
powering automorphism, of x + y + 1 and u + v + 1. It is clear that I is
invariant under both the map which sends x and y to their pth powers and
fixes u, v and the map which fixes x, y and sends u and v to their pth powers.
Thus, in this case, the group Γ is not virtually cylic.
This occurs, however, because kG/I has a tensor product decomposition
and our aim is to show that something of this kind is always the case.
Theorem 3. Suppose that k is the field with p elements. Suppose that G
is an extension of a finitely generated group by a p-group. Let γ be an
automorphism of k(G) which stabilises G and which has restriction to B
denoted by γ1. Then either some power of γ1 coincides with p
nth powering
for some integer n or B has a dense subgroup B1 so that B1 is a non-trivial
direct product B1 ∼= C ×D and k[B1] is a free join of k[C] and k[D].
The free join is described in Zariski and Samuel [III,15, Definition 1][6].
In this context, it means that a transcendence subset (over k) of k[C] joined
with a transcendence subset of k[D] is still a transcendence subset. The free
join is very close to the tensor product in that a free join of two integral
domains is always the quotient of the corresponding tensor product by a
prime ideal which consists entirely of zero-divisors.
It is fairly clear that when k[B] is a free join as described then it is
possible to produce automorphisms which are not simple pnth powering for
some fixed n.
3 Proof of Theorem 1
The following proposition is very similar to Proposition 2.1 of [2].
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Proposition 4. Let H be a subgroup of G so that G/H is torsion-free.
Then the following are equivalent:
(i) I is controlled by H;
(ii) k[G] is induced from k[H];
(iii) The transcendence degree of k[G] over k[H] is equal to the rank of
G/H;
(iv) The complete inverse image, under the restriction map, of ∆(H) is
∆(G).
We shall defer the proof of this to Section 6. It is technical and, given
the proof of the corresponding result in [2], not very surprising.
Observe that it follows quickly from Proposition 4 that B, the isolator
of the controller of I, is also the unique least isolated subgroup of G satis-
fying (iii) of the proposition. Thus the definition we have given here of the
subgroup B coincides with that of [2].
Proof of Theorem 1. We shall denote the dual Hom(E,R) of a group E by
E∗. Let G0 be a finitely generated dense subgroup of G. Then the em-
bedding of G0 into G induces an isomorphism of G
∗ with G∗
0
. Also, as a
valuation on k[G0] will extend to a valuation on k[G], this isomorphism will
identify ∆(G) with ∆(G0).
Observe that B0 = B∩G0 is isolated in G0 and the transcendence degree
of k[G0] over k[B0] is equal to the rank of G0/B0 since both are equal to
the rank of G/B. Thus B0 is the isolator of the controller of I ∩ kG0
in G0. We wish to apply Theorem B of [2]. This theorem assumes that
there no algebraic elements in G0, which is clear from our assumptions,
and that B0 = G0. (Note that there is another inconsistency in [2] in that
the definitions imply that G/B is torsion-free whereas the theorem requires
G/B to be finite rather than trivial. But this causes no major problems.)
If B0 < G0 then we simply work with B0 replacing G0 and deduce from
Theorem B of [2] that there exists a finite set X of one dimensional subspaces
of B∗
0
which are one-dimensional intersections of spaces in the Bergman
carrier of ∆(B0). But B
∗
0
= B∗ and ∆(B0) = ∆(B) so that this set of
subspaces is determined also by the Bergman carrier of ∆(B).
Any group of k-automorphisms of k(G) which stabilise G must also sta-
bilise B and hence ∆(B) = ∆(B0). Thus it will also stabilise the (finite)
Bergman carrier of ∆(B) and, finally, also the set X of one dimensional
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intersections arising from this Bergman carrier. Thus a subgroup of finite
index will stabilise each element of X .
Finally, observe that we can construct from X a finite set of subspaces
of B∗ of co-dimension one which intersect trivially. Then, by looking at the
duals of these subspaces, we have a finite set Y of subgroups of B having
rank one and which generate a dense subgroup of B. The fact that each
element of X is stabilised will imply also that each element of Y is stabilised,
as required.
4 Proof of Theorem 2
The elements of Γ1 have diagonal action on B and so, because Γ1 is finitely
generated, the eigenvalues of elements of Γ1 can involve only finitely many
primes.
Observe that the controller of I is dense in B and let H be some finitely
generated dense subgroup of the controller of I. Hence H is also dense in
B. Let H1 denote the Γ-closure of H in B. Then H1 is a minimax group
and so we can apply the theorems of Segal in [4],[5].
Suppose that k has characteristic zero. Then Theorem 1.1 of Segal[4]
tells us that the controller of I ∩ kH1 is finitely generated. There is no loss
in assuming that this controller is H itself. But the controller is clearly
stabilised by any automorphism of B which stabilises I. Thus Γ1 induces
a group of diagonal automorphisms with integer coefficients on the finitely
generated group H and so must act finitely on H. Thus Γ1 also acts finitely
on the isolator, B, of H, as required.
Suppose that k has finite characteristic p. We follow the argument of
Segal in the proof of Theorem 2 of [5]. Using Lemma 6, we have that H1
has a subgroup C which is an extension of a finitely generated group by a
p-group so that C controls I. (Observe that the proof of Lemma 6 does not
require that k be finite). Thus the controller of I in H1 is also an extension
of a finitely generated group by a p-group and is invariant under the action
of Γ1. Let Γ2 be the subgroup of finite index in Γ1 which consists of diagonal
automorphisms. Since H1 is an extension of a finitely generated group by
a p-group, the eigenvalues of each of these automorphisms must be (plus or
minus) powers of p. The second claim of Theorem 2 follows.
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5 Proof of Theorem 3
We shall assume, as in the statement of Theorem 3, that k is the field with
p elements (so that pth powering is a k-automorphism) and that G is an
extension of a finitely generated subgroup by a p-group.
Lemma 5. Let k ⊆ L = k(X) ⊆ K and suppose that X is a transcendence
set over k. Let γ be a k-monomorphism of L so that, for each x ∈ X,
γ(x) = xp
nx
for some non-negative integer nx.
Let N be an integer satisfying N > nx for all x ∈ X. If, for some a ∈ L,
we have γ(a) = ap
N
then a ∈ k.
Proof. Suppose that a = u/v with u, v ∈ k[X]. Observe that, as X is a
transcendence set, k[X] is a polynomial ring over the field k and so is a
unique factorisation domain. Thus we can assume that u and v have no
common factor. If γ(a) = ap
N
then
γ(u)vp
N
= γ(v)up
N
Thus vp
N
divides γ(v)up
N
but has no factor in common with up
N
. Hence vp
N
divides γ(v). Suppose that the total degree of v is d. Then the total degree
of vp
N
is dpN . But the total degree of γ(v) is bounded by the maximum of
vpnx for x ∈ X and this maximum is less than dpN unless d = 0. That is,
v ∈ k. A similar argument shows that u ∈ k and so a ∈ k, as required.
Lemma 6. Let k ⊆ L ⊆ K and let γ be a k-monomorphism of K so that
γ(L) ⊆ L. Suppose that X is a subset of K so that γ acts on X by pnth
powering. Suppose also that, if l ∈ L and γ(l) = lp
n
then l ∈ k.
If X is a transcendence set over k then it is also a transcendence set
over L.
Proof. Let M denote the set of monomials in X. Suppose that X is not a
transcendence set over L and let∑
m∈M
lmm = 0
be a non-trivial expression, with lm ∈ L, which expresses this fact. Suppose
also that amongst all such expressions, our chosen one involves the least
number of monomials. Choose m0 ∈ M so that lm0 6= 0.
Applying first γ and then pnth powering to the expression, we obtain,
respectively, ∑
m∈M
γ(lm)m
pn = 0 and
∑
m∈M
lp
n
mm
pn = 0
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Eliminating mp
n
0
between these two expressions, we obtain∑
m∈M
(γ(lm)l
pn
m0
− γ(lm0)l
pn
m )m
pn = 0
This is an expression which involves fewer monomials than the chosen one
and so must be trivial. That is, for all m,
γ(lm)l
pn
m0
− γ(lm0)l
pn
m = 0
and so
γ
(
lm
lm0
)
=
(
lm
lm0
)pn
Thus, by our assumption,
lm
lm0
= km ∈ k
and so our original expression can be rewritten as
∑
m∈M
kmlm0m = lm0
( ∑
m∈M
kmm
)
= 0
It follows that
∑
m∈M kmm = 0 and so X is not a transcendence set over k,
contrary to hypothesis. The proof is complete.
Proposition 7. Let γ be a k-monomorphism of K and let X1, . . . ,Xe be
subsets of K so that the action of γ on Xi is to replace each element by its
pnith power. Suppose that the ni are distinct non-negative integers. If the
sets Xi are transcendental over k then so also is X = ∪iXi.
Proof. Arrange the Xi so that n1 < n2 < · · · < ne. By an evident induction,
we can assume that
Y =
⋃
i=1...e−1
Xi
is a transcendence set over k. Let L = k(Y ). Then L ⊇ γ(L) and so L and
γ satisfy the hypotheses of Lemma 5. Thus, if we take N = ne and a ∈ L,
then we can deduce that, if γ(a) = ap
ne
then a ∈ k.
Thus the hypotheses of Lemma 6 are also satisfied and, as Xe is a tran-
scendence set over k, by choice, it is also a transcendence set over L. That
is, Y ∪Xe = ∪i=1...eXi is a transcendence set over k.
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Proof of Theorem 3. The theorem is almost contained in Proposition 7. We
need first to make some adjustments, however. By Theorem 2, some power
γ2 = γ
n
1
of γ1 acts diagonally on B with eigenvalues which are powers of p.
If γ2 has eigenvalues which are negative powers of p then combine γ2 with
pmth powering, for some sufficiently large m, to obtain a monomorphism γ3
for which all of the eigenvalues are non-negative powers of p. Notice that the
number of distinct eigenvalues remains unchanged after this combination.
Let E1, . . . , Ek be the intersection, with B, of the eigenspaces of γ3.
Observe that the Ei generate their direct sum B1 and B1 is dense in B. For
each i, let Xi be a transcendence set in k[Ei]. By Proposition 7, X1∪· · ·∪Xk
will also be a transcendence set over k. But then k[B1] is a free join of the
subalgebras k[Ei].
That is, either k[B1] is a non-trivial free join or there is only one eigenspace
for γ2. In the latter case, γ2 must be p
nth powering for some n.
6 Appendix: Proof of Proposition 4
The following observation is easily verified for a subgroup H of G.
There exists a finitely generated subgroup X of G so that H ∩
X = {1} and HX is dense in G. Further, if G/H is torsion-free
and if G1/H is finitely generated, then we can choose X so that
HX = G1.
Proof. (i) ⇐⇒ (ii)
The kernel of the map kH → k[H] is clearly I ∩ kH and so there is a
short exact sequence
I ∩ kH ֌ kH ։ k[H]
Since kG is free when considered as kH-module, we can tensor this exact
sequence over kH with kG to obtain an exact sequence
(I ∩ kH)⊗kH kG֌ kH ⊗kH KG։ k[H]⊗kH KG
that is,
(I ∩ kH)kG֌ KG։ k[H]⊗kH KG
Thus, I = (I ∩ kH)kG if and only if k[G] = k[H] ⊗kH KG; that is, I is
controlled by H if and only if k[G] is induced from k[H].
(iii)⇒ (ii)
Observe that k[G] is induced from k[H] if and only if , for every subgroup
G1 of G with G1/H finitely generated, k[G1] is induced from k[H]. Thus it
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will suffice to show that, if G1/H is finitely generated and G1 is dense in G
then k[G1] is induced from k[H]. By the remark at the start of the Section,
we can assume that G1 = HX with H ∩X = {1}.
Since G1 is dense, k[G1] has the same transcendence degree as k[G].
Also the rank of X must be the rank of G/H. Thus we have that the
transcendence degree of k(H)[X] over k(H) equals the rank of X. But then
k(H)[X] is the Laurent polynomial ring over k[H] and so k[HX] is induced
from k[H].
(iv)⇒ (iii)
Observe that, if (iv) holds, then
dim∆(G) = dim∆(H) + rk(G/H)
Let G1 be a finitely generated dense subgroup of G and H1 = H ∩ G1 so
that H1 is a finitely generated dense subgroup of H.
Then dim∆(G) = dim∆(G1) is the transcendence degree of k[G1] over
k (by Theorem A of [1]) and this, in turn, is the transcendence degree of
k[G] over k. Similarly, dim∆(H) is the transcendence degree of k[H] over
k. Thus the rank of G/H is the transcendence degree of k[G] over k[H].
(ii)⇒ (iv)
Choose X to be a finitely generated subgroup of G so that H ∩X = {1}
and HX is dense. Then k[HX] is isomorphic to the Laurent polynomial
ring over k[H]. It is then easily observed that a valuation on k[H] can be
extended to a valuation on k[HX] with arbitrarily chosen values on a basis
of X. Otherwise put, if χ ∈ (HX)∗ and χH ∈ ∆(H) then χ ∈ ∆(HX).
We can replace HX by G in this last sentence since HX is dense in G and
so (HX)∗ = G∗ and ∆(HX) = ∆(G). Thus the complete inverse image of
∆(H) under the restriction map is all of ∆(G).
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