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Let {S(n))“>, be an infinite sequence on { + 1, ~ 1 }. In a previous paper, Morton and Mourant 
(1989) showed how to expand { S(n)jna, uniquely as a (possibly infinite) termwise product of certain 
special infinite sequences on { + I, - 1 ), called pattern sequences. Moreover, they characterized those 
sequences for which the expansion, or pattern spectrum, is finite. 
In this paper, we first give the expansion of a subsequence of the ProuhettThueeMorse sequence 
studied by Newman and Slater (1969 and 1975) and Coquet (1983). Then we characterize the 
sequences given by certain special infinite products. Next, we prove a general theorem characterizing 
the pattern spectrum when S is an automatic sequence in the sense of Cobham (1972) and Christol et 
al. (1980). We also show how to deduce this theorem as the consequence of a purely language- 
theoretic result about enumeration of substrings. 
Finally, we prove that no sequence can be its own pattern spectrum. 
1. Introduction 
Let {Wjn20 be an infinite sequence on { + 1, -l}. Morton and Mourant [7] 
showed how to expand {S(n)} n2 O uniquely as a (possibly infinite) termwise product of 
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certain special infinite sequences on ( + 1, - 1)) called pattern sequences. Moreover, 
they characterized those sequences for which the expansion is finite. 
Let P be a binary pattern, i.e. a string of O’s and l’s starting with a 1; more formally, 
l’~l(O+ l)*. The sequence ep(n) counts the number of (possibly overlapping) occur- 
rences of P in the binary expansion of the nonnegative integer n. The pattern sequence 
up(n) is defined as follows: 
For example, e, 1 (7) = 2 and a, 1 (7) = + 1. 
With each pattern P we associate the integer v(P), whose base-2 expansion is 
precisely P. Every sequence {S(n)} na ,, can be uniquely expressed as the following 
product: 
S(n)=S(O) n a,(n), (1) 
Per 
where 9 is a finite or infinite set of patterns [7]. We order the terms of 
g={P,,P,,...) such that v(Pl)<a(P2)<.... The set 9 is called the sequence’s 
pattern spectrum. 
In this paper, we first prove the following expansion for a, (317): 
(The sequence a,(n) is the famous ProuhettThueeMorse sequence on values &- 1; see, 
for example, [l]. The subsequence a,(3n) has been extensively studied by Newman, 
Slater and Coquet [S, 9, 51.) 




“(Pi 2 1 
In Section 3, we prove the following general theorem that subsumes the previous 
results: a sequence S(n) is 2-automatic if and only if its pattern spectrum 9 is regular. 
(Let us recall that a sequence S(n) is 2-automatic if it is a finite-state function of its 
binary representation ([4, 31) and a set of strings is regular if it is accepted by a finite 
automaton [6]. Alternatively, S(n) is 2-automatic if the set of subsequences 
{{S(2kn+r)),2,: k30, 0<rt2k} 
is finite.) 
In Section 4, we show how to obtain this theorem as a consequence of a purely 
language-theoretic result on the enumeration of substrings of a given word. 
Finally, in Section 5, we show that no sequence (interpreted in a certain natural 
way) can be its own pattern spectrum. 
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2. Some examples 
We introduce some useful notation. If n > 1 is an integer, let nc2) denote the unique 
binary representation of n (without leading zeroes). If P is a binary pattern, we define 





if P is a suffix of nc2), 
otherwise. 
Note that 
fp(4 = d4 +0(nh (4. (2) 
Proposition 2.1. 
= n all(ol,~l(4. 
iB0 
Proof. Define C(n)=u, (3n). Then it is easily verified that we have C(O)= 1, 
C(4n + 1) = C(2n) = C(n), C(8n + 3) = C(2n + l), and C(8n + 7) = - C(4n + 3), and these 
recursive relations define C(n) on all nonnegative integers. 
Define Pi= ll(O1)’ 1 for i 30, and put 
WI= fl UP,(n). 
i30 
We prove that C(n)=D(n) by demonstrating that D(n) satisfies the same relations 
as C(n). 
Clearly, D(0) = 1. Also, since u,,(4n + 1) = upz(2n) = up,(n) for all i 3 0, we see that 
D(4n + 1) = D(2n) = D(n). It remains to show that D(8n+3)=D(2n+ 1) and 
D(8n+7)= -D(4n+3). 
Now u,,,(8n+3)=u,,i (n), while for i>l we have a,,(8n+3)=up,(n)tIIcoI,~~~(n). 
Hence, 
D(8n+3)=D(n) n tIIcoIIIm~(n). 
i> 1 
In the same way, it is easy to see that upi(2n+ l)=up,(n)tIIcoI,~(n) for i30. Hence, 
Wnf l)=W fl tllcol~l(nh 
i30 
and it follows that D(8n+ 3)=D(2n + 1). 
Finally, it is easy to see that uI11(8n+ 7)= -uI11(4n+ 3), and that uP,(8n+7)= 
up, (4n + 3) for i > 1. Hence, it follows that D(8n + 7) = - D(4n + 3). 
Thus, we conclude that C(n)=D(n), and the proof is complete. 0 
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Remarks. We note that Proposition 2.1 gives an alternative explanation for the 
observation of Newman that a,(3n)= 1 for the first few values of n [8]. 
We note that V(Pi) satisfies the recurrence U(Pi)=4V(Pi-,)- 1 for i> 1. 
Also, (2) allows us to compute the other “states” of the expansion for a,(3n). 
For example, we find 
a1(‘5n+3)= n al,,,,,,(n) fl a,~,l,~W, 
i20 iB 1 
and 
a1(12n+9)=0r) n ~~~~~~~~~~~~ 
i>O 
Proposition 2.2. If 
E(n)= n UP@), 
P 
Y(P)2 1 
then E(n) satisfies the recursive relations E(O)= 1, E(2n+ l)= - E(2n), and 
E(4n+2)=E(4n)=E(n). 
Proof. It is clear that E(O)= 1. 
A little thinking shows that E(2n)=u,(n)E(n) and E(2n+ l)= -ul(n)E(n). Hence, 
E(4n+2)=E(2(2n+l))=E(n) and E(4n)=E(2(2n))=E(n). 0 
Remarks. Our original proof of Proposition 2.2 was absurdly complicated. The proof 
above is due to the referee. 
The referee remarks that if n = xi, >o~i2~,where~~~{O, lj,thenE(n)=ni,o(-l)“2’. 
We note that the sequence of signs + - + - - + - + ... in the infinite word 
(E(n)}, a o can be generated by the substitution + + + - + --; - -+ - + - +. 
Proposition 2.3. If 
F(n)= n a,,(n), 
ia 1 
then F(n) sutisjes the recursive relations F(O)= 1, F(2n)=F(n), and F(4n + l)= 
F(4n+3)= -F(n). 
Proof. The first two assertions are easily checked. We now show that F(4n+ l)= 
F(4n+3)= -F(n). 
First, we have a,(4n+ l)= -al(n). For k32, we have u,k(4n+ l)=uIk(n). Hence, 
F(4n+ l)= -F(n). 
Now consider F (4n + 3). Let us write the base-2 representation of n as follows: 
n(,,=slj, 
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where ja0 and the string s is empty or ends in a 0, i.e. SEE + 1(0+ l)*O. Then 
j+2 
(&1+3)~,,=sl 
For 1 bk<j+ 1, we see that e,k(4n+3)=e,k(n)+2, and so a,r(4n+3)=~,~(n). For 
k=j+2,weseethate,~(4n+3)=e,k(n)+1,andsoa,,,(4n+3)=-a,*(n).Fork3j+3, 
we have elk(4n+3)=elk(n), and so a1k(4n+3)=u,k(n). Putting together these results, 
we see that F(4n+ 3)= -F(n); this completes the proof. 0 
Remark. Let cp be defined by O-01; l-22; 2+23; and 3-00. Let z be defined by 
0,3+ + 1; 1,2-+ - 1. Then the reader can easily verify that the sequence F is the image 
under r of a fixed point of the homomorphism cp, i.e. t(~~(0)). 
3. The main theorem 
In this section, we prove our main result. 
Theorem 3.1. Let 9 = {PI, P2, . . . } be a (finite or infinite) set ofpatterns, 9 G l(0 + l)*. 
Define 
Then the sequence {S(n)) n 3 ,, is 2-automatic if and only $9 is a regular set. 
Let us define the 2-kernel of a sequence {S(n)} n a 0 to be the set Y of subsequences 
such that 
It follows from results of Cobham [4] that {S(n)} ,, B 0 is 2-automatic if and only if Y is 
finite. 
It is easy to see that Y is the smallest set of sequences that contains S and is stable 
under the maps {w(n)},,30+{w(2n)},a0 and (w(n)},~,+(w(2n+l)},~,. 
The proof of Theorem 3.1 is given in several steps. 
Lemma 3.2. Let {A(n)}.,,, {B(n)),,,, and {S(n)},,> 0 be three sequences on 
{+l, -l}. 
Iffor all n30 we have S(2n)=A(n)S(n) and S(2n+ l)=B(n)S(n), then {S(n)},,3, is 
2-automatic ifund only if {A(n)) n a 0 and {B(n)},, a 0 are d-automatic. 
Proof. Assume {A(n)} n 3 0 and {B(n)}, a 0 are 2-automatic. Let 
~={J41,Az,...,&) 
and 
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be the 2-kernels of { A(n)} n a 0 and {B(n)} n a 0, respectively. 
Now define the set % by 
Then % is a finite set. If (I} ,, z 0 is a sequence in +.?, then by the hypothesis so are 
jw(2n)j..oand~~,(2n+1)},,~,. Hence, it follows that the 2-kernel of S is a subset of 
W and, thus, is finite. 
The converse is clear. 0 
Proposition 3.3. Let ;P be u set of patterns P, and let tp(n) be dejined as in Section 2. 
Dejine 
S(n)= n aAn). 
Pt 9 
for n>O. 
Then {S(n)}na 0 is 2-automatic If and only f 
fl th) and l-j tQ(n) 
P 4 
PIE9 QOs Ip 
are both 2-automatic. 
Proof. Note first that if 1~9, then {S(n))-, 3 0 is 2-automatic if and only if the 
sequence 
is 2-automatic. Thus, we may assume that all patterns P in 9 have length strictly 
greater than 1. 
Then, recalling the definition of tp from Section 2, we have 
S(2n) = n a,(2n) 
Pe 9 
= ‘,’ apI n aQO(n) n ‘Q(~) 
Q Q 
PIE@ QOE 9 QOEF 
=S(n) n tQ(n). 
Q 
Qk d 
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Similarly, we find 
S(2n + 1) = S(n) n tp(n), 
P 
PI t.“P 
and the result follows from the previous lemma. 
Proposition 3.4. Let 9 G l(0 + l)* be a set of patterns. For n > 0 de$ne 
V(n) = fl t&4. 
Pt.9 
Then { V(n)}, a 0 is 2-automatic if and only if9 is regular. 




+ 1 otherwise. 
It is clear that {c(n)} n 3 0 is 2-automatic if and only if 9 is regular. 
Let us agree to write P suff n for “The pattern P is a suffix of nc2)“. Then 
V(n)= n tp(n) = n (-1) = n (-1) n (l)= n c(v(P)). 
Pt.8 PtY PE’P P&Y PEI(o+II* 
PS”ff~ PSUll?l PS”lT?l PSUff,, 
Thus, it suffices to prove that {C(n)} n 3 0 is 2-automatic if and only if { V(n)}, B 0 is 
2-automatic. 
Let us first suppose that {c(n)}, s 0 is 2-automatic. Let {cl =c,c2, ,cd} be its 
2-kernel. For 1 d i d d define 
K(n)= jj Ci(m). 
WI>1 
Then 
m,,, suff n 
K(2n)= n ci(m)= n Ci(2k) 
m31 k>l 
q2, suff 2n lio,suiTn 




where we have used the finiteness of the %-kernel of {c(n) 
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Similarly, 
f4(2n+l)= n ci(m)=ci(l) n c,(2k+ 1) 
ma1 ka 1 
m,*, suff Zn + 1 k,,, suff 11 




Hence, the set { VI, . . . . V,, - V,, . . . . - Vd} is stable under the maps 
{~(n)>,~~~{~v(2n)},~~ and {“(n)).~o’{w(2n+1)}.~o, and contains V, which 
proves that V is 2-automatic. 
Now let us prove the converse. Let us assume that f V(n)}, B 0 is 2-automatic, and let 
{ VI, , Ve) be its 2-kernel. Then we have 
V(n)= n c(m) = c(n) n c(m). 
??I21 m#n 
nliLl suff II m,,,suffn 
Thus, it suffices to prove that the sequence 
z(n)= n c(m) 
m f II 
m,~,suffn 
is 2-automatic. 
Let n > 1 and s = 1 rq2) 1, the number of symbols in the binary expansion of II. Define 
A(n) as follows: 
i(n) = 
i 
0 if n = 0, 
n-2’-l ifn> 1. 
In other words, E.(n) is the integer obtained by deleting the high-order bit from II. 
It is not hard to see that i(2n)=2i(n) for n>O, A(2n+ 1)=2/l(n)+ 1 for n3 1, and 
z(n) = V@(n)). 
Now define zi and zi for 1 <i < e as follows: 
z,(n)= Vi(;.(n)), 
zi(4 = 
- ~~(0) if n = 0, 
zi(n) ifn> 1. 
The set 
{zl )...) ze,z; )...) z:) 
is finite and contains z. Let us prove it is stable by the maps {w(n)}, a 0 + { w(2n)}, 2 0 
and {w(n)jnao+{w(2n+ 1)),20. 
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For n > 0 we have 
zi(2n)= Vi(A(2n))= Vi(aA(n))= Vj(/l(n))=Zj(n) 
for somej. Also, for n 3 1 we have zi(2n) = zi(2n) = zj(n) which implies that the sequence 
{&(2n)) n a 0 is either zj or z>. 
For n3 1 we have 
2,(2n+ l)= Vi(n(2n-t l))= Vi(2A(n)+ l)= V,(%(n))=z,(n) 
for some k. Hence, the sequence {zi(2n+ l)},, 0 is either zk or z;. Then for n30 we 
have z;(2n+ l)=zi(2n+ l), and this sequence, as previously noted, is either zk or z;. 
This completes the proof of Proposition 3.4. 0 
Now we can complete the proof of Theorem 3.1. As above, we may suppose that 
l&.9. By Lemma 
sequences 
3.2, the sequence (S(n)} n a o is 2-automatic if and only if the 
Q 
QOetP 
are themselves 2-automatic. By Proposition 3.3, this is true if and only if (P 1 Pl EP} 
and {QIQOGY} are both regular sets, which is clearly true if and only if the language 
9 is regular. 0 
4. Counting the number of occurrences of substrings 
In this section, we show how to view Theorem 3.1 as a consequence of a purely 
language-theoretic result about substring enumeration. 
Let C be a finite alphabet, and let Y, WEC* be strings. Define ?&(w) to count the 
number of (possibly overlapping) occurrences of Y as a substring of w. For example, 
#i1(11101)=2. We define &(w)= IwI + 1. 
Let L c C* be a language. Define 
#L(w)= c #r(w); 
l.EL 
thus, gL(w) counts the total number of occurrences of all words of L as substrings of w. 
Forexample,ifL=l+={1,11,111,...} and w=11011101, then 
#L(w)=#I(w)+#I~(w)+#~~~(w)=~+~+~=~~. 
Let w, ZEC* be strings. We say w is a prefix of z if there exists a string XEZ* such 
that z = wx. In this case we write w PX z. We also define 
prefix (w, z) = 
1 if w PX z, 
0 otherwise. 
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Similarly, we say w is a s~fifji‘x of z if there exists a string FEZ* such that z=yw. We 
write IV SX z, and define 
suffix (w, z) = 
1 ifwSXz, 
0 otherwise. 
A finite automaton is a 5-tuple (Q, Z, 6, qo, F), where Q is a finite set of states, C is 
the input alphabet, ii is the transition function mapping Q x Z-+Q, q. is the initial 
state, and F is the set of final states. A finite automaton with output is a 6-tuple 
(Q, C, 6, q,,, T, A). Here the output function z: Q-+ A replaces the role of F. 
The main theorem of this section says that we can compute #L(w) mod k for all k 3 2 
with a finite automaton if and only if L is regular. More formally, this theorem can be 
stated as follows. 
Theorem 4.1. 
Let L C C* be a language. 
!f‘ L is regular, then .fijr all k> 2 there exists u jinite automaton with output 
A,=(Q,C, 6, yo, T, A) such that fnr all WGC* we have 
r(6(qo, w))= X,J~‘)mod k. 
[f,fi)r any k 3 2 there exists a,finite automaton with output Ak =(Q, Z, 6, qo, 5, A) such 
tkut f& a11 WEE* we have 
The theorem is proved with the aid of three lemmas. 
Lemma 4.2. 
Proof. Left to the reader. q 
Lemma 4.3. Let L E C* be u language. If L is regular, then for u/l k>2 there exists u 
finite automaton rvith output Ak such that for all WEE* we have 
5 (d(qO, vc)) = 1 prefix (z, u.) mod k. 
ZEL > 
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Iffor any k > 2 there exists a finite automaton with output Ak such that for all WE.E* 
we have 
~(6 (qO, w)) = c prefix (z, w) mod k, 
ZEL 
then L is regular. 
Proof. Let L be regular. Then it is accepted by a finite automaton A = (R, C, p, rO, F). 
We want to compute the number of words XEL which are prefixes of w. The idea 
is to add an extra state to keep track of how many times an accepting state 
has been entered when A processes input w. Formally, let K = (0, 1, . . . , k- 1) and 






“= [r,, l] otherwise, 
and r( [q, i])= i. It is easy to see that s(d(q,, w))= imod k if and only if reading 
w forced A to enter an accepting state i mod k times. 
Now assume that Ak computes f (w) = (CzoL prefix(z, w)) mod k for some k 3 2. Note 
that if / WJ 3 1, then WEL if and only iff (w) #f(w’), where w = w’a for some aEC. The 
idea is to computef(w) andf(w’) in parallel, accepting only if they differ. Formally, 
let Ak=(Q, C, 6, qo, T, K) be the automaton that computes f(w). We construct 
A=(R, Z, p, ro, F), the automaton for L. Let R =Q x K x K. We want to ensure that 
P(ro, w)= [Id(qo, w),f(w’), f(w)], so define 
and 
{ 
Cqo, 0, 11 iff (4= 1, 
r”= [qo,O,O] iff(e)=O. 
Finally, define F = { [qo, i,j] )i #j}. The reader can verify the correctness of the 
construction. 0 
Lemma 4.4. Let K = (0, 1, . . . . k- 1). Let f: C* -+ K. Dejine 
Uo=( T /(I))modk. 
XSXW 
Then g is a finite-state function of w if and only iff is. 
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Proof. Here is an informal sketch of the proof. Suppose f is a finite-state function. 
Then f can be computed by a finite automaton with output, A = (Q, C, 6, qo, z, K), 
where K={O, 1, . . . . k- l}. We show how to modify A to compute g. Our new 
automaton (R, C, p, Y,,, T', K) will keep track of how many times A entered each state 
(mod k) on processing all suffixes of the input w. Thus, the set of states R in our new 
automaton consists of KIQi. Each state is represented by a j-tuple [eo, e,, . . . . ej_ 1], 
where 0 < ei < k, and j = 1 Q 1. Transitions are defined by 
where 
h= c e, (mod k). 
G,Tz,=,, 
The new output function T’ is given by 
T’(Ce0, e, ,...,ej_l])- 1 eiT(qi) (modk). 
O<i<j 
To prove the converse, note that 
i 
g(s)(mod k) if 1 w 1 = 0, 
f(w)S [g(w)-g(w’)](mod k) if Iwj 3 1, 
where w=aw for some a~1. A finite automaton can simulate g on w and w’ and 
compute their difference (mod k). 0 
Theorem 4.1 now immediately follows by combining Lemmas 4.2-4.4. 
Theorem 4.1 implies Theorem 3.1 if we take k = 2 and use the isomorphism between 
(0, 1) under addition (mod 2) and { + 1, - 1) under multiplication. 
5. A theorem on fixed points 
As we have seen above, if u(n) is a sequence of f l’s, then we can expand u(n) as the 
infinite product 
44 = 40) n up(n), 
Pt.? 
where the set 9’ is the pattern spectrum of {u(n)}, a o. We can now consider the set 
~={wE1(0+1)*~U(U(w))=-U(0)}. 
Thus, the expansion in terms of pattern sequences can be viewed as a map from 9 
to 9. 
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It then becomes natural to ask about the fixed points of this transformation, i.e. to 
ask if there exist nontrivial sequences that are their own pattern spectra. We answer 
this question negatively. 
Theorem 5.1. Suppose 
44=40) n a&) 
pt.9 
,for n> 1. Let 
Then @=d ifancl only if 9 is the empty set. 
First we prove a lemma. 
Lemma 5.2. Let x 3 1 and put s=.xC2). Let y be the smallest integer >x such that 
e,(y)>O. Then y=2x. 
Proof. The choices for the binary representation of y are Is, sl, and SO. Clearly, 
I > u(s0). To see that r( 1s) > o(sO), note that the inequality certainly holds when 
SE l*. If s$ l*, then we can write s = rOr’, where rE 1 *. Then, since u( 1 r) > u(rO), wr: have 
u(ls)> u(s0). Thus y=u(sO)=2~. Cl 
Now we can prove Theorem 5.1. 
Proof. If 9’ is empty, then u(n)=u(O) for all n and, hence, 1 is empty. 
If 9 is nonempty, then let P be the element of 9 that minimizes u(P). Write p = u(P). 
Then u(l)= ... =u(p- l)=u(O), and u(p)= -u(O). Now consider u(2p). Lemma 5.2 
tells us that aa(2p)= + 1 for p< u(Q)<2p, so u (2~) = -u(O) if (2p),,,#Y, and 
u(2p) =u(O) if (2p),,,~Y. In the first case, we see POET and PO$Y. In the second case 
we see PO$3, but POEB. Hence, 9 #1. 0 
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