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Reflectance spectroscopy is an experimental technique for acquisition and analysis of light 
backscattered from a turbid medium. In the field of biomedical optics, reflectance 
spectroscopy is most commonly used for estimation of turbid medium optical properties, 
which carry information about the structural and chemical composition of a biological 
tissue. As such, reflectance spectroscopy has the potential to provide insight into various 
diseases and malformations that affect the biological tissue and could thus aid to better 
understanding and evaluation of a disease. The main advantage of the reflectance 
spectroscopy lies in the convenient experimental setting that allows illumination and light 
detection to be performed on the same side of the turbid medium. A broadband light source 
in the visible and near-infrared spectral range is usually used to illuminate the turbid 
medium. The incident light is then either reflected from the turbid medium or refracted into 
the turbid medium, where it is subjected to physical processes such as absorption and 
scattering. Due to scattering in the turbid medium, the propagation direction of light 
changes. Consequently, some light is backscattered from the turbid medium, where it can 
be detected by optical fiber probes, integrating spheres or by using hyperspectral imaging 
systems. The detected backscattered light forms the so-called reflectance spectrum. The 
optical properties of the turbid medium can be estimated by modeling the reflectance 
spectra using a light propagation model and subsequently computing the free parameters of 
the model by minimizing the difference between the modeled and measured reflectance 
spectra. 
The estimation of optical properties utilizing reflectance spectroscopy is complex and often 
requires the use of simplified light propagation models. However, such simplifications may 
limit the applicability of the models. Namely, many studies tend to substantially simplify 
the geometrical and structural description of the experimental setup. This especially holds 
for the optical fiber probes, where the probe-medium interface is often assumed to be a 
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simple laterally uniform boundary between two media with mismatched refractive indices. 
Additionally, proper description of the scattering phase function, which defines the angular 
properties of scattering, is often overlooked in the models that are used to estimate optical 
properties. The role of scattering phase function becomes increasingly important with 
decreasing distance between the light source and detector. In this case, the acquired 
reflectance, in addition to the absorption and scattering coefficients, significantly depends 
on the scattering phase function. Although incorporating the scattering phase function into 
the estimation of optical properties presents a difficult task, the shape of the scattering phase 
function carries important information about the turbid medium microstructure. As such, 
estimation of any additional information associated to the scattering phase function could 
yield information about biological tissues on a cellular level. 
This thesis focuses on accurate estimation of optical properties from reflectance spectra 
acquired with optical fiber probes. Firstly, we quantitatively evaluate the impact of 
commonly used simplified geometrical and structural properties of the optical fiber probes 
in the simulation of light propagation in turbid media utilizing the Monte Carlo method. 
We find that in order to accurately estimate the optical properties, the materials that form 
the optical fiber probe tip and their arrangement have to be taken into account. 
Subsequently, we objectively evaluate the existing models for estimation of optical 
properties from reflectance spectra. We prove that the scattering phase function plays an 
important role in the estimation procedure. By accounting for some of the scattering phase 
function information, we show that the models can be substantially improved and thus yield 
more accurate estimates of the optical properties such as the absorption and reduced 




Reflektančna spektroskopija je eksperimentalna metoda za zajem in analizo povratno 
sipane svetlobe iz snovi. Na snov navadno posvetimo s širokospektralnim svetilom v 
vidnem in bližnje infrardečem področju. Vpadna svetloba se glede na lomni količnik snovi 
bodisi odbije neposredno od površine, bodisi lomi v snov. V snovi je svetloba podvržena 
procesom absorpcije in sipanja. Zaradi sipanja, ki spreminja smer širjenja svetlobe, znaten 
del svetlobe povsem spremeni začetno smer širjenja in zapusti snov. Eksperimentalno lahko 
to svetlobo zaznamo z optičnimi sondami [1] in integracijskimi sferami [2], služi pa tudi 
kot glavni vir informacije pri hiperspektralnem slikanju [3]. Rezultat zajema in analize 
povratno sipane svetlobe z reflektančno spektroskopijo je reflektančni spekter, ki nosi 
informacijo o strukturi in kemijski sestavi opazovane sipajoče snovi. 
Reflektančna spektroskopija se najpogosteje uporablja za določanje optičnih lastnosti snovi 
(tj. absorpcijskih in sipalnih lastnosti) na področju biomedicine [4]. Prednost reflektančne 
spektroskopije je osvetljevanje in zbiranje svetlobe z iste strani snovi, pri čemer 
uporabljamo svetila nizkih intenzitet, kar med drugim omogoča tudi neinvazivno določanje 
lastnosti snovi [5–8]. Optične lastnosti snovi določimo s pomočjo modeliranja 
reflektančnih spektrov, ki jih prilegamo na izmerjene spektre. Pri tem spreminjamo 
parametre modela, tj. optične lastnosti, dokler ne najdemo optimalnega ujemanja med 
modelom in meritvijo [7,9–16]. 
Namen naših študij bo nadaljnji razvoj modelov za simulacijo in analizo reflektančnih 




P.1 Interakcija svetlobe s snovjo 
Svetloba je pri širjenju skozi snov podvržena različnim fizikalnim procesom, ki so odvisni 
od narave svetlobe in lastnosti snovi. Pri reflektančni spektroskopiji je dovolj, da svetlobo 
opišemo s transportom svetlobne energije, pri čemer zanemarimo vpliv polarizacije in faze 
svetlobe. Izjemoma lahko polarizacijo in fazo vključimo v analizo, s čimer dobimo druga 
pomembna področja analize interakcij svetlobe s snovjo, npr. polarimetrijo [17]. 
P.1.1 Absorpcija 
Absorpcija svetlobe je prvi pomemben fizikalni proces pri potovanju svetlobe skozi snov. 
Vzrok za absorpcijo je interakcija svetlobe z molekulami merjenca, pri čemer lahko 
posamezen foton svetlobe povzroči prehod molekule iz nižjega v višje vzbujeno stanje. 
Slednje je lahko elektronsko, vibracijsko ali rotacijsko, odvisno od energije, ki jo svetloba 
preda molekuli [18]. Absorbirajočo snov fizikalno opišemo z absorpcijskim koeficientom 
μa (λ), ki nam podaja slabljenje svetlobnega snopa pri razširjanju skozi snov, in je praviloma 
odvisen od valovne dolžine svetlobe. Pogosto za posamezno snov že poznamo glavne 
sestavine, ki prispevajo k absorpciji svetlobe. V tem primeru lahko absorpcijski koeficient 
zapišemo kot vsoto absorpcijskih koeficientov posameznih komponent, uteženih z 
relativnimi volumskimi deleži oziroma koncentracijami [4]. 
P.1.2 Sipanje 
Sipanje svetlobe je fizikalni proces, zaradi katerega svetloba pri potovanju skozi snov 
spreminja smer. Do sipanja svetlobe pride zaradi nihanja nabitih delcev snovi v 
elektromagnetnem valovanju svetlobe (mikroskopska slika) ali zaradi lokalnih fluktuacij 
lomnega količnika (makroskopska slika) [18,19]. Tem majhnim fluktuacijam v snovi 
pravimo sipalci. Za opazovanje izsevane svetlobe, ki je temelj reflektančne spektroskopije, 
je dovolj obravnavati le elastično sipanje, pri katerem se valovna dolžina sipane svetlobe 
ne spremeni glede na vpadno. Sipajočo snov statistično opišemo s sipalnim koeficientom 
in sipalno fazno funkcijo. Sipalni koeficient μs (λ) nam podaja slabljenje kolimiranega 
snopa svetlobe in je lahko odvisen od valovne dolžine svetlobe. Zelo pomembna količina 
za opis sipanja je sipalna fazna funkcija p(s,s',λ), ki nam podaja verjetnostno gostoto za 
sipanje fotona iz smeri enotskega vektorja s' v smer s, in je prav tako lahko odvisna od 
valovne dolžine svetlobe. Pogosto predpostavljamo, da je sipalna fazna funkcija odvisna le 
od sipalnega kota, tj. s·s' = cos(θ), saj imamo večinoma opravka z izotropnimi snovmi, kjer 
vpadna smer svetlobe na sipalce ni pomembna. Velikokrat se poleg sipalnega koeficienta 
in sipalne fazne funkcije podaja tudi faktor anizotropije g, ki je definiran kot povprečni 
kosinus kota med smerjo širjenja vpadne in sipane svetlobe. V režimu večkratnega sipanja 




μs’ = μs (1 – g) [20]. Obratna vrednost reduciranega sipalnega koeficienta nam pove, na 
kateri razdalji od vstopne točke sipana svetloba v snovi izgubi informacijo o vpadni smeri. 
Sipanje v snovi je odvisno predvsem od oblike in velikosti sipalcev glede na valovno 
dolžino svetlobe. Če so delci veliko manjši od valovne dolžine svetlobe, lahko sipalni 
koeficient izračunamo v ti. Rayleighjevem režimu [21]. V tem režimu sipalni koeficient 
pada s četrto potenco valovne dolžine, sipanje pa je izrazito izotropno v smeri naprej/nazaj. 
Če so delci primerljivi ali večji od valovne dolžine svetlobe, odvisnost sipanja od valovne 
dolžine postane šibkejša, za izračun sipalnega koeficienta pa moramo uporabiti Miejevo 
teorijo [22]. Spremeni se tudi sipalna fazna funkcija, ki v tem primeru predstavlja sipanje 
usmerjeno izrazito naprej [23]. 
V sipajočih sredstvih imamo navadno delce najrazličnejših oblik in velikosti, kar otežuje 
rigorozen izračun sipalnega koeficienta in sipalne fazne funkcije. V ta namen se velikokrat 
poslužujemo približnega opisa. Za reduciran sipalni koeficient se tako pogosto uporablja 
potenčna odvisnost od valovne dolžine, s katero poskušamo zajeti sipanje na delcih 
mešanih velikosti [24]. Podobno moramo pri sipanju svetlobe na delcih mešanih velikosti 
uporabiti približek tudi za opis sipalne fazne funkcije. Za ta namen se pogosto uporablja 
sipalna fazna funkcija Henyey-Greenstein [25,26]. Slednja je posebej prikladna zaradi 
enostavne matematične oblike in zaradi zadovoljivega opisa anizotropnega sipanja v smeri 
naprej v sipajočih snoveh kot so biološka tkiva. Čeprav je uporaba sipalne fazne funkcije 
Henyey-Greenstein zelo pogosta, pa se je izkazala za nenatančno pri obravnavi reflektance, 
ki je posledica manjšega števila sipalnih dogodkov, tj. v primeru ko zajemamo reflektanco 
zelo blizu izvora svetlobe [27]. V slednjem primeru je zajeta povratno sipana svetloba 
veliko bolj odvisna od oblike sipalne fazne funkcije, še posebej pa od dela sipalne fazne 
funkcije, ki opisuje porazdelitev sipanja pri velikih odklonskih kotih, tj. v smeri nazaj. Za 
ta namen so mnogi avtorji uporabili nadgradnjo sipalne fazne funkcije Henyey-Greenstein 
(angl. modified Henyey-Greenstein), ki je definirana kot vsota sipalne fazne funkcije 
Henyey-Greenstein in izotropnega prispevka sipanja, ki predstavlja Rayleighjevo 
komponento [12,28–30]. Pogosta je tudi sipalna fazna funkcija Gegenbauer (angl. 
Gegenbauer kernel), ki je sprva bila predlagana za opis sipanja rdečih krvničk [31], kasneje 
pa se je izkazala tudi kot zelo prikladna za opis sipanja v optičnih fantomih [32]. Za opis 
sipanja v bioloških tkivih se pogosto uporablja tudi sipalna fazna funkcija, ki temelji na 
vsoti sipalnih faznih funkcij sferičnih sipalcev različnih velikosti. Slednje dobimo s 
pomočjo Miejeve teorije, ki nudi analitične rezultate za sferične sipalce poljubnih velikosti, 
in se zelo dobro sklada z meritvami [33]. Glavna predpostavka je, da lahko sipanje 
bioloških tkiv zadovoljivo opišemo z mešanico sferičnih sipalcev. Najpogosteje se za opis 
porazdelitve sferičnih sipalcev uporabi fraktalna porazdelitev, kjer so majhni delci 
številčneje zastopani kot veliki [34–36]. To naj bi ustrezalo mikroskopski strukturi 





P.2 Eksperimentalna metoda za zajemanje reflektančnih 
spektrov 
Reflektančna spektroskopija ne zahteva zapletene eksperimentalne postavitve. V tem 
poglavju se bomo posvetili eksperimentalni postavitvi za zajemanje reflektančnih spektrov 
z optičnimi sondami. Glavni gradniki merilnega sistema so izvor svetlobe, izvorna in 
sprejemna optična vlakna, ki se tesno prilegajo opazovani snovi, ter spektrometer. Snov 
osvetlimo z izvornim optičnim vlaknom. Del svetlobe se pri tem odbije (ti. direktni odboj), 
del se pa po lomnem zakonu lomi v snov. Svetloba je v snovi podvržena procesom sipanja 
in absorpcije, zaradi česar se snop svetlobe razširi in oslabi. Zaradi sipanja lahko nekaj 
svetlobe povsem spremeni smer širjenja in zapusti snov. Povratno sipano svetlobo 
zajamemo s sprejemnim optičnim vlaknom. Pri taki postavitvi se izognemo težavam z 
direktnimi odboji na površini merjenca. Pomembne lastnosti optičnih sond so razporeditev 
optičnih vlaken, razdalja med izvornim in sprejemnim optičnim vlaknom, premer sredice 
optičnega vlakna, lomni količnik sredice optičnega vlakna, numerična odprtina in materiali, 
ki sestavljajo naležno površino optične sonde. Primer tipične eksperimentalne postavitve, 
ki vključuje vse najpomembnejše gradnike, prikazuje Slika 1. 
Postopek zajema reflektančnega spektra vzorca je sledeč. Sprva moramo izmeriti spekter 
belega standarda, Sstd (λ), ki nam omogoča izničenje vplivov spektra svetlobnega vira, 
prenosne karakteristike optičnih vlaken in občutljivosti spektrometra na meritve [37]. Sledi 
meritev spektra izbranega vzorca, Svzorec (λ). Nazadnje izmerimo še spekter pri ugasnjenem 
izvoru svetlobe, s čimer ocenimo signal ozadja, ki je pretežno posledica temnega toka tipala 
spektrometra, Sdark (λ). Reflektančni spekter vzorca dobimo z deljenjem signala vzorca 
(Svzorec (λ)) in belega standarda (Sstd (λ)), pri čemer od obeh odštejemo ozadje (Sdark (λ)). 
 
Slika 1. Tipična eksperimentalna postavitev za zajemanje reflektance pri več različnih 




P.2.1 Točkovna in prostorsko-razločena meritev reflektance 
Zgoraj opisani postopek zadostuje za zajem točkovnega reflektančnega spektra, saj pri tem 
uporabimo le eno razdaljo med izvornim in sprejemnim optičnim vlaknom. Tako dobimo 
en reflektančni spekter, vsa informacija o preiskovanem vzorcu pa se nahaja v spektralni 
smeri. Pogosto namesto ene razdalje med izvornim in sprejemnim optičnim vlaknom 
zajamemo reflektanco pri večih razdaljah (Slika 1). S tem dobimo prostorsko-razločeno 
reflektanco (angl. spatially-resolved reflectance), ki nosi informacijo o vzorcu preko 
spreminjanja reflektance v prostorski in spektralni smeri [5,6,38]. Ta dodatna informacija 
se uporablja za določanje optičnih lastnosti homogenih vzorcev, saj lahko s tem razločimo 
absorpcijske in sipalne lastnost že pri samo eni valovni dolžini. Na primer, če reflektanco 
zajamemo pri dveh različnih razdaljah med izvornim in sprejemnim optičnim vlaknom, 
lahko v idealnem primeru iz meritev pri vsaki valovni dolžini izluščimo največ dve 
neznanki. Več o samem določanju optičnih lastnosti iz izmerjenih reflektančni spektrov si 
bomo ogledali v poglavju P.4. 
P.3 Modeliranje reflektančnih spektrov 
Modeliranje reflektančnih spektrov je osrednji del postopka, s katerim določamo optične 
lastnosti snovi. V splošnem želimo določiti funkcijo, ki na podlagi optičnih lastnosti in 
geometrijskih posebnosti vzorca in eksperimentalne postavitve karseda dobro napove 
izmerjeno reflektanco, R (λ) = f (μa, μs, p(θ), G). Tukaj je μa (λ) absorpcijski koeficient 
vzorca, μs (λ) sipalni koeficient vzorca, p(θ) sipalna fazna funkcija in G geometrijske ter 
ostale optične lastnosti vzorca in eksperimentalne postavitve, v katere so vključeni tudi 
lomni količniki materialov, razporeditev optičnih vlaken v optični sondi, odbojnost ohišja 
optične sonde, itd. V grobem lahko modele razdelimo na teoretične in empirične. 
V sipajočih snoveh, v katerih prihaja do večkratnega sipanja svetlobe, prenos svetlobne 
energije dobro teoretično opiše Boltzmannova transportna enačba [18]. Reševanje te 
enačbe v splošnem ne daje analitičnih rešitev, zato pogosto uporabimo poenostavitve. 
Najpogosteje predpostavimo, da je svetlobno polje znotraj opazovane snovi skoraj 
izotropno. Tej predpostavki pravimo difuzijska aproksimacija Boltzmannove transportne 
enačbe, ki med drugim omogoča analitične rešitve za pol-neskončen homogen medij v 
geometriji izvornega in sprejemnega optičnega vlakna na izbrani razdalji [5,38,39]. Kljub 
poenostavitvam daje metoda točne rezultate zgolj v primerih, ko sipanje v snovi prevladuje 
nad absorpcijo, in ko je razdalja med izvornim in sprejemnim optičnim vlaknom dovolj 
velika (tj. večja od povprečne proste transportne poti 1/μtr = 1/(μa + μs’)). V primerih, ko 
uporabljamo optične sonde z majhnimi razdaljami med optičnimi vlakni ali opazujemo 
snovi s signifikantno absorpcijo, difuzijskega približka navadno ne moremo uporabiti. V 
slednjem primeru je potrebno Boltzmannovo enačbo rešiti numerično, za kar se 
najpogosteje uporablja stohastična metoda Monte Carlo [40,41]. Slednja svetlobo 
obravnava kot "fotone" oziroma energijske pakete, ki so podvrženi naključnim procesom 
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absorpcije in sipanja. S poznavanjem absorpcijskega koeficienta, sipalnega koeficienta, 
sipalne fazne funkcije in geometrije vzorca ter eksperimentalne postavitve lahko 
modeliramo reflektančne spektre za praktično poljubno geometrijo in poljubno natančno. 
Zaradi statistične narave metode Monte Carlo moramo po snovi slediti velikemu številu 
fotonov (reda milijarde), da dobimo ustrezni približek reflektančnega spektra. Ker lahko 
širjenje posameznih fotonov po snovi obravnavamo neodvisno, je metoda primerna za 
izvajanje na grafičnih procesorskih enotah [42]. 
Zaradi kompleksnosti in predvsem zaradi računske zahtevnosti problema širjenja svetlobe 
po sipajoči snovi, se pri modeliranju reflektančnih spektrov pogosto uporabljajo empirični 
modeli, ki temeljijo na eksperimentalnih rezultatih. Pri tem iščemo karseda enostavno 
matematično povezavo med vrednostjo reflektance in optičnimi lastnostmi snovi. Ta 
matematična povezava navadno velja le za omejeno domeno optičnih lastnosti, zato je 
potrebno empirične modele pogosto spreminjati na podlagi snovi, ki jo opazujemo. Med 
empirične modele uvrščamo ti. metodo iskalnih tabel (angl. lookup table), ki temelji na 
meritvah reflektančnih spektrov optičnih fantomov z znanimi absorpcijskimi in sipalnimi 
lastnostmi. Z meritvijo določimo reflektanco fantoma R (λ) v odvisnosti od valovne 
dolžine. Pri tem poznamo tudi valovno odvisnost μa (λ) in μs’ (λ) fantoma. Posledično lahko 
dobljeno difuzno reflektanco predstavimo kot ukrivljeno ploskev R (μa, μs’), ki ji pravimo 
iskalna tabela. Prednost takšne tabele leži predvsem v preprostem in računsko nezahtevnem 
modeliranju reflektančnih spektrov pri izbranih μa in μs’. Za razliko od ostalih metod ni 
potrebno natančno poznati geometrije optičnih vlaken v optični sondi, saj je ta informacija 
posredno že vključena v iskalni tabeli preko meritev na optičnih fantomih. Prvič je ta 
metoda bila uporabljena v [9] pri endoskopskih optičnih sondah, nato pa še v primeru 
optičnih sond z majhnimi razdaljami med izvornimi in sprejemnimi optičnimi 
vlakni [13,43]. Med empirične modele spada tudi enostavna matematična povezava med R 
ter μa in μs’, ki so jo predlagali v študijah [12,44–46]. Predlagani model je odvisen od treh 
parametrov in velja za geometrijo optičnih sond, kjer isto optično vlakno uporabimo kot 
izvor in ponor svetlobe. 
P.3.1 Difuzijski in sub-difuzijski režim reflektance 
Povsem rigorozen opis reflektance z modeliranjem širjenja svetlobe po sipajoči snovi je 
mogoč z zgoraj opisanim teoretičnim pristopom. A vendar se izkaže, da odvisnost 
reflektance za določene geometrije optičnih sond ni tako zapletena. Tako je za optične 
sonde, ki imajo razdalje med izvornimi in sprejemnimi optičnimi vlakni bistveno večje od 
povprečne proste transportne poti 1/μtr, reflektanco dovolj opisati kot R (λ) = f (μa, μs’). 
Reflektanci zajeti pri takšnih razdaljah med optičnimi vlakni pravimo, da pripada 
difuzijskemu režimu (Slika 2). V tem primeru je sipalna fazna funkcija, ki opisuje kotno 
porazdelitev sipanja, že zajeta v reduciranem sipalnem koeficientu preko anizotropije g in 
njeno spreminjanje nima bistvenega vpliva na reflektanco. Razlog za to je predvsem v tem, 
da v difuzijskem režimu reflektanco predstavlja svetloba, ki se je na poti od izvornega do 




izpovprečil [30]. Ko razdalja med izvornimi in sprejemnimi optičnimi vlakni postaja 
primerljiva s povprečno prosto transportno potjo 1/μtr, je vpliv sipalne fazne funkcije na 
obliko zajete reflektance večji. Pomemben postane predvsem del sipalne fazne funkcije, ki 
predstavlja velike odklonske kote, saj je svetloba na krajši razdalji med izvornim in 
sprejemnim vlaknom pogosteje podvržena tovrstnim sipalnim dogodkom. Temu režimu 
pravimo sub-difuzijski (Slika 2). Reflektance v sub-difuzijskem režimu ne moremo več 
zadovoljivo opisati zgolj z omenjenima dvema parametroma, ampak moramo vključiti neko 
dodatno informacijo o sipalni fazni funkciji. Bevilacqua in sod. so predlagali uporabo 
podobnostnih relacij, ki se uporabljajo pri analitičnem reševanju Boltzmannove transportne 
enačbe [28,47]. Podobnostne relacije zagotavljajo, da lahko najdemo podmnožico 
parametrov, ki omogoča zadovoljivo dober opis reflektance. Na primer, v difuzijskem 
režimu uporabimo prvo podobnostno relacijo, reducirani sipalni koeficient, μs’ = μs (1 – g) 
in absorpcijski koeficient μa. To pomeni, da bo ne glede na spreminjanje sipalne fazne 
funkcije snovi, reflektanca za enak par μs’ in μa ostala enaka. Bevilacqua in sod. so v svoji 
geometriji optičnih vlaken za opis reflektance v sub-difuzijskem režimu predlagali uporabo 
dodatnega podobnostnega parametra γ = (1 – g2)/(1 – g), ki je kvocient med prvo in drugo 
podobnostno relacijo. Parameter g2 v tem primeru predstavlja drugi moment sipalne fazne 
funkcije pri razvoju po Legendrovih polinomih. Reflektanco v sub-difuzijskem režimu bi 
po njihovem vzoru lahko potem zapisali kot R (λ) = f (μa, μs’, γ). 
Zajemanje, modeliranje in analiza reflektance v sub-difuzijskem režimu je aktualna tema 
raziskav, saj so raziskovalci mnenja, da reflektanca v tem režimu vsebuje informacijo o 
mikrostrukturi snovi, kar bi utegnilo biti zelo zanimivo za proučevanje in vrednotenje 
bioloških tkiv. Na ta način bi lahko spremljali in vrednotili spremembe, ki se dogajajo na 
celičnem nivoju [15,16,30,48,49]. 
OPOMBA: Izraz sub-difuzijski režim je relativno nov in je bil prvič predlagan ob koncu 
leta 2014. Posledično na znanstvenem področju še ni konsenza o natančni definiciji. V 
disertaciji smo izraz sub-difuzijski režim uporabili v poglavjih 4, 5 in 6, medtem ko v 
poglavjih 2 in 3 tega izraza še nismo uporabili, čeprav smo uporabili optične sonde z 
majhnimi razdaljami med izvornimi in sprejemnimi optičnimi vlakni. V času izvajanja 




Slika 2. Nazoren prikaz difuzijskega in sub-difuzijskega režima pri zajemu reflektance 
s tipično optično sondo z razdaljo med optičnimi vlakni okoli 220 µm. Meja med sub-
difuzijskim in difuzijskim režimom je okvirno prikazana s povprečno prosto transportno 
potjo 1/µtr, ki je izračunana za tipične biološke vrednosti absorpcijskega in reduciranega 
sipalnega koeficienta. 
P.4 Določanje optičnih lastnosti snovi z reflektančno 
spektroskopijo 
Najpogosteje se reflektančna spektroskopija uporablja za kvantitativno določanje optičnih 
lastnosti sipajočih snovi. Eden izmed postopkov za določanje optičnih lastnosti temelji na 
inverzni uporabi modelov, ki smo jih opisali v prejšnjem poglavju. Pri tem s postopkom 
optimizacije prostih parametrov modela (npr. koncentracij absorberjev, parametrov 
sipanja, itd.) prilegamo modelirani reflektančni spekter na izmerjeni reflektančni spekter. 
Iz optimalnih vrednosti prostih parametrov nato ocenimo optične lastnosti snovi, za katero 
smo izmerili reflektančni spekter. Čas potreben za prileganje in točnost rezultatov sta 
odvisna predvsem od izbranega modela ter eksperimentalne postavitve. 
Med prve poskuse določanja optičnih lastnosti snovi z optičnimi vlakni spada študija Farell 
in sod. [5,50], kjer so na podlagi difuzijske aproksimacije Boltzmannove transportne 
enačbe predlagali analitično rešitev za potek reflektance v odvisnosti od razdalje od 
izvornega optičnega vlakna. Z zajemom prostorsko-razločene reflektance so lahko določili 
absorpcijski in reduciran sipalni koeficient. Podoben postopek so nato uporabili še v 
študijah [6,27,51,52]. Zonios in sod. [7] so prav tako uporabili zgornjo rešitev transportne 
enačbe, le da so jo empirično popravili za boljše ujemanje z zajetim reflektančnim spektrom 
pri eni razdalji med izvornim in sprejemnim optičnim vlaknom. S predlagano metodo so 
določili koncentracijo krvi, oksigenacijo krvi ter efektivno gostoto in velikost sipalcev v 
tkivu, pri čemer so upoštevali spektralne odvisnosti naštetih komponent tkiva. Čeprav 




vprašljive, saj ne upoštevajo natančne geometrije optične sonde. Prav tako je bilo v 
kasnejših študijah pokazano, da difuzijska aproksimacija nezadovoljivo opiše širjenje 
svetlobe po snovi, v kateri absorpcijski koeficient postane primerljiv z reduciranim 
sipalnim koeficientom [10]. Metodo so izboljšali v študiji [53], kjer so namesto enega 
uporabili več sprejemnih optičnih vlaken razporejenih na različnih razdaljah od izvornega 
optičnega vlakna. S tem so skušali povečali območje veljavnosti metode. A vendar ima tudi 
ta metoda pomanjkljivost, saj pri majhnih razdaljah med izvornimi in sprejemnimi 
optičnimi vlakni (sub-difuzijski režim), kot so jih uporabili v dotični študiji, pomembno 
vlogo igra tudi sipalna fazna funkcija, pri čemer njeno informacijo v difuzijski 
aproksimaciji le delno nosi reduciran sipalni koeficient. 
Med računsko najmanj zahtevne inverzne modele spadajo metode z iskalnimi tabelami. V 
študijah [13,43] so ugotovili, da empirično določena iskalna tabela daje dokaj točne 
rezultate v geometriji optičnih sond z majhnimi razdaljami med izvornim in sprejemnim 
optičnim vlaknom. Kljub temu metoda vsebuje nekaj predpostavk, ki so le delno 
izpolnjene. Med drugimi je to predpostavka, da je reflektanco mogoče zadovoljivo opisati 
kot ukrivljeno ploskev v odvisnosti od μa in μs’. Ta predpostavka ni povsem izpolnjena v 
primeru sub-difuzijskega režima (razdalje med izvornimi in sprejemnimi optičnimi vlakni 
primerljive ali manjše od 1/μtr). V tem režimu je zelo pomembna tudi oblika sipalne fazne 
funkcije in njeno spreminjanje z valovno dolžino [29]. S tem, ko izmerjene reflektančne 
spektre optičnih fantomov zberemo v iskalni tabeli, izvedemo transformacijo odvisnosti 
reflektance od valovne dolžine v odvisnost od μa in μs’. S tem zavržemo vpliv sipalne fazne 
funkcije in ostale odvisnosti od valovne dolžine, npr. lomni količnik snovi, lomni količnik 
optičnega vlakna in neuniformen odziv belega standarda. 
Iskalne tabele lahko ustvarimo tudi z uporabo metode Monte Carlo, kot so to naredili v 
študijah [11,14]. Podobno kot v prejšnjem primeru, lahko vrednosti reflektance 
predstavimo z ukrivljeno ploskvijo R (μa, μs’). Prednost iskalne tabele z metodo Monte 
Carlo je hitra zapolnitev domene R (μa, μs’), pri čemer ni potrebno uporabiti optičnih 
fantomov. Omogoča nam tudi razširitev odvisnosti R (μa, μs’) v večrazsežno in s tem opis 
kompleksnejših modelov snovi (npr. večplastni model tkiva, [54]), brez katerih ne bi mogli 
analizirati biološkega tkiva kot je na primer koža [55]. Za razliko od empirične inačice, 
Monte Carlo iskalna tabela omogoča tudi dokaj enostavno vključitev dodatne informacije 
o sipalni fazni funkciji. Že študije Bevilacqa in sod. [28,56,57] so nakazale, da lahko z 
uporabo Monte Carlo iskalne tabele in prostorsko-razločene reflektančne spektroskopije 
(10 razdalj med izvornim in sprejemnim optičnim vlaknom v sub-difuzijskem režimu) 
določimo parametre, kot so μa, μs’ in podobnostni parameter γ za vsako valovno dolžino 
posebej. Bravo in sod. so nato rezultate te študije uporabili za izdelavo Monte Carlo iskalne 
tabele, ki je predstavila reflektanco kot ukrivljeno ploskev R (μa, μs’, γ) [16]. Pri tem so 
zajeli reflektanco v sub-difuzijskem režimu pri eni razdalji med izvornim in sprejemnim 
optičnim vlaknom. Ker določitev parametrov μa, μs’ in γ v tem primeru za vsako valovno 
dolžino posebej ni mogoča (več neznank kot meritev), so morali μa, μs’ in γ spektralno 
parametrizirati v odvisnosti od valovne dolžine. Na primer, μs’ = a (λ/550nm)-b. Na ta način 
so dobili zmanjšano število prostih parametrov, katere je bilo mogoče določiti s pomočjo 
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spektralno odvisne reflektance. Slabost tega postopka je, da moramo poznati spektralni 
potek μa, μs’ in γ, kar pogosto ni mogoče, če sestave sipajočega medija ne poznamo. 
Kanick in sod. [12,44–46] so za določanje optičnih lastnosti snovi uporabili posebno obliko 
optične sonde, kjer eno optično vlakno hkrati služi kot izvorno in sprejemno. Predlagani 
inverzni model temelji na empirično določeni povezavi med reflektanco in optičnimi 
lastnostmi snovi. Ima tri proste parametre, ki se jih ne določa eksperimentalno, ampak s 
pomočjo metode Monte Carlo. Poleg absorpcijskega in reduciranega sipalnega koeficienta 
lahko z inverznim modelom določijo tudi podobnostni parameter γ. Ugotovili so, da γ 
bistveno vpliva na rezultat simulacije reflektančnih spektrov. Prednost te eksperimentalne 
metode je močan signal pri zajemanju povratno sipane svetlobe. Metoda je problematična 
z vidika prisotnosti direktnih odbojev s površine vzorca, ki se pojavijo zaradi uporabe enega 
optičnega vlakna. Posledično je predlagani empirični model potrebno umeriti z optičnim 
fantomom, ki izkazuje enako vrednost lomnega količnika kot opazovana snov. Iz tega 
izhaja, da bi morali za vsako opazovano snov določiti drug empirični model in uporabiti 
optični fantom z dobro določenimi optičnimi lastnostmi in lomnim količnikom, ki je enak 
lomnemu količniku opazovane snovi. 
P.5 Motivacija 
Iz rezultatov študij, ki smo jih predstavili, lahko zaključimo, da je zaradi zahtevnosti 
problema določanja optičnih lastnosti snovi z reflektančno spektroskopijo velikokrat 
potrebno poseči po številnih poenostavitvah, ki dajejo omejeno vrednost predstavljenim 
modelom. Zelo pereč problem je zlasti sipalna fazna funkcija, ki je poleg absorpcijskega in 
sipalnega koeficienta ena izmed pomembnih optičnih lastnosti, in lahko bistveno prispeva 
k točnejši analizi snovi z reflektančno spektroskopijo. To še posebej velja za reflektanco 
zajeto v sub-difuzijskem režimu, ki nudi informacijo o mikrostrukturi sipajoče snovi 
oziroma o strukturi bioloških tkiv na celičnem nivoju. Posledično je določanje kakršnekoli 
dodatne informacije o sipalni fazni funkciji na podlagi reflektančnih spektrov zajetih v sub-
difuzijskem režimu zelo atraktivna raziskovalna tema, ki je predmet številnih nedavnih 
raziskav [15,16,30,46,48,49]. 
V študijah z metodo Monte Carlo se pogosto tudi uporabljajo poenostavljeni opisi 
geometrijskih značilnosti optičnih sond. Še posebej velja izpostaviti obravnavanje robnega 
pogoja na stiku med optično sondo in opazovano snovjo, pri čemer večina avtorjev mejo 
obravnava, kot homogen stik snovi z dvema različnima lomnima količnikoma (prvi 
predstavlja optično vlakno, drugi opazovano snov). Sistematična analiza vpliva različnih 
geometrijskih in materialnih posebnosti optičnih sond na določanje optičnih lastnosti snovi 





P.6 Izvirni prispevki k znanosti 
P.6.1 Karakterizacija optične sonde z linijsko razporeditvijo 
optičnih vlaken na podlagi metode Monte Carlo za 
simulacijo reflektančnih spektrov 
Poznavanje geometrijskih in materialnih lastnosti optične sonde je nujno za uspešno 
modeliranje širjenja svetlobe v snovi z metodo Monte Carlo. V tej študiji smo 
karakterizirali optično sondo, ki jo sestavlja šest linijsko razporejenih optičnih vlaken. 
Glavni namen študije je bil veren opis vseh posebnosti optične sonde v metodi Monte Carlo, 
ki bi na ta način nudila verodostojne rezultate v obliki reflektančnih spektrov. Zaradi 
časovne zahtevnosti numerične metode Monte Carlo se raziskovalci v mnogih študijah 
poslužujejo poenostavljenega opisa optičnih sond, pri čemer stik med optično sondo in 
snovjo predstavijo s homogenim robnim pogojem, kjer pride zgolj do loma ali odboja 
svetlobe zaradi različnih lomnih količnikov v zgornji (optično vlakno) in spodnji plasti 
(opazovana snov). Praviloma bi morali poleg loma in odboja na zgornji plasti upoštevati še 
odboj od ohišja optične sonde iz nerjavečega jekla. Zaradi možnosti implementacije metode 
Monte Carlo na grafičnih procesorskih enotah se je časovna zahtevnost simulacij bistveno 
zmanjšala, kar nam je omogočilo analizo bolj realističnih in zapletenih geometrij optičnih 
sond. Posledično smo v tej študiji analizirali vpliv poenostavitve robnega pogoja optična 
sonda–snov na simulacije reflektančnih spektrov in določanje optičnih lastnosti snovi s 
pomočjo inverznih modelov. Da so rezultati analize še bolj verodostojni, smo vpliv 
poenostavitve robnega pogoja preverili še na eksperimentalni ravni. Reflektančne spektre 
smo izmerili na množici optičnih fantomov različnih suspenzij polistirenskih mikrosfer. 
Meritve smo nato neposredno primerjali z vernim in poenostavljenim modelom optične 
sonde. Rezultati so pokazali, da vpliv poenostavitve modela optične sonde v metodi Monte 
Carlo bistveno vpliva na simulacije reflektance. Dotična študija je v celoti zajeta v Poglavju 
2 (Chapter 2). 
P.6.2 Kritično vrednotenje in določitev območja veljavnosti 
inverznih modelov za določanje optičnih lastnosti s 
pomočjo reflektančne spektroskopije 
Do sedaj predlagani inverzni modeli za določanje optičnih lastnosti (tj. absorpcijskega in 
sipalnega koeficienta) snovi z reflektančno spektroskopijo v geometriji optičnih vlaken z 
majhnimi razdaljami med drugim temeljijo na empiričnih ali Monte Carlo iskalnih tabelah. 
Pri analizi snovi z reflektančno spektroskopijo je pomembno, da imamo karseda natančen 
in časovno hiter inverzni model, zato je sistematično in kritično vrednotenje obstoječih 
modelov nujno. V študiji, ki je zajeta v Poglavju 3 (Chapter 3), smo objektivno primerjali 
inverzna modela temelječa na empirični in Monte Carlo iskalni tabeli, s katerima smo 
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določili optične lastnosti snovi na podlagi zajetih reflektančnih spektrov pri eni razdalji 
med izvornim in sprejemnim optičnim vlaknom. V ta namen smo zastavili eksperiment z 
optičnimi fantomi, ki imajo dobro določene optične lastnosti. Za sipalce smo uporabili 
polistirenske mikrosfere, katerih sipalni koeficient in sipalno fazno funkcijo smo določili 
analitično. Absorpcijo smo uravnavali z molekularnimi barvili, katerih absorpcijski 
koeficient smo neodvisno izmerili z meritvijo transmisije. S spreminjanjem koncentracije 
sipalcev in absorberjev smo pripravili vrsto optičnih fantomov in jih razdelili v dve skupini. 
Ena skupina je služila kot učna množica, ki smo jo uporabili za umeritev inverznih 
modelov. Druga skupina je služila kot validacijska množica, s katero smo objektivno 
vrednotili natančnost in točnost inverznih modelov. Ugotovili smo, da je v geometriji 
optičnih vlaken z majhnimi razdaljami opis reflektančnega spektra na podlagi 
absorpcijskega in reduciranega sipalnega koeficienta nezadosten, ter da ima sipalna fazna 
funkcija pomemben vpliv pri določanju optičnih lastnosti sipajočih snovi. V študiji, ki je 
zajeta v Poglavju 4 (Chapter 4), smo uporabili prostorsko razločene meritve reflektance. 
Na ta način smo primerjali osnovni model, ki temelji le na absorpcijskem in reduciranem 
sipalnem koeficientu, ter naprednejši model, ki dodatno vključuje še podobnostni 
parameter γ. Pokazali smo, da se z upoštevanjem dodatne informacije o sipalni fazni 
funkciji, ki je zajeta v podobnostnem parametru γ, točnost parametrov, ki jih določimo z 
inverznim modelom, znatno izboljša. 
P.6.3 Nadgradnja inverznega modela z implementacijo sipalne 
fazne funkcije za določanje optičnih lastnosti snovi z 
reflektančno spektroskopijo 
Sipalna fazna funkcija je poleg absorpcijskega in sipalnega koeficienta pomembna lastnost 
sipalcev v opazovani snovi. V Poglavju 5 (Chapter 5) bomo najprej obravnavali različne 
metode za efektivno in natančno vzorčenje sipalne fazne funkcije v metodi Monte Carlo. 
Ker je metoda Monte Carlo kljub implementaciji na grafičnih procesorskih enotah še vedno 
časovno potratna, je izvedba vzorčenja sipalne fazne funkcije pri vsakem sipalnem 
dogodku ključnega pomena za učinkovite in točne simulacije reflektance. Že v Poglavju 4 
(Chapter 4) smo osnovni inverzni model, s katerim določamo absorpcijski in reducirani 
sipalni koeficient, nadgradili s podobnostnim parametrom γ. Vendar, kot se je izkazalo v 
tej študiji, tudi podobnostni parameter γ ne nosi dovolj informacije, da bi opisal celotno 
variabilnost reflektance, ki izhaja iz variabilnosti sipalnih faznih funkcij bioloških tkiv. 
Tako smo v študiji v Poglavju 6 (Chapter 6), preko sistematične analize najrazličnejših 
sipalnih faznih funkcij (Henyey-Greenstein, nadgrajene Henyey-Greenstein, 
Gegenbauerjeve, Miejeve in fraktalne Miejeve) in opazovanja njihovega vpliva na 
reflektanco zajeto z optičnimi sondami, obravnavali vpliv naslednjega podobnostnega 
parametra δ. Ugotovili smo, da je za zadovoljiv opis reflektance v sub-difuzijskem režimu 
delovanja optične sonde potrebno poleg absorpcijskega in reduciranega sipalnega 
koeficienta ter podobnostnega parametra γ upoštevati tudi naslednji podobnostni parameter 




na podlagi zajete prostorsko-razločene reflektance s pomočjo optične sonde s šestimi 
linijsko razporejenimi optičnimi vlakni. 
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CHAPTER 1  
Introduction and summary 
Reflectance spectroscopy is an experimental technique for acquisition and analysis of the 
light backscattered from a turbid medium. A broadband light source in the visible and near-
infrared spectral range is usually used to illuminate the turbid medium. The incident light 
is then either reflected from the turbid medium or refracted into the turbid medium, where 
it is subjected to physical processes such as absorption and scattering. The direction of light 
propagation changes due to scattering in the turbid medium. Consequently, some light is 
backscattered from the turbid medium where it can be detected by optical fiber probes [1], 
integrating spheres [2] or by using a hyperspectral imaging system [3]. The detected 
backscattered light forms the reflectance spectrum that carries information about the 
structural and chemical composition of the interrogated turbid medium. 
Reflectance spectroscopy is most frequently used for estimation of turbid medium optical 
properties (i.e., absorption and scattering properties) in the field of biomedical optics [4]. 
The main advantage of reflectance spectroscopy lies in the convenient setting that allows 
illumination and light detection to be performed on the same side of the turbid medium 
using low-intensity light sources, thus allowing non-invasive estimation of the optical 
properties [5–8]. The optical properties of the turbid medium can be estimated by modeling 
the reflectance spectra using a light propagation model and subsequently computing the 
free parameters of the model by minimizing the difference between the modeled and 
measured reflectance spectra [7,9–16]. 
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The main goal of our studies is to further develop and experimentally validate the light 
propagation models used for analysis of reflectance spectra measured with optical fiber 
probes. 
1.1 Light-matter interaction 
Light propagating through a turbid medium is subjected to various physical processes that 
depend on the properties of the light and medium. For the purpose of describing the 
backscattered light, which is the most prominent component of the acquired reflectance, it 
is sufficient to model the light propagation in a turbid medium by transport of energy and 
neglect the polarization and phase properties of the light. However, polarization and phase 
properties of the light can be incorporated into the light propagation model, which is 
exploited by other fields that analyze light-matter interaction, such as polarimetry [17]. 
1.1.1 Absorption 
The first important physical process that significantly affects the light propagation through 
a medium is absorption. The absorption of light occurs when a photon interacts with a 
molecule that is present in the medium by exciting it from a lower to a higher electronic, 
vibrational or rotational state. The latter depends on the energy that the photon carries [18]. 
An absorbing medium is macroscopically characterized by an absorption coefficient μa (λ), 
which defines the attenuation of a collimated light beam traveling through the medium and 
usually depends on the wavelength of light. Given that the main absorbing components of 
the medium are known, the total absorption coefficient of the medium can be expressed as 
a sum of the absorption coefficients of the individual constituents weighted by their relative 
volume fractions or concentrations [4]. 
1.1.2 Scattering 
The second important physical process, which changes the direction of light propagation in 
the medium, is the light scattering. Light scattering in the medium occurs due to the 
oscillation of the charged particles in the electromagnetic field of light (microscopic 
description) or due to the local fluctuations of the medium refractive index (macroscopic 
description) [18,19]. The local fluctuations, which scatter light, are termed scatterers. In 
order to describe the backscattered light which constitutes the reflectance, we only have to 
consider the elastic light scattering (wavelength of the scattered light does not change), 
since the probability for inelastic light scattering is usually orders of magnitude lower. A 
turbid medium is macroscopically described by a scattering coefficient and a scattering 
phase function. The scattering coefficient μs (λ) defines the attenuation of a collimated light 
beam traveling through a turbid medium and can be wavelength dependent. A very 
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important quantity for describing the directional properties of light scattering is the 
scattering phase function p(s,s',λ), which defines the probability density for a photon to 
scatter from the incident direction s' into the direction s. Similarity to the scattering 
coefficient, the scattering phase function can be wavelength dependent as well. If the turbid 
medium is isotropic (i.e., the scattering phase function is independent of the incident photon 
direction), which is the case for many biological tissues, the scattering phase function 
depends only on the cosine of the scattering angle, s·s' = cos(θ). A quantitiy that is 
frequently used alongside the scattering coefficient and the scattering phase function is the 
anisotropy factor g. It is defined as the average cosine of the scattering angle and is 
calculated as the first Legendre moment of the scattering phase function. In the multi-
scattering regime, the scattering coefficient and the anisotropy factor are usually joined to 
form the reduced scattering coefficient, μs’ = μs (1 – g) [20]. The inverse value of the 
reduced scattering coefficient represents a characteristic distance in the medium at which 
the scattered light loses all information about the initial propagation direction. 
Scattering in a turbid medium mostly depends on the shape and size of the scatterers with 
respect to the wavelength of light. If the scatterers are much smaller than the wavelength 
of light, the scattering coefficient falls in the so called Rayleigh regime [21]. In this regime, 
the scattering coefficient decreases with the fourth power of the wavelength. The scattering 
phase function is nearly isotropic in terms of the forward-backward scattering direction. If 
the scatterers are comparable or larger than the wavelength of light, then the scattering is 
much less dependent on the wavelength and has to be treated by the Mie theory [22]. The 
scattering phase function of such scatterers is characteristically forward peaked [23]. 
Since turbid media often contain scatterers of different shapes and sizes, rigorous 
description of the scattering coefficient and the scattering phase function is difficult. 
Consequently, reduced scattering coefficient is often approximated by a power-law 
function that depends on the wavelength of light in order to accommodate scattering of 
various sized scatterers [24]. Similarly, the scattering phase function is often approximated 
by the so called Henyey-Greenstein (HG) [25,26] function. This phase function is 
especially useful due to its simple analytical form and adequate description of the angular 
properties of scattering in turbid media such as biological tissues. Although the use of HG 
scattering phase function is relatively common, it was found to be inadequate for modeling 
of the reflectance, which is a result of a few scattering events (i.e., reflectance is acquired 
very close to the source, [27]). In this case, the backscattered light is much more sensitive 
to the shape of the scattering phase function, especially to the part of the scattering phase 
function that describes the probability of large-angle scattering events. To overcome this 
limitation, many researchers have used the modified Henyey-Greenstein scattering phase 
function (MHG), which is defined as a sum of the HG phase function and isotropic Rayleigh 
component [12,28–30]. Quite popular is also the Gegenbauer kernel (GK) phase function, 
which was initially introduced to describe scattering by red blood cells [31], and has 
subsequently been found useful for many turbid media including optical phantoms [32]. 
Another popular approach is to sum the scattering phase functions of monodisperse 
spherical particles that follow a discrete fractal size distribution [34–36]. The resulting 
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phase function was found to adequately describe the structural properties of biological 
tissues that also comprise a higher number of smaller (cell organelles) than larger structures 
(cells). The scattering phase function of the individual particles is calculated by the Mie 
theory, which provides analytical solution for particles of all sizes and agrees well with the 
experimental data [33]. 
1.2 Experimental setup for acquiring reflectance spectra 
The experimental setup for reflectance spectroscopy is rather simple. In this section, we 
will focus on acquisition of reflectance spectra with optical fiber probes. Main components 
of the experimental setup include a light source, source and detector optical fibers, which 
should be in a good contact with the sample, and a spectrometer. The sample is illuminated 
by the source fiber. The incident light beam, which has refracted into the sample, 
propagates through the sample where it is subjected to absorption and scattering. These two 
processes attenuate and spread the incident light beam. Due to scattering, a fraction of the 
incident light is backscattered and escapes through the sample surface. This backscattered 
light can be captured by an optical fiber. Using separate source and detector optical fibers 
eliminates specular reflections from the measured reflectance signal. Main properties that 
characterize the optical fiber experimental setup are the layout of the source and detector 
fibers, source-detector separation (SDS), diameter of the optical fiber core, refractive index 
of the optical fiber core, numerical aperture and the materials that comprise the optical fiber 
probe tip. The main components of a typical experimental setup using optical fibers are 
shown in Figure 1.1. 
The procedure to acquire a reflectance spectrum is the following. Firstly, the spectrum of a 
reflective standard, Sstd (λ), is acquired, which should eliminate the influence of the light 
source spectrum, transfer function of the optical fibers and spectral sensitivity of the 
spectrometer [37]. Secondly, the spectrum of the sample, Ssample (λ), is acquired. Finally, 
the light source is turned off in order to acquire the dark response of the spectrometer 
detector, Sdark (λ). The reflectance spectrum is computed as a quotient between the sample 
(Ssample (λ)) and reflective standard (Sstd (λ)) spectra, both subtracted by the dark response 
Sdark (λ). 




Figure 1.1. A typical experimental setup for acquiring reflectance spectra at multiple 
SDSs. 
1.2.1 Single and spatially-resolved reflectance (SRR) 
The above described experimental setting is sufficient for the so called single reflectance 
measurements, since only one SDS is used. In this case, the whole information about the 
sample optical properties is contained in the spectral direction of the reflectance. However, 
reflectance spectra are often collected at multiple SDSs (Figure 1.1). This yields the so 
called spatially-resolved reflectance (SRR), which carries information about the sample 
optical properties in the spectral and spatial directions of the reflectance [5,6,38]. This 
additional spatial information is very useful in estimation of optical properties of 
homogeneous samples, since the absorption and scattering properties can be independently 
estimated at each wavelength. For example, if reflectance spectrum is acquired at two 
SDSs, ideally, two unknowns can be estimated at each wavelength. More about the 
estimation of optical properties will be discussed in Section 1.4. 
1.3 Modeling of the reflectance spectra 
Modeling of the reflectance spectra plays a central role in the estimation of turbid media 
optical properties. The main goal is to adequately predict reflectance as a function of optical 
properties and geometrical properties of the sample and experimental setup, 
R (λ) = f (μa, μs, p(θ), G). Here, μa(λ) stands for the absorption coefficient of the sample, 
μs (λ) for the scattering coefficient of the sample, p(θ) for the scattering phase function of 
the sample and G contains all the remaining geometrical and optical properties of the 
sample and experimental setup, such as refractive indices of the materials, optical fiber 
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probe layout, reflectivity of the optical fiber probe tip, etc. The models can essentially be 
regarded as either theoretical or empirical. 
Light propagation as a transfer of light energy in turbid media can be theoretically 
formulated by the Boltzmann transport equation [18]. Since analytical solutions to the 
Boltzmann transport equation are in general not available, approximations are usually used 
to obtain closed form solutions. The most common approximation considers the light field 
(radiance) within the turbid medium as nearly isotropic. This assumption is also termed as 
the diffusion approximation of the Boltzmann transport equation that amongst others yields 
an analytical solution in the case of semi-infinite homogeneous turbid media and a source-
detector fiber geometry [5,38,39]. Despite the approximate nature, the model gives reliable 
reflectance predictions when scattering dominates over absorption and SDS is longer than 
the transport mean free path, 1/µtr = 1/(μa + μs’). However, for turbid media with significant 
absorption coefficients or for small SDSs, diffusion approximation usually breaks down. 
Consequently, the Boltzmann transport equation has to be solved numerically, which is 
usually accomplished through the stochastic Monte Carlo (MC) method [40,41]. This 
method treats light as a beam of neutral particles also called photon packets, which are 
subjected to stochastic processes of absorption and scattering. By knowing the absorption 
and scattering coefficients, the scattering phase function, and geometry of the sample and 
experimental setup, the reflectance spectra can be accurately modeled for a large variety of 
experimental settings. Due to the stochastic nature of the MC method, a large number of 
photon packets (in the order of billions) has to be launched in order to achieve an adequate 
signal-to-noise ratio in the simulated reflectance. The propagation of individual photon 
packets can be efficiently parallelized on graphics processing units (GPUs), thus obtaining 
orders of magnitude shorter simulation times in comparison to simulation runs on a central 
processing unit [42]. 
Since the problem of light propagation in turbid media is complex and many times 
computationally intensive, empirical approaches are often used in modeling of the 
reflectance spectra. The main task is to find a simple mathematical connection between the 
reflectance values obtained by the experiment and optical properties of the turbid medium 
used in the experiment. This mathematical connection is often valid only for a subset of 
optical properties or for turbid media that are similar to the turbid medium used for creating 
the empirical model. Consequently, a large number of measurements of different turbid 
media are required to broaden the validity of the empirical model. Nevertheless, amongst 
the most popular empirical models is the empirical lookup table approach, which is based 
on the measurements of reflectance spectra from a set of optical phantoms with known 
absorption and reduced scattering coefficients. Briefly, for each obtained reflectance 
spectrum R (λ), the wavelength dependency of the absorption μa (λ) and reduced scattering 
μs’ (λ) coefficients is known as well. This means that at each wavelength λ, reflectance can 
be expressed as a function of μa (λ) and μs’ (λ), i.e. R (μa, μs’). By acquiring reflectance 
spectra of several phantoms, sufficient measurement points can be obtained to adequately 
populate the lookup table. The main advantage of such a lookup table is fast calculation of 
reflectance values for a given set of μa and μs’. Moreover, the geometry of experimental 
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setup, e.g. the layout of fibers in the optical fiber probe, is also implicitly accounted for by 
the empirical model. The empirical lookup table model has been used for the first time with 
endoscopic optical fiber probes [9] and subsequently also with optical fiber probes utilizing 
small SDSs [13,43]. In addition to the empirical lookup table model, Kanick et al. have 
proposed an empirical model that is based on a simple mathematical expression connecting 
R, μa and μs’ [12,44–46]. This model is based on three parameters that are empirically 
determined and is mostly used for single-fiber optical probes, where the same fiber serves 
as the source and detector. 
1.3.1 Diffuse and sub-diffusive reflectance 
Although reflectance can be rigorously described by the theoretical light propagation 
models, it turns out that for many geometries of optical fiber probes, reflectance does not 
exhibit such a complicated dependency on the optical properties (absorption and scattering 
coefficients and scattering phase function). For example, for optical fiber probes with long 
SDSs, i.e. longer than one transport mean free path 1/µtr, reflectance can be adequately 
described as R (λ) = f (μa, μs’). Optical fiber probes with such SDSs are also said to operate 
in the so called diffusion regime (see Figure 1.2). In this case, the scattering phase function, 
which describes the distribution of scattering angles, is sufficiently accounted for by the 
reduced scattering coefficient through the anisotropy factor g. Moreover, the scattering 
phase function has little to no effect on the reflectance beyond g. The main reason for the 
weak dependence of reflectance on the scattering phase function is the fact that in the 
diffusion regime, the light is scattered many times before it escapes the turbid medium. 
Consequently, the shape of the scattering phase function and its influence on the reflectance 
is averaged out [30]. However, when the SDSs become comparable to the transport mean 
free path 1/µtr, the scattering phase function starts to play a significant role in the shape of 
the acquired reflectance. Since the light is scattered only a few times, the probability of 
large angle scattering events increases and hence the corresponding part of the scattering 
phase function becomes increasingly important. Optical fibers probes with such SDSs are 
said to operate in the so called sub-diffusive regime (Figure 1.2). In this regime, the 
reflectance cannot be described sufficiently by the absorption and reduced scattering 
coefficients, and additional information about the scattering phase function is required. For 
this purpose, Bevilacqua et al. utilized similarity relations, which are usually used when 
solving the Boltzmann transport equation [28,47]. The similarity relations allow adequate 
description of the reflectance by a subset of parameters. For example, the first similarity 
relation is the reduced scattering coefficient, which is used alongside the absorption 
coefficient for modeling reflectance in the diffusion regime. Such solution assumes that the 
reflectance is independent of the changes in the scattering phase function as long as the 
values of μs’ and μa remain unchanged. In the sub-diffusive regime, Bevilacqua et al. 
proposed to use the next order similarity parameter γ = (1-g2)/(1-g), which is actually a 
quotient between the second and the first similarity relation, where g2 represents the second 
Legendre moment of the scattering phase function. Following the proposed model, the 
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reflectance in the sub-diffusive regime could be adequately described as 
R (λ) = f (μa, μs’, γ). 
Modeling and analysis of the reflectance in the sub-diffusive regime has been a topic of 
many recent research studies [15,16,30,48,49]. Since the scattering phase function is tightly 
related to the medium microstructure (i.e., the microscopic fluctuations of the refractive 
index), the sub-diffusive reflectance has the potential to reveal structural characteristics of 
biological tissues at a cellular level. 
NOTE: The term sub-diffusive regime is relatively new and was first used by the end of 
the year 2014, and thus requires a consensus in the scientific community on the exact 
definition. In this thesis, the term was only used in Chapters 4, 5 and 6, while in Chapters 
2 and 3, we used the term diffuse reflectance, although the term sub-diffusive reflectance 
would have been more correct due to the use of optical fiber probes with small SDSs. 
However, at that time the term sub-diffusive reflectance was not widely known. 
 
Figure 1.2. Illustration of the diffusion and sub-diffusive regime for reflectance 
measurements conducted by an optical fiber probe with the smallest SDS of 220 µm. 
The approximate boundary between the diffusion and the sub-diffusive regime is 
presented with a dashed line indicating a one transport mean free path 1/µtr from the 
source fiber. The 1/µtr was calculated using typical values of the absorption and reduced 
scattering coefficients found in biological tissues. 
1.4 Estimation of optical properties by reflectance 
spectroscopy 
Reflectance spectroscopy is most commonly used for quantitative analysis of turbid media 
optical properties. One way to estimate the optical properties is through the inverse use of 
the light propagation models presented in the previous section. In this process, the free 
model parameters (e.g., absorber concentrations, scattering parameters) are computed by 
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minimizing the difference between the modeled and the measured reflectance. The obtained 
model parameters then present the estimated optical properties of the turbid medium. The 
computational time and the accuracy of the estimated optical properties mainly depend on 
the employed light propagation model and experimental setup. 
The first attempt in estimation of optical properties using optical fibers was performed in a 
study by Farrell et al. [5,50], where they proposed an analytical solution of reflectance as 
a function of the distance from the source fiber based on the diffusion approximation of the 
Boltzmann transport equation. By acquiring SRR, they were able to separately estimate the 
absorption and reduced scattering coefficients. Similar approach was used in many 
subsequent studies [6,27,51,52]. Zonios et al. [7] used an empirically improved analytical 
solution in order to obtain a better fit between the model and a single reflectance spectrum. 
With the proposed method, they estimated blood concentration, blood oxygenation, 
effective density and size of the scatterers in the tissue by utilizing the spectral 
characteristics of each component. Although these methods provide satisfactory results, the 
analytical solutions disregard the precise geometry of the optical fiber probe. In addition, 
it was shown that the diffusion approximation fails when the absorption coefficient 
becomes comparable with the reduced scattering coefficient [10]. To account for this 
shortcoming, the methods for estimation of optical properties by analytical solutions were 
improved in the study of Kim et al. [53]. They used reflectance spectra measured at 
different SDSs to expand the validity of the method. However, since this method used SDSs 
in the sub-diffusive regime, an important factor that was overlooked and not accounted for 
by the diffusion approximation is the scattering phase function. 
Computationally very efficient inverse method for estimation of optical properties is the 
lookup table-based approach. Rajaram et al. found that empirical lookup tables give 
accurate results in estimation of optical properties by using optical probes with small 
SDSs [13,43]. However, the assumption that reflectance at small SDSs can be described by 
only μa and μs’ is questionable. As mentioned before, in the sub-diffusive regime, an 
important quantity is the scattering phase function and its dependence on the 
wavelength [29]. When the reflectance spectra measured from the optical phantoms are 
transformed into the empirical lookup table, the wavelength dependent reflectance becomes 
dependent on the μa and μs’. Consequently, all of the wavelength dependent properties are 
neglected, such as the scattering phase function, medium and fiber refractive index, non-
uniformity of the white standard response, etc. 
The empirical lookup table approach can also be emulated by using MC 
simulations [11,14]. The main advantage of this approach is that the lookup table R (μa, μs’) 
can be constructed in a timely manner without the need for measurements on optical 
phantoms. What is more, the MC lookup tables R (μa, μs’) can be fairly easily extended to 
multi-dimensional arrays, thus enabling more complex descriptions of the turbid media 
models (e.g., layered tissues, [54]), without which the analysis of biological tissues such as 
human skin would not be possible [55]. Unlike the empirical lookup tables, MC lookup 
tables also enable a relatively straightforward inclusion of the scattering phase function 
information. Bevilacqua et al. [28,56,57] already showed that by using an MC lookup table 
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and SRR spectroscopy with 10 SDSs in the sub-diffusive regime, parameters such as μa, μs’ 
and similarity parameter γ can be estimated independently for each wavelength. Bravo et 
al. used the proposed approach to construct a 3-dimensional MC lookup table R (μa, μs’, γ) 
to analyze reflectance acquired at a single SDS in the sub-diffusive regime [16]. Since such 
configuration does not allow independent estimation of μa, μs’ and γ at each wavelength 
(more unknowns than measurements), Bravo et al. used spectral parametrization of the μa, 
μs’ and γ. For example, the reduced scattering coefficient was modeled as 
μs’ = a (λ/550nm)-b. As such, the number of free parameters was greatly reduced thus 
enabling estimation from a single reflectance spectrum acquired at one SDS. The main 
drawback of this approach is that spectral dependence of μa, μs’ and γ has to be known a 
priori, which is not always possible, if the composition of the turbid medium is unknown. 
Kanick et al. used a single-fiber optical probe (the same fiber is used as the source and 
detector) for estimation of turbid medium optical properties [12,44–46]. The inverse model 
was based on an empirically determined mathematical expression connecting the 
reflectance and optical properties. The mathematical expression has three free parameters, 
which are determined with the MC method rather than experimentally. In addition to the 
absorption and reduced scattering coefficients, the inverse method is capable of estimating 
the second similarity parameter γ. The study showed that γ significantly influences the 
reflectance measured with a single-fiber optical probe. The main advantage of this method 
is strong signal of the backscattered light. However, the method also requires a calibration 
on an optical phantom that exhibits the same refractive index as the investigated sample in 
order to account for the specular reflection from the sample surface inherent to the single-
fiber measurement setup. Such calibration therefore requires as many optical phantoms as 
there are samples with different refractive indices. 
1.5 Motivation 
The presented studies suggest that the complex nature of the estimation of optical properties 
utilizing reflectance spectroscopy frequently requires the use of simplified models. 
However, these simplifications often limit the applicability of the models. Particularly 
difficult is the proper description of the scattering phase function, which is besides the 
absorption and scattering coefficients, a very important quantity that can significantly 
influence the accuracy of the estimated optical properties. The latter is especially critical 
when analyzing reflectance acquired in the sub-diffusive regime. Although incorporating 
the scattering phase function into the inverse model presents a difficult task, the shape of 
the scattering phase function carries important information about the turbid medium 
microstructure. As such, estimation of any additional information associated with the 
scattering phase function from the sub-diffusive reflectance has become a very attractive 
topic of research in the recent years [15,16,30,46,48,49] since it could yield information 
about biological tissues on a cellular level. 
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The existing studies utilizing the MC method tend to substantially simplify the geometrical 
and structural properties of the optical fiber probe without properly assessing the impact of 
such simplifications. This primarily holds for the probe-medium interface, which is often 
treated as a simple laterally uniform boundary between two media with mismatched 
refractive indices. Therefore, a systematic analysis of such simplifications on the simulated 
reflectance and estimation of optical properties is essential. 
1.6 Scientific contributions 
1.6.1 Characterization of a linear array optical fiber probe using 
Monte Carlo (MC) computed and experimental reflectance 
spectra 
Knowledge on the geometrical and structural properties of the optical fiber probe is 
required for accurate modeling of light propagation in turbid media by an MC method. In 
this study, we have characterized an optical fiber probe that comprises six linearly arranged 
and tightly packed optical fibers. The main goal of this study was to achieve an accurate 
representation and implementation of the optical fiber probe in the MC method. Due to the 
time complexity of the MC simulations, many studies to date have utilized simplified 
descriptions of the optical fiber probes, by treating the probe-tissue interface (PTI) as a 
simple laterally uniform boundary with mismatched refractive indices. Consequently, the 
photon packets are only treated according to the Fresnel equations. However, rigorous 
description of the PTI needs to account for the properties of the optical fiber probe tip. 
Since the MC method can nowadays be efficiently run on GPUs, the time required to 
simulate more accurate optical fiber probe models has been reduced considerably. 
Accordingly, we have studied the influence of the PTI simplifications on the simulated 
reflectance spectra and estimation of optical properties by utilizing an inverse model. In 
order to further substantiate the results, the influence of the PTI simplification was also 
experimentally validated by acquiring reflectance spectra from a set of liquid optical 
phantoms comprising polystyrene microspheres. The measured reflectance spectra were 
then compared to the reflectance spectra simulated by the realistic and simplified optical 
fiber probe model. The results showed that simplifying the optical fiber probe description 
in the MC simulations significantly influences the simulated reflectance spectra. The full 
study is presented in Chapter 2. 
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1.6.2 Objective evaluation of the existing inverse models for 
optical properties determination from reflectance spectra 
Many of the recently developed inverse models for estimation of optical properties (i.e., 
the absorption and reduced scattering coefficients) from reflectance spectra acquired with 
optical fiber probes at short SDSs are based on the empirical or MC-based lookup tables. 
For efficient and accurate estimation of optical properties, it is important that the existing 
models are systematically and objectively evaluated. In this study, which is presented in 
Chapter 3, we have objectively compared the inverse models based on the empirical and 
MC-based lookup tables by analyzing reflectance spectra acquired at a single SDS. For this 
purpose, we conducted an extensive experiment using optical phantoms with exactly 
known optical properties. We used polystyrene microspheres as the scatterers. The 
corresponding scattering coefficient and the scattering phase function were analytically 
calculated from the Mie theory. As absorbers, we used molecular dyes. The corresponding 
absorption coefficient was independently determined through transmission measurements. 
By adjusting the concentration of the scatterers and absorbers, a set of optical phantoms 
was obtained and divided into two groups. The first group was used as a training set for 
preparing the empirical lookup table and for calibration of the MC-based lookup table. The 
second set was subsequently used for the validation of the inverse models. The results of 
the study showed that the inverse models based on empirical and MC lookup tables lead to 
inaccurate estimates of the absorption and reduced scattering coefficients for reflectance 
acquired by optical fiber probes with small SDSs. We also showed, that the scattering phase 
function plays an important role in the estimation of optical properties. In the subsequent 
study, presented in Chapter 4, we have utilized SRR measurements and compared the basic 
inverse model, which is based only on the absorption and reduced scattering coefficients, 
with an extended inverse model that also accounts for the similarity parameter γ. We 
showed that if γ, which carries additional information about the scattering phase function, 
is incorporated into the inverse model, the accuracy of the estimated optical properties is 
significantly improved. 
1.6.3 Improvement of the inverse model for estimation of optical 
properties from reflectance spectra by an additional 
scattering phase function related parameter 
The scattering phase function in addition to the scattering coefficient presents a very 
important property of scatterers. In Chapter 5, we have firstly discussed and analyzed 
different methods for efficient implementation and sampling of the scattering phase 
functions in the MC method. Although the MC method can be nowadays implemented on 
GPUs, it is still relatively time consuming. Therefore, efficient sampling of the scattering 
phase function is vital for fast and accurate simulations of the reflectance spectra. The 
scattering phase function information for improved estimation of optical properties was 
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already partially included in the inverse model presented in Chapter 4 by the additional 
similarity parameter γ. However, in the same study, we have shown that γ does not account 
for all of the scattering phase function information that is contained in the sub-diffusive 
reflectance. Through a systematic analysis of various scattering phase functions (HG, 
MHG, GK, Mie and Mie fractal) and by observing the influence of similarity parameters 
on the sub-diffusive reflectance acquired with optical fiber probes, we have studied the 
influence of the next order similarity parameter δ that is presented in Chapter 6. We have 
observed that for an adequate description of the sub-diffusive reflectance, absorption and 
reduced scattering coefficients and similarity parameters γ and δ are required. Moreover, in 
the same study we have also proposed an extended inverse model for estimation of the four 
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Abstract 
Light propagation models often simplify the interface between the optical fiber probe tip 
and tissue to a laterally uniform boundary with mismatched refractive indices. Such 
simplification neglects the precise optical properties of the commonly used probe tip 
materials, e.g. stainless steel or black epoxy. In this paper, we investigate the limitations of 
the laterally uniform probe-tissue interface (PTI) in Monte Carlo (MC) simulations of 
diffuse reflectance (DR). In comparison to a realistic PTI that accounts for the layout and 
properties of the probe tip materials, the simplified laterally uniform interface is shown to 
introduce significant errors into the simulated DR. 
2.1 Introduction 
Throughout the years, numerous applications of DR spectroscopy have demonstrated the 
usefulness of the method for non-invasive study, characterization, and analysis of various 
biological tissues. DR spectroscopy has been used as a diagnostic tool in a wide range of 
organs such as bladder [58], brain [56,59], breast [60,61], cervix [62], colon [7,63], 
esophagus [64,65], ovaries [66], pancreas [67,68], and skin [69,70]. In addition, the 
acquired DR spectra along with different light propagation models have enabled 
quantification of tissue optical properties (i.e., absorption and scattering 
properties) [6,7,9,52,71]. 
Among the many different measurement setups, optical fiber probes are frequently used for 
collecting the sample DR spectrum. The main advantage of optical fiber probes lies in the 
flexible configuration that enables measurements for a number of different samples and 
simple integration into endoscopic and surgical tools. Generally, the optical fiber probes 
consist of one or more source and detector fibers that come in a variety of fiber geometries, 
each designed for a specific application. Common geometries include linear fiber 
arrays [72,73], tightly packed source fibers around a single central detector fiber (e.g. six-
around-one geometry [7,74,75]) and other customized geometries [76–78]. Optical fiber 
probes are commonly manufactured by arranging fibers in the desired source-detector 
layout and mounting them in a stainless steel tubing or in a black epoxy cylinder [1] that 
make the optical fiber probes resistant to disinfection between uses. 
Measured DR spectra can be used to assess the optical properties of different tissues by 
utilizing a light propagation model. MC method, which is regarded as the gold standard in 
the biomedical community, is often used to model the DR spectra as it offers accurate 
description of the light propagation for an arbitrary tissue geometry and experimental setup. 
However, due to the stochastic nature of MC the modeling is time consuming. Therefore, 
the structure and geometry of the tissue and optical fiber probes are frequently described 
by employing substantial simplifications. The optical fiber PTI is often approximated by a 
laterally uniform boundary with mismatched refractive indices [11,14,79,80]. Even though 
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the laterally uniform interface approximation might be valid in some cases, in general, it 
could lead to significant errors in the MC simulated DR spectra. The importance of a more 
detailed description of the PTI was first acknowledged by Bevilacqua et al. and Cappon et 
al. [72,81]. Both authors have analyzed the probe edge boundary effect and noticed 
significant deviations of the simulated DR spectra from the spectra predicted by the 
laterally uniform PTI approximation. The deviations were most significant when the optical 
fibers were located near the edge of the optical fiber probe tubing. Although the probe edge 
boundary effects have been investigated, there has not yet been a study on how the different 
materials at the optical fiber probe tip (i.e., stainless steel or black epoxy) and optical fiber 
arrangement affect the simulated DR spectra. Moreover, a question arises whether the inner 
part of the probe tip can be adequately described by a uniform layer or is a more detailed 
description of the probe tip required. The recent advancements in the computational power 
of graphics processing units (GPUs) have provided the means to explore more realistic 
optical fiber probe tip geometries in terms of MC simulations and compare them to their 
commonly used simplified counterparts. 
In this study, we compare the MC simulated DR values obtained by the laterally uniform 
PTI approximation and the realistic PTI description that takes into account the fiber layout, 
the materials within the optical fiber probe tip and their interactions with the light. Two 
common optical fiber probe geometries are studied, namely a linear and a six-around-one. 
The DR values were calculated and assessed across the biologically relevant range of 
optical properties. In addition, we study the errors introduced by the laterally uniform PTI-
based inverse Monte Carlo (IMC) model for extraction of optical properties from a set of 
synthetic biological DR spectra simulated by the realistic PTI-based forward MC model. 
Lastly, we provide experimental evidence showing that the over-simplified laterally 
uniform PTI description can introduce significant errors into the calibration of MC models. 
2.2 Materials and methods 
2.2.1 Monte Carlo (MC) simulations 
DR values were simulated by a modified version of the MC for multi-layered tissues 
(MCML, [41]) implemented on a GPU [42]. The existing GPU-based MC implementation 
was modified to account for the specific characteristics of the optical fibers (the numerical 
aperture NA and radius), the geometry of the fiber assembly (e.g., the fiber-fiber distance 
and placement) and the characteristics of the probe tip (i.e., specular reflections from the 
stainless steel and/or light interaction with black epoxy). 
Photon packets were launched uniformly over the source fiber opening and uniformly over 
the solid angle defined by the numerical aperture of the fiber. For an arbitrary optical fiber 
of radius r centered at (x0, y0), the photon packets were launched at coordinates 
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 ( ) ( )0 1 2 0 1 2cos 2 , sin 2 , 0.x x r y y r zξ πξ ξ πξ= + = + =   (2.1) 
Here ξ1 and ξ2 denote uniform random numbers drawn from the interval [0.0, 1.0]. Each 
photon packet was launched into the tissue following the direction of a unit vector 
 ( ) ( ) ( ) ( ) ( )3 3cos 2 sin , sin 2 sin , cos ,x A y A z Ap p pπξ θ πξ θ θ= = =   (2.2) 
where cos(θA) = 1 – ξ4 ( 1 – cos(arcsin(NA/nm))). The corresponding sin(θA) can be 
calculated from cos(θA). Here we denoted ξ3 and ξ4 as uniform random numbers drawn from 
the interval [0.0, 1.0], NA as the numerical aperture of the source fiber and nm as the 
refractive index of the tissue. A schematic illustration of the photon packet launching is 
presented in Figure 2.1. 
A single MC simulation included 109 photon packets launched at the PTI. The tissue was 
taken as a semi-infinite homogeneous layer with known absorption coefficient (µa), 
scattering coefficient (µs) and anisotropy factor (g), which defines the Henyey-Greenstein 
(HG) phase function. The tissue scattering properties are usually described by the reduced 
scattering coefficient µs' = µs (1 – g), that can be derived from the scattering coefficient and 
the anisotropy factor. The range of optical properties used in this study was selected to 
reflect the range observed in biological tissues within the visible spectral range [82]. The 
absorption coefficient µa varied from 0 cm-1 to 25 cm-1 in 35 uniform steps, the reduced 
scattering coefficient µs' varied from 10 cm-1 to 100 cm-1 in 35 uniform steps, and g was set 
to 0.8. In this way, the 2-dimensional maps of DR values as a function of the absorption 
and reduced scattering coefficients could be obtained. 
Once the photon packet has propagated through the semi-infinite layer and hit the PTI 
(Figure 2.1), depending on the arrangement of optical fibers and details of the interface 
description, several decisions were made. If the photon packet hit the interface within any 
of the optical fibers, the photon packet was either reflected or transmitted in accordance 
with the Fresnel equations and refractive indices of the optical fiber nfib and tissue nm. The 
weight of the transmitted photon packet was added to the fiber, if the exit direction was 
within the cone of acceptance defined by the NA. In the case of a realistic PTI, a photon 
packet that hit the stainless steel interface was either reflected or absorbed. The incident 
photon packet was reflected from the stainless steel interface, if a uniform random number 
drawn from the interval [0.0, 1.0] was smaller or equal to the stainless steel reflectivity 
Rsteel. Otherwise, the photon packet was absorbed. A photon packet that hit the black epoxy 
interface was either reflected or transmitted in accordance with the Fresnel equations and 
refractive indices of the black epoxy nepox and tissue nm. The transmitted photon packets 
were terminated due to absorption in the black epoxy. In contrast, the laterally uniform PTI 
assumed a boundary with mismatched refractive indices nfib and nm. 
In order to speed up the simulations, we found that for the range of optical properties used 
in this paper it was sufficient to propagate the photon packets up to a radius of 0.5 cm and 
up to a depth of 0.8 cm. Beyond these limits, the photon packets were terminated as their 
contribution to the acquired reflectance data was negligible. 




Figure 2.1. An example of a realistic stainless steel PTI with a photon packet 
propagation schematic. Photon packet is launched from the point (x, y) in the direction 
of the unit vector p (blue arrow). The photon packet then propagates through the 
medium and can afterwards hit the detector fiber (red arrow), stainless steel (yellow 
arrow) or black epoxy (orange arrow). 
2.2.2 Optical fiber probes 
The optical fiber probe geometries used in this study were selected based on their frequent 
use in the literature [7,72–75] and are depicted in Figure 2.2. The purpose of this study is 
not to cover the entire range of available optical fiber probe geometries, but rather to stress 
the importance of considering a more detailed description of the PTI in the MC simulations. 
In the conducted experiments, all the optical fibers had a diameter of 200 µm with the 
closest possible fiber-fiber distance of 220 µm. The refractive index of the optical fibers 
was set to nfib =1.452 [14] and the refractive index of the black epoxy was set to nepox=1.6 
(EpoTek 353ND Black, Epoxy Technology Inc., MA, USA). The reflectivity of several 
polished stainless steel probe tips was measured by observing the attenuation of a reflected 
diode laser beam (670 nm) (Newport Optical Power Meter 1936-C and Thermopile Sensor 
818P-001-12). The obtained average reflectivity Rsteel = 0.43 was used throughout the MC 
simulations unless specified otherwise. 
As a first example, we studied a linear fiber array geometry (Figure 2.2), with one of the 
fibers serving as a source and one as a detector. The geometry included six fibers, which 
provided the means to assess the DR for five different source-detector separations (SDSs). 
In the case of a realistic stainless steel PTI (Geometry I-s), the tip comprised a small 
rectangular cutout (dimensions 220 µm × 1320 µm) accommodating the linear array of 
optical fibers held together by black epoxy. Depending on the diameter and arrangement of 
the optical fibers, the refractive index within the cutout was set to nfib or nepox. For the 
remaining part of the stainless steel probe tip, specular reflections were assumed according 
to the Rsteel. In the case of a realistic black epoxy PTI (Geometry I-e), the stainless steel was 
replaced by black epoxy and its corresponding refractive index nepox. 
As a second example, we studied a six-around-one fiber geometry depicted in Figure 2.2, 
where the central fiber served as a detector and the surrounding fibers as sources. Similarly 
to the linear fiber array probe tip, the stainless steel probe tip comprised a small circular 
cutout (radius 330 µm) accommodating the fibers (Geometry II-s). The refractive index 
within the cutout was either set to nfib or nepox, and specular reflections according to Rsteel 
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were assumed for the remaining part of the optical fiber probe tip. Analogically to the 
Geometry I-e, a realistic black epoxy PTI was also investigated for the six-around-one fiber 
geometry (Geometry II-e). 
 
Figure 2.2. Different realistic PTIs used in this study. A linear fiber array stainless steel 
probe tip (Geometry I-s) and black epoxy probe tip (Geometry I-e). A six-around-one 
stainless steel probe tip (Geometry II-s) and black epoxy probe tip (Geometry II-e). The 
color-coded probe tip materials are listed in the legend. 
2.2.3 Synthetic biological tissue diffuse reflectance (DR) spectra 
and inverse modeling 
Synthetic biological tissue DR spectra were obtained by a realistic stainless steel PTI-based 
MC model. Subsequently, the synthetic DR spectra were analyzed by a laterally uniform 
PTI-based IMC model. In this way, any errors arising from fitting the laterally uniform 
PTI-based IMC model could be attributed solely to the differences between the two PTIs. 
A semi-infinite medium with the optical properties of a human dermis was used as the 
biological tissue. The reduced scattering coefficient was modeled as [24] 








′ =  
 
  (2.3) 
where a is the reduced scattering coefficient at normalization wavelength of 500 nm and b 
the scattering power-law exponent. The absorption coefficient was assumed to be 
dominated by hemoglobin and therefore defined as 
 ( ) ( ), ,(1 ) ,a a HbO a HbBµ λ α µ α µ= + −   (2.4) 
where B is the total hemoglobin volume fraction, α the hemoglobin oxygen saturation, 
µa,HbO the absorption coefficient of the oxygenated hemoglobin, and µa,Hb the absorption 
coefficient of the deoxygenated hemoglobin. The absorption coefficients were adopted 
according to Zijlstra et al. [83]. The phase function in the simulations was assumed to be 
HG and the anisotropy factor was kept constant at 0.8 over the entire spectral range. Nine 
DR spectra were simulated by varying the blood content B ∊ {0.5, 1.0, 1.5%} and the 
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reduced scattering amplitude a ∊ {33, 46, 59 cm-1}. The hemoglobin oxygen saturation was 
set to α = 75% and the scattering power-law exponent was set to b = 1.4. 
The IMC model employed in this study was based on the MC lookup table approach 
proposed by Hennessy et al. [14]. The lookup table was created for the absorption 
coefficient from 0 to 35 cm-1 in 45 uniform steps, the reduced scattering coefficient from 
10 to 100 cm-1 in 35 uniform steps, and anisotropy of 0.8. The IMC model consisted of 
parameters B, α, a, and 𝑏𝑏, which were estimated by a nonlinear least-squares method 
minimizing the sum of squared differences between the DR spectra from the MC lookup 
table and the synthetic biological tissue DR spectra. A trust-region-reflective algorithm 
available in the Matlab Optimization Toolbox (The Mathworks Inc., Massachusetts, USA) 
was used to solve the inverse problem. 
2.2.4 Turbid optical phantoms and measurement setup 
MC simulated DR spectra were verified by acquiring DR spectra from six turbid optical 
phantoms with well-defined optical properties. For this purpose, a purely scattering 
medium comprising water suspended polystyrene microspheres was used (diameter 0.99 
μm; Polysciences Inc., Pennsylvania, USA), thereby eliminating errors that might arise 
from the addition of an absorber. The wavelength dependent scattering coefficient µs and 
Mie phase function were calculated according to the Mie theory [23] using the refractive 
index of bulk polystyrene [84]. The concentration of polystyrene microspheres was 
selected to yield the following values of the reduced scattering coefficient at 630 nm (10.2, 
14.9, 21.8, 32.0, 46.9, 68.8 cm-1), see Figure 2.3. The DR spectra of turbid phantoms were 
simulated by employing the Mie phase function. Due to the complexity of the Mie phase 
function, the random sampling of the scattering angle was performed by incorporating a 
lookup table into the MC code as done by Toublanc [85]. 
 
Figure 2.3. The wavelength dependence of the reduced scattering coefficient for 
different concentrations of the polystyrene microspheres used in the turbid phantoms. 
The measurement system consisted of a broadband halogen light source (AvaLight-Hal LS, 
Avantes, Apeldoorn, Netherlands), a spectrometer (wavelength range from 177 to 1100 nm, 
AvaSpec-2048TEC-FT, Avantes) and a linear fiber array stainless steel optical probe (as 
depicted in Figure 2.2 under Geometry I-s, FiberTech Optica Inc., Ontario, Canada). The 
turbid phantoms were poured into a cylindrical container with inner walls coated by a black 
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absorbing layer that eliminated specular reflections. Optical fiber probe was completely 
suspended in the solution, keeping the probe tip sufficiently away from the solution surface 
and the cylindrical container boundaries that could affect the spectral measurements. The 
raw phantom spectra were recorded in the wavelength range from 400 to 800 nm and were 
corrected for the dark current and stray light effects. The DR spectra were obtained by 
dividing each corrected raw spectrum of the phantom by a corrected reference white 
spectrum collected from a reflectance standard (Spectralon, Avantes). 
2.3 Results 
2.3.1 Diffuse reflectance (DR): Linear fiber array geometry 
In this section we assessed the differences between the DR values obtained by the laterally 
uniform and realistic PTI for a linear fiber array geometry (Geometry I). An example of 
typical distributions of the simulated DR for the 220 µm SDS with different PTIs is given 
in Figure 2.4. The differences between PTIs are more evident, if presented as a relative 
error 





⋅   (2.5) 
where Rlu and Rreal denote the MC simulated DR values obtained by adopting the laterally 
uniform and realistic PTI, respectively. The relative errors were calculated for the range of 
optical properties defined in the Section 2.2.1. 
 
Figure 2.4. Typical distributions of the simulated DR for different PTI obtained at 
220 µm SDS. 
Figure 2.5 presents the calculated relative errors between the laterally uniform PTI and 
realistic stainless steel PTI (Geometry I-s). The relative error rises significantly with the 
SDS. In addition, the relative error is the highest for low-absorption media, where it can 
reach 9% even at the shortest SDS of 220 µm. The relative error is positive at all SDSs, 
suggesting that the DR values obtained by the laterally uniform PTI are underestimated. 




Figure 2.5. Relative errors between the MC simulations of DR obtained for the laterally 
uniform and the realistic stainless steel PTIs (Geometry I-s) as a function of the single-
layer semi-infinite medium absorption and reduced scattering coefficients. The relative 
errors are given for the SDSs of (a) 220 µm, (b) 440 µm, (c) 660 µm, (d) 880 µm and 
(e) 1100 µm. 
The stainless steel reflectivity Rsteel was set to 43% to match the measured values obtained 
for the linear fiber array stainless steel optical probe. However, the reflectivity of different 
probes can vary, therefore the relative errors were assessed for the reflectivity range from 
0 to 90%. The calculations were performed for zero absorption coefficient, while the 
reduced scattering coefficient varied from 10 to 100 cm-1. The results are presented in 
Figure 2.6. As expected, the relative error rises considerably with the stainless steel 
reflectivity. For a very high reflectivity and large SDS, the discrepancy between the 
laterally uniform and realistic PTI can easily reach 200%. 
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Figure 2.6. Relative errors between the MC simulations of DR obtained for the laterally 
uniform and the realistic stainless steel PTIs (Geometry I-s) as a function of the stainless 
steel probe tip reflectivity and single-layer semi-infinite medium reduced scattering 
coefficient. Absorption coefficient was set to 0 cm-1. The relative errors are given for 
the SDSs of (a) 220 µm, (b) 440 µm, (c) 660 µm, (d) 880 µm and (e) 1100 µm. 
The relative errors between the laterally uniform PTI and realistic black epoxy PTI 
(Geometry I-e) proved to be much lower than the errors observed between the laterally 
uniform and realistic stainless steel PTI (Figure 2.7). While the highest error observed for 
low-absorption media was under 0.5% at the shortest SDS, the error at 660 µm SDS rose 
slightly above 1%, but remained under 2% even at the longest SDS. It is, however, apparent 
that the relative errors are positive also for the black epoxy probe tip. 




Figure 2.7. Relative errors between the MC simulations of DR obtained for the laterally 
uniform and the realistic black epoxy PTIs (Geometry I-e) as a function of the single-
layer semi-infinite medium absorption and reduced scattering coefficients. The relative 
errors are given for the SDSs of (a) 220 µm, (b) 440 µm, (c) 660 µm, (d) 880 µm and 
(e) 1100 µm. 
2.3.2 Diffuse reflectance (DR): Six-around-one fiber geometry 
The relative errors between the MC simulated DR values utilizing the laterally uniform and 
realistic PTI of the six-around-one fiber geometry were calculated analogically to the linear 
fiber array geometry. 
Figure 2.8(a) shows the relative errors between the MC simulated DR utilizing the laterally 
uniform PTI and realistic stainless steel PTI (Geometry II-s). The error rises above 2% only 
for absorption coefficients below 5 cm-1. However, for zero absorption medium, the relative 
error can exceed 5%. Figure 2.8(b) shows the dependence of the relative error between the 
laterally uniform and realistic PTI on the stainless steel reflectivity in the range from 0 to 
90%. The results are presented for zero absorption coefficient. For reflectivity below 20%, 
the effect of the reflections from the stainless steel probe tip on the DR values drops under 
2%. For probe tips of higher reflectivity, the relative errors can rise considerably, exceeding 
10%. 
Figure 2.9 presents the relative errors between the laterally uniform PTI and the realistic 
black epoxy PTI (Geometry II-e). Unlike the realistic stainless steel PTI, the realistic black 
epoxy PTI does not seem to significantly differ from its simplified counterpart. Although a 
trend can be observed with decreasing absorption coefficient, the maximum error stays well 
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under 0.5%. With respect to the stochastic noise of the MC simulations, the discrepancy 
between the two PTIs can be considered negligible. 
 
Figure 2.8. Relative errors between the MC simulations of DR obtained for the laterally 
uniform and the realistic stainless steel PTIs (Geometry II-s) as a function of (a) the 
single-layer semi-infinite medium absorption and reduced scattering coefficients, and 
as a function of (b) the stainless steel probe tip reflectivity and single-layer semi-infinite 
medium reduced scattering coefficient. Absorption coefficient in the latter case was set 
to 0 cm-1. 
 
Figure 2.9. Relative errors between the MC simulations of DR obtained for the laterally 
uniform PTI and the realistic black epoxy PTI (Geometry II-e) as a function of the 
single-layer semi-infinite medium absorption and reduced scattering coefficients. 
2.3.3 Impact of the probe tip interface on the extraction of 
optical properties 
The results and relative errors presented in the Sections 2.3.1 and 2.3.2 do not provide 
insight into the impact of the PTI description on the extraction of optical properties from 
the DR spectra. In this section, we analyzed the synthetic biological DR spectra that were 
simulated by a realistic stainless steel PTI-based MC model. Subsequently, the simulated 
DR spectra were analyzed using an inverse laterally uniform PTI-based MC model. In this 
way, the extracted optimal fit parameters could be directly compared to the parameters used 
to create the synthetic biological DR spectra. Any discrepancies observed between the two 
sets of parameters are a direct consequence of the differences between the laterally uniform 
and realistic PTI descriptions. For this purpose, only the shortest SDS (i.e. 220 µm) of 
Geometry I-s and Geometry II-s were analyzed. 
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Figures 2.10(a) and 2.10(b) show an example of three simulated synthetic biological DR 
spectra obtained for the Geometry I-s and Geometry II-s, respectively. In addition, the fitted 
DR spectra obtained by the laterally uniform PTI-based IMC model are presented. The two 
DR spectra exhibit an almost perfect match without any indication of differences between 
the synthetic biological spectra and the respective fits. 
 
Figure 2.10. Monte Carlo (MC) simulations of synthetic biological DR spectra based on 
the realistic stainless steel PTI (black line). The corresponding IMC model fits based on 
the laterally uniform PTI (red dashed line) for the (a) 220 µm SDS linear fiber array 
geometry (Geometry I-s), and the (b) six-around-one fiber geometry (Geometry II-s). 
The extracted parameters obtained by fitting the laterally uniform PTI-based IMC model 
to the realistic synthetic biological DR spectra are gathered in Tables 2.1 and 2.2. Each 
extracted parameter is provided with the variability reported by the fitting procedure and a 








= ⋅   (2.6) 
where X is the extracted and X0 the true parameter value. As it can be observed, the relative 
deviations of the extracted parameters from the true values are significantly higher than the 
errors that arise from the fitting procedure. 
In the case of the linear fiber array geometry with an SDS of 220 µm, the laterally uniform 
PTI-based IMC model most prominently affects the extraction of hemoglobin volume 
fraction B and scattering parameter a, exhibiting an average relative error of 8.7% and 
9.1%, respectively. Significant effect was also observed for the scattering parameter b, with 
an average relative error of 2.9%. No significant and systematic errors were observed for 
the hemoglobin oxygen saturation α. 
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Table 2.1. Extracted parameters obtained by fitting the IMC model based on the laterally 
uniform PTI to the synthetic biological DR spectra simulated by an MC model based on 
the realistic stainless steel PTI. Results are presented for the linear fiber array geometry 
at an SDS of 220 µm (Geometry I-s). 
B (%) εB (%) α (%) εα (%) a (cm-1) εa (%) b εb (%) 
0.550 ± 0.001 10.0 74.5 ± 0.2 –0.7 35.41 ± 0.01   7.3 1.429 ± 0.001 2.1 
0.550 ± 0.001 10.0 74.3 ± 0.2 –0.9 50.39 ± 0.02   9.5 1.45 ± 0.002 3.6 
0.549 ± 0.001   9.8 74.2 ± 0.3 –1.1 66.26 ± 0.04 12.3 1.485 ± 0.002 6.1 
1.077 ± 0.002   7.7 74.8 ± 0.2 –0.3 35.18 ± 0.02   6.6 1.414 ± 0.002 1.0 
1.083 ± 0.002   8.3 74.7 ± 0.2 –0.4 50.03 ± 0.03   8.8 1.434 ± 0.002 2.4 
1.087 ± 0.003   8.7 74.5 ± 0.2 –0.7 65.76 ± 0.05 11.5 1.467 ± 0.003 4.8 
1.611 ± 0.003   7.4 75.3 ± 0.2   0.4 35.10 ± 0.02   6.4 1.411 ± 0.002 0.8 
1.622 ± 0.004   8.1 75.2 ± 0.2   0.3 49.85 ± 0.04   8.4 1.426 ± 0.003 1.9 
1.624 ± 0.004   8.3 75.0 ± 0.2   0.0 65.41 ± 0.06 10.8 1.454 ± 0.003 3.9 
In the case of the six-around-one fiber geometry, the laterally uniform PTI-based IMC 
model introduces less, however not negligible, error into the hemoglobin volume fraction 
B and scattering parameter a estimates, with an average relative errors of 4.8% and 4.2%, 
respectively. A significant average relative error of -1.3% was also observed for the 
scattering parameter b. No significant and systematic errors were observed for the 
hemoglobin oxygen saturation α. 
Table 2.2. Extracted parameters obtained by fitting the IMC model based on the laterally 
uniform PTI to the synthetic biological DR spectra simulated by an MC model based on 
the realistic stainless steel PTI. Results are presented for the six-around-one fiber 
geometry (Geometry II-s). 
B (%) εB (%) α (%) εα (%) a (cm-1) εa (%) b εb (%) 
0.532 ± 0.001 6.4 74.7 ± 0.2 –0.4 34.40 ± 0.01 4.2 1.391 ± 0.001 –0.6 
0.527 ± 0.001 5.4 74.2 ± 0.2 –1.1 48.10 ± 0.02 4.6 1.386 ± 0.001 –1.0 
0.526 ± 0.001 5.2 74.5 ± 0.2 –0.7 62.05 ± 0.03 5.2 1.395 ± 0.002 –0.4 
1.049 ± 0.002 4.9 74.9 ± 0.2 –0.1 34.23 ± 0.02 3.7 1.380 ± 0.002 –1.4 
1.044 ± 0.002 4.4 75.0 ± 0.2   0.0 47.90 ± 0.02 4.1 1.378 ± 0.002 –1.6 
1.039 ± 0.002 3.9 75.0 ± 0.2   0.0 61.68 ± 0.04 4.5 1.381 ± 0.002 –1.4 
1.567 ± 0.003 4.5 75.3 ± 0.2   0.4 34.15 ± 0.02 3.5 1.377 ± 0.002 –1.6 
1.560 ± 0.003 4.0 75.2 ± 0.2   0.3 47.72 ± 0.03 3.7 1.371 ± 0.002 –2.1 
1.561 ± 0.003 4.1 75.5 ± 0.2   0.7 61.56 ± 0.04 4.3 1.378 ± 0.002 –1.6 
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2.3.4 Impact of the probe tip interface on the MC model 
calibration 
In order to directly compare the measured and simulated DR spectra, a calibration based 
on phantoms with exactly defined optical properties is required. For this purpose, 6 
phantoms containing different concentrations of polystyrene microspheres were measured 
by a linear fiber array stainless steel optical probe and compared to the corresponding 
simulated DR spectra based on either the laterally uniform or the realistic stainless steel 
PTI. A calibration curve for each phantom was obtained by computing the quotient between 
the measured and the corresponding simulated DR spectrum. Ideally, the calibration curves 
should be the same for all the phantoms, therefore, the calibration curves were divided by 
the average of all calibration curves. The obtained normalized calibration curves should 
exhibit values that are close to 1 over the entire spectral range. 
 
Figure 2.11. Normalized calibration curves derived from the MC simulated and 
measured DR spectra of polystyrene microsphere suspensions obtained for the linear 
fiber array optical probe. MC simulations utilizing (top) the laterally uniform and 
(bottom) the realistic stainless steel PTI (Geometry I-s). Each column pair represents a 
different SDS. 
Figure 2.11 shows the normalized calibration curves for the linear fiber array geometry at 
SDSs of 220, 660 and 1100 µm obtained by the laterally uniform and realistic PTI. For the 
laterally uniform PTI, the normalized calibration curves at SDS of 220 µm are close to 1 
with a root-mean-square (RMS) error of 1.6% over the entire spectral range. In contrast, 
the deviations from 1 are clearly visible for the 660 and 1100 µm SDSs with a RMS error 
of 7.1% and 12.7%, respectively. The consistency among the normalized calibration curves 
obtained by the realistic PTI-based MC simulations is significantly improved. For the 220, 
660, and 1100 µm SDSs the RMS error drops to 1.5%, 1.4%, and 2.4%, respectively. 
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2.4 Discussion 
In this study, we evaluated the impact of the commonly used laterally uniform PTI 
approximation on the MC simulated DR and the performance of the IMC model. The study 
included a linear array and six-around-one fiber geometries that are most commonly used 
in the literature. 
Significant differences between the MC simulated DR obtained by the laterally uniform 
and realistic stainless steel PTI were observed. For the linear fiber array geometry, the 
deviations were more pronounced at longer SDSs (Figure 2.5). Moreover, the relative error 
was always positive indicating that more photon packets were able to reflect from the 
stainless steel probe tip and score in the detector fiber. Because the photon packets detected 
at longer SDSs have a longer photon path-length, there is a higher probability that a specific 
photon packet will hit and reflect from the stainless steel interface along its path. In purely 
scattering media, the photon packets are not attenuated along their path, thus the differences 
are the highest. For the six-around-one fiber geometry, the differences are significant (over 
2%) only for samples with low absorption coefficient. This observation could be explained 
by the fact that the photon packets interacting with the stainless steel interface need to take 
an unlikely path to the outer region of the probe tip and then return back inwards to score 
in the detector fiber. 
As shown in Figures 2.6 and 2.8(b), the stainless steel probe tip reflectivity significantly 
influences the relative errors between the simulated DR obtained by the laterally uniform 
and realistic stainless steel PTI. The result suggests that the probe tip reflectivity should be 
measured and not treated as a perfect reflector in order to obtain accurate MC simulations 
of the DR. 
In our study, the anisotropy factor was fixed to 0.8 due to its frequent use in biological 
tissues. As an example, Figure 2.12 shows the relative errors between the MC simulated 
DR values obtained for laterally uniform and realistic stainless steel PTI as a function of 
the anisotropy factor for a set of absorption and scattering coefficients (Geometry I-s). It 
can be observed, that the relative error decreases with increasing anisotropy factor. Such 
observation is somewhat expected as with higher anisotropy, the photon packets are more 
forward scattered and thus the influence of the PTI is decreased. In addition, the observation 
is in agreement with the relative error dependency on the reduced scattering coefficient in 
Figure 2.5, because an increase in the anisotropy factor causes a decrease in the reduced 
scattering coefficient according to µs' = µs (1 – g). In fact, in turbid media it is common to 
assume a similarity relation, where the DR values approximately depend only on the 
reduced scattering coefficient and not on the combination of the scattering coefficient and 
anisotropy factor. The similarity relation is commonly used in the lookup table based IMC 
models [11,14]. 




Figure 2.12. Relative errors between the MC simulations of DR obtained for the laterally 
uniform and the realistic stainless steel PTIs (Geometry I-s) as a function of the 
anisotropy factor for different absorption and scattering coefficients (see legend). The 
SDS is provided above each figure. 
The relative errors between the laterally uniform and realistic black epoxy PTI have proved 
to be negligible. The relative errors obtained for the linear fiber array geometry were under 
2% for all SDSs and the relative errors obtained for the six-around-one fiber geometry were 
under 0.5%. It should be noted that the relative errors are always positive, thus suggesting 
that the photon packets reflect more from the realistic black epoxy PTI than the laterally 
uniform PTI. This observation is somewhat expected, as the black epoxy used in this study 
had a refractive index of 1.6, producing a higher refractive index mismatch than the fiber-
tissue interface. The obtained relative errors between the laterally uniform and realistic 
black epoxy PTI are well within the accuracy of the employed measurement setting. In the 
literature, a 2% or 3% accuracy is often considered as the margin for a successful 
measurement [37,43]. 
Synthetic biological DR spectra simulated by the realistic stainless steel PTI were analyzed 
to investigate the impact of the laterally uniform PTI on the IMC model. For this purpose, 
the DR spectra were analyzed for probe geometries that exhibited low relative errors 
between the laterally uniform and realistic PTI, i.e. a linear fiber array with 220 µm SDS 
and six-around-one fiber geometry. As the two measurement settings exhibited significant 
errors only for low absorption samples, one would expect negligible errors when fitting the 
laterally uniform PTI-based IMC model to the synthetic biological DR spectra with 
dominant blood absorption. While the fitted DR spectra show good agreement with the 
synthetic biological DR spectra in Figure 2.10, the extracted parameters reported in Tables 
2.1 and 2.2 show clear systematic deviations in the hemoglobin volume fraction B, and 
scattering parameters a and b. These deviations indicate that the MC model utilizing the 
laterally uniform PTI is inadequate even for biological DR spectra with non-zero 
absorption. For example, the hemoglobin absorption spectrum at 1% blood content and 
75% oxygen saturation is higher than 5 cm-1 only below 450 nm and falls under 1 cm-1 
above 600 nm. Consequently, the laterally uniform PTI-based IMC model used to fit the 
synthetic biological DR spectra introduces spectrally non-uniform error that affects the 
accuracy of both the absorption and reduced scattering coefficient estimates. In addition to 
the 220 µm SDS, we have analyzed the laterally uniform PTI-based IMC model for the 
remaining SDSs and observed a progressively deteriorating performance leading to clear 
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discrepancies between the fitted and synthetic biological DR spectra and significantly 
higher relative deviations of the extracted parameters. 
The relative deviations of the extracted parameters for the six-around-one probe geometry 
(Geometry II-s) are almost two-fold smaller than those of the linear fiber array (Geometry 
I-s) at 220 µm SDS. This result is somewhat expected, with respect to results reported in 
Figures 2.5(a) and 2.8(a). While at absorption coefficients near 0 cm-1 the relative errors 
for Geometry I-s at 220 µm SDS can reach up to 10%, the relative errors hardly exceed 5% 
for Geometry II-s. Therefore, when fitting the IMC model based on the laterally uniform 
PTI, the extracted parameters in the case of Geometry II-s show smaller relative deviations. 
Accurate calibration of the optical probe experimental setup is necessary to allow IMC 
model-based assessment of the DR spectra measurements made in samples with unknown 
optical properties [11,14,37,86]. Such calibration is used to establish relation between the 
forward model and the measured DR spectra, therefore any calibration errors will hamper 
the accuracy of extracted optical parameters. The results presented in Figure 2.11 clearly 
show that the calibration procedure is significantly affected by the level of details 
encompassed by the PTI description. In the case of a linear fiber array geometry with a 
stainless steel probe tip, it is necessary to employ the realistic stainless steel PTI. Once the 
reflections from the stainless steel are accounted for, the normalized calibration curves are 
much closer to 1, in particular for the longer SDSs. However, there is no significant 
improvement at the SDS of 220 µm. This lack of improvement is most likely due to the 
following reasons. Firstly, the phase function and the scattering coefficient of the 
polystyrene microspheres greatly depend on the values of diameter and refractive index. 
Any errors in the two values might reflect in the lobes, which are visible in the 220 µm 
normalized calibration curves (Figure 2.11). Secondly, the relative errors between the 
laterally uniform and realistic stainless steel PTI-based DR estimates are the smallest for 
the 220 µm SDS. Therefore, even for the laterally uniform PTI, the normalized calibration 
curves are expected to be close to 1. 
The significant differences between the DR spectra simulated by the laterally uniform and 
realistic PTI can have important implications for the use of other light propagation models. 
Analytical expression proposed by Farrell et al. is often used to estimate DR values for 
various optical fiber probe geometries [5,73]. This expression treats the PTI as a laterally 
uniform boundary with mismatched refractive indices. As observed in our study, one 
should carefully consider the effects of the simplified laterally uniform PTI before 
employing the proposed expression. While it might be appropriate to use the expression for 
non-contact optical fiber probes, the model is likely to introduce significant errors when 
used with e.g. stainless steel optical fiber probes. In order to speed up the MC simulations, 
many authors have proposed and used response to an infinitely narrow light beam and 
convolution in order to account for the finite diameter of a light beam exiting the optical 
fiber [87]. The convolution principle depends on the symmetry and homogeneity of the 
medium and the upper boundary which are broken by the introduction of a realistic PTI. 
However, the convolution-based estimate might produce accurate results under certain fiber 
probe geometries and probe tip materials. For example, as seen in Figures 2.7 and 2.9, black 
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epoxy optical fiber probes can be approximated by a laterally uniform PTI without 
introducing significant errors into the MC simulation. 
2.5 Conclusion 
In this paper we highlighted the importance of considering a realistic description of the PTI 
for modelling the DR spectra. The problem has not yet been addressed properly in the 
literature. Many of the authors utilized a simplified laterally uniform PTI that accounts only 
for the refractive index mismatch at the optical fiber probe tip. Thus, in order to assess the 
impact of such simplifications on the simulation and analysis of DR spectra, we 
systematically investigated the most common optical fiber probe geometries used in DR 
spectroscopy. 
In the case of a stainless steel probe tip, the reflections from the stainless steel greatly 
influence the DR spectra. A laterally uniform PTI approximation can significantly affect 
the MC simulated DR spectra. The effect was observed for both the linear array and six-
around-one fiber geometries. Moreover, the simplified laterally uniform PTI can have a 
deteriorating effect on the accuracy of the IMC model and model calibration. Therefore, it 
is imperative that a realistic stainless steel PTI is included in the MC simulation. What is 
more, the MC simulated DR spectra significantly depend on the stainless steel reflectivity, 
therefore the reflectivity should be measured. 
In the case of a black epoxy probe tip, the difference between the MC simulated DR spectra 
obtained by the laterally uniform and realistic PTI is small and in most cases well within 
the experimental measurement variability. Thus, in our opinion, a simplified laterally 
uniform PTI adequately describes the geometry of such optical fiber probes. 
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Abstract 
Diffuse reflectance (DR) spectroscopy is a popular approach for non-invasive assessment 
of optical properties in turbid media. The acquired spectra are analyzed by various light 
propagation models or by purely empirical methods. In this study, we quantitatively asses 
the experimental data lookup table (EDLUT)-based and Monte Carlo lookup table 
(MCLUT)-based  inverse models by extracting the optical properties from the DR spectra 
of two carefully prepared turbid phantom sets with exactly defined optical properties. The 
first turbid phantom set was used for the creation of the EDLUT-based inverse model and 
calibration of the MCLUT-based inverse model. The second phantom set was used for the 
evaluation and comparative assessment of the two lookup table-based inverse models. In 
addition, we investigate the possible sources of errors introduced by the inverse models and 
show that the lookup table-based models disregard important information about the 
medium scattering phase function. 
3.1 Introduction 
DR spectroscopy is a well-established method for non-invasive assessment of optical 
properties in turbid media (e.g. biological tissue). The optical properties are extracted from 
the acquired DR spectra by various quantitative models. Light propagation in turbid media 
is often described by the diffusion approximation of the Boltzmann transport equation. 
While the diffusion approximation offers analytical solutions for simple sample and source-
detector geometries, it is sufficiently accurate only under quite restrictive assumptions, 
which include large source-detector fiber separation and high scattering to absorption ratio 
of the medium [5,38]. To overcome these restrictions, other models have been proposed. 
Accurate results, independent of the geometry and medium optical properties, can be 
obtained by the Monte Carlo (MC) simulation of photon migration in turbid media [41]. 
Likewise, a lookup table model, based on a set of training DR spectra collected from 
phantoms with well-defined optical properties, is becoming increasingly popular [43]. 
Since many common diseases originate from the tissue surface, optical fiber probes with 
small source-detector separation (SDS) are required to probe the tissue. Unfortunately, such 
configuration breaks the validity of the diffusion approximation, thus making the use of 
EDLUT and MCLUT-based inverse models preferable. 
To model the DR spectra in the forward sense, a lookup table of pre-calculated DR values 
is commonly used to accelerate the spectra modeling. The reflectance is calculated from 
either the EDLUT or MCLUT by interpolating the desired DR value from a provided set 
of optical properties. In addition to the optical properties explicitly modeled by the lookup 
table, the lookup table implicitly models all the specific properties related to the optical 
fiber probe geometry. The lookup table models have been extensively used and tested for 
semi-infinite and two-layered turbid media [11,13,14,43,54]. 
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Although the EDLUT and MCLUT-based inverse models have been thoroughly studied, 
there is a significant lack of objective inter-model comparison. In this study, we objectively 
assess and compare the accuracy of the optical properties estimated by the EDLUT and 
MCLUT-based inverse models from the DR spectra acquired by optical fiber probes. In 
addition, we attempt to identify and discuss the sources of errors related to the results 
obtained by the two corresponding inverse models. For this purpose, two sets of 
homogeneous turbid phantoms with exactly defined optical properties were prepared. The 
first phantom set was used for the creation of the EDLUT and calibration of the MCLUT 
models. Subsequently, the second phantom set was used to objectively assess the inverse 
models by comparing the estimated values to the true values of the optical properties.  
3.2 Materials and methods 
3.2.1 Lookup table-based inverse diffuse reflectance (DR) model 
In this study, the lookup table models have been constructed for semi-infinite turbid media 
as a 2-dimensional DR surface R over the lookup table domain spanned by the absorption 
(µa) and reduced scattering (µs’) coefficients, R = f (µa, µs’). The inverse procedure for 
estimation of the optical properties from a given DR spectrum is independent of the 
underlying lookup table model (EDLUT or MCLUT). Since the same DR values from the 
lookup table can correspond to different combinations of µa and µs’, the inverse model 
requires additional wavelength-dependent regularization of the absorption and reduced 
scattering coefficients, i.e. µa(λ) and µs’(λ). A sum of volume concentration weighted (Ci) 
absorption spectra µa,i(λ), corresponding to all absorbing constituents (chromophores) 
comprising the sample, is usually used to form µa(λ). On the other hand, µs’(λ) is frequently 
provided in a parametric form such as µs’(λ) = a (λ/λ0)-b, where a is the reduced scattering 
coefficient at normalization wavelength λ0 and b the scattering power-law exponent related 
to the scatterer size. However, in this study, the reduced scattering spectra were exactly 
defined for both the training and validation phantom sets. Therefore, µs’(λ) was formed 
analogically to the µa(λ) by employing a weight S representing the ratio between the number 
density of scatterers in the phantom and the initial number density of scatterers in the 
undiluted scatterer solution. Hence, the inverse model comprises parameters Ci and S which 
can be estimated by a nonlinear least-squares method minimizing the sum of squared 
differences between the lookup table DR spectrum estimation and the measured DR 
spectrum. A trust-region-reflective algorithm available in the Matlab Optimization Toolbox 
(Mathworks Inc., Massachusetts, USA) has been used to solve the inverse problem [88]. 
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3.2.2 Experimental data lookup table (EDLUT)-based inverse 
model 
Construction of the EDLUT requires DR spectra acquired from turbid phantoms with well-
defined optical properties, i.e. µa and µs’. In this study, polystyrene microspheres (diameter 
of 0.99 µm; Polysciences Inc., Pennsylvania, USA) were used as scatterers. The reduced 
scattering coefficient µs’(λ) was calculated according to the Mie theory [23]. Molecular 
dyes from fountain pen inks (black, red and green, Pelikan Ink 4001) served as the 
absorbers. A 1 mm pathlength cuvette filled with the absorbing solution was used to 
measure the solution transmittance by a spectrometer (AvaSpec-2048TEC-FT, Avantes, 
Apeldoorn, The Netherlands). Subsequently, the absorption spectra were obtained by 
analyzing the recorded transmittance according to the Beer's law.  
The lookup tables are usually constructed with the intention to analyze the DR spectra of 
biological tissues and thus require µa and µs’ to reflect the range of optical properties 
observed in the target samples [82]. Therefore, µa was chosen to vary from 0 to 25 cm-1 and 
µs’ from 10 to 75 cm-1. It was found that twelve phantoms were sufficient to cover and 
populate the entire range of the lookup table. The first training phantom subset included six 
purely scattering phantoms. First, a phantom with the highest concentration of the 
polystyrene microspheres was created. All the subsequent phantoms were created by 
iteratively diluting the initial phantom solution with distilled water. In this way, the overlap 
of µs’ between the phantoms could be easily controlled while allowing for efficient use of 
expensive polystyrene microspheres. The second training subset comprised six phantoms 
exhibiting varying scattering and fixed absorption properties. First, a phantom with the 
highest concentration of polystyrene microspheres and fixed concentration of black dye 
was created. The subsequent phantoms were obtained by diluting the solution with a 
prepared mixture of distilled water and black dye of the same concentration. In this way, 
the errors that could arise from separate addition of pure absorbers to each subsequent 
phantom were greatly reduced. 
To accurately measure the DR spectra, the turbid phantoms were poured into a cylindrical 
container with inner walls coated by a black absorbing layer that eliminated specular 
reflections. The measurement system consisted of a broadband halogen light source 
(AvaLight-Hal LS, Avantes), a spectrometer (wavelength range from 177 to 1100 nm, 
AvaSpec-2048TEC-FT, Avantes) and a linear array optical fiber probe (fiber diameter 
200 µm, NA = 0.22, fiber-fiber distance 220 µm, five possible SDSs from 220 to 1100 µm, 
FiberTech Optica Inc., Ontario, Canada). Optical fiber probe was completely suspended in 
the solution keeping the probe tip sufficiently away from the solution surface and cylinder 
container boundaries that could affect the spectral measurements. The raw phantom spectra 
were recorded in the wavelength range from 400 to 800 nm and were corrected for the dark 
current and stray light effects. The DR spectrum was obtained by dividing each corrected 
raw spectrum of the phantom by a corrected reference white spectrum collected from a 
reflectance standard (Spectralon, Avantes). An example of EDLUT calculated for the 
220 µm SDS is shown in Figure 3.1(a). 
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3.2.3 Monte Carlo lookup table (MCLUT)-based inverse model 
The MCLUT was created by adopting the implementation of the MC simulation for multi-
layered tissues (MCML) on the graphic processing unit (GPU) [41,42]. The existing GPU-
based MC implementation was modified to account for the specific characteristics of the 
optical fibers (the numerical aperture and fiber diameter), the geometry of the fiber 
assembly (e.g., the fiber-fiber distance and placement), and specular reflections from the 
stainless steel probe tip. 
Analogically to the EDLUT, µa was chosen to vary from 0 to 25 cm-1 and µs’ from 10 to 
75 cm-1. Forty equidistant increments were used in the absorption and reduced scattering 
direction to obtain a well-populated lookup table domain. 
A single MC simulation included 108 photon packets launched at the fiber-medium 
boundary, uniformly over the source fiber opening and uniformly over the solid angle 
defined by the numerical aperture of the fiber. The medium was taken as a semi-infinite 
homogeneous layer with known absorption coefficient (µa), scattering coefficient (µs’) and 
anisotropy factor (g), which was set to 0.85 for all the simulations. The selected value is 
based on the assumption that for any combination of µs and g that yields a given value of 
µs’, the DR value will remain the same. It has been shown that this assumption holds for g 
greater than 0.8, which is consistent with the values found in the human tissue [89–91]. The 
Henyey-Greenstein (HG) phase function was utilized to simulate the angular dependence 
of the scattering events. The refractive index of the optical fiber was set to 1.452, while the 
refractive index of the turbid phantoms was assumed to match the refractive index of water, 
i.e. 1.33. Simulations have shown that wavelength dependence of the refractive indices on 
the DR spectrum is negligible. In contrast, a significant influence of the specular reflections 
that occur at the stainless steel probe tip on the DR spectrum was observed. Therefore, the 
GPU-based MCML implementation was modified to account for the realistic probe tip 
geometry and reflections from the probe tip. The reflectivity of the optical fiber probe tip 
was estimated to be around 43%. 
Finally, to estimate the optical properties from the measured DR spectra, the modeled 
spectra from the MCLUT have to be calibrated. This step is required to relate the MC 
simulated spectra expressed in absolute (photon count) units to the measured spectra that 
are normalized by a wavelength-dependent response of the white standard (Spectralon). 
For this purpose, the measured DR spectra of the training phantom subset were divided by 
the corresponding simulated DR spectrum. In contrast to the construction of the MCLUT 
that utilized the HG phase function, this step required the use of Mie phase function to 
accurately account for the scattering of microspheres comprising the training phantoms. 
Subsequently, all the modelled DR spectra were multiplied by the obtained average 
calibration curve. 
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3.2.4 Validation phantom set preparation 
Validation phantom set was used to test the performance of the EDLUT and MCLUT-based 
inverse models. Polystyrene microspheres of diameters 0.51, 0.99 and 1.93 µm were used 
as the scatterer and a mixture of a red and green molecular dye as the absorber. For the 
purpose of this study, the absorber mixture was considered as a single complex absorber 
with several absorption peaks spread across the utilized spectral range. Four phantoms were 
constructed for each diameter of the polystyrene microspheres by realizing all combinations 
of the two preselected absorber and scatterer contents (low and high). In this way, the entire 
domain of the lookup table could be tested and validated. Figure 3.1(b) shows the 
absorption and reduced scattering spectra of the four validation turbid phantoms comprising 
0.99 µm polystyrene microspheres. 
 
Figure 3.1. (a) EDLUT constructed for an SDS of 220 µm. (b) Absorption coefficient 
(dashed line) and reduced scattering coefficient (solid line) of the four validation turbid 
phantoms comprising 0.99 µm polystyrene microspheres. All possible combinations of 
the presented absorption and reduced scattering coefficients were used to obtain the four 
different validation phantoms. 
3.3 Results and discussion 
3.3.1 Performance of the EDLUT-based inverse model 
First, the EDLUT-based inverse model was used to evaluate the fit between the simulated 
and the measured DR spectrum for the validation phantom set. Two examples of the 
measured and corresponding simulated DR spectra obtained for the 220 and 440 µm SDSs 
are presented in Figure 3.2. 




Figure 3.2. An example of measured (validation phantom) and corresponding simulated 
DR spectra obtained by the EDLUT-based inverse model for (a) 220 µm and (b) 440 µm 
SDSs. 
The validation results obtained for all the twelve validation phantoms are summarized in 
Table 3.1. The first column provides polystyrene sphere diameters contained within the 
validation phantom subset. The absorber and scatterer concentrations are given under 
columns C and S, respectively. The absorber concentration is provided as the volume 
fraction of the undiluted absorber in the phantom solution. Likewise, the scatterer 
concentration is provided as the ratio between the microsphere number density in the 
phantom solution and the microsphere number density in the undiluted microsphere 
solution (0.51 µm: 3.57×1011 per ml, 0.99 µm: 4.97×1010 per ml, and 1.93 µm: 
6.58×1010 per ml). Values of the absorber and scatterer concentrations estimated from the 
measured DR spectra are given in columns marked with subscripts fit. The respective 
relative errors of the estimated absorber and scatterer concentrations are provided as rC and 
rS, respectively. The relative errors are defined as: 
 , .fit fitC S




= =   (3.1) 
The averaged relative errors across all the validation phantoms shown at the bottom of the 
table were calculated as the mean of the individual absolute relative errors. 
Rajaram et al. reported similar relative errors as presented in Table 3.1, i.e. 11.6% for the 
absorption and 5.9% for the reduced scattering coefficient [43]. Interestingly, the errors rise 
considerably at longer SDSs, especially for the absorber concentration estimates. Similar 
observation was made by Nichols et al., however, the reported values were lower and 
remained under 10% for SDSs of well over 1 mm [13]. At SDS of 220 µm, the relative 
errors do not seem to depend on the choice of the microsphere size used in the validation 
phantom set. However, at the SDS of 440 µm, the relative errors observed for the 0.51 and 
1.93 µm microsphere validation phantom subsets tend to be considerably higher than the 
relative errors observed for the 0.99 µm microsphere validation phantom subset. 
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Table 3.1. Results of the EDLUT-based inverse model obtained for the validation 
phantoms at two SDSs. 
 SDS = 220 µm SDS = 440 µm 
scatterer C (%) S (%) Cfit  (%) rC (%) Sfit  (%) rS (%) Cfit  (%) rC (%) Sfit  (%) rS (%) 
0.51 µm 
0.294 44.4 0.259 –11.9 41.4 –6.8 0.320 8.8 41.5 –6.6 
0.294 25.0 0.269 –8.4 23.7 –5.0 0.272 –7.4 24.0 –4.1 
0.934 44.4 0.830 –11.1 41.2 –7.1 0.925 –1.0 39.3 –11.5 
0.934 25.0 0.853 –8.6 24.9 –0.2 0.815 –12.8 23.2 –7.0 
0.99 µm 
0.294 55.6 0.285 –3.1 51.2 –7.8 0.341 16.1 55.7 0.1 
0.294 29.4 0.271 –7.8 27.3 –7.0 0.289 –1.6 27.9 –5.1 
0.934 55.6 0.940 0.7 52.7 –5.3 0.936 0.2 53.5 –3.8 
0.934 29.4 0.851 –8.9 27.3 –7.2 0.925 –0.9 28.6 –2.9 
1.93 µm 
0.294 71.4 0.283 –3.7 64.6 –9.5 0.381 29.6 63.2 –11.6 
0.294 33.3 0.282 –4.0 34.7 4.2 0.332 12.8 31.8 –4.4 
0.934 71.4 1.024 9.6 67.8 –5.0 1.074 14.9 64.1 –10.2 
0.934 33.3 0.873 –6.5 34.6 3.8 1.088 16.5 32.8 –1.4 
Average absolute:  7.0  5.8  10.2  5.7 
We attribute the estimated EDLUT-based inverse model errors to two prominent sources 
that are related to the white standard acquisition and the selection of scattering phase 
function. Both sources of errors are introduced at the time of the EDLUT creation, when 
the wavelength-dependent DR spectra are mapped to the lookup table domain (µa, µs’). The 
described mapping process is based on two assumptions.  
The first assumption is that the response of the white standard (e.g. Spectralon) is uniform 
over the entire wavelength range. This assumption implies that the Spectralon accounts 
only for the light source and scatters the light uniformly into the detector fiber regardless 
of the wavelength. However, Spectralon exhibits such uniform spectral response due to the 
reflections in the porous network that occur close to the surface, in the first few tenths of a 
millimeter [92], and therefore does not guarantee a uniform response when probed with a 
source-detector optical fiber setting that is designed to sample light which has passed 
through the material. To illustrate the effect of the white standard response non-uniformity, 
raw spectra were recorded by progressively increasing the distances between the optical 
fiber probe tip and the Spectralon surface. The acquired white spectra were then used to 
calculate the DR spectra from the raw responses of the turbid phantoms. With increasing 
distance between the Spectralon and the probe tip, the response of the Spectralon changes 
non-uniformly over the wavelength range, which results in a slope shift of the phantom DR 
spectrum. This can significantly affect the lookup table that maps wavelength dependent 
reflectance to the (µa, µs’) lookup table domain. Figure 3.3 shows the mapped DR spectra 
of the six purely scattering training phantoms as a function of µs’ obtained with reference 
white spectrum recorded in contact with the probe tip (Figure 3.3(a)) and 1.2 mm away 
from the Spectralon surface (Figure 3.3(b)). The obtained reflectance values nearly overlap 
at the same µs’ when the probe tip is in contact with the Spectralon surface (Figure 3.3(a)). 
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However, the overlap becomes poor when the probe is moved 1.2 mm away from the 
Spectralon surface (Figure 3.3(b)). 
 
Figure 3.3. DR values of the six purely scattering training phantoms as a function of µs’ 
based on the Spectralon white spectra recorded (a) in contact with the optical fiber 
probe, and (b) at a distance of 1.2 mm. The two plots can be interpreted as a slice of the 
experimental data-based lookup table at zero µa. 
The second assumption that can introduce errors when applying the EDLUT-based inverse 
model to the validation phantom DR spectra is that for a given µs’ the DR value is 
independent of the underlying µs and g. Although this assumption was proven to hold for 
values of g greater than 0.8 [89–91], it is undeniably true that the scattering phase function 
properties of microspheres are wavelength dependent and not completely characterized by 
g. The anisotropy factor g is in fact only the first moment of the phase function calculated 
by the Mie theory. It has been shown by Calabro et al. that higher moments of the phase 
function play an important role and thus can produce different DR values for the same 
µs’ [29]. 
3.3.2 Performance of the MCLUT-based inverse model 
Similarly to the EDLUT case, the MCLUT-based inverse model was used to evaluate the 
fit between the simulated and the measured DR spectrum for the validation phantom set. 
Figure 3.4 shows two examples of the measured and corresponding simulated DR spectra 
obtained for the 220 and 440 µm SDSs. 
The validation results obtained for all the twelve phantoms are summarized in Table 3.2. 
Even though the average relative errors of optical properties estimated by the EDLUT and 
MCLUT-based inverse models are similar, it seems that the MCLUT model has worse 
performance in terms of the absorber concentration estimation. It is notable that both the 
EDLUT and MCLUT-based inverse models have similar tendency to underestimate the 
absorption of the validation phantoms, in particular at the SDS of 220 µm. Similarly to the 
EDLUT-based inverse model, the errors rise considerably at longer SDSs. However, for 
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the MCLUT-based inverse model the errors increase for both the absorber and the scatterer 
concentration estimates. 
 
Figure 3.4. An example of measured (validation phantom) and corresponding simulated 
DR spectra obtained by the MCLUT-based inverse model for (a) 220 µm and (b) 
440 µm SDSs. 
Table 3.2. Results of the MCLUT-based inverse model obtained for the validation 
phantoms at two SDSs. 
 SDS = 220 µm SDS = 440 µm 
scatterer C (%) S (%) Cfit  (%) rC (%) Sfit  (%) rS (%) Cfit  (%) rC (%) Sfit  (%) rS (%) 
0.51 µm 
0.294 44.4 0.211 –28.2 45.5 2.6 0.234 –20.4 46.1 3.8 
0.294 25.0 0.283 –3.6 24.8 –0.9 0.260 –11.7 26.2 4.9 
0.934 44.4 0.738 –21.0 43.9 –1.2 0.790 –15.4 44.1 –0.8 
0.934 25.0 0.856 –8.3 25.6 2.2 0.782 –16.3 25.3 1.0 
0.99 µm 
0.294 55.6 0.253 –13.9 55.8 0.4 0.246 –16.4 63.7 14.5 
0.294 29.4 0.285 –3.1 26.9 –8.6 0.272 –7.6 30.4 3.5 
0.934 55.6 0.791 –15.4 54.6 –1.8 0.800 –14.4 60.6 9.0 
0.934 29.4 0.820 –12.2 26.1 –11.1 0.852 –8.8 30.1 2.4 
1.93 µm 
0.294 71.4 0.284 –3.5 71.0 –0.5 0.358 21.8 79.0 10.7 
0.294 33.3 0.282 –4.0 33.3 –0.0 0.321 9.1 33.0 –0.9 
0.934 71.4 0.963 3.1 72.1 1.0 1.025 9.8 78.6 10.0 
0.934 33.3 0.853 –8.6 31.4 –5.7 0.997 6.7 33.3 –0.1 
Average absolute:  10.4  3.0  13.2  5.1 
Unlike the EDLUT-based inverse model, the MCLUT-based inverse model is not 
influenced by the response of the white standard which is accounted for in the calibration 
procedure. Therefore, the relative fit errors obtained by the MCLUT-based inverse model 
must originate from the model itself. To the best of our knowledge, we have accounted for 
all the specific optical fiber probe geometry details that can influence the performance of 
the MCLUT model. It was found that the specular reflections from the stainless steel probe 
tip significantly affected the overlap of the calibration curves corresponding to the 
individual training phantoms. An adequate overlap could only be obtained by modeling the 
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geometry and surface properties of the probe tip. Similarly to the EDLUT-based inverse 
model, the MCLUT-based inverse model is built under the assumption that for any 
combination of the µs and g that yields the same µs’, the DR value will remain unchanged. 
Because the scattering of polystyrene microspheres is governed by the Mie phase function, 
the abovementioned assumption can lead to errors introduced by the MCLUT-based inverse 
model that does not consider the additional properties of the Mie phase function. 
To assess the impact of the phase function on the estimates obtained by the MCLUT-based 
inverse model, DR spectra of the validation phantom subset comprising 1.93 µm 
microspheres were simulated by employing the corresponding Mie phase function and the 
HG phase function at a constant g of 0.85. The two simulated DR spectra subsets were 
subsequently assessed by employing the MCLUT-based inverse model. In this way, all the 
errors arising from the DR spectra estimation process could be related solely to the 
properties of the selected phase function. The results presented in Table 3.3 clearly show 
that the average relative errors are significantly higher for the synthetic DR spectra subset 
obtained by the Mie phase function. Moreover, the obtained average relative error is similar 
to the average relative error obtained for the corresponding measured DR spectra that are 
listed in Table 3.2, i.e. 4.8% for absorber concentration and 1.8% for the scatterer 
concentration. These results clearly show that it is essential to incorporate the phase 
function information in the MCLUT-based inverse model. 
Table 3.3. Results of the MCLUT-based inverse model applied to the synthetic DR 
spectra of the validation subset comprising 1.93 µm microspheres by using the Mie 
phase function (realistic case) or the HG phase function with a constant anisotropy factor 
g of 0.85 over the entire wavelength range. 
 Mie phase function (realistic case) HG phase function with constant g 
scatterer C (%) S (%) Cfit  (%) rC (%) Sfit  (%) rS (%) Cfit  (%) rC (%) Sfit  (%) rS (%) 
1.93 µm 
0.294 71.4 0.284 –3.5 68.3 –4.4 0.294 0.04 71.4 0.07 
0.294 33.3 0.291 –0.9 34.0 2.0 0.294 –0.02 33.3 –0.14 
0.934 71.4 1.017 8.9 70.5 –1.2 0.937 0.28 71.5 0.14 
0.934 33.3 0.899 –3.7 33.3 0.1 0.930 –0.39 33.2 –0.18 
Absolute average:  4.3  1.9  0.18  0.13 
3.4 Conclusion 
EDLUT and MCLUT-based inverse lookup table models have been extensively used in the 
literature for determining the optical properties of turbid media. In this study, we evaluated 
the two inverse models by using a common set of training and validation turbid phantoms. 
EDLUT and MCLUT-based inverse models performed in a similar way, exhibiting rather 
high errors of the estimated absorption coefficient and errors under 6% for the reduced 
scattering coefficient estimates. The performance of the inverse models proved to 
significantly degrade with increasing SDSs. 
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We have shown that the errors in the EDLUT-based inverse model arise from the mapping 
of the white standard dependent reflectance to the lookup table domain spanned by the 
absorption µa and reduced scattering µs’ coefficients. In addition, both the EDLUT and 
MCLUT-based inverse models are affected by the assumption that reflectance values for a 
given µs’ are independent of the underlying scattering coefficient µs and anisotropy factor 
g. Furthermore, the results show that the abovementioned assumption might not hold for 
polystyrene microsphere-based phantoms, for which the phase function is not adequately 
described by the anisotropy factor g. 
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Abstract 
In this paper, we propose and objectively evaluate an inverse Monte Carlo (IMC) model 
for estimation of absorption and reduced scattering coefficients and similarity parameter γ 
from spatially resolved reflectance (SRR) profiles in the sub-diffusive regime. The 
similarity parameter γ carries an additional information on the phase function that governs 
the angular properties of scattering in turbid media. The SRR profiles at five source-
detector separations (SDSs) were acquired with an optical fiber probe. The IMC model was 
based on a new cost function (CF) that enabled robust estimation of optical properties from 
a few SRR measurements without a-priori knowledge about spectral dependencies of the 
optical properties. Validation of the IMC model was performed on synthetic datasets and 
measured SRR profiles of turbid phantoms comprising molecular dye and polystyrene 
microspheres. We observed that the additional similarity parameter γ substantially reduced 
the reflectance variability arising from the phase function properties and significantly 
improved the accuracy of the IMC model. However, the observed improvement of the 
extended IMC model was limited to reduced scattering coefficients exceeding 
approximately 15 cm-1, where the relative root-mean-square (RMS) errors of the estimated 
optical properties were well within 10%. 
4.1 Introduction 
Light that has propagated through a turbid medium carries an abundance of information 
about the sample structure and chemical composition encountered along the path, which is 
especially interesting when the turbid medium under investigation is a biological tissue. 
Reflectance techniques utilizing integrating spheres [93], hyperspectral imaging 
systems [3], and optical fibers or optical fiber probes [1,94,95] are all frequently used to 
conduct the measurements. If the profile of the backscattered light is captured as a function 
of the distance from the illumination source, the measurements are said to be spatially 
resolved. SRR measurements can be conducted by optical fiber probes with multiple SDSs. 
The captured SRR profile depends on the scattering and absorption properties of the turbid 
medium and is consequently frequently exploited for non-invasive determination of optical 
properties in biological tissues and other turbid media [6,50,52,62,96,97]. Furthermore, 
different SDSs are associated with different sampling depths. In general, a shorter SDS 
collects photons that propagate nearer to the sample surface and experience fewer scattering 
interactions with the turbid medium. The collected reflectance signal is considered sub-
diffusive when the spatial separation between the incident and the collected light becomes 
comparable to the transport mean free path length [28]. In contrast, the diffusive photons 
experience many scattering interactions and lose the information of the initial propagation 
direction. SRR spectroscopy is said to operate in the sub-diffusive regime, when a 
significant portion of the acquired reflectance signal is represented by the sub-diffusive 
reflectance. 
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Due to fewer scattering events, the sub-diffusive reflectance largely depends on the 
scattering phase function of the turbid medium [27,29,37]. Since the scattering phase 
function is tightly related to the medium microstructure (i.e., the microscopic fluctuations 
of the refractive index [15]), the sub-diffusive reflectance has the potential to reveal 
structural characteristics of biological tissues at a cellular level. 
Many of the recent studies have focused on the reflectance spectroscopy operating in the 
sub-diffusive regime [15,32,46,48]. Since photons in this regime undergo only a few 
scattering interactions with the turbid medium, the commonly used diffusion approximation 
of light transport in turbid media, which assumes reflectance dependence only on the 
absorption µa and reduced scattering µs' coefficients, is insufficient. To overcome these 
limitations and provide the means to account for the phase function in the light propagation 
model, direct solutions of the radiative transport equation [98] or the Monte Carlo (MC) 
stochastic method [41] have to be used. However, the full potential of light propagation 
models can be really appreciated when solving the inverse problem, where the optical 
properties are estimated from a set of reflectance measurements. In the most simplified 
case, SRR spectroscopy offers a way to independently estimate the absorption and reduced 
scattering coefficients for each spectral band [52]. Nevertheless, in the sub-diffusive 
regime, the inverse model parameters have to be extended to account for the phase function 
dependence. The existing studies have shown that extending the inverse model by an 
additional similarity parameter γ = (1-g2)/(1-g1) should improve the estimation of optical 
properties [29,56]. Here, g1 and g2 denote the first and second Legendre moments of the 
phase function. Physically, γ represents the relative contribution of large-angle scattering 
events and for biological tissues amounts to values between 1.6 and 2.4 [15,56]. 
In this paper, we propose and extensively evaluate an extended IMC model that in addition 
to the absorption and reduced scattering coefficients also incorporates γ. Firstly, we 
introduce a new CF that enables robust estimation of optical properties from the SRR 
measurements at five SDSs in the sub-diffusive regime. Subsequently, we examine the 
influence of the phase functions on the MC computed SRR. Next, the basic and extended 
IMC models are evaluated and compared on synthetic datasets of SRR computed by various 
commonly used phase functions. Finally, the extended IMC model is experimentally 
evaluated on turbid phantoms comprising molecular absorbers and polystyrene 
microspheres. 
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4.2 Materials and methods 
4.2.1 Monte Carlo (MC) simulations 
The light propagation was modeled by an MC stochastic approach derived from the code 
of Wang et al. [41] and the CUDA-based implementation of Alerstam et al. [42]. In our 
study, two optical fiber probe geometries that included five SDSs were introduced. 
The first geometry (SG) was based on a simple laterally uniform probe-tissue interface 
(PTI), which takes into account only the mismatch between the refractive indices of tissue 
(nm = 1.33) and optical fibers (nfib = 1.45). Each simulation included 108 photon packets 
which were launched uniformly over the fiber opening and the solid angle defined by the 
numerical aperture (NA = 0.22). Additionally, the detection scheme was modified to 
account for the numerical aperture of the detector fibers. Due to the uniformity of the PTI, 
the detection scheme around the source fiber was divided into 5 µm thick concentric 
annular rings, from which the number of detected photon packets through a particular 
detection fiber was estimated in the post-processing step. In this way, a better signal-to-
noise ratio was obtained compared to the exact geometry of the individual detection fibers. 
The second geometry (RG) was based on a realistic PTI that additionally considers (1) the 
reflections from the stainless steel probe tip, and (2) the refractive index mismatch between 
the black epoxy resin (nepoxy = 1.6) and the tissue (Figure 4.1). Stainless steel reflectivity 
was set to 57% (measured value). Its effect on the SRR was already investigated and found 
significant [99]. The photon packets (109) were launched following the scheme of the first 
(SG) geometry. In contrast, the detection scheme was constrained to individual detection 
fibers located at five different SDSs.  
The MC simulations were conducted using a semi-infinite medium geometry. To speed up 
the simulations, all photon packets that drifted more than 0.8 cm laterally and axially from 
the source center, were terminated. The two termination criteria were validated and proved 
consistent with the semi-infinite medium geometry. 
4.2.2 Scattering phase functions and their implementation in 
Monte Carlo (MC) simulations 
Since the SRR in the sub-diffusive regime significantly depends on the phase function, 
several phase functions that have been proposed for biological tissues were considered. In 
addition to the common Henyey-Greenstein (HG) phase function pHG, we used the modified 
Henyey-Greenstein (MHG) phase function, which also accounts for the angular 
dependence of the Rayleigh scattering [28]: 
 2
3( ) ( ) (1 ) ,
2MHG HG
p x p x xβ β= + −   (4.1) 
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where x represents the cosine of the scattering angle and β adjusts the relative contribution 
of the HG phase function and Rayleigh scattering. Another promising phase function for 
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where αGK and gGK are the parameters of the GK phase function. Additionally, we used 
phase functions for spherical particles based on the Mie theory [23], which depend on the 
diameter and the refractive index of the spherical particles, the refractive index of the 
surrounding medium and the wavelength of the incident light. 
Existing MC light propagation simulations primarily use the HG phase function to sample 
the scattering angles when a photon packet undergoes a scattering event. In this aspect, the 
HG phase function is convenient, since it allows analytical expression of the cumulative 
distribution function (CDF) from which the scattering angles can be sampled. Analytical 
expression for the CDF can also be obtained for the GK phase function [101]. In contrast, 
the CDF of MHG and Mie phase functions can only be derived numerically and thus a 
lookup table-based approach was used for sampling the scattering angle [85]. 
4.2.3 Inverse Monte Carlo (IMC) model 
The IMC model based on the lookup table approach introduced by Palmer et al. and 
Hennessy et al. [11,14] was used to estimate the optical properties from the acquired SRR 
profiles R = {R(SDS1), R(SDS2), …, R(SDS5)}, where R(SDSi) is the reflectance acquired 
at the i-th SDS. In both studies, the lookup tables were introduced by only considering μa 
and μs'. A similar basic IMC (b-IMC) methodology was adopted in the initial part of this 
study. In order to comply with biological tissue characteristics [24], the lookup table values 
for each SDS ranged from 0 to 25 cm-1 for μa and from 5 to 70 cm-1 for μs' using 30 uniform 
steps. The b-IMC model was based on the HG phase function with the anisotropy factor g 
set to 0.8. A constant value of g was selected in accordance with the first similarity relation 
for μs', which states that regardless of the individual values of g and scattering coefficient 
μs, the same values of μs' result in the same reflectance [89–91].  
It has been shown, however, that higher similarity relations are important when the SDS of 
the optical probe becomes comparable to the transport mean free path length [28]. By 
following the lookup table methodology, the b-IMC model was extended (e-IMC) by an 
additional similarity parameter γ that was proposed by Bevilacqua et al. [28]. The e-IMC 
model lookup tables included a third dimension for γ, which spanned from 1.6 to 2.3 in 20 
uniform steps, taking into account the biological variations [15,56]. The e-IMC model was 
based on the GK phase function that allowed the full span of γ values at g = 0.8. On the 
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other hand, the MHG and HG phase functions are less useful, since they only support γ 
values of up to 2, and HG phase function does not allow independent selection of g and γ. 
The simplified geometry (SG) was utilized by the IMC models when applied to the 
synthetic R. In contrast, the realistic geometry (RG) was used, when the IMC models were 
applied to the measured R. 
As the number of independent measurements used in this study is relatively low (five 
different SDSs), formulation of a new CF is essential for robust estimation of optical 
properties. In this study, two CFs were compared: 
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where Rmeas and Rsim are the measured and simulated reflectance, respectively. The choice 
of the second CF is based on the dependence of reflectance on the SDS which decreases 
with the SDS for a few orders of magnitude. Each CF was minimized by a trust-region-
reflective algorithm available in Matlab (Mathworks Inc., USA) as a function 
lsqnonlin [88]. Values of each optimized parameter were constrained to the range defined 
in the corresponding lookup table. An initial estimate was obtained by an exhaustive search 
over all the lookup table entries. Subsequently, the estimate was refined by optimization 
and spline interpolation of the SRR over the IMC model parameters. 
4.2.4 Synthetic datasets of spatially resolved reflectance (SRR) 
profiles 
To objectively evaluate the performance of the IMC models, synthetic datasets ℛ of SRR 
profiles R were computed according to the parameters in Table 4.1. Additionally, the 
synthetic datasets included computed R of turbid phantoms, later used for validation (see 
Section 4.2.6, Table 4.2). Each phantom comprised 150 synthetic R for wavelengths from 
450 to 800 nm. 
It should be noted that an arbitrary combination of g and γ cannot be obtained for all the 
used phase functions. For HG phase function, the relation between g and γ (i.e., γ = g + 1) 
results in only six valid combinations of g and γ (Table 4.1, 2nd line). In the case of MHG 
phase function, a mathematical constrain (i.e., γ < 1 + g) leads to only 14 combinations 
(Table 4.1, 3rd line). Lastly, combinations of g and γ, (0.75, 2.25) and (0.95, 1.65), are not 
valid for the GK phase function. Thus, only 18 valid combinations of g and γ can be 
obtained (Table 4.1, 5th line). The datasets ℛHG-I and ℛGK-I were introduced for the 
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performance verification of the b-IMC and e-IMC models, respectively. For these datasets, 
the error of estimated parameters should be close to zero, given a proper formulation of the 
CF is employed. 
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4.2.5 Experimental setup for reflectance measurements 
SRR profiles in the sub-diffusive regime were acquired by a custom-made linear array 
optical fiber probe (FiberTech Optica Inc., Ontario, Canada) with five SDSs (220, 440, 660, 
880 and 1100 µm) and an outer diameter of 6.0 mm (Figure 4.1). The diameter of the 
optical fiber cores and the numerical aperture of the fibers was 200 µm and 0.22, 
respectively. The optical fiber probe was placed in a holder which enabled repeatable re-
positioning of the probe within the cylindrical beaker containing the liquid turbid phantom. 
The cylindrical beaker with a diameter of 19.5 mm and a height of 30 mm was internally 
coated with a black matte paint to reduce reflections from the container walls and eliminate 
stray light pollution. Additionally, the optical fiber probe was held at a position far away 
from the beaker walls to satisfy the semi-infinite medium assumption for the turbid 
phantoms. A broadband halogen light source (AvaLight-Hal LS, Avantes, The 
Netherlands) was coupled to the source fiber. The collected light from each of the five 
detector fibers was transmitted to a custom-made multiplexer which comprised a motorized 
linear stage that aligned the selected detector fiber with a fiber leading to the spectrometer 
(AvaSpec-2048TEC-FT, Avantes). The recorded signal from each detector fiber was 
corrected for the sensor dark current and normalized by the Spectralon white signal 
(Avantes). The SRR profiles were acquired in the wavelength range from 450 to 800 nm. 
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Figure 4.1. Linear array optical fiber probe used to acquire the SRR profiles in the sub-
diffusive regime. The materials and source-detector configuration of the probe are 
presented in different colors. 
4.2.6 Turbid phantoms 
Turbid phantoms with known optical properties are commonly used to objectively evaluate 
experimental setups and computational methodologies in biomedical optics [102]. In this 
study, we prepared 24 water-based turbid phantoms comprising a mixture of absorbers and 
scatterers. A green molecular dye found in fountain pen inks (Live Line Green) was used 
as the absorber. The molecular dye was thoroughly tested for its stability through several 
weeks and proved to be stable even when exposed to direct sunlight [103]. The scattering 
component of the dye was negligible due to its molecular nature. A 1 mm cuvette and a 
cuvette holder (CVH100/M, Thorlabs, USA) were used to measure the absorption 
coefficient μa of the molecular dye (without the scatterer) by observing the attenuation of a 
collimated light beam through the cuvette. The absorption coefficient was computed 
according to the Beer-Lambert law. Polystyrene microspheres (diameter 0.51 ± 0.01 and 
0.99 ± 0.03 µm, Polysciences Inc., USA) were used as the scatterer. The respective μs and 
phase functions were calculated according to the Mie theory and the narrow size 
distribution of the microspheres (nearly monodisperse) provided by the manufacturer. The 
wavelength dependence of the polystyrene refractive index was taken from Nikolov et 
al. [84].  
The prepared turbid phantoms were divided into two groups. The first group of phantoms 
P1-P12 comprised only scatterers (phantoms P1-P6 comprised 0.51 µm and phantoms P7-P12 
comprised 0.99 µm microspheres, Table 4.2). The second group of phantoms P13-P24 
comprised scatterers and green molecular dye (phantoms P13-P18 comprised 0.51 and 
phantoms P19-P24 comprised 0.99 µm microspheres, Table 4.2). The values of μa for the 
second group of phantoms ranged between 8.2 and 10.3 cm-1 at 630 nm (absorption peak). 
The microsphere number density n and corresponding μa and μs' for all the prepared turbid 
phantoms are listed in Table 4.2. 
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Table 4.2. Microsphere number density n, reduced scattering coefficient µs' and 
absorption coefficient µa at 630 nm for each phantom P comprising 0.51 and 0.99 µm 
diameter polystyrene microspheres and, for the absorbing phantoms, also green 
molecular dye. 
 0.51 ± 0.01 µm  0.99 ± 0.03 µm 
P n (spheres/ml × 1010) 
µs' (cm-1) 
@ 630 nm 
µa (cm-1) 
@ 630 nm P 
n 
(spheres/ml × 1010) 
µs' (cm-1) 
@ 630 nm 
µa (cm-1) 
@ 630 nm 
1 3.54 9.52 0 7 0.486 7.61 0 
2 6.27 16.9 0 8 0.852 13.3 0 
3 7.13 19.2 0 9 0.975 15.3 0 
4 8.90 24.0 0 10 1.21 19.0 0 
5 11.6 31.2 0 11 1.58 24.7 0 
6 14.3 38.5 0 12 1.95 30.6 0 
13 3.55 9.56 10.1 19 0.483 7.56 10.1 
14 6.23 16.8 9.24 20 0.851 13.3 9.24 
15 7.13 19.2 8.95 21 0.971 15.2 8.96 
16 8.89 23.9 10.3 22 1.21 19.0 10.3 
17 11.6 31.2 9.25 23 1.57 24.6 9.29 
18 13.3 35.8 8.59 24 1.95 30.5 8.22 
4.3 Results and discussion 
4.3.1 Cost function (CF) evaluation 
The performance and robustness of the proposed CFs was evaluated on the synthetic dataset 
ℛHG-I by deploying the b-IMC model. The b-IMC model was selected for its dependence 
on only two parameters (μa and μs') and hence easier visualization of the CF (Figure 4.2). 
The presented example (R from the dataset ℛHG-I with the true values of μa = 12.5 cm-1 and 
μs' = 18.9 cm-1) clearly shows that the CF significantly affects the estimation of optical 
properties by the IMC models. The CF2 (Eq. (4.4)) exhibits improved localization of the 
minimum with respect to the CF1. Moreover, the relative RMS error obtained by the b-IMC 
model using the CF1 for the entire dataset ℛHG-I is 2.7% and 2.8% for μa and μs', 
respectively. In contrast, the relative RMS error obtained by the CF2 was one order of 
magnitude lower, i.e. 0.32% and 0.33% for μa and μs', respectively. For the sake of 
completeness, the performance of the two CFs was also compared by the e-IMC model. As 
with the b-IMC model, the relative RMS errors obtained by the e-IMC model based on the 
CF1 (5.6%, 4.4%, and 4.7% for μa, μs', and γ, respectively) were one order of magnitude 
higher than the errors obtained by the e-IMC model based on the CF2 (0.60%, 0.58%, and 
0.76% for μa, μs', and γ, respectively). The obtained results clearly show the superiority of 
the CF2 over CF1. Consequently, CF2 was used in all subsequent calculations involving the 
b-IMC and e-IMC models. 
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Figure 4.2. CF dependence on the values of optical properties in terms of absorption μa 
and reduced scattering μs' coefficients for (a) CF1 from Eq. (4.3), and for (b) CF2 from 
Eq. (4.4). 
4.3.2 Influence of the phase function on the sub-diffusive 
reflectance and on the inverse Monte Carlo (IMC) models 
Sub-diffusive reflectance is known to significantly depend on the phase function. As 
explained in the Introduction, the similarity parameter γ has been suggested to account for 
some of the sub-diffusive reflectance variability that arises from the phase functions. In 
other words, for a constant μa and μs', the phase function dependent changes in the sub-
diffusive reflectance should be reduced when the additional similarity parameter γ is kept 
constant as well. 
In order to study the beneficial effect of γ, we introduced relative variability maps of the 
sub-diffusive reflectance as a function of μa and μs' at a particular SDS. The relative 
variability maps were derived as a ratio between the standard deviation and the mean of the 
reflectance maps across different phase functions. Figure 4.3 shows the relative variability 
maps at three SDSs of 220, 660 and 1100 μm. In the top row (constant g), the HG, MHG 
and GK phase functions were used with g set to 0.8 and γ varied from 1.7 to 1.9. In the 
bottom row (constant γ), the HG, MHG and GK phase functions were used with γ set to 1.7 
and g varied from 0.7 to 0.9. In comparison to g, γ significantly reduces the variability of 
the reflectance for μs' exceeding ~15 cm-1 when different phase functions are used. 
Moreover, although g is frequently described in the literature as an important observable of 
the angular scattering distribution in turbid media, the sub-diffusive reflectance is more 
dependent on the changes of γ than g. Similar conclusions were recently made by Calabro 
et al. [29] and Bodenschatz et al. [30]. The reason for the increased sensitivity of the sub-
diffusive reflectance to the phase function observed at the low reduced scattering 
coefficients can be attributed to the longer photon mean free path lengths. In this case, the 
photons that contribute to the reflectance signal exhibit only a few scattering events, with 
one of those events likely to be a large-angle deflection. Therefore, reflectance is highly 
dependent on the large-angle section of the phase function, which is only approximately 
accounted for by γ. The effect can be observed in the reflectance variability map in Figure 
Chapter 4: Estimation of optical properties by spatially resolved… 73 
 
 
4.3 (bottom row) computed for phase functions that despite having a common γ still exhibit 
significant differences in the large-angle section. To account for this shortcoming, 
Bodenschatz et al. [30] have proposed a parameter σ, which reduced the variability of 
reflectance for a constant μa and μs' and different phase functions in the spatial frequency 
domain. However, in the same study, σ was not found to significantly reduce the variability 
in the spatially resolved domain in comparison to γ. We believe that the performance of the 
e-IMC model for μs' below ~15 cm-1 could be significantly improved by introducing higher 
order similarity parameters beyond γ [47], e.g. δ = (1-g3)/(1-g1) [104], where g3 is the third 
Legendre moment of the phase function. Keeping the values of γ and δ constant should in 
principle significantly reduce the relative variability of sub-diffusive reflectance computed 
for different phase functions at any given value of μa and μs'. 
Another interesting observation can be made at the smallest SDS, where a region of 
significantly decreased relative reflectance variability occurs. In this region, the reflectance 
seems unaffected by the choice of the phase function as long as μa and μs' are kept constant. 
This observation, named as the "isobestic point", was also made by Calabro et al. [29] and 
it is believed to occur at μs' · SDS ≈ 0.7. In this study, the SDS of 220 μm evaluates to an 
"isobestic point" of 32 cm-1, which is consistent with the results in Figure 4.3. 
 
Figure 4.3. Relative variability maps of the sub-diffusive reflectance at 220 μm (a), 
660 μm (b) and 1100 μm (c) SDS for different phase functions, as a function of the 
absorption μa and reduced scattering μs' coefficients. In the top row (constant g), HG, 
MHG and GK phase functions were used with g = 0.8 and γ varied from 1.7 to 1.9. In 
the bottom row (constant γ), HG, MHG and GK phase functions were used with γ = 1.7 
and g varied from 0.7 to 0.9. 
To evaluate the effect of the phase function on the estimation of optical properties, the 
synthetic dataset ℛGK-I was analyzed by the b-IMC and e-IMC models. The ℛGK-I dataset 
is based on the GK phase function with the value of g set to 0.8 and γ varied from 1.65 to 
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2.25, which is similar to the conditions used for producing the results in the top row of 
Figure 4.3, where g was constant. Figure 4.4 (top row) shows the relative errors obtained 
for the estimated μa and μs' by the b-IMC model from the dataset ℛGK-I. The values of μa 
and μs' used in ℛGK-I are color-coded and can be deduced from the corresponding colorbars. 
It can be observed that the accuracy of the estimated optical properties decreases 
significantly due to the variations in γ. The relative errors are the lowest for γ = 1.8, where 
the GK phase function simplifies to HG phase function. For all the other values of γ, the 
performance is significantly degraded. In contrast, a significant improvement in the 
accuracy of the optical properties estimated by the e-IMC model from the same dataset 
ℛGK-I can be observed in Figure 4.4 (bottom row). The relative errors of the estimated 
optical properties obtained by the e-IMC model are mostly within 2% for all of the selected 
values of γ. 
The results of b-IMC model presented in Figure 4.4 clearly suggest that using only the first 
similarity relation will lead to large relative errors of the estimated optical properties. For 
example, although the dataset ℛGK-I is simulated using a phase function with a constant g, 
the changes in the reflectance due to changes in phase function arising from γ cannot be 
sufficiently accounted for by the first similarity relation. This observation could explain 
one of the possible sources of errors in studies that utilized b-IMC-like models for optical 
fiber probes with similar SDSs as used in this study [14,43,86]. We believe that the listed 
studies could be improved by using additional parameters such as γ in addition to μa and μs' 
in the IMC models to account for some of the phase function variability that influences the 
reflectance at small SDSs. 
 
Figure 4.4. Relative errors of the absorption μa (a) and reduced scattering μs' (b) 
coefficients estimated by the b-IMC model (top row) and e-IMC model (bottom row) 
for the synthetic reflectance dataset ℛGK-I. The true values of μa and μs' used in ℛGK-I are 
color coded and can be deduced from the colorbars. 
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4.3.3 Performance of the basic (b-IMC) and extended (e-IMC) 
inverse Monte Carlo models on synthetic datasets of 
spatially resolved reflectance (SRR) profiles 
To further examine the effect of γ on the estimated optical properties, the b-IMC and e-
IMC models were extensively evaluated and compared on synthetic datasets of R (Section 
4.2.4, Table 4.1). The variability of phase functions captured by the synthetic datasets 
should account for the variability observed in biological tissues. Consequently, similar 
errors can be expected for measured R of biological tissues. 
Figure 4.5 presents the values of μa and μs' estimated by the b-IMC and e-IMC models with 
respect to the true values used to compute the synthetic datasets. The performance of the e-
IMC model is evidently superior to the b-IMC model, since the values obtained by the b-
IMC model are significantly more dispersed along the ideal relationship line between the 
true and estimated parameter values. Moreover, the e-IMC model offers an additional 
estimate of the similarity parameter γ (Figure 4.5). Quantitative results obtained for each 
synthetic dataset in terms of the two IMC models are summarized in Table 4.3. As expected, 
both IMC models performed with relative RMS errors well below 1% when tested on the 
datasets ℛHG-I and ℛGK-I, respectively. The two datasets were obtained by the same phase 
functions that were used to create the lookup tables. The performance of the b-IMC model 
clearly degrades for the dataset ℛHG-II with g varying between 0.7 and 0.95. In contrast, the 
e-IMC model does not seem to be significantly affected by the variation in g, which is in 
agreement with the results in Figure 4.3 (bottom row). The e-IMC model performs similarly 
on the ℛGK-II dataset. However, the RMS errors of the IMC models further increase when 
applied to the MHG and Mie phase function-based datasets (ℛMHG, pure scattering P1-P12, 
and scattering and absorbing P13-P24 datasets). Once more, the b-IMC model is much more 
affected by the changes in the phase function and exhibits twice the relative RMS error of 
the e-IMC model. The quantitative advantage of the e-IMC model over the b-IMC model 
can be observed in Table 4.3 that summarizes the results across all the datasets (All 
datasets). 
Table 4.3. The RMS errors of the estimated optical properties obtained by the b-IMC 
and e-IMC models on synthetic datasets of SRR profiles R. 
synthetic  
datasets of R 
b-IMC  e-IMC 
RMS error μa RMS error μs'  RMS error μa RMS error μs' RMS error γ 
ℛHG-I 0.030 (0.32%) 0.11 (0.33%)  0.073 (1.0%) 0.21 (0.70%) 0.013 (0.74%) 
ℛHG-II 0.32 (3.4%) 0.68 (2.6%)  0.12 (1.2%) 0.39 (1.3%) 0.029 (1.6%) 
ℛGK-I 0.95 (9.7%) 2.3 (6.8%)  0.066 (0.60%) 0.23 (0.58%) 0.015 (0.76%) 
ℛGK-II 1.24 (13.6%) 2.5 (10%)  0.16 (1.7%) 0.51 (1.8%) 0.034 (1.6%) 
ℛMHG 0.60 (6.6%) 1.4 (6.1%)  0.29 (3.0%) 1.04 (3.3%) 0.062 (3.5%) 
Pure Scat. P1-P12 0 (NA) 0.86 (4.1%)  0 (NA) 0.49 (1.6%) 0.071 (3.3%) 
Scat. & Abs. P13-P24 0.91 (42%) 1.8 (13%)  0.35 (14.8%) 0.74 (6.1%) 0.10 (4.5%) 
All datasets 0.75 (21%) 1.7 (8.7%)  0.22 (7.4%) 0.59 (3.6%) 0.071 (3.3%) 
All – {P1, P7, P13, P19} 0.68 (16.4%) 1.7 (6.5%)  0.12 (3.2%) 0.56 (2.0%) 0.49 (2.3%) 
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Figure 4.5. The values of μa (a) and μs' (b) estimated by the b-IMC model and the values 
of μa (c), μs' (d) and γ (e) estimated by the e-IMC model with respect to the 
corresponding true values that were used to compute the synthetic datasets of SRR 
profiles. The ideal relationship is denoted by a black solid line. The synthetic datasets 
are presented with different colors and markers (see the legend). 
Despite the improved result, the performance of e-IMC model on the dataset of scattering 
and absorbing phantoms P13-P24 is still significantly degraded. Previous results (bottom row 
in Figure 4.3) point out that γ does not fully eliminate the variability of reflectance for low 
reduced scattering coefficients (especially below ~15 cm-1), when different phase functions 
are used. Since Figure 4.3 only includes HG, MHG and GK phase functions, we also 
constructed similar relative sub-diffusive reflectance variability maps that depend only on 
the GK and Mie phase functions. Specifically, Figure 4.6 shows the relative variability map 
for three different phase functions with γ set to 2.1. The first phase function was GK with 
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g = 0.8, which was also used to create the e-IMC lookup table. The second phase function 
was Mie for 0.51 μm polystyrene spheres at 705.8 nm, which yields g = 0.79. Finally, the 
third phase function was Mie for 0.99 μm polystyrene spheres at 499.5 nm, which yields 
g = 0.93. Figure 4.6 highly resembles the bottom row of Figure 4.3, thus again suggesting 
that γ cannot fully account for the variability of the phase function for low μs'. Moreover, 
since the GK phase function is used in the e-IMC model, an SRR profile simulated by a 
different phase function with the same value of γ could be different due to the phase 
function properties that cannot be accounted for by the first two Legendre moments 
encapsulated in γ. These differences between the e-IMC model and the SRR profiles then 
propagate into errors of the estimated μa, μs' and γ. The observation is further confirmed by 
removing the phantoms P1, P7, P13, P19, that exhibited μs' below 15 cm-1 over the majority 
of the wavelength range, from the summarized RMS errors (All – {P1, P7, P13, P19}; Table 
4.3). As a result, the summarized RMS errors drop significantly and are now 0.12 cm-1 
(3.2%), 0.56 cm-1 (2.0%) and 0.049 (2.3%) for μa, μs', and γ, respectively. 
 
Figure 4.6. The relative variability maps of the sub-diffusive reflectance at 220 μm (a), 
660 μm (b) and 1100 μm (c) SDS for different phase functions at a constant γ = 2.1. The 
employed phase functions included the GK phase function with g set to 0.8 (the value 
employed by the e-IMC lookup table) and Mie phase functions for 0.51 and 0.99 um 
polystyrene microspheres at 705.8 and 499.5 nm, respectively. 
4.3.4 Performance of the extended inverse Monte Carlo model 
(e-IMC) on measured spatially resolved reflectance (SRR) 
profiles 
Finally, we evaluated the e-IMC model on measured R acquired from turbid phantoms 
(Section 4.2.6). To compare the measured reflectance to the MC simulated reflectance at a 
particular SDS, a calibration procedure was required. Briefly, the MC simulated reflectance 
is normalized against the initial number of launched photon packets, while the measured 
reflectance is normalized against a reflectance standard. Consequently, to account for the 
reflectance properties of the standard, the reflectance of the turbid phantoms with known 
optical properties is measured and simulated. The calibration factor is introduced as the 
ratio between the MC simulated and measured reflectance. Ideally, the calibration factor 
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for a given wavelength and SDS should remain the same across all the turbid phantoms. In 
this study, the purely scattering phantoms P1-P12 were used for computing the calibration 
factors. The variations of the calibration factors at all spectral bands and SDS were within 
2%, and mostly arising from the variations in the measurements. 
The performance of the e-IMC model was evaluated on the remaining turbid phantoms P13-
P24 with non-zero μa. The estimated values of the optical properties with respect to the 
corresponding true values are presented in Figure 4.7 and are similar to those in Figure 
4.5(c)-(e). Moreover, the RMS errors of μa, μs' and γ obtained for the turbid phantoms are 
0.38 cm-1 (15.6%), 0.71 cm-1 (5.8%) and 0.10 (4.8%), respectively, and tightly follow the 
results obtained for the corresponding synthetic datasets (Table 4.4). In addition, by 
removing the turbid phantoms P13 and P19 (μs' below 15 cm-1) from the summarized RMS 
errors, nearly a two-fold improvement in terms of relative RMS error is attained. 
Consequently, the RMS errors stay within the 10% margin, however, only for a sub-region 
of optical properties where μs' exceeds ~15 cm-1. The obtained results in this section are 
consistent with the results presented in Figures 4.3 and 4.6, where γ accounts for the phase 
functions variability only for μs' values exceeding ~15 cm-1. 
The related studies from Hennessy et al. [14] and Rajaram et al. [43] estimated μa and μs' 
with relative RMS errors of 0.74% and 1.74%, and 11.6% and 5.9%, respectively. Both 
studies used optical fiber probes with small SDSs between 250 and 300 μm. According to 
these results, the proposed e-IMC model gives slightly higher relative errors for the turbid 
phantoms P13-P24. The results by Hennessy et al. are especially surprising since the 
employed IMC model was based on the HG phase function at a constant g = 0.85 (similar 
to our b-IMC model), while the validation was performed on turbid phantoms containing 
polystyrene microspheres that follow the Mie phase function. We have shown that the 
reflectance at small SDSs and constant g can vary significantly, if different phase functions 
are used (Figure 4.3). Moreover, we have observed a significant degradation of the b-IMC 
model on synthetic datasets (Table 4.3). One of the possible causes for a better performance 
of the IMC models in the related studies is the use of spectral constrains in terms of tissue 
chromophore concentrations and spectral dependence of the μs'. Spectral constrains were 
required because only one SDS was utilized, thus the full reflectance spectrum was used to 
estimate only a few parameters. This, however, significantly reduced the number of 
optimized parameters in comparison to the number of available measurements. It is 
important to note that unlike the IMC models presented in the related studies, the e-IMC 
model does not require spectral constrains. In this way, the e-IMC model requires no prior 
knowledge of the chromophores and scatterers in the turbid medium to estimate μa, μs' and 
γ. As such, the e-IMC can be utilized only at particular wavelengths. In addition, spectral 
constrains can be easily introduced into the e-IMC model. We believe that this should in 
principle further reduce the relative error of the estimated quantities since there would be 
significantly more measurements and less parameters to optimize. For human tissues this 
would most commonly include modeling μa by the absorption spectra of chromophores 
such as oxygenated and deoxygenated hemoglobin, melanin, carotenoids, while μs' can be 
modeled as μs'(λ) = A (λ/λ0)-B [24]. The spectral dependence of γ in tissue is close to 
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constant across the visible spectrum and could thus be adequately modeled by a linear or 
quadratic function [15,57]. 
Finally, the turbid phantoms used in this study to experimentally test the e-IMC model were 
based on polystyrene microspheres, which follow the Mie phase function. Polystyrene 
microspheres are very practical to use since they are available in standardized nearly 
monodisperse suspensions. In this way, the scattering coefficient and the phase function 
can easily be calculated. However, monodisperse solutions do not exactly mimic the tissue 
optical properties in terms of the shape of the phase function.  As a result, the accuracy of 
the estimated optical properties for tissues can somewhat differ from the accuracy obtained 
for such turbid phantoms. Since biological tissues exhibit phase functions similar to GK or 
MHG, more accurate results can be expected by the e-IMC (similar to the synthetic dataset 
ℛGK-II or ℛMHG in Table 4.3). 
 
Figure 4.7. The values of μa (a), μs' (b) and γ (c) estimated by the e-IMC model from the 
measured R of turbid phantoms with respect to the corresponding true values. The ideal 
relationship is denoted by a black solid line. Different phantoms are presented with 
different colors (see the legend). 
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Table 4.4. The RMS errors of the estimated optical properties obtained by the e-IMC 
models on synthetic (left) and measured (right) SRR profiles of turbid phantoms. 
Phantoms 
e-IMC, synthetic  e-IMC, measured 




RMS error  
γ  




RMS error  
γ 
Scat. & Abs. 0.35 (14.8%) 0.74 (6.1%) 0.10 (4.5%)  0.38 (15.6%) 0.71 (5.8%) 0.10 (4.8%) 
Scat. & Abs. – {P13, P19} 0.14 (6.3%) 0.63 (2.7%) 0.066 (3.0%)  0.21 (8.4%) 0.59 (2.5%) 0.072 (3.3%) 
4.4 Conclusion 
This study offers a simple yet effective approach for estimation of optical properties in the 
sub-diffusive regime where the reflectance significantly depends on the phase function. 
The sub-diffusive reflectance variability due to the phase function can be reduced by taking 
into account an additional similarity parameter γ, which carries additional information 
about the turbid medium phase function. Although γ did not guarantee reduced reflectance 
variability for reduced scattering coefficients under ~15 cm-1, it has proved beneficial when 
used in the IMC model. In comparison to the b-IMC model that depends only on the 
absorption and reduced scattering coefficients, the e-IMC model extended by γ showed 
increased accuracy when used on synthetic datasets and measured SRR profiles of turbid 
phantoms. For a subset of optical properties where the reduced scattering coefficients 
exceeded ~15 cm-1 the relative RMS errors of the estimated absorption and reduced 
scattering coefficients, and the similarity parameter γ for measured SSR profiles were 8.4%, 
2.5% and 3.3%, respectively. 
 The main advantage of the e-IMC model is that in conjunction with the proposed CF, the 
absorption and reduced scattering coefficients and γ can be estimated from SRR profiles 
acquired at only five SDSs. This can reduce the acquisition time and, due to the fast 
estimation of optical properties by the lookup table approach, potentially offer a faster and 
a more detailed insight into human tissues in a clinical setting. Moreover, the e-IMC model, 
unlike many other proposed IMC models, offers estimation of optical properties without 
any prior knowledge of the tissue chromophores or the spectral dependence of the reduced 
scattering coefficient or γ. Consequently, the e-IMC model can be used for analysis of 
turbid media that have not yet been extensively studied. While the e-IMC model presented 
in this study is intended for semi-infinite media, multilayered models can be supported by 
extending the lookup tables. Likewise, the e-IMC model can be extended to estimate 
similarity parameters beyond γ, which could further improve the accuracy of the inverse 
model, or any of the additional parameters of the turbid medium or biological tissue, 
provided that the correlations between the free parameters are small. The main concern 
with the e-IMC model is its limited use for reduced scattering coefficients below ~15 cm-1. 
Since many of the studies to date have used γ, we believe they might have suffered from 
similar limitations. By considering higher order similarity parameters in addition to γ, this 
limitation might be overcome. With this study, we attempted to point out the advantages 
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and the limitations of the e-IMC model for estimation of optical properties by SRR 
spectroscopy in the sub-diffusive regime. The fact that γ has a limited use, requires further 
investigation for a new or additional parameters that would better encapsulate the phase 
function information. 
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Abstract 
Analytical expressions for sampling the scattering angle from a phase function in Monte 
Carlo (MC) simulations of light propagation are available only for a limited number of 
phase functions. Consequently, numerical sampling methods based on tabulated values are 
often required instead. By using MC simulated reflectance, we compare two existing and 
propose an improved numerical sampling method and show that both the number of the 
tabulated values and the numerical sampling method significantly influence the accuracy 
of the simulated reflectance. The provided results and guidelines should serve as a good 
starting point for conducting computationally efficient MC simulations with numerical 
phase function sampling. 
5.1 Introduction 
One of the central mechanisms of light propagation in turbid media such as biological tissue 
is scattering. In terms of MC simulations, which are often used for modeling the light 
propagation [40,41], scattering is described by the scattering coefficient and scattering 
angle typically drawn from the inverse cumulative distribution of the phase function. In 
recent studies, phase functions have become increasingly important in modeling of the 
reflectance obtained by spatially-resolved reflectance spectroscopy [16,29,105] or spatial-
frequency domain reflectance spectroscopy [30,48,49], in particular for small source-
detector separation (SDSs) or high spatial frequencies. The Henyey-Greenstein (HG) phase 
function [25] is most commonly used in the biomedical community since it offers an 
analytical inverse of the cumulative distribution function (CDF), which is convenient for 
sampling the scattering angles by a random number drawn from a uniform distribution. 
However, the HG phase function is well known to underestimate large-angle backward 
scattering observed in turbid media such as tissue [27]. Consequently, other phase functions 
were investigated, such as the modified Henyey-Greenstein (MHG) [28], Gegenbauer 
kernel (GK) [31,101], Mie [23] and Mie fractal [34] phase functions. Unlike the HG and 
GK, the MHG, Mie and Mie fractal phase functions do not offer analytical inverse of the 
CDF. In order to use these types of phase functions in the MC simulations, the phase 
functions have to be numerically sampled. For this purpose, Toublanc has proposed a 
method for computing the scattering angle from tabulated evenly spaced scattering angles 
that through the CDF correspond to a random number drawn from a uniform 
distribution [85]. Zijp et al. have proposed a similar approach, however, tabulating the 
evenly spaced values of the inverse CDF that correspond to the scattering angle [106]. 
Upon a drawn random number, the scattering angle can be instantly deduced without 
additional computation. From our experience, we have noticed that the number of the 
tabulated CDF values as well as the sampling method applied to the phase function can 
significantly influence the accuracy of the MC simulated reflectance. Most of the studies 
that have used numerical phase function sampling as described above, lack the information 
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on the details of the employed sampling method [16,27–30,48]. Consequently, it is very 
difficult to properly repeat the experiments conducted in those studies. 
In this study, we extensively evaluate the existing implementations of the numerical phase 
function sampling for MC simulations following the methodology of Toublanc and Zijp et 
al., and propose an improved sampling scheme utilizing non-linearly spaced tabulated CDF 
values. We show that the accuracy of the MC simulated reflectance acquired by optical 
fiber probes at various SDSs significantly depends on the number of the tabulated CDF 
values and the numerical phase function sampling method, and can become significantly 
degraded, if the tabulated CDF is too sparse. Moreover, we show that the most prominent 
phase function property that governs the required number of the tabulated CDF values is 
the anisotropy factor. This study should serve as a reminder that all the details of the 
numerical phase function sampling methodology should be carefully considered when 
performing MC simulations. 
5.2 Theoretical background on sampling from the phase 
functions 
5.2.1 Phase functions 
In general, a scattering phase function is defined as a probability density function p(s, s') 
for a photon deflecting from the propagation direction s' in the direction s. Although turbid 
media are sometimes anisotropic, biological tissues are often assumed to be isotropic, 
where the scattering depends only on the angle θ between s and s'. Consequently, the phase 
function can be written as p(φ, cos θ), where φ is the azimuthal angle given that the z axis 
is aligned with the propagation direction s' [18]. Under the assumption that φ and cos θ are 
independent variables, the phase function can be written as p(φ, cos θ) = p(φ) p(cos θ). In 
the literature, the term phase function is most commonly used for the probability density of 
cos θ, since p(φ) = 1/(2π) for symmetric scatterers. Consequently, we will use the term 
phase function exclusively for p(cos θ) throughout the remainder of this study. 
The most commonly used phase function in the biomedical community is the HG phase 















  (5.1) 
where g is the anisotropy factor of the phase function. However, since it has been shown 
that the HG phase function underestimates large-angle scattering [27], other phase 
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functions such as the MHG and GK have been proposed. The MHG phase function is 
defined as a weighted sum of the HG phase function and Rayleigh scattering [28]: 
 23(cos ) (cos ) (1 ) cos ,
2
p pθ β θ β θ= + −MHG HG   (5.2) 
where β adjusts their relative contribution. The GK phase function is a mathematical 
extension of the HG phase function with an additional free parameter αGK [31,32,101]: 
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  (5.3) 
It should be noted that gGK is in general not equal to the anisotropy factor of the GK phase 
function. 
Another common way of describing phase functions in biological tissues is by utilizing the 
rigorous Mie theory for spherical particles, where a tissue phase function can be expressed 
as a weighted sum of phase functions arising from different spherical particles. A popular 
approach is to sum the phase functions of spherical particles that follow the discrete particle 
fractal size distribution, which was found to adequately describe structural properties of 
biological tissues and the resulting refractive index variations that cause light 
scattering [34–36]. The discrete particle fractal size distribution is defined as 
 ( ) ,i in d Ad α−=   (5.4) 
where n(di) is the number density of spherical particles with diameter di, α the power of the 
distribution and A is related to the total number density of spherical particles, which 
determines the amplitude of the scattering coefficient. The phase function of a single 
spherical particle of diameter di is given by [23] 
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=   (5.5) 
where Csca is the scattering cross section of the spherical particle, k = 2πnmed/λ, and S1(cos θ) 
and S2(cos θ) are the elements of the amplitude scattering matrix. In this case, nmed 
represents the refractive index of the medium in which the sphere is suspended and λ the 
wavelength of light in vacuum. Note that Csca, S1(cos θ) and S2(cos θ) are all functions of 
the ratio between the refractive index of the medium nmed and the refractive index of the 
spherical particle npar, and also of a dimensionless parameter x = πnmed d/λ. To obtain the 
phase function of the spherical particles that follow the discrete particle fractal size 
distribution, the individual Mie phase functions have to be summed in the following way 
























  (5.6) 
where the two summations go over all the diameters di of spherical particles. Thus the 
obtained phase function depends on the fractal volume dimension α, the lower and upper 
bounds of the summation and the diameters of the spherical particles. 
5.2.2 Analytical sampling of the phase function 
An essential part of the MC simulations of light propagation in turbid media are the 
scattering events. At each scattering event, the photon packet undergoes a deflection by a 
scattering angle, which is related to the phase function of the turbid medium. To sample the 
φ and cos θ in the MC simulations, the CDFs of the probability density functions p(φ) and 
p(cos θ) have to be derived 
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  (5.7) 
where p(φ) can be set to 1/(2π) if all the azimuthal angles are equally likely. The obtained 
CDFs are then usually equated to uniformly distributed random numbers ξ1 and ξ2 from 
[0, 1]. Subsequently, the sampled φ and cos θ can be derived by evaluating the 












  (5.8) 
The computation of an inverse CDF significantly depends on the form of the phase 
function. For example, the HG phase function is very convenient since the inverse CDF 
can be expressed analytically. Similar analytical expression can be also found for the GK 
phase function [101]. Consequently, cos θ can be sampled from a closed form analytical 
expression. Analytical forms of the inverse CDF allow simple and computationally 
efficient implementation in the MC model. Such implementation is especially important, if 
the MC model is intended to run on a graphics processing unit (GPU). 
5.2.3 Numerical phase function sampling 
If an analytical inverse of the CDF given by the second term in Eq. (5.8) is not available or 
the analytical expression is too extensive, the sampling of the cos θ can be conducted 
numerically. Commonly, the sampling from a probability distribution can be performed 
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with the well-known rejection sampling method. However, this method is computationally 
very inefficient in particular for probability distribution containing peaks, which is the case 
with the forward-peaked phase functions of biological tissues [106]. Alternatively, a lookup 
table-based sampling of cos θ can be employed. 
In the following we present three lookup table-based methods for sampling the scattering 
angle from the phase function that can be easily incorporated in the MC simulations. 
5.2.3.1 Forward lookup table (FLT) sampling method 
The entries of the forward lookup table (FLT) sampling method are the discrete CDFj 










= ∫   (5.9) 
where j goes from 0 to N, cos θ0  = –1 and cos θN  = 1. Given a random number ξ drawn 
from a uniform distribution, the task is to find the value of cos θξ, such that CDF(cos θξ) 
corresponds to ξ (Figure 5.1(a)). This can be accomplished by finding an index J for 
which [85] 
 1CDF CDF .J Jξ +< ≤   (5.10) 
Once index J is found, the sampled cos θξ can be estimated by a linear interpolation between 
the cos θJ and cos θJ+1 values corresponding to CDFJ and CDFJ+1: 
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  (5.11) 
The most computationally intensive part of the FLT sampling method is the process of 
finding index J. For a given value of ξ this can be accomplished by one of the well-known 
root-finding methods such as bisection or Newton-Raphson method. However, searching 
through a lookup table in this way is very time consuming and also depends on the size of 
the lookup table. 
To avoid the pitfalls of the FLT sampling method, we describe two alternative numerical 
approaches. 
5.2.3.2 (ILT) sampling method 
Zijp et al. have proposed an inverted lookup table (ILT) sampling method where the FLT 
(evenly spaced cos θj values and corresponding CDFj values) is transformed to an ILT by 
interpolation (cubic interpolation in our study) to obtain evenly spaced points of the CDFj 
values and corresponding cos θj values [106]. In this way, the index in the ILT can be 
computed directly from the drawn ξ without employing iterative root-finding methods, and 
independently of the lookup table size.  Subsequently, a linear interpolation can be used to 
refine the value of the sampled cos θξ (Figure 5.1(b)). 




Figure 5.1. An example of the CDF for the HG phase function. Drawn random number 
ξ and the sampled cos θξ are given in red. (a) The FLT (cos θj values and their 
corresponding CDFj values) is presented with blue circles. The values of cos θj in the 
FLT are evenly spaced. (b) The ILT (cos θj values and their corresponding CDFj values) 
is presented with red circles. The CDFj values in the ILT are evenly spaced. 
5.2.3.3 Non-linear lookup table (NLT) sampling method 
We propose an alternative to the ILT sampling method. The non-linear lookup table (NLT) 
is based on an approximate analytical model of the CDF that accounts for much of the 
information common to the phase functions of biological tissues (highly forward-peaked). 
The idea behind modeling the CDF is to transform the evenly spaced cos θj values from a 
FLT using the approximate analytical model and interpolate the obtained values over the 
exact CDF to get a set of cos θj* now representing the NLT. By drawing a random number 
ξ, the approximate model instantly yields the index for the evenly spaced cos θj. Since the 
transformation between the domains of cos θj and cos θj* is bijective, a final linear 
interpolation between the two domains yields the sampled cos θξ. The main benefit of the 
proposed methodology lies in the final linear interpolation that is accomplished between 
the domains of cos θj and cos θj*, which are linked almost linearly, especially if the 
approximate analytical model fits the CDF well. In contrast to the FLT and ILT sampling 
methods, where the linear interpolation is performed on the highly non-linear CDF, this 
should significantly improve the sampling accuracy with respect to the size of the lookup 
table. 
In the following we describe the proposed procedure. Firstly, we compute the FLT of 
evenly spaced cos θj values and their corresponding CDFj values. Next, we fit the selected 
approximate analytical model f (cos θ) to the CDF (Figure 5.2, red curve). It should be 
noted that the selected approximate CDF model f must be analytically invertible and well 
describe the variability of the employed phase function CDFs. For the purpose of this study, 
we have used the following model: 
 








  (5.12) 
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Given that the model f (cos θ) has to satisfy the following conditions to represent a CDF 
 ( 1) 0 and (1) 1,f f− = =   (5.13) 
only one free parameter remains in the model f. The value of the free parameter can be 
found by non-linear least squares minimization of the difference between the model f and 
the CDF. Once f is known, a NLT can be constructed. Each cos θj value in the FLT is 
transformed by the model f, see Figure 5.2(b). The obtained values are close but not equal 
to CDFj. By employing an inverse (cubic) interpolation with the aid of the FLT for each 
f (cos θj), the corresponding cos θj* can be obtained (red circles in Figure 5.2). The 
connection between the values of cos θj* and f (cos θj) now represents the NLT of the CDF.  
When a random number ξ is drawn (Figure 5.2(b) green diagram), it is first transformed by 
f -1(ξ) into the domain of evenly spaced cos θj, which instantly yields the index into the 
lookup table of cos θj* values. The cos θξ can then be obtained by a final linear interpolation, 
similar to the FLT and ILT sampling methods. There is one important distinction, however. 
The NLT sampling method does the final linear interpolation between the evenly spaced 
cos θj and cos θj* values. The bijection between the two is an identity function, if the model 
f ideally fits the CDF, which results in an error-free linear interpolation. If the fits are as 
presented in Figure 5.2, the bijection is close to identity function and the final linear 
interpolation should still work sufficiently well even with small lookup table sizes. 
 
Figure 5.2. (a) An example of CDF for the HG phase function. The NLT (cos θj* values 
and their corresponding CDFj = f (cos θj) values) is presented with red circles. The 
evenly spaced points of cos θj are presented with blue circles. Drawn random number ξ 
and the sampled cos θξ are given in green. (b) Construction of a NLT from evenly spaced 
cos θj. The NLT is presented in red. Green diagram highlights the sampling of cos θξ 
from a random number ξ. 
  
Chapter 5: Lookup table-based sampling of the phase function… 91 
 
 
5.3 Materials and methods 
5.3.1 Monte Carlo (MC) simulations 
In this study, an MC model (MCML) developed by Wang et al. [41] and implemented for 
CUDA by Alerstam et al. [42] was used. The code was modified to account for the source-
detector optical fiber probe geometry and to study the reflectance as a function of the SDS 
and numerical phase function sampling. The described setting was adopted since optical 
fibers probes are frequently used to collect the backscattered light from a turbid 
medium [1]. In the MC simulations, the optical fiber geometry was treated as a laterally 
uniform probe-tissue interface, which takes into account only the mismatch between the 
refractive indices of the turbid medium and optical fibers. The refractive index of the turbid 
medium was set to nm = 1.33, while the refractive index of the optical fibers was set to 
nfib = 1.45. The diameter of optical fibers was set to 200 μm and SDS values of 220, 440, 
660, 880, and 1100 μm were considered. The selected range of the SDSs should encompass 
the transition of the reflectance from the sub-diffusive to the diffusion regime [30]. The 
photon packets were launched uniformly over the source fiber opening and uniformly over 
the solid angle defined by the numerical aperture of the fiber (NA = 0.22). In order to take 
advantage of the entire area around the source fibers and thereby reduce the simulation 
noise, the detection scheme around the source fiber was divided into 5 µm concentric rings. 
The total weight of the detected photon packets at a particular SDS was then calculated in 
the post-processing step. Only the photon packets with the output direction within the 
acceptance cone of the detection fiber were considered (NA = 0.22). 
The MC simulations were conducted under the semi-infinite turbid medium geometry. In 
the simulations, all of the photon packets that drifted more than 0.8 cm laterally or axially 
from the central point of the source fiber, were terminated. This condition sped up the 
simulations considerably and was found consistent with the semi-infinite medium 
geometry. 
5.3.2 Phase functions utilized for evaluating the numerical 
sampling methods 
The most common observables used in the biomedical optics that arise from the phase 
function are the anisotropy factor g and the parameter γ. The latter is defined as 
γ = (1-g2)/(1-g), where g2 is the second Legendre moment of the phase function. We 
considered several different phase functions to evaluate the three numerical sampling 
methods across the biological variations of g and γ. The anisotropy factor g can be found 
to be as low as 0.4 [107] and can reach values of up to 0.98 [108] in the biological tissues. 
With respect to parameter γ, the values tend to lie between 1.1 and 2.3 [15,48,57]. As a 
result, we have utilized 15 phase functions listed in Table 5.1. 
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Table 5.1. Phase functions, the corresponding parameters and the resulting observables 
g and γ used in this study. 
Phase 
Function Phase Function Parameters g γ 
GK 
αGK = 0.5 
αGK = 0.82 
αGK = –0.13 
αGK = 5.8 
gGK = 0.4 
gGK = 0.94 
gGK = 0.93 










β = 0.90 
β = 0.99 
β = 0.97 
β = 0.96 
gHG = 0.77 
gHG = 0.98 
gHG = 0.72 










nmed = 1.33 
npar = 1.59 
λ = 633 nm 
d = 0.1 μm 
d = 1 μm 
d = 10 μm 










nmed = 1.352 
npar = 1.42 
λ = 633 nm 
di = [5nm – 30 μm] 
(5 nm steps) 
α = 4 
α = 4.5 








5.4.1 Influence of the numerical phase function sampling on the 
Monte Carlo (MC) simulated reflectance 
In order to study how the different numerical sampling methods and their corresponding 
lookup table sizes affect the MC modeling of light propagation in turbid media, we have 
simulated reflectance maps as a function of the absorption and reduced scattering 
coefficients at several SDSs. For this particular case, a Mie phase function for 10 μm 
polystyrene microspheres listed in Table 5.1 was used. Figure 5.3 presents the relative 
reflectance error (RRE) maps across different numerical sampling methods for an 
undersized lookup table comprising only 100 entries. The RRE maps were obtained by 
subtracting the ground truth reflectance map from the reflectance map computed by the 
undersized lookup table and subsequently dividing the difference by the ground truth 
reflectance map. Since analytical sampling from the Mie phase function is not possible, the 
ground truth reflectance map was obtained by the NLT sampling method utilizing an 
oversized lookup table of 5000 entries. Figure 5.3 shows that the distribution and extent of 
the RRE significantly depends on the numerical sampling method and also on the SDS. The 
FLT sampling method seems to perform well at shorter SDSs, while the ILT sampling 
method performs well at longer SDSs. The NLT sampling method seems to retain the 
smallest RRE across all the SDSs. For a small lookup table of 100 entries, the RRE can 
reach up to ±15 %. 




Figure 5.3. RRE maps as a function of the absorption and reduced scattering coefficients 
at three SDSs arising from an undersized lookup table employed by the numerical 
sampling methods (FLT, ILT and NLT). 
 
Figure 5.4. MC simulated reflectance spectrum of a turbid phantom comprising 5 μm 
polystyrene spheres computed by varying the lookup table (LUT) size. The phase 
function was sampled using the ILT sampling method. 
Figure 5.4 shows an example of MC simulated reflectance spectrum from 550 to 700 nm 
at SDS = 220 μm for a turbid phantom containing 5 μm monodisperse polystyrene 
microspheres with a wavelength independent absorption coefficient set to 0.1 cm-1. The 
concentration of the polystyrene microspheres was selected so that the reduced scattering 
coefficient at 633 nm amounted to 7.61 cm-1. Sampling from the Mie phase function was 
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accomplished with the ILT sampling method. The lobes in the spectrum are a consequence 
of the wavelength dependency of the Mie phase function of monodisperse spheres. In 
practice, the lobes are usually somewhat reduced due to the particle size variations. The 
effect of the lookup table size on the MC simulated reflectance spectrum is apparent. In this 
particular case, an undersized lookup table leads to an underestimated reflectance. 
5.4.2 Dependence of the relative reflectance error (RRE) on the 
lookup table size 
As shown in Section 5.4.1, the choice of the numerical sampling method and the underlying 
lookup table size significantly affect the accuracy of the MC simulations. Consequently, 
we have further investigated the performance of the numerical sampling methods and the 
influence of the lookup table size on the accuracy of the MC simulated reflectance. For this 
purpose, 5 x 5 reflectance maps as a function of the absorption and reduced scattering 
coefficients were computed for five SDSs and all the phase functions defined in Table 5.1. 
The absorption coefficient spanned values from 0 to 25 cm-1 and the reduced scattering 
coefficient from 5 to 60 cm-1. The reflectance maps were simulated for each numerical 
sampling method by progressively increasing the lookup table size from 25 in steps of 25 
until the maximum absolute RRE within the map fell under 2%. The ground truth 
reflectance map was obtained as described in Section 5.4.1, using the NLT sampling 
method with a lookup table size of 5000. 
Table 5.2. Minimum lookup table sizes of the numerical sampling methods (FLT, ILT 
and NLT) that guarantee maximum absolute RRE under 2% for all the utilized phase 
functions at all SDSs. 
Phase Function g γ FLT ILT NLT 
GK 
0.4 







    25 
  850 
    50 
    50 
    50 
1450 
    50 
  475 
  25 
350 
  25 
  50 
MHG 
0.7 







    50 
1475 
    50 
  300 
    75 
  750 
    25 
  150 
  50 
800 
  25 
175 
Mie 
    0.075 
  0.92 
  0.90 
  0.91 




    25 
  125 
  450 
  500 
    50 
  175 
  350 
  300 





  0.96 
  0.91 




  500 
  225 
  100 
  250 
  150 
    75 
300 
125 
  75 
Table 5.2 summarizes the lookup table sizes of the numerical sampling methods that were 
required to reduce the maximum absolute RRE under 2% at all SDSs. It can be observed 
that the required lookup table size varies dramatically across the employed phase functions. 
Large lookup tables are required for phase functions with a high anisotropy factor g, in 
particular for values exceeding 0.9. 
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The performance of the numerical sampling methods was further examined by employing 
the GK phase function with g = 0.98, for which the largest variation of the lookup table size 
was observed. Figure 5.5 presents the maximum absolute RRE as a function of the lookup 
table size for the FLT, ILT, and NLT numerical sampling methods. In addition, the 
maximum absolute RRE are calculated for each SDS (top row). The corresponding 
reconstructed GK phase function based on the lookup table size listed in Table 2 is 
presented in the middle row (blue line). The reconstruction was accomplished by uniformly 
drawing 108 random numbers from the interval [0,1] and then binning the computed cos θ 
in a histogram with 1000 bins. In order to overcome the influence of discretization and 
directly compare the reconstructed and the corresponding true phase function (orange line), 
the average value of the true phase function was computed within each bin. The relative 
error of the reconstructed phase function is shown in Figure 5.5 (bottom row). 
Two important observations can be made from Figure 5.5. Firstly, the maximum absolute 
RRE is notably dependent on the SDS regardless of the numerical sampling method. The 
FLT sampling method at a given lookup table size exhibits lower maximum absolute RRE 
for shorter SDSs. In contrast, the ILT sampling method performs better at longer SDSs. 
Unlike the FLT and ILT sampling methods, the NLT sampling method seems to perform 
well across all the SDSs. 
 
Figure 5.5. (top row) Maximum absolute RRE as a function of the lookup table size 
used by the numerical sampling methods (FLT, ILT and NLT). (middle row) 
Comparison between the reconstructed and the corresponding true GK phase function 
obtained by different numerical sampling methods using the lookup table sizes from 
Table 5.2. (bottom row) The relative errors of the reconstructed GK phase functions. 
Secondly, the maximum absolute RRE can be under 2% even though the reconstructed 
phase function exhibits relative errors of around ±20%. This observation suggests that the 
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phase functions do not have to be accurately modeled in the MC simulations, especially at 
large scattering angles, to yield a satisfactory reflectance prediction. 
 
Figure 5.6. The average simulation time required to compute a 5 x 5 reflectance map as 
a function of the lookup table size for each numerical sampling method (FLT, ILT and 
NLT). 
In terms of the simulation time, we compared the numerical sampling methods (FLT, ILT 
and NLT) for the GK phase function studied above. Figure 5.6 presents the average 
simulation time required to compute a 5 x 5 reflectance map normalized by the number of 
points in the map. Simulations were performed on a personal computer (operating system: 
Microsoft Windows 7 Enterprise, central processing unit: Intel® Core™ i7-4770 @ 3.40 
Ghz, memory: 16.00 GB RAM, graphics processing unit: Nvidia GeForce GTX 770). A 
twofold increase in the simulation time is observed for the FLT in comparison to the ILT 
and NLT sampling methods for a lookup table size larger than 250. For the ILT and NLT 
sampling methods, the difference is negligible for a lookup table size larger than 250, 
however, below this point the ILT sampling method seems to perform better. 
5.4.3 Dependence of the required lookup table size on the phase 
function anisotropy factor 
The most prominent dependence of the lookup table size required to keep the maximum 
absolute RRE under 2% is on the anisotropy factor of the phase function. This is further 
confirmed by Figure 5.7, which shows the RRE maps as a function of the anisotropy factor 
and reduced scattering coefficient for a MHG phase function with a constant γ of 1.8. The 
absorption coefficient was set to 2 cm-1 and the lookup table size used in all of the numerical 
sampling methods was set to 200. As the anisotropy factor increases, the RRE rises 
significantly and can exceed 50% for the FLT method, 25% for the ILT method and 10% 
for the NLT method. This means that a higher anisotropy factor requires a larger lookup 
table. 




Figure 5.7. RRE maps as a function of the anisotropy factor and reduced scattering 
coefficient at three SDSs arising from an undersized lookup table employed by the 
numerical sampling methods (FLT, ILT and NLT). 
Figure 5.8 depicts the dependence of the required lookup table size on the phase function 
anisotropy factor at different SDSs obtained for the three numerical sampling methods. It 
can be clearly observed that regardless of the SDS, the lookup table size significantly 
increases for anisotropy factors g beyond 0.8. Below this value, the required lookup table 
size is under 100 for all the numerical sampling methods and all the SDSs. We can also 
observe the difference between the FLT and ILT sampling methods. In particular, for short 
SDSs the largest lookup table is required by the ILT sampling method, while for longer 
SDSs the largest lookup table is clearly required by the FLT sampling method. 
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Figure 5.8. Minimum lookup table size required to keep the maximum absolute RRE 
computed by different numerical sampling methods (FLT, ILT and NLT) under 2% as 
a function of the anisotropy factor for three SDSs. 
5.5 Discussion 
Proper sampling of the scattering angle from a phase function is important when simulating 
light propagation in turbid media. For example, any errors arising from sampling of the 
scattering angle required at each scattering event in the MC simulations can directly 
influence the observable quantities such as reflectance. As shown in Figures 5.3 and 5.4, 
the RRE significantly depends on the numerical sampling method and underlying lookup 
table size. This suggests that special care should be taken when implementing the phase 
functions in the MC simulations, and moreover, include the information in research articles 
as this was not a common practice to date [16,27–30,48]. 
Especially concerning is the information presented in Figure 5.4, since turbid phantoms 
containing polystyrene microspheres are often used to calibrate MC simulated reflectance 
acquired with optical fiber probes [14,37]. As such, implementing proper sampling of the 
scattering angle from the phase function is also crucial for a good calibration that enables 
comparison between the MC simulations and measurements. 
Selection of an optimal lookup table size is especially important when performing the MC 
simulations on a GPU, where the amount of fast random access memory is limited. 
Moreover, constructing a large lookup table for phase functions such as the Mie phase 
function can be computationally intensive. This is especially true for the fractal Mie phase 
function that requires computation of many Mie phase functions corresponding to 
monodisperse particles that are integrated over the full range of the employed particle 
number density. 
We have investigated the performance of the numerical sampling methods in the MC 
simulations for various phase functions with different anisotropy factor g and parameter γ 
(Table 5.2). We have observed that the three numerical sampling methods require different 
sizes of the lookup tables for different phase functions. Furthermore, the results for the GK 
phase function in Figure 5.5 clearly show that the performance of the numerical sampling 
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methods also significantly depends on the SDS. The explanation for this observation can 
be directly related to the linear interpolation performed during the extraction of cos θ from 
the lookup table (Figures 5.1 and 5.2). The FLT sampling method has evenly spaced cos θ 
values in the lookup table, which implies that for a drawn random number, the CDF will 
be interpolated equally well for large and small scattering angles. In contrast, the ILT 
sampling method has evenly spaced CDF values and unevenly spaced corresponding cos θ 
values and thus interpolates the CDF better for small scattering angles. Due to the 
characteristic shape of the CDF for forward peaked phase functions, the uniformly 
distributed random numbers evaluate to unevenly spaced cos θ values, where the density 
of points increases towards the smaller scattering angles. However, according to 
Bodenschatz et al. [30], at short SDSs, photons that scatter at larger angles significantly 
contribute to the reflectance signal, thus making the corresponding part of the phase 
function important. Consequently, the FLT sampling method is observed to perform better 
for shorter SDSs. This fact is consistent with the observation in the bottom row of Figure 
5.5. In comparison to the FLT and NLT sampling methods, the ILT sampling method 
performs significantly worse at larger scattering angles where the density of cos θ values 
in the lookup table drops substantially. Consequently, the ILT sampling method has higher 
maximum absolute RRE at shorter SDSs. At longer SDSs, however, the probability of large 
angle scattering events drops and, due to the forward peaked shape of the phase function, 
the sampled scattering angles are mostly small. In this case, the ILT sampling method is 
expected to perform better. Since this cannot be observed from the bottom row of Figure 
5.5, we have calculated the average relative error within 50 bins of the reconstructed phase 
function histograms from Figure 5.5 that represent the contribution of small scattering 
angles (cos θ between 0.9 and 1). The obtained relative error as a function of the lookup 
table size is shown in Figure 5.9. The average relative error approaches zero faster for the 
ILT than the FLT sampling method. It should be noted that the best results for all of the 
SDSs shown in Figures 5.5 and 5.9 are obtained with the NLT sampling method. This is 
because the linear interpolation in the NLT sampling is accomplished between the indices 
that correspond to evenly spaced cos θ and close to evenly spaced cos θ* (see Section 
5.2.3.3 and Figure 5.2). The error of linear interpolation depends solely on the quality of 
the fit between the employed model f and the CDF. For a good fit, the relation between the 
evenly spaced cos θ and cos θ* is close to identity, yielding accurate sampling results for 
both small and large scattering angles. 
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Figure 5.9. The average relative error within 50 bins of the reconstructed phase function 
histograms from Figure 5.5 that represent the contribution of small scattering angles 
(cos θ between 0.9 and 1) as a function of the lookup table size for each numerical 
sampling method (FLT, ILT and NLT). 
In Figure 5.5 we have made another remarkable observation that high relative errors in the 
reconstructed phase functions do not necessarily lead to high RRE. This suggests that the 
phase functions can be implemented in the MC simulations with a low degree of accuracy 
and still yield satisfactory reflectance estimates. Especially notable is the example for the 
ILT sampling method that exhibits a ±20% error of the reconstructed phase function (large 
scattering angles) while the simulated reflectance at the shortest SDS still stays within 2% 
of the ground truth. This observation explains why simple phase functions such as HG can 
be successfully used in many experimental configurations, for which the phase function 
has a limited influence on the simulated reflectance. As a consequence, establishing a 
measure for the accuracy of reflectance simulation should be based on the reflectance itself 
(as performed in Figure 5.5) and not on the relative errors in the reconstructed phase 
function. Using the latter as a measure could lead to oversized lookup tables, occupying 
large chunks of memory and requiring long preparation times. 
To gain some insight on the computation efficiency of the numerical sampling methods, 
we have compared the simulation times required to complete a reflectance map. As 
expected, the simulation time required by the FLT sampling method is the longest and 
governed by the lookup table size. Since the FLT sampling method does not provide 
benefits in terms of lookup table size (Table 5.2), it should be the last choice in terms of 
MC simulations. The ILT and NLT sampling methods circumvent the use of costly iterative 
root-finding algorithm through the lookup table, and exhibit generally similar simulation 
times. However, for lookup tables of size below 250, the ILT sampling method seems to 
be the fastest. We believe that this is due to the additional computations of the inverse 
model f -1(ξ) performed by the NLT sampling method. For small lookup tables, the 
additional computation time becomes dominant over the memory access latency. However, 
for practical applications where the lookup table size usually exceeds 250 entries, the 
simulation times for ILT and NLT sampling methods converge. 
Finally, the anisotropy factor was proven to be the key observable of the phase functions 
that determines the lookup table size required for the maximum absolute RRE to drop under 
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2%. As expected, phase functions with higher anisotropy factor g (i.e., highly forward 
peaked) require larger lookup tables. For highly forward peaked phase functions, the CDF 
of the phase function is steep, thus making the linear interpolation in the numerical 
sampling methods increasingly difficult. Consequently, a large number of cos θ values and 
the corresponding CDF values is required to retain a certain level of accuracy. For phase 
functions with anisotropy factor below 0.8, a lookup table size of approximately 100 is 
sufficient. In accordance with the computational efficiency of the numerical sampling 
methods, our recommendation is to use the ILT sampling method for phase functions with 
anisotropy factors below 0.8. For phase functions with anisotropy factor above 0.8, we 
believe that both ILT and NLT sampling methods should work sufficiently well. However, 
for short SDSs, the NLT sampling method exhibits significantly smaller lookup table sizes 
(in this study shown for the GK phase function) and thus might be preferred over the ILT 
sampling method. 
5.6 Conclusion 
In this study we showed that numerical sampling from the phase function can significantly 
affect the MC simulated observables such as reflectance. Consequently, the resulting error 
of simulated reflectance can affect the calibration of MC simulations and thereby 
comparison with measured reflectance. By direct comparison of the FLT, ILT and NLT 
sampling methods, we found that their performance significantly depends on the phase 
function shape (anisotropy factor) and on the SDS when simulating reflectance acquired 
with optical fiber probes. Phase functions with a higher anisotropy factor require larger 
lookup tables. In terms of the SDS, at a common lookup table size, the FLT sampling 
method performs well at shorter SDSs, while the ILT sampling method performs well at 
longer SDSs. The NLT sampling method seems to perform sufficiently well at all the 
studied SDSs. Remarkably, a suitable lookup table size should be based on the quantity that 
is being simulated (e.g., reflectance) and not on the errors that are present in the phase 
function reconstructed from the lookup table. Since the phase function is sampled many 
times due to the multiple scattering events, the errors in the reconstructed phase function 
are generally not a good measure for the quality of the simulated quantity (e.g., reflectance). 
Our recommendations on numerical sampling from the phase function in MC simulations 
of light propagation in turbid media are the following. Firstly, a suitable lookup table size 
should be determined through a comparison of the simulated observable (e.g., reflectance) 
to the ground truth. As a first approximation for the suitable lookup table size, the 
anisotropy factor of the phase function should be considered. Afterwards, the preferred 
numerical sampling method should be selected according to the simulation time. If the 
lookup table size is less than approximately 250, the ILT sampling method should be used. 
For larger lookup tables, both the ILT and NLT sampling methods are acceptable, although 
for reflectance acquired close to the source (small SDSs), the NLT sampling method was 
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shown to sample the larger scattering angles more accurately than the ILT sampling 
method. 
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Abstract 
Estimation of optical properties from subdiffusive reflectance acquired at short source-
detector separations (SDSs) is challenging due to the sensitivity to the underlying scattering 
phase function. In recent studies, a second-order similarity parameter γ has been 
increasingly used alongside the absorption and reduced scattering coefficients to account 
for some of the phase function variability. By using Monte Carlo (MC) simulations, we 
show that the influence of the scattering phase function on the subdiffusive reflectance for 
the biologically relevant variations can be captured sufficiently well by considering γ and 
a third-order similarity parameter δ. Utilizing this knowledge, we construct an inverse 
Monte Carlo (IMC) model that estimates the absorption and reduced scattering coefficients, 
γ and δ from spatially resolved reflectance (SRR). Nearly an order of magnitude smaller 
errors of the estimated optical properties are obtained in comparison to the IMC model that 
only comprises γ. 
6.1 Introduction 
Reflectance acquired at SDSs smaller than the transport mean free path has been 
investigated in many recent studies [14–16,30]. At such SDSs (termed also as the 
subdiffusive regime), reflectance significantly depends on the shape of the scattering phase 
function [29,109]. The main advantage of the reflectance spectroscopy operating in the 
subdiffusive regime is the small sampling volume that allows superficial probing of the 
tissue ultrastructure and thus potentially enables assessment of the tissue changes on a 
cellular level. 
Since a large proportion of light that contributes to the subdiffusive reflectance is only 
weakly scattered, light propagation models that describe the reflectance have to take into 
account the shape of the scattering phase function. To accommodate this requirement, the 
stochastic MC method or other solutions of the radiative transfer equation are used, since 
they allow virtually any shape of the scattering phase function. While incorporating an 
arbitrary phase function into the light propagation model seems a straightforward task, the 
estimation of optical properties such as the absorption (μa) and reduced scattering (μs') 
coefficients is more complicated since the scattering phase function of the interrogated 
turbid medium is not known a priori. Moreover, the shape of the phase function cannot be 
estimated along the other optical properties since in practical settings the number of 
measurements and hence the number of unknowns in the IMC model is limited. In 
particular, when optical fiber probes are used, reflectance is acquired only at a few SDSs. 
At best, this would allow estimation of the same number of unknown parameters as the 
number of measurements. To overcome this limitation and to incorporate some information 
about the phase function in the IMC model, Bevilacqua et al. have proposed an additional 
similarity parameter γ = (1-g2)/(1-g1) to compensate for the variability of the phase 
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function [28]. Here, g1 and g2 stand for the first and the second Legendre moments of a 
scattering phase function. The first Legendre moment g1 is also known as the anisotropy 
factor. The similarity parameter γ follows from the concept of similarity relations discussed 
by Wyman et al. [47], which can be used to describe the reflectance by a reduced number 
of parameters. For example, the first similarity relation is the reduced scattering coefficient 
μs' = μs (1-g1), where μs is the scattering coefficient. It has been shown that extending a 
simple IMC model, which accounts only for the first order similarity relation and estimates 
μa and μs' [14], can be significantly improved by introducing the second-order similarity 
parameter γ [16,110]. However, Bevliacqua et al. already pointed out that the IMC model 
extended by γ is only valid for SDSs down to 0.5 mm [28]. Moreover, in our previous study, 
we have shown that using the extended IMC model to estimate μa, μs' and γ from SRR, 
leads to systematic errors in all the three parameters, if μs' is below ~15 cm-1. Since optical 
fiber probes frequently involve SDSs below 0.5 mm and biological tissues that exhibit μs' 
below ~15 cm-1, the extended IMC model has to be improved. Tian et al. [104] showed that 
reflectance at short SDSs (<2 mm) also depends on the third-order similarity parameter 
δ = (1-g3)/(1-g1). While the influence was presented, no attempt was made to estimate δ by 
an IMC model. 
In this study, we show that for short SDSs, γ indeed inadequately describes the influence 
of the scattering phase function on the reflectance and thus confirm the observation from 
Tian et al. We also show that the influence of different phase functions on the reflectance 
acquired at short SDSs can be captured through parameters γ and δ. By utilizing this 
knowledge, we construct an γδ-IMC model based on μa, μs', γ and δ, and demonstrate its 
superiority over the γ-IMC model that only accounts for μa, μs' and γ. 
6.2 Materials and methods 
For the purpose of this study, the light propagation was modeled by a modified and 
experimentally validated MC method [42,110]. MC simulations were conducted using a 
semi-infinite turbid medium (nm = 1.33) and an optical fiber probe source and detection 
geometry (nfib = 1.452). To calculate the SRR, the backscattered photons were collected at 
five SDSs (220, 440, 660, 880, and 1100 μm) by optical fibers with a diameter of 200 μm 
and NA = 0.22. At each simulation run, 108 photon packets were launched for a given μa, 
μs and scattering phase function. 
To show the influence of different scattering phase functions on the SRR at a constant μa 
and μs', we ran 225 simulations for a set of well-known and frequently used scattering phase 
functions (Gegenbauer kernel (GK), modified Henyey-Greenstein (MHG), Mie and Mie 
fractal) by varying their parameters to accommodate biologically relevant values of g1 and 
γ. The anisotropy factor g1 was varied between 0.4 and 0.98 and γ between 1.1 and 2.3. This 
resulted in δ values between 1.44 and 3.79. 
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For the IMC model, we adopted our previous approach from Naglič et al. [110]. Briefly, 
for the γ-IMC utilizing three free parameters μa, μs' and γ, a 3-dimensional lookup table was 
calculated. The μa-axis consisted of 35 equally spaced values from 0 to 12 cm-1, the μs'-axis 
of 50 equally spaced values between 5 and 35 cm-1 and the γ-axis of 10 equally spaced 
values between 1.99 and 2.31. The given extent of the 3-dimensional lookup table was 
selected in order to accommodate the optical properties of a turbid phantom on which the 
IMCs were validated (for details see the next paragraph). Similarly, the γδ-IMC utilizing 
four free parameters μa, μs', γ and δ, was based on a 4-dimensional lookup table calculated 
with the same range of the free parameters as the 3-dimensional lookup table. In addition, 
the δ-axis comprised 15 equally spaced values between 2.90 and 3.75. The MC simulations 
used to calculate the lookup table entries were based on the two-parametric GK scattering 
phase function. In the case of γ-IMC, the two phase function parameters were selected such 
that γ varied accordingly and g1 was held constant at 0.8. In contrast, g1 was not restricted 
for the γδ-IMC, in order to allow independent selection of γ and δ. In the IMC, the free 
parameters were optimized by a minimization of the cost function that sums squared 
differences of the measured and simulated logarithmic reflectance over the five SDSs used 
to acquire the SRR. To obtain an initial guess for the minimization, we performed an 
exhaustive search over all the lookup table entries. Subsequently, the minimization was 
performed by a linear interpolation of the reflectance values from within the lookup table. 
To evaluate the performance of the γ-IMC and γδ-IMC, we simulated experimental SRR of 
a turbid phantom comprising 0.51 µm polystyrene microspheres and a molecular absorber 
with an absorption peak at 630 nm. The scattering properties were calculated according to 
the Mie theory. The number density of the polystyrene microspheres was selected in a way 
that resulted in μs' between 9.2 and 16.3 cm-1 for the spectral range from 400 to 670 nm. In 
this way, the region (μs' below ~15 cm-1) exhibiting degraded performance of the γ-IMC 
could be analyzed. The μa of the turbid phantom spanned from 0 to 10.1 cm-1. 
6.3 Results and discussion 
Figure 6.1 presents the influence of different scattering phase functions (GK, MHG, Mie 
and Mie fractal) on the reflectance acquired at the SDS of 220 µm with μa set to 8.9 cm-1 
and μs' set to 11.1 cm-1. Examples (a) to (c) demonstrate the transitional effect of higher-
order similarity relations progressively reducing the reflectance variability. Figure 6.1(a) 
takes into account only the first similarity relation μs', which corresponds to the diffusion 
approximation and states that for a constant μa and μs' the reflectance should stay the same 
regardless of the underlying scattering phase function. The points are resolved along the x-
axis for easier visualization. It can be clearly observed that the first similarity relation fails 
to account for all of the scattering phase function variability, resulting in a very high relative 
root-mean-square (RMS) error of the reflectance from the mean reflectance value (21.4%). 
Figure 6.1(b) takes into account the second-order similarity parameter γ. As such, the 
reflectance should stay the same for a constant μa, μs' and γ. Reflectance has a clear 
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dependence on γ, which can be approximated by a simple polynomial. The relative RMS 
error of the reflectance from the reflectance polynomial fit now falls to 7.7%. Figure 6.1(c), 
in addition to γ, takes into account the third-order similarity parameter δ. By observing the 
reflectance points in a 3-dimensional space, they clearly follow a surface that is 
characterized by γ and δ, and can be approximated by a thin-plate smoothing spline. The 
relative RMS error of the reflectance from the surface fit now falls to a mere 1.7%. This 
suggests that reflectance at the SDS of 220 µm is adequately described by a constant μa, 
μs', γ and δ regardless of the change in the underlying scattering phase function. It also 
confirms the observation made by Tian et al., noting the influence of δ on the 
reflectance [104]. Based on these results, an extended IMC accommodating μa, μs', γ and δ 
should in principle ensure a good performance when used in analysis of reflectance 
acquired from biological tissues. Note that the variations of the scattering phase functions 
used in Figure 6.1 already accounted for the variations present in biological tissues. 
 
Figure 6.1. Reflectance points simulated for various phase functions (GK, MHG, Mie 
and Mie fractal phase functions; see the legend) at an SDS of 220 µm using a constant 
μa = 8.9 cm-1 and μs' = 11.1 cm-1. (a) Variability of reflectance points around the mean 
value, if only μa and μs' are taken into account. (b) Variability of reflectance points 
around a polynomial fit as a function of γ. (c) Variability of reflectance points around a 
surface fit as a function of γ and δ. 
Based on this knowledge, the γδ-IMC should perform better than the γ-IMC when applied 
to the simulated experimental SRR. Figure 6.2 shows the spectra of true and estimated 
μa(λ), μs'(λ) and γ(λ) obtained by the γ-IMC and γδ-IMC for the turbid phantom comprising 
0.51 µm microspheres and a molecular absorber. Here λ denotes the wavelength. The 
parameters estimated by the γδ-IMC clearly exhibit a better fit to the true data, while the 
parameters estimated by the γ-IMC show persistent systematic deviations. We have also 
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calculated absolute (and relative) RMS errors of the estimated parameters, which are 
presented in Table 6.1. Over the full spectral range, nearly an order of magnitude lower 
RMS errors were obtained by the γδ-IMC in comparison to the γ-IMC. 
Figure 6.3 shows individual relative errors of the estimated μa(λ), μs'(λ) and γ(λ), which 
further highlights the systematic errors introduced by the γ-IMC. In contrast, the relative 
errors obtained by the γδ-IMC exhibit negligible systematic deviations that are mostly a 
consequence of the stochastic noise present in the simulated experimental SSR of the turbid 
phantom. 
 
Figure 6.2. True and estimated values of μa, μs' and γ obtained by (a) the γ-IMC and (b) 
the γδ-IMC for the simulated SRR of the turbid phantom comprising 0.51 µm 
microspheres and a molecular absorber. 
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Table 6.1. Absolute (and relative) RMS errors of the estimated parameters by the γ-IMC 
and γδ-IMC. 
 RMS err μa RMS err μs' RMS err γ RMS err δ 
γ-IMC 0.40 cm-1 (18.7%) 0.89 cm-1 (7.7%) 0.13 (5.8%) - 
γδ-IMC 0.09 cm-1 (2.7%) 0.13 cm-1 (1.3%) 0.03 (1.1%) 0.11 (3.3%) 
 
Figure 6.3. The relative errors of (a) μa, (b) μs' and (c) γ as obtained by the γ-IMC (blue 
circles) and γδ-IMC (green circles) for the simulated experimental SRR of the turbid 
phantom comprising 0.51 µm microspheres and a molecular absorber. 
The systematic errors introduced by the γ-IMC are due to the fact that by using only γ in 
addition to μa and μs', the higher-order similarity parameters including δ are implicitly fixed. 
If the 3-dimensional lookup table is computed by utilizing a scattering phase function that 
has δ very different from the scattering phase function of the simulated experimental SRR, 
the free parameters (μa, μs' and γ) will attempt to compensate the difference in the SRR that 
arises from the difference in δ between the phase functions. Figure 6.4 shows that a 3-
dimensional lookup table used by the γ-IMC has a nearly linear relationship between γ and 
δ. Moreover, it is clear that in terms of γ and δ, the γ-IMC does not overlap with the γ and 
δ of the turbid phantom comprising 0.51 µm polystyrene microspheres. In contrast, the 
region covered by the 4-dimensional lookup table of the γδ-IMC is closer and partially 
overlaps with the γ and δ of the turbid phantom. Consequently, the γδ-IMC more accurately 
estimates the μa(λ), μs'(λ) and γ(λ), and also offers an estimate for the additional parameter 
δ(λ) that might provide novel insight into the turbid medium. 
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Figure 6.4. Regions of γ and δ that are covered by the 3-dimensional lookup table of the 
γ-IMC, 4-dimensional lookup table of the γδ-IMC, and the turbid phantom comprising 
0.51 µm microspheres. 
6.4 Conclusion 
We demonstrated that reflectance acquired at short SDSs can be adequately described for 
a wide range of phase functions, which exhibit g1 and γ within the biologically relevant 
range, by considering μa, μs', γ and δ. The additional similarity parameter δ was also shown 
to significantly improve the accuracy of the estimated optical properties by using an IMC 
model based on a 4-dimensional lookup table. In this study, for the first time, we report on 
an attempt to estimate the third-order similarity parameter δ in addition to μa, μs' and γ. 
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