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Abstract
Much dispute remains as concerns the origin of the metal-insulator transition in layered com-
pounds 1T -TaS2. Considering the disordered stacking of the atomic layers along the c-axis, we
map the low-temperature phase of the transition metal dichalcogenide into a one-dimensional
correlated system with the presence of disordered hopping integrals. To illustrate how the
electronic correlations compete with the oﬀ-diagonal disorder, we employ the real-space dy-
namical mean-ﬁeld theory to treat interactions and disorder on equal footing. We ﬁnd that the
Mott gap survives the strong oﬀ-diagonal disorder, which rules out the possibility of a metallic
phase introduced by the disordered hoping integrals. Moreover, the lattice-size scaling of the
generalized inverse participation ratio demonstrates that all electronic states are Anderson lo-
calized when the eﬀect of disorder is being considered, and thus the optical conductivity shows
insulating behavior for the bulk 1T -TaS2 compounds.
Keywords: Metal-insulator transition, Correlated system, Oﬀ-diagonal disorder, Dynamical mean-ﬁeld
theory
1 Introduction
1T -TaS2 belongs to the transition-metal dichalcogenides, and has been studied for about
four decades [1]. The quasi-two dimensional 1T -TaS2 exhibits a so-called ’Star-of-David’ cluster
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with only one signiﬁcant electron, which is localized to the center [2]. Recently, the rich phase
diagram of 1T -TaS2, including the charge density wave (CDW) [3] and superconducting phase
[2] ect., has attracted signiﬁcant attentions. In the bulk 1T -TaS2, a single sheet of tantalum
atoms is sandwiched between two sheets of sulfur atoms, and the sulfur atoms between the
adjacent sandwiched-layers are bonded by van der Waals forces [1]. As a result, it was found
that the layers of tantalum and sulfur atoms are usually staked disorderly along the c-axis [4].
The eﬀect of disorder in bulk 1T -TaS2 has so far remained a mystery. Because the single
layer 1T -TaS2 is believed to be a Mott insulator, there is necessarily an insulator to metal transi-
tion if the compounds undergo a structure transition from the single-layered to the layer-stacking
1T -TaS2 [5]. Recently, a hypotheses was proposed that there is an unexpected disorder-driven
Mott insulator to metal transition in the layered 1T -TaS2 [6]. However, Anderson theorem
demonstrates that all electronic states in the Anderson tight-binding model are localized for
arbitrary weak disorder in the lower-dimensional systems [7]. Therefore, it is doubtful whether
this disorder-driven transition is reasonable or not when both the interactions and disorder are
presented.
To understand the origin of the insulator to metal transition in bulk 1T -TaS2, we study the
interplay between disorder and interactions by using the real-space dynamical mean-ﬁeld theory
[8]. We map the low-temperature distorted 1T -TaS2 into a one-dimensional correlated system
with the oﬀ-diagonal disorder. It is well know that the repulsive interactions between electronics
could open a Mott gap at Fermi level, leading to the Mott metal-insulator transition (MIT)
[9, 10]. To illustrate how the electronic correlation aﬀects the behavior of the Anderson localized
electronic states in 1T -TaS2, we also perform the lattice-size scaling of the generalized inverse
participation ratio (GIPR), which can help us to see the delocalization eﬀect and distinguish the
extended and Anderson localized states clearly. In addition, for the convenience of comparison,
we also apply the kernel polynomial method (KPM) [11] to study the tight-binding model
with the presence of the oﬀ-diagonal disorder only. We discuss the characteristics of optical
conductivity in 1T -TaS2 as well.
2 Model and Methodology
We describe the low-temperature distorted 1T -TaS2 by a one-dimensional Anderson-
Hubbard model (AHM) with both onsite interactions and disorder hoping integrals. The model
Hamiltonian of AHM is expressed as
H = −
∑
〈ij〉σ
(t+ t′ij)(c
†
iσcjσ +H.c.)− μ
∑
iσ
c†iσciσ + U
∑
i
ni↑ni↓. (1)
Here c†iσ(ciσ) creates (annihilates) an electron of spin σ at site i, and niσ = c
†
iσcjσ is the number
operator of electron at site i with spin σ. t represents the nearest-neighbor (NN) hopping
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integral between Ta atoms, t′ij denotes the NN oﬀ-diagonal disorder with a box distribution
within the range of [−W ′2 ,−W
′
2 ], and W
′ is the disorder strength. U represent the on-site
interactions, and we set the chemical potential μ = U2 for the conditions of half ﬁlling.
Here we employ the real-space dynamical mean-ﬁled theory [8] to study the competition
between the correlations and disorder in 1T -TaS2. In the dynamical mean-ﬁeld theory [10], the
lattice model is mapped onto a single-site impurity model. As a result, the spatial ﬂuctuation is
completely neglected. To present the spatial ﬂuctuation of disorder, we extend the one impurity
model into an lattice impurity model, and calculate the matrix of Green functions within the
dynamical mean-ﬁeld approach self-consistently. Therefore, the disorder and interactions could
be treated on equal footing, and our method is especially suitable for the study of lower-
dimensional systems.
We introduce a N -dimensional matrix to express the Green’s function of the Hamiltonian
of Eq. (1) with N sites,
G(ω) = [ωI − (T ′)− Σ(ω)]−1, (2)
where I is an identity matrix, and Σ(ω) represents the matrix of self-energy with only diagonal
elements. T ′ denotes the hoping matrix with matrix elements T ′ij = tij + t
′
ij , where tij = −t for
NN sites i and j and tij = 0 otherwise. In this paper, we use Hubbard-I (HI) approximation as
a solver, and the self-energy could be approximated as,
ΣHIi (ω) = U
ni
2
+
U2 ni2 (1− ni2 )
ω − U(1− ni2 )
, (3)
where ni ≡< nˆi > is self-consistently determined for each site. The HI approximation is the
simplest improvement over Hatree-Fock approximation that generates both upper and lower
Hubbard bands. In the ﬁrst step, we calculate G(ω) by using equation (2). Then we deﬁne a
Weiss mean ﬁeld G0i (ω) = [Gii(ω)−1+Σi(ω)]−1 on each site i. In the next step, we calculate the
full Green’s function Gi(ω) of the lattice impurity model. Thus we can get a new self-energy is
by Σnewi (ω) = G0i (ω)−1 − Gi(ω)−1, so the iteration cycle is restarted. In this paper, the results
of disordered systems have been averaged over 300-400 samples and mostly for N = 360 sites.
For the conditions without interactions, we use the KPM method to calculate the spectral
quantities and optical conductivity of very large lattice. The KPM approach is feasible to a
sparse matrix with dimensions large as 109 as well, and thus it is very useful in the study of
large lattices. Within this method, any signiﬁcative quantity in physics can be expanded with
the two sets of Chebyshev polynomials, then the calculation is simpliﬁed as to calculate the
expansion coeﬃcients. The Green’s function can be expressed as
Gij(ω + iη) =< ci↑|Gˆ(ω + iη)|c†j↑ >=< ci↑|
1
ω + iη −H |c
†
j↑ > . (4)
According to the relation 1ω±iη = P (
1
ω ) ∓ iπδ(ω), we obtain the imaginary part of Green’s
function by ImGij(ω+ iη) = −π < ci↑|δ(ω−H)|c†j↑ >. The Chebyshev polynomials constitute
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an orthogonal system that any smooth and continuous function f(x) within interval [-1,1] can
be expanded, and the Green function can be expanded as
ImGij(ω˜ + iη) = − 2√
1− ω˜2Σ
M−1
n=0 gnan(i, j)Tn(ω˜), (5)
with the coeﬃcients
an =
∫ 1
−1
ImGij(ω˜ + iη)Tn(ω)dω =
< ci↑|Tn(H˜)|c†j↑ >
1 + δ0,n
, (6)
and the damping factor gn is introduced to damp out Gibbs oscillation. Tn(x) = cos[n arccos(x)]
is the ﬁrst kind Chebyshev polynomials, which are deﬁned within [−1, 1]. We take a linear
transformation to the Hamiltonian and energy: H˜ = H−ba , E˜ =
E−b
a to ﬁt physical quantities
into the interval [−1, 1]. The scaling factor a = Emax−Emin2− and b = Emax+Emin2 ,  is a small cut-oﬀ
to avoid exceeds the boundaries of [−1, 1]. Then by iterative calculation the physical quantities
can be get according to the Chebyshev expansion. We employ KPM solve the one-dimensional
chain for N = 10000 sites and 30 samples.
3 Results and Discussion
To ﬁnd out whether there is a disorder-driven insulator to metal transition in 1T -TaS2,
we ﬁrstly present the cooperative eﬀect of onsite interactions and disorder on the density of
states (DOS), as shown in Figure 1. The DOS is obtained by ρ(ω) =
∑
i ρ(ri,ω)
N , where the
local DOS is extracted from the Green’s function ρ(ri, ω) = − 1π ImGii(ω). In Figures 1(a), we
ﬁnd that the oﬀ-diagonal disorder introduces an anomaly in DOS at Fermi level, which is in
agreement with the previous prediction[12, 13]. The anomaly peak is gradually increased with
the increase of disorder strength W ′, at the same time, the peaks on the edge of the band drop
down. In Figure 1(b), we show the evolution of DOS with the increasing disorder strength W ′
when U = 2. The most important of the results is the ﬁnding of the Mott gap which survives
the oﬀ-diagonal disorder. As a result, no matter how strong the disorder is, onsite interactions
always open a Mott gap at Fermi level, leading to Mott insulating phase.
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Figure 1: Density of states of one-dimensional Anderson-Hubbard model as a function of the
disorder strength W ′ for the cases U = 0 (a) and U = 2 (b). (c) Eﬀect of the onsite interactions
U on the density of states when W ′ = 1.5. The lattice size is N = 360, and the considered
disorder conﬁgurations are Ns = 300. Energies are in units of t = 1.
To get a whole picture of the phase diagram of the AHM, we also ﬁx the disorder strength
as W ′ = 1.5, and study the evolution of DOS with interactions U . We ﬁnd that there is a
transition from a single band to a gapped upper and lower Hubbard band because a soft pseudo-
gap at very weak interactions is found to become a hard Mott gap for strong interactions, as
shown in Figure 1(c). We also ﬁnd that, at about the middle of the sub-band, there appears
a secondary peak, which grows higher with the increasing W ′. Moreover, this peak develops
with U and always locates in the middle of the sub-band. Because the focus of this study
is about the metal-insulator transition, we will not discuss this phenomena in details. To
determine whether a phase transition occurs, we need to ﬁnd out whether the electronic states
are localized or extended, especial the states close to the Fermi level.
To distinguish the localized state with the extended one, we need to do lattice-size scaling
of GIPR, which is deﬁned as,
I2(ω,N) =
∑N
i=1 ρ(ri, ω)
2
[
∑N
i=1 ρ(ri, ω)]
2
. (7)
The GIPR is proposed on the basis of inverse participation ratio(IPR) [14, 15, 16], which can
be used to distinguish the extended and localized states in the following manners:
lim
N→∞
I2(ω,N)
⎧⎨
⎩
= 0 extended state
> 0 localized state
(8)
In Figure 2, we show the results of the lattice-size scaling of GIPR. We only ﬁnd extended
states when W ′=U=0. When the eﬀect of the oﬀ-diagonal disorder is taken into account, all
electronic states are found to be localized as shown in Figure 2(b). Therefore, the critical point
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of one-dimensional AHM should be at Uc=0 and Wc = 0. Because the Mott gap survives the
strong oﬀ-diagonal disorder, Mott physics takes a leader part in 1T -TaS2. Besides, in Figure
2(c), we ﬁnd that the localization length of electronic state ξloc =
1√
limL→∞ I2(ω)
takes the
smallest value at the location of secondary peak, indicating that delocalization eﬀect is also
important at band center.
Figure 2: Lattice-size scaling of the generalized inverse participation ratio for diﬀerent electronic
states: (a) ω=0 for the case with U = 0 and W ′ = 0, (b) ω = 0 for the cases with U = 0
and W ′ =0.5, 1 and 1.5, respectively. The inset shows the detailed image near the origin of
coordinates. The intercept is positive , although quite small, suggesting a localized state.(c)
ω=0.5, 1, 1.5 and 2 for the case with U = 2 and W ′ = 1.5. Energies are in units of t = 1.
Here we study the temperature dependence of the resistance, which can present the insu-
lating behavior of 1T -TaS2 directly. The optical conductivity is obtained by
σ(ω) =
1
Ns
∑
m
σm(ω) =
1
Ns
∑
m
1
ω
∫ ∞
−∞
dω′
2π
ρm(ω
′)ρm(ω′ + ω)[nf (ω′)− nf (ω′ + ω)], (9)
where ρm(ω) represents the DOS of the m-th disorder conﬁguration, and Ns is the total number
of the disorder samples that we have studied. nf (ω) = [1+exp(−ω/kT )]−1 is the Fermi function.
We calculate the resistance as 1σ(ω=0) , and our results are shown in Figure 3. It is obvious that
the temperature dependence of resistance show clearly the behaviors of insulating phase when
U > 0, which is in good agreement with the predictions of the lattice-size scaling of the GIPR.
Note that although the data for U = 0 sharply drop when the temperature is extreme small, it
still shows the insulating behavior in the range of T > 0.1. The anomaly is from the inaccuracy
of Eq.(9). That is, our calculations are reasonable for all cases with both interactions and
oﬀ-diagonal disorder, except for the non-interacting cases with U = 0.
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Figure 3: The temperature dependence of the resistance for the cases with various U . The
disorder strength is W ′ = 1 and energies are in units of t = 1.
4 Conclusion
We study the cooperative eﬀect of the onsite interactions and the randomly-staked-layer
introduced disorder in 1T -TaS2 compound. The real-space dynamical mean-ﬁeld theory em-
ployed in this study can treat disorder and interactions on equal footing. We do not ﬁnd the
so-called disorder-driven insulator to metal transition because the Mott gap is found to survive
strong oﬀ-diagonal disorder. Our study demonstrates that Mott physics takes a leader part in
1T -TaS2, while Anderson localization can be introduced by the disordered hopping integrals.
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