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Questo saggio analizza il NAIRU utilizzando un VAR cointe-
grato e dati che riferiscono al mercato del lavoro italiano. In questo
saggio si mostrerà perché un VAR cointegrato rappresenta un ap-
proccio statisticamente adeguato alla stima del NAIRU, cioè un
modo efficace di superare i diversi problemi connessi all’approccio
strutturale standard. In particolare il saggio si propone di valutare
se uno shift permanente nella composizione settoriale dell’occu-
pazione nell’industria italiana (allo scopo di misurare la variazione
settoriale della domanda di lavoro è stato usato l’indice di disper-
sione riferito all’occupazione sviluppato da Neumann e Topel [34])
ha effetti sulla disoccupazione.
I risultati di questo saggio indicano che lo shift settoriale per-
manente dell’occupazione ha un effetto sulla disoccupazione sia nel
lungo che nel breve periodo. Un altro risultato interessante è che
l’effetto della riallocazione settoriale sul tasso di disoccupazione si
manifesta solo con un certo ritardo. [Cod. JEL: C32; C51; E24]
1. - Introduzione
Questo saggio si occupa della stima dei modelli che si riferi-
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la fine del testo.scono al NAIRU (Non Accelerating Inflation Rate of Unemploy-
ment). Lo scopo di questo saggio è duplice:
1) analizzare se uno shift permanente dell’occupazione, tra i
settori dell’industria italiana, influenza la disoccupazione. La mag-
gior parte della variazione della disoccupazione potrebbe essere
spiegata da uno shock settoriale, piuttosto che aggregato, e ciò
avrebbe notevoli implicazioni di policy. Quando lo shift settoriale
dell’occupazione è alto ci sono alcuni settori in crescita ed altri
in recessione. Gli shift dell’occupazione possono determinare au-
menti almeno temporanei della disoccupazione se coloro che per-
dono il lavoro nei settori in contrazione impiegano molto tempo
per cercarne uno nuovo nei settori in espansione, o se il merca-
to del lavoro mostra rigidità sostanziali (v., tra gli altri Lilien [26];
Abraham e Katz [1]). Queste distorsioni allocative possono esse-
re il risultato della rigidità del mercato del lavoro, e cioè delle im-
perfezioni di mercato, di alti costi di aggiustamento e di una no-
tevole rigidità del salario;
2) capire se lo shift settoriale dell’occupazione influenza il tas-
so di disoccupazione naturale (TND). Poiché il concetto di NAI-
RU si riferisce ad una soluzione di equilibrio, è necessario verifi-
care se la dispersione settoriale dell’occupazione è temporanea o,
al contrario, dura nel tempo, poiché in questo caso il TND sa-
rebbe influenzato dalla riallocazione dell’occupazione tra i setto-
ri.
L’economia Italiana è un buon esempio della cosiddetta Eu-
rosclerosi mostrando grande rigidità nel mercato del lavoro, ed è
particolarmente adatta per questo tipo di analisi.
Come sarà mostrato in questo saggio lo shift settoriale gioca
un ruolo rilevante nello spiegare la persistenza della disoccupa-
zione nell’economia italiana, anche se l’effetto negativo del mi-
smatch sulla disoccupazione opera solo con un certo ritardo. Le
conclusioni di quest’articolo confermano, anche se solo parzial-
mente, quelle di Chiarini e Piselli [10].
Questo lavoro utilizza lo stesso indice di dispersione dell’oc-
cupazione di Neumann e Topel [34] inserendolo in un modello
VECM allo scopo di verificare se gli shift settoriali permanenti del-
l’occupazione hanno un effetto sulla disoccupazione e sui salari.
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ni e Piselli [10]:
a) campione di riferimento: il campione utilizzato è diverso
sia dal punto di vista temporale (1975:1-1993:3 contro 1984:1-
1997) e soprattutto dal punto di vista qualitativo in quanto i da-
ti utilizzati nel nostro articolo, a differenza di quelli utilizzati in
Chiarini e Piselli [10], appartengono alla nuova contabilità nazio-
nale, che è stata revisionata secondo i nuovi standard di contabi-
lità europei SEC95;
b) set di variabili: le variabili utilizzate sono diverse in quan-
to Chiarini e Piselli [10] utilizzano una variabile proxy delle ore
lavorate nel settore industriale (ore lavorate nelle imprese con più
di 500 occupati) che nel nostro lavoro non è considerata. Questa
variabile potrebbe essere la determinante principale della diver-
sità di risultati dal punto di vista econometrico di cui si fa cen-
no nel punto seguente;
c) risultati: i risultati a cui giungono i due lavori sono al-
quanto diversi dal punto di vista econometrico - gli autori citati
trovano 2 vettori di cointegrazione mentre come si vedrà in se-
guito nel nostro lavoro verrà identificata una sola relazione di
cointegrazione, anche se dal punto di vista delle implicazione eco-
nomiche i risultati si avvicinano.
L’articolo è organizzato nel seguente modo: il paragrafo 2 de-
scrive brevemente alcuni modelli del NAIRU e discute perché que-
sti modelli forniscono delle stime poco affidabili (Manning [32],
Bean [2] e Westaway [45]).
Il paragrafo 3 si occupa dell’indice di dispersione dell’occu-
pazione, costruito nel modo proposto da Neumann e Topel [34] e
utilizzato in Chiarini e Piselli [10]. In questo paragrafo questa va-
riabile di shift settoriale è definita utilizzando dati sull’occupa-
zione per il settore industriale italiano.
Il paragrafo 4 si riferisce alle strutture econometriche utilizza-
te nella stima ed offre una descrizione dei dati facendo uso di serie
trimestrali che si riferiscono al mercato del lavoro italiano per il pe-
riodo 1984:1 - 1997:4. Il paragrafo discute anche come dovrebbe es-
sere considerato il NAIRU nell’ambito di un VAR cointegrato. Que-
sto paragrafo continua riportando i risultati dell’analisi di cointe-
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glianza di Johansen. In particolare è stato identificato lo spazio di
cointegrazione testando un insieme di restrizioni sovra-identifican-
ti, suggerite dalla teoria, sui vettori di cointegrazione non-ristretti.
Il paragrafo 5 fa uso delle informazioni del lungo periodo per
costruire un modello strutturale di breve periodo utilizzando un
VECM con incluse le differenze prime delle variabili non-stazio-
narie.
Il paragrafo 6 riporta i risultati della impulse response analy-
sis per rendere chiara la differenza tra il comportamento di bre-
ve e di lungo periodo delle variabili.
Il paragrafo 7 si propone di fornire delle considerazioni con-
clusive.
2. - Il NAIRU: l’approccio “libro di testo” e il problema di
identificazione
Esistono due approcci principali per la stima del NAIRU: l’ap-
proccio strutturale e quello statistico. I metodi strutturali riguar-
dano la specificazione della relazioni che sovraintendono alla de-
terminazione dei salari e dei prezzi (o in qualche caso della do-
manda di lavoro) che di solito sono basate su una teoria di rife-
rimento riguardo al comportamento degli agenti economici. Il
NAIRU, poi, è derivato da queste relazioni, con il livello della di-
soccupazione di equilibrio di stato -stazionario che sarà necessa-
riamente compatibile con dei prezzi e dei salari stabili.
Al contrario, i metodi statistici o diretti
1 postulano l’esisten-
za di un tasso di disoccupazione di equilibrio ma non tentano di
specificare il comportamento di fondo degli agenti economici. In-
vece, il NAIRU è derivato dalla previsione del suo stesso compor-
tamento basata sull’osservazione della relazione tra disoccupazio-
ne ed inflazione. (Westaway [45]).
Quest’articolo segue l’approccio strutturale alla stima del NAI-
RU e si riferisce all’approccio della teoria della contrattazione nei
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1 v. ELMESKOV J. [14] e OECD [35] per un esempio di questo tipo di approccio.mercati non perfettamente concorrenziali la cui popolarità si de-
ve a Layard, Nickell e Jackman [25]. Tale modello è conosciuto
come “battaglia dei mark-up”, ed è anche denominato approccio
“libro di testo”. In una versione stilizzata del modello “battaglia
dei  mark-up” la disoccupazione si muove per equilibrare le ri-
chieste dei datori di lavoro (il salario reale “fattibile”) e quelle dei
lavoratori (il salario reale contrattato).
Quest’articolo assume un punto di vista critico nei confronti
di questo approccio strutturale da “libro di testo”. A dispetto del-
l’enorme letteratura (v. tra gli altri Gordon [18] [19], Sawyer [40])
che fa uso del modello “battaglia dei mark-up” per stimare il NAI-
RU, quest’approccio ha molti aspetti che possono essere criticati.
La letteratura ha messo in evidenza che nell’ambito di quest’ap-
proccio al NAIRU l’equazione dei salari non è identificata
2 (v. tra
gli altri Manning [32], Bean [2] e Westaway [45]).
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2 Lo stesso problema di identificazione sussiste quando si stima il NAIRU con
un modello della curva di Phillips, come mostrato da CHIARINI B.- PISELLI P. [11].
GRAF. 1
LE IMPLICAZIONI DELLA MANCANZA DI IDENTIFICAZIONE





tasso di disoccupazioneIl grafico 1 mostra le implicazioni della mancanza di identi-
ficazione della curva della determinazione dei salari. L’approccio
“libro di testo” tende a stimare versioni della curva dei salari con
differente inclinazione che si intersecano tutte con la curva dei
prezzi nello stesso punto. Nelle applicazioni empiriche l’identifi-
cazione è raggiunta imponendo delle zero-restrictions arbitrarie o
specificando una dinamica ad-hoc. Questo tipo di identificazione
è fortemente ingannevole poiché la forma ridotta del modello non
è stimata esplicitamente. Ciò che sembra realmente sbagliato in
questi modelli è il fatto che la forma ridotta stimata non è valida
anche se, di solito, appare molto sensata
3. Piuttosto che dalla for-
ma ridotta statistica, questi modelli standard derivano il NAIRU
dalle forme strutturali stimate. L’evidenza empirica basata su que-
ste soluzioni è seriamente mispecificata e le implicazioni di po-
licy sbagliate. Seguendo gli articoli fondamentali di Spanos [41],
[42] e [43], sosteniamo che questo tipo di approccio tende ad im-
porre delle restrizioni guidate dalla teoria con poca (se alcuna) at-
tenzione alle proprietà statistiche del modello
4.
Quest’articolo si prefigge lo scopo di mostrare come gli svi-
luppi della tecnica di cointegrazione nell’ambito della metodolo-
gia VAR possono rappresentare un modo efficiente per superare i
problemi dell’approccio “libro di testo”.
Il paragrafo 4, nel seguito, tratterà quest’argomento.
3. - La misura della dispersione dell’occupazione
Il grafico 2 mostra l’evoluzione della quota di occupati nei 10
settori industriali secondo la classificazione ISTAT (tav. 1) per il
periodo 1982:1-1999:4.
Il grafico 2 mostra dei distinti trend nelle quote, e rende evi-
dente il processo di riallocazione intervenuto nella composizione
dell’occupazione nel periodo di riferimento del campione. I setto-
ri che più sono stati interessati dalla riallocazione sono i prodot-
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3 Poiché i segni appaiono corretti e i coefficienti sembrano essere significati-
vi utilizzando l’inferenza standard.
4 v. anche CHIARINI B. - PISELLI B. [11].Il NAIRU: la stima e l’effetto della riallocazione settoriale etc. 75
TAV.1
I 10 SETTORI INDUSTRIALI ITALIANI
SECONDO LA CLASSIFICAZIONE ISTAT*
energia: prodotti energetici
alim: prodotti alimentari, bevande e tabacco
tessile: tessile, abbigliamento, cuoio e calzature
legno: legno, carta, gomma e altri
chimica: industrie chimiche
non met: minerali non metalliferi
metalli: metalli e prodotti in metallo
mecc: industrie meccaniche
trasp: mezzi di trasporto
costr: costruzioni
* L’etichetta è la stessa di quella riportata nel grafico 2
GRAF.2
LE QUOTE SETTORIALI DI OCCUPAZIONE NEI 10 SETTORI
INDUSTRIALI ITALIANI SECONDO LA CLASSIFICAZIONE ISTAT
(1982:1-1999:4)ti energetici, minerali non metalliferi, meccanica, prodotti chimi-
ci, costruzioni e prodotti alimentari, bevande e tabacchi. Come af-
fermato in precedenza la variazione della disoccupazione potreb-
be essere spiegata da uno shock settoriale. Inoltre gli squilibri set-
toriali permanenti potrebbero influenzare il tasso di disoccupa-
zione naturale.
Una verifica empirica delle precedenti affermazioni richiede
una variabile che misuri la dispersione settoriale dell’occupazio-
ne. A partire da Lilien [26] molti autori hanno proposto una mi-
sura per lo shift della domanda di lavoro. La deviazione standard
ponderata dell’occupazione tra i settori di Lilien è stata la misu-
ra dello shift più diffusamente utilizzata negli anni ‘80. Abraham
e Katz [1], poi, hanno mostrato che è importante decomporre gli
effetti temporanei da quelli permanenti nell’ambito della rialloca-
zione dell’occupazione. Essi sostengono che il ciclo economico
non è neutrale tra i diversi mercati ed in alcuni settori la riallo-
cazione dell’occupazione invece di rappresentare la conseguenza
di una variazione permanente della domanda di lavoro, potrebbe
essere generata da effetti ciclici.
La critica di Abraham e Katz ha ispirato il lavoro di Neu-
mann e Topel [34] che mostra un modo efficace di decomporre
la variabilità delle quote di occupati in due componenti: una che
considera la variazione permanente nella domanda di lavoro in-
ter-settoriale (effetti permanenti) ed un’ altra che ha lo scopo di
cogliere le variazioni dovute a cicli locali e altri eventi impreve-
dibili (effetti temporanei).
Nell’analisi empirica che segue sarà utilizzata una variabile
che misura lo shift permanente dell’occupazione che è stata deri-
vata sulla base delle indicazioni di Neumann e Topel [34]
5 e di
Chiarini e Piselli [10]
6 che hanno utilizzato una variabile simile
per il periodo 1975:1-1993:3. Il paragrafo 1 dell’appendice presenta
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5 NEUMANN G.R. - TOPEL R.H. [34] hanno sviluppato l’indice che poi hanno uti-
lizzato come proxy della dispersione geografica dell’occupazione tra i vari stati de-
gli Stati Uniti. Inoltre lo stesso indice è utilizzato anche in RISMANN E.R. [38] in
un modello della curva di Phillips.
6 Gli autori citati hanno ripreso l’indice di NEUMANN G.R. - TOPEL R.H. [34]
utilizzandolo per misurare la dispersione dell’occupazione tra i settori dell’indu-
stria italiana.una spiegazione dettagliata di come l’indice di dispersione è sta-
to costruito. Il seguente grafico 3 mostra la variabile di disper-
sione dell’occupazione, disp, ed il tasso di disoccupazione per il
periodo 1984:1-1997:4.
Una caratteristica interessante sembra venir fuori da un sem-
plice confronto tra i grafici delle due serie: quando la dispersio-
ne dell’occupazione cresce, il tasso di disoccupazione, con un cer-
to ritardo, tende a crescere più rapidamente. Questo comporta-
mento è chiaro intorno al 1985 quando l’indice di dispersione del-
l’occupazione raggiunge un picco ed il tasso di disoccupazione ini-
zia a crescere più velocemente.
Poi, l’indice di shift è abbastanza alto per tutto il periodo 1990-
1995 ed anche il tasso di disoccupazione mostra una forte cre-
scita, anche se inizia ad aumentare solo dopo il 1992. Infine va-
le la pena notare che quando la misura dello shift dell’occupazio-
ne è bassa o, comunque, diminuisce, il tasso di disoccupazione è
abbastanza stabile come si può vedere dal grafico 3 nel periodo
1987-1989 o dopo il 1995.
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GRAF.3
LA VARIABILE DI SHIFT SETTORIALE DELL’OCCUPAZIONE
ED IL TASSO DI DISOCCUPAZIONE
(1984:1-1997:4)4. - Analisi di cointegrazione
7
4.1 Il campione di riferimento
Le serie a disposizione sono trimestrali, destagionalizzate e
coprono il periodo 1984:1:1997:4. Il sistema comprende 5 varia-
bili stocastiche [wp, u, pq, pr, disp], rispettivamente, salario reale
ai prezzi al consumo, tasso di disoccupazione standardizzato
OECD, cuneo dei prezzi (prezzi al consumo meno prezzi alla pro-
duzione), produttività del lavoro (valore aggiunto/unità di lavoro)
e la variabile di shift settoriale definita in precedenza
8. Tutte le
variabili sono serie storiche non-stazionarie I(1)
9 espresse in lo-
garitmi, tranne il tasso di disoccupazione, u, e l’indice di disper-
sione, disp, e si riferiscono al settore industriale italiano
10.
4.2 Criteri e test diagnostici: ordine dei ritardi e forza descrittiva
del modello
L’ordine dei ritardi del VAR è stato selezionato sulla base del-
l’analisi congiunta dei criteri (tav. 2) e dei test diagnostici (tav. 3).
L’Akaike Information Criterion (AIC) depone per un ordine
k=3 (anche se il valore per k=2 è molto vicino a quello per k=3),
mentre lo Schwarz Bayesian Criterion (SBC) suggerisce un ordi-
ne 1. Il test LR corretto per i gradi di libertà rigetta l’ipotesi di
k=6 sia contro quella k=1 che contro quella k=3. Questi risultati
devono essere integrati con l’analisi dei test diagnostici. I test del-
la tavola 5 per un VAR(3) sembrano affermare la presenza di re-
sidui white noise se si eccettua qualche problema di autocorrela-
zione nei residui dell’equazione dell’indice di dispersione. Inoltre
i test diagnostici del VAR(3) sono migliori di quelli per il VAR(2)
78 Vincenzo Di Maro
7 Per le stime è stato utilizzato PC Fiml 9 (DOORNICK J. - HENDRY D.F. [13]).
8 Il paragrafo 2 dell’appendice riporta una descrizione più dettagliata delle va-
riabili. 
9 Il paragrafo 3 dell’appendice riporta i risultati dei test di stazionarietà. 
10 In particolare le variabili si riferiscono al settore denominato, secondo la
classificazione ISTAT, “industria in senso stretto” che non comprende i prodotti
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TAV.2
CRITERI PER LA SELEZIONE DELL’ORDINE DEL VAR
ordine LL AIC SBC LR test adjusted LR test
6 768,9045 613,9045 465,7227 —— ——
5 730,9960 600,9960 476,7145 CHSQ( 25)= 75,8170 [0,000] 28,8105 [0,272]
4 683,9179 578,9179 478,5367 CHSQ( 50)=169,9733 [0,000] 64,5899 [0,080]
3 661,8414 581,8414 505,3605 CHSQ( 75)=214,1262 [0,000] 81,3680 [0,288]
2 636,6915 581,6915 529,1109 CHSQ(100)=264,4261 [0,000] 100,4819 [0,468]
1 592,2659 562,2659 533,5855 CHSQ(125)=353,2773 [0,000] 134,2454 [0,270]
0 313,7126 308,7126 303,9325 CHSQ(150)=910,3839 [0,000] 45,945 [0,000]
TAV.3
TEST DIAGNOSTICI PER IL VAR(3)
(1984:1-1997:4)
lwp : AR 1- 4 F (4,30) = 1,7954 [0,1558]
u : AR 1- 4 F (4,30) = 1,0897 [0,3794]
lpq : AR 1- 4 F (4,30) = 1,4927 [0,2293]
lpr : AR 1- 4 F (4,30) = 0,20391 [0,9342]
disp : AR 1- 4 F (4,30) = 6,5874 [0,0006] **
lwp : normality Chi^2(2) = 1,8965 [0,3874]
u : normality Chi^2(2) = 0,12023 [0,9417]
lpq : normality Chi^2(2) = 0,80306 [0,6693]
lpr : normality Chi^2(2) = 2,3027 [0,3162]
disp : normality Chi^2(2) = 0,71756 [0,6985]
lwp : Arch 4 F(4,26) = 0,056634 [0,9937]
u : Arch 4 F(4,26) = 0,045778 [0,9958]
lpq : Arch 4 F(4,26) = 0,43503 [0,7821]
lpr : Arch 4 F(4,26) = 0,46969 [0,7574]
disp : Arch 4 F(4,26) = 0,28937 [0,8822]
lwp : HET F(30,3) = 0,10418 [0,9999]
u : HET F(30,3) = 0,22266 [0,9898]
lpq : HET F(30,3) = 0,075625 [1,0000]
lpr : HET F(30,3) = 0,072627 [1,0000]
disp : HET F(30,3) = 0,13719 [0,9992]
vector AR 1-4 F(100, 53) = 1,3596 [0,1098]
vector normality Chi^2(10) = 5,2515 [0,8738]
vector HET Chi^2(450) = 459,02 [0,3742]
testing for vector error autocorrelation from lags 4 to 4
Chi^2(25) = 51,185 [0,0015] ** F-form(25,94) = 1,5668 [0,0637]
lwp for error autocorrelation from lags 4 to 4
Chi^2(1) = 3,151 [0,0759] F-form(1,33) = 2,0859 [0,1581]
u for error autocorrelation from lags 4 to 4
Chi^2(1) = 4,5806 [0,0323] * F-form(1,33) = 3,1219 [0,0865]
lpq for error autocorrelation from lags 4 to 4
Chi^2(1) = 0,065803 [0,7975] F-form(1,33) = 0,041023 [0,8407]
lpr for error autocorrelation from lags 4 to 4
Chi^2(1) = 0,64187 [0,4230] F-form(1,33) = 0,40455 [0,5291]
disp for error autocorrelation from lags 4 to 4
Chi^2(1) = 0,26398 [0,6074] F-form(1,33) = 0,16519 [0,6870]
** = non rifiuta l’ipotesi nulla al 5%
** = non rifiuta l’ipotesi nulla all’1%(non presentati). I test recursivi (1-step residuals +/- 2*SE e il
Break-point Chow-test), presentati nel grafico 4, depongono a fa-
vore di una buona capacità descrittiva e una sufficiente stabilità
del modello.
Per ottenere residui white noise si è reso necessario aumen-
tare il VAR con tre variabili dummy:  d92q12 (1992:1-1992:2=1),
d91q1 (1991:1=1) e d98q3 (1998:3=1). Le ultime 2 variabili (d91q1
e d98q3) tengono conto di un outlier, rispettivamente, nei residui
del cuneo dei prezzi ed in quelli dell’indice di dispersione mentre
la dummy d92q12 tenta di cogliere il notevole balzo del tasso di
disoccupazione intorno al 1992. Vale la pena sottolineare che il
1992 mostra problemi sia da un punto di vista statistico che eco-
nomico. L’Eurostat ha cambiato la sua metodologia di rilevazio-
ne dell’occupazione proprio nel 1992 e, inoltre, il 1992 è stato uno
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GRAF.4
1-STEP RESIDUAL +/- 2*SE E
BREAK-POINT CHOW TEST DEL VAR(3)dei periodi più travagliati dell’economia italiana nell’ultimo de-
cennio
11.
4.3 Il modello statistico
I criteri ed i test diagnostici del sotto-paragrafo precedente
permettono di concludere che un modello VAR con 3 ritardi rap-
presenta una buona approssimazione dei dati. Avendo a disposi-
zione variabili I(1) è molto utile riformulare il modello applican-
do la cosiddetta “trasformazione di cointegrazione” così da avere
un modello nella forma a correzione dell’errore:
(1) ∆xt = Γ1∆xt-1 + Γ2∆xt-2 + Πxt-3 + ψDt + µt
dove Γ1 = – (I-A1), Γ2 = – (I-A1-I-A2), Ai è una matrice (nxn) e il
vettore Dt rappresenta un insieme di variabili non stocastiche co-
me dummies o variabili debolmente esogene.
Dal teorema di rappresentazione di Granger
12 deriva che se il
rango della matrice Π è uguale r<n, allora esisterà una rappre-
sentazione di Π tale che Π=αβ dove  αβ, sono entrambe matrici
nxr (Johansen [23]).
I coefficienti della matrice α rappresentano la velocità di ag-
giustamento al disequilibrio, mentre β, anche chiamata “matrice
di cointegrazione”, è la matrice dei coefficienti di lungo periodo
tale che il termine βXt-3 nella (1) rappresenta fino a (n-1) relazio-
ni di cointegrazione. (v., tra gli altri Harris [21], Hendry [22], Fa-
vero [17], Doornik e Hendry [13] e Hamilton [20]).
Il problema di individuare il numero e la forma dei vettori di
cointegrazione può essere risolto applicando la reduced rank re-
gression di Johansen, che è una tecnica diffusamente utilizzata per
selezionare il rango di Π (e così il numero di vettori di cointe-
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11 Nell’estate del 1992 la Banca d’Italia ha bruciato quasi tutte le sue riserve
valutarie per difendere la lira italiana da un attacco speculativo. Nel settembre del
1992 la Banca d’Italia ha interrotto la difesa della moneta e l’Italia è passata ad
un sistema di cambio flessibile (SIGNORINI L.F. -VISCO I. [44]).
12 v. ENGLE R.F. - GRANGER C.W.J. [15] e JOHANSEN S. [23]grazione) e fornire stime ML delle matrici α e β. Quest’ultima tec-
nica verrà applicata nel sotto-paragrafo 4.5 nella quale verrà ef-
fettuata l’analisi di cointegrazione.
4.4 Il NAIRU nell’ambito di un modello VAR cointegrato
Nel paragrafo 2 abbiamo discusso alcuni dei problemi che af-
fliggono l’approccio strutturale alla stima del NAIRU. In partico-
lare l’approccio “libro di testo” non dà la giusta attenzione al pro-
blema della non-identificazione dell’equazione dei salari e alle pro-
prietà statistiche del modello (Westaway [45], Manning [32], Bean
[2] e Chiarini e Piselli [11]).
Spanos [41], [42] e [43] ha mostrato che il modello “batta-
glia dei mark-up” non può essere considerato statisticamente ade-
guato. L’approccio “libro di testo” considera la struttura proba-
bilistica dei dati come qualcosa da aggiungere a posteriori al
modello e specifica il modello statistico semplicemente «...aggiun-
gendo un termine di errore alle relazioni teoriche». Spanos
sostiene che la struttura dei dati dovrebbe essere considerata già
quando si specifica il modello statistico e, perciò, nell’ambito
dell’approccio “libro di testo” non c’è spazio per tenere conto
dell’adeguatezza statistica. Chiarini e Piselli [11], seguendo le
indicazioni di Spanos, hanno messo in risalto che questi modelli
standard definiscono una forma dedotta, piuttosto che una forma
statistica ridotta, derivando il NAIRU dalle forme strutturali sti-
mate. Anche se le stime delle equazioni strutturali sembrano sen-
sate dal punto di vista della bontà del fit, dei t-ratio dei regres-
sori, della correlazione dei residui e del segno atteso dei coeffi-
cienti, la loro forma ridotta implicita è spesso non valida per-
ché non mostra delle proprietà white noise
13, ed è risaputo che
le proprietà della forma ridotta sono fondamentali per la consi-
stenza della forma strutturale.
82 Vincenzo Di Maro
13 CHIARINI B. - PISELLI P. [11] propongono un esempio analizzando il com-
portamento empirico della determinazione dei salari e dei prezzi in Italia per il
periodo 1975:1-1993:4. Un VAR cointegrato può essere un modo efficiente per specifica-
re un modello con proprietà statistiche adeguate. La struttura proba-
bilistica dei dati diventa un punto centrale nell’ambito di un VAR
cointegrato e il modello statistico sarà specificato solo se le assunzio-
ni probabilistiche non sono rigettate dai dati (Hendry [22] e Favero
[17]). I dati assumono un ruolo che non è secondario rispetto a quel-
lo della teoria. Il modello statistico, all’interno di quest’approccio,
rappresenta un riassunto efficace delle informazioni campionarie
che, nello stesso tempo, considera il modello teorico. (Spanos [42]).
I modelli del NAIRU, come la “battaglia dei mark-up”, do-
vrebbero essere integrati in una struttura per specificare relazio-
ne multivariate. In questo conteso, il modello empirico ha biso-
gno di due distinte caratteristiche: deve catturare le relazioni di
equilibrio tra le variabili e deve catturare l’aggiustamento verso
l’equilibrio dopo uno shock. Cosi, noi dovremmo esaminare le con-
dizioni per la stabilità e la stazionarietà del modello e mostrare
come la presenza di variabili non-stazionarie è potenzialmente uti-
le nel fornire informazioni sulle relazioni di lungo periodo.
Usando un VAR cointegrato per stimare lo spazio di cointe-
grazione, cioè lo spazio nel quale le relazioni stazionarie si esten-
dono
14, un set ragionevole di restrizioni fondate sulla teoria do-
vrebbe essere in grado di individuare un equazione dei salari dal
lato delle imprese e una dal lato dei sindacati. Nel modello “bat-
taglia dei mark-up” la disoccupazione varia in modo da equilibrare
il salario reale bargained (sindacato) e quello feasible (impresa).
La domanda rilevante, a questo punto, è la seguente: dopo i
suoi movimenti per assicurare l’equilibrio tra salario reale delle
imprese e quello dei sindacati, la disoccupazione tornerà ogni vol-
ta allo stesso livello, e cioè al suo livello naturale? O, in altre pa-
role, il NAIRU è un punto singolo e fisso dello spazio di cointe-
grazione?
Rispondere a questa domanda non è semplice. Comunque, at-
tingendo al concetto di spazio stazionario (cointegrato), è possi-
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14 Lo spazio di cointegrazione rappresenta l’insieme di tutte le possibili com-
binazioni lineari tra i vettori di cointegrazione non-ristretti. L’unico modo di iden-
tificare relazioni univoche è di imporre opportune restrizioni ai vettori non-ri-
stretti.bile ricorrere ad un utile spiegazione di tipo geometrico. Per esem-
pio, Chiarini e Piselli [11] sostengono che le stime del NAIRU che
utilizzano i modelli standard in forma ridotta, o del tipo curva di
Phillips, sono ingannevoli poiché il tasso naturale di disoccupa-
zione non può essere considerato come un punto fisso, come nei
modelli tradizionali del NAIRU, che richiede l’assunzione ceteris
paribus per i tutti i dati considerati. In un modello semplificato
di sole 3 variabili e 2 vettori di cointegrazione, il NAIRU deve es-
sere considerato come un linea retta, definita dall’ortogonalità del-
le due relazioni stazionarie.
Da un punto di vista geometrico più rigoroso il NAIRU è de-
finito come l’insieme attrattore, cioè come il complemento orto-
gonale di β, scritto come β⊥ (graf. 5). β è la matrice di cointegra-
zione, le cui r colonne sono gli r vettori di cointegrazione e il com-
plemento ortogonale di β è definito come la matrice [nx(n-r)] β⊥
tale che β′ β⊥ = 0. Nei modelli reali, con n variabili e r vettori di
cointegrazione, il NAIRU deve essere considerato come un iper-
piano di dimensione n-r. All’interno di un VAR cointegrato, uno
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β1⊥shock in una variabile implica uno shock in tutte le variabili nel
lungo periodo e così l’assunzione ceteris paribus non è verificata.
L’unico modo di analizzare le relazioni economiche in questo con-
testo rimane l’analisi della risposta agli impulsi (impulse response
analysis), che sarà effettuata nel paragrafo 6. Se il NAIRU è ana-
lizzato in un ambito multivariato, quindi, specificare un singolo
valore per esso non ha senso.
4.5 La reduced rank regression di Johansen
L’applicazione della reduced rank regression di Johansen e i te-
st di cointegrazione forniscono i risultati riportatati nella tavola
4, dove Max e Trace sono, rispettivamente, il Max eigenvalues e la
Trace statistics nella versione standard ed in quella corretta per i
gradi di libertà (Max^ e Trace^).





0,510605 0,397133 0,270864 0,223992 0,165959
Ho:rank=p Max using T-nm 95% Trace using T-nm 95%
p == 0 37,87** 27,15 34,4 104,5** 74,92 76,1
p <= 1 26,82 19,23 28,1 66,62** 47,77 53,1
p <= 2 16,74 12 22,0 39,8** 28,54 34,9
p <= 3 13,44 9,637 15,7 23,06** 16,53 20,0
p <= 4 9,618 6,896 9,2 9,618** 6,896 9,2
autovettori beta/standardizzati
lwp u lpq lpr disp constant trend
1,0000 0,021531 0,48839 –1,0251 –0,0069453 0,60454 0,0017509
121,87 1,0000 128,55 –9,2104 –10,910 597,36 –0,67599
0,69914 0,015608 1,0000 –0,39300 0,069711 1,8739 –0,0038503
1,1047 –0,026567 –0,58767 1,0000 –0,054941 9,9006 –0,0036223
12,020 0,62023 –18,534 –1,6242 1,0000 43,305 0,035317
** = non rifiuta l’ipotesi nulla al 5%.Il Max eigenvalue suggerisce la presenza di un solo vettore di
cointegrazione mentre la Trace statistics seleziona ben 5 relazio-
ni stazionarie. Non bisognerebbe essere sorpresi da questi risul-
tati divergenti, in quanto i valori critici dei test vanno considera-
ti come semplicemente indicativi poiché la presenza della com-
ponente deterministica Dt influenza la distribuzione asintotica dei
test.
In questo caso c’è bisogno di ulteriori informazioni, come
sottolineato da Juselius [24], che dovrebbero essere cercate ana-
lizzando la grandezza degli autovalori e le radici della matrice
associata
15 del modello VAR così come i grafici degli autovetto-
ri. In primo luogo il primo autovalore nella tavola 4 è abba-
stanza alto (0,5106) mentre il secondo è già alquanto basso
(0,3971).
Dal grafico che mostra i primi due autovettori (graf. 6) si può
vedere che il secondo vettore non sembra essere stazionario, e si
noti il grosso intervallo in cui il vettore fluttua (+5, -2,5).
Le radici della matrice associata (sono in numero di n*k=15)
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15 La matrice associata del modello VAR si riferisce alla matrice A dell’equa-
zione (1). È interessante analizzare le radici della matrice associata in quanto que-
ste forniscono utili informazioni sulla stabilità del sistema. Se tutte la radici han-
no un modulo all’interno del cerchio unitario allora tutte le variabili sono I(1).






lwp 0,12411 –0,0014037 –0,27240 –0,028016 –0,0039689
u 2,8183 –0,0067621 4,6708 0,32737 –0,15964
lpq 0,29730 –0,0018186 0,10495 0,075423 0,0027409
lpr 0,73246 –0,00092115 0,073468 –0,11650 0,0014080
disp 0,41849 0,0058612 –0,55182 0,33119 –0,0052317sono tutte all’interno del cerchio unitario e le quattro più grandi
hanno come modulo un valore molto vicino a 1 (0,9868 0,9868,
0,9097, 0,9097) mentre la quinta (0,8073) sembra abbastanza lon-
tana da 1. Nonostante alcune difficoltà interpretative
16, vale la pe-
na analizzare i risultati del test ADF (augmented Dickey-Fuller)
(Dickey - Fuller [12]) condotto sui primi due autovettori. L’ADF
afferma la stazionarietà del primo autovettore mentre fornisce po-
che indicazioni sul secondo. In ogni caso ciò conferma la sem-
plice ispezione grafica da cui emerge la non stazionarietà del se-
condo vettore di cointegrazione.
Tutte le informazioni precedenti supportano la scelta di un
solo vettore di cointegrazione e di n-r=4 trend stocastici comu-
ni.
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16 I valori critici da utilizzare per i test condotti su variabili generate, come i
vettori di cointegrazione, dovrebbero essere in teoria diversi da quelli utilizzati per
l’inferenza su serie storiche. Nel caso di variabili generate, quindi, i test perdono
affidabilità.
GRAF.6
I PRIMI DUE AUTOVETTORI4.6 Identificazione del vettore di cointegrazione
Considerando un unico vettore di cointegrazione è sufficien-
te normalizzare per una delle variabili per raggiungere l’identifi-
cazione. Se il vettore è normalizzato per il salario reale (wp=1), il
vettore esattamente-identificato è rappresentato dall’equazione (2),
dove in parentesi sono riportati i t-values.
(2) wp=–0,02 u–0,48 pq+1,025 pr+0,0069 disp –0,60 INT –0,00179trend
(4,87)      (2,31)       (5,39)          (0,33)           (0,72)           (1,38)
Oltre a questa relazione esattamente identificata sono state
testate diverse strutture suggerite dalla teoria: per esempio, la
cointegrazione tra la disoccupazione e l’indice di dispersione è
stata rigettata da un test LR [Chi^2(3)=16,005 (0,0011)**] così
come lo è stata la cointegrazione tra salario reale e indice di di-
spersione [Chi^2(3)=14,086 (0,0028) **]. Imponendo la restrizio-
ne sovra-identificante (wp=pr) è stato individuato il seguente vet-
tore di cointegrazione ristretto che è compreso nello spazio di
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TAV.5
TEST ADF SUI PRIMI DUE AUTOVETTORI
(1984:1-1997:4)










* = non rifiuta l’ipotesi nulla al 5%.cointegrazione come conferma il test LR [Chi^2(1)=0,0057668
(0,9395)].
(3) wp=pr–0,0211196u–0,49360pq+0,00777disp–0,71541INT–0,00159trend
(6,59)           (2,43)          (0,42)            (12,05)           (1,79)
Così nel lungo periodo la disoccupazione cointegra con il sa-
lario reale, la produttività, il cuneo dei prezzi e l’indice di di-
spersione. L’indice di dispersione dell’occupazione, disp, entra nel
vettore di cointegrazione con un coefficiente basso (0,00777) che
è anche non significativo
17 (t-ratio 0,42), anche se il segno è cor-
retto
18. In realtà non ha molto senso interpretare i coefficienti dei
vettori di cointegrazione come parametri strutturali
19 e, a questo
riguardo, Lutkepohl [28] [29] ha mostrato perché interpretare i
coefficienti come delle elasticità non è corretto. Comunque il bas-
so coefficiente dell’indice di dispersione potrebbe anche significa-
re che il mismatch, determinato dalla riallocazione settoriale, non
influenza il salario reale nel lungo periodo.
A questo punto dovrebbe essere chiaro che le proprietà di
lungo periodo del sistema non sono sufficienti per avere una
comprensione chiara delle relazioni tra le variabili. Quello che
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17 La variabile disp, seppur non significativa nel vettore di cointegrazione, ha
un ruolo non trascurabile nel sistema di breve periodo, da ciò la scelta di conti-
nuare a modellarla. Si noti che nel lavoro di CHIARINI B. - PISELLI P. [10] la va-
riabile disp entra in modo significativo nel primo vettore di cointegrazione. Que-
sto risultato divergente è un ulteriore conferma delle differenti caratteristiche eco-
nometriche del modello stimato in CHIARINI B. - PISELLI P. [10] rispetto al nostro,
che si spiegano sia con la diversa fonte dei dati (nuova contabilità nazionale nel
nostro lavoro) sia con il fatto di non considerare una variabile “ambigua” come
le ore lavorate nelle imprese con più di 500 occupati (e non in tutto il settore in-
dustriale), utilizzata nel lavoro citato.
18 Il segno positivo dell’indice di dispersione è coerente con i risultati di CHIA-
RINI B. - PISELLI P. [10]. Essi hanno trovato, però, due vettori di cointegrazione per
il periodo 1975:1-1993:1. Una possibile determinante di questo diverso risultato
potrebbe essere il differente set di variabili utilizzato in CHIARINI B. - PISELLI P.
[10] che comprende anche una variabile proxy delle ore lavorate nel settore indu-
striale.
19 Se le variabili sono in logaritmi si potrebbero considerare i coefficienti dei
vettori come elasticità. LUTKEPOHL H. [30] ha dimostrato che ciò è corretto solo se
si suppone che quando una variabile si muove le altre rimangono costanti. Que-
st’ultima è chiaramente un assunzione irreale nell’ambito di un modello simulta-
neo mentre, citando le parole di Lutkepohl, «.. gli economisti vorrebbero cono-
scere cosa accade nel mondo reale».serve ora è la modellizzazione della struttura di breve periodo
del modello. Quest’ultimo è l’argomento trattato nel prossimo pa-
ragrafo.
5. - La struttura di breve periodo
5.1 Dalle conclusioni del lungo periodo alla struttura di breve pe-
riodo
La relazione stazionaria individuata nella sezione precedente
rappresenta un termine a correzione dell’errore. È possibile, ades-
so, riformulare il modello VAR utilizzando le differenze prime del-
le variabili ed includendo in modo esplicito il termine a corre-
zione dell’errore, ECM. Così il VECM, che include le informazio-
ni di lungo e di breve periodo, diventa:
(4) ∆xt = Γ1∆xt-1 + Γ2∆xt-2 + αECMt-3 + ΨDt + µt
dove ∆xt = [∆wp, ∆u, ∆pq, ∆pr, ∆disp], ECM rappresenta il mecca-
nismo a correzione dell’errore e Dt include un intercetta e 3 va-
riabili dummy (d2q12, d91q1, d97q2).
Dalla stima OLS (i risultati non sono presentati ma possono
essere forniti su richiesta) del modello (4), emerge che c’è una cer-
ta correlazione tra i residui delle diverse equazioni. In particola-
re viene fuori la simultaneità tra l’equazione della produttività e
quella del salario reale e tra la stessa produttività ed il cuneo dei
prezzi. La procedura FIML, o Full Information Maximum Like-
lihood, (v., tra gli altri, Harris [21] ed Hendry [22]) è stata utiliz-
zata per stimare una versione parsimoniosa del VECM che può
essere ottenuta eliminando i regressori non significativi.
Il modello simultaneo strutturale è presentato nella tavola 6
dove ci sono anche i test diagnostici multivariati che suggerisco-
no che il modello ha dei residui white noise, che si distribuisco-
no normalmente, mentre il test univariato per l’autocorrelazione
dei residui dell’equazione della disoccupazione mostra qualche
problema [AR 1-4 F(4,32)=3,303 (0,0225)*].
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TAV.6
MODELLO STRUTTURALE DI BREVE PERIODO FIML
(1984:1-1997:4)
valori del test t di significatività t in parentesi
∆wp=–0,0086458∆ut-2–0,24901–∆pqt-2–0,05963∆prt-1–0,031332∆dispt-1+
(1,60)               (2,21)                (0,75)               (4,27)
+0,0028189INT–0,071483ECMt-1+0,021622d91q1
(2,02)               (1,01)                 (2,70)
∆u= 3,780∆wpt-2–0,45376∆ut-1–1,0556∆dispt-1+1,2343∆dispt-2+
(1,05)           (3,39)              (1,16)               (1,41)
+2,6540ECMt-1–0,22290d92q12
(1,82)              (1,63)
∆pq=0,38914∆wpt-1–0,19838∆wpt-2–0,0083045∆ut-2–0,42248∆pqt-2+
(2,91)               (1,44)                (1,49)            (4,21)
+0,22955ECMt-1+0,0043650INT–0,026606d91q1–0,017353d97q2
(3,41)                (3,30)                (3,48)               (2,20)
∆pr=0,24997∆wpt-1–0,16390∆wpt-2–0,57773∆prt-1+0,072085∆dispt-2+
(1,22)           (0,81)              (4,44)               (2,10)
+0,51557ECMt-1–0,0041062INT
(4,55)              (2,02)
∆disp=0,046180∆ut-2–0,51108∆pqt-1+0,94075∆prt-2 + 1,0006∆dispt-1+
(2,51)                (1,57)                (3,77)               (8,48)
–0,39071∆dispt-2+0,71935ECMt-1+0,072805d91q1–0,06418d97q2
(3,33)                (3,21)                (2,72)               (2,37)
matrice delle correlazioni dei residui
dlwp du dlpq dlpr ddisp
dlwp –1,033
du 0,120 1,033
dlpq –0,083 –0,004 1,033
dlpr 0,270 0,100 0,250 1,33
ddisp –0,033 0,049 0,070 –0,33 1
test diagnostici vettoriali
vector AR 1-4 F(100, 102) = 1,0609 [0,3833]
vector normality Chi^2(10) = 12,516 [0,2520]
vector Xi^2 F(375, 103) = 0,58946 [0,9998]Inoltre il test LR delle restrizioni sovra-identificanti indica che
il modello strutturale comprende in maniera parsimoniosa il
VECM [Chi^2(35)=16,4379 (0,9968)]. Come si può notare dalla ta-
vola 6 la matrice delle correlazioni dei residui non è completa-
mente diagonale ed, in particolare, ci sono problemi per i residui
della produttività. Questa circostanza influenzerà risultati della
impulse response analysis, effettuata nel paragrafo 6. I test recur-
sivi, 1-step residuals e Break-point Chow test (non presentati) af-
fermano, infine, una buona stabilità del modello.
5.2 Caratteristiche principali del modello stimato
I risultati del modello strutturale offrono diverse questioni me-
ritevoli di discussione. In particolare vale la pena discutere i pun-
ti seguenti:
a) la variazione ritardata della disoccupazione entra in modo
significativo nell’equazione della disoccupazione stessa. Questo
sembra indicare la presenza della persistenza della disoccupazio-
ne, e così del fenomeno dell’isteresi (v., tra gli altri Blanchard -
Summers [4], Lindbeck - Snower [27] e Blanchard [3]);
b) c’è la possibilità di un wage gap (wp-pr) nel breve periodo
in quanto la variazione della produttività non ha un effetto signi-
ficativo sul salario reale. Quindi se la crescita della produttività
rallenta, il salario reale dovrebbe rimanere stabile determinando
un wage gap, come l’Italia ha sperimentato
20 negli anni ‘80;
c) la variazione ritardata dell’indice di dispersione dell’occu-
pazione entra nell’equazione della disoccupazione. In particolare
il termine per il periodo t-1 ha un segno negativo mentre per il
periodo t-2 ha un segno positivo. In altre parole quando la varia-
zione della dispersione dell’occupazione del periodo precedente
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20 Durante gli anni ‘80 è stata rivista la “scala mobile”, un sistema di indiciz-
zazione dei salari. La politica dei redditi, che fu in grado di operare la revisione
del sistema di indicizzazione dei salari, iniziò nel 1983 con un accordo generale
che determinò una riduzione del 15% del tasso medio di indicizzazione. Poi, nel
primo semestre del 1984 il governo iniziò a legare la crescita dei salari all’obiet-
tivo programmato di inflazione. Successivamente il meccanismo di indicizzazione
dei salari fu radicalmente rivisto e il tasso medio di indicizzazione scese a circa
il 50% (SIGNORINI L.F. - VISCO I. [44]).tende a crescere, la variazione corrente della disoccupazione do-
vrebbe diminuire. Questo risultato è abbastanza peculiare e una
possibile spiegazione sarà fornita in seguito, nell’ambito della im-
pulse response analysis;
d) La variazione ritardata della disoccupazione entra nell’e-
quazione del salario reale con il corretto segno negativo ma il suo
coefficiente è molto basso (–0,0086) così come esso mostra un t-
value non soddisfacente (1,60). Questo risultato non sembra mol-
to sorprendente considerando che il mercato del lavoro italiano è
fortemente sindacalizzato, con una contrattazione centralizzata do-
ve gli outsiders non svolgono praticamente nessun ruolo;
e) il salario reale cointegra nel lungo periodo con la disoccu-
pazione, il cuneo dei prezzi e la misura della dispersione dell’oc-
cupazione così come con la produttività. Inoltre è stato verificato
se il wage gap (wp-pr) esistesse nello spazio di cointegrazione, con
i dati che rigettano quest’ipotesi [Chi^2(3) = 16,603 [0,0009] **].
Questi due risultati testimoniano una notevole rigidità del salario
reale, che è confermata dalla struttura di breve periodo poiché la
relazione di cointegrazione, ECM, entra nell’equazione del salario
con un coefficiente (–0,071) non significativo (t-ratio 1,01);
f) il cuneo dei prezzi ha un effetto negativo sul salario reale
(il coefficiente è –0,24). Quindi ogni politica macroeconomica
espansiva, che fa crescere i prezzi, riduce il salario reale e, quin-
di, la disoccupazione.
Prima di passare a discutere i risultati dell’analisi della rispo-
sta agli impulsi va sottolineato che questo lavoro si basa sul mer-
cato del lavoro italiano in aggregato e trascura qualche caratteri-
stica importante di questo mercato. Per esempio, il mercato del la-
voro italiano presenta un notevole dualismo, con un Nord vicino
alla piena occupazione, mentre il tasso di disoccupazione nelle re-
gioni del Sud è circa del 25%
21. Tant’è che in molti studi che con-
siderano un mercato del lavoro dualistico (Bodo e Sestito [5]; Chia-
rini e Piselli [9]), il tasso di disoccupazione del Sud è stato trova-
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21 Nel 1965 la disoccupazione nell’Italia del Sud era al 6% mentre nel Nord e
Centro Italia era del 5,6%. Nel 1996 la disoccupazione al Sud era pari al 28,8%
circa tre volte maggiore della disoccupazione nel resto del paese, che raggiunge-
va il 9,5% (BRUNELLO G. - LUPI C. - ORDINE P. [6]).to non significativo sia nel breve che nel lungo periodo, con delle
implicazioni di policy molto importanti. Inoltre negli ultimi 15 an-
ni si è verificato un notevole cambiamento nella struttura degli
iscritti ai sindacati, con un grande aumento del numero di pen-
sionati ed un significativo aumento delle iscrizioni nelle regioni del
sud. (v. Santi [39], CESOS [7], Merolla [33] e Chiarini [8]).
I paragrafi 4 e 5 hanno fornito una buona descrizione delle
proprietà di lungo e di breve periodo del modello. Non va co-
munque trascurata la natura simultanea del modello di breve pe-
riodo che impone una maggiore cautela nel valutare i segni ed i
coefficienti delle singole equazioni presentate nella tavola 6. Solo
considerando la dinamica simultanea del modello si potrà avere
un quadro completo delle relazioni che legano le variabili del si-
stema. A questa esigenza risponde l’analisi impulso-risposta, o im-
pulse response analysis, presentata nel prossimo paragrafo.
6. - L’analisi della risposta agli impulsi (impulse response
analysis)
L’analisi della risposta agli impulsi consiste nel simulare un
impulso in una delle variabili del sistema ed analizzare cosa ac-
cade all’intero sistema. In particolare quest’analisi equivale ad una
simulazione dinamica del comportamento delle variabili, partendo
da un valore iniziale di zero e definendo uno shock
22 per il perio-
do t=1 (v. Lutkephol [28] e Lutkepohl e Reimers [31]). L’esame dei
grafici delle risposte (le risposte ad uno shock in  ∆wp,  ∆pq,  ∆pr,
∆disp sono presentate, rispettivamente, nei grafici da 7 a 10) ci da
informazioni utili sia sulla stabilità del sistema che sulle relazioni
tra le variabili. Quando un impulso in una variabile in differenze
è assorbito rapidamente dalle altre variabili endogene
23, si può con-
cludere per una buona stabilità del sistema, che è una delle pro-
prietà principali che un modello dovrebbe possedere affinché i ri-
94 Vincenzo Di Maro
22 L’impulso esogeno è pari ad una volta la deviazione standard. Un altra pos-
sibilità sarebbe stata imporre uno shock di misura unitaria.
23 Nel senso che tutte le variabili endogene ritornano al loro valore preceden-
te se nessun ulteriore shock colpisce il sistema.sultati delle simulazioni siano affidabili
24. Inoltre è possibile veri-
ficare se gli impulsi hanno un effetto permanente (di lungo perio-
do) sui livelli delle variabili esaminando le risposte accumulate
25.
I grafici dal 7 al 10 mostrano che le variabili endogene in dif-
ferenze tendono a ritornare al loro livello di steady-state solo do-
po pochi periodi dopo gli shocks e, quindi, il sistema è abbastan-
za stabile.
Il NAIRU: la stima e l’effetto della riallocazione settoriale etc. 95
24 Come mostrato nella tavola 6 del paragrafo 5, la matrice delle correlazioni
dei residui del modello strutturale non è completamente diagonale e ci sono al-
cuni problemi per i residui della produttività nei confronti dei residui delle altre
variabili. In questi casi l’ortogonalità dei residui è raggiunta mediante delle scom-
posizioni (es. scomposizione di Choleski) della matrice della covarianza dei resi-
dui che sono influenzate dall’ordering delle variabili del VAR. I risultati della ana-
lisi impulso-risposta sotto queste condizioni vanno valutati con maggiore cautela
(v. LUTKEPOHL H. - REIMERS H.E. [31]).
25 L’impulso imposto nel periodo t=1 determina una variazione delle altre va-
riabili per un numero di step (in quest’analisi gli STEP si riferiscono a trimestri).
Ogni step può essere una variazione positiva o negativa. Quando le variazioni so-
no assorbite dalle variabili in differenze (che ritornano al loro valore iniziale di
zero), il nuovo livello permanente delle variabili può essere derivato sommando le
variazione nei vari step, cioè accumulando le risposte.
GRAF.7
RISPOSTA AD UNO SHOCK IN ∆wpUn innovazione nel salario reale (graf. 7) ha l’effetto di far
crescere il tasso di disoccupazione per circa 5 periodi dopodiché
esso converge a zero. L’impulso sembra avere un effetto perma-
nente sulla disoccupazione che si fissa ad un valore di equilibrio
più elevato. Questo risultato è del tutto coerente con la teoria del-
la disoccupazione di Layard - Nickell - Jackman [25]
26. L’impulso
al salario reale sembra non aver un effetto permanente sulla pro-
duttività. Ciò conferma ulteriormente la presenza di un wage gap
(wp-pr). La reazione dell’indice di dispersione è abbastanza parti-
colare poiché la variabile disp si posiziona ad un valore di equi-
librio più basso dopo lo shock nel salario reale. Questo risultato,
insieme col precedente (la disoccupazione aumenta dopo l’impul-
so nel salario reale), potrebbe essere interpretato come contrario
all’ipotesi di una relazione positiva tra tasso di disoccupazione e
dispersione settoriale dell’occupazione. In realtà quando uno shock
esogeno determina un aumento della disoccupazione, significa che
non c’è una forte pressione della domanda e, quindi, la rialloca-
zione settoriale probabilmente sarà bassa.
Gli effetti di un impulso nella variabile di dispersione sono
presentati nel grafico 8. Come atteso il tasso di disoccupazione è
permanentemente più alto dopo lo shock. Questo conferma che
quando la parte permanente
27 della riallocazione settoriale è alta,
opera un effetto mismatch che ha un influenza negativa sull’oc-
cupazione.
In realtà l’interpretazione della risposta della disoccupazione
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26 Nel modello “battaglia dei mark-up” di LAYARD R. - NICKELL S. - JACKMAN A.
[25] la soluzione di equilibrio per il tasso naturale di disoccupazione è:
dove β0 e γ1 rappresentano rispettivamente il fattore di spinta dei salari e dei prez-
zi e β1 e γ1 sono l’elasticità dei salari e dei prezzi. Uno shock del salario reale può
essere pensato come un aumento esogeno del numeratore della precedente espres-
sione, che chiaramente fa crescere la disoccupazione.
27 L’indice di dispersione dell’occupazione utilizzato nella stima è costruito in
modo da catturare la parte permanente della riallocazione settoriale dell’occupa-
zione.







11allo  shock nella dispersione dell’occupazione è molto più compli-
cata di quanto appare a prima vista: la disoccupazione tende a di-
minuire immediatamente dopo l’impulso e solo con un certo ritar-
do (circa 6 periodi) si fissa ad un valore permanentemente più al-
to. La risposta del salario reale e della produttività è coerente con
la discesa temporanea della disoccupazione, infatti il salario reale
scende e la produttività aumenta dopo lo shock. Questo comporta-
mento particolare della disoccupazione in risposta ad uno shock
nella dispersione settoriale dell’occupazione, suggerisce la seguente
interpretazione. Quando la dispersione dell’occupazione è alta si-
gnifica che è in corso una riallocazione settoriale o, in altre paro-
le, che ci sono settori in crescita dove la domanda di lavoro è alta
ed altri settori dai quali vengono espulsi lavoratori. Nei primi pe-
riodi della riallocazione le imprese dei settori dinamici tendono ad
occupare più lavoratori così da rendere possibile la loro espansio-
ne e, quindi, contrattano dei salari più bassi. Alcune caratteristiche
del mercato del lavoro italiano potrebbero spiegare come le imprese
riescono a ridurre i salari durante la riallocazione settoriale: in pri-
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GRAF.8
RISPOSTA AD UNO SHOCK IN ∆dispmo luogo le imprese possono accedere ad un grosso ammontare di
disoccupati poco specializzati, che provengono soprattutto dalle re-
gioni meridionali italiane. Poi il settore industriale italiano si ca-
ratterizza per una bassa domanda di occupati nei settori hi-tech
28.
Di conseguenza le imprese nei settori in crescita non trovano mol-
to difficile contrattare salari più bassi poiché esse hanno bisogno
principalmente di lavoratori non specializzati. La crescita dell’oc-
cupazione nei settori in espansione è più grande della perdita di
posti di lavoro nei settori in contrazione e, così, la disoccupazione
in aggregato diminuisce nei primi periodi della riallocazione setto-
riale. Dopo alcuni periodi (la impulse response analysis indica 4 pe-
riodi) la disoccupazione inizia a crescere e, alla fine, si fissa ad un
livello permanente più alto rispetto al valore iniziale. Questo acca-
de quando l’effetto di mismatch diventa così grande da riuscire a
sterilizzare il guadagno in termini di occupazione che si verifica nei
primi periodi della riallocazione.
L’interpretazione precedente è chiaramente limitata e dovreb-
be essere considerata solo come un suggerimento per analisi ulte-
riori sui legami tra la disoccupazione e la riallocazione settoriale.
Per quanto riguarda uno shock nella produttività del lavoro,
si può vedere dal grafico 9 che la disoccupazione tende a dimi-
nuire immediatamente dopo lo shock. Poi la disoccupazione ini-
zia a crescere solo quando la dispersione dell’occupazione co-
mincia a salire. È ancora una volta confermato che la rialloca-
zione dell’occupazione ha un effetto sulla disoccupazione solo con
un certo ritardo. È peculiare, poi, che il salario reale si fissa ad
un livello più basso dopo lo shock della produttività, anche se la
variazione è molto bassa (–0,01).
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28 Ci sono diversi indicatori che testimoniano come la domanda, privata e pub-
blica, nell’industria italiana hi-tech e nel settore R&D sia bassa. Uno studio mol-
to esauriente sull’argomento è il Key Figures 2001 sulle politiche della ricerca del-
la Commissione Europea (EUROPEAN COMMISSION [16]), che presenta diversi indi-
catori che vale la pena commentare: i dati sui brevetti per milione di abitanti mo-
strano che l’Italia ha fatto richiesta solo per 62 brevetti nel 1999 contro una me-
dia dell’Unione Europea di 125. La spesa totale in percentuale del PIL in R&D,
poi, è più bassa di quella media dell’Unione Europea (Italia: 1,04 UE:1,92 nel 1999)
così come la spesa in R&D finanziata dalle imprese rispetto al prodotto totale del-
l’industria (Italia: 0,6 UE:1,42 nel 1999).Il NAIRU: la stima e l’effetto della riallocazione settoriale etc. 99
GRAF.9
RISPOSTA AD UNO SHOCK IN ∆pr
GRAF.1 0
RISPOSTA AD UNO SHOCK IN ∆pqInfine il grafico 10 riporta la reazione del sistema ad uno
shock del cuneo dei prezzi. L’impulso ha un effetto notevole sul-
la misura di dispersione e, quindi, sulla disoccupazione. Tant’è che
entrambe le variabili assumono un valore di equilibrio più basso.
La risposta del salario reale e della produttività è coerente con i
precedenti movimenti poiché entrambi si fissano ad un valore più
basso. Quindi ogni politica macroeconomica espansiva, che de-
termina un aumento dei prezzi, dovrebbe essere in grado di ri-
durre la disoccupazione.
7. - Osservazioni conclusive
Questo saggio si occupa del NAIRU e dei modelli utilizzati
per la sua stima. In particolare il saggio considera l’effetto, di bre-
ve e di lungo periodo, della riallocazione settoriale dell’occupa-
zione sul tasso di disoccupazione nell’economia italiana.
Per effettuare le stime è stato utilizzato un VAR cointegrato.
È risaputo che questo tipo di metodologia è un modo efficiente
per superare i diversi problemi che inficiano l’approccio struttu-
rale alla stima del NAIRU.
Sulla base delle indicazioni di Spanos, in quest’articolo è sta-
to specificato un modello che ha la proprietà dell’adeguatezza sta-
tistica.
L’evidenza empirica fornisce diversi risultati interessanti. L’a-
nalisi di cointegrazione indica che il salario reale cointegra nel
lungo periodo con la disoccupazione, la produttività, il cuneo dei
prezzi e la variabile di dispersione dell’occupazione. Inoltre, la sta-
zionarietà del wage gap (wp-pr) è stata rigettata da un appropria-
to test LR. Ciò sembra indicare una rilevante rigidità del salario
reale.
Un altro risultato è interessante: la crescita della riallocazio-
ne permanente dell’occupazione determina un incremento per-
manente nella disoccupazione. Questo significa che la rialloca-
zione permanente dell’occupazione è una determinante significa-
tiva della disoccupazione.
È meritevole di commento anche il fatto che l’effetto di uno
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cupazione viene fuori solo con un certo ritardo. In particolare la
impulse response analysis mostra che nei primi periodi della rial-
locazione dell’occupazione, la disoccupazione tende a diminuire.
Dopo alcuni periodi (la impulse response analysis indica 4 trime-
stri) l’effetto mismatch, determinato dalla riallocazione, diventa
così forte che la disoccupazione inizia a crescere e si fissa ad un
livello permanente più elevato.
Benché questo lavoro non si prefigga tra gli scopi principali
l’indicazione di misure di politica economica idonee a fronteggiare
il fenomeno della persistenza della disoccupazione, i risultati rag-
giunti suggeriscono qualche semplice considerazione di policy. In
generale le conclusioni a cui giunge questo lavoro confermano una
certa rigidità del mercato del lavoro italiano. In particolare il di-
mostrato effetto dello shift settoriale permanente dell’occupazione
sul tasso di disoccupazione nel breve e nel lungo periodo può es-
sere considerato come un indice della necessità di misure di po-
litica economica di tipo strutturale. Le misure di tipo strutturale
a cui ci riferiamo sono soprattutto quelle in grado di ridurre il
problema del mismatch tra domanda ed offerta di lavoro, che è
tra le cause principali della persistenza della disoccupazione
29.
Infine, all’interno di uno spazio multivariato cointegrato, il
NAIRU va considerato come un iperpiano di dimensione n-r
(n=numero di variabili endogene e r=numero di vettori di cointe-
grazione), piuttosto che come un singolo punto. In questo conte-
sto è possibile studiare il NAIRU solo considerando l’intero siste-
ma, e cioè la struttura di breve periodo e l’andamento dinamico
simultaneo (attraverso la impulse response analysis).
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29 La letteratura ha sottolineato, tra le altre, le seguenti misure: incentivi al la-
voro  part-time, semplificazione della complessa regolamentazione in materia di
rapporti di lavoro, misure volte a ridurre i costi di assunzione e di licenziamen-
to, incentivi fiscali per le imprese che assumono lavoratori alla prima occupazio-
ne o che assumono lavoratori da riqualificare, e soprattutto politiche volte a mi-
gliorare l’informazione sui posti di lavoro vacanti.APPENDICE
1. - La misura della dispersione dell’occupazione
La variabile di dispersione dell’occupazione, utilizzata nella
parte empirica di questo lavoro, è stata derivata sulla base del-
l’indice di dispersione riferito all’occupazione di Neumann - Topel
[34]. In particolare è stato utilizzato un indice basato sulla di-
stribuzione dell’occupazione nei 10 settori industriali secondo la
classificazione ISTAT, come quello utilizzato in Chiarini - Piselli
[10].
La costruzione della misura dello shift settoriale passa attra-
verso 3 steps:
a) definizione della direzione della variazione permanente.
Le quote di occupazione, λi, sono definite come il rapporto tra
l’occupazione in ogni settore e l’occupazione totale nell’industria, o
dove ni è l’occupazione dello i-mo settore ed N è l’occupazione to-
tale dell’industria. Considerando λ = (λ1, λ2,…λ10) come un vetto-
re delle quote settoriali di occupazione, Neumann e Topel defini-
scono la direzione di una variazione “permanente” nello shift del-
la composizione dell’industria nel modo seguente:
(5)
L’equazione (5) rappresenta la differenza tra le medie mobili,
per il futuro e per il passato, dei vettori delle quote settoriali di
occupazione.
I parametri σi definiscono i pesi, che declinano lentamente,
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b) calcolare la differenza tra la distribuzione dell’occupazio-
ne corrente e quella passata.
Data l’equazione (5) la differenza tra la distribuzione dell’oc-
cupazione corrente e passata è definita come: 
(6)
c) determinare la proiezione di (b) rispetto ad (a), con il me-
todo dei minimi quadrati.
Considerando la differenza (6) come una combinazione li-
neare dell’effetto permanente e della componente transitoria è pos-
sibile scrivere:
(7) ∆λt = βλ ^ + ∆λt
T
dove:
β∆λ ^ è la proiezione dei minimi quadrati della variazione corren-
te sul vettore che misura la direzione della variazione “perma-
nente”, e ∆λt
T è la componente transitoria (ortogonale a ∆λ ^). Se-
condo la terminologia di Neumann e Topel il vettore che misura
lo shift permanente è dato dalla seguente espressione:
(8) ∆λt
P = β∆λ ^
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30 La scelta di σ nel meccanismo di ponderazione sembra essere importante
nel descrivere il comportamento dell’indice di dispersione dell’occupazione. σ
dovrebbe essere scelto in modo tale da tenere conto delle particolarità del cam-
pione.ne nel tempo la sua quota di occupati ed ogni componente di ∆λt
P
è zero. Se l’occupazione si modifica, le quote settoriali cambie-
ranno nel futuro rispetto a quelle del passato e, quindi, alcune
componenti di ∆λt
P non saranno più pari a zero. Una misura del-




Lo scalare δt è la variabile di shift settoriale utilizzata nella
stima.
2. - Variabili e fonti
Nella tavola seguente è riportato uno schema delle variabili uti-
lizzate in quest’articolo. Nella prima parte della tavola sono indi-
cate le serie storiche (in lettere maiuscole) dalle quali le variabili
utilizzate nelle stime (in lettere minuscole) sono state derivate.
Periodo campionario: 1984:1-1997:4
Frequenza dei dati: trimestrali 
Fonti: tutte le variabili si riferiscono ai Conti economici na-
zionali dell’ISTAT, ad eccezione del tasso di disoccupazione, u, che
proviene dalla Rilevazione trimestrale delle forze di lavoro ISTAT,
ma è nella versione standardizzata fornita dall’OECD.
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sigla descrizione 
RET retribuzioni lorde 
ULAT unità di lavoro totali 
CFIK consumi finali interni p. costanti 
CFIC consumi finali interni p. correnti 
VAPBC valore aggiunto ai prezzi base p. correnti 
VAPBK valore aggiunto ai prezzi base p. costanti 
STUR tasso di disoccupazione standardizzato (OECD)3. - Test della radice unitaria (Unit root test)
3.1 Augmented Dickey-Fuller (1984:1 1997:4)
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algebra
w retribuzione lorde per occupato RET/ULAT
p deflatore dei consumi finali interni CFIC/CFIK
wp salario reale w/p
q deflatore del valore aggiunto dei prezzi base VAPC/VAPBK
u tasso di disoccupazione standardizzato (OECD) STUR
pq cuneo dei prezzi (o prezzi relativi) p-q
pr produttività media del lavoro VAPBK/ULAT
disp indice dello shift settoriale 
ordine AR ADF-t












** = non rifiuta l’ipotesi nulla al 5%.
** = non rifiuta l’ipotesi nulla all’1%.3.2 Perron-modified (P-mod) (Perron [36]) e Phillips-Perron
(Ph-Ptest) (Phillips-Perron [37]) test per le variabili ∆u e ∆disp
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ordine AR ADF-t P-mod Ph-P test dummy
∆u 1 –3,1207* –8,0429** –3,2461* dadd92q1
∆disp 1 –3,4324* –3,8721** –3,2325* dadd91q1
** = non rifiuta l’ipotesi nulla al 5%.
** = non rifiuta l’ipotesi nulla all’1%.BIBLIOGRAFIA
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