Some raw materials that have different places of production for the plant sources of the drugs Astragalus membranaceus and ginseng have been studied, based on their near-infrared reflectance spectra. The experimentally recorded spectra represent heavily ill-posed and highly correlative data sets. Three related methods, i.e. the Fisher linear discriminant analysis (FLDA), the ridge-type linear discriminant analysis (RLDA) and a newly proposed penalized ridge-type linear discriminant analysis (PRLDA), have been investigated. FLDA over-fits for the training objects of the two data sets to a high extent and is unstable for the predictive objects of the two data sets. RLDA shows obvious improvement in terms of over-fitting and unstability, but the stability for the predictive objects of the two data sets is too sensitive to their ridgetype penalized weights, tending to produce erroneous discrimination results. The proposed PRLDA can circumvent the two aforementioned problems with a large domain of penalized weights for correct discriminant analysis of the two data sets studied. The combination of the PRLDA method and near infrared reflectance spectroscopy can be adapted for the discrimination of the production places of plant sources of these drugs.
Introduction
The topographical view of traditional Chinese medicine, especially in terms of geographic origins of Chinese crude drugs as one of important factors affecting the curative effects, has been known for centuries. The ancient "Shen-Nong Compendium of Materia Medica" reported the requirement of geographic origin for many herbs. In the 7th century BC in his "Collection of Notes to Shen-Nong Compendium of Materia Medica", H.-J. Tao used these concepts: "Shu-yao" (medicine from Sichuan, China) and "Bei-yao" (medicine grown in northern regions of China). The characteristic features of a plant material grown in different places depend not only on the geographic environments; they also depend on the traditional processing technology of different places. Though the bio-activities of samples of the same plant from different places might be significantly different, they could be nondiscriminable in appearance and in some physiochemical properties including molecular spectra and chemical composition. The identification of the geographic origin of a traditional Chinese crude drug is part of the drug analysis and part of the quality control in pharmaceutical analysis.
Identification of geographic origin of a plant material is a difficult task in traditional chemical analysis. Samples of the same plant grown from different places might have similar chemical compositions but with variable relative contents of different constituents, especially some minor ones such as trace elements. By using conventional analytical procedures the discrimination of particular plant samples that originated from two different places could be a special problem that was very difficult to solve.
Chemical pattern recognition is a chemometric method especially suitable for solving such discrimination problems on a common basis.
NIR spectroscopy has many advantages [1] [2] [3] [4] for the industrial control and chemical analysis. In particular, it is possible to obtain multivariate data from the sample in a nondestructive way. The solid samples for the same plant grown in different places might be put into a NIR spectrophotometer without any pretreatment. This feature is attractive not only in the sense that the analytical procedure is a rapid nondestructive one and is usable in on-line monitoring. More importantly, in such a procedure the minor difference of samples from different places could be maximally preserved without artificial disturbance. As the NIR spectra of the samples concerned are very similar to each other with a high level of correlation, the key point in solving the aforementioned problem is how to extract maximally useful information related with the different geographic origins from the multivariate NIR spectral data.
A number of chemometric methods could be used for discriminant analysis using multivariate analytical data. Principal component analysis (PCA), 5 discriminant partial least squares (DPLS), [6] [7] [8] soft independent modeling of class analysis (SIMCA) [9] [10] [11] and its substitute DASCO (discriminant analysis with shrunken covariance), 12, 13 have been widely used in different applied fields of chemometrics. In our preliminary experiments we tried to use these methods to treat the NIR spectral data of plant samples but failed to accomplish the discrimination of samples from different geographic origins. These methods can solve the problems associated with the much greater number of variables (wavelength points) compared to the number of samples measured, which is typical for NIR experiments. The main reason of the failure of these methods seems to be associated with the high correlation among the NIR spectra measured that caused over-fitting and deteriorated prediction ability. [14] [15] [16] Fisher linear discriminant analysis (FLDA) 17 and ridge-type regularization of linear discriminant analysis (RLDA) 18, 19 use objective criteria with maximum separation and these discriminations seem to work better for the problem posed in our investigation. These two methods can discriminate plant samples from different places, but they still suffer from some nonstability of prediction results. In the present paper, we modified RLDA by introducing the ridge-type penalty parameter λ to perform the penalized ridge-type linear discriminant analysis (PRLDA). PRLDA can circumvent the over-fitting problem of FLDA and can provide satisfactory discrimination ability with improved stability of prediction results. As model substances, the famous traditional Chinese medicines ginseng (radix ginseng) and Astragalus membranaceus (radix astragali) grown in different places were classified by using PRLDA. The feasibility of a general approach of identification of the origin of plant samples has been demonstrated.
Theory and Methods

Fisher linear discriminant analysis
Fisher linear discriminant analysis is one of the time-honored statistical discriminant methods. It will seek a set of new variables, which are different from the measurement variables and are actually their linear combinations. These new variables should separate the objects of different classes as much as possible, i.e., they have the maximal separability. These new variables are called the discriminant or canonical variates. The maximal separability makes the discrimination criterion of FLDA maximize the ratio JF of the between-class-to-withinclass variability of the sample variance. When there are N objects expressed with the vectors xn (n = 1, 2, …, N), e.g. spectral vectors, belonging to K classes with the k-th class Ck containing Nk objects, the discriminant variate v of FLDA with the maximal separability should satisfy the following expression:
where SB and SW are the between-class and within-class covariance matrices, respectively, expressed by the following equations:
Here m and mk are measurement vectors of the mean value of
all N objects and of all Nk ones belonging to the k-th class, respectively, which are expressed as:
According to aforementioned formulations, one can determine the first discriminant variate v of FLDA.
The second discriminant variate of FLDA is found by the criterion of maximizing JF(v) in Eq. (1) under the orthogonality constraint: 20
when the number of variables is more than or many more than the number of objects, that is, the within-class covariance matrix SW is in a poorly-posed or ill-posed situation, one uses the Moore-Penrose generalized inverse matrix to replace the inverse matrix for SW, which can make a new SW -1 with a remarkable improvement of numerical accuracy. 21 
Ridge-type linear discriminant analysis and penalized ridgetype linear discriminant analysis
When the within-class covariance SW of measurement variables is heavily ill-posed, i.e. the number-of-variables-tosample-size ratio is too high, as in situations where there are a large number of highly correlated variables, FLDA under the criterion of Eq. (1) would over-fit the training data set for the discriminant variate v. In such cases, FLDA is too flexible. It results in discretizing some signals and it produces heavy unstability of prediction of FLDA method.
Using the aforementioned modification by the Moore-Penrose generalized inverse, one could not solve the problem either. By introducing the ridge-type regularization into LDA, the researchers could improve the over-fitting and unstability of LDA in the heavily ill-posed situation to a high extent. 9, 10 Its main idea is to stabilize the within-class covariance matrix by adding a diagonal matrix, which is formulated as a product of one small constant and one identity matrix. The discriminant variate v of RLDA should be determined by maximizing the following criterion:
where I is an identity matrix, and λ is a small constant, which is called a penalty weight. The penalty λI for the within-class covariance SW should increase the variance of the within-class variables, which should increase the discretization of withinclass samples for training set and decrease the over-fitting for these samples. If the measurement variables are highly multi-collinear for training set samples, decreasing the over-fitting by the FLDA method may create some difficulties. In this situation, the larger value of penalty weight can decrease the heavy over-fitting for training set samples, but at this time, it also increases the misdiscrimination ratio for prediction set samples. Therefore, in this case, one both increases the variance terms of the withinclass covariance matrix and decreases its covariance terms, i.e. decreases high multi-collinearity for training set samples by a penalty term for the within-class covariance. Based on this idea, we proposed the algorithm named penalized ridge-type linear discriminant analysis. The discriminant variate v is
estimated by maximizing JPR, expressed as:
where D is a first-or second-order difference matrix. For the first-order-difference matrix D1, it is a (p -1)× p matrix for the system of p variables, and its elements are: di,i = 1, di,i+1 = -1, and all the other elements being equal to zero. The secondorder difference matrix D2 is a (p -2)× p one with all elements being zero other than di,i = di,i+2
is a symmetric non-negative matrix. λ is a penalized ridge-parameter. The first principal discriminant vector v1 is the vector solution v of maximizing JPR(v) in Eq. (8) , and the second discriminant vector v2 should be orthogonal to v1. Therefore, the problem of determining v2 turned to be a maximizing problem with a orthogonal constraint, that is, v2 should satisfy the following equations:
Under the constraint:
One may use an orthogonal projective method to transform this maximizing problem with the orthogonal constraint into a nonconstraint maximizing problem, that is:
Here P is an orthogonal projection matrix expressed as:
and I denotes an identity matrix. The maximizing problem expressed by Eqs. (9a) and (9b) is equivalent to the one expressed by Eq. (10). According to Eq. (10), one can estimate the second principal discriminant vector.
Experimental
We used two categories of raw materials of plant drugs as examples to study the pattern recognition of raw drugs based on NIR spectra. The first category of raw drug is Astragalus membranaceus from two production places: Henan and
Neimenggu, in China; the second category of raw drug is ginseng that is planted in Jilin and Liaoning, China. The numbers of their samples are: 80 and 77 for Astragalus membranaceus from Heman and Neimenggu, respectively, and 57 and 60 for ginseng from Jilin and Liaoning, respectively. These raw drugs all are obtained in slices.
The two categories of raw materials of plant drugs are directly measured by the NIR instrument of Nicolet FT-IR NEXUS in the wavenumber range 4000 -10000 cm -1 with a resolution of 4 cm -1 and a scan number of 256, in an absorbance format of spectra. All measured spectra are the near infrared reflectance ones. The background is eliminated by using a window slice of PTFE (polytetrafluoroethylene).
Results and Discussion
For reducing the computational burden and selecting the information range, we determined the subsets of full wavelength spectra for the two data sets of the measured spectra. The first data subset of Astragalus membranaceus has the range 4191 -7469 cm -1 of spectral wavelength with 426 wavelength points selected using an interval of 4 wavelength points from the total of 1701 wavelength points, and for the second data subset of ginseng there are the 446 variables (wavelength points) from the total of 1781 wavelength points from the wavelength range of 5290 to 8723 cm -1 with an interval of 4 wavelength points. The variable number of represented wavelengths is much more than the number of objects. It is obvious that the two data sets are all heavily ill-posed systems. Figures 1 and 2 denote the NIR reflectance spectra of the two classes of Astragalus membranaceus and that of ginseng, respectively. From the two figures, one can see that, for each category of raw drug, the NIR spectra have high correlation no matter whether the raw materials came from the same or different production places. Therefore, the two data sets are both heavily ill-posed and highly correlative ones. To find a satisfactory method of discriminating the raw drugs from the different places of production, the proposed PRLDA algorithm was tested together with FLDA and RLDA for the two data sets.
According to the source of each category of raw drug, the objects belong to two classes, each corresponding to a place of production. All the objects in each class are divided into two subsets, i.e. training set and prediction set. These sets are constructed according to Table 1 .
For FLDA, we used the revised version, 21 which replaces an inverse matrix of within-class covariance with its Moore-Penrose generalized inverse matrix. Their results of 1113 ANALYTICAL SCIENCES AUGUST 2006, VOL. 22 Fig. 1 The NIR spectra of Astragalus membranaceus. Fig. 2 The NIR spectra of ginseng.
discrimination are plotted in Figs. 3 and 4 . One can see in Figs. 3 and 4 that the objects of the training sets are placed in almost a fixed value of the first score and they are located in a very small range of the second principal discriminant score. The objects of the prediction sets, however, are widespread over a large range for the two scores. It is obvious that FLDA over-fits to a heavy extent for the training set samples and it is unstable for the prediction set samples. It shows that FLDA of the modified version could not overcome the ill-posed and highly correlative conditions of the NIR spectra either. For the original version of FLDA, the training and prediction sets of the two systems studied are all unstable and there is an almost completely overlapped point-cloud for the two classes of the each category of raw drug. Therefore, FLDA is unreliable for the discrimination of the production places of Astragalus membranaceus and ginseng based on their NIR reflectance spectra. The two categories of the raw drugs were next investigated by the ridge-type linear discriminant analysis. When the penalized weight λ is equal to 0.001, the discriminant results of Astragalus membranaceus and ginseng are shown in Figs. 5 and 6, respectively. In the case of such a small value of the penalized weight, better separation and prediction ability are obtained, and RLDA solves efficiently the problem of overfitting the objects of training set. The separation of objects, however, is sensitive to the penalized weight λ, which can only take some small values. For the two classes of Astragalus membranaceus, for λ = 0.1, the distributions of objects between the two classes would overlap, and the separation of withinclass objects would obviously increase. Similarly, for λ = 0.08, the same phenomena would occur for the discriminant analysis of ginseng. That is because RLDA penalizes the within-class covariance matrix using the diagonal matrix of the same weight, that is, the variance terms in the within-class covariance matrix 1114 ANALYTICAL SCIENCES AUGUST 2006, VOL. 22 Table 1 The four sets of objects for the two categories of raw materials of Astragalus membranaceus and ginseng
The first class The second class 3 The discriminant analysis of Astragalus membranaceus using the FLDA. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set. Fig. 4 The discriminant analysis of ginseng using the FLDA. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set. Fig. 5 The ridge-type linear discriminant analysis of Astragalus membranaceus using the penalized weight 0.001. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set. Fig. 6 The ridge-type linear discriminant analysis of ginseng using the penalized weight 0.001. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set.
are increased with the same weight and the covariance terms are not changed. In terms of this penalty, the improvement of separation could avoid over-fitting for the training set, but the stability of prediction is not likely to change.
The PRLDA method proposed penalizes the within-class covariance matrix by means of the covariance matrix of a firstor second-order difference matrix. It penalizes both the variance terms in the within-class covariance matrix and the covariance terms. Due to the way of penalty, the over-fitting for the training set is eliminated and the stability of prediction is also obviously increased. In Figs. 7 and 8 , the penalized weights λs all are equal to 4.2 and the matrix D in the penalized matrix D T D is a second-order-difference one D2. In this case, when the λ is increased to 12 and 8 for the two categories of raw drug of Astragalus membranaceus and ginseng, respectively, the PRLDA can provide excellent separation and stable prediction as shown in Figs. 9 and 10 . In fact, the PRLDA has a large range of the penalized weight for the two categories of raw drug studied. When the matrix D = D1, i.e. the first-order-difference matrix, the range should be much smaller than the case of D = D2, but it is also much larger than the one of the RLDA method. The PRLDA is really an adaptable methodology for chemical pattern recognition of plant drugs with different production places based on their NIR reflectance spectra.
Conclusions
The two categories of the raw drugs of Astragalus membranaceus and ginseng with different production places have been studied based on their measured NIR spectra. A proposed PRLDA method has been investigated together with FLDA and RLDA for the pattern recognition of these two data sets. The number of variables is much more than the number of objects in the two data sets, and there are high correlations between the within-class objects and the between-class ones for the two sets. For FLDA method, heavy over-fitting for the training sets and unstability for the prediction sets were observed. Though RLDA shows obvious improvement in terms of these two aspects, it is too sensitive to the ridge-type penalized weight and tends to produce erroneous results. The proposed PRLDA not only overcomes over-fitting and unstability but also has a large domain of the penalized weight 1115 ANALYTICAL SCIENCES AUGUST 2006, VOL. 22 Fig. 7 The classification result of the two classes of Astragalus membranaceus using the proposed PRLDA with the second-orderdifference matrix and the 4.2 of the penalized weight. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set. Fig. 9 The classification result of the two classes of Astragalus membranaceus using the proposed PRLDA with the second-orderdifference matrix and the 12 of the penalized weight. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set. Fig. 8 The classification result of the two classes of ginseng using the proposed PRLDA with the second-order-difference matrix and the 4.2 of the penalized weight. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set. Fig. 10 The classification result of the two classes of ginseng using the proposed PRLDA with the second-order-difference matrix and the 8 of the penalized weight. Class 1: g, training set; G, prediction set. Class 2: a, training set; A, prediction set.
for the two data sets. It is obvious that the combination of NIR reflectance spectroscopy and PRLDA method can be used to carry out the chemical pattern recognition of raw materials of plant drugs with high biologic activities from different production places.
