In this paper we study the existence of solutions for discrete p(·)-Laplacian equations subjected to a potential type boundary condition. Our approach relies on Szulkin's critical point theory and enables us to obtain the existence of ground state as well as mountain pass type solutions. MSC: 39A12; 39A70; 49J40; 65Q10
Introduction

Let T be a positive integer, p : [, T] → (, ∞) and h p(k) : R → R be defined by h p(k)
(
p() x() , -h p(T) x(T) ∈ ∂j x(), x(T + ) , (  .  ) where x(k) = x(k + ) -x(k) is the forward difference operator and p(·) stands for the discrete p(·)-Laplacian operator, that is, p(k-) x(k -) := h p(k-) x(k -) = h p(k) x(k) -h p(k-) x(k -) .
Here and hereafter, f : [, T] × R → R is a continuous function, while j : R × R → (-∞, +∞] is convex, proper (i.e., D(j) := {z ∈ R × R : j(z) < +∞} = ∅), lower semicontinuous (in short, l.s.c.) and ∂j denotes the subdifferential of j. Recall, for z ∈ R × R, the set ∂j(z) is defined by
where (·|·) stands for the usual inner product in R × R. http://www.boundaryvalueproblems.com/content/2012/1/104
The functional framework
Our approach for the boundary value problem (.), (.) relies on the critical point theory developed by Szulkin [] . With this aim, we introduce the space
which will be considered with the Luxemburg norm
for some η > . Also, we shall make use of the usual sup-norm 
By means of j, we introduce the functional J : X → (-∞, +∞] given by
Note that, as j is proper, convex and l.s.c., the same properties hold true for J. Then setting
it is clear that ψ is proper, convex and l.s.c. on X.
It is a simple matter to check that ∈ C  (X, R) and
The energy functional associated to problem (.), (.) is
with ψ in (.) and given by (.).
Proposition . If x ∈ X is a critical point of the functional I in the sense that
Proof In (.), we take y = x + sw, s > ; then dividing by s and letting s →  + , we get
where J (x; w) is the directional derivative of the convex function J at x in the direction of w. By virtue of (.), the above inequality becomes
Using (.), (.) and the summation by parts formula, a straightforward computation shows that
for all w ∈ X. Thus, we infer
To prove that x satisfies condition (.), we multiply the equality (.) by w(k). Then summing from  to T and using (.), one obtains
for all w ∈ X. Taking w ∈ X with w() = u and w(T + ) = v, where u, v ∈ R are arbitrarily chosen, we have
which, by a standard result from convex analysis, means that
and the proof is complete.
From now on, we will use the following notations:
Remark . It is easy to check that for all x ∈ X and any η > , we have
Ground state solutions
We begin by a result which states that the energy functional I has a minimum point in X provided that the potential of the nonlinearity f lies asymptotically on the left of the first eigenvalue like constant
then problem (.), (.) has at least one solution which minimizes I on X.
Proof By the continuity of and the lower semicontinuity of ψ, we have that the functional I is sequentially l.s.c. on X. It remains to prove that I is coercive on X. Then, by the direct method in calculus of variations, I is bounded from below and attains its infimum at some x ∈ X, which, by virtue of ([], Proposition .) and Proposition ., is a solution of problem (.), (.). From (.) there are constants σ >  and ρ >  such that
If λ  > , we may assume that σ < λ  . On the other hand, by the continuity of F, there is a constant M ρ >  such that
Hence, we infer
To prove the coercivity of I, from the above inequality, we obtain
where
If λ  = , using (.) from Remark ., we have
In the case λ  > , by virtue of (.) and (.), for x λ  ,p(·) > , one obtains
which, using again (.), implies
In both cases, by virtue of (.) and (.), there exist constants η, C  >  such that
On the other hand, as j is convex and l.s.c., it is bounded from below by an affine functional. Therefore, on account of (.), there are positive constants k  , k  , k  such that
Consequently,
meaning that I is coercive on (X, · η,p(·) ) and the proof is complete.
In order to give an application of Theorem ., we consider the problem Proof We apply Theorem . with f (k, t) = λg(k, t) for all k ∈ [, T] and t ∈ R. From (.), we obtain
Thus, we deduce
Also, if p = q + , setting
it is easy to see that condition (.) is fulfilled for any λ ∈ (, λ ).
Remark . (i) Note that a valid λ in Corollary .(ii) is given by formula (.). (ii) Theorem  in [] is an immediate consequence of Corollary . with j
= I K , K = {(, )}.
Mountain pass type solutions
In this section, we deal with the existence of nontrivial solutions for the equation To treat problem (.), (.), instead of ϕ, there will be ϕ r : X → R defined by
which is convex, of class C  on X, and its derivative is given by
Then, setting ψ r = ϕ r + J, we define 
then the functional I r defined in (.) satisfies the Palais-Smale condition ((PS) condition for short) on (X, · η,p(·) ), i.e., every sequence {x n } ⊂ X for which I r (x n ) → c ∈ R and
where ε n → , possesses a convergent subsequence.
Proof Let {x n } ⊂ X be a sequence for which I r (x n ) → c ∈ R and (.) holds true with ε n → . Since X is finite dimensional, it is sufficient to prove that {x n } is bounded. In order to show this, we may assume that {x n } ⊂ D(I r ) = D(J) and x n η,p(·) >  for all n ∈ N. By virtue of (.), (.) and (.), we get
Proof Without loss of generality, we may assume that
which implies that I r () = . From (i), (.) and (.), we have
From Lemma . and (iii), the functional I r satisfies the (PS) condition on (X, · η,p(·) ). Next, we shall prove that I r has a 'mountain pass' geometry:
for some e ∈ X with e η,p(·) > μ. By the equivalence of the norms on X, there is some C  >  such that
Using (ii) we can find constants σ ∈ (, η) and μ ∈ (, ) such that
Let x ∈ X, with x η,p(·) ≤ μ, be arbitrarily chosen. From (.) and (.), we have
Now, using (.) and (.), we get
By virtue of (.), (.), (.) and (.), we deduce
On account of (.), we infer that
with σ μ p + η =: α > , and condition (a) is fulfilled. Our next task is to prove that I r satisfies condition (b). To this end, let us first observe that, by virtue of (.), there exist a  , a  >  such that
Using (.) and (.), one obtains
From (.), we have that
which, together with (.) and (.) for any s ≥ , gives 
An application
In this section, we show how Theorem . can be applied to derive the existence of nontrivial solutions for equation (.) associated with some concrete boundary conditions. Let g : R × R → R be a convex and Gâteaux differentiable function with dg(, ) = (, ), where dg denotes the differential of g. Also, given a nonempty closed convex cone K ⊂ R × R, we denote by N K (z) the normal cone to K at z ∈ K , i.e.,
The equation (.) is considered to be associated with the boundary conditions
We set In this case, (.) is fulfilled with any θ ≥ min{p(), p(T)} and C  = . Therefore, sufficient conditions ensuring the existence of nontrivial solutions of (.) subjected to one of the above boundary conditions can be easily stated by means of Theorem ..
Remark . It is worth pointing out that in the cases of Dirichlet and antiperiodic boundary conditions, r is allowed to be = , and hence, r may be ≥  on [, T]; while in the Neumann, periodic and Sturm-Liouville cases, r must be > , meaning r >  on [, T] .
