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Abstract--The multiquadric (MQ) method is an effective bivariate interpolant to three-dimesasional 
data (xl,yl,zi), where the (xi,yi) are arbitrarily located in the plane. The accuracy of the MQ 
method is dependent on a user defined parameter R 2, and most practitioners select R 2 based upon 
the number of data points and the locations of the (xi, yl) in the plane. We observe that the optimal 
value of R 2 is a strong function of the zi, and that it is essentially independent of both the number 
and the locations of the (xi, yl) points. Contrary to some opinions, we observe that the MQ method 
can effectively interpolate to "track data," that is, data sampled ensely along tracks in the plane. 
Together with several other observations, we present an algorithm that generally ields an effective 
value for R 2. 
1. INTRODUCTION 
The multiquadric (MQ) interpolation method was first developed by Hardy [1] to produce topo- 
graphic maps based upon elevations at arbitrarily located points in a plane. The MQ method 
enjoyed a measure of success in various early applications, but it was virtually unknown by math- 
ematicians. This situation changed when Franke [2] published a report in which he compared 
the performance of more than thirty scattered ata interpolation algorithms on a suite of test 
problems. A condensed version of this critical comparison can be found in [3]. The MQ method 
was included in this comparison, and it performed exceptionally well. Consequently, the MQ 
method began to generate considerable interest among researchers. 
Initially, many mathematicians found the MQ method to be enigmatic, counter-intuitive, and 
difficult to analyze. However, several theoretical advances have been recently established. After a 
conjecture by Franke, Micchelli [4] proved that the linear system obtained from the interpolation 
conditions (see (3) below) is always solvable, and Madych and Nelson [5] independently estab- 
lished the same result. Hardy and Nelson [6] showed the relationship between the MQ method 
and the biharmonic operator. Dyn and Levin [7] showed that the condition number of the co- 
efficient matrix in the linear system could be improved by using a pre-conditioning operator. 
Buhmann [8] proved several results on the convergence of the MQ method. The MQ method has 
been characterized as a member of a larger class of methods using radial basis functions, and 
several properties are given in [9,10]. Survey papers by Franke [11] and Hardy [12] discuss these 
and other results related to multiquadric interpolation. Over a hundred references relating to 
multiquadric interpolation can be found in [12]. 
The MQ method and its companion method, reciprocal multiquadric (RMQ), are described in 
Section 2. The basis functions for both methods consist of the sum of the square of the Euclidean 
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distance between a data point and the evaluation point, and a non-negative parameter R2. The 
accuracy of these methods depends heavily upon the value chosen for R 2. The optimal value of R 2 
is problem-dependent, and most formulas for R 2 involve the number of data points together with 
the size and shape of the domain containing the data. A critical unsolved problem involving the 
use of the MQ method is how to compute the optimum value (or even a consistently "good" value) 
for R 2. We also note that for some problems it is advantageous to use a different metric than the 
Euclidean distance. When the location of the data points in the plane is highly directional, it 
may be better to use the affine-invariant metric in [13] instead of the usual Euclidean distance. 
In Section 3, we describe the results of an empirical study on the effects of R 2 and provide a list 
of key observations. Also in Section 3 we discuss the performance of MQ in solving problems with 
"track data" (i.e., data points which are close together along a path or track, but the distance 
between tracks is one or more orders of magnitude greater). The effectiveness of the MQ method 
for solving these problems has been questioned by Hardy [12], Foley [14] and Franke [11]. Much 
of this concern apparently stems from a data set in [15,16], consisting of water temperatures 
measured off the coast of Big Sur, California. The MQ method displayed some reasonably severe 
excursions between two tracks for many values of R 2. We observe that these excursions disappear 
if smaller values of R 2 are used. Furthermore, we show that MQ performs very well on the six 
test functions used in Franke [2], when we substitute track data for Franke's original data sets. 
In Section 4, we present a new algorithm for computing R~ which depends on the z-coordinates 
of the data. The algorithm is based upon how well a quadratic polynomial fits a scaled version 
of the data. Section 5 contains our concluding remarks. 
2. THE MQ AND RMQ INTERPOLAT ION METHODS 
Let P -- {(xi ,yi)  : i -- 1 ,2, . . .  ,n} be a set of n distinct points in the plane, and let Z -- 
{zi = f (x i ,  Yi) : i -- 1, 2 , . . .  , n} be a set of values of some unknown function f (x ,  y) which has 
been evaluated at the points in P. The multiquadric interpolant to f is defined by 
fMQ( , = a, y), (1) 
i= l  
where 
bi( , = - + _ y )2 + (2) 
and R 2 is a positive constant. A thorough discussion of the effects of the parameter R2 is 
contained in Sections 3 and 4. The function fMQ(X, y) is globally defined and it belongs to C °°. 
The coefficients al, a~,. . .  , an are computed by solving the symmetric system of linear equations 
of order n generated by the interpolation conditions, i.e., fMq(xi ,Y i )  = zi, for i = 1, 2 , . . . ,  n. 
This linear system may be written in the matrix form BX = Z, where X = [al, a2, . . .  , an] t, 
Z -- [Zl,Z2,... ,Zn] t and 
B = [Bi,j] = [bj(xi,y{)]. (3) 
The RMQ interpolant to f is given by 
n 
/ MQ(x, = c, [b,(x, y ) ] - l ,  
i----1 
where the coefficients cl, c2 , . . . ,  cn are computed by solving the analogous linear system of equa- 
tions. 
The MQ and RMQ interpolants can be augmented with polynomial terms to achieve polynomial 
precision. This type of MQ interpolant is of the form 
fMQ(X,y) = Ea lb i (x ,y )  T dkqk(x,y) ,  
i= l  k=l  
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where ql(z, y), q2(z, y), . . . ,  qm(Z,y) form a basis for the space of polynomials of degree < M. 
The coefficients at, . . . ,  an and dl, . . . ,  dm are computed from the system of n + m linear 
equations 
n tT; 
a,b,(z j ,y j )  + ~ dkqk(zi ,y j )  = zj, 
i=1 k=l 
n 
~-~a, qk(z,,yi) = 0, 
i=1 
for i = 1, 2,.. .  , n, and 
for k = 1,2,...  ,m. 
Adding polynomial precision does not appear to improve the accuracy for non-polynomial 
functions, and the accuracy is actually diminished on most of the test cases given in the following 
section. Another way to obtain polynomial precision is to use the Boolean sum technique in [17], 
which can be used to give polynomial precision to any interpolation method. 
The MQ method is invariant under a uniform scaling of the z and y coordinates if the parameter 
R is scaled in the same way. That is, suppose that fMq(z, y) interpolates to the data (zi, Yi, zi) 
using the parameter R ~. If gMq(Z, y) is the MQ interpolant to the data (szi, s yi, zi) using the 
parameter (sR) 2, then gMQ(SZ, SF) = fMQ(Z, y) for all (z,y). To see this, observe that 
n 
gMQ(SZ,Sy) = ~-~ e i~/ (sz - -  sz i )  2 + (sy- -  syi) 2 + (s R) 2 
i=l 
r~ 
= R' ,  
i=1 
where the ei are the unique solution to the system of equations gMQ(Szj,ayj) = zj, for j = 1, 
. . . ,  n. Since the solution of the ai in equation (1) are unique, we have that set = ai, and thus 
the MQ method is invariant under uniform scaling of the data. The MQ method is easily seen 
to be invariant under rotations and translations of the data using the same value of R 2, because 
the distance between points remains the same. 
The MQ and RMQ methods are not invariant under different scalings of the z and y coordinates, 
which can be a problem if the units of measurements are different. For example, if the z- 
coordinates are measured in inches and the V-coordinates in seconds, the results will be different 
if the x-coordinates are measured in meters and the V-coordinates in hours. Scaling the data 
to the unit square, as done in Section 4, eliminates this problem, but then the method is not 
invariant under rotations. A solution to the scaling problem is given in [13,18] by using an afline 
invariant metric instead of Euclidean distance in the MQ and RMQ basis functions. For poorly 
scaled data the afline invariant metric can yield significant improvements. The following is a brief 
description of this metric. 
Given a set of points P = {(zl, y l ) , . . . ,  (z , ,  yn)}, define the 2 by 2 matrix Q = [qij] by qll 
= (ry/g, q2~ = (Tx/g and q12 = q21 = -O'xY/g,  where 
n n 
i=1  i----1 
O.X _. f i  (Z/ -- ~') 2 f i  (Y' -- ~) '  , O'y = , 
n n i=1 /=I 
O'XY = ~ (Zi -- X) (Yi -- Y), g = O" X O'y -- (O'xy) 2. 
n i=1 
If U and V are two points, define the "distance" between U and V by 
M[P](U, V) = %/(U - V) Q(U  - V)t. 
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The metric M[P](U, V) is affine invariant in that 
M[P](U, V) = M[PA + b] (UA + b, VA + b), 
for all nonsingular 2 by 2 matrices A, and 1 by 2 vectors b. An interesting eometric property of 
this metric is that the set of points equidistant from a fixed point is an ellipse. 
If we replace the MQ basis function bi(x, y) in (2) by 
bi(x, y) = x/[M[P]((x, y), (xi, yi))]2 + R 2, 
then the interpolation method is invariant under all affine transformations of the data points P. 
Nielson and Foley [13] consider a 100 point data set and they scale the x-coordinates by factors 
of 5 and 50. They observe that using the affine invariant metric for the MQ interpolant yields 
smaller errors than using Euclidean distance. On this poorly scaled data, they also observe 
similar results when the thin-plate spline interpolant (see [19]) replaces Euclidean distance with 
the affine invariant metric. 
3. OBSERVATIONS AND RECOMMENDATIONS ABOUT R 2 
In his critical comparison of scattered ata interpolants, Franke [2,3] used a set of six test 
functions defined on the unit square, and three (x/, Yi) data sets composed of 25, 33, and 100 
points. This combination produced a suite of 18 test problems. Our observations are based on 
these 18 problems, plus 18 additional problems which involve the same test functions with three 
new data sets which are shown in Figure 1. The first new set of 58 points is simply the union of 
Franke's 25 and 33 point sets. The next data set, which consists of 64 points, was obtained by 
mapping the Big Sur data approximately to the unit square. This data set was selected to test 
the MQ method on track data, and the original Big Sur 64 data points are listed in [16]. The 
third new data set of 97 points is the union of the 64 and 33 point data sets. Figure 1 clearly 
illustrates that there are several points nearly equal in the 64 and 97 point data sets. In the 97 
point set, there are two points so close to each other at (0.85, 0.25) that they almost appear as 
a single point. The line segments drawn in Figure 1 represent the unit square. 
In addition to these six data sets and the six test functions listed in [3], we also used data sets 
consisting of 125, 133 and 158 points by taking unions of the standard 25, 33 and 100 point sets. 
Although we don't list the results for these additional test cases, the results are consistent with 
those shown. 
To illustrate the effects o fR  2 on the condition umber of the coefficient matrix B in (3), we have 
plotted the estimated condition number as a function of R 2 for all six data sets. (The condition 
number depends only on the set P and not on Z.) The results are shown in Figure 2 for the MQ 
and RMQ methods, where the horizontal axis is R 2 and the vertical is the approximate condition 
number. Note that this figure and subsequent error plots use a log-log scale for the two axes. 
The condition numbers were estimated using the LINPACK routines in [20]. All computations 
for this report were performed in double precision on a CRAY 1 whose double precision round-off 
unit is 1.2 x 10 -29. 
OBSERVATION 1. The condition number increases with respect o R 2, and it increases harply 
for all problems when R ~ is greater than 0.5. This increase occurs because R2 begins to dominate 
the basis function at about 0.5, and the matrix elements are nearly equal for large values of R 2. 
OBSERVATION 2. The condition number increases consistently with the size of the matrix, except 
for the 97 and 64 point data sets. These two sets have data points which are extremely close 
together, so the matrices have rows which are almost identical. 
Thirty six functional data sets are generated by evaluating six bivariate test functions f l ,  . . . ,  
f6 at the points in six data sets consisting of 25, 33, 58, 64, 97 and 100 points. The equations 
of the test functions can be found in [2,3,16]. Franke [2] compared many methods by computing 
the maximum error and the root-mean-square (RMS) error. These errors were computed by 
evaluating the interpolant over a 33 x33 uniform grid and computing the error at each point from 
the known test function. The maximum error and the RMS error behaved similarly (except for 
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Figure I. Data sets of 58, 64and97 points. 
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Figure 3. RMS error versus R 2 for the MQ interpolant to test functions fl . . . .  , f6 
in parts (a) . . . . .  (f). The line type legend in Fig. 2 is used to distinguish the data 
sets .  
the scale of the error), so in this paper we show only the results for the R.MS error. The exact 
test function and the interpolant are evaluated at the 1089 (33×33) points (uk, vk), and the RMS 
error is computed by 
I 1~89 1089 RMS = Z [f(uk, Vk) -- fMq(Uk, Vk)] 2. 
k=l 
In Figure 3, we show the RMS error as a function of R 2 for each of the six test functions and 
all six data sets using the MQ interpolant, while Figure 4 shows the RMS error for the RMQ 
interpolant. The horizontal axis represents the value of R ~ and the vertical axis is the RMS 
error. For each of these figures, the errors for functions f l , . . . ,  f6 are in parts (a), (b) , . . . ,  (f), 
respectively, and the line type legend shown in Figure 2 is used to distinguish the different data 
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sets. Since the double precision round-off unit on the CRAY 1 is 1.2 x 10 -29 ,  these errors are 
accurate for all plotted points on the data sets consisting of 25, 33 and 58 points. The errors are 
accurate on the other data sets for R ~ < 1.0, but the round-offerror could be a factor for R 2 > 10, 
particularly for the 97 point data sets. Other values of R ~ < 0.0001 and R 2 > 10 were also tested, 
but the corresponding RMS errors were clipped in the plots because the general trends of the 
error curves were consistent. For the MQ interpolant, the errors were nearly constant for small 
R 2 < 0.0001 on each test case. With the exception of f6 in Figure 3f, the RMS errors increased 
for R 2 > 10. 
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From our experiments we have been able to make the following observations: 
OBSERVATION 3. The optimal value for R 2 is a strong function of the data set Z, and it is 
essentially independent of both the number n and the location of the (x~, Yl) data points. 
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OBSERVATION 4. The optimal value for t/2 is about the same for both MQ and RMQ. The shape 
of the error curves indicates that MQ has a broader ange of "reasonable" values for R 2 than 
KMQ. 
OBSERVATION 5. The RMS errors for the MQ and RMQ methods are essentially equal when 
near optimal values of R 2 are used. 
Tarwater [21] made these observations, with the exception that she felt that the optimal value 
of R 2 was more noticeably influenced by the number of data points and the distribution of the 
data, together with the zl values. Tarwater used the three standard data sets of 25, 33 and 
100 points, but her computations were done in single precision. For R 2 > 0.1, her RMS error 
computations were affected by round-off error and thus the dominant influence of the function 
values on the optimal R 2 was not apparent. 
OBSERVATION 6. The optimal value for R 2 does not appear to depend on the gradients present 
in the data. Instead, larger values of R 2 are needed for data from a section of a spherical or 
quadratic-shaped function such as f4 and fS- 
OBSERVATION 7. Track data, as opposed to randomly scattered ata, does not degrade the 
performance of either MQ or RMQ except as certain features of the surface are missed because 
there is no data in these subregions. In fact, the solution for the 64 point data set was somewhat 
better than we had expected. 
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Figure 5. MQ ]nterpo]ant to the 33 point set generated by f l  using R 2 -- .1 in (a), 
and JR u ---- .000001 in (b). 
Figure 5a is the MQ interpolant to the 33 point set generated by fl using R 2 = 0.1 and 
Figure 5b is the MQ interpolant to the same data using a small value of R 2 = 10 -6. Using 
R 2 = 0.1 yields a smoother and visually pleasing interpolant which is more accurate than the 
"tighter" surface in Figure 5b. As R 2 approaches zero, the MQ basis functions bi(x, y) in (2) 
approach the C ° distance functions [l(x, y) - ( z i ,  yi)[[. In the univariate case, interpolating by a 
linear combination of Ix - zil simply yields the piecewise linear interpolant. 
OBSERVATION 8. As R 2 approaches zero, the MQ interpolant becomes "tighter." 
This observation was made by the authors everal years ago and also by Pottmann and Eck [22], 
who also give a nice geometric interpretation f the MQ interpolant. 
Figure 6 illustrates the effectiveness of the MQ interpolant on the 64 and 97 point track data 
sets from fl using R 2 = 0.1. Concern about the performance of the MQ method on track data 
apparently stems from the Big Sur data set in Figure 7 which was introduced in [15] and listed 
in [16]. This concern is based on observing the excursions between tracks for MQ interpolants 
similar to those shown in Figure 7c (R 2 = 0.001) and Figure 7d (R 2 = 0.01). However, by choosing 
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R 2 sufficiently small, the excursions can be eliminated as shown in Figure 7a (R 2 = 0.00001) and 
Figure 7b (R 2 = 0.0001). 
The excursions are not due to the fact that the given data is along tracks. No excursions were 
observed in any of the six test functions from Franke [3]. Upon closer examination of the Big Sur 
data in Figure 7, it is apparent that there is some oscillation in the data along two of the tracks. 
This oscillation is readily visible in the following univariate plots along tracks 3 and 4 shown in 
Figure 8. It is this oscillation that produced the excursions. 
13' 
12 ¸ 
11 
10. 
Figure 8. Oscillations in the Big Sur data along tracks 3 and 4. (Data points are 
connected by a broken line.) 
OBSERVATION 9. For rapidly varying or highly oscillatory zl values, a very small value of R 2 is 
suggested. 
4. AN ALGORITHM FOR COMPUTING R 2 
A very important unsolved problem involving the use of the MQ method is how to compute 
the parameter R2. In his early work, Hardy [1] recommended using 
R 2 = (.815 d) 2, 
where d is the mean distance from each data point (x~,y~) to its nearest neighbor. There are 
several ways to approximate d. One method is to consider the bounding circle of the data points 
which has diameter D. If this circle is subdivided into n equal areas, each subdivided area would 
be ~rD2 
A= 4n 
If these sub-regions were circular, they would have a diameter of D/v/'n, which could be used as 
an approximation to the mean distance between two neighboring data points. Franke [2] used 
the formula 
R 2 [1.25D] 2 
=[  v~j  ' 
which is the same as Hardy's except hat 1.25 is used in place of 0.815. Foley [14] used a similar 
value for R 2 based on the area of the bounding rectangle to the data. All of these methods 
depend only on the (zi,yl) data. 
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For the data sets in Section 3 on the unit square, the diameter D is approximately V~, thus 
R 2 is approximately 0.03 for the 100 point sets using Franke's method, regardless of the function 
values. Table 1 lists the observed RMS errors for the MQ method applied to the six test functions 
on the 100 point set using R 2 = 0.03, which are essentially equal to those reported in [2]. The 
table also lists the approximate values of the optimal R 2 and the corresponding RMS errors. The 
final columns of Table 1 give the RMS errors for the values of R 2 computed using the new method 
presented in the following paragraphs. Although the MQ method performed exceptionally well in 
Franke's [2] comparison, it should be noted that the accuracy of this method can be significantly 
better than previously reported. 
Table 1. RMS errors for the MQ method  applied to the 100 point  sets. 
Funct ion R 2 ---- (1 .25D)2 /n  
/1 
/2 
.tz 
h 
I5 
.f6 
RMS 
.03 .0037 .11 
.03 .0033 .03 
.03 .00055 .32 
.03 .00011 2.0 
.03 .00042 .30 
.03 .0012 7.0 
%)ptimal" R 2 RMS A lgor i thm R 2 
.0026 
.0033 
.000057 
.00000002 
.000031 
.000006 
.16 
.03 
.13 
.26 
.04 
.93 
RMS 
.0031 
.0033 
.00011 
.0000041 
.00021 
.00002 
The following ad hoe method for selecting R2 is based on the observations made in Section 3, 
together with many computer-generated experiments. Instead of developing a method for finding 
the optimal R 2 value, we tried to find values that were in an acceptable interval. That is, (see 
Figure 3), we wanted to generate a value for R 2 in the interval [.05, .2] for f l ,  [.001,.05] for f2, 
[.1,4] for fs, [.3, 1.0] for f4, [.1, .4] for fb, and R 2 > .8 for f6. We also observed that it is generally 
safer to select R ~ values on the minimum side of these intervals. 
Although f4 and f6 have smaller errors for larger R 2 values, we restrict R 2 < 1 on the unit 
square because the linear system of equations i poorly conditioned for large R 2. We also map 
the data set D to the unit square so that the overall method will be invariant under different 
scaling in the z and y directions. 
The selection of R 2 will be based on how well a quadratic polynomial approximates the data. 
A least squares quadratic function fits the data for f4 and f6 much more accurately than the 
other data sets, and a larger value of R ~ for these two functions yielded smaller errors. Since the 
scale of the zi values affects the error of a quadric fit, we will also scale the zi values o that the 
minimum zi is mapped to zero and the maximum zi is mapped to one. With the appropriate 
scaling, we observed that the residual errors of the quadratic least squares fit is roughly inversely 
proportional to an effective choice for R. The following algorithm generally computes an effective 
value for R 2. 
Compute the minimum and maximum values of the points (xi, Yi, zi) and scale the data to the 
unit cube by setting 
X i --  Xmin) 
Xi = (Xma x - -  Xmin) '  
(Y i  - -  Ymin) 
ffi - -  (Ymax --  Ymin) ' 
(Zi  --  Zmin) 
~'i ---- (Zmax -- Zmin)" 
Next, we compute the least squares bivariate quadratic polynomial fit to the data (~i,~i,~i). 
Denoting this quadratic by q(x, y), we then compute the variance or average residual 
v = - 90)2  
n 
i=1 
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Finally, we define R 2 = 1/(1 + 120V) 2. The MQ or RMQ method should use this value of R 2 
with the scaled data on the unit square and then the resulting interpolant can be scaled back to 
the original domain. That is, let G(~,, fl) be the function that interpolates G(~i, ~9i) = z~, which 
is of the form 
n 
y) = - + (y  - + a2]  
i= l  
Then define fMq(X, y) = G(~', ~), where 
---- (X --  Zmin) and 
(Xmax --  Zmin) ' 
(Y --  Ymin) 
"- (Ymax --  Ymin)" 
The circles on each error curve in Figures 3 and 4 correspond to values of R 2 selected using this 
new approach. In general, these selections are on the minimum side of the effective R 2 interval. 
Table 1 lists the R 2 values and the RMS errors for this method applied to the six test functions 
using 100 data points. 
This method for selecting R2 is not foolproof, but it does yield effective values for these test 
functions and for other smooth functions that we tested. For the Big Sur track data, this 
algorithm yielded R 2 = .001 and the result is shown in Figure 7c. Although smaller values of 
R 2 yielded more desirable results (see Figure 7), this default choice is significantly better than 
results using larger R ~ that depend only on the number of data points. In general, if the zl values 
vary rapidly, a very small value of R 2 should be used. 
5. REMARKS 
In summary, the optimal value for R ~ is most strongly influenced by the function values zi, 
and its value has essentially no relationship to the number of data points nor to their distribution 
in the zy-plane. This observation is very important because most practitioners base R u only 
on the number and distribution of points in the xy-plane. Furthermore, the MQ method can 
yield effective results on the Big Sur track data, and track data need not be a problem. The 
performance of the MQ method on smooth data sampled on the tracks was consistent with its 
behavior on uniformly distributed ata. 
Although the method for selecting Ru in Section 4 is an effective choice for the thirty-six data 
sets in this paper, there are several other approaches that could be considered. One approach 
currently under investigation is to interpolate to some subset of the data using several values of 
R 2 and then choose the value which yields the best approximation to the excluded ata points. 
In practice, the user should try at least a few different values for R 2 and compare the results. 
It is advisable to plot the resulting interpolating surfaces and show the locations of the points 
(xl, yl, zi) in the plot. Foley and Lane [23] describe additional visualization techniques involving 
transparency and color shading. Simply plotting contour or iso-value curves does not necessarily 
indicate the behavior of the interpolant. For rapidly varying data, very small values for R 2 should 
be considered for the MQ method. 
Although the MQ and RMQ methods generally produce xcellent results on smooth test data, 
the authors feel that there is no single data fitting method that is always the best to use. We 
suggest hat other methods be applied to the data and that the results should be compared 
graphically. Potential alternatives that generally ield satisfactory esults are the thin plate spline 
in [19], the multistage methods in [14,16], the minimum norm triangulation methods in [24,25], 
the modified quadratic Shepard's method in [26,27], and the local approach in [28] which is based 
on the Dirichlet essellation. 
If there are a large number of data points, the linear system of equations can be very ill 
conditioned and costly to solve. One remedy is to localize the interpolant using techniques 
similar to those used by Franke [29] for thin plate splines. This technique involves partitioning 
the data into overlapping subregions, forming local interpolants to the data in each subregion, 
and then blending the local interpolants so that the resulting function is a C 1 or C 2 interpolant. 
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Since the blending functions are locally defined, data points in one region have no effect on the 
interpolant on non-neighboring regions. 
For several years the authors have experimented with allowing R ~ to vary from one basis 
function to another, even though this destroys the symmetry of the linear system in (3) and it 
does not yield a biharmonic interpolant. That is, the basis functions in (2) are changed to 
bi(x, y) - ~ / (z  - z i )  2 + (y -  yi) ~" -I- R~. 
We have tr ied selecting R~ based upon approx imate gradient magni tudes and other  factors such as 
the residuals in the local quadrat ic  least squares approximat ions.  A l though we obta ined improved 
results on some test  data,  we have observed a decrease in performance on other data  sets. At  
this juncture ,  no pat tern  on how to vary R 2 has been apparent .  Kansa  [30,31] has had success 
on a smal l  number  of data  sets with a variable R~ defined by 
Two positive constants Rmin and Rm~x are specified by the user, and for all i, P~in <~ ~ <: ~ax" 
The primary motivation for this choice is to reduce the condition number of the resulting linear 
system of equations. It should be noted that the interpolant will depend on the order of the 
indices and that R~ has no dependency on the function values zi. 
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