Abstract-First-and second-order reflection coefficients are presented for the small slope approximation. The first-order reflection coefficient is identical to the Kirchhoff, or physical optics, result, and the secondorder reflection coefficient reduces to those of perturbation theory and the Kirchhoff approximation in the appropriate limits. Numerical results are obtained for acoustic or TE-polarized electromagnetic scattering from one-dimensional, "Pierson-Moskowitz" sea surfaces at low grazing angles. Comparison with exact integral equation results shows that the secondorder small slope approximation is extremely accurate and better than both the perturbation and Kirchhoff methods.
I. INTRODUCTION
Wave scattering from rough surfaces is important in many diverse engineering and scientific applications [ 11. Among these are integrated optics, microwave remote sensing, and underwater acoustics. The classical perturbation and Kirchhoff solutions to the rough surface scattering problem are limited in their regions of validity [2] , [3] , and there is a clear need for a better model.
In recent years a number of new approaches to the rough surface scattering problem have been introduced; among these is the small slope approximation (SSA) proposed by Voronovich in the 1980's [4] , [5] . In this communication, the first-and second-order small slope approximation reflection coefficients are presented for the Dirichlet problem. The first-order result is identical to the Kirchhoff reflection coefficient; the second-order result reduces to those of the perturbation and Kirchhoff methods in the appropriate limits. Numerical results for the reflection loss are obtained for acoustic or TE-polarized electromagnetic scattering at low grazing angles from one-dimensional surfaces with Gaussian statistics, satisfying a Pierson-Moskowitz power law spectrum. These are compared with exact integral equation results as well as with results for perturbation theory and the Kirchhoff approximation published by Thorsos [6].
The second-order small slope reflection coefficient is extremely accurate for the examples studied and consistently better than both the perturbation and Kirchhoff results.
BACKGROUND
Consider a scalar plane wave incident on a one-dimensional surface described by the function 2 = f ( i ) (see Fig. 1 ). The incident and scattered angles are given by 0, and 0,. respectively, and the incident wave vector k, = ( k Z T .
--K~* ) = k(siIi 8,. -cos 6,) and the scattered wave vector k, = ( k 3 , . k S 2 ) = k(sin 0 , . ('05 0 , ) are parallel to the .r: plane. The total field on the surface vanishes everywhere (Dirichlet boundary condition), and a harmonic time dependence of exp [ -i 
AMPLITUDE REFLECTION COEFFICIENT
The first-order SSA reflection coefficient is found using (3) in (2), with @ approximated by (5), and taking the first moment. The result is given by where h is the root-mean-square (rms) surface height. Note that (7) is precisely the reflection coefficient obtained using the Kirchhoff approximation. The second-order SSA reflection coefficient is found using (5) and (6) in (4), (4) in (3) , and (3) in (2) and again taking the first moment. The result is given by
where M 7 ( l i ) is the surface roughness spectrum. As we let k h -+ 0, (8) reduces to This is the second-order (in the field) perturbation result. For a sufficiently narrow roughness spectrum, the integral in (8) vanishes and the Kirchhoff result is again obtained.
IV. NUMERICAL RESULTS
The first-order small slope reflection coefficient given by (7) is identical to the Kirchhoff approximation reflection coefficient and is trivial to calculate. The second-order reflection coefficient given by (8) is of the same order of difficulty to calculate as the secondorder perturbation reflection coefficient given by (9). However, as we will show in this section, the second-order small slope approximation results are superior to both the perturbation and Kirchhoff results.
The numerical results presented are for a commonly used spectrum representing a fully developed sea-state which was proposed by Pierson and Moskowitz [lo] . The Pierson-Moskowitz frequency spectrum approximately models the ocean surface and is completely determined by the wind speed. The spatial roughness spectrum for a I-D surface is obtained from the frequency spectrum [6] and is given by where a and 3 are dimensionless constants given by 8.1 x10-' and 0.74, respectively, g = 9.81 m/s2 is the earth's acceleration of gravity, and u is the wind speed measured at 19.5 m above the mean sea surface.
Numerical results have been obtained for four different cases. The first case is for an incident angle of 70' at a wind speed of u = 10 m/s (19 kn). The normalized roughness parameter k k . where IC is the radiation wavenumber and h is the rms surface height, for this case is 0.45. The second, third, and fourth cases are for incident angles of 70". 75", and 80". respectively, at a wind speed of u = 20 mls (39 kn), and kh = 1.79. Numerical quadrature was performed using QUADPACK routines [ 111.
In Table I the results for the first-and second-order small slope reflection loss, (20 log lRll where R is given by (7) and (8), respectively, are tabulated for the four cases described above. We have also tabulated the results published in [6] 
V. SUMMARY
In this communication we have presented the first-and secondorder small slope approximation reflection coefficients. The firstorder SSA reflection coefficient is identical to the one derived using the Kirchhoff approximation; the second-order SSA reflection coefficient reduces to those of second-order perturbation theory and the Kirchhoff approximation in the appropriate limits. Numerical calculations of the second-order SSA reflection coefficient are no more difficult than calculation of the second-order perturbation reflection coefficient. Numerical results for the reflection loss using a Pierson-Moskowitz surface spectrum are compared with exact integral equation results for four different cases: the first for an incident angle of 70" at a wind speed of 10 mis, the second, third, and fourth for incident angles of 70". 7.5". and 80". respectively, at a wind speed of 20 m/s. The results are remarkably accurate for all four cases and are consistently better than both the second-order perturbation and Kirchhoff approximation results. Thus, the second-order small slope approximation should prove to be useful for estimation of coherent loss at low grazing angles due to either acoustic or TE-polarized electromagnetic reflections from the ocean surface.
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I. INTRODUCTION
A moving ship produces a set of waves in a characteristic linear "V" pattern. This pattern, or some of its components, can sometimes be seen in synthetic aperture radar (SAR) imagery of ocean scenes such as that from SEASAT.
Ship wake features appear as bright and/or dark lines which may persist for several kilometers behind a ship. Due to their length, ship wake components are sometimes more identifiable as features indicating the presence of a vessel than the return from the ship itself. They can also provide information such as ship speed and direction. Wake detection techniques must be able to discriminate ship wakes from other naturally occurring linear features such as wind-generated internal wave trains, features due to the underwater topography, and the chance lining-up of coherent speckle, all of which may contribute to a high probability of false alarm (PFA).
In [l] , an automatic detection algorithm (ADA) for ship wakes, based on the Radon transform [4] , was applied to a set of 39 SEASAT SAR ship wake images. This technique combined a high-pass filter, Radon transform, and Wiener filter, and was shown to distinguish wakes from false alarms. However, although the probability of detection (PD) was high, the PFA remained unacceptably high for large-area ocean surveillance. Our concentration was therefore focused on reducing the PFA to acceptable levels for large-area automatic detection purposes.
A library of 175 SEASAT SAR images has been compiled. These images were specifically chosen to test the limitations of the ADA. Files containing weak or very short wake features, faint or multiple ship returns, and inhomogeneous or striated ocean backgrounds constitute the majority of data files in this set.
In 111, the result of applying the Wiener filter shape detector was a list of peaks in the transformed image. An attribute called the "gain value," defined as the ratio of the Wiener filter output to the original peak height, was calculated for each peak. The gain value was shown to be a measure of how closely the shape of a peak matches the expected shape of a proper wake feature. Thus, the gain value gives an indication of whether or not a feature belongs to a wake.
There are other criteria, besides gain value, which a true wake feature may be expected to meet, at least some of the time. These include the existence of linear features which converge at an apex with angles consistent with Kelvin wake angles, and high returns which may be associated with the presence of a ship. Data fusion techniques that combine all pertinent information should be considered in order to reduce the PFA. This paper describes a technique, based on the Dempster-Shafer method of data fusion 121, which we have incorporated into the ADA. The ADA with the inclusion of the Dempster-Shafer algorithm will henceforth be referred to as the complete ADA (CADA).
One important feature of the work is the use of empirical cumulative probability distributions involving the hyperbolic tangent function. The success of this method of data fusion in the reduction of false alarms implies a more general applicability of the technique beyond the detection of ships and their wakes.
THE DEMPSTER-SHAFER ALGORITHM
The Dempster-Shafer method of data fusion was designed as a practical means of combining evidence from multiple sensors or pieces of evidence from one sensor 121. The theory utilizes probabilities based upon belief functions rather than statistics. The estimates of belief can be applied to decisions about the truth of a hypothesis. They are more general than standard statistical techniques in that ignorance is treated in a quantitative manner. Like the Bayesian approach, in which prior probabilities must be determined, some means of arriving at the extent of the belief in single pieces of evidence must be found. Whereas it is often difficult to justify the prior probabilities in the Bayesian method, heuristic methods appear to be acceptable for the Dempster-Shafer algorithm.
In [ l ] , peaks present at the output of the Wiener filter permit two distinct hypotheses. The hypotheses are:
1) There exists a linear feature which belongs to a ship wake.
2) There exists a linear feature which does not belong to a ship wake.
