Most ICA algorithms are based on a model of stationary sources. This paper considers exploiting the (possible) non-stationarity of the sources to achieve separation. We introduce two objective functions based on the likelihood and on mutual information in a simple Gaussian non stationary model and we show how they can be optimized, off-line or on-line, by simple yet remarkably efficient algorithms (one is based on a novel joint diagonalization procedure, the other on a Newton-like technique). The paper also includes (limited) numerical experiments and a discussion contrasting non-Gaussian and non-stationary models.
INTRODUCTION
The aim of this paper is to develop a blind source separation procedure adapted to source signals with time varying intensity (such as speech signals). For simplicity, we shall restrict ourselves to the simplest mixture model:
where
is the vector of observations (at time Most of the approaches to blind source separation are based (explicitly or not) on a model where, for each
is a sequence of independently and identically distributed (i.i.d) variables (see [3] for a review of this approach). In this case, the blind identification of
OBJECTIVE FUNCTIONS
Using a simple non stationary model, we derive in this section two objective functions based on the maximum likelihood and minimum mutual information principles. In order to exploit non stationarity, we shall make the simplest distributional assumptions compatible with it: the sources are temporally independent and are Gaussian with a time dependent variance. We must stress that this is only a working assumption in order to derive objective functions. By making the independence assumption, we simply have chosen not to exploit the time dependence of the source signals and by making the Gaussian assumption, we have chosen to base the our procedures on second order statistics only. However, our algorithms are applicable even for colored non Gaussian sources (see section 4 for instance).
Maximum likelihood
The maximum likelihood (ML) objective is more conveniently handled by considering the negative of the normalized log probability density of the data set 
where 
. These equations express some form of non-correlation between the reconstructed sources. The diagonal conditions merely state that the normalized reconstructed sources
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Gl G must have unit sample variance, thus determining the "scale factor" in © .
In most practical situations, the variance profiles h G ¡ £ ¦ ¥
are not known in advance and must also be estimated from the data. The standard ML approach is to postulate a parametric model for these profiles. In a blind context, however, a non parametric approach is to be preferred: we simply es-
needs not be consistent because the decorrelation condition
, for which (4) is an empirical version, holds for zero mean independent sources, even if
is not the true variance profile.
Block Gaussian likelihood
In this section, we consider a 'block Gaussian' model in which the interval h z y ¦ S ) 
is the proportion of data points in the -th subinterval and
denotes the Kullback-Leibler divergence between two zero mean 
where diag denotes the diagonal matrix with the same diagonal as . Let us then define
which measures deviation from diagonality since it is non negative and can be zero only if it argument is diagonal. Using (9), the likelihood criterion (8) is seen to be minimized for a fixed value of
It is very striking that the 'block-Gaussian' likelihood directly leads to an objective function which is a criterion of joint diagonalization. The idea of joint approximate diagonalization has already been used for source separation under different hypothesis: non Gaussian sources in [5] , colored processes in [2] . In these contributions, however, the measure of joint diagonality was a simple quadratic criterion, not directly related to the likelihood objective and moreover is optimized under an orthogonality constraint which requires prior whitening of the observations.
Gaussian mutual information
We turn to a different objective: finding a transformation matrix which minimizes of the mutual information between the random vectors
Rather than trying to estimate the actual mutual information, we shall consider instead the Gaussian mutual information, defined in the same way as the ordinary mutual information but with respect to some hypothetical Gaussian random vectors which have the same covariance structure as the random vectors of interest. As we shall see, thanks
to the non stationarity of the model, using the Gaussian mutual information still allows to achieve separation. Since the Kullback-Leibler divergence between the two Gaussian densities of zero mean and covariance matrices and is F H , the normalized Gaussian mutual information between the vectors (12) equals
is unknown; a sensible approach is to replace it by some non parametric kernel estimator: 
Discussion
Connections. It is not a coincidence that the above approaches lead to similar separating objectives. This is because the expectation of (2) is (up to a constant) a KullbackLeibler divergence while the criterion (13) originates from a related Kullback-Leibler divergence. One can also compare these approaches on the basis of the corresponding estimating equations. The minima of
are easily shown to be solution of
where, with
G
denoting the E -th component of , we set:
These equations are quite similar to (4), except that Super efficiency. An interesting feature in the noise free non stationary setting is that there is room for 'super efficiency', that is, for estimating the mixing matrix with an error which decreases faster than P R l ¤ S
In practice, a situation allowing super efficiency is unlikely to occur (for one thing, some noise is always present). But it is a guarantee of statistical effectiveness that a criterion yields super efficient estimates whenever such a possibility exists. This is the case of criterion (11).
ALGORITHMS

Block algorithm
The block Gaussian likelihood criterion (11) can be efficiently minimized thanks a novel joint approximate diagonalization algorithm which is now briefly described (see [9] for more details). Given positive matrices 
with the following definitions (which assume X } c } § P ; otherwise the weights must be renormalized)
On-line algorithms a. Simple stochastic gradient. This algorithm is based on the relative gradient (3) of the likelihood criterion (2). The separating matrix
where ¹ is a small positive constant and
where ½ is a small positive learning step, which must be significantly greater than ¹ since the estimated separating matrix should be nearly constant in a large range of time in which the source variances can vary significantly. This is the most straightforward algorithm but it can be significantly enhanced as follows.
b. On-line Newton-like technique.
Consider an exponentially weighted relative gradient matrix 
A first order expansion shows that, if 
and we have set
, we obtain this algorithm:
according to (21) where the diagonal of matrix
is set to zero and its off diagonal elements are the solutions of (22) i.e.
As before, the parameter to obtain a separating matrix. This approach may seem computationally demanding but it is not the case because, in the on line context, it is sensible to perform only a single sweep of the joint diagonalization algorithm after a new data block is received. Likewise, the Gaussian mutual information approach of section 2.3 gives rise to a similar and somewhat more flexible on-line algorithm. The matrices 6 } can now be evaluated at any time point as a local average. This is best done by applying a low-pass filter to the matrix sequence
which outputs positive matrices, such as the exponential filter. The separating matrix ¡ ¤ £ ¦ ¥ is then obtained by jointly approximately diagonalizing the matrices
. Here the role of Ç is to reduce the number of matrices to be diagonalized. As before, only one sweep of the joint approximate diagonalization algorithm is performed.
NUMERICAL EXPERIMENTS
On-line algorithms. We illustrate the improved behavior of the Newton-like algorithm over the standard relative gradient approach. We use synthetic source signals: 
DISCUSSION
Connections. The efficient approaches considered in this paper -the joint diagonalization algorithm of section 3.1 and the Newton-like algorithm of section 3.2-bear some resemblance: in both cases, a key step is the transformation of the gradient ³ Gj into a 'rectified gradient'
² Gj
(compare eq. (17) and (23) and the related updating rules). Here, the underlying mechanism can be recognized as the classic Newton technique in which the gradient is left multiplied by the inverse of the Hessian for it to point in the best (in a certain sense) direction. It is likely that the 'natural gradient' approach of Amari [1] would result in similar algorithms. We note however that the on-line algorithm takes its particular simple form thanks to an approximation which is only valid when the model holds even though the algorithm still behaves well if this is not the case.
About non stationarity. Another line of comments regards the notion of non stationarity used in this paper. In essence, the source properties which make the algorithms work are source independence and slowly varying variance profiles. In full rigor, the latest is not related to the well defined notion of stationarity. Indeed, considered the case where the E -th source signal is shows a waveform which is 'psychologically non stationary'. Linear mixtures of such stationary sequences can actually be successfully separated by our algorithms. Conversely, it is easy to construct non stationary source processes with constant variance, which would defeat our algorithms. In summary, it would be more accurate to describe our algorithms as applying to independent sources with 'slow' amplitude modulation.
Non stationarity and non Gaussianity. A final comment regards a connection between non stationarity and non Gaussianity. For simplicity, consider again the model is a free parameter. In this case, the ML estimator of
