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THE ENERGY-CRITICAL DEFOCUSING NLS ON T3
ALEXANDRU D. IONESCU AND BENOIT PAUSADER
Abstract. We prove global well-posedness in H1(T3) for the energy-critical defocusing
initial-value problem
(i∂t +∆)u = u|u|4, u(0) = φ.
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1. Introduction
Let T := R/(2πZ). In this paper we consider the energy-critical defocusing equation
(i∂t +∆)u = u|u|4 (1.1)
in the periodic setting x ∈ T3. Suitable solutions on a time interval I of (1.1) satisfy mass
and energy conservation, in the sense that the functions
M(u)(t) :=
∫
T3
|u(t)|2 dx, E(u)(t) := 1
2
∫
T3
|∇u(t)|2 dx+ 1
6
∫
T3
|u(t)|6 dx, (1.2)
are constant on the interval I. Our main theorem concerns global well-posedness in
H1(T3) for the initial-value problem associated to the equation (1.1).
Theorem 1.1. (Main theorem) If φ ∈ H1(T3) then there exists a unique global solution
u ∈ X1(R) of the initial-value problem
(i∂t +∆)u = u|u|4, u(0) = φ. (1.3)
The first author was supported in part by a Packard Fellowship.
1
2 ALEXANDRU D. IONESCU AND BENOIT PAUSADER
In addition, the mapping φ → u extends to a continuous mapping from H1(T3) to
X1([−T, T ]) for any T ∈ [0,∞), and the quantities M(u) and E(u) defined in (1.2)
are conserved along the flow.
The uniqueness spaces X1(I) ⊆ C(I : H1(T3)) in the theorem above are defined pre-
cisely by Herr–Tataru–Tzvetkov [15] and [16].
The corresponding result in the Euclidean space R3 was proved by Colliander–Keel–
Staffilani–Takaoka–Tao [9] (see also [4, 8, 12, 20, 21, 19, 23, 27]) and is an important tool in
our analysis. Motivated by this result, there has been interest to obtain global existence of
the defocusing energy-critical equation in more general manifolds, see [14, 15, 16, 18, 17].
Theorem 1.1 completes both previous results of the authors and G. Staffilani [18, 17]
about the energy-critical nonlinear Schro¨dinger equation on different manifolds, such as
H3 and R × T3, and previous results of Bourgain [3] who proved the global existence of
solutions in the energy-subcritical case. It also extends the recent results in Herr–Tataru–
Tzvetkov [15] who proved global existence of small energy solutions of (1.1).
We also refer to [2, 5, 6, 7, 10, 11, 13] for other results of global existence and large
time behavior of subcritical Schro¨dinger equations on compact manifolds.
In this paper we extend and refine the strategy from [18] to the case when no global dis-
persion is allowed. The main new ingredients that we need are an extinction result which
is here provided by Lemma 4.3, and a better study of the error term in the construction
of an approximate solution in Lemma 6.2.
The extinction argument is obtained by decomposing the linear propagator into a com-
ponent which lives on a time interval during which all wave packets travel a distance ∼ 1,
and another component where the wave packets have had time to exit a given ball, but
not to refocus more than o(1) percent of their modes.
The analysis of the interaction between nonlinear profiles and linear solutions which are
sufficiently far from saturating the Sobolev inequality is done in section 7. The qualitative
fact we need, see for example [1, 22], is that any limit of the quantum measure associated
to
(∫ 1
0
|∇eit∆RJk |2dt
)
dx is absolutely continuous with respect to dx. Hence, we expect
the effect of the interaction of eit∆RJk with a concentrating function N
1/2
k φ(Nkx,N
2
k t),
Nk → +∞ to be negligible as k → +∞. In our case we need strong convergence and
quantitative bounds, which we prove in section 7.
On the other hand, this does not rule out interaction with a Scale-1 function and it
is difficult to adapt the argument from [18] which relies on some smoothing-effect type
estimate. However, we note that in order to obtain global existence, it suffices to rule out
concentration of the solution on arbitrarily small time intervals, during which a Scale-1
evolution did not have time to occur.
The arguments we present here appear quite robust and we expect adaptations of them
to hold on more general compact manifolds (as long as one has a critical small-data
theory), for example on Zoll manifolds which have been recently been studied in [14].
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The rest of the paper is organized as follows. In Section 2, we introduce our notations
and state some previous results. In Section 3, we use previous results of Herr-Tataru-
Tzvetkov [15] to develop a large-data local well-posedness and stability theory for the
equation (1.1). In Section 4, we study the behavior of solutions to the linear and nonlinear
equation concentrating to a point in space and time. In Section 5, we recall the profile
decomposition from [18] (see also [21]) to address the loss of compactness of the Sobolev-
Strichartz inequality. In Section 6, we prove Theorem 1.1, except for a lemma about
approximate solutions which is finally proved in Section 7.
2. Preliminaries
In this section we summarize our notations and collect several lemmas that are used in
the rest of the paper.
We write A . B to signify that there is a constant C > 0 such that A ≤ CB. We
write A ≃ B when A . B . A. If the constant C involved has some explicit dependency,
we emphasize it by a subscript. Thus A .u B means that A ≤ C(u)B for some constant
C(u) depending on u.
We write F (z) = z|z|4 the nonlinearity in (1.1). For p ∈ Nn a vector, we denote by
Op1,...,pn(a1, . . . , an) a |p|-linear expression which is a product of p1 terms which are either
equal to a1 or its complex conjugate a1 and similarly for pj, aj, 2 ≤ j ≤ n.
We define the Fourier transform on T3 as follows
(Ff) (ξ) := 1
(2π)
3
2
∫
T3
f(x)e−ix·ξdx.
We also note the Fourier inversion formula
f(x) =
1
(2π)
3
2
∑
ξ∈Z3
(Ff) (ξ)eix·ξ.
We define the Schro¨dinger propagator eit∆ by(Feit∆f) (ξ) := e−it|ξ|2 (Ff) (ξ).
We now define the Littlewood-Paley projections. We fix η1 : R → [0, 1] a smooth
even function with η1(y) = 1 if |y| ≤ 1 and η1(y) = 0 if |y| ≥ 2. Let η3 : R3 → [0, 1],
η3(ξ) := η1(ξ1)
2η1(ξ2)
2η1(ξ3)
2. We define the Littlewood-Paley projectors P≤N and PN
for N = 2j ≥ 1 a dyadic integer by
F (P≤Nf) (ξ) := η3(ξ/N) (Ff) (ξ), ξ ∈ Z3,
P1f := P≤1f, PNf := P≤Nf − P≤N/2f if N ≥ 2.
For any a ∈ (0,∞) we define
P≤a :=
∑
N∈2Z+ , N≤a
PN , P>a :=
∑
N∈2Z+ , N>a
PN .
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Function spaces. The strong spaces are the same as the one used by Herr-Tataru-
Tzvetkov [15, 16]. Namely
‖u‖Xs(R) :=
(∑
z∈Z3
〈ξ〉2s‖eit|ξ|2(Fu(t))(ξ)‖2U2t
) 1
2
,
‖u‖Y s(R) :=
(∑
z∈Z3
〈ξ〉2s‖eit|ξ|2(Fu(t))(ξ)‖2V 2t
) 1
2
,
where we refer to [15, 16] for a description of the spaces Up and V p and of their properties.
Note in particular that
X1(R) →֒ Y 1(R) →֒ L∞(R, H1).
For intervals I ⊂ R, we define X1(I) in the usual way as restriction norms, thus
X1(I) := {u ∈ C(I : H1) : ‖u‖X1(I) := sup
J⊆I, |J |≤1
[inf{‖v‖X1(R) : v|J = u}] <∞}.
The norm controling the inhomogeneous term on an interval I = (a, b) is then defined as
‖h‖N(I) :=
∥∥∥ ∫ t
a
ei(t−s)∆h(s)ds
∥∥∥
X1(I)
. (2.1)
We also need a weaker critical norm
‖u‖Z(I) :=
∑
p∈{p0,p1}
sup
J⊆I,|J |≤1
(
∑
N
N5−p/2‖PNu(t)‖pLpx,t(T3×J))
1/p,
p0 = 4 + 1/10, p1 = 100.
(2.2)
A consequence of Strichartz estimates from Theorem 2.1 below is that
‖u‖Z(I) . ‖u‖X1(I),
thus Z is indeed a weaker norm. The purpose of this norm is that it is fungible and still
controls the global evolution, as will be manifest from the local theory in Section 3.
Definition of solutions. Given an interval I ⊆ R, we call u ∈ C(I : H1(T3)) a strong
solution of (1.1) if u ∈ X1(I) and u satisfies that for all t, s ∈ I,
u(t) = ei(t−s)∆u(s)− i
∫ t
s
ei(t−t
′)∆
(
u(t′)|u(t′)|4) dt′.
Dispersive estimates. We recall the following result from [3].
Theorem 2.1. If p > 4 then
‖PNeit∆f‖Lpx,t(T3×[−1,1]) .p N
3
2
− 5
p‖PNf‖L2(T3).
As a consequence of the properties of the Up∆ spaces, we have:
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Corollary 2.2. If p > 4 then for any cube C of size N and any interval I, |I| ≤ 1,
‖PCu‖Lpx,t(T3×I) . N
3
2
− 5
p‖u‖Up∆(I,L2). (2.3)
We will also use the following results from Herr–Tataru–Tzvetkov [15].
Proposition 2.3 ([15], Proposition 2.11). If f ∈ L1t (I,H1(T3)) then
‖f‖N(I) . sup
{‖v‖Y −1(I)≤1}
∫
T3×I
f(x, t)v(x, t)dxdt. (2.4)
In particular, there holds for any smooth function g that
‖g‖X1([0,1]) . ‖g(0)‖H1 + (
∑
N
‖PN (i∂t +∆) g‖2L1t ([0,1],H1))
1
2 . (2.5)
3. Local well-posedness and stability theory
In this section we present large-data local well-posedness and stability results that allow
us to connect nearby intervals of nonlinear evolution. A consequence of [15] is that the
Cauchy problem for (1.1) is locally well-posed. However, here we want slightly more
precise results.
We start with a nonlinear estimate. The goal here is to obtain estimates which are
linear in a norm controlling L∞t H
1. For this we introduce
‖u‖Z′(I) = ‖u‖
1
2
Z(I)‖u‖
1
2
X1(I). (3.1)
We have the following result:
Lemma 3.1. There exists δ > 0 such that if u1, u2, u3 satisfy PNiui = ui with N1 ≥ N2 ≥
N3 and |I| ≤ 1, then
‖u1u2u3‖L2x,t(T3×I) .
(
N3
N1
+
1
N2
)δ
‖u1‖Y 0(I)‖u2‖Z′(I)‖u3‖Z′(I) (3.2)
and, with p0 = 4 + 1/10 as in (2.2),
‖u1u2u3‖L2x,t(T3×I) . N
1/2−5/p0
1 N
1/2−5/p0
2 N
10/p0−2
3 ‖u1‖Z(I)‖u2‖Z(I)‖u3‖Z(I). (3.3)
Proof of Lemma 3.1. Inequality (3.2) follows from interpolation beween the following es-
timate
‖u1u2u3‖L2x,t . N2N3
(
N3
N1
+
1
N2
)δ0
‖u1‖Y 0‖u2‖Y 0‖u3‖Y 0
from [15, Proposition 3.5] and the estimate
‖u1u2u3‖L2x,t . ‖u1‖Y 0‖u2‖Z‖u3‖Z .
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To prove this second estimate we observe that if {Ck}k∈Z is a partition of Z3 in cubes of
size N2 then the functions (PCku1)u2u3 are almost orthogonal in L
2
x. Using (2.3),
‖u1u2u3‖2L2x,t(T3×I) .
∑
k
‖ (PCku1) u2u3‖2L2x,t
.
∑
k
‖PCku1‖2Lp0x,t‖u2‖
2
L
p0
x,t
‖u3‖2
L
2p0/(p0−4)
x,t
. ‖u2‖2Z(I)‖u3‖2Z(I)
∑
k
‖PCku1‖2Up0∆ (I,L2).
Using that Y 0(I) →֒ Up0∆ (I, L2) and remarking that the Y 0-norm is square-summable
finishes the proof.
The bound (3.3) follows by a similar argument directly from the definition (2.2). 
From this, using Proposition 2.3 and arguing as in [18, Lemma 3.2], one obtains the
following lemma which essentially appears in [15, Proposition 4.1]:
Lemma 3.2. For uk ∈ X1(I), k = 1 . . . 5, |I| ≤ 1, the estimate
‖Π5i=1u˜k‖N(I) .
∑
σ∈S5
‖uσ(1)‖X1(I)Πj≥2‖uσ(j)‖Z′(I)
holds true, where u˜k ∈ {uk, uk}.
This follows from the more precise estimate
‖
∑
B≥1
PBu˜1Π
5
j=2P≤DBu˜j‖N(I) .D ‖u1‖X1(I)Π5j=2‖uj‖Z′(I), (3.4)
which is proved similarly as in [18, Lemma 3.2]. This implies the following:
Proposition 3.3 (Local well-posedness). (i) Given E > 0, there exists δ0 = δ0(E) > 0
such that if ‖φ‖H1(T3) ≤ E and
‖eit∆φ‖Z(I) ≤ δ0
on some interval I ∋ 0, |I| ≤ 1, then there exists a unique solution u ∈ X1(I) of (1.1)
satisfying u(0) = φ. Besides
‖u− eit∆φ‖X1(I) .E ‖eit∆φ‖3/2Z(I).
The quantities E(u) and M(u) defined in (1.2) are conserved on I.
(ii) If u ∈ X1(I) is a solution of (1.3) on some open interval I and
‖u‖Z(I) < +∞
then u can be extended as a nonlinear solution to a neighborhood of I and
‖u‖X1(I) ≤ C(E(u), ‖u‖Z(I))
for some constant C depending on E(u) and ‖u‖Z(I).
The main result in this section is the following:
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Proposition 3.4 (Stability). Assume I is an open bounded interval, ρ ∈ [−1, 1], and
u˜ ∈ X1(I) satisfies the approximate Schro¨dinger equation
(i∂t +∆)u˜ = ρu˜|u˜|4 + e on T3 × I. (3.5)
Assume in addition that
‖u˜‖Z(I) + ‖u˜‖L∞t (I,H1(T3)) ≤M, (3.6)
for someM ∈ [1,∞). Assume t0 ∈ I and u0 ∈ H1(T3) is such that the smallness condition
‖u0 − u˜(t0)‖H1(T3) + ‖e‖N(I) ≤ ǫ (3.7)
holds for some 0 < ǫ < ǫ1, where ǫ1 ≤ 1 is a small constant ǫ1 = ǫ1(M) > 0.
Then there exists a strong solution u ∈ X1(I) of the Schro¨dinger equation
(i∂t +∆)u = ρu|u|4 (3.8)
such that u(t0) = u0 and
‖u‖X1(I) + ‖u˜‖X1(I) ≤ C(M),
‖u− u˜‖X1(I) ≤ C(M)ǫ. (3.9)
The proof of these proposition is very similar to the proof of the corresponding state-
ments in [18, Section 3] and is omitted.
4. Euclidean profiles
In this section we prove precise estimates showing how to compare Euclidean and
periodic solutions of both linear and nonlinear Schro¨dinger equations. Such a comparison
is meaningful only in the case of rescaled data that concentrate at a point, and then,
only for short time (e.g. since the linear flow in T3 is periodic). We follow closely the
arguments in [17, Section 4].
We fix a spherically-symmetric function η ∈ C∞0 (R3) supported in the ball of radius 2
and equal to 1 in the ball of radius 1. Given φ ∈ H˙1(R3) and a real number N ≥ 1 we
define
QNφ ∈ H1(R3), (QNφ)(x) = η(x/N1/2)φ(x),
φN ∈ H1(R3), φN(x) = N 12 (QNφ)(Nx),
fN ∈ H1(T3), fN(y) = φN(Ψ−1(y)),
(4.1)
where Ψ : {x ∈ R3 : |x| < 1} → O0 ⊆ T3, Ψ(x) = x. Thus QNφ is a compactly
supported1 modification of the profile φ, φN is an H˙
1-invariant rescaling of QNφ, and fN
is the function obtained by transferring φN to a neighborhood of 0 in T
3. We define also
ER3(φ) =
1
2
∫
R3
|∇R3φ|2 dx+ 1
6
∫
R3
|φ|6 dx.
1This modification is useful to avoid the contribution of φ coming from the Euclidean infinity, in a
uniform way depending on the scale N .
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We will use the main theorem of [9], in the following form.
Theorem 4.1. Assume ψ ∈ H˙1(R3). Then there is a unique global solution v ∈ C(R :
H˙1(R3)) of the initial-value problem
(i∂t +∆R3)v = v|v|4, v(0) = ψ, (4.2)
and
‖ |∇R3v| ‖(L∞t L2x∩L2tL6x)(R3×R) ≤ C˜(ER3(ψ)). (4.3)
Moreover this solution scatters in the sense that there exists ψ±∞ ∈ H˙1(R3) such that
‖v(t)− eit∆R3ψ±∞‖H˙1(R3) → 0 (4.4)
as t→ ±∞. Besides, if ψ ∈ H5(R3) then v ∈ C(R : H5(R3)) and
sup
t∈R
‖v(t)‖H5(R3) .‖ψ‖H5(R3) 1.
Our first result in this section is the following lemma:
Lemma 4.2. Assume φ ∈ H˙1(R3), T0 ∈ (0,∞), and ρ ∈ {0, 1} are given, and define fN
as in (4.1). Then the following conclusions hold:
(i) There is N0 = N0(φ, T0) sufficiently large such that for any N ≥ N0 there is a
unique solution UN ∈ C((−T0N−2, T0N−2) : H1(T3)) of the initial-value problem
(i∂t +∆)UN = ρUN |UN |4, UN(0) = fN . (4.5)
Moreover, for any N ≥ N0,
‖UN‖X1(−T0N−2,T0N−2) .ER3 (φ) 1. (4.6)
(ii) Assume ε1 ∈ (0, 1] is sufficiently small (depending only on ER3(φ)), φ′ ∈ H5(R3),
and ‖φ − φ′‖H˙1(R3) ≤ ε1. Let v′ ∈ C(R : H5) denote the solution of the initial-value
problem
(i∂t +∆R3)v
′ = ρv′|v′|4, v′(0) = φ′.
For R,N ≥ 1 we define
v′R(x, t) = η(x/R)v
′(x, t), (x, t) ∈ R3 × (−T0, T0),
v′R,N (x, t) = N
1
2v′R(Nx,N
2t), (x, t) ∈ R3 × (−T0N−2, T0N−2),
VR,N (y, t) = v
′
R,N(Ψ
−1(y), t) (y, t) ∈ T3 × (−T0N−2, T0N−2).
(4.7)
Then there is R0 ≥ 1 (depending on T0 and φ′ and ε1) such that, for any R ≥ R0,
lim sup
N→∞
‖UN − VR,N‖X1(−T0N−2,T0N−2) .ER3 (φ) ε1. (4.8)
The proof of Lemma 4.2 is very similar to the proof of [17, Lemma 4.2] and is omitted.
To understand linear and nonlinear evolutions beyond the Euclidean window we need an
additional extinction lemma:
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Lemma 4.3. Let φ ∈ H˙1(R3) and define fN as in (4.1). For any ε > 0, there exists
T = T (ψ, ε) and N0(ψ, ε) such that for all N ≥ N0, there holds that
‖eit∆fN‖Z(TN−2,T−1) . ε.
Proof of Lemma 4.3. For M ≥ 1, we define
KM(x, t) =
∑
ξ∈Z3
e−i[t|ξ|
2+x·ξ]η3(ξ/M) = eit∆P≤Mδ0.
We note from [2, Lemma 3.18] that KM satisfies
|KM(x, t)| .
[ M√
q(1 +M |t/(2π)− a/q|1/2)
]3
(4.9)
if
t/(2π) = a/q + β, q ∈ {1, . . . ,M}, a ∈ Z, (a, q) = 1, |β| ≤ (Mq)−1. (4.10)
From this, we conclude that for any 1 ≤ S ≤M
‖KM(x, t)‖L∞x,t(T3×[SM−2,S−1]) . S−3/2M3. (4.11)
This follows directly from (4.9) and Dirichlet’s lemma, by considering the cases |t| ∈
[SM−2,M−1] and |t| ∈ [M−1, S−1].
In view of the Strichartz estimates in Theorem 2.1, to prove the lemma we may assume
that φ ∈ C∞0 (R3). In this case, from the definition,
‖PKfN‖L1(T3) .φ N−5/2, ‖PKfN‖L2(T3) .φ (1 +K/N)−10N−1. (4.12)
Using the Strichartz estimates in Theorem 2.1, we obtain, for p ∈ [5,∞],
‖eit∆PKfN‖Lpx,t(T3×[−1,1]) .φ K3/2−5/p(1 +K/N)−10N−1. (4.13)
Therefore, if 1 ≤ T ≤ N and p ∈ {6, 24},∑
K/∈[NT−1/100,NT 1/100]
K5−p/2‖eit∆PKfN‖pLpx,t(T3×[−1,1]) .φ T
−1/100. (4.14)
To estimate the remaining sum over K ∈ [NT−1/100, NT 1/100] we use the first bound in
(4.12) together with (4.11) (with M ≈ max(K,N), S ≈ T ). It follows that, for all K,
‖eit∆PKfN‖L∞x,t(T3×[TN−2,T−1]) .φ T−3/2(K +N)3N−5/2. (4.15)
Interpolating with (4.13), for p ∈ [5,∞] and K ∈ [NT−1/100, NT 1/100]
‖eit∆PKfN‖Lpx,t(T3×[TN−2,T−1]) .φ T−1+5/pN1/2−5/p. (4.16)
The lemma follows using (4.14) and (4.16), by setting T = T (ε, ψ) sufficiently large. 
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For later use we record one more estimate that follows from (4.15) and (4.12): if
φ ∈ C∞0 (R3), p ∈ [4,∞], 1 ≤ T ≤ N , and fN is defined as in (4.1), then
sup
|t|∈[TN−2,T−1]
‖eit∆fN‖Lp(T3) .φ T−1/10N1/2−3/p. (4.17)
We conclude this section with a proposition describing nonlinear solutions of the initial-
value problem (1.3) corresponding to data concentrating at a point. In view of the profile
analysis in the next section, we need to consider slightly more general data. Given f ∈
L2(T3), t0 ∈ R and x0 ∈ T3 we define
(πx0f)(x) := f(x− x0),
(Πt0,x0)f(x) = (e
−it0∆f)(x− x0) = (πx0e−it0∆f)(x).
As in (4.1), given φ ∈ H˙1(R3) and N ≥ 1, we define
TNφ(x) := N
1
2 φ˜(NΨ−1(x)) where φ˜(y) := η(y/N1/2)φ(y),
and observe that
TN : H˙
1(R3)→ H1(T3) is a linear operator with ‖TNφ‖H1(T3) . ‖φ‖H˙1(R3).
Let F˜e denote the set of renormalized Euclidean frames
F˜e := {(Nk, tk, xk)k≥1 :Nk ∈ [1,∞), tk → 0, xk ∈ T3,
Nk →∞, and tk = 0 or N2k |tk| → ∞}.
Proposition 4.4. Assume that O = (Nk, tk, xk)k ∈ F˜e, φ ∈ H˙1(R3), and let Uk(0) =
Πtk ,xk(TNkφ).
(i) There exists τ = τ(φ) such that for k large enough (depending only on φ and O)
there is a nonlinear solution Uk ∈ X1(−τ, τ) of the initial-value problem (1.3) and
‖Uk‖X1(−τ,τ) .E
R3 (φ)
1. (4.18)
(ii) There exists a Euclidean solution u ∈ C(R : H˙1(R3)) of
(i∂t +∆R3)u = u|u|4 (4.19)
with scattering data φ±∞ defined as in (4.4) such that the following holds, up to a sub-
sequence: for any ε > 0, there exists T (φ, ε) such that for all T ≥ T (φ, ε) there exists
R(φ, ε, T ) such that for all R ≥ R(φ, ε, T ), there holds that
‖Uk − u˜k‖X1({|t−tk |≤TN−2k }∩{|t|≤T−1}) ≤ ε, (4.20)
for k large enough, where
(π−xk u˜k)(x, t) = N
1
2
k η(NkΨ
−1(x)/R)u(NkΨ
−1(x), N2k (t− tk)).
In addition, up to a subsequence,
‖Uk(t)− Πtk−t,xkTNkφ±∞‖X1({±(t−tk)≥TN−2k }∩{|t|≤T−1}) ≤ ε, (4.21)
THE ENERGY-CRITICAL DEFOCUSING NLS ON T
3
11
for k large enough (depending on φ, ε, T, R).
Proof of Proposition 4.4. Clearly, we may assume that xk = 0.
We have two cases. If tk = 0 for any k then the lemma follows from Theorem 4.1,
Lemma 4.2 and Lemma 4.3: we let u be the nonlinear Euclidean solution of (4.19) with
u(0) = φ and notice that for any δ > 0 there is T (φ, δ) such that
‖∇R3u‖
L
10
3
x,t(R
3×{|t|≥T (φ,δ)})
≤ δ.
The bound (4.20) follows for any fixed T ≥ T (φ, δ) from Lemma 4.2. Assuming δ is
sufficiently small and T is sufficiently large (both depending on φ and ε), the bound (4.21)
then follow from Theorem 4.1, Lemma 4.2 and Lemma 4.3 (which guarantee smallness of
1±(t) · eit∆Uk(±N−2k T (φ, δ)) in Z({|t| ≤ T−1})) and Proposition 3.3.
Otherwise, if limk→∞N
2
k |tk| = ∞, we may assume by symmetry that N2k tk → +∞.
Then we let u be the solution of (4.19) such that
‖∇R3
(
u(t)− eit∆R3φ) ‖L2(R3) → 0
as t→ −∞ (thus φ−∞ = φ). We let φ˜ = u(0) and apply the conclusions of the lemma to
the frame (Nk, 0, 0)k ∈ Fe and Vk(s), the solution of (1.1) with initial data Vk(0) = TNk φ˜.
In particular, we see from the fact that N2k tk → +∞ and (4.21) that
‖Vk(−tk)− Πtk ,0TNkφ‖H1(T3) → 0
as k →∞. Then, using Proposition 3.4, we see that
‖Uk − Vk(· − tk)‖X1(−T−1,T−1) → 0
as k →∞, and we can conclude by inspecting the behavior of Vk. This ends the proof. 
5. Profile decompositions
In this section we show that given a bounded sequence of functions fk ∈ H1(T3) we
can construct suitable profiles and express the sequence in terms of these profiles. The
statements and the arguments in this section are very similar to those in [17, Section
5] and [18, Section 5]. See also [21] for the original proofs of Keraani in the Euclidean
geometry.
As before, given f ∈ L2(R3), t0 ∈ R, and x0 ∈ T3 we define
(πx0f)(x) := f(x− x0),
(Πt0,x0)f(x) = (e
−it0∆f)(x− x0) = (πx0e−it0∆f)(x).
(5.1)
As in (4.1), given φ ∈ H˙1(R3) and N ≥ 1, we define
TNφ(x) := N
1
2 φ˜(NΨ−1(x)) where φ˜(y) := η(y/N1/2)φ(y), (5.2)
and observe that
TN : H˙
1(R3)→ H1(T3) is a linear operator with ‖TNφ‖H1(T3) . ‖φ‖H˙1(R3). (5.3)
The following is our main definition.
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Definition 5.1. (1) We define a Euclidean frame to be a sequence Fe = (Nk, tk, xk)k
with Nk ≥ 1, Nk → +∞, tk ∈ R, tk → 0, xk ∈ T3. We say that two frames
(Nk, tk, xk)k and (Mk, sk, yk, )k are orthogonal if
lim
k→+∞
(∣∣∣∣ln NkMk
∣∣∣∣+N2k |tk − sk|+Nk|xk − yk|) = +∞.
Two frames that are not orthogonal are called equivalent.
(2) If O = (Nk, tk, xk)k is a Euclidean frame and if φ ∈ H˙1(R3), we define the Eu-
clidean profile associated to (φ,O) as the sequence φ˜Ok
φ˜Ok(x) := Πtk ,xk(TNkφ).
The following lemma summarizes some of the basic properties of profiles associated
to equivalent/orthogonal frames. Its proof uses Lemma 4.2 with ρ = 0 to control linear
evolutions inside the Euclidean window and the bound (4.17) to control these evolutions
outside such a window. Given these ingredients, the proof of Lemma 5.2 is very similar
to the proof of Lemma 5.4 in [17], and is omitted.
Lemma 5.2. (Equivalence of frames)
(i) If O and O′ are equivalent Euclidean profiles, then, there exists an isometry of
H˙1(R3), T such that for any profile ψ˜O′k , up to a subsequence there holds that
lim sup
k→+∞
‖T˜ ψOk − ψ˜O′k‖H1(T3) = 0. (5.4)
(ii) If O and O′ are orthogonal frames and ψ˜Ok , ϕ˜O′k are corresponding profiles, then,
up to a subsequence,
lim
k→+∞
〈ψ˜Ok , ϕ˜O′k〉H1×H1(T3) = 0,
lim
k→+∞
〈|ψ˜Ok |3, |ϕ˜O′k |3〉L2×L2(T3) = 0.
(iii) If O is a Euclidean frame and ψ˜Ok , ϕ˜Ok are two profiles corresponding to O, then
lim
k→+∞
(
‖ψ˜Ok‖L2 + ‖ϕ˜Ok‖L2
)
= 0,
lim
k→+∞
〈ψ˜Ok , ϕ˜Ok〉H1×H1(T3) = 〈ψ, ϕ〉H˙1×H˙1(R3).
Definition 5.3. We say that a sequence of functions {fk}k ⊆ H1(T3) is absent from a
frame O if, up to a subsequence, for every profile ψOk associated to O,∫
T3
(
fkψ˜Ok +∇fk∇ψ˜Ok
)
dx→ 0
as k → +∞.
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Note in particular that a profile associated to a frame O is absent from any frame
orthogonal to O.
The following proposition is the core of this section. Its proof is similar to the proof of
[18, Proposition 5.5], and is omitted.
Proposition 5.4. Consider {fk}k a sequence of functions in H1(T3) satisfying
lim sup
k→+∞
‖fk‖H1(T3) . E (5.5)
and a sequence of intervals Ik = (−Tk, T k) such that |Ik| → 0 as k → +∞2. Up to passing
to a subsequence, assume that fk ⇀ g ∈ H1(T3). There exists a sequence of profiles
ψ˜αOαk associated to pairwise orthogonal Euclidean frames Oα such that, after extracting a
subsequence, for every J ≥ 0
fk = g +
∑
1≤α≤J
ψ˜αOαk +R
J
k (5.6)
where RJk is absent from the frames Oα, α ≤ J and is small in the sense that
lim sup
J→+∞
lim sup
k→+∞
[
sup
N≥1,t∈Ik, x∈T3
N−
1
2
∣∣(eit∆PNRJk) (x)∣∣ ] = 0. (5.7)
Besides, we also have the following orthogonality relations
‖fk‖2L2 = ‖g‖2L2 + ‖RJk‖2L2 + ok(1),
‖∇fk‖2L2 = ‖∇g‖2L2 +
∑
α≤J
‖∇R3ψα‖2L2(R3) + ‖∇RJk‖2L2 + ok(1),
lim
J→+∞
lim sup
k→+∞
∣∣∣∣∣‖fk‖6L6 − ‖g‖6L6 −∑
α≤J
‖ϕ˜αOαk ‖
6
L6
∣∣∣∣∣ = 0,
(5.8)
where ok(1)→ 0 as k → +∞, possibly depending on J .
6. Proof of the main theorem
From Proposition 3.3, we see that to prove Theorem 1.1, it suffices to prove that
solutions remain bounded in Z on intervals of length at most 1. To obtain this, we induct
on the energy E(u).
Define
Λ(L, τ) = sup{‖u‖2Z(I), E(u) ≤ L, |I| ≤ τ}
2The condition (5.7) on the smallness of the remainder RJ
k
depends on both the sequence of functions
fk and the sequence of intervals Ik. The existence of both these sequences is a consequence of the
contradiction assumption Emax <∞ in Theorem 6.1.
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where the supremum is taken over all strong solutions of (1.1) of energy less than or equal
to L and all intervals I of length |I| ≤ τ . Clearly, Λ is an increasing function of both its
arguments and moreover,
Λ(L, τ + σ) . Λ(L, τ) + Λ(L, σ).
Hence we may define
Λ∗(L) = lim
τ→0
Λ(L, τ)
and we have that for all τ ,
Λ(L, τ) < +∞⇔ Λ∗(L) < +∞.
Finally, we define
Emax = sup{L : Λ∗(L) < +∞}. (6.1)
We see that Theorem 1.1 is equivalent to the following statement.
Theorem 6.1. Emax = +∞. In particular every solution of (1.1) is global.
Proof of Theorem 6.1. Suppose for contradiction that Emax < +∞. From now on, all
our constants are allowed to depend on Emax. By definition, there exists a sequence of
solutions uk such that
E(uk)→ Emax, ‖uk‖Z(−Tk,0), ‖uk‖Z(0,T k) → +∞ (6.2)
for some Tk, T
k → 0 as k → +∞. We now apply Proposition 5.4 to the sequence {uk(0)}k
with Ik = (−Tk, T k). This gives a decomposition
uk(0) = g +
∑
1≤α≤J
ψ˜αOαk +R
J
k .
We first consider the remainder and note that, for p ∈ {p0, p1} and q = (p0 + 4)/2,∑
N
N5−p/2‖PNeit∆RJk‖pLpt,x(T3×Ik)
.
[
sup
N
N−
1
2‖eit∆PNRJk‖L∞t,x(T3×Ik)
]p−q∑
N
[
N5/q−1/2‖PNeit∆RJk‖Lqt,x(T3×Ik)
]q
.
[
sup
N
N−
1
2‖eit∆PNRJk‖L∞t,x(T3×Ik)
]p−q∑
N
N q‖PNRJk‖qL2
.
[
sup
N
N−
1
2‖eit∆PNRJk‖L∞t,x(T3×Ik)
]p−q
.
Therefore
lim sup
J→+∞
lim sup
k→+∞
‖eit∆RJk‖Z(Ik) = 0. (6.3)
Case I: {uk(0)}k converges strongly in H1(T3) to its limit g which satisfies E(g) =
Emax. Then, by Strichartz estimates, there exists η > 0 such that, for k large enough
‖eit∆uk(0)‖Z(−Tk,T k) ≤ ‖eit∆g‖Z(−η,η) + ok(1) ≤ δ0,
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where δ0 is given by the local theory in Proposition 3.3. In this case, we conclude that
‖uk‖Z(−Tk,T k) . 2δ0 which contradicts (6.2).
Case IIa: g = 0 and there are no profile. Then, taking J sufficiently large, we get that
‖eit∆uk(0)‖Z(Ik) = ‖eit∆RJk‖Z(Ik) ≤ δ0
where δ0 is as above. Once again, this contradicts (6.2).
Case IIb: g = 0 and there is only one Euclidean profile, such that
uk(0) = ψ˜Ok + ok(1)
in H1 (see (6.4)), where O is a Euclidean frame. In this case, we let Uk be the solution of
(1.1) with initial data Uk(0) = ψ˜Ok and we use (4.18) to get, for k large enough
‖Uk‖Z(−Tk,T k) ≤ ‖Uk‖Z(−δ,δ) . 1 and limk→+∞ ‖Uk(0)− uk(0)‖H1 → 0.
We may use Proposition 3.4 to deduce that
‖uk‖Z(−Tk,T k) . ‖uk‖X1(−Tk ,T k) . 1
which contradicts (6.2).
Case III: There exists at least one profile or g 6= 0. Using Lemma 5.2 and passing to
a subsequence, we may renormalize every Euclidean profile, that is, up to passing to an
equivalent profile, we may assume that for every Euclidean frame Oα, Oα ∈ F˜e. Besides,
using Lemma 5.2 and passing to a subsequence once again, we may assume that for every
α 6= β, either Nαk /Nβk + Nβk /Nαk → +∞ as k → +∞ or Nαk = Nβk for all k and in this
case, either tαk = t
β
k as k → +∞ or (Nαk )2|tαk − tβk | → +∞ as k → +∞. Now for every
linear profile ψ˜αOαk , we define the associated nonlinear profile U
α
k as the maximal solution of
(1.1) with initial data Uαk (0) = ψ˜
α
Oαk
. A more precise description of each nonlinear profile
is given by Proposition 4.4. Similarly, we define W to be the nonlinear solution of (1.1)
with initial data g.
From (5.8) we see that, after extracting a subsequence,
E(α) := lim
k→+∞
E(ψ˜αOαk ) ∈ (0, Emax],
lim
J→+∞
[ ∑
1≤α≤J
E(α) + lim
k→+∞
E(RJk )
] ≤ Emax − E(g). (6.4)
Up to relabeling the profiles, we can assume that for all α, E(α) ≤ E(1) < Emax − η,
E(g) < Emax − η for some η > 0. Consequently, all the nonlinear profiles are global and
satisfy
‖W‖Z(−1,1) + ‖Uαk ‖Z(−1,1) ≤ 3Λ(Emax − η/2, 2) . 1,
where from now on all the implicit constants are allowed to depend on Λ(Emax − η/2, 2).
Using Proposition 3.4 it follows that
‖W‖X1(−1,1) + ‖Uαk ‖X1(−1,1) . 1. (6.5)
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For J, k ≥ 1 we define
UJprof,k := W +
J∑
α=1
Uαk .
We show first that there is a constant Q . 1 such that
‖UJprof,k‖2X1(−1,1)+‖W‖2X1(−1,1)+
J∑
α=1
‖Uαk ‖2X1(−1,1)+
J∑
α=1
‖Uαk −eit∆ψ˜αOαk ‖X1(−1,1) ≤ Q
2, (6.6)
uniformly in J , for all k ≥ k0(J) sufficiently large. Indeed, a simple fixed point argument
as in section 3 shows that there exists δ0 > 0 such that if
‖φ‖H1(T3) = δ ≤ δ0
then the unique strong solution of (1.1) with initial data φ is global and satisfies
‖u‖X1(−2,2) ≤ 2δ and ‖u− eit∆φ‖X1(−2,2) . δ4. (6.7)
From (6.4), we know that there are only finitely many profiles such that E(α) ≥ δ0/2.
Without loss of generality, we may assume that for all α ≥ A, E(α) ≤ δ0. Using (5.8),
(6.5), and (6.7) we then see that
‖UJprof,k‖X1(−1,1) = ‖W +
∑
1≤α≤J
Uαk ‖X1(−1,1)
≤ ‖W‖X1(−1,1) +
∑
1≤α≤A
‖Uαk ‖X1(−1,1) + ‖
∑
A≤α≤J
(Uαk − eit∆Uαk (0))‖X1(−1,1)
+ ‖eit∆
∑
A≤α≤J
Uαk (0)‖X1(−1,1)
. 1 + A+
∑
A≤α≤J
E(α) + ‖
∑
A≤α≤J
Uαk (0)‖H1 . 1.
The bound on
∑J
α=1 ‖Uαk ‖2X1(−1,1) is similar (in fact easier), which gives (6.6).
We now claim that
UJapp,k =W +
∑
1≤α≤J
Uαk + e
it∆RJk
is an approximate solution for all J ≥ J0 and all k ≥ k0(J) sufficiently large. We saw
in (6.6) that UJapp,k has bounded X
1-norm. Let ε = ε(2Q2) be the constant given in
Proposition 3.4. We compute
e = (i∂t +∆)U
J
app,k − F (UJapp,k) = F (W ) +
∑
1≤α≤J
F (Uαk )− F (UJapp,k)
= F (UJprof,k)− F (UJprof,k + eit∆RJk ) + F (W ) +
∑
1≤α≤J
F (Uαk )− F (UJprof,k).
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and appealing to Lemma 6.2 below, we obtain that
lim sup
k→+∞
‖e‖N(Ik) ≤ ε/2
for J ≥ J0(ε). In this case, we may use Proposition 3.4 to conclude that uk satisfies
‖uk‖X1(Ik) . ‖UJapp,k‖X1(Ik) ≤ ‖UJprof,k‖X1(−1,1) + ‖eit∆RJk‖X1(−1,1) . 1
which contradicts (6.2). This finishes the proof. 
We have now proved our main theorem, except for the following important assertion.
Lemma 6.2. With the notation in Case III of the proof of Theorem 6.1, we have that,
for fixed J ,
lim sup
k→+∞
‖F (UJprof,k)− F (W )−
∑
1≤α≤J
F (Uαk )‖N(Ik) = 0. (6.8)
Besides, we also have that
lim sup
J→+∞
lim sup
k→+∞
‖F (UJprof,k + eit∆RJk )− F (UJprof,k)‖N(Ik) = 0. (6.9)
7. Proof of lemma 6.2
We will need the following lemma which states that a high-frequency linear solution
does not interact significantly with a low-frequency profile. Recall from Section 2 that
O4,1(a, b) denotes a quentity which is quartic in {a, a} and linear in {b, b}.
Lemma 7.1. Assume that B,N ≥ 2 are dyadic numbers and ω : T3 × (−1, 1) → C is a
function satisfying |∇jω| ≤ N j+1/21{|x|≤N−1, |t|≤N−2}, j = 0, 1. Then
‖O4,1(ω, eit∆P>BNf)‖L1((−1,1),H1) . (B−1/200 +N−1/200)‖f‖H1(T3).
Proof of Lemma 7.1. We may assume that ‖f‖H1(T3) = 1 and f = P>BNf . We notice
that
‖O4,1(ω, eit∆P>BNf)‖L1((−1,1),H1) . ‖O4,1(ω,∇eit∆f)‖L1((−1,1),L2)
+ ‖eit∆f‖L∞t L2‖ω‖3L4tL∞x ‖|∇ω|+ |ω|‖L4tL∞x
. ‖O4,1(ω,∇eit∆f)‖L1((−1,1),L2) +B−1.
Now we write
‖O4,1(ω,∇eit∆f)‖2L1((−1,1),L2) . N−2‖W
1
2∇eit∆f‖2L2(T3×(−1,1))
. N−2
3∑
j=1
∫ 1
−1
〈eit∆∂jf,Weit∆∂jf〉L2×L2(T3)dt
. N−2
3∑
j=1
〈∂jf,
[∫ 1
t=−1
e−it∆Weit∆dt
]
∂jf〉L2×L2(T3),
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where W (x, t) = N4η3(NΨ−1(x))η1(N2t). Therefore, it remains to prove that
‖K‖L2(T3)→L2(T3) . N2(B−1/100 +N−1/100) where K = P>BN
∫
R
e−it∆Weit∆P>BN dt.
(7.1)
We compute the Fourier coefficients of K as follows
cp,q = 〈eipx, Keiqx〉L2×L2(T3)
= (1− η3)(p/BN)(1− η3)(q/BN)
∫
(−1,1)×T3
eit[|p|
2−|q|2]+i(q−p)·xWk(x, t)dxdt
= C (Fx,tW ) (p− q, |q|2 − |p|2)(1− η3)(p/BN)(1− η3)(q/BN).
Hence, we obtain that
|cp,q| . N−1
[
1 +
||p|2 − |q|2|
N2
]−10 [
1 +
|p− q|
N
]−10
1{|p|≥BN}1{|q|≥BN}. (7.2)
Using Schur’s lemma
‖K‖L2(T3)→L2(T3) . sup
p∈Z3
∑
q∈Z3
|cp,q|+ sup
q∈Z3
∑
p∈Z3
|cp,q|,
and the bound (7.2), for (7.1) it suffices to prove that
N−3 sup
|p|≥BN
∑
v∈Z3
[
1 +
||p|2 − |p+ v|2|
N2
]−10 [
1 +
|v|
N
]−10
. (B−1/100 +N−1/100). (7.3)
We notice that the sum over |v| ≥ N min(N,B)1/100 in the left-hand side of (7.3) is
easily bounded by Cmin(N,B)−1/100. Similarly, the sum over the vectors v with the
property that |v| ≤ N min(N,B)1/100 and |p · v| ≥ N2min(N,B)1/10 is also bounded by
Cmin(N,B)−1/100. Therefore, letting p̂ = p/|p| and using that |p| ≥ BN , it remains to
prove that
N−3
∑
|p̂·v|≤N min(N,B)−9/10
[
1 +
|v|
N
]−10
. min(N,B)−1/100,
which is an elementary estimate. 
We will need one more lemma.
Lemma 7.2. Assume that Oα = (Nk,α, tk,α, xk,α)k ∈ Fe, α ∈ {1, 2}, are two orthogonal
frames, I ⊆ (−1, 1) is a fixed open interval, 0 ∈ I, and T1, T2, R ∈ [1,∞) are fixed
numbers, R ≥ T1 + T2. For k large enough let
Sk,α = {(x, t) ∈ T3 × I : |t− tk,α| < TαN−2k,α, |x− xk,α| ≤ RN−1k,α}.
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Assume that (ωk,1, ωk,2, fk, gk, hk)k are 5 sequences of functions with the properties
|Dmx ωk,α|+N−2k,α1Sk,α · |∂tDmx ωk,α| ≤ RN1/2+|m|k,α 1Sk,α, 0 ≤ |m| ≤ 4, α ∈ {1, 2},
‖fk‖X1(I) ≤ 1, ‖gk‖X1(I) ≤ 1, ‖hk‖X1(I) ≤ 1,
(7.4)
for any k sufficiently large. Then
lim
k→∞
‖ωk,1ωk,2fkgkhk‖N1(I) = 0.
Proof of Lemma 7.2. Fix ǫ > 0 small. If Nk,1/Nk,2 + Nk2/Nk,1 ≤ ǫ−1000 and k is large
enough then Sk,1 ∩ Sk,2 = ∅, thus
ωk,1ωk,2fkgkhk ≡ 0.
If
Nk,1/Nk,2 ≥ ǫ−1000/2 (7.5)
we observe that
ωk,1ωk,2 = ωk,1ω˜k,2 := ωk,1 · (ωk,21(tk,1−T1N−2k,1 ,tk,1+T1N−2k,1)(t))
and
‖ω˜k,2‖X1(I) .R 1, ‖ω˜k,2‖Z(I) .R ǫ, ‖P>ǫ−10Nk2 ω˜k,2‖X1(I) .R ǫ, (7.6)
where the bound on the X1-norm above and below is computed using (2.5). Also, we
decompose
ωk,1 = P≤ǫ50Nk,1ωk,1 + P>ǫ50Nk,1ωk,1,
‖ωk,1‖X1(I) .R 1, ‖P≤ǫ50Nk,1ωk,1‖X1(I) .R ǫ.
(7.7)
Using Lemma 3.2, (3.4), and the bounds (7.6), (7.7), we estimate, assuming (7.5),
‖ωk,1ωk,2fkgkhk‖N1(I) . ‖(P≤ǫ50Nk,1ωk,1)ω˜k,2fkghhk‖N1(I)
+ ‖(P>ǫ50Nk,1ωk,1)(P>ǫ−10Nk2 ω˜k,2)fkgkhk‖N1(I)
+ ‖(P>ǫ50Nk,1ωk,1)(P≤ǫ−10Nk2 ω˜k,2)fkgkhk‖N1(I)
.R ǫ
1/2.
The conclusion of the lemma follows. 
We turn now to the proof of Lemma 6.2. We will use repeatedly the following description
of the nonlinear profiles Uγk . Using Proposition 4.4, Lemma 4.2 and Lemma 4.3, it follows
that for any θ > 0 there is T 0θ,γ = T
0
θ,ψγ sufficiently large such that for all Tθ,γ ≥ T 0θ,γ there
is Rθ,γ sufficiently large such that for all k sufficiently large (depending on Rθ,γ) we can
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decompose
1(−T−1θ,γ ,T
−1
θ,γ )
(t)Uγk = V
γ,θ
k + ρ
γ,θ
k = ω
γ,θ,−∞
k + ω
γ,θ
k + ω
γ,θ,+∞
k + ρ
γ,θ
k ,
‖ωγ,θ,±∞k ‖Z′(−T−1θ,γ ,T−1θ,γ ) + ‖ρ
γ,θ
k ‖X1(−T−1θ,γ ,T−1θ,γ ) ≤ θ,
‖ωγ,θ,±∞k ‖X1(−T−1θ,γ ,T−1θ,γ ) + ‖ω
γ,θ
k ‖X1(−T−1θ,γ ,T−1θ,γ ) . 1,
|Dmx ωγ,θk |+ (Nγk )−21Sγ,θk |∂tD
m
x ω
γ,θ
k | ≤ Rθ,γ(Nγk )1/2+|m|1Sγ,θk , 0 ≤ |m| ≤ 6,
ωγ,θ,±∞k = 1{±(t−tγk )≥Tθ,γ(N
γ
k )
−2, |t|≤T−1θ,γ}
[ei(t−t
γ
k)∆πxγkTN
γ
k
(φγ,θ,±∞)],
‖φγ,θ,±∞‖H˙1(R3) . 1, φγ,θ,±∞ = P≤Rθ,γ(φγ,θ,±∞), ‖φγ,θ,±∞‖L1(R3) ≤ Rθ,γ,
(7.8)
where
Sγ,θk := {(x, t) ∈ T3 × (−T−1θ,γ , T−1θ,γ ) : |t− tγk| < Tθ,γ(Nγk )−2, |x− xγk| ≤ Rθ,γ(Nγk )−1}.
Indeed, one starts by examining (4.20) and (4.21) with Tθ,γ sufficiently large; all terms
that have small X1 norm are included in ργ,θk . The core ω
γ,θ
k corresponds to the main term
in (4.20) and the scattering components ωγ,θ,±∞k correspond to the main terms in (4.21)
(after an additional regularization that produces additional acceptable X1 errors).
In addition, since ‖W‖X1(−1,1) . 1, for any θ > 0 there is Tθ > 0 such that
‖W‖Z′(−T−1θ ,T−1θ ) ≤ θ, ‖W‖X1(−T−1θ ,T−1θ ) . 1. (7.9)
Proof of (6.8). For fixed J , we have that
F (UJprof,k)− F (W )−
∑
1≤α≤J
F (Uαk )
can be expressed as a finite linear combination of products of the form
W 1kW
2
kW
3
kW
4
kW
5
k (7.10)
for W ik ∈ {W,W,Uαk , U
α
k , 1 ≤ α ≤ J}, with at least two terms differing by more than just
complex conjugation.
Assume θ > 0 is fixed. We further decompose the profiles Uαk , 1 ≤ α ≤ J according to
the first line in (7.8) and set
Tθ,α = Tθ,β := Tθ for any α, β ∈ {1, . . . , J}.
For k large enough, all expressions arising from a product as in (7.10) containing an error
term ρα,θk are . θ in the N
1(Ik) norm, in view of Lemma 3.2. Similarly, all expressions
containing two scattering components ωα,θ,±∞k and ω
β,θ,±∞
k (or one scattering component
ωα,θ,±∞k and W ) are also . θ in the N
1(Ik) norm, using again Lemma 3.2. All expressions
containing two different cores ωα,θk and ω
β,θ
k , α 6= β, converge to 0 in the N1(Ik) norm, in
view of Lemma 7.2. Therefore it remains to prove that
lim sup
k→∞
‖O4,1(ωβ,θk , ωα,θ,±∞k )‖N1(Ik) . θ1/10, (7.11)
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for any α = 0, 1, . . . J , β = 1, 2, . . . J , α 6= β, ω0,θ,±∞ :=W · 1(−T−1θ ,T−1θ )(t).
Let N0k := 1. The limit (7.11) is an easy consequence of Lemma 7.1 if
lim
k→∞
Nαk /N
β
k =∞.
If
lim
k→∞
Nβk /N
α
k =∞.
the limit (7.11) follows from (3.4), after decomposing as in (7.7) and using the smallness
in Z ′(Ik) of ω
α,θ,±∞
k . If
3
Nαk = N
β
k and t
α
k = t
β
k as k →∞
then ωβ,θk ω
α,θ,±∞
k = 0. Finally, assume that
Nαk = N
β
k and lim
k→∞
Nαk |tαk − tβk |1/2 =∞.
Fix φ˜α,θ,±∞ ∈ C∞0 (R3) such that ‖φ˜α,θ,±∞ − φα,θ,±∞‖H˙1 ≤ θ and define
ω˜α,θ,±∞k = 1{±(t−tαk )≥Tθ,α(Nαk )−2, |t|≤T
−1
θ,α}
[ei(t−t
α
k )∆πxαkTNαk (φ˜
α,θ,±∞)].
Then, using Lemma 3.2, for all k sufficiently large
‖O4,1(ωβ,θk , (ωα,θ,±∞k − ω˜α,θ,±∞k ))‖N1(Ik) . θ
Moreover, using (4.17) with T = Nk|tαk − tβk |1/2 and p =∞, it follows easily that
lim sup
k→∞
‖O4,1(ωβ,θk , ω˜α,θ,±∞k )‖L1(Ik ,H1) = 0.
This completes the proof of (7.11). 
Proof of (6.9). We compute that, for fixed J ,
‖F (UJprof,k + eit∆RJk )− F (UJprof,k)‖N(Ik) .
4∑
p=0
‖Op,5−p(UJprof,k, eit∆RJk )‖N(Ik),
where Op,q(a, b) stands for a p + q-linear expression with p factors consisting of either a
or a and q factors consisting of either b or b. Using Lemma (3.2) and the fact that UJprof,k
is uniformly bounded in X1, we can control the terms corresponding to p ≤ 3 as follows
‖Op,5−p(UJprof,k, eit∆RJk )‖N(I) . ‖eit∆RJk‖4−pX1(I)‖eit∆RJk‖Z′(I)‖UJprof,k‖pX1(I) . ‖eit∆RJk‖Z′(I).
In view of (6.3), this contribution is acceptable.
Now, we only need to treat the contribution of p = 4. Assume ǫ > 0 is fixed. As in the
proof of (6.6) (using also Lemma 5.2 (ii)), there is A = A(ǫ) sufficiently large such that
for all J ≥ A and all k ≥ k0(J)
‖UJprof,k − UAprof,k‖X1(−1,1) ≤ ǫ.
3Recall our assumptions on the frames Oα described at the beginning of Case III in the previous
section.
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In view of Lemma 3.2, it remains to prove that
lim sup
J→∞
lim sup
k→∞
‖O4,1(UAprof,k, eit∆RJk )‖N(Ik) . ǫ.
Using the definition of UAprof,k, it suffices to prove that for any α1, α2, α3, α4 ∈ {0, 1, . . . , A}
lim sup
J→∞
lim sup
k→∞
‖O1,1,1,1,1(Uα1k , Uα2k , Uα3k , Uα4k , eit∆RJk )‖N(Ik) . ǫA−4, (7.12)
where U0k :=W .
Fix θ = (ǫA−4)10 and apply the decomposition in the first line of (7.8) to all nonlinear
profiles Uαk , α = 0, 1, . . . , A. We may also assume that
Tθ,α = Tθ and Rθ,α = Rθ for any α = 1, . . . , A,
and that all the bounds in (7.8) and (7.9) hold. Using these decompositions we examine
now the terms in the expression
O1,1,1,1,1(U
α1
k , U
α2
k , U
α3
k , U
α4
k , e
it∆RJk ).
Recalling that
lim sup
J→+∞
lim sup
k→+∞
‖eit∆RJk‖Z(Ik) = 0, (7.13)
see (6.3), and using Lemma 3.2, for (7.12) it suffices to prove that
lim sup
J→∞
lim sup
k→∞
‖O1,1,1,1,1(ωα1,θk , ωα2,θk , ωα3,θk , ωα4,θk , eit∆RJk )‖N(Ik) . ǫA−4,
for any α1, α2, α3, α4 ∈ {1, . . . , A}. Using Lemma 7.2, we only need to consider the case
α1 = α2 = α3 = α4, i.e. it remains to prove that for any α ∈ {1, . . . , A}
lim sup
J→∞
lim sup
k→∞
‖O4,1(ωα,θk , eit∆RJk )‖N(Ik) . ǫA−4. (7.14)
We apply Lemma 7.1 with B sufficiently large (depending on Rθ), thus, for any J ≥ A,
lim sup
k→∞
‖O4,1(ωα,θk , P>BNαk eit∆RJk )‖N(Ik) . ǫA−4. (7.15)
We may assume that B is sufficiently large such that, for k large
‖P≤B−1Nαk ω
α,θ
k ‖X1(Ik) ≤ ǫA−4.
Using Lemma 3.2 and the bounds (7.13) and (7.15), for (7.14) it remains to prove that
lim sup
J→∞
lim sup
k→∞
‖O4,1(P>B−1Nαk ω
α,θ
k , P≤BNαk e
it∆RJk )‖N(Ik) = 0.
This follows from (3.4) and (7.13), which completes the proof. 
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