Abstract -This article presents an approach in bioinformatics data analysis and exploration that improves classification accuracy by learning the inner structure of the data. The diseases studied in bioinformatics (diagnostic, prognostic etc. studies) often have the known or yet undiscovered subtypes that can be used while solving bioinformatics tasks providing more information and knowledge. This study deals with the problem above by studying inner class structures (probable disease subtypes) using a cluster analysis to find classification subclasses and applying it in classification tasks. The study also analyses possible cluster merges that would best describe classes. Evaluation is carried out using four classification methods that can be successfully used in bioinformatics: Naïve Bayes classifiers, C4.5, Random Forests and Support Vector Machines.
I. INTRODUCTION
The advances in genomics and proteomics in the last decade have opened a way to the study of diseases from the systems biology point of view. Both gene expression microarrays and antibody display microarrays allow analysing thousands of genes/antibodies and their interactions in medical conditions covering several thousand genes/antibodies at a time. This also brings a new challenge in data analysis to effectively and accurately analyse the expressions. The methods used previously are not suitable for such high dimensionality; therefore, many bioinformatics researchers have turned to data mining methods that allow analysing data with so many features and comparably small sets of records. However, these methods, as well as data pre-processing, are also to be adapted for these new tasks.
This paper proposes class decomposition that helps deal with the data specifics by analysing their inner structures and allows discriminating between subclasses rather than existing classes in the diagnostic research. It is based on the natural properties of the diseases -many of them have several mechanisms of work, and many have subtypes that have not been distinguished yet. This way a classifier can build different models that suit all diseases rather than trying to adjust one model to several different diseases.
This article presents the decomposition approach using bioinformatics data (both the gene expression microarray data available from different sources on the Internet and the antibody display data provided by the Latvian Biomedical Research and Study Centre). Then it is validated using classification results provided by different classifiers that implement different approaches (the probability-based Naïve Bayes classifier, SVM that uses functional dependencies to discriminate between classes and has been proven to be one of the most successful classifiers working with this type of data; decision tree classification algorithm C4.5 and Random Forest that constructs an ensemble of decision tree classifiers).
II. EXPERIMENTAL SETUP
All of the used data sets are either for genomic (BC1 -breast cancer, BC2 -inflammatory breast cancer, carcinoma, Prprostate cancer; all data sets are available at the website of Broad Institute Cancer Program [1]) or proteomic (GaCagastric cancer, GIS -gastrointestinal disease, Melmelanoma, PrCa -prostate cancer; all antibody display data sets are provided by the Latvian Biomedical Research and Study Centre) task of diagnostics. Each proteomic data set holds information about 1229 antibodies expressed in sick and healthy donors. Each genomic set is composed of more than 10 000 gene expressions. Each dataset is pre-processed, imputing missing values (using average values of the attribute), and classes are decomposed.
Class decomposition is done by applying hierarchical agglomerative clustering and by analysing the cluster structures. First, each class is decomposed into 3 or less clusters based on the structure that has the largest distance among clusters; more clusters are not used because there are very few records comparing to the number of attributes. The distance between clusters is calculated using Ward's method [2] .
The original and the decomposed data sets are evaluated using four different classification methods: Naïve Bayes classifier [3] (NB; NaiveBayes in Weka [4] software), C4.5 [5] (algorithm J48 in Weka software), Random Forests [6] (RF; RandomForest algorithm in Weka software) and SVM (SMO algorithm [7] in Weka software).
III. RESULTS AND DISCUSSION
This section will provide the analysis of the results of single data sets gradually shifting attention to more abstract results that can help to draw conclusions. Table I shows the results of classification using all three methods for breast cancer antibody data set. The table row named 'Bench' gives the benchmark results that are classification accuracy percentage without using class decomposition. Next row gives accuracy results for all clusters without any merges. The next three rows show the result when clusters are merged -the first and second in the row named '1 and 2' and so on. The results show that the classification accuracies of Naïve Bayes and C4.5 (J48) are significantly lower than those of Random Forest and SVM. The accuracy of Naïve Bayes classifier increases in three out of four cases doi: 10.2478/itms-2013-0018 when class decomposition is applied but the accuracy of C4.5 drops significantly. While Random Forest and SVM show identical classification accuracies on the initial data sets, the performance on data with decomposed class structure differs significantly, reaching 88.33%, which is the best accuracy for this data set and is a 5% improvement over the next best result (Random Forests with decomposed data). Table II shows the results of classification using all three methods for gastric cancer data set. It is obvious that C4.5 has gained most from any decomposition structure. Naïve Bayes classifier, Random Forest and SVM methods have also shown improvements, but the class decomposition combinations with the best results do not match among methods, meaning that the best structure here can be dependent on classification algorithm specifics. The C4.5 algorithm has also shown the worst accuracy in benchmark results but improved a lot using the proper class decomposition, showing even better results than the Random Forest method. SVM has shown the best benchmark accuracy and also the best result that can be reached in the gastric cancer data set after class decomposition. Table III shows the classification accuracies for the gastrointestinal disease data set. C4.5 algorithm again benefits in all but one case, whereas Random Forests and Naïve Bayes classifier do not benefit at all. SVM that has the highest benchmark accuracy also benefits in all but one case, but this one case is not for the same structure as it is for C4.5. Once again this shows that the same class inner structure descriptions can lead to completely different trends in classification accuracies in classification methods with different approaches. The best accuracy is again achieved by SVM method. Table IV shows the accuracies for the melanoma data set. Here the best classification accuracy for the initial data set is achieved by C4.5, but the performance of this method does not improve when class decomposition is applied (in fact, it decreases significantly). Also the accuracy of Naïve Bayes classifier shows no improvements when the information about class structure is introduced. Random Forest benefits in all but one combination, which is also one of the worst decomposed class structure combinations for other algorithms. This method also shows the overall best result for this data set -85.42%. Table V gives the results for prostate cancer antibody data. Here the two methods that benefit from class decomposition are Naïve Bayes classifier and SVM. Although C4.5 and Random Forests show comparatively good results for the initial data set, their performance does not improve when the class structure is introduced to the training data. Naïve Bayes classifiers perform worse than other methods on initial data, but the increase in accuracy from class decomposition is small (not more than 1%); therefore, the best result is again achieved using SVM method. Although the increase in accuracy for this method also does not exceed 1%, the best overall result is reached by SVM using class decomposition. Table VI shows results for breast cancer (BC1) gene expression data set. Here again Random Forests do not benefit from class decomposition, the results for the other algorithms are very different and do not lead to any more abstract conclusions. In fact, each algorithm shows the best accuracy in a data set with different subclass combinations (Naïve Bayes excels in the data set, where subclasses one and two are merged; C4.5 shows the best accuracy in the data set with three subclasses; SVM achieves its best result in the data set, where subclasses two and three are merged). The overall best result (69,05% accuracy) is shown by Random Forest in the initial data set and by C4.5 in the data set with original class decomposed into three subclasses. Table VII gives the classification accuracies for inflammatory breast cancer gene expression (BC2) data set. In this set, SVM and Naïve Bayes classifier are the algorithms that do not benefit from class decomposition, which contradicts results from previous data sets. J48 again benefits with all combinations and so do Random Forests; this also contradicts the conclusions drawn from the previous data sets. The overall best result is achieved by Naïve Bayes classifier without using the class structure information. Other methods could not reach this benchmark accuracy even after introducing class structure information. Table VIII shows classification accuracies for carcinoma gene expression data set. The carcinoma data set is rather small (only 18 records in each of the two classes) and the best clustering (class splitting) result was at two clusters; therefore, the data set after class decomposition holds only two positive classes and the only combinations of subclass merging use all found subclasses or the initial data set (the case when two found subclasses are merged). Here none of the methods improves its performance after introducing the class inner structure information. Table IX shows classification results for prostate cancer gene expression data set. Here the results improve after the class decomposition in one case for each method, and it is a different combination of subclasses for each method except Naïve Bayes classifier, which does not show increase in classification accuracy from the initial data set result. SVM clearly shows the best accuracies in both the initial data set and the datasets, where class inner structure information has been used. Figure 1 shows the performance of Naïve Bayes classifier across all data sets with and without class decomposition (the result of the best cluster combination). In three out of five cases with antibody data, the accuracy of Naïve Bayes classifier benefits from class decomposition and the loss in accuracy in other cases is very small. In gene expression data sets, where the number of attributes reaches 10 000 and 15 000, the performance of the algorithm is significantly worse when class decomposition is applied. Gene expression data sets hold few records and have a high dimensionality that significantly increases the complexity of Naïve Bayes classification models that use all attributes to differentiate between classes. If additional information is added increasing the complexity of class description, the classification models become even more complex in order to explain more complex class structures. Figure 2 depicts the classification accuracy of C4.5 method (J48 implementation algorithm) across all data sets. C4.5 method builds simpler classification models and only uses the most informative attributes due to the built-in attribute selection mechanism. For complex data sets, such as biomedical sets (like the antibody display and gene expression microarray data used in this study), the simple models can be too small to describe all the necessary knowledge to discriminate between classes, whereas more complex, larger decision trees can be overfitted to the training data. Therefore, using additional information for class description can either help the classification trees describe the classes or make them more prone to overfitting because, while searching for more complex descriptions, models can incorporate unnecessary information and be overfitted. That is also visible in the results -in most cases the accuracy either drops or rises significantly. Due to the built-in attribute selection, the trend is not influenced by the dimensionality. It can be seen that in most of the cases the algorithm benefits from class decomposition, but the amplitude of the changes is rather narrow. The only exception is in the data sets BC1 (breast cancer gene expression data set), where the accuracy rises by almost 10%. It is the smallest data set holding only 42 records, while its dimensionality reaches 16 382 attributes. This is a good example of how additional information about the class structure can improve the discriminating power of a method even in such complex data sets with a small number of records and high dimensionality. Figure 4 demonstrates the results of SVM classifier (percentage accuracy) that performed better than the other methods in the most of the data sets without using the class decomposition. The graph also shows that the SVM method (SMO algorithm, that works with more than two classes) in almost all cases performed better when class decomposition was applied. The other two cases show that the classification accuracy did not change. This method can handle very complex data and build appropriate models, which can explain why its accuracy does not drop when additional information about the internal class structure is added. It can utilize this information very well, which allows improving the performance significantly. If we sum up the best results across all data sets, both benchmark best and best after decomposition, we get the graph in Fig. 5 . It shows that class decomposition gives higher accuracy in all data sets but BC2, where the best benchmark result and the best result after class decomposition are equal and it is a perfect classification. The most significant increases are in the data sets with antibody data that hold 1229 attributes. Data sets with more than 10 000 attributes (BC1, BC2, Carc and Pr) have more similar results with and without class decomposition, except for prostate cancer gene expression data set where the accuracy after class decomposition is significantly higher than the accuracy in the initial data set. 
IV. CONCLUSION
The article shows that the use of proper class decomposition can increase the accuracy of almost any classification algorithm. The method that showed the best results the most was SVM (the accuracy of the Weka implementation of SMO algorithm increased in all but two data sets and remained the same in the other two data sets when compared to benchmark results (without class decomposition)), whereas Random Forests improved its accuracy in only five out of nine cases. C4.5 implementation J48 in Weka improved its accuracy in four cases out of nine and suffered some significant decreases in three cases due to overfitting while searching for more complex classification models that would incorporate the additional information about the class structure.
The overall results show that when the best benchmark (without using class decomposition or any other additional information about the class structure) results (out of all classification algorithms) are compared to the best result where class decomposition was applied, the best results were achieved using class decomposition.
The proposed approach gives a better overall description of the classes but it still leaves room for future research to describe the classes even better and represent the information in a way that would not make classifiers like decision treebased methods prone to overfitting. Other clustering algorithms and distance metrics can be studied to give even more precise information about class structures using the approach presented in this article. 
