In order to successfully perform tasks specified by natural language instructions, an artificial agent operating in a visual world needs to map words, concepts, and actions from the instruction to visual elements in its environment. This association is termed as Task-Oriented Grounding. In this work, we propose a novel Dynamic Attention Network architecture for the efficient multi-modal fusion of text and visual representations which can generate a robust definition of state for the policy learner. Our model assumes no prior knowledge from visual and textual domains and is an end to end trainable. For a 3D visual world where the observation changes continuously, the attention on the visual elements tends to be highly co-related from one-time step to the next. We term this as "Dynamic Attention". In this work, we show that Dynamic Attention helps in achieving grounding and also aids in the policy learning objective. Since most practical robotic applications take place in the real world where the observation space is continuous, our framework can be used as a generalized multi-modal fusion unit for robotic control through natural language. We show the effectiveness of using 1D convolution over Gated Attention Hadamard product on the rate of convergence of the network. We demonstrate that the cell-state of a Long Short Term Memory (LSTM) is a natural choice for modeling Dynamic Attention and show through visualization that the generated attention is very close to how humans tend to focus on the environment.
Introduction
To have AI systems navigate and carry out instructions in a visual world, an agent needs to extract semantically meaningful representation of natural language by mapping it to visual elements in the environment. We simulate the problem of Task Oriented Grounding by training an agent to take natural language instructions and learn to navigate a virtual environment introduced by [7] . Consider a scenario as depicted in Fig. 1 , which shows the egocentric view that the agent sees at some time step. The agent receives a natural language instruction at the beginning of every episode and pixel level visual information at every time step, based on which it needs to carry out a navigational task specified by the instruction. To carry out the task with high accuracy, the agent has to draw semantic correspondences between the visual and textual modalities in order to learn a policy. This problem has several challenges: 1) The agent has to have the ability to recognize the objects indicated by the instructions, 2) It needs to have some notion of memory of the previous observations in order to explore the environment since the object concerned may not be in the field of view, 3) It has to ground each concept of the instruction in the environment and reason about the semantics, eg. instructions having superlative degree -'Go to the tallest torch'. and 4) It has to learn a policy so that it can successfully navigate to the correct object while avoiding the incorrect ones. The main contribution of the work is a state processing module that uses a Dynamic Attention Architecture for multi-modal fusion to generate an informative and robust definition of state for the policy learning module to see. To demonstrate the significance of our Dynamic Attention Network we use the Gated Attention model of [7] as the baseline. For fair comparison we adopt the same overall architecture and the environment settings from the baseline.
The main contribution of this paper are follows:
• We propose a novel Dynamic Attention Network for generating attention to improve response in Task Oriented Language Grounding.
• We propose 1D convolution as a method for multimodal fusion over the Hadamard product to achieve faster convergence of the network.
• We demonstrate experimental results to show the effects of Dynamic Attention on the accuracy and convergence rate with various similar architectures that differ subtly but produces significant changes when it comes to the overall performance.
• We show visualizations of the attention masks generated by Dynamic Attention Network(DAN) to demonstrate its robustness. We compare Zero-Shot (ZS) and Multi-Task (MT) generalization accuracy with the baseline for three modes of difficulty of the task.
Related Work
The task of grounding is well studied in the various field computer vision and a natural language processing. Staring from image description [3, 14, 23] where natural language concepts are grounded on image. [43, 45, 21, 47, 13, 9, 20, 48] have generated descriptive sentences from images with the help of Deep Networks. To generate engaging question about image is known as Visual Question Generation (VQG) [33, 19, 38] . To generate similar type grounding question given question is known as paraphrase question generation [39] . Also, a variety of methods have been proposed by [29, 26, 1, 41, 28, 34] for grounding natural language question on image for solving visual question answering (VQA) task. For grounding natural language question on image for solving VQA task includes attentionbased methods [50, 15, 16, 46, 27, 42, 36, 40] . Also, There have been many works for solving Visual Dialog grounding by asking set of question answering [10, 11, 12, 44, 37] .
Grounding natural language instructions have been studied in video, such as [6] , [25] look at grounding concepts through human-robot interaction. [17] , [5] and [4] aimed to ground navigational instruction and the focus was to ground verbs like follow, go, move, pick up etc. [8] learn a navigational policy in a 2D maze like environment by using a semantic parser. [2] and [31] ground natural language instruction by mapping instructions to action sequences. [30] map navigational instructions to action sequences by representing the state using bag of word features. [49] trained a model to learn to navigate a 2D maze environment. [35] study zero-shot generalization in a 3D environment. A similar line of work was done by [31] who solve for joint reasoning of linguistic and visual inputs for a task of moving blocks in a 2D environment. They use raw image from the 2D grid, processed by a Convolutional Neural Network (CNN) [24] and instruction representation obtained through an LSTM [18] which are then combined through concatenation.
[7] propose a Gated-Attention architecture for Task Oriented Language Grounding and evaluate their approach on an environment built VizDoom [22] . We use their work as the baseline for comparison. They generate an attention vector as a function of the instruction embedding and fuse with the image representation through a Hadamard product. The problem with this approach is that the attention vector remains static throughout an episode since it is conditioned on the instruction alone. Also it does not leverage the continuity of the observation space of the 3D Doom scenario. In this paper we propose a novel method for multi-modal fusion in the form of Dynamic Attention and show its effectiveness over the the existing benchmarks. Since most of the robotic tasks are in the real world where the observation space is continuous, our model can be a generalized framework in any robotics application.
Environment
We conduct our experiments on an environment introduced by [7] . The environment is built on top of the Viz-Doom API [22] , based on Doom, a classic first person shooter game. The game generates the first person view of the agent at every time step and the agent can interact with the environment by choosing from one of the actions: Turn Right, Turn Left, Move Forward. Each episode starts in a confined room where the agent and various doom objects are spawned at random locations and an instruction of the form "Go to the tall green pillar" is chosen at random from a corpus. The objects have various visual attributes such as color, shape and size. Associated with every instruction there is a set of correct objects. Each time an instruction is selected, the environment generates a random combination of a correct and 4 incorrect objects and they are spawned at various locations on the map depending on the difficulty. The levels are Easy: Agent is spawned at a fixed location. The objects are spawned in a straight line in the field of view of the agent, Medium: The objects are spawned at random locations even though they are still in the field of view of the agent, Hard: The objects and agent are spawned randomly and the agent can have any initial orientation. The agent might need to explore the environment to see all the objects. The objective of the agent is to navigate to the cor- 
Approach
Our method consists of four modules as illustrated in Fig 2: 1. We obtain embedding for the inputs: current frame image and the instruction using CNN and Gated Recurrent Unit (GRU)networks. We term this as Representation module.
2. We obtain attention vector conditioned on the current frame image and the instruction embedding through the Dynamic Attention Module.
3. We apply the generated attention vector on the current frame through 1D convolution to generate a state vector.
4. Finally our policy module will take as input the state and give as output a probability distribution over the action space and a scalar value.
Image Processing Module:
It consists of a 3 layered Convolutional Neural Network [24] to generate a feature representation of the Image. Let x I ∈ R dxHxW be the feature representation of the Image, d denotes the number of feature maps of the CNN output, HxW is the size of each feature map.
Instruction Processing Module:
It consists of a Gated Recurrent Unit (GRU). It encodes the feature representation of the Image as a vector, x L ∈ R l , where l is the dimension of the language encoding.
Dynamic Attention Module
We introduce a Dynamic Attention Network to generate an attention vector over the current image frame. It takes as input the current frame image "attended" with the attention vector of the previous time step concatenated with the instruction encoding and produces the attention vector for the next time step as the output. We model the Dynamic Attention as the Cell-State of an LSTM.
The attention C t can be formulated as: 
State Generation Unit
We generate a state for the policy learner by performing 1D convolution of the attention vector over the feature maps of the current frame as shown in Fig. 4 . This is in contrast with [7] who use Hadamard product for applying the attention vector over the feature maps. We achieve faster convergence rate due to reduced number of parameters of the network.
Policy Learning Module
The policy learning module is an Asynchronous Advantage Actor Critic (A3C) network [32] . The A3C module produces a probability distribution over the action space and a scalar value.The action for the current time step is sampled from the distribution and the action is taken to to get the reward. The policy and value loss is then back-propagated through the network to update the parameters. 
Cost Function
The Actor-Critic algorithms follows an approximate policy gradient:
Where Q w (s, a) is the estimate of the value function for taking action a in state s. π is the policy and J(θ) is the expected total reward and θ is the parameters of the policy network.
Experiment
We evaluated the proposed method DAN through several experiments and performing quantitative and qualita- Figure 5 . Policy Learning Module The State Representation is given as an input to a standard A3C learning module that learns a mapping from state to actions tive analysis. Quantitative analysis includes ablation analysis with similar variants of the model that we tried and analyze the performance of each (Section 5.3). Comparison of our proposed method with various state of the art models is provided in section 5.4. Section 6 shows qualitative analysis through visualization of the attention maps and study of their properties and failure cases.
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Environment Setup
Experiments are performed on all three difficulty modes. During training, the objects are spawned from a training set of 55 instructions and 15 instructions pertaining to unseen attribute-object combinations are held out for a test set for zero-shot evaluation. At each time step the agent is presented with a state definition generated by our state processing module based on which the agent will take one of the three actions. The episode ends if one of the three events occur: The agent reaches an object, the number of timesteps reaches a maximum episode length of T = 30. At the end of each episode the agent receives a reward of: 1 for reaching the correct object, -0.2 for reaching an incorrect object, 0 if the episode times out. Evaluation metric is the accuracy which is the fraction of time the agent reaches the correct object.
The agent is tested on two scenarios suggested by [7] . Multitask Generalization: The agent is evaluated on unseen maps having unseen combination of objects at random locations with instructions from the train set. Zero-shot Generalization: The agent is evaluated on unseen test instructions.
Implementation Setup
At every time step, the agent receives the screen buffer image of the environment as a first person view. The image features are extracted using a 3 layer CNN. The image feature has 64 channels each having dimensions 8 x 17. The instruction representation is generated by a GRU of size 256. The attention vector is obtained from the Dynamic Attention Module LSTM and applied to the image by means of a 1D convolution resulting in the attended image representation of size 1 x 8 x 17. The attended image is then flattened in to a vector of size 8 x 17 which gives the state representation that is given as the input to the A3C module as the input. The attention is updated for the next time step by giving as input to the Dynamic Attention LSTM, the concatenated vector of the current state representation and the instruction representation. The A3C module produces a probability distribution over the action space and a value. Action for this time step is sampled from the distribution and the action taken to get the reward for the time step. The policy and value loss is then back-propagated through the network to update the parameters. For the experiments, we trained each model 3 times from scratch and plotted the mean of their accuracy after each epoch to get the training curve. In the Gated Attention architecture of [7] , the attention vector is a function of the instruction representation alone. The first hypothesis is that along with the instruction, the current frame image information is also a necessary context for generating the attention. As a proof of concept we use the Gated Attention Network as that of [7] but make the attention vector a function of concatenation of the instruction encoding and the image convolution features. From Fig. 7 -a, our model shows increased steady state accuracy but slower convergence.
Ablation analysis
Models
Easy Medium Hard The next hypothesis is that the attention vector at a given time is not independent of those at the previous time steps. The attention vectors of successive time steps should be corelated and need not be computed from scratch every time.
To verify, we model the attention as an LSTM. At each time step, we take the attention vector of the previous time step and apply it to the current frame image features. This Table 3 . This table provides comparison result for Multi-Task Generalization with current frame and the baseline. We observe a greater steady state accuracy and a faster convergence than the current frame attention.
To tackle the slower convergence rate, we replace the Gated Attention approach by 1D convolution. The baseline uses a Hadamard product followed by downsizing through an FC layer to generate a state definition for the policy learner. The use of 1D convolution eliminates the need for an FC layer to downsize the state representation and reduces the number of trainable parameters. Fig. 7 -c shows the faster convergence rate of 1D convolution over Hadamard product.
Our next hypothesis is that in continuous observation spaces, the attention tends not to change abruptly. Most of the information is retained in the attention from one time step to the next. Gradually some information is added and removed from the attention vector, as new objects are introduced in the field of view of the agent while some are removed. This behaviour is inherent in the cell-state of an LSTM. Hence to incorporate this inductive bias, we model the attention vector as the cell-state of an LSTM. Fig 6 shows the accuracy plot of Dynamic Attention LSTM Cell-State (red) as compared to Dynamic Attention LSTM output (green) and the baseline (blue). We see that the model shows faster convergence and stabler training curve indicating a more robust representation of state. In Table 1 we compare the performances of each model in Zero-Shot and Multi-Task generalization tasks.
Results and Comparison with state-of-the-art
We now show comparison in performance of our Dynamic Attention LSTM -Cell State model with the baseline Gated Attention model in the three difficulty modes and Multi-Task and Zero-Shot generalization settings. We also compare our model with [31] which combines the image representation and language representation through concatenation.
From the curves we observe that the Dynamic Attention model outperforms the baseline in all the difficulty modes in terms of rate of convergence and steady state accuracy. Table 2 and 3 shows the comparison of Zero-shot and Multi-Task generalization performances with the baseline and concatenation approaches for all three modes of difficulty. We see that our model beats the state of the art by significant margins.This shows that our model has learnt to generalize better in unseen scenarios and with unseen in- figure-(a) , the first frame is the reference frames and the last frame indicates the attended frame for a particular instruction. Similarly figure-(b) the last frame only green pillar is highlighted and other objects are sub-pressed. In figure-(c) , the last frame able to localised the red object among all the object, which follow the instruction carefully. structions.
Visualization of Attention
From the attention visualizations Fig. 8 we note the following:
• At the start of every episode, the attention quickly shifts to the objects leaving the background unattended. It is clear that the agent has learned to detect foreground objects and distinguish it from the background.
• Even if the field of view is changing constantly, the attention remains fixated on the objects which were under the agentś attention. This shows the robustness of the grounding. This is also the case with human attention. We tend to fixate our gaze on the objects that we are observing even though the frame that we are currently seeing is not stationary.
• The agent quickly manages to focus on the objects of interest based on color description, shape etc as can be seen from the examples. When it fixates on the object(s) of interest, the attention subsides from the other objects. Only the objects very close to the object of interest get some attention as is expected since the agent has to avoid hitting the wrong objects.
• Fig 8-b depicts a failure case. In this case the attention focuses on the correct object but the agent does not move towards it. This might be to the choice of reward function. Since the agent receives a negative of -0.2 when it approaches an incorrect object and 0 reward when it does not reach any, statistically, not taking any action in certain scenarios might give it a greater expected reward even though correct grounding is achieved.
Conclusion
In this paper we have proposed a dynamic attention network that can ground natural language instructions to visual elements and actions. We showed the effectiveness of the dynamic attention over the static attention model of gated attention network in terms of convergence rate as well as steady state performance. We have shown that the cell-state of an LSTM can be a natural choice for modeling dynamic attention through the performance of A3C and as well as the quality of attention that it generates. We demonstrated the effect of using 1D convolution on the rate of convergence of the network. Through visualizations we have shown the robustness and quality of the grounding. Finally we conclude that the use of dynamic attention helps in grounding of instructions to objects and actions and is a natural choice when dealing with continuous observation spaces like in a 3D world.
