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Abstract
We study the problem of sampling uniformly at random from the set of k-colorings of a graph
with maximum degree ∆. We focus attention on the Markov chain Monte Carlo method, particularly
on a popular Markov chain for this problem, the Wang–Swendsen–Kotecký (WSK) algorithm. The
second author recently proved that the WSK algorithm quickly converges to the desired distribution
when k  11∆/6. We study how far these positive results can be extended in general. In this note
we prove the first non-trivial results on when the WSK algorithm takes exponentially long to reach
the stationary distribution and is thus called torpidly mixing. In particular, we show that the WSK
algorithm is torpidly mixing on a family of bipartite graphs when 3  k < ∆/(20 log∆), and on a
family of planar graphs for any number of colors. We also give a family of graphs for which, despite
their small chromatic number, the WSK algorithm is not ergodic when k ∆/2, provided k is larger
than some absolute constant k0.
 2004 Elsevier B.V. All rights reserved.
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1. Introduction
We consider the problem of sampling uniformly at random from the set Ω of proper k-
colorings of a graph G = (V ,E) with maximum degree ∆, which corresponds to sampling
from the Gibbs distribution of the zero-temperature anti-ferromagnetic Potts model [10].
A proper k-coloring σ is a labelling σ :V → C = [k] such that all neighboring vertices
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have different colors. Previous work on this problem has centered on the Markov chain
Monte Carlo method. The goal of the method is to design a Markov chain whose sta-
tionary distribution is uniform over Ω and which has small mixing time, the time to get
(close) to stationarity. A Markov chain whose mixing time is polynomial in n = |V | is
known as rapidly mixing, while a torpidly mixing chain has a mixing time which is ex-
ponential in nε for some ε > 0. Two particular Markov chains are typically considered:
the Wang–Swendsen–Kotecký (WSK) algorithm [12,13] and the simple Glauber dynam-
ics [5]. Recently the second author proved that both of these chains are rapidly mixing
when k > 11∆/6 [11]. We study how far these positive results can be extended in general
and give examples of when the algorithms are torpidly mixing.
We begin by defining the Markov chains associated with the Glauber dynamics and the
WSK algorithm. From a coloring σ , the transitions σ → σ ′ are the following:
• Choose a vertex v and color c uniformly at random.
• In the induced graph on vertices with colors c or σ(v) in σ , consider the component S
containing v. The new coloring is created in the following manner.
WSK algorithm: ‘Flip’ the set S by interchanging colors c and σ(v) on it.
Glauber dynamics: If |S| = 1, then flip S, otherwise the coloring remains the same.
As one might expect, rapid mixing of the Glauber dynamics implies rapid mixing of the
WSK algorithm. This implication is easily proven (e.g., using the approach of Diaconis
and Saloff-Coste [3]), however the reverse implication is not true. For example, on the star
with n vertices and k = n1−ε (for ε > 0) colors, the Glauber dynamics is torpidly mixing
while the WSK algorithm is rapidly mixing (see the remark at the end of Section 3). For
these reasons we focus our attention on the mixing properties of the WSK algorithm.
The WSK algorithm is particularly appealing since it is ergodic on any bipartite graph
with any number of colors (see [2,4]). Lubin and Sokal [9] have also proven that the WSK
algorithm is not ergodic for three colors on a periodic square lattice of size 3m× 3n where
m and n are relatively prime (when m or n is odd, as in this case, the graph is not bipartite).
Ergodicity in other cases remains an open problem.
The natural conjecture is that the WSK algorithm is rapidly mixing for all k > ∆. How-
ever, if we restrict the chromatic number of G, assuming perhaps that G is bipartite, can
we expect to prove rapid mixing for a much larger range of k? Furthermore, can ∆ be re-
placed by another quantity such as the average degree, and thus obtain results useful, say,
for planar graphs. This relates to the following conjecture of Dominic Welsh [14]:
Conjecture. For any fixed k  4 there is no fully polynomial randomized approximation
scheme (fpras) for counting the number of k-colorings of a planar graph.
In this note we give counter-examples to some of the previous questions. We begin with
a simple example which shows that no lower bound of k, expressed solely in terms of the
average degree of G can guarantee that the WSK algorithm is rapidly mixing on G.
Theorem 1.1. There exists a family of planar graphs Fn such that the WSK algorithm is
torpidly mixing on Fn for every fixed k  3.
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We next show that the WSK algorithm is not ergodic on a class of graphs H(k,n),
formally defined in Section 3, when k ∆/2, despite their small chromatic number.
Theorem 1.2. For a sufficiently large constant k0, there exists a family of graphs H(k,n)
with maximum degree ∆ such that the WSK algorithm is not ergodic (more precisely, not
irreducible) on H(k,n) for every k such that k0  k ∆/2.
Finally, we show torpid mixing of the WSK algorithm on a class of bipartite graphs
G(k,n) defined in Section 3.
Theorem 1.3. There exists a family of bipartite graphs G(k,n) with maximum degree ∆
such that the WSK algorithm is torpidly mixing on G(k,n) when 3 k < ∆/(20 log∆).
2. Background
A discrete-time Markov chain with transition probability matrix P defined on a finite
state space Ω is called ergodic if it satisfies the following two properties:
• aperiodicity: gcd{t : P t (i, i) > 0} = 1 for all i ∈ Ω ;
• irreducibility: for all i, j ∈ Ω , there exists a t = tij such that there is a positive proba-
bility of going from state i to state j after t steps, i.e., P t (i, j) > 0.
An ergodic Markov chain has a unique stationary distribution π . Moreover, if P is sym-
metric (i.e., P(i, j) = P(j, i) for all i, j ), then π is uniform over all states. Our goal is to
bound the time until the chain is sufficiently close to the stationary distribution. From an
initial state i, the total variation distance from π is
di(t) = dTV
(
P t (i, ·),π)= 1
2
∑
j∈Ω
∣∣P t (i, j) − π(j)∣∣.
We are interested in the mixing time, defined as:
τ = min{t : 2di(t ′) 1/e for all t ′  t and all i ∈ Ω}.
To prove torpid mixing, we rely on the notion of conductance. The conductance ΦS of a
non-empty set S is
ΦS =
∑
i∈S,j∈Ω\S π(i)P (i, j)
π(S)
.
It is well known (e.g., see [1]) that
1/τ  8 min
0<π(S)1/2
ΦS.
We use the following consequence of this result. Define the boundary of a set S ⊂ Ω as
∂S = {i ∈ S: P(i, j) > 0 for some j ∈ S }.
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Then,ΦS 
∑
i∈∂S
π(i)/π(S) = π(∂S)/π(S).
This implies the following theorem.
Theorem 2.1. If for some S ⊂ Ω , where 0 < |S|  |Ω|/2, the ratio |∂S|/|S| is exponen-
tially small in nε for some ε > 0, then the Markov chain is torpidly mixing.
3. Proofs
We begin by introducing some simple notation. For a coloring σ ∈ Ω , graph G, and pair
of colors c, c′ ∈ C, let Gσ (c, c′) denote the induced subgraph of G on the set of vertices
that have colors c or c′ in σ .
Let Fn denote the planar graph on 2n + 3 vertices, specifically the vertex set is
{v1, v2, v3,w1, . . . ,wn,u1, . . . , un}, and the following edges: v1 is adjacent to v2; the ver-
tices w1, . . . ,wn are adjacent to both v1 and v3; finally, the vertices u1, . . . , un are adjacent
to both v2 and v3 (see Fig. 1).
Proof of Theorem 1.1. Let S denote the set of colorings in which vertices v1 and v3 have
the same color. By symmetry there is an equal number of colorings where v2 and v3 have
the same color, thus |S| |Ω|/2. For σ ∈ S, where σ(v1) = σ(v3) = c, consider whether
there exists a transition which recolors either, but not both, of the vertices v1 or v3 to a new
color c′ and thus leaves the set S. In order for such a transition to exist, v1 and v3 must
lie in different components in Gσ (c, c′); this is the case if none of the vertices w1, . . . ,wn
have color c′. Therefore the boundary ∂S consists of all colorings in which {w1, . . . ,wn}
are colored by at most k − 2 colors. This implies that
|∂S|
|S| 
(k − 1)(k − 2)n
(k − 1)n  exp
(
−n − 1
k − 1
)
.
The assertion now follows from Theorem 2.1. 
Fig. 1. Graph F5.
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For natural numbers k, n, let H(k,n) denote a graph with vertex set V1 ∪ · · · ∪ Vk such
that the induced subgraph on each set of vertices Vi is an independent set of size n, and
for every 1 i < j  k the induced subgraph on vertices Vi ∪ Vj is a cycle of length 2n.
Moreover, we assume that H(k,n) contains no cycles on fewer than five vertices. One
can show that, for a given k and sufficiently large n, such a graph exists using either an
elementary probabilistic argument, or the following simple “switching” procedure. Take
any graph H of the above structure which, perhaps, contains some short cycles of length
at most five, and let {u,w}, u ∈ Vi , w ∈ Vj , be an edge which belongs to such a cycle. The
number of vertices of H which are within distance six from u is at most (2k)7, so there
exist u′ ∈ Vi , w′ ∈ Vj , such that {w′, u′} is an edge of the graph, both w′ and u′ are at
distance at least seven from u, and, finally, if we replace the edges {u,w} and {u′,w′} by
{u,w′} and {u′,w} the subgraph induced by Vi ∪ Vj in the graph obtained in this way is
a cycle. Note that such a switch destroys one short cycle not creating any new ones, so in
this way one can eliminate all short cycles from the graph one by one.
Proof of Theorem 1.2. Consider a coloring σ in which each set Vi is monochromatic with
a distinct color. A transition of the WSK algorithm only swaps colors among the sets Vi
while maintaining the property that each set Vi is monochromatic with a distinct color. Any
coloring accessible from σ must use exactly k colors, but there do exist colorings which
use fewer than k colors. Since H(k,n) is a graph of girth five with maximal degree 2k,
its chromatic number is bounded from above by (1 + o(1))2k/ log(2k) < k for sufficiently
large k (see Kim [8]). This covers the case when k = ∆/2 + 1, but the maximum degree
can be arbitrarily increased by fixing a vertex v and adding extra vertices each with an edge
only to v. 
For r = 	20k logk
  65, let G(k,n) be an r-regular bipartite graph with vertex set
V1 ∪ V2, where |V1| = |V2| = n, such that:
(A) Each set W , such that W ⊂ Vi for some i = 1,2 and |W | n/6r , has at least 2r|W |/3
neighbors;
(B) Each pair of sets W1, W2, such that Wi ⊆ Vi and |Wi |  (3n log r)/r for i = 1,2, is
joined by an edge.
One can show, using the first moment method (cf. Janson, Łuczak, Rucin´ski [6]) that for
any fixed r  65 and sufficiently large n, that with probability at least 1/2 the random
r-regular graph has both of the above properties. Thus, for a given k and sufficiently
large n, there exists a graph G(k,n) which has both properties (A) and (B).
Proof of Theorem 1.3. For σ ∈ Ω , let V c1 = V c1 (σ ) (similarly V c2 ) denote the set of ver-
tices v ∈ V1 (v ∈ V2, respectively) such that σ(v) = c. We focus attention on the dominant
color of V1. For σ ∈ Ω , let c∗ = c∗(σ ) denote a color where |V c∗1 | |V c1 | for all c ∈ C. We
denote the dominant color class by V ∗1 = V c∗1 and the remaining portion by V rest1 = V1 \V ∗1 .
We will bound the conductance of the set S = {σ ∈ S: |V ∗1 | n(1 − 1/6r)}. A necessary
condition for a coloring σ to lie in the boundary ∂S is that there must exist a color c and a
component X in the induced graph Gσ (c, c∗) such that |X∩V ∗1 | |V ∗1 |−n(1−1/6r), i.e.,
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after flipping X we would have |V ∗| < n(1 − 6/r). We consider the set S′ ⊂ S consisting1
of colorings σ which satisfy any of the following conditions:
(i) |V rest1 | > n/12r ,
(ii) there exists a color c = c∗ such that |V c2 | < n/2k,
(iii) there exists a color c = c∗ such that at least n/12r vertices of V ∗1 do not belong to the
largest component in the graph Gσ (c∗, c).
Note that the conditions (i) and (iii) imply that ∂S ⊆ S′ and thus it is sufficient to bound
|S′|/|S|. We begin by estimating the number of colorings S′1 in which condition (i) holds,
i.e., at least n/12r vertices of V1 do not have the dominant color c∗. In order to build such
a coloring we first need to choose V rest1 , where j = |V rest1 | and n/12r  j  n/6r . There
are k choices for c∗,
(
n
j
)
ways of choosing the set V rest1 , and (k − 1)j ways of coloring
the chosen set. From property (A) of the graphs G(k,n), we know that the number of
neighbors of the set V rest1 is at least 2jr/3 and that any set of at least n/4r
2 vertices from
V2 has some neighbor in V ∗1 . Thus, at least 2jr/3 − n/4r2 vertices of V2 have at least two
distinct colors in their neighborhood, and the number of colorings for which (i) holds is
bounded from above by
|S′1| k
n/6r∑
j=n/12r
(
n
j
)
(k − 1)j+n−2jr/3+n/4r2(k − 2)2jr/3−n/4r2
 k(k − 1)n
n
6r∑
j= n12r
(
ne(k − 1)
j
(
1 − 1
k − 1
)2r/3)j(
1 − 1
k − 1
)−n/4r2
 nk(k − 1)n
(
12er2(k − 1)
(
1 − 1
k − 1
)2r/3−3/2r)n/12r
 n(k − 1)n
(
12er3
(
1 − 1
k − 1
)2r/3)n/12r
.
Since |S| (k − 1)n, we conclude that
|S′1|
|S|  n
(
12er3
(
1 − 1
k − 1
)2r/3)n/12r
 n
(
12er3 exp
(
− 2r
3(k − 1)
))n/12r
 e−n/12r .
Now consider those colorings S′2 for which condition (ii) holds, but condition (i) does
not hold. Fix a coloring of the set V1 where |V ∗1 | n(1 − 1/12r). For each vertex of V2,
choose a color uniformly at random from the set of available colors, i.e., from those col-
ors which do not appear in its neighborhood in V1. Clearly each element from S with the
prescribed coloring of V1 is equally likely to emerge as the result of this procedure. Fur-
thermore at most n/12 vertices from V2 have a neighbor in the set V rest1 , i.e., at least 11n/12
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vertices of V2 have k − 1 available colors. Thus the probability that there exists a color c =
c∗ such that |V c2 | < n/2k is bounded from above by k Pr{B(	11n/12
,1/(k−1)) n/2k},
where B(	11n/12
,1/(k−1)) is a binomial random variable. Using the well-known Cher-
noff’s bounds for the tail of the binomial distribution, for all sufficiently large n,
|S′2|
|S′|  k Pr
{
B
(	11n/12
,1/(k − 1)) n/2k} exp(−n/20k).
Finally, we deal with the colorings S′3 from S which fulfill condition (iii) but neither
conditions (i) or (ii). Recall that we now have that |V rest1 |  n/12r . For a color c and
coloring σ ∈ Ω , let X∗1 = X(c,σ ) denote the largest component in the graph Gσ (c, c∗).
From condition (ii) and property (B), we may assume that for every color c the component
X∗1 is a giant component in the sense that |V1 \X∗1 | (3n log r)/r . Thus, X∗1 ⊂ V ∗1 and let
Y ∗1 = V ∗1 \ X∗1 , i.e., Y ∗1 denotes the set of vertices with the dominant color that are not in
the largest component. We can now estimate the probability that if we randomly color the
vertices of V2 then there exists a color c such that |Y ∗1 | = m n/12r .
For a fixed set Y ∗1 , from property (A) we know that the number of vertices of V2 which
have some neighbor in the set Y ∗1 and no neighbor in the set V
rest
1 is at least
2r
3
(|V rest1 | + |Y ∗1 |)− r|V rest1 | = 2r3 |Y ∗1 | −
r
3
|V rest1 |.
Moreover, also by property (A), at most 3|Y ∗1 |/2r such vertices have no neighbor in the set
X∗1 , i.e., in the largest component of the graph Gσ (c∗, c). Let Z2 = Z2(c,Y ∗1 ) ⊂ V2 denote
the set of vertices which have no neighbors in V rest1 and at least one neighbor in each of Y
∗
1
and X∗1 . Then,
|Z2| 2r3 |Y
∗
1 | −
r|V rest1 |
3
− 3
2r
|Y ∗1 |
4r2 − 9
6r
|Y ∗1 | −
r
3
n
12r
 12r
19
|Y ∗1 | −
n
36
.
Vertices of Z2 only have color c∗ in their neighborhood, but if any vertex of Z2 has color
c then it joins some vertex of the set Y ∗1 to the largest component of the graph Gσ (c∗, c),
which would contradict our earlier assumption. Now the probability that, for a given color
c and set Y ∗1 , no vertex of the set Z2 is given color c is bounded from above by
(
1 − 1
k − 1
) 12r
19 |Y ∗1 |− n36
 exp
(
− 1
k − 1
(
12r
19
|Y ∗1 | −
n
36
))
.
We can now bound |S′3| by summing over the possible choices for c and Y ∗1 ,
|S′3|
|S|  (k − 1)
3n log r/r∑
m=n/12r
(
n
m
)
exp
(
− 1
k − 1
(
12r
19
m − n
36
))
 kn
(
n
n/12r
)
exp
(
− r
k − 1
(
12
19
− 1
3
))n/12r

(
12er exp
(
− 16r
56(k − 1)
))n/12r
 e−n/12r .
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Therefore, we arrive at|∂S|
|S| 
|S′|
|S|  e
−n/12r + e−n/20k + e−n/12r  3e−n/12r .
By Theorem 2.1, this completes the proof of Theorem 1.3. 
Remark. For completeness we explain our comparison of the mixing times of the Glauber
dynamics and the WSK algorithm on the star. The star on n + 1 vertices is the graph
composed of vertex set {v,w1, . . . ,wn} with an edge between vertices v and wi for all
1  i  n. To see that the Glauber dynamics is torpidly mixing when k  n1−ε for fixed
ε > 0, let the set S denote the set of colorings with a fixed color c for vertex v. In order
to recolor v (and thus exit the set S) there must be some color which does not appear in
its neighborhood. Therefore |∂S|/|S| ((k − 2)/(k − 1))n  exp(−nε), which, by Theo-
rem 2.1, implies that the Glauber dynamics is torpidly mixing. Meanwhile proving rapid
mixing of the WSK algorithm is straight-forward using the canonical paths approach of
Jerrum and Sinclair (see [7] for a explanation of the technique).
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