The behavioral framework is used to formalize an adaptive control problem in which input and output variables are not explicitly distinguished. For an unknown linear timeinvariant dynamical system an adaptive controller is synthesized which a c hieves an internally stable controlled system which matches an a-priori given frequency response characteristic.
Introduction
This paper addresses the problem of adaptively shaping the frequency response of a controlled system which is obtained as the interconnection of an unknown dynamical system and an adaptive controller. We formulate this problem using the behavioral theory of dynamical systems following the work of Willems in [6, 7, 8 ].
An algorithm is developed which adapts controller parameters so as to achieve a desired frequency response of the controlled system. This algorithm is based on a common separation between controller design and process estimates and results in the automatic shaping of the frequency response of the controlled system. However, we refrain from using the common input-output setting of control problems. We propose a setting of an adaptive control problem in which system variables are treated in a symmetric way, without explicitly displaying input or output variables. Systems are viewed as sets of trajectories and we focus on those systems whose behavior can be described in terms of autoregressive equations. Interconnections of systems are formalized as intersections of behaviors and in our setting control synthesis amounts to determining a set of autoregressive relations among a set of interconnection variables. This leads to a dierent, and in principle more general, framework for studying control problems. It is shown in this paper that the behavioral framework provides a suitable basis for formalizing and solving an adaptive control problem in which the shaping of the frequency characteristics of the controlled system is the main purpose of control.
The paper is organized as follows. Some preliminaries concerning the behavioral theory of dynamical systems are given in section 2. In section 3 the adaptive control problem is formalized. Before presenting a conceptual solution in section 5 the notion of a minimal controller is introduced and motivated in section 4. An illustrative example is presented in section 6.
The notation used in the paper is standard. R and C denote the elds of real and complex numbers, Z + is the set of non-negative i n tegers. R gq [z] denotes the set of polynomials in the indeterminate z with real matrix valued coecients of dimension gq. If only the numberof columns of a matrix is specied we write R q and R q [z] to denote real matrices of q columns and polynomials with real matrix valued coecients of q columns. Further, if A is a set then pow(A) denotes the power set of all subsets of A.
Preliminaries
In the behavioral theory [6, 7, 8] a system is any collection of signals which e v olve o v er time. Signal variables are treated in a symmetric way in the sense that no a priori distinction is made between input and output variables.
Formally, a dynamical system is a triple = (T ; W ; B ) where T R is the time set, W is a set called the signal space and B W T is a family of mappings w : T ! W called the behavior of the system. In this paper we con- 
The control problem
It is assumed that the process to be controlled is an unknown dynamical system plant = ( Z + ; C p ; B plant ) whose behavior is described by the solution set of an autoregressive dierence e quation of the form P 0 w(t) + P 1 w ( t + 1 ) + : : : + P p w ( t + p ) = 0 : (3.1) by this, we mean that w 2 B if and only if w : Z + ! C p satises the equation where C = C 1 C 2 and C 1 and C 2 have p and q p columns, respectively. The control aim is to obtain an internally stable interconnection of process and controller in which the frequency response matches an a-priori given characteristic. is injective as viewed as matrix over the eld of rational functions. Thus, in a regular interconnection a controller has to add a minimum number of equations to guarantee that the interconnection variables are uniquely dened. However, to guarantee that the controller does not add undue constraints we do not wish to add too many equations either. 
A self-tuning regulator
The adaptive algorithm which w e develop in this section is a model reference control scheme in which alternatively an estimate of the process is computed, and a controller is designed based on the estimated process. See e.g. [2] .
The controller contr is an adaptive pole placement controller which adjusts its parameters so as to achieve (3.5). We refer to [4] for a detailed analysis on adaptive pole placement algorithms. The process estimates of our algorithm involve only estimates of the frequency response f plant at frequencies specied by .
Controller design
Suppose that an estimate plant of the process plant is available and that its behaviorB plant is represented in autoregressive form bŷ P()w = 0 whereP 2 R p [z] is a polynomial of degree^p. It is assumed that the estimate plant is a controllable system (which is equivalent o f s a ying thatP () has constant rank for all 2 C ). Clearly, the degrees of freedom in the polynomial coecients C (i.e., the lag`c) has to be large enough to achieve these requirements.
Process estimates
Process estimates will consist of estimating a polynomial This menas that the plant estimates are adapted in such a w a y that the interconnection of the estimated plant and the given controller is compatible with the observations of the frequency response of the controlled system. The compatibility conditions therefore only involve the frequency points ! 2 .
An adaptive control algorithm
We propose an adaptive control scheme in which controller design and process estimates take place in an alternating sequence.
Given: A set of frequency points , a set of phasors , and a Hurwitz polynomial .
Initialization: Let Step 1 See the pole-placement techniques in [1, 3, 4] .
Step 2 One way t o do this is to treat plant u k contr as an input-output system where certain components of the external variables are distinguished as inputs and others as outputs.
Step 3 Step 4: The k-th process estimate P k 2 R p [z] is computed so as to be compatible with the errors e ij in the sense that
w ij for i = 1 ; : : : ; N and j = 1; : : : ; dim( i ). See [3, 1] for least squares techniques involving this estimation.
Step 5: The steps 1{3 are repeated for each adaptation period A k .
A tracking controller
As an illustration of the algorithm of the previous section, we consider an adaptive tracking problem in this section. One-hundred adaptations of the control law C k 2 R 13 [z], k = 1 ; : : : ; 100 are determined. The performance of the controlled system plant u k contr , k = 1 ; : : : ; 100 is plotted in Figure 1 . The reference input w 3 (t) = sin(!t) i s used as input for the interconnected system plant u k contr .
The error magnitude at the tracking frequency ! is shown in the top-left gure. A time simulation of the reference and output signal is given in the top-right gure. The estimated plant and controller parameters are plotted in the two gures below. Although no hard proofs have been derived for parameter convergence, the simulation shows that both plant and controller parameters converge.
Conclusions
In this paper we proposed an adaptive control scheme for the shaping of the frequency response of a controlled system. Instead of viewing plants and controllers as operators mapping inputs to outputs, we proposed a setting of this control problem in which inputs and outputs are treated in an entirely symmetric way. Convergence properties of the algorithm are the topic of further investigation.
