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HAUSDORFF DIMENSION OF THE LEVEL SETS OF SOME
STOCHASTIC PDES FROM FLUID DYNAMICS
LORENZO BAGLIONI AND MARCO ROMITO
Abstract. We determine with positive probability the Hausdorff dimension of
the level sets of a class of Navier–Stokes α–models at finite viscosity, forced by
mildly rough Gaussian white noise.
1. Introduction
This paper address the problem of determining the Hausdorff dimension of the
level sets of the solutions of some stochastic PDEs from fluid dynamics in two
space dimensions. Consider the following stochastic PDE,
θ˙ + ν(−∆)αθ + u · ∇θ = η˙, t ≥ 0, x ∈ T2,
on [−π, π]2, with periodic boundary conditions and zero spatial mean, where ν, α
and M are suitable parameters, η˙ is Gaussian noise and the transport velocity is
given by u = ∇⊥(−∆)−Mθ. We prove almost sure upper bounds, as well as lower
bounds with positive probability, on the Hausdorff and packing dimension of the
level sets of the random field θ(t) at any positive time t > 0.
Our equation (2.1) belongs to the class of Navier–Stokes α–like models (see for
instance [OT07] and the reference therein) and, when α = 1, the 2D Navier–
Stokes equations in the vorticity formulation correspond to M = 1, the surface
quasi–geostrophic equation corresponds to M = 1
2
, while M = −1 describes the
large scale flows of a rotating shallow fluid (see [Fal07]). In this paper we will
assume α > 1 and M ≥ 1. Unfortunately, our results do not cover the above
mentioned cases, although they are the motivating examples.
Our interest in level sets for equations from fluid dynamics is inspired by the
theory developed for the 0–level set at a physical and numerical level [Fal07]. Our
technique is not powerful enough to be able to say something about the “physical
case”, for a series of reasons: we work at finite viscosity and not in the vanishing
viscosity regime, we assume hyper–dissipation, due to the limits of the techniques
we employ, we are not able to capture all of the interesting cases of the transport
Date: August 19, 2013.
2010 Mathematics Subject Classification. Primary 76M35, 60G17; Secondary 35B05, 35Q35,
35R60, 60H15, 60H30.
Key words and phrases. level sets, stochastic PDEs, Navier–Stokes α–models.
1
2 L. BAGLIONI AND M. ROMITO
velocity, we are dealing with rough noise. On the other hand, this paper is a
preliminary work and extensions are currently being developed.
The results presented here focus on any level set. On the other hand the zero
spatial mean condition gives a privileged status to the zero level set. It would be
expected to obtain stronger results on the zero level set than on any other level
set. We conjecture (see Remark 2.4 that indeed the zero level set should have a
“deterministic” (that is, determined almost surely) dimension.
We give a few details on the techniques used to achieve our results. As in
[DKN07, DKN09], the non–linear problem is reduced to the linear problem (namely,
the same equation without the non–linearity or, in other words, the linearization at
0) by means of an absolute continuity result between the laws of the two processes.
In the above references the equivalence is provided by the Girsanov theorem. In
our problem Girsanov’s transformation cannot be applied (see Remark 4.1), and we
apply a weaker result from [DPD04], using the polynomial moments from [ESS10].
On the one hand this gives equivalence of the laws at the level of the single time
rather than of the full path, but on the other hand this is enough for our pur-
pose. The equivalence result is already known from [MS05, Wat10] and ours is an
alternative proof.
Once the problem is reduced to a linear equation, it becomes more amenable and
one can use the theory developed for Gaussian processes [Kah85, Xia95, Xia97,
WX06] to show almost sure upper bounds on the Hausdorff and packing dimension,
as well as lower bounds with positive probability.
1.1. Notations. Let T2 = [−π, π]2 be the 2–dimensional torus. For every γ ∈ R
denote by Hγ#(T2) the Sobolev space of periodic functions on T2 with mean zero on
T2, defined in terms of the complex Fourier coefficients with respect to the Fourier
basis {eik·x : k ∈ Z2}, as
Hγ#(T2) =
{
(ξk)k∈Zd ⊂ C : ξ0 = 0, ‖ξ‖2γ :=
∑
k∈Zd
|k|2γ|ξk|2 <∞
}
,
with norm ‖ · ‖γ. In particular, when γ = 0, we use the standard notation L2#(T2).
Define moreover the spaces of divergence–free vector fields Vγ as
Vγ =
{
(uk)k∈Z2⋆ ⊂ C2 : k · uk = 0 for all k, ui = (uik)k∈Zd ∈ Hγ# for i=1,2
}
,
where Z2⋆ = Z
2 \ {(0, 0)}, with norm ‖u‖2γ := ‖u1‖2γ + ‖u2‖2γ, and u = (u1, u2). In
particular, set H = V0.
Denote by A the realization of the Laplace operator−∆ on L2#(T2) with periodic
boundary conditions. A real orthonormal basis of L2#(T2) (and hence of each H
γ
#)
of eigenvectors of A is given as follows. Set
Z
2
+ = {k ∈ Z2 : k2 > 0} ∪ {k ∈ Z2 : k1 > 0, k2 = 0},
Z
2
− = −Z2+ and Z2⋆ = Z2+ ∪Z2−, and ek = c1 sin k ·x for k ∈ Z2+ and ek = c1 cos k ·x
for k ∈ Zd−, where c1 =
√
2(2π)−1, then [MB02] (ek)k∈Z2⋆ is an orthonormal basis
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of L2#(T2). With these positions, given γ ∈ R, Aγx =
∑
k∈Z2⋆
|k|2γxkek for x =∑
k xkek. Set Ek =
k⊥
|k|
ek for every k ∈ Z2⋆, then (Ek)k∈Z2⋆ is an orthonormal basis
of H . With a slight abuse of notations, we will also denote by A the realization of
the Laplace operator on H .
Given y ∈ R and a field v : T2 → R, denote by Ly(v) the y–level set of v,
namely Ly(v) = {x ∈ T2 : v(x) = y}.
We denote by dimH and by dimP the Hausdorff and the packing dimension,
respectively. We refer to [Fal03] for their definition and properties.
2. Formulation of the problem and main results
2.1. Formulation of the problem. Fix ν > 0, α ≥ 1 and M ∈ R. Consider on
T2 the following stochastic PDE,
(2.1) θ˙ + u · ∇θ = −νAαθ + η˙, t ≥ 0, x ∈ T2,
with periodic boundary conditions and with
∫∫
T2
θ dx = 0, where u is given as
u = ∇⊥A−Mθ. By its definition it turns out that div(u) = 0 and ∫∫ u(x) dx = 0.
The 2D Navier–Stokes equations in the vorticity formulation correspond toM = 1
[MB02], the surface quasi–geostrophic to M = 1
2
, while M = −1 describes the
large scale flows of a rotating shallow fluid (see [Fal07]). Unfortunately, none of
these values can be covered by our results.
The non–linearity. Set for a vector function v, with div(v) = 0, and a scalar
function f ,
B(v, f) = v · ∇f = div(vf).
We use the same notation B(v, v′) when v is a vector and the operator B is
understood component–wise, namely [B(v, v′)]i = B(vi, v
′). Set moreover
BM(x) = B(∇⊥A−Mx, x)
We stress two important properties of the non–linear term. Their proofs are stan-
dard using integration by parts arguments.
Lemma 2.1. For every x and v, with div v = 0,
(2.2) 〈x,B(v, x)〉L2 = 0, 〈A−Mx,BM (x)〉L2 = 0.
The random forcing term. The random forcing term η˙ is modeled as a coloured in
space and white in time Gaussian noise, namely η is a Wiener process with covari-
ance C ∈ L (L2#(T2)). For our purposes, we will assume that C has a smoothing
effect.
Assumption 2.2 (on the covariance). The operator C is positive linear bounded
on L2#(T2). The driving noise is homogeneous in space, hence C has the same eigen-
vectors of the operator A. Under these assumptions, there are numbers (σk)k∈Z2⋆
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such that for x =
∑
k xkek ∈ L2#,
Cx =
∑
k∈Zd⋆
σ2kxkek.
Assume additionally that there exists δ ∈ (1− α, 2− α) such that
(2.3)
c2
|k|δ ≤ |σk| ≤
c3
|k|δ .
The abstract formulation. In conclusion (2.1) can be recast in its abstract form as
(2.4) dθ +
(
νAαθ +B(u, θ)
)
dt = C 12 dW.
2.2. The linear problem. Our first result gives upper and lower bounds for the
dimension of the level sets of the linear version of the problem under examination,
namely,
(2.5)
{
dz + νAαz = C1/2 dW,
z(0) = 0.
Theorem 2.3. Let α ≥ 1 and let Assumption 2.2 be true. For every t > 0 and
y ∈ R,
• P[dimP (Ly(zt)) ≤ 3− α− δ] = 1,
• P[dimP (Ly(zt)) = dimH(Ly(zt)) = 3− α− δ] > 0.
The proof of the theorem is based on well–known techniques [Kah85, Xia95,
Xia97] for the dimension of level sets.
Remark 2.4. Theorem 2.3 above says that Ly(zt) has dimension equal 3−α−δ with
positive probability. It should not be expected that in general this may hold with
probability one. Indeed, if y = 0, the set Ly(zt) is empty with positive probability,
since zt is continuous and defined on a compact set. On the other hand if y = 0
then L0(zt) 6= ∅ with probability one, since zt is non–zero and with zero average.
We conjecture that dimP (L0(zt)) = dimH(L0(zt)) = 3 − α − δ with probability
one.
An effective way to prove that a random set has an almost sure dimension is to
show that the set contains a limsup random fractal [KPX00]. It is easy to construct
a limsup random fractal contained into L0(zt) by using the sets {|zt(xnk)| ≤ ǫ}
as building blocks, where (xnk)k is a dyadic grid. Unfortunately, the correlation
between distant blocks is too strong to apply [KPX00, Corollary 3.3].
A different approach to prove the conjecture could be based on existence and
regularity of the occupation density of zt at 0. First, the random field zt has an
occupation density ℓ due to [GH80, Theorem 22.1] (see also [Pit78, Theorem 3]).
Moreover, it is not difficult to see that zt satisfies the property of local 2(α+δ−1)–
nondeterminism (see [MP87] for the definition, and [Xia08, Xia09] for a recent
account) and so, by [Pit78, Theorem 4] (or [GH80, Theorem 26.1]), the occupation
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density ℓ is Hölder continuous. By [MP87, Theorem 1], in order to prove the
“probability one” statement, it is sufficient to show that ℓ(0) > 0 with probability
one. For instance this is true if there is a random constant c4 = c4(ω) > 0 such
that
LebT2({x ∈ T2 : |zt(x)| ≤ ǫ}) ≥ c4ǫ.
We have been not able to prove that P[ℓ(0) > 0] = 1.
2.3. The non–linear problem. We extend the results on the dimension of level
sets by means of a absolute continuity result. The random perturbation we consider
is not “strong” enough (in terms of regularization) to apply Girsanov’s theorem
(which is a standard method when dealing with non–linear terms of order zero,
see for instance [DKN07, DKN09]). We use an absolute continuity theorem of
[DPD04] to translate the dimension results on the linear problem to the non–
linear problem. We remark that another option to prove the absolute continuity
could be given by the idea in [MS05] (see also [MS08, Wat10]).
Theorem 2.5. Let ν > 0, α > 1, and M ≥ 1, and assume the covariance C
satisfies Assumption 2.2. Let θ be the solution of problem (2.1) with θ(0) ∈ L2#,
then for every y ∈ R and t > 0,
• P[dimP (Ly(θt)) ≤ 3− α− δ] = 1,
• P[dimP (Ly(θt)) = dimH(Ly(θt)) = 3− α− δ] > 0.
As we shall see in the course of the proof of the above result, the same holds
when θ is the stationary solution.
3. Linear results
In this section we prove Theorem 2.3. Existence and uniqueness for the solution
z of (2.5), as well as of its invariant measure and strong mixing are a standard
matter, see [DPZ92]. In the next lemma we summarize a few results concerning
point–wise properties of z that we will need in the rest of the section.
Lemma 3.1. Under the assumptions of Theorem 2.3, for every t > 0 and x ∈ T2,
z(t, x) is a centred Gaussian random variable such that c2σ
2
t ≤ E|z(t, x)|2 ≤ c3σ2t ,
with σt > 0. Moreover, there is gt : R→ R such that
E[|z(t, x) − z(t, y)|2] = gt(x− y),
and c5|x|2(α+δ−1) ≤ gt(x) ≤ c6|x|2(α+δ−1).
Proof. We can write z(t, x) as
z(t, x) =
∑
k∈Z2⋆
(
σk
∫ t
0
e−ν|k|
2α(t−s) dβk(s)
)
ek(x),
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where (βk)k∈Z2⋆ are independent standard Brownian motions. Given x ∈ T2, t > 0,
the real valued random variable z(t, x) is Gaussian and,
Var(z(t, x)) =
∑
k∈Z2⋆
σ2kek(x)
2
2ν|k|2α
(
1− e−2ν|k|2αt) ≈ σ2t = ∑
k∈Z2⋆
1− e−2ν|k|2αt
4ν|k|2(α+δ) .
The expectation of the increments yields
E[|z(t, x)− z(t, y)|2] =
∑
k∈Z2⋆
σ2k
2ν|k|2α
(
1− e−2ν|k|2αt) sin2 k
2
(x− y) = gt(x− y).
Using (2.3) and the fact that (1− e−2ν|k|2αt) is bounded from above and below by
constants independent of k (but not t), we see that
gt(x) ≈
∑
k∈Z2⋆
1
|k|2α+2δ sin
2 k
2
(x− y),
hence gt(x) ≈ |x|2(α+δ−1) by Lemma 3.2 below. 
Lemma 3.2. Let γ > 0. Then for all x ∈ Rd with |x| < 1,
∑
k∈Zd⋆
1
|k|d+γ sin
2(k · x) ∼ hγ(x),
where h2(x) = −|x|2 log |x| and hγ(x) = |x|γ∧2 otherwise.
Proof. For the upper bound,
∑
k∈Zd⋆
1
|k|d+γ sin
2
(
k · x) ≤ ∑
|k|·|x|≤1
|x|2
|k|d+γ−2 +
∑
|k|·|x|≥1
1
|k|d+γ ≤ s + l .
The term l can be easily estimated by comparison with an integral, yielding l ≤
c7|x|γ. For s we use the elementary result,
∑
|k|≤A
1
|k|β ∼
{
A(d−β)+ β 6= d,
logA β = d,
A large,
to obtain immediately that s ∼ hγ(x).
For the lower bound, an elementary computation shows that there is c8 =
c8(γ) > 0 such that,
1
|k|d+γ = c8
∫ ∞
0
e−t|k|
2
t
d+γ−2
2 dt,
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hence ∑
k∈Zd⋆
1
|k|d+γ sin
2
(
1
2
k · x) = c8
∫ ∞
0
(∑
k∈Zd⋆
e−t|k|
2
sin2
(
1
2
k · x))t d+γ−22 dt
=
1
2
c8
∫ ∞
0
(∑
k∈Zd⋆
e−t|k|
2
(1− cos(k · x)
)
t
d+γ−2
2 dt
≥ 1
2
c8
∫ 1
0
(
φ(t, 0)− φ(t, x))t d+γ−22 dt,
where
φ(t, x) =
∑
k∈Zd⋆
e−t|k|
2
cos(k · x).
The φ is the fundamental solution of the heat equation with periodic boundary
conditions and mean zero. In particular, φ(t, 0) − φ(t, x) ≥ c9t−d/2
(
1 ∧ |x|2/t),
hence ∑
k∈Zd⋆
1
|k|d+γ sin
2
(
1
2
k · x) ≥ ∫ 1
0
c10
t
d
2
(
1 ∧ |x|
2
t
)
t
d+γ−2
2 dt ≥ c11hγ(x),
by a direct computation. 
Remark 3.3. If we replace the usual Euclidean distance in the statement of Lemma
3.1 and Lemma 3.2 with the “torus distance”, namely |x− y|T2 = infk∈Z2 |x− y +
2πk|, the conclusions of both lemmata still hold true.
Remark 3.4. If d = 1, the above lemma admits a probabilistic proof, using a
Fourier series expansion of the fractional Brownian motion. Indeed, by [Igl05] it
follows, by simple computations that exploit the explicit form of the covariance
function of the process, that
∞∑
k=1
1
k1+2H
sin2(1
2
kt) ∼ t2H .
We have not been able to find a similar proof in the multi–dimensional case.
3.1. The upper bound. The following proposition contains the first part of The-
orem 2.3.
Proposition 3.5. Under the assumptions of Theorem 2.3,
dimH(Ly(zt)) ≤ dimP (Ly(zt)) ≤ 3− α− γ.
Proof. We know by Lemma 3.1 and Gaussianity that zt is γ–Hölder continuous
for every γ < α + δ − 1 and that the Hölder coefficient Lγ has finite polynomial
moments [Kun90, Theorem 1.4.1]. Let γ < α+ δ − 1 and consider a ball Bǫ(x) in
T2, then
P[Bǫ(x) ∩ Ly(zt)] ≤ P[y ∈ zt(Bǫ(x)), |zt(x)− y| ≥ ǫγ] + P[|zt(x)− y| ≤ ǫγ ].
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On the first event there is xy ∈ Bǫ(x) such that zt(xy) = y, hence for a γ′ such
that γ < γ′ < α + δ − 1, we have that ǫγ ≤ |zt(x) − zt(xy)| ≤ Lγ′ǫγ′ , hence for n
large enough,
P[Bǫ(x) ∩ Ly(zt)] ≤ P[Lγ′ ≥ ǫγ−γ′ ] + c12ǫγ ≤ ǫn(γ′−γ)E[Lnγ′ ] + c13ǫγ ≤ c14ǫγ .
Consider now a covering of T2 of 2
2k balls Bk of radius 2
−k, and let Nk be the small-
est number of balls of radius 2−k covering Ly(zt). Clearly, Nk ≤
∑
1{Bk∩Ly 6=∅},
hence E[Nk] ≤ c1522k−γk. By the first Borel–Cantelli lemma, Nk ≤ c1522k−γ′′k for k
large enough, a.s., where γ′′ < γ. Therefore, dimP Ly(zt) ≤ 2− γ′′, and the upper
bound follows by taking γ′′ ↑ α + δ − 1. 
3.2. The lower bound. We prove the second part of Theorem 2.3. To this end
we first give an estimate of the two–points covariance.
Lemma 3.6. Under the same assumptions of Theorem 2.3, let t > 0. Then there
is c16 > 0 such that for every x, x
′ ∈ T2, with x 6= x′, det(qxx′) ≥ c16|x−x′|2(α+δ−1),
where qxx′ is the covariance matrix of (zt(x), zt(x
′)).
Proof. Given t > 0, define the numbers ak(t) by
σt(x)
2 =
∑
k∈Z2⋆
σ2k
2ν|k|2α
(
1− e−2ν|k|2αt)ek(x)2 = ∑
k∈Z2⋆
ak(t)
2ek(x)
2.
If x, x′ ∈ T2, define σt(x, x′) by
σt(x, x
′) = E[zt(x)zt(x
′)] =
∑
k∈Z2⋆
ak(t)
2ek(x)ek(x
′).
Then a few elementary computations (using the fact that a−k = ak and the sym-
metries of Z2⋆) show that
det(qxx′) =
1
2
∑
m,n∈Z2⋆
am(t)
2an(t)
2 sin2
(
(m+ n)x−x
′
2
)
By re–arranging the sum, we finally obtain
det(qxx′) =
∑
k∈Z2⋆
Ak sin
2(k · x−x′
2
), where Ak =
1
2
∑
m+n=k;m,n∈Z2⋆
an(t)
2am(t)
2.
Since ak(t) ∼ |k|−2(α+δ) and α + δ > 1, it is easy to see that Ak ∼ |k|−2(α+δ) and
det(qxx′) ≥
∑
k∈Z2⋆
c17
|k|2+2(α+δ−1) sin
2(k · x−x′
2
) ≥ c18|x− x′|2(α+δ−1)
where the last inequality follows from Lemma 3.2. 
Proposition 3.7. Under the assumptions of Theorem 2.3,
dimP (Ly(zt)) ≥ dimH(Ly(zt)) ≥ 3− α− δ,
with positive probability.
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Proof. We use Frostman’s ideas, see [Kah85].To this end, given a non–negative
measure µ on T2 and a number γ > 0, define the γ–energy of µ as
‖µ‖γ =
∫
T2
∫
T2
µ(dx)µ(dx′)
|x− x′|γ ,
where | · | denotes the distance on T2 (Remark 3.3). We proceed as in [WX06] (see
also [Xia95, Xia97]) and define the measures µn =
√
2πn exp(−1
2
n|zt(x)− y|2) dx.
For our purposes, it is sufficient to show that there are c19, c20 (independent of
n), such that E[µn(T2)] ≥ c19, E[µn(T2)2] ≤ c20 and E[‖µn‖γ] < ∞ for every γ <
3−α− δ. Indeed, by these facts it follows that there is a sub–sequence converging
to a measure µ. Moreover, µ is non–zero with probability c2
19
c−1
20
(see [Kah85]).
By continuity of zt (Lemma 3.1, it follows that µ has support in Ly(zt) and hence
Frostman’s lemma [Kah85, Theorem 10.3.2] yields P[dimH Ly(zt) ≥ γ] ≥ c219c−120 .
We notice preliminarily that
√
2πn e−
1
2
n|zt(x)−y|2 =
∫
R
e−
1
2n
u2+iu(zt(x)−y) du.
As in [WX06], simple computations yield,
µn(T2) =
∫
T2
∫
R
e−
1
2n
u2−iuy
E[eiuzt(x)] du dx =
=
∫
T2
∫
R
e−iuy e−
1
2
( 1
n
+σt(x)2)u2 du dx =
∫
T2
√
2π
1
n
+ σt(x)2
e
− y
2
2( 1n+σt(x)
2) dx ≥
≥ (1 + c2
6
σ2t )
− 1
2 e
− y
2
2c2
5
σ2t = c19.
With similar computations, involving this time two dimensional Gaussian random
variables, we see that
µn(dx)µn(dx
′) =
(∫∫
R2
e−
1
2
u·gxx′ ·u
T
e−iy(u1+u2) du
)
dx dx′ =
=
2π√
det gxx′
e−
1
2
(y,y)·g−1
xx′
·(y,y)T dx dx′ ≤ 2π√
det gxx′
dx dx′,
where gxx′ =
1
n
I + qxx′ and qxx′ is the covariance matrix of (zt(x), zt(x
′)). By
Lemma 3.6, det(gxx′) ≥ det(qxx′) ≥ c16|x − x′|2(α+β−1), hence µn(dx)µn(dx′) ≤
c21|x− x′|−(α+β−1) and it is immediate to deduce that E[µn(T2)2] ≤ c20. Likewise,
we deduce that E[‖µn‖γ] is bounded uniformly in n if γ < 3− α− δ. 
4. Non–linear results
We turn to the proof of Theorem 2.5. Our strategy is based on the idea that if θ
is the solution of (2.4) and z of (2.5), and if the laws of θ(t) and z(t) are equivalent
measures, then Theorem 2.3 immediately implies Theorem 2.5.
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Remark 4.1. A standard way to prove absolute continuity of laws of solutions of
stochastic PDEs is the Girsanov transformation. In our case, to apply Girsanov’s
transformation, the quantity∫ t
0
‖C−1/2BM (θ)‖2L2 ds <∞, P− a.s.
should be finite, at the very least. This happens when α > 2 (see [MS05, Theorem
3]).
The following theorem could be proved by means of the same method in [MS05,
Theorem 2], which is indeed the case α > 1, M = 1 (see also [Wat10]). Here we
present an alternative proof based on the method introduced in [DPD04] and on
the polynomial moments proved in Lemma 4.4.
Theorem 4.2. Let α > 1, M ≥ 1 and assume the covariance is as in Assumption
2.2. Let x ∈ L2#(T2), θ(·; x) be the solution of (2.1) with initial condition x and z
be the solution of (2.5) with initial condition z(0) = 0. Then for every t > 0 the
law of θ(t; x) is equivalent to the law of z(t).
We first state some preliminary results that will be necessary for the absolute
continuity theorem given above. The first result ensures existence and uniqueness
for the solutions of (2.4). Its proof is quite standard and follows the lines of the
proof of [Fla08, Theorem 2.9].
Lemma 4.3. Let α ≥ 1 and M ≥ 1, and let Assumption 2.2 be in force. Given
a probability µ on H−1# (T2) with all polynomial moments finite in H
−1
# (T2), there
exists a unique (path–wise) solution θ of (2.4) with initial distribution µ such that
θ ∈ C([0,∞);H−1# (T2)) ∩ L2loc([0,∞);L2#(T2)). Moreover for every m ≥ 1 and
T > 0,
E
[
sup
[0,T ]
‖θ(t)‖2m−M
]
+ νE
[∫ T
0
‖θ(t)‖2m−2−M ‖θ(t)‖2α−M dt
]
<∞,
E
[
log
(
1 + sup
[0,T ]
‖θ(t)‖2−1 + ν
∫ T
0
‖θ(t)‖2L2 dt
)]
<∞.
Denote by θ(·; x) the solution with initial distribution concentrated at x. Then the
process (θ(·; x))x∈H−1# (T2) is a Markov process and the associated transition semi-
group is Feller in H−1# (T2).
If additionally µ has second moment finite in L2#(T2), then for every γ < α +
δ − 1,
E
[
log
(
1 + sup
[0,T ]
‖θ(t)‖2L2 + ν
∫ T
0
‖θ(t)‖2γ dt
)]
<∞.
Moreover, the process (θ(·; x))x∈L2#(T2) is Feller in L2#(T2).
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The next preliminary ingredient is to prove that there exists an invariant measure
for problem (2.4) which has all polynomial moments finite in L2 (and better). This
is done following (almost) [ESS10].
Lemma 4.4. Let α ≥ 1, M ≥ 1 and let Assumption 2.2 be true. Then there exists
an invariant measure µ for the transition semigroup associated to problem (2.4).
Moreover, for every γ < δ + α− 1 and m ≥ 1 there is a number c22 > 0 such that
(4.1)
∫
‖x‖2m−2L2 ‖x‖2γ µ(dx) ≤ c22.
Proof. Consider the Galerkin approximations of (2.4)
(4.2) dθN + (νA
αθN + πNB(uN , θN)) dt = πNC 12dW,
where πN is the projection onto span[ek : |k| ≤ N ] and uN = ∇⊥A−MθN . It is
fairly standard (see [Fla08]) to prove that for every N the above system admits an
invariant measure µN . If we are able to prove (4.1) for each µN with a constant
c22 independent of N , then the lemma is proved. Indeed, the uniform bound
ensures tightness of (µN)N≥1 and, consequently, of the laws of each of the stationary
solution of (4.2) with initial condition µN . The same methods of the previous
lemma ensure that, up to a sub–sequence, there is a solution of (2.4) which is limit
of stationary laws, hence stationary itself. Its marginal µ at fixed time turns out to
be an invariant measure for (2.4) and a limit point of (µN)N≥1. By semi–continuity
µ verifies (4.1).
It remains to prove (4.1) for the Galerkin system. Given N ≥ 1, let θN be the
stationary solution of (4.2) with marginal law µN .
Step 1: estimates for the linear part. For every λ > 0 consider the solution zλ,N
of the following problem,
dzλ,N + (νA
αzλ,N + λzλ,N ) dt = πNC 12dW,
with initial condition zλ,N (0) = 0, and recall that W (t) =
∑
k∈Z2⋆
βkek, with
(βk)k∈Z2⋆ independent standard Brownian motions. Set for every T > 0, a ∈ (0, 12),
ǫ ∈ (0, α+ δ − 1) and β ∈ (0, 1) such that α(1− 2a(1− β)) < (α+ δ − 1− ǫ),
Ma,ǫ,β(T )
2 =
∑
k∈Z2⋆
1
|k|4aα(1−β)+2δ−2ǫ
(
sup
0≤s<t≤T
|βk(t)−βk(s)|
|t−s|a
)2
.
From Proposition 2.1 and Corollary 2.2 of [ESS10] we have that E[Ma,ǫ,β(T )
2m] ≤
c23T
m(1−2a) and, P−a.s., ‖zλ,N(t)‖2ǫ ≤ c24λ−2aβMa,ǫ,β(T )2. For the rest of the proof
fix values of a and β as required above.
Step 2: estimates for the non–linear part. Set ηλ,N = θN − zλ,N , then ηλ,N solves
η˙λ,N + νA
αηλ,N + πNBM(θN ) = λzλ,N ,
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with initial condition ηλ,N(0) = θN (0). For every m ≥ 1,
d
dt
(1 + ‖ηλ,N‖2L2)m = 2m(1 + ‖ηλ,N‖2L2)m−1
(−ν‖ηλ,N‖2α+
− 〈ηλ,N , BM(θN )〉+ λ〈zλ,N , ηλ,N〉
)
,
hence using (2.2), Hölder’s inequality and Sobolev’s embeddings,
〈ηλ,N , BM(θN )〉 ≤ ν
4
‖ηλ,N‖2α + c25‖zλ,N‖4ǫ + c25‖zλ,N‖2ǫ‖ηλ,N‖2L2 ,
where ǫ ∈ (0, α+ δ−1) can be chosen arbitrarily small (and c25 = c25(ǫ), although
is independent from N). Young’s inequality and the inequalities of the previous
step yield,
d
dt
(1 + ‖ηλ,N‖2L2)m +
3
2
νm(1 + ‖ηλ,N‖2L2)m−1‖ηλ,N‖2α ≤
≤ c26m(1 + ‖ηλ,N‖2L2)m−1(λ4 + ‖zλ,N‖4ǫ + ‖zλ,N‖2ǫ‖ηλ,N‖2L2)
≤ c26m(1 + ‖ηλ,N‖2L2)m−1(λ4 + ‖zλ,N‖4ǫ + c24λ−2aβMa,ǫ,β(T )2‖ηλ,N‖2L2).
Consider ω ∈ {Ma,ǫ,β(T ) ≤ R} and choose λ = λR so that
c26c24R
2λ−2aβR =
ν
4
,
then by using the Poincaré inequality and again Young’s inequality,
d
dt
(1 + ‖ηλ,N‖2L2)m + νm(1 + ‖ηλ,N‖2L2)m−1‖ηλ,N‖2α ≤ c27(1 + λ4mR + ‖zλ,N‖4mǫ ).
Finally, by integrating in [0, T ], on the event {Ma,ǫ,β(T ) ≤ R},
(4.3)
νm
∫ T
0
‖ηλR,N‖2m−2L2 ‖ηλR,N‖2α dt ≤ (1+‖θ(0)‖2L2)m+c27
∫ T
0
(1+λ4mR +‖zλR,N‖4mL2 ) dt.
Step 3: estimates in λR. Define for every integer R ≥ 1 the events AR =
{R − 1 < Ma,ǫ,β(T ) ≤ R}. By Fernique’s theorem (see for instance [DPZ92]), for
every q ≥ 2 and every ǫ < α + δ − 1,
E[‖zλR,N(t)‖qǫ ] ≤ c28
(
E[‖zλR,N‖2ǫ ]
) q
2 ≤ c29
(∑
k∈Z2⋆
|k|2ǫ−2δ
λR + ν|k|2α
) q
2 ≤ c30λ−
q(α+δ−1−ǫ)
2α
R ,
since λR + ν|k|2 ≥ λR ∨ (ν|k|2). By our choice of λR, a, and β, if q ≥ 2,
(4.4) E
[ ∞∑
R=1
1AR
∫ T
0
‖zλR,N(t)‖qǫ dt
]
≤ E
[ ∞∑
R=1
∫ T
0
‖zλR,N(t)‖qǫ dt
]
≤ c31T.
Likewise,
(4.5) E
[ ∞∑
R=1
1ARλ
q
R
]
≤ c32E
[
(1 +Ma,β(T ))
q
aβ
]
≤ c33(1 + T q
1−2a
2aβ ).
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Finally, recall (4.3) and use (4.4) and (4.5) to obtain
(4.6)
E
[ ∞∑
R=1
1AR
∫ T
0
‖ηλR,N‖2m−2L2 ‖ηλR,N‖2α dt
]
≤ c34(1 + EµN [‖x‖2mL2 ] + T + T 2m
1−2a
aβ ).
Step 4: conclusion. By assumption EµN [‖x‖2mL2 ] is uniformly bounded in N for
every m ≥ 1, due to the estimate in H−M# (T2). Fix γ ∈ (0, α + δ − 1), then by
(4.4) and (4.6),
TEµN [‖x‖2m−2L2 ‖x‖2γ ] =
= E
[ ∞∑
R=1
1AR
∫ T
0
‖θN (t)‖2m−2L2 ‖θN‖2γ dt
]
≤ c35E
[ ∞∑
R=1
1AR
(∫ T
0
‖zλR,N(t)‖2mγ dt+
∫ T
0
‖ηλR,N(t)‖2m−2L2 ‖ηλR,N(t)‖2α dt
)]
≤ c36
(
1 + T + T 2m
1−2a
aβ + EµN [‖x‖2mL2 ]
)
.
The above inequality holds for all T > 0, hence if we take T = 2c36 and use the
Poincaré inequality, we obtain (4.1) for µN (with a constant uniform in N). 
Next, we show that problem (2.4) has a unique invariant measure which is
strongly mixing. Moreover, the strong Feller property ensures that the law of θ(t)
is equivalent to the law of the invariant measure, for every t > 0. This allows us
to reduce absolute continuity of laws at each time to absolute continuity of the
invariant measures. As a marginal remark, we notice that the next lemma holds
also when α = 1. The assumption α > 1 simplifies slightly the proof and it is what
we need to prove the theorem.
Lemma 4.5. Let α > 1, M ≥ 1 and let Assumption 2.2 be true. Then the
transition semigroup is strong Feller in H−1# (T2) and problem (2.4) admits a unique
invariant measure which is strongly mixing.
Proof. Uniqueness and strong mixing follow immediately from Doob’s theorem (see
[DPZ96]) if we prove that the transition semigroup is strong Feller and irreducible
in H−1# (T2). The proof is very similar to [FM95], we give only a sketch and the
key estimates.
Preliminarily, we prove the strong Feller property in Hǫ#(T2), with ǫ > 0 small.
Let χ : [0,∞)→ R be a smooth non–increasing function such that χ ≡ 1 on [0, 1]
and χ ≡ 0 on [2,∞) and set χR(r) = χ(r/R2) and BRM(x) = χR(‖x‖2ǫ)BM(x) for
ǫ ∈ (0, α+ δ − 1). The cut–off problem is
dθR + (νA
αθR +B
R
M(θR)) dt = C
1
2dW.
It is easy to show, as in Lemma 4.3, that the above equation has a unique solution
in C([0,∞);Hǫ#) for each initial condition in Hǫ#(T2). Strong Feller in Hǫ# follows
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from the Bismut–Elworthy–Li formula [EL94], which yields for every bounded
measurable ϕ and every x, h ∈ Hǫ#(T2),
|PRt ϕ(x+ h)− PRt ϕ(x)| ≤
c37√
t
‖ϕ‖∞E
[(∫ t
0
‖C− 12DhθR(s; y)‖2L2 ds
) 1
2
]
≤ c38√
t
‖ϕ‖∞E
[∫ t
0
‖DhθR(s; y)‖2δ ds
]1
2
,
where (PRt )t≥0 is the transition semigroup corresponding to θR and DhθR(·; y) is
the Gateaux derivative (with respect to the initial condition) of θR in the direction
h. Let ξ(s; y) = DhθR(s; y), then it is sufficient to compute the “energy estimate” of
ξ in L2(T2), and the “dissipative” term will provide the estimate we need. Clearly,
the most troublesome term is the non–linearity, which is estimated as follows,
〈DBR(θR)ξ, ξ〉L2 ≤ c39χ′R(‖θR‖2ǫ )‖θR‖3ǫ‖ξ‖L2‖ξ‖α + c40χR(‖θR‖2ǫ)‖θR‖ǫ‖ξ‖L2‖ξ‖α
≤ ν‖ξ‖2α + c41R6‖ξ‖2L2.
Next, we prove strong Feller in H−1# , following an idea in [Rom11]. We know
that if ϕ : H−1# (T2) → R is bounded measurable, then Ptϕ ∈ Cb(Hǫ#), and we
want to prove that Ptϕ ∈ Cb(H−1# ). To this end, let xn → x in H−1# , then it
is sufficient to show that θ(t; xn) → θ(t; x) a.s. in Hǫ#, since by the Markov
property and the Lebesgue theorem, Ptϕ(xn) = E[Pt/2ϕ(θ(t/2; xn))] converges to
E[Pt/2ϕ(θ(t/2; x))] = Ptϕ(x).
Set wn(t) = θ(t; xn) − θ(t; x) = θn − θ, and choose ǫ small enough so that
ǫ+ 1− α ≤ 0, then the energy inequality in Hǫ# yields
d
dt
‖wn‖2ǫ + 2ν‖wn‖2α+ǫ = −2〈Aǫwn, BM(θn)−BM(θ)〉
≤ ν‖wn‖2α+ǫ + c42(‖θn‖2L2 + ‖θ‖22−2M+ǫ)‖wn‖2L2 ,
hence by Gronwall’s lemma, for every s ≤ t,
‖wn(t)‖2ǫ ≤ ‖wn(s)‖2ǫ ec42
∫ t
s
(‖θn‖2
L2
+‖θ‖22−2M+ǫ) ≤ ‖wn(s)‖2ǫ ec42
∫ t
0 (‖θn‖
2
L2
+‖θ‖22−2M+ǫ) .
Notice that the exponential term is P–a. s. finite by the bounds in Lemma 4.3.
Integrate the above inequality for s ∈ [0, t] to get
‖wn(t)‖2L2 ≤
1
t
(∫ t
0
‖wn(s)‖2L2 ds
)
e
∫ t
0
‖θ‖2
L2
ds .
So it is sufficient to prove that
∫ t
0
‖wn(s)‖2L2 ds→ 0. Use (2.2), Hölder’s inequality
and Sobolev’s embeddings on the energy inequality in H−1# for wn, to get
d
dt
‖wn‖2−1 + 2ν‖wn‖2α−1 = −〈wn, B(∇⊥A−Mθn, wn) +B(∇⊥A−Mwn, θ)〉−1
≤ ν‖wn‖2L2 + c43‖θ‖2L2‖wn‖2−1.
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The Gronwall inequality finally yields
‖wn(t)‖2−1 + ν
∫ t
0
‖wn(s)‖2L2 ds ≤ ‖xn − x‖−1 ec43
∫ t
0 ‖θ‖
2
L2
ds,
and the right hand side converges to 0, P–a. s., since xn → x in H−1# .
Similar computations also yield irreducibility as in [FM95] (see also [Fer97,
Fer99]). 
We have all elements to prove Theorem 4.2. Since both problems (2.5) and (2.4)
satisfy the strong Feller property and have irreducible transition probabilities, the
law of each process at some time t > 0 and the corresponding invariant measure
are equivalent measures. It is then sufficient to show equivalence of the invariant
measures. To this end choose ǫ ∈ (0, 1) such that ǫ > 2 − α − δ and ǫ < α − δ
(which is possible since α > 1), and let θǫ = A
−ǫ/2θ and zǫ = A
−ǫ/2z. The new
process θǫ solves
(4.7) dθǫ + νA
αθǫ +BM,ǫ(θǫ) = C
1
2
ǫ dW,
where BM,ǫ(x) = A
−ǫ/2BM(A
ǫ/2x) and Cǫ = A−ǫC, and similarly for zǫ. We will
prove equivalence of the invariant measures of θǫ and zǫ using [DPD04, Theorem
3.4] on θǫ and zǫ.
Proof of Theorem 4.2. Before checking that the assumptions of the aforementioned
theorem are satisfied, we show how to deduce the equivalence of measures. Indeed,
the theorem in [DPD04] shows the following formula
(λ− Lǫ)−1 = (λ−Nǫ)−1 − (λ−Nǫ)−1〈BM,ǫ, D(λ− Lǫ)−1〉, λ > 0,
where Lǫ and Nǫ are the generators of the Markov semigroups associated to zǫ and
θǫ, respectively. To prove equivalence it is sufficient to show that for every bounded
measurable function f on L2#, (λ− Lǫ)−1f = 0 if and only if (λ−Nǫ)−1f = 0. If
(λ− Lǫ)−1f = 0, the conclusion is immediate (it is already in [DPD04]). Assume
that (λ−Nǫ)−1f = 0 and set φλ = (λ− Lǫ)−1f = 0. By the formula above,
φλ + (λ−Nǫ)−1〈BM,ǫ, Dφλ〉 = 0.
Clearly, φλ ∈ D(Lǫ) and, by Proposition 2.4 of [DPD04], φλ ∈ C1b . Therefore
φλ ∈ D(Nǫ) and (λ−Nǫ)φλ = (λ−Lǫ)φλ − 〈BM,ǫ, Dφλ〉. By the formula above it
follows that (λ− Lǫ)φλ = 0, that is φλ = 0. This prove the equivalence.
We turn to the verification of the assumptions of Theorem 3.4 of [DPD04]. The
assumptions for the linear problem [DPD04, Hypothesis 2.1] are standard and can
be verified as in Section 4 of the mentioned paper. We only give a few details
on the fourth hypothesis, namely that ‖Λt‖ admits Laplace transform defined on
(−1,∞), where Λt = C−1/2ǫ,t e−tAα and
Cǫ,t =
∫ t
0
e−sA
α Cǫ e−s(Aα)∗ ds.
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By our assumptions each ek (the sine–cosine orthonormal basis) is an eigenvector
of Λt. Denote by λt,k the corresponding eigenvalue. Elementary computations
yield
λt,k =
(
|σk|21− e
−2t|k|2α
2|k|2(α+ǫ)
)− 1
2
e−t|k|
2α ∼ c44
t
α+δ+ǫ
2α
for t small. The existence of the Laplace transform follows, since ‖Λt‖ = supk λt,k
and δ + ǫ < 2− α ≤ α.
As it regards the assumptions for the non–linear problem, Lemma 4.3 and
Lemma 4.5 ensure that problem (4.7) has a unique solution and generates a Feller
semigroup in L2#. Moreover the semi–group has a unique invariant measure µǫ
which is strongly mixing. Let
BM,ǫ,N(x) =
N
N + ‖x‖L2 πNBM(πNx),
where πN is the projection onto span[ek : |k| ≤ N ], then BM,ǫ,N is Lipschitz–
continuous in L2#. Moreover, if θǫ,N is the solution of (4.7) when BM,ǫ is replaced by
BM,ǫ,N , then θǫ,N(t) → θǫ(t) for all t > 0 and all x ∈ L2#, whenever θǫ,N(0) = θǫ(0).
It remains to prove the main assumption of [DPD04, Theorem 3.4], namely that
BM,ǫ,N(x) → BM,ǫ(x), µ–a. s. in L2#, and that there is a g ∈ L2(L2#, µ) such that
‖BM,ǫ,N(x)‖L2 ≤ g(x), µ–a. s.. Let ǫM = 0 if M > 1, and an arbitrary value in(
0, ǫ − (2 − δ − α)) if M = 1, and let gǫ = c45‖ · ‖ǫ+ǫM‖ · ‖1. Lemma 4.4 and
interpolation immediately imply that gǫ ∈ L2(L2#, µǫ) since,
E
µǫ [g2ǫ (x)] ≤ c45Eµ[‖x‖2L2‖x‖21−ǫ+ǫM ].
Moreover, by choosing c45 large enough, we have that ‖BM,ǫ,N(x)‖L2 ≤ gǫ(x).
Indeed, by using the embedding of L∞ into H1+γ, for γ ≤ ǫM ∨ 2(M − 1), we have
that
‖BM(x)‖L2 ≤ c46‖x‖ǫM‖x‖1, ‖BM(x)‖−1 ≤ c47‖x‖ǫM‖x‖0,
and hence ‖BM(x)‖−ǫ ≤ c48‖x‖ǫM‖x‖1−ǫ. 
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