Crack is one of the main problems of roads that can reduce the quality of the road or put it in danger in terms of safety. These cracks are needed to be identified first in order to be investigated and followed up. So detecting cracks is one of the most important parts of the road maintenance procedures, which has been considered in recent years. On the other hand, traditional manual methods of crack detection are very time-consuming and dangerous. It is timely because human resources must have thorough and accurate road visits and examine their qualitative status. For this reason, the automatic methods are utilized instead of these methods to increase the speed and reliability of the crack analysis in intelligent transport systems. A simple method is used in this research to detect the crack. Based on the proposed method, a softening filter is applied first on the image to reduce the noise, and then an edge detection filter is applied to the image. Generally, the noise still exists in the image after applying these filters. A window is used here that scans all the image and calculates the average standard deviation for all the pixels in each window, and removes the noise by considering a range. Then the process of removing noise is done with more stringency by reducing the search window in each iteration. Finally, this method was compared with one of the most prominent and modern methods of detecting cracks using a random forest method and the results indicated that despite the simplicity and the speed of the existing method in this study, it has an acceptable performance compared to the manual and random forest methods.
INTRUDUCTION
Pavement assessment plays a vital role in the pavement management system. One of the key elements of pavement assessment is the investigation and scrutiny of road surface damage. The simplest way to evaluate pavement failures is to get road experts a qualitative inspection of the road surface (Zakeri, Nejad, & Fahimifar, 2017) . Initially, road engineers used ophthalmic methods to record road crashes to capture the information needed to estimate maintenance and repair costs. Regulations have also been published to help experts identify the type of breakdown and its severity (Miller & Bellinger, 2014) . One of the major breakdowns in asphalt is cracks. It should be noted that cracks only represent one important aspect of pavement failures. And other breakdowns, such as pits, patches, bitumen, and stripping, such as cracking, play an important role in lowering the quality index of the pavement. Given these limitations, it is imperative to employ a precision and performance-based approach to automatically identify and process all types of pavement surface failures (Oliveira & Correia, 2012; Zhang, Zhang, Qi, & Liu, 2014) . crack is one of the problems on the road that may reduce the quality of a road or compromise its safety. There have been many efforts to build a high-quality road network. Therefore, first it is necessary to identify the cracks. So, identifying Cracks is one of the most important parts of road maintenance that has received much attention in recent years. On the other hand, traditional manual methods of detection of cracks are very time consuming and dangerous. It is time-consuming because the staff needs to have a thorough and thorough inspection of the roads and assess their quality. And this factor may also carry risks. For this reason, automated methods have been replaced to increase the speed and reliability of crack analysis in intelligent transportation systems. Automatic track detection systems can measure road surface quality and help to prioritize the maintenance of the road network, which increases the lifespan of the roads. With the development of image processing techniques, road cracks detection has been widely discussed in recent decades (Jahangiri, Rakha, & Dingus, 2015; Oliveira & Correia, 2014; Oliveira & Correia, 2012; Salman, Mathavan, Kamal, & Rahman, 2013; Zou, Cao, Li, Mao, & Wang, 2012) . In the early methods, the researchers used threshold-based methods to find the cracking area on the basis that the cracking pixels were darker than around (Nguyen, Avila, & Begot, 2009 ). One of the reasons these methods are problematic is that relying on the feature only provides gray-level information. However, cracks include some other unique features. Most patches have known patterns Therefore, structure-based learning approaches have been introduced to solve such problems. Therefore, in order to counter the above-mentioned weaknesses, Shi et al in their article, have investigated a new method called (CrackForest) based on random forest algorithm (Shi, Cui, Qi, Meng, & Chen, 2016 ).
Random forest
Humans use the decision tree every day to make their own choices. Even if they do not know what they are using, it is a kind of machine learning algorithm. Trees are widely used in computer science and software engineering. These trees also have a special place in data mining and classification and many classification algorithms are built on these trees. They are called decision trees because they can make a particular decision based on past information. A decision tree typically starts with an initial node. After that, the possible consequences are split into branches. And each of those consequences has led to other nodes, which in turn create branches of other possibilities. This branch structure eventually becomes a tree. There are three different types of nodes in the decision tree:
1-Random nodes 2-Decision nodes 3-End nodes The random node, represented by a circle, indicates the probability that some particular results will occur. The decision node, represented by a square, represents the decision that can be made. And the end node will represent the final outcome of a decision path.
paper must be compiled in one column for the Title and Abstract and in two columns for all subsequent text. All text should be single-spaced, unless otherwise stated. Left and right justified typing is preferred. Random forest learns as an unsupervised machine learning model (Liaw & Wiener, 2002) . The forest built, in fact, is a group of decision trees. The classifier for each input sample is h (x, θ). Where x is an input sample and t is the training set for the kth tree. For each sample x, each tree provides a prediction for sample x, and finally a category with the highest number of votes on the x input is selected. This process is called random forest (Breiman, 2001) . In short, how the procedure is as follows (Shi et al., 2016) :
1-Expanding the crack detection methods by introducing the feature-channel integral algorithm 2-Introducing Random Forest Algorithm to Extract Structural Information 3-Provide a new descriptor using statistical characters
RELATED WORKS
Chua and Zhu used momentum stability to extract the features of pavement cracks. In this paper, Euclidean minimization is used to classify images of several different types of cracks. The use of textural features compared to other features such as color and instantaneous consistency has provided more detailed information on patterns in areas of the image (Chua & Xu, 1994) . Nalamut and Wang used the correlation function to describe the texture of 4 different types of asphalt cracks. Measuring the alternation of intervals between patterns is the basis of this approach. In this paper, the KNN method was used to separate the cracks in the images. And the classification accuracy was reported to be about 56% on average (Nallamothu & Wang, 1996) . Cheng et al. Used 11 texture features derived from the coincidence matrix to analyze texture cracking images of asphalt pavement. The results of classification of these images based on decision tree method resulted in approximately 35% error (Cheng, Chen, Glazier, & Hu, 1999) . Zou et al. Used image enhancement techniques such as histogram enhancement and Fourier transform to pre-process images and artificial neural network to classify them and reported about 25% error in image classification (Zou et al., 2012) . In 2011, a 3D-capable device was launched by a team of researchers. They had already developed a method that could detect and process cracks up to 1 mm wide. A later version of the ADA device was developed to measure 3D images of the road. For this purpose, they used a laser detector next to a digital camera that captures twodimensional images of the road (Wang, 2011) . In 2012, a study was conducted to identify the damage caused by asphalt pavement repair using a histogram filtering and parity method to increase image resolution. To determine the type of damage, the area constraints were used along with the gray level difference in the pixels (Radopoulou, Jog, & Brilakis, 2013) . In 2014, an article examines existing methods for analyzing and identifying pits. In this paper, the identification methods are divided into three categories. Methods based on vibration. Three-dimensional reconstruction methods. And observationbased methods. In vibrational analysis, accelerometers are used that consider holes as failures based on their driving quality (Kim, Kim, Ryu, & Engineers, 2014) .
MATERIALS AND METHODS

Study Images
In this research, the images used in article (Shi et al., 2016) are used. These images were taken from the cracked asphalt surface and were used for training and testing data in the article (Shi et al., 2016) . The images have a resolution of 420 x 380 pixels, which is about 1.5 meters from the asphalt surface.
Crack detection by random forest algorithm
For this purpose, a dataset must first be used to train the random forest algorithm. Then a dataset similar to training data is computed to evaluate the above algorithm to determine its performance.
Training data preparation:
To do this, first select a few images from the cracked area. Then separate the crack area from the non-crack area in a reliable manner, including the manual method. For this purpose, a binary matrix is required where the pixels with the number 1 belong to the crack and the pixels that the number 0 belongs to do not include the crack. Then, for each pixel, specify a window of size k × k. So that the desired pixel is located in the center of that window. Now for this window, the average value of gray is calculated. Then the gray difference of each pixel and the average value is calculated. This will give us a vector for each pixel as shown below. Where Ki is the second power value of the mean difference matrix of gray pixels i and M is the mean gray degree of the desired window. And C denotes a class of pixels that can have a value of 0 or 1, with a value of 1 indicating that the pixel is in the crack region.
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Crack detection by image processing methods
Here, crack detection is performed by common image processing algorithms. Since edge detection methods are generally performed by deriving the image, it causes the noise itself to show its effect. Therefore, the image should first be smoothed with smoothing algorithms and then edge detection.
Here the simplest smoothing filter, the Average filter, can be used to smooth the edge.
Average filter:
In the average filter, a window is inserted, which is usually a window of odd dimensions (He, Sun, & Tang, 2010) . Like a 3*3 window. That is, in the center, there are eight neighborhoods and we have to navigate this window on all matrices. Each pixel should be centered once in the window and decide on the value of its pixels based on the values of its neighbors. For every kxk window we can greatly improve the noise effect by convolving this filter to the image (Lee & processing, 1983) .
Gaussian filter:
The Gaussian filter is obtained by converging between each pixel of the input and the Gaussian filter kernel and summing them all (Deng & Cahill, 1993) .
Assuming the image is one-dimensional, the pixels in the middle have the highest weight, and as we move from the centre to the margin, the pixel weight decreases. The two-dimensional Gaussian filter shows the following formula:
Where µ represents the peak and σ represents the variance.
Next, a sharpening filter should be used. Experience has shown that edges are areas of the image that have a sudden change in brightness (Catté, Lions, Morel, & Coll, 1992) . One of the most famous types of these filters is the Prewitt filter (Muthukrishnan, Radha, & Technology, 2011) .
Prewitt filter:
This filter was introduced by Prewitt. Prewitt was able to identify the edges of the image with almost high accuracy using two 3-by-3 matrices, which are convolved to pixels of image and known as gradient action. The Prewitt matrices are as follows (Yang, Wu, Zhao, Li, & Zhai, 2011) .
Where I is the image overlay and G is the image gradient in two directions. Generally, by applying these algorithms, noise is still observed.
Processing
Here, a k-window is used to scroll through the entire image and calculate the average and standard deviation of all pixels for each window. Initially for training, this is calculated on the parts that include cracks and the parts that are outside. By getting a threshold for this criterion, one can scroll the window in the image until all the pixels in that image are lower than the threshold value. This feature should then be applied to the image and gradually increased in severity. To do this, we start by eliminating noise by manipulating two values of the window dimensions and the threshold. Since increasing the threshold value increases the window hardening in crack detection, so it controls the rate of crack tightening by considering a parameter reducing the rate of increase in more iterations. All pixels in this window are set to 0. Here, 3 images with different cracks were used and the results of cracking detection at each step were shown.
(1)
(3) Then, the mean and Gaussian filter were used to smooth the images. Their parameters for the mean filter are the only filter dimensions that were chosen as number 3 and for Gaussian filter μ = 5 and σ = 4 were used. Then, the Prewitt filter is applied to the image. Next, the noise should be removed from the image in a few steps. Adjustment parameters of this step were initially selected for maximum noise search window dimensions of 61 and 35 for the minimum noise window. Twenty repetitions were considered for the search and each window was reduced to 2 units. The target threshold value was initially selected as 1 and the deceleration parameter for increasing the threshold changes was 0.9. At each step, a value of 0.5 is added to the threshold. These steps are also applied to other images, the output of which is as follows. Finally, using the random forest method, the crack detection was calculated for these 3 images as shown in the figure. 
DISCUSSION
In this paper, a simple image processing method was used to identify the cracks in the road. That was compared with more sophisticated methods of identifying road Cracks including the use of random forest algorithms. The advantage of the approach discussed in this paper is that there is no need for training that make it a simpler problem. High speed in detecting cracks, its simplicity, converting binary image (cracking and non-cracking) are among the advantages of this method. On the other hand, the accuracy of this method is only suitable for some applications, such as the initial identification of road cracks and because the shape and direction of the crack may be affected during noise removal from the image, it is best to develop this method for specialized investigations on the crack. One of the challenges of this method is to select the correct threshold value for the standard deviation and to select the dimensions of the initial window. Here, the optimal value was chosen considering the image resolution and image dimensions and how many times this method was implemented on similar images. Therefore, this method cannot be used in all types of images.
