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Abstract
In the first part of this thesis, the mechanisms of nonlinear resonant interaction of
surface-interfacial waves with a rippled bottom in a two-layer density stratified fluid in two
dimensions is investigated via perturbation analyses and direct simulation. Three classes
of Bragg resonances are found to exist if the nonlinear interactions up to third order in the
wave/ripple steepness are considered. At second order, class I Bragg resonance occurs in-
volving two surface and/or internal waves and one bottom ripple component. At third order,
class II and III Bragg resonances occur involving resonant interactions of four wave/ripple
components. A powerful high-order spectral (HOS) method for nonlinear gravity wave dy-
namics in a homogeneous fluid is extended to the case of a two-layer fluid over non-uniform
bottom. The method is capable of capturing the nonlinear interactions among large num-
ber of surface/interfacial wave mode and bottom ripple components up to an arbitrary high
order. As an illustration of the usefulness of the numerical method a somewhat compli-
cated problem involving many wave/bottom components is considered and it is shown that
the ensuing multiple (near) resonant interactions result in the generation of multiple new
transmitted/reflected waves that fill a broad wavenumber band eventually leading to loss
of order and chaotic motion.
In the second part of this thesis, Resonance between waves of an oscillating/translating
disturbance in two-layer density stratified fluids is studied. Waves in homogeneous fluid
are known to be non-resonant at the second order. Many seas and oceans, however, are
weakly stratified. Here it is shown that in the presence of stratification triad resonance
between ship-generated waves can occur. For the more general problem and as an indepen-
dent validation, the HOS is extended to consider the effect of the current and an oscillating
submerged singularity. Direct simulation results compare well with analytical predictions
in the near- and far-fields and offer a powerful tool for practical problems with general
time-dependent motions/interactions of one or more bodies.
Thesis Supervisor: Dick K.P. Yue
Title: Philip J. Solondz Professor of Engineering,
Professor of Mechanical and Ocean Engineering
Thesis Supervisor: Yuming Liu
Title: Principal Research Scientist
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Introduction
The discovery of internal waves goes back to the late nineteenth century, when Fridtjof
Nansen observed the drift of the vessel “Farm” while exploring the Arctic ocean between
1893-1896 (see Nansen, 1969). The phenomenon was then explained by Ekman (1904):
“sailing vessels may encounter serious impedance in fiords if the water column is stratified”.
Internal waves are commonly observed in stratified media such as the ocean and the
atmosphere. Mountain waves or lee waves and mixing and circulation of the air layers are
related to existence and propagation of internal waves in the atmosphere. In the ocean, seas
and lakes, where stratification is typical due to the variation of salinity and temperature
in the vertical direction, internal waves influence sediment transport, acoustic propagation,
optical clarity, radar observations, deep ocean mixing, surface wave dissipation, marine
structure designs, and life of many organisms like phytoplanktons (see Harris, 1986). They
are also considered as a possible reason for the dead-water phenomenon causing drowning
of swimmers in lakes (see Maas & van Haren, 2004).
Although the dynamics of internal wave propagation is relatively well understood (see for
example Baines, 1997), how they are generated is yet unclear. The generation of internal
waves is mainly attributed to the relaxation of internal hydraulic flows and interactions
of current with topographies and surface waves (see Farmer & Armi, 1999). Nonlinear
interaction between surface waves and bottom topography, specially in nearshore areas, is
a likely mechanism for generation of internal waves that has gotten scant little attention so
far and is the subject of this paper.
In the study of internal wave propagation in a two-layer density stratified fluid, three di-
mensionless numbers are relevant: nonlinearity ratio, aspect ratio (shallowness), and depth
ratio. Based on the relative order of magnitude of these numbers, a number of models
such as KdV equation, intermediate long wave equation and Benjamin-Ono equation are
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developed to describe the dynamics of internal waves (see Choi & Camassa, 1996, 1999).
Some of these models can be extended to the multi-layer stratified fluid (see Choi, 2000).
Ball (1964) was the first who studied nonlinear interactions between surface and interfa-
cial waves. He considered a resonant triad formed by two surface wave components and one
internal wave component, and showed that an internal wave can be generated by extracting
energy from surface waves through the second-order triad resonant interaction. Hill & Foda
(1996) next studied both theoretically and experimentally a resonant triad consisting of a
single surface wave component and two internal wave component in two dimensions. Under
the assumptions that the amplitude and wavelength of the surface wave is much larger than
those of the internal waves, they showed that the amplitude of the resonant wave modu-
lates in time, but does not grow exponentially. They also found that the addition of a small
viscose damping to the lower layer causes the resonant wave to grow exponentially. Hill &
Foda (1998), Jamali (1998) and Jamali et al. (2003) studied this problem in three dimen-
sions with further relaxation in the wavelength assumption. Jamali et al. (2003) explained
the source of discrepancy (algebraic) between Jamali (1998) and Hill & Foda (1998). Hill
(2004) extended the study of second-order triad resonance to third-order quartet resonance.
He showed that the evolution of resonant wave amplitude can be casted in terms of Jacobian
elliptic functions. He showed that the truncation at the second order would ”significantly
overestimate the maximum resonant wave amplitude”.
Wave motion in a periodic environment has been of significant interest in past few
decades due to its applications from small scale quantum and solid state physics to large
scale ocean wave dynamics. For the problem of a surface wave traveling in a region with
undulated bottom, wave reflection is greatly amplified when the wavelength of the surface
wave is twice of that of the bottom ripples, due to the effect of Bragg Resonance rooting in
solid state physics. Owing to its importance in the formation of nearshore sandbars and the
evolution of ocean wavefield in littoral zones, Bragg resonant interactions of surface waves
with bottom undulations in a homogeneous fluid have been studied extensively. Davies
(1982) used a regular perturbation analysis to investigate the second-order Bragg resonance
phenomenon. His solution is unbounded when the number of bottom ripples increases
indefinitely. To overcome this difficulty, Mei (1985) invoked a multiple-scale method to
derive a uniformly convergent solution for interacting wave components. Kirby (1986)
obtained a similar solution by extending the mild slope equation to include the effect of fast
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bottom undulations. By including higher-order interactions, Liu & Yue (1998) generalized
the second-order Bragg resonance to third-order quartet resonant interactions of waves
and bottom ripples. For the propagation of water waves over a random bathymetry, the
localization phenomenon was first observed in the laboratory experiments by Belzons et al.
(1988) and then investigated theoretically by Mei et al. (2005).
In a two-layer density stratified fluid, the study on nonlinear interactions of surface/interfacial
waves with bottom undulations is quite limited despite its relevance to the generation of in-
ternal waves and equally importance in the development of coastal processes. McKee (1996)
extended the modified mild slope equation of Kirby (1986) to a two-layer fluid and inves-
tigated the second-order resonant interaction among a surface incident wave, an internal
wave, and a sinusoidal bottom undulation. Unlike in an one-layer fluid, the Bragg resonance
generated wave in a two-layer fluid can be reflected or transmitted in a surface or internal
mode. Generalization of such (second-order) Bragg resonance to higher order in a two-layer
fluid has not yet been pursued. Chen & Liu (1996) studied the localization phenomenon of
internal waves traveling over a random bathymetry under the rigid-lid assumption.
The theme of first two chapters of this work is to generalize the understanding of Bragg
resonant interactions of surface wave with bottom undulations in a one-layer fluid to a two-
layer fluid including both second-order triad and third-order quartet Bragg resonances. Such
Bragg resonances may play an important role in the generation mechanism and propagation
of internal waves specially in nearshore and estuary areas where stratification layers are
relatively shallow and comparable in depth.
In chapter one a detailed analysis of the conditions is given for generalized Bragg reso-
nances for nonlinear interactions of surface/internal waves with bottom ripples up to third
order in the wave/ripple steepness. Specifically, under the class I Bragg resonance condi-
tion, a second-order resonant triad can be formed with an incident wave, a bottom ripple
component, and a resonance generated wave. The resonance generated wave has the same
frequency as the incident wave. Depending on the wavenumbers of the incident wave and
bottom ripples, the generated wave can be a surface or internal wave travelling in the same
or opposite direction as the incident wave. For steep waves and bottom ripples, quartet
resonances can occur when the third-order free-surface and bottom nonlinearities are in-
cluded. Specifically, two types of resonant quartets can be formed. One involves two free
wave components and two bottom ripple component, and the other involves three wave
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components and one bottom component. For convenience in description, the former/latter
is called class II/III Bragg resonance. Class II resonance is similar to class I in nature
except there are two bottom ripple components participating in the resonance. In a class
III resonant quartet, in general, two of three wave components can be considered as the
incident waves, and the third one is then regarded as the generated wave. Unlike class I and
II resonances, the frequency of the generated wave (due to class III resonance) is the sum
or difference of the frequencies of the two incident waves. As in class I and II resonance, the
generated wave may be reflected or transmitted in a surface or internal mode depending
on the wavenumber combination of incident waves and bottom ripples. For class III Bragg
resonance, twelve different cases can be observed.
To understand the basic mechanism and characteristics of the resonances, we perform a
theoretical analysis of the nonlinear interaction problem involving surface/internal/bottom
waves. For class I resonance, regular perturbation techniques are invoked to study the
growth near the resonance. However when the number of ripples goes to infinity, reg-
ular perturbation predicts infinite growth and violates the energy conservation. Basi-
cally as observed for homogeneous fluid, regular perturbation fails to predict strong re-
flection/transmission. To overcome this difficulty, the multiple scales method is utilized to
study the strong reflection/transmission for class I Bragg reosnance. For class II and III
Bragg resonances, regular perturbation analysis although tedious is still doable. Weak third
order resonance, therefore, is studied via regular perturbation and thereafter discussion is
presented.
As the order of nonlinearity and the number of wave and bottom ripple components
increase, perturbation terms soon become algebraically too complicated to be handled ana-
lytically. For a realistic situations involving a spectrum of incident wave and bottom ripples,
it is thus necessary to develop and apply a reliable and efficient numerical simulation, which
is the subject of chapter two.
Although chapter one gives basic information for various resonance cases and weak res-
onance amplitude growth, it fails for higher nonlinearity where the analytical approach gets
too tedious to be accomplished. Furthermore, in real life, the surface/interface and the
bottom spectrum consists of much more than a few wave-numbers causing simultaneous
multiple interactions between different components. Include to this the partial resonance
that occurs close to the exact resonance-condition (detuning cases), it is appear that the
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analysis fails to predict these all. The advantage of a time-efficient robust numerical algo-
rithm is that it simulates the ocean independent of the degree of the complexity.
In chapter two a powerful high-order spectral method (HOS) originally developed for
nonlinear wave-wave and wave-body interaction by Dommermuth & Yue (1987) is adopted
to a two-layer density stratified setup. HOS is the extension of Zakharov (1968) mode
coupling idea in a direct computational approach. This method computationally accounts
for nonlinear interaction up to an arbitrary specified orderM is wave steepness, and a large
number of free wave modes, say N = O(1000) per horizontal dimension, are typically used
in nonlinear simulations. Each of the latter wave components is free in that it is subject
to its own evolution equation. By using the fast transform techniques, the computational
effort is only linearly proportional the total number of modes N and the order M . The
convergence with N and M is shown to be exponentially fast. The HOS method has
been tested extensively and compared to experiments and other weakly and fully nonlinear
predictions for wave-wave interactions in two and three dimensions (Dommermuth & Yue,
1987). The method has been generalized to include the presence of atmospheric forcing
(Dommermuth & Yue, 1988), long-short waves (J. Zhang & Yue, 1993), finite depth and
depth variations (Liu & Yue, 1998), variable current (Wu, 2004) and fixed and moving
submerged bodies (Y. Liu & Yue, 1992; Q. Zhu & Triantafyllou, 1999).
The two-layer version of HOS including the Boundary Value Problem Solver and the
numerical integrator is validated using an exact initial condition. We use Newton’s iterative
algorithm to find the steady wave solutions to the Laplace’s equation. Furthermore it is
found that this iterative approach converges to an exact solitary wave solution given the
solution of KdV equation as its approximate initial guess.
Component reconstruction has been well studied and widely used in signal processing
using many different approaches such as filtering or wavelets. However, most of the time the
basic assumption in electromagnetic signal processing is that the frequencies of components
are far different from each other, which is not valid in the wave tank. To reconstruct
components of the final mixture of surface waves with close wave-numbers, a finite length
window of data is approximated with the least-square algorithm and then averaged over
the entire domain using Galerking method. The result shows substantial advancement over
existing methods specially when perturbation exists on the data measurement.
The numerical results section starts with the validation of known analytical results. By
31
increasing the nonlinearity we show that the HOS predication fails analytical perturbation
results. Numerical results show a shift in the resonance frequency and a change in the
amplitude of the resonant wave at the resonance frequency. This discrepancy increases in
higher order resonances (Class II and Class III). We then consider the multiple resonance.
The multiple resonance occur when more than three wave-components participate in the
resonance. We show in this case, that in a short time the behavior can be predicted by
superposition of known low-order resonance cases, while in the long time, energy distributes
almost evenly over all frequencies and no more order can be observed. we then seek the
order in higher spaces and show that the motion is not random, it is chaotic.
Organization of chapter three is as follows: section 1 is the formulation of HOS for two-
layer fluid. In section 2 we invoke the Newton iterative algorithm to find exact nonlinear
initial condition to be used to verify the accuracy of our HOS boundary value problem
(BVP) solver and time integrator. Section 3 discusses our proposed method to reconstruct
elementary waves out of a mixture of waves. section 4 is the implementation and convergence
test and last section, section 5, deals with numerical results from verification of theoretical
results of chapter one to new phenomena happening due to nonlinearity which are out of
scope of chapter one results.
In chapter three the linear problem of wave generation and propagation by a submerged
disturbance that is steadily translating and its strength is sinusoidally oscillating in time is
considered analytically and numerically in a two-layer density stratified fluid. Understand-
ing of waves due to the motion of a submerged body has many practical applications from
non-acoustic detection of underwater vehicles, to seakeeping and wave load calculations on
moored/floating offshore structures. In stratified waters and particularly in littoral zones, it
can help understanding of generation of internal gravity waves (Pramanik, 1974). Inversely,
density stratification hence ocean-body composition can be found from the wake pattern
behind a moving object (see Avital & Miloh, 1999, 1994).
Kelvin (1905) was the first who published an analytical paper on the problem of the ship
wave. He considered a singular disturbance moving with a constant velocity in an infinitely
deep homogeneous water and shows the famous “herring bone pattern”’ of the ship wake
which are confined between two lines of angle 19o 28′′. Later Havelock (1908) extends
Kelvin’s theory to the finite depth case where he shows as the Froude number increases
toward unity, the angle rises sharply toward π/2 but both transverse and divergent waves
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exist. If the Frude number exceeds the unity, the transverse waves disappear and half angle
slowly decreases from π/2 (see Havelock, 1964). waves generated by a uniformly moving
source is similar to Cherenkov Radiations in electromagnetic physics 1(Gorodtsov, 1993).
The linear two-dimensional problem of far field waves of an oscillating and translating
disturbance first studied by Haskind (1954).
Two-layer density stratified flow past a submerged obstacle is a classic subject (see the
monograph by Baines, 1997, where the rigid-lid assumption has been employed). With a
free surface and infinitely deep lower layer Voitsenya (1958) derived the complex potential
for a pulsating source and vortex. For the same setup, Hudimac (1961) showed that a
moving ship generates similar-shaped internal waves besides the surface Kelvin waves. He
pointed out that for speeds less than a critical speed, the internal ship wave consists of both
transverse and divergent waves, while above that critical speed, only divergent wave persists.
(see also Crapper, 1967; Sharman &Wurtele, 1983). In three dimension, the internal wake is
usually narrower and much longer than the surface kelvin wake (Avital & Miloh, 1999; Wei
et al., 2003, 2005). For a two semi-infinite fluids, Lu & Chwang (2005) derived analytical
expressions for the three dimensional interfacial waves due to a fundamental singularity.
They consider three cases: upper and lower inviscid, and either or lower are viscous. They
use linearized kinematic and dynamic boundary condition on the interface and Laplace’s
equation for the inviscid fluid and steady Oseen’s equation for viscous fluid. In a special case
of the general problem considered here, if the disturbance is a steadily moving/oscillating
pressure distribution on the interface, Pramanik (1974) gives the integral form solution
(in terms of inverse Fourier transform) of the initial value problem and studies a couple
of limiting cases. A brief energy discussion is given in Gorodtsov (1993) where cases of
homogeneous density and uniform stratification is considered.
The problem of wave generation in a continuous stratification is interesting enough
even in the absence of the free surface effect. Mowbray & Rarity (1967) considered two-
dimensional internal waves generated by an oscillating cylinder in a constant Brunt-Vaisala
stratified fluid, and, showed internal waves can be generated if the frequency of excitation ω0
is less than the Brunt-Vaisala frequency N . They also showed that the maximum amplitude
of internal waves occur along lines with angle θ = sin−1(±ω0/N) measured with respect to
the horizontal axis. Later Stevenson & Thomas (1969) included the translational motion
1http://en.wikipedia.org/wiki/Cherenkov-radiation
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to the oscillating cylinder.
Mielke (1986) considered the continuous stratification case. The literature on this sub-
ject is divided into two categories: 1- symmetric steady flow past the symmetric obstacle,
and, 2- flows with a train of waves downstream. Sha & Vanden-Broeck (1993) consider
the first problem by solving the integro-differential equation numerically. They observed
two types of behavior: broad horizontally hump or an overhanging of the waves. Forbes
(1989)Generalizes his one-layer paper (see Forbes, 1988) to two layer with a free surface.
Experiments of Melville & Helfrich (1987) shows good agreement between KdV and eKdV
solutions.
In chapter three, the general problem of an oscillatory singularity which is steadily
translating in a two-layer density stratified fluid is considered. The number of waves in
the far field is a function of ratio of depths, ratio of densities, Froude number and the
frequency of oscillation of the disturbance. Based on these four variables, four, six or eight
distinct free waves can be seen at the far field. Similar to homogeneous fluid, for slow
enough speed/oscillation, waves can propagate in front of the ship. However, the number
of distinct waves in front of the ship increase as the number of stratified layers increases.
Green’s function is derived in a two-layer stratified fluid setup for the source located in the
upper/lower layer. To verify the analytical results and to develop an efficient method for
the general problem of accelerating/variable strength disturbance, an algorithm based on
spectral method is invoked. The numerical effort of this algorithm is linearly proportional
to the number of free wave-modes in the domain of interest. Cross validation of numerical-
analytical results are performed both in the far-field and the near-field. Green’s function in
three dimension is given for the general case.
In chapter four, the second order (triad) resonance between ship waves in a two-layer
density stratified fluid is considered analytically and numerically. A steadily translating
and sinusoidally oscillating singularity in a homogeneous fluid is known to generate four
unsteady waves and one co-moving wave, as seen in the ship frame of reference. Each pair
of these waves, although may satisfy the resonance condition with a third free wave, can not
exchange energy and hence no new wave can be formed (D′yachenko & Zakharov, 1994).
However, if stratification is taken into account, as is the case in many open seas, oceans
and lakes, resonance triads with non-zero amplitudes may form: two surface wave and one
internal wave or two internal waves and one surface wave are possible candidates for such
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a resonance. Here we show that the existence of line of the sudden density change (i.e.
the thermocline) along with second order nonlinearity can play a significant role in optical
(non-acoustic) detection of underwater/surface vehicles.
In a two-layer density stratified fluid, Ball (1964) showed that two oppositely traveling
surface waves can resonate an internal wave. Later on, Wen (1995a); Hill & Foda (1996)
and Jamali et al. (2003) showed that similar triad resonance may occur between two oppo-
sitely traveling internal waves and one surface wave. To close the second order problem in
a two-layer setup, chapter one and two of this thesis took into account the effect of topog-
raphy (Bragg resonance) and further consider third order analysis, where Bragg resonance
is between three free waves and a bottom topography components.
Motivated by the need for the determination of the trace of ships and submarines in
strong stratified waters such as littoral zones of warm seas and oceans, here the second
order problem of interaction between waves generated by an oscillatory singularity that
steadily translates in a two-layer density stratified fluid is considered. Depending on the
ratio of depths and densities of fluid layers, Froude number and the frequency of oscillation
of the disturbance, linear theory predicts up to eight distinct free waves at the farfield of
the object. Two out of these eight waves, that only exist if the source speed and frequency
is small enough, advance ahead of the source and the rest trail the ship.
General formulation of the problem is given followed by a kinematic analysis based on the
dispersion relation. The resonance condition can be obtained from the kinematic analysis
solely and is discusses. For the growth rate and resonant wave, however, the amplitude of
disturbance waves need to be determined.
Although exact resonance condition is only satisfied at a finite number of condition,
countless near-resonance cases are possible; some with the possibility of generating high
amplitude near-resonance waves. To develop an efficient numerical scheme for the general
problem of accelerating/variable strength disturbance that take into account all resonance
and near-resonance interactions a spectral-based algorithm is developed in §4. The al-
gorithm is the extension of a high-order spectral method originally developed to simulate
nonlinear gravity wave-wave interactions (Dommermuth & Yue, 1987). The numerical effort
of this algorithm is linearly proportional to the number of free wave-modes in the domain
of simulation. Cross validation of numerical-analytical results are performed.
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Chapter 1
Bragg resonance of waves in a
two-layer fluid propagating over
bottom ripples: Perturbation
analysis
1.1 Introduction
In this chapter the resonant interactions of waves in a two-layer density stratified fluid
travelling over bottom undulations is considered. The problem is similar to the case of a
homogeneous fluid, in that waves are modified, i.e., exchange energy, as they travel over
and interact with the nonuniform bottom topography. Unlike the case of a homogeneous
fluid, however, in a two-layer fluid, there are two free-wave solutions at a given frequency: a
surface-mode and an internal-mode solution. Of great interest is when they - along with the
bottom topography - satisfy the so called Bragg condition where the rate of energy exchange
is maximum. When an incident wave hitting the rippled region satisfies this condition
the resonant wave can now be a reflected/transmitted surface/internal mode wave. Bragg
resonance in stratified fluids can affect the development of the wave spectrum in the coastal
regions and continental shelves (e.g. Ball, 1964), modify the shore-parallel sandbars (e.g.
Heathershaw & Davies, 1985) and may explain the generation of internal waves (considered,
for instance, by Grue, 2005; Nycander, 2006).
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In the simpler case of a homogeneous fluid, the interaction of surface waves with bottom
undulations has been studied extensively, owing to its importance in the formation of near-
shore sandbars and the evolution of ocean wave-field in littoral zones. Davies (1982) used
regular perturbation analysis to find the amplitude growth rate of the resonant wave at and
near the resonance. His solution becomes unbounded when the number of bottom ripples
increases indefinitely. To overcome this, Mei (1985) invoked a multiple-scale analysis to
derive a uniformly convergent solution for the interacting wave components. Kirby (1986)
gave a similar solution by extending the mild slope equation to include the effect of fast
bottom undulations. By including higher-order interactions, Liu & Yue (1998) generalized
the second-order Bragg resonance to include third-order quartet resonant interactions of
waves and bottom ripples.
In the absence of bottom non-uniformity, the dynamics of internal wave propagation is
relatively well understood (see for example the monograph by Baines, 1997), although their
generation mechanisms is still a subject of active research (see, e.g., Farmer & Armi, 1999).
The nonlinear resonant interactions between surface and interfacial waves was studied by
Ball (1964) who considered a resonant triad formed by two surface mode wave components
and one internal mode wave component. Later, Wen (1995a) (also see Hill & Foda, 1996,
1998; Jamali, 1998; Jamali et al., 2003) showed that resonance may occur between two
internal mode waves and one surface mode wave.
In the presence of the bottom topography, McKee (1996) extended the modified mild
slope equation of Kirby (1986) to a two-layer fluid and investigated the second-order reso-
nant interaction among a surface incident wave, an internal wave, and a sinusoidal bottom
undulation. Over a random bathymetry Chen & Liu (1996) studied the localization of
internal waves under the rigid-lid assumption.
The objective of this chapter is to consider the general nonlinear resonance interactions
involving surface and internal waves in two-layer density stratified fluid travelling over a
wavy bottom. Of special interest are the higher order (generalized) Bragg resonances that
may play an important role especially in near-shore and estuary areas where stratification
layers are relatively shallow and comparable in depth.
In §1.2 an analysis of the conditions is provided for generalized Bragg resonances for
nonlinear interactions of surface/internal waves with bottom ripples up to third order in the
wave/ripple steepness. At second order, class I Bragg resonance condition obtains wherein
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a resonant triad can be formed with an incident wave, a bottom ripple component, and a
resonance generated wave. The resonance generated wave has the same frequency as the
incident wave. Depending on the wave numbers of the incident wave and bottom ripples,
the generated wave can be a surface or internal mode wave travelling in the same or op-
posite direction as the incident wave. The various triad combinations are enumerated and
categorized schematically in Feynman-diagram-like representations. For steep waves and
bottom ripples, (generalized) Bragg resonances at third order may be important involving
quartet interactions among free-surface/internal and bottom modes. Specifically, two types
of resonant quartets can be formed. One involves two free wave components (surface or in-
ternal mode) and two bottom ripple components, and the other involves three propagating
wave components (surface or internal mode) and one bottom component. For convenience
in description, and following existing convention for one-layer fluid (see Liu & Yue, 1998),
the former/latter is called class II/III Bragg resonance. Class II resonance is similar to
class I in characteristic except there are now two bottom ripple components participating
in the resonance. In class III Bragg resonance, for the resonant quartet, two of the three
propagating wave components can in general be considered as incident waves, and the third
one is then regarded as the resonance generated wave. Unlike class I and II resonances,
the frequency of this generated wave equals the sum or difference of the frequencies of the
two incident waves. As in class I and II resonances, the generated wave may be reflected or
transmitted and may be surface or internal mode depending on the wavenumber combina-
tion of the incident waves and bottom ripples. For class III Bragg resonance, a total of 48
different cases are enumerated.
To understand the mechanisms and characteristics of the resonances, perturbation anal-
yses of these cases are performed. For class I resonance, in §1.3, a regular perturbation
technique is used to obtain the (initial) growth near the resonance. As the number of rip-
ples (or interaction distance) increases indefinitely, regular perturbation becomes invalid
and fails to predict strong Bragg reflection/transmission. To overcome this difficulty, a
multiple-scale analysis is utilized in §1.4 to study strong reflection/transmission for class I
Bragg resonance.
For class II and III Bragg resonances, the algebra involved in the regular perturbation
analyses is quite cumbersome. These are presented and discussed in §1.5. For strong
resonant interactions, multiple-scale analyses similar to that in §1.4 are needed. While
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the formulation of such analyses is in principle obtained, the analyses themselves quickly
become algebraically complicated/intractable and are not pursued here.
In practice, the surface/internal mode waves and bottom undulations in general may
contain many components. Depending on the steepnesses and the size of the interacting
domain, multiple resonances at different orders may obtain. The analytic results in this
chapter provide a basis for understanding these nonlinear interactions. For useful quanti-
tative predictions of the surface/internal wave environment, one needs to resort to effective
direct numerical simulations. This is the subject of the next chapter.
1.2 Resonance condition
1.2.1 Statement of the problem
Consider a two-layer fluid with incident wave(s) propagating over non-uniform bot-
tom topography, subject to the condition of relatively mild surface/interface/bottom wave
slopes. Of basic interests here are the conditions involving the incident wave and bottom
topology wavenumbers for given fluid layer depths and density ratios for which (generalized)
Bragg resonant interactions obtain.
Governing equations
A Cartesian coordinate system is defined with x-axis on the mean free surface and z-
axis positive upward. Let’s consider a two-layer density stratified fluid where the upper and
lower fluid layers have respectively mean depths hu and hℓ, and fluid densities ρu and ρℓ
(subscripts u and ℓ hereafter denote quantities associated with the upper and lower fluid
layers, respectively). The two-layer fluid rests on a rippled horizontal bottom given by
z = −hu − hℓ + ηb where ηb is the elevation of the bottom undulation measured from mean
bottom depth (see figure 1-1).
Assume that the fluids in both layers are homogeneous, incompressible, immiscible and
inviscid so that the fluid motion is irrotational. The effect of surface tension is neglected.
The flow in each layer is described by a velocity potential, φu(x, z, t) and φℓ(x, z, t). The
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Figure 1-1: Definition sketch of waves on a two-layer fluid over a rippled bottom.
nonlinear equations governing the potential flow in the two-layer fluid are:
∇2φu = 0 −hu + ηℓ < z < ηu (1.2.1a)
∇2φℓ = 0 −hu − hℓ + ηb < z < −hu + ηℓ (1.2.1b)
φu,tt + gφu,z + (∂t + 1/2 φu,x∂x + 1/2 φu,z∂z)(∇φu · ∇φu) = 0 z = ηu (1.2.1c)
gηu + φu,t + 1/2 (∇φu · ∇φu) = 0 z = ηu (1.2.1d)
R{φu,tt + gφu,z + 1/2 (∇φu · ∇φu),t
+ηℓ,t[φu,t + 1/2 (∇φu · ∇φu)],z − gηℓ,xφu,x}
−{φℓ,tt + gφℓ,z + 1/2 (∇φℓ · ∇φℓ),t
+ηℓ,t[φℓ,t + 1/2 (∇φℓ · ∇φℓ)],z − gηℓ,xφℓ,x} = 0 z = −hu + ηℓ (1.2.1e)
ηℓ,t + ηℓ,xφu,x − φu,z = 0 z = −hu + ηℓ (1.2.1f)
ηℓ,t + ηℓ,xφℓ,x − φℓ,z = 0 z = −hu + ηℓ (1.2.1g)
ηb,xφℓ,x − φℓ,z = 0 z = −hu − hℓ + ηb (1.2.1h)
where R ≡ ρu/ρℓ is the density ratio, ηu(x, t) and ηℓ(x, t) are the elevations of the free-
surface and the interface respectively, and g is the gravity acceleration.
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Regular perturbation expansion
For small surface ηu and interfacial ηℓ waves over a mildly varying bottom topography
ηb, the velocity potentials (φu and φℓ) and the wave elevations (ηu and ηℓ) are expanded
in perturbation series with respect to a small parameter ǫ that measures the wave/bottom
steepnesses which are assumed, for simplicity, to be of the same order:
φu = ǫφ
(1)
u + ǫ
2φ
(2)
u +O(ǫ
3) , (1.2.2a)
φℓ = ǫφ
(1)
ℓ + ǫ
2φ
(2)
ℓ +O(ǫ
3) , (1.2.2b)
ηu = ǫη
(1)
u + ǫ
2η
(2)
u +O(ǫ
3) , (1.2.2c)
ηℓ = ǫη
(1)
ℓ + ǫ
2η
(2)
ℓ +O(ǫ
3) . (1.2.2d)
Substituting (1.2.2) into (1.2.1), expanding the quantities on the free surface, interface, and
bottom in Taylor series with respect to the respective mean positions, and collecting terms
at each order m = 1, 2, . . ., it obtains:
∇2φ(m)u = 0 −hu < z < 0 (1.2.3a)
∇2φ(m)ℓ = 0 −hu − hℓ < z < −hu (1.2.3b)
φ
(m)
u,tt + gφ
(m)
u,z = f
(m)
1 z = 0 (1.2.3c)
gη
(m)
u + φ
(m)
u,t = f
(m)
2 z = 0 (1.2.3d)
R(φ(m)u,tt + gφ(m)u,z )− (φ(m)ℓ,tt + gφ
(m)
ℓ,z ) = f
(m)
3 z = −hu (1.2.3e)
φ
(m)
u,z − φ
(m)
ℓ,z = f
(m)
4 z = −hu (1.2.3f)
η
(m)
ℓ,t − φ
(m)
u,z = f
(m)
5 z = −hu (1.2.3g)
φ
(m)
ℓ,z = f
(m)
6 z = −(hu + hℓ). (1.2.3h)
where f
(1)
j = 0 for j = 1, . . . , 6, and f
(m)
j , m ≥ 2, j = 1, . . . , 6, are functions of lower
order quantities. In a regular perturbation, the linear equation systems (1.2.3) are solved
successively to higher order starting from m=1.
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Linear solution
At m=1, (1.2.3) is homogeneous, and the eigen solution representing a free propagating
wave, can be written as (see Lamb, 1932)
η
(1)
u = a cos(kx− ωt) (1.2.4a)
η
(1)
ℓ = b cos(kx− ωt) (1.2.4b)
φ
(1)
u = (A cosh kz +B sinh kz) sin(kx− ωt) (1.2.4c)
φ
(1)
ℓ = C cosh k(z + hu + hℓ) sin(kx− ωt) (1.2.4d)
where ω and k represent the frequency and wavenumber of the wave, respectively. The
coefficients a and b are the amplitudes of waves on the surface and the interface, and are
related by
b
a
= cosh khu − gk
ω2
sinh khu . (1.2.5)
In terms of a and b, the coefficients A, B and C are given by
A =
ga
ω
, B =
ωa
k
, C =
ωb
k sinh khℓ
. (1.2.6)
In (1.2.4), ω and k satisfy the dispersion relation:
D(k, ω) ≡ ω4(R+coth khu coth khℓ)−ω2gk(coth khu+coth khℓ)+g2k2(1−R) = 0. (1.2.7)
For a given ω, (1.2.7) possesses two pairs of real roots for the wavenumber k (Ball, 1964).
The variation of these roots as a function of the frequency is sketched in figure 1-2, which
hereafter is referred to as Ball’s diagram. In figure 1-2, the steeper(milder)-sloped pair of
branches with smaller(greater) |k| for given ω is referred to as the surface(internal) mode.
A surface-mode (or an internal-mode) wave is a freely propagating wave that has a surface
elevation and an interface elevation. Therefore, for example, the interface elevation of a
surface-mode wave i.e. equation 1.2.4b when ω, k are associated with a surface-mode wave
which is the inner branch of the Ball’s diagram. The qualitative difference between the
surface and internal modes can be seen more readily by considering the case of weak strati-
fication (R close to 1): the sign of b/a in (1.2.5) is positive(negative) for the surface(internal)
mode, and therefore the phases of the surface elevation η
(1)
u and the interfacial elevation η
(1)
ℓ
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kw
sksk- ikik-
0w
Figure 1-2: Sketch of the dispersion relation for wavenumber k and frequency ω of a free
wave in a two-layer fluid. Dashed lines correspond to the internal mode, and the solid lines
correspond to the surface mode.
are the same(π radian different); also the free surface wave amplitude a is greater(smaller)
than that of the lower surface (interface) amplitude b. As the density ratio R varies from 0
to 1, the surface-mode branch does not change much while the internal-mode branch moves
from the vicinity of the surface-mode branch (as R→ 0) towards the wavenumber axis (as
R→ 1).
1.2.2 Class I Bragg resonance
Consider a right-going incident wave of frequency ω and wavenumber k propagating
over a rippled bottom with the elevation given by
ηb(x) = d sin(kbx) (1.2.8)
where d and kb are respectively the amplitude and wavenumber of the bottom undulations.
The incident wave can be either a surface mode or internal mode given by (1.2.4).
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At the second order (m = 2), the inhomogeneous terms f
(2)
j , j = 1, . . . , 6, take the form:
f
(2)
1 = −η
(1)
u φ
(1)
u,ztt − gη
(1)
u φ
(1)
u,zz − (∇φ
(1)
u .∇φ
(1)
u ),t (1.2.9a)
f
(2)
2 = −η
(1)
u φ
(1)
u,zt −
1
2
(∇φ(1)u .∇φ
(1)
u ) (1.2.9b)
f
(2)
3 = [(η
(1)
ℓ φ
(1)
ℓ,zt),t − g(η
(1)
ℓ φ
(1)
ℓ,x),x +
1
2
(∇φ(1)ℓ .∇φ
(1)
ℓ ),t]
−R [(η(1)ℓ φ
(1)
u,zt),t − g(η
(1)
ℓ φ
(1)
u,x),x +
1
2
(∇φ(1)u .∇φ
(1)
u ),t] (1.2.9c)
f
(2)
4 = [η
(1)
ℓ (φ
(1)
u − φ
(1)
ℓ ),x],x (1.2.9d)
f
(2)
5 = −(η
(1)
ℓ φ
(1)
u,x),x (1.2.9e)
f
(2)
6 = (ηbφ
(1)
ℓ,x),x (1.2.9f)
Substituting (1.2.4) and (1.2.8) into (1.2.9) shows that f
(2)
6 contains a term with a factor
of sin[(k ± kb)x − ωt], which is associated with the interaction of a surface/internal mode
wave and bottom ripples. If k ± kb and ω satisfy the dispersion relation, i.e.,
D(kr, ω) = 0
kr = k ± kb

 , (1.2.10)
where the subscript r denotes the resonant wave, the interaction term is secular and
the second-order interaction becomes resonant. As a result, a free propagating wave of
wavenumber kr and frequency ω is generated. The surface (ηu) and interfacial (ηℓ) eleva-
tions of this wave are determined from (1.2.3) (with m=2) to be:
η
(2)
u , η
(2)
ℓ ∝ t sin(krx− ωt) (1.2.11)
for a long uniformly-rippled bottom. Under this condition, (1.2.11) shows that the ampli-
tude of the generated wave grows indefinitely over time.
As in a one-layer fluid (e.g. Liu & Yue, 1998), (1.2.10) is called the class I Bragg condi-
tion. For a given incident wave (or bottom ripples) wavenumber, the requisite wavenumber
of bottom ripples (or incident wave) for class I resonance can be derived directly from figure
1-2. For convenience, the wavenumber of the incident wave is denoted generally as k and
k is written as ks (ki) if it is a surface(internal)-mode wave. For k=ks, class I resonance
happens if kb = ki − ks, kb = 2ks or kb = ks + ki. On the other hand, for k=ki, class I
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resonance obtains if kb = ki − ks, kb = 2ki or kb = ks + ki.
Interaction of waves with bottom topography in some aspects resembles the interaction
of particles in quantum electrodynamics (QED) where Feynman diagrams are commonly
used to schematically represent the different interaction processes. In the present context,
the use of Feynman-like diagrams to represent the resonant interactions is found to be
even more intuitive (for another use of such diagrams in a related context, see Hasselmann,
1966). Figure 1-3-left shows the use of this schematic representation to illustrate all six
cases of class I Bragg resonance. In each diagram, a surface-mode, an internal-mode and an
undulatory bottom component is depicted respectively by a solid, dash and a wavy line. The
directions of each of the incident, reflected, and transmitted waves are indicated by arrows.
In all diagrams it is assumed that the incident wave always comes from the far left. Since
only one frequency (i.e. ω) participates in class I Bragg resonance the resonance condition
can be written solely in terms of wavenumbers. This condition is given immediately below
each corresponding diagram in figure 1-3. The interpretation of these diagrams is direct and
straightforward. For example, in the left (class I) column, the second diagram represents a
class I Bragg resonance between an incident surface-mode wave and the wavy bottom. If
the wavenumber of the wavy bottom satisfies kb = ks + ki, where each of ki and ks and the
frequency ω satisfy the dispersion relation, then the resonant wave will be a reflected (i.e.
left-going) internal-mode wave with the wavenumber ki. Part of the incident wave with the
wavenumber ks continues to travel to the right without change as indicated by the solid
arrow (labelled ks) going to the right.
These six cases can be classified into three groups based on whether the energy exchange
happens between two different modes (i.e. a surface-mode wave gives its energy to an
internal-mode wave or vice versa) or between similar modes, and if the resonant wave is a
transmitted or a reflected wave. Based on this, the six cases of class I Bragg resonance can
be grouped into the following: (i) inter-modes in transmission, Sc
kb−→ IT and Ic kb−→ ST ;
(ii) inter-modes in reflection, Sc
kb−→ IR and Ic kb−→ SR; and (iii) same-mode in reflection,
Sc
kb−→ SR and Ic kb−→ IR. In the above, S and I stand for surface-mode and internal-mode
repectively, and, subscripts c, R and T denote incident, reflected and transmitted waves
respectively. For (i)/(ii), energy exchange occurs between surface mode and internal mode
of waves that travel in the same/opposite direction. For (iii), energy exchange occurs in the
same mode of waves travelling in the opposite direction. Case (iii) is the direct extension
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Figure 1-3: Feynman diagram representations of class I (left) and II (right) Bragg
resonance conditions in a two-layer fluid. The solid/dash/wavy line represents sur-
face/internal/bottom wave components. Arrows indicate the direction of wave propagation.
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of the result in a one-layer fluid (see Liu & Yue, 1998) to a two-layer fluid.
1.2.3 Class II Bragg resonance
As expected, resonance interactions occur also at third-order (m=3) involving quartets
of propagating/bottom modes. These belong to two broad types: one consisting of two free
wave and two bottom ripple components; and the other three wave components and one
bottom component. As in the case of Bragg scattering in a one-layer fluid (Liu & Yue,
1998), the resonance associated with the former/latter quartet wave-bottom interaction is
denoted as class II/III Bragg resonance.
To illustrate the class II Bragg resonance condition, consider a bottom elevation is
given by the superposition of two ripple components of wavenumbers kb1 and kb2. Upon
carrying out the perturbation analysis to the third order (with (1.2.4) as the first-order
solution), it is obtained that the bottom forcing f
(3)
6 in (1.2.3) contains terms proportional
to sin[(k± 2kb1)x−ωt], sin[(k± 2kb2)x−ωt], and sin[(k± kb1 ± kb2)x−ωt]. Class II Bragg
resonance occurs whenever the wavenumber k ± 2kb1 or k ± 2kb2 or k ± kb1 ± kb2 and the
frequency ω satisfy the dispersion relation (1.2.7). Thus, in general form, the class II Bragg
resonance condition can be expressed as:
D(kr, ω) = 0
kr = k ± kb1 ± kb2

 . (1.2.12)
The class II resonance condition (1.2.12) is identical to the class I resonance condition
(1.2.10) if kb in (1.2.10) is replaced by the super- or sub-harmonic combination of the two
bottom ripple components kb1 ± kb2. Class II resonance is thus a direct extension of class
I resonance to the third order. Like class I, there are also six cases of class II resonance,
which are schematically illustrated in the right column of figure 1-3. Finally, note that class
II resonance may also obtain when the bottom contains only one ripple component, given
from (1.2.12) by setting kb1=kb2.
1.2.4 Class III Bragg resonance
In class III Bragg resonance, the resonant quartet is composed of three travelling waves
and one bottom ripple component. To obtain this resonance condition, consider the general
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case involving two incident waves of wavenumbers, k1 and k2, and frequencies, ω1 and ω2.
Without loss of generality, assume k1 > |k2| > 0. Starting with the linear solution for
the two free wave components and carrying out the perturbation analysis in (1.2.3) to the
third order, it is obtained that the inhomogeneous terms, f
(3)
j , j=1, . . . , 6, contain terms
proportional to sin[(2k1±kb)x−2ω1t], sin[(2k2±kb)x−2ω2t], and sin[(k1±k2±kb)x−(ω1±
ω2)t]. If the combined wavenumber and frequency in any of these forcing terms satisfy the
dispersion relation, the associated wave-bottom interaction becomes resonant and a third
free wave component is generated by the resonance. The condition for class III Bragg
resonance can be written in the following general form:
D(kr, ωr) = 0
kr = k1 ± k2 ± kb, ωr = ω1 ± ω2

 (1.2.13)
in which kr and ωr represent the wavenumber and frequency of the resonant generated wave.
Due to the involvement of three free propagating waves, combinations of wave compo-
nents in class III resonance are more complicated than those in class II resonance. Figure
1-4 shows schematic representations of all possible wave-ripple combinations satisfying the
class III resonance condition (1.2.13). In Figure 1-4, the resonant wave is indicated by the
subscript “r′′ which has frequency of either ω1 + ω2 (corresponding to + superscript) or
ω1 − ω2 (corresponding to − superscript), and it can be either a surface-mode wave or an
internal-mode wave indicated respectively by an additional subscript s or i. As an illus-
tration, consider the first case of figure 1-4. This case represents four possible interactions
between two surface-mode waves (ks1, ks2) that results in a transmitted surface-mode wave
(krs). The resonant generated surface-mode wave with wavenumber krs can have two possi-
ble frequencies: (1) ω1+ω2, and therefore is denoted by k
+
rs, i.e., D(k+rs, ω1+ω2) = 0; or (2)
ω1− ω2, hence denoted by k−rs with D(k−rs, ω1 − ω2) = 0. If two incident waves travel in the
same direction (from the left to the right), then only right-arrows have to be picked up for
the correct representation. In this case, there are two bottom wavenumbers that can cause
the incident wave to resonate a new wave: if kb = k
+
rs − (ks1 + ks2) or kb = ks1 − ks2 − k−rs.
If two incident waves travel in opposite directions, assume ks1 moves rightward and ks2
moves leftward, hence left arrows on ks2 lines must be chosen. In this case a transmitted
surface-mode wave can be generated if kb = k
+
rs − (ks1 − ks2) or kb = ks1 + ks2 − k−rs. Note
that although the resonant wave can have a positive or negative wavenumber in 1.2.13, for
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Figure 1-4: Feynman diagram representations of class III Bragg resonance conditions in a
two-layer fluid. The solid/dash/wavy line represents surface/internal/bottom wave com-
ponents. Arrows indicate the direction of wave propagation. Each diagram shows four
cases. The line with double-sided arrow shows two cases when a right (left) going wave
gives another right (left) going wave on the other side of the ripples.
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clarity in the diagrams in figure 1-4, wavenumbers are always given as positive and the wave
direction is indicated by the arrow.
As before, the resonance cases in figure 1-4 can be classified in terms of the energy
exchange among surface/internal wave modes and propagation direction of the resonance
generated wave. There are four such categories: (i) inter-modes in transmission Sc1+Sc2
kb−→
IT , Ic + Sc
kb−→ ST , Ic + Sc kb−→ IT , and Ic1 + Ic2 kb−→ St; (ii) inter-modes in reflection,
Sc1 + Sc2
kb−→ IR, Ic + Sc kb−→ SR, Ic + Sc kb−→ IR, and Ic1 + Ic2 kb−→ SR; (iii) same-mode
in reflection, Sc1 + Sc2
kb−→ SR and Ic1 + Ic2 kb−→ IR; and (iv) same-mode in transmission,
Sc1 + Sc2
kb−→ ST and Ic1 + Ic2 kb−→ IT . One notes that in the above, (i) and (ii) are unique
for a two-layer fluid, while (iii) and (iv) are a direct extension of class III resonances in a
one-layer fluid (Liu & Yue, 1998).
1.3 Regular perturbation analysis for class I Bragg resonance
A regular perturbation analysis is performed here to solve the second-order wave-bottom
interaction problem in a two-layer fluid. Consider the general case where a single surface-
mode or internal-mode incident wave in a two-layer fluid propagates over a finite patch of
periodic ripples on an otherwise uniform depth shown (figure 1-1). Following the approach
of Davies (1982) who obtained a solution for the class I Bragg resonance in a one-layer fluid,
here the perturbed boundary-value problems (1.2.3) is solved to the second-order (m=2).
At m=1, the solution for a right-going incident wave is (1.2.4). At m=2, only f
(2)
6
is associated with the interaction of the incident wave and the bottom ripples while the
other inhomogeneous terms f
(2)
j , j=1, . . . , 5, represent the self-interaction of the incident
wave. Therefore to find the solution associated with class I resonance, only the effect of
f
(2)
6 is needed to be considered. The system of equations (1.2.3) with f
(2)
6 6= 0 (and f
(2)
j =0,
j=1, . . . , 5) can be solved using Fourier transform to yield the second-order potentials in
the upper and lower layers in terms of Fourier integrals:
φ
(2)
u (x, z, t) =
1√
2π
∫ ∞
−∞
{[Au1(ξ) cosh(ξz) +Bu1(ξ) sinh(ξz)] cos(ωt)
+[Au2(ξ) cosh(ξz) +Bu2(ξ) sinh(ξz)] sin(ωt)} e−iξxdξ , (1.3.14)
φ
(2)
ℓ (x, z, t) =
1√
2π
∫ ∞
−∞
{[Aℓ1(ξ) cosh(ξz) +Bℓ1(ξ) sinh(ξz)] cos(ωt)
+[Aℓ2(ξ) cosh(ξz) +Bℓ2(ξ) sinh(ξz)] sin(ωt)} e−iξxdξ , (1.3.15)
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where
Auj(ξ) =
gω2Λj(ξ)√
2πD˜(ξ, ω)
, Buj =
ω2
gξ
Auj(ξ) , Aℓj = Auj(ξ)Aˆ , Bℓj = Buj(ξ)Bˆ (1.3.16)
for j=1 and 2. The coefficients Λ1(ξ), Λ2(ξ), D˜, Aˆ, and Bˆ are defined by:
Λ(ξ, t) ≡ Λ1(ξ) cos(ωt) + Λ2(ξ) sin(ωt) =
∫ ∞
−∞
[
ηb,xφ
(1)
ℓ,x − ηbφ
(1)
ℓ,zz
]
z=−hu−hℓ
eiξxdx , (1.3.17)
D˜(ξ, ω) = D(ξ, ω) sinh ξhu sinh ξhℓ , (1.3.18)
Aˆ = 1 +
ω4 − g2ξ2
2gξω2
(1−R) sinh 2ξhu , (1.3.19)
Bˆ = 1− ω
4 − g2ξ2
2ω4
(1−R)(1− cosh 2ξhu) . (1.3.20)
The integrals in (1.3.14) and (1.3.15) can be evaluated by contour integration in terms of
their residues in the complex plane. The integrand in (1.3.14) or (1.3.15) has four poles
on the real axis ξj, j=1, . . . , 4, and an infinite numbers of poles on the imaginary axis,
which correspond respectively to the real and imaginary solutions of the dispersion relation
D(ξ, ω)=0 for a given ω. Specifically, among ξj , j=1, . . . , 4, two of them are ks and −ks
representing surface modes and the other two are ki and −ki representing internal modes.
The contribution from the poles at ξj , j=1, . . . , 4, represent propagating waves while those
from poles on the imaginary axis represents evanescent waves. Upon (properly) indenting
the contour in the complex plane and imposing the radiation condition (e.g. Davies, 1982),
it obtains:
φ
(2)
u (x, z, t) =
iω2
2
∑
ξ=ks,ki
α(ξ)
(
g cosh ξz +
ω2
ξ
sinh ξz
)
γ±(ξ, x, t) , (1.3.21)
φ
(2)
ℓ (x, z, t) =
iω2
2
∑
ξ=ks,ki
α(ξ)
(
gAˆ cosh ξz +
ω2Bˆ
ξ
sinh ξz
)
γ±(ξ, x, t) , (1.3.22)
η
(2)
u (x, t) = −
iω2
2
∑
ξ=ks,ki
α(ξ)
d
dt
γ±(ξ, x, t) , (1.3.23)
η
(2)
ℓ (x, t) = −
iω2
2
∑
ξ=ks,ki
α(ξ)
(
cosh ξhu − gξ
ω2
sinh ξhu
)
d
dt
γ±(ξ, x, t) , (1.3.24)
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as x→ ±∞, in which
α(ξ) =
(
dD˜
dξ
)−1
, (1.3.25)
γ±(ξ, x, t) = [Λ1(ξ)∓ iΛ2(ξ)]e−i(ξx∓ωt) − [Λ1(−ξ)± iΛ2(−ξ)]ei(ξx∓ωt) . (1.3.26)
For specificity, consider a right-going surface (or internal) incident wave with a wave
number k=ks (or ki) and frequency ω, propagating over a patch of bottom undulations,
consisting of Mb ripples in the region x=±L, given by ηb=d sin(kbx) for |x| ≤ L and ηb=0
for |x| > L, where L=Mbπ/kb. From (1.3.17), it obtains Λ1(ξ) and Λ2(ξ). The elevations of
the reflected and transmitted surface and internal waves are determined from (1.3.23) and
(1.3.24):
η
(2)
u (x, t) = ω
4α(ks)β
R
s (ks, k) cos(ksx+ ωt) + ω
4α(ki)β
R
s (ki, k) cos(kix+ ωt) , (1.3.27)
η
(2)
ℓ (x, t) = ω
4α(ks)β
R
i (ks, k) cos(ksx+ ωt) + ω
4α(ki)β
R
i (ki, k) cos(kix+ ωt) , (1.3.28)
as x→ −∞, and
η
(2)
u (x, t) = ω
4α(ks)β
T
s (ks, k) cos(ksx− ωt) + ω4α(ki)βTs (ki, k) cos(kix− ωt) , (1.3.29)
η
(2)
ℓ (x, t) = ω
4α(ks)β
T
i (ks, k) cos(ksx− ωt) + ω4α(ki)βTi (ki, k) sin(kix− ωt) , (1.3.30)
as x→ +∞, where
βR,Ti (ξ, k) = β
R,T
s (ξ, k)λ(ξ) , λ(ξ) = cosh ξhu −
gξ
ω2
sinh ξhu , (1.3.31)
βRs (ξ, k) = (−1)m+1
2adξkbλ(k) sin(k + ξ)L
[(k + ξ)2 − k2b ] sinh khℓ
, (1.3.32)
βTs (ξ, k) = (−1)m+1
2adξkbλ(k) sin(k − ξ)L
[(k − ξ)2 − k2b ] sinh khℓ
. (1.3.33)
This solution shows that regardless of whether the incident wave is a surface or internal
mode, both surface and internal modes are present in the reflected and transmitted waves.
Reflection and transmission coefficients are defined as Rpq and Tpq, where p and q represent
respectively the mode of the incident wave and the resonant wave, with p, q = s or i
denoting surface or internal mode waves respectively. Thus, Rss ≡ ARs /a,Rsi ≡ ARi /a
and Tsi ≡ ATi /a; and Ris ≡ ARs /b,Rii ≡ ARi /b and Tis ≡ ATs /b; where ARs and ATs are
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respectively the amplitudes of the reflected and transmitted surface mode waves on the free
surface; and ARi and A
T
i respectively those of the reflected and transmitted internal mode
waves on the interface. From (1.3.27) to (1.3.30), it is clear that ARs =ω
4α(ks)β
R
s (ks, k),
ARi =ω
4α(ki)β
R
i (ki, k), A
T
s =ω
4α(ks)β
T
s (ks, k), and A
T
i =ω
4α(ki)β
T
i (ki, k).
Under the class I Bragg condition, one of the reflected/transmitted surface/internal
wave components is significantly amplified, as evidenced by vanishing of the denominator
of βRs in (1.3.32) or β
T
s in (1.3.33). For the six cases of class I resonances, the reflection or
transmission coefficient of the resonance generated wave at the exact resonance condition
is determined to be:
Rss =
Mbπdω
4α(ks)λ(ks)
2 sinh kshℓ
, for k = ks, kb = 2ks ; (1.3.34)
Rsi =
Mbπdω
4α(ki)λ(ks)
sinh kshℓ
· ki
ki + ks
, for k = ks, kb = ks + ki ; (1.3.35)
Tsi =
Mbπdω
4α(ki)λ(ks)
sinh kshℓ
· ki
ki − ks , for k = ks, kb = ki − ks ; (1.3.36)
Rii =
Mbπdω
4α(ki)
2 sinh kihℓ
, for k = ki, kb = 2ki ; (1.3.37)
Ris =
Mbπdω
4α(ks)
sinh kihℓ
· ks
ki + ks
, for k = ki, kb = ks + ki ; (1.3.38)
Tis =
Mbπdω
4α(ks)
sinh kihℓ
· ks
ki − ks , for k = ki, kb = ki − ks . (1.3.39)
Our analysis is general for any density ratio R. Before looking at ocean values of R, it is of
some interest to look at the perturbation theory predictions for a broader range of density
ratios. In addition to theoretical interest, these are useful for comparisons with other
experimental (Melville & Helfrich, 1987, for example uses R = 0.85) and computational
(Dias & Vanden-Broeck, 2003, for example uses R=0.4,0.5) studies of density stratified
phenomena, for applications such as two-layer tanks (Veletsos & Shivakumar, 1993), and
motion of dilute mud on the ocean floor (Jamali et al., 2003).
Figure 1-5 shows the variation of the maximum amplitude of the resonance generated
wave under the exact class I Bragg condition as a function of R for three different dimen-
sionless frequencies ω2hu/g=0.25,0.0625 and 0.0025. For an upper layer depth of hu = 5 m,
say, these correspond to waves of periods T=9,18 and 90 seconds respectively. The behav-
iors of Rss, Ris and Tis are similar for different dimensionless frequencies. The reflection
coefficient of surface mode wave Rss increases as R increases and approaches a finite num-
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Figure 1-5: Variations of the reflection and transmission coefficients of the resonance gen-
erated wave under the exact class I Bragg resonance condition as a function of density
ratio R. d/hℓ=0.1, Mb=20, hℓ/hu=0.5 and ω2hu/g=0.25, (– · –); ω2hu/g=0.0625, (- - -);
ω2hu/g=0.0025 (——).
ber as R → 1, as in the case of a homogeneous fluid. Conversely, Ris and Tis decrease as
R increases and vanish at the limit of R → 1. Coefficients Rsi and Tsi behave similarly.
For a relative low frequency surface mode incident wave, Rsi and Tsi always increase as R
increases and go unbounded as R → 1. For incident waves of higher frequencies, however,
the increases in Rsi and Tsi stop at an extremum point and then decay to zero. For the
resonant reflection of an internal mode waves due to an internal mode incident wave, Rii
decreases with the increase of R and may reach a finite value in the limit of R→ 1.
Figure 1-5 shows that the results can behave qualitatively quite differently for 1−R ∼
O(1) or not. To illustrate some features of the former, we show in Figure 1-6 all six cases
of class I resonance as a function of relative wavenumber 2ks/kb for a fixed incident wave
frequency, where ks is the wavenumber of the surface-mode wave for this frequency. For
each resonance case, in general, the reflection or transmission coefficient of the resonant
surface or internal wave obtains its maximum value at exact resonance (given by (1.3.34) -
(1.3.39)) and decreases away from the resonance in an oscillatory manner. The surface wave
has higher energy than the internal wave of the same height, therefore coefficients Rsi, Tsi
are generally greater than their internal counter-part Ris, Tis.
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Figure 1-6: Reflection and transmission coefficients of the resonance generated wave in the
neighborhood of class I Bargg resonance as a function of relative wavenumber 2ks/kb for:
(a) a surface mode, and (b) an internal mode incident wave. R=0.5, hℓ/hu=1, ω2hu/g=0.2,
d/hℓ=0.1, andMb=20. For surface-mode incident waves (k=ks), Rsi, Rss, and Tsi associated
respectively with class I resonances exactly satisfied at 2ks/kb=0.575, 1.000, and 1.350, are
shown in figure 1-6a. For internal-mode incident waves (k=ki), Rii, Ris, and Tis associated
respectively with class I resonances exactly satisfied at 2ks/kb=0.403, 0.575 and 1.350, are
shown in figure 1-6b.
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Figure 1-7: Variations of the reflection and transmission coefficients of the resonance gener-
ated wave under the exact class I Bragg resonance condition as a function of the depth ratio
hℓ/hu. d/hu=0.01, ω
2hu/g=0.16, Mb=20 and R=0.2 (——), R=0.5 (- - -), R=0.8 (– · –)
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Unlike R, in a realistic environment, hℓ/hu vary over a wide range. Figure 1-7 shows
the dependence on the depth ratio. Relative to figure 1-5, the dependence is generally more
varied with changing hℓ/hu. For large increasing values of hℓ/hu, class I Bragg resonance
is generally weak and decreasing. Near hℓ/hu ∼ O(1), however, the resonance is strongly
amplified, obtaining a maximum amplitude in the transmission/reflection coefficients in
many cases. As R increases towards unity, this maximum occurs at lower values of hℓ/hu
and may eventually obtain only in the limit of hℓ/hu = 0.
We now turn to realistic ocean stratification of 1 − R ≪ 1. The coefficients Ris and
Tis decrease as R increases and vanish at the limit of R → 1 (see figure 1-5). In this limit
a unit amplitude incident internal wave has zero energy, and hence can not excite a finite
amplitude surface mode wave. From figure 1-5 we see that even with weak stratification,
Rss can differ from that for homogeneous fluid. This is discussed in an example in §5.1.
Figure 1-5 also shows that for a relatively low frequency incident surface mode wave, Rsi
and Tsi increase indefinitely in the limit of 1−R ≪ 1. These strong resonances are shown
to offer possible mechanisms for the generation of high frequency internal waves in seas and
lakes (§5.3). The underlying mechanism of Rii reflection is the direct extension of Bragg
resonance in a homogeneous fluid. It is seen that Rii may remain finite as R →1, which
may explain the reflection of internal waves on continental shelves.
An interesting limiting case is when R ≪ 1, corresponding to the case of a very light
upper fluid over a heavy lower fluid. In this limit, the dispersion relation of each of the
two layers becomes independent of the other (and also independent of R), and reduces to a
homogeneous fluid dispersion relation. The ratio of the “natural frequencies” of the upper
and lower layers is now only a function of the layer depths hℓ, hu, and when hℓ/hu = 1, these
frequencies are equal. For example consider an incident internal-mode wave. This incident
wave acts like an external forcing to the upper layer with a frequency equal to the natural
frequency of the upper layer, consequently the amplitude of the upper layer wave increases
indefinitely near hℓ/hu = 1 as can be seen on the right column of figure 1-8. When the
incident wave is a surface-mode wave (figure 1-8, left column), a similar behavior obtains
close to hℓ/hu = 1. The surface mode excites the interface, and the interface interacts with
the bottom to generates a reflected wave with the same frequency as the natural frequency
of the upper/lower layers.
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Figure 1-8: Variations of the reflection and transmission coefficients in class I Bragg reso-
nance as a function of the depth ratio hℓ/hu for small R. d/hu=0.01, ω2hu/g=0.16, Mb=20
and R=0.001 (——), R=0.01 (- - -), R=0.1(– · –)
1.4 Multiple-scale analysis for class I Bragg resonance
The regular perturbation solution derived in the preceding section is valid only for reso-
nant interactions bounded in their growth spatially by the length of the bottom topography.
The reflection and transmission coefficients of the resonant wave predicted by (1.3.34) to
(1.3.39) increase linearly with the number of bottom ripplesMb (or, equivalently, the length
of the bottom patch 2L), violates energy conservation and is clearly invalid for Mb, L→∞.
To obtain a uniformly valid solution, a multiple-scale analysis of class I Bragg resonance is
applied here following the approach of Mei (1985). The objective is to obtain and elucidate
the solution for the resonance cases presented in §1.2.
1.4.1 Formulation
Consider the interaction of a surface/internal wave with bottom ripples in the neigh-
borhood of class I Bragg resonance. Let’s introduce slow variables x¯ = ǫx and t¯ = ǫt, and
make multiple-scale expansions for the potentials in the two fluid layers:
φu = ǫφ
(1)
u + ǫ
2φ
(2)
u +O(ǫ
3) and φℓ = ǫφ
(1)
ℓ + ǫ
2φ
(2)
ℓ +O(ǫ
3) (1.4.40)
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where φ
(1)
u , φ
(1)
ℓ , φ
(2)
u , and φ
(2)
ℓ are all functions of fast variables x, z, and t, and slow variables
x¯ and t¯. For class I Bragg resonance, assume that the amplitude of the resonance generated
wave is of the same order as the incident wave, and write:
ηu = ǫA(x¯, t¯)e
iθ + ǫAr(x¯, t¯)eiθ
r
+ c.c. ≡ ǫζu (1.4.41a)
ηℓ = ǫλA(x¯, t¯)e
iθ + ǫλrAr(x¯, t¯)eiθ
r
+ c.c. ≡ ǫζℓ (1.4.41b)
ηb = ǫd sin(kbx) ≡ ǫζb (1.4.41c)
where A and Ar are respectively the complex amplitudes of the incident and resonance-
generated waves on the free surface, θ = kx − ωt, θr = krx − ωt, λ = cosh(khu) −
(gk/ω2) sinh(khu) and λ
r = cosh(krhu) − (gkr/ω2) sinh(krhu). Here k and ω are the
wavenumber and frequency of the (right-going) incident wave. In this section, kr is the
wavenumber of the resonance-generated wave given by the class I Bragg resonance condi-
tion: kr=k ± kb. If kr=ks (or ki), the resonance-generated wave is a transmitted surface
(or internal) mode wave. If kr=−ks (or −ki), the resonance-generated wave is a reflected
surface (or internal) mode wave. For a somewhat simpler expression of the solution, with-
out loss of generality, consider the rippled bottom located in the region 0 ≤ x ≤ 2L in this
section.
For such a triad wave system, the first-order potentials are:
φ
(1)
u = ψ1ue
iθ + ψr1ue
iθr + c.c. and φ
(1)
ℓ = ψ1ℓe
iθ + ψr1ℓe
iθr + c.c. (1.4.42)
where ψ1u= F (z)A(x¯, t¯), ψ
r
1u=F
r(z)Ar(x¯, t¯), ψ1ℓ= G(z)A(x¯, t¯), and ψ
r
1ℓ= G
r(z)Ar(x¯, t¯)
with (see equation 1.2.4)
F (z) = −i g
ω
(
cosh kz +
ω2
gk
sinh kz
)
, F r(z) = −i g
ω
(
cosh krz +
ω2
gkr
sinh krz
)
,
G(z) = − iωλ
k
cosh[k(z + hu + hℓ)]
sinh(khℓ)
, Gr(z) = − iωλ
r
kr
cosh[kr(z + hu + hℓ)]
sinh(krhℓ)
.
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At O(ǫ2), the following system of equations is obtained:
φ
(2)
u,xx + φ
(2)
u,zz = −2φ
(1)
u,xx¯ −hu < z < 0 (1.4.43a)
φ
(2)
ℓ,xx + φ
(2)
ℓ,zz = −2φ
(1)
ℓ,xx¯ −hu − hℓ < z < −hu(1.4.43b)
φ
(2)
u,tt + gφ
(2)
u,z = −2φ
(1)
u,tt¯ z = 0 (1.4.43c)
φ
(2)
u,z = ζℓ,t¯ + ζℓ,xφ
(1)
u,x + ζℓφ
(1)
u,xx z = −hu (1.4.43d)
φ
(2)
ℓ,z = ζℓ,t¯ + ζℓ,xφ
(1)
ℓ,x + ζℓφ
(1)
ℓ,xx z = −hu (1.4.43e)
R(φ(2)u,tt + gφ
(2)
u,z)− (φ
(2)
ℓ,tt + gφ
(2)
ℓ,z) = −2Rφ
(1)
u,tt¯ + 2φ
(1)
ℓ,tt¯ z = −hu (1.4.43f)
φ
(2)
ℓ,z = ζb,xφ
(1)
ℓ,x + ζbφ
(1)
ℓ,xx z = −hu − hℓ (1.4.43g)
Upon substitution of φ
(1)
u , φ
(1)
ℓ , and ζb, it is clear that (1.4.43) contains inhomogeneous terms
proportional to eiθ and eiθ
r
; thus, φ
(2)
takes a form similar to φ
(1)
in (1.4.42). After applying
the solvability condition for φ
(2)
, a set of coupled partial differential equations governing
the evolution of A and Ar is obtained :
A,t¯ + CgA,x¯ +MAr = 0 , and (1.4.44)
Ar,t¯ + C
r
gA
r
,x¯ +NA = 0 , (1.4.45)
where:
M = ω3dλλrk sinh khℓ/(2Rgk sinh khℓ − 3Rλgk sinh khℓ cosh khu + 3Rλω2 sinh khℓ sinh khu
+Rgλ2k sinh khℓ + 3ω2λ2 cosh khℓ − gλ2k sinh khℓ)/(2 sinh khℓ sinh krhℓ)
N = ω3dλλrkr sinh krhℓ/(2Rgkr sinh krhℓ − 3Rλrgkr sinh krhℓ cosh krhu
+3Rλrω2 sinh krhℓ sinh krhu +Rgλr2kr sinh krhℓ + 3ω2λr2 cosh krhℓ
−gλr2kr sinh krhℓ)/(2 sinh khℓ sinh krhℓ)
Combining (1.4.44) and (1.4.45), two decoupled partial differential equations for A and Ar
are obtained:
[
∂2
∂t¯2
+ CgC
r
g
∂2
∂x¯2
+ (Cg +C
r
g )
∂2
∂x¯∂t¯
−MN
]
 AAr

 = 0 . (1.4.46)
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where Cg and C
r
g are the group velocities of the incident and resonance-generated waves,
respectively. In the following, the focus will be on long-scale variations only, and, for clarity,
all overbars in x and t are omitted hereafter in this section.
1.4.2 Perfect Tuning case
For the steady solution, A and Ar are independent of t, and (1.4.46) becomes
(
∂2
∂x2
− MN
CgCrg
)
 AAr

 = 0 . (1.4.47)
For the case where the resonance-generated wave is a transmitted wave (i.e. kr=ks or ki),
it can be shown that κ2 ≡ −MN/(CgCrg) > 0. In this case, the general solution to (1.4.47)
takes the form:
A(x) = C1 sin(κx) + C2 cos(κx) , A
r(x) = C3 sin(κx) + C4 cos(κx) (1.4.48)
where Cj , j=1, . . . , 4, are the unknown constants. If the resonant wave is a transmitted
wave, the boundary conditions are: AT (x) = Ar(x)=0 and A(x)=a at x=0, where a is
the amplitude of the incident wave. From these boundary conditions, together with either
(1.4.44) or (1.4.45), the four unknown constants Cj, j=1, . . . , 4, can be solved. The final
solution for A and AT is:
A(x) = a cos(κx) , AT (x) = − N
κCrg
a sin(κx) . (1.4.49)
From conservation of wave action, as in the one fluid case (cf. Mei et al., 2005, equation
3.1.17), the following relation can be shown to obtain:
( N
κCrg
)2
=
NCg
MCrg
=
[R+ λ2(1−R)]Cg
[R+ λr2(1−R)]Crg
(1.4.50)
Therefore, the solution for the amplitude of the resonance-generated wave in (1.4.49) can
also be expressed as:
|AT (x)| =
{
[R+ λ2(1−R)]Cg
[R+ λr2(1−R)]Crg
}1/2
a |sin(κx)| . (1.4.51)
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Numerical evaluation of the dimensionless modulation wavenumber κ∗ = κ/(dkkr) shows
that κ∗ increases as khu, khℓ or R decreases. This indicates that the modulation in Ar(x)
occurs more rapidly for stronger wave-bottom interactions. Also κ varies linearly with the
bottom topography amplitude.
For the case where the resonance-generated wave is reflected (i.e. kr=−ks or −ki), it can
be shown that −MN/(CgCrg) < 0. Therefore by defining κ2 = MN/(CgCrg ) the general
solution to (1.4.47) takes the form:
A(x) = C1 sinh(κx) + C2 cosh(κx) , A
R(x) = C3 sinh(κx) +C4 cosh(κx) (1.4.52)
The boundary conditions are: AR(x)=0 at x=2L andA(x)=a at x=0. Using these boundary
conditions and either (1.4.44) or (1.4.45), the four unknown coefficients can be solved and
finally for A and AR it obtaines:
A(x) = a
cosh κ(2L− x)
cosh 2κL
(1.4.53)
AR(x) = a
N
κCrg
sinhκ(2L − x)
cosh 2κL
(1.4.54)
It is to be noted that in the special case of one fluid, the above results reduce directly to
(3.5) and (3.6) of Mei (1985).
For a very long bottom patch of periodic ripples, the problem (away from the edges of
the patch) can be cast in terms of the time evolution of a wave traveling over a periodic
domain of bottom ripples. In this case, the governing equations are still (1.4.46) with the x
dependencies dropped. If the resonant wave is a transmitted wave, sinusoidal modulation
occurs in time. With the initial conditions A(t)=a and AT (t)=0 at t=0,
A(t) = a cos(κtt), |AT (t)| = a
[R+ λ2(1−R)
R+ λr(1−R)
]1/2
| sin(κtt)| (1.4.55)
where κt=(−MN )1/2.
It is now possible to relate AT (t) in (1.4.55) to AT (x) in (1.4.51) in terms of group
velocity. In the special cases of same-mode resonance interactions, or in the case of a
homogeneous fluid (Liu & Yue, 1998), the group velocity of the resonant wave, Crg , is the
same as the group velocity of the incident wave, Cg, and A
T (t) and AT (x) are related by the
single group velocity t = x/Cg, as in the classical relationship between the spatial/temporal
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evolution of a single wave train (eg Gaster, 1962). In the general case, Cg 6= Crg , and, from
(1.4.46), it can be readily shown that AT (x) in (1.4.51) is related to AT (t) in (1.4.55) by a
factor of (Cg/C
r
g )
1/2 and the relation t=x/(CgC
r
g )
1/2.
1.4.3 Detuned case
Assume that the incident wave has a wavenumber of k + ǫK and a frequency ω + ǫΩ,
where D(k, ω) = 0 and Ω=CgK. On the rippled bottom region (0 ≤ x ≤ 2L), let
(A,Ar) = a[F (x), F r(x)]e−iΩt . (1.4.56)
Substitution of the above into (1.4.46) gives the differential equations for F and F r:
[
∂2
∂x2
− iΩ
(
1
Cg
+
1
Crg
)
∂
∂x
− Ω
2 +MN
CgCrg
]
 FF r

 = 0 . (1.4.57)
The general solution to (1.4.57) can be written in the form:
F (x) = C1e
r1x + C2e
r2x , F r(x) = C3e
r1x + C4e
r2x (1.4.58)
where r1 and r2 are the two roots of the characteristic equation. Based on the proper
boundary conditions and the matching conditions (from substitution of (1.4.56) into (1.4.44)
or (1.4.45)), the unknown constants in (1.4.58) can be determined. In the following, for
clarity, the results for the cases of resonant transmitted and reflected waves are described
separately.
Case A
For the case where the resonance generated wave is transmitted over the rippled bottom,
the discriminant of the characteristic equation of (1.4.57) is always negative, and r1 and r2
are:
r1,2 = iB
[
Ω± (Ω20 +Ω2)
1
2
]
(1.4.59)
where
B ≡ 1
2
(
1
Crg
− 1
Cg
)
, and Ω0 ≡ 2
|MNCgCrg |
1
2
|Cg − Crg |
.
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Figure 1-9: Transmission coefficient of the resonance generated internal wave over the rip-
pled bottom. Ω/Ω0 = 0.5, 2κL = 7 (——) ; Ω/Ω0 = 0.5, 2κL = 3 (- - -); Ω/Ω0 = 2,
2κL = 7 (– · –). R = 0.5, hℓ/hu = 1, khu = 0.57, Ω2hu/g = 0.43, and kd = 0.04.
In the incident side (x < 0), A(x)=a exp [i(Kx− Ωt)] and AT (x)=0, which lead to the
boundary conditions: F (x)=1 and F T (x)=0 at x=0. From these boundary conditions it
obtaines:
F (x) = eiBΩx
[
−i Ω
2κ
(
1
Crg
+
1
Cg
)
sin(κx) + cos(κx)
]
, (1.4.60a)
F T (x) = −eiBΩx N
κCrg
sin(κx) (1.4.60b)
where κ=B(Ω20 +Ω2)1/2. On the transmission side (x > 2L)
A(x) = aAcei(Kx−Ωt), AT (x) = aT ei(K
rx−Ωt) (1.4.61)
where Ac and T are the transmission coefficients of the incident and resonance-generated
waves and are given by
Ac = e2iBΩL
[
−i Ω
2κ
(
1
Crg
+
1
Cg
)
sin(2κL) + cos(2κL)
]
, T = −e2iBΩl N
κCrg
sin(2κL) . (1.4.62)
For a surface mode incident wave, as an example, figure 1-9 shows the variation of the
64
resonant transmitted internal wave over the rippled bottom. Because the characteristic
equation has no critical value, for all frequencies only modulation occurs. The amplitude of
modulation is independent of the length of the rippled patch but increases as the frequency
detuning decreases. Frequency of modulation varies with the frequency detuning because
the length has been normalized with κ0 = κ|Ω=0 = BΩ0.
Case B
For the case where the resonance-generated wave is reflected:
r1,2 =
[
iΩ± (Ω20 − Ω2)
1
2
]
. (1.4.63)
Clearly, Ω0 is the cutoff frequency. For |Ω| < Ω0, F (x) (FR(x)) has both sinusoidally varying
and exponentially decaying (growing) parts in x. For |Ω| > Ω0, F (x) and FR(x) are purely
sinusoidal in x. For critical detuning Ω=Ω0, F (x) (F
r(x)) has a sinusoidal variation in x
with the amplitude linearly decaying (growing) with x.
In this case, the boundary conditions are F (x)=1 at x=0 and FR(x)=0 at x = 2L. Based
on these boundary conditions, F (x) and FR(x) are obtained. Specifically, for |Ω| < Ω0,
F (x) =
eiBΩx
γ† − λ†e4κL
[
γ†eκx − λ†eκ(4L−x)
]
, FR(x) =
eiBΩx
γ† − λ†e4κL
[
eκx − eκ(4L−x)
]
(1.4.64a)
where κ=B(Ω20−Ω2)1/2, γ†=(iΩ− r1Crg )/N , and λ†=(iΩ− r2Crg)/N . Thus on the incident
side (x < 0),
A(x) = aei(Kx−Ωt) , AR(x) = aRei(K
Rx−Ωt) (1.4.65)
and on the transmission side (x > 2L),
A(x) = aAcei(Kx−Ωt), AR(x) = 0 (1.4.66)
where the reflection coefficient of the resonance-generated wave, R, and the transmission
coefficient of the incident wave, Ac are:
R =
1
γ† − λ†e4κL
[
1− e4κL] , Ac = e2iBΩL
γ† − λ†e4κL (γ
† − λ†)e2κL . (1.4.67)
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If |Ω| > Ω0, the solution is obtained from the above (for |Ω| < Ω0) by replacing κ by iκ.
At the critical frequency |Ω|=Ω0, r1 = r2. The general solution in (1.4.58) must be
changed to the form: F (x)=(C1 + C2x) exp (r1x) and F
R(x)=(C3 + C4x) exp (r2x). Using
the same boundary condition: F (x)=1 at x=0 and FR(x)=0 at x=2L,
F (x) =
[
1 +
iΩ(CrgB − 1)
B∗ x
]
eiBΩx , FR(x) =
N (2L− x)
B∗ e
iBΩx (1.4.68a)
where B∗ = Crg + iΩ(L− BCrg). In this case, R and Ac are:
R =
2NL
Crg + iΩL(1− CrgB)
, Ac =
[
1 +
2iΩL(CrgB − 1)
Crg + iΩL(1− CrgB)
]
e2iBΩL . (1.4.69)
For a surface incident wave, for example, figure 1-10 plots the variation of the reflection
coefficient of the resonance generated internal wave over the rippled bottom with various
degrees of detuning. For sub-critical detuning (|Ω| < Ω0), the exponential behavior is ob-
served. Note that the curve for 2κL=7 lies below the curve for 2κL=3; while at the critical
frequency the situation is reversed. For super-critical detuning, only modulation occurs.
Figure 1-11 compares the results of the resonant reflection or transmission coefficient in
the neighborhood of the class I Bragg resonance obtained using the regular perturbation
analysis and the multiple-scale approach. Similar result is also obtained by using McKee
(1996) approach which is based of the modified mild slope theory of Kirby (1986). These
are also shown in figure 1-11. All six class I resonance cases are considered. Two bottom
ripple amplitudes d/hu=0.1 and d/hu=0.03 are used. Other parameters used are: R=0.5,
hℓ/hu=1, ω
2hu/g=0.14, and Mb=20. For small bottom ripples amplitude, all three solu-
tions agree each other. For large bottom ripples amplitude, as expected, the multiple-scale
solution agrees well with the solution based on the modified mild slop equation, while the
regular perturbation solution overestimates the reflection and transmission coefficients of
the resonant wave.
Another comparison is made in figure figure 1-12 for ocean stratification of R = 0.96.
Again two bottom ripple amplitudes d/hu=0.1 and d/hu=0.03 are used. Other parameters
used are: R=0.96, hℓ/hu=0.25, ω2hu/g=0.14, andMb=20. Similar behaviors as in figure 1-
11 is observed.
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Figure 1-10: Reflection coefficient of the resonance generated internal wave over the rippled
bottom. Ω/Ω0 = 2 (——); Ω/Ω0 = 0.5 (- - -); Ω/Ω0 = 1 (– · –). R = 0.5, hℓ/hu = 1,
Ω2hu/g = 0.43, kd = 0.04 and khu = 0.57.
1.5 Regular perturbation analysis for class II and III Bragg
resonances
Class II and III Bragg resonances occur at the third order and involve four wave/bottom
components. Specifically, two (three) propagating surface/internal waves and two (one)
bottom waves are involved in class II (III) resonance. The regular perturbation analysis of
these two classes of Bragg resonance are obtained here. Multiple-scale analyses similar to
that in §1.4 can be formulated for these cases and, in principle, obtained. The resulting
algebra is however extremely involved and is not pursued here.
1.5.1 Class II Bragg resonance
Consider the general problem of an incident wave, wavenumber k and frequency ω,
propagating over a rippled bottom consisting of two wave components with wavenumbers
kb1 and kb2. Without loss of generality, the free-surface elevation of the incident wave and
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Figure 1-11: Reflection and transmission coefficients of the resonance generated wave due to
class I Bragg resonance obtained from: regular perturbation theory (—); the modified mild
slope equation (- - -); and the multiple-scale method (- · -) (the latter two are distinguish-
able only far away from exact resonance). Two bottom rippled amplitudes are considered:
d/hu=0.1 and d/hu=0.03. The other parameters are: R=0.5, hℓ/hu=1, ω2hu/g=0.14 and
Mb=20.
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Figure 1-12: Reflection and transmission coefficients of the resonance generated wave due
to class I Bragg resonance obtained from: regular perturbation theory (——); the modi-
fied mild slope equation (- - -); and the multiple-scale method (– · –) (the latter two are
distinguishable only far away from exact resonance). Two bottom rippled amplitudes are
considered: d/hu=0.1 and d/hu=0.03. The other parameters are: R=0.96, hℓ/hu=0.25,
ω2hu/g=0.14 and Mb=25.
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bottom elevation are assumed to be:
η(1)s (x, t) = a sin(kx− ωt) , ηb(x) = d1 sin(kb1x) + d2 sin(kb2x) (1.5.70)
where d1 and d2 represent the amplitudes of the two bottom ripple components. The
objective here is to derive the solution of the third-order boundary-value problem (1.2.3)
with m=3, associated with class II resonance.
The second-order solution of the lower-layer potential in the region of rippled bottom
is:
φ
(2)
ℓ = a
4∑
j=1
{
qj sinh
[
k¯j(z + hu + hℓ)
]
+Dj cosh
[
k¯j(z + hu + hℓ)
]}
sin
(
k¯jx− ωt
)
+NT (1.5.71)
where
Dj = −qj
[
ω4(R coth k¯jhℓ + coth k¯jhu)− gk¯jω2(1 + coth k¯jhu coth k¯jhℓ)
+g2k¯2j coth k¯jhℓ(1−R)
]
/D(k¯j , ω) , (1.5.72)
qj =
ωd¯jλ(k)
2 sinh(khℓ)
, λ(ξ) = cosh(ξhu)− gk
ω2
sinh(ξhu) (1.5.73)
for j=1, . . . , 4, and k¯1,2=k ± kb1, k¯3,4=k ± kb2, d¯1,2=±d1, and d¯3,4=±d2. In (1.5.71), the
symbol “NT” represents “non-resonant terms” irrelevant to class II resonance. Upon sub-
stitution, the inhomogeneous term in the third-order bottom boundary condition in (1.2.3)
is:
f
(3)
6 ≡ ηb,xφ
(2)
ℓ,x − ηbφ
(2)
ℓ,zz = a
8∑
j=1
Uj cos(kˆjx− ωt) +NT (1.5.74)
where kˆ8,1=k±2kb1, kˆ2,3=k−kb1±kb2, kˆ4,5=k±2kb2, and kˆ6,7=k+kb1±kb2. The coefficients
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Uj , j=1, . . . , 8 are:
U1 = −1/2 d1D2k2 − d1D2kb12 + 3/2 d1D2kkb1 ,
U2 = (1/2 d2D2 − 1/2 d1D3) k2 + (1/2 d2kb2D2 − d2D2kb1 + 1/2 d1kb1D3 − d1D3kb2) k
+1/2 (kb1 − kb2) (d2D2kb1 + d1D3kb2) ,
U3 = (−1/2 d2D2 − 1/2 d1D4) k2 + (d2D2kb1 + d1D4kb2 + 1/2 d1kb1D4 + 1/2 d2kb2D2) k
−1/2 (kb2 + kb1) (d2D2kb1 + d1D4kb2) ,
U4 = 1/2 d2D3k
2 + d2D3kb2
2 + 3/2 d2D3kkb2 ,
U5 = −d2kb22D4 − 1/2 d2D4k2 + 3/2 d2kb2D4k ,
U6 = (1/2 d2D1 + 1/2 d1D3) k
2 + (d1D3kb2 + d2D1kb1 + 1/2 d1kb1D3 + 1/2 d2kb2D1) k
+1/2 (kb2 + kb1) (d2D1kb1 + d1D3kb2) ,
U7 = (−1/2 d2D1 + 1/2 d1D4) k2 + (−d2D1kb1 − d1D4kb2 + 1/2 d1kb1D4 + 1/2 d2kb2D1) k
−1/2 (kb1 − kb2) (d2D1kb1 + d1D4kb2) ,
U8 = d1kb1
2D1 + 3/2 d1kb1D1k + 1/2 d1D1k
2 .
Class II resonance is governed by the third-order boundary-value problem, (1.2.3), with
f
(3)
j =0, j=1, . . . , 5, and f
(3)
6 given by (1.5.74). This boundary-value problem can be solved
using the same procedure in §1.3 for the class I resonance. For a patch of bottom ripples
located in |x| ≤ L, the displacements of surface and internal waves at far upstream and
downstream are obtained:
η
(3∓)
u (x, t) = ω
3α(ks)β
∓
s (ks) cos(ksx± ωt) + ω3α(ki)β∓s (ki) cos(kix± ωt) , (1.5.75)
η
(3∓)
ℓ (x, t) = ω
3α(ks)β
∓
i (ks) cos(ksx± ωt) + ω3α(ki)β∓i (ki) cos(kix± ωt) , (1.5.76)
for x→ ∓∞, where
β∓s (ξ) = 2a
8∑
j=1
Uj
sin[(kˆj ± ξ)L]
kˆj ± ξ
, β∓i (ξ) = λ(ξ)β
∓
s (ξ) . (1.5.77)
For illustration, consider a relatively simple case with a monochromatic bottom vari-
ation, and let d1=d2=d/2 and kb1=kb2=kb. Let the incident wave to be a surface mode
with wavenumber k=ks and frequency ω. Under the condition kb=(ks+ ki)/2, class II reso-
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Figure 1-13: Reflection (left) and transmission (right) coefficients of the resonant internal
wave in the neighborhood of class II Bragg resonance. Parameters are hℓ/hu=1, R = 0.5,
khu=kshu=0.4 (ω
2hu/g=0.24), kd=0.06, and Mb=40.
nance occurs and the resonance-generated wave is the reflected wave of internal mode. The
reflection coefficient of the resonant wave is:
Rsi =
∣∣∣η(3−)ℓ ∣∣∣∣∣∣η(1)u ∣∣∣ = 2d
2Lωα(ki)(k
2
s + 2k
2
b − 3kskb)λ(ks)λ(ki)
[
sinh(kshℓ)D(k¯4, ω)
]−1 ×
{
ω4(R coth k¯4hℓ + coth k¯4hu)− gk¯4ω2(1 + coth k¯4hu coth k¯4hℓ)+
g2k¯24 coth k¯4hℓ(1−R)
}
. (1.5.78)
As expected, in class II resonance, Rsi is independent of the incident wave amplitude,
and has a quadratic dependence on the ripple amplitude and a linear dependence on the
patch length. Figure 1-13 plots the reflection and transmission coefficients of the generated
internal wave in the neighborhood of class II Bragg resonance. For this example, Mb=20,
the depth ratio is hℓ/hu=1, the density ratio is R=0.5, ripple amplitude is kd=0.06 and the
incident wave is a surface mode with khu=kshu=0.4 (ω
2hu/g=0.24). With these parameters,
class II Bragg resonances obtain at k/kb=0.57 and k/kb=1.34. For the formal(latter), the
resonance generated wave is a reflected(transmitted) internal wave. Similarly to class I
resonance, the reflection and transmission coefficient of the resonant wave decreases in an
oscillatory manner as detuning from the exact resonance condition increases.
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1.5.2 Class III Bragg resonance
The regular perturbation analysis for class III Bragg resonance is much more involved
than those for class I and class II resonances since all inhomogeneous terms in the third-order
boundary-value problem (1.2.3), f
(3)
j , j=1, . . . , 6, must be taken into account. Consider the
general case of two incident wave components with the free-surface elevation given by:
η
(1)
u = a1 sin(k1x− ω1t) + a2 sin(k2x− ω2t) (1.5.79)
where a1, a2, k1, k2, and ω1, ω2 are respectively the amplitude, wavenumber, and frequency
of incident wave component 1,2. The rippled bottom is given by: ηb(x)=d sin(kbx). At sec-
ond order (m=2), resonance is assumed not to occur as the interest here is in the third-order
resonance; and the second-order solution of (1.2.3) can be readily obtained. In general, the
second order solutions for both potentials and elevations contain terms with wavenumbers
2k1, 2k2, k1 ± k2, k1 ± kb, and k2 ± kb. Based on the first- and second-order solutions,
the forcing terms in the third-order boundary-value problem, f
(3)
j , j=1, . . . , 6, can be de-
termined.
The resulting system of equations at third order can be solved using Fourier transform
as in §1.3. The final solutions for the potentials are:
φ
(3)
u (x, z, t) =
1
2π
∫ ∞
−∞
{[Au1 cosh(ξz) +Bu1 sinh(ξz)] cos(ω+t)
+[Au2 cosh(ξz) +Bu2 sinh(ξz)] sin(ω+t)} e−iξxdξ , (1.5.80)
φ
(3)
ℓ (x, z, t) =
1
2π
∫ ∞
−∞
{[Aℓ1 cosh(ξz) +Bℓ1 sinh(ξz)] cos(ω+t)
+[Aℓ2 cosh(ξz) +Bℓ2 sinh(ξz)] sin(ω+t)} e−iξxdξ , (1.5.81)
where ω+=ω1 + ω2, and
AujD˜ = (Λ4jg − su sl RΛ1j + cl gΛ3j − cl cu Λ1j)ω2+ − ξ sl g (Λ3jg +Rcu Λ1j − Λ2j − cu Λ1j) ,
BujD˜ =
(Λ4j + cl Λ3j)ω
4
+
ξ
+ (sl Λ2j − sl Rcu Λ1j − gsl Λ3j − Λ1jcl su)ω2+ − Λ1jsu gξ sl (R− 1) ,
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AℓjD˜ξ = −su (su sl Λ3jR+ cl cu Λ3jR− Λ4jcu + cu Λ4jR)ω4+
−ξ (−su sl cu Λ2j − cl cu su2RΛ1j − sl RΛ1jsu3 + su2Λ4jg+
cl cu3RΛ1j − cl cu2Λ2j − Λ4jcu2g + su cu2sl RΛ1j
)
ω2+
−gsu ξ2 (−cl cu gΛ3jR+ cl cu Λ2j + su sl Λ2j − su sl gΛ3jR− cu Λ4jgR+ cu Λ4jg) ,
BℓjD˜ξ =
(−su2cl Λ3jR− su2Λ4jR− cu sl Λ3jsuR+ cu2Λ4j)ω4+
−ξ (cu2RΛ1j − su2Λ1jR− cu Λ2j) (cu sl + su cl)ω2+
−gsu ξ2 (−cu sl gΛ3jR− su cl gΛ3jR+ su gΛ4j − su Λ4jgR+ su cl Λ2j + cu sl Λ2j)
for j=1, 2. In the above, the symbols cu, cl, su and sl stand for cosh(ξhu), cosh(ξhℓ),
sinh(ξhu) and sinh(ξhℓ) respectively, and
Λj ≡ Λj1 cos(ω+t) + Λj2 sin(ω+t) =
∫ L2
L1
Vj(x, t)e
iξxdx (1.5.82)
for j=1, . . . , 4 with V1=f
(3)
1 , V2=f
(3)
3 , V3=f
(3)
5 , and V4=f
(3)
6 . The free-surface and interfacial
wave elevations are then obtained from (1.2.3d) and (1.2.3g) with m=3.
As an illustration of this solution, consider a relatively simple case for which there is
only one (right-going) incident wave component, i.e. η
(1)
u =a sin(kx−ωt). In the third-order
interaction, this incident wave is counted twice, i.e. k1=k2=k and ω1=ω2=ω. Under the
class III resonance condition, the resonant free wave component with wavenumber kr=2k±kb
and frequency ωr=2ω is generated. Depending on the values of k and kb, four different
situations exist: the generated wave is a transmitted (or reflected) wave of surface-mode if
kr=krs (or -krs); and it is a transmitted (or reflected) wave of internal mode if kr=kri (or
-kri). Here krs and kri are the wavenumbers of surface and internal modes associated with
the frequency ωr.
For this case, V1, V2 and V3 are related to the second-order solution with wavenumber
kp ≡ k − kb while V4 is related to the second-order solution with wavenumber 2k. The
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second-order solution with wavenumber kp is:
η(2)u = ap cos(kpx− ωt) , (1.5.83)
η
(2)
ℓ = bp cos(kpx− ωt) , (1.5.84)
φ(2)u = [Ap cosh(kpz) +Bp sinh(kpz)] sin(kpx− ωt) , (1.5.85)
φ
(2)
ℓ = {Dp cosh[kp(z + hu + hℓ)] + Ep sinh[kp(z + hu + hℓ)]} sin(kpx− ωt) ,(1.5.86)
where
Ap = − ω
3gdakp
2D˜(kp, ω)
α˜ , Bp = − ω
5da
2D˜(kp, ω)
α˜ , Dp =
ωda
2D˜(kp, ω)
α˜Fp , Ep = −ωda
2
α˜ ,
α˜ =
cosh(khu)
sinh(khℓ)
− gk
ω2
sinh(khu)
sinh(khℓ)
, ap =
ωAp
g
, bp = ap[cosh(khu)− gk
ω2
sinh(khu)]
Fp = (cu sl + cl Rsu)ω4 − (cl cu + su sl)ω2gkp + g2kp2(cl su + cl Rsu) .
where cu, cl, su and sl stand for cosh(kphu), cosh(kphℓ), sinh(kphu) and sinh(kphℓ), respec-
tively. V1, V2 and V3 are obtained in the form:
Vj = Aj cos(krx− ωrt) (1.5.87)
for j=1, 2, and 3, where kr=2k − kb and the coefficients A1, A2, and A3 are:
A1 = ap ω
2Bk − 1/2 ap Ak2g + 1/2 aAp kp2g +BkBp kp ω − 2AkAp kp ω − aBp kp ω2 ,
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A2 = 1/2 gRbkkp Ap cosh(kp hu) + 1/2 gRbp B sinh(khu )k2 + 1/2 gRbAp cosh(kp hu)kp2
+1/2 gbp C cosh(khu )k
2 − 1/2 gbkkp Dp cosh(kp hu)− 1/2 gbDp cosh(kp hu )kp2
−1/2 gRbkkp Bp sinh(kp hu)− 1/2 gbk0kp Ep sinh(kp hu)− 1/2 gRbBp sinh(kp hu)kp2
−1/2 gRbp A cosh(khu )k2 + 1/2 gC cosh(khu )kbp kp − 1/2 gRkbp kp A cosh(khu )
−RωAkBp kp sinh(hu (k − kp)) +Rkω kp BBp cosh(hu (k − kp))− 1/2Rbp ω2A sinh(khu )k
+1/2Rbp ω2B cosh(khu )k + 1/2 bω2Ep cosh(kp hu )kp −Rkω kp AAp cosh(hu (k − kp))
+RωBkAp kp sinh(hu (k − kp)) + 1/2Rbω2Ap sinh(kp hu)kp − CkωEp kp sinh(hu (k0 − kp))
+Ck0ω0 kp Dp cosh(hu (k − kp))− 1/2 gbEp sinh(kp hu )kp2 + 1/2 gRkbp kp B sinh(khu )
−1/2Rbω2Bp cosh(kp hu)kp − 1/2 bp C sinh(khu)kω2 + 1/2 bω2Dp sinh(kp hu)kp ,
A3 = 1/2 (k + kp)(−kp sinh(kp hu )Bp b− kp cosh(kp hu)Dp b+ kp cosh(kp hu )Ap b
−kp sinh(kp hu )Ep b+ C cosh(khu )kbp + kbp B sinh(khu )− kbp A cosh(khu )) .
Where A,B,C and b are given as functions of a by equations 1.2.5 and 1.2.6. To find V4,
the second-order potential φ
(2)
ℓ containing terms with wavenumber 2k is needed. It is given
by
φ
(2)
ℓ = Dd cosh[k(z + hu + hl)] sin(kdx− ωdt) (1.5.88)
where kd=2k, ωd=2ω, and
Dd = −g
2B3 kd
2Rsu − gsu kd2B2 − B3 Rωd4su + su2kdRωd2B1 + ωd2cu kdB2 − ωd2cu2RkdB1
cl kd
(
g2kd
2Rsu −Rωd4su + ωd2gsu kd − ωd4cu − g2kd2su + gkdωd2cu
)
where cu ,cl, su and sl stand for cosh(kdhu), cosh(kdhℓ), sinh(kdhu) and sinh(kdhℓ) respec-
tively. In the above, the coefficients B1, B2 and B3 are:
B1 =
1
2
(2 aω2Bk + 2A2k2ω −B2k2ω − aAk2g) ,
B2 = 1/2 k
(
2 kRgbB sinh (khu)− kB2ωR− 2 kRgbA cosh (khu)− kD2ω
+2 kgbD cosh (khℓ) + kA
2ωR−Rbω2A sinh (khu ) +Rbω2B cosh (khu)− bDω2 sinh (khℓ)
)
,
B3 = −bk2 [A cosh (khu )−B sinh (khu)−D cosh (khℓ)] .
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As a result, V4 is obtained to be:
V4 = A4 cos[krx− ωrt] with A4 = −dDdkkr . (1.5.89)
Substitution of Vj , j=1, . . . , 4 into (1.5.82) gives
Λj1 = 2Aj
ξ cos(krL) sin(ξL)− kr sin(krL) cos(ξL)
ξ2 − k2r
, (1.5.90)
Λj2 = −2iAj ξ sin(krL) cos(ξL)− kr cos(krL) sin(ξL)
ξ2 − k2r
. (1.5.91)
Finally, the solution for the potentials associated with class III Bragg resonance is
φ
(3)
u (x, z, t) =
∑
ξ=ks,−ks,ki,−ki
Res(ξ)D˜(ξ) {[Au1 cosh(ξz) +Bu1 sinh(ξz)] cos(ωrt)
+[Au2 cosh(ξz) +Bu2 sinh(ξz)] sin(ωrt)} e−iξx , (1.5.92)
φ
(3)
ℓ (x, z, t) =
∑
ξ=ks,−ks,ki,−ki
Res(ξ)D˜(ξ) {[Aℓ1 cosh(ξz) +Bℓ1 sinh(ξz)] cos(ωrt)
+[Aℓ2 cosh(ξz) +Bℓ2 sinh(ξz)] sin(ωrt)} e−iξx . (1.5.93)
It then can be shown that
[(iAu2 −Au1)D˜]
∣∣
ξ=−kx = [(−iAu2 −Au1)D˜]
∣∣
ξ=kx
≡ β(kx) for x = i, s . (1.5.94)
Thus, at far upstream (x→ −∞),
φ
(−3)
u (x, 0, t) = βiα(ki) sin(kix+ ωrt) + βsα(ks) sin(ksx+ ωrt) , (1.5.95)
η
(3−)
u (x, t) =
ωr
g
[βiα(ki) cos(kix+ ωrt) + βsα(ks) cos(ksx+ ωrt)] , (1.5.96)
η
(3−)
ℓ (x, t) =
ωr
g
[βiλ(ki)α(ki) cos(kix+ ωrt) + βsλ(ks)α(ks) cos(ksx+ ωrt)] . (1.5.97)
and
Rss =
|η(3−)u |
|η(1)u |
, Rsi =
|η(3−)ℓ |
|η(1)u |
. (1.5.98)
As an illustration, consider a problem with the following parameters: hℓ/hu=1, R=0.5,
khu=0.3 (ω
2hu/g=0.14), ka=0.06, kd=0.007 and Mb=30. For a surface incident wave,
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Figure 1-14: Reflection and transmission coefficients of resonant surface and internal waves
in the neighborhood of class III Bragg resonance for a single surface incident wave over a
rippled bottom. The parameters are hℓ/hu=1, R=0.5, khu=0.3 (ω2hu/g=0.14), ka=0.06,
kd=0.007, and Mb=30. The lower graph is a close-up of the upper graph for small k/kb.
class III resonances occur at: (i) k/kb=3.61 with a resonant transmitted surface wave;
(ii) k/kb=0.124 with a resonant reflected internal wave; (iii) k/kb=0.234 with a resonant
reflected surface wave; and (iv) k/kb=0.247 with a resonant transmitted internal wave.
Figure 1-14 shows the reflection and transmission coefficients of the resonant waves for all
four cases of class III resonance when the incident wave has only one component. For a real
ocean stratification (R = 0.96), figure 1-15 shows a similar plot. Parameters in this figure are
hℓ/hu=1, R=0.96, khu=0.3 (ω2hu/g=0.02), ka=0.06, kd=0.001 andMb=5. For an internal
incident wave, class III resonances occur at: (i) k/kb=7.9 with a resonant transmitted
internal wave; (ii) k/kb=0.24 with a resonant reflected internal wave; (iii) k/kb=0.44 with
a resonant reflected surface wave; and (iv) k/kb=0.54 with a resonant transmitted surface
wave.
Figures 1-16 and 1-17 show the dependence of the resonated wave amplitude (for the
above four cases) on the density ratio R and the depth ratio hℓ/hu, at the exact class III
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Figure 1-15: Reflection and transmission coefficients of resonant surface and internal waves
in the neighborhood of class III Bragg resonance for a single surface incident wave over a
rippled bottom. The parameters are hℓ/hu=1, R=0.96, khu=0.3 (ω2hu/g=0.02), ka=0.06,
kd=0.001, and Mb=5. The lower graph is a close-up of the upper graph for small k/kb.
Bragg condition. As R→ 1, the amplitude of the resonant internal wave vanishes while that
of the resonant surface wave approaches a small finite value. Except for the case of resonant
transmitted internal wave, there is a maxima in the amplitude of resonant waves obtained at
small R for the other three cases. In general, the amplitude of resonant transmitted wave is
much higher than that of resonant reflected wave. The effect of the depth ratio is somewhat
different. The amplitude of resonant internal wave vanishes while that of resonant surface
wave approaches to a finite value as hℓ/hu → 0. As hℓ/hu increases, resonant surface wave
decreases monotonically to zero while resonant internal wave increases to a maxima and
then decreases to zero.
Figure 1-18 shows the dependence of the reflection and transmission coefficients of the
resonant surface and internal waves on the incident wave frequency due to class III Bragg
resonance. As expected, the amplitudes of the resonant surface and internal waves become
smaller for larger incident wave frequency as the effect of the bottom on the surface/internal
wave motion weakens.
It is to be noted that the case for two different incident waves can be worked out in a
similar way. The algebra is much more tedious and the formulas quite lengthy, and are not
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Figure 1-16: Variations of the reflection and transmission coefficients of resonant surface
and internal waves at exact class III Bragg resonance as a function of density ratio for a
single surface incident wave over a rippled horizontal bottom. (a) Sc1 + Sc2 → SR, (b)
Sc1+Sc2 → IR, (c) Sc1+ Sc2 → IT , (d) Sc1+Sc2 → ST . Other parameters are the same as
in figure 1-14.
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Figure 1-17: Same as figure 1-16 but now variations as a function of the depth ratio hℓ/hu.
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Figure 1-18: Variations of reflection and transmission coefficients of resonant surface and
internal waves at exact class III Bragg resonance as a function of incident wave frequency
for a single surface incident wave over a rippled horizontal bottom. Other parameters are
the same as in figure 1-14.
presented here.
1.6 Illustrative case studies
The Bragg resonance mechanisms involving two-layer density stratification and a rippled
bottom discussed in the previous sections have important effects on the evolution of ocean
waves under the appropriate conditions. We discuss four specific examples of these: the
effect of stratification on classical second-order homogeneous fluid Bragg resonance; strong
reflection of internal gravity waves by bottom ripples; generation of high frequency internal
waves by long surface waves over bottom topography; and new quartet resonances involving
class III Bragg interactions among three free waves and a bottom undulation in the presence
of density stratification.
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Figure 1-19: Effect of stratification on the reflection coefficient of homogeneous fluid class
I Bragg resonance. Parameters are R = 0.96, d/a = 1, and, ω2H/g = 3 (– · –), ω2H/g = 6
(- - -), and ω2H/g = 12 (——) (in physical domain correspond to a T = 8 sec wave traveling
over a sea of respectively H = 50 m, 100 m, 200 m depth).
1.6.1 Modification of homogeneous fluid Class I Bragg resonance in the
presence of stratification
Bragg resonance in a homogeneous fluid is well understood theoretically and experimen-
tally (Mei, 1985; Belzons et al., 1988; Liu & Yue, 1998; Ardhuin & Herbers, 2002; Ardhuin
& Magne, 2007). Here we show that ocean stratification can significantly affect the ex-
pected homogeneous fluid reflection coefficient. Figure 1-19 shows the change in the class
I Bragg reflection coefficient with or without density stratification. Results are shown for
R = 0.96 for different total depths ω2H/g with varying thermocline depths hu/H. Denoting
the homogenous fluid reflection coefficient as R0ss, we note that Rss/R0ss approaches 1 as
hu/H → 0, is greater than 1 for intermediate values of hu/H, and decreases below 1 for
hu/H near 1. The effect is somewhat diminished for longer incident waves (relative to total
depth). The change due to the presence of stratification depends in general on R, ω2H/g,
hu/H and d/a. For the parameters chosen in Figure 1-19, the overall effect is relatively
weak (of the order of ±5%).
1.6.2 Bragg reflection of internal waves
Similar to the reflection of surface waves on a homogeneous fluid, bottom ripples can
strongly reflect incident internal waves. Figure 1-20 shows the reflection coefficient Rii due
to class I Bragg resonance (Ic
kb−→ IR) for R=0.96, hℓ/hu=0.2, ω2hu/g=0.12, d/hu=0.1, and
Mb=20. For stratified layer depths of hu = 200m and hℓ = 40m, say, the chosen parameters
correspond to relatively short incident internal-mode waves of wavelength λi = 200 m and
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Figure 1-20: Reflection coefficients (Rii) of an internal mode resonance generated wave in
the neighborhood of class I Bargg resonance as a function of relative wavenumber 2ki/kb.
R=0.96, hℓ/hu=0.2, ω2hu/g=0.12, d/hu=0.1, and Mb=4.
not atypical bottom ripple wavelength of λb = 100 m (Mei et al., 2005; Guazzelli et al.,
1991). Figure 1-20 shows that over a distance of about 2 Km (Mb=20), a reflected internal
wave of 60% of the incident amplitude can be expected. Systematic study varying the
physical parameters (Alam, 2008) shows that Rii is generally greater for longer interfacial
waves, shallower lower layer depth and stronger stratification.
1.6.3 Generation of high frequency internal waves by long surface waves
High-frequency internal waves are frequently observed in lakes and coastal waters (Gar-
rett & Munk, 1975). Although many different generation mechanisms have been proposed
(e.g. Thorpe et al., 1996), the precise origin of these waves is still a matter of current in-
vestigation (e.g. Boegman et al., 2003). The elucidation of internal wave Bragg resonance
here offer another possible explanation. We show here that resonance short internal waves
can be generated by the interaction of very long surface wave (such as seishes in lakes) with
bottom topography.
Figure 1-21 shows an example of generation of high frequency internal waves due to
Bragg resonance of long incident surface waves (Sc
kb1−→ IR and Sc kb2−→ IT ). Parameters cho-
sen are R=0.96, hℓ/hu=0.5, ω2hu/g=0.04, d/hℓ=0.5, and Mb=20. These may correspond
to, for example, total and thermocline depths of H = 75 m and hu = 50 m, surface wave
of wavelength λin = 2 km, and short resonant internal waves of period T = 70 sec. In this
example the resonance is relatively selective, however, it is strong. The strength ,as before,
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Figure 1-21: Reflection (——) and transmission (- - -) coefficients (Rsi, Tsi) for an incident
surface mode wave (wavenumber ks) that resonant an internal mode wave in the neighbor-
hood of class I Bargg resonance, as a function of relative wavenumber 2ks/kb. R=0.96,
hℓ/hu=0.5, ω
2hu/g=0.04, d/hℓ=0.5, and Mb=20.
increases as the length of the bottom patch increases.
1.6.4 Class III Bragg resonance among surface and internal waves
In the absence of bottom topography, Ball (1964) and Wen (1995b); Hill & Foda (1996);
Jamali (1998) studied the triad resonance involving two surface and one internal waves, and
one surface and two internal waves, respectively. For realistically weak ocean stratification
with 1 − R ≪ 1, such triad resonances are highly selective. In the former, the only case
involves two oppositely traveling surface waves of very close wavelengths resonant with an
internal wave of half the wavelength. In the latter, the two internal waves have to be
oppositely traveling and of almost the same wavelength, now resonant with a surface wave
of half the period.
Unlike the above, if bottom ripples are present, resonance involving three surface/internal
waves obtains for a broad range of conditions under Class III Bragg resonance. In particular,
these conditions include co-propagating waves (as well as counter-propagating waves), and
cover realistic cases of long wavelength and period internal waves relative to surface waves.
Figure 1-22 shows the different possibilities of surface, internal, and bottom wavenumbers
for Class III Bragg resonance involving two incident surface-mode waves (ks1, ks2), an in-
ternal mode wave (ki), and a bottom topography with component (kb), for R=0.96 and
hℓ/hu=2.3 (i.e. Sc1 ± Sc2 kb1−→ IR and Sc1 ± Sc2 kb2−→ IT ). The cases involving (a) co-
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Figure 1-22: Class III Bragg resonance involving two (a) co-propagating, and (b)
counter-propagating, surface-modes waves (wavenumbers ks1, ks2); an internal mode wave
(wavenumber ki), and a bottom ripple component (wavenumber kb). The physical param-
eters are R=0.96, hℓ/hu=2.3, and, for specificness, ks1hu = 1.85. Given ks2 (bottom axis),
say, the resonance curves corresponding to co-propagating (– · –) or counter-propagating
(- - -) internal mode waves (relative to ks1) allow one to obtain the two resonant values of
kb (left axis); while the resonant curve represented by —— obtains the (unique) resonant
value of ki (right axis).
propagating, and (b) counter-propagating surface waves are shown separately; and in the
former case, the resonant internal wave can be co- or counter-propagating. If two incident
waves are co-propagating, both of kbs and ki decrease as |ks1 − ks2| increases, while if two
incident waves are counter-propagating, as |ks1 − ks2| increases, ki decreases, but one of
kbs (associated with resonant internal wave that co-propagates with ks1 increases. Since
the stratification is weak, the depth of thermocline has a small effect on the resonance
condition. For example results for thermoclines of hℓ/hu = 2.3 and hℓ/hu = 0.4 are barely
distinguishable.
For illustration, for the fixed value ks1hu = 1.85 (ω
2
s1hu/g=1.9), Figure 1-22(a) shows
that for a chosen value of co-propagating ks2hu = 1.55, bottom components of wavenumber
kbhu = 1.16 respectively resonates a co-propagating, counter-propagating internal wave of
kihu = 0.83. In dimensional values, for a total depth of H = 100m (hu = 30m), say, these
correspond to two co-propagating incident surface waves of wavelengths λs1 ≈102m and
λs2 ≈122m (corresponding periods of T1 ≈8s, T2 ≈8.8s), bottom wavelength of λb ≈116m,
and resonant internal wave of wavelength λi ≈226m.
The rate of growth b of the Class III Bragg resonant internal wave with two incident
surface waves and one bottom component can be obtained by regular perturbation. The
closed-form formula for the growth rate b is similar as before but is more complicated and
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Figure 1-23: Effect of total depth of sea and the depth of themocline on the growth rate b
of internal wave generation under Class III Bragg resonance. Parameters are R = 0.96 and
two co-propagating incident surface waves as2/as1=1.2, d/as1=6.5, kas1=0.2.
algebraically lengthy, and is not given here. Figure 1-23 shows the value of b for different
total and thermocline depths for the Sc1 + Sc2 → Ir Class III Bragg resonance. This
resonance is stronger if the thermocline is closer to the bottom, and if the sea is shallower.
From regular perturbation analysis, the growth rate is linearly proportional to the amplitude
of incident waves and the bottom topography. For a thermocline close to the free surface,
b increases almost linearly with hu, whereas as hu/H → 1, b increases exponentially. For
given hu/H, b also increases rapidly as the incident wave period increases.
1.7 Conclusion
In this chapter the generalized two-dimensional Bragg resonance of waves in a two-layer
density stratified fluid over a rippled bottom is studied analytically using perturbation
theory.
Bragg resonances obtain involving triad (class I) and quartet (class II and III) interac-
tions at second and third order (in wave/bottom steepness) respectively in which at least
one of the participant is a component of the rippled bottom. The results are a generalization
of the unstratified (single layer) fluid case of Liu & Yue (1998), but, because of the possi-
bility of internal mode waves, now admit many (new) resonance cases and combinations.
These are enumerated and represented schematically in Feynman-like diagrams. In class I
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and II Bragg resonances only one frequency exists, while in the class III Bragg resonance,
the frequency of resonant wave can be the sum or the difference of frequency of incident
waves resulting in the possibility for the generation of very long or short waves. For all
three classes of resonances, regular perturbation solutions are obtained which predict the
resonances and the growth of the resonant transmission or reflection waves for a finite bot-
tom patch. For very long bottom patches, regular perturbation results are not valid, and
analyses involving slow-variables and multiple scales are needed. This is obtained here for
the case of class I resonance.
Extension of the current analysis to three dimensions is algebraically more involved
but straightforward. An analysis of the case of oblique incidence for class I is given in
Appendix F. The differences are not significant. It is shown that the growth rate of the
resonant wave in fact decreases as the angle of incident increases, similar to the case of
homogeneous fluid Bragg resonance (see for example Liu & Yue, 1998) or triad resonance
between surface/internal waves over a flat bottom (see for example Jamali et al., 2003).
This chapter provides the analytic basis and guidance for understanding the complex
resonant interactions involving surface/internal mode waves travelling over a rippled bot-
tom. In practice, the general problem consists of surface/internal mode waves and bottom
topography containing multiple (indeed a spectrum of) components, plus resonant gener-
ated wave components, obtaining multiple resonances and resonant combinations among
these components. For this general problem, a direct numerical simulation of the nonlinear
evolution is needed. This is the subject of the second chapter of this thesis.
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Chapter 2
Bragg resonance of waves in a
two-layer fluid propagating over
bottom ripples: Perturbation
analysis
2.1 Introduction
The main objective of this chapter is the general high-order and multiple Bragg reso-
nance interactions of surface/internal waves in a two-layer stratified fluid propagating over
a patch of wavy bottom. In the first chapter, perturbation analyses for three different
classes of Bragg resonances are developed that obtain when interactions up to third order
in wave/bottom steepness are considered. At second order, class I Bragg resonance involves
two surface/internal waves and one bottom ripple component. At third order, class II and
III Bragg resonance involve quartets of components: two surface/internal and two bottom
ripple components, and three surface/internal waves and one bottom ripple component,
respectively. Chapter one enumerates the multiple possible combinations and cases under
these resonance classes, elucidates the different mechanisms, and obtains predictions of the
(initial) growth/evolution of the resonant wave. While perturbation analyses provide the
essential framework and understand specific predictions, the general problem of interest
involving multiple (resonantly) interacting surface/internal/bottom components up to high
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(possibly more than third) order becomes quickly intractable analytically, and numerical
solutions must be sought. This is the subject of this chapter.
In this chapter a powerful high-order spectral method (HOS), originally developed for
nonlinear wave-wave and wave-bottom interactions in a one-layer fluid (Dommermuth &
Yue, 1987; Liu & Yue, 1998), is extended to the case of a two-layer density stratified fluid.
HOS is the extension of Zakharov (1968) mode coupling idea in a direct computational ap-
proach. This method computationally accounts for nonlinear wave-wave and wave-bottom
interactions up to an arbitrary high order M in the wave (or bottom) steepness, and fol-
lows the (time) evolution of a large number of wave modes, say N=O(103) per horizontal
dimension. By using the fast transform techniques, the computational effort is (approxi-
mately) linearly proportional toM and N . For moderately steep waves and bottom ripples,
the method achieves an exponential convergence of the solution with respect to M and N .
The extension of HOS to a two-layer fluid over non-uniform bottom preserves these com-
putational properties and is extremely efficient and effective (in some sense ideal) for the
problem at hand.
The mathematical formulation of the HOS method for a two-layer fluid in the presence
of variable bottom topography is described in §2.2. In §2.3, the implementation issues are
discusses and a validation of the method by testing the convergence with different numer-
ical parameters (including N and M) using the fully-nonlinear Stokes wave solution in a
two-layer fluid as the benchmark is described. In §2.4, direct numerical simulations are used
to investigate nonlinear resonant interactions of surface/internal waves and bottom undula-
tions. In order to relate the present time-domain simulation to the theoretical results in the
frequency domain, a robust algorithm for the decomposition of Fourier wave components
of a nonlinear wavefield from the time history of the wavefield evolution is developed in
§2.4.1. The classical second-order triad resonance of surface and internal waves with a flat
bottom is considered first (§2.4.2). Quantitative comparisons between the numerical predic-
tion and perturbation solution are obtained and the higher-order effects (not accounted for
in the theory) are characterized. The three classes of Bragg resonance of surface/internal
waves over bottom ripples are studied in §2.4.3, §2.4.4 and §2.4.5, respectively. In each
case, the present HOS predictions are validated and compared against the theoretical pre-
dictions of chapter one. The effects of greater steepness and higher-order interactions on
the resonances are then quantified and characterized. Finally, in §2.4.6, a somewhat more
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complicated problem involving multiple Bragg resonances with a bottom containing three
different (sinusoidal) ripple components is considered. The long-time evolution is studied
over such a bottom of a single incident surface wave chosen to (initially) satisfy a class I
Bragg resonance condition. Because of the presence of the additional (resonant) bottom
wavenumbers, multiple higher-order resonances ensue as predicted by theory and confirmed
numerically. As time increases, these resonant interactions spread the energy in the initial
incident waves over a broad range of frequencies, and the wave motion is shown to become
chaotic.
2.2 Mathematical formulation
In this section, the mathematical formulation of a numerical method for the computa-
tion of nonlinear interactions of gravity surface and interfacial waves with varying bottom
topography is described. This method is a direct extension of the high-order spectral (HOS)
method for the simulation of nonlinear wave-wave and wave-bottom interactions in a single
layer fluid (Dommermuth & Yue, 1987; Liu & Yue, 1998). The extended method is capa-
ble of accounting for nonlinear interactions of broadband wave components on the surface,
interface, and the bottom up to an arbitrary high order in the wave/bottom steepness.
2.2.1 Initial boundary-value problem
Consider the motion of a two-layer fluid over a variable bottom topography. A Cartesian
coordinate system is defined with the x-axis on the mean free surface and the z-axis positive
upward, as shown in figure 2-1. The upper and lower layers of fluid have respectively depths
and densities of hu, ρu and hℓ, ρℓ (hereafter subscripts u and ℓ are used to respectively denote
upper and lower layer quantities); and the bottom elevation is given by ηb=ηb(x). In each
layer, assume that the fluid is homogeneous, incompressible, immiscible and inviscid; and
the motion irrotational and described by the velocity potential φu(x, z, t) or φℓ(x, z, t). The
equations governing the motion of a two-layer fluid are (ignoring surface tension):
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Figure 2-1: Definition sketch.
∇2φu = 0 −hu + ηℓ < z < ηu (2.2.1a)
∇2φℓ = 0 −hu − hℓ + ηb < z < −hu + ηℓ (2.2.1b)
ηu,t + ηu,xφu,x − φu,z = 0 z = ηu (2.2.1c)
φu,t +
1
2(φ
2
u,x + φ
2
u,z) + gηu = 0 z = ηu (2.2.1d)
ηℓ,t + ηℓ,xφu,x − φu,z = 0 z = −hu + ηℓ (2.2.1e)
ηℓ,t + ηℓ,xφℓ,x − φℓ,z = 0 z = −hu + ηℓ (2.2.1f)
ρu[φu,t +
1
2 (φ
2
u,x + φ
2
u,z) + gηℓ]−
ρℓ[φℓ,t +
1
2(φ
2
ℓ,x + φ
2
ℓ,z) + gηℓ] = 0 z = −hu + ηℓ (2.2.1g)
ηb,xφℓ,x − φℓ,z = 0 z = −hu − hℓ + ηb. (2.2.1h)
where ηu=ηu(x, t), ηℓ=ηℓ(x, t), are respectively the free surface and interface wave eleva-
tions, and g the gravitational acceleration. For an initial-value problem, the conditions are
prescribed at initial time (t=0) for the surface and interface elevations (ηu(x, 0), ηℓ(x, 0))
and velocity potentials (φu(x, ηu(x, 0), 0), φu(x,−hu + ηℓ(x, 0), 0), φℓ(x,−hu + ηℓ(x, 0), 0))
are specified. For computation, periodic boundary condition in the horizontal direction is
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assumed.
2.2.2 Evolution equations
Let’s define the surface potential φSu for the upper layer, and the interface potentials for
the upper and lower layers φIu and φ
I
ℓ as follows:
φSu(x, t) ≡ φu(x, ηu(x, t), t) , and φIu/ℓ(x, t) ≡ φu/ℓ(x,−hu + ηℓ(x, t), t) . (2.2.2)
In the neighborhood of the interface, for convenience, let’s define a new potential ψ(x, z, t) ≡
φℓ(x, z, t) − Rφu(x, z, t) where R ≡ ρu/ρℓ. Let’s further define ψI to be the value of ψ
evaluated on the interface:
ψI(x, t) ≡ φIℓ (x, t)−RφIu(x, t) . (2.2.3)
In terms of these quantities, the kinematic and dynamic boundary conditions on the surface
((2.2.1c) and (2.2.1d)) and interface ((2.2.1e) and (2.2.1g)) can be rewritten in the forms:
ηu,t = −ηu,xφSu,x + (1 + η2u,x) φu,z , z = ηu , (2.2.4)
φSu,t = −gηu −
1
2
(φSu,x)
2 +
1
2
(1 + η2u,x)φ
2
u,z , z = ηu , (2.2.5)
ηℓ,t = −ηℓ,xφIu,x + (1 + η2ℓ,x) φu,z , z = −hu + ηℓ , (2.2.6)
ψI,t =
1
2
[R(φIu,x)2 − (φIℓ,x)2]
+
1
2
(1 + η2ℓ,x)(φ
2
ℓ,z −Rφ2u,z)− gηℓ(1−R) , z = −hu + ηℓ . (2.2.7)
In the HOS approach, (2.2.4)-(2.2.7) are the evolution equations for ηu, φ
S
u , ηℓ and ψ
I . These
depend on the vertical surface velocity, φu,z(x, ηu, t), and the vertical interface velocities,
φu,z(x,−hu + ηℓ, t) and φℓ,z(x,−hu + ηℓ, t), which are obtained from the boundary-value
problem solution.
2.2.3 Perturbation expansions
To solve the boundary-value problem, assume that φu, φℓ, ηu, ηℓ and all their derivatives
areO(ǫ), where ǫ is a small quantity that measures the steepness of the free surface, interface,
and bottom. By expanding φu and φℓ in perturbation series up to an arbitrary order M in
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ǫ:
φu(x, z, t) =
M∑
m=1
φ(m)u (x, z, t) , φℓ(x, z, t) =
M∑
m=1
φ
(m)
ℓ (x, z, t) (2.2.8)
where the superscript “(m)” represents a quantity of O(ǫm).
On the free surface, as in a one-layer fluid, the surface potential φSu(x, t) can be expanded
in a Taylor series with respect to the mean free surface z=0:
φSu(x, t) =
M∑
m=1
φ(m)u (x, ηu, t) =
M∑
m=1
M−m∑
k=0
ηku
k!
∂k
∂zk
φ(m)u (x, z, t)
∣∣
z=0
. (2.2.9)
At each time t, ηu and φ
S
u are considered to be known from time integration of (2.2.4)-
(2.2.5). From (2.2.9), now it obtains a sequence of Dirichlet boundary conditions on z=0
for φ
(m)
u :
φ(m)u (x, 0, t) = f
(m)
u (2.2.10)
with
f (1)u = φ
S
u , (2.2.11)
f (m)u = −
m−1∑
k=1
ηku
k!
∂k
∂zk
φ(m−k)u (x, z, t)
∣∣
z=0
, m = 2, 3, . . . ,M . (2.2.12)
Similarly, on the interface, ψI is expanded in a Taylor series with respect to the mean
position of the interface z=−hu:
ψI(x, t) =
M∑
m=1
ψ(m)(x,−hu + ηℓ, t) =
M∑
m=1
M−m∑
k=0
ηkℓ
k!
∂k
∂zk
ψ(m)(x, z, t)
∣∣
z=−hu . (2.2.13)
As on the free surface, at any time t, ηℓ and ψ
I are given from integrating (2.2.6)-(2.2.7).
From (2.2.13), it again obtains a sequence of Dirichlet boundary conditions on z=−hu for
φ(m):
ψ(m)(x,−hu, t) = f (m)ℓ1 (2.2.14)
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with
f
(1)
ℓ1 = ψ
I , (2.2.15)
f
(m)
ℓ1 = −
m−1∑
k=1
ηkℓ
k!
∂k
∂zk
ψ(m−k)(x, z, t)
∣∣
z=−hu , m = 2, 3, . . . ,M . (2.2.16)
On the interface, there are two kinematic boundary conditions, (2.2.1e) and (2.2.1f). In
addition to (2.2.6) used as the evolution equation for ηℓ, the other one can be rewritten as:
Φ,z(x, z, t) = ηℓ,xΦ,x , z = −hu + ηℓ (2.2.17)
where Φ ≡ φu(x, z, t)−φℓ(x, z, t). Note that (2.2.17) is the difference of (2.2.1e) and (2.2.1f).
Upon expanding Φ(x, z, t) on the interface z=−hu + ηℓ in a Taylor series with respect to
z=−hu,
Φ(x,−hu + ηℓ, t) =
M∑
m=1
Φ(m)(x,−hu + ηℓ, t)
=
M∑
m=1
M−m∑
k=0
ηkℓ
k!
∂k
∂zk
Φ(m)(x, z, t)
∣∣
z=−hu . (2.2.18)
Substituting (2.2.18) into (2.2.17) and collecting terms at each order, a sequence of Neumann
boundary conditions is obtained at z=−hu for Φ(m):
Φ(m),z (x,−hu, t) = f (m)ℓ2 (2.2.19)
with
f
(1)
ℓ2 = 0 , (2.2.20)
f
(m)
ℓ2 =
m−1∑
k=1
∂
∂x
[
ηkℓ
k!
∂(k−1)
∂z(k−1)
Φ(m−k),x (x, z, t)
∣∣
z=−hu
]
, (2.2.21)
for m=2, 3, . . . ,M .
On the bottom z=−hu − hℓ + ηb, φℓ is expanded in a Taylor series with respect to
the mean bottom position z=−hu − hℓ. Upon substituting the expansion into the bottom
boundary condition (2.2.1h), a sequence of Neumann boundary conditions is obtained at
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z=−hu − hℓ for φ(m)ℓ :
φ
(m)
ℓ,z (x,−hu − hℓ, t) = f (m)b (2.2.22)
with
f
(1)
b = 0 , (2.2.23)
f
(m)
b =
m−1∑
k=1
∂
∂x
[
ηkb
k!
∂(k−1)
∂z(k−1)
φ
(m−k)
ℓ,x (x, z, t)
∣∣
z=−hu−hℓ
]
, m = 2, 3, . . . ,M.(2.2.24)
With these expansions, a sequence of linearized boundary-value problems is obtained for
the perturbed potentials φ
(m)
u and φ
(m)
ℓ , m=1, 2, . . . ,M . Specifically, at each order m, φ
(m)
u
and φ
(m)
ℓ satisfy Laplace’s equation respectively in the region 0 ≥ z ≥ −hu and −hu ≥ z ≥
−hu − hℓ with the boundary conditions: (i) φ(m)u (x, 0, t)=f (m)u ; (ii) ψ(m)(x,−hu, t)=f (m)ℓ1 ;
(iii) Φ
(m)
,z (x,−hu, t)=f (m)ℓ2 ; (iv) φ(m)ℓ,z (x,−hu−hℓ, t)=f (m)b ; and (v) φ(m)u and φ(m)ℓ are periodic
in x. These boundary-value problems can be solved sequentially up to an arbitrary order
M starting from m=1.
2.2.4 Spectral solution for φ
(m)
u and φ
(m)
ℓ
The spectral method is now applied to solve the boundary-value problems for φ
(m)
u and
φ
(m)
ℓ , m=1, 2, . . . ,M . At each order m, the solutions of φ
(m)
u and φ
(m)
ℓ is constructed in
terms of Fourier basis functions:
φ(m)u (x, z, t) =
N−1∑
n=−N
{
A(m)n (t)
cosh[kn(z + hu)]
cosh(knhu)
+B(m)n (t)
sinh(knz)
cosh(knhu)
}
eiknx (2.2.25)
φ
(m)
ℓ (x, z, t) =
N−1∑
n=−N
{
C(m)n (t)
cosh[kn(z + hu + hℓ)]
cosh(knhℓ)
+D(m)n (t)
sinh[kn(z + hu + hℓ)]
cosh(knhℓ)
}
eiknx (2.2.26)
where kn=2πn/Lx with Lx being the length of the computational domain, and A
(m)
n , B
(m)
n ,
C
(m)
n , and D
(m)
n are the complex modal amplitudes. One notes that for sufficiently smooth
φ
(m)
u and φ
(m)
ℓ , A
(m)
n , B
(m)
n , C
(m)
n , and D
(m)
n decay exponentially in magnitude with |n|.
Clearly, φ
(m)
u and φ
(m)
ℓ in (2.2.25) and (2.2.26) are harmonic and satisfy the boundary
condition (v). The unknown amplitudes A
(m)
n , B
(m)
n , C
(m)
n , and D
(m)
n are determined by the
imposition of the other four boundary conditions (i), (ii), (iii) and (iv) to φ
(m)
u and φ
(m)
ℓ in
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(2.2.25) and (2.2.26).
Specifically, A
(m)
n is determined from the boundary condition (i), D
(m)
n from the bound-
ary condition (iv), and B
(m)
n and C
(m)
n from the boundary conditions (ii) and (iii). Upon
substitution,
A(m)n = f˜
(m)
un , (2.2.27a)
B(m)n =
[
knf˜
(m)
un R sinh knhℓ + f˜ (m)bn cosh knhu + knf˜ (m)ℓ1n sinh knhℓ cosh knhu
+f˜
(m)
ℓ2n cosh knhu cosh knhℓ
]
/∆n , (2.2.27b)
C(m)n = − cosh knhℓ
[
−knf˜ (m)un R+ f˜ (m)bn (R sinh knhu cosh knhℓ+ sinh knhℓ cosh knhu)
−knf˜ (m)ℓ1n cosh knhu + f˜ (m)ℓ2n R sinh knhu
]
/∆n , (2.2.27c)
D(m)n =
cosh(knhℓ)
kn
f˜
(m)
bn , (2.2.27d)
for n=0,±1, . . . ,±N . In (2.2.27), ∆n ≡ kn(cosh knhu cosh knhℓ + R sinh knhu sinh knhℓ),
and f˜
(m)
un , f˜
(m)
ℓ1n , f˜
(m)
ℓ2n , and f˜
(m)
bn are respectively the n−th Fourier modal amplitudes of f (m)u ,
f
(m)
ℓ1 , f
(m)
ℓ2 , and f
(m)
b .
2.2.5 Evaluation of the interface potentials and surface/interface vertical
velocities
Once the boundary-value solution at order m is obtained, the vertical velocities of the
fluid on the mean free surface and interface at that order are obtained from (2.2.25) and
(2.2.26):
φ(m)u,z (x, 0, t) =
N∑
n=−N
kn
[
A(m)n (t) tanh(knhu) +B
(m)
n (t)
]
eiknx , (2.2.28a)
φ(m)u,z (x,−hu, t) =
N∑
n=−N
knB
(m)
n (t)e
iknx , (2.2.28b)
φ
(m)
ℓ,z (x,−hu, t) =
N∑
n=−N
kn
[
C(m)n (t) tanh(knhu) +D
(m)
n (t)
]
eiknx , (2.2.28c)
for m=1, 2, . . . ,M .
After the boundary-value solution is obtained up to the specified order M , the interface
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potentials and the surface/interface vertical velocities are evaluated by:
φIu(x, t) =
M∑
m=1
M−m∑
k=0
ηku
k!
∂k
∂zk
φ(m)u (x,−hu, t) , (2.2.29a)
φIℓ (x, t) =
M∑
m=1
M−m∑
k=0
ηku
k!
∂k
∂zk
φ
(m)
ℓ (x,−hu, t) , (2.2.29b)
φu,z(x, ηu, t) =
M∑
m=1
M−m∑
k=0
ηku
k!
∂(k+1)
∂z(k+1)
φ(m)u (x, 0, t) , (2.2.29c)
φu,z(x,−hu + ηℓ, t) =
M∑
m=1
M−m∑
k=0
ηkℓ
k!
∂(k+1)
∂z(k+1)
φ(m)u (x,−hu, t) , (2.2.29d)
φℓ,z(x,−hu + ηℓ, t) =
M∑
m=1
M−m∑
k=0
ηkℓ
k!
∂(k+1)
∂z(k+1)
φ
(m)
ℓ (x,−hu, t) , (2.2.29e)
in which the higher z−derivatives of φ(m)u/ℓ are evaluated by converting into x−derivatives
using Laplace’s equation, e.g. , φ
(m)
u/ℓ,zz=−φ
(m)
u/ℓ,xx, φ
(m)
u/ℓ,zzz=−φ
(m)
u/ℓ,zxx, etc. The x−derivatives
are evaluated easily in the Fourier space.
2.3 Implementation and validation
2.3.1 Implementation
The time simulation of nonlinear interactions of surface and interfacial waves with vari-
able bottom topography up to a specified order M consists of two main steps: (a) at each
time t, given the surface and interface elevations (ηu, ηℓ), surface potential (φ
S), and a
weighted potential combination at the interface (ψI=φIℓ −RφIu), solve the boundary-value
problems for φu and φℓ up to the specified order M and evaluate the surface velocity,
φu,z(x, ηu, t), and interface velocities, φu,z(x,−hu + ηℓ, t) and φℓ,z(x,−hu + ηℓ, t); and (b)
integrate the evolution equations, (2.2.4)-(2.2.7), in time to obtain the new values of ηu, ηℓ,
φS and ψI at time t + ∆t, where ∆t is the time step. The two steps (a)-(b) are repeated
starting from initial values.
In the present method, the boundary-value problems for φu and φℓ are solved up to
the specified order M by a pseudo-spectral approach. Specifically, all spatial derivatives
(of quantities such as φ
(m)
u , ψ(m) and Φ(m)) are evaluated in wave number space while
nonlinear terms and products are calculated in physical space at a discrete set of points
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xj, j=1, 2, . . . , 2N on the mean surface and interface. For Fourier basis functions used, the
collocation points xj, j=1, 2, . . . , 2N , are equally spaced, and fast Fourier transform (FFT)
is used to project between the wavenumber and physical domain. For time integration, the
fourth-order Runge-Kutta scheme is employed. Overall, the operation count for the solution
of the complete problem up to order M is O(MN lnN) per time step.
For specific simulations, the bottom ripples are typically placed in a patch centered
in the computational domain. The disturbance generated by interactions among surface
waves, interfacial waves and bottom ripples propagates toward the side boundaries of the
computational domain in time. For a fixed length of the computational domain, the sim-
ulation is stopped before these disturbances reach the side boundaries (this is checked by
repeating the simulation in a large computational domain). The simulation time for a given
domain can be extended by employing a tapering technique of Dommermuth & Yue (1988)
where the solutions are multiplied by a function that tapers smoothly to zero at the two
boundaries.
2.3.2 Convergence tests using a two-layer fluid Stokes wave solution
The HOS method for a one-layer fluid on a rippled bottom has been validated extensively
(Liu & Yue, 1998). To check the correctness and accuracy of the extension to a two-layer
fluid, a fully-nonlinear solution of a Stokes wave in a two-layer fluid (on a uniform bottom)
is used as a benchmark. The benchmark solution is obtained using Newton’s iterative
method (see Appendix A). As an example, figure 2-2 shows the profiles of surface/interface
elevations and velocity potentials for a two-layer fluid Stokes wave of the internal mode.
The decrease in the error with respect to the number of Newton iterations is also shown.
For moderate wave steepness, the error is generally smaller than 10−14 after 50 iterations.
The benchmark solution used below for the validation of the HOS computations is accurate
to 14 decimal place and is hereafter considered to be the “exact” solution.
It is first shown the convergence of the boundary-value problem solution with respect
to the perturbation order M and the number of spectral modes per wave length N . The
boundary conditions are specified on the surface and the interface from the (exact) nonlinear
solution of a Stokes wave, and solved for the surface and interface vertical velocities using
the HOS approach. The steepness of the nonlinear solution, ǫ, is defined as the product of
the wavenumber and half the crest-trough height. A typical result is given in table 2.1 for
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Figure 2-2: Profiles of a steady internal mode Stokes wave in a two-layer density stratified
fluid for the normalized free surface and interface elevations: ηu(x, t) and ηℓ(x, t); the
normalized velocity potentials on the free surface and interface: φSu , and φ
I
u, φ
I
ℓ . The
plotted curves are the initial guess (- - -), the solution after 50 iterations (——), and the
averaged error as a function of the number of iterations (· · ·). The physical parameters
are: kb=0.07, where b is the initial amplitude measured on the interface, hu/hℓ=1/2, khu=1,
and R=0.5.
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N M = 1 M = 2 M = 3 M = 4 M = 6 M = 8
4 0.55× 10−2 0.13 × 10−2 0.70 × 10−3 0.69 × 10−3 0.69 × 10−3 0.69 × 10−3
8 0.90× 10−3 0.12 × 10−3 0.86 × 10−5 0.21 × 10−5 0.17 × 10−5 0.17 × 10−5
16 0.64× 10−3 0.85 × 10−4 0.60 × 10−5 0.78 × 10−6 0.83 × 10−8 0.67 × 10−9
32 0.45× 10−3 0.60 × 10−4 0.42 × 10−5 0.55 × 10−6 0.55 × 10−8 0.56× 10−10
Table 2.1: Maximum error of the normalized vertical velocity of upper layer fluid at the
interface, φu,z(x,−hu+ ηℓ, 0)(ghu)1/2/ga, for a Stokes wave in a two-layer fluid with ǫ=0.1,
hℓ/hu=1, and R=0.5.
T/∆t
t/T 30 40 50 100 200
1 0.18× 10−2 0.72 × 10−3 0.36 × 10−3 0.43 × 10−4 0.53 × 10−5
10 0.38× 10−2 0.14 × 10−2 0.62 × 10−3 0.59 × 10−4 0.65 × 10−5
Table 2.2: Maximum error of the normalized vertical velocity of the upper layer fluid at the
interface, φu,z(x,−hu + ηℓ, t)(ghu)1/2/ga, for a Stokes wave in a two-layer fluid with ǫ=0.1,
hℓ/hu=1, and R=0.5 after time integration of t/T=1, 10 with different time steps. The
HOS parameters are N=32, M=3
the maximum error in the interface vertical velocity with increasing M and N for ǫ=0.1,
depth ratio hℓ/hu=1 and density ratio R=0.5. For sufficiently large M , the error decays
exponentially fast with increasing N . For sufficiently large N , exponential convergence with
M also obtains.
To test the accuracy of the time integration, The HOS is used to simulate the nonlinear
evolution of the two-layer fluid Stokes wave train using the exact solution as initial condi-
tions. Table 2.2 shows the maximum absolute error in the interface vertical velocity after
an evolution of t/T=1 and 10 with different time steps. Here T is the fundamental period
of the Stokes wave. For these computations, N=32 (per wavelength) and M=3 are used to
ensure that the error in solving the boundary-value problem itself is negligible (see table 1).
For the fourth-order Runge-Kutta scheme, the global error decreases as O((∆t/T )4) after
a time integration t/T=O(1).
2.4 Numerical results
The extended HOS method of previous section is used here to perform direct numerical
simulations of the nonlinear interactions of surface/interfacial waves with bottom undula-
tions. The numerical results are compared with theoretical predictions first for the second-
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order two-layer fluid resonant interaction problem with a flat bottom (e.g. Ball, 1964; Wen,
1995b); and then for Bragg scattering in a two-layer density stratified fluid, specifically the
three classes of resonances for which perturbation results are obtained in chapter one. In
addition to further validation of the numerical method, of special interest is to evaluate the
effect of higher order nonlinearities not accounted for in the perturbation theory. Finally,
to illustrate the use of the numerical method, HOS simulation is applied to the long-time
interaction of an initially monochromatic incident wave with a (select) three-component
rippled bottom. The wavenumber components of the problem (initially) satisfy class I res-
onance; while the generation of the resultant resonant wave(s) leads to multiple resonances
involving multiple combinations of the components. As time increases, it is shown that the
wave motion eventually turns from regular to chaotic.
2.4.1 Determination of reflection and transmission coefficients
The numerical simulation is performed in the time domain starting from initial con-
ditions and typically carried out until steady state (limit cycle) is reached in the (inner)
spatial domain for the quantities of interest.
One objective is to obtain the numerical predictions of quantities such as the spatially-
varying reflection and transmission coefficients and compare these to existing theoreti-
cal results. The HOS simulation captures the nonlinear interactions among all the sur-
face/interfacial wave and bottom ripple components (up to the specified order M) as they
evolve in time. The HOS wavefield (in space and time) thus contains wave components that
include surface and internal mode free and locked waves associated with the incident and
the resonance generated waves, including those that have the same frequencies but different
wavenumbers, etc. It should also be pointed out that because of nonlinearity in the simu-
lations, these components in general do not satisfy (exactly) linear dispersion relationships.
Here a robust scheme to extract the quantities of interest from such wavefields is described.
Our approach is an extension/improvement of the method of Goda & Suzuki (1976),
which is found to be not sufficiently robust for the present application. Without loss of gen-
erality, assume a wavefield containing two surface wave components with the same frequency
ω but different wavenumbers k1 and k2 given by
η(x, t) = a1(x) cos(k1x− ωt+ ψ1) + a2(x) cos(k2x− ωt+ ψ2) , (2.4.30)
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where a1, a2 and ψ1, ψ2 are respectively the (slowly-varying) amplitudes and phases of the
two waves. Given η(x, t) in the computational domain over a certain period of time, the
objective is to determine a1(x) and a2(x) for (2.4.30). To capture the slowly varying a1(x)
and a2(x), they are first represented by Chebshev polynomials:
a1(x) =
NT∑
n=1
α1nTn−1(x) , a2(x) =
NT∑
n=1
α2nTn−1(x) (2.4.31)
where Tn is the n−th order Chebyshev polynomial of the first kind, α1n and α2n the unknown
modal amplitudes, and NT the number of Chebyshev modes retained in the expansion. The
unknown coefficients α1n and α2n can be obtained from known values of a1(xj) and a2(xj)
at collocations points xj for the Chebyshev polynomial.
To find a1(xj) and a2(xj) at some collocation point xj , a small window Wj centered at
x=xj is chosen with a length of ∆ℓ generally much smaller than the length of the entire
wavefield. Inside this window, we again represent a1(x) and a2(x) in expansions of the form
of (2.4.31) using NTj terms where NTj can be somewhat smaller than NT . For the present
work, it is found that typical values of NT=6 or 7, and NTj=2 or 3 adequate to obtain
accurate (smooth) predictions of the transmission/reflection coefficients. Now q = 1, . . . , Lj
are defined as uniformly spaced points in Wj and write:
η(xq, t) = η
c
j(xq) cos(ωt) + η
s
j (xq) sin(ωt) , q = 1, . . . , Lj , xq ∈Wj . (2.4.32)
At each xq withinWj, the amplitudes η
c(xq) and η
s(xq) are obtained using Fourier transform
in time of the wavefield time histories at that point. Note that ηcj(x) and η
s
j (x) contain fast
dependence on x. Substituting the expansions for the amplitudes in Wj into (2.4.30) and
equating the result with (2.4.32), it obtains for each xq two equations for the unknown modal
amplitudes at that point. For the window Wj, together a system of 2Lj linear equations
for 2NTj unknown Chevbyshev coefficients and two phases for that window. This system is
typically over-determined with Lj ≫ NTj, and the unknown amplitudes (and phases) are
obtained using least-squares. With these modal amplitudes determined, it obtains a1(xj)
and a2(xj) at the center of Wj .
By repeating this process for a large number of collocation points (relative to NT ) for
a1(xj) and a2(xj) from which the expansion coefficients α1n and α2n in (2.4.31) can be
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Figure 2-3: Spatial variations of the slowly-varying amplitudes of a two component wave
train obtained using the present scheme (– · –) and the method of Goda & Suzuki (1976)
(——), compared with the exact solution (· · ·). Note that the solution using the present
scheme is graphically indistinguishable from the exact solution.
obtained, say, by using the orthogonality of Chevbyshev polynomials. It is to be noted
that the scheme of Goda & Suzuki (1976) corresponds to the local (Wj) step only (without
(2.4.31)) of the present scheme with the simplest choice of NTj=1 and Lj=2.
As an illustration, consider a sample synthetic wavefield given by the superposition of
two wave components with wavenumbers k1, k2=32, 72; and slowly varying amplitudes a1(x)
and a2(x) given by the “exact” curves in figure 2-3. Since in practice the wavenumbers are
not exactly known/given, to show the robustness of the scheme, instead of the exact, ap-
proximate values of the wavenumbers k˜1, k˜2=30, 76 are used in the assumed decomposition
(2.4.30). Figure 2-3 shows the predicted amplitudes a1(x), a2(x) obtained using the present
algorithm and those using the method of Goda & Suzuki (1976) method as compared to
the exact functions. In this case, the Goda & Suzuki (1976) predictions show highly oscil-
latory behavior with mean values deviating somewhat from the exact curve. In contrast,
the predictions using the present scheme are graphically indistinguishable from the exact
result.
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2.4.2 Resonance of waves in a two-layer fluid on uniform depth
For a two-layer fluid over a flat horizontal bottom, Ball (1964) showed that a resonant
triad can be formed with two surface mode and one internal mode wave components. Later
Wen (1995b), Hill & Foda (1996), Hill & Foda (1998) and Jamali (1998), showed that a
similar triad can also be formed by one surface mode and two internal mode wave compo-
nents (see Appendix C for a new case from this category). For illustration and as a further
validation of the numerical simulation, HOS is applied to this problem and compare and
elucidate the numerical predictions against perturbation solutions.
First consider the case in which resonant interaction of two free surface waves generates
a free internal mode wave. Let (a1, k1, ω1) and (a2, k2, ω2) represent the wave amplitudes,
wavenumbers and frequencies of the two incident surface waves. The wavenumber and
frequency of each wave satisfies the dispersion relation (1.2.7).
If the two incident waves satisfy the resonance condition, i.e. D(kr, ωr)=0 with kr=k1+k2
and ωr=ω1 + ω2, a free internal mode wave with wavenumber kr and frequency ωr will be
resonated. The amplitude of the resonant wave initially grows linearly with time. This
initial growth can be predicted using regular perturbation analysis to the second order and
is given by:
|η(2)ℓ | = γt+ non-growing terms , (2.4.33)
where ηℓ represents the interfacial wave elevation and the growth rate γ is:
γ =
[
cu ω4α− cu (−M1 cu+M3)ω3 − su kr (gα +M2 cu)ω2
+gsu kr (−M1 cu+M3)ω + gsu2kr2M2
]
/(2gω su kr) (2.4.34)
with the coefficients
α =
[
M2 su (Rsu sl+ cu cl)ω3 + g(−sl cu2M1 +Rsl su2M1 +M4 cl su+ slM3 cu)ω2
−gkr su (clM2 su+ cuRslM2 − slM5)ω + kr g2su sl (−1 +R)(−M1 cu+M3)
]
/
[
g (cu sl+ cl su)ω3 + 2 g2kr (−1 +R) su sl ω
]
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M1 = 1/2 (k1 + k2)(k2a1A2 +A1a2k1)
M2 = 1/2B1k1B2k2 − 1/2A1k1A2k2 − 1/2 a1B2k2ω2 − 1/2 a2B1k1ω1
M3 = −1/2 (k1 + k2)(k1b2B1su1 − k1b2A1cu1 + b1B2k2su2 − k2A2cu2 b1)
M4 = 1/2 (k1 + k2)(b2D1cl1 k1 +D2b1k2cl2)
M5 = −1/2 b1D2sl2 k2ω2 + 1/2RA1su1 k1B2cu2 k2 − 1/2Rk1B1su1 k2A2cu2
+1/2Rk1B1su1 k2B2su2 − 1/2 b2D1sl1 k1ω1 − 1/2Rb1ω2A2su2 k2
+1/2Rk1A1cu1 k2A2cu2 + 1/2D1sl1 k1D2sl2 k2 + 1/2Rb1ω2B2cu2 k2
−1/2D1cl1 k1D2cl2 k2 + 1/2Rb2ω1B1cu1 k1 − 1/2Rk1A1cu1 k2B2su2
−1/2RA1su1 k1A2su2 k2 + 1/2RB1cu1 k1A2su2 k2 − 1/2RB1cu1 k1B2cu2 k2
−1/2Rb2ω1A1su1 k1
cu = cosh(krhu), su = sinh(krhu), cl = cosh(krhℓ), sl = sinh(krhℓ)
cui = cosh(kihu), sui = sinh(kihu), cli = cosh(kihℓ), sli = sinh(kihℓ)
bi = ai
(
cosh kihu − gki
ω2i
sinh kihu
)
, Ai = −gai
ωi
, Bi = −aiωi
ki
, Di = − biωi
ki sinh kihℓ
for i=1, 2.
For numerical simulation, consider an example with R=0.51; hℓ/hu=0.5; and two sur-
face mode waves travelling in the opposite directions with k1hu=0.060 (ω
2
1hu/g = 0.005),
a1/hu=0.005, a2/a1=2, k2/k1=2.2 (ω
2
2hu/g = 0.025). With these parameters, the resonated
internal mode wave has kr/k1=3.2. The regular perturbation solution gives a growth rate of
γ/(a1/T1) = 1.3×10−3 for the generated wave where T1 is the period of the k1 wavenumber
wave. In the HOS simulation, a computational domain with length Lx = 2π is chosen. The
initial conditions of the surface/interface elevations and potentials are given by superposi-
tion of the (linearized) solutions of the two incident surface waves. The other numerical
parameters used are: N=512, M=4, and T1/∆t=128.
Figure 2-4 shows the variation of the amplitudes of the two (incident) surface mode
waves and the generated internal mode wave as a function of dimensionless time t/T1. The
HOS simulation result is compared to prediction from regular perturbation theory, valid
for the initial growth stage. In the resonant interaction, the generated internal mode wave
1While real ocean stratification is generally weak, typically a somewhat larger values of 1−R is chosen to
accentuate and elucidate the qualitative features and comparisons to perturbation theory. The HOS method
itself is completely general and robust for any R.
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Figure 2-4: Time evolution of the amplitudes of two incident surface mode waves (wavenum-
ber k1, k2) and the resonance generated internal mode wave (wavenumber kr) undergoing
resonant triad interaction obtained using the present numerical method (——). Plotted for
comparison is the regular perturbation prediction for the initial growth of the resonant wave
amplitude (equation 2.4.33, - - -). Chosen parameters are R=0.5, hℓ/hu=0.5, k1hu=0.060
(ω21hu/g = 0.005), a1/hu=0.005, a2/a1=2, k2/k1=2.2 (ω
2
2hu/g = 0.025) and simulation
parameters are Lx = 2π, N=512, M=4, and T1/∆t=128.
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increases in amplitude with time, extracting energy from the two incident surface mode
waves. The computational result compares well with the regular perturbation solution for
the initial growth rate of the resonant wave. At larger time, the two predictions deviate,
as expected, with the numerical solution growing to a maximum value and then decreasing
as the interaction continues. Unlike the perturbation theory, the numerical simulation
conserves total energy and accounts for long time evolution and even higher-order interaction
effects not present in the regular perturbation theory.
The results for the second case in which the resonant triad is composed of one surface
mode wave and two internal mode waves is presented here. For illustration consider that
a free surface wave is generated by the resonant interaction of two free internal mode
waves. As a numerical example, consider two incident internal mode waves travel in opposite
directions, and the physical parameters: R=0.5, hℓ/hu=0.5, k1hu=0.13 (ω21hu/g = 7 ×
10−4), a1/hu=0.005, a2/a1=2, and k2/k1=0.45 (ω22hu/g = 3× 10−3), where k1, k2; ω1, ω2,
and a1, a2 are respectively the wavenumber, frequency and amplitude of the first and second
incident internal mode waves. The generated surface wave has a wavenumber of kr/k1=0.55
and propagates in the direction of k1 wave. For the numerical simulation, the computational
parameters used are: Lx = 2π, N=512, M=4, and T1/∆t=512. In figure 2-5, the variation
of the amplitudes of the incident internal mode waves and the generated surface mode wave
is plotted as a function of time. Similarly to the first case, the regular perturbation solution
can also be derived. For this example the growth rate of the generated surface mode wave
predicted by regular perturbation analysis is γ/(a1/T1) = 2.8 × 10−3, which is shown in
the figure for comparison. As expected, the present numerical computation and the regular
perturbation analysis match well at the initial stage of the interaction, but again deviate
at large time as the regular perturbation solution fails.
Comparing the two cases, it is seen that when the resonance between two incident
internal mode waves generates a surface mode wave, the amplitudes of both incident waves
decrease for the growth of the generated wave. In contrast, when the interaction between
two surface mode waves generates an internal mode wave, the amplitudes of the internal
wave and one of the incident surface waves (the one with the longer wavelength) increase
at the cost of the other incident wave whose amplitude decreases.
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Figure 2-5: Time evolution of the amplitudes of two incident internal mode waves (wavenum-
ber k1, k2) and the resonance generated surface mode wave (wavenumber kr) undergoing
resonant triad interaction obtained using the present numerical method (——). Plotted
for comparison is the regular perturbation prediction for the initial growth of the reso-
nant wave amplitude (derived similarly to equation 2.4.33,- - -). Chosen parameters are
R=0.5, hℓ/hu=0.5, k1hu=0.13 (ω21hu/g = 7 × 10−4), a1/hu=0.005, a2/a1=2, k2/k1=0.45
(ω22hu/g = 3×10−3) and for numerical simulation Lx = 2π, N=512,M=4, and T1/∆t=512.
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2.4.3 Class I Bragg Resonance
Here HOS time simulation is applied to class I Bragg resonant interactions of surface
and interfacial waves with a patch of bottom ripples. In addition to cross-validation with
the perturbation analysis of chapter one for the leading-order effect, the focus is also on the
effects of higher order interactions associated with the wave/ripple steepness and the length
of the rippled bottom.
Transmission of an inter-mode resonant wave
When an inter-mode resonance occurs, a new wave-mode is generated. For example, a
surface mode wave may appear on an otherwise flat free surface due to resonant interaction
of an internal mode wave with bottom ripples; and an internal mode wave can be generated
when a surface mode wave interacts resonantly with bottom ripples.
In the resonance of inter-modes in transmission, the resonant wave travels in the same
direction as the incident wave. According to chapter one, this type of class I Bragg resonance
occurs if the bottom wavenumber kb satisfies the condition, kb=ki− ks, where ki and ks are
the wavenumbers of internal and surface mode waves for any specified frequency ω. Both
ki and ks are related to ω by the dispersion relation, D(ki, ω)=D(ks, ω)=0. There are two
cases for this type of resonance: one is with the surface mode wave as the incident wave and
the internal mode wave as the resonance generated wave (Sc
kb−→ IT ); and the other with
the internal mode wave as the incident wave and the surface mode wave as the generated
wave (Ic
kb−→ ST );
For Sc
kb−→ IT , figure 2-6 shows a sample computational result for the variation of
the amplitudes of the incident surface mode wave and the generated internal mode wave
over a patch of bottom ripples after the steady state of the wave-bottom interaction is
reached. In this simulation, the physical parameters used are: incident wave steepness
ǫs ≡ ksa=0.004, depth ratio hℓ/hu=1, density ratio R=0.5, kshu=0.35 (ω2hu/g = 0.19),
bottom wavenumber kb/ks=1.47, bottom steepness ǫb ≡ kbd=0.04, and length of the rippled
bottom Mb = 2L/λb=40; and computational parameters: length of the computational
domain Lx = 2π, total number of spectral modes N=2048, order of nonlinearity M=2 and
3, time step T/∆t=60, and simulation time TS/T=80, where T=2π/ω is the period of the
incident surface mode wave (which is equal to the period of the resonance generated wave
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Figure 2-6: Spatial variation of the transmission coefficient of the incident surface mode wave
(Ainc) and the resonance generated internal mode wave (Tsi) over a patch of bottom ripples
under class I Bragg resonance condition. Physical parameters: hℓ/hu=1, R=0.5, kshu=0.35
(ω2hu/g = 0.19), kb/ks=1.47, ǫb=0.04, Mb=40, ǫs=0.004, and computational parameters:
N=2048, M=2,3 , T/∆t=60, and TS/T=80. Results plotted are: numerical simulation
(——), and predictions from regular perturbation (– · –) and multiple-scale analyses (- - -).
in class I Bragg resonance). The HOS results are compared to the theoretical predictions of
chapter one which are second-order regular perturbation theory and multiple-scale analysis.
The direct computational result, which is convergent with M , compares well with the
regular perturbation solution for approximately first ten bottom ripples. Beyond this region,
the regular perturbation solution substantially overestimates the growth of the resonant
wave. On the other hand, the computational result agrees perfectly with the solution of the
multiple-scale analysis for both incident and resonant waves over the entire patch of bottom
ripples. In this case, the amplitude of the resonant (internal mode) wave increases from
zero to about 1.6 times the amplitude of the incident (surface mode) wave, taking almost
all of the incident wave energy, after a distance of interaction of about 25 bottom ripples,
and then decreases while giving energy back to the incident wave.
One objective of the numerical simulation is to assess the possible role and importance,
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in this type of Bragg resonance, of (even) higher order (in wave and/or bottom steepness)
interactions not accounted for in the theory. Figure 2-7 shows a similar case as above
but with a much greater (surface) incident wave steepness ǫs=0.04. All other physical
parameters are identical to those in figure 2-6. For numerical simulations, HOS results for
orders M=2, 3 and 4 are given. The numerical results using M=3 has evidently converged
and is graphically indistinguishable from that using M=4.
The difference between the M=2 and the M=3,4 results represents the higher-order
effects in the wave-bottom interaction, and the latter deviates from the leading-order per-
turbation theories after relatively short interaction lengths. The overall apparent effect
of including higher order interactions is the reduction in the variations and the maxi-
mum/minimum amplitudes of both the incident and the resonant (transmitted) waves;
and a noticeable lowering of the (spatial) modulation wavelengths of these interacting wave
amplitudes. In particular, the vanishing of the incident wave amplitude after some inter-
action distance (as the resonated wave reaches maximum) predicted by the multiple-scale
theory analysis does not obtain.
To elucidate the higher order effects of bottom ripple steepness, figure 2-8 shows the
spatial variation of the amplitude of the surface mode incident wave and the transmission
coefficient of resonant internal mode with different bottom steepnesses (all other physi-
cal parameters are the same as those in figure 2-7). The (converged) numerical solutions
with M=4 are again compared with the theoretical predictions of the regular perturbation
and multiple-scale analyses. For mild bottom ripples, the resonance is dominated by the
leading-order (i.e. second-order) wave-bottom interaction and the numerical solution and
predictions of the regular and multiple-scale perturbation analyses agree well over the entire
patch of the bottom ripples considered. As the bottom ripples become steeper, the higher-
order simulation results deviate significantly from theoretical predictions. The monotonic
growth of the resonant internal mode wave amplitude with distance predicted by regular
perturbation does not obtain; while the multiple-scale prediction appreciably overestimates
both the maximum and the wavelength of the (spatial) modulation of the resonant wave
amplitude.
Direct simulation and comparison to theory are also obtained for the case of Ic
kb−→ ST .
The features and observations are very similar to the above, and are omitted.
It is of some interest to address the case of wave evolution over a very long bottom patch
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Figure 2-7: Spatial variation of (a) the transmission coefficient of the resonance generated
internal mode wave (Tsi), and (b) the amplitude of the incident surface mode wave (Ainc),
over a patch of bottom ripples under class I Bragg resonance condition. Physical parameters
are hℓ/hu=1, R=0.5, kshu=0.35 (ω2hu/g = 0.19), kb/ks=1.47, Mb=40, ǫb=0.04, ǫs=0.04,
and computational parameters: N=2048, M=2,3 and 4, T/∆t=60, and TS/T=80. Results
plotted are: numerical simulation (——), and predictions from regular perturbation (– · –)
and multiple-scale analyses (- - -).
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Figure 2-8: Spatial variation of the transmission coefficient of the resonance generated in-
ternal mode wave (Tsi), and the amplitude of the incident surface mode wave (Ainc), over
a patch of bottom ripples with (a) ǫb = 0.008 and (b) ǫb = 0.02 under class I Bragg reso-
nance condition. Other physical parameters: R=0.5, hℓ/hu=1, kshu=0.35 (ω2hu/g = 0.19),
kb/ks=1.47, Mb=40, ǫs=0.04, and computational parameters: N=2048, M=4, T/∆t=60,
and TS/T=80. Results plotted are: numerical simulation(——), and predictions from reg-
ular perturbation (– · –) and multiple-scale analyses(- - -).
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of (periodic) ripples. As computation effort increases (linearly) with Mb, the direct numer-
ical solution of this problem using HOS eventually becomes impractical. If the interactions
near the (two) edges of the bottom patch are not of primary concern, the problem can be
recast in terms of the time evolution of waves travelling over a periodic domain.
Figure 2-9 shows such a case for an incident surface mode wave, where the time variations
of amplitudes of the incident and resonance generated (internal mode) waves obtained by
numerical simulations are compared to those from perturbation analyses. The physical
parameters are: hℓ/hu=1, R=0.5, kshu=0.35 (ω2hu/g = 0.19), kb/ks=1.47, ǫb=0.04 and
for two incident wave steepnesses ǫs=0.004 and 0.04. The computational parameters for a
domain satisfying periodic boundary conditions are: Lx = 2π, N=2048, M=4, T/∆t=60.
Another example for real ocean stratification of R = 0.96 is plotted in figure 2-10. The
physical parameters are: hℓ/hu=0.5, R=0.96, kshu=0.16 (ω2hu/g = 0.04), ǫb=0.1 and for
two incident wave steepnesses ǫs=0.0005 and 0.005. Note that although the initial surface
steepness is small, since the transmission coefficient is greater than unity, the steepness of
resonant internal reaches high values (ǫi > 0.2) where the effect of nonlinearity becomes
important.
The results in figure 2-9 and 2-10 display similar features to those for the spatial vari-
ations of the amplitudes over a finite patch of bottom ripples. The regular perturbation
solution, which predicts a linear growth with time for the resonant wave and a constant
amplitude for the incident wave, compares well with the multiple-scale analysis and the
nonlinear HOS computation in the initial evolution for t/T < 10. Beyond the initial de-
velopment, the regular perturbation solution of the resonant wave amplitude diverges as t
increases while the multiple-scale analysis and HOS computation show periodic oscillatory
time variations for the amplitudes of both incident and resonant waves. For relatively mild
incident waves, the prediction of the multiple-scale analysis matches perfectly to the HOS
computation. As the incident wave steepness increases, the HOS result deviates from the
(leading-order) multiple-scale analysis prediction with decreases in both the amplitude and
period of the time modulations. This effect of higher-order nonlinear interactions on the
evolution appears consistent with all the other cases considered.
As in a one-layer fluid, the nonlinear interactions among the surface and interfacial waves
and bottom ripples also change the dispersion relation, and, the nonlinear Bragg resonance
condition for the interacting wavenumbers is shifted from that given by the linearized dis-
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Figure 2-9: Temporal variation of (a) the amplitude of the incident surface mode wave (Ainc)
and (b) the transmission coefficient of resonance generated internal mode wave (Tsi) over
an infinitely long patch of bottom ripples under class I Bragg resonance condition. Physical
parameters are hℓ/hu=1, R=0.5, kshu=0.35 (ω2hu/g = 0.19), kb/ks=1.47, ǫb=0.04, and
computational parameters: N=2048, M=4, T/∆t=60. Results plotted are: numerical
simulation (——) for ǫs=0.004 & 0.04, and predictions from regular perturbation (– · –)
and multiple-scale analyses(- - -).
116
0 10 20 30 40 50 60 70 80 90
0
0.5
1
1.5
t/T
A i
nc
ε
s
=0.0005 
ε
s
=0.005 
(a)
0 10 20 30 40 50 60 70 80 90
0
1
2
3
4
5
6
t/T
T s
i
ε
s
= 0.005
ε
s
= 0.0005
(b)
Figure 2-10: Temporal variation of (a) the amplitude of the incident surface mode wave
(Ainc) and (b) the transmission coefficient of resonance generated internal mode wave (Tsi)
over a periodic patch of bottom ripples under class I Bragg resonance condition. Physical
parameters are hℓ/hu=0.5, R=0.96, kshu=0.16 (ω2hu/g = 0.04), ǫb=0.1, and computa-
tional parameters: N=2048, M=4, T/∆t=64. Results plotted are: numerical simulation
(——) for ǫs=0.0005 & 0.005, and predictions from regular perturbation (derived from ALY
equation 3.16, – · –) and multiple-scale analyses(ALY equation B.14, - - -).
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Figure 2-11: Trasnmission coefficient of the resonant internal mode wave (Tsi) due to class
I Bragg resonance as a function of wavenumber detuning 2ks/kb. Physical parameters
are hℓ/hu=0.5, R=0.96, kshu=0.16 (ω2hu/g = 0.04), ǫs=0.005, d/hℓ=0.1, Mb=20, and
computational parameters: N=2048, M=4, T/∆t=64, and TS/T=80. Results plotted are:
numerical simulation (——) and predictions from regular perturbation (ALY equation 3.11,
– · –) and multiple-scale analyses.(ALY equations 4.7 & B.26, - - -)
persion relation. To illustrate this, figure 2-11 plots the the reflection coefficient of the
generated wave in the neighborhood of the class I resonance condition. Both the numerical
simulation result (with M=4) and the theoretical prediction of the regular perturbation
and multiple-scale analyses are shown. These results are obtained for hℓ/hu=0.5, R=0.96,
kshu=0.16 (ω
2hu/g = 0.04), ǫs=0.005, d/hℓ=0.1, Mb=20, and computational parameters:
N=2048, M=4, T/∆t=64, and TS/T=80. The numerical result shows the distinct down
shift of the peak amplitude wavenumber 2ks/kb compared to regular and multiple-scale per-
turbation predictions, with a magnitude that is found to increase with the bottom steepness.
As for the value of the maximum amplitude itself, the HOS result is seen to be somewhat
lower than that predicted from regular perturbation and multiple-scale theory. One notes
that features of the results for Ic
kb−→ SR including comparisons of HOS computations and
perturbation analyses and higher-order interaction effects are qualitatively similar to the
above for Sc
kb−→ IR, and are not repeated.
Reflection of an inter-mode resonant wave
Consider the case of inter-mode class I Bragg resonance where the incident and resonant
wave propagate in opposite directions. Again, there are two possible cases corresponding
to the incident (resonant reflected) wave being (i) a surface (internal) mode (Sc
kb−→ IR);
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and (ii) an internal (surface) mode wave (Ic
kb−→ SR).
Figure 2-12 is for the case of Sc
kb−→ IR. The numerical result (converged with M=4)
is compared with regular and multiple-scale perturbation analyses predictions of the vari-
ations of the incident and resonant reflected wave amplitudes over the rippled bottom
patch. The physical parameters are: hℓ/hu=1,R=0.5, kshu=0.45 (ω2hu/g = 0.29), ǫs=0.05,
kb/ks=3.52,Mb=40; with computational parameters: N=2048,M=4, T/∆t=64, and TS/T=80.
To illustrate the effect of higher-order nonlinear interactions, two bottom steepness are
considered: ǫb=0.07 and 0.14, shown respectively in figures 2-12a and 2-12b. In this case,
the resonant reflected wave amplitude increases (from zero) with distance from the down-
wave edge of the bottom patch while the incident wave amplitude decreases with distance
from the up-wave edge. For the smaller bottom ripple steepness case with kbd=0.07, the
numerical result compares well with the multiple-scale analysis prediction over the entire
patch of bottom ripples. In contrast, regular perturbation analysis up to second order
does not predict a decrease in the amplitude of the incident wave, and obtains a constant
growth rate for the resonant wave (with a value equal to the initial growth of the multiple-
scale solution). For the case with somewhat greater bottom ripple steepness, the effect of
higher-order interactions in the HOS results is apparent with the multiple-scale solution
appreciably overestimating the growth of the resonant wave amplitude and the decrease of
the incident wave amplitude.
To illustrate the effect of nonlinearity on the dispersion relation, figure 2-13 plots the
the reflection coefficient of the generated wave in the neighborhood of the class I resonance
condition. Both the numerical simulation result (with M=4) and the theoretical prediction
of the regular perturbation and multiple-scale analyses are shown. These results are ob-
tained for hℓ/hu=1, R=0.5, kshu=0.30 (ω2hu/g = 0.14), ǫs=0.03, d/hu=0.09, Mb=40, and
computational parameters: N=2048, M=4, T/∆t=64, and TS/T=80.
similar features are observes as in figure 2-11.
Reflection of a same-mode resonant wave
Class I Bragg resonance also obtains for counter-propagating incident and resonance-
generated waves of the same mode. The incident (and reflected) wave can be surface or
internal mode, i.e., Sc
kb−→ SR or Ic kb−→ IR. The case of Sc kb−→ SR is the direct extension
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Figure 2-12: Spatial variation of the reflection coefficient of the resonant internal mode
wave (Rsi) and the amplitude of incident surface mode wave (Ainc) over a patch of bottom
ripples under class I Bragg resonance. Physical parameters are hℓ/hu=1, R=0.5, kshu=0.45
(ω2hu/g = 0.29), ǫs=0.05, kb/ks=3.52, Mb=40, and computational parameters: N=2048,
M=4, T/∆t=64, and TS/T=80. Results plotted are: numerical simulation (——) and
predictions from regular perturbation (– · –) and multiple-scale analysis (- - -) for ǫb = (a)
0.07, and (b) 0.14.
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Figure 2-13: Reflection coefficient of the resonant internal mode wave (Rsi) due to class I
Bragg resonance as a function of wavenumber detuning 2ks/kb. Physical parameters are
hℓ/hu=1, R=0.5, kshu=0.30 (ω2hu/g = 0.14), ǫs=0.03, d/hu=0.09, Mb=40, and computa-
tional parameters: N=2048, M=4, T/∆t=64, and TS/T=80. Results plotted are: numer-
ical simulation (——) and predictions from regular perturbation (– · –) and multiple-scale
analyses.(- - -)
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of the class I Bragg resonance in a one-layer fluid to a two-layer fluid (e.g. Liu & Yue,
1998). As R → 1 in the limit, it is confirmed that the present numerical (and chapter one
theoretical) results converge to the known one-layer fluid solution.
Figure 2-14 shows the results for the case of Ic
kb−→ IR. The variation of the amplitudes
of the incident and reflected internal mode waves over a patch of bottom ripples, obtained
using the HOS computation and the perturbation analyses are plotted. Physical param-
eters are hℓ/hu=1, R=0.5, kihu=1.45 (ω2hu/g = 0.42), Mb=80, d/hu = 0.05, ǫi = 0.15;
and computational parameters are N=2048, M=4, T/∆t=64, and TS/T=80. The theoret-
ical predictions of the regular perturbation and multiple-scale analyses at the exact Bragg
condition, 2ki/kb=1.0, are shown. To illustrate the detuning effect, the HOS results are ob-
tained with four bottom wavenumbers in the neighborhood of the exact resonance condition
2ki/kb=0.970, 0.987, 0.997, and 1.0. As in all other resonance cases, the regular perturba-
tion prediction is valid for only the initial growth of the resonant wave. The multiple-scale
prediction (with 2ki/kb=1) compares well with the HOS result with 2ki/kb=0.987. This
quantifies the significant nonlinear effect in the downward shift of the position of peak
resonant reflection (cf.figure 2-13).
2.4.4 Class II Bragg Resonance
Chapter one discussed the condition for class II Bragg resonance involving third-order
interactions among one surface (or internal) mode wave and two bottom ripple components
given by D(kr, ω)=0 with kr=k ± (kb1 + kb2), where k, kr, kb1 and kb2 are respectively the
wavenumbers of the incident wave (of frequency ω), the resonance generated wave, and the
bottom ripple components. This is a direct extension of class I resonance to third order,
and, as in that case, may similarly involve a resonance generated wave that is transmitted
or reflected, and is in the same or different mode as the incident wave.
Figure 2-15 shows the numerical simulation result for the variation of the transmis-
sion coefficients of an incident surface mode wave and resonance generated internal mode
wave over a patch of bottom ripples under the exact class II Bragg condition. The phys-
ical parameters are: hℓ/hu=1, R=0.5, Mb=26, kshu=0.40 (ω2hu/g = 0.24), kb/ks=0.75,
ǫs = 0.03 and ǫb = 0.08 where the bottom ripple component is counted twice in the class
II Bragg resonance interaction. Computational parameters are N=2048, M=4, T/∆t=64,
and TS/T=80. For comparison, the regular perturbation prediction of chapter one is also
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Figure 2-14: Variation of (a) the reflection coefficient of the resonant internal mode wave
(Rii) and (b) the amplitude of the incident internal mode wave (Ainc) over a patch of
bottom ripples under class I Bragg resonance. Physical parameters are hℓ/hu=1, R=0.5,
kihu=1.45 (ω
2hu/g = 0.42), d/hu = 0.05, ǫi=0.158 and bottom wavenumbers indicated
in the figure, and computational parameters: N=2048, M=4, T/∆t=64, and TS/T=80.
Results plotted are numerical simulation (——) and predictions with 2ki/kb = 1.0 from
regular perturbation (– · –) and multiple-scale analysis (- - -).
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Figure 2-15: Spatial variation of the incident wave amplitude (Ainc) and transmission
coefficient of the resonant wave (Tsi) under the exact class II Bragg resonance condi-
tion over a bottom patch of sinusoidal ripples. Physical parameters are hℓ/hu=1, R=0.5
(ω2hu/g = 0.24), Mb=26, kshu=0.40, kb/ks=0.75, ǫs = 0.03 and ǫb = 0.08, and compu-
tational parameters: N=2048, M=4, T/∆t=64, and TS/T=80. Results plotted are the
prediction from regular perturbation analysis (– · –) and direct computation (——).
plotted. As expected, the numerical and perturbation results agree during the initial growth
of the resonance generated wave. As the interaction distance increases, the numerical so-
lution deviates from the straight line growth predicted by theory, and eventually decreases
after reaching a maximum.
Figure 2-16 shows a similar plot but for ocean stratification of R = 0.96. The physical
parameters are: hℓ/hu=0.5, Mb=200, kshu=0.16 (ω
2hu/g = 0.04), ǫs = 0.005 and ǫb =
0.05 where the bottom ripple component is counted twice in the class II Bragg resonance
interaction. Computational parameters are N=2048, M=4, T/∆t=64, and TS/T=120.
Similar features are observed.
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Figure 2-16: Spatial variation of the incident wave amplitude (Ainc) and transmission co-
efficient of the resonant wave (Tsi) under the exact class II Bragg resonance condition
over a bottom patch of sinusoidal ripples. Physical parameters are hℓ/hu=0.5, R=0.96
(ω2hu/g = 0.04), Mb=200, kshu=0.16, ǫs = 0.005 and ǫb = 0.05, and computational param-
eters: N=2048, M=4, T/∆t=64, and TS/T=120. Results plotted are the prediction from
regular perturbation analysis (ALY equation 3.22, – · –) and direct computation (——).
2.4.5 Class III Bragg Resonance
Class III Bragg resonance occurs when two incident wave components interact with one
bottom ripple component to generate a third wave. The major importance of class III Bragg
resonance is that, unlike class I and II, the resonance generated wave has a frequency in
general different from those of the incident waves.
Figures 2-17 shows the numerical result (with M=4) near class III Bragg resonance for
the variation of amplitude of the resonance generated wave over the patch of bottom ripples.
The HOS result is compared with the prediction of the third-order regular perturbation the-
ory for two incident wave steepness: ǫs=0.036 and 0.064. The other physical parameters
are hℓ/hu=1, R=0.5, Mb=36, kshu=0.30 (ω2hu/g = 0.14), kb/ks=4.31, ǫb = 0.12 and
computational parameters N=2048, M=4, T/∆t=64, and TS/T=80. In this example the
single surface-mode incident wave is counted twice in the resonance quartet. Due to third
order class III Bragg resonance, a reflected surface-mode wave is generated. As expected,
the high-order numerical and theoretical results compare better for smaller incident wave
steepness and shorter interactions (in this case of the Bragg resonance, reflected wave prop-
agating from the down wave end of the bottom patch). Figure 2-18 shows the variation of
the amplitude of the resonant reflected wave in the neighborhood of the class III Bragg res-
onance. The regular perturbation prediction is also shown for comparison. For comparison,
two cases with different incident wave steepness ǫs=0.036 and 0.064 are presented. Consis-
tent with the result in figure 2-17 and similar to the class I result in figure 2-13, the regular
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Figure 2-17: Spatial variation of the reflection coefficient of resonance generated wave (Rss)
under class III Bragg resonance over a patch of bottom ripples. Physical parameters are
hℓ/hu=1, R=0.5, Mb=36, kshu=0.30 (ω2hu/g = 0.14), kb/ks=4.31, ǫb = 0.12 and com-
putational parameters are N=2048, M=4, T/∆t=64, and TS/T=80. Results plotted are
the prediction from regular perturbation analysis (– · –), and direct computation (——) for
ǫs = 0.036 and ǫs = 0.064.
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perturbation theory over predicts the maximum amplitude of the reflected wave amplitude.
This overprediction increases with incident wave steepness. Also similar to figure 2-13,
high-order numerical results show the distinct downshift in the ks/kb location, relative to
the exact condition predicted by leading-order theory, at which the maximum amplitude
(and exact resonance) occurs. This wavenumber downshift, as expected, increases with the
steepness of the incident wave. Depending on the physical parameters, a class III resonance
generated wave can also be a transmitted wave. For illustration, consider a surface mode
wave and an internal mode wave of the same frequency co-propagating over a patch of
bottom ripples. In reality, a mixture of same-frequency co-propagating surface and inter-
nal mode waves are unavoidable when a wave maker excites a two-layer density stratified
fluid at a given frequency. Now if the bottom ripples contain a wavenumber component
that satisfies the class III Bragg condition, a wave at twice the frequency of the incident
wave(s) will be resonated. As an example, consider the case where the resonant transmitted
wave is an internal mode wave. For the numerical simulation hℓ/hu=1, R=0.5, kshu=0.40
(ω2hu/g = 0.25), ki/ks=2.50, ksa=0.03, Mb = 10, kb/ki=1.50, ǫb = 0.42 and b/a=1.70
where a is the surface amplitude of the surface mode incident wave and b is the interfa-
cial amplitude of the internal mode wave. Computational parameters are N=2048, M=4,
T/∆t=64, Ts/T = 120.
Figure 2-19 shows the spatial variations of the amplitudes of incident surface-mode and
internal mode waves and the resonant internal mode transmitted wave over the bottom
ripple patch. The amplitude of the resonance generated wave increases with the interaction
distance in the cost of decreases in the amplitude of the two incident waves. To conclude this
subsection, consider the class III Bragg resonance over a very long patch of bottom ripples.
Similar to figure 2-9, problem is cast in terms of the (long) time evolution of the waves over
a periodic rippled bottom domain. As an illustration, consider two internal mode incident
waves with ω21hu/g = 0.19, ω2/ω1 = 0.62 ( ki1hu=0.86, ki2/ki1=0.59), ki1b1=0.02, and
b2/b1=1.70. The two-layer fluid has hℓ/hu=1 and R=0.5. For the bottom ripple, ǫb = 0.02
is used, and the wavenumber is chosen to be kb/ki1=0.27 such that resonant interaction
between two right-going internal mode waves generates a right-going surface mode wave
with wavenumber kr = ks = ki1 − ki2 − kb = 0.13/hu and frequency ω2rhu/g = 0.03. Note
that the wavelength of the generated surface wave is much shorter than those of two incident
internal waves. Computational parameters are N=2048, M=4, T/∆t=64. Figure 2-20
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Figure 2-18: Class III sub-harmonic Bragg reflection coefficient (Rss) in the neighborhood of
the linearized Bragg resonance condition (ks/kb = 0.234). Physical parameters are hℓ/hu=1,
R=0.5, Mb=36, kshu=0.30 (ω2hu/g = 0.14), d/hu=0.09, and computational parameters:
N=2048, M=4, T/∆t=64, and TS/T=80. Results plotted are numerical simulation (——)
and prediction from regular perturbation analysis (– · –) for two incident steepnesses ǫs =
0.036 and ǫs = 0.064.
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Figure 2-19: Spatial variation of the amplitudes of incident surface mode and internal
mode waves (Asinc, A
i
inc) and transmission coefficient of the resonant internal mode wave
(Tisi) under class III Bragg resonance over a patch of bottom ripples. Physical parame-
ters are hℓ/hu=1, R=0.5, kshu=0.40 (ω2hu/g = 0.25), ki/ks=2.50, ksa=0.03, b/a=1.70,
, kb/ki=1.50, ǫb = 0.42; and computational parameters: N=2048, M=4, T/∆t=64 and
Ts/T=120. Amplitudes are normalized by the interface amplitude of the incident internal
mode wave b.
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Figure 2-20: Time variation of the amplitudes of the incident internal mode waves
(Ai1inc, A
i2
inc) and the resonant surface mode wave (Tiis) under class III Bragg resonance
over an infinitely long patch of bottom ripples. Physical parameters are hℓ/hu=1, R=0.5,
ω2/ω1 = 0.62, (ki1hu=0.86, ki2/ki1=0.59), ki1b1=0.02, b2/b1=1.70, kb/ki1=0.27, ǫb = 0.02;
and computational parameters: N=2048, M=4, T1/∆t=64. Amplitudes are normalized by
the incident internal wave amplitude b1.
shows the simulation result for the time variation of the amplitudes of the incident and
resonant waves. It is seen that a transmitted surface wave of appreciable amplitude can be
developed over a long evolution.
As the last example we numerically consider the last case of previous chapter (illus-
trative case studies) where two incident surface mode waves upon interacting with bottom
undulations resonate an internal mode wave (Sc1+Sc2
kb−→ IR). Numerical simulation is per-
formed in time domain (over a long patch) and with the physical parameters: hℓ/hu=0.42,
R=0.96, ks1hu=4.3 (ω2hu/g = 4.3) , ks1as1=0.2 , ks2/ks1=0.84 , ks2as2=0.2 , and ǫb=0.2,
and computational parameters: N=2048, M=4,5, and T/∆t=64. Figure 2-21 shows the
growth of the amplitude of resonance generated internal mode wave due to Class III Bragg
resonance.
In a realistic ocean situation, the above result can be interpreted as follows. In a total
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Figure 2-21: Comparison of the regular perturbation result and numerical simulation per-
formed by HOS for resonant internal wave generation under Class III Bragg resonance
(Sc1 + Sc2
kb−→ IR). Physical parameters are hℓ/hu=0.42, R=0.96, ks1hu=4.3 , ks1as1=0.2
, ks2/ks1=0.84 , ks2as2=0.2 , ǫb=0.2, and computational parameters: N=2048, M=4,5,
T/∆t=64.
water depth of H = 100m with the themocline at hu = 70m, two typical ocean surface
waves with periods Ts1, Ts2 = 8.00, 8.75 sec and amplitudes as1 ∼ as2 ∼ 3m in the presence
of bottom ripples of λb ∼ 160m and amplitude d ∼ 5m, can resonate a train of relatively
high-frequency internal waves (T ∼ 2min) with amplitude up to ar ∼ 1.5m. The generated
interfacial wave moves in the opposite direction of incident waves and hence scatters back
the forward traveling energy of the incident waves.
Features of higher nonlinearity effects are qualitatively similar to those of Class I.
2.4.6 Multiple Resonance
In practical applications, the incident wavefield and/or the bottom topography contain
multiple components and combinations that may satisfy the resonance conditions. As these
resonant waves are generated, they themselves may satisfy and engage in multiple resonances
with the incident/bottom components. While theoretical considerations such as those in
previous chapter provide valuable guidance and fundamental understanding (and results
for comparisons for specific cases such as those considered above), extensions beyond these
becomes very complex and the general problem is intractable. This is one of the main
objectives for the development here of the direct numerical simulation capability.
As illustration, we consider a generalized but still relatively simple problem where an
incident wave composed of two linearly superimposed wave-trains interacts with a rippled
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bottom containing two wavenumber components. Our interest is the features associated
with the development of multiple resonances and long-time evolutions. For specificity,
we choose a configuration with hℓ/hu=2.3, R=0.96, and two surface-mode incident waves
with ks1hu=0.26 (ω
2
s1hu/g = 0.19), ǫs1 = 0.03, and, ks2hu=0.24 (ω
2
s1hu/g = 0.15), ǫs1 =
0.01. We consider a bottom ripple patch containing two wavenumber components with
dimensionless wavenumbers kb1hu=0.25 and kb2hu=0.20 and kb3hu=0.77 and with the same
bottom component amplitudes d/hℓ=0.2.
For these conditions, it is seen that ks1 − ks2 + kb1=kit and ks1 − ks2 − kb2=kir (both
with the frequency ωi=ωs1− ωs2) satisfy class III Bragg resonance condition with the reso-
nance generated internal-mode wave with wavenumber kithu=kirhu=0.22. With these new
internal-mode wave and the same bottom components, at the forth order, two new reso-
nances occur:
ks5 = ks1 + kir + kb1 = 0.30/hu , ωs5 = 2ωs1 − ωs2 (2.4.35)
and
ks6 = ks2 − kit + kb2 = 0.21/hu , ωs6 = 2ωs2 − ωs1 (2.4.36)
Note that resonant energy exchange may also occur near the exact resonance points (cf.
figures 2-13). In this case, for instance, the combination of the incident wave ks1 and kb1
at the third order gives ks1 − 2kb1 = −0.24/hu with associated frequency ωs1 that does not
satisfy the dispersion relation, but is very close to the pair (−ks1, ωs1) which is a resonance
point and therefore permits resonant energy exchanges. Figure 2-22 shows the location
of the component of this example on Ball’s diagram for the dispersion relationship. In a
direct numerical simulation, we use, as initial conditions, the exact solution for the incident
surface wave, and computational parameters N = 1024, M = 6 and dimensionless domain
length Lx = 2π. Figure 2-23 shows the growth of the amplitudes of the resonance generated
waves of ki, ks5 and ks6 during the initial stage of the evolution (t < 100T ). Modulation in
time can be observed in the incident and resonance generated waves. A rough correlation
can be seen between the minimum of the amplitude of the incident wave and maximum of
the amplitude of the resonance generated waves.
Figure 2-24 plots the spectrum of the nonlinear wavefield at t = 100T , in which all wave
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Figure 2-22: Location of multiple resonance points on Ball’s diagram.
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Figure 2-23: Time variation of the amplitudes of the incident waves (——) and resonance
generated waves with wavenumbers kr=kir=ks1−ks2−kb1 and kr=kit=ks1−ks2+kb2 (· · ·);
kr=ks5=ks1 + kir + kb1 (- - -); and kr=ks6=ks2 − kit + kb2 (– · –).
133
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.2
0.4
0.6
kh
u
a
/a
0
a lk j i hg f e 
d 
c 
b m pon
Figure 2-24: Amplitude spectrum of the waves at t/T = 100. The letters a-p in the figure
indicate wave components with wavenumbers: a, ks1 − ks2; b, ks6; c, ks2; d, ks1; e, ks5; f,
3ks1 − 2ks2; g, ks2 + kb2; h, ks1 + kb1; i, ks2 + kb1; j, ks1 + ks2; k, ks1 + kb1; l, 2ks1; m, 3ks2;
n, 2ks2 + kb1; o, 3ks1; and p, 4ks1 − ks2 . All wave amplitudes are measured on the free
surface.
components including both free and locked waves are identified. Note that some of the
locked waves are close to the resonant points, and can then be significantly developed in
the evolution. Because of this, the wavefield becomes increasingly complex as the nonlinear
interactions continue. Figure 2-25a shows the time evolution of the amplitude of the first
incident surface mode wave (as1) and the resonant internal mode wave (ai, associated with
the class III Bragg resonance). After some regular oscillations during which energy is
exchanged between waves (as expected from the perturbation analysis), the variation of the
amplitudes of these waves starts to behave irregularly at t/T ∼ 1500. The loss of order can
also be seen in the frequency amplitude spectrum of the free-surface elevation, figure 2-26,
for the free-surface elevation at a fixed point x=0 in the time period 2500 < t/T < 3500.
The energy of the wavefield, initially confined to two incident free waves (and their higher-
order locked-wave harmonics), is now distributed, by multiple resonance and near-resonance
interactions with the bottom ripples and amongst waves, to cover a broad-band spectrum.
For comparison, and as an independent check, the spectrum of the wavefield evolved over the
same time with the same initial condition but a flat bottom is obtained also by direct HOS
simulation and shown. Figure 2-27 is the evolution of the amplitude of the incident surface
mode wave (counterpart of figure 2-25a) when there is no stratification (i.e. R=1). As can
be seen, in the same time frame no (qualitative) loss of order is observed. To quantify the
chaotic behavior of the wave motion, we compute the Lyapunov exponent of this system.
We obtain the maximum Lyapunov exponent from the motion history of points on the
free surface following classical methods (e.g., Argyris et al., 1994). Figure 2-28 shows the
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Figure 2-25: Time variation of the amplitudes of (a) the incident wave (as1/a0) and (b) the
resonant internal mode wave (ai/a0) with wavenumber kihu = 0.22.
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Figure 2-26: Frequency amplitude spectrum of the free-surface wave elevation at a fixed
location in the wave domain with a flat bottom (——) and a rippled bottom (· · ·).
time evolution of this maximum Lyapunov exponent. The exponent becomes positive after a
short initial phase of evolution and approaches an asymptotic (constant) value of λmax ≃ 0.9
as the evolution continues. In contrast, in the case of uniform depth or no stratification
(R=1), this Lyapunov exponent is non-positive and reaches zero asymptotically.
The observed features of multiple resonances among surface/internal/bottom wave com-
ponents leading to chaotic wave motion are found to obtain for broad ranges of physical
parameters. In particular, as the stratification strengthens, the time to chaotic motion
decreases and the strength of the chaotic behavior increases. Figure 2-28b shows the max-
imum Lyapunov exponent for a case with R=0.5 involving initially a single surface-mode
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Figure 2-27: Time variation of the amplitudes of the incident wave (Ainc=as1/a0) for the
same setup as in figure 2-25a but with R = 1
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Figure 2-28: Maximum lyapunov exponent as a function of time for a flat bottom (- - -)
and a rippled bottom (——) for (a). R=0.96 example, compared also with no stratification
(R = 1, – · –) case and (b). R=0.5 example
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Figure 2-29: Location of multiple resonance points on Ball’s diagram.
incident wave (with hℓ/hu=1, kshu=0.30, ǫs = 0.03) traveling over a bottom ripple patch
containing multiple wavenumber components. The conjugate of this incident wave is an
internal-mode wave with wavenumber kihu=0.73. Multiple resonances involving different
Bragg mechanisms occur for select sets of bottom component wavenumbers. Figure 2-28b
corresponds to a case of a bottom with three wavenumbers given by kb1hu=0.36, kb2hu=0.43
and kb3hu=0.77 and with the same dimensionless amplitude d/hu=0.094.
For these conditions, it is seen that ks + kb2=ki satisfies a class I Bragg resonance
condition with the resonance generated internal-mode wave with wavenumber kihu=0.73
(see figure 2-29). With this new internal-mode wave and the other two bottom components,
two class III Bragg resonances occur ks3=ks + ki − kb1=0.67/hu (ωs3=2ω) and ki3=ks +
ki+kb3=1.8/hu (ωi3=2ω) where subscripts s3, i3 refer to third-order resonant surface-mode
and internal-mode waves. At the fourth order, the interaction among the incident wave ks,
the generated internal wave ki and two ripple components (kb1 and kb2) is nearly resonant
and generates an internal-mode wave component with wavenumber ki4=ks + ki + kb1 +
kb2=1.82/hu (ωi4=2ω).
Figure 2-30 shows the time evolution of the amplitude of the incident surface mode
wave and the transmitted resonant internal mode wave in this example. Here the variation
of the amplitudes of these waves starts to behave irregularly at a much shorter time of
t/T ∼ 200 (c.f. figure 2-25a). Figure 2-28b shows that the steady state value of the
maximum Lyapunov exponent is higher than that for R = 0.96 case which is an indication
of higher strength chaotic behavior.
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Figure 2-30: Time variation of the amplitudes of (a) the incident wave (Ainc) and (b) the
transmitted class I resonant internal mode wave (Tr) with wavenumber kihu = 0.73 and
frequency ω2hu/g = 0.14.
2.5 Conclusion
To complement the perturbation analyses of chapter one, an efficient and accurate
computational method is developed for the study of general nonlinear interactions of sur-
face/interfacial waves with variable bottom topography in a two-layer density stratified
fluid. The method is based on the extension, to include interfacial waves, of a powerful
high-order spectral (HOS) method originally developed for the study of nonlinear gravity
wave-wave and wave-bottom interactions in a homogenous fluid. The method developed
here accounts for nonlinear interactions of surface/interfacial waves with bottom ripples
up to an arbitrary high order M and, as with the original HOS, achieves an exponential
convergence with respect to the number of spectral modes modes N used (for the sur-
face, interfacial and bottom), and an almost linear computational effort with respect to N
and M . Systematic validation and convergence tests are performed including the directed
comparison to the exact solution of a fully-nonlinear two-layer Stokes wave.
The numerical method is used to study a number of canonical problems corresponding
to different classes of Bragg resonances and the results are compared to the perturbation
results of chapter one for these cases. The comparisons are excellent within the region
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of validity of the perturbation results, deviating typically for longer interaction distance
and greater wave/bottom steepness, highlighting the importance of (even) higher-order
nonlinear interactions not accounted for in the theory.
As a final example, a more general but still relatively simple case is considered in-
volving a single (two-layer) incident wave propagating over a rippled bottom containing
three wavenumber components. By selecting these wavenumbers, conditions for multiple
resonances obtain with the resulting evolution leading to the creation of many new Bragg
transmitted/reflected waves and eventually chaotic motion after some time.
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Chapter 3
Waves due to an oscillating and
translating disturbance in a
two-layer density stratified fluid
3.1 Introduction
The linear problem of wave generation and propagation by a submerged disturbance,
when it translates with a constant speed while its strength is sinusoidally oscillating in
time, is considered analytically and numerically in a two-layer density stratified fluid. Un-
derstanding of waves due to the motion of a submerged body has practical applications
ranging from non-acoustic detection of underwater vehicles Wei et al. (2005), to seakeeping
and wave load calculations on moored/floating offshore structures. In stratified waters, and
particularly in littoral zones, it can help understanding of generation of internal gravity
waves. Inversely, density stratification hence ocean-body composition can be found from
the wake pattern behind a moving object Avital & Miloh (1999, 1994).
In a homogeneous fluid, the linear two-dimensional problem of far-field waves created by
an oscillating and translating disturbance was studied by Haskind (1954)(see also Wehausen
& Laitone (1960)), followed by others who included effects of nonlinearity and considered
the asymptotic behaviors near the critical frequency (see for example Akylas (1984a),Akylas
(1984b),Liu & Yue (1993),Palm & Grue (1999)).
For a two-layer density stratified fluid, the steady flow past a submerged obstacle is well
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studied (see e.g. the monograph by Baines (1997) where the rigid-lid assumption is used).
In the presence of a free surface and deep lower layer, Voitsenya (1958) derived the three-
dimensional potential for a pulsating source and a vortex. For the same setup, Hudimac
(1961) showed that a moving ship generates an internal-wave system similar to the surface
Kelvin waves. For speeds less than a critical speed, the internal ship wave consists of both
transverse and divergent waves, while above that critical speed, only divergent wave persists
Crapper (1967); Sharman & Wurtele (1983).
For finite stratified layer depths, Yeung & Nguyen (1999) obtained the Green function
for a constant strength source moving with steady speed in the upper layer. These results
are extended, theoretically and experimentally, by Wei et al. (2005) to a dipole located
in the lower layer. For a two semi-infinite fluids, Lu & Chwang (2005) derived analytical
expressions for the three dimensional interfacial waves due to a fundamental singularity (see
Appendix D).
The present chapter is motivated by the possibility of observing surface and internal
disturbance associated with ships and submarines in strong stratified waters such as in warm
littoral zones. Here the general two- and three-dimensional problem of wave generation by
an oscillatory source translating with steady forward speed in a two-layer density stratified
fluid is considered. Depending on the Froude number and dimensionless frequency of the
motion, and the ratios of depths and densities of the two layers, up to eight distinct far-field
free waves obtain, and, for sufficiently small forward speed, two of these can advance ahead
of the source.
The formulation of the problem is given in §3.2, followed by a kinematic analysis based
on the dispersion relation which obtains the wavenumber and frequency of the far-field
waves. To obtain the amplitudes of these waves and information in the near field, the
boundary-value problem for the Green function is solved in two and three dimensions. The
Green functions differ depending on whether the source is located in the upper or lower
fluid , and their dependencies on the physical parameters are discussed. In the limit of deep
fluid layers, the Green function simplifies substantially and each of the wave components
can be worked out explicitly. In the last section, an efficient numerical scheme for the
general problem of possibly multiple disturbances with time-varying speeds and motion
frequencies is developed. The algorithm is the extension of a high-order spectral method
originally developed to simulate nonlinear gravity wave-wave interactions Dommermuth &
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Yue (1987), which obtains exponential convergence with the number of spectral modes. The
numerical method of course provides independent validation of the earlier analysis. This is
performed in §4.2 for the near- and far-field waves.
3.2 Problem Formulation
Consider a two-layer density stratified fluid where the upper and lower fluid layers have
respectively mean depths hu and hℓ, and fluid densities ρu and ρℓ (density ratio R ≡ ρu/ρℓ).
Hereafter, subscript u/ℓ denotes quantities associated with the upper/lower fluid layers. In
a Cartesian coordinate system with x, y-axis on the mean free surface and z-axis positive
upward, the two-layer fluid rests on a flat horizontal bottom z = −hu−hℓ and have surface
and interface elevations ηu(x, y, t) and ηℓ(x, y, t) respectively.
Consider a point source with pulsating strength m = m0 cosω0t, moving with forward
speed u = Uiˆ, located at a fixed (mean) depth z = z0. Assume that the fluids in both
layers are homogeneous, incompressible, immiscible and inviscid so that the fluid motion is
irrotational. The effect of surface tension is neglected. The flow in each layer is described
by a velocity potential, φu(x, y, z, t) and φℓ(x, y, z, t). In a frame of reference fixed with still
water at infinity, the linearized governing equations are:
∇2φu = m0 δ(x0 + Ut, 0,−z0) cos ω0t −hu < z < 0 (3.2.1a)
∇2φℓ = 0 −hu − hℓ < z < −hu (3.2.1b)
ηu,t = φu,z z = 0 (3.2.1c)
φu,t + gηu = 0 z = 0 (3.2.1d)
ηℓ,t = φu,z z = −hu (3.2.1e)
ηℓ,t = φℓ,z z = −hu (3.2.1f)
R(φu,t + gηℓ) = (φℓ,t + gηℓ) z = −hu (3.2.1g)
φu,z = 0 z = −hu + hℓ (3.2.1h)
where δ is the Dirac delta function, g gravity, and x = x0 + Ut the position of the moving
source assumed to be in the upper fluid layer (z0 > −hu). If the source is located in the
lower layer, the right-hand sides of (3.2.1a) and (3.2.1b) are exchanged, but the remaining
discussion in this section is unaffected.
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Before deriving the solution to (3.2.1), some insight can be obtained from the dispersion
relation. The solution for a free plane propagating wave in a two-layer fluid can be written
as (see Lamb (1932))
ηu = a e
i(k·x−ωt) (3.2.2a)
ηℓ = b e
i(k·x−ωt) (3.2.2b)
φu = −i(A cosh kz +B sinh kz) ei(k·x−ωt) (3.2.2c)
φℓ = −iC cosh k(z + hu + hℓ) ei(k·x−ωt) (3.2.2d)
where ω and k represent the frequency and wavenumber of a wave respectively, and k = |k|.
Coefficients a and b are amplitudes of surface and interfacial elevations, and are related by
b
a
= cosh khu − gk
ω2
sinh khu . (3.2.3)
In terms of a and b, the coefficients A, B and C are given by
A =
ga
ω
, B =
ωa
k
, C =
ωb
k sinh khℓ
. (3.2.4)
In (3.2.2), ω and k satisfy the dispersion relation:
D(ω, k) ≡ ω4(R+ coth khu coth khℓ)− ω2gk(coth khu + coth khℓ)
+g2k2(1−R) = 0. (3.2.5)
It is easy to see that for a given wavenumber k > 0, (3.2.5) has four solution: ±ωs(k),±ωi(k),
with ωs > ωi > 0 Ball (1964), where ±ωs(k) and ±ωi(k) are denoted as the surface-mode
and internal-mode waves respectively.
In a frame of reference moving with the source, the far-field waves are solutions to
the dispersion relation (3.2.5) with the frequency replaced by encounter frequency (see for
example Faltinsen (1993)):
D(±ω0 + Ukj , kj) = 0. (3.2.6)
Roots of (3.2.6) are at the intersections of the surface and internal mode branches of station-
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Figure 3-1: Schematic of the dispersion relationship for far-field waves generated by a
moving and oscillating disturbance in a two-layer density stratified fluid. The figure also
shows the numbering convention for these waves. Encounter frequency lines ω = ±ω0 +
Uk: – · –, can have up to Nw=8 intersections with the dispersion relation curves ——
(equation (3.2.5)).
ary frame dispersion relation (3.2.5) with the encounter frequency lines, i.e., ±ωs,i(kj) =
±ω0 + Ukj , as illustrated in figure 3-1, where the numbering convention for the roots are
also defined. Equation (3.2.6) can have up to NW=8 real solutions for a given ω0. The
number of solutions NW is a function of the four dimensionless quantities of the problem:
density ratio R ≡ ρu/ρℓ; dimensionless frequency τ ≡ Uω0/g; depth ratio h ≡ hu/H, where
H=hu + hℓ is the total depth; and Froude number F ≡ U2/(gH).
When the encounter frequency line becomes tangent to one of the dispersion relation
branches, two of the roots coalesce, and the critical frequencies at which this occur are
labeled τcr,s or τcr,i according to whether it is the ωs(k) or ωi(k) branch of the dispersion
relation. Generally, for τ > τcr,s, NW=4; for τcr,i < τ < τcr,s, NW=6; and for τ < τcr,i,
NW=8 far-field waves associated with the oscillating and translating disturbance.
In general, waves associated with kp, p=3, 4, 7, 8, (the “p waves”) are always present
regardless of the physical parameters; while those associated with kq, q=1, 2, 5, 6, (the “q”
waves) may not exist depending on τcr. Qualitatively, p/q waves have smaller/greater phase
speed compared to U .
The dimensionless critical frequencies τcr,s, τcr,i are functions of R, F and h and can be
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found numerically. Figure 3-2 shows the dependence of τcr,s, τcr,i on F and h for R=0.2
and 0.95. It is seen that τcr,s has a weak dependence on h and R while τcr,i has a relatively
stronger dependence. It is to be noted that no real surface/interface τcr can be found if
F > 1
2
(
1±
√
1− 4h(1− h)(1 −R)
)
≡ Fcr (3.2.7)
where +/− refers to the surface/internal mode. Figure 3-3 shows the variation of Fcr with
R and h. For R close to unity, the critical Froude number associated with the surface
mode, Fcr,s ≈ 1, and that associated with the internal mode, Fcr,s ≈ 0. Thus in a realistic
ocean where 1−R is small, no internal wave propagate ahead of the disturbance unless F
is comparably small. For given R, the maximum range of F for upstream waves occurs at
h = 0.5 (hu=hℓ) where Fcr are extremal. In the limiting case of deep layers, khu khl ≫ 1,
the far-field wavenumbers in two dimensions can be obtained in closed form. In this limit,
(3.2.5) reduces to:
ω2s = gk, ω
2
i = gk
(
1−R
1 +R
)
(3.2.8)
The resultant waves at infinity are solutions of following four equations
±ω0 + Uk = ±
√
gk , ±ω0 + Uk = ±
√
gk
(
1−R
1 +R
)
. (3.2.9)
Depending on the values of τ andR, and the sign before ω0, each of these equations can have
either two or zero real roots. The first equation of (3.2.9) is for surface-mode waves and is
the same as that for homogeneous fluid. The second equation of (3.2.9) is for internal-mode
waves where g is effectively replaced by the reduced gravity g(1 − R)/(1 +R). The roots
to (3.2.9) are:
k1,2 =
ν
2τ2
[1− 2τ ± (1− 4τ) 12 ], (3.2.10)
k3,4 =
ν
2τ2
[1 + 2τ ± (1 + 4τ) 12 ], (3.2.11)
k5,6 =
νℓ
2τ2ℓ
[1− 2τℓ ± (1− 4τℓ)
1
2 ], (3.2.12)
k7,8 =
νℓ
2τ2ℓ
[1 + 2τℓ ± (1 + 4τℓ)
1
2 ], (3.2.13)
where ν = ω20/g, and νℓ = ν(1+R)/(1−R), τℓ = τ(1+R)/(1−R). It is clear that: Nw=4 for
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Figure 3-2: Critical dimensionless frequencies τcr,s, τcr,i as a functions of Froude number F ,
and depth ratio h for (a) R = 0.2 and (b) R = 0.95.
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Figure 3-3: Critical Froude numbers Fcr,s, Fcr,i as functions of R and h.
τ > 1/4; NW=6 for 0.25(1−R)/(1+R) < τ < 1/4; and NW=8 for τ < 0.25(1−R)/(1+R).
In a stationary frame, the surface/internal wave associated with k4/k8 propagate back-
ward (negative phase and group speed Cp, Cg < 0); the other waves propagate forward
(Cp, Cg > 0) with the k2/k6 waves, if they exist, moving ahead of the disturbance (Cg > U),
and the k1/k5 and k3/k7 waves trailing behind the disturbance (Cg < U). The difference
between the two latter pairs of waves is that Cp > U for k1/k5, if they exist, and Cp < U
for k3, k7.
3.3 Green function
The kinematic analysis of the preceding section gives wavenumbers of the waves that
appear at the far field of an oscillating translating disturbance in a two-layer density strat-
ified fluid. To determine amplitude of these waves and also surface and interface elevation
in the near field of the disturbance, the boundary value problem needs to be solved ana-
lytically. In this section, the Green function for the velocity potential associated with a
steadily translating point source of sinusoidally oscillating strength in a two-layer density
stratified fluid is obtained. For the source located in the upper layer the general form of
the two-dimensional Green function is presented, and study the limiting case of deep layers
where the expressions are simplified considerably. The corresponding Green function for
the source in the lower layer is given in section 3.3.3. Finally the Green function for the
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three-dimensional case for a source located in either the upper or lower layer is obtained
(section 3.3.5).
3.3.1 Two-dimensional source in the upper layer
Here a source having an oscillatory strength m = m0 cosω0t and moving with a uniform
speed u = Uiˆ is considered in the upper layer of a two-dimensional two-layer density
stratified fluid. The following dimensionless variables are used:
t = ω0t
∗, x, z, z0, h =
x∗, z∗, z∗0 , hu
H
, τ =
Uω0
g
,
F = U
2
gH
, m =
m0H
2
φ0
, k =
gk∗
ω20
(3.3.14)
where ( )∗ indicates dimensional variables and φ0 scales the velocity potential. In a frame
of reference moving with the source, the dimensionless governing equations are:
∇ϕu = mδ(x− x0) cosω0t −h < z < 0 (3.3.15)
∇ϕℓ = 0 −1 < z < −h (3.3.16)
τ2ϕu,tt + 2τFϕu,xt + F2ϕu,xx + Fϕu,z = 0 z = 0 (3.3.17)
ϕu,z = ϕℓ,z z = −h (3.3.18)
R(τ2ϕu,tt + 2τFϕu,xt + F2ϕu,xx + Fϕu,z) =
τ2ϕℓ,tt + 2τFϕℓ,xt + F2ϕℓ,xx + Fϕℓ,z z = −h (3.3.19)
ϕℓ,z = 0 z = −1. (3.3.20)
where x0=0, z0 > −h is the position of the source in the upper layer. A steady solution in
this frame of reference (fixed with the source) is sought and it is assumed:
ϕu(x, z, t) = ℜ{m φu(x, z) eit}, ϕℓ(x, z, t) = ℜ{m φℓ(x, z) eit} , (3.3.21)
and consider a solution of the following form:
φu =
ln r
2π
+
ln r2
2π
+Hu(x, z)
φℓ = Hℓ(x, z) (3.3.22)
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where
r2 = x2 + (z − z0)2, r22 = x2 + (z + z0 + 2h)2. (3.3.23)
with r2 being the location of the image of the point source with respect to the interface. To
solve for Hu,Hℓ, Fourier transform in x is invoked (see Wehausen & Laitone (1960)). The
function ln(r) in two dimension does not have a Fourier transform (see McCauley (1979)
for a variant definition using Laplace equation), however it can be written it in an integral
form :
ln
√
x2 + a2 = −
∫ ∞
0
e−ka cos kx− cos k
k
dk . (3.3.24)
The second term in the numerator is not a function of x, z. However it enters the boundary-
value problem through φu/ℓ,tt (equations (3.3.17), (3.3.19)). Thorne (1953) subtracts the
potential of the virtual singularity from the real singularity (i.e. ln r − ln r2) to avoid the
new term under the integral. Debnath (1971) used a similar expression as ours without the
constant term (see the definition of M1 after equation 34 in his paper and compare with his
equation 22) which strictly does not allow an inverse Fourier transform.
The solution to the boundary-value problem can be written in the form:
φu =
ln r
2π
+
ln r2
2π
+
∫ ∞
0
[
(A+ coshαkz +B+ sinhαkz)
eiαkx
2
+(A− coshαkz +B− sinhαkz)
e−iαkx
2
− cosαk
πk
]
dk (3.3.25)
φℓ =
∫ ∞
0
[
C+ coshαk(z + 1)
eiαkx
2
+ C− coshαk(z + 1)
e−iαkx
2
]
dk , (3.3.26)
where α ≡ τ2/F . Upon substitution in the boundary conditions, the coefficients A±, B±
and C± can be found:
X± =
Xˆ±
λ±4 − (ω2s + ω2i )λ±2 + ω2sω2i
(3.3.27)
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where X can be either of A,B or C and
Aˆ± = β λ±
4
+
k (−Rsl γ + cl cu β +Rsl su β − sl β cu + sl Rβ cu)λ±2
sl suR+ cu cl
+
k2sl cu β (−1 +R)
sl suR+ cu cl (3.3.28)
Bˆ± =
(sl cuRβ + β cl su −Rsl γ)λ±4
sl suR+ cu cl
+
kβ (sl cuR+ cl su − sl su + sl suR)λ±2
sl suR+ cu cl
+
k2β sl su (−1 +R)
sl suR+ cu cl (3.3.29)
Cˆ± =
R (cu2β − cu γ − su2β)λ±4
cu cl + sl suR
+
Rk (−su2β + cu2β + su γ)λ±2
cu cl + sl suR (3.3.30)
where
λ± = 1± τk, β = coshαk(z0 + h)
π k exp(αkh)
, γ =
e−αk(z0+h)
πk
su ≡ sinh(αkh), cu ≡ cosh(αkh),
sl ≡ sinh[αk(1 − h)], cl ≡ cosh[αk(1− h)] , (3.3.31)
and the frequencies ωs,i are surface-mode and internal-mode solutions to the dimensionless
dispersion relation
ω4[R+cothαkh cothαk(1−h)]−ω2k[coth αkh+coth αk(1−h)]+k2(1−R) = 0. (3.3.32)
From (3.2.1c) and (3.2.1e), the surface and interface elevations are now given by
ηu = − gη
∗
u
ω0φ0
= − gη
∗
u
ω0m0H2
= ϕu,t +
F
τ
ϕu,x , z = 0, (3.3.33)
ηℓ =
gη∗ℓ
ω0φ0
=
gη∗ℓ
ω0m0H2
=
R(ϕu,t −F/τ ϕu,x)− (ϕℓ,t −F/τ ϕℓ,x)
(1−R) , z = −h (3.3.34)
For numerical evaluation of (3.3.25) and (3.3.26), the integrals can be transformed into
Cauchy principal-value integrals, where the singular values are roots of the denominator of
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(3.3.27). To do this, (3.3.25) and (3.3.26) are rewritten in the expanded form:
φu =
ln r
2π
+
ln r2
2π
+
∫ ∞
0
[
(Aˆ+ coshαkz + Bˆ+ sinhαkz)
2 G+ e
iαkx
+
(Aˆ− coshαkz + Bˆ− sinhαkz)
2 G− e
−iαkx − cosαk
πk
]
dk (3.3.35)
φℓ =
∫ ∞
0
[
Cˆ+
2 G+ coshαk(z + 1) e
iαkx +
Cˆ−
2 G− coshαk(z + 1) e
−iαkx
]
dk (3.3.36)
where
G± = λ±4 − (ω2s + ω2i )λ±
2
+ ω2sω
2
i . (3.3.37)
G+ can have maximum number of four real roots and G− has always four real roots. As-
suming all eight real roots exist, (3.3.25) and (3.3.26) can finally be expressed as:
φu =
ln r
2π
+
ln r2
2π
+
∑
k=k1,k2,k5,k6
(−1)wiπ (Aˆ
+ coshαkz + Bˆ+ sinhαkz)
2 F+ e
iαkx
+
∑
k=k3,k4,k7,k8
(−1)wiπ (Aˆ
− coshαkz + Bˆ− sinhαkz)
2 F− e
−iαkx
+ PV
∫ ∞
0
[
(Aˆ+ coshαkz + Bˆ+ sinhαkz)
2 G+ e
iαkx
+
(Aˆ− coshαkz + Bˆ− sinhαkz)
2 G− e
−iαkx − cosαk
πk
]
dk (3.3.38)
φℓ =
∑
k=k1,k2,k5,k6
(−1)wiπ Cˆ
+
2 F+ coshαk(z + 1) e
iαkx
+
∑
k=k3,k4,k7,k8
(−1)wiπ Cˆ
−
2 F− coshαk(z + 1) e
−iαkx
+ PV
∫ ∞
0
[
Cˆ+
2 G+ coshαk(z + 1) e
iαkx +
Cˆ−
2 G− coshαk(z + 1) e
−iαkx
]
dk, (3.3.39)
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where
F± = d
dk
{
λ±
4 − (ω2s + ω2i )λ±
2
+ ω2sω
2
i
}
(3.3.40)
and, for k = k2, k6, w = 1, otherwise w = 2. If any of k1, k2, k5, k6 is non-real (they
disappear as “pairs”), the corresponding term in the sum is skipped.
The far-field amplitudes can be found by contour integration of (3.3.25) and (3.3.26).
To satisfy radiation condition of outgoing waves at infinity, the contour integration along
the real k axis must be indented below the poles for k2,k6 (if they exist) and above those
associated with all the other wavenumbers. After some algebra, the final expressions for
the far-field amplitudes are:
φ∞u = π
Aˆ+ coshαkz + Bˆ+ sinhαkz
2F+ , φ
∞
ℓ = π
Cˆ+ coshαk(z + 1)
2F+ , (3.3.41)
for k = k1, k2, k5, k6, and,
φ∞u = π
Aˆ− coshαkz + Bˆ− sinhαkz
2F− , φ
∞
ℓ = π
Cˆ+ coshαk(z + 1)
2F+ , (3.3.42)
for k = k3, k4, k7, k8.
3.3.2 Deep-layers limiting case
When both layers are deep, the Green function can be reduced to independent integrals
in Fourier space. These reduced expressions are two-layer counterparts of the well known
deep-water homogeneous-fluid Green function (see Liu & Yue (1993) for example).
The Green function expressions depend on the value of τ relative to τcr,i, τcr,s. For
τ < τcr,i, NW=8 distinct waves exist. After some algebra, the final form of the solution can
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be expressed as:
φu =
1
2π
ln r +
1
2π
ln r2
+
∫ ∞
0

Aˆ+ coshαkz + Bˆ+ sinhαkz
2 τ4
∑
q=1,2,5,6
aq
k − kq e
iαkx
+
Aˆ− coshαkz + Bˆ− sinhαkz
2 τ4
∑
q=3,4,7,8
aq
k − kq e
−iαkx − cosαk
πk

 dk (3.3.43)
φℓ =
∫ ∞
0

 Cˆ+ eiαkx
2τ4
∑
q=1,2,5,6
aq
k − kq
+
Cˆ− e−iαkx
2τ4
∑
q=3,4,7,8
aq
k − kq

 coshαk(z + 1) dk (3.3.44)
where
aq =
∏
j={1,2,5,6}−q
1
kq − kj for q = 1, 2, 5, 6; (3.3.45)
aq =
∏
j={3,4,7,8}−q
1
kq − kj for q = 3, 4, 7, 8. (3.3.46)
The integrals contain simple poles at k = k1, · · · , k8. To satisfy radiation condition, the
contour integration must be indented below k2, k6 and above the other wavenumbers.
For τcr,i < τ < τcr,s, NW=6, and
φu =
1
2π
ln r +
1
2π
ln r2 +
∫ ∞
0

 Aˆ+ coshαkz + Bˆ+ sinhαkz
2 τ4
∑
q=1,2
aq
k − kq e
iαkx
+
Aˆ− coshαkz + Bˆ− sinhαkz
2 τ4
∑
q=3,4,7,8
aq
k − kq e
−iαkx − cosαk
πk

 dk (3.3.47)
φℓ =
∫ ∞
0

 Cˆ+ eiαkx
2τ4
∑
q=1,2
aq
k − kq
+
Cˆ− e−iαkx
2τ4
∑
q=3,4,7,8
aq
k − kq

 coshαk(z + 1) dk (3.3.48)
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where now
a1 =
τ2
λ2(k1)− ω2i (k1)
· 1
k1 − k2 ; (3.3.49)
a2 =
τ2
λ2(k2)− ω2i (k2)
· 1
k2 − k1 ; and (3.3.50)
aq =
∏
j={3,4,7,8}−q
1
kq − kj for q = 3, 4, 7, 8; (3.3.51)
and the contour integrations for (3.3.47) and (3.3.48) (and below) must be treated similarly
to satisfy radiation condition.
Finally, for τ > τcr,s, NW=4, and
φu =
1
2π
ln r +
1
2π
ln r2 +
∫ ∞
0
{
Aˆ− coshαkz + Bˆ− sinhαkz
2 τ4
×
∑
q=3,4,7,8
aq
k − kq e
−iαkx − cosαk
πk

 dk (3.3.52)
φℓ =
∫ ∞
0
Cˆ− e−iαkx
2τ4
∑
q=3,4,7,8
aq
k − kq coshαk(z + 1) dk (3.3.53)
where
aq =
∏
j={3,4,7,8}−q
1
kq − kj for q = 3, 4, 7, 8. (3.3.54)
3.3.3 Source in the lower layer
For the source point in the lower layer, the derivation is quite similar and the details
are omitted. Here the final expressions for the Green functions is provided:
φu =
∫ ∞
0
[
(A+ coshαkz +B+ sinhαkz)
eiαkx
2
+(A− coshαkz +B− sinhαkz)
e−iαkx
2
]
dk (3.3.55)
φℓ =
ln r
2π
+
ln r3
2π
+
∫ ∞
0
[
C+ coshαk(z + 1)
eiαkx
2
+C− coshαk(z + 1)
e−iαkx
2
− cosαk
πk
]
dk (3.3.56)
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where r23 ≡ x2 + (2 + z + z0)2 is the locating of the image of the point source about the
bottom. Applying the boundary conditions, the coefficients A±, B± and C± are:
X± =
Xˆ±
λ±4 − (ω2s + ω2i )λ±2 + ω2sω2i
(3.3.57)
where X is either of A,B or C and
Aˆ± =
kλ±2β (sl + cl)
sl Rsu + cl cu ; Bˆ
± =
λ±4β (sl + cl)
sl suR+ cl cu (3.3.58)
Cˆ± = −β (suR− cu)λ
±4
sl suR+ cl cu +
β k (−su + cu)λ±2
sl suR+ cl cu
+
β k2su (R− 1)
sl suR+ cl cu (3.3.59)
where now
β =
coshαk(z0 + 1)
π k eαk(1−h)
. (3.3.60)
3.3.4 Discussion
The Green functions obtained provide the solution everywhere. Of special interest of
course is the wave amplitudes in the far field. These wave amplitudes, in general au,n, aℓ,n,
n = 1, . . . , 8, on the upper (surface), lower (interfacial) layers, depend on the characteristics
of the moving oscillating source, τ , F and z0, as well as those of the ocean environment, h,
R.
Figures 3-4a, b plot au,n, n=1,2,3,4, and aℓ,n, n=5,6,7,8 respectively for the surface and
internal mode waves as a function of the density ratio R. The other parameters used are
F =0.032, τ=0.1 h=0.5, and z0=-0.02. With the source in the upper layer in this case,
the dependence on R of au,n is relatively weak, while aℓ,ngenerally increase with R (with a
rate that depends on the specific mode n). This is expected because, relative to the density
of the lower fluid, the momentum introduced by the source in the upper layer increases as
R increases. For other parameters fixed, τcr,i decreases as R increases. Beyond a certain
value of R (R=0.4 in this case), τcr,i < τ , NW decreases from 8 to 6, and the amplitudes
associated with the two modes that are eliminated blow up (corresponding to their group
velocity approaching U). Based on Figure 3-4, hereafter, focus will be on two values of
density ratio, R=0.2 and 0.95, only the latter value of course corresponds to conditions in
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Figure 3-4: Far-field wave amplitudes au,n, aℓ,n, as functions of R for F=0.03, τ=0.1, z0=-
0.02, h=0.5. In figure (a) for au,n: au,1 —— ; au,2 - - - ; au,3 – · – ; and au,4 · · · . In figure
(b) for aℓ,n: aℓ,5 —— ; aℓ,6 - - - ; aℓ,7 – · – ; and aℓ,8 · · · .
the physical ocean.
Figures 3-5a-d show the dependence of an on τ for R=0.2,0.95. The other physical
parameters are F=0.03, h=0.5, and z0=-0.02. As τ increases, the amplitudes of the p/q
waves decrease/increase. As τ approaches τcr,s, τcr,i, the respective q wave amplitudes
become unbounded and they disappear. In the limit τ → 0, i.e., a steady translating
source, the wavenumbers associated with respectively au,1, au,3 and aℓ,5, aℓ,7 coincide and
the amplitudes have the same value. In this limit, the wavenumbers associated with au,2,
au,4 and aℓ,6, aℓ,8 go to zero but the amplitudes remain finite. The magnitudes of au,n
and aℓ,nare comparable here because the source is placed close to the free surface. As
z0 decreases towards the interface, aℓ,n does not change appreciably, while au,n decreases
significantly. The main difference between R=0.2 and R=0.95 is that, for the latter, τcr,i=0
and the aℓ,5 and aℓ,6 waves do not exist (NW=6). In fact, for F <0.5 (a similar expression
obtains for F >0.5), it can be shown from (3.2.7) that the maximum R for aℓ,5 and aℓ,6
waves to exist is given by:
Rmax = 1− F
h(1− h) (1−F). (3.3.61)
For the present case with F=0.03 and h=0.5,Rmax=0.88. Comparing Figures 3-5a,b and
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Figure 3-5: Far-field wave amplitudes au,n, aℓ,n, as functions of τ for F=0.03, z0=-0.02,
h=0.5, and, (a,b) R=0.2; (c,d) R=0.95. In figures (a,c) for au,n: au,1 —— ; au,2 - - - ;
au,3 – · – ; and au,4 · · · . In figures (b,d) for aℓ,n: aℓ,5 —— ; aℓ,6 - - - ; aℓ,7 – · – ; and
aℓ,8 · · · .
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c,d, the behaviors for au,n are similar, while for aℓ,n the amplitudes for R ∼1 are much
greater as expected, particularly in this case for aℓ,7 which grows rapidly as τ becomes
small.
Figure 3-6 shows the effect of F on an (with F varying, an are now non-dimensionalized
by g/(mω0)); for chosen parameters τ=0.1, h=0.5, and z0=-0.02. Generally, as F increases,
there are values F=Fmax, at which au,3 and aℓ,7 obtain maximum and then decay. If the
range of F in Figure 3-6 is extended, it is found that this is in fact the case for all p
waves. Similar to previous figures, there are critical values Fcr, given the other parameters,
beyond which respective q waves disappear; with the general feature that the corresponding
amplitudes grow unbounded as F approached these Fcr values. The magnitude of R affects
the values of Fmax and Fcr, with these values greater/smaller for the surface/intenal mode
wave amplitudes for larger R.
Dependence of an on the depth ratio h (with F=0.03, τ=0.1 and z0=-0.02) is shown
in figure 3-7. In the ocean, h (for given total depth H) can vary significantly due to
the passage of long interfacial waves. In littoral zones, the amplitude of these waves can
be an appreciable fraction of H (e.g. Shen & He (2005)). Figure 3-7 shows that most
of the variations in the far-field wave amplitudes occur for smaller h. As h increases,
au,n/aℓ,n generally increases/diminishes. These dependencies are more prominent for aℓ,n.
In particular, forR=0.2, there is a critical depth ratio near which aℓ,5 and aℓ,6 go unbounded
and below which they disappear. Comparing the R=0.95 case to the R=0.2 case, the
qualitative features obtain but are much weaker. Concentrating on this more physically
relevant case of R=0.95, figure 3-7c,d shows that the resistance on the disturbance due to
wave generation generally decreases as h increases from small values.
Finally the effect of z0 is considered in figure 3-8. As expected, there is a sharp variation
in wave amplitudes around z0 ∼ −h especially for smaller R. As the location of the
disturbance approaches the interface from below, an (especially aℓ,n) increase markedly. As
z0 crosses −h, an drop abruptly proportionate to the abrupt drop in the density. As the
disturbance approaches the free surface, aℓ,n decreases from its maximum value at z0 = −h,
while au,n increases (eventually becoming unbounded as z0 →0). The wave resistance on
the disturbance as it crosses the interface consequently follows a similar qualitative trend.
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Figure 3-6: Far-field wave amplitudes au,n, aℓ,n, as functions of F for τ=0.1, z0=-0.02,
h=0.5, and, (a,b) R=0.2; (c,d) R=0.95. In figures (a,c) for au,n: au,1 —— ; au,2 - - - ;
au,3 – · – ; and au,4 · · · . In figures (b,d) for aℓ,n: aℓ,5 —— ; aℓ,6 - - - ; aℓ,7 – · – ; and
aℓ,8 · · · .
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Figure 3-7: Far-field wave amplitudes au,n, aℓ,n, as functions of h for F=0.03, z0=-0.02,
τ=0.1, and, (a,b) R=0.2; (c,d) R=0.95. In figures (a,c) for au,n: au,1 —— ; au,2 - - - ;
au,3 – · – ; and au,4 · · · . In figures (b,d) for aℓ,n: aℓ,5 —— ; aℓ,6 - - - ; aℓ,7 – · – ; and
aℓ,8 · · · .
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Figure 3-8: Far-field wave amplitudes au,n, aℓ,n, as functions of z0 for F=0.03, τ=0.1, h=0.5,
and, (a,b) R=0.2; (c,d) R=0.95. In figures (a,c) for au,n: au,1 —— ; au,2 - - - ; au,3 – · – ;
and au,4 · · · . In figures (b,d) for aℓ,n: aℓ,5 —— ; aℓ,6 - - - ; aℓ,7 – · – ; and aℓ,8 · · · .
162
3.3.5 Three-dimensional Green function
In three dimensions, the Green function can be similarly obtained. The analysis is in
fact somewhat simpler because the fundamental singularity is no longer logarithmic (see
Apendix B). The derivation is quite similar, and here the final expressions for the three-
dimensional Green function is given. For the source in the upper layer,
φu =
1
r4
+
1
r5
+∫ π
−π
∫ ∞
0
(A coshαkz +B sinh kz) eiαk(x cos θ+y sin θ) dk dθ , (3.3.62)
φℓ =
∫ π
−π
∫ ∞
0
C coshαk(z + 1) eiαk(x cos θ+y sin θ) dk dθ . (3.3.63)
where r24 ≡ x2 + y2 + (z − z0)2, r25 ≡ x2 + y2 + (z + 2h+ z0)2. The coefficients A,B and C
are obtained as
X =
Xˆ
λ4 − (ω2s + ω2i )λ2 + ω2sω2i
(3.3.64)
where X is either of A, B or C with
Aˆ = −β λ4 − k (−Rsl γ + cl cu β +Rsl su β − sl β cu + sl Rβ cu)λ
2
sl suR+ cu cl
−k
2sl cu β (−1 +R)
sl suR+ cu cl (3.3.65)
Bˆ =
(sl cuRβ + β cl su −Rsl γ)λ4
sl suR+ cu cl +
kβ (sl cuR+ cl su − sl su + sl suR)λ2
sl suR+ cu cl
+
k2β sl su (−1 +R)
sl suR+ cu cl (3.3.66)
Cˆ = −R
(
cu2β − cu γ − su2β)λ4
cu cl + sl suR −
Rk (−su2β + cu2β + su γ)λ2
cu cl + sl suR (3.3.67)
where
λ = 1 + τk cos θ, β =
coshαk(z0 + h)
π exp(αkh)
, γ =
e−αk(z0+h)
π
.
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For the source in the lower layer,
φu =
∫ π
−π
∫ ∞
0
(A cosh αkz +B sinhαkz) eiαk(x cos θ+y sin θ) dk dθ , (3.3.68)
φℓ =
1
r4
+
1
r6
+
∫ π
−π
∫ ∞
0
C coshαk(z + 1) eiαk(x cos θ+y sin θ) dk dθ , (3.3.69)
where r26 ≡ x2 + y2 + (2 + z + z0)2, and
Aˆ = − kλ
2β (sl + cl)
sl suR+ cl cu , Bˆ = −
λ4β (sl + cl)
sl Rsu + cl cu , (3.3.70)
Cˆ =
β (suR− cu)λ4
sl suR+ cl cu −
β k (cu − su)λ2
sl suR+ cl cu −
β k2su (R− 1)
sl suR+ cl cu , (3.3.71)
where
λ = 1 + τk cos θ, β =
coshαk(z0 + 1)
π eαk(1−h)
. (3.3.72)
The limiting case of deep layers is instructive. For brevity, only the case with NW=8
(τ < τcr,i) is considered. For the source in the upper layer:
φu =
1
r4
+
1
r5
+
2
π
∫ π
2
0
∫ ∞
0
1
τ4 cos4 θ
(A coshαkz +B sinhαkz)
×
∑
q=1,2,5,6
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ (3.3.73)
+
2
π
∫ π
π
2
∫ ∞
0
1
τ4 cos4 θ
(A coshαkz +B sinhαkz)
∑
q=3,4,7,8
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ (3.3.74)
φℓ =
2
π
∫ π
2
0
∫ ∞
0
1
τ4 cos4 θ
C coshαk(z + 1)
×
∑
q=1,2,5,6
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ (3.3.75)
+
2
π
∫ π
π
2
∫ ∞
0
1
τ4 cos4 θ
C coshαk(z + 1)
×
∑
q=3,4,7,8
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ (3.3.76)
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where
aq =
∏
j={1,2,5,6}−q
1
kq − kj for q = 1, 2, 5, 6; (3.3.77)
aq =
∏
j={3,4,7,8}−q
1
kq − kj for q = 3, 4, 7, 8. (3.3.78)
For the source in the lower layer, the expressions for the deep layers Green function are:
φu =
2
π
∫ π
2
0
∫ ∞
0
1
τ4 cos4 θ
(A coshαkz +B sinhαkz)
×
∑
q=1,2,5,6
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ (3.3.79)
+
2
π
∫ π
π
2
∫ ∞
0
1
τ4 cos4 θ
(A coshαkz +B sinhαkz)
×
∑
q=3,4,7,8
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ (3.3.80)
φℓ =
1
r4
+
1
r6
+
2
π
∫ π
2
0
∫ ∞
0
1
τ4 cos4 θ
C coshαk(z + 1)
×
∑
q=1,2,5,6
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ , (3.3.81)
+
2
π
∫ π
π
2
∫ ∞
0
1
τ4 cos4 θ
C coshαk(z + 1)
×
∑
q=3,4,7,8
aq
k − kq e
iαk(x cos θ+y sin θ) dk dθ . (3.3.82)
3.4 Direct numerical simulation
For the general problem involving possibly multiple bodies and arbitrary time-dependence
in the motions, the solution can be more generally and efficiently obtained by a direct nu-
merical method. Here a highly efficient numerical scheme based on spectral expansion of
potentials is presented (§3.4.1). The numerical method is general for two and three dimen-
sional problems and can be extended to account for nonlinear effects Tsai & Yue (1996).
Here the focus will be on the linearized two-dimensional problem.
3.4.1 Formulation of the spectral method
Consider the linearized governing equations (3.2.1) with a point source located in either
the upper or lower layer. For later convenience, let’s define ϕu = φu + φ¯u, ϕℓ = φℓ + φ¯ℓ;
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where φ¯u, φ¯ℓ represent the potential of the point source in an unbounded homogeneous
fluid, and, in the neighborhood of the interface, let’s define a new potential ψ(x, z, t) ≡
φℓ(x, z, t)−Rφu(x, z, t). In terms of these quantities, and in the frame of reference moving
with the disturbance, the kinematic and dynamic boundary conditions on the surface and
interface can be written in the forms:
ηu,t = −Uηu,x + φu,z + φ¯u,z , z = 0 , (3.4.83a)
φu,t = −Uφu,x − gηu − φ¯u,t , z = 0 , (3.4.83b)
ηℓ,t = −Uηℓ,x + φu,z + φ¯u,z , z = −hu (3.4.83c)
ψ,t = −Uψ,x − gηℓ(1−R)− (φ¯ℓ,t −Rφ¯u,t) , z = −hu . (3.4.83d)
In the numerical simulation, (3.4.83) are used as evolution equations for ηu(x, t), φu(x, 0, t),
ηℓ(x, t) and ψ(x,−hu, t), given the vertical surface velocity, φu,z(x, 0, t), and the vertical
interface velocities, φu,z(x,−hu, t) and φℓ,z(x,−hu, t), which are obtained from the solution
of the boundary-value problem.
To find these velocities, the solutions for φu and φℓ are constructed in terms of Fourier
basis functions:
φu(x, z, t) =
N−1∑
n=−N
{
An(t)
cosh[kn(z + hu)]
cosh(knhu)
+Bn(t)
sinh(knz)
cosh(knhu)
}
eiknx (3.4.84)
φℓ(x, z, t) =
N−1∑
n=−N
Cn(t)
cosh[kn(z + hu + hℓ)]
cosh(knhℓ)
eiknx (3.4.85)
where kn=2πn/L with L being the length of the computational domain, and An, Bn, and
Cn are the complex modal amplitudes. Clearly, φu and φℓ in (3.4.84) and (3.4.85) are
harmonic and satisfy the bottom boundary condition (3.2.1h). It is to be noted that, for
sufficiently smooth φu and φℓ, (3.4.84) and (3.4.85) converge exponentially with increasing
N . If initial conditions are given at time t0:
φu(x, 0, t0) = f1(x), ψ(x,−hu, t0) = f2(x), (3.4.86)
then, by satisfying the remaining boundary conditions, the unknown amplitudes An, Bn,
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and Cn are obtained as
An = f˜1n , (3.4.87a)
Bn =
f˜2n +Rf˜1n/ cosh(knhu)
cotanh knhℓ +R tanh knhu , (3.4.87b)
Cn =
Bn
tanh knhℓ
. (3.4.87c)
for n=0,±1, . . . ,±N . In (3.4.87), f˜1n and f˜2n are respectively the n−th Fourier modal
amplitudes of f1(x) and f2(x). Once the boundary-value solution is obtained, the vertical
velocities of the fluid on the free surface and interface are obtained from (3.4.84) and (3.4.85):
φu,z(x, 0, t) =
N∑
n=−N
kn [An(t) tanh(knhu) +Bn(t)] e
iknx, (3.4.88a)
φu,z(x,−hu, t) =
N∑
n=−N
knBn(t)e
iknx , (3.4.88b)
φℓ,z(x,−hu, t) =
N∑
n=−N
knCn(t) tanh(knhu)e
iknx . (3.4.88c)
To complete the evolution equations (3.4.83), if the source is located in the lower layer
φ¯u = 0 , (3.4.89)
φ¯ℓ =
m0
2π
sinω0t(ln r1 + ln r2) , (3.4.90)
where
r21 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z − z0
2L/π
)
, (3.4.91)
r22 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z + 2hu + 2hℓ + z0
2L/π
)
, (3.4.92)
and if the source is located in the upper layer:
φ¯u =
m0
2π
sinω0t(ln r1 + ln r2) , (3.4.93)
φ¯ℓ = 0 , (3.4.94)
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N = 8 N = 16 N = 32
Err 0.28 × 10−2 0.65 × 10−5 0.54 × 10−12
Table 3.1: Maximum error of the vertical interface velocity of a linearized wave matching
the elevation profile of a Stokes wave in a two-layer fluid with ǫ = ka =0.1, hℓ/hu=1, and
R=0.95.
where
r21 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z − z0
2L/π
)
, (3.4.95)
r22 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z + 2hu + z0
2L/π
)
. (3.4.96)
The time simulation of the initial-boundary-value problem consists of two main steps: (a)
at each time t, given the surface and interface elevations ηu(x, t) and ηℓ(x, t), the surface po-
tential and interfacial potentials φu(x, 0, t) and ψ(x,−hu, t)=φℓ(x,−hu, t)−Rφu(x,−hu, t);
solve the boundary-value problems for φu and φℓ and evaluate the surface and interfacial ve-
locities φu,z(x, 0, t), φu,z(x,−hu, t) and φℓ,z(x,−hu, t); and (b) integrate the evolution equa-
tions (3.4.83) in time to obtain the new values of ηu(x, t+∆t), ηℓ(x, t+∆t), φu(x, 0, t+∆t)
and ψ(x,−hu, t + ∆t), where ∆t is the time step. In the present work, a fourth-order
Runge-Kutta integration scheme (with global truncation error O((∆t/T )4)) is used. The
two steps (a)-(b) are repeated starting from initial values.
To check the correctness and accuracy of our numerical scheme, an exact linearized
solution for a wave in two fluid layers with a surface and interfacial wave elevations matching
a Stokes wave solution is used. Table 3.1 shows the exponential convergence in interface
vertical velocity (compared to exact values) of the numerical spectral method with number
of modes N .
3.4.2 Comparison with Theory
The numerical scheme of course provides an independent check of our analytic results
in §3. For the numerical solution, the problem of §3 in a frame of reference moving with
the disturbance (at x=0) and starting from quiescent initial conditions is considered. The
simulation is performed until steady state is reached in a finite portion |x| < L¯/2 of the
(periodic) computational domain whose length L is chosen to be sufficient large so that the
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Figure 3-9: Direct simulation results for (a) free surface, and (b) interfacial, wave elevations
for R=0.2, F=0.03, τ=0.16, z0=-0.02, h=0.5. The numerical parameters are N=4096,
δt=0.03, simulation time Tf=1000.
solution within L¯ is unaffected. In practice, this can be achieved by applying a tapering
filter for |x| > Lf/2 where L¯ < Lf < L. With this treatment, the simulation can proceed
for a long time for a fixed L¯ without increasing L.
Figures 3-9 show the surface and interfacial elevation for a problem withR=0.2, F=0.032,
τ=0.16, z0=-0.02, and h=0.5 after a simulation time of Tf=1000. The computational pa-
rameters are: L=100, Lf=75, N=4096, and δt=0.03. With these parameters, the solution
has reached steady state for L¯ ≈ 65. For this set of parameters, τcr,ℓ < τ < τcr,u, NW=6
(four surface and two internal mode waves) and no internal-mode wave propagate ahead of
the disturbance (the interface wave elevation seen in front of the disturbance in figure 3-9b
is associated with the k2 forward traveling surface-mode wave). Note also that the magni-
tudes of au,n are greater than those of aℓ,n in figure 3-9 because of the (somewhat arbitrary)
choice of z0=-0.02.
Figure 3-10 compares the surface elevation computed by direct simulation with theo-
retical results of §3. For the analytical results, the principal value integrals in (3.3.38),
(3.3.39) are evaluated using adaptive Lobatto quadrature. The comparison is almost within
graphical accuracy, with the numerics capturing both the small k2 wavenumber wave train
ahead of the source and the modulated wave train (containing the small k4 wavenumber
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Figure 3-10: Comparison of direct simulation (——) with theoretical prediction (- - -) for
the near field of the moving disturbance for R =0.2, F=0.03, τ=0.16, z0=-0.02, h=0.5.
The numerical parameters are N=4096, δt=0.03, and Tf=750.
and the larger k1, k3 wavenumber components) behind. To compare the predictions for the
far-field amplitudes, the direct simulation results need to be processed for the constituent
wave components. For a wavefield with Nc (expected) wave components, the amplitudes
and phases at x are obtained by sampling the numerical result at say Np > 2Nc uniformly
spaced points (δx apart) centered at x, and then solving for the 2Nc unknown amplitude
and phases by inverting an overdetermined linear algebraic system. The choice of δx and
Np is somewhat important, and it generally required kmaxδx≪ 1 and Npkminδx & O(1) to
capture respectively the shortest and longest waves.
Figures 3-11 and 3-12 show such set of results obtained from the numerics for the
conditions: (a) NW=8: F=0.032, τ=0.16, z0=-0.02, h=1 and R=0.2; and (b) NW=4:
F=0.128, τ=0.32, z0=-0.02, h=1 and R=0.95; respectively. The numerical results are
compared to the far-field theoretical predictions (tabulated in Table 3.2). The simulation
results and theoretical far-field amplitudes compare well for all the wave modes with the
comparison somewhat better for the higher wavenumber components, since there are more
of these waves sampled in the (finite) computational domain.
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Figure 3-11: Comparison of numerical simulations results (——) for the farfield wave am-
plitudes compared with asymptotic theoretical values (- - -) for R=0.2, F=0.032, τ=0.16,
z0=-0.02, h=0.5. The numerical parameters are N=4096, δt=0.03, and Tf=1000.
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Figure 3-12: Comparison of numerical simulations results (——) for the farfield wave am-
plitudes compared with asymptotic theoretical values (- - -) for R=0.95, F=0.128, τ=0.32,
z0=-0.02, h=0.5. The numerical parameters are N=4096, δt=0.03, and Tf=1000.
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(a) (b)
n k ω au aℓ k ω au aℓ
1 25.0 5.00 0.447 0.000 – – – –
2 2.1 1.34 0.130 0.027 – – – –
3 50.8 7.13 0.198 0.000 15.38 3.92 0.325 0.001
4 1.1 -0.82 0.037 0.011 0.87 -0.72 0.075 0.035
5 9.3 2.49 0.004 0.037 – – – –
6 5.6 1.89 0.041 0.099 – – – –
7 37.5 5.00 0.000 0.000 4.10 0.31 0.001 0.055
8 1.6 -0.74 0.017 0.015 2.45 -0.22 0.001 0.067
Table 3.2: Theoretical values for the dimensionless wave-number (k), frequency (ω), and
surface- and interface-mode wave amplitudes au ,aℓ for (a)R=0.2, h=0.5, F=0.032, τ=0.16,
z0=-0.02; and (b)R=0.95, F=0.128, h=0.5, τ=0.32, z0=-0.02.
3.5 Conclusion
The linear problem of wave generation by a translating pulsating point source in a
two-layer density stratified fluid is studied analytically and numerically. The problem is
motivated by the possibility of observing/characterizing the waves associated with ships
and submarines in strong stratified waters that may be present, for example, in warm
littoral zones.
From the dispersion relation, it is shown that Nw=4,6 or 8 waves can exist at the farfield
of the disturbance depending on the parameters associated with the disturbance (F , τ , z0)
and the ocean body (R, h). The two- and three-dimensional Green functions are obtained
analytically by solving the respective boundary-value problem. The Green functions give
the entire wavefield and, of special interest, the far-field amplitudes associated with the Nw
waves. These amplitudes depend qualitatively on the location of the disturbance (in the
upper or lower fluid), the Froude number F and dimensionless frequency of pulsation τ of
the disturbance, and the density ratio R and depth ratio h of the stratified layers. These
dependencies are elucidated and discussed for R=0.2 and 0.95, the latter being typical of
real oceans.
For direct simulation, a spectral-based numerical scheme is developed. The numerical
scheme is capable of simulating the general problem involving one or more bodies mov-
ing/oscillating arbitrarily with time. The numerical method, of course, also provides an
independent check of the theoretical results, which is performed. An extension of out nu-
merical scheme to a blunt body is presented in Appendix E.
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Chapter 4
Resonance between waves of an
oscillating/translating disturbance
in two-layer density stratified fluids
4.1 Introduction
In this chapter, the second order (triad) resonance between ship waves in a two-layer
density stratified fluid is considered analytically and numerically. A steadily translating
and sinusoidally oscillating singularity in a homogeneous fluid is known to generate four
unsteady waves and one co-moving wave, as seen in the ship frame of reference. Each pair
of these waves, although may satisfy the resonance condition with a third free wave, can not
exchange energy and hence no new wave can be formed (D′yachenko & Zakharov, 1994).
However, if stratification is taken into account, as is the case in many open seas, oceans
and lakes, resonance triads with non-zero amplitudes may form: two surface wave and one
internal wave or two internal waves and one surface wave are possible candidates for such
a resonance. Here we show that the existence of line of the sudden density change (i.e.
the thermocline) along with second order nonlinearity can play a significant role in optical
(non-acoustic) detection of underwater/surface vehicles.
In a two-layer density stratified fluid, Ball (1964) showed that two oppositely traveling
surface waves can resonate an internal wave. Later on, Wen (1995a); Hill & Foda (1996) and
Jamali et al. (2003) showed that similar triad resonance may occur between two oppositely
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traveling internal waves and one surface wave. To close the second order problem in a two-
layer setup, the effect of topography (Bragg resonance) was taken into account in chapter
one and two of this thesis. The third order analysis, where Bragg resonance is between
three free waves and a bottom topography components was further studied.
Motivated by the need for the determination of the trace of ships and submarines in
strong stratified waters such as littoral zones of warm seas and oceans, here we consider the
second order problem of interaction between waves generated by an oscillatory singularity
that steadily translates in a two-layer density stratified fluid. Depending on the ratio of
depths and densities of fluid layers, Froude number and the frequency of oscillation of the
disturbance, linear theory predicts up to eight distinct free waves at the farfield of the
object. Two out of these eight waves, that only exist if the source speed and frequency is
small enough, advance ahead of the source and the rest trail the ship (chapter four).
Although exact resonance condition is only satisfied at a finite number of condition,
countless near-resonance cases are possible; some with the possibility of generating high
amplitude near-resonance waves. To develop an efficient numerical scheme for the general
problem of accelerating/variable strength disturbance that takes into account all resonance
and near-resonance interactions a spectral-based algorithm is also developed in this chapter.
The algorithm is the extension of a high-order spectral method originally developed to
simulate nonlinear gravity wave-wave interactions (Dommermuth & Yue, 1987). Cross
validation of numerical-analytical results are performed.
4.2 Problem Formulation
The formulation is the nonlinear extension of the formulation considered in chapter four.
A Cartesian coordinate system is defined with x, y-axis on the mean free surface and z-axis
positive upward. A two-layer density stratified fluid is considered where the upper and
lower fluid layers have respectively mean depths hu and hℓ, and fluid densities ρu and ρℓ
(subscripts u and ℓ hereafter denote quantities associated with the upper and lower fluid
layers, respectively). The two-layer fluid rests on a flat horizontal bottom z = −hu − hℓ.
A point source initially located at x = x0 travels in the upper layer with a speed u = Uiˆ
at a fixed depth z = −z0 while its strength is varying sinusoidally with time according to
m = m0 cosω0t where m0 is the amplitude of the source strength and ω0 is its frequency of
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oscillation.
Assume that the fluids in both layers are homogeneous, incompressible, immiscible and
inviscid so that the fluid motion is irrotational. The effect of surface tension is neglected.
The flow in each layer is described by a velocity potential, φu(x, y, z, t) and φℓ(x, y, z, t).
The nonlinear governing equations are:
∇2φu = m0 δ(x0 + Ut, 0,−z0) cos ω0t −hu + ηℓ < z < ηu (4.2.1a)
∇2φℓ = 0 −hu − hℓ + ηb < z < −hu + ηℓ(4.2.1b)
ηu,t + ηu,xφu,x − φu,z = 0 z = ηu (4.2.1c)
φu,t +
1
2(φ
2
u,x + φ
2
u,z) + gηu = 0 z = ηu (4.2.1d)
ηℓ,t + ηℓ,xφu,x − φu,z = 0 z = −hu + ηℓ (4.2.1e)
ηℓ,t + ηℓ,xφℓ,x − φℓ,z = 0 z = −hu + ηℓ (4.2.1f)
ρu[φu,t +
1
2(φ
2
u,x + φ
2
u,z) + gηℓ]−
ρℓ[φℓ,t +
1
2(φ
2
ℓ,x + φ
2
ℓ,z) + gηℓ] = 0 z = −hu + ηℓ (4.2.1g)
ηb,xφℓ,x − φℓ,z = 0 z = −hu − hℓ + ηb. (4.2.1h)
where R ≡ ρu/ρℓ is the density ratio, ηu(x, y, t) and ηℓ(x, y, t) are the elevations of the
free-surface and the interface respectively, g is the gravity acceleration, and δ is the Dirac’s
delta function. If the source is located in the lower layer, the right-hand sides of equations
(4.2.1a) and (4.2.1b) need to be exchanged, but the rest of the discussion in this section
remains the same.
4.3 The Resonance
Three waves in a homogeneous fluid are known to be non-resonant (D′yachenko & Za-
kharov, 1994). In a two-layer density stratified fluid however, Ball (1964) showed that two
surface mode waves and a shorter internal mode wave can form a trial resonance if appro-
priate resonance condition is satisfied. Later, Wen (1995b); Hill & Foda (1996) and Jamali
(1998) showed that similar possibility exist for a triad resonance between two internal mode
waves and a longer surface mode wave.
In this section it is shown that in a two-layer density stratified fluid triad resonances can
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happen between two of disturbance waves and a third free wave. In practice the disturbance
oscillation is due to the excitation forcing of an incident wave. The disturbance generated
NW waves have the same encounter frequency as the encounter frequency of incident wave
(±ω0). Therefore incident wave must be one of the NW disturbance waves. However, while
disturbance waves appear either in front on behind the ship and not both, the incident wave
exist on both sides.
For the resonance to happen between two out of NW disturbance generated waves,
namely (kI , ωI) and (kII , ωII), we have to have D(kr, ωr) = 0 where kr = kI ± kII and
ωr = ωI ± ωII . Although in deep-layer limiting case closed form solution for wavenumbers
of disturbance wave and hence resonance condition can be found, in a finite depth water
the conditions are sought by searching the entire space of parameters.
Before considering a general case of finite depth dispersion relation we notice that an
infimum wavenumber of generated waves can be found using shallow water dispersion rela-
tion:
kinf =
ω0
U +
√
gH
, (4.3.2)
or in dimensionless variables
k∗inf =
√
Fr
τ(1 +
√
Fr)
(4.3.3)
Having the infimum wavenumber, it can be shown that under the following condition, deep
layer assumption can be employed:
h = O(1),
τ√
Fr
≫ 1, Fr < O(1/ǫ). (4.3.4)
In many physical situations this is correspond to a finite frequency of oscillation and very
small forward motion. Under the above assumption closed form solutions can be found for
the wavenumber of generated waves.
Table 4.1 lists the values of τ for which resonance occurs among the wake waves of an
oscillating vessel in a two-layer density stratified fluid under assumptions (4.3.2,4.3.3) with
R = 0.9. It is to be noted that if a resonant wave has a wavenumber less than the minimum
wavenumber of original ship waves, it needs extra care and may even disappear.
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τ wave 1 wave 2 ωr/ω0 I/S
0.0027 6 -8 2.011 S
0.0522 1 -3 2.011 I
0.0699 1 -7 11.9 S
0.0900 2 8 0.5848 I
0.0900 1 7 11.11 S
0.1235 3 -7 8.1 S
0.1235 4 -8 0.4263 I
0.1302 2 -8 1.647 S
0.1516 2 4 0.3471 I
0.1843 2 -7 0.6263 I
0.1873 3 7 6.889 S
0.2493 1 -2 0.2111 I
0.2499 1 -7 1.464 S
0.6556 4 7 0.3626 I
1.233 4 -7 0.8113 S
3.335 4 -8 0.2998 S
4.737 7 -8 0.2111 S
9.000 3 4 0.1111 I
Table 4.1: Resonance τ in deep two-layer density stratified fluid for R = 0.9. At each given
τ , resonance can occur between wave 1 and wave 2 (consult figure 4-1) that generates an
internal or surface mode resonant wave (last column) with relative frequency ωr/ω0 where
ω0 is the ship oscillating frequency.
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Figure 4-1: Schematic of the dispersion relationship for far-field waves generated by a
moving and oscillating disturbance in a two-layer density stratified fluid. The figure also
shows the numbering convention for these waves. Encounter frequency lines ω = ±1 +
τk: ——, can have up to Nw=8 intersections with the dispersion relation curves (thick solid
curves, equation (1.2.7)). Parameters are R = 0.4, Fr = 0.001, τ = 0.074 and h = 1, and,
figure b is the near zero close up of figure a.
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τ wave 1 wave 2 ωr/ω0 I/S
a1 0.0522 1 -3 2.0111 I
a2 0.0699 1 -7 11.902 S
a3 0.0894 2 8 0.58833 I
a4 0.0900 1 7 11.1111 S
a5 0.1235 3 -7 8.0973 S
a6 0.1236 4 -8 0.42525 I
a7 0.1302 2 -8 1.6469 S
a8 0.1516 2 4 0.34708 I
a9 0.1843 2 -7 0.62626 I
a10 0.1873 3 7 6.889 S
a11 0.2493 1 -2 0.21225 I
a12 0.2499 1 -7 1.4647 S
a13 0.6557 4 7 0.36258 I
a14 1.233 4 -7 0.8113 S
a15 3.337 4 -8 0.29975 S
a16 4.738 7 -8 0.21108 S
a17 9.004 3 4 0.11108 I
τ wave 1 wave 2 ωr/ω0 I/S
b1 0.2747 4 7 0.32059 I
b2 1.234 4 -7 0.72906 S
b3 2.821 4 -8 0.3189 S
b4 3.886 7 -8 0.23132 S
b5 9.004 3 4 0.11108 I
τ wave 1 wave 2 ωr/ω0 I/S
c1 9.075 3 4 0.11054 I
Table 4.2: Resonance cases in a finite depth two-layer density stratified fluid for R=0.9,
h=2, and: F=0.005< Fcri (left table); Fcri < F=0.60< Fcrs (right top table); F=2> Fcrs
(right bottom table). At each given τ , resonance can occur between wave 1 and wave 2
(consult figure 4-1) that generates an internal or surface mode resonant wave (last column)
with relative frequency ωr/ω0 where ω0 is the ship oscillating frequency.
Table 4.2 lists the values of τ for which a resonance occurs among the disturbance waves.
Chosen parameters are R=0.9, h = 2 and for a. F=0.005< Fcri ; b. Frcri < F=0.60< Fcrs ;
and c. F=2> Fcrs . Clearly as F increases the number of resonance cases decreases.
Resonance cases can be categorized into three groups:
Group a: Triad resonances that can occur in the absence of the incident wave. If kr
denotes the resonant wave then triad resonances of this group can happen either ahead
of the disturbance between (k2, k6, kr) (no such a case is seen in table 4.2) and/or behind
the disturbance between (kn, km, kr), m,n ∈ {1, 3, 4, 5, 7, 8}, m 6= n (all cases of table 4.2
except a3, a7, a8, a9 and a11). We define the relative group speed of the resonant wave (in
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the disturbance co-moving frame of reference) C
(s)
gr = −U + Cgr where Cgr is the group
speed of the resonant wave as seen in a stationary frame of reference. Then in the former
case C
(s)
gr > 0 and in the latter case C
(s)
gr < 0 always. Therefore in all cases of group
a, resonant waves formed ahead move forward, and resonant waves formed behind move
backward, hence all possible resonance generated waves move away from the ship.
Group b: The incident wave (ki) is needed for this resonance to happen, and the triad
resonance is either between (ki, kn, kr), n=2,6 (ki = kp, p = 1, 3, 4, 5, 7, 8, i.e. a head sea),
with C
(s)
gr > 0 (no such a case in table 4.2), and/or between (ki, km, kr), m=1,3,4,5,7,8
(ki = kq, p = 2, 6, i.e. a following sea) with C
(s)
gr < 0 (cases a3, a7, a8, a9, a11 in table 4.2).
The behavior of this group is qualitatively similar to group a in the sense that resonant
waves move away from the disturbance. Note that when a wave is taken as an incident
wave it means that it exists both fore and aft of the disturbance.
Group c: The incident wave (ki) is needed for this resonance to happen and the triad
resonance is between (ki, kn, kr), n=2,6 (ki = kp, p = 1, 3, 4, 5, 7, 8, i.e. a head sea) with
C
(s)
gr < 0 (cases a3, a7, a8, a9, a11 in table 4.2), and/or, between (ki, km, kr), m=1,3,4,5,7,8,
(ki = kq, p = 2, 6 , i.e. a following sea) with C
(s)
gr > 0 (no such a case in table 4.2). In
this case resonant waves form ahead/behind the disturbance move backward/forward (i.e.
toward) the disturbance and eventually hit the disturbance making it to oscillate with the
encounter frequency of the (new) resonant wave. Due to this new oscillation the disturbance
will send out a new group of waves that makes the wake pattern even more complicated.
Envelope of the resonant waves of group a,b reaches a steady state after a long time and
can be calculated. Consider two of the disturbance waves (aI , κI ,ΩI) and (aII , κII ,ΩII),
where ai(x, t) is the amplitude, κi the wave number and Ωi the frequency. If κr=κI+κII and
Ωr=ΩI +ΩII satisfy the dispersion relation, then a new free (resonant) wave of (ar, κr,Ωr)
will be formed on the surface/interface. Away from the near field of the disturbance and
in the disturbance co-omoving frame of reference the following system of partial differential
equations governs the temporal/spatial evolution of amplitudes (Craik, 1988):
∂aI
∂t
+ C
(s)
gI
∂aI
∂x
= βIaIIar, (4.3.5)
∂aII
∂t
+ C
(s)
gII
∂aII
∂x
= βIIaIar, (4.3.6)
∂ar
∂t
+ C(s)gr
∂ar
∂x
= βraIaII , (4.3.7)
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If we assume that the near field is small, then boundary/initial conditions for Group a,b
waves are:
aI(x, 0) = 0, aI(0, t) = aI0, aII(x, 0) = 0, aII(0, t) = aII0, ar(x, 0) = 0. (4.3.8)
where aI0 and aII0 are farfield amplitudes of two disturbance waves participating in the
resonance for group a waves, and one farfield amplitude and one incident wave amplitude for
group b waves. The steady state solution of equation 4.3.5 can be expressed in closed form
in terms of Jacobian Elliptic functions (Ball, 1964) with the property of all wave amplitudes
modulating along the spatial coordinate. we are particularly interested in the initial rate
of growth of the resonant wave, i.e. βr. This coefficient can be derived by assuming a
slow amplitude variation in time (or space) and invoking multiple-scales techniques (The
coefficient is algebraically lengthy and is given for example by Jamali, 1998). In the steady
state the amplitude of the resonant wave not very far from the disturbance is given by
a(s)r =


βr
C
(s)
gr
x(s), if C
(s)
gr · x(s) > 0,
0, otherwise.
(4.3.9)
Clearly this solution goes unbounded if C
(s)
gr → 0. This case is similar to the disturbance
motion near the critical speed, and higher nonlinearities are needed to be taken into account
(see for example Dagan & Miloh, 1982; Liu & Yue, 1993; Akylas, 1984b, for the treatment
of near critical speeds in homogeneous fluids).
Evolution of the envelop of amplitude of group c resonances is more complicated and
the envelop never reaches a steady state. In group c, wave interactions occur both fore and
aft of the disturbance, and the passage of resonant waves over the disturbance sets up a new
wave-disturbance interaction that introduces even more number of waves to the water. To
find the evolution of the amplitude of waves under the triad resonance governing equations
(4.2.1) needs to be solved to the second order; The algebra is quite cumbersome and instead
we will develop a very general numerical scheme in §4 to be able to address the quantitative
features of this type of resonance.
To obtain a qualitative picture, however, an illustrative example is considered here.
Consider case a3 of table 4.2 where the resonance is between (ki = k8, k2, kr). For this res-
onance to happen a head sea of ki = k8 (C
(s)
g8 < 0) has to oscillate the disturbance, making
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it sending out many waves including k2 (C
(s)
g2 > 0). Waves k2, k8 now interact ahead of the
disturbance to form a (new) resonant wave kr that is known to have a negative relative
group speed (C
(s)
gr < 0). Wave kr moves toward the disturbance and acts as a new head sea
incident wave. Part of the energy of the resonant wave goes into excitation of the distur-
bance and another part keeps moving along −x axis. The incident wave ki = k8 already
exist at x(s) < 0 and now wave kr upon passing the disturbance joins the incident wave
k8 behind the disturbance. But ki = k8 and kr are in resonance with k2! Therefore wave
k2 (previously only exist at x
(s) > 0) is formed at x(s) < 0 moving toward the disturbance
(C
(s)
g2 > 0). The multiple interactions keep on going. For the purpose of illustration of
different possibilities, here we show three example of resonance cases:
Example one: Fast resonant surface wave generated by slow motion near the
Thermocline
Second order (traid) resonant waves can have both positive and negative group/phase
velocities (absolute and relative to the ship). Their relative group velocities, nevertheless,
never exceeds the maximum relative group velocity of existing waves in the ship wake. This
can be seen from figure 4-1. All resonant waves are on the lines ω = ±2ω0 + Uk and
ω = UK. In deep layers to have a wave in front of the ship τ < 1/4, and it can be shown
that to have a resonant wave ahead of the ship, τ < 1/8. But even when this condition is
satisfied, wave k2 is always faster than this resonant wave. Therefore no resonant wave can
propagate faster than existing ship waves ahead of the ship. With a similar argument it is
seen that no wave can propagate (backward) behind the ship faster that the original ship
waves. However, we will show that the relative amplitude of generated waves can turn the
resonant wave into an important item in surface/interface tracing of objects.
If an object moves and oscillates near the thermocline of a two-layer density stratified
fluid, and if the thermocline is deep enough, amplitude of surface waves are much smaller
than those of interfacial waves. Now if two of generated interfacial waves satisfy a resonance
condition with a surface mode wave, now energy can go to the surface via resonance. Now
if the resonance is strong enough a new wave appears on the surface which is not predicted
by the linear theory and if stratification is not taken into account.
As an example, consider a slowly moving submarine of Fr = 1e− 4 near thermocline of
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a R = 0.90 stratified fluid of h∗ = 2. A relatively short internal wave hitting from stern
side causes the ship to oscillate with dimensionless frequency τ = 0.004. In sea of depth
40 m, submarine speed is less than 0.5 knot (1 Km/hr, and hence can be imposed by a
weak ocean stream too), and the period of heaving is T = 30 sec. If the submarine is near
the thermocline at the depth of about z = −15 m, it can generate high amplitude internal
waves while its effect on the surface is negligible. But with chosen parameters resonance
condition between two of submarine-generated internal waves (i.e. k6 the incident wave
that causes submarine to oscillate and k8 of resultant waves) is satisfied and a new surface
wave is generated. With the chosen dimensional depth, the resonant surface wave is a fast
moving wave (T = 15 sec) and its amplitude initially grows by the rate of 1.2a1a2 m/min
where a1, a2 are amplitudes of generated internal waves. In this example the amplitude of
ship waves on the surface are an order of magnitude smaller than those on the interface:
a4
a6
= 0.11,
a2
a6
= 0.11. (4.3.10)
This newly generated surface wave has a positive group velocity higher than the velocity of
the submarine. Therefore it overtakes the submarine and carries information ahead. Note
that since k6 is an incident wave, it does not have any information about the object and
its motion for a downstream observer. We also showed that k2 is relatively small for him
to be detectable. Therefore the resonant wave can be a potential major source of detection
ahead of the submarine.
To numerically illustrate the effect of nonlinearity in this case, consider an array of
oscillating objects in a weak stream. Off-shore oil platforms are being installed closer and
closer to each other now a days, and their mutual interaction has already rung the alert of
the need for more sophisticated considerations (McIver, 1984). Many wave energy converter
farms in the form of arrays are now under development. Their optimum spacing and
direction with respect to the incident wave poses another important question (Simon, 1982).
Wind farms are now moving offshore (Gaudiosi, 1996) and wind/current/wave induced
vibrations make them vulnerable. A fleet of ships/submarines advancing in the ocean and
encountering waves is another example of an array of objects experiencing forward motion
(or incident current) along with oscillations. For this example, we pick a length scale of
L = 1 km (i.e. each 1 km in real world will be projected to 2π in HOS), and time scale
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Figure 4-2: An array of oscillating objects in a slow stream. R = 90, Fr = 0.0001, h =
2, τ = 0.004. Resonance occurs between two internal waves of k6 = 100 and k8 = 76 to
generate a surface wave of kr = 24.
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Figure 4-3: An array of oscillating objects in a slow stream. R = 90, Fr = 0.0001, h =
2, τ = 0.004. Resonance occurs between two internal waves of k6 = 100 and k8 = 76 to
generate a surface wave of kr = 24.
of T = 10 sec. We assume objects are each 1 km apart and we look at the evolution of
surface elevation and spectrum. The object moves close to the thermocline at the depth
of 20 m. Figures 4-2 and 4-3 respectively show the comparison between spectrum and the
surface of the sea after two hours of physical time. In both figures the top plot is the linear
simulation and the bottom is direct simulation encountering higher order nonlinearities.
x-coordinate of the objects locations is shown by arrows. For chosen normalizations in
our direct simulation, k6 = 100, k8 = 76 and k2 = k4 = 10. However we know that the
combination kr = k6− k8 = 24 satisfies the resonance condition. As can be seen in figure 4-
2-b, a strong peak appears at kr = 24. It is also seen that energy is depleted from the
internal mode k6 and surface mode K2, k4 to feed existing internal mode of k8 and new
wave of kr. The interaction does not stop here and new generated wave of kr along with
k2, k4 form another near-resonance case of kr2 = k2 + kr = 34. Note that since kr is a free
wave, the latter resonance occurs even if we only consider second order interactions. Since
the amplitude of generated waves vary with x, the linear spectrum is not perfectly spiky.
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Figure 4-3 shows that how multiple resonance between a submerged body waves can result
in a very complicated surface pattern.
Example two: Resonant wave that hit the ship
Can a ship get hit by a resonant wave of its own waves? The answer is yes. For this to
happen stratification is necessary, and since the resonance is between surface and internal
waves, the depth of thermocline has to be small enough such that amplitude of generated
waves are of almost same orders of magnitudes and hence resonance is strong.
For instance consider a sea of R = 0.9 and h = 4 and a ship moving with Fr = 0.02.
There are two internal waves that can force the ship to oscillate with dimensionless frequency
τ = 0.13, we consider the one with negative group velocity (as seen from a stationary
observer who sees the ship speed positive) hitting the ship from the bow side (k8). In
physical variables if the total depth is 40 m, the ship speed is 5.5 knots and its period of
oscillation should be T = 13.5 sec that can be imposed by an internal wave of wavelength
67 m.
Other than k8, five other waves (k1, k2, k3, k4, k7) will be generated amongst them k2
will propagate ahead of the ship. Now k2 and part of k8 ahead of the ship can resonate each
other to generate a surface mode wave with absolute (and relative) negative group velocity
in front of the ship. The resonant wave will eventually hit the ship. Among other effects
this new wave causes the ship to oscillate with higher frequency that can send out more
waves. For physical parameters chosen above this new surface wave has period of 8.3 sec.
Hit resonance between waves of a self-oscillating ship may occur too, but only for strong
stratification. Under deep layer assumptions for example, for R = 0.5, at τ = 0.122 waves
k1 and k7 behind the ship generate (in subtraction) a resonant wave with positive group
velocity higher than the ship. This wave will hit the ship eventually.
Example three: Generation of a co-moving resonant surface wave by fast
motion near thermocline
Second order analysis predicts that an underwater vehicle moving relatively fast near
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the thermocline can generate a surface roughness (wave) that almost moves with the object.
If the submerged object keeps its steady motion, the amplitude of surface wave increases
both because of resonance and confinement of the resonant wave energy to the nearby ship
area (similar to what happens near critical speed of ship).
As an illustration consider a submarine with Froude number Fr = 0.8 near thermocline
of a R = 0.90 stratified fluid of h∗ = 2. A relatively short internal wave hitting from bow
side causes the ship to oscillate with dimensionless frequency τ = 0.2. In this example, if
submarine oscillate by itself the resonance will occur too. In sea of depth 40 m, submarine
speed is about 35 knots (65 Km/hr) and period of forced heaving is T = 5.6 sec. If the
submarine is near the thermocline at the depth of about z = −15 m, it again can generate
high amplitude internal waves while its effect on the surface is negligible. But with chosen
parameters resonance condition is satisfied to generate a surface wave of period T = 18 sec
and hence group velocity of 57 Km/hr that will almost stick to the ship.
All resonance discussed here can happen in a weaker stratified fluid too. An an example,
consider the motion of a boat in aR = 0.97 stratified fluid of h∗ = 2. The boat dimensionless
frequency and Froude number are respectively τ = 1.47 and Fr = 0.6. In physical domain
the configuration is correspond to a ship moving with speed 16 knots (30 Km/hr) while
oscillating with period of 3.3 sec in a stratified area of total depth 10 m and a thermocline
of depth 3.3 m measured from water surface.
Kinematic analysis of the dispersion relation shows that in this case four waves propagate
behind the ship. Waves k4, k7 form a triad resonance with another surface wave: wave k4 is
a surface mode wave with real wavelength of λ4 = 53 m, and wave k7 is an internal mode
wave with real wavelength of λ4 = 23 m. The resonant surface mode wave will have a real
wavelength of 42 m.
4.4 Direct Simulation
In this section a higher order spectral method scheme is used to numerically simulated
the wave generation by an oscillating translating source. We will show that resonance
between ship waves in a two-layer density stratified fluid is indeed possible.
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Figure 4-4: Dispersion relation and resonant/near-resonant waves for R = 0.9, h = 2, τ =
2.0 and Fr = 0.8.
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Figure 4-5: Reconstruction of wave kr = 40 for R = 0.9, h = 2, τ = 2.0 and Fr = 0.8.
Plotted data are linear numerical simulation (——) and third order nonlinear numerical
simulation (...)
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4.4.1 HOS formulation
Assume the total potential φu,ℓ can be divided into two parts as:
φu = ϕu + φ¯u, (4.4.11)
φℓ = ϕℓ + φ¯ℓ, (4.4.12)
where
∇2φ¯u = δ(x − x0, y − y0), (4.4.13)
φ¯ℓ,z = 0 @ z = −hu − hℓ. (4.4.14)
Following Zakharov (1968), we define the surface potential φSu for upper layer and the
interface potentials φSu/ℓ for both upper and lower layers by
ϕSu (x, t) ≡ ϕu(x, ηs(x, t), t) , and ϕIu/ℓ(x, t) ≡ ϕu/ℓ(x,−hu + ηi(x, t), t) . (4.4.15)
In the neighborhood of the interface, for convenience, we define a new potential ψ(x, z, t) ≡
ϕℓ(x, z, t)−Rϕu(x, z, t). We further define ψI to be the value of ψ evaluated on the interface:
ψI(x, t) ≡ ϕIℓ (x, t)−RϕIu(x, t) . (4.4.16)
In terms of these quantities, we can rewrite the kinematic and dynamic boundary conditions
on the surface ((4.2.1c) and (4.2.1d)) and interface ((2.2.1f) and (4.2.1g)) in the forms:
ηs,t + ηs,xϕ
S
u,x − (1 + η2s,x) ϕu,z = φ¯u,z − ηs,xφ¯u,x , z = ηs , (4.4.17)
ϕSu,t + gηs + 1/2ϕ
S
u,x
2 − 1/2(1 + η2s,x)ϕ2u,z
= −φ¯u,xϕSu,x − 1/2(φ¯2u,x + φ¯2u,z)− φ¯u,t , z = ηs , (4.4.18)
ηi,t + ηi,xϕ
I
u,x − (1 + η2s,i) ϕu,z = φ¯u,z − ηi,xφ¯u,x , z = −hu + ηi , (4.4.19)
ψI,t + gηi(1−R) + 1/2[ϕIℓ,x
2 −RϕIu,x
2
]− 1/2(1 + η2i,x)(ϕ2ℓ,z −Rϕ2u,z)
= −(φ¯ℓ,xϕIℓ,x −Rφ¯u,xϕIu,x)− 1/2[(φ¯2ℓ,x + φ¯2ℓ,z)−R(φ¯2u,x + φ¯2u,z)]
−(φ¯ℓ,t −Rφ¯u,t) , z = −hu + ηi . (4.4.20)
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In the time simulation of nonlinear two-layer fluid motion with the HOS approach, these four
equations are used as evolution equations for ηs, ϕ
S
u , ηi and ψ
I provided that the vertical
surface velocity, ϕu,z(x, ηs, t), and the vertical interface velocities, ϕu,z(x,−hu + ηi, t) and
ϕℓ,z(x,−hu + ηi, t), are obtained from the boundary-value solution.
In our problem of motion of an oscillating source located in the lower layer in a two-layer
density stratified fluid, we have:
φ¯u = Ux (4.4.21)
φ¯ℓ = Ux+
m0
2π
sinω0t(ln r1 + ln r2) (4.4.22)
where
r21 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z − z0
2L/π
)
, (4.4.23)
r22 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z + 2hu + 2hℓ + z0
2L/π
)
. (4.4.24)
if the source is located in the lower layer, and
φ¯u = Ux+
m0
2π
sinω0t(ln r1 + ln r2) (4.4.25)
φ¯ℓ = Ux (4.4.26)
where
r21 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z − z0
2L/π
)
, (4.4.27)
r22 = sin
2
(
x− x0
2L/π
)
+ sinh2
(
z + 2hu + z0
2L/π
)
. (4.4.28)
if the source is located in the upper layer.
4.4.2 Validation
For illustration, consider the motion of a boat in a R = 0.90 stratified fluid of finite
upper layer and deep lower layer (in numerical simulation we take h∗ = 200). The boat
dimensionless frequency and Froude number are respectively τ = 0.4171 and Fr = 0.004.
In physical domain the configuration is correspond to a ship moving with speed 32 Km/hr
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Figure 4-6: R=0.9, F=004, h=200
while oscillating with period of 13.5 sec in a stratified area of total depth 2 km and a
thermocline of depth 10 m measured from water surface.
Kinematic analysis of the dispersion relation shows that in this case four waves propa-
gate behind the ship. Waves k4, k7 form a triad resonance with another internal wave: wave
k4 is a surface mode wave with real wavelength of λ4 = 500 m, and wave 7 is an internal
mode wave with real wavelength of λ4 = 90 m. The resonant internal mode wave will have
a real wavelength of 75 m. see figure 4-6 The amplitude of generated waves are functions
of the strength of the source (boat), but if the amplitude of the generated surface mode
wave (k4) is about 0.5 m, then amplitude of k7 on the interface is about 1 m and maximum
amplitude of the resonant internal mode wave is about 0.25m.
4.4.3 Multiple Resonance
Real ocean surface is composed of many wave components. Hence, in essence, ships
and submarines are subjected to many excitation frequencies. Multiple resonance between
generated waves may result in a complicated surface pattern making it impossible to track
the ship.
As an illustration consider a sea of R = 0.9 and h = 4 and an object of speed Fr = 0.032
and the depth of z0/H = 0.1. Assume that the ship is oscillating with three dimensionless
frequencies of τ (1) = 0.24, τ (2) = 0.49 and τ (3) = 0.58. If we choose a length scale of
L/H = 16.7 where L is the horizontal distance projected to the interval [0, 2π] in HOS,
then table 4.3 lists the dimensionless wavenumber and frequencies in a stationary frame
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Figure 4-7: R90, F=004, h=200
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n k(1) ω(1) k(2) ω(2) k(3) ω(3)
1 187 13.7 0 0 0 0
2 83 9.1 0 0 0 0
3 750 27.4 961 31 1041 32.3
4 23 -4.5 67 -8.2 90 -9.4
5 0 0 0 0 0 0
6 0 0 0 0 0 0
7 198 3.2 352 4.3 411 4.6
8 81 -1.9 183 -3.9 226 -3.4
Table 4.3: Normalized wavenumber and frequencies used for the multiple-resonance example
associated respectively with τ1 = 0.24, τ2 = 0.487 and τ3 = 0.585. Fixed parameters are
R = 0.9,Fr = 0.032 and h = 4.
of reference. In a sea of depth H = 100 m, the thermocline associated with our example
needs to be at the depth of hu = 20 m below the water surface and the object needs to be
oscillating with periods of T (1) = 15 sec, T (2) = 7.3 sec and T (3) = 6 sec. The major ship
waves are those belong to τ3 which is near the linear surface critical frequency of the ship.
The second and third frequencies are chosen such that via resonance they alter the major
wave frequency behind the ship. Specifically
kr1 = k
(1)
7 − k(2)4 = 131, kr2 = k(2)8 − k(3)8 = −43, (4.4.29)
are two surface-mode resonant wave with encounter frequencies of ωenr1 = 5.71 and ω
en
r1 =
−4.64 which are close to the major ship wave encounter frequency ω(1),en1 = 5.48. Figure 4-8
shows the surface elevation and surface spectrum for linear simulation. The major two peaks
on the surface spectrum (in x) are for wavenumbers k
(1)
1 = 187 that trails the ship and and
k
(1)
2 = 83 that moves ahead of the ship. To measure how the spectrum changes as waves
depart from the ship, we put two surface elevation sensors on the water: one placed at the
distance x1 = π/10 (500m) behind the ship and the other at x2 = π/2 (2500m) behind the
ship. The spectrum gained from these two sensors are shown in figure 4-9. As expected, for
linear simulation spectrum does not change with the distance. Figure 4-10 and 4-11 is the
result of the same setup when nonlinearity is taken into account (M = 3 in HOS). The wave
in front does not change much and the x-spectrum as can be seen from figure 4-10 is regular
near k
(1)
2 = 83. However, the spectrum behind the ship changes considerably and initial
confined energy near k
(1)
1 = 187 spreads over a range of frequencies. However, this energy
193
0 50 100 150 200 250
0
0.5
1
1.5
2
2.5
k
η/
m
0 1 2 3 4 5 6
−10
−5
0
5
10
x
η/
m
Figure 4-8: Surface spectrum and real elevation of an oscillating and translating source from
linear direct simulation. Parameters are R = 0.9, Fr = 0.032, h = 4 and source oscillate
with superposition of three frequencies: τ (1) = 0.24, τ (2) = 0.49, and τ (3) = 0.58
194
4.5 5 5.5 6 6.5
0
10
20
30
40
ω
η/
m
4.5 5 5.5 6 6.5
0
10
20
30
40
ω
η/
m
Figure 4-9: Frequency spectrum measured at the distance x1 = π/10 (top figure) and x2 =
π/2 (bottom figure) downstream of the object. Parameters are R = 0.9, Fr = 0.032, h = 4
and source oscillate with superposition of three frequencies: τ (1) = 0.24, τ (2) = 0.49, and
τ (3) = 0.58
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Figure 4-10: Surface spectrum and real elevation of an oscillating and translating source
from nonlinear (M=3) direct simulation. Parameters are R = 0.9, Fr = 0.032, h = 4
and source oscillate with superposition of three frequencies: τ (1) = 0.24, τ (2) = 0.49, and
τ (3) = 0.58
transfer occurs over a distance. If we consider our two sensors, as shown in figure 4-11 near
the object sensor is spiky and clearly indicate the major frequency. However, over a finite
distance, the spectrum spreads over a range of frequencies and no dominant frequency is
distinguishable. To see what the effect of stratification is, we also simulate the same setup
with no stratification R = 1. Figure 4-12 and 4-13 show that although nonlinearity alter
the spectrum, however, the major frequency is still distinguishable from the rest.
Figure 4-14 shows the spectrum evolution as waves move away from the disturbance.
Wave elevations are measured at three points respectively at x1 = π/10, x2 = 3π/10 and
x3 = 7π/10 from the disturbance (in physical domain respectively correspond to distances
500 m, 1.5 Km and 3.5 Km behind the ship). The spectrum at these three locations are
compared for when there is no stratification (R=1) and when stratification exist (R=0.9).
Near the ship, the spectrum is very close to linear theory prediction, however, as waves travel
nonlinearities come into play. Figure 4-14 shows that the existence of stratification and
resonance can significantly change the spectrum resulting in a total loss of information: the
196
4.5 5 5.5 6 6.5
0
10
20
30
40
ω
η/
m
4.5 5 5.5 6 6.5
0
10
20
30
40
ω
η/
m
Figure 4-11: Frequency spectrum measured at the distance x1 = π/10 (top figure) and x2 =
π/2 (bottom figure) downstream of the object. Parameters are R = 0.9, Fr = 0.032, h = 4
and source oscillate with superposition of three frequencies: τ (1) = 0.24, τ (2) = 0.49, and
τ (3) = 0.58
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Figure 4-12: Surface spectrum and real elevation of an oscillating and translating source
from nonlinear (M=3) direct simulation. Parameters are R = 1.0, Fr = 0.032, h = 4
and source oscillate with superposition of three frequencies: τ (1) = 0.24, τ (2) = 0.49, and
τ (3) = 0.58
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Figure 4-13: Frequency spectrum measured at the distance x1 = π/10 (top figure) and x2 =
π/2 (bottom figure) downstream of the object. Parameters are R = 1.0, Fr = 0.032, h = 4
and source oscillate with superposition of three frequencies: τ (1) = 0.24, τ (2) = 0.49, and
τ (3) = 0.58
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Figure 4-14: Frequency spectrum evolution over the distance measured from the disturbance
for homogeneous fluid R=1.0 (right column) and stratified flud R=0.9 (left column). Mea-
surements are (from top bottom) respectively at x1 = π/10, x2 = 3π/10 and x3 = 7π/10
from the disturbance. Parameters are F=0.032, h=4 and the disturbance oscillates with
superposition of three frequencies: τ (1)=0.24, τ (2)=0.49, and τ (3)=0.58.
spectrum spreads over a band of frequencies and no dominant frequency is distinguishable
4.5 Concluding remarks
Three waves on the surface of a homogeneous fluid are known to be non-resonant.
Therefore to the second order a 2D disturbance cannot resonant a new wave on a surface
of a homogeneous fluid. However, triad resonance is known to exist in a two-layer density
stratified fluid. We showed that triad resonance can occur between waves of a disturbance
in a two-layer density stratified fluid. Many resonance cases can occur: Resonant wave can
be a fast surface wave when the submarine is slowly advancing near a deep thermocline,
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resonant wave can move toward the ship and vibrate the ship with its new frequency, and
resonant wave can have a group velocity close to the disturbance speed, hence trail a hump
of waves with the disturbance. An algorithm based on higher order spectral is developed
to study the general problem of wave generation and interaction in a two-layer fluid and in
the presence of a time dependent accelerating disturbance. As an example it is shown that
multiple resonance may result in a complicated spectrum and loss of information.
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Chapter 5
Conclusions
In part one of this thesis (chapter one and two) the generalized two-dimensional Bragg
resonance of waves in a two-layer density stratified fluid over a rippled bottom is studied
analytically (using perturbation theory) and numerically.
Bragg resonances obtain involving triad (class I) and quartet (class II and III) interac-
tions at second and third order (in wave/bottom steepness) respectively in which at least
one of the participant is a component of the rippled bottom. The results are a generalization
of the unstratified (single layer) fluid case of Liu & Yue (1998), but, because of the possi-
bility of internal mode waves, now admit many (new) resonance cases and combinations.
These are enumerated and represented schematically in Feynman-like diagrams. In class I
and II Bragg resonances only one frequency exists, while in the class III Bragg resonance,
the frequency of resonant wave can be the sum or the difference of frequency of incident
waves resulting in the possibility for the generation of very long or short waves. For all
three classes of resonances, regular perturbation solutions are obtained which predict the
resonances and the growth of the resonant transmission or reflection waves for a finite bot-
tom patch. For very long bottom patches, regular perturbation results are not valid, and
analyses involving slow-variables and multiple scales are needed (see Appendix H). This is
obtained here for the case of class I resonance.
Chapter one provides the analytic basis and guidance for understanding the complex
resonant interactions involving surface/internal mode waves travelling over a rippled bot-
tom. In practice, the general problem consists of surface/internal mode waves and bottom
topography containing multiple (indeed a spectrum of) components, plus resonant gener-
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ated wave components, obtaining multiple resonances and resonant combinations among
these components. For this general problem, a direct numerical simulation of the nonlinear
evolution is needed.
To complement the perturbation analyses of chapter one, in chapter two an efficient and
accurate computational method is developed for the study of general nonlinear interactions
of surface/interfacial waves with variable bottom topography in a two-layer density stratified
fluid. The method is based on the extension, to include interfacial waves, of a powerful
high-order spectral (HOS) method originally developed for the study of nonlinear gravity
wave-wave and wave-bottom interactions in a homogenous fluid. The method we developed
accounts for nonlinear interactions of surface/interfacial waves with bottom ripples up to an
arbitrary high order M and, as with the original HOS, achieves an exponential convergence
with respect to the number of spectral modes modes N used (for the surface, interfacial and
bottom), and an almost linear computational effort with respect to N and M . Systematic
validation and convergence tests are performed including the directed comparison to the
exact solution of a fully-nonlinear two-layer Stokes wave.
The numerical method is used to study a number of canonical problems corresponding
to different classes of Bragg resonances and the results are compared to the perturbation
results of chapter one for these cases. The comparisons are excellent within the region
of validity of the perturbation results, deviating typically for longer interaction distance
and greater wave/bottom steepness, highlighting the importance of (even) higher-order
nonlinear interactions not accounted for in the theory.
As a final example, a more general but still relatively simple case is considered in-
volving a single (two-layer) incident wave propagating over a rippled bottom containing
three wavenumber components. By selecting these wavenumbers, conditions for multiple
resonances obtain with the resulting evolution leading to the creation of many new Bragg
transmitted/reflected waves and eventually chaotic motion after some time.
In chapter three the linear problem of wave generation by a translating pulsating point
source in a two-layer density stratified fluid is studied analytically and numerically. The
problem is motivated by the possibility of observing/characterizing the waves associated
with ships and submarines in strong stratified waters that may be present, for example, in
warm littoral zones.
From the dispersion relation, it is shown that Nw=4,6 or 8 waves can exist at the farfield
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of the disturbance depending on the parameters associated with the disturbance (F , τ , z0)
and the ocean body (R, h). The two- and three-dimensional Green functions are obtained
analytically by solving the respective boundary-value problem. The Green functions give
the entire wavefield and, of special interest, the far-field amplitudes associated with the Nw
waves. These amplitudes depend qualitatively on the location of the disturbance (in the
upper or lower fluid), the Froude number F and dimensionless frequency of pulsation τ of
the disturbance, and the density ratio R and depth ratio h of the stratified layers. These
dependencies are elucidated and discussed for R=0.2 and 0.95, the latter being typical of
real oceans.
For direct simulation, a spectral-based numerical scheme is developed. The numerical
scheme is capable of simulating the general problem involving one or more bodies mov-
ing/oscillating arbitrarily with time. The numerical method, of course, also provides an
independent check of the theoretical results, which is performed.
In a homogeneous fluid four waves exist at the far field of a translating/oscillating
disturbance. But waves in homogeneous fluid are known to be non-resonant at the second
order. Many seas and oceans, however, are weakly stratified. In chapter four it is shown
that in the presence of stratification triad resonance between ship-generated waves can
occur. The result of this nonlinear resonance is a new wave that can affect tracing of
submerged/floating objects. It is shown that the resonant wave of a disturbance can move
back toward and hit the disturbance; a deeply submerged object if hit by an internal wave
can generate a distinguishable surface trace, and resonance interaction can keep feeding
the amplitude of co-moving disturbance waves. The Higher order spectral method (HOS)
is extended to consider the effect of the current and an oscillating submerged singularity,
and theoretical predictions of resonance are validated by direct simulation. It is shown
via an illustrative example that multiple resonance may result in a spread spectrum and
information loss.
Study of two-layer density stratified fluid has also implications in wave-mud interactions
if the mud layer is considered as the lower layer. A simplified model, in which mud layer is
considered as a mass-spring-damper bed is presented in Appendix G.
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Appendix A
Stokes wave for a two-layer fluid
using Newton’s iterative method
Newton’s iterative method can be used to solve the system of nonlinear equations (2.2.1a)
– (2.2.1h) for the nonlinear permanent wave form (Stokes wave) in a two-layer fluid over
a flat horizontal bottom. For convenience, we rewrite (2.2.1a) – (2.2.1h) to refer to a
coordinate system moving at the phase speed c of the wave and assume a steady solution
in this moving frame:
∇2φu = 0 −hu + ηℓ < z < ηu (A.0.1a)
∇2φℓ = 0 −hu − hℓ + ηb < z < −hu + ηℓ (A.0.1b)
f1 ≡ −cηu,x + ηu,xφu,x − φu,z = 0 z = ηu (A.0.1c)
f2 ≡ −cφu,x + 12 (φ2u,x + φ2u,z) + gηu = 0 z = ηu (A.0.1d)
f3 ≡ −cηℓ,x + ηℓ,xφu,x − φu,z = 0 z = −hu + ηℓ (A.0.1e)
f4 ≡ −cηℓ,x + ηℓ,xφℓ,x − φℓ,z = 0 z = −hu + ηℓ (A.0.1f)
f5 ≡ ρu[−cφu,x + 12(φ2u,x + φ2u,z) + gηℓ]−
ρℓ[−cφℓ,x + 12(φ2ℓ,x + φ2ℓ,z) + gηℓ] = 0 z = −hu + ηℓ (A.0.1g)
f6 ≡ φℓ,z = 0 z = −hu − hℓ. (A.0.1h)
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The solution can be written in the general form which satisfies the respective Laplace
equations and the bottom boundary condition:
ηu(x, t) =
N∑
n=1
ηune
iknx + c.c. , ηℓ(x, t) =
N∑
n=1
ηℓne
iknx + c.c. , (A.0.2a)
φu(x, z, t) =
N∑
n=1
[
φcun
cosh kn(z − hu)
cosh(knhu)
+ φsun
sinh kn(z − hu)
cosh knhu
]
eiknx + c.c. , (A.0.2b)
φℓ(x, z, t) =
N∑
n=1
φℓn
cosh kn(z + hu + hℓ)
cosh knhℓ
eiknx + c.c. . (A.0.2c)
where N is the number of Fourier modes. The unknown modal amplitudes, ηun, ηℓn, φ
c
un,
φsun, and φℓn, n=1, . . . , N , and the unknown phase speed of the wave c are to be determined
from the five boundary conditions on the free surface and interface.
To do that, we rewrite these boundary conditions in a symbolic form:
F(X) = 0 (A.0.3)
where F ≡ {f1, f2, f3, f4, f5} and the unknown vector X is:
X = {ηu1, . . . , ηuN−1, c, ηℓ1, . . . , ηℓN , φcu1, . . . , φcuN , φsu1, . . . , φsuN , φℓ1, . . . , φℓN} . (A.0.4)
Finally, to complete the system, we set ηuN=0. Newton’s iterative method is applied to
solve the system of nonlinear equations, (A.0.3), for the unknown vector X. For an initial
guess, the linearized solution is used.
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Appendix B
Weyl’s Identity
The Green’s function for the Laplace’s equation (∇2φ = 0) is
G = − 1
4π
1
r
(B.0.1)
It can be shown by direct substitution that it is indeed the solution to the Laplace’s equation
with an impulse forcing:
∇2G = δ(x). (B.0.2)
To do so, integrate the left hand side within a sphere with radius r that encompasses the
origin
∫
V
∇2G dV = − 1
4π
∫
V
∇.(∇G) dV =
∫
S
n.(∇G) dS = 1 (B.0.3)
because
∇G = − 1
4π
∂
∂r
1
r
=
1
4π
1
r2
rˆ. (B.0.4)
but
∫
V
δ(x) = 1 (B.0.5)
and therefore the identity is proved.
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Now assume that the Fourier transform exists for G(x, y, z) in the form: (derivation
follows Duffy, 2004):
G(x, y, z) =
1
(2π)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
G˜(k, l,m) ei(kx+ly+mz) dk dl dm (B.0.6)
where
G˜(k, l,m) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
G(x, y, z) e−i(kx+ly+mz) dx dy dz (B.0.7)
is the Fourier transform of the Green’s function. Taking the Fourier transform of both sides
of equation B.0.2 we get
−κ2G˜(k, l,m) = 1 (B.0.8)
where κ2 = k2 + l2 +m2. Therefore
G˜(p, q, r) = − 1
κ2
(B.0.9)
and
G(x, y, z) = − 1
(2π)3
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
1
κ2
ei(kx+ly+mz) dk dl dm (B.0.10)
The integration in m can be evaluated using the contour integral and Residue theorem.
The m-integral is
∫ ∞
−∞
e−imz
k2 + l2 +m2
dr = π
e−|z|
√
k2+l2
√
k2 + l2
(B.0.11)
for z < 0 (note that z is a real variable), we have to choose the lower half plane and for
z > 0 the upper half plane. Therefore
G(x, y, z) = − 1
8π2
∫ ∞
−∞
∫ ∞
−∞
eikx+ily−|z|
√
k2+l2
√
k2 + l2
dk dl (B.0.12)
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Equating this with B.0.1 we get the so called Weyl integral :
1
r
=
1
2π
∫ ∞
−∞
∫ ∞
−∞
eikx+ily−|z|
√
k2+l2
√
k2 + l2
dk dl (B.0.13)
211
212
Appendix C
Triad wave-wave resonance
Condition in a two-layer fluid
It is known that in a two-layer density stratified fluid, three waves, either two surface-
mode waves and one internal-mode wave (studied first by Ball, 1964) or two internal-mode
waves and one surface-mode wave (first studied by Wen, 1995b), can make a triad resonance.
For this to happen, they must satisfy the triad resonance condition:
k0 = k1 + k2 (C.0.1)
ω0 = ω1 + ω2 (C.0.2)
where D(ki, ωi) = 0 for i = 0, 1, 2 and D(ω, k) is the two-layer dispersion relation
D(ω, k) = ω4(R+ coth khu coth khℓ)− ω2gk(coth khu + coth khℓ) + g2k2(1−R), (C.0.3)
where R = ρu/ρl is the density ratio.
A surface-mode wave (ks1) and an internal-mode wave (ki2) can resonate an oppositely-
traveling surface-mode wave (ks2) that has a lower frequency compared to ks1. The same
surface-mode wave (ks1) with an oppositely-traveling internal-mode wave (ki1) can resonate
another oppositely-traveling surface-mode wave (ks2) that has a higher frequency compared
to ks1. These two cases, first discussed by Ball (1964), are shown graphically (two lower
curves) in figure C-2-a for R = 0.9 and h∗ = hℓ/hu = 1. For a given right-going surface-
mode wave ks1, the longer (shorter) second surface-mode wave ks2, generates a right (left)
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going internal-mode wave. Looking in depth, these two cases are basically just one: one
surface-mode wave with a one internal-mode wave that travels in the same direction give an
oppositely-traveling surface-mode wave with the frequency less than original surface-mode
wave. Asymptotic relations for these two branches in the weak stratification (1 − R = ǫ2
and ǫ≪ 1) can be obtained: in the limit of both deep layers (khu ≫ 1 and khl ≫ 1), both
shallow layers (khu ≪ 1 and khl ≪ 1) and upper shallow-lower deep layer (khu ≪ 1 and
khl ≫ 1) we have respectively
ks2
ks1
= −1± 2ǫ, ks2
ks1
= −1± 2h
∗(3 + 2h∗)
(1 + h∗)2
ǫ2,
ks2
ks1
= −1± 4ǫ
√
ks1hu (C.0.4)
The equations for the limit of both deep layers are shown by dashed lines in figure C-2-a.
Despite Ball (1964)’s claim that these two cases are the only two possible cases of resonance
between two surface-mode waves and one internal-mode wave (2S-1I), we found that there
are two other possibilities. Figure C-1 illustrates these two cases schematically on the
dispersion relation curve. In order to have this type of resonance, the slope of at least one
point on the surface-mode (outer) branch tan(θ1) has to be less than the slope of internal-
mode curve at the origin tan(θ2). But the slope of dispersion relation curve is the group
velocity. From shallow water theory, the group velocity of internal-mode wave at the origin
is given by
C∗g(khu=0) =
Cg√
ghu
=
√
2
2
√
1 + h∗ −
√
(1− h∗)2 + 4Rh∗ (C.0.5)
where in the limit when 1−R = ǫ2
C∗g(khu=0) = ǫ
√
h∗
1 + h∗
(C.0.6)
Group velocity for the surface-mode wave at a given wave-number in general is a complicated
function of R, h∗ and khu, but in the case of deep layers it is given by
C∗g(khu=0) =
1√
khu
(C.0.7)
214
obviously for
khu >
1 + h∗
4h∗ǫ2
(C.0.8)
(provided that khu ≫ 1 and khℓ ≫ 1) the group velocity condition is satisfied and we get
two new resonance cases. This condition clearly states that for an arbitrary chosen density
ratio (close to unity ) and depth ratio, these two new resonance can be appeared provided
that we choose a big enough wave-number for the incident surface-mode wave. Figure C-2-a
shows these new emerged resonance cases (the solid parabola-like part). The two branches
of this parabola-like function asymptotically tend to
ks2
ks1
= 1± 2 ǫ2 (C.0.9)
as shown by dashed-lines in figure C-2-a.
Figure C-2-b shows the resonance combinations when two internal-mode waves and one
surface-mode wave (2I-1S) exchange energy. Comparing two branches of (2I-1S) case with
the corresponding branches of (2S-1I) case, it is seen that the resultant surface-mode wave
in (2I-1S) case has a much lower wave-number than the initial internal-mode waves, while
in (2S-1I) case, the resultant internal-mode wave has the same order wave-number as the
initial two surface-mode waves. As the density ratio R goes to zero, these two branches get
close to each other and to the slope of the unity.
Again the asymptotic formula in the limit of weak stratification for both deep layers,
both shallow layers and upper-shallow lower-deep layers are given respectively by
ki2
ki1
= 1± 2ǫ2, ki2
ki1
= 1± 2h
∗(3 + 2h∗)
(1 + h∗)2
ǫ2,
ki2
ki1
= 1± 4ǫ2ki1hu (C.0.10)
The deep layer asymptotes are shown by dashed-lines in figure C-2-b. Equality of asymptotic
shallow-layers formula in (2S-1I) and (2I-1s) cases can be easily seen from the dispersion
relation curves since in this limit all curves are simple straight lines. Therefore, similarity
between triangles forming the triad resonance exists and ratios have to be the same.
For a very very strong stratification, two new resonance cases are added to (2I-1S) cases.
It can be shown that in the limit of deep layers, the condition for having these two cases is
R > 1/3 which is not physical.
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1q
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Figure C-1: Two new cases of resonance between two surface-mode waves and one internal-
mode wave not considered in Ball (1964). The gray circles are equivalent of black circles at
the origin. solid curve indicates the surface-mode dispersion relation and dashed curve is
for internal-mode dispersion relation
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Figure C-2: Two-dimensional triad resonance in two-layer fluid. a. two surface-mode waves
(ks1, ks2) and one internal-mode wave (either of ki1 or ki2), b. two internal-mode waves
(ki1, ki2) and one surface-mode wave (either of ks1 or ks2). R = 0.9, h
∗ = 1.
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Appendix D
Moving point source in two
semi-infinite fluids
Assume a source is moving leftward with velocity U in a two semi-infinite fluids as shown
in figure 1-1. Consider a coordinate system that moves with the source and originates on
the undisturbed free surface right above the source. If in the moving coordinate system
everything is steady then the linearized governing equations are
∇2φu = 0 (D.0.1)
∇2φl =Mδ(z − z0)δ(x) (D.0.2)
φu,z = φl,z (D.0.3)
Uηx = φu,z (D.0.4)
R(Uφu,x + gη) = (Uφl,x + gη) (D.0.5)
∇φu → 0 as z → +∞ (D.0.6)
∇φl → 0 as z → −∞ (D.0.7)
where M is the strength of the source and R = ρu/ρl is the density ratio. We divide the
lower layer potential φl into singularity part φ
s
l and the rest φ
r
l . The singular part is well
known and is given by
φsl = −
M
4π
1
r
(D.0.8)
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where r =
√
x2 + y2 + (z − z0)2. Using Weyl’s integral and Fourier transform properties
the total solution can be written in the form
φu =
1
4π2
∫ ∞
−∞
∫ ∞
−∞
φ˜u(α, β)e
[if−Kz]dαdβ (D.0.9)
φl = φ
r
l + φ
s
l =
1
4π2
∫ ∞
−∞
∫ ∞
−∞
φ˜l(α, β)e
[if+Kz]dαdβ
− M
8π2
∫ ∞
−∞
∫ ∞
−∞
1
K
e[if−K|z−z0|]dαdβ (D.0.10)
where K =
√
α2 + β2 and f = αx + βy. The signs for z powers have been chosen so that
boundary conditions D.0.6 and D.0.7 are satisfied. Substituting D.0.9 and D.0.10 into D.0.3
and D.0.5 conditions we get a linear set of equations for φ˜u(α, β) and φ˜l(α, β).
φ˜u(α, β) =
MU2λα2
K(Kgγ − U2α2)e
Kz0 (D.0.11)
φ˜l(α, β) = −M
2K
(
1 +
2U2α2λ
Kgγ − U2α2
)
eKz0 (D.0.12)
The interface elevation can be found from equation D.0.4
η(x, y) =
iMUλ
4π2
∫ ∞
−∞
∫ ∞
−∞
αeif+Kz0
(Kgγ − U2α2)dαdβ (D.0.13)
where γ = (1−R)/(1 +R) and λ = 1/(1 +R).
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Appendix E
HOS formulation for a blunt body
E.1 Introduction
Panel method converts the problem of Laplace’s equation (partial differential equation)
in a given domain to a linear integral equation over the boundary of the domain. To satisfy
the boundary conditions, suitable number of sources/doublets have to be taken, but there
is a freedom in choosing which one to take.
The panel method is capable of handling more complicated geometries than other avail-
able methods. It is also very flexible and economic (see Mason, 1995). The panel method
used to be called the surface singularity method, but then using quadrilaterals to make grids
on the surfaces changed its name to the panel method. The boundary element method tech-
nique is the same idea that is used in other problems governed by linear partial differential
equations (see Hess, 1990).
The most important application of the panel method is in 3D problems because in
2D problems more precise methods such as mappings can be used to solve the Laplace’s
equation in complicated geometries. One of the important advantage of the panel method
over other existing methods is that we don’t need to define grid within the flow field.
The various types of implementations are
1. using different singularities (sources, doublets and vortices)
2. type of distribution of each singularity over the panel
3. the geometry of the panel
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Figure E-1: The domains for derivation of the integral equation. Left is the flow in interior
domain and the right picture is the flow out-side the body
E.2 Formulation
1For an irrotational flow we can define a potential function. If the flow is incompressible
then this potential satisfies Laplace’s equation 2
∇2φ = 0. (E.2.1)
Consider the divergence theorem
∫
S
n . q dS =
∫
V
∇ . q dV (E.2.2)
where n is the unit vector perpendicular to the boundary and pointing outward. Assume
φ1 and φ2 are two solutions of the Laplace’s equation and take q = φ1∇φ2 − φ2∇φ1 in the
divergence theorem, therefore
∫
S
(φ1∇φ2 − φ2∇φ1) . n dS =
∫
V
(φ1∇2φ2 − φ2∇2φ1) dV (E.2.3)
If potentials have no singularity inside the domain V then the above integrals are equal to
zero. If we assume that
φ1 =
1
r
and φ2 = Φ (E.2.4)
where Φ is the potential of our interest, then we can express Φ(P ) where P is an arbitrary
point in the domain in terms of an integral over just the boundary S of the domain. Note
1see Katz & Plotkin (2001); Mason (1995)
2φ can not have extremum at any interior point. Extremum of φ and therefore extremum of pressure and
velocity all occur on the boundary.
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that r is being measured from P and therefore one of the chosen potentials has a singularity
inside the domain of our interest. If we exclude the point P by a sphere with a radius ǫ,
the flow is potential without singularity everywhere outside this small sphere and the outer
boundary. mathematically
∫
S−Sǫ
(φ1∇φ2 − φ2∇φ1) . n dS =
∫
S
(
1
r
∇Φ− Φ∇1
r
)
. n dS −
∫
Sǫ
(
1
r
∂Φ
∂r
+
Φ
r2
)
dS = 0
(E.2.5)
but in spherical coordinate dS = r2 sin θdθdϕ and we assume over the small sphere Sǫ, φ
and all its derivatives remain approximately constant. therefore, we conclude
∂Φ
∂r
∣∣∣∣
P
∫
r sin θ dθ dϕ+ Φ|P
∫
sin θ dθ dϕ =
∫
S
(
1
r
∇Φ− Φ∇1
r
)
. n dS (E.2.6)
when r = ǫ→ 0, the first integral vanishes but the second integral is equal to 4π. Therefore,
Φ(P ) =
1
4π
∫
S
(
1
r
∇Φ− Φ∇1
r
)
. n dS
=
1
4π
∫
S
(
1
r
∂Φ
∂n
− Φ ∂
∂n
1
r
)
dS (E.2.7)
In two-dimension the coefficient 1/4π has to be replaced by 1/2π. The function Φ(P )
gives the value of the potential at all interior points as a function of Φ and ∂Φ/∂n on the
boundaries. All results so far are related to the interior domain (figure E-1-left). For the
exterior of a domain bounded by a boundary at infinity, if we assume that the integral over
that infinite boundary is equal to Φ∞, then the same procedure gives
Φ(P ) = Φ∞ +
1
4π
∫
SB
(
1
r
∇Φ− Φ∇1
r
)
. n dS
= Φ∞ +
1
4π
∫
SB
(
1
r
∂Φ
∂n
− Φ ∂
∂n
1
r
)
dS (E.2.8)
where here P is a point outside SB in figure E-1-right. In 3-dimension, potential of a source
and a doublet are
φs =
σ
4πr
, φd =
µ
4π
∂
∂n
1
r
(E.2.9)
221
Hh
0r
uu rj ,
ll rj ,
ih
sh x
z
Figure E-2: The setup
Therefore equation E.2.8 can be written in the following form
Φ(P ) = Φ∞ +
1
4π
∫
SB
(
σ
1
r
− µ ∂
∂n
1
r
)
dS (E.2.10)
where σ and µ are called the source and the double strengths respectively and act like a
Green function. This equation states that we can find the potential outside a submerged
body by a suitable distribution of point sources and doublets on the boundary. Now the
problem is to find these strengths and the potential at infinity such that all boundary
conditions are satisfied.
In 2-dimensional problem the potential of a source and a doublet is given by
φs =
σ
2π
ln r , φd =
µ
2π
cos θ
r
. (E.2.11)
The 2D version of equation E.2.10 is
Φ(P ) = Φ∞ +
1
4π
∫
SB
(
σ
2π
ln r − µ
2π
cos θ
r
)
dS. (E.2.12)
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E.3 HOS formulation
Consider the irrotational motion of two homogeneous, incompressible, immiscible and
inviscid fluids with densities ρu and ρl. Indices u and l are extensively used in this paper to
indicate upper layer and lower layer respectively. The two fluid are under a free surface and
separated by their interface (Fig. E-2). Surface tension is not considered. hu is the depth
of the upper layer and the lower layer is assumed to be infinitely deep. The center of the
cylinder is located at the depth of H bellow the interface. The flow in each layer is described
by a velocity potential φu(x, z, t) and φl(x, z, t). To formulate the problem we use a global
cartesian coordinate system (x, z) with its origin located on the mean free surface, and a
local cylindrical coordinate (r, θ) with its origin at the center of the submerged cylinder
where r2 = x2 + (z + H + h)2 and θ is measured counterclockwise from positive x-axis
direction.
Full nonlinear governing equations are
∇2φu = 0 −hu + ηi < z < ηs (E.3.13a)
∇2φl = 0 −∞ < z < −hu + ηi (E.3.13b)
ηs,t + ηs,xφu,x − φu,z = 0 z = ηs (E.3.13c)
φu,t +
1
2(φ
2
u,x + φ
2
u,z) + gηs = 0 z = ηs (E.3.13d)
ηi,t + ηi,xφu,x − φu,z = 0 z = −h+ ηi (E.3.13e)
ηi,t + ηi,xφl,x − φl,z = 0 z = −h+ ηi (E.3.13f)
ρu(φu,t +
1
2 (φ
2
u,x + φ
2
u,z) + gηi)−
ρl(φl,t +
1
2(φ
2
l,x + φ
2
l,z) + gηi) = 0 z = −h+ ηi (E.3.13g)
∇φl → 0 z =→−∞, (E.3.13h)
φl,r(R, θ, t) = 0 0 ≤ θ ≤ 2π. (E.3.13i)
where ηs = ηs(x, t) and ηi = ηi(x, t) are respectively surface and interface elevation and g
is the gravity acceleration. the subscript ,X means the derivative with respect to X. We
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define a so called surface/interface potential
φS,I(x, t) = φ(x, ηs,i(x, t), t) (E.3.14)
φS,Ix = φx + ∂xηs,i φz (E.3.15)
using this notation we can write the pressure continuity condition on the surface and inter-
face in the form
φSu,t =
1
2
∇xφSu .∇xφSu +
1
2
(1 +∇xη.∇xη)φu,z2 − gηs @ z = ηs (E.3.16)
(φIl −RφIu),t =
1
2
(R∇xφIu.∇xφIu −∇xφIl .∇xφIl )
+
1
2
(1 +∇xη.∇xη)(φl,z2 −Rφu,z2)− gη(1 −R) @ z = −h+ ηi(E.3.17)
We assume that φu,φl and η are O(ǫ) where ǫ is a measure of the wave steepness and is
a small quantity. Expansion up to a given order M in ǫ gives
φu(x, z, t) =
M∑
m=1
φ(m)u (x, z, t) (E.3.18)
φl(x, z, t) =
M∑
m=1
φ
(m)
l (x, z, t) (E.3.19)
For 2π periodic problem in x, we represent the solution of Laplace equation in the form
φ(m)u (x, z, t) =
∫ L
−L
µs(x
′, t)Gz′(x, z;x′, 0)dx′ +
∫ L
−L
µiu(x
′, t)Gz′(x, z;x′,−h)dx′(E.3.20)
φ
(m)
l (x, z, t) =
∫ L
−L
µil(x
′, t)Gz′(x, z;x′,−h)dx′ +
∫ 2π
0
σ(θ′, t)G(r, θ; r0, θ′)r0dθ′(E.3.21)
where
G(x, z;x′, z′) =
1
2
log
[
sin2
(
x− x′
2L/π
)
+ sinh2
(
z − z′
2L/pi
)]
(E.3.22)
and µs, µiu, µil and σ are respectively the dipole strength on the mean surface, mean in-
terface for the upper layer, mean interface for the lower layer and the source strength on
the body boundary. The chosen form of the solution satisfies Laplace’s equation and the
boundary condition at the infinity. The four singularity strengths have to be found in such
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a way that all other boundary conditions are satisfied. If we assume that the potential on
the real free surface and the difference of the lower layer potential and the density-ratio-
weighted upper layer potential is given, then we can show that by combining all boundary
conditions we can get the four required equation to solve for unknown strengths and there-
fore the boundary value problem is solved. Having the BVP solved, the right hand side
of the temporal evolution equations are known and they can be integrated to provide the
information about the future of the fluid.
1. For the surface from classical HOS approach we have (close to the free surface)
φu(x, z, t) =
M∑
m=1
φ(m)(x, z, t) =
M∑
m=1
M−m∑
k=0
zk
k
∂k
∂zk
φ(m)(x, z, t)
∣∣
z=0
(E.3.23)
assuming φu(x, ηs, t = 0) = φ
S
u(x) is given, matching the same orders gives
φ(1)u (x, 0, t) = φ
S
u , (E.3.24)
φ(m)u (x, 0, t) = −
m−1∑
k=1
ηks
k!
∂k
∂zk
φm−k(x, z, t)
∣∣
z=0
, m = 2, 3, ...,M.(E.3.25)
2. For the interface we define
ψ(x, ζ, t) = φl(x, ζ, t)−R φu(x, ζ, t) (E.3.26)
where (ζ = z + h1). expansion of ψ close to the interface gives
ψ(x, ζ, t) =
M∑
m=1
ψ(m)(x, ζ, t) =
M∑
m=1
M−m∑
k=0
ζk
k
∂k
∂ζk
ψ(m)(x, ζ, t)
∣∣
ζ=0
(E.3.27)
assuming ψ(x, ηi, t = 0) = ψ
I(x) is given, matching the same orders gives
ψ(1)(x, 0, t) = ψI , (E.3.28)
ψ(m)(x, 0, t) = −
m−1∑
k=1
ηki
k!
∂k
∂ζk
ψm−k(x, ζ, t)
∣∣
ζ=0
, m = 2, 3, ...,M.(E.3.29)
3. subtracting two kinematic interface condition from each other gives
(φu,z − φl,z) = ηx(φu,x − φl,x) @ z = −h1 + ηi (E.3.30)
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now we define another variable
Φ(x, ζ, t) = φu(x, ζ, t)− φl(x, ζ, t) (E.3.31)
Φ(x, ζ, t) =
M∑
m=1
Φ(m)(x, ζ, t) =
M∑
m=1
M−m∑
k=0
ζk
k
∂k
∂ζk
Φ(m)(x, ζ, t)
∣∣
ζ=0
(E.3.32)
and the equation simply turns to
Φζ = ηxΦx z = ηi (E.3.33)
The key idea is that the right hand side starts from second order terms, and this gives
the first order term of the left hand side equal to zero (linear solution). Having the
first term of left hand side we can proceed to higher order and solve for unknown
coefficients of the solution. Substituting the expansion gives
M∑
m=1
M−m∑
k=0
ηki
k
∂k+1
∂ζk+1
Φ(m)(x, ζ, t)
∣∣
ζ=0
= ηi,x
M∑
m=1
M−m∑
k=0
ηki
k
∂k
∂ζk
Φ(m)x (x, ζ, t)
∣∣
ζ=0
(E.3.34)
solving for Φ(m) results in
Φ(1)z (x, 0, t) = 0, (E.3.35)
Φ(m)z (x, 0, t) = −
m−1∑
k=1
ηk−1i
(k − 1)!
∂k−1
∂ζk−1
Φm−kx (x, ζ, t)
∣∣
ζ=0
−
m−1∑
k=1
ηki
k!
∂k+1
∂ζk+1
Φm−k(x, ζ, t)
∣∣
ζ=0
, m = 2, 3, ...,M.(E.3.36)
4. The fourth equation is the no-flux (Neuman) boundary condition on the cylinder
boundary.
Having this four sets of equations the problem is closed.
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Appendix F
Oblique Bragg resonance
In three dimension the bottom boundary condition at the second order is
φ
(2)
ℓ,z = ηb,xφ
(1)
ℓ,x + ηb,yφ
(1)
ℓ,y − ηbφ
(1)
ℓ,zz z = −hu − hℓ. (F.0.1)
Class I Bragg resonance condition in three dimension is
k+ kb = kr (F.0.2)
ω = ωr (F.0.3)
We assume the incident wave is a surface mode wave with the wavenumber k = (ks cos θs,
ks sin θs) where ks = |k| travels over a periodic topography with the wavenumber kb =
(kb cos θb, kb sin θb) where kb = |kb|:
ηb = d cos(kb · x) (F.0.4)
We chose our coordinates such that the positive x-axis is along the resonant internal-mode
wave, i.e. kr = (ki, 0)
φ
(2)
ℓ,z = −1/2Cd(kbks cos θb cos θs + kbks sin θb sin θs + k2s) sin(kix− ωt) + NT
= −1/2Cd[kbks cos(θb − θs) + k2s ] sin(kix− ωt) + NT (F.0.5)
227
	 	 	 	 	
0
0.2
0.4
0.6
0.8
1
θ
s
 (rad)
α
/α
m
a
x
pi/4 pi/2 3pi/4 pi0 
Figure F-1: variation of strength of class I Bragg resonance as a function of incident angle
for hℓ/hu=0.63, R=0.85, ω2shu/g=0.96.
The magnitude of the forcing term is maximum when the absolute value of the quantity
inside bracket
α ≡ |kbks cos(θb − θs) + k2s | (F.0.6)
is maximum. With Jamali et al. (2003); Hill & Foda (1998) parameters hu = 12.5cm, hℓ =
7.9cm, R = 0.85, ωs = 8.7s−1, figure F-1 shows the relative value of α with respect to its
maximum value. It is seen that oblique class I Bragg resonance is always weaker than the
normal incident (compare with Liu & Yue (1998) figure 7 or Mei et al. (2005) figure 15.16).
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Appendix G
Wave attenuation over muddy sea
floor
G.1 Introduction
Mud or cohesive sediment is a mixture of clay particles, silt, (fine) sand, organic material,
sometimes gas, and water. This sediment mixture has cohesive properties because of low
permeability and electrochemical attraction of clay particles and organic material. Effect
of muddy sea floor is important in many real world applications:
1. Mud deposits adversely affects the navigation,
2. Unfortunately, today many mud deposits are contaminated, endangering the ecosys-
tem and increasing the costs of dredging operations progressively,
3. Mud is also one of the controlling factors for ecological development in the water
system and shapes the physical and biological lanscape. Life, feeding, breeding and
growth of biological organism is highly dependent on the oxygenation of water,
4. sediment transport: erosion of beaches and accretions,
5. undermining of coastal structures,
6. silt up of navigation channels and ports.
Sediment grains are divided to two basic categories: Clastic grains resulting from the
rock detrital and biogenic or calcium carbonate grains which are made up of shells or
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skeletons of invertebrates. Sediments may also be categorized into cohesionless (grains
usually bigger than 0.06mm and are held together by gravitational forces) and cohesive
(mainly clay minerals held together with electrolytic forces). Rivers carrying glaciers and
biogenics are the main source (90%) of total marine sediments (see Pethick 1984 Pethick
(1984)). The three main resultants of weathering are rock fragments, quartz grains and clay
minerals. Quartz is the main constituent of the sand deposits in beaches in the mid-latitudes
and mud is the main constituent of tidal flats and estuaries.
Sediment-fluid interaction plays a major role in formation of bed-forms such as dunes,
ripples and banks. when the Reynolds number of sediment particles are less than 0.1, stokes’
law predicts the falling rate (settling velocity)
w =
2(ρs − ρf )gr2
9µ
(G.1.1)
where ρs and ρf are the sediment particle and the fluid densities, g is the gravitational
acceleration, r is the particle radius and µ is the fluid viscosity.
Mud on the sea bottom is a mixture of water and clay particles with 6-18% volume
concentration which results is a total density of 1100 − 1300kg/m3 . It has been observed
that near muddy coasts, wind waves damp withing a distance of a few wavelengths and
the wave amplitude diminishes roughly in proportion to the water depth, and breaking is
less common Liu & Mei (1993a). However, “No systematic studies” has been done when
the interaction is between the fluid and cohesive sediments or mixture of cohesive and non-
cohesive sediments (Winterwerp and Van Kesteren 2004 Winterwerp & Kesteren (2004)).
Observations of Gade 1958 Gade (1958) in the Gulf of Mexico, Silvester 1974 Silvester
(1974) and Macpherson 1980 Macpherson (1980) in areas off the southwest coast of India
showed that waves were attenuated over a distance of a few wavelengths. In fact, Gade talks
about a place named “Mud Hole” in the gulf of Mexico whit such a strong wave dissipation
that fishing boats use it as a shelter during sudden storms. Viscosity is the major sink
of energy in short waves (including capillary-gravity waves), while for long waves, surface
processes such as wave-breaking has the major role in the dissipation process.
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G.2 Review of wave-mud interaction models
G.2.1 Bottom Friction Model
Once we introduce viscosity to the water properties, the no slip boundary condition
makes a boundary layer where velocity varies from zero at the bottom to the mean outer
flow at the top.
Stokes’ Boundary Layer
Assume a two dimensional motion of a fluid governed by Navier-Stokes equation
∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ ν
(
∂2u
∂x2
+
∂2u
∂z2
)
(G.2.2)
We assume that the boundary layer is very thin compared to the horizontal length scale,
i.e. δ/L ≪ 1 where δ is the width of the boundary layer and L is the horizontal length
scale. From the continuity equation we conclude that w = O(δ/LU)≪ 1 and therefore the
order of magnitude of terms are
1 +
U
Lω
+
U
Lω
=
P
ULωρ
+
ν
L2ω
+
ν
L2ω
(
L
δ
)2
(G.2.3)
where we have used U and 1/ω to normalize u and t respectively. Now if we assume
ν
L2ω
≪ U
Lω
≪ 1 (G.2.4)
the Navier-Stokes equation simplifies to
∂u
∂t
= −1
ρ
∂p
∂x
+ ν
∂2u
∂z2
(G.2.5)
Also from the Navier-Stokes equation in the z-direction we conclude that the pressure is
constant across the boundary layer.
Just outside the boundary condition the same G.2.4 condition states that in Bernouli’s
equation the nonlinear terms are negligible and
∂u0
∂t
+
1
ρ
∂p
∂x
= 0 (G.2.6)
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where u0 is the velocity outside the boundary layer. For our case u0 corresponds to the
irrotational velocity of the wave field. Therefore
∂(u− u0)
∂t
= ν
∂2u
∂z2
(G.2.7)
with boundary conditions
u→ u0 z →∞ (G.2.8)
u = 0 z = 0 (G.2.9)
Assume a progressive wave on the out field given by
u0 = Ue
i(kx−ωt) (G.2.10)
we assume a solution of the form
u = [U + f(z)]ei(kx−ωt) (G.2.11)
Therefore the equation reduces to
f ′′ +
iω
ν
f = 0 (G.2.12)
The final solution is
u = U
{
1− exp
[
−(1− i)
√
ω
2ν
]
z
}
ei(kx−ωt) (G.2.13)
where δ =
√
2ν
ω is the boundary layer thickness. At the leading order the solution to the
boundary layer of external oscillatory flow matches with that of stokes’ boundary layer for
the oscillating plate.
Seabed shear stress
The amplitude of bed shear stress is given by
τ0 =
1
2
fwρU
2 (G.2.14)
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where U is the amplitude of velocity near the bed, and fw is the wave friction factor:
1. For laminar flow, the wave friction factor is given by the Stokes’ boundary layer
fw =
2√
Re
(G.2.15)
where Re = UA/ν and A = U/ω.
2. For smooth turbulent flow, Myrhaug Myrhaug (1995) introduces the smooth bed wave
friction factor
fw =
r
Res
for Re ≥ 3e5 (G.2.16)
with (r, s) = (0.045, 0.175).
3. For rough turbulent flow, Myrhaug et al. D. Myrhaug (2001) proposes the following
friction factor
fw = c
(
A
z0
)−d
(G.2.17)
with
(c, d) = (18, 1) for 20 ≤ A/z0 ≤ 200
(c, d) = (1.39, 0.52) for 200 ≤ A/z0 ≤ 11000
(c, d) = (0.112, 0.25) for 11000 ≤ A/z0
and where z0 = 2.5d50/30 is the bed roughness based on the median grain roughness
(see D. Myrhaug & Rue (2006)).
G.2.2 Non-Newtonian Fluid Mud Model
A Newtonian fluid is a fluid for which
τ = µ
∂u
∂y
(G.2.18)
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Figure G-1: Stree-rate of strain relationship for three most important classes of time-
independent non-Newtonain fluids
where µ is called the Newtonian viscosity and depends only on temperature and pressure.
Newtonian behavior occurs where molecular species are small, such as in all gases, and
liquids and solutions of low molecular weights. A non-Newtonian fluid if a fluid for which
the stress-rate of shear relation is nonlinear (see Wilkinson Wilkinson (1960)). Flow of
lava, ice, mud slides, snow avalanches, debris, mucus and blood within our bodies and
toothpaste are examples of non-Newtonian fluid flow.Unlike a Newtonian fluid, a visco-
plastic fluid is a fluid with a yield stress. That is, the yield stress needs to be exceeded
in order for the fluid to flow. Wherever the stress does not exceed the yield stress, there
is no flow and this region is called the unyielded region. The region where there is flow
is called the yielded region. Visco-plastic fluids can be modeled by one of the Bingham,
Casson, or Herschel-Bulkley equations which all provide mathematical relations between the
stress and strain-rate. Figure G-1 shows three most important types of time-independent
non-Newtonian fluids.
Bi-viscous fluid is a model in which the fluid has two viscosity: it behaves like a New-
tonian fluid until the shear stress is less than a yield stress τ0. But if the shear exceeds
τ0, the behavior changes to a different viscosity fluid with a residue stress. Mathematically
(Becker & Bercovici (2000))
1
µ
τ =
∂u
∂y
, τ < τ0 (G.2.19)
1
µ′
τ = τ0
(
1
µ′
− 1
µ
)
sgn
(
∂u
∂y
)
+
∂u
∂y
, τ > τ0 (G.2.20)
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where µ and µ′ are the dynamic viscosities. In the limit, when µ = µ′ the fluid is a
Newtonian fluid and when µ −→∞ the fluid is called a Bingham fluid.
The most widely used model, because of its simplicity, is the Bingham fluid model.
Bingham-fluids are characterized by a yield stress. Contrary to newtonian fluids they can
transmit a shear stress also without a velocity gradient. But in order to make the Bingham-
fluid flowing, the driving shear stress has to be larger than the yield stress. Below this yield
stress the fluid will behave almost like a solid body and above as a liquide. Examples
of Bingham-fluids are tooth paste, paint, water suspensions of clay, sewage sludge, some
emulsions, thickened hydrocarbon greases, and slurries of uranium oxide in nuclear reactors.
The shear-stress relation for a Bingham fluid is
τ = τ0 + µ
∂u
∂y
(G.2.21)
For the seabed, the clay concentration normally varies in depth, therefore τ0 and µ
must be functions of the depth. Bingham rheology is not a perfect sand model because
for example for flow down an incline, motion will initiate from the top for sand, but from
the bottom for a Bingham fluid (Jaeger and Nagel 1992 JAEGER H.M. (1992)). Therefore
it seems that the yield stress of sand is pressure dependent or in other words sand yields
harder when under a heavier pressure (see Becker and Bercovici 2000 Becker & Bercovici
(2000)). Also compressibility of silt is nearly 1000 times that of pure water. For mud, the
compressibility of the grain skeleton is even greater (see Sleath 1984 Sleath (1984)).
The simplest model for pseudoplastic and dilatant fluids is
τ = k
(
∂u
∂y
)n
(G.2.22)
where k is a measure of viscosity and n is a measure of nonlinearity and is less than zero
and greater than zero for pseudoplastic and dilatant fluids respectively.
If elasticity is added to viscosity another group of non-Newtonian fluids emerges: Vis-
coelastic fluids. An example of viscoelastic fluid is the pitch. In a viscoelastic fluid, the
shear stress causes the rate of the strain, and, furthermore if shear stress changes with
time, then the rate of change of stress causes another rate of the strain part due to elastic
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behavior of the fluid. Mathematically it means
∂u
∂y
=
τ
µ
+
τ˙
G
(G.2.23)
or
τ + λ1τ˙ = µ
∂u
∂y
(G.2.24)
where λ1 = µ/G.
Liu and Mei 1993a Liu & Mei (1993a), and Liu and Mei 1993b Liu & Mei (1993b) use
shallow water assumption and Bingham fluid model for the mud to study the attenuation
of long waves and solitons over a layer of relatively thick mud. They neglect the interfacial
friction and suspension and use the method of characteristics to solve their hyperbolic and
coupled partial differential equations. In their work evolution of a localized initial free
surface displacement is studied. They observed that due to yield stress of the mud layer,
the water surface becomes piecewise linear and, while radiates, leaves permanent imprints
in the underlying mud layer.
Becker and Bercovici 2000 Becker & Bercovici (2000) consider the two layer model re-
sponse to periodic forcing with a bi-viscous rheology. Using linear shallow water assumption,
their numerical simulations showed that small scale and small wavelength spatial features
although generated, but oscillate and do not form any permanent bedforms. Yet by includ-
ing a pressure-dependent yield stress, permanent bedforms are excited. In a separate work,
Becker and Bercovici 2001 Becker & Bercovici (2001) added the finite amplitude assumption
to this model.
G.2.3 Newtonian Mud Model
Jamali (1998) studied the two-dimensional interaction of an upper inviscid layer over
a viscose lower layer. For the upper inviscid layer the governing equation is the laplace’s
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equation:
∇2φ = 0, (G.2.25)
ηs,t + ηs,x.φ,x = φ,z z = ηs (G.2.26)
φ,t +
1
2
(∇φ)2 + gζ + p = C(t) z = ηs (G.2.27)
ηi,t + ηi,x.φ,x = φ,z z = −hu + ηi (G.2.28)
For the lower viscous fluid we start from the Navier-Stokes equation:
∇.u = 0 (G.2.29)
u,t + u.∇u = −(1/ρ)∇p + ν∇2u+ F (G.2.30)
where ν is the kinematic viscosity and F is the external forcing term. First equation is the
continuity equation and the second equation is the momentum equation. We can substitute
the second term in the Navier-Stokes equation from the identity
u.∇u = ∇(1
2
u2)− u×w. (G.2.31)
Now taking the curl of the Navier-Stokes equation using the following vector identity
∇× (a× b) = a∇.b− b∇.a− (a.∇)b+ (b.∇)a (G.2.32)
noting that ∇×∇G = ∇.∇×G = 0, i.e. curl(grad)=div(curl)=0 we get the vorticity
transport equation
w,t + u.∇w = w.∇u+ ν∇2w (G.2.33)
which in the absence of the viscosity (last term) is called Helmholtz’s equation (Saffman
(1992)).
In two dimension problem we can define the stream function
u = ψz, w = −ψx (G.2.34)
therefore w = ∇2ψ jˆ where ∇ = ∂,xiˆ+ ∂,z kˆ is the two dimensional operator. The vorticity
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transport equation reduces to the following one-dimensional equation in y-direction:
∇2ψ,t − ν∇4ψ = ψ,x∇2ψ,z − ψ,z∇2ψ,x (G.2.35)
The boundary conditions at the interface can be written as
ηi,t + ηi,xψ,z = −ψ,x (G.2.36)
τ = 0 (G.2.37)
σn = −p (G.2.38)
The first equation is the kinematic boundary condition, the second has to be satisfied
because inviscid upper layer can not undergo shear and the third is the normal shear for
lower viscous fluid has to be equal to the pressure at the interface.
From stress transformation rules we have
σnn = σxx sin
2 θ + σzz cos
2 θ − 2σxz sin θ cos θ (G.2.39)
τ = σnt = (σxx − σzz) sin θ cos θ − σxz(cos2 θ − sin2 θ) (G.2.40)
but for the interface
tan θ = ηi,x ⇒ sin2 θ =
η2i,x
1 + η2i,x
and cos2 θ =
1
1 + η2i,x
(G.2.41)
but for a Newtonian fluid 1 the three-dimensional stress tensor is
σij = −pδij + µ
(
∂qi
∂xj
+
∂qj
∂xi
)
(G.2.42)
where qi is the velocity in the xi direction and xi = x, y, z for i = 1, 2, 3 respectively.
Therefore
σxx = −p+ 2µψxz (G.2.43)
σyy = −p− 2µψxz (G.2.44)
σxy = µ(ψzz − ψxx). (G.2.45)
1what if fluid is non-Newtonian?
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Upon substitution into G.2.39 and G.2.40, interface boundary conditions can be written
as
ηi,t + ηi,xψ,z = −ψ,x z = −hu + ηi (G.2.46)
µ(ψ,zz − ψ,xx)(η2i,x − 1) + 4µψ,xzηi,x = 0 z = −hu + ηi (G.2.47)
(ψ,zz − ψ,xx)ηi,x + ψ,xz(1− η2i,x) = 0 z = −hu + ηi (G.2.48)
Equation G.2.48 is the simplified version of equation (4.20) of Jamali (1998). The no slip 2
bottom boundary condition is
ψ,x = ψ,z = 0 z = −hu − hl + ηb (G.2.49)
or in other words, bottom is a streamline.
Equations G.2.25-G.2.28 and G.2.35 along with G.2.46-G.2.48, and finally G.2.49 are
the full governing equations and boundary conditions.
Ng (2000) considers a thin layer of viscous mud under the water surface waves. He
assumes that the mud depth, the mud stokes’ boundary layer thickness (δ =
√
2ν/ω where
ν is the kinematic viscosity and ω is the frequency of the wave) and the wave amplitude
are comparable with each other and much smaller than the wavelength. He starts with
boundary layer equation for the mud layer and for the water layer close to the interface. He
then matches the boundary layer equation with the far field inviscid fluid. He finds that the
wave attenuation rate is maximum when the relative mud depth, i.e. mud depth relative to
the stokes’ boundary layer, is 1.55. He also shows that the mass-transport velocity of the
mud increases when the mud layer thickness increases, but decreases with increase in the
mud density.
Dalrymple & Liu (1978) use a linearized two-layer viscous model, and shows that the
maximum attenuation occurs when the thickness of lower high-viscous layer is about 30%
greater than the boundary layer thickness δ.
2can be easily generalized to slip and/or porous bottom
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G.2.4 Viscoelastic Mud Model
The Voigt model for a viscoelastic material assumes a spring that obey the Hook’s law
and a dash-pot which is a piston drawn into a Newtonian fluid. Assuming an incompressible
Voigt viscoelastic medium, the linearized equation of motion for small perturbations is
∂2x
∂t2
= −1
ρ
∇p+ ν ∂
∂t
∇2x+ G
ρ
∇2x− g (G.2.50)
where x is the particle displacement and G is the shear modulus of elasticity. But ∂x/∂t = u
and if we assume that x and u both vary as exp(−iσt), then the equation can be written
in the following form
∂u
∂t
= −1
ρ
∇p+ νe∇2u− g (G.2.51)
where the viscoelastic parameter νe is
νe = ν +
iG
ρσ
(G.2.52)
whose real part is viscosity and its imaginary part is a measure of elasticity (see MacPherson
1980 Macpherson (1980))
The linearized Navier-Stokes equation can be expressed in terms of a velocity potential
and a stream function. We define
u = −∂φ
∂x
− ∂ψ
∂z
, v = −∂φ
∂z
+
∂ψ
∂x
. (G.2.53)
The governing equations become
∇2φ = 0 (G.2.54)
νe∇2ψ = ∂ψ∂t (G.2.55)
p = ρ∂ψ∂t − ρgy. (G.2.56)
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with boundary conditions
φ+,tt + gφ
+
,y = 0 z = 0 (G.2.57)
−2φ,xy − ψ,yy + ψ,xx = 0 z = −hu (G.2.58)
ηi,t = −φ,y + ψ,x = −φ+,y z = −hu (G.2.59)
−ρlφ,t + ρlgηi + 2ρlνe(−φzz + ψ,xz) + ρuφ+,t − ρugηi = Tηi,xx z = −hu (G.2.60)
−φx − ψz = 0 z = −hu − hl (G.2.61)
−φz + ψx = 0 z = −hu − hl (G.2.62)
equation G.2.57 is the combined free-surface boundary condition, equation G.2.58 is the
no-shear interface condition, equations G.2.59 and G.2.60 are respectively the kinematic
and dynamic boundary conditions on the interface and equations G.2.61 and G.2.62 are the
bottom no-slip conditions.
Macpherson also concludes that the energy dissipation is less for very long and very
short waves: Long waves are spread over a large distance and short waves can not feel the
bottom.
G.2.5 Mud-induced Short wave dissipation
It is known that long waves at muddy sites are attenuated in variance by an order of
magnitude compared to sandy sites. Also it is known that long waves dissipate over the
muddy bottom, but since short waves can not feel the bottom it was thought that they are
not affected by the bottom.
Observation of Sheremet and Stone 2003 Sheremet & Stone (2003) at the Louisiana inner
shelf showed that short waves (based on their definition f ≥ 0.2 Hz ) decay much faster at
the muddy site. Since this can not be explained by breaking or refractive scattering, and
short waves hardly see the bottom, they attributed this damping to the interaction between
fluid with a layer of resuspended mud.
During hurricane Claudette, Sheremet et al. 2005 Sheremet (2005) measured the sus-
pended sediment concentration (SSC) on the muddy inner shelf fronting Atchafalaya Bay,
Louisiana. They observed that during the storm due to resuspension of the sediment the
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concentration exceeds SSC = 0.5kg/m3 withing the water body. When the storm weakens,
the resuspended sediments settle and within 1 mab the concentration reaches 1.7kg/m3.
They suggest that dissipation is due to the formation of a strong stratification in the first
1 mab (meter above the bottom).
G.3 Viscoelastic bottom model
G.3.1 Approximate damping rate
we consider wave in a homogeneous fluid bounded by periodic side-boundary conditions,
free surface and a visco-elastic bed. In two dimension, the governing equation for the bottom
is
m∗η¨b + b∗η˙b + k∗ηb = p(t) (G.3.63)
where m∗, b∗ and k∗ are mass, damping coefficient and stiffness coefficient of the bottom
per unit length per unit depth. p(t) is the pressure at the mean bottom z = −h.
If pressure is periodic in time, say p(t) = p˜0 cos(ωt), the solution to this ordinary
differential equation is well known
ηb =
p˜0
[(k∗ −m∗ω2)2 + b∗2ω2] 12
cos(ωt − φ) (G.3.64)
where the phase shift is given by
φ = tan−1
(
b∗ω
k∗ −m∗ω2
)
(G.3.65)
The power loss per unit horizontal length due to the damping of the bed is
Pow(x, t) = b
∗ η˙2b = p(t) η˙b (G.3.66)
and the time average power loss is given by
P¯ow =
1
2
bp˜0
2ω2
[(k −mω2)2 + (bω)2] (G.3.67)
For a monochromatic progressive wave, this is the power loss per unit length. For standing
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wave, the power loss is half of this value due to another averagin over the wave length that
introduce a factor of one-half.
The energy contained in one wave-length of a progressive wave
η = a sin(kx− ωt) (G.3.68)
φ = −ag
ω
cosh k(z + h)
cosh kh
cos(kx− ωt) (G.3.69)
is
Eλ =
1
2
ρga2λ (G.3.70)
or Ew = 1/2ρga
2 per unit length (see for example Debnath, 1994, section 2.2). Note that
the energy of standing wave is half of propagatin wave with the same amplitude and wave
number.
Pressure at the mean bottom is
p(x, t) = −ρ[φ,t + gz] @z = −h (G.3.71)
=
ρga
cosh kh
sin(kx− ωt) + ρgh (G.3.72)
The first terms is the dynamic pressure due to the presense of the wave hence decreases as
depth increases. At the limit when kh≪ 1 the hydrostatic pressure of shallow water wave
is recovered. The second term is just the hydrostatic pressure due to the water column and
only changes the set point of our mass-spring-damper system and therefore does not play
any role in the damping process. To find the rate of amplitude decay we write
dEw
dt
= P¯ ⇒ da
dt
= −C a ⇒ a = a0e−Ct (G.3.73)
C =
1
2 cosh2 kh
· ρgb
∗ω2
[(k∗ −m∗ω2)2 + (b∗ω)2] (G.3.74)
=
1
2 cosh2 kh
· 2ζκΩ˜
[(1− Ω˜2)2 + (2ζΩ˜)2] · ω (G.3.75)
where κ = ρg/k∗
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G.3.2 Elastic Bottom
Linear Shallow Water
Governing equations are
(ηs − ηb),t + (hu),x = 0 , (G.3.76)
u,t + gηs,x = 0 , (G.3.77)
m∗ηb,tt + k∗ηb = −Pb . (G.3.78)
where
Pb = ρg(ηs − ηb) . (G.3.79)
Assuming a solution in the form
ηs = ηs0e
i(kx−ωt) (G.3.80)
we get
ηb = ηb0e
i(kx−ωt), u = u0ei(kx−ωt) (G.3.81)
where
ηb0 =
ρg
m∗ω2 − (k∗ − ρg)ηs0 =
(
1− ghk
2
ω2
)
ηs0, u0 =
gk
ω
(G.3.82)
and a dispersion relation in the form
ω4 − ω2
(
ghk2 +
k∗
m∗
)
+ ghk2
k∗ − ρg
m∗
= 0 (G.3.83)
This dispersion relation is similar to the characteristic equation of two-degree of freedom
system consists of one dimensional motion of two masses and two springs put in series. Note
than we neglect the inertia effect of the fluid motion on the bottom pressure. Therefore,
the term ρg changes the equivalent stiffness rather than equivalent mass of the bottom.
Figure shows the schematic behavior of solution to the dispersion relation (G.3.83) and
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the amplitude ratio of the bottom to the surface at each mode and for each shallowness.
The wedge shape asymptotes are the dispersion relation for the shallow water wave
ω+
asymp
= k
√
gh (G.3.84)
and the horizontal asymptote is the limiting value of the negative mode (i.e., the mode in
which the displacement of the surface and the bottom are not in phase) as the shallowness
kh grows and is
ω−
asymp
=
√
k∗ − ρg
m∗
(G.3.85)
The minimum frequency of the positive mode is ω+min = ωb =
√
k∗/m∗. Therefore the
system frequency can not be between ω−
asymp
and ω+min.
In terms of dimensionless quantities this dispersion relation is cast into
ω∗4 − ω∗2
(
ghk2
ω2b
+ 1
)
+
ghk2
ω2b
(
1− ρg
k∗
)
= 0 (G.3.86)
where ω∗ = ω/ωb and ωb =
√
k∗/m∗. The dimensionless dispersion relation can be manip-
ulated to give
D = ω
2
ghk2
= 1 +
Π∗
ω∗2 − 1 (G.3.87)
where Π∗ = ρg/k∗ is determined by the property of the fluid and the bottom. As ω∗ tends
to infinity, the dispersion relation of shallow water wave is regained.
Linear Finite Depth Water
The linearized governing equation for elastic bottom is
∇2φ = 0 (G.3.88a)
φtt + gφz = 0 @ z = 0, (G.3.88b)
φz − ηb,t = 0 @ z = −h, (G.3.88c)
m∗η
b,tt + k
∗η
b
+ Pb = 0 @ z = −h, (G.3.88d)
φt + gηb +
Pb
ρ
= 0 @ z = −h. (G.3.88e)
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where m∗ and k∗ are respectively mass and stiffness coefficient per unit length. The com-
bination of the last three boundary conditions give
m∗φ,ztt + b∗φ,zt + (k∗ − ρg)φ,z − ρφ,tt = 0 @ z = −h (G.3.89)
General solution to this problem is
φ = A
(
cosh kz
cosh kh
+
ω2
gk
· sinh kz
cosh kh
)
ei(kx−ωt) + c.c. (G.3.90)
where c.c. denotes the complex conjugate, and,
ω4(m∗k cosh kh+ ρ sinh kh) + ω2k(k∗ cosh kh+m∗gk sinh kh) + k2g(k∗ − ρg) sinh kh = 0(G.3.91)
is the dispersion relation.
G.3.3 ViscoElastic Bottom
Linear Finite Depth Water
The linearized governing equation for elastic bottom is
∇2φ = 0 (G.3.92a)
φtt + gφz = 0 @ z = 0, (G.3.92b)
φz − ηb,t = 0 @ z = −h, (G.3.92c)
m∗η
b,tt + b
∗η
b,t + k
∗η
b
+ Pb = 0 @ z = −h, (G.3.92d)
φt + gηb +
Pb
ρ
= 0 @ z = −h. (G.3.92e)
where m∗, b∗ and k∗ are respectively mass, viscous damping and stiffness coefficient per
unit length. The combination of the last three boundary conditions give
m∗φ,ztt + b∗φ,zt + (k∗ − ρg)φ,z − ρφ,tt = 0 @ z = −h (G.3.93)
General solution to this problem is
φ =
(
Aekz +Be−kz
)
eikx+ωt (G.3.94)
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where
B = A
1 + Ω2
1− Ω2 , Ω
2 =
ω2
gk
(G.3.95)
and
(Ω2r + κ tanhµ)Ω
4 + 2ζ Ωr Ω
3 + (Ω2r tanhµ+ 1)Ω
2
+2ζ Ωr tanhµ Ω+ (1− κ) tanhµ = 0 (G.3.96)
where
Ωr =
√
m∗gk
k∗
, κ =
ρg
k∗
, ζ =
b∗
2
√
k∗m∗
, µ = kh. (G.3.97)
is the dispersion relation. Note that when k∗ →∞, i.e. when the bottom is rigid, we readily
recover the simple flat bottom dispersion relation. In order to have a positive restoring force
at the bottom 1− κ > 0. With this, in the absence of the dissipation, we always have four
(two pairs of two) imaginary frequencies for a given wave number, that means periodic
waves.
When µ→∞, the asymptotic lines are given by
(Ω2∞ + 1)
[
(Ω2r + κ)Ω
2
∞ + 2ζΩrΩ∞ + (1− κ)
]
= 0, µ→∞. (G.3.98)
The first parenthesis shows the asymptotic convergence of the surface-mode to the deep
water wave dispersion relation while its damping goes to zero. The second parenthesis
shows the asymptotic behavior of the bottom-mode in which the damping increases as
depth deepens. Figure G-7 is the plot of the dispersion relation. For a critical damping
ratio
ζcr =
1
Ωr
√
(1− κ)(Ω2r + κ) (G.3.99)
a bifurcation occurs in the bottom-mode dispersion curve where its oscillatory motion di-
minishes and the disturbance decays exponentially to zero. Also it was seen that as the
damping increases, the surface-mode curve gets closer to the flat-bottom dispersion relation,
as expected. For very shallow water when µ≪ 1, the bottom-mode frequency is zero, while
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the surface-mode frequency is
Ω0 =
1
Ωr
(
−ζ ±
√
ζ2 − 1
)
µ→ 0. (G.3.100)
therefore both the damping and the oscillation frequency (if exists i.e. if ζ < 1) increases
as Ωr decreases.
Surface Boundary Condition Modification
In dimensional space, equivalent system of equations
∇2φ = 0 (G.3.101)[
φtt + gφz +
b∗
m∗
φt +
k∗
m∗
φ
]
,zztt
+
ρ
m∗
φ,ztttt +
b∗g
m∗
φ,zzzt +
g(k∗ − ρg)
m∗
φ,zzz = 0 @ z = 0,(G.3.102)
φz = 0 @ z = −h, (G.3.103)
has the solution in the form
φ = A cosh k(z + h)eikx+ωt (G.3.104)
where (k, ω) satisfy the same dispersion relation as equation (G.3.96). The system (G.3.101)
is called equivalent to the original system (G.3.92) because both have the same dispersion
relation hence same qualitative behavior in time and space. The equivalent system that has
flat bottom and a modified surface boundary condition (of great interest to numericians)
can be written in many different forms. Here are a couple:
• 1.
∇2φ = 0 (G.3.105)
φtt + gφz = F @ z = 0, (G.3.106)
φz = 0 @ z = −h, (G.3.107)
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where
F = φtt + gφz +
[
φtt + gφz +
b∗
m∗
φt +
k∗
m∗
φ
]
,zztt
+
ρ
m∗
φ,ztttt +
b∗g
m∗
φ,zzzt +
g(ρg − k∗)ρ
m∗
φ,zzz (G.3.108)
• 2.
Using equation (G.3.146) assumptions the surface boundary condition in dimensionless
variables becomes
[
φtt +
1
µ2
φz + b
†φt + k†φ
]
,zztt
+ ρ†φ,ztttt +
b†
µ2
φ,zzzt
+
(
ρ†
µ4
− k
†
µ2
)
φ,zzz = 0 @ z = 0, (G.3.109)
where
ρ† =
ρh
m∗
, b† =
b∗
m∗k
√
gh
, k† =
k∗
m∗k2gh
, µ = kh. (G.3.110)
Under the condition of heavy bottom ρ† ≪ 1, weakly deep water µ−4 ≪ 1 and weak
damping and stiffness b†2 ≪ 1, k†2 ≪ 1, the term outside the bracket can be neglected.
The assumption of weakly deep water suggests to change the dimensionless time scale
to
t′ =
√
gkt (G.3.111)
under this assumption the dimensionless free surface condition becomes
[
φtt +
1
µ
φz + b
†φt + k†φ
]
,zztt
+ ρ†φ,ztttt +
b†
µ
φ,zzzt
+
(
ρ†
µ2
− k
†
µ
)
φ,zzz = 0 @ z = 0, (G.3.112)
where
ρ† =
ρh
m∗
, b† =
b∗
m∗
√
kg
, k† =
k∗
m∗kg
, µ = kh. (G.3.113)
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The conditions change to: ρ† ≪ 1, µ−2 ≪ 1, b†2 ≪ 1 and k†2 ≪ 1. Under these
conditions we have to have
φtt +
1
µ
φz + b
†φt + k†φ = 0 @ z = 0, (G.3.114)
Note that in equation (G.3.109) there is a double vertical derivative and we have
already assumed exponential behavior in space and time. The governing equations in
dimensional form become
∇2φ = 0 (G.3.115)
φtt + gφz = − b
∗
m∗
φt − k
∗
m∗
φ @ z = 0, (G.3.116)
φz = 0 @ z = −h, (G.3.117)
For a periodic wave in deep water, if the effect of the bottom is small then
φ = − 1
ω2
φtt ≈ − 1
gk
φtt (G.3.118)
therefore
∇2φ = 0 (G.3.119)
φtt + gφz = − b
∗
m∗
φt +
k∗
m∗gk
φtt @ z = 0, (G.3.120)
φz = 0 @ z = −h, (G.3.121)
The modified HOS code now is based on the following two evolution equations:
ηt + ηxφ
S
x − (1 + η2x)φz(x, η, t) = 0 (G.3.122)
φSt + gη +
1
2
φS2x −
1
2
(1 + η2x)φ
2
z(x, η, t) +
b∗
m∗
φ− k
∗
m∗gk
φt = 0 (G.3.123)
the second equation can be simplified as
φSt
(
1− k
∗
m∗gk
)
+ gη +
1
2
φS2x −
1
2
(1 + η2x)φ
2
z(x, η, t) +
b∗
m∗
φ = 0 (G.3.124)
• 3.
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The following boundary value problem has the same dispersion relation as the surface
wave over mass-spring-damper topography (equation G.3.96)
∇2φ = 0 (G.3.125)
φtt + g(1−A)φz +
√
g
k
1
Ω
BA
B + 1
φzt @ z = 0, (G.3.126)
φz = 0 @ z = −h, (G.3.127)
where
A = κ
1− Ω4
1 + Ω2rΩ
2
, B =
2ζΩrΩ
1 + Ω2rΩ
2
Ωr =
√
m∗gk
k∗
, κ =
ρg
k∗
, ζ =
b∗
2
√
gk
, Ω =
ω√
gk
If ζ ≪ 1 we can find an approximate Ω from equation (G.3.96) by setting ζ = 0.
• 4.
The most robust but less beautiful way of dealing with this problem is to introduce
the following boundary value problem
∇2φ = 0 (G.3.128)
φtt + g(1 + α)φz + β
√
gkφt @ z = 0, (G.3.129)
φz = 0 @ z = −h, (G.3.130)
If the surface-mode solution of the dispersion relation equation (G.3.96) is given by
Ωs = a± ib (G.3.131)
then
α =
a2 + b2
tanhµ
− 1, β = −2a. (G.3.132)
α, β are complicated functions of the wave-number but can be calculated beforehand
and put into the HOS code as an initial data. As Ωr increases from zero, α decreases
uniformly, but β first increases and then decreases to zero. Increase in ζ gives rise to
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decrease in α and increase in β. Decrease in κ decreases α but does not change β a
lot.
The modified HOS code now is based on the following two evolution equations:
ηt + ηxφ
S
x − (1 + η2x)φz(x, η, t) = 0 (G.3.133)
φSt + g(1 + α)η +
1
2
φS2x −
1
2
(1 + η2x)φ
2
z(x, η, t) + β
√
gkφ = 0 (G.3.134)
figure G-10 shows HOS simulation of monochromatic incident wave over a mass-spring-
damper bottom. The rate of decay strongly depends on Ωr, ζ and µ but does not vary
much with κ.
Linear Shallow Water
Governing equations are (see also Kevorkian & Yu, 1989; Chubarov et al., 2005)
(ηs − ηb),t + (hu),x = 0 , (G.3.135)
u,t + gηs,x = 0 , (G.3.136)
m∗ηb,tt + b∗ηb,t + k∗ηb = −Pb . (G.3.137)
where
Pb = ρg(ηs − ηb) . (G.3.138)
canceling the velocity from the equations above we end up getting the following fourth order
partial differntial equation
ηb,tttt − ghηb,ttxx + b
∗
m∗
(ηb,ttt − ghηb,txx) + k
∗
m∗
ηb,tt + gh
(
ρg − k∗
m∗
)
ηb,xx = 0 (G.3.139)
Assume a solution of the form
ηb = ηb0e
ikxeωt (G.3.140)
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where k is the real wave-number and ω can be a general complex number. We must have
ηs = ηs0e
ikxeωt (G.3.141)
where upon substitution into the governing differential equation gives
ηb0
ηs0
= 1 +
ghk2
ω2
. (G.3.142)
with the dimensionless dispersion relation in the form
ω∗4 + 2ζω∗3 + (1 + Π1)ω∗2 − 2Π1ζω∗ +Π1(1−Π2) = 0 (G.3.143)
where
ζ =
b∗
2
√
m∗k∗
, Π1 =
ghk2
ω2b
, Π2 =
ρg
k∗
, ωb =
√
k∗
m∗
. (G.3.144)
If −∞ < x < ∞ and we start with a uniform sinusoidal perturbation on the surface, then
k has to stay real. For a quartic equation, the necessary condition for a stable equation,
i.e. equation that all its roots lie on the left half plane of the complex plane, is that all
its coefficients have the same sign (see Seroul, 2000). In our quartic dispersion relation the
sign of the linear term is opposite of the sign of the quadratic and the cubic term.
For the damping coefficient less than the critical damping, i.e., ζ < ζcr, there can be an
oscillatory motion along with the exponential decay, while for ζ > ζcr, the initial condition
decays to zero without any complete oscillation. Note that ζcr is the minimum critical
damping along which system behavior changes. Due to the nonlinearity, for some values
of Π1 and Π2 if damping increases enough oscillatory motion can be seen again. Critical
damping ζcr is a function of Π1,Π2 and is shown in figure G-4. Figure G-5 discusses the
dependence of the root configuration on Π2 in the complex plane.
Solution to the dispersion relation for Π2 = ζ = 1.5 is shown in figure G-6. The
vertical axis is the dimensionless frequency and the horizontal axis can be considered as the
square of dimensionless wave-number. For very long waves, there are three stable real roots.
Therefore such a configuration decays to zero without any oscillation. At the bifurcation
point Πb1
∼= 0.47 two of real stable roots disappear and a pair of complex conjugate roots
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emerge (dashed line). The imaginary part of this root (the branch of the dashed-line above
zero) shows the frequency of vibration and the real part (dashed-line below zero) shows the
exponential of the decay. Note that one weak stable real root survives in the entire domain.
Nonlinear Shallow Water
Liu (2006) studies the decay of solitons over a mud bottom whose dissipation effect is
assume to appear as a bottom friction-like term in the momentum equation of Boussinesq
shallow water wave equation.
Governing equations are
∇2φ = 0 −h(x, t) < z < ηs (G.3.145a)
ηs,t + ηs,xφ,x = φ,z z = ηs (G.3.145b)
φ,t +
1
2(∇φ)2 + gηs = 0 z = ηs (G.3.145c)
−h,t − h,xφ,x = φ,z z = −h(x, t) (G.3.145d)
where −h = −h0 + ηb and h0 is the average bottom depth. The following scales are
introduced to dimensionless the governing equations
x′ = kx, z′ =
z
h0
, t′ = k
√
gh0t, η
′
s =
ηs
a
, η′b =
ηb
a
,
φ′ =
kh0
a
√
gh0
φ, h′ =
h
h0
, P ′ =
P
ρgh0
(G.3.146)
where k, a and g are respectively the characteristic wave-number, characteristic amplitude
and the acceleration gravity and P is the pressure. Upon substitution into the governing
equation, after dropping prims we get
µ2φ,xx + φ,zz = 0 −h < z < ǫηs (G.3.147a)
µ2(ηs,t + ǫηs,xφ,x) = φ,z z = ǫηs (G.3.147b)
µ2(φ,t + ηs) +
1
2ǫ(µ
2φ2,x + φ
2
z) = 0 z = ǫηs (G.3.147c)
−µ2(h,t + ǫh,xφ,x) = φ,z z = −h (G.3.147d)
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where
µ ≡ kh0 ≪ 1, ǫ ≡ a
h0
≪ 1 (G.3.148)
are indicators of the shallowness and the nonlinearity respectively. The ratio of nonlinearity
to the shallowness
Ur =
ǫ
µ2
(G.3.149)
is called the Ursell’s number. We assume a solution in the form
φ =
∞∑
0
[z + h(x, t)]nφn(x, y) (G.3.150)
From Laplace’s equation i.e., equation (G.3.147a) we have
φn+2 = −µ2φn,xx + 2(n+ 1)h,xφn+1,x + (n + 1)h,xxφn+1
(n+ 1)(n + 2)[1 + µ2h2,x]
(G.3.151)
and the boundary condition equation (G.3.147d) gives
φ1 = − 1
Ur
h,t + ǫh,xφ0,x
1 + µ2h2,x
(G.3.152)
Assuming Ur = O(1) and h = 1 − µαηb(x, t) where α ≥ 1, we conclude O(h,x = O(h,x) =
O(µα)≪ 1 after some algebra we get to the final equations correct to the order of O(µ2) =
O(ǫ):
H,t + ǫ(Hu¯),x = 0 (G.3.153)
u¯,t + ǫu¯u¯,x + ηs,x − µ
2
3
u¯,xxt + f(x, t) = 0 (G.3.154)
P = (ǫηs − z) +O(ǫµα) (G.3.155)
where
H = h+ ǫηs, u¯ = 1H
∫ ǫηs
−h
φ,xdz (G.3.156)
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are the total depth from the free surface and the depth average velocity, and
f(x, t) =
1
Ur
[
h,xh,tt +
1
2
H,th,xt − 1
2
Hh,xtt −H,xh,tt
]
=
1
2Ur
[
µαηb,xtt + µ
2α(ηb,tηb,xt − ηbηb,xtt)
]
(G.3.157)
when the bottom is not a function of time, equations (G.3.153) and (G.3.154) reduce to
equations (12.1.47) and (12.1.48) of Mei et al. (2005) with the assumption of small amplitude
topography. Close to the bottom, the error in the pressure term drops to O(ǫµ2α).
Assuming α = 2, i.e., the bottom variation is as big as the surface perturbations, we
can combine equations (G.3.153) and (G.3.154) to get
ηs,tt − ηs,xx − 1
Ur
ηb,tt = ǫ {(uux),x − (ηsu),xt}+ µ2
{
(ηbu),xt − 1
3
u,xxxt +
1
2Ur
ηb,xxtt
}
(G.3.158)
the bottom governing equation in the dimensional space is
m∗ηb,tt + b∗ηb,t + k∗ηb = −P = ρg(ηs − ηb) (G.3.159)
where m∗, b∗ and k∗ are respectively mass, damping coefficient and stiffness coefficient per
unit area in a three dimensional problem. Note that we assume ηb is measured from the
equilibrium position of the bottom where spring resists the pressure of still water ρgh0. In
dimensionless form
α1ηb,tt + α2ηb,t + (α3 − 1)ηb = −ηs (G.3.160)
where
α1 = µ
km∗
ρ
, α2 = µ
b∗
ρ
√
gh
, α3 =
k∗
ρg
. (G.3.161)
Now we introduce two space variables x and X = µ2x and expand ηs, ηb and u in power
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series as follows
ηs(x,X; t) = ηs0 + µ
2ηs1 +O(µ
4) (G.3.162)
ηb(x,X; t) = ηb0 + µ
2ηb1 +O(µ
4) (G.3.163)
u(x,X; t) = u0 + µ
2u1 +O(µ
4) (G.3.164)
upon substitution into equation G.3.158, the perturbation equations are obtained
ηs0,tt − ηs0,xx − 1
Ur
ηb0,tt = 0 (G.3.165)
ηs1,tt − η1,xx − 1
Ur
ηb1,tt = ǫ {(u0u0,x),x − (ηs0u0),xt}
+ µ2
{
2ηs0,xX + (ηb0u),xt − 1
3
u0,xxxt +
1
2Ur
ηb0,xxtt
}
(G.3.166)
Using equation (G.3.160) zeroth order equation (G.3.165) can be written in terms of a single
variable ηb0
α1(ηb0,tttt − ηb0,ttxx) + α2(ηb0,tt − ηb0,xx),t +
(α3 − 1 + Ur−1)ηb0,tt − (α3 − 1)ηb0,xx = 0 (G.3.167)
moving back to the physical domain and multiplying the equation by k2g2hρ/m∗, we get
equation G.3.139 that can be cast into a more meaningful physical dimensionless groups
and discusses.
Cese I: Elastic Bottom
If the damping coefficient is zero, the solution to the linear problem is given by equa-
tions (G.3.80) and (G.3.81) where (k, ω) should satisfy the dispersion relation (G.3.83). In
dimensionless format we get
ηs0 = η
0
s0e
i(kx−ωt), η0b0 =
(
1− 1
c2
)
η0s0, u
0
0 =
1
c
η0s0 (G.3.168)
where c = ω/(k
√
gh) is the dimensionless wave speed and a
√
gh/h is used to nondimen-
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sionlize the velocity u. Therefore
ηs0 = ζ(σ), ηb0 =
(
1− 1
c2
)
ζ(σ), u0 =
1
c
ζ(σ) (G.3.169)
where σ = x− ct.
Since the dispersion relation (G.3.83) is a nonlinear equation, in general, (2k, 2ω) do
not satisfy it. Therefore the nonlinear terms on the right hand side of the first order
governing equation G.3.166 do not resonate first order solution while linear terms do. To
avoid unbounded resonance for ηs1 we must have
2ηs0,xX − 1
3
u0,xxxt +
1
2Ur
ηb0,xxtt = 0 (G.3.170)
Taking one integration with respect to x and substituting from equation (G.3.169), we end
up getting
ζ,X + βζ,σσσ = 0 (G.3.171)
β =
1
6
+
1
4Ur
(c2 − 1) (G.3.172)
Assuming a periodic solution both in time and space in the form
ζ = ζ0e
i(k∗X+ω∗σ) (G.3.173)
we get the dispersion relation for the envelope
k∗ = βω∗3 (G.3.174)
For c2 < 1− 2Ur3 , the envelope moves in the same direction that the original wave is moving
while for higher values it moves in the opposite direction.
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Figure G-2: (a) Schematic representation of the dispersion relation curves for a wave over
mass-spring bottom , (b)the ratio of the bottom amplitude to the surface amplitude. su-
perscript + specifies the case where surface and bottom elevations are in phase.
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Figure G-3: dimensionless mass-spring bottom dispersion relation.
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Figure G-5: Root configuration of the dimensionless dispersion relation
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Figure G-6: Dispersion relation for water waves over a visco-elastic bed for Π2 = ζ = 1.5.
Solid lines show the real roots and dashed lines are for real and imaginary parts of the
complex root
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Figure G-7: Variation of dimensionless frequency as a function of shallowness in a wave over
mass-spring-damper bottom. Parameters are κ = 0.8 , Ωr = 2 and (a). ζ = 0.2 < ζcr = 0.49,
(b). ζ = 0.5 > ζcr. Data plotted are surface-mode (thick solid line), bottom mode (light
solid line), flat bottom dispersion relation (dash line) and asymptotic deep water values
(equation G.3.98, dash-dot line)
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Figure G-8: Variation of dimensionless group velocity as a function of shallowness in a wave
over mass-spring-damper bottom. Parameters are κ = 0.8 , Ωr = 2 and (a). ζ = 0.2 <
ζcr = 0.49, (b). ζ = 0.5 > ζcr. Data plotted are surface-mode (thick solid line), bottom
mode (light solid line), flat bottom dispersion relation (dash line) and asymptotic deep
water values (equation G.3.98, dash-dot line)
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Figure G-9: Behavior of the coefficients α and β (equation G.3.132) as functions of the
shallowness. Data plotted are for κ = 0.9, and, Ωr = 0.5, ζ = 0.1 (solid line); Ωr = 0.5, ζ =
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Figure G-10: HOS simulation of monochromatic incident wave as it passes over a mass-
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Figure G-11: PM spectrum decay for U19.5 = 10. The solid line is the initial spectrum,
dash line is the spectrum in the absence of the bottom effect after t = 100T where T is the
period of shortest wave and dash-dot line is the spectrum after t = 20T when the bottom
parameters are κ = 0.9,Ωr = 1.5, ζ = 0.1.
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Figure G-12: Time history of amplitude of an incident wave for different dimensionless
damping coefficient and stiffness.(a) µ = kh = 1 , (b)µ = kh = 2.
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Figure G-13: Broad Spectrum over a visco-elastic bottom: b† = 0.01, k† = 0.01
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Appendix H
Regular Perturbation vs Multiple
Scales: Schematic Representation
of the Difference
Many of nowadays most important problems in physics, engineering and applied math-
ematics involve difficulties that prevent us from finding exact closed-form solutions. These
difficulties include (but certainly not limited to) complex nonlinear governing partial or
ordinary differential equation, complex and variable coefficients and compound boundary
conditions that may apply on known or unknown boundaries. In the case of water waves for
example the boundary condition is applied on a surface that itself is a part of the solution to
the governing partial differential equation. To overcome these issues we need to use either
a theoretical approximation tool or a suitable computational technique to get a numerical
solution. The most important and widely used theoretical approximation technique is the
“systematic method of perturbation”, aka asymptotic expansion, with respect to a small
parameter. In the case of the water wave problem this small parameter can be the steepness
or the shallowness. Perturbation techniques assume that the solution to the full problem
can be expressed by a zeroth degree term plus a series of corrections with each term much
much smaller that the previous term. Hence the full solution to the original problem is well
approximated by the first few terms of this asymptotic expansion.
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Assume a governing equation (including boundary conditions) in the form
L(φ) = 0 (H.0.1)
where L is a nonlinear ordinary or partial operator. Now we assume that the solution to this
problem, φs can be expressed by the sum of the first few terms of a perturbation expansion:
φs = ǫφ1 + ǫ
2φ2 + ǫ
3φ3 + · · · (H.0.2)
where ǫ is the small parameter of the problem and φ1, φ2, φ3, · · · are O(1) quantities. Upon
substitution into the governing equation and collecting same order terms, we usually can
order the equation into the following format
L ≡ ǫL(φ1) + ǫ2{L(φ2)−F(φ1)}+ ǫ3{L(φ3)− G(φ1, φ2)}+ · · · (H.0.3)
where L is a linear operator and F ,G are nonlinear functions of their arguments. Now
setting the governing equation equal to zero, from mathematics we have to have all orders
identically zero, i.e.
L(φ1) = 0, (H.0.4)
L(φ2) = F(φ1), (H.0.5)
L(φ3) = G(φ1, φ2), (H.0.6)
L(φ4) = · · · (H.0.7)
The first equation is a linear homogeneous equation and in most problems can be solved
easily. The solution to the first equation, however, provides the argument for the right-hand
side of the second equation converting it to a linear non-homogenous problem with a known
right-hand side that again can be solved. The solution to the second equation provide the
argument(s) for the third equation and so on. Following this sequence all perturbation
terms can be computed. Figure H-1 shows the schematic representation of this procedure.
The difficulty with the regular perturbation theory is that it breaks down for strong
interactions. If we look at the energy flow in figure H-1, it is seen that φ1 provides forcing
for the second order term, i.e. φ2. Therefore under suitable conditions φ2 starts to grow.
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Conservation of energy dictates that φ1 has to decay. But regular perturbation theory never
corrects the φ1 term. In other words there is no such a mechanism for φ2 to affect the value
of φ1. Therefore, although for the short interaction and as long as φ2 is much smaller that φ1
regular perturbation predicts a very good behavior, for a longer interaction and if φ2 grows
and becomes comparable to φ1 the result of regular perturbation is not valid anymore. In
most φ1 keeps on feeding φ2 and therefore φ2 grows indefinitely.
Multiple scales, on the other hand, overcomes this issue by taking into account more
than once scale of variation. In multiple scale it is assumed that the solution has fast scale
behavior and slow scale behavior. These two (or in principal they can be many) behaviors
are independent of each other in early stages of development, but slowly affect each other.
Mathematically speaking in Multiple Scale method the asymptotic expansion is the same
as the regular perturbation expansion:
φs = ǫφ1 + ǫ
2φ2 + ǫ3φ3 + · · · (H.0.8)
with the difference that now the solution is a function of both fast and slow variables
φ1 = φ1(x, t, x¯ = ǫx, t¯ = ǫt, xˆ = ǫ
2x, tˆ = ǫ2t, · · · ) (H.0.9)
upon substitution into the governing equation similar set of equations, but with different
right-hand sides, will be obtained
L(φ1) = 0, (H.0.10)
L(φ2) = H(φ1), (H.0.11)
L(φ3) = · · · (H.0.12)
Now if we write down the solvability condition for φ2 (i.e. prevent φ2 to grow indefinitely)
we get a solution for φ1 that is valid over long interaction time and distance. Note that in
regular perturbation since we do not let two time scale variation, such a solvability condition
does not lead to a solution for φ1.
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Figure H-1: Schematic representation of regular perturbation technique procedure.
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