Abstract | The variation in local rates of mutations can affect both the evolution of genes and their function in normal and cancer cells. Deciphering the molecular determinants of this variation will be aided by the elucidation of distinct types of mutations, as they differ in regional preferences and in associations with genomic features. Chromatin organization contributes to regional variation in mutation rates, but its contribution differs among mutation types. In both germline and somatic mutations, base substitutions are more abundant in regions of closed chromatin, perhaps reflecting error accumulation late in replication. By contrast, a distinctive mutational state with very high levels of insertions and deletions (indels) and substitutions is enriched in regions of open chromatin. These associations indicate an intricate interplay between the nucleotide sequence of DNA and its dynamic packaging into chromatin, and have important implications for current biomedical research. This Review focuses on recent studies showing associations between chromatin state and mutation rates, including pairwise and multivariate investigations of germline and somatic (particularly cancer) mutations.
Mutations form the foundation for evolution by providing raw material for selection and drift, and have a central role in causing many human diseases, including cancer. Therefore, knowledge about how mutations occur and how their frequency is affected by the genomic landscape is crucial for understanding both the evolutionary process and human disease. Mutations can be classified on the basis of their effect on DNA structure and the number of nucleotides they affect (referred to as 'scale')
. In mammals, some of the most common mutations are base substitutions, small insertions and deletions (indels), transposable element (TE) insertions and segmental duplications. Studies of individual genes have indicated that mutation rates are not uniform across the genome 1, 2 , and this heterogeneity was demonstrated unequivocally by analysis of sequence alignments of several mammalian genomes [3] [4] [5] [6] [7] [8] [9] . Mutation rates not only differ between autosomes and the two sex chromosomes owing to male mutation bias 10 but also vary along individual chromosomes in a phenomenon termed regional variation in mutation rates (RViMR 3 ; reviewed in REF. 4 ). RViMR was originally demonstrated for base substitutions [1] [2] [3] 5 but was soon extended to include small indels 3, 6 and TE insertions 3, 5, 7, 8, 11 (FIG. 1) . Moreover, substantial co-variation has been found among rates of different mutation types 3, 7, 9 . In these studies, the mutation rate was inferred by comparison of neutrally evolving orthologous regions (that is, synonymous sites, ancestral repeats or non-coding, non-repetitive regions) of mammalian genomes because the mutation rate in such regions is equal to the gene substitution rate 12 .
RViMR not only determines (at least in part) the patterns and rates of evolution but also affects the locations of genes along the genome; for example, more highly conserved genes are located in regions with lower mutation rates 13 . Furthermore, RViMR influences how genome sequence alignments can be used to predict function. For instance, it is frequently necessary to evaluate whether the alignment is more conserved than expected by chance alone
Nucleosome occupancy
A measure of the degree to which a certain DNA region is packaged into a nucleosome, with the DNA wrapped tightly around a core of eight histone proteins.
Epigenomic features
Biochemical features that are associated with genomic DNA sequences but that are not the sequences themselves; examples include DNA methylation, histone modifications in chromatin, nuclease accessibility and transcription factor binding.
Genomic landscape features
Features that characterize the genome at levels beyond the primary DNA sequence. These include GC content, recombination rates, proximity to the closest telomere and replication timing.
non-cancerous germline mutations inferred from alignments of mammalian genomes 3 , the rates of somatic mutations are also non-uniform in cancer genomes 4 . A better understanding of the determinants of the rate variation could assist in interpreting the biological effects of the large numbers of somatic mutations that accumulate in cancers.
Recently, nucleosome occupancy and other epigenomic features (that is, features on top of, or 'epi-' , the genomic information) were found to be important predictors of non-uniformity in mutation rates in both normal and cancer cells 16, 17 (note that our use of the term 'epigenomic' does not imply trans generational inheritance). Moreover, epigenomic features, including chromatin, provide a link between the nucleotide sequence of the DNA and the dynamic changes in the packaging and expression of the DNA, which helps to explain various aspects of human genetic diversity. For example, many human single-nucleotide polymorphisms (SNPs) are located in regions of variably methylated DNA 18 , and trait-associated genetic variants are enriched in DNA packaged into chromatin with histone modifications and other features associated with regulation 19, 20 . Here, we review how genomic and epigenomic features that characterize chromatin organization affect the rates and patterns of the most common mutations in mammalian genomes: base substitutions, small indels and TE insertions. We highlight the differences in potential determinants of the distinct classes of mutations, examining both germline and somatic mutations that are important for evolution and disease susceptibility. In this Review, we focus on RViMR and chromatin organization in mammals because they have been studied in most detail.
Genomic features that contribute to RViMR
Several hypotheses have been proposed to explain RViMR, and most of them stem from the observation that local rates of different mutation types correlate with various local genomic landscape features. These features characterize the genome at levels beyond the primary DNA sequence and include GC content, recombination rates, proximity to the closest telomere and replication timing 21 , among many others 3, 22 (TABLE 1) . The associations between many genomic landscape features and the mutation rate, which are usually measured within windows (that is, genomic intervals of a defined size), can be explained in some cases. On the one hand, the base substitution rate has a quadratic 22, 23 relationship with GC content. The elevated substitution rate at regions of high GC content results from the increased frequency of CpG dinucleotides which, when methylated, become mutation hot spots and thus have elevated mutation rates 3, 22, 24 . On the other hand, genomic regions with high AT content also have elevated substitution rates. Many AT-rich regions are depleted of genes and can be packaged into heterochromatin, which in turn has a high substitution rate (see below). Moreover, an increase in base substitution rates close to telomeres can be explained by altered repair in these regions of the genome 25 . Altogether, multivariate analyses of genomic landscape features (for example, GC content, exon density, location on autosomes versus sex chromosomes, male recombination rates and distance to telomere) explain 82% and 52% of the genome-wide variability in mutation rates at CpG and non-CpG sites, respectively 22 (TABLE 1) . Similarly, approximately 30% of the genome-wide variability in small indel rates can be attributed to the variation in many of the same genomic landscape features, as well as in CpG island density and poly(A/T) frequency 6 (TABLE 1) . Insertion preferences of TEs are also partly determined by the genomic landscape. For instance, some of these same genomic landscape features -together with recombination hotspot frequency, long interspersed element (LINE) target sequence frequency and frequencies of the genome instability 13-nucleotide motif and of the telomere hexamer (TABLE 1) -can account for 20% and 41% of the variability in insertion rates for young (human-specific) Alu elements and LINE-1 elements 8 , respectively. These landscape features also contribute to the preferences of ex vivo DNA transposon 11 and Alu   26 integrations.
The substantial co-variation in rates for substitutions, indels and TE insertions deduced from wholegenome alignments between mammals in different Transposable element (TE) insertions and segmental duplications are common large-scale insertions. TE insertions represent a common type of mutation in mammals. These are insertions of short interspersed elements (SINEs; Alu repeats in humans), long interspersed elements (LINEs), endogenous retroviruses (ERVs) and DNA transposons. The insertions of SINEs, LINEs and ERVs are between 300 bp and 9 kb, whereas insertions of DNA transposons should technically be considered translocations, as they move by the 'cut-and-paste' mechanism. In humans, only Alu repeats, LINE-1 elements and ERVs are currently active 8, 26 . Segmental duplications are another common type of mutation in mammalian genomes. The signature of these mutations is the presence of relatively large (1 kb to >200 kb) near-identical DNA segments in at least 2 copies in the genome that are thought to originate from duplicative transposition of DNA 84, 85 . The actual number of copies frequently varies among individuals, leading to copy number variations (CNVs). The regional variation in mutation rates (RViMR) for segmental duplications has been understudied. It is known that subtelomeric regions are enriched for segmental duplications 25 . To our knowledge, no studies have been published on the effects of chromatin organization on the RViMR for segmental duplications.
CpG dinucleotides
Positions in the DNA sequence in which a cytosine is followed by a guanine.
orders suggested that genomic landscape features have a similar impact on these disparate types of mutations [3] [4] [5] 7 . However, studies based on alignments among closely related primates showed distinct rates and patterns for different types of mutations 6, 8, 9, 22 (TABLE 1) . Resolving these links between genomic features and mutation rates or patterns for distinct types of mutations assists in understanding the causes of RViMR, thereby uncovering the intricacies of different mechanisms of mutagenesis. For instance, an investigation of regional rate variation suggested that recombination has an important role in the generation of small insertions, whereas replication errors contribute in a major way to small deletions 6 . The greatest variation in RViMR has been observed at the smallest scales 4 , in particular, at the level of neighbouring nucleotides where CpG dinucleotides are dominant, as methylated cytosines adjacent to guanines undergo spontaneous deamination to thymines at about ten times the rate of other C→T transitions 27 . However, the RViMR has been studied most extensively at the 1-Mb scale, which arguably represents the 'natural scale' of variation in mutation rates in mammals 28 .
Chromatin structure affects mutation rates Many genomic landscape features that are associated with RViMR -for example, GC content, CpG islands (CpGrich regions present in many promoters) and recombination rates -are largely static during the lifetime of an organism. However, the processes that 'read' the genetic information and regulate that reading in time and space are highly dynamic and are affected by changes in epigenomic modifications. The first order of such epi genomic features can be considered one-dimensional; that is, they are laid down along the DNA sequence. Methylation of DNA is the prime example. Although this modification is conventionally associated with gene repression, recent studies show that active promoters are demethylated, but the introns and exons of transcribed genes show increased methylation 29 . DNA methylation relates directly to mutation rates because, as noted above, methylated CpG dinucleotides undergo spontaneous oxidative deamination to form TpG at high rates.
Other epigenomic features affect the accessibility of DNA in chromatin. These include one-dimensional features such as the positioning of nucleosomes on specific Nature Reviews | Genetics 
Open chromatin
Chromatin in which the DNA is readily accessible to enzymes in the nucleus; it can be interpreted as regions with less compaction than bulk nucleosomes, depleted of nucleosomes or having highly remodelled nucleosomes.
Chromosome conformation capture
A method to quantitatively estimate the frequency of interaction between two different genomic regions using a crosslinking and intermolecular ligation assay to identify interacting sites.
sequences, which decreases access to DNA on the core of the nucleosome; and the remodelling of nucleosomes, which leads to their ejection, sliding or restructuring 30 and increases the local accessibility of DNA in open chromatin (FIG. 2) . Remodelling of nucleosomes can be detected by hypersensitivity of DNA in chromatin to DNases, which reveals DNase-hypersensitive sites (DHSs). Many DHSs are bound by transcription factors to form active promoters, enhancers, insulators and other regulatory modules. Post-translational modifications are added on the tails of histones in chromatin and removed in dynamic processes associated with transcription and other nuclear events. Thus, the packaging of genomic DNA into chromatin with specific histone modifications can indicate candidate functions. For example, enhancers tend to be located in chromatin with histone H3 lysine 4 monomethylation (H3K4me1) and H3K27 acetylation (H3K27ac), active transcription start sites in promoters tend to be flanked by nucleosomes with H3K4me3, and transcribed chromatin is marked by H3K36me3 (reviewed in REF. 31) (FIG. 2) . By contrast, repressed DNA can be in one of three chromatin states 32 : H3K27me3, H3K9me3, or markedly depleted of histone modifications (that is, quiescent or 'dead' zones) (FIG. 2) .
The one-dimensional alignment of epigenomic features along the genomic DNA sequences captures only part of the chromatin conformation that could affect mutation rates. The three-dimensional structure of chromatin is not known in detail, but several lines of evidence indicate that specific long-distance interactions, such as contacts between active distal enhancers and promoters 33 , affect gene function. These contacts in three-dimensional space, between DNA sequences that are far apart in a linear genome sequence, have been proposed to generate loops of the intervening DNA that could be sites of large-scale deletions or rearrangements. Indeed, independently derived large deletions (from different ethnic groups) causing β-thalassaemia can have similar end points, indicating that large deletions may occur by breaking and re-joining of DNA duplexes at the bases of the loops 34 . Technologies such as those related to chromosome conformation capture 35 are providing largescale, even genome-wide 36, 37 , maps of distal interactions. These comprehensive interaction maps indicate that genomic DNA segments fall into one of two categories: either dominated by local interactions (closed chromatin) or with a higher frequency of distal interactions (open chromatin) (FIG. 2) . Some of the closed chromatin may correspond to heterochromatin, a highly condensed form of chromatin that can be found at the nuclear periphery in contact with the nuclear lamina (FIG. 2) . Indeed, large numbers of nuclear lamina binding sites are associated with a form of silenced heterochromatin 38 . These epigenomic features that influence the degree of accessibility of the underlying DNA might be expected to affect mutation rates, but the prediction of the outcome is dependent on whether the accessibility has a greater impact on mutagenic or repair processes. For example, increased access could lead to increased exposure to DNA damaging agents, resulting in higher mutation rates. Conversely, improved access could lead to greater surveillance and correction of mutations by the cellular DNA repair enzymes, which would result in lower mutation rates. Substitutions at non-CpG (human-macaque)
Young Alu repeats (human-chimpanzeeorang-utan-macaque)
Young LINEs (human-chimpanzeeorang-utan-macaque)
Microsatellite mutations (human-chimpanzee)
Tick marks indicate significant associations as found from multiple regressions (see original publications for P values). LINE, long interspersed element; SINE, short interspersed element; SNP, single-nucleotide polymorphism. *Location on the X chromosome versus autosomes (a categorical predictor).
Chromatin acetylation
Covalent modification of specific lysine residues in the amino-terminal tails of histones by the addition of an acetyl group.
Canonical correlation analysis
(CCA). A statistical analysis that considers two groups of variables simultaneously and finds significant linear combinations between them that have maximum correlations with each other.
Chromatin structure and interspecies divergence Recent studies have indicated that chromatin organization is one of the causes of RViMR [39] [40] [41] [42] . Below, we explore the connections between chromatin organization and rates of different classes of mutations on a genome-wide scale.
Pairwise analyses. The overall mutation rate at methylated CpG dinucleotides is an order of magnitude higher than that at other sites owing to replication-independent spontaneous cytosine deamination 43 . Interestingly, CpG islands are usually unmethylated and thus have lower mutation rates; this is one of the main mechanisms of maintaining high GC content in these regions, which are frequently located close to transcription start sites 44 . Several studies illustrate that nucleosome occupancy affects the rate of mutation by base substitution. For instance, in yeast, nematode and medaka (commonly known as the Japanese rice fish), the C→T, G→T and A→T rates are reduced in DNA packaged into nucleo somes 40 . This result can potentially be explained by the fact that DNA in nucleosomes undergoes less 'breathing' (that is, spontaneous local conformational fluctuations in doublestranded DNA) 45 and is thus less prone to cytosine deamination 40 . A detailed study of human base substitution patterns indicated that the C→T rates are depleted in core regions of nucleosomes but are elevated at linker regions located 60-90 bp from the nucleosome dyad 46 . The authors suggest that this substitution pattern may result from selection that acts to maintain optimal GC composition in core and linker regions 46 . By contrast, the T→C, A→G, G→T, C→A, T→A and A→T mutation rates were elevated and associated with certain histone modifications in nucleosome-occupied regions in humans 46 . Moreover, a recent study of de novo mutations in individuals with autism also indicated that nucleosome occupancy is associated with suppressed substitution mutations 42 ; however, another study indicated that human SNPs are depleted around the nucleosomes with histone modifications but are enriched around the bulk chromosomes 47 . This study also found indel depletion around positions occupied by nucleosomes 47 . Similarly, periodic high indel rates (but low base substitution rates) were observed at 200, 400 and 600 bp downstream of transcription start sites (regions between positioned nucleosomes) in medaka 41 . By contrast, positioning of H2A.Z nucleosomes, which tend to be close to the transcription start sites of genes, had no effect on Drosophila mutation rates 48 . Furthermore, in yeast, nucleosome-free linker sequences had lower substitution rates than did nucleosomal DNA 49, 50 , which argues for species-specific patterns.
Nucleotide substitution rates at CpG sites in primates (human-chimpanzee comparisons) were found to be decreased in open chromatin regions of the genome, probably because such regions experience lower rates of DNA damage and enhanced DNA repair 39 . Additional evidence supporting this observation came from the analysis of DHSs that were shown to have less divergence in primates than the sequences surrounding them 51, 52 . Data from the Encyclopedia of DNA Elements (ENCODE) project demonstrated that DHSs have lower nucleotide diversity in humans than fourfold degenerate sites, arguing that DHSs as a group are subject to purifying selection 53 . Alu TEs are enriched in GC-rich regions of primate and rodent genomes, and this can be explained by the location of these elements in open chromatin (for example, in highly expressed regions of the genome) 26 . The benefit is rapid expression under stress, as transcription of Alu repeats has been implicated in stress control 7, 54 . Experiments in yeast demonstrated that chromatin acetylation protects DNA from spontaneous mutations by contributing to replication fidelity 55 . In particular, acetylation of H3K56 by Hst3 and Hst4 is required to suppress several types of mutations, including base substitutions, small insertions and large-scale rearrangements. Likewise, the frequency of base substitution mutations was negatively correlated with H3K27ac for de novo germline mutations in individuals with autism 42 and for somatic mutations in cancer 15 . In summary, pairwise studies reveal the complexity of the correlation between chromatin and mutation rates: some studies support a link between open chromatin and repressed mutations [39] [40] [41] [42] [49] [50] [51] [52] , potentially due to enhanced repair, and some argue for a link between closed chromatin and decreased mutation rates 42 , potentially due to lack of exposure to mutagens. Other studies highlight patterns that are base-specific 40, 46 , depend on epigenomic modifications in a genomic region 47 , or are shaped by selection 46, 53 .
Multivariate and segmentation analyses. The analyses presented above explored pairwise relationships between one feature of chromatin organization and mutation rate of one type. However, many genomic features are correlated and so are the rates of different mutation types. Recently, to evaluate the contributions of genomic features to the co-variation in mutation rates more accurately, we conducted a genome-wide canonical correlation analysis (CCA) 56, 57 of human-orang-utan divergence variation for four mutation types, together with multiple genomic features that characterize the human genome, in 1-Mb windows 9 . In this CCA, variation in the group of genomic features was analysed along with variation in the group of mutation types, and combinations of features were discovered that correlated well between the two groups. These combinations provided insights into particular genomic features that could provide an explanation for variation in rates of specific types of mutations but in a context that considered all genomic features and mutation types simultaneously. For example, the canonical correlation combination dominated by elevated base substitution rates also contained genomic features such as a high number of nuclear lamina binding sites 4 , leading to the inference that base substitution rates are elevated in closed chromatin. This result from the multivariate analysis corroborates some of the results of the pairwise analyses summarized above [39] [40] [41] [42] . By contrast, the canonical correlation combination dominated by a correlation in rates of substitution and indel mutations also contained indicators of open chromatin regions, such as a low number of nuclear lamina Nature Reviews | Genetics . This relationship suggests that open chromatin is more prone to these three mutation types when they co-occur in the genome. This example illustrates that, despite the value of pairwise correlations for finding major trends, they could present an oversimplified view of the influence of chromatin on mutation rates. Multivariate approaches, which take into account correlations of features and mutation rates, provide a more complex but also more realistic picture of the dynamics of mutations in the genome. Indeed, such approaches are increasingly being applied to analyse genomic data, from gene expression analyses 58 and genome-wide association studies (GWASs) 59 to the integration of omic data 60 . Another way to infer the influence of chromatin organization on mutation rates is with a hidden Markov model (HMM) 62 segmentation of the genome based on rates of different mutation types 61 . HMMs have been used extensively in genomics to model stretches of DNA (the sequences of observations) in algorithms predicting genes (the hidden states) 63 and, more recently, to produce segmentations of the genome based on epigenomic signatures 64 . For mutation rate studies, the objective is to infer underlying states of high or low rates of various mutations from the observed differences in genome sequence alignments.
Specifically, to apply HMMs in a study of mutation rates, divergence estimates were computed for four mutation types -base substitutions, insertions, deletions and microsatellite repeat number alterations -in nonoverlapping windows of neutrally evolving sequences in human-orang-utan genomic alignments 61 . Modelling the resulting observations with HMMs revealed distinct divergence states characterized by biologically meaningful combinations of elevated, average or depressed divergence levels for the four mutation types; for example, in one state the rates of all four mutation types are elevated, and in another state the rate of only one mutation type is elevated while the rates of the other divergence types remain average. One result of this analysis was a partitioning of the genome into chromosomal segments governed by six states that are characterized by the incidence of each of the four types of mutation (that is, the mutation rate profile) (TABLE 2) . The DNA intervals assigned to each discrete state (the mutation rate profile) were then examined for enrichment or depletion in several genomic and epigenomic features. The 'hot' state, which is characterized by highly elevated insertion, deletion and substitution rates (IDS ++ ), was found in regions with open chromatin, as such regions had few nuclear lamina binding sites but were enriched in DHSs and H3K4me1 marks. This finding seems to contradict with an association between elevated substitution rates and closed chromatin found in previous pairwise analyses [39] [40] [41] [42] (see above). By contrast, the 'warm' state characterized by mildly elevated deletion and substitution rates (DS + ) was located in regions with closed chromatin, supporting previous pairwise analyses [39] [40] [41] [42] (see above). As the mildly elevated DS + state makes up 18% of the genome, whereas the highly elevated IDS ++ state constitutes only 8%, this suggests that results of pairwise analyses do not provide enough resolution to detect the less common but more nuanced associations. The insertion warm state (I + ) was found in open chromatin regions, whereas the state with low insertion, deletion and substitution rates (IDS -) was located in closed chromatin 61 . The microsatellite state (M + ) did not show any preference for a particular chromatin organization 61 . The segmentation analysis also placed different states 'geographically' in the genome: the IDS ++ state tended to occupy the tips of the chromosomes, whereas other states were situated closer to the middle of the chromosomes; the M + state was interspersed (FIG. 3) .
Chromatin structure and cancer Chromatin affects the mutation landscape in cancer. Although the studies described above were based on the analysis of germline mutations as inferred from genomic comparisons of primates, strong regional variation was also observed for somatic mutations in cancer 4, 16, 17 . Indeed, greater than fivefold differences in mutation rates were found across the genomes (within chromosomes) of individual tumours 65 . In one of the first attempts to explain this variation, Hodgkinson et al. 16 analysed somatic mutation rates in lung cancer and melanoma, and were able to explain approximately 40% of the variance in mutation rates by variation in genomic landscape features, including GC content, distance to telomere, gene density, nucleosome occupancy and replication timing. However, this study included only one chromatin-related predictor -nucleosome occupancy (TABLE 2) . The results suggested disease-specific differences: nucleosome occupancy had a positive association with mutation rates in melanoma but a negative one in lung cancer.
In a more detailed study, Schuster-Bockler and Lehner 15 included a large number of chromatin-related features: 38 different histone modification marks, nucleo some occupancy and a metric of long-range chromatin interactions as measured by a genome-wide method for chromosome conformation capture, Hi-C. They demonstrated that intrachromosomal regional variation in mutation rates is affected by chromatin state for many cancer types. The heterochromatin-associated repressive histone modification H3K9me3 accounted for more than 40% of variation. Altogether, chromatinrelated features accounted for more than 55% of variation (TABLE 2) . In fact, elevated mutation rates had a strong positive association with indicators of closed chromatin for various cancers (leukaemia, melanoma, small-cell lung cancer and prostate cancer) and diverse ◀ substitution mutations (transitions and transversions, and CpG mutations and non-CpG mutations). This corresponds to the segmentation analysis DS + state that was also associated with closed chromatin 61 . To explain this positive association of closed chromatin with elevated substitution rates, several hypotheses were proposed, including differing accessibility to DNA repair complexes, variation in the ability to signal repair and increased exposure to mutagens at the nuclear periphery 15 . A recent study analysed the correlation of variation in mutation rates in many cancers with epigenomic features in a large number of cell types, including the parental cells of origin of the cancers 17 . The chromatin organization in the parental cells of origin provided an explanation for an even greater amount of the mutation rate variation (on average 80%), supporting a positive association between closed chromatin and increased base substitution rate. Furthermore, the authors demonstrated that the mutation profile can be used as a diagnostic feature to aid in the identification of the cell type of origin of the cancer.
Moderate 16 to high 66 correlations were found between somatic mutation rates in cancer genomes and germline mutation rates approximated by human-chimpanzee divergence. Chromatin marks have an important role in determining cell fates during embryonic development 67 but have not been studied in detail in reproductive tissues, and such marks are particularly important for germline mutations. When such data become available, the role of chromatin in determining variation in germline mutations might become more prominent 61 , as exemplified by a recent cancer mutation study that demonstrated the value of examining chromatin organization in the most relevant cell types 17 . However, a simple one-to-one association is not always expected in the factors and patterns for somatic versus germline mutations. One notable example in which this is not the case is the X chromosome: it has a low germ line mutation rate because of male mutation bias 68 but an elevated somatic mutation rate in cancers 69 .
Mutations affect chromatin states and can cause cancer.
Although chromatin affects the mutation landscape in some types of cancer, in several other types of cancer, driver mutations with key roles in oncogenesis affect chromatin-remodelling enzymes, leading to a global change in chromatin organization and mutations compared with that observed for normal cells. For example, genes encoding chromatin-state modifiers such as KDM6A (also known as UTX, which encodes a histone demethylase) are frequently mutated in adenoid cystic . This can lead to aberrant epigenomic regulation and can affect cell growth 70 . Chromatin modifiers are frequently mutated in medulloblastomas 71 and in small-cell lung cancer 72 . Similarly, paediatric glioblastomas 73 and some other brain tumours (for example, diffuse intrinsic pontine glioma and high-grade astrocytoma) are characterized by recurrent driver mutations in H3F3A, which encodes the replication-independent histone variant H3.3 (reviewed in REF. 74 ). The same gene is mutated in chondroblastoma, chondrosarcoma and osteosarcoma 74 . It has been shown that mutations in H3F3A may alter either local or global histone methylation patterns 74 . Furthermore, some cancers are characterized by recurrent mutations in genes encoding de novo DNA methyltransferases, DNMT3A and DNMT3B. For instance, mutations in DNMT3A arise early in acute leukaemia evolution and are likely to provide a selective advantage 75, 76 . Mutations in DNMT3B are associated with accelerated oncogenesis (also in acute leukaemia) and are known to lead to global perturbed methylation profiles such as hypomethylation 77 . Moreover, rhabdoid tumours, which usually do not harbour many different somatic mutations, are characterized by inactivating mutations in SMARCB1, which encodes a core sub unit of the SWI/ SNF chromatin-remodelling complex 78 . Therefore, mutated chromatin-remodelling complexes in some cancers can have the same effect (that is, malignancy) as high mutation rates in other cancers 79 .
Chromatin, gene expression and mutation Transcription has been shown to induce strand-specific asymmetry in mutations, particularly in genes expressed at high levels in the germ line 80, 81 . Specifically, there is an excess of G+T over A+C on the coding strand of genes 80 , and this leads to significant G-over-C and T-over-A biases in transcribed sequences of genes (importantly, including introns) 81 . This mutation signature has been attributed to transcription-coupled repair, which may resolve mismatches in DNA before the next round of replication 80 . As chromatin states influence transcription, might the process of transcription have some effect on the correlation between mutations and chromatin described above?
As a rule, open chromatin is associated with high transcription rates. Therefore, based on transcription-induced mutation strand bias, we expect both mutation pattern biases and overall lower substitution rates in regions with high transcription rates because transcription-coupled repair is an additional repair mechanism acting in these regions (although selection can also contribute). Although mutation pattern biases have been studied extensively in genes [80] [81] [82] [83] , they are yet to be investigated with respect to chromatin states on a genome-wide scale using multivariate analyses (for example, HMMs) for both germline and somatic (cancer) data. The second expectation is consistent with the cancer data. In the two large cancer genome studies 15, 17 , closed chromatin was associated with higher base substitution rates and, conversely, open chromatin was associated with lower base substitution rates. Although gene expression levels have not been analysed, one study also found a negative association between somatic mutation rates and gene density 15 . The situation is less clear for germline mutations: despite the association of closed chromatin with higher substitution rates in the abundant DS + state, coding exons are underrepresented in DNA segments in the DS + state 61 . Studies of gene expression levels are needed in order to reach a clearer conclusion regarding a potential link among chromatin, transcription and mutation in the germ line.
Conclusions and perspectives
Chromatin structure and organization varies across the genome in patterns that reflect the expression and activity of the underlying DNA. Recent studies have shown that chromatin organization is also strongly correlated with the variation in both germline and somatic mutation rates. For some of the most frequently occurring mutations, such as single-base substitutions, their rates are suppressed in open, transcriptionally active chromatin. This supports a model that DNA in more open chromatin is either mutated less frequently or repaired more frequently, perhaps associated with its earlier time of replication during the S phase of the cell cycle. Nature Reviews | Genetics Although lower mutation frequency in open chromatin is a dominant pattern for some types of sequence alteration, it does not apply to the entire mutational spectrum. Genome-wide multivariate segmentation analyses of chromatin structure and mutation rates have revealed a more complex, nuanced and multi faceted picture. The association between chromatin structure and mutation rates, as assayed with multivariate analyses, shows striking heterogeneity along the genome, and some regions with elevated germline mutation rates are associated with closed chromatin while others are associated with open chromatin. It will be of great interest to examine whether such heterogeneous associations also exist in cancer genomes by applying multivariate statistical analyses (for example, CCAs and HMMs) to the cancer mutation data.
Importantly, the associations between chromatin structure and mutation rates point to candidates for key determinants of the mutation rate variation, such as alterations in enzymes that modulate chromatin state in certain cancers. Experimental manipulations of these enzyme complexes can test these hypotheses. In general, more studies of mechanistic determinants of the mutation rate variation are needed.
The analyses of RViMR provide important information about genome function. Indeed, in the segmentation analysis of the genome, hot (IDS ++ ) and insertion-warm (I + ) states in open chromatin were found to be significantly enriched in genes and regulatory elements and depleted in functionally inactive regions (that is, quiescent zones) 61 . Thus, mutationally active and transcriptionally active regions in the genome frequently coincide. This supports a recent assertion that chromatin organization establishes functional and spatial biases on specific regions of the genome 13, 61 and opens up a possibility that variation in mutation rate is adaptive 13 , although this has been debated 4 . Current approaches and data sets do have deficiencies, and additional, broader studies are needed to ascertain how robust these results are. For instance, future studies should examine the influence of biased gene conversion 24 on the relationship between mutation rates and chromatin. However, it is already clear that the associations between mutation rates and chromatin point to a complex relationship between the DNA sequence and its dynamic packaging into nucleosomes and higher-order structures 18 . Further study should illuminate how the packing and expression of DNA in the germ line and during various stages of development influences the rates of all types of mutations. Such studies would benefit from a more finely grained and precise definition of chromatin states, just as investigation of different types of mutations has helped to resolve complex relationships. More detailed insights into the connections between chromatin states and mutation rate variation will improve our understanding of fundamental evolutionary processes in the genome and provide important information about processes in diseases such as cancer and autism.
