We present a self-supervised approach to training convolutional neural networks for dense depth estimation from monocular endoscopy data without a priori modeling of anatomy or shading. Our method only requires monocular endoscopic video and a multi-view stereo method, e. g. structure from motion, to supervise learning in a sparse manner. Consequently, our method requires neither manual labeling nor patient computed tomography (CT) scan in the training and application phases. In a cross-patient experiment using CT scans as groundtruth, the proposed method achieved submillimeter root mean squared error. In a comparison study to a recent self-supervised depth estimation method designed for natural video on in vivo sinus endoscopy data, we demonstrate that the proposed approach outperforms the previous method by a large margin. The source code for this work is publicly available online at https://github. com/lppllppl920/EndoscopyDepthEstimation-Pytorch.
I. INTRODUCTION
M INIMALLY invasive procedures in the head and neck, e. g. functional endoscopic sinus surgery, typically employ surgical navigation systems to provide surgeons with additional anatomical and positional information. This helps them avoid critical structures, such as the brain, eyes, and major arteries, that are spatially close to the sinus cavities and must not be disturbed during surgery. Computer vision-based navigation systems that rely on the intra-operative endoscopic video stream and do not introduce additional hardware are both easy to integrate into clinical workflow and cost-effective. Such systems generally require registration of pre-operative data, such as CT scans or statistical models, to the intraoperative video data [1] , [2] , [3] , [4] . This registration must be highly accurate in order to guarantee reliable performance of the navigation system. To enable an accurate registration, a feature-based video-CT registration algorithm requires accurate and sufficiently dense intra-operative 3D reconstructions of the anatomy from endoscopic videos. Obtaining such reconstructions is not trivial due to problems such as specular reflectance, lack of photometric constancy across frames, tissue deformation, and so on.
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A. Contributions
In this paper, we build upon our own prior work [5] and present a self-supervised learning approach for single-frame dense depth estimation in monocular endoscopy. Our contributions are as follows: (1) To the best of our knowledge, this is the first deep learning-based dense depth estimation method that only requires monocular endoscopic images during both training and application phases. In particular, it neither needs any manual data labeling, scaling, nor any other imaging modalities such as CT. (2) We propose several novel network loss functions and layers that exploit and enforce geometric relationships between video frames without the requirement of photometric constancy. (3) We demonstrate that our method generalizes well across different patients and endoscope cameras.
B. Related work
Several methods have been explored for depth estimation in endoscopy. These can be grouped into traditional multi-view stereo algorithms and fully supervised learning-based methods.
Multi-view stereo methods, such as Structure from Motion (SfM) [1] and Simultaneous Localization and Mapping (SLAM) [6] , are able to simultaneously reconstruct 3D structure while estimating camera poses in feature-rich scenes. However, the paucity of features in endoscopic images of anatomy can cause these methods to produce sparse and unevenly distributed reconstructions. This shortcoming, in turn, can lead to inaccurate registrations. Mahmoud et al. propose a quasi-dense SLAM-based method that explores local information around sparse reconstructions from a state-ofthe-art SLAM system [7] . This method densifies the sparse reconstructions from a classic SLAM system and is also reasonably accurate. However, this approach is potentially sensitive to hyper-parameters because of the normalized crosscorrelation-based matching of image patches.
Convolutional neural networks (CNN) have shown promising results in high-complexity problems including general scene depth estimation [8] , which benefits from local and global context information and multi-level representations. However, using CNN in a fully supervised fashion in endoscopic videos is challenging because dense ground truth depth maps that correspond directly to the real endoscopic images are hard to obtain. There are several simulation-based arXiv:1902.07766v1 [cs.CV] 20 Feb 2019 works that try to solve this challenge by training on synthetic dense depth maps generated from patient-specific CT data. Visentini-Scarzanella et al. use untextured endoscopy video simulations from CT data to train a fully supervised depth estimation network and rely on another transcoder network to convert real video frames to texture independent ones required for depth prediction [9] . This method requires perendoscope photometric calibration and complex registration designed for narrow tube-like structures. In addition, it remains unclear whether this method will work on in-vivo images since validation is limited to two lung nodule phantoms. Mahmood et al. simulate pairs of color images and dense depth maps from CT data for depth estimation network training. During the application phase, they use a Generative Adversarial Network to convert real endoscopic images to simulation-like ones and then feed them to the trained depth estimation network [10] . In their work, the appearance transformer network is trained separately by simply mimicking the appearance of simulated images but without knowledge of the target task, i. e. depth estimation, which can lead to decreased performance up to incorrect depth estimates. Besides simulation-based methods, hardware-based solutions exist that may be advantageous in the sense that they usually do not rely on pre-operative imaging modalities [11] , [12] . However, incorporating depth or stereo cameras into endoscopes is challenging and, even if possible, these cameras may still fail to acquire dense and accurate enough depth maps from endoscopic scenes for fullysupervised training because of the non-Lambertian reflectance properties of tissues and the paucity of features.
Several self-supervised approaches for single-frame depth estimation have been proposed in the generic field of computer vision [13] , [14] , [15] . However, these methods are not generally applicable to endoscopy because of several reasons. First, photometric constancy between frames assumed in their work is not available in endoscopy. The camera and light source move jointly, and therefore, the appearance of the same anatomy can vary substantially with different camera poses. Second, even if we assume that photometric constancy approximately holds true for poses that are spatially close, the textureless appearance of tissues in endoscopy complicates convergence during network training and optimization is easily trapped in wrong local minima. Moreover, even without the above two challenges, the lack of large unlabeled endoscopic datasets, because of reasons such as data privacy concerns, makes joint discovery of poses and dense depth maps purely from data unlikely. Especially in the case of sinuses, the identity of a patient can be recovered from the endoscopic images that contain the face with an image search engine. The pre-operative CT data, for evaluation in our case, also contains the identifiable shape of a patient's face. Therefore, building a large public dataset of the above two imaging modalities is very challenging.
We argue that the information that can be reliably extracted using traditional multi-view stereo methods should not be re-discovered by neural networks from scratch, because rediscovery is at risk of being error-prone in the absence of large and unbiased datasets. Moreover, nowadays, the short-range correspondences discovered by neural networks from adjacent frames are not as reliable and informative as longer-range correspondence exploited by traditional multiview stereo methods such as SfM. This is because neural networks explore the temporal and geometric constraints very locally, while multi-view stereo methods involve global optimization, e. g. bundle adjustment, across all frames. Especially in feature-scarce scenarios, such as endoscopy, the global optimization, as well as the illumination-invariant feature descriptors such as Scale-Invariant Feature Transform (SIFT), are still crucial to extract accurate spatial information from videos. In order to incorporate the valuable sparse depth and camera pose information extracted from videos using SfM-or SLAM-based methods into the network, we propose two novel loss functions that enforce geometrically consistent predictions across images from different views and enable loss computation across large regions of the image even though the self-supervisory signal from multi-view stereo is inherently sparse. These two loss functions, which we refer to as Sparse Flow Loss and Depth Consistency Loss in the training phase, are described in Section II. The training data preparation and network architecture, which are also described in Section II, work together to enable the sparse signals in Sparse Flow Loss and dense geometric constraints in Depth Consistency Loss to be backpropagated. In Section III, we present experimental results from cross-patient studies and show that our method works on unseen patients and cameras with submillimeter residual errors, which indicates the potential generalizability of our method. Further, we show that our method outperforms a recent self-supervised depth estimation method by a large margin on in vivo sinus endoscopy data. In Section IV and V, we discuss the limitations of our work and future directions to explore.
II. METHODS
We develop a self-supervised learning approach for dense depth estimation that requires only endoscopic videos. In this section, we explain how self-supervisory signals from videos are extracted using SfM, and introduce our novel network architecture and loss functions to enable network training based on these signals.
A. Training Data
Our training data consists of pairs of clinical endoscopic images, sparse reconstruction of 3D points and coordinate transformations between the image pairs from SfM, and the rectified intrinsic parameters of the endoscope. The training data generation is fully automated given the in vivo endoscopic and calibration videos and could, in principle, be computed on-the-fly with SLAM-based methods.
Sparse Flow Map: For each pair of frames, we compute a pair of sparse flow maps to store the information of sparse reconstructions and camera poses. By applying perspective geometry, 3D points from sparse reconstructions can be projected onto image planes. By tracking the movement of the 2D projected location of each 3D point back and forth between a pair of frames, we are able to generate a corresponding pair of sparse flow maps. Since SfM does not consider all During the application phase (bottom), we use the trained weights of the single-frame depth estimation architecture, which is a modified version of the architecture in [16] , to predict a dense depth map that is accurate up to a global scale. frames when triangulating one particular 3D point, we only project the 3D points onto associated image planes when calculating sparse flow maps. b j n = 1 indicates frame j is used to triangulate the 3D point n and b j n = 0 indicates otherwise. u j n , v j n are projected 2D coordinates of the 3D point n in frame j. The sparse flow map F s j,k from frame j to frame k is
where H and W are the height and width of the endoscopic frame, respectively. Sparse Depth Map: Because of the inherent scale ambiguity of single-frame depth estimation methods, we only try to estimate accurate depth maps up to a global scale. The sparse depth maps obtained from SfM can be used to restore the global scale for depth prediction. This re-scaling is performed end-to-end within the network using a Depth Scaling Layer described later, using the SfM results as anchor points. The sparse depth map, Z s j , of frame j is
z j n is the depth of 3D point n in frame j. Sparse Soft Mask: Incorporating a soft mask ensures that 1) the network can be trained with the sparse signals from SfM, and 2) the effect of outliers in the sparse reconstructions is mitigated. The sparse soft mask, M j , of frame j is defined as
(3) σ is a hyper-parameter based on the average number of frames used to reconstruct each sparse point in SfM. For valid regions, which are 2D locations on image planes where 3D points project onto, positive mask values are assigned. Intuitively, larger number of frames for triangulation means higher confidence and accuracy. The remaining image comprises invalid regions where the mask values are zero.
B. Network Architecture
Our overall network architecture shown in Fig. 1 consists of a two-branch Siamese network [17] in the training phase. It relies on sparse signals from SfM and geometric constraints between two frames to learn to predict dense depth maps from single endoscopic video frames. In the application phase, the network has a simple single-branch architecture for depth estimation from a single frame. All the custom layers below are differentiable so that the network can be trained in an endto-end manner.
Single-frame Depth Estimation Module: The single-frame depth estimation module is a modified version of the 57-layer architecture used in [16] , known as DenseNet, which outperforms popular architectures with 10 times more parameters. We believe the high parameter efficiency of an architecture is a necessity towards generalization in the medical field because we usually do not have as much data as in general computer vision and having fewer parameters often means that a network is less prone to overfitting. We change the number of channels in the last convolutional layer to 1 and replace the final activation, which is log-softmax, with linear activation to make the architecture suitable for the task of depth prediction. We also replace the transposed convolutional layers in the up transition layers with nearest neighbor upsampling and convolutional layers to reduce the checkerboard artifact of the final output.
Depth Scaling Layer: The predicted dense depth maps need to be re-scaled with sparse depth maps Z s as anchor points to match the scale of the corresponding SfM result before selfsupervised loss computation is possible. This is because the single-frame depth estimation module only produces correct dense depth maps up to a global scale for the purpose of training with scale-ambiguous SfM results and generalizability. Note that all operations of the following equations are elementwise except that here is summation over all elements of a map. Z is the depth prediction that is unambiguous up to a global scale and Z is the scaled version of Z . Then,
is a hyper-parameter that is used to avoid zero division. Flow from Depth Layer: In order to use the information stored in a sparse flow map to calculate Sparse Flow Loss described later, a predicted dense depth map needs to be converted to a dense flow map first. Given the scaled dense depth map, Z j , of frame j, and coordinate transformation, T k j = R k j , t k j , from frame j to frame k, a dense flow map, F j,k , from frame j to frame k can be derived. The dense flow map can be computed by first computing 2D correspondences, U k and V k , in frame k for all 2D locations in frame j.
K is the rectified intrinsic matrix of the endoscope camera. A m,n and B m,n are elements of A and B at position (m, n), respectively.
Using the pixel locations of corresponding 2D points, the dense flow map from frame j to frame k is computed as
Depth Warping Layer: The self-supervisory signal from SfM is sparse and cannot validate depth estimation in large regions of the images. However, comparing depth estimates from different frames and enforcing their geometric consistency can mitigate this shortcoming. To enforce the consistency between depth maps predicted from two different frames using Depth Consistency Loss described later, we need to ensure they are in the same coordinate frame first. With U k and V k above, we are able to warp the depth map of frame k to frame j after modifying the depth values. The modified depth map,Z k , of frame k is Z k = Z k (C 2,0 U + C 2,1 V + C 2,2 ) + D 2,0 , where (7) C = KR j k K −1 , D = Kt j k , and Z k is the scaled dense depth map from Depth Scaling Layer. With U k , V k andZ k , the bilinear sampler in [18] is able to generate the warped depth mapŽ k,j that is warped from frame k to the viewpoint of frame j.
C. Loss Functions
We propose novel losses that can exploit sparse signals from SfM and enforce geometric consistency among frames.
Sparse Flow Loss: In order to produce correct dense depth maps that agree with sparse reconstructions from SfM, we compute the differences between dense flow maps, which are converted from dense depth maps by Flow from Depth Layer, and corresponding sparse flow maps that are computed using results from SfM in the valid regions. The sparse flow loss associated with frame j and k is calculated as
means summation over all elements of a map. Depth Consistency Loss: Sparse signals from Sparse Flow Loss alone could not provide enough information to enable the network to reason about regions where no sparse annotations are available. Therefore, we enforce geometric constraints between two independently predicted depth maps by exploiting the fact that the corresponding coordinate transformation is known from SfM. The depth consistency loss associated with frame j and k is calculated as
where W j,k is the intersection of valid regions of Z j andŽ j,k . The loss only penalizes the relative difference between two dense depth maps to avoid imbalanced training because of arbitrary global scales of SfM results.
Overall Loss: The overall loss function for network training with a single pair of training data from frames j and k is
III. EXPERIMENT AND RESULTS

A. Experiment Setup
The experiments are conducted on a workstation with 4 NVIDIA Tesla M60 GPU, each with 8 GB memory. The method is implemented using PyTorch [20] . We use 6 rectified Fig. 2 . Qualitative result comparison between our method and SfmLearner [13] : The first row consists of testing and training images, where first 4 images are not seen during training. The second and third rows consist of corresponding depth maps and reconstructions from our method. The fourth and fifth rows consist of corresponding depth maps and reconstructions from SfmLearner. We use depth maps for 2D visualization and point clouds post-processed by a standard Poisson surface reconstruction method [19] for 3D visualization. We remove parts of the point clouds reconstructed by SfmLearner for better 3D visualization. As a comparison, we keep all points reconstructed by our method. It shows that our method performs consistently well in both training and testing cases while the SfmLearner performs consistently bad. sinus endoscopy video sequences acquired with 6 endoscopes, respectively, that are further processed with the SfM method in [1] for training, validation, and testing. The videos were collected from 6 anonymized and consenting patients under an IRB approved protocol. In each experiment, data from 5 out of 6 patients was used for training. The first half of the data of the remaining patient was used for validation and the rest of the data was used for testing. The validation set is only used for demonstration and not used for model and hyperparameter selection to prevent potential interference. As for evaluation, predicted dense depth maps are first converted to point clouds and 3000 uniformly sampled points are registered to surface models generated from the corresponding patient CT scan [21] using a rigid registration algorithm [22] . For every patient, we randomly pick 20 frames with sufficient anatomical variation throughout the entire video for evaluation. The residual error produced by the registration is used as our evaluation metric for the dense reconstructions. During experiments, we found that the UNet [23] without batch normalization is easier to train from scratch using sparse signals from SfM but easier to overfit to specific patients in the training set. On the other hand, the FC-DenseNet is harder to train but is easier to generalize to different patients because of its high parameter efficiency. We use Teacher-student Learning, to combine the strengths of both architectures. This training procedure consists of 3 stages: teacher-self-supervised learning, teacher-supervise-student learning, and student-selfsupervised learning. For teacher-self-supervised learning, we train a UNet with about 8 million parameters as our teacher model using the proposed training architecture in Fig. 1 to a stage where it can generate reasonable dense depth maps. Then for teacher-supervise-student architectures, we use dense depth predictions generated by the UNet as dense signals to drive the first stage of training for the 57-layer FC-DenseNet, which has about 1.5 million parameters, from scratch using the scaleinvariant loss proposed in [24] . Note that using a traditional regression loss, such as L1 or L2, that penalizes the difference of absolute values for this stage of training is difficult and not necessary. This is because the value range of network output with linear activation as final layer depends on the network architecture, and we only focus on letting the depth estimation module generate correct dense depth maps up to a global scale. When the network training stabilizes, we fine-tune the FC-DenseNet with sparse signals from SfM alone using the same training architecture for training the teacher model as our final student-self-supervised learning. The hyper-parameters for training are the same for both teacher and student models. All images extracted from the videos are cropped to remove the invalid blank regions and downsampled to 256 × 320 during training and application phase. We use extensive data augmentation provided by [25] during experiments to make the training data distribution unbiased to specific patients or cameras as much as possible, e. g. random brightness, random contrast, random gamma, random HSV shift, Gaussian blur, motion blur, jpeg compression, and Gaussian noise. During network training, we use Stochastic Gradient Descent (SGD) Fig. 3 .
Reconstructions registered to patient CT. Alignment produced between our reconstruction and the corresponding patient CT (left) shows that our reconstruction adheres well to the contours of the patient CT and contains few outliers. Whereas alignment between the reconstruction from SfmLearner (right) for the same frame and the corresponding patient CT shows poor alignment and many outliers. Many points of the reconstruction by SfmLearner fall inside the middle turbinate, which is not possible since the endoscope cannot enter the middle turbinate. optimization with momentum set to 0.9 and cyclical learning rate scheduler [26] with learning rate from 1.0 e −4 to 1.0 e −3 . The batch size for all training stages is set to 8. The σ for generating the soft sparse masks is set to 5. The in the depth scaling layer is set to 1.0e −8 . The λ 1 and λ 2 in the overall loss are set to 100.0 and 4.0, respectively.
B. Cross-patient Study
To show the generalizability of our method, We conduct 4 separate experiments where we leave out Patient 2, 3, 4, and 5, respectively, during training. The data from the left-out patient is used for evaluation. Patient 1 and 6 were excluded from the above scheme since no corresponding CT data was available for subsequent evaluation. A representative learning curve for a leave-one-out experiment is shown in Fig. 4 . We use the residual error from the rigid registration algorithm introduced above as the figure of merit for evaluation. To make the residual error better represent the true accuracy, we calculate the average euclidean distance over all point matches between the reconstructed point cloud and the corresponding CT mesh model including outliers detected by the rigid registration algorithm. The quantitative evaluation results ( Fig. 5) show that the median error achieved by our reconstructions is below 1mm.
C. Comparison Study
To support our statement in Section I, that all recent selfsupervised depth estimation methods that rely on photometric constancy as the main driving signals are not suitable for the case of monocular endoscopy, we conduct a comparison study to evaluate the performance of our method against a typical self-supervised depth estimation method that relies on photometric constancy [13] .
We use the implementation of SfmLearner by Zhou et al. [13] in Pytorch and use the same hyper-parameter settings used by the authors to achieve high performance on the KITTI and Cityscape dataset. To account for the difference between the two imaging modalities, we omit the black boundary of endoscopy images when calculating the proposed losses in SfmLearner. We trained the network from scratch for 185 epochs on the endoscopy dataset; more than the number of epochs in the original paper [13] . We conclude that the network has reached convergence based on the training curve. We compare our method and their method quantitatively using the same evaluation metric as our cross-patient study, i. e.the residual error from registration between the reconstructions from testing images and the sinus mesh model from the corresponding patient CT scan. The boxplot for our comparison study (Fig. 6) shows the low residual errors achieved by our reconstructions and high errors from reconstructions using SfmLearner. In Fig. 2 , we show representative qualitative results for both methods. In Fig. 3 , we overlay the sinus mesh model from the patient CT scan with the registered reconstructions of one video frame from our method and SfmLearner. It becomes apparent that SfmLearner has great difficulty in predicting reasonable depth values for most of the regions. This is due to the fact that the photometric changes between two frames are strong, prompting methods that rely on photometric constancy to fail.
IV. DISCUSSION
Albeit limited to a single competing self-supervised depth estimation method, we believe that the result of our comparison study applies to other and more recent self-supervised depth estimation methods. This is because for most methods the primary driving power for network training still comes from photometric constancy. Adding further geometric con- Fig. 4 .
Training curve of a leave-one-out experiment. Patient 2 is left out for testing in this experiment. The training procedure uses Teacherstudent Learning to achieve a good balance between bias and variance. The teacher-self-supervised learning takes about 5 epochs, which is not included in the training curve here. The teacher-supervise-student learning only takes 2 epochs and student-self-supervised learning needs 10 epochs to converge. In total, the training procedure takes less than 20 epochs. For comparison, the number of epochs required for SfmLearner [13] to converge on this sinus endoscopy dataset is about 185, which is much higher than our method.
Fig. 5.
Boxplot of residual errors from the cross-patient study. The id's of the testing patients are used as labels on the horizontal axis. Most of the reconstructions have submillimeter residual errors except several reconstructions from the leave-one-out experiment with Patient 2 for testing. We calculate the residual error as the average euclidean distance over all point matches between the estimated point cloud and corresponding CT mesh model including outliers rejected by the rigid registration algorithm. straints to these works, such as [14] , [15] , merely introduces extra regularization to the network training. However, we believe that such regularization is unlikely to help if the network is not able to produce reasonable relative poses and depth maps by minimizing photometric differences among frames in the first place. Our method was initially designed for and evaluated on sinus endoscopy data, however, we are confident that our method is applicable to monocular endoscopy of other anatomies. The proposed method is advantageous since it does not require any labeled data for training, trains fast, and generalizes well across endoscopes and patients. However, some limitations of our method remain that need to be addressed in future work. First, the training phase of Fig. 6 . Boxplot of residual errors from the comparison study. We compare our method with SfmLearner [13] quantitatively using the results from the leave-one-out experiment with Patient 4 for testing. To better visualize the error distribution, we use the logarithmic scale for the vertical axis. our method relies on reconstructions and camera poses from SLAM or SfM. One the one hand, this means our method will evolve and improve with more advanced SfM or SLAM algorithms becoming available. On the other hand, this means our method is not applicable to cases where the SfM or SLAM methods are not able to produce reasonable results. While our method tolerates random errors and outliers from SfM to a certain extent, if large systematic errors occur in a large portion of the data, which could occur in cases of highly dynamic environments, our method will likely fail. Second, our method only produces dense depth maps up to a global scale. In scenarios where the global scale is required, additional information needs to be provided during the application phase to recover the global scale. This can be achieved e. g.by registering the reconstruction to patient-specific mesh model from CT data with sub-millimeter accuracy as described here, or by using external tracking devices.
V. CONCLUSION
In this work, we present a self-supervised approach to training convolutional neural networks for dense depth estimation in monocular endoscopy without any a priori modeling of anatomy or shading. To the best of our knowledge, this is the first deep learning-based self-supervised depth estimation method proposed for monocular endoscopy. Our method only requires monocular endoscopic videos and a multi-view stereo method during the training phase, and only endoscopic video frames during the application phase. In contrast to most competing methods for self-supervised depth estimation, our method does not assume photometric constancy, making it applicable to endoscopy. In a cross-patient study, we demonstrate that our method generalizes well to different patients, achieving submillimeter residual errors even when trained on small amounts of unlabeled training data from several other patients. Further, we show that our method outperforms a recent self-supervised depth estimation method by a large margin on in vivo sinus endoscopy data. For future work, we plan to fuse depth maps from single frames to form an entire 3D model to make it more suitable for applications such as clinical anatomical study and surgical navigation.
