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TECHNICAL NOTE
Phase-unwrapping algorithm
based on an adaptive criterion
J. A. Quiroga, A. Gonza´lez-Cano, and E. Bernabeu
A new algorithm for phase unwrapping of phase maps with noise or logical inconsistencies is
proposed. It is based on the use of an adaptive threshold and the second difference of the locally
unwrapped phase as a selection criterion for the pixels to be processed.
Key words: Phase unwrapping, fringe-pattern processing.Phase-unwrapping algorithms must include proce-
dures to handle problems such as noise or abrupt
fringe breaks to achieve a final error-free continuous
phase map. In general, points in the phase map that
present these types of problems must not be pro-
cessed, and its phase must be inferred from the
resultant continuous phase map. However, some-
times it is difficult to identify all the conflictive points.
In these cases the points that are suspected to be
conflictive must be, at the least, the last to be pro-
cessed, if possible, to avoid error propagation across
the continuous phase map. In recent years, several
methods have been proposed to do this. These meth-
ods choose different criteria to detect the conflictive
points: modulation,1,2 first difference of phase, or
fringe density.3,4
Bone5 has proposed a method based on the second
difference of the locally unwrapped phase in which
the conflictive points are selected by comparison of
the value of the second difference with a fixed thresh-
old. The choose of this criterion permits one to
detect phase discontinuities that produce integer
fringe shifts, which is not possible with the use of a
first-difference-based criterion. Therefore second-
difference-based methods are well suited for phase
maps with such problems.
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2560 APPLIED OPTICS @ Vol. 34, No. 14 @ 10 May 1995In this note we present an algorithm based on the
second difference of the locally unwrapped phase that
uses an adaptive threshold instead of a fixed one.
Some of its main features have been used in a
previous study of the authors.3 In Ref. 3 a queue was
used for the processing of arbitrary shapes, and a
selection criterion, based in the phase gradientmodulo
2p, determined which pixels were to be processed.
The pixels in the neighborhood of a given pixel were
ordered according to this criterion, and a fixed num-
ber of them were rejected. In this way the direction
of lowest gradient modulo 2p was the preferred one
for the progression of the phase-unwrapping algo-
rithm. The rejection of a certain number of pixels in
every step guaranteed that the pixels with the highest
probability of being invalid ones were not processed at
all or were at least the last processed ones. In this
Fig. 1. Neighbor set for a given pixel, 0, and directions for the
calculation of the second differences.
way, propagation of errors in the unwrapping process
was stopped or at least limited.
The main disadvantages of this algorithm were the
following:
112 The fact that the number of points to be re-
jected is fixed implies that too much valid information
can be rejected in noise-free zones of the phase map,
whereas too much nonvalid information is considered
in noisy zones.
122 The use of local phase gradient modulo 2p as a
selection criterion makes it difficult to detect thezones of high curvature of the phase map that are
usually associated with logical inconsistencies or dis-
continuities resulting in integer fringe shifts.
The algorithm that we present here is designed to
deal with these types of problems. As in the previ-
ously depicted algorithm, the processing begins with
any starting point that becomes the first so-called
integrator pixel. We consider the 16 neighbors of
this pixel represented in Fig. 1, and we calculate the
second difference of the locally unwrapped phase in
the directions defined by the eight connected neigh-Fig. 2. 1a2 Computer-generated phase map with a discontinuity that produces an integer fringe shift. 1b2 Phase map of 1a2 when a linear
carrier phase is added. 1c2 Unwrapped phase map when the second-difference-based algorithm is used. Black points correspond to
nonprocessed points. 1d2 Final unwrapped phasemap, when the value of the phase in the nonprocessed points is obtained by interpolation.
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bors 1–8. For instance, if we consider the direction
defined by pixels 0 and 3, this second difference is
given by
D132 5 2F*132 2 F*102 2 F*1112, 112
where F* denotes the locally unwrapped phase. We
can calculate F* for the pixels in this direction by4
F*102 5 f102,
F*132 5 F*102 1 3f132 2 f1024,
F*1112 5 F*132 1 3f1112 2 f1324, 122
where 3 4 denotes modulo 2p and f1i2 is the wrapped
phase of pixel i. Equation 112may then be written as
D132 5 3f132 2 f1024 2 3f1112 2 f1324. 132
We assign to each pixel the value of the second
difference in the direction defined by the integrator
pixel and itself. We order the pixels 1–8 according to
the absolute values of their second difference, and we
store them in the queue to be processed. Then, the
first pixel in the queue 1let us denote it by p2 is
extracted, and we calculate its unwrapped phase, F,
with respect to the integrator pixel, 0, by
F1p2 5 F102 1 3f1p2 2 f1024. 142
Now, we consider p as a new integrator pixel and
proceed again in the way depicted above, ordering its
eight connected neighbors according to their second
differences. However, not all the neighbors of p are
stored. We define a threshold T based on the values
of the second differences of the neighbors of the first
integrator pixel, 0. A neighbor of p is rejected and
subsequently not stored in the queue if the value of
the second difference for the direction defined by p
and itself is strictly bigger than T. We may use as T,
for instance, the third value in the list of second
differences for pixel 0 1this is a good estimation for the
median of the set of the eight second differences for 02;
any other value, i.e., the second, the fourth, etc., could
be used depending on the image. We found that the
third is a good compromise between noise manage-
ment and the size of the processed area of the phase
map.
According to this criterion, a certain number of
neighbors of p are rejected, and the remaining ones
are stored in the queue. Then, we take the first pixel
in the queue, and we calculate its unwrapped phase,
as in Eq. 142. We take it as the new integrator pixel,
and we recalculate the threshold, T, for the new set of
neighbors. We repeat these operations 1obviously
avoiding processing of previously processed pixels2
until there are no pixels in the queue.
As can be seen, instead of using a fixed number of
rejected pixels, we use a threshold that may vary in
each step. The variation of the threshold becomes
imposed by the local characteristics of the phase map
because the value ofT is obtained from the behavior of
the phase in a zone near the pixel in which the
2562 APPLIED OPTICS @ Vol. 34, No. 14 @ 10 May 1995unwrapped phase is calculated. This means that the
algorithm adapts itself to the local characteristics of
the area that is processed and thus it overcomes the
problem of considering too many or too few pixels in
zones with different amounts of noise. Also, the use
of the second difference as the selection criterion
instead of the local gradient modulo 2p lets one detect
and avoid the areas of high curvature.
To illustrate the way that the algorithm works, we
generated a simulated phase map that contains a
discontinuity in the phase field 3Fig. 21a24. Figure 21b2
shows the phase map when a linear carrier phase is
added. As can be seen, the discontinuity reaches
values bigger than 2p rad 1one fringe2, thus producing
an integer fringe shift. The discontinuity can be
detected with our algorithm even at the place in
which an integer fringe shift appears because in this
place there still exists a small change in the curvature
of the phase. In this way we can produce an error-
free continuous phase map, shown in Fig. 21c2. The
black points of Fig. 21c2 correspond to non-processed
points whose phase values can be interpolated from
the values of their neighbors. The result of this
Fig. 3. 1a2 Phase map with two conflictive areas: 1, abrupt fringe
ends and a very high curvature zone, 2, a 2p jump hidden by
noise. 1b2 Final unwrapped phase map.
interpolation 1i.e., the final unwrapped phase map2 is
shown in Fig. 21d2.
In a phasemapwith problems of the type discussed,
an algorithm based on first differences is not effective
because it cannot detect the discontinuity when it
produces an integer fringe shift. Also, as Bone
shows,5 a branch-cut method is not advisable because
the number of positive and negative discontinuity
sources is not the same in the conflictive region, which
results in isolated discontinuity sources far from the
boundary. This means that the isolated discontinu-
ity sources must be joined to the border of the map,
thus producing an incorrect distribution of cut lines.
The computing time of ourmethod was approximately
3 min. on a PC 486 66-MHz microcomputer for a size
of 128 3 128 pixels. A branch-cut method followed
by a simple unwrapping algorithm can be faster, but
as we have said, it cannot be applied in this case.
The election of our algorithm or a branch-cut method
will then depend on the phase map being processed.
Figure 3 shows the results of the method in a real
case. The phase map 3Fig. 31a24 presents two types of
problems: a zone of high curvature 1marked with 12
and a 2p jump hidden by noise 1zone 22. As can be
seen in the unwrapped phase map shown in Fig. 31b2,
the algorithm can overcome both problems. The use
of an adaptive threshold is efficient in cases such as
this one, in which regions of different characteristicsare to be processed. The computing time, including
interpolation of nonprocessed points, was ,5 min. on
a PC 486 66-MHz microcomputer.
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