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Abstract 
Damage detection in structures has become increasingly important in recent years. 
While a number of damage detection and localization methods have been proposed, 
very few attempts have been made to explore the structure damage with noise 
polluted data which is unavoidable effect in real world. The measurement data are 
contaminated by noise because of test environment as well as electronic devices 
and this noise tend to give error results with structural damage identification 
methods. Therefore it is important to investigate a method which can perform better 
with noise polluted data. This paper introduces a new damage index using principal 
component analysis (PCA) for damage detection of building structures being able 
to accept noise polluted frequency response functions (FRFs) as input. The FRF 
data are obtained from the function datagen of MATLAB program which is 
available on the web site of the IASC-ASCE (International Association for 
Structural Control– American Society of Civil Engineers) Structural Health 
Monitoring (SHM) Task Group. The proposed method involves a five-stage 
process: calculation of FRFs, calculation of damage index values using proposed 
algorithm, development of the artificial neural networks and introducing damage 
indices as input parameters and damage detection of the structure. This paper 
briefly describes the methodology and the results obtained in detecting damage in 
all six cases of the benchmark study with different noise levels.  
The proposed method is applied to a benchmark problem sponsored by the 
IASC-ASCE Task Group on Structural Health Monitoring, which was developed in 
order to facilitate the comparison of various damage identification methods. The 
illustrated results show that the PCA-based algorithm is effective for structural 
health monitoring with noise polluted FRFs which is of common occurrence when 
dealing with industrial structures.  
Key words: FRFs, Principal component analysis (PCA), Damage detection, Bench 
marks  
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1. Introduction 
Over the past two decades numerous research methods have been suggested and tested 
for damage identification and condition assessment of different structures 
(1-3)
. Model 
updating, Fourier transforms, wavelets statistical pattern recognition and neural networks 
have been examined under these researches. Most of these methods have been tested for 
various structures. Among those structures, the ASCE benchmark structure 
(4)
, one of the 
benchmark structures, which has been developed to facilitate comparison between different 
algorithms developed by researchers for damage detection of structures is prominent.  
Lam et al 
(5)
 proposed a damage detection method based on statistical model updating 
using the measured vibration responses of the structure without any knowledge of the input 
excitation. The damage detection results obtained were satisfactory. Lam et al. 
(5-6)
 
suggested the use of a Bayesian method (conditional probability) to determine the optimal 
ANN architecture while using a Ritz vector and modal parameters, respectively, as damage 
features. A dual function ANN was used for the process of feature extraction and then to 
establish the needed damage classifier. The results show that the performance of ANNs 
trained by modal parameters was slightly better than that of ANNs trained by Ritz vectors. 
Both damage location and damage severity were identified correctly with zero modelling 
error. Other than identifying the simulated damage, the results indicated some additional 
damage that did not exist in real structure with the modelling error.  
Taha et al
(7)
 introduced an integrated method for damage feature extraction and damage 
recognition. The wavelet energy as a damage feature was tested to classify damage states in 
the ASCE benchmark structure. It was suggested that an optimal ANN architecture can 
detect damage occurrence with good accuracy and can provide damage quantification with 
reasonable accuracy to varying levels of damage.  The benchmark structure damage 
identification based on frequency response functions (FRFs) and genetic algorithm (GA) 
was presented by Zou et al
(8)
. Identification result showed that even in considering serious 
noise, the structure damage can be identified well.  
Artificial Immune Pattern Recognition (AIPR) approach for the damage classification 
in structures was presented by Chen et al
(9)
. An AIPR-based structure damage classifier has 
been developed, which incorporates several novel characteristics of the natural immune 
system. The performance of the presented structure damage classifier has been validated 
using a benchmark structure proposed by the IASC–ASCE Structural Health Monitoring 
(SHM) Task Group. The validation results show that the AIPR-based pattern recognition is 
suitable for structure damage classification.  
Damage index method was used by Rodriguez et al
(10)
 to detect the location and 
severity of damage in the ASCE benchmark structure. The proposed method was based on 
ratios between stiffness and mass values of the undamaged structure and damaged structure. 
The approach accurately identified the damage present in two of the studied damage 
patterns, where the severity of damage was high. For other four damage patterns some false 
positive damage locations were indicated. 
Most of these methods have been used for damage detection of the benchmark structure 
while few attempts have been tested for damage quantification. Besides, most of these 
methods give results with some false damage severity detection. In this paper, the proposed 
method is used to the damage identification of the ASCE benchmark structure utilizing 
noise polluted FRFs and prove the validity of this method by analysing the simulated data 
provided by the IASC-ASCE Structural Health Monitoring Group.  
 
2. Measured Frequency Response Functions 
 Measured frequency response functions (FRFs) are used for many purposes including: 
verification of the theoretical models, model updating, structural modification, 
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determination of excitation forces, fault detection as well as solving general vibration and 
noise problems 
(11)
. One of the major challenges in FRFs is to deal with uncertain errors in 
the measurement, due to noise in the sensor which reduce the quality of the measured FRFs 
significantly, variability of measurement, etc. A few methods have been developed for 
damage detection of structures being able to accept noise polluted data. But damage 
severity estimation of most of these methods should be further developed to get very precise 
results.  
Some of the dominant noise sources are test environment including non-linear effects, 
extraneous structural noise and electronic devices. Some practical examples that might 
contribute to the contamination of the measured data are: (i) nearby equipments such as air 
conditioners, elevators and pumps, particularly when they are turned on and off, (ii) radio 
stations, computers and other electronic equipments creating noise in all practical frequency 
ranges, (iii) the AC power line contributing noise to measured data usually at 50 or 60 Hz, 
(iv) the loose connections and twine of the transduction cables. Therefore, creating a 
noise-free measurement environment is seldom practical. There are different numbers of 
techniques available for reducing noise including; averaging, filtering and shielding for 
reducing noise levels during the measurement process and the use of different FRF 
estimators for system identification purposes.  
In this study FRFs data are transformed to principal component analysis in order to 
reduce the dimensionality of the data set and noise filtering of the available data. Theory of 
Principal Component Analysis is described in the following section.  
3. Principal Component Analysis 
Principal component analysis is a powerful data reduction method and it is widely used 
in the field of image processing, flow visualization, pattern recognition and time series 
prediction. Principal component analysis (PCA) transforms a number of possibly correlated 
variables into a smaller number of uncorrelated variables called principal components. The 
first principal component accounts for as much of the variability in the data as possible, and 
each succeeding component accounts for as much of the remaining variability as possible. 
The combination of artificial neural networks, frequency response functions and 
principal component analysis were suggested by many researchers
(12-13)
. In these papers 
PCA transformed FRFs are used to train the networks. Zang et al
(12)
 proposed a damage 
detection using measured frequency response functions (FRFs) as input data to artificial 
neural networks (ANNs). The methodology was applied to the measured FRFs of a railway 
wheel which were grouped into x, y and z direction FRFs. The results showed that, in all 
cases considered, it was possible to distinguish between the healthy and damaged states 
with very good accuracy and repeatability. A further advantage of this particular approach 
was found to be the ability to deal with relatively high measurement noise, which is of 
common occurrence when dealing with industrial structures. 
An experimental investigation of seismic damage identification of a 38 storey tall 
building model using frequency response functions (FRFs) and neural networks (NNs) was 
presented by Ni et al
(13)
. Principal component analysis was pursued for dimensionality 
reduction and noise elimination and then the PCA was used as input to neural networks. The 
results showed that a few principal components of FRFs are much better than using directly 
measured FRF data. Furthermore the seismic damage distribution predicted by the proposed 
damage index was quite agreeable with the visual inspection results. However, in their study 
13 PCs were used leading to long computational time, which prompts the need to improve 
the method by reducing the required number of PCs.  
The measured frequency response functions (FRF) was used as the input to the self 
organizing map (SOM) artificial neural networks (ANN) by Yanfei
(14)
. The validation of the 
method was demonstrated by a steel box girder model. The results indicated that the 
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combination of FRF data reduction via the principle component analysis with the use of 
SOM neural network provides a suitable methodology to identify the location and extent of 
the multi-damage of steel box girder structure. The proposed technique has the capability to 
cope with incomplete FRF data obtained from a few sensors. The method did not give 
accurate results for multi damage cases. More original FRFs were needed to be achieved by 
vibration experiment to train the neural work to get more accurate results.  
This study suggests the use of a modified PCA method, which reduces the dimension of 
the measured FRFs. The procedure is described below. Using available FRFs data of the 
intact structure, matrix H= [hij (ω)] which has m rows of FRFs (m observations from 
different sensors); each with n frequency points is formed. In this study there are 16 numbers 
of observations (m-number of accelerometers used in the experiment) and 10,000 frequency 
points (n) for all damage cases. Each column of H is adjusted to have a zero mean by 
subtracting the mean of each column of FRFs of the intact structure and dividing each 
column by its standard deviation to get a unit variance to yield a response variation matrix 
])(H
~
[ mxn  as follows.  
The mean response of the jth column is given as: 
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The correlation matrix can be defined as: 
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By definition, the principal components are the eigenvalues and associated eigenvectors 
of the correlation matrix: 
}{}]{[ iiiC         (5) 
where i is the principal component index. 
The first principal component, i.e. the highest eigenvalue and its associated eigenvector, 
represents the direction and amount of maximum variability in the original data. The next 
principal component, which is orthogonal to the first component, represents the next most 
significant contribution from the original data, and so on. 
New FRFs for the detection stage is obtained and it is represented as new. This new 
complete observation xnnewH 1)(  will be reconstructed based on jH
~
, jS and }{ i of the intact 
structure. Element xjnewH 1)( of the FRF matrix xnnewH 1)(  is transformed into 
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The projection of the response variation matrix xnnewH 1)
~
(  on the n principal components 
derived from baseline FRFs of the intact structure is written as  
nxnxnnewxn HA )()
~
()( 11   (7) 
The projection matrix [A] and the eigenvector matrix [Ψ] can be partitioned into two 
sub-matrices with p principal components and (n-p) principal components. Setting those 
sub-matrices representing principal components (n-p) to zero, one obtains: 
][][]]0[:]][[0[:[[]][[)
~
( 1)()(111 Tpxnxp
T
pnnxnxppnxxp
T
xnR AAAH    (8) 
Finally, the element xjRH 1)
~
( of the reconstructed response variation matrix is used to obtain 
element xjRH 1)( FRF for the new observation, 
jxjRjxjR HHSH  11 ]
~
[)(  (9) 
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In order to reduce the high dimensionality of FRF dataset, the complete FRF is divided 
into sub-observations with low dimensionality where each sub-observation contains r 
consecutive frequency points (r<n). To compare the new constructed signal RnewH )( with the 
baseline signal H which is the mean response of the m observations of the intact structure, the 
damage index (DI) is defined as, 
baselineRnew HHDI )/()(        (10) 
In this method, the number of PCs which use to compute damage index does not affect 
the number of input neurons in an artificial neural network, as the number of input neurons 
only depends on the number of subsets. Therefore computational time for network training 
is largely reduced. 
The integrated procedure for damage detection is summarized into the diagram in 
Figure 1 .  
Reference cases (undamaged case)               Testing cases               
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Damage detection diagram 
3. Benchmark Structure 
The IASC-ASCE Structural Health Monitoring Group developed a series of benchmark 
problems providing both simulated and experimental data to compare different damage 
detection algorithms. The detail description of the benchmark study is given in reference 
(Johnson et al 
(4)
). The benchmark structure is a four storey, two-bay by two-bay steel frame 
(as shown in Figure 2) and it is constructed in the Earthquake Engineering Research 
Laboratory at the University of British Colombia (UBC) to compare results of the different 
techniques, improve the methodologies, and identify their capabilities and limitations. The 
structure has a 2.5m x 2.5m plan and the height is 3.6m. The finite element models of 12 
degree of freedom (DOF) and 120 DOF are developed to generate the simulated data for the 
SHM benchmark problem in the undamaged and damaged conditions. The data of this 
structure is published in IASC-ASCE Structural Health Monitoring Task Group Web site 
(http://wusceel.cive.wustl.edu/ asce.shm). 
 
Data normalization 
Computing eigen 
vector matrix (Ψ) 
via PCA 
Data collection-FRFs 
(n frequency points) 
Dividing FRFs into sub observations 
with low dimensionality (l<n) 
Reconstructing matrix A by using 
the first n PCs of reference case 
Damage detection 
Artificial neural network training 
Data collection-FRFs 
(n frequency points) 
Data normalization using mean value 
and standard deviation of reference case 
Projection of the response variation 
matrix (A) using eigenvector matrix (Ψ) 
Dividing FRFs into sub observations 
with low dimensionality (l<n) 
Computing elements of the reconstructed 
FRF for the new observation 
Computing the ratio called damage index to 
compare the new constructed FRFs with the baseline 
FRFs 
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Fig. 2.  The benchmark Structure (Johnson et al. 
(4)
)                   b. Diagonal Members 
There are six damage patterns in the benchmark structure, in addition to the undamaged 
structure. The damage patterns are defined in Table 1. 
Table 1. The six damage patterns considered in the benchmark study 
Damage pattern Description 
1 
2 
3 
4 
5 
 
6 
All braces in the first storey are removed 
All braces in the first and third storey are removed 
One brace in the first storey is removed 
Two braces, one in the first and one in the third storey, are removed 
The same as damage pattern 4 but with one additional damage that is 
one beam-column connection at the first floor is lessened 
1/3 stiffness loss in one brace which is the same brace damaged in 
damage pattern 3 
A total of six damage cases are introduced, each with six damage patterns. For case 1 
and case 2 the excitations are applied one per floor for weak (y) direction and are modelled 
as independent filtered Gaussian white noise. Case 3 replaces the ‘‘ambient’’ excitation with 
a shaker on the roof (top of the centre column). Cases 4, 5 and 6 introduce asymmetry by 
replacing one of the 400kg floor slabs on the roof and 550kg on other slabs.  
Two finite element models based on benchmark structure were developed to generate 
the simulated response data. The first is a 12 DOF shear-building model that constrains all 
motion except two horizontal translations and one rotation per floor. The second is a 
120-DOF model that only requires that floor nodes have the same horizontal translation and 
in-plane rotation Johnson et al
(4)
. The 12 DOF shear building model is used for this study.  
In this building, the x direction (i.e., bending about the y axis) is the strong direction 
due to the orientation of the columns and y direction is the weak direction. Percentage loss 
in horizontal storey stiffness is tabulated in Table 2. 
Table 2. Percent Loss in Horizontal Story Stiffness of Damaged 12 Degree of Freedom Model 
Element Damage pattern 
Story DOF (1) (2) (3) (4) (5) (6) 
1 x 45.24% 45.24% 0 0 0 0 
1 y 71.03% 71.03% 17.76% 17.76% 17.76% 5.92% 
2 x 0 0 0 0 0 0 
2 y 0 0 0 0 0 0 
3 x 0 45.24% 0 11.31% 11.31% 0 
3 y 0 71.03% 0 0 0 0 
4 x 0 0 0 0 0 0 
4 y 0 0 0 0 0 0 
4. Damage Detection Method 
Data generation program called datagen, MATLAB program is used to obtain the data 
of phase 1 benchmark problem which is available on the web site of the IASC-ASCE SHM 
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Task Group. Datagen simulates the dynamic response of the four storey IASC-ASCE 
benchmark structure for different damage cases.  
For experimental testing, it is expected that there would be some errors due to the 
presence of noise in the measurement. The datagen program has an option to obtain 
dynamic response for different noise levels. The data are contaminated by noise because of 
some reasons as described in section 2. 4 noise levels; 3%, 5%, 8% and 10%, are used in 
this study in order to identify accuracy of the proposed algorithm under different noise 
levels. The noise level is the root mean square (RMS) of the sensor noises, generated using 
independent Gaussian pulse processes, as a percentage of the maximum RMS acceleration 
responses. 
FRFs with 10% noise level and 5% noise level with 3500 frequency points are plotted 
in Figure 3. From figure 3, it is seen that the FRFs vary significantly with the increase of 
noise level. 
 
 
 
 
(a)                                       (b) 
Fig. 3  FRFs in (a) 5% noise level and (b) 10% noise level 
The dynamic responses are obtained for given five damage cases with six different 
damage patterns. Damage case 1, 3 and 4 are used in this study, which are related to 12 
DOF finite element model. All the noisy floor acceleration time histories with sampling 
interval 0.01 s and total duration 100 s are used therefore 10,000 data points are obtained. 
Using acceleration data and force, noise polluted frequency response functions are 
calculated in MATLAB program. 10,000 FRFs data points (i.e. n=10,000) are divided into 
20 subsets each subset consists of 500 FRFs data (i.e. r=500). This procedure gives 20 
numbers of damage indices for each damage case. Each sub observation of FRF data is 
reconstructed only using the first 12 PCs as first 12 principal component values gives 95.6% 
contribution to the original data set. 20 damage indices obtained from the proposed method 
for different damage patterns and undamaged case are plotted in Figure 4. 
 
 
 
 
 
 
Fig. 4  DI of reconstructed FRFs of different damage cases and undamaged case corresponding to sensor 1 
of damage case 1. 
FRF obtained from the benchmark structure is used to identify whether the structure is 
damaged or not and damage severity. A number of feed forward multi layer neural networks 
are created to test the proposed method. Neural network tool box in MATLAB is adopted in 
this study to design and train all neural networks. First, damage indices of different damage 
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cases of the benchmark structure are used as input to the artificial neural networks. For each 
data catergory two artificial neural networks are created estimating either the damage 
detection (damaged or not) or the severity (in loss of the second moment of area, I) of the 
damage cases. Then the damage indices which has not been used for the neural network 
training is introduced to neural network to find the network performance with the different 
noise levels.  
For the benchmark structure, 21 data sets (from the 7 damage patterns including 
undamaged pattern of 3 damage cases) are used as the input for the neural network. For the 
data catergory, the input samples are divided randomly into three sets as training, validation 
and testing in neural network training tool in MATLAB. While the network adjusts its 
weights from the training samples, its performance is supervised utilizing the validation set 
to avoid overfitting. The network training stops when the error of the validation set 
continues to minimum and begins to increase.  
The geometric pyramid rule is used to choose the number of hidden layers and neurons 
which states that neurons in the hidden layer should decrease in number from the input 
towards the output layer. Furthermore, the input and output data must comply with the 
transfer function of the hidden layer and output layer. For this study tangent sigmoid 
transfer function, which operates in the range of -1 to +1, is selected for all layers.  
The individual networks of the benchmark structure data are designed with: one input 
layer of twenty nodes, representing the damage indices of  undamaged case and six 
damaged patterns; two hidden layers of fifteen and six nodes, and three output nodes 
(denoted as a 20-15-6-3 network). Due to the size of the data sets and the chosen number of 
nodes, in this study, scaled conjugate gradient backpropagation (TRAINSCG) function is 
used as the training function. Each network configuration is trained several times with 
different initial weight and bias values to obtain the best network results.  
Figure 5 shows the predicted output values and actual output values of ANNs.  
 
 
 
 
 
 
Fig. 5 Predicted output values and actual output values of ANNs for severity estimation 
It is noticed from Figure 5 that identification errors of all damage cases are very low. In 
this study mean squared error is used to calculate the performance of neural networks. 
The mean squared error (MSE) = 
N
et 2)](  
Where te is the individual prediction error; ty is the actual value; and N is the number of error 
terms. In this study, during training, the network performance is monitored by MSE 
performance graph. The individual prediction error is the difference between the actual 
output and predicted output value of ANNs. Actual output values for identifying the 
structure is damaged or not are 0 for undamaged structure and 1 for damaged structure and 
for damage quantification are interpreted as a reduction in stiffness of the horizontal storey 
of the steel frame as shown in Table 2. Obtained results are tabulated in Table 3 and 4.  
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Table 3 Neural network performance (in mean squared error (MSE)) trained with data to identify whether 
structure is damaged or not. 
Damage 
case 
MSE (%)  Noise level (%) 
  
  
  
  
 case   0 3 5 8 10 
 Simulation error 0.366 0.676 0.920 1.284 1.722 
Case 1  Testing error 0.768 0.846 1.063 1.298 1.599 
 Validation error 0.262 0.423 0.659 1.135 1.428 
  Training error 0.285 0.321 0.475 0.798 0.810 
 Simulation error 0.527 0.762 0.953 1.242 1.527 
Case 2  Testing error 0.641 0.736 0.989 1.306 1.659 
 Validation error 0.447 0.641 0.875 1.022 1.427 
  Training error 0.412 0.666 0.912 1.151 1.561 
 Simulation error 0.532 0.643 0.865 1.116 1.466 
Case 3 Testing error 0.689 0.836 1.013 1.245 1.553 
 Validation error 0.288 0.577 0.755 1.168 1.333 
  Training error 0.263 0.454 0.613 0.945 1.460 
Table 4 Neural network performance (in mean squared error (MSE)) trained with data to identify damage 
severity. 
Damage 
case 
MSE (%) 
Noise level (%) 
  
 Noise level (%) 
  
  
Case   0 3 5 8 10 
Case 1 
 
Simulation error 0.598 0.781 1.010 1.424 2.124 
Testing error 1.177 1.456 1.664 2.092 2.792 
Validation error 0.489 0.651 0.887 1.263 1.672 
Training error 0.204 0.469 0.609 0.888 1.100 
Case 2 
 
Simulation error 1.092 1.259 1.545 1.868 2.367 
Testing error 0.853 1.041 1.226 1.425 1.722 
Validation error 0.652 0.850 1.180 1.477 1.627 
Training error 0.657 0.762 0.858 0.951 1.111 
Case 3 
 
Simulation error 0.823 0.999 1.200 1.556 2.156 
Testing error 1.234 1.781 1.213 1.499 1.653 
Validation error 0.938 0.792 0.902 1.219 1.459 
Training error 0.414 0.842 0.879 0.995 1.240 
From the tables it is seen that for damage detection and severity identification, all 
networks produce good results, with a maximum simulation error MSE of 1.722% and 
2.367% subsequently for 10% noise level. For the better view of the results, simulation 
error is plotted for different noise pollution levels and it is presented in Figure 6.  
 
 
 
 
(a)                                              (b) 
Fig 6 Comparison of simulation performance of networks trained with damage indices to identify whether 
structure is damaged or not and damage severity subdivided by noise pollution levels.  
From the figures, a clear correlation between noise pollution level and network 
quantification accuracy are observed. For example, for the network of case 1, the MSE 
value for 0% noise free data is only 0.598%, whereas the errors for 3% and 5% noise are 
about 0.781% and 1.010% is obtained for severity estimation. It increases up to 2.124% for 
10% noise level. The maximum difference between simulation errors is 1.5%, which proves 
the noise tolerance capacity of the proposed method. When considering damage detection, it 
also gives the very small percentage of simulation error.  
5. Conclusion 
The proposed approach is used to examine the noise tolerance capacity which is 
unavoidable in real structures. Four different noise levels are investigated. The 
identification accuracy in the case of high noise level (10%) is almost same as that in the 
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case of low noise level (3%). It is clear from these results that the proposed method reduces 
the dimensionality of FRF data by extracting essential features and disregarding unwanted 
measurement noise, which provide a better alternative for neural network implementation. 
The proposed method will be further developed for multiple damage localization. 
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