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FLUCTUATIONS OF THE INCREMENT OF THE ARGUMENT FOR THE
GAUSSIAN ENTIRE FUNCTION.
JEREMIAH BUCKLEY AND MIKHAIL SODIN
ABSTRACT. The Gaussian entire function is a random entire function, characterised by a certain
invariance with respect to isometries of the plane. We study the fluctuations of the increment of the
argument of the Gaussian entire function along planar curves. We introduce an inner product on
finite formal linear combinations of curves (with real coefficients), that we call the signed length,
which describes the limiting covariance of the increment. We also establish asymptotic normality
of fluctuations.
Let (ζn)∞n=0 be a sequence of iid standard complex Gaussian random variables (that is, each ζn
has density 1
pi
e−|z|
2 with respect to the Lebesgue measure on the plane), and define the Gaussian
entire function by
(1) f(z) =
∞∑
n=0
ζn
zn√
n!
.
A remarkable feature of this random entire function is the invariance of the distribution of its
zero set with respect to isometries of the plane. The invariance of the distribution of f under
rotations is obvious, by the invariance of the distribution of each ζn. The translation invariance
arises from the fact that, for any w ∈ C, the Gaussian processes f(z + w) and ezw+ 12 |w|2f(z)
have the same distribution; this follows, for instance, by inspecting the covariances
E
[
ez1w+
1
2
|w|2f(z1)e
z2w+
1
2
|w|2f(z2)
]
= ez1z2+z1w+z2w+|w|
2
= e(z1+w)(z2+w) = E
[
f(z1 + w)f(z2 + w)
]
.
Further, by Calabi’s rigidity, f is (essentially) the only Gaussian entire function whose zeroes
satisfy such an invariance (see [HKPV09, Chapter 2] for details and further references).
Given a large parameter R > 0, the function log f(Rz) gives rise to multi-valued fields with
a high intensity of logarithmic branch points, which is somewhat reminiscent of chiral bosonic
fields as described by Kang and Makarov [KM13, Lecture 12]. One way to understand asymp-
totic fluctuations of these fields as R → ∞ is to study asymptotic fluctuations of the increment
of the argument of f(Rz) along a given curve, which will be our concern in this paper. Note that,
by the argument principle, if the curve bounds a domain G then this observable coincides with
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2 JEREMIAH BUCKLEY AND MIKHAIL SODIN
the number of zeroes of f in RG (the dilation of the set G), up to a factor 2pi (and a sign change
if the curve is negatively oriented with respect to the domain it bounds).
We begin with the following definition.
Definition 1. In what follows a curve Γ is always a C1-smooth regular oriented simple curve in
the plane, of finite length1. An R-chain is a finite formal sum Γ =
∑
i aiΓi, where Γi are curves
and the coefficients ai are real numbers.
Note that if the coefficients ai are integer valued, then we can assign an obvious geometric
meaning to the formal sum Γ =
∑
i aiΓi.
Definition 2. Given a curve Γ and R > 0 we define ∆R(Γ) to be the random variable given
by the increment of the argument of f(Rz) along Γ. Given an R-chain Γ =
∑
i aiΓi we define
∆R(Γ) =
∑
i ai∆R(Γi).
In order for this definition to make sense, we need to see that almost surely f does not vanish
on a fixed curve. Note that the mean number of zeroes in a (measurable) subset of the plane is
proportional to the Lebesgue measure of the set. Since the number of zeroes on a fixed curve
is a non-negative random variable, whose mean is zero, the required conclusion follows. A
quantitative version of this is given by [NSV08, Lemma 8].
It is worth pointing out that the observable ∆R(Γ) is invariant with respect to rotations but not
with respect to translations. Indeed, since the Gaussian functions f(z+w) and ezw+
1
2
|w|2f(z) are
equidistributed, the observable ∆R(Γ+w) has the same distribution as ∆R(Γ)+R2 Im(w
∫
Γ
dz).
Note that the term R2 Im(w
∫
Γ
dz) is not random, and that it vanishes whenever Γ is a closed
chain. This implies that ∆R(Γ + w) and ∆R(Γ) have the same fluctuations, and furthermore
hints that the mean of the random variable ∆R(Γ) should be
(2) E[∆R(Γ)] = R2 Im
(∫
Γ
z¯ dz
)
.
This formula is not difficult to justify, see the beginning of Section 2.
We are interested in studying the asymptotic fluctuations of the observable ∆R(Γ), asR→∞.
In order to understand the limiting covariance of ∆R(Γ1) and ∆R(Γ2) we introduce an inner
product on R-chains2.
Definition 3. Suppose that Γ1 and Γ2 are curves, whose unit normal vectors are denoted nˆ1 and
nˆ2 respectively. We define the signed length of their intersection to be
L(Γ1,Γ2) =
∫
C
1Γ11Γ2〈nˆ1, nˆ2〉 dH1
1By finite length we mean finite and positive, we do not consider a single point to be a regular curve.
2Strictly speaking, we introduce an inner product on equivalence classes of R-chains, where we identify two
chains if their difference is the zero chain. We shall ignore this issue throughout.
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FIGURE 1. Illustration of the signed length of curves Γ1 and Γ2, the value of
α(γ′1(t1), γ
′
2(t
∗
1)) is indicated at the points of intersection
where 1Γ1 and 1Γ2 are the indicator functions of the supports
3 of the curves Γ1 and Γ2 respec-
tively, 〈·, ·〉 is the inner product on C given by the standard inner product on R2 (we shall fre-
quently identify C with R2 without further comment) and H1 is the one-dimensional Hausdorff
measure. More generally, given R-chains Γ1 =
∑
i aiΓi,1 and Γ2 =
∑
j bjΓj,2 we define
L(Γ1,Γ2) =
∑
i,j
aibjL(Γi,1,Γj,2).
This definition needs several comments.
(i) If γk : Ik → R2, k = 1, 2, are unit speed parameterisations of the curves Γ1 and Γ2
then, if γ1(t1) ∈ image(γ2), we define t∗1 = τ(t1) ∈ I2 to be the unique value such that
γ1(t1) = γ2(t
∗
1). We then have
(3) L(Γ1,Γ2) =
∫
I1
∫
I2
1D(γ1(t1), γ2(t2))〈γ′1(t1), γ′2(t2)〉 dδt∗1(t2)dt1
where D = {(x, y) ∈ R2 × R2 : x = y} and δs(t2) is the point mass at t2 = s.
(ii) Since we deal with C1-smooth regular curves, for most of the intersection points of Γ1 and
Γ2 the angle between the curves is either 0 or pi; there are at most countably many points
where this does not hold. This means that in (3) we can replace the term 〈γ′1(t1), γ′2(t2)〉
by α(γ′1(t1), γ
′
2(t2)) where
α(x, y) =

+1 if 〈x, y〉 = |x||y|,
−1 if 〈x, y〉 = −|x||y|,
0 otherwise,
where | · | is the standard Euclidean norm on R2. In other words, L(Γ1,Γ2) indeed
measures the signed length of the intersection of the curves Γ1 and Γ2, see Figure 1.
3By the support of a curve Γ we mean the set {γ(t) : t ∈ I} ⊂ C for a parameterisation γ : I → C of Γ.
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(iii) The signed length is a bilinear form on R-chains, that is obviously symmetric. If Γ =∑
i aiΓi then the associated quadratic form is
L(Γ,Γ) =
∫
R2
∣∣∣∑
i
ai1Γinˆi
∣∣∣2 dH1.
We see that this quadratic form is non-negative and it vanishes if and only if Γ is the zero
chain, that is,
∑
i ai1Γinˆi is the zero function in L
2(H1). Thus the signed length defines
an inner product on R-chains.4
We are ready to state our main result.
Theorem 1. Let f be the Gaussian entire function (1), and let Γ =
∑
i aiΓi be a non-zero
R-chain. Then, as R→∞,
(4) Var ∆R(Γ) =
(√
pi
2
ζ
(
3
2
)
+ o(1)
)
L(Γ,Γ)R,
where ζ is the Riemann zeta function, and the random variable
∆R(Γ)− E[∆R(Γ)]√
Var ∆R(Γ)
converges in distribution to the standard (real) Gaussian distribution.
Less formally our result says that the observables ∆R(Γ) have a scaling limit which is a Gauss-
ian field built on the linear space of R-chains equipped with the inner product defined by the
signed length.
It is worth singling out a special case of Theorem 1, when each Γi is the positively oriented
boundary of a bounded domain Gi. In this case
∆R(Γ) = 2pi
∑
i
ainR(Gi)
where nR(Gi) is the number of zeroes of the entire function f in the domain RGi, the homothety
of Gi with scaling factor R. Here the Gaussian scaling limit is built on finite linear combinations∑
i ai1Gi and the limiting covariance of nR(Gi) and nR(Gj) is proportional to the signed length
of ∂Gi ∩ ∂Gj . Note that the same scaling limit appears in a physics paper of Lebowitz [Leb83]
which deals with fluctuations of classical Coulomb systems.
The Gaussian scaling limit described in this special case corresponds to high-frequency fluc-
tuations of linear statistics of the zero set of the Gaussian entire function f . For low frequencies
the limiting Gaussian field is built on the Sobolev space W 22 , which consists of L
2-functions
whose weak Laplacian also belongs to L2. This scaling limit was described in [STs04], see also
[NS11]. The co-existence of different scaling limits of linear statistics, with different scaling
exponents, is a curious feature of the zeroes of the Gaussian entire function. We expect that a
4It might be of some interest to describe the completion of this pre-Hilbert space, though for the purposes of this
paper we shall have no need for such a description.
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similar phenomenon should arise in other natural homogeneous point processes with suppressed
fluctuations (so-called superhomogeneous point processes).
Our work also has a one-dimensional analogue. The natural analogue of a curve in one di-
mension is the boundary of a finite interval and we attach a unit “normal” vector to each of the
two end-points in the following manner: We say the interval is positively oriented if the normals
are inward-pointing, that is, the normal on the left end-point points right, and the normal on the
right end-point points left. Otherwise the interval is negatively oriented and the normals point in
the opposite directions. Given two such boundaries ∂I and ∂J , denoting the respective normals
nˆI and nˆJ , we define an inner product by
〈〈∂I, ∂J〉〉 = 1
2
∫
R
1∂I1∂J〈nˆI , nˆJ〉 dH0
whereH0 is the (Hausdorff) counting measure, in analogy with the signed length (and we include
the factor 1
2
to agree exactly with the results cited below). Given an ordered pair of distinct real
numbers (s, t), we identify the pair with the boundary of an interval which is positively oriented
if s < t and negatively oriented if s > t. The corresponding inner product is then
〈〈(s, t), (s′, t′)〉〉 =

1 if s = s′ and t = t′
−1 if s = t′ and t = s′
1
2
if s = s′ or t = t′ but not both
−1
2
if s = t′ or t = s′ but not both
0 otherwise.
This inner product appears as a limiting covariance in Gaussian limit theorems for eigenvalues
of random unitary matrices [DE01, Theorem 6.1; HKO01, Theorem 2.2; Wie02, Theorem 1] and
the logarithm of the Riemann zeta function on the critical line [HNY08, Theorem 1 and Section
2].
We end this introduction with a brief discussion of the proof of Theorem 1. We follow the
scheme developed in [STs04]. The proof of the asymptotic (4), after some preliminaries, boils
down to Laplace-type asymptotic evaluation of certain integrals. The proof of asymptotic nor-
mality uses the method of moments, and these moments are estimated using a combinatorial
argument based on the diagram method. As often happens the devil is in the details: numerous
difficulties5 arise from the fact that we cannot say much about the intersection of two “nice”
curves other than that it is a one-dimensional compact subset of the plane. For example, if
γ1(t) = t for 0 ≤ t ≤ 1 and γ2(t) is an arbitrary C∞ C-valued function on [0, 1], then the
intersection of the corresponding curves can be an arbitrary closed subset of [0, 1]. We also men-
tion that it seems likely that one may apply the Fourth Moment Theorem of Peccati and Tudor
[PT05, Proposition 1] to see asymptotic normality, similar to [MPRW16]. We have not pursued
5Note that somewhat similar difficulties were encountered by Montgomery in his study of discrepancies of uni-
formly distributed points [Mon94, Chapter 6, Theorem 3].
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this since, in our case, computing higher moments only introduces difficulties at the level of no-
tation, and we do not think this a sufficient reason to employ such powerful machinery which
relies on deep results from [NP05].
Finally, a word on notation. We write f . g to mean that f ≤ Cg for some constant C, which
may depend on certain fixed parameters. If f . g and g . f then we write f ' g. We write
f = O(g) if |f | . g. We write f = o(g) if f
g
→ 0 as R → ∞. We write f ∼ g if f
g
→ 1 as
R→∞.
Acknowledgements. The authors thank Fedor Nazarov for a helpful discussion of the subtleties
of the Laplace method, and Alexander Borichev and Nikolai Makarov for several useful conver-
sations.
1. PRELIMINARY LEMMAS
1.1. Some elementary Gaussian estimates. Suppose that ζ is a standard complex Gaussian
random variable. Then a routine computation shows that for p > −2
(5) E[|ζ|p] = Γ(1 + p
2
),
where Γ is the Euler gamma function. An immediate consequence of (5) is the following.
Lemma 2. Let ζ be a complex Gaussian random variable and let Q be a polynomial. Then, for
1 ≤ p < +∞,
E
[∣∣Q (|ζ|2)∣∣p] < +∞.
The next lemma is also a simple consequence of (5).
Lemma 3. Let ζ1 and ζ2 be complex Gaussian random variables with E[|ζ2|2] > 0, and let
1 ≤ p < 2. Then
E
[∣∣∣∣ζ1ζ2
∣∣∣∣p] < +∞.
Proof. If 1 < q < 2
p
and q′ is the Ho¨lder conjugate of q (i.e., 1
q
+ 1
q′ = 1), we have
E
[∣∣∣∣ζ1ζ2
∣∣∣∣p] ≤ E[|ζ1|pq′ ] 1q′E[|ζ2|−pq]1q < +∞. 
The next lemma is given as an exercise in Kahane’s celebrated book, for the reader’s conve-
nience we provide a proof.
Lemma 4 ([Kah85, Chapter 12, Section 8, Exercise 3]). Let ζ1 and ζ2 be jointly (complex)
Gaussian random variables, with E[|ζ2|2] 6= 0. Then
E
[
ζ1
ζ2
]
=
E[ζ1ζ2]
E[|ζ2|2] .
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Proof. Let Z1, Z2 be two i.i.d. NC(0, 1) random variables. Since ζ1, ζ2 are jointly Gaussian,
there are α, β, γ ∈ C such that the pair (ζ1, ζ2) has the same distribution as (αZ1 + βZ2, γZ1).
In particular,
ζ1
ζ2
d
=
α
γ
+
β
γ
Z2
Z1
.
Taking expectation, and recalling that E
[
Z2
Z1
]
= E[Z2] E
[
1
Z1
]
= 0, we get
E
[
ζ1
ζ2
]
=
α
γ
.
All that remains is to note that E[ζ1ζ2] = αγ and that E[|ζ2|2] = |γ|2. 
Lemma 5 ([Fel15, Lemma B.2]). Let ζ1 and ζ2 be NC(0, 1) random variables with E[ζ1ζ¯2] = θ
and suppose that |θ| ≥ c > 0 and 1 ≤ p < 2. Then
E[|ζ1ζ2|−p] ≤ C(p, c)(1− |θ|2)1−p.
Remark. If |θ| = 1 then the expectation is divergent, even for p = 1.
1.2. Gradients. For convenience we write fR(z) = f(Rz), KR(z, w) = K(Rz,Rw) = eR
2zw
and define
f̂R(z) =
fR(z)√
KR(z, z)
and note that f̂R(z) is a NC(0, 1) random variable that satisfies
K̂R(z, w) = E[f̂R(z)f̂R(w)] =
KR(z, w)√
KR(z, z)KR(w,w)
.
Furthermore |K̂R(z, w)| = e−R2|z−w|2/2. To simplify our notation, we define
gR(z) =
∣∣f̂R(z)∣∣2 = |fR(z)|2 e−R2|z|2 .
The next lemma will be important later.
Lemma 6. Given a compact K and 1 ≤ p < +∞, we have
E
[∣∣∇gR(z)∣∣p] ≤ C(p,K,R)
for all z ∈ K.
Proof. It is easy to see that∣∣∇gR(z)∣∣ . |f ′R(z)fR(z)|e−R2|z|2 +R2|z||f̂R(z)|2.
Trivially E
[
|f̂R(z)|2p
]
is finite and independent of z, and Cauchy-Schwartz implies that
E
[∣∣f ′R(z)fR(z)e−R2|z|2∣∣p] ≤ E[∣∣f ′R(z)e−R2|z|2/2∣∣2p]1/2E[∣∣f̂R(z)∣∣2p]1/2 ≤ C(p,K,R),
since f ′R(z) is a complex Gaussian with variance (R
2 +R4|z|2)eR2|z|2 . 
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Lemma 7. Given a compact K, a polynomial Q and 1 ≤ p < +∞, we have
E [|∇(Q ◦ gR)(z)|p] ≤ C(p,K,Q,R)
for all z ∈ K.
Proof. Since ∇(Q ◦ gR)(z) = Q′(gR(z)) · ∇gR(z) this lemma follows from Cauchy-Schwarz,
Lemma 6 and Lemma 2. 
1.3. Interchange of operations. In the proof of Theorem 1 we will repeatedly need to apply
Fubini’s Theorem and exchange derivatives with expectation. In this subsection we prove some
lemmas that will allow us to do precisely this. Throughout this section Γ1, . . .ΓN will be curves
and nˆj will denote the normal vector to the curve Γj at the point zj ∈ Γj . We begin with a lemma
that covers all of the cases we need.
Lemma 8. Let ψj : R+ → R be differentiable functions for 1 ≤ j ≤ N and let Ψj = ψj ◦ gR.
Suppose that
(6)
∫
∏N
j=1 Γj
E
[∣∣∣ N∏
j=1
∇Ψj(zj)
∣∣∣] N∏
j=1
|dzj| < +∞
and that, for almost every tuple (z1, . . . , zN) with respect to the measure
∏N
j=1 |dzj|, there exists
ε0 > 0 and 1 < p < 2 such that
(7) sup
wj∈D(zj ,ε0)
E
[∣∣∣ N∏
j=1
∇Ψj(wj)
∣∣∣p] < +∞.
Then
E
[ ∫
∏N
j=1 Γj
∂N
∂nˆ1 · · · ∂nˆN
N∏
j=1
Ψj(zj)
N∏
j=1
|dzj|
]
=
∫
∏N
j=1 Γj
∂N
∂nˆ1 · · · ∂nˆN E
[
N∏
j=1
Ψj(zj)
]
N∏
j=1
|dzj|.(8)
Remark. Trivially (6) implies that the left-hand side of (8) is well defined. However, as will be
clear from the proof, we can only infer that the integrand on the right-hand side, that is the term
∂N
∂nˆ1···∂nˆNE
[∏N
j=1 Ψj(zj)
]
, is well-defined at the points where (7) holds.
Proof. Note that (6) immediately implies, by Fubini, that
E
[ ∫
∏N
j=1 Γj
∂N
∂nˆ1 · · · ∂nˆN
N∏
j=1
Ψj(zj)
N∏
j=1
|dzj|
]
=
∫
∏N
j=1 Γj
E
[
∂N
∂nˆ1 · · · ∂nˆN
N∏
j=1
Ψj(zj)
]
N∏
j=1
|dzj|.
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It therefore suffices to show that, for almost every tuple (z1, . . . , zN) with respect to the measure∏N
j=1 |dzj|,
(9) E
[
∂N
∂nˆ1 · · · ∂nˆN
N∏
j=1
Ψj(zj)
]
=
∂N
∂nˆ1 · · · ∂nˆN E
[
N∏
j=1
Ψj(zj)
]
.
Fix a tuple (z1, . . . , zN) satisfying (7) for ε0 and p, and define, for εj < ε0,
hj(εj) =
Ψj(zj + εjnˆj)−Ψj(zj)
εj
.
We will show that
(10) lim
ε1,...,εN→0
E
[ N∏
j=1
hj(εj)
]
= E
[
lim
ε1,...,εN→0
N∏
j=1
hj(εj)
]
which will imply (9), and therefore prove the lemma.
We begin by establishing the existence of the inner limit on the right-hand side of (10). Notice
first that, almost surely, fR does not vanish on the line intervals joining zj to zj+ε0nˆj . Therefore,
there exist some (random) neighbourhoods of these intervals where the gradient ∇Ψj is a well-
defined function. We conclude that the limits
lim
εj→0
hj(εj) =
〈
∇Ψj(zj), nˆj
〉
=
∂
∂nˆj
Ψj(zj)
exist almost surely. Finally we show that
(11) sup
0<εj<ε0
E
[∣∣∣ N∏
j=1
hj(εj)
∣∣∣p] ≤ C(p).
By a standard argument, this implies that
∏N
j=1 hj(εj) for 0 < εj < ε0 is a uniformly integrable
class of functions, and since we have already showed almost sure convergence (and therefore
convergence in measure), we may infer (10).
Once more we note that, almost surely, fR does not vanish on the line interval joining zj to
zj + ε0nˆj . This implies that
|hj(εj)| ≤ 1
εj
∫ εj
0
|∇Ψj(zj + tjnˆi)| dtj,
whence,
|hj(εj)|p ≤ 1
εj
∫ εj
0
|∇Ψj(zj + tjnˆi)|p dtj.
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We get
E
[∣∣∣ N∏
j=1
hj(εj)
∣∣∣p] ≤ E[ 1
ε1 . . . εN
∫ ε1
0
. . .
∫ εN
0
∣∣∣ N∏
j=1
∇Ψj(zj + tjnˆi)
∣∣∣p N∏
j=1
dtj
]
=
1
ε1 . . . εN
∫ ε1
0
. . .
∫ εN
0
E
[∣∣∣ N∏
j=1
∇Ψj(zj + tjnˆi)
∣∣∣p] N∏
j=1
dtj,
by Fubini. By (7) we see that this is bounded uniformly in ε1, . . . , εN , which is precisely (11).

We now show that the hypothesis of this previous lemma hold in each of the specific cases we
will need.
Lemma 9. Suppose that ψj are polynomials for 1 ≤ j ≤ N . Then (6) and (7) hold.
Remark. In this case, (7) holds for every tuple (z1, . . . , zN).
Proof. First note that, repeatedly applying Cauchy-Schwarz, both (6) and (7) follow if we see
that
E [|∇Ψj(zj)|p]
is uniformly bounded for zj in a compact and any p ≥ 1. But this is precisely the conclusion of
Lemma 7. 
Lemma 10. Suppose that ψ1 = log and ψ2 is a polynomial. Then (6) and (7) hold (with N = 2).
Remark. In this case, (7) holds for every pair (z1, z2).
Proof. Suppose that 1 ≤ p < 2, choose 1 < q < 2
p
and let q′ be the Ho¨lder conjugate of q (i.e.,
1
q
+ 1
q′ = 1). Note that
E
[∣∣∇Ψ1(z1)∇Ψ2(z2)∣∣p] ≤ E[∣∣∇Ψ1(z1)∣∣pq]1/qE[∣∣∇Ψ2(z2)∣∣pq′]1/q′ .
Once more, applying Lemma 7, the term involving Ψ2 is uniformly bounded. It therefore suffices
to see that
E
[∣∣∇Ψ1(z1)∣∣pq]
is uniformly bounded for z1 in a compact and 1 < pq < 2. Since
Ψ1(z1) = log |f̂R(z1)|2 = log |fR(z1)|2 +R2|z1|2
we have ∣∣∇Ψ1(z1)∣∣ . ∣∣∣∣f ′R(z1)fR(z1)
∣∣∣∣+R2|z1|,
and Lemma 3 completes the proof. 
Lemma 11. Suppose that ψ1 = ψ2 = log. Then (with N = 2) (6) holds and for every pair
(z1, z2) with z1 6= z2, (7) holds.
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Proof. First fix 1 ≤ p < 2, let 1 < q < 2
p
and let q′ be the Ho¨lder conjugate of q. Then, for
w1 6= w2,
E
[∣∣∣∣f ′R(w1)fR(w1) f
′
R(w2)
fR(w2)
∣∣∣∣p] ≤ (E[∣∣fR(w1)fR(w2)∣∣−pq])1q (E[∣∣f ′R(w1)f ′R(w2)∣∣pq′]) 1q′
≤
(
E
[∣∣fR(w1)fR(w2)∣∣−pq])1q (E[∣∣f ′R(w1)∣∣2pq′]E[∣∣f ′R(w2)∣∣2pq′]) 12q′
≤ C
(
E
[∣∣fR(w1)fR(w2)∣∣−pq])1q
since f ′R(w) is a complex Gaussian with variance (R
2 +R4|w|2)eR2|w|2 . (The constant C depends
on p,R and, if w1 and w2 are restricted to lie in a compact K, on K.) Applying Lemma 5 we
have
(12) E
[∣∣∣∣f ′R(w1)fR(w1) f
′
R(w2)
fR(w2)
∣∣∣∣p] . (1− |K̂R(w1, w2)|2) 1pq−1.
Once more we note that |∇Ψj(z)| .
∣∣∣f ′R(z)fR(z) ∣∣∣ + R2|z| for j = 1, 2. Therefore to show (6) it
suffices to see that ∫
Γ1
∫
Γ2
E
[∣∣∣∣f ′R(z1)fR(z1) f
′
R(z2)
fR(z2)
∣∣∣∣] |dz1||dz2| ≤ C.
Now for z1 ∈ Γ1 and z2 ∈ Γ2 we have 1 − |K̂R(z1, z2)|2 = 1 − e−R2|z1−z2|2 & R2|z1 − z2|2,
where the implicit constant depends only on Γ1 and Γ2. We conclude that, taking p = 1 in (12),∫
Γ2
∫
Γ1
E
[∣∣∣∣f ′R(z1)fR(z1) f
′
R(z2)
fR(z2)
∣∣∣∣] |dz1||dz2| . ∫
Γ2
(∫
Γ1\{z2}
|z1 − z2|2
(
1
q
−1
)
|dz1|
)
|dz2| < +∞,
since 2(1
q
− 1) > −1. This proves (6).
Now fix z1 ∈ Γ1 and z2 ∈ Γ2 with z1 6= z2 and 1 < p < 2. Since |K̂R(z1, z2)| =
e−R
2|z1−z2|2/2 < 1 we can find ε0 > 0 such that
sup
w1∈D(z1,ε0)
w2∈D(z2,ε0)
|K̂R(w1, w2)| < 1.
Then, by (12),
sup
w1∈D(z1,ε0)
w2∈D(z2,ε0)
E
[∣∣∣∣f ′R(w1)fR(w1) f
′
R(w2)
fR(w2)
∣∣∣∣p] . sup
w1∈D(z1,ε0)
w2∈D(z2,ε0)
(1− |K̂R(w1, w2)|2)
1
pq
−1
< +∞.
This implies that (7) holds, and completes the proof of the lemma. 
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2. THE MEAN AND VARIANCE
In this section we prove the first part of our theorem, the asymptotic (4). We begin by com-
puting the mean of ∆R(Γ), that is, proving (2); note that by linearity that it’s enough to show
that
E[∆R(Γ)] = R2 Im
(∫
Γ
z¯ dz
)
for a C1 regular oriented simple curve Γ. For such a curve we have (note that almost surely fR
does not vanish on Γ)
∆R(Γ) = Im
(∫
Γ
f ′R(z)
fR(z)
dz
)
which implies that
E[∆R(Γ)] = Im
(∫
Γ
E
[
f ′R(z)
fR(z)
]
dz
)
;
we may apply Fubini by Lemma 3. Applying Lemma 4 we see that
E[∆R(Γ)] = Im
(∫
Γ
R2z¯eR
2|z|2
eR2|z|2
dz
)
= R2 Im
(∫
Γ
z¯ dz
)
,
which is precisely (2).
2.1. The variance. Given a chain Γ =
∑
i aiΓi, to prove (4) it is enough to show that
(13) Cov(∆R(Γi),∆R(Γj)) =
√
pi
2
ζ
(
3
2
)
RL(Γi,Γj)(1 + o(1))
and the rest of this section will be devoted to establishing this asymptotic. First note that we have
(14) ∆R(Γi) =
∫
Γi
∂
∂nˆi
log |fR(z)| |dz|
and that (2) may be re-written as
(15) E[∆R(Γi)] =
1
2
∫
Γi
∂
∂nˆi
logKR(z, z) |dz|.
Recalling that
f̂R(z) =
fR(z)√
KR(z, z)
,
we see that
Cov(∆R(Γi),∆R(Γj)) = E
[∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
log |f̂R(zj)| log |f̂R(zi)| |dzj||dzi|
]
.
Note that here, and henceforth unless specified otherwise, nˆi (respectively nˆj) refers to the unit
normal vector to the curve Γi (respectively Γj) at the point zi ∈ Γi (respectively zj ∈ Γj).
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Now Lemma 11 allows us to apply Lemma 8 to see that
(16) Cov(∆R(Γi),∆R(Γj)) =
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
E
[
log |f̂R(zj)| log |f̂R(zi)|
]
|dzj||dzi|.
We add the caveat here (c.f. the remark to Lemma 8) that the integrand on the right-hand side is
defined only for zj 6= zi. We compute the inner expectation through the following lemma.
Lemma 12 ([SZ08, Lemma 3.3; NS11, Lemma 2.2; HKPV09, Lemma 3.5.2]). If ζ1 and ζ2 are
NC(0, 1) random variables with E[ζ1ζ¯2] = θ then
E[log |ζ1|] = −γ
2
and
Cov[log |ζ1|, log |ζ2|] = 1
4
Li2(|θ|2)
where the dilogarithm is defined by
Li2(z) =
∞∑
α=1
zα
α2
.
Applying the lemma and recalling that
|K̂R(zj, zi)| = |KR(zj, zi)|√
KR(zj, zj)KR(zi, zi)
= e−R
2|zj−zi|2/2
we have
Cov(∆R(Γi),∆R(Γj)) =
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
(
Cov
(
log |f̂R(zj)| log |f̂R(zi)|
)
+
γ2
4
)
|dzj||dzi|
=
1
4
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
Li2(|K̂R(zj, zi)|2) |dzj||dzi|
=
1
4
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
∞∑
α=1
e−R
2α|zj−zi|2
α2
|dzj||dzi|.
(Note that since Li2 is not differentiable at 1, the integrand is still only defined for zj 6= zi.)
Lemma 13.
1
R
∫
Γi
∫
Γj
∣∣∣∣ ∂2∂nˆi∂nˆj e−R2|zj−zi|2
∣∣∣∣ |dzj||dzi| = O(1)
where the implicit constant depends only on Γi and Γj .
Lemma 14.
1
R
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
e−R
2|zj−zi|2 |dzj||dzi| → 2
√
piL(Γi,Γj)
as R→∞.
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We postpone the proofs of these lemmas, and proceed. Since the power series defining Li2 is
absolutely convergent on the unit disc we may differentiate termwise to obtain
∂2
∂nˆi∂nˆj
∞∑
α=1
e−R
2α|zj−zi|2
α2
=
∞∑
α=1
1
α2
∂2
∂nˆi∂nˆj
e−R
2α|zj−zi|2
for all zj 6= zi. This implies that, using Lemma 13 and dominated convergence,
lim
R→∞
1
R
Cov(∆R(Γi),∆R(Γj)) =
1
4
∞∑
α=1
(
1
α2
lim
R→∞
1
R
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
e−R
2α|zj−zi|2 |dzj||dzi|
)
Lemma14
=
1
4
∞∑
α=1
(
1
α2
√
α · 2√piL(Γi,Γj)
)
=
√
pi
2
( ∞∑
α=1
1
α3/2
)
L(Γi,Γj)
which is (13). It remains to prove Lemmas 13 and 14.
2.1.1. Proof of Lemmas 13 and 14. First note that
∂2
∂nˆi∂nˆj
e−R
2|zj−zi|2 = e−R
2|zj−zi|2(2R2〈nˆi, nˆj〉 − 4R4〈nˆi, zj − zi〉〈nˆj, zj − zi〉).
We will show that
(17) R
∫
Γi
∫
Γj
e−R
2|zj−zi|2 |dzj||dzi| = O(1),
(18) R
∫
Γi
∫
Γj
〈nˆi, nˆj〉e−R2|zj−zi|2 |dzj||dzi| →
√
piL(Γi,Γj),
(19) R3
∫
Γi
∫
Γj
|zj − zi|2e−R2|zj−zi|2 |dzj||dzi| = O(1)
and that
(20) R3
∫
Γi
∫
Γj
〈nˆi, zj − zi〉〈nˆj, zj − zi〉e−R2|zj−zi|2 |dzj||dzi| → 0.
This will yield both lemmas, and therefore (4).
With this in mind, we define, for zi ∈ Γi,
IR(zi) = R
∫
Γj
〈nˆi, nˆj〉e−R2|zj−zi|2 |dzj|,
I ′R(zi) = R
∫
Γj
e−R
2|zj−zi|2 |dzj|,
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FIGURE 2. Illustration of Γ′i and Γ
′′
i
JR(zi) = R
3
∫
Γj
〈nˆi, zj − zi〉〈nˆj, zj − zi〉e−R2|zj−zi|2 |dzj|
and
J ′R(zi) = R
3
∫
Γj
|zj − zi|2e−R2|zj−zi|2 |dzj|.
Fix β > 3, define
εR =
√
β logR
R
and split
Γi = Γ
′
i ∪ Γ′′i ∪ (Γi ∩ Γj)
where
Γ′i = {zi ∈ Γi : d(zi,Γj) ≥ εR}
and
Γ′′i = {zi ∈ Γi : 0 < d(zi,Γj) < εR}
(see Figure 2); these sets (and all of the sets we define subsequently) may be empty.
Estimating J ′R.
We begin by estimating J ′R. We estimate separately the integral of J
′
R over each of the sets Γ
′
i,Γ
′′
i
and Γi ∩ Γj . Trivially ∫
Γ′i
J ′R(zi)|dzi| ≤ CR3−β
where the constant C depends only on Γi and Γj . Next, for zi ∈ Γ′′i , denote by z∗i the closest
point on Γj to zi (if there is more than one such point, we choose one arbitrarily). Fix zi ∈ Γ′′i
and define the points in Γj that are “far” from z∗i by
Γ
(F )
j (zi) =
{
zj ∈ Γj : |zj − z∗i | >
2
R
}
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FIGURE 3. Illustration of Γ(F )j (zi) and Γ
(N)
j (zi)
and the “nearby” points by
Γ
(N)
j (zi) =
{
zj ∈ Γj : |zj − z∗i | ≤
2
R
}
;
see Figure 3. We split
J ′R(zi) = R
(∫
Γ
(F )
j
+
∫
Γ
(N)
j
)
R2|zj − zi|2e−R2|zj−zi|2 |dzj|
and estimate each integral separately. Note that
R
∫
Γ
(N)
j
R2|zj − zi|2e−R2|zj−zi|2 |dzj| . R length(Γ(N)j ) = O(1).
Note also that |zj − zi| ≥ |zj − z∗i | − |z∗i − zi| ≥ |zj − z∗i | − |zj − zi|, for any zj ∈ Γj , by the
definition of z∗i . This implies that R|zj − zi| ≥ R2 |zj − z∗i | > 1 for zi ∈ Γ′′i and zj ∈ Γ(F )j and so,
since the function t 7→ t2e−t2 is decreasing for t > 1, we have
R
∫
Γ
(F )
j
R2|zj − zi|2e−R2|zj−zi|2 |dzj| ≤ R
4
∫
Γ
(F )
j
R2|zj − z∗i |2e−
R2
4
|zj−z∗i |2 |dzj|.
We now use some “Laplace type estimates” to bound the integral on the right-hand side of
this previous inequality. Let γj : [0, 1] → C be a parameterisation of the curve Γj satisfying
0 < m ≤ |γ˙(t)| ≤ M for all t ∈ [0, 1]. Since Γj is simple, we see that there exists m′ > 0 such
thatm′|t−s| ≤ |γj(t)−γj(s)| ≤M |t−s|. Denote by t∗ the (unique) value such that γj(t∗) = z∗i
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FIGURE 4. Illustration of Γ(C)j (zi)
and note that6
Γ
(F )
j (zi) ⊆
{
zj = γj(t) : |t− t∗| > 2
MR
}
.
We thus have
R
∫
Γ
(F )
j
R2|zj − z∗i |2e−
R2
4
|zj−z∗i |2 |dzj|
≤ R
∫
|t−t∗|> 2
MR
R2|γj(t)− γj(t∗)|2e−
R2
4
|γj(t)−γj(t∗)|2 |γ˙j(t)| dt
≤ R
∫
|t−t∗|> 2
MR
R2M2(t− t∗)2e−R
2
4
(m′)2(t−t∗)2M dt,
and making the change of variables s = R
2
m′(t− t∗) we have
R
∫
Γ
(F )
j
R2|zj − z∗i |2e−4R
2|zj−z∗i |2 |dzj| ≤ 8M
3
(m′)3
∫
|s|>m
′
M
s2e−s
2
ds = O(1).
This implies that ∫
Γ′′i
J ′R(zi) |dzi| . length(Γ′′i )→ 0
as R→∞, since the set Γ′′i decreases to the empty set as εR → 0. We thus have
(21)
∫
Γ′i∪Γ′′i
J ′R(zi) |dzi| → 0.
We now bound
∫
Γi∩Γj J
′
R(zi) |dzi|. Fixing zi, it is clear that we may ignore the points zj ∈ Γj
where |zj − zi| ≥ εR, since their contribution is uniformly negligible. Denote the points “close”
to zi by Γ
(C)
j (zi) = {zj ∈ Γj : |zj − zi| ≤ εR}, see Figure 4.
6Strictly speaking we should write
{
zj = γj(t) : 0 ≤ t ≤ 1 and |t− t∗| > 2MR
}
; we shall frequently ignore this
issue, as it will not affect our upper bounds.
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Let γj be the same parameterisation of Γj as before and let τ(zi) be the (unique) value such
that γj(τ(zi)) = zi. Arguing similarly we get
R
∫
Γ
(C)
j
R2|zj − zi|2e−R2|zj−zi|2 |dzj|
≤ R
∫
|t−τ(zi)|≤ εRm′
R2|γj(t)− γj(τ(zi))|2e−R2|γj(t)−γj(τ(zi))|2 |γ˙j(t)| dt(22)
≤
(
M
m′
)3 ∫
|s|≤RεR
s2e−s
2
ds = O(1),
which shows that J ′R(zi) is bounded for zi ∈ Γi ∩ Γj and so, when combined with (21) proves
(19).
Estimating JR.
We next show (20). Since trivially |JR(zi)| ≤ J ′R(zi) we see that (21) implies that∣∣∣∣∣
∫
Γ′i∪Γ′′i
JR(zi) |dzi|
∣∣∣∣∣ ≤
∫
Γ′i∪Γ′′i
J ′R(zi) |dzi| → 0 as εR → 0.
Furthermore, for a fixed zi ∈ Γi ∩ Γj , as we noted previously
R
∫
Γj\Γ(C)j
R2|zj − zi|2e−R2|zj−zi|2 |dzj|
is uniformly negligible. Finally note that for zi ∈ Γi ∩ Γj and zj ∈ Γ(C)j (zi),
〈nˆj(zj), zj − zi〉 = |zj − zi|
〈
nˆj(zj),
zj − zi
|zj − zi|
〉
= |zj − zi| 〈nˆj(zi), τˆj(zi)〉 (1 + o(1)) = o(|zj − zi|) as εR → 0
where τˆj denotes the unit tangent vector to Γj , and the estimate is uniform in zi. This implies
that for zi ∈ Γi ∩ Γj we have |JR(zi)| = o(J ′R(zi)) = o(1), by (22). This proves (20).
Estimating I ′R.
We next show (17), the argument is similar to the proof of (19). It is again easy to see that∫
Γ′i
I ′R(zi) |dzi| ≤ CR1−β → 0
while, for zi ∈ Γ′′i , using the same notation as before, since |zj − zi| ≥ 12 |zj − z∗i | we get
I ′R(zi) = R
∫
Γj
e−R
2|zj−zi|2 |dzj| ≤ R
∫
Γj
e−
R2
4
|zj−z∗i |2 |dzj|
= R
∫ 1
0
e−
R2
4
|γj(t)−γj(t∗)|2 |γ˙j(t)| dt ≤ 2M
m′
∫ ∞
−∞
e−s
2
ds = O(1).
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We therefore have ∫
Γ′′i
I ′R(zi) |dzi| ≤ C length(Γ′′i )→ 0 as εR → 0.
Finally, for zi ∈ Γi ∩ Γj , using again the same notation, it is easy to see once more that the
contribution to I ′R(zi) of Γj \ Γ(C)j (zi) is negligible and that
R
∫
Γ
(C)
j
e−R
2|zj−zi|2 |dzj| ≤ R
∫
|t−τ(zi)|≤ εRm′
e−R
2|γj(t)−γj(τ(zi))|2 |γ˙j(t)| dt
≤ M
m′
∫
|s|≤RεR
e−s
2
ds = O(1).
We have shown that I ′R(zi) = O(1) for zi ∈ Γi ∩ Γj , which proves (17).
Asymptotic for IR.
It remains to prove (18). Note that∣∣∣∣∣
∫
Γ′i∪Γ′′i
IR(zi) |dzi|
∣∣∣∣∣ ≤
∫
Γ′i∪Γ′′i
I ′R(zi) |dzi| → 0 as εR → 0
and so it remains only to compute ∫
Γi∩Γj
IR(zi) |dzi|.
If the curve Γj is not closed we define z+j and z
−
j to be the endpoints of the curve and Γ
±
j =
{zj ∈ Γj : |zj − z±j | < εR}; if the curve is closed we define these sets to be empty. Note once
more that∣∣∣∣∣
∫
Γi∩Γj∩Γ±j
IR(zi) |dzi|
∣∣∣∣∣ ≤
∫
Γi∩Γj∩Γ±j
I ′R(zi) |dzi| . length(Γ±j )→ 0 as εR → 0.
For zi ∈ (Γi ∩ Γj) \ (Γ+j ∪ Γ−j ) recall that Γ(C)j (zi) = {zj ∈ Γj : |zj − zi| ≤ εR} and note that
for zj ∈ Γ(C)j (zi) we have |nˆj(zj) − nˆj(zi)| = o(1), where the term o(1) is uniform in zi. We
therefore have
IR(zi) = R
∫
Γ
(C)
j (zi)
〈nˆi(zi), nˆj(zj)〉e−R2|zj−zi|2 |dzj|
+R
∫
Γj\Γ(C)j (zi)
〈nˆi(zi), nˆj(zi)〉e−R2|zj−zi|2 |dzj|
= R〈nˆi(zi), nˆj(zi)〉
∫
Γ
(C)
j (zi)
e−R
2|zj−zi|2 |dzj|(1 + o(1)) +O(R1−β),(23)
and we shall compute the asymptotics of this last integral using (more accurate) “Laplace type
estimates”.
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Let γj : [0, 1] → C be the same parameterisation of Γj as before, and let τ(zi) be the value
such that γj(τ(zi)) = zi. Note that{
zj = γj(t) : |t− τ(zi)| ≤ εR
M
}
⊆ Γ(C)j (zi) ⊆
{
zj = γj(t) : |t− τ(zi)| ≤ εR
m′
and 0 < t < 1
}
.
We remark here that, if {t+, t−} = {0, 1}, then {γj(t+), γj(t−)} = {z+j , z−j }. Since
εR ≤ |γj(τ(zi))− γj(t±)| ≤M |τ(zi)− t±|
we have τ(zi) ≥ εR/M and τ(zi) ≤ 1− εR/M and so the range |t− τ(zi)| ≤ εRM is contained in
[0, 1]. The above implies that, given 0 < δ < 1, for large enough R (uniformly in τ(zi)) we have
(1− δ)|γ˙j(τ(zi))||t− τ(zi)| ≤ |γj(t)− γj(τ(zi))| ≤ (1 + δ)|γ˙j(τ(zi))||t− τ(zi)|
and
(1− δ)|γ˙j(τ(zi))| ≤ |γ˙j(t)| ≤ (1 + δ)|γ˙j(τ(zi))|
for t such that γj(t) ∈ Γ(C)j (zi). This implies that, defining
τ+ = min{1, τ(zi) + εRm′} and τ− = max{0, τ(zi)− εRm′},
we have∫
Γ
(C)
j (zi)
e−R
2|zj−zi|2 |dzj| ≤
∫ τ+
τ−
e−R
2|γj(t)−γj(τ(zi))|2|γ˙j(t)| dt
≤ (1 + δ)
∫ τ+
τ−
e−R
2(1−δ)2|γ˙j(τ(zi))|2(t−τ(zi))2 |γ˙j(τ(zi))| dt
and the change of variables s = R(1− δ)|γ˙j(τ(zi))|(t− τ(zi)) yields∫
Γ
(C)
j (zi)
e−R
2|zj−zi|2 |dzj| ≤ (1 + δ)
∫ R(1−δ)|γ˙j(τ(zi))|(τ+−τ(zi))
R(1−δ)|γ˙j(τ(zi))|(τ−−τ(zi))
e−s
2 ds
R(1− δ) .
Notice that
τ+ − τ(zi) = min{1− τ(zi), εRm′} ≥ εRM and τ− − τ(zi) = max{−τ(zi),− εRm′} ≤ − εRM .
Since RεR → ∞ (and |γ˙j(τ(zi))| 6= 0) the right hand side of the previous displayed expression
equals
(1 + δ)
R(1− δ)
∫
R
e−s
2
ds(1 + o(1)) =
(1 + δ)
√
pi
R(1− δ) (1 + o(1)).
Similar computations yield∫
Γ
(C)
j (zi)
e−R
2|zj−zi|2 |dzj| ≥ (1− δ)
√
pi
R(1 + δ)
(1 + o(1))
and since δ is arbitrary we conclude that∫
Γ
(C)
j (zi)
e−R
2|zj−zi|2 |dzj| =
√
pi
R
(1 + o(1)).
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Combining this with (23), and discarding the integration over Γj \ Γ(C)j (zi), we have
IR(zi) =
√
pi〈nˆi(zi), nˆj(zi)〉(1 + o(1)),
where the term o(1) is uniform in zi. We conclude that∫
Γi
IR(zi) |dzi| =
√
pi
∫
(Γi∩Γj)\(Γ+j ∪Γ−j )
〈nˆi(zi), nˆj(zi)〉 |dzi|(1 + o(1))
=
√
pi
(
L(Γi,Γj)−
∫
(Γi∩Γj)∩(Γ+j ∪Γ−j )
〈nˆi(zi), nˆj(zi)〉 |dzi|
)
(1 + o(1))
= (
√
pi + o(1))L(Γi,Γj),
which is (18). This completes the proof of the lemmas, and therefore of (4).
3. ASYMPTOTIC NORMALITY
In this section we show that ∆R(Γ) is asymptotically normal, which will complete the proof
of Theorem 1. We first define a random variable ∆(m)R that approximates ∆R(Γ) in L
2(P) and
then prove a CLT for ∆(m)R . Specifically, defining ∆R = ∆R(Γ)− E[∆R(Γ)], we will show that:
• There exists R0 such that
(24) E
[
(∆R −∆(m)R )2
] ≤ C R√
m
for all R ≥ R0 and m ≥ 1.
• For each fixed m
(25)
∆
(m)
R√
Var ∆
(m)
R
→ NR(0, 1)
in distribution, as R→∞.
When combined with our previous asymptotic for the variance, this allows us to conclude as-
ymptotic normality for ∆R(Γ), by a standard argument. We begin by defining the approximant
∆
(m)
R .
3.1. Definition of approximant. Recall that
∆R =
N∑
i=1
ai
∫
Γi
∂
∂nˆi
log |f̂R(zi)| |dzi|,
this follows from (14) and (15). We will define
∆
(m)
R =
N∑
i=1
ai∆
(m)
i =
N∑
i=1
ai
∫
Γi
∂
∂nˆi
logm |f̂R(zi)| |dzi|
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where logm is a polynomial that approximates log in an appropriate sense. To this end we recall
the Wiener chaos decomposition (sometimes called the Hermite-Ito¯ expansion) of L2(µ) where
dµ(z) = 1
pi
e−|z|
2
dm(z) is the Gaussian measure on the plane; for a more comprehensive treatment
we refer the reader to [Jan97, Chapters 2 and 3].
Let Pm denote the subspace of L2(µ) given by polynomials (in the variables z and z¯) of degree
at most m, and denote H :0: = P0 and H :m: = Pm 	 Pm−1 for m ≥ 1. Given a monomial ζαζ¯β
with α+ β = m we write :ζαζ¯β: to denote its projection to H :m:, which is usually called a Wick
product. A computation (see [Jan97, Example 3.32]) shows that the set of all Wick products
:ζαζ¯β: with α + β = m is an orthogonal basis for H :m:, and moreover ‖ :ζαζ¯β: ‖2 = α!β! (the
norm here is the norm inherited from L2(µ)). Furthermore [Jan97, Theorem 2.6]
L2(µ) =
∞⊕
m=0
H :m:.
We now expand log |ζ| in terms of this orthonormal basis. Since the function is radial, only
the terms with α = β contribute, and a calculation [NS11, Lemma 2.1] yields
(26) log |ζ| = −γ
2
+
∞∑
α=1
cα
α!
:|ζ|2α:
where cα =
(−1)α+1
2α
.
Remark. We may alternatively interpret (26) as an expansion of the logarithm in terms of La-
guerre polynomials, by noting that :|ζ|2α:= (−1)αLα(|ζ|2) where Lα(x) = ex dαdxα (xαe−x).
We finally define
logm |ζ| = −
γ
2
+
m∑
α=1
cα
α!
:|ζ|2α:
which defines ∆(m)R . Note that logm |f̂R(z)| approximates log |f̂R(z)| in L2(P).
3.2. Quantifying the approximation. We first define
∆i =
∫
Γi
∂
∂nˆi
log |f̂R(zi)| |dzi|
and note that
E
[
(∆R −∆(m)R )2
]
=
N∑
i,j=1
aiajE
[
(∆i −∆(m)i )(∆j −∆(m)j )
]
.
We have already computed (see (16)) that
E[∆i∆j] =
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
E
[
log |f̂R(zj)| log |f̂R(zi)|
]
|dzj||dzi|.
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Also, since
E[∆i∆(m)j ] = E
[∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
logm |f̂R(zj)| log |f̂R(zi)| |dzj||dzi|
]
,
Lemma 10 allows us to apply Lemma 8 to see that
E[∆i∆(m)j ] =
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
E
[
logm |f̂R(zj)| log |f̂R(zi)|
]
|dzj||dzi|.
Arguing identically, but using Lemma 9 (with N = 2) instead of Lemma 10, we get
(27) E[∆(m)i ∆
(m)
j ] =
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
E
[
logm |f̂R(zj)| logm |f̂R(zi)|
]
|dzj||dzi|.
We conclude that
E
[
(∆i −∆(m)i )(∆j −∆(m)j )
]
=
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
E
[
(log |f̂R(zj)| − logm |f̂R(zj)|)·
· (log |f̂R(zi)| − logm |f̂R(zi)|)
]
|dzj||dzi|
=
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
E
[( ∑
αj>m
cαj
αj!
:|f̂R(zj)|2αj :
)
·
·
( ∑
αi>m
cαi
αi!
:|f̂R(zi)|2αi :
)]
|dzj||dzi|.
Now since the expansions inside the expectation are valid in L2(P) we have
E
[( ∑
αj>m
cαj
αj!
:|f̂R(zj)|2αj :
)( ∑
αi>m
cαi
αi!
:|f̂R(zi)|2αi :
)]
=
∑
αi,αj>m
cαicαj
αi!αj!
E
[
:|f̂R(zj)|2αj : :|f̂R(zi)|2αi :
]
.
Now, by [Jan97, Theorem 3.9], we have
(28) E
[
:|f̂R(zj)|2αj : :|f̂R(zi)|2αi :
]
=
{
αi!αj!|K̂R(zj, zi)|2αi if αi = αj
0 otherwise
which yields
E
[
(∆i −∆(m)i )(∆j −∆(m)j )
]
=
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
∑
α>m
c2α|K̂R(zj, zi)|2α |dzj||dzi|
=
1
4
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
∑
α>m
1
α2
e−2αR
2|zj−zi|2 |dzj||dzi|.
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Remark. The identity (28) together with (26) essentially proves Lemma 12.
Using Lemma 13, we have
|E[(∆i −∆(m)i )(∆j −∆(m)j )]| ≤ 14
∫
Γi
∫
Γj
∣∣∣∣∣ ∂2∂nˆi∂nˆj ∑α>m 1α2 e−2αR2|zj−zi|2
∣∣∣∣∣ |dzj||dzi|
≤ CR
∑
α>m
1
α3/2
≤ C R√
m
.
Finally
E
[
(∆R −∆(m)R )2
] ≤ N∑
i,j=1
aiaj
∣∣∣E[(∆i −∆(m)i )(∆j −∆(m)j )]∣∣∣ ≤ C R√m,
which is (24).
3.3. CLT for the approximant. We finish by proving (25). We claim that it’s enough to prove
that for any non-negative integers p1, . . . , pN we have, as R→∞,
(29) E
[ N∏
i=1
(∆
(m)
i )
pi
]
= E
[ N∏
i=1
ξpii
]
+ o(RP/2)
where ξi is a sequence of jointly (real) Gaussian random variables, with mean 0 and covariance
Cov(ξi, ξj) = E[ξiξj] = Cov(∆(m)i ,∆
(m)
j ),
and P = p1 + · · ·+ pN .
Remark. Notice that
Var ∆
(m)
i =
√
pi
2
(
m∑
α=1
1
α3/2
)
L(Γi,Γi)R(1 + o(1)) as R→∞,
which follows from combining (27) and Lemma 14. By hypothesis, Γ is a non-zero R-chain and
so we may assume that L(Γi,Γi) 6= 0 for each i, which means that
N∏
i=1
(
Var ∆
(m)
i
)pi/2 ' RP/2.
Now, defining ξ̂i = ξi√Var ξi =
ξi√
Var ∆i
, we see that (29) is equivalent to
E
[
N∏
i=1
 ∆(m)i√
Var ∆
(m)
i
pi ] = E[ N∏
i=1
ξ̂i
pi
]
+ o(1),
and note that
∣∣∣E[∏Nj=1 ξ̂ipi]∣∣∣ is a bounded quantity.
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To see that it suffices to show (29), notice that it implies that, for any non-negative integer p,
E[(∆(m)R )
p] =
N∑
i1,...,ip=1
ai1 . . . aipE
[ p∏
k=1
∆
(m)
ik
]
∼
N∑
i1,...,ip=1
ai1 . . . aipE
[ p∏
k=1
ξik
]
= E
[( N∑
i=1
aiξi
)p]
.
Now since
∑N
i=1 aiξi is a mean 0 real Gaussian with the same variance as ∆
(m)
R , we see that the
moments of ∆
(m)
R√
Var ∆
(m)
R
converge to the moments of the standard real Gaussian, which implies
(25).
It remains to establish (29). We begin by re-formulating the right-hand side, and so we in-
troduce some notation. Throughout this computation the integers p1, . . . , pN and m are consid-
ered to be fixed, and we often ignore the dependence of other parameters on them. We define
p̂i = p1 + · · · + pi for 1 ≤ i ≤ N , and note that P = p̂N which we will use interchangeably
according to the context. We define a new sequence of random variables (ξ˜r)1≤r≤P by
ξ˜1 = ξ˜2 = · · · = ξ˜p1 = ξ1,
ξ˜p1+1 = ξ˜p1+2 = · · · = ξ˜p̂2 = ξ2,
...
ξ˜p̂N−1+1 = ξ˜p̂N−1+2 = · · · = ξ˜p̂N = ξN .
A partition P = ⊎k{rk, sk} is a partition of the set {1, . . . , P} into pairs {rk, sk}. We always
label the partition so that rk < sk and rk < rk′ for k < k′. Of course if P is odd then no such
partition exists. Now [Jan97, Theorem 1.28] implies that
(30) E
[ N∏
j=1
ξpii
]
=
∑
P
∏
k
E[ξ˜rk ξ˜sk ].
In particular this expectation is zero if P is odd.
We now consider the left-hand side of (29). Since
∆
(m)
i =
∫
Γi
∂
∂nˆi
(
−γ
2
+
m∑
α=1
cα
α!
:|f̂R(z)|2α:
)
|dzi| =
m∑
α=1
cα
α!
∫
Γi
∂
∂nˆi
:|f̂R(z)|2α: |dzi|
we see that, denoting by Γpii the Cartesian product of pi copies of Γi,
E
[ N∏
i=1
(∆
(m)
i )
pi
]
=
N∑
α1,...,αP=1
P∏
r=1
cαr
αr!
E
[ ∫
∏N
i=1 Γ
pi
i
∂P
∂nˆ1 . . . ∂nˆP
P∏
r=1
:|f̂R(zr)|2αr :
P∏
r=1
|dzr|
]
.
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Lemma 9 allows us to apply Lemma 8 to see that
(31)
E
[ N∏
i=1
(∆
(m)
i )
pi
]
=
m∑
α1,...,αP=1
P∏
r=1
cαr
αr!
∫
∏N
i=1 Γ
pi
i
∂P
∂nˆ1 . . . ∂nˆP
E
[ P∏
r=1
:|f̂R(zr)|2αr :
] P∏
r=1
|dzr|.
We will compute the asymptotics of this expression via the diagram formula. For 1 ≤ i, j ≤ N
and 1 ≤ α ≤ m we write
ρij(α) =
∫
Γi
∫
Γj
∂2
∂nˆi∂nˆj
∣∣∣K̂R(zi, zj)∣∣∣2α |dzj||dzi|.
We then have, from (28),
(32) Cov(∆(m)i ,∆
(m)
j ) =
m∑
α=1
c2αρij(α).
3.3.1. Diagrams. Given non-negative integers α1, . . . , αP , a diagram D is a graph with 2(α1 +
· · ·+ αP ) vertices such that:
• For each 1 ≤ r ≤ P there are αr vertices labelled r and αr vertices labelled r¯.
• Each vertex has degree exactly 1.
• Each edge joins a vertex labelled r to a vertex labelled s¯ for r 6= s.
Note that there are choices of α1, . . . , αP such that no such diagram exists, for example if α1 >
α2 + · · ·+αP . We denote the edges (respectively the vertices) ofD by e(D) (respectively v(D)).
Recall that
K̂R(zr, zs) =
KR(zr, zs)√
KR(zr, zs)KR(zr, zs)
= exp{R2(zrz¯s − 12 |zr|2 − 12 |zs|2)}.
The value of a diagram is
V (D) =
∏
(r,s¯)∈e(D)
K̂R(zr, zs).
The diagram formula [Jan97, Theorem 3.12] implies that
(33) E
[ P∏
r=1
:|f̂R(zr)|2αr :
]
=
∑
D
V (D).
We say that a diagram is regular if the set {1, . . . , P} can be partitioned into pairs {rk, sk}
such that each edge of the diagram is of the form (rk, sk) or (sk, rk) for some k; otherwise the
diagram is said to be irregular, see Figure 5. Note that if P is odd then all diagrams are irregular.
We again label the partition so that rk < sk and rk < rk′ for k < k′.
Combining (31) and (33) we have
(34) E
[ N∏
i=1
(∆
(m)
i )
pi
]
=
m∑
α1,...,αP=1
P∏
r=1
cαr
αr!
∑
D
∫
∏P
r=1 Γ
pi
i
∂P
∂nˆ1 . . . ∂nˆP
V (D)
P∏
r=1
|dzr|.
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FIGURE 5. An irregular and a regular diagram for P = 4, α1 = α2 = 2 and
α3 = α4 = 1.
We now split this sum into two pieces, by splitting
∑
D
=
∑
regularD
+
∑
irregularD
. We estimate each
contribution separately - we shall see that the regular contribution will give us the main term on
the right-hand side of (29) while the irregular contribution will give the error term. We begin by
computing the regular part exactly.
The regular contribution.
We define the multiplicity vector
−→
B = (β1, . . . , βQ) of a regular diagram by βk = αrk = αsk ;
here P = 2Q. Notice that for a regular diagram
V (D) =
∏
k
|K̂R(zrk , zsk)|2βk .
Given a regular diagram D with partition P and multiplicity vector −→B , we have
∫
∏P
r=1 Γ
pi
i
∂P
∂nˆ1 . . . ∂nˆP
V (D)
P∏
r=1
|dzr| =
∫
∏P
r=1 Γ
pi
i
∂P
∂nˆ1 . . . ∂nˆP
Q∏
k=1
|K̂R(zrk , zsk)|2βk
P∏
r=1
|dzr|
=
Q∏
k=1
∫
Γrk
∫
Γsk
∂2
∂nˆrk∂nˆsk
|K̂R(zrk , zsk)|2βk |dzsk ||dzrk |
=
Q∏
k=1
ρrk,sk(βk).
We now need to count the number of regular diagrams with partition P and multiplicity vector−→
B . The ordering of the partition we specified, combined with the multiplicity vector
−→
B uniquely
defines the values α1, . . . , αP . Given these values we may permute the αr vertices labelled r,
independently for each r, to get all of the regular diagrams corresponding to these values, P and−→
B . There are
∏P
r=1 αr! such permutations. Noting that
∏P
r=1 cαr =
∏Q
k=1 c
2
βk
, we get that the
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regular contribution is
m∑
α1,...,αP=1
P∏
r=1
cαr
αr!
∑
regularD
Q∏
k=1
ρrk,sk(βk) =
m∑
β1,...,βQ=1
Q∏
k=1
c2βk
∑
P
Q∏
k=1
ρrk,sk(βk)
=
∑
P
m∑
β1,...,βQ=1
Q∏
k=1
c2βkρrk,sk(βk)
=
∑
P
Q∏
k=1
(
m∑
β=1
c2βρrksk(β)
)
(32)
=
∑
P
Q∏
k=1
Cov(∆(m)rk ,∆
(m)
sk
)
(30)
= E
[ N∏
j=1
ξpii
]
.
The irregular contribution.
It remains to see only that the irregular contribution is o(RP/2). Further, from (34), we see that it
is enough to bound ∫
∏N
i=1 Γ
pi
i
∂P
∂nˆ1 . . . ∂nˆP
V (D)
P∏
r=1
|dzr|
for each irregular diagram D. Recalling that
V (D) =
∏
(r,s¯)∈e(D)
K̂R(zr, zs) =
∏
(r,s¯)∈e(D)
exp{R2(zrz¯s − 12 |zr|2 − 12 |zs|2)}
we have
log V (D) = R2
∑
(r,s¯)∈e(D)
(zrz¯s − 12 |zr|2 − 12 |zs|2).
Now there are αr edges in the sum of the form (r, s¯) for some s, and αr edges of the form (s, r¯)
for some s. We therefore have
log V (D) = R2
∑
(r,s¯)∈e(D)
(zr(z¯s − z¯r)) = R2
∑
(r,s¯)∈e(D)
(z¯s(zr − zs))
from which we conclude that, for 1 ≤ t ≤ P ,
∂
∂zt
V (D) = R2V (D)
∑
s:(t,s¯)∈e(D)
(z¯s − z¯t)
and
∂
∂z¯t
V (D) = R2V (D)
∑
r:(r,t¯)∈e(D)
(zr − zt).
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FIGURE 6. A diagram and its reduced diagram.
By iterating this argument we see that we may bound∣∣∣∣ ∂P∂nˆ1 . . . ∂nˆP V (D)
∣∣∣∣
by a (finite) linear combination of terms of the form
|V (D)|R2(P−γ)PP−2γ,
where 0 ≤ γ ≤ bP
2
c is an integer and PP−2γ is a product of P − 2γ factors (not necessarily
distinct) of the form |zr − zs| with (r, s¯) ∈ e(D). To finish the proof it therefore suffices to see
that
R2(P−γ)
∫
∏N
i=1 Γ
pi
i
|V (D)|PP−2γ
P∏
r=1
|dzr| = o(RP/2)
for any choice of γ and PP−2γ .
We now fix γ andPP−2γ and make a reduction to allow us to estimate this quantity. From the
irregular diagram D we form the reduced diagram D∗ (see Figure 6) with P vertices (labelled 1
to P ) such that:
• For each 1 ≤ r, s ≤ P there is at most one edge (r, s).
• (r, s) ∈ e(D∗) if (r, s¯) ∈ e(D) or (s, r¯) ∈ e(D).
In other words we form D∗ from D by glueing together the 2αr vertices labelled r or r¯ for each
r, and ignoring the multiplicity of the edges of the resultant diagram. We decompose
D∗ =
n⋃
u=1
Du
into n connected components that contain au vertices and contribute `u factors toPP−2γ . Notice
that n < P
2
since D is irregular, and that
n∑
u=1
au = P and
n∑
u=1
`u = P − 2γ.
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Moreover, since
|V (D)| =
∏
(r,s¯)∈e(D)
exp{−R2
2
|zr − zs|2} ≤
∏
(r,s)∈e(D∗)
exp{−R2
2
|zr − zs|2}
we may factorise the expression we seek to bound as
R2(P−γ)
∫
∏N
i=1 Γ
pi
i
|V (D)|PP−2γ
P∏
r=1
|dzr|
≤ R2(P−γ)
n∏
u=1
∫
∏
Γ˜r
∏
(r,s)∈e(Du)
e−
R2
2
|zr−zs|2P`u
∏
r∈v(Du)
|dzr|
where, Γ˜r = Γi for some i,
∏
Γ˜r =
∏
r∈v(Du) Γ˜r and P`u means a product of `u factors of the
form |zr − zs| with (r, s) ∈ e(Du). We will show that
(35)
∫
∏
Γ˜r
∏
(r,s)∈e(Du)
e−
R2
2
|zr−zs|2P`u
∏
r∈v(Du)
|dzr| . (logR)`u/2R−(`u+au−1)
which will yield
R2(P−γ)
∫
∏N
i=1 Γ
pi
i
|V (D)|PP−2γ
P∏
r=1
|dzr| . R2(P−γ)(logR)
∑
u `u/2R−
∑
u(`u+au−1)
= (logR)
P
2
−γR2P−2γ−(P−2γ+P−n)
= (logR)
P
2
−γRn = o(RP/2)
as claimed, since n < P
2
.
Proof of estimate (35).
It remains only to prove (35). We formulate it as follows: Let G be a connected graph with a
vertices, let {Γ˜1, . . . , Γ˜a} ⊂ {Γ1, . . . ,ΓN} be a collection of curves (we allow repition) and let
P` be a product of ` factors of the form |zr − zs| with 1 ≤ r, s ≤ a. Then
(36)
∫
∏
Γ˜r
∏
(r,s)∈e(G)
e−
R2
2
|zr−zs|2P`
a∏
r=1
|dzr| . (logR)`/2R−(`+a−1).
First note that since e−
R2
2
|zr−zs|2 ≤ 1 we may delete some of the edges of G to form a tree.
By re-labelling the vertices we may assume that deleting the vertices labelled 1, . . . , r yields a
connected a graph, for every r. We denote by s(r + 1) the vertex that is joined to r + 1 in this
reduced graph. See Figure 7. Note that∏
(r,s)∈e(G)
e−
R2
2
|zr−zs|2 ≤
a−1∏
r=1
e−
R2
2
|zr−zs(r)|2 .
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FIGURE 7. A connected graph and a tree formed by deleting some edges. The
vertices are also re-labelled so that successively deleting the vertices labelled
1, 2, . . . yields a connected graph at every step, s(1) = s(4) = s(5) = 6 and
s(2) = s(3) = 4.
Define εR =
√
(`+a−1) logR
R
and note that if |zr − zs(r)| > εR for some r then
a−1∏
r=1
e−
R2
2
|zr−zs(r)|2 ≤ R−(`+a−1).
SinceP` is uniformly bounded on
∏
Γ˜r, and the curves have finite length, to show (36) it suffices
to bound ∫
Γ˜a×
∏a−1
r=1 Cr
a−1∏
r=1
e−
R2
2
|zr−zs(r)|2P`
a∏
r=1
|dzr|,
where Cr = {zr ∈ Γ˜r : |zr − zs(r)| ≤ εR}. Note that in this new domain of integration we have
|zr − zs| ≤ aεR, which implies that P` . ε`R .
(√
logR
R
)`
. It therefore suffices to see that∫
Γ˜a×
∏a−1
r=1 Cr
a−1∏
r=1
e−
R2
2
|zr−zs(r)|2
a∏
r=1
|dzr| . R1−a.
We claim that
(37)
∫
C1
e−
R2
2
|z1−zs(1)|2 |dz1| . R−1,
uniformly in the remaining variables. Applying this estimate a − 1 times (replacing the index 1
by 2, . . . , a− 1) yields∫
Γ˜a×
∏a−1
r=1 Cr
a−1∏
r=1
e−
R2
2
|zr−zs(r)|2
a∏
r=1
|dzr| . R1−a
∫
Γ˜a
|dza| . R1−a.
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Proof of estimate (37).
It remains to show (37). Fix (z2, . . . , za) ∈
∏a−1
r=2 Cr × Γ˜a and define z∗1 to be the point in Γ˜1
closest to zs(1). (If there are many points we choose one arbitrarily; it might be the case that
z∗1 = zs(1).) We have |z1 − zs(1)| ≥ 12 |z1 − z∗1 | since |z1 − zs(1)| ≥ |z1 − z∗1 | − |z∗1 − zs(1)| ≥|z1 − z∗1 | − |z1 − zs(1)|. This yields∫
C1
e−
R2
2
|z1−zs(1)|2 |dz1| ≤
∫
C1
e−
R2
8
|z1−z∗1 |2 |dz1|,
which we bound exactly as in Section 2.1.1. Let γ : [0, 1] → C be a parameterisation of Γ˜1
satisfying M1 ≤ |γ˙(t)| ≤ M2 and M ′1|t − s| ≤ |γj(t) − γj(s)| ≤ M2|t − s| with M1,M ′1 > 0.
Denote by t∗ the (unique) value such that γ(t∗) = z∗1 . Notice that
C1 ⊆
{
z1 = γ(t) : |t− t∗| ≤ εR
M ′1
}
.
We then bound ∫
C1
e−
R2
8
|z1−z∗1 |2 |dz1| ≤
∫
|t−t∗|≤ εR
M ′1
e−
R2
8
|γ(t)−γ(t∗)|2|γ˙(t)| dt
≤M2
∫
|t−t∗|≤ εR
M ′1
e−
R2
8
(M ′1)2(t−t∗)2 dt
=
2
√
2M2
RM ′1
∫
|s|≤RεR
2
√
2
e−s
2
ds
. R−1.
This completes the proof.
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