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STABILITY IN A GROUP
GABRIEL CONANT
Abstract. We develop local stable group theory directly from topological
dynamics, and extend the main results in this subject to the setting of stability
“in a model”. Specifically, given a group G, we analyze the structure of sets
A ⊆ G such that the bipartite relation xy ∈ A omits infinite half-graphs. Our
proofs rely on the characterization of stability via Grothendieck’s “double-
limit” theorem (as shown by Ben Yaacov), and the work of Ellis and Nerurkar
on weakly almost periodic G-flows.
1. Introduction
Given a group G, we call a set A ⊆ G stable in G if there is no infinite linear
order I, and sequences (ai)i∈I and (bi)i∈I from G, such that aibj ∈ A if and only if
i ≤ j. Let BstG be the collection of subsets of G that are stable in G. Using Ramsey’s
Theorem, one can show that BstG is a Boolean algebra. Moreover, B
st
G is bi-invariant
and contains all subgroups of G. Our primary goal is the following theorem.
Theorem 1.1. Let G be a group. Then there is a bi-invariant finitely additive
probability measure µstG on B
st
G, which satisfies the following properties.
(a) If B is a left-invariant (resp., right-invariant) sub-algebra of BstG, then µ
st
G↾B
is the unique left-invariant (resp., right-invariant) finitely additive probability
measure on B.
(b) If A ∈ BstG then µ
st
G(A) > 0 if and only if G is the union of finitely many left
translates (resp., right translates or bi-translates) of A.
(c) Let B be a bi-invariant sub-algebra of BstG, and suppose A ∈ B. Then there is a
finite-index normal subgroup H ≤ G, which is in B, and a set Y ⊆ G, which is
a union of cosets of H, such that µstG(A△Y ) = 0. Consequently, if C is the set
of cosets of H contained in Y , then µstG(A) = µ
st
G(Y ) = |C|/[G : H ].
In some sources, a set A ⊆ G is called k-stable (in G), for some integer k ≥ 1,
if there do not exist a1, . . . , ak, b1, . . . , bk ∈ G such that aibj ∈ A if and only if
i ≤ j. The previous theorem includes this setting, since the collection of A ⊆ G
that are k-stable for some k is a bi-invariant sub-algebra of BstG . In model-theoretic
terminology, this is the difference between stability “in a model” versus “with re-
spect to a theory”. Note that Theorem 1.1 encompasses the “global” case where
G is definable in a stable theory and B ⊆ BstG is the bi-invariant Boolean algebra
of definable subsets of G (see also Remark 3.29). For the case of k-stable sets, a
result similar to Theorem 1.1 was obtained in [9] using local stability as developed
by Hrushovski and Pillay in [19]. Specifically, [19] applies to a sub-algebra of BstG
generated by the instances of a single left-invariant k-stable relation. In this case,
one has a result similar to Theorem 1.1, in which the associated unique measure is
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only left-invariant and the subgroup H in part (c) is not necessarily normal (see [9,
Theorem 2.3]). Thus our results extend (and in some sense complete) the work in
[9] on k-stable sets. Moreover, in Theorem 4.2, we analyze local connected compo-
nents, stabilizers of generic types, and measure-stabilizers of sets, along the lines of
the results obtained in [8] for “k-NIP” sets in pseudofinite groups.
The move from k-stability to stability in G fits into the program of studying
Shelah-style tameness notions “in a model”. In [3], Ben Yaacov observed that a key
result about stability in a model, namely definability of local types, can be deduced
from a theorem of Grothendieck [15] characterizing relatively weakly compact sets
in certain Banach spaces. A natural question is to understand how this connection
applies to stable group theory. In general, topological dynamics has played a key
role in the model theory of groups, starting with the work of Newelski in [22] which
established a connection to the “Ellis semigroup” of a G-flow (i.e., a compact space
with an action of G by homeomorphisms). Moreover, certain parts of a recent
preprint of Hrushovski, Krupin´ski, and Pillay [18] indicate that the work of Ellis
and Nerurkar [10] on weakly almost periodic G-flows should subsume many results
from stable group theory regarding generic types and connected components, as
developed by Poizat [27], etc. It is interesting to note that the development of
stable group theory was roughly contemporaneous with [10].
Altogether, the proof of Theorem 1.1 does not require any model theory. Instead,
we apply various results from [10] (see Theorem 2.5) to the action of G on the Stone
space S(B) of a left-invariant sub-algebra B of BstG. In this case, if B
♯ denotes the
smallest bi-invariant Boolean algebra containing B then, by definability of types as
in [3] (see Theorem 2.10(a)), S(B♯) is a semigroup under the usual operation of
ultrafilters, and is canonically isomorphic to the Ellis semigroup of S(B) (see The-
orem 3.10). Moreover, by “symmetry of forking” for definable types (see Theorem
2.10(b)), every element of the Ellis semigroup of S(B) is continuous, and so S(B)
is weakly almost periodic by the characterization in [10] of such actions (which is
also a consequence of the same result of Grothendieck from [15] mentioned above).
This forms the foundation for the proof of Theorem 1.1.
The paper is organized as follows. In Section 2, we recall preliminaries from
topological dynamics, as well as combinatorial formulations of definability of types
and symmetry of forking for stable bipartite relations. Section 3 is devoted to the
proof of Theorem 1.1. For clarity, let us indicate where in the paper each piece
of this result is proved. The existence of the measure µstG is Theorem 3.10(e), and
bi-invariance is proved in Lemma 3.14. Part (a) of Theorem 1.1 is Corollary 3.15,
part (b) is Theorem 3.18, and part (c) follows from Corollary 3.24.
In Section 4, we strengthen Theorem 1.1 in the case that B contains a smallest
finite-index subgroup of G. In particular, we discuss local connected components,
stabilizers of generic types, and measure-stabilizers of sets in B. We also observe
that this setting includes the case when B is defined from a single left-invariant
stable relation on G (in the model-theoretic sense, see Theorem 4.13). In Section
5, we make some remarks on additive combinatorics of stable sets.
Acknowledgements. I would like to thank Anand Pillay for directing me to the
work of Ellis and Nerurkar in [10], and also Kyle Gannon for helpful conversations.
Some parts of Section 5 relate to discussions with Artem Chernikov, James Fre-
itag, Isaac Goldbring, and Frank Wagner at the 2017 AIM workshop “Nonstandard
methods in combinatorial number theory”.
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2. Preliminaries
2.1. Topological dynamics. Let G be a (discrete) group.
Definition 2.1.
(1) A G-flow is a nonempty compact Hausdorff space S together with a (left)
action of G on S by homeomorphisms.
(2) Given a G-flow S, a minimal flow in S is a nonempty set C ⊆ S such
that C is the closure of the G-orbit of any p ∈ C.
(3) Let S be a G-flow, and consider SS with the product topology.
(i) Given a ∈ G, define πa : S → S such that πa(p) = ap.
(ii) Let E(S) be the closure of {πa : a ∈ G} in SS .
Proposition 2.2. Let S be a G-flow. Then E(S) is a semigroup under composition
of functions, and is a G-flow under the action (a, f) 7→ πa ◦ f .
Proof. This is an exercise (or see, e.g., [12, Proposition 3.2], [17, Theorem 2.29]). 
Definition 2.3. The Ellis semigroup of a G-flow S is (E(S), ◦).
Definition 2.4. Let S be aG-flow and let C(S) be the space of continuous complex-
valued functions on S.
(1) A function f ∈ C(S) is weakly almost periodic if the set {fa : a ∈ G}
is relatively compact in the weak topology on C(S) where, given a ∈ G,
fa : S → C is such that fa(p) = f(ap).
(2) S is weakly almost periodic if every f ∈ C(S) is weakly almost periodic.
Theorem 2.5 (Ellis-Nerurkar [10]). Let S be a G-flow.
(a) S is weakly almost periodic if and only if every f ∈ E(S) is continuous.
(b) If S is weakly almost periodic then:
(i) E(S) has a unique minimal flow CS ⊆ E(S);
(ii) CS contains a unique idempotent u, and p ◦ u = u ◦ p for any p ∈ E(S);
(iii) (CS , ◦) is a compact group with identity u.
(iv) If S has a unique minimal flow then there is a unique G-invariant Borel
probability measure on S (i.e., S is uniquely ergodic)
Proof. See Propositions II.2, II.5, and II.10 of [10]. 
Definition 2.6. Let S be a G-flow.
(1) S is point-transitive if it contains a dense G-orbit.
(2) A set X ⊆ S is generic if S = FX for some finite F ⊆ G.
(3) A point p ∈ S is generic if every open set containing p is generic.
Proposition 2.7 (Newelski [22]). Let S be a point-transitive G-flow. The following
are equivalent.
(i) S has a unique minimal flow.
(ii) There is a generic point in S.
(iii) The set of generic points in S is the unique minimal flow in S.
(iv) Every generic open set in S contains a generic point.
Proof. (i)⇒ (ii) and (iii)⇒ (iv) follow from [22, Lemma 1.7]. (ii)⇒ (iii) is [22,
Corollary 1.9]. (iii)⇒ (i) and (iv)⇒ (ii) are trivial. 
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2.2. Stable relations. Given a set U and a Boolean algebra B ⊆ P(U), we let
S(B) denote the Stone space of ultrafilters over B. We refer to elements of S(B) as
types. Recall that S(B) is a totally disconnected compact Hausdorff space under
the topology given by basic clopen sets [A] := {p ∈ S(B) : A ∈ p} for A ∈ B.
Now let U and V be fixed sets, and fix a binary relation ϕ ⊆ U × V . Given
(u, v) ∈ U × V , we write ϕ(u, v) to denote (u, v) ∈ ϕ. If v ∈ V then ϕv denotes the
fiber {u ∈ U : ϕ(u, v)}.
Definition 2.8.
(1) Let I be a linearly ordered set. Then ϕ codes I if there are sequences
(ui)i∈I in U and (vi)i∈I in V , such that ϕ(ui, vj) if and only if i ≤ j.
(2) ϕ is stable in U × V if it does not code an infinite linear order.
(3) Given k ≥ 1, ϕ is k-stable in U ×V if it does not code {1, . . . , k} with the
usual ordering.
Let ϕ∗ = {(v, u) ∈ V × U : ϕ(u, v)}, and note that ϕ is stable in U × V if and
only if ϕ∗ is stable in V ×U . Let Bϕ (resp., Bϕ∗) be the Boolean algebra of subsets
of U (resp., V ) generated by {ϕv : v ∈ V } (resp., {ϕ
∗
u : u ∈ U}).
Definition 2.9. Given a type p ∈ S(Bϕ), let dϕp = {v ∈ V : ϕv ∈ p}.
Theorem 2.10. Suppose ϕ is stable in U × V , and fix p ∈ S(Bϕ) and q ∈ S(Bϕ∗).
(a) dϕp ∈ Bϕ∗ and dϕ∗q ∈ Bϕ.
(b) dϕp ∈ q if and only if dϕ∗q ∈ p.
This fact originates in the context of model theory and first-order structures, in
which U and V are sorts in some structure, and ϕ is a formula in the language. In
this setting, part (a) of Theorem 2.10 is evident from work of Pillay [24]. However,
in [3], Ben Yaacov proves Theorem 2.10(a) as a corollary of Grothendieck’s [15]
characterization of relatively weakly compact sets in the space of bounded contin-
uous complex-valued functions on some fixed topological space. See also [25] and
[31] for expositions of this result. Part (b) of Theorem 2.10 follows easily from the
Grothendieck approach to part (a) (see, e.g., [31]).
In the model-theoretic literature, one usually encounters the special case when ϕ
is k-stable for some k ≥ 1. In this setting, part (a) of Theorem 2.10 was proved by
Shelah (see [30, Theorem II.2.2]) and, given part (a), part (b) is not hard to prove
directly (see, e.g., [19, Lemma 5.7]).
The preliminaries above are all that we will need in order to prove Theorem 1.1.
However, in Section 4 we will also use a result concerning measures. In particu-
lar, let M(Bϕ) denote the compact Hausdorff space of finitely additive probability
measures on Bϕ (with the subspace topology from [0, 1]Bϕ). Note that we may
view S(Bϕ) as a closed set in M(Bϕ) by viewing any p ∈ S(Bϕ) as a {0, 1}-valued
measure on Bϕ. If ϕ is k-stable in U × V for some k ≥ 1, then work of Keisler [20,
Section 1] implies that any µ ∈M(Bϕ) can be written as a countable weighted sum
of types in S(Bϕ) (see also [26, Fact 1.1]). In [14], Gannon uses Theorem 2.10(a),
together with the Sobczyk-Hammer Decomposition Theorem from measure theory,
to extend this result to the case that ϕ is stable in U × V .
Theorem 2.11. Suppose ϕ is stable in U × V and µ ∈ M(Bϕ). Then there are
pn ∈ S(Bϕ) and αn ∈ [0, 1], for n ∈ N, such that
∑
n∈N αn = 1 and µ =
∑
n∈N αnpn.
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3. Stable subsets of groups
Throughout this section, we fix a groupG. Given a left-invariant Boolean algebra
B ⊆ P(G), note that S(B) is a G-flow under the action of G on S(B) by left
multiplication, i.e., given g ∈ G and p ∈ S(B), we let gp = {gA : A ∈ p} ∈ S(B).
The space S(P(G)) is denoted βG, and called the Stone-Cˇech compactification
of G. It is well known that βG can be endowed with a semigroup structure. In
particular, given p, q ∈ βG, one defines p ∗ q = {A ⊆ G : {x ∈ G : x-1A ∈ q} ∈ p}.
See, e.g., [17, Chapter 4] for details. The first goal of this section is to recover this
semigroup structure on S(B) for other Boolean algebras B ⊆ P(G). This situation
is closely related to the model-theoretic question of when types are definable.
Definition 3.1. Given a left-invariant Boolean algebra B ⊆ P(G) and p ∈ S(B),
define dp : B → P(G) such that dp(A) = {x ∈ G : x-1A ∈ p}.
The following observation, which is left as an exercise, will be used tacitly
throughout this section.
Proposition 3.2. If B ⊆ P(G) is a left-invariant Boolean algebra then, for any
p ∈ S(B), dp is a left-invariant homomorphism of Boolean algebras.
Definition 3.3. Let B ⊆ P(G) be a left-invariant Boolean algebra.
(1) Let B♯ be the Boolean algebra generated by {Ag : g ∈ G, A ∈ B}.
(2) A type p ∈ S(B) is definable if dp(A) ∈ B♯ for any A ∈ B.
(3) B is definitional if every type p ∈ S(B) is definable.
(4) Given p ∈ S(B♯) and q ∈ S(B), define fBp (q) = {A ∈ B : dq(A) ∈ p}.
Lemma 3.4. Let B ⊆ P(G) be a definitional left-invariant Boolean algebra.
(a) B♯ is definitional.
(b) If p ∈ S(B♯) then fBp ∈ S(B)
S(B).
(c) (S(B♯), ∗) is semigroup where, given p, q ∈ S(B♯), p ∗ q = fB
♯
p (q).
Proof. Part (a). Fix p ∈ S(B♯) and A ∈ B♯. We want to show dp(A) ∈ B♯. By
Proposition 3.2, we may assume A is of the form Bg for some B ∈ B and g ∈ G. Let
q = pg-1↾B ∈ S(B). Then dp(A) = dq(B), and dq(B) ∈ B♯ since B is definitional.
Part (b). We need to show that if p ∈ S(B♯) and q ∈ S(B) then fBp (q) is an
ultrafilter over B. This is a routine application of Proposition 3.2.
Part (c). By parts (a) and (b), we have that S(B♯) is closed under ∗. So we just
need to show ∗ is associative. Once again, this is a routine verification, and the key
ingredient is left-invariance of dp (Proposition 3.2). Associativity of ∗ also follows
from the proof of Theorem 3.6 below. 
Definition 3.5. Let B ⊆ P(G) be a left-invariant Boolean algebra.
(1) Let E(B) be the Ellis semigroup of S(B).
(2) Given a ∈ G, let pBa = {A ∈ B : a ∈ A} ∈ S(B).
Note that if B ⊆ P(G) is a left-invariant Boolean algebra, then {pBa : a ∈ G} is
a dense G-orbit in S(B), and so S(B) is a point-transitive G-flow.
Theorem 3.6. Let B ⊆ P(G) be a definitional left-invariant Boolean algebra. Then
p 7→ fBp is a semigroup isomorphism between (S(B
♯), ∗) and (E(B), ◦), and is also
an isomorphism of G-flows.
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Proof. To ease notation, let fp := f
B
p and f
♯
p := f
B♯
p for p ∈ S(B
♯), and for a ∈ G,
let pa := p
B
a , p
♯
a := p
B♯
a , and fa := fp♯a . Define Φ: S(B
♯) → S(B)S(B) such that
Φ(p) = fp. We first show Φ is continuous. Fix a basic open set U ⊆ S(B)S(B), then
there are q1, . . . , qn ∈ S(B) and A1, . . . , An ∈ B such that
U = {f ∈ S(B)S(B) : Aqi ∈ f(qi) for all 1 ≤ i ≤ n}.
Then fp ∈ U if and only if
⋂n
i=1 dqi(Ai) ∈ p, and so Φ
-1(U) is open in S(B♯).
Recall that E(B) is the closure in S(B)S(B) of {πa : a ∈ G} where πa : p → ap.
Given a ∈ G, we have fa(p) = ap for any p ∈ S(B), and so Φ(p♯a) = πa. Since
{p♯a : a ∈ G} is dense in S(B
♯) and Φ is continuous, it follows that {πa : a ∈ G}
is a dense subset of Φ(S(B♯)). Therefore Φ(S(B♯)) ⊆ E(B). Since Φ is continuous,
and S(B♯) is compact, it follows that Φ(S(B♯)) is compact, and hence closed in
S(B)S(B) since S(B)S(B) is Hausdorff. Altogether, Φ(S(B♯)) = E(B).
From now on, we view Φ as a surjective function from S(B♯) to E(B). To
show Φ is injective, fix p, q ∈ S(B♯) such that fp = fq. To show that p = q, it
suffices to fix A ∈ B and g ∈ G, and show Ag ∈ p if and only if Ag ∈ q. By
assumption, fp(pg-1) = fq(pg-1), and so dpg-1(A) ∈ p if and only if dpg-1(A) ∈ q.
Since dpg-1(A) = Ag, we have the desired result.
Since Φ is a continuous bijection between compact Hausdorff spaces, it is a
homeomorphism. So to show that Φ is an isomorphism of G-flows, we just need to
check that it preserves the actions of G on S(B♯) and E(B), i.e., Φ(ap) = πa ◦Φ(p)
for any a ∈ G and p ∈ S(B♯). So fix a ∈ G and p ∈ S(B♯). Then, given q ∈ S(B),
we have that for any A ∈ B,
A ∈ fap(q) ⇔ a
-1dq(A) ∈ p ⇔ dq(a-1A) ∈ p ⇔ A ∈ afp(q),
and so fap(q) = afp(q) = πa(fp(q)). This shows Φ(ap) = πa ◦ Φ(p).
Finally, we show that Φ preserves the semigroup operations on S(B♯) and E(B).
Fix p, q ∈ S(B♯). For any r ∈ S(B) and A ∈ B, we have
dq(dr(A)) = {x ∈ G : x-1dr(A) ∈ q} = {x ∈ G : dr(x-1A) ∈ q} = d(f ♯q(r))(A),
and so
A ∈ fp∗q(r) ⇔ dr(A) ∈ f
♯
p(q) ⇔ d(f
♯
q(r))(A) ∈ p ⇔ A ∈ f
♯
q(f
♯
q(r)).
Therefore Φ(p ∗ q)(r) = (Φ(p) ◦ Φ(q))(r) for any r ∈ S(B). 
Now we turn to stable sets in G.
Definition 3.7.
(1) A set A ⊆ G is stable if the binary relation xy ∈ A is stable in G×G.
(2) Let BstG denote the collection of stable subsets of G.
Using a standard Ramsey argument, one can show that BstG is a Boolean algebra.
Moreover, BstG contains all subgroups of G, and is bi-invariant.
Lemma 3.8. Let B be a left-invariant sub-algebra of BstG.
(a) If p ∈ S(B) and A ∈ B then dp(A) ∈ B♯ (i.e., B is definitional).
(b) If p ∈ S(B♯) and A ∈ B then {x ∈ G : Ax-1 ∈ p} ∈ B.
(c) If p ∈ S(B♯) and q ∈ S(B) then fBp (q) = {A ∈ B : {x ∈ G : Ax
-1 ∈ p} ∈ q}.
(d) If p ∈ S(B♯) then fBp : S(B)→ S(B) is continuous.
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Proof. Given A ∈ B, let ϕA = {(u, v) ∈ G × G : vu ∈ A}. Then ϕA is stable in
G × G, BϕA is the Boolean algebra generated by {gA : g ∈ G}, and Bϕ∗ is the
Boolean algebra generated by {Ag : g ∈ G}. In particular, Bϕ ⊆ B and Bϕ∗ ⊆ B♯.
Part (a). Fix p ∈ S(B) and A ∈ B. Let ϕ = ϕA and p0 = p↾Bϕ. Then
dp(A) = dϕp0, and so dp(A) ∈ Bϕ∗ by Theorem 2.10(a).
Part (b). Fix p ∈ S(B♯) and A ∈ B. Let ϕ = ϕA and p0 = p↾Bϕ∗ . Then
{x ∈ G : Ax-1 ∈ p} = dϕ∗p0, and so {x ∈ G : Ax-1 ∈ p} ∈ Bϕ by Theorem 2.10(a).
Part (c). Fix p ∈ S(B♯), q ∈ S(B), and A ∈ B. Let p0 = p↾Bϕ∗ and q0 = q↾Bϕ.
Then dϕ∗p0 = {x ∈ G : Ax-1 ∈ p} and dϕq0 = dq(A). By Theorem 2.10(b),
dϕq0 ∈ p0 if and only if dϕ∗p0 ∈ q0. It follows that dϕq0 ∈ p if and only if
dϕ∗p0 ∈ q, i.e., A ∈ fBp (q) if and only if {x ∈ G : Ax
-1 ∈ p} ∈ q.
Part (d). This is immediate from parts (b) and (c). 
Definition 3.9. Given a Boolean algebra B of subsets of G, let Gen(B) be the set
of generic types p ∈ S(B) (in the sense of Definition 2.6).
Theorem 3.10. Let B be a left-invariant sub-algebra of BstG.
(a) (S(B♯), ∗) is the Ellis semigroup of S(B).
(b) S(B) is weakly almost periodic.
(c) Gen(B) is the unique minimal flow in S(B).
(d) (Gen(B♯), ∗) is a compact group.
(e) There is a unique left-invariant finitely additive probability measure µ on B.
Proof. Part (a) follows from Lemma 3.8(a) and Theorem 3.6; and part (b) follows
from Lemma 3.8(d), Theorem 3.6, and Theorem 2.5(a).
Part (c). First, note that S(B♯) is weakly almost periodic and has Ellis semigroup
(S(B♯), ∗) by parts (a) and (b) (applied to B♯). Therefore, S(B♯) has a unique
minimal flow by Theorem 2.5(b)(i). By Proposition 2.7, Gen(B♯) is the unique
minimal flow in S(B♯). Now, if p ∈ Gen(B♯) then p↾B ∈ Gen(B), and so Gen(B) is
nonempty. By Proposition 2.7, Gen(B) is the unique minimal flow in S(B).
Part (d). Since Gen(B♯) is the unique minimal flow of S(B♯) ∼= E(B♯), and S(B♯)
is weakly almost periodic, (Gen(B♯), ∗) is a compact group by Theorem 2.5(b)(iii).
Part (e). By parts (a) and (b), S(B) is weakly almost periodic and has a unique
minimal flow. By Theorem 2.5(b)(iv), there is a unique G-invariant Borel probabil-
ity measure on S(B). So the claim follows from the usual correspondence between
(regular) Borel probability measures on S(B) and finitely additive probability mea-
sures on G (see, e.g., [13, Proposition 416Q]). One only needs to check that this
correspondence preserves G-invariance. 
Remark 3.11. If B is a bi-invariant sub-algebra of BstG then, by Theorem 3.10,
(S(B), ∗) is the Ellis semigroup of S(B) and (Gen(B), ∗) is a compact group.
Note that if B ⊆ P(G) is a right-invariant Boolean algebra then we have a right
action (p, g) 7→ pg = {Ag : A ∈ p} of G on S(B).
Proposition 3.12. Let B be a bi-invariant sub-algebra of BstG. If p ∈ S(B) and
g ∈ G, then gp = pBg ∗ p and pg = p ∗ p
B
g .
Proof. Fix p ∈ S(B) and g ∈ G. As previously noted, pBg ∗ p = gp by definition.
Moreover, by Lemma 3.8(b), if A ∈ B then
A ∈ p ∗ pBg ⇔ {x ∈ G : Ax
-1 ∈ p} ∈ pBg ⇔ Ag
-1 ∈ p ⇔ A ∈ pg. 
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Definition 3.13. Let µstG denote the unique left-invariant finitely additive proba-
bility measure on BstG (which exists by Theorem 3.10(e)).
Lemma 3.14. µstG is bi-invariant.
Proof. By Theorem 3.10(d), (Gen(BstG), ∗) is a compact group and thus admits a
bi-invariant Borel probability measure η (i.e., the normalized Haar measure). Given
A ∈ BstG , let XA = [A] ∩Gen(B
st
G). Define µ : B
st
G → [0, 1] such that µ(A) = η(XA).
Then µ is a finitely additive probability measure on BstG (this uses the fact that if
A,B ∈ BstG then XA∪B = XA ∪ XB and XA∩B = XA ∩XB). To prove that µ
st
G is
bi-invariant, it suffices by Theorem 3.10(e) to show that µ is bi-invariant.
Fix A ∈ B and g ∈ G. Let u be the identity in Gen(BstG). Note that, by Theorem
2.5(b)(ii) and Proposition 3.12, gu is the inverse of ug-1 = g-1u in Gen(BstG). To
prove µ(gA) = µ(A) = µ(Ag), it suffices by bi-invariance of η to showXgA = gu∗XA
and XAg = XA ∗ gu. By Proposition 3.12, g
-1p = u ∗ g-1p = ug-1 ∗ p. So p ∈ XgA if
and only if A ∈ ug-1 ∗ p, i.e., XgA = gu ∗XA. Similarly, XAg = XA ∗ gu. 
Corollary 3.15. If B is a left-invariant (resp., right-invariant) sub-algebra of BstG,
then µstG↾B is the unique left-invariant (resp. right-invariant) finitely additive prob-
ability measure on B.
Proof. The left-invariant case is immediate from Lemma 3.14 and Theorem 3.10(e).
Now suppose B is right-invariant. Let B-1 = {A-1 : A ∈ B}. Then B-1 is a left-
invariant sub-algebra of BstG , and left-invariant finitely additive probability measures
on B-1 are in one-to-one correspondence with right-invariant finitely additive proba-
bility measures on B. So B has a unique right-invariant finitely additive probability
measure, which must be µstG↾B by Lemma 3.14. 
Definition 3.16. A set A ⊆ G is generic if G = FA for some finite F ⊆ G.
Note that if A ∈ BstG, then A is generic if and only if the open set [A] ⊆ S(B
st
G)
is generic. So p ∈ S(BstG) is a generic type if and only if every A ∈ p is generic.
Proposition 3.17. Let B be a left-invariant sub-algebra of BstG. Then A ∈ B is
generic if and only if A is contained in some generic type in S(B).
Proof. By Theorem 3.10(c), Gen(B) 6= ∅. Now apply Proposition 2.7. 
Theorem 3.18.
(a) If A,B ∈ BstG and A ∪B is generic, then A is generic or B is generic.
(b) If A ∈ BstG then A is generic or G\A is generic.
(c) If A ∈ BstG then µ
st
G(A
-1) = µstG(A).
(d) Given A ∈ BstG, the following are equivalent:
(i) A is generic (i.e, G = FA for some finite F ⊆ G);
(ii) G = AF for some finite F ⊆ G;
(iii) G = EAF for some finite E,F ⊆ G;
(iv) µstG(A) > 0.
Proof. Part (a). If A∪B is generic then, by Proposition 3.17, there is some generic
type p ∈ S(BstG) such that A ∪B ∈ p. Now A ∈ p or B ∈ p.
Part (b) is immediate from part (a).
Part (c). By Lemma 3.14, A 7→ µstG(A
-1) is a bi-invariant finitely additive prob-
ability measure on BstG. So the claim follows from Theorem 3.10(e).
Part (d). (i)⇒ (iv) follows from left invariance and finite additivity of µstG.
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(iv) ⇒ (i). Suppose µstG(A) > 0. Let X ⊆ Gen(B
st
G) be the set of generic types
in S(BstG) that contain A. By the proof of Lemma 3.14, µ
st
G(A) is the Haar measure
of X . In particular, X is nonempty, and so A is generic.
(i)⇒ (ii). Suppose A is generic. Then A-1 is generic by (i)⇔ (iv) and part (c).
Thus G = FA-1 for some finite F ⊆ G, and so G = AF -1.
(ii)⇒ (iii) is trivial.
(iii) ⇒ (iv). If G = EAF for some finite E,F ⊆ G then, by finite additivity,
there are g, h ∈ G such that µstG(gAh) > 0. So µ
st
G(A) > 0 by Lemma 3.14. 
Theorem 3.10(a) implies the following strengthening of Proposition 3.17.
Corollary 3.19. Let B be a left-invariant sub-algebra of BstG. Then any proper
filter F of generic sets in B extends to some p ∈ Gen(B).
Proof. By Theorem 3.10(a), F ∪{G\A : A ∈ B and A is not generic} has the finite
intersection property, and thus extends to some p ∈ S(B). By construction, we
must have p ∈ Gen(B). 
Definition 3.20. Let B ⊆ P(G) be a left-invariant Boolean algebra.
(1) Let H(B) be the collection of finite-index subgroups of G in B.
(2) Let N (B) be the collection of finite-index normal subgroups of G in B.
(3) Given p ∈ S(B) and H ∈ H(B), let CpH be the unique left coset of H
contained in p.
Lemma 3.21. Let B be a bi-invariant sub-algebra of BstG, and fix p, q ∈ S(B).
(a) If N ∈ N (B) then Cp∗qN = C
p
N · C
q
N (where · is the group operation in G/N).
(b) If H ∈ H(B) then Cp∗qH = C
p
H if and only if C
q
H = H.
Proof. Part (a). Fix N ∈ N (B). Let CpN = aN and C
q = bN . Given c ∈ G,
dq(cN) = {x ∈ G : x-1cN ∈ q} = {x ∈ G : x-1cN = bN} = cb-1N,
and so
cN ∈ p ∗ q ⇔ cb-1N ∈ p ⇔ cb-1N = aN ⇔ cN = abN = aN · bN.
Part (b). Fix H ∈ H(B). Let N =
⋂
g∈G gHg
-1 ∈ N (B), and set C = CpN ,
D = CqN , and E = C
p
H . Then C ⊆ E. Moreover, if D ⊆ H then C ·D ⊆ E; and if
D ∩H = ∅ then (C ·D) ∩ E = ∅. So the claims follow from part (a). 
Let B be a left-invariant sub-algebra of BstG. Then Gen(B) is almost periodic (see
[10, Proposition II.8(1)]), and is itself a minimal flow. By [2, Theorem 3.6], Gen(B)
is a compact homogeneous space.
Proposition 3.22. Let B be a left-invariant sub-algebra of BstG.
(a) If p, q ∈ S(B♯) then fBp (q↾B) = (p ∗ q)↾B.
(b) Gen(B♯) acts transitively and continuously on Gen(B) via (p, q) 7→ fBp (q), where
p ∈ Gen(B♯) and q ∈ Gen(B).
Proof. Part (a). This follows from the fact that d(q↾B) = (dq)↾B for any q ∈ S(B♯).
Part (b). First, by Lemma 3.8(a) and Lemma 3.4(b), we have a well defined
function α : S(B♯) × S(B) → S(B) such that α(p, q) = fBp (q). By part (a), α is a
semigroup action of S(B♯) on S(B). If p ∈ S(B♯), q ∈ Gen(B), and A ∈ fBp (q), then
A is generic since q ∈ Gen(B) and dq(A) 6= ∅. So α0 := α↾(Gen(B♯)×Gen(B)) is a
well-defined group action of Gen(B♯) on Gen(B).
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Next, α0 is separately continuous by parts (a) and (d) of Lemma 3.8, and thus
continuous by a result of Ellis (see [11] or [17, Section 2.5]; the fact that α0 is
separately continuous will be sufficient for later results). We show α0 is transitive.
Fix q1, q2 ∈ Gen(B) and, using Corollary 3.19, let p1, p2 ∈ Gen(B♯) be extensions
of q1 and q2, respectively. Set p = p2 ∗ p
-1
1 ∈ Gen(B
♯). By part (a), we have
fBp (q1) = (p ∗ p1)↾B = p2↾B = q2. 
Given a group H and a subgroup K ≤ H , we will use H/K to denote the set of
left cosets of K in H .
Proposition 3.23. Let B be a left-invariant sub-algebra of BstG. Then
{[aH ] ∩Gen(B) : a ∈ G, H ∈ H(B)}
is a basis for the topology on Gen(B).
Proof. Let u denote the identity in (Gen(B♯), ∗). Define σ : G→ Gen(B♯) such that
σ(g) = gu. Then σ(G) is dense in Gen(B♯) since Gen(B♯) is a minimal flow. Given
g, h ∈ G, we have (using Proposition 3.12)
σ(gh) = ghu = pB
♯
g ∗ hu = p
B♯
g ∗ u ∗ hu = gu ∗ hu = σ(g) ∗ σ(h).
So σ is a homomorphism.
By Corollary 3.19, we may extend any q ∈ Gen(B) to some qˆ ∈ Gen(B♯). Then
fBqˆ (u↾B) = q by Proposition 3.22(a). Let K = {p ∈ Gen(B
♯) : fBp (u↾B) = u↾B}. By
Proposition 3.22, K is a closed subgroup of Gen(B♯), and Gen(B) is homeomorphic
to Gen(B♯)/K via the map π : q 7→ qˆ ∗K = {p ∈ Gen(B♯) : p↾B = q}.
Given A ∈ B, let XA = [A] ∩ Gen(B) and X
♯
A = [A] ∩ Gen(B
♯). Then, for
any A ∈ B, the set X♯A is K-invariant and, moreover, π(XA) = X
♯
A/K. So, to
prove the result, it suffices to fix a nonempty clopen set U ⊆ Gen(B♯)/K, and
some r ∈ Gen(B♯) such that r ∗ K ∈ U , and find some H ∈ H(B) such that
r ∗K ∈ X♯Cr
H
/K ⊆ U . So fix such U and r.
Let V = {p ∈ Gen(B♯) : p ∗K ∈ U}. Then V is a nonempty open set in Gen(B♯)
and r∗K ⊆ V , i.e., K ⊆ r-1∗V . Since Gen(B♯) is a profinite group andK is a closed
subgroup, it follows that K is the intersection of all open subgroups containing K
(see [29, Proposition 2.1.4]). Since r-1 ∗ V is open, and any open subgroup of
K is also closed, it follows that there is an open subgroup L of Gen(B♯) such that
K ≤ L ⊆ r-1∗V . Note that L has finite index in Gen(B♯) since Gen(B♯) is compact.
Since L/K is clopen in Gen(B♯)/K, it follows that L/K = X♯A/K for some
A ∈ B. Let H = σ-1(L). Then H is a finite-index subgroup of G. We show that
H = {g ∈ G : A ∈ gu}. First, if g ∈ H , then gu ∗K = p ∗K for some p ∈ X♯A, and
so A ∈ gu since gu↾B = p↾B. Conversely, suppose A ∈ gu. Then gu ∈ X♯A, and so
gu ∗ K ∈ L/K. So gu ∗ K = p ∗ K for some p ∈ L, and thus p-1 ∗ gu ∈ K ≤ L,
and so gu ∈ L, i.e., g ∈ H . Now, by Theorem 2.5(b)(ii) and Proposition 3.12,
H = {g ∈ G : Ag-1 ∈ u} and so H ∈ B by Lemma 3.8(b).
Next, we show that X♯H ⊆ L. Suppose X
♯
H\L is nonempty. Since X
♯
H\L is open,
and σ(G) is dense in Gen(B♯), there is some g ∈ G such that gu ∈ X♯H\L. Since
gu ∈ X♯H , we have H ∈ gu, and so gH = H by Lemma 3.21(b). Since H = σ
-1(L),
we have gu ∈ L, which is a contradiction.
We now have X♯H ⊆ L ⊆ r
-1 ∗ V . So Lemma 3.21(b) implies K ⊆ X♯H and
r ∗X♯H = X
♯
Cr
H
. Altogether, r ∗K ⊆ X♯Cr
H
⊆ V , and so r ∗K ∈ X♯Cr
H
/K ⊆ U . 
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Corollary 3.24. Let B be a left-invariant sub-algebra of BstG, and fix A ∈ B. Then
there is some H ∈ H(B) and a set Y ⊆ G, which is a union of left cosets of H,
such that µst(A△Y ) = 0. Consequently, if C is the set of left cosets of H contained
in Y , then µstG(A) = µ
st
G(Y ) = |C|/[G : H ].
Proof. Given A ∈ B, let XA = [A] ∩Gen(B). Now fix A ∈ B. By Proposition 3.23,
there are H1, . . . , Hn ∈ H(B) and g1, . . . , gn ∈ G such that
XA = Xg1H1 ∪ . . . ∪XgnHn = Xg1H1∪...∪gnHn .
Let H = H1∩ . . .∩Hn ∈ H(B) and let Y = g1H1∪ . . .∪gnHn. Then Y is a union of
cosets of H , and XA = XY . If A△Y is generic then, by Proposition 3.17, there is
some p ∈ Gen(B) such that A△Y ∈ p, which is a contradicts XA = XY . So A△Y
is not generic, and thus µstG(A△Y ) = 0 by Theorem 3.18(d). The remaining claims
follow from invariance and finite additivity of µstG. 
We call A ⊆ G k-stable if the binary relation xy ∈ A is k-stable in G × G.
The collection of subsets of G, which are k-stable for some k ≥ 1, is also a bi-
invariant Boolean algebra, and contains any subgroup of G (since any subgroup of
G is 2-stable). So we have the following corollary.
Corollary 3.25. For any stable A ⊆ G there is Y ⊆ G such that µstG(A△Y ) = 0
and Y is k-stable for some k ≥ 1.
If B is a left-invariant sub-algebra of BstG then, using Propositions 3.22 and 3.23,
we can give a concrete description of the compact homogeneous space Gen(B) and
the compact group (Gen(B♯), ∗).
Definition 3.26. Let B be a left-invariant sub-algebra of BstG.
(1) Set KB = {p ∈ Gen(B♯) : p↾B = u↾B}, where u is the identity in Gen(B♯).
(2) Given N ∈ N (B♯), let HN =
⋂
{H ∈ H(B) : N ≤ H}.
(3) Set GˆB = lim←−N (B♯)
G/N and HB = lim←−N (B♯)
HN/N .
(4) Define τ : Gen(B♯)→ GˆB such that τ(p) = (C
p
N )N∈N (B♯).
In the context of the previous definition, GˆB is a profinite group. For example, if
B♯ contains all finite-index normal subgroups of G (e.g., if B = BstG), then GˆB is the
usual profinite completion of G. See [29, Section 3.2] for details. Note also that HB
is a closed subgroup of GˆB. Moreover, for any N ∈ N (B♯), we have HN ∈ H(B)
since {H ∈ H(B) : N ≤ H} is finite.
Corollary 3.27. Let B be a left-invariant sub-algebra of BstG. Then τ is a topological
isomorphism between (Gen(B♯), ∗) and GˆB. Moreover, τ(KB) = HB, and so τ
determines a homeomorphism between Gen(B) (as a homogeneous Gen(B♯)-space)
and GˆB/HB ∼= lim←−N (B♯)
G/HN (as a homogeneous GˆB-space).
Proof. First, τ is a group homomorphism by Lemma 3.21(a), and it straightforward
to show that τ is continuous. We identify elements of GˆB as functions s : N (B♯)→⋃
N∈N (B♯)G/N such that s(N) ∈ G/N for all N ∈ N (B
♯). Given s ∈ GˆB, note that
{s(N) : N ∈ N (B♯)} is filter of generic sets, and so extends to some p ∈ Gen(B♯)
by Corollary 3.19. So τ is surjective.
Now, fix distinct p, q ∈ Gen(B♯). By Proposition 3.23, there is some H ∈ N (B♯)
and g ∈ G such that gH ∈ p and gH 6∈ q. If N =
⋂
g∈G gHg
-1, then N ∈
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N (B♯) and τ(p)(N) 6= τ(q)(N). Altogether, τ is a continuous bijection, and thus a
homeomorphism since Gen(B♯) and GˆB are compact and Hausdorff.
Finally, we show τ(KB) = HB which, by Proposition 3.22, implies the remaining
claims. Fix p ∈ KB and N ∈ N (B♯). Then HN ∈ u by Lemma 3.21(b), and so
HN ∈ p, which implies C
p
N ⊆ HN . It follows that τ(KB) ⊆ HB. Conversely, fix
s ∈ HB. Let p ∈ Gen(B♯) be such that C
p
N = s(N) for all N ∈ N (B). To show that
p ∈ KB, it suffices by Lemma 3.21(b) and Proposition 3.23 to show that H ∈ p for
any H ∈ H(B). So fix H ∈ H(B). Let N =
⋂
g∈G gHg
-1. Then N ∈ N (B♯) and
HN ≤ H . Since C
p
N = s(N) ⊆ HN , it follows that H ∈ p. 
Definition 3.28. Given a left-invariant Boolean algebra B ⊆ P(G), define
G0B =
⋂
H∈H(B)
H.
Note that if B ⊆ P(G) is a left-invariant Boolean algebra, thenG0
B♯
=
⋂
N∈N (B♯)N
(in particular, G0
B♯
is a normal subgroup of G).
Remark 3.29. Suppose B is a bi-invariant sub-algebra of BstG (so B = B
♯). Then
we have a canonical homomorphism ρ : G → GˆB such that ρ(a) = (aN)N∈N (B).
Note that ρ = τσ where σ : G → Gen(B) is as in the proof of Proposition 3.23.
We also have ker ρ = G0B, and so G/G
0
B embeds as a dense subgroup of GˆB via
the induced quotient map ρ∗. It follows that G/G0B embeds as a dense subgroup of
Gen(B) via σ∗ := τ -1ρ∗. The coarsest topology on G that makes ρ continuous is the
B-profinite topology, whose basic open sets are cosets of N ∈ N (B). Note that G0B is
closed in this topology and, moreover, the topology on G/G0B induced from GˆB by
ρ∗ coincides with the quotient of the B-profinite topology. In fact, ρ∗ : G/G0B → GˆB
is a homeomorphism (i.e., σ∗ : G/G0B → Gen(B) is homeomorphism) if and only if
the B-profinite topology on G is compact.
An example from model theory is when G is definable (say, over ∅) in some model
M of a stable theory T , and B is the Boolean algebra of definable subsets of G.
Then G0B is an intersection of at most |T | groups in N (B) (see [27, Chapter 5]; this
also follows from Theorem 4.13 below). Now suppose M is |T |+-saturated. Then
the B-profinite topology on G has a basis of cardinality at most |T |, and hence is
compact. So G/G0B is homeomorphic to Gen(B) and GˆB.
4. Connected components
Let G be a group. In this section, we analyze left-invariant sub-algebras of BstG
that contain a smallest finite-index subgroup of G.
Definition 4.1. Let B be a left-invariant sub-algebra of BstG.
(1) G is virtually B-connected if G0B ∈ H(B)
(2) B is µ-generated by A ⊆ B if, for any X ∈ B there is some Y in the
Boolean algebra generated by A such that µstG(X △Y ) = 0.
(3) Given A ⊆ B, let GA = {gA : g ∈ G, A ∈ A}.
(4) Given X ∈ B, define Stabµ(X) = {g ∈ G : µstG(gX△X) = 0}.
(5) Given p ∈ Gen(B), define Stab(p) = {g ∈ G : gp = p}.
Note that in the context of the previous definition, both Stabµ(X) and Stab(p)
are subgroups of G. The following is the main result of this section.
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Theorem 4.2. Let B be a left-invariant sub-algebra of BstG, and suppose G is vir-
tually B-connected.
(1) G is virtually B♯-connected. In particular, G0B♯ =
⋂
a∈G aG
0
Ba
-1 ∈ N (B♯).
(2) (Structure for sets in B) Fix X ∈ B. Then:
(a) For any a ∈ G, either µstG(aG
0
B ∩X) = 0 or µ
st
G(aG
0
B\X) = 0.
(b) If C = {aG0B : a ∈ G, µ
st
G(aG
0
B∩X) > 0} and Y =
⋃
C, then µstG(X △Y ) = 0
and so µstG(X) = µ
st
G(Y ) = |C|/[G : G
0
B].
(3) (Structure for sets in B♯) Fix X ∈ B♯. Then:
(a) For any a ∈ G, either µstG(aG
0
B♯ ∩X) = 0 or µ
st
G(aG
0
B♯\X) = 0.
(b) If C = {aG0
B♯
: a ∈ G, µstG(aG
0
B♯
∩X) > 0} and Y =
⋃
C, then µstG(X △Y ) =
0 and so µstG(X) = µ
st
G(Y ) = |C|/[G : G
0
B♯ ].
(4) (Generic B-types and their stabilizers)
(a) There is a bijection between Gen(B) and G/G0B, which sends p to the unique
left coset of G0B in p.
(b) Given p ∈ Gen(B) and a ∈ G, if aG0B ∈ p then Stab(p) = aG
0
Ba
-1.
(5) (Generic B♯-types and their stabilizers)
(a) There is a group isomorphism between Gen(B♯) and G/G0
B♯
, which sends p
to the unique coset of G0B♯ in p.
(b) Stab(p) = G0
B♯
for any p ∈ Gen(B♯).
(6) (Stabilizers of sets in B♯)
(a) If X ∈ B♯ then Stabµ(X) ∈ H(B♯).
(b) If A ⊆ B and B is µ-generated by GA then
G0B♯ =
⋂
X∈B♯
Stabµ(X) =
⋂
X∈GA
Stabµ(X).
From now until Corollary 4.8, we fix a left-invariant sub-algebra B of BstG such
that G is virtually B-connected. We will prove Theorem 4.2 in several steps.
Proposition 4.3. There is a bijection between Gen(B) and G/G0B, which sends p
to the unique left coset of G0B in p. Moreover, for any X ∈ B and any left coset C
of G0B, exactly one of C ∩X or C\X is generic.
Proof. Since G0B ∈ H(B), the projection map from lim←−H(B)
G/H to G/G0B is a
bijection. So the first claim follows from Corollary 3.27. Now fix X ∈ B and a left
coset C of G0B. Let p be the unique type in Gen(B) containing C. By uniqueness
and Proposition 3.17, if Y ∈ B and Y ⊆ C, then Y is generic if and only if Y ∈ p.
Moreover, since C ∈ p, we have that exactly one of C ∩X or C\X is in p. 
Corollary 4.4. Suppose p ∈ Gen(B). Given a ∈ G, if aG0B ∈ p then Stab(p) =
aG0Ba
-1. In particular Stab(p) ∈ H(B♯).
Proof. Suppose aG0B ∈ p and fix g ∈ G. Then gaG
0
B ∈ gp ∈ Gen(B). By Proposition
4.3(a), gp = p if and only if gaG0B = aG
0
B. 
The next goal is to show that G is virtually B♯-connected, i.e., G0B♯ is in H(B
♯).
Lemma 4.5. Suppose A ⊆ B and B is µ-generated by GA. Then
G0B♯ =
⋂
p∈Gen(B)
Stab(p) =
⋂
X∈GA
Stabµ(X) =
⋂
X∈B♯
Stabµ(X).
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Proof. We show
G0B♯ ⊆
⋂
p∈Gen(B)
Stab(p) ⊆
⋂
X∈GA
Stabµ(X) ⊆
⋂
X∈B♯
Stabµ(X) ⊆ G
0
B♯ .
The first containment is immediate from Corollary 4.4. For the second containment,
fix a ∈ G and suppose a 6∈ Stabµ(gA) for some A ∈ A and g ∈ G. Then agA△ gA is
generic by Theorem 3.18(d), and so there is some p ∈ Gen(B) containing agA△ gA
by Proposition 3.17. It follows that a 6∈ Stab(p).
For the third containment, fix a ∈
⋂
X∈GA Stabµ(X). We want to show that
a ∈ Stabµ(X) for any X ∈ B♯. Note that if X,Y ∈ B♯ and µstG(X △Y ) = 0 then
Stabµ(X) = Stabµ(Y ). So it suffices to consider the case when X = gAh for some
g, h ∈ G andA ∈ A. By assumption, µstG(agA△ gA) = 0, and so µ
st
G(agAh△Ah) = 0
by right-invariance of µstG. So a ∈ Stabµ(X).
For the fourth containment, fix g ∈
⋂
X∈B♯ Stabµ(X). To show g ∈ G
0
B♯ , we fix
H ∈ H(B♯) and show g ∈ H . By assumption, µstG(gH △H) > 0, and so gH △H is
not generic by Theorem 3.18(d). Since H is generic, it follows that gH = H . 
Corollary 4.6. G0
B♯
=
⋂
a∈G aG
0
Ba
-1 ∈ N (B♯).
Proof. This follows from Lemma 4.5 and Corollary 4.4. 
We can now prove the analog of Proposition 4.3 for B♯.
Proposition 4.7. There is a group isomorphism between Gen(B♯) and G/G0
B♯
,
which sends p to the unique left coset of G0B♯ in p. Moreover, for any X ∈ B
♯ and
any coset C of G0
B♯
, exactly one of C ∩X or C\X is generic.
Proof. By Corollary 4.6, the projection map from GˆB to G/G
0
B♯ is a bijection. So
the first claim follows from Corollary 3.27. The second claim now follows using
similar arguments as in Proposition 4.3. 
Now we complete the proof of the main result.
Proof of Theorem 4.2. Part (1) is Corollary 4.6.
Part (2). Claim (a) follows from Proposition 4.3. For claim (b), fix X ∈ B and let
C be the collection of left cosets C of G0B such that C ∩X is generic. Let Y =
⋃
C.
Then C\X is not generic for all C ∈ C, and so Y \X is not generic by Theorem
3.18(a). Moreover, X\Y does not intersect any left coset of G0B in a generic set,
and therefore cannot be generic by Theorem 3.18(a). So X △Y is not generic by
Theorem 3.18(a), and thus µstG(X △Y ) = 0 by Theorem 3.18(d).
Part (3). Claim (a) follows from Proposition 4.7, and claim (b) follows using
arguments analogous to the proof of part (2).
Part (4). Claim (a) follows from Proposition 4.3, and claim (b) is Corollary 4.4.
Part (5). Claim (a) follows from Proposition 4.7, and claim (b) follows from
normality of G0
B♯
and Proposition 4.7 (c.f. Corollary 4.4).
Part (6). Claim (b) follows from Lemma 4.5. For claim (a), fix X ∈ B♯. We first
show Stabµ(X) ∈ B♯. By Theorem 3.18(d) and Proposition 3.17,
Stabµ(X) = {g ∈ G : g
-1X△X is not generic} =
⋂
p∈Gen(B♯)
{g ∈ G : g-1X△X 6∈ p}.
Since Gen(B♯) is finite, it suffices to fix p ∈ Gen(B♯) and show that the set A =
{g ∈ G : g-1X△X ∈ p} is in B♯. Let ϕ = {(u, v) ∈ G × G : u ∈ v-1X △X}, and
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note that ϕ is stable in G×G and Bϕ ⊆ B♯. Let p0 = p↾Bϕ. Then A = dϕp0 ∈ Bϕ∗
by Theorem 2.10(a). So it suffices to show that ϕ∗a ∈ B
♯ for any a ∈ G. To see this,
note that if a ∈ G then ϕ∗a = G\Xa
-1 if a ∈ X , and ϕ∗a = Xa
-1 if a 6∈ X .
Finally, Stabµ(X) is clearly a subgroup of G. Moreover, Stabµ(X) has finite
index since it contains G0
B♯
by Lemma 4.5. Altogether, Stabµ(X) ∈ H(B♯). 
Corollary 4.8. Let B be a left-invariant sub-algebra of BstG. The following are
equivalent.
(i) G is virtually B-connected.
(ii) G is virtually B♯-connected.
(iii) Gen(B) is finite.
(iv) Gen(B♯) is finite.
Proof. (i)⇒ (ii) is by Theorem 4.2(1), and (ii)⇒ (iv) is by Corollary 3.27.
(iv)⇒ (iii). By Corollary 3.19, restriction from Gen(B♯) to Gen(B) is surjective.
(iii) ⇒ (i). Suppose Gen(B) is finite and fix p ∈ Gen(B). Then {p} is open
in Gen(B) and so, by Proposition 3.23, there is some H ∈ H(B) and a ∈ G such
that p is the unique type in Gen(B) containing aH . Without loss of generality,
assume aH = H . Toward a contradiction, suppose G0B 6= H . Then some K ∈ H(B)
is a proper subgroup of H . Fix g ∈ H\K. Then, by Proposition 3.17, there are
q, r ∈ Gen(B) such that K ∈ q and gK ∈ r. But then H ∈ q, H ∈ r, and q 6= r,
which contradicts the uniqueness of p. 
Corollary 4.9. Let B be a left-invariant sub-algebra of BstG. Suppose B is µ-
generated by some left-invariant sub-algebra B0, and G is virtually B0-connected.
Then G is virtually B-connected.
Proof. If B is µ-generated by B0 then the restriction map from Gen(B) to Gen(B0)
is injective by Proposition 3.17. Now apply Corollary 4.8. 
Next, we give a natural family of examples of left-invariant sub-algebras B of BstG
for which G is virtually B-connected.
Proposition 4.10. Suppose B is a left-invariant sub-algebra of BstG, which is µ-
generated by GA for some finite A ⊆ B. Then G is virtually B-connected.
Proof. By Corollary 4.8, we may assume B is generated by GA. Enumerate A =
{A1, . . . , Ak}. By Corollary 3.24, there are H1, . . . , Hk ∈ H(B) and Y1, . . . , Yk ⊆ G
such that, for 1 ≤ i ≤ k, Yi is a union of left cosets of Hi and µstG(Ai△Yi) = 0. Set
H = H1 ∩ . . . ∩Hk ∈ H(B). We show G0B = H .
For A, Y ∈ B, we write A ∼ Y if µstG(A△Y ) = 0. Let C be the collection of
Y ⊆ G such that Y is a union of left cosets of H . We inductively show that for any
A ∈ B, there is some Y ∈ C such that A ∼ Y . By the above, we have the claim
for any A ∈ A. So fix A,B ∈ B and assume A ∼ Y and B ∼ Z for some Y, Z ∈ C.
If g ∈ G, then gY ∈ C and gA△gY = g(A△Y ), and so gA ∼ gY by Theorem
3.18(d). Next, we have (G\A)△ (G\Y ) = A△Y , and so (G\A) ∼ (G\Y ) ∈ C.
Finally, µstG((A△Y ) ∪ (B△Z)) = 0 and, moreover,
(A ∪B)△ (Y ∪ Z) ⊆ (A△Y ) ∪ (B△Z).
So µstG((A ∪B)△ (Y ∪ Z)) = 0, and thus (A ∪B) ∼ (Y ∪ Z) ∈ C.
Now we show G0B = H . By definition, G
0
B ≤ H . Suppose, toward a contradiction,
thatH\G0B is nonempty. Then there is someK ∈ H(B) such thatH\K is nonempty.
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After replacing K with H ∩ K, we may assume K is proper subgroup of H . By
the above, there is some Y ∈ C such that µstG(K△Y ) = 0. So K△Y is not generic
by Theorem 3.18(d). Since K is generic, and each proper coset of H is a generic
set disjoint from K, we must have Y = H , i.e., K△Y = H\K. But H\K is a
nonempty union of cosets of K, and thus is generic, which is a contradiction. 
The examples in the previous result can be significantly generalized using a more
model-theoretic perspective. For the rest of the section, let V be a fixed set. We
say that a relation ϕ ⊆ G× V is stable if it is stable in G× V (see Definition 2.8).
Definition 4.11. A relation ϕ ⊆ G × V is left-invariant if, for any a ∈ G and
v ∈ V , there is some w ∈ V such that gϕv = ϕw.
Remark 4.12. The canonical example of a left-invariant relation is where V = G
and ϕ = {(x, y) ∈ G2 : x ∈ yA} for some fixed A ⊆ G. More generally, this a
natural setting for the study of a group G definable in some first-order structure
M . In this case, one often considers invariant formulas ϕ(x, y) where the variable x
is based on G and the variable y is based on an arbitrary sort in M (so V =My).
We also point out that one can “code” a family of relations into a single relation.
For example, given relations ϕi ⊆ G × Vi for i ∈ I, define a new relation ϕ ⊆
G× (
∏
i∈I Vi × I) such that (x, v¯, i) ∈ ϕ if and only if (x, vi) ∈ ϕi. In this case, Bϕ
is the Boolean algebra generated by
⋃
i∈I Bϕi , and if each ϕi is left-invariant then
ϕ is left-invariant. Moreover, if each ϕi is stable and I is finite, then ϕ is stable.
Theorem 4.13. Suppose ϕ ⊆ G × V is left-invariant and stable. Then Bϕ is a
left-invariant sub-algebra of BstG, and G is virtually B
♯
ϕ-connected.
Proof. It is straightforward to show that Bϕ ⊆ BstG. To show that G is virtually
B♯ϕ-connected, it suffices by Corollary 4.8 to show that G is virtually Bϕ-connected.
Since Bϕ ⊆ BstG , we have the left-invariant measure µ := µ
st
G↾Bϕ ∈M(Bϕ). By The-
orem 2.11, there are pn ∈ S(Bϕ) and αn ∈ [0, 1], for n ∈ N, such that
∑
n∈N αn = 1
and µ =
∑
n∈N αnpn. Fix n ∈ N such that αn > 0, and let p = pn. For any
H ∈ H(Bϕ), we have µ(C
p
H) ≥ αn, which implies that [G : H ] ≤ α
-1
n . So we may
choose some H ∈ H(Bϕ) of maximal index in G. It follows that H = G0Bϕ . 
Remark 4.14.
(1) Proposition 4.10 follows immediately from Corollary 4.9 and Theorem 4.13 (let
ϕ code x ∈ yA for all A ∈ A as in Remark 4.12).
(2) Gannon’s proof of Theorem 2.11 in [14] uses the Lo¨wenheim-Skolem Theorem
to reduce to the case of countable structures. We can do the same and give
another proof of Theorem 4.13. In particular, let ϕ ⊆ G × V be left-invariant
and stable. By Corollary 4.8, it suffices to show Gen(Bϕ) is finite. Suppose
not. Without loss of generality, we may assume G is countable (view (G, V ) as
a two-sorted structure in the group language with a predicate for ϕ, and apply
Lo¨weinheim-Skolem to obtain a countable elementary substructure containing
parameters for instances of ϕ that distinguish infinitely many generic ϕ-types).
Now, by Theorem 2.10(a), the map p 7→ dϕp is injective from S(Bϕ) to Bϕ∗ , and
so S(Bϕ) is countable. In particular, Gen(Bϕ) is a countably infinite compact
Hausdorff homogeneous space, but such spaces do not exist.
(3) If ϕ ⊆ G × V is left-invariant and k-stable for some k ≥ 1, then Gen(Bϕ) is
finite by a result of Hrushovski and Pillay (see [19, Lemma 5.16]).
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Finally, we point out that if ϕ ⊆ G×V is left-invariant then B♯ϕ = Bϕ♯ , where ϕ
♯
is the relation on G× (V ×G) such that ϕ♯(x, v, g) if and only if ϕ(xg, v). However,
stability of ϕ does not necessarily imply stability of ϕ♯.
Example 4.15.
(a) (from [8]) Let G = Sym(N), and let H = {σ ∈ G : σ(0) = 0} ≤ G. Then
ϕ := {(x, y) ∈ G × G : x ∈ yH} is 2-stable. Given i ≥ 1, let ai be the
transposition (0 i) and let bi ∈ G be any permutation that fixes j ≥ 1 if and
only if j ≥ i. Then bj ∈ aiHai if and only if j ≥ i, and so ϕ♯ is not stable.
(b) Let G = GL2(C), and let H = 〈( 1 10 1 )〉 = {(
1 n
0 1 ) : n ∈ Z} ≤ G. Then ϕ :=
{(x, y) ∈ G×G : x ∈ yH} is 2-stable. Let (pi)∞i=1 be an increasing enumeration
of the primes and, for j ≥ 1, set tj =
∏
i≤j pi. Then
(
1 tj
0 1
)
∈
(
pi 0
0 1
)
H
(
pi 0
0 1
)-1
if and only if i ≤ j, and so ϕ♯ is not stable.
In both examples, one can further show that ϕ♯(x; y, z) has the independence prop-
erty and the strict order property in the structure (G, ·, H) (see, e.g., [30]).
5. Remarks on stable additive combinatorics
We say that a group G is amenable if there is a left-invariant finitely-additive
probability measure on P(G). If G is amenable, then one can use Følner nets to
define notions of upper and lower Banach density for subsets of G and, moreover, an
arbitrary subset of G is generic if and only if it has positive lower Banach density.
See [16] for details. In general, the upper and lower Banach density of a subset of
an amenable group may be different. However, for stable sets this does not happen.
Lemma 5.1. Suppose G is an amenable group and A ∈ BstG. Then the upper and
lower Banach density of A coincide, and this density is rational. In particular, if
A has positive upper Banach density then it is generic.
Proof. Let α1 and α0 be the upper and lower Banach density of A, respectively. Fix
t ∈ {0, 1}. Then there is a Følner net Ft = (F ti )i∈I of finite subsets of G such that
|F ti ∩ A|/|F
t
i | → αt. Using Ft, one can construct a left-invariant finitely additive
probability measure µt on P(G) such that µt(A) = αt (let µt be a nonprincipal
ultralimit of counting measures normalized on the sets in Ft). So µ0(A) = µ1(A) =
µstG(A) by Theorem 1.1(a), and this value is rational by Theorem 1.1(c). 
It was shown in [6] that if A ⊆ N is definable in a (globally) stable expansion of
(Z,+), then it has upper Banach density 0. Since no subset of N is generic (in Z),
we can immediately strengthen this result to the local case.
Corollary 5.2. If A ⊆ N is stable in (Z,+), then it has upper Banach density 0.
The next result is motivated by a strong form of Erdo˝s’s sumset conjecture,
which says that if A ⊆ Z has positive upper Banach density, then there are infinite
B,C ⊆ Z such that B +C ⊆ A (this was recently proved in [21]). In [1], there is a
short proof that if G is a countable amenable group and A ∈ BstG has positive upper
Banach density, then there are infinite B,C ⊆ G such that BC ⊆ A. Together with
Lemma 5.1, the next proposition gives a different proof this result, which works for
any amenable group and yields a much stronger conclusion.
Proposition 5.3. Let G be a group and suppose A ∈ BstG is generic. Then there
is a finite set F ⊆ G such that, for any infinite B,C ⊆ G, there are g ∈ F and
infinite B′ ⊆ B and C′ ⊆ C such that B′C′ ⊆ gA.
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Proof. Fix a finite set F ⊆ G such that G = FA. Fix B = {bn}∞n=0 ⊆ G and
C = {cn}∞n=0 ⊆ G. Let P = {(i, j) ∈ N× N : i < j}. Given (i, j) ∈ P , choose some
gi,j ∈ F such that bicj ∈ gi,jA. Define f : P → F×{0, 1} such that f(i, j) = (gi,j , 0)
if bjci 6∈ gi,jA, and f(i, j) = (gi,j , 1) if bjci ∈ gi,jA. By Ramsey’s Theorem, there is
an infinite set I ⊆ N, and some (g, k) ∈ F × {0, 1}, such that f(i, j) = (g, k) for all
i, j ∈ I with i < j. Since A is stable in G, we cannot have k = 0. So k = 1, and we
have bicj ∈ gA for all distinct i, j ∈ I. Partition I = I1 ∪ I2 into two infinite sets,
and let B′ = {bi : i ∈ I1} and C′ = {ci : i ∈ I2}. Then B′C′ ⊆ gA. 
Remark 5.4. The previous result does not hold without the assumption of stabil-
ity. For example, let B = {2x : x ∈ Z, x ≥ 0} and C = {2x : x ∈ Z, x < 0}. Then
A = B ∪ (C +1) is generic in Z, but there do not exist infinite B′ ⊆ B and C′ ⊆ C
such that B′ + C′ ⊆ A+ t for some t ∈ Z.
We say that a subset A of a group G is:
(1) thick if for any finite F ⊆ G there is some g ∈ G such that Fg ⊆ A.
(2) weakly generic if FA is thick for some finite F ⊆ G;
(3) supergeneric if
⋂
g∈F gA is generic for any finite F ⊆ G.
The first notion is standard in combinatorial number theory (where generic sets are
called syndetic and weakly generic sets are called piecewise syndetic), the second is
from [22], and the third is from [28]. It is not hard to show that A ⊆ G is generic if
and only if G\A is not thick, and A ⊆ G is supergeneric if and only if G\A is not
weakly generic. In particular, if a set is supergeneric then it is generic and thick,
and if a set is generic or thick then it is weakly generic.
In the model theoretic context, it was observed by Newelski and Petrykowski
in [23] (and later by Poizat in [28]) that ultrafilters of weakly generic sets always
exist. This is because weakly generic sets are partition regular, i.e., if A ∪ B is
weakly generic then A or B is weakly generic. This fact is well-known in combina-
torial number theory, and was shown by Bergelson, Hindman, and McCutcheon [4],
with origins in even earlier work of Brown [5]. Altogether, we have the following
characterization of when genericity and weak genericity coincide.
Proposition 5.5. Let G be a group, and suppose B ⊆ P(G) is a left-invariant
Boolean algebra. The following are equivalent.
(i) For any A ∈ B, A is generic if and only if it is weakly generic.
(ii) For any A ∈ B, A is supergeneric if and only if it is thick.
(iii) Gen(B) 6= ∅.
Proof. As observed above, (i) and (ii) are equivalent by definition, and (i)⇒ (iii)
follows from the fact that weakly generic p ∈ S(B) always exist.
(iii) ⇒ (i). Fix p ∈ Gen(B) and A ∈ B. If A is weakly generic then FA is
thick for some finite F ⊆ G, i.e., G\FA is not generic. So FA ∈ p, and thus FA is
generic, which implies A is generic. 
By Theorem 3.10, we can apply this proposition to BstG for any group G. In this
case, A ∈ BstG is supergeneric if and only if µ
st
G(A) = 1.
Given a group G and a left-invariant Boolean algebra B ⊆ P(G), we say G is B-
connected if no proper finite-index subgroup of G is in B (i.e., H(B) = {G}). For
example, G is BstG-connected if and only if it has no proper finite-index subgroups
(equivalently, the profinite completion Gˆ of G is trivial). Examples of such groups
include divisible groups and infinite simple groups.
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Corollary 5.6. Let G be a group and suppose B is a left-invariant sub-algebra of
BstG. The following are equivalent.
(i) G is B-connected.
(ii) If A ∈ B then exactly one of A or G\A is supergeneric.
(iii) If A ∈ B then A is generic if and only if it is supergeneric.
(iv) The restriction of µstG to B is {0, 1}-valued.
Proof. (i)⇒ (iv) follows from Corollary 3.24, and (iv)⇒ (iii) follows from Propo-
sition 5.5. (ii) and (iii) are equivalent by Theorem 3.18(b). For (iii) ⇒ (i), note
that any proper subgroup H ∈ H(B) is generic and not supergeneric. 
We finish this section with some remarks on finite groups. Note that in this
setting, none of the previous results has much to say. Indeed, any subset of a finite
group is stable. Moreover, a subset of a finite group is generic if and only if it is
nonempty, and thus is supergeneric if and only if it is the whole group. On the
other hand, using pseudofinite groups, Theorem 1.1 yields the following structural
result for k-stable subsets of finite groups.
Theorem 5.7 (Conant-Pillay-Terry [9]). Suppose G is a finite group and A ⊆ G is
k-stable. Then, for any ǫ > 0, there is a normal subgroup H ≤ G of index Ok,ǫ(1)
and a set Y ⊆ G, which is a union of cosets of H, such that |A△Y | < ǫ|H |.
In particular, this yields a meaningful statement for finite simple groups.
Corollary 5.8. For any ǫ > 0 and k ≥ 1 there is nk,ǫ ≥ 1 such that if G is a finite
simple group of size at least nk,ǫ, and A ⊆ G is k-stable, then either |A| < ǫ|G| or
|A| > (1− ǫ)|G|.
The proof of Theorem 5.7 in [9] does not provide quantitative bounds. However,
by [7] and [32], Corollary 5.8 can be proved with the bound nk,ǫ ≤ exp(ck(1/ǫ)dk)
for some constants ck and dk depending only on k. The remarkable thing is that
there are two separate proofs depending on whether G is abelian. For nonabelian
groups, a direct proof of Corollary 5.8 is given in [7], and yields ck = 5
10906k−6
and dk = 6k − 6. The abelian case follows from a quantitative result of Terry and
Wolf [32] for finite abelian groups, which is similar to Theorem 5.7. Moreover, if
in Corollary 5.8 one replaces k-stability with the weaker assumption that the set of
left translates of A has VC-dimension at most k − 1, then the result still holds in
the nonabelian case (with the same bound), but fails in the abelian case.
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