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This paper deals with the derivation of a class of nonlinear transport and diffusion
models implemented with nonlinear boundary conditions. Mathematical tools to treat the
initial-boundary value problems are developed, based on generalized collocationmethods,
focused on the treatment of nonlinear boundary conditions in one space dimension.
Applications refer to a problem of interest in applied sciences.
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1. Introduction
Nonlinear transport–diffusionmodels arise in several fields of applied sciences as documented in classical books devoted
to modelling, mathematical methods and applications [1–3]. Some interesting engineering applications motivate the study
of initial-boundary value problems with nonlinear boundary conditions as documented in traffic flow modelling [4,5]. In
fact, the measurement of the boundary conditions cannot be done directly on the dependent variables, but on suitable
nonlinear functions or functionals involving these variables. The computational treatment of the above mathematical
problems involves remarkable technical difficulties, which need the development of appropriate mathematical tools.
This paper deals bothwith the derivation of nonlinear transport–diffusionmodels andwith the computational treatment
of initial-boundary value problems with nonlinear boundary conditions. The solution approach is based on a suitable
development of generalized collocation methods, that already in [4] has shown to be able to provide reliable simulations.
The generalized collocation method, originally called the differential quadrature method, is a well-known technique
to solve numerically initial-boundary problems described by nonlinear partial differential equations. The key feature of the
method is to transform the original continuous model (and problem) into a discrete (in space) and continuous (in time)
model, with a finite number of degrees of freedom. In this way, the initial-boundary value problem is transformed into an
initial value problem for ordinary differential equations simply, where the boundary conditions are implemented in the
discretization points corresponding to the boundary points of the collocation.
Several works in applied mathematics demonstrate interest in this method. It was first proposed by Bellman and Casti
[6] and then developed by several authors in deterministic [7] and stochastic frameworks [8]. Additional applications and
developments are due, among others, to Chen [9,10] in the context of ordinary and partial differential equations, Shu and
Richards [11] concerning the solution of Navier–Stokes equations (see also the valuable monograph Shu [11] dealing with
various aspects of the generalized quadrature method in the context of fluid mechanics), Bert and Malick [12,13], on the
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analysis of the vibration of cylinder shells or rectangular plates, Karami andMalekzadeh [14,15], concerning the application
of the method to various problems of vibration analysis, and by Artioli, Gould and Viola [16] and Artioli and Viola [17], on
the solution of mathematical problems in structural mechanics.
It is well documented that themethod can provide a useful discretization of continuousmodels and efficiently deals with
nonlinearities including the ones related to implicit boundary conditions. This explains the strong interest by engineers, as
is documented in the review paper by Bert and Malik [12], where an interesting and detailed report on the application of
the original differential quadrature (collocation) method to several engineering problems is provided.
On the other hand, it is known that the method does not generally work in some circumstances. For instance, referring
to the Dirichlet problem, the classical Lagrange interpolation is not useful to deal with problems in unbounded domains or
with solutions that are oscillating, with high frequency, in the space variables. This problem can be overcome by a suitable
use of Sinc functions in the analysis of nonlinear problems; see Lund and Bowers [18], and Stenger [19,20]. The use of Sinc
functionswas introducedbyBellomoandRidolfi [21] and subsequently applied to the solution of various problems in applied
sciences; see [22–25].
In general, one can conclude that several efforts have been devoted to generalize and improve themathematical method,
which has subsequently been applied to many engineering problems. These improvements have generated a mathematical
method, called the generalized collocation method, which is useful to solve a large class of nonlinear problems in applied
sciences. The recent book by Bellomo et al. [26] describes thoroughly the various generalizations of the method with
applications to the solutions of several problems of interest in engineering sciences.
In this picture, the present paper develops the application of the method to one-dimensional nonlinear initial-boundary
value problems where nonlinear boundary conditions are set. This class of mathematical problems entails generally
remarkable numerical difficulties. This explains why nonlinear boundary conditions are not frequent in scientific literature,
where several problems are simplified by more or less arbitrarily neglecting the nonlinearities in the boundary conditions
rather than taking them into account.
The content of this paper is in two parts. The first one, namely Section 2, is devoted to modelling and derivation of
nonlinear diffusion equations and to the statement of problems with nonlinear boundary conditions. The second part is
devoted to the development of the mathematical method, Section 3, and to some sample simulations, Section 4. The last
section also analyses some research perspectives.
2. On the derivation of nonlinear diffusion problems
This section deals with the derivation of transport diffusion models in one space dimension for a physical system
constituted by self-propelled particles. This type of fluid dynamics can occur in several complex biological systems [27,28],
as well as in some engineering systems such as vehicles on roads [5,29].
The natural way to derive macroscopic equations consists in developing suitable asymptotic limits to average the
underlying microscopic description delivered by models of the generalized kinetic theory [30,31], or the kinetic theory for
active particles [32–34]. As is known, diffusive or hyperbolic limits can be obtained by a suitable selection of the scaling, as
also documented in the case of classical particles [35], for a simple fluid or for mixtures [36], or complex fluids [37,38].
It can be shown how transport–diffusion models can be derived by a heuristic closure of the mass conservation equation
simply by relating the local mean velocity to local density and density gradients. This simple approach leads to models
characterized by a first-order nonlinear transport term and by a second-order nonlinear diffusion term. Subsequently, it is
shown that the statement of some initial-boundary value problems of interest in engineering sciences involves nonlinear
boundary conditions.
Bearing all this in mind, let as consider a one-dimensional flow in a duct with length `, and denote by ρ = ρ(t, x) the
mass density, while V is the mean velocity. The mass conservation equation is written as
∂tρ + ∂x(ρV ) = 0. (2.1)
Let us now introduce the dimensionless variables u = ρ/ρM , v = V/VM and let us refer time and space to Tc = `/VM and
`, respectively, where ρM and VM denote the maximal admissible values of mass density and velocity. Therefore the mass
conservation equation is as follows:
∂tu+ ∂x(uv) = 0, (2.2)
where u = u(t, x) and v = v(t, x).
A simple phenomenological model can be stated by assuming that the velocity takes a maximal value for u = 0 and
decays to zero for increasing values of the density. A simple way to represent the above behavior is as follows:
v = v(u) = η (1− u?(u, ∂xu)) , u? = u (1+ ε(1− u)∂xu) , (2.3)
where η and ε are positive parameters.
Remark 2.1. u? has been called the apparent local density in traffic flow modelling, where specifically η = 1. It takes into
account the fact that the driver is not able to perceive exactly the local density u, but perceives a density u? which is larger
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than the real one if the local density gradient is positive, while it is smaller than the real one if the gradient is negative. In
addition, the above multiplicative effect increases with decreasing density. More generally, local gradients slow down the
flow (if positive), or increase the velocity (if negative).
Introducing the model (2.3) into Eq. (2.2) yields
∂tu+ η (1− 2u) ∂xu = ε η u (2− 3u) (∂xu)2 + ε η u2(1− u) ∂xxu. (2.4)
Remark 2.2. The quantities ρM and VM are identified by reasoning on the physics of the system. In principle, the solution of
mathematical problems related to Eq. (2.4) should deliver u ∈ [0, 1]. If not, the model should be critically analysed.
Remark 2.3. The model is such that if ε→ 0 with η > 0, a nonlinear hyperbolic equation is obtained as follows:
∂tu+ η (1− 2u) ∂xu = 0. (2.5)
On the other hand, if η→ 0 with η ε→ k > 0, the following nonlinear parabolic equation is obtained:
∂tu = k u (2− 3u)(∂xu)2 + k u2(1− u) ∂xxu. (2.6)
It is interesting to notice that parabolic (diffusion) and hyperbolic (transport) models can be obtained, as already
mentioned, by the underlying description offered by statistical mechanics. For instance, by adding a random fluctuation
to the transport equation
(∂t + v · ∇x) f (t, x, Eξ) = νL(f )(t, x, Eξ), (2.7)
where x and Eξ define the position and velocity of individual particles and f is the distribution function describing the overall
state of the system, the linear transport term describes the dynamics of biological organisms modelled by a velocity-jump
process,
L(f ) =
∫
V
[
T (Eξ, Eξ ∗)f (t, x, Eξ ∗, u)− T (Eξ ∗, Eξ)f (t, x, Eξ)
]
dEξ ∗, (2.8)
where ν is the turning rate or turning frequency and T (Eξ, Eξ ∗) is the probability kernel for the new velocity Eξ ∈ V assuming
that the previous velocity was Eξ ∗.
Parabolic and hyperbolic equations are obtained by different scaling. Respectively,(
∂t + Eξ · ∇x
)
f = 1

L(f), ν = 1

, (2.9)
and
 ∂t f + Eξ · ∇xf = 1
p
L(f), ν = 1
p
, (2.10)
where  is a small dimensionless parameter which tends to zero in the hydrodynamic limit.
Macroscopic equations are obtained by studying the convergence of f to f and by averaging to obtain macroscopic
variables. The above approach has the advantage that, by additional work documented in [33,34], transport and diffusion
equations can also be obtained in the case of fluids with self-propelled particles, that generate additional source terms.
The above considerations are discussed in the last section of this paper, while we now simply focus on Eq. (2.4) and,
specifically, on the statement of initial-boundary value problems, which are obtained by implementing the initial conditions
u0(x) = u(0, x) and boundary conditions at x = 0 and x = 1.
This statement has to tackle the technical difficulty ofmeasuring u, or ∂xu, at the boundaries. In fact, in several engineering
problems the measurement of the flow q = uv is more accurate with respect to that of the density. Therefore, when this is
the case and the flow can be measured at x = 0 and x = 1, the statement of the boundary conditions is as follows:{
ψ(t) = q(t, 0) = h(α(t), γ (t)) = η α(t) [1− α(t)] [1− ε α(t)γ (t)] ,
µ(t) = q(t, 1) = k(β(t), δ(t)) = η β(t) [1− β(t)] [1− ε β(t)δ(t)] , (2.11)
where
α(t) = u(t, 0), β(t) = u(t, 1), γ (t) = ∂xu(t, 0), δ(t) = ∂xu(t, 1). (2.12)
Namely, the boundary conditions are defined by a nonlinear combination of the classical Dirichlet and Neumann
boundary conditions. The boundary conditions at t = 0 must be consistent with the initial conditions at x = 0 and x = 1:
ψ(t = 0) = h (α(t = 0), γ (t = 0)) = h
(
u0(x = 0), du0dx (x = 0)
)
,
µ(t = 0) = h (β(t = 0), δ(t = 0)) = h
(
u0(x = 1), du0dx (x = 1)
)
.
(2.13)
The mathematical method developed in Section 3 shows how the generalized collocation method can provide accurate
solutions to the initial-boundary value problems that have been defined above.
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3. Solution method and simulations
This section deals with the development of a solution method for initial-boundary value problems for the transport
and diffusion models described in the preceding section, namely Eq. (2.4) with initial conditions u0(x) = u(0, x) and
boundary conditions (2.11). As alreadymentioned, the solution technique is based on a suitable development of the so-called
generalized collocation method [26]. As we shall see, this method appears to be particularly suited to deal with nonlinear
time-dependent boundary conditions. Let us clarify that there are some other different techniques for transport–diffusion
equations that can be used, for instance finite volumes [39,40], or finite differences [41], but the corresponding treatment
of the nonlinear boundary conditions can be a stiff task.
The first step consists in deriving, by a space discretization method followed by an interpolation of the dependent
variable, a finite model in terms of ordinary differential equations, corresponding to the continuous model (2.4).
Bearing this in mind, let us consider the discretization of the space domain by the collocation
Ix = {x1 = 0, . . . , xi, . . . , xn = 1}, (3.1)
where Chebychev-type collocations, with decreasing values of the distance of the collocation points towards the boundary,
are generally used.
The dependent variable u = u(t, x) is subsequently interpolated and approximated by the values ui(t) = u(t, xi) as
follows:
u(t, x) ' un(t, x) =
n∑
j=1
Lj(x)uj(t), (3.2)
where the terms Lj(x) denote the Lagrange polynomials:
Lj(x) = (x− x1) . . . (x− xj−1)(x− xj+1) . . . (x− xn)
(xj − x1) . . . (xj − xj−1)(xj − xj+1) . . . (xj − xn) . (3.3)
Interpolation (3.2) is used to approximate the spatial partial derivatives in the nodal points of Ix:
∂xu(t; xi) '
n∑
j=1
a(1)ji uj(t) and ∂xxu(t; xi) '
n∑
j=1
a(2)ji uj(t), (3.4)
where
a(1)ji =
dLj
dx
(xi) and a
(2)
ji =
d2Lj
dx2
(xi), (3.5)
and where the detailed expressions of the coefficients a(1)ji are as follows:
a(1)ji =
∏
(xi)
(xi − xj)∏(xj) , for j 6= i, (3.6)
and
a(1)ii =
∑
k6=i
1
xi − xk , for j = i, (3.7)
where∏
(xi) =
∏
p6=i
(xi − xp),
∏
(xj) =
∏
p6=j
(xj − xp), (3.8)
while similarly the second-order coefficients a(2)ji may be computed by a recurrence formula.
Replacing the above expressions (3.2)–(3.8) in Eq. (2.4) for i = 1, . . . , n, leads to the discretization of the continuous
model (2.4) as follows:
dui
dt
= η (2ui − 1)
n∑
j=1
a(1)ji uj(t)+ ε η ui(2− 3 ui)
(
n∑
j=1
a(1)ji uj(t)
)2
+ ε η u2i (1− ui)
n∑
j=1
a(2)ji uj(t), (3.9)
for i = 1, . . . , n.
Themathematical problem consists now in inserting the boundary conditions given by Eq. (2.11) into the discrete system
(3.9). Recalling that α(t) ≡ u1(t) and β(t) ≡ un(t), let us derive ψ and µwith respect to time. The result is as follows:{
ψ ′(t) = ∂αh(α, γ )α′(t)+ ∂γ h(α, γ )γ ′(t),
ξ ′(t) = ∂βk(β, δ)β ′(t)+ ∂δk(β, δ)δ′(t), (3.10)
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where we denote f ′(t) = dfdt (t). The time derivatives ψ ′ and µ′ of ψ and µ, respectively, are given as known functions
of time.
The terms γ and δ, which appear in Eq. (3.10), can be approximated by the following Lagrange interpolation:
γ (t) = a(1)11 α(t)+
n−1∑
j=2
a(1)j1 uj(t)+ a(1)n1 β(t), (3.11)
and
δ(t) = a(1)1n α(t)+
n−1∑
j=2
a(1)jn uj(t)+ a(1)nn β(t), (3.12)
and the derivation with respect to time yields
γ ′(t) = a(1)11 α′(t)+
n−1∑
j=2
a(1)j1 u
′
j(t)+ a(1)n1 β ′(t),
δ′(t) = a(1)1n α′(t)+
n−1∑
j=2
a(1)jn u
′
j(t)+ a(1)nn β ′(t)·
(3.13)
Substituting Eq. (3.13) into Eq. (3.10) yields
[
∂αh(α, γ )+ a(1)11 ∂γ h(α, γ )
]
α′(t)+
[
a(1)n1 ∂γ h(α, γ )
]
β ′(t) = ψ ′(t)− ∂γ h(α, γ )
n−1∑
j=2
a(1)j1 u
′
j,[
a(1)1n ∂δh(β, δ)
]
α′(t)+ [∂βh(β, δ)+ a(1)nn ∂δh(β, δ)]β ′(t) = µ′(t)− ∂δh(β, δ) n−1∑
j=2
a(1)jn u
′
j.
(3.14)
System (3.14) can be algebraically solved to respect α′(t) and β ′(t), and what we get replaces the first and the last
equations in system (3.9). Therefore, the solution of the initial-boundary value problem is obtained by the numerical solution
of the initial-value problem for ordinary differential equations. Subsequently, the continuous interpolation of the solution
is obtained by Eq. (3.2).
Of course, the above procedures drastically simplifieswhen only one of the boundary conditions is nonlinear, for instance
ψ(t) = h(u1(t), γ (t)), while un(t) is given; or µ(t) = k(β(t), δ(t)) while u1(t) is given. Technical calculations are left to
the interested reader.
4. Simulations and critical analysis
In this section we apply the solution method presented in the preceding section to sample initial-boundary value
problems for the transport diffusion model (2.4). It is worth recalling that such a model has been used, with η = 1 and
ε > 0, to describe vehicular traffic flow [5]. In this case, effectively the measurements of flow are more accurate than those
of vehicle density [42]. The same physical situation occurs for crowd dynamics in two space dimensions [43–45].
Specifically, the problem is studied for the initial conditions
u(t = 0, x) = u0(x) = 4 x2(x− 1)2, (4.1)
and boundary conditions corresponding to constantly null inlet flow and time-dependent outlet flow, as follows:
ψ(t) = 0, µ(t) = η t
100
exp(1− t). (4.2)
The numerical simulations, performed using the technique proposed in Section 3, have taken advantage of the software
Mathematica r©. The architecture allows one to solve the algebraic system rapidly to obtain the time evolution equation for
the variables α(t) ≡ u1(t) and β(t) ≡ un(t), which can be plugged into Eq. (3.9), which is solved by standard methods for
ordinary differential equations.
The selection of the number of nodes has been made experimentally by a posteriori observation of the stability and
accuracy of the solution. The use of Mathematica r©optimizes the selection of the time step for the numerical integration.
The results of the simulations are shown in Figs. 1–4, which show some numerical results obtained for different
combinations of η and . Two features clearly emerge. Firstly, all simulations appear smooth and regular. No artificial
oscillations induced by the numerical scheme occur in any portion of the domain: either where the solution has a wave-like
shape or where it is flat. Only in the case shown in Fig. 3 are very weak spurious fluctuations visible near the boundary at
x = 1, but in any case the right solution is clearly identifiable. The second feature is the small (with respect to the numerical
difficulty of the problem) number of nodes used. This testifies the robustness of the proposedmethod and entails very short
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Fig. 1. u versus time and space for η = 0.5,  = 0.1 and n = 81.
Fig. 2. u versus time and space for η = 0.25,  = 0.1 and n = 111.
Fig. 3. u versus time and space for η = 0.1,  = 0.1 and n = 201.
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Fig. 4. u versus time and space for η = 0.25,  = 0.2 and n = 111.
computational times. Therefore, the results of the numerical simulations show the capability of the generalized collocation
methods to tackle the difficulties due to nonlinear boundary conditions very well, although different methods, as already
mentioned, can be tested.
An interesting perspective was already mentioned in Section 2, where the derivation of models with source terms has
been outlined for fluids of self-propelled particles in biological fluids or growing tissues [28]. Also, in this specific case, the
measurement of flow appears to be relatively more accurate, while the dependent variable is the density. Therefore, the
method proposed in this paper can be profitably used after having tackled the technical difficulties induced by the source
terms already considered in previous papers [22,25].
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