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2II. THE RUNNING MASS MODEL.
A. The potential
The running-mass model [30, 31, 32, 33, 34, 35]
seems to be the only one which is both very well-
motivated from the particle physics point of view and
also presents a strong scale-dependence of the spec-
tral index. The model is based on supersymmetry
and identies the inaton eld with a at direction
of the supersymmetric scalar potential. Global su-
persymmetry is broken during ination by the large
vacuum energy that drives ination and so soft mass
terms are generated for all scalar elds [39]. Taking
the one-loop corrections to the tree-level potential into
account, the most general expression for the potential
along a at direction, like the inaton's, can then be










+    : (1)
where m
2
is the soft inaton mass and the dots in-
dicate non-renormalizable terms which are supposed
to be negligible because =M
P
is exponentially small
(the usually{dominant renormalizable quartic term is
absent precisely because we are using a at direction
in the scalar eld space). The mass dependence on
the renormalization scale, in our case identied with
the value of the inaton eld, is given by the renor-











and therefore is proportional to the inaton couplings,
as given below in Eq. (3).
Ignoring for the moment the running, a generic su-
pergravity theory will generate a soft mass-squared








is marginally too big to support ination. This is a
problem for any model of ination, whether or not the
mass term is the one that is supposed to dominate. In
all models except the running mass model, the prob-
lem is solved either by imposing a global symmetry to
protect the atness of the potential, or by supposing
that the mass-squared is accidentally suppressed. The
running mass model instead accepts the generic value
of the mass-squared at the Planck scale (or some other
high scale), and relies on the loop correction to suf-
ciently reduce it in the regime where ination takes
place.
For a particle with gauge and Yukawa interactions,
we have that at one loop 
m


















where the rst term arises from gauge particles loops
and the second from matter loops. Above C;D are a
positive group-theoretic numbers of order one, count-
ing the degrees of freedom present in the loop,  is
the gauge coupling, and em is the gaugino mass, while




common susy breaking mass-squared of the scalar par-
ticles interacting with the inaton via Yukawa inter-
action. Note that the rst term in Eq. (3) is always




is dened as the mass squared splitting between
scalar and fermionic superpartners and can have ei-
ther sign. Also the case of a very-weakly-interacting
inaton gives 
m
! 0 and so that the constant mass
potential is recovered.
Over a suÆciently small range of , or for very small
inaton couplings, it is a good approximation to take































where we have expanded around

, and rescaled the





for future convenience. The










It has been shown [33] that for small c, as is re-
quired by slow roll conditions, the linear approxima-
tion is very good over the range of  corresponding to





In order to obtain also a crude estimation of the
reionization epoch via the Press-Schechter formula,











), we shall assume that the linear approx-
imation is adequate down to this `reionization scale'.
For studying the inaton potential, it is very useful



































































In typical cases the linear approximation is valid at
 = 

, and that point is then a maximum or a mini-
mum of the potential.
The running-mass model supposes that the relevant
soft masses at the Planck scale (or some other high
scale) have magnitude roughly of order






 H ; (9)
3and that the relevant couplings (gauge or Yukawa)
are very roughly of order 1. In general, one of the
loops will dominate over the others making only one
soft mass relevant besides the inaton mass. With







A bigger value of jcj is unviable because it would not
allow ination. On the other hand, using Eq. (7) as a
very crude estimate of the inaton mass at the Planck
scale, one can see that a much smaller value of jcj is
probably not viable either, since it would require the
inaton mass at that scale to be suppressed below the
estimate Eq. (9).
For scalar masses, the estimate Eq. (9) is expected
to be valid provided that the following statements are
true: (i) there is at most gravitational-strength cou-
pling between the inaton sector and the sector in
which SUSY is spontaneously broken (ii) this break-
ing comes from an F term as opposed to a D term
(iii) during ination (in contrast to the situation in
the vacuum) the F term in the potential is not ac-
curately canceled by the other, negative contribution
to the potential. The third of these requirements is











is the SUSY-breaking scale in the vacuum.
The most economical assumption is that actually
the mechanism of spontaneous SUSY breaking dur-







the cases of anomaly-mediated, gravity-mediated and
(low-energy) gauge-mediated transmission of SUSY-























The second case was assumed in the original works
[30, 31, 39]. It gives the correct normalization for
the spectrum for reasonable parameters, but there is
probably enough latitude to allow the rst or even the
third case.
We emphasize that the estimate Eq. (9) for the
scalar soft masses in the inaton sector is reason-
able in all three cases, even though the soft masses in
the Standard Model sector (evaluated of course in the
vacuum, and of order 100GeV) satisfy that estimate
only in the second, gravity-mediated case. In the rst
(anomaly-mediated) case, this is because no-scale su-
pergravity does not automatically suppress soft scalar
masses during ination, as it does in the vacuum [27].
In the third (gauge-mediated) case it is because one
can easily suppose that the gauge-mediation mecha-
nism simply does not operate in the inaton sector. If
the relevant soft mass is a gaugino mass, the expec-
tation of Eq. (9) is not so automatic because gaugino
masses can be very small with some types of SUSY
breaking, but it is not unreasonable either.
In summary, we expect c in the range (10) in a
typical running mass model of ination. As we now
see, this typically leads to signicant scale-dependence
of the spectral index.
B. The spectrum and the spectral index
Now we come to the predicted spectrum and spec-
tral index of the primordial density perturbation. We
suppose that it is generated by the inaton eld per-
turbation, which means that it is purely adiabatic
and gaussian. It is therefore specied by the curva-
ture perturbation R(k), with k as usual the comov-
ing wavenumber. This quantity is gaussian and hence
specied by its spectrum P
R
(k).
To give the prediction of the running mass model
for the spectrum, it is convenient to dene





where the subscript COBE denotes the epoch of hori-
zon exit for the COBE scale k
COBE
' 0:002(h=Mpc).
Instead of the spectrum P
R









. At the COBE


























) = 1:9  10
 5





that correspond to reasonable
particle physics assumptions.
In this paper we concern ourselves with the dra-

























where N (k)  N
COBE
  N (k)  ln(k=k
COBE
). We
plot the primordial power spectrum for the running
mass model in comparison to the constant spectral
index case in Figure 1.
To discuss the spectral index and its running, we
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FIG. 1: Primordial power spectrum on a logarithmic plot
for the case of a scale invariant spectral index n = 0:95
(solid line) and n = 1:1 (dashed-dotted line), and for the
running mass prediction with n
COBE







= 0:04, corresponding to c =
0:1545; s = 0:1295 (upper dashed line) or c =  0:1295; s =




sponding to c = 0:08431; s = 0:05931 (upper dotted line)













Introducing s, the rst four atness parameters [27,


































































The parameters are evaluated at the epoch of horizon
exit for the scale k. The rst parameter  is negligible
because =M
P
is taken to be exponentially small. The
condition for slow-roll ination is therefore just jj 
1, which is satised in the regime   

provided that
jcj  1. This corresponds also to requiring jsj  1.
Additional and generally stronger constraints on s
follow from the reasonable assumptions that the mass
continues to run to the end of slow-roll ination, and
that the linear approximation remains roughly valid.
Discounting the possibility that the end of ination
is very ne-tuned, to occur close to the maximum or








Note that for negative c, this constraint is very strong,
requiring a very large value of s even for small c and a
FIG. 2: Theoretical expected valued of the parameters c; s
for N
COBE
= 50; the solid-line-hatched region is strongly
excluded by naturality assumptions, while the dashed-line-
hatched region is only weakly excluded. The dotted line




where the linear approximation is valid up to the end of
ination, triggered by  = 1.
kind of ne-tuning between s and c to give a reason-
able value of n  1.
For positive c, we also obtain a signicant upper
bound by setting N = N
COBE
in Eq. (30), and re-










(c > 0) : (27)
In the simplest case, that slow-roll ination ends when
n 1 actually becomes of order 1, this bound becomes
an actual estimate, jsj  e
 cN
COBE
. As discussed in
[36], this upper bound can be relaxed for positive s if
the running of the mass ceases before the end of slow-
roll ination. The approximate region of the s versus
c plane excluded by these considerations is shown in
Figure 2.
Since  is negligible, the spectral index is
n(k) = 1 + 2   6 (28)






  c : (30)









Clearly the spectral index is not constant within cos-
mological unless s or c is very close to zero.
At the COBE scale,
n
COBE




= 2sc : (33)
5The straight line s = c in the s vs c plane corresponds
to n
COBE
= 1. The scale independent case of constant
n = 1 is given by the origin s = c = 0, while constant
spectral index dierent from 1 is realized either on the
c = 0 axis for s = (n   1)=2 or on the s = 0 axis for
c =  (n   1)=2.
Taking cosmological scales to span a range N 
10, we see that the running mass model generates a
change Æn  10sc in the spectral index. This change
should eventually be detectable unless both jcj and jsj
are towards the bottom of their expected ranges.
We will show in the following the allowed region










are allowed in the running mass models:











so that a decreasing spectral index is possible only if
n
COBE
is dierent from 1. Also Eq. (33) is symmetric
under reection with respect to the s + c = 0 line, so
xing the variables n
COBE




two values of s; c. We will investigate in the following
how strongly the data are sensitive to a variation of
n
0
and therefore able to disentangle this degeneracy.
From all this, it follows that tting for arbitrary value
of n
0
is not exactly equivalent to performing a t for
the running mass models.
These predictions for the spectral index and its
derivative are to leading order in slow-roll. To second




= s(1 + 1:06c)e
cN(k)
  c ; (35)
We neglected a term of order 
2
, and the remaining
(unknown) error is expected to be of order 
3
. Both
of these are negligible which means that the second-
order correction should be rather accurate. We shall
not include it though, because it just corresponds to a
small rescaling of the quantity s, whose precise value
depends on unknown physics [27]. Note that it is in
any case easy to obtain the results at next-to-leading
order, by rescaling s by the factor 1=(1 + 1:06c) or
shift n
COBE






We compare the recent cosmological observations
with a grid of theoretical models computed with
the public available CMBFAST [40] code. We re-
strict our analysis to at, adiabatic, -CDM mod-




















= 0:0; :::; 0:95, in steps of 0:05. The value of the









We allow for a reionization of the intergalactic
medium by varying also the compton optical depth
parameter 
c
in the range 
c
= 0:0; :::; 0:20 in steps of
0:05. Greater values of 
c
are in disagreement with re-
cent estimates of the redshift of reionization z
R
 61
(see e.g. [41]) which points towards 
c
 0:05. As dis-
cussed later, given a cosmological model, we checked
for the consistency of the assumed optical depth with
its expected values derived from a simple reionization
scenario.
We vary the 2 parameters of the running mass
model in the range  0:30 < c < 0:30 and  0:47 <
s < 0:47 in a 50  50 grid. To save computing time,
we compute the CMB anisotropies transfer functions
for each cosmological model just one time and then
we integrate them dierent times looping over c and
s.
For the CMB data, we use the recent results from
the BOOMERanG-98, DASI, MAXIMA-1,CBI, and
VSA experiments. The power spectra from these ex-
periments were estimated in 19, 9, 13, 14 and 10 bins
respectively (for the CBI, we use the data from the
MOSAIC conguration), spanning the range 2  ` 
3500. However, since in this work we are interested
only in comparing the data with the expected pri-
mary anisotropies, we limit our analysis to the region
` < 1500 which is likely not to be aected by sec-
ondary eects like Sunyaev-Zel'dovich (see e.g. [42]).
The likelihood for a given theoretical model is de-





















is the Gaussian curvature of the likelihood ma-
trix at the peak and C
B
are the experimental (theo-
retical) band powers. We discard the rst bin of the
CBI dataset (0 < ` < 400), due to the asymmetric
window function and the high sample variance.
We consider 10%, 4%, 5%, 3:5% and 5% Gaussian
distributed calibration errors for the BOOMERanG-
98, DASI, MAXIMA-1, VSA, and CBI experiments
respectively and we include the beam uncertainties
by the analytical marginalization method presented
in [43].
In addition to the CMB data we incorporate the
real-space power spectrum of galaxies in the 2dF 100k
galaxy redshift survey using the data and window
functions of the analysis of Tegmark et al. [44].
To compute L
2dF





P (k) is the theoretical matter power spectrum and
k
i
are the 49 k-values of the measurements in [44].



















are the measurements and corre-
sponding error bars and W is the reported 27  49
window matrix. We restrict the analysis to a range
of scales where the uctuations are assumed to be in
the linear regime (k < 0:2h
 1
Mpc). When combin-
6ing with the CMB data, we marginalize over a bias b
considered to be an additional free parameter.
We also include the recent 13 data points on the
matter power spectrum obtained by Croft et al. [45]
using Lyman  forest data from 53 quasar spectra.
The theoretical transfer functions are in this case com-
puted up to redshift z = 2:72 and compared by a sim-
ple chi-square analysis with the data, including the
25% error in the data amplitude.
Moreover, following a similar approach used in a
previous analysis [37] we use reionization bounds.
Practically, we deduce for each theoretical model, the






























from the reionization redshift z
R
estimated using a
Press-Schechter formula. Taking f to be the frac-






























where (M ) is the present, linearly evolved, rms den-
sity contrast with top-hat smoothing and Æ
c
= 1:7




) is the suppression factor of (M )



























In the case of the running mass model, (M ) can





) ' 1, so that the reionization con-
straint is very powerful. To give a feeling of this strong
dependence, we show in Figure 3 the value of z
R
as a
function of c for the simple cases s = c; s = c   0:05
at xed cosmological parameters.
For each model in the database with a given op-
tical depth 
c












where the 1  error should
take into account the uncertainties due to the dierent
reionization mechanisms.
Finally, we also include a constraint on the variance






of 9  1 consistent
with the limits on the linear power spectrum obtained
using measurements of substructure in gravitational
lens galaxies in the analysis of [46].
One should keep in mind that there are many
caveats in the inclusion of all above constraints.
We attribute a likelihood to each value of c and s by
marginalizing over the nuisance parameters. We then
dene our 68% (95%), condence levels to be where
the integral of the likelihood is 0:16 (0:025) and 0:84












FIG. 3: Theoretical expected valued of z
R
for f ' 1 as a
function of c for the case s = c (dashed curve) and s =
c  0:05 (dot-dashed curve). The cosmological parameters
are chosen as h = 0:72, !
cdm
= 0:086 and !
b
= 0:02. We
show also the reference line z
R
= 6 (solid line).
B. Results
The likelihood contours in the c  s plane obtained
analyzing the CMB data under the assumption of a
set of \weak" priors (h = 0:650:2, t
0
> 11Gyrs) are
plotted in Figure 4. As we can see, even if the space
of models analyzed is quite broad, the CMB data is
able to give strong constraints along the s   c direc-
tion. In particular, we obtain the constraint n
COBE
=





= at 68% c.l... We




= 0:3 0:1) on the nuisance parameters does not
change these results and does not improve signicantly
the constraints on n
COBE
. Assuming negligible reion-






Also plotted in Figure 4 (Top Panel) are the like-
lihood contours obtained in the combined 2dFGRS-
CMB analysis. As we can see, even the inclusion of
the 2dF data does not improve signicantly the CMB
constraints. The combination of the 2dF data is ex-
tremely powerful in constraining parameters like 

m
and h, that dene the epoch of equality and the po-
sition in the k space of the matter spectrum. How-







In the center panel of Figure 4 we report the likeli-
hood contours obtained in the combined CMB+Ly-
analysis. As already noticed by [38], we nd that the
Lyman  data are able to restrict more strongly the
scale dependence of the spectral index and therefore
exclude the parameter space at large jcj; in particular
at 68% we have sc < 0:026, so that a variation of the
spectral index over cosmological scale of the order of
10% is allowed.
Finally, in the bottom panel of Figure 4 we plot
7FIG. 4: Likelihood contours in the c   s plane. The
gray contours are the 95% c.l. from the CMB anal-
ysis. The dark contours are from CMB+2dF analy-
sis (Top), CMB+Lya (Center Panel), CMB+Reionization
constraint (Bottom Panel).The straight lines corresponds
to n
COBE
= 0:8,1:0 and 1:2.


























plane for dierent datasets.
the likelihood contours obtained in the combined
CMB+reionization analysis. Also in this case part
of the region of large s; c is excluded, but still a siz-
able variation and values of jcj up to 0.2 are allowed.
It should be emphasized that this reionization con-
straint is only one of theoretical consistency. As one
can see from Figure 3, the self-consistent value of z
R





10, the top part of the allowed region `CMB +
Reionization' will be excluded.
Focussing on the region (s + c > 0 , c > 0), we
plot the likelihood contours in the 2(s   c) vs. 2sc
plane in Figure 5. As we explained before, 2(s   c)
gives the value of the spectral index n
COBE
  1 on
COBE scales, while 2sc = n
0
COBE
gives the bend in
the spectrum.




< 0:1 at 95% C.L., while in-
cluding the constraints from 2dF, Ly-, reionization




< 0:05 at 95% c.l.. Adding the
strong lensing constraint from [46], as discussed ear-
lier, further constrains n
0
< 0:04 at 95% c.l.. It
is important to notice that a lower spectral index




> 0. Note also that in all cases the best
t value of n
0
COBE
is not in the centre of the allowed




thermore, the inclusion of a bend in the power spec-
trum, does not seem to aect in a considerable way the
CMB constraint on n since there is a weak correlation
between these two variables.




parameters is investigated in Figure 6 where the like-
lihood function for n
0
COBE





and the Hubble parameter, h.
As we can see, the correlation with these parame-
ters is extremely small, meaning that the inclusion of
a bending in the primordial spectrum would not dras-
tically aect the actual constraints on the parameters


































rameters. From top to bottom, we consider the physical
density in baryons !
b









parameter h is poorly constrained by CMB alone.






on the predicted level of rms mass
uctuations in spheres of 8h
 1
Mpc. At the moment,
there is some sort of tension between the possible val-
ues of this parameter obtained from local cluster abun-
dances (
8
 0:75 for 

M
= 0:3, see e.g. [47]) and
weak lensing (
8
 0:9 for 

M
= 0:3 see e.g. [48]).
In Figure 7 we plot the likelihood contours from the








(Bottom Panel) respectively. As expected,
increasing both n
COBE






, but the correlation is not relevant enough













nCOBE -1 n'COBE 












We are in qualitative agreement with other recent
constraints on a running spectral index [38]. Precise
comparison is diÆcult mainly because we did not con-
sider a background of gravity waves (that can weaken
our nal result) since in the running-mass models this
is negligible. Furthermore, we considered a more up-
dated CMB dataset respect to the one considered in
[38] and we considered dierent datasets other than
CMB. Finally, [38] assumes that n
0
can take any
value, whereas the running-mass model excludes sig-
nicantly negative n
0
(Eq. (34)). The running-mass
model also allows variation of n
0
(k), but this is not
very signicant at the present level of observation.
We end this discussion of our results by comment-
ing on a recent analysis by Caprini, Hansen and Kunz
[49] which investigates the variation of n
0
(k) that is
allowed by observation. First, they assume that the
atness parameter 
3
is constant to the end of slow-
roll ination, and taking N
COBE
= 50, they nd

3
>  3:5  10
 4
. The running-mass prediction
Eq. (25) for 
3
is roughly constant to the end of slow-
roll ination if jcj

<




0:1 to have n suÆciently close to 1; com-







in agreement with [49]. However, [49] assume next
that instead V
0000






=V >  0:02. In contrast, the running-










exponentially large (and of either sign) and strongly
varying. Thus the bound on V
0000
of [49] does not ap-
ply to the running-mass model in any regime of its
parameter space. We remind the reader again that,
at the moment, the running-mass model is the only
well-motivatedmodel giving signicant running of the
spectral index.
IV. CONCLUSIONS
The rather full analysis that we have described con-
rms the general picture indicated by previous anal-
yses [37]. The allowed region in the c vs s plane de-
picted in Figure 4 should be compared with the re-
gion shown in Figure 2 which approximately delin-
9eates the theoretically disfavoured region, and also






needed to generate enough running of the mass even
if we go from the Planck scale to 100GeV. Combining
all of these, we see that if jcj is signicantly above the
minimum value, only the version of the model with c
and s both positive is viable. In that case, the spectral
index has signicant running which will be detectable
in the forseeable future. On the other hand, if jcj is
really of order 10
 2
, all choices of the signs of c and
s are possible except maybe negative c with positive
s. Furthermore, if that extreme case can be realized
in a viable running-mass model the running of n will
be so small that it may never be detectable.
Looking at the observational situation in more de-
tail, our results show that the CMB data can put very
strong constraints on the value of the spectral index
at large scales, n
COBE
= 1+2(s  c), but still allow a
pretty large scale-dependence. Other information on
the power spectrum, like Lyman  data, or strongest
assumptions about the reionization epoch are needed
to reduce the parameter space in the s + c direction.




of the order 0:04, are allowed. Note also that
our allowed region is more or less symmetric under re-
ection with respect to the s+ c = 0 line: this means
that the present data are not sensitive enough to dis-
tinguish the variation of n
0
that is predicted by the
running-mass model. Finally, we show that the inclu-
sion of the running in the spectral index has a mod-
erate eect on the present CMB determination of the
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