Recently, the decision feedback channel estimation based on the minimum mean square error criterion (DF-MMSE-CE) using a fixed DF filter coefficient has been proposed to improve the channel estimation accuracy for DS-CDMA with frequency-domain equalization (FDE). In this paper, we propose adaptive DF (ADF)-MMSE-CE, in which the DF filter coefficient is adapted to changing channel conditions based on a recursive least square (RLS) algorithm. Furthermore, the channel estimate is phase corrected upon the reception of the periodically inserted pilot chip blocks. The average BER performance of DS-CDMA with MMSE-FDE using ADF-MMSE-CE is evaluated by computer simulation in a frequencyselective Rayleigh fading channel and the simulation results show that our proposed scheme is very robust against fast fading.
Introduction
In mobile radio communications, the propagation channel consists of a number of resolvable paths having different time delays; each path is a cluster of irresolvable mutlipaths created by reflection and diffraction of the transmitted signal by buildings surrounding a mobile station (MS). The channel transfer function changes rapidly in a random manner in the frequency-domain as well as in the time-domain according to the MSs' movement. Coherent reception needs accurate channel estimation (CE) and so far, many CE schemes have been studied [1] - [15] . A conventional and effective method to accomplish this task is to use periodically inserted pilot symbols, named as pilot-assisted CE. Many improved pilot-assisted CE schemes have been proposed including weighted multi-slot averaging (WMSA) filtering using multiple pilot symbols [2] , [3] (the uniform averaging filter [4] is just a special case with equal weighted parameters), polynominal interpolation filtering [5] , and least-mean-square (LMS) filtering [6] to reduce the number of pilot symbols and achieve fast convergence. In general, all of them can be regarded as finite impulse response (FIR) filters with different sets of filter coefficients [7] . However, as the fading becomes faster, the tracking ability tends to be lost [3] .
The simplest way to improve the tracking ability against fast fading is to increase the pilot insertion rate, but a) E-mail: liule@mobile.ecei.tohoku.ac.jp DOI: 10.1093/ietcom/e90-b. 8.1997 at the price of transmission efficiency. In order to achieve robust channel estimation against fast fading, a pilot-assisted CE using a Wiener filter [8] is optimal, but it requires the knowledge of the unknown channel statistics [9] (e.g., the frequency offset due to the Doppler spread and the average received signal-to-noise power ratio (SNR)). Thus, some adaptive techniques have to be adopted. In [10] , a simple adaptive WMSA CE was proposed, taking into account the tradeoff relationship between the noise reduction and the fading tracking ability. However, the performance of adaptive FIR filter depends on the filter order, which needs to be adjusted according to the estimated maximum Doppler frequency.
Recently, the frequency-domain pilot-assisted CE based on the minimum mean square error (MMSE) criterion was proposed for DS-CMDA with frequency-domain equalization (FDE) [11] , which incorporates decision feedback (DF) using an infinite impulse response (IIR) filter into MMSE-CE. This improves the fading tracking ability while reducing the loss in the transmission efficiency due to the pilot insertion. The IIR filter coefficient is an important design parameter and the computer simulation results of [11] show that the optimum filter coefficient depends on the signal-tonoise power ratio (SNR) and the Doppler spread. However, the SNR and the Doppler spread vary according to changes in MSs' locations and traveling speeds, respectively. As a result, the fixed IIR filter used in [11] cannot achieve the optimal performance in all cases.
The IIR filter is very effective and desirable since there is only one filter coefficient. In [12] , the IIR filter coefficient is adjusted according to the recursive least-square (RLS) algorithm assuming narrowband differential-detected DS-CDMA [12] . We apply this adaptive IIR filter on each frequency component of MMSE-CE. However, due to the relatively low SNR, it is not reliable using a different filter coefficient on each frequency component. Since the channel is almost constant over one block even for large Doppler spread (e.g., the maximum Doppler spread f D is equal to 2 kHz when an MS's vehicle speed is about 432 km/h at 5 GHz carrier frequency), the fading statistics are identical at all frequencies. In this paper, we propose an adaptive DF (ADF)-MMSE-CE that uses the same filter coefficient for all frequencies and updates the filter coefficient block by block.
Two types of adaptive filters, an IIR filter and a forward linear prediction (FLP) filter, are considered to track the changing channel conditions and their filter coefficients are updated according to the RLS algorithm. We also give a theoretical analysis for the convergence performance of the ADF filter coefficient. The impact of channel estimation errors on the average BER performance of DS-CDMA with MMSE-FDE is evaluated by computer simulation in a frequency-selective Rayleigh fading channel.
The remainder of this paper is organized as follows. Section 2 presents the transmission system model for DS-CDMA with MMSE-FDE. Section 3 describes the proposed ADF-MMSE-CE. Also presented is the theoretical analysis of the convergence performance of the ADF filter coefficient. Section 4 shows the simulation results for the average BER performance. Finally, we draw the conclusion in Sect. 5.
Transmission System Model

Transmitted Signal
The DS-CDMA transmission system model is illustrated in Fig. 1 . At a transmitter, a binary data sequence is transformed into a data-modulated symbol sequence. Then, the nth data symbol d(n) is spread by the spreading sequence c(t) to obtain the chip sequence s(t), given by
where SF is the spreading factor, x is the largest integer smaller than or equal to x and we assume |d(n)| = |c(t)| = 1. Then, the resultant chip sequence s(t) is divided into a sequence of N c -chip blocks. As shown in Fig. 1 one frame is denoted by s m (t), t = 0 ∼ N c − 1. Correspondingly, the data in the mth block is denoted by d m (n), n = 0 ∼ N c /SF − 1, the spreading code used in the mth block is denoted by c m (t), t = 0 ∼ N c − 1. The m=iDth chip block corresponds to the pilot chip block in the ith frame. The last N g chips of each block are copied as a cyclic prefix and inserted into the guard interval (GI) at the beginning of each block. The GI-inserted chip sequence in the mth chip block can be expressed as
for t = −N g ∼ N c − 1, where E c is the average chip energy and T c is the chip duration.
Received Signal
The mth block received signal is sampled at the chip rate to obtain
where h m,l and τ l are respectively the lth path channel gain and the lth path T c -spaced time delay with
is the ensemble average operation), and η m (t) is the additive white Gaussian noise (AWGN) process with zeromean and the variance of 2N 0 /T c with N 0 being the singlesided power spectrum density. We assume a block-fading channel so that the path gains {h m,l ; l = 0 ∼ L − 1} remain constant over one block interval, but vary block-byblock according to the MSs' movement. Also assumed is that the maximum time delay of the channel is shorter than GI and the maximum Doppler frequency is f D . In this paper, we consider the normalized Doppler frequency, f D T , is smaller than 0.02. f D T =0.02 corresponds to a moving speed of 1500 km/h for a chip rate of 100 Mcps and 5 GHz carrier frequency. If f D T increases beyond 0.02, the assumption of block fading cannot hold since the channel does not stay constant over one block interval anymore and FDE cannot be properly carried out as discussed in [19] . As shown in the Fig. 1 (c), after the removal of GI,
where 
One-tap FDE is performed on each frequency component aŝ
where w m (k) is the MMSE-FDE weight, given by [13] 
However,
is unknown to the receiver and needs to be estimated. The detailed operation of MMSE-CE is described in Sect. 2.3. After MMSE-FDE, N c -point inverse FFT (IFFT) is applied to obtain the time-domain chip sequence:
After despreading, we get the decision variabled m (n) aŝ
based on which the data demodulation for d m (n) is performed to obtaind m (n).
MMSE-CE
Accurate estimation of the channel gain H m (k) is essential to compute the MMSE-FDE weight in Eq. (7). Since the frequency spectrum of the pilot chip sequence is not necessarily constant over the spreading bandwidth, we consider DF-MMSE-CE [11] in this paper. First, using the kth frequency component of the ith pilot chip block at m=iD, i = 0, 1 . . . , MMSE-CE can be applied to obtain the instantaneous channel estimate at m=iD. The delay time-domain windowing [14] , [15] is performed to get the noise-reduced channel estimateH P m=iD (k), which is used for the detection of (D − 1) succeeding data chip blocks (m = iD + 1 ∼ (i + 1)D − 1). Next, the (m − 1)th block decisiond m−1 (n) is fedback as a new pilot for MMSE-FDE of the mth block signal. The current block decision is fedback as a new pilot for MMSE-FDE of the next block signal. Therefore, the (m − 1)th block decisiond m−1 (n) is fedback as a reference to detect d m (n) and one-block delay is always incurred. As shown in Fig. 1(c) ,d m−1 (n) is first re-spread by using c m−1 (t) to obtains m−1 (t) and next, an N c -point FFT is applied to {s m−1 (t);
Then we use this decision feedback to carry out MMSE-CE and the delay time-domain windowing to get the noise-reduced channel estimateH m−1 (k).
CE Filtering (1) IIR DF Filter
We use a first-order IIR filter [12] , [16] to improve the channel estimate, expressed as
with m ≥ 1, where α is the IIR filter coefficient. The initial condition is set asH (7) to perform MMSE-FDE of the mth block signal. α is an important design parameter to tradeoff between the noise reduction and the tracking ability against fading. In a fast fading channel, α should be smaller to achieve better tracking ability. As the value of α increases, the IIR filter can effectively reduce the noise, but the tracking ability against fading tends to be lost. Therefore, there exists an optimum value in α, which depends on the received SNR and the Doppler spread [11] . (2) FLP DF Filter Another method to improve the channel estimation accuracy, especially for fast fading, is the FLP filter [12] , [16] . We introduce the predictor coefficient µ (|µ| ≤ 1) and predict the mth block channel gain as
The MMSE-FDE weight
. Compared with the IIR filter in Eq. (10), the FLP filter is much simpler, whose output is just decided by two past channel estimates,
The filter coefficients, α and µ, should be adapted to changing channel conditions. The adaptation algorithms for α and µ are described in Sect. 3.1.
Adaptive Decision Feedback Filter
The fading channel conditions may vary from time to time with the MSs' movement. In this paper, we apply the RLS adaptive algorithm [16] , [17] so that α for the IIR filter and µ for the FLP filter are adjusted according to changing channel conditions.
Adaptation Algorithm
(1) Adaptive IIR Filter Equation (10) can be regarded as the single-tap least mean square (LMS) algorithm [16] with the step-size parameter α. In the LMS algorithm, α is defined over the positive range of [0, 1], but here we allow its value to be negative to track statistical variations of the channel gains. We first get the adaptive α m (k) for each frequency (α in Eq. (10) is denoted by α m (k)). α m (k) is updated by using recursive adaptation algorithm as [12] 
for k = 0 ∼ N c − 1, where (13) and
. (14) The initial condition is set as Θ 0 = 0 and Ω 0 = δ (small positive value).
However, α m (k) is perturbed by the noise and not reliable. Remember that the fading statistics are identical for all frequencies, k = 0 ∼ N c − 1. Instead of using α m (k) for the kth frequency component, we propose to use a filter coefficient α m averaged over all the frequencies as
(2) Adaptive FLP Filter Similar with adaptive IIR filter, we derive µ m for adaptive FLP filter, given as
with
where (18) and
The initial condition is set as Θ 0 =0 and Ω 0 =δ (small positive value).
Upon the reception of pilot chip block at m = iD, i = 0, 1 . . . , the IIR filter outputH 
is the pilot-assisted channel estimate of the ith frame. As a result, the resultant channel estimate becomes in-phase with H P m=iD (k).
Convergence Analysis
In order to better understand our proposed scheme, we present an approximate analysis on the convergence performances of the IIR filter coefficient α m and the FLP filter coefficient µ m in a frequency-selective Rayleigh channel. It is shown in Appendix that α m converges to
and µ m converges to
where ρ(n) is the time autocorrelation function of path gains {h m,l ; l = 0 ∼ L − 1} and equal to the time autocorrelation of the kth frequency channel gain
is independent of the frequency index k) [18] . Equations (20) and (21) show that α ∞ and µ ∞ are determined considering the tradeoff relationship between the noise reduction and the tracking ability. Assuming the Jakes' model, we have ρ(n) = J 0 (2πn f D T ), where J 0 (·) is the zero-order Bessel function of the first kind. For small f D T values, ρ(n) can be approximated as ρ(n) ≈ 1 − (πn f D T ) 2 . Then, for the IIR filter we have,
and for FLP filter, we have
When f D T → 0, we have α ∞ ≈ 1 for the IIR filter and µ ∞ ≈ −0.5 for the FLP filter. The convergence time and accuracy are dependent on β. The use of smaller β has better tracking ability but less accuracy. The larger β needs longer time for α m and µ m to converge. The inverse of 1 − β is roughly a measure of the memory size of the RLS algorithm [17] . For example, when β=0.95, it takes about 20 blocks (one block is about 2.88 µs for a chip rate of 100 Mcps). Since the channel fading statistics change much more slowly compared with the RLS updating process, even β=0.95 can be used in practice. Table 1 shows the simulation conditions. We assume ideal sampling timing at the receiver and the channel is an L=16-path frequency-selective Rayleigh block-fading channel having uniform power delay profile (i.e., E[|h m,l | 2 ]=1/L for all m and l). Figure 2 shows the impact of forgetting factor β on the BER performance assuming the average received bit energyto-AWGN power spectrum density ratio E b /N 0 =14 dB, the spreading factor SF=16, and the normalized Doppler fre- beyond 0.02, the assumption of block fading cannot hold since the channel does not stay constant over one block anymore and FDE cannot be properly carried out as discussed in [19] . As a consequence, the BER performance degrades as f D T increases beyond 0.02. In the following simulation, we set β to be 0.95 for both adaptive IIR and FLP filter. (1) and from Eq. (21) we have µ ∞ is always equal to −0.5. Figure 4 plots the impact of Doppler spread on the DF filter coefficient after convergence when E b /N 0 =20 dB and SF=16. Our performance analysis is an approximate analysis based on the assumption of no decision feedback error and no noise contribution in the IIR filter output. A good agreement can be seen between the theoretical result and the simulation one with µ ∞ when f D T is smaller than 0.001 and
Computer Simulation
Impact of Forgetting Factor β
and hence B m−l (k) ≈ 0. As a consequence, the decision feedback error does not influence the value of µ ∞ . However, the decision feedback error impacts the value of α ∞ . As f D T increases, the tracking ability of our channel estimation scheme tends to be lost. As E b /N 0 becomes smaller, the decision feedback error becomes more significant. As a consequence, the theoretical results tend to deviate from the simulated as f D T increases and/or E b /N 0 increases. Figure 5 plots the simulated BER performance of DS-CDMA using ADF-MMSE-CE with the IIR filter for SF=16 and 64 as a function of E b /N 0 . Here, the frame length D is equal to 20 and f D T varies from 0.001 to 0.01. In practical situation, the value of f D T changes according to the change of the user's moving speed. The adaptive IIR filter can adapt the value of α to the optimum value so that the BER performance can always be minimized. It can be seen that ADF-MMSE-CE provides a fairly good BER performance for all f D T values. For comparison, the BER performance of non-adaptive DF-MMSE-CE (α=0 and 1) is also plotted. When α=1 is used, the BER performance degrades significantly for large Doppler spread (i.e., f D T =0.01). On the other hand, when α=0 is used,H m−1 (k) is always used (see Eq. (10)) and a good tracking ability can be achieved but noise reduction is not sufficient. Therefore, the achievable BER performance is worse than ADF-MMSE-CE (β=0.95). ADF-MMSE-CE gives the best performance and is almost insensitive to f D T . The E b /N 0 degradation for BER=10 −5 from the ideal CE is less than 1 dB. Part of this E b /N 0 degradation is due to the pilot insertion loss of 10 log(20/19) = 0.23 dB. Figure 6 shows the performance comparison of ADF-MMSE-CE using the IIR filter and the FLP filter. In the case of SF=16, Fig. 6(a) shows that the BER of the FLP filter is worse than that of the IIR filter for a low E b /N 0 region. In the case of SF=64, the adaptive FLP filter cannot work well, since the symbol energy is distributed over SF chips and the low chip energy-to-noise power ratio E c /N 0 produces large estimation error. No matter the value of µ, the FLP filter only uses the past two blocks to predict the current channel gain and has higher tracking ability; while the IIR filter uses about 1/(1 − α) past blocks and reduces the AWGN noise greatly. This results in the worse BER of the FLP filter than the IIR filter.
BER Performance
Impact of Frame Length
Phase correction using periodically inserted pilot chip blocks is used to avoid the error propagation beyond the frame. The E b /N 0 loss due to the pilot insertion, given by 10 log D/(D − 1) dB, can be reduced by increasing the frame length D. However, the tracking ability against fading may be lost. Figure 7 shows the impact of the frame length on the BER as a function of f D T . We set E b /N 0 =14 dB for both SF=16 and 64 and the BERs of ADF-MMSE-CE with IIR . By increasing the value of D from 20 to 100, the pilot insertion loss decreases from 0.23 dB to 0.04 dB and the BER performance is slightly improved. Although the periodic phase correction is used, the decision feedback error will propagate within a frame for large Doppler spread and degrade the BER performance. Therefore, the frame length cannot be too large, e.g., D=1000. For high E b /N 0 , the Doppler spread is the predominant cause of decision error. The FLP filter has better tracking ability than the IIR filter. It can achieve a slightly smaller BER when f D T > 0.005 in the case of SF=16. However, in the case of SF=64, since the chip energy-to-noise power ratio E c /N 0 reduces and this produces large estimation error. The FLP filter uses only the past two blocks to predict the current channel gain; while the IIR filter uses more blocks, i.e., 1/(1 − α) past blocks. Therefore, the IIR filter can reduce more AWGN noise than the FIR filter. As shown in Fig. 7(b) , that the performance of the IIR filter is much better than that of the FLP filter when SF=64.
Conclusions
In this paper, the adaptive decision feedback MMSE channel estimation (ADF-MMSE-CE) was proposed for DS-CDMA with MMSE-FDE. The adaptive infinite impulse response (IIR) filter and forward linear prediction (FLP) filter are utilized to track the changing channel conditions. The IIR filter coefficient α and the FLP filter coefficient µ are updated according to a recursive least-square (RLS) algorithm. In order to stop the error propagation beyond the frame due to the decision feedback, the channel estimate is phase corrected using periodically received pilot chip blocks. Computer simulation results have shown that the proposed ADF-MMSE-CE with IIR filter can achieve a very good tradeoff between the tracking ability against fading and noise reduction. Although the FLP filter is robust against fast fading, its BER performance is worse than IIR filter due to the low chip energy-to-noise power ratio when SF is large. In addition, this ADF-MMSE-CE, not limited to DS-CDMA, can be applied to multicarrier (MC-)CDMA with FDE in a fast fading channel. 
The time autocorrelation function R(n; k) of the kth frequency channel gain H m (k) is equal to ρ(n) as
Substituting Eq. (A· 7) into Eq. (A· 2) and using Eq. (A· 8), we obtain
(A· 10)
Therefore, substituting Eq. (A· 10) into Eq. (12), we obtain Eq. (20).
(2) FLP filter In the similar way as the IIR filter, we can derive the convergence value for FLP filter as
. 
