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El objetivo del presente trabajo es describir el método para localizar fresas y evaluar su madurez por medio 
del procesamiento de imágenes. La detección se realizó según la cantidad de color rojo y la madurez con los 
colores verde/amarillo en la superficie de la fresa. Para dicho proceso, se hizo uso del sistema de embebido 
Raspberry Pi 2 y una Picamera. El algoritmo implementado se escribió en Python y adicionalmente se hizo 
uso de las librerías de Open CV, este algoritmo se utilizó en un robot recolector de fresas que realiza los 
procesos de: identificación y evaluación de madurez. Los procesos los desarrolla en tiempo real bajo 
diferentes condiciones de iluminación establecidas. El programa identificó todas las fresas y reconoció la 
madurez en un 76.67%. El trabajo presentado pretende ayudar en los procesos de recolección y selección 
de fresas. 
Palabras clave: Visión de máquina; Identificación Fresas; Madurez Fresas; Sistema de embebido Raspberry 
Pi 2; Iluminación. 
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The objective of this paper is describe the method to locate strawberries and to evaluate their maturity by 
means of image processing. The detection was realized according to the quantity of the red color and the 
ripeness with the green/yellow color in the surface of the strawberry. The embedded system Raspberry Pi 2 
and a Picamera were used for the described process. The implemented algorithm was written in Python and 
additionally the Open CV libraries were used. This algorithm was applied in a strawberry harvesting machine 
that performs the processes of: identification, ripeness evaluation, and harvesting. The processes are 
developed in real time under different established illumination conditions. The program identified all the 
strawberries and recognized the maturity in a 76.67%. The presented paper pretends to help the strawberry 
harvesting and selection processes. 
Keywords: Machine vision; Strawberry Identification; Strawberries Ripeness; Embedded system Raspberry 
Pi 2; Illumination. 
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En Cundinamarca se encuentra ubicada una de las 
producciones nacionales de fresas más grandes del 
país, aprox. 53,1%, seguido por Antioquia con 
29,6%, Norte de Santander con 7,9%, Cauca con 
6,6%, Boyacá con 1,3% y Valle del Cauca con 
0,6%.  
 
Tabla 1. Área cosechada, producción y rendimiento 
de fresa en Colombia 2011. Anuario Estadístico de 












Antioquia 275 10.731 39.022 
Boyacá  55 734 13.345 
Caquetá 6 60 10.000 
Cúcuta 59 1.636 27.729 
Cundinamarca 595 28.545 47.975 
Norte de 
Santander 
119 3.144 26.420 
Santander 5 45 9.000 
Total 1.133 45.000 39.718 
 
Colombia es uno de los principales países 
productores de fresas junto con Estados Unidos, 
Turquía, España y Egipto, lo que permite ser un 
cultivo rentable y necesario para el país. [2] 
 
Dadas estas circunstancias de alta producción en 
los campos del país, se decidió orientar el proyecto 
a un sistema de adquisición y procesamiento de 
imágenes, que tiene como objetivo destacar 
detalles como su color. Esto criterio variara según 
el mercado, a la hora de la selección de fresas 
maduras y listas para recolectar. [3] 
 
En la actualidad los robots que son capaces de 
detectar y clasificar fresas son desarrollos 
extranjeros y adaptados a otro tipo de cultivos. [4] 
[5]  Por lo tanto, se desea desarrollar soluciones de 
bajo costo adecuadas para los cultivos de fresas 
presentes en el país. [6] [7] [8] [9] 
 
El presente artículo presenta el diseño de un 
algoritmo para la determinación de la madurez de 
fresas, a partir de un procesamiento de imágenes 
desarrollado en el lenguaje de programación 
“Python” con librerías de “OPENCV” e 
implementado en la Raspberry Pi 2B. [10] 
 
 
2. MATERIALES Y METODO  
 
2.1. HARDWARE  
 
RASPBERRY PI 
Raspberry PI es un computador de bajo costo, 
desarrollado en el Reino Unido por la Fundación 
Raspberry Pi (Universidad de Cambridge) en 2011, 
con el objetivo de estimular la enseñanza de la 
informática en las escuelas, su comercialización 
empezó a partir del año 2012. [11] 
 
Está compuesto por varios componentes 
electrónicos. Adicionalmente, cuenta con una 
cámara con una resolución máxima de 5 MPx [12] 
 
 




OPEN CV (Open Source Computer Vision) 
Tiene licencia de software para el sistema BSD 
(Berkeley Software Distribution), es de uso 
académico y comercial. Tiene interfaces de C ++, 
C, Python y Java y es compatible con Windows, 
Linux, Mac OS, iOS y Android. Open CV fue 
diseñado para la eficiencia computacional y con 
enfoque en aplicaciones en tiempo real. En su 
mayor parte es utilizado para la robótica avanzada. 
[13]   
 
PYTHON 
Es un lenguaje de programación de alto nivel, 
desarrollado a finales del año 1980 en el Instituto 
Nacional de Investigación de Matemáticas y 
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2.3. PROCESAMIENTO DE IMÁGENES 
 
El procesamiento de imágenes es un conjunto de 
técnicas que se aplican desde una imagen de 
origen, para extraer información específica o de 
interés. [14] 
 
El procesamiento de imágenes consta normalmente 
de los siguientes pasos: [15] 
 
A. Capturar la imagen: 
Se obtiene una imagen de la cámara en la 
configuración establecida, esta se conoce como la 
imagen de origen. 
 
B. Preprocesamiento: 
Para realizar el procesamiento se utilizan filtros que 
mejorar la imagen digitalizada, gracias a esta 
técnica se pueden conseguir los siguientes 
resultados: Suavizar la imagen, Eliminar ruido, 
Realzar bordes y detectar bordes [4] 
 
C. Extracción de características  
En la imagen pre-procesada se busca determinar el 
objeto de interés a partir de características 
discriminativas (contornos, alguna figura en 
específico, color, etc.). 
 
D. Identificación de objetos  





Para el desarrollo del proyecto, se construyó una 
maqueta que se asemejara a un surco (montículo 
de tierra donde se encuentran las plantas de 
fresas), debido a que no se podían realizar todas 
pruebas en un cultivo real. 
 
La elaboración se hizo de la siguiente manera: Con 
2 pequeñas materas plásticas se generó el relieve 
del montículo de tierra, con plástico negro se imitó 
la textura y color del plástico negro mulch de 
cultivos agrícolas, mientras la planta se elaboró con 
hojas y tallos de color verde oscuro y fresas 
conseguidas en un mercado de frutas y verduras. 
Por último, las fresas se colgaron de tallos para que 




Fig. 2. “Imagen surco” [16] 
 
Fig. 3. “Maqueta surco” 
Luego, se realizó un programa para capturar y 
guardar imágenes en RGB con la Raspberry Pi 2 y 
su respectiva cámara, tomadas en diferentes 
entornos de luz. Para este algoritmo se consideró la 
distancia de la cámara con respecto al surco y el 
campo de visión de la cámara (figura 4) con una 
resolución de 640x480 pixeles, para hacer la 
relación de longitudes entre pixeles y cm.  
 
 
Fig. 4. “Mediciones de distancia y alcance de visión 
de la PiCamera” 
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A partir de las imágenes guardadas, se decidió 
implementar un preprocesamiento de brillo, 
haciendo que el brillo general de todas las 
imágenes tendiera a un valor establecido. Para 
calcular el brillo general de la imagen, fue necesario 
convertir el formato RGB a escala de grises y se 












Donde N y M son las dimensiones de ancho y alto 
de la imagen respectivamente y P es el valor del 
pixel ubicado en una posición cartesiana i y j de la 
imagen. Esta fórmula es una ecuación 
probabilística que suma todos los valores 
recorriendo el ancho y la altura de la imagen y lo 
divide entre la cantidad total de pixeles para 
encontrar el valor promedio. 
 
Luego, se calculó un valor 𝐵𝑠𝑢𝑚 a partir de la resta 
del brillo deseado a alcanzar (𝐵𝑑𝑒𝑠) y el brillo 
obtenido de la imagen a escala de grises 𝐵. 
 
𝐵𝑠𝑢𝑚 = 𝐵𝑑𝑒𝑠 − 𝐵                                                                  (2) 
 
Para generar la tendencia al valor deseado en la 
imagen RGB, se necesitó hacer una operación de 
suma a cada pixel 𝑃(𝑖, 𝑗, 𝑑) en las 3 dimensiones 𝑑 
de la imagen RGB con 𝐵𝑠𝑢𝑚, el cual resultó en un 
nuevo pixel 𝑃𝐵(𝑖, 𝑗, 𝑑) ubicado en la misma posición 
y dimensión. A escala de grises no fue necesario 
considerar 𝑑, ya que solo contiene 1 dimensión. 
 
𝑃𝐵(𝑖, 𝑗, 𝑑) = 𝑃(𝑖, 𝑗, 𝑑) + 𝐵𝑠𝑢𝑚                                           (3) 
 
Después de obtener la imagen con el 
preprocesamiento, se desarrolló en el algoritmo la 
extracción de características teniendo en cuenta la 
madurez del fruto por medio del color. Una fresa 
inmadura tiene un color verde claro distinto al verde 
oscuro del tallo y hojas, y la parte madura tiene un 
color rojo que se destaca en su entorno. Entonces 
se dedujo el estado de madurez, comparando los 
porcentajes de madurez que poseía fresa. 
 
Los parámetros que se siguieron, fue una 
clasificación por color que va de 0 a 6 como se 
observa en la siguiente imagen: 
 
 
Fig. 5. “Tabla Clasificación Fresas.” [2] 
Según las recomendaciones se considera la 
recolección en la etapa que va entre 3 al 5 debido a 
que si está muy madura en el tiempo que se gasta 
en su distribución y venta puede dañarse. Por 
ende, en el procesamiento de imágenes se 
estableció un rango 57 % a 85 % del color rojo, 
correspondiente al área que ocupa la fresa. 
 
El sistema de color elegido fue el CIE L*A*B*, el 
cual tiene el control de la luminosidad (blanco y 
negro) y una separación notable de los colores de 
interés rojo, verde y amarillo en su estructura como 




Fig. 6. “Plano Tridimensional del Modelo de Color 
CIE L *A *B.” [17] 
Con la figura que describe el modelo de color CIE 
L*A*B* y con el diseño de un panel de control con 
valores de 0 a 256, se escogieron límites de 
diferencia para cada una de sus dimensiones, ∆L* 
(claridad), ∆A* (rojo/verde) y ∆B* (amarillo/azul) 
para encontrar el color de interés. También se le 
incluyó un control de área para eliminar ruido 
(objetos de pequeño tamaño). 
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Fig. 7. “Panel de Control y Pruebas de Color.” 
Estos límites crean una caja rectangular de 
tolerancias donde se encuentra el color a detectar, 
como se muestra en la figura a continuación. 
 
Fig. 8. “Limites Plano Cartesiano CIE L*A*B*.” [18] 
 
Pero, cuando se compara esta caja de tolerancias 
con el elipsoide visualmente aceptado, pueden 
aparecer otros valores no deseados (pixeles color 
negro). Lo que lleva a que este modelo de color 
tenga un 75% de concordancia con el aspecto 
visual real. [18] 
 
En la figura 9 se puede ver la toma de una muestra 
independiente para generar los parámetros de los 
valores deseados y en la figura 10 los elipsoides de 
todo el círculo cromático en los ejes *A y *B. 
 
 
Fig. 9. “Tolerancia CIE L*A*B*”. [18] 
 
 
Fig. 10.  “Círculo de Colores, Ejes A* y B* CIE 
L*A*B*.” [18] 
Al tener etiquetadas las partes maduras e 
inmaduras de las fresas, se realizó la identificación 
de objetos sacando las áreas y los centroides en 
coordenadas cartesianas X (horizonte) y Y (altura) 
de todo. Se compararon simultáneamente las 
coordenadas X y Y de los centroides, para 
determinar la parte madura e inmadura que 
pertenece a cada fresa y la cantidad de frutos que 
se encuentran en la imagen.  
 
La relación se hizo por medio del radio del círculo 
más pequeño que encierra a cada objeto y si estos 
se cruzaban entre ellos. Para este criterio, se tomó 
en cuenta la ecuación de Pitágoras con las 
distancias de 2 centroides y de 2 radios (una parte 
madura y la otra inmadura). Primero se calcula la 
hipotenusa  𝐻.  
 
𝐻 =  √(𝑋1 − 𝑋2)
2 + (𝑌1 − 𝑌2)
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A este resultado se le suma un porcentaje de la 
hipotenusa (donde 𝐾 es un valor positivo menor a 
1) para asegurar un mayor cruce entre ambos 
objetos y se compara con la suma de ambos 
radios. Si la suma de los radios es mayor a la 
hipotenusa resultante, significa que existe un cruce 
entre el objeto maduro e inmaduro.  
 
𝑅1 + 𝑅2 > 𝐻 + 𝐻 ∗ 𝐾                                                         (5) 
 
 
Fig. 11. “Relación entre fresa madura e inmadura” 
En la figura 11 se puede observar la relación 
existente entre la relación de los radios y el objeto 
maduro e inmaduro. Donde: 
R1= Radio 1 
R2=Radio 2 
H= hipotenusa 
Pero también se busca que las coordenadas X 
entre ambas partes se encuentren en un rango 
admisible y que sea menor al radio de la sección 
madura. El proceso busca el color rojo, compara las 
posiciones X de este con los objetos inmaduros y el 
primer objeto que cumpla con todos los criterios 
forma una fresa completa y sigue con el siguiente 
color rojo detectado. Al final, para evaluar la 
madurez se calcula el porcentaje de color rojo 




𝐴𝑟𝑒𝑎 𝑅𝑜𝑗𝑎 𝑛 + 𝐴𝑟𝑒𝑎 𝐼𝑛𝑚𝑎𝑑𝑢𝑟𝑎 𝑛
    (6) 
 
Donde n es la enumeración para cada fresa 
encontrada (1, 2, 3, ...). En el caso que una parte 
madura no tuviera su respectiva parte inmadura, se 
considera como una fresa no cosechable, debido a 
que este fruto obtendría un 100% de la madurez y 
de esta manera, sobrepasaría el parámetro de 
madurez máximo de 85%. Por último, no se 
consideran las fresas que no contengan nada de 
color rojo y estén totalmente inmaduras. 
 
Finalmente, el sistema de embebido con todo el 
algoritmo fue implementado en un robot móvil 
recolector de fresas maduras, que se desplazaba y 
activaba el brazo robótico, basado en los datos de 
fresas cosechables y su posición adquiridas en el 
procesamiento de imágenes. 
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En el diseño del programa que permite la 
identificación del fruto, se realizó una base de datos 
con imágenes capturadas en diferentes condiciones 
de iluminación, con el fin de evaluar le detección en 
diferentes horas del día. Como se puede apreciar 
en las figuras 12 y 15 al capturar y determinar la 
madurez como se ha documentado anteriormente, 
se detectó satisfactoriamente el 100% de las fresas 
presentes en las 30 imágenes tomadas. 
Teniendo en cuenta el periodo en que se pueden 
recolectar. Al tener fotografías por debajo de los 
100 lux, o por encima de los 10000 lux, se aumentó 
el error de detección de madurez del fruto en un 
60%. [19] 
Para contrarrestar los cambios de iluminación se 
aplicó un preprocesamiento, ajustando el nivel de 
brillo en la imagen tomada. Al implementar dicho 
cambio se obtuvo una confiabilidad de detección de 
la madurez del 76,67% de 30 imágenes tomadas se 
identificaron satisfactoriamente 23.  
En la figura 14 se pueden observar todos los datos 
obtenidos en el procesamiento de imágenes que 
fueron impresos en la pantalla de consola: muestra 
el cambio de brillo general de un valor de 96 a 71 
que se le realizo a la imagen RGB (el valor brillo a 
alcanzar era de 70), además que entrega toda la 
información de las fresas que contengan color rojo 
y su respectiva parte inmadura (Amarillo), el 
centroide hallado para cada parte madura e 
inmadura donde el promedio entre ambas generan 
el centroide de la fresa, indica el porcentaje de 
madurez e identifica de manera individual y total las 
fresas cosechables y no cosechables. 
En la determinación de la posición XY con respecto 
a la cámara, se tuvo en cuenta la ubicación 
establecida con respecto al surco (maqueta 
realizada) figura 3 donde se encontraba. De 
acuerdo la posición estimada y la posición que 
determino el software. Se tiene una tolerancia con 
respecto al plano XY del 5% con respecto a la 
ubicación real.  
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Por último, en las figuras 13 y 16 se muestran los 
círculos resultantes de cada parte madura (rojo) e 
inmadura (verde) de las fresas, cuyos radios fueron 
utilizados para verificar la pertenencia y cumplieron 
con todos los otros criterios para formar cada una 
de las fresas completas. 
 
Fig. 13 “Captura de imagen” 
 
Fig. 14. “Identificación del fruto”  
 
Fig. 15.  “Información obtenida del Procesamiento 
de Imágenes.” 
 
Fig. 16. “Captura de Imagen” 
 
Fig. 17. “Identificación del fruto” 
4. DISCUSIÓN Y ANÁLISIS DE RESULTADOS 
 
• La cantidad de lúmenes presentes a la hora 
de tomar la fotografía condiciona 
drásticamente el rango de operación del 
algoritmo, ya que se tienen valores fijos 
que evalúan los colores con el modelo CIE 
L *A *B. Al cambiar la luz, se cambian los 
valores de los colores y se puede perder 
información importante.   
• Al implementar un preprocesamiento de 
brillo a la imagen en el algoritmo de 
identificación del fruto, se pudo reducir o 
aumentar ciertos valores en la imagen para 
mejorar la calidad y rango de los colores. 
Con esto, se mejoró considerablemente la 
confiabilidad del algoritmo. 
• Existen muchas maneras para hacer el 
procesamiento de imágenes, el método 
elegido fue la caracterización por color. En 
este método existen diversos Modelos de 
Color, pero gracias a la documentación y 
consulta a fondo que se hizo, se eligió el 
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modelo CIE L *A *B que separa los colores 
deseados (rojo, verde/amarillo) y facilita 
identificarlos. 
• El algoritmo presento mayores problemas 
en la identificación con valores de brillo 
general drásticos (altos o bajos) en la 
imagen capturada. 
• La madurez de la fresa fue considerada en 
un plano bidimensional, por lo tanto, 
cuando se giró la fresa, en ciertos casos, el 
mismo fruto fue considerado cosechable y 
no cosechables en diferentes pruebas.  
• Se tuvo éxito de localizando fresas 
maduras a partir del centroide calculado 
con ejes X y Y y la distancia de fondo Z 
propuesta entre la cámara y el surco. 
Donde se validó los resultados obtenidos a 
partir de la tabla mostrada en el “Manual 
técnico del cultivo de fresas bajo buenas 
prácticas agrícolas” [2].  
• El manejo del Raspberry Pi 2B con la 
cámara del mismo fabricante, facilita el 
procesamiento de imágenes gracias al 
programa de Open CV y Python, con la 
gran variedad de comandos que contienen. 
Además, el sistema de embebido es de 
pequeño tamaño y bajo costo, lo que 
facilita la implementación en cualquier 
proyecto o robot a trabajar. 
 
5. CONCLUSIONES  
 
El horario de operación en el que el software ofrece 
un alto rendimiento se ve limitado por la cantidad 
de luz solar al cual está expuesto el fruto. Por tal 
razón, se propone como trabajo futuro trabajar con 
un sistema propio de iluminación para asegurar un 
nivel estándar y monitorear la cantidad de lúmenes 
en la zona. 
 
El algoritmo implementado con el modelo de color 
utilizado CIE L *A *B identificó exitosamente las 
fresas en diferentes ambientes de luz establecidos, 
sin embargo, la verificación de la madurez se vio 
afectada. Esto sucede porque se tienen valores 
fijos para las tolerancias del color al reconocer y se 
pierde información de interés con los cambios de 
luz. El color rojo no presenta grandes cambios, 
pero el color que indica la inmadurez se ve 
fuertemente afectado.  
 
En el caso de que algún otro elemento cumpla con 
la condición de color será reconocido como una 
fresa. Para evitar problemas respecto al 
reconocimiento se plantea desarrollar un sistema 
dinámico para la detección de colores y/o 
implementar nuevos procesos para detectar otras 
características discriminantes, como por ejemplo la 
forma.  
 
Al tener un plano bidimensional, no se puede 
verificar si todo el fruto entero se encuentra madura 
o no, debido a que la cámara solo puede observar 
la mitad frontal visible. Adicionalmente, a partir de 
una imagen no se puede conocer la profundidad. 
Para solucionar este inconveniente se aseguró una 
distancia específica entre la cámara y surco.   
 
El procesamiento de imágenes fue de fácil 
implementación en el robot móvil recolector de 
fresas, gracias a que el sistema embebido tiene un 
tamaño reducido y a la comunicación serial que 
ofrece la Raspberry Pi 2 para conectarse a 
cualquier otro dispositivo o microcontrolador. 
 
Como trabajo futuro se plantea implementar en el 
análisis de procesamiento de imagen la detección 
de enfermedades, por lo cual el sistema de 
identificación para recolección de fresa será más 
robusto. 
 
Otra posible característica que se puede 
implementar es el uso de cámaras infrarrojas, las 
cuales permitirán realizar la recolección en horas 
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