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Many nanoelectronic devices rely on thin dielectric barriers through which electrons tunnel. For
instance, aluminium oxide barriers are used as Josephson junctions in superconducting electronics.
The reproducibility and drift of circuit parameters in these junctions are affected by the unifor-
mity, morphology, and composition of the oxide barriers. To improve these circuits the effect of the
atomic structure on the electrical response of aluminium oxide barriers must be understood. We
create three-dimensional atomistic models of aluminium oxide tunnel junctions and simulate their
electronic transport properties with the non-equilibrium Green’s function formalism. Increasing
the oxide density is found to produce an exponential increase in the junction resistance. In highly
oxygen-deficient junctions we observe metallic channels which decrease the resistance significantly.
Computing the charge and current density within the junction shows how variation in the local
potential landscape can create channels which dominate conduction. An atomistic approach pro-
vides a better understanding of these transport processes and guides the design of junctions for
nanoelectronics applications.
I. INTRODUCTION
Superconducting qubits are one of the most promising
architectures for quantum computers and are currently
the favoured technology for many quantum computing
groups around the world.1–5 These qubits rely on the
non-linear response of Josephson junctions which are of-
ten fabricated as Al–AlOx–Al tri-layer junctions.
6–8 As
we move to large-scale quantum computer engineering,
it becomes critical to understand what limits junction
performance and variability.
The conductance of Al–AlOx–Al junctions is com-
monly understood in a simplified one-dimensional pic-
ture. In the simplest case, the tunnel junction is consid-
ered to be a rectangular barrier where the transmission
probability of an incident electron can be calculated us-
ing the WKB equations.9 More detailed analytic models
of the tunnelling barrier include corrections for temper-
ature, applied voltage, image forces, and asymmetries.10
Two of these models – the Simmons model,11 and
the Brinkman, Dynes and Rowell model12 – are of-
ten used to estimate parameters such as the barrier
height and the oxide thickness by fitting to experimental
measurements.13–18 Barrier heights calculated by fitting
to the Simmons model15–17 range from 0.8 eV to 3.0 eV
while a “typical” height of 2 eV is often quoted.19–22 Es-
timates of the barrier height and oxide thickness given
by such models are effective values which include con-
tributions from oxide properties such as the density and
stoichiometry implicitly. While useful, one-dimensional
descriptions of the barrier system are unable to fully rep-
resent the amorphous oxide layer.
To include the full three-dimensional structure of the
junction we turn to a numerical approach. There is a
growing body of literature in which the non-equilibrium
Green’s function (NEGF) formalism is used to calculate
the electronic properties of nanoscale devices. This is a
numerical method which allows us to calculate properties
such as the transmission probability, current, and charge
density. A range of systems have been studied with this
approach including graphene, silicon and phosporus-in-
silicon nanowires, and carbon nanotubes.23–28 These sys-
tems all consist of regular repeating units which allow
for the calculation to be performed in reciprocal space,
potentially yielding improvements in computational ef-
ficiency. However the Al–AlOx–Al junctions which are
the subject of this study are inherently disordered; this
removes any symmetries we might exploit to reduce the
complexity of the problem.
The computational challenges which arise when deal-
ing with disordered systems may explain the small num-
ber of first-principles calculations in the literature with a
focus on Al–AlOx–Al junctions. One study by Zemanova´
Diesˇkova´ et al. 29 presents ab-initio transport calcula-
tions for small atomistic junction models. The conduc-
tance was calculated using a transfer matrix method and
compared to the conductance of rectangular and trape-
zoidal barriers as well as an sp-like tight-binding model.
A ground-state ab-initio simulation is used to determine
the parameters of the tight binding calculation. Rela-
tively poor agreement with experimentally reported con-
ductances is observed. Inaccurate estimation of the bar-
rier thickness with the Simmons model is raised as a pos-
sible cause for this discrepancy.
In this paper we use molecular dynamics techniques
to create three-dimensional models of Al–AlOx–Al junc-
tions that include the detail of the atomic structure. The
shape of the potential barrier – used as an input to our
electronic transport model – is calculated in three dimen-
sions from the atomic positions and charges. The elec-
tronic properties of the junction models are calculated
with the NEGF formalism.30 Due to the native disorder
in the oxide noted above we calculate solutions to the
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2NEGF equations for a three-dimensional real space rep-
resentation of the system. By starting with a model of the
atomic structure of the Al–AlOx–Al junction and retain-
ing a full three-dimensional description of the structure
through each part of our calculations, we probe the effect
of structural changes on commonly measured quantities
such as the junction resistance.
The structure of the present work is as follows. In
Sec. II we describe our approach to creating atomistic
models of Al–AlOx–Al junctions. The non-equilibrium
Green’s function formalism used to calculate the elec-
tronic properties of the junction models is laid out in
Sec. III. The results presented in Sec. IV demonstrate
the way in which changes in the material properties of
the oxide layer such as thickness, stoichiometry, and den-
sity affect the junction resistance. Variation in the local
structure at the Al/AlOx interfaces is shown to affect the
uniformity of current flow through the junction.
II. ATOMISTIC JUNCTION MODEL
To study the effect of atomic scale structure on the
electronic properties of the junction we create atom-
istic models, starting with a large supercell of crys-
talline Al2O3 (corundum). We adopt a convention where
the thickness of the barrier d is measured along the
z-axis while x and y are the lateral directions. The
variable ρ is used to describe the density of the junc-
tion oxide as a multiple of the density of crystalline
Al2O3 (3.97 g cm
−3).31 The variable γ represents the
stoichiometric ratio of oxygen to aluminium in the cen-
tre of the oxide (the yellow region in Fig. 1). A crystalline
Al2O3 structure would therefore be described by values
of ρ = 1.0 and γ = 1.5.
By modifying the Al2O3 crystal we produce oxide
structures with a range of densities and stoichiome-
tries. Bulk amorphous AlOx is experimentally reported
to have lower density and stoichiometry than the crys-
talline structure.32 To create an oxide barrier of a given
thickness d but a reduced density, a volume is cut from
the corundum supercell of size ∆x×∆y× ρd after which
the structure is expanded in the z-direction by a fac-
tor of ρ−1. The desired stoichiometry is then obtained
by randomly removing oxygen atoms from the structure.
Following this, a geometry optimisation is performed to
find the lowest energy configuration of the atoms dur-
ing which the atoms are free to move, but the size of
the simulation box is fixed to ensure that the density re-
mains constant. We use the General Utility Lattice Pro-
gram (GULP) for both this optimisation and the subse-
quent molecular dynamics calculations.33 Interations be-
tween the aluminium and oxygen atoms are described
with an empirical potential parameterised by Streitz and
Mintmire.34
To introduce disorder in the structure we run a molec-
ular dynamics calculation at 3300 K (which is 1000 K
above the melting point of corundum) for 4 ps with a
FIG. 1. An atomistic model of a Josephson junction
(d = 14 A˚, ρ = 0.7, γ = 1.1) created using a simulated
annealing method. Aluminium and oxygen atoms are shown
as grey and orange spheres respectively. The yellow and blue
regions correspond to the central and interfacial parts of the
oxide barrier respectively which are referenced in Sec. IV B
and Fig. 4b.
TABLE I. Three sets of junction models are constructed in re-
sponse to experimentally reported values of the barrier thick-
ness, the oxide density, and the oxide stoichiometry.32,36,37
Data set Thickness (A˚) Density (ρ) Stoichiometry (γ)
1 10–30 0.8 1.1
2 14 0.6–1.0 1.1
3 14 0.8 0.3–1.5
time step of 1 fs. Following this the simulation temper-
ature is linearly reduced to 300 K over 6 ps to quench
the oxide in a specific disorder configuration. Crystalline
aluminium regions are then placed adjacent to the oxide
(in the positive and negative z-directions) and a second
geometry optimisation is performed to reconstruct the
interfacial regions between the oxide and the aluminium
contacts.35 During this optimisation the box can expand
or contract along the z-axis, and atoms in the aluminium
contacts and up to 4 A˚ into the oxide on each side are
free to move. By fixing the atoms in the central region we
are able to retain the desired density and stoichiometry
even in cases where the final structure may not be ener-
getically optimal. An example of an atomistic junction
model produced in this way is shown in Fig. 1.
Experimental studies of aluminium oxide structure32,36
show that the amorphous phase has a density approxi-
mately 0.8 times that of the crystal phase and a sto-
ichiometry of γ = 1.10. The oxide layer in a single
junction37 varies between 10 and 20 A˚. On the basis of
these values we create three sets of junction models sum-
marised in Table I. In each data set we vary one param-
eter while keeping the other two fixed at realistic values
based on experimental data.
The lateral dimensions of each junction model are
∆x = ∆y = 24 A˚. By comparison, the size of junctions
in real circuits usually exceeds 100 nm.7,18 For this rea-
son periodic boundary conditions are applied during the
development of the junction model.
3III. ELECTRONIC TRANSPORT MODEL
In order to calculate the electronic transport properties
of the atomistic Al–AlOx–Al junction models we imple-
ment a non-equilibrium Green’s function model in one,
two, and three dimensions. This provides a single particle
description of a free electron moving through a disordered
potential obtained from the atomistic model. A finite dif-
ference approximation of the kinetic operator is used to
describe the channel through which transmission occurs
and the source and drain contacts which are connected
to it. In the three-dimensional transport calculation the
boundary conditions are periodic in x and y, with open
boundary conditions in z.
To second-order the finite difference representation of
the kinetic energy for a one-, two-, or three-dimensional
system can be written as
T =
N∑
i
ε |i〉 〈i| −
N∑
〈i,j〉
tk |i〉 〈j| (1)
where k ∈ {x, y, z}. The magnitude of the on-site energy
ε changes with dimensionality:
ε =

2tz, 1D
2tz + 2ty, 2D
2tz + 2ty + 2tx, 3D
(2)
The magnitudes of the hopping energies tk = h¯
2/2m∗a2k
are determined by the spacing between points
ak ' 1/3 A˚ and the effective mass m∗. We choose m∗
to be the free electron mass me as the model is designed
to describe electrons tunnelling between two contacts
composed of bulk aluminium in which m∗ ' me.38
The electrostatic potential V (x, y, z) in the junction
structure is calculated on a Cartesian grid and added to
the kinetic energy T to form the complete channel Hamil-
tonian HC = T + V . Details of the numerical approx-
imations made when computing the electrostatic poten-
tial are given in Appendix A. To obtain the transmission
function T (E) we calculate the retarded Green’s function
Gr(E) = [(E + iη)I −H]−1 (3)
= [(E + iη)I −HC − ΣS(E)− ΣD(E)]−1 (4)
where I is the identity matrix, iη is a positive imaginary
infinitesimal number, and ΣS(E) and ΣD(E) are the self
energies for each contact where the subscripts S and D
denote the source and drain respectively. The matrix
inversion in Eqn. 4 is computationally expensive and we
take advantage of a recursive algorithm to speed up our
calculations.39
The trace over the product of the retarded Green’s
function and the broadening matrices ΓS,D = i(ΣS,D −
Σ†S,D) yields the probability of transmission through the
channel as a function of the energy of the incoming elec-
tron:
T (E) = Tr (ΓSG
rΓDG
a) . (5)
In the Landauer–Bu¨ttiker formalism30 we can use the
value of T (E) to evaluate the current in the channel as a
function of applied bias:
I =
2e2
h
∫ ∞
−∞
T (E) [fS(E)− fD(E)] dE (6)
where e is the charge of an electron, h is Planck’s con-
stant, and fi(E) is the Fermi–Dirac distribution for con-
tact i
fi(E) =
[
exp
(
E − µ0 − eVi/2
kBT
)
+ 1
]−1
(7)
where µ0 is the Fermi level, kB is Boltzmann’s constant,
and T is the temperature. The junction is symmetrically
biased such that VS = −VD. Eqn. 6 could also be used
to determine the junction resistance from the gradient of
the linear I–V response at low bias. However the com-
putational cost can be reduced by working in the limit
V → 0 where we can use the zero-bias conductance for-
mula
G = −2e
2
h
∫ ∞
−∞
T (E)
∂f0(E)
∂E
dE (8)
where f0(E) is the equilibrium Fermi-Dirac distribution
function
∂f0(E)
∂E
= − 1
4kBT
sech2
(
E − µ0
2kBT
)
, (9)
A further optimisation is obtained by taking the zero-
temperature limit where Eqn. 9 becomes a delta function
centered at µ0. This gives us an expression for the resis-
tance which only requires the evaluation of the transmis-
sion function at a single energy:
RN =
2
G0T (E = µ0)
(10)
where G0 = 2e
2/h is the conductance quantum.
We report the resistance-area RNA given by the prod-
uct of the normal resistance (calculated with Eqn. 10)
and the area of the simulation cell transverse to the con-
duction direction. We choose to calculate the resistance-
area as it is commonly measured in experiment and can
be calculated assuming normal state conduction. With
the Ambegaokar–Baratoff relation
ICRN =
pi∆
2e
tanh
(
∆
2kBT
)
(11)
we are then able to link the resistance in the normal
state with the critical current of the device when it is
superconducting.40
Calculations of the current and resistance (with
Eqns. 6 and 10 respectively) depends on the value of the
Fermi level µ0. To estimate µ0 we fit our simulation to
an experimental value of the resistance-area. For a ref-
erence junction (with typical thickness, density, and sto-
ichiometry) we calculate the resistance-area for a range
4of energies. The Fermi level is then found by match-
ing the calculated resistance-area with a representative
experimental18 resistance-area of 600 Ω µm2. For our
data set this gives a value of µ0 = 1.35 eV. In Sec. IV we
are limited to a discussion of qualitative trends only as
variation in µ0, which would occur if a different junction
or experimental value was chosen as a reference point,
leads to an offset in the calculated resistances for the
junction models.
We can also calculate electronic properties which vary
spatially within the junction structure. The charge den-
sity in three-dimensions is given by
n(x, y, z) = − i
2piaxayaz
diag (Gn(E)) (12)
where the electron Green’s function
Gn(E) = Gr(E)Σin(E)Gr(E)† (13)
and
Σin(E) = ΣS(E)fS(E) + ΣD(E)fD(E). (14)
The current flowing between two points can be deter-
mined from the element-wise product of H and Gn:
J(r, r′, E) =
e
h
Im [H(E) ◦Gn(E)] . (15)
The net current in a particular direction is then calcu-
lated from the difference between pairs of points and nor-
malised by the area of the discretisation in the other two
directions. For example
Jz(x, y, z;E) =
1
axay
[J(r, r′, E)− J(r′, r, E)] (16)
where r = (x, y, z) and r′ = (x, y, z+az). The expressions
for Jx and Jy are constructed similarly. It is worth not-
ing that the equations presented here are entirely general
to any one-, two-, or three-dimensional transport system
that is well described by a nearest neighbour finite dif-
ference model.
IV. RESULTS
A. Current–voltage response
The response of a tunnel junction to an applied bias
is expected to be linear when the bias is close to zero
and to become non-linear as the bias is increased. When
a sufficiently large bias is applied the Fowler–Nordheim
tunnelling theory can be used to describe the response41.
The current–voltage relationship for an atomistic junc-
tion model, calculated in three-dimensions with Eqn. 6,
is shown in Fig. 2. We observe a linear response at low
bias and find that the behaviour is well described by
the Fowler–Nordheim tunnelling model above an applied
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FIG. 2. The current-voltage response of an Al–AlOx–Al
junction model calculated with our NEGF model. The mate-
rial properties of the oxide (d = 20 A˚, ρ = 0.8, and γ = 1.25)
are close to the mean of experimental reports.32,36,37 At low
bias a linear response is observed, while agreement with the
Fowler–Nordheim model is seen at high bias.
voltage of approximately 2 V. It should be noted that this
is well above the typical experimental breakdown voltage
for junctions and is used here simply to benchmark the
technique.
The current in the Fowler–Nordheim model is given
by9,42,43
I(V ) =
αAaβ2V 2
φ
exp
(
−bφ
3/2
βV
)
(17)
where α is a scaling factor related to the proportion of
the barrier which participates in tunnelling via field emis-
sion, A is the cross-sectional area of the device, φ is the
work function and β is the inverse of the barrier thick-
ness d. The quantities a and b are the Fowler–Nordheim
constants which are given by
a =
e3
8pih
and b =
8pi
3
√
2m˜
eh
(18)
where m˜ is the effective mass of the electron in the ox-
ide. An estimate of the work function φ can be found by
fitting the calculated current-voltage data with Eqn. 17.
The effective mass used during the fitting process af-
fects the calculated value of the work function. An effec-
tive mass of m˜ = 0.4 me estimated from band structure
calculations44,45 for crystalline Al2O3 yields a value for
the work function of φ = 2.4 eV. Alternatively, direct
measurement of aluminium oxide barriers46 gives an es-
timate of m˜ = 0.75 me leading to a value of φ = 2.0 eV.
Both values are close to the commonly quoted barrier
height19–22 of 2 eV.
B. Effect of oxide morphology on resistance-area
The resistance-area is calculated with Eqn. 10 for each
junction in the three data sets described in Table I. The
resistance-area as a function of oxide thickness is shown
5in Fig. 3a. A linear fit to the log of the resistance-area
data is calculated using MATLAB. This data set con-
sists of 18 junctions with approximate thicknesses be-
tween 10 and 30 A˚ and densities in the narrow range ρ
= 0.77–0.87. The exponential increase in the resistance-
area with barrier thickness is in agreement with exper-
imental observations15 and an exponential reduction in
the tunnelling probability.
Fig. 3b shows the relationship between the density of
the barrier oxide and the resistance-area. Here we ob-
serve that the resistance of the junction is also exponen-
tially related to the oxide density. We note that each
junction in this second data set has a similar thickness
(d = 16 ± 1 A˚). To the authors’ knowledge, no system-
atic studies exist investigating the relationship between
the junction resistance and the oxide density. Sullivan
et al. 32 report that oxides manufactured with an O2
plasma deposition process are of higher density (ρ = 0.8)
when Al is evaporated simulataneously and lower density
(ρ = 0.6–0.7) when the substrate is exposed only to the
plasma. From Fig. 3b we can estimate that this vari-
ation in the density would correspond to change in the
resistance-area of 1–2 orders of magnitude.
Resistance-area data are presented in Fig. 4a for a
range of oxide stoichiometries . Between γ = 0.9 and γ '
1.2 the resistance-area is approximately constant. This
range is comparable to reported experimental values for
oxide stoichiometry of γ = 0.8–1.2 (depending on fabri-
cation conditions).36 A significant drop in the resistance
is seen for values of γ outside this region. At low stoi-
chiometries (γ < 0.9) this is due to oxygen deficiency in
the junctions creating metallic channels which dominate
conduction and lead to a decreased resistance.
Fig. 4b helps to explain the decreased resistance at
higher stoichiometries (γ > 1.2). We define the stoi-
chiometry in the interfaces as γinterface and plot how this
changes as a function of the stoichiometry in the centre
of the barrier γ. The central and interfacial regions are
defined in Fig. 1. We observe that γinterface begins to
10 20 30
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FIG. 3. The calculated resistance-area of the junctions is
exponentially dependent on both a) the thickness of the tun-
nelling barrier and b) the density of the barrier oxide. Linear
fits to the log of the resistance-area data are calculated with
MATLAB.
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FIG. 4. a) The calculated resistance-area varies over several
orders of magnitude as the oxide goes from an oxygen deficient
to an oxygen rich configuration. Charge and current densities
are presented in Fig. 6 for the structures corresponding to the
three red triangles. b) The stoichiometry in both the centre of
the oxide barrier and in the interfaces between the oxide and
the aluminium contacts are plotted. The grey line illustrates
deviation from uniform stoichiometry across the width of the
oxide. The central and interfacial regions are defined in Fig. 1.
decrease at higher values of γ. This implies that there
is more aluminium than oxygen in the interfacial regions
between the contacts and the oxide barrier. Constraints
used during the preparation of the structure such as re-
quiring a density of ρ = 0.8 and limiting the motion
of atoms during the optimisation are forcing the system
away from thermodynamic equilibrium and may drive
this variation in stoichiometry across the oxide. The oxy-
gen deficient interfaces are more conductive and cause a
decrease in the effective thickness of the tunnelling bar-
rier leading to the observed decrease in the resistance-
area product. We note that while high conductance is
observed at both low and high stoichiometries, the trans-
port in the high stoichiometry region is still in the tun-
nelling regime where T (E) < 1.
C. Charge and current density
To better understand how conductance changes as a
function of stoichiometry, we calculate the charge den-
sity and current density in three dimensions for junction
models with stoichiometries of γ = 0.3, 0.9 and 1.5 (cor-
responding to the three red triangles in Fig. 4). These
properties were computed with Eqns. 12 and 16 at an ap-
plied bias of 50 mV. In Fig. 5 we plot n(y, z) and J(y, z)
for a junction in the tunnelling regime (γ = 0.9) for three
planes at different positions along the x-axis. Lighter re-
gions with lower charge density are associated with the
presence of oxygen. The disorder in the atomic structure
of the oxide can be observed in the contours of the charge
density in the barrier region. The current density varies
as a function of x and y with regions of higher current
around the centre of Fig. 5c and on the bottom of Fig. 5d.
Variation in the physical thickness of the oxide layer
6has been observed directly in microscopy studies where
it is estimated that less than 10% of the total barrier
area dominates the tunnelling of electrons.37 Our results
demonstrate that the effective width of the tunnelling
barrier can be affected by small local differences in the
density of aluminium and oxygen atoms. This is evident
even in our junction models with minimal variation in
physical thickness across the structure.
A comparison of the calculated current for the various
stoichiometries is shown in Fig. 6. The charge density
contours in Fig. 6a (γ = 0.3) show a significantly weaker
suppression of the current than is evident in the insulat-
ing γ = 0.9 junction. The low stoichiometry structure (γ
= 0.3) contains small regions of aluminium oxide that do
not span the entire lateral width of the junction model,
leaving metallic channels through which the majority of
the current flows.
Figures 6b and c show the charge and current den-
sity for the higher stoichiometry structures (γ = 0.9 and
1.5). It is important to note here that the arrows de-
picting the current density are 103 times smaller than
those in Fig. 6a. Fig. 6b (γ = 0.9) corresponds to a
junction in the fully insulating regime, while a path of
higher current density can be seen at the top of Fig. 6c
(γ = 1.5). We believe this arises because structures at
stoichiometries higher than the experimentally observed
values are not in thermodynamic equilibrium. Oxygen
deficiency in the Al/AlOx interfaces creates areas where
the insulating barrier is thinner and electrons can more
easily tunnel through the oxide. The current densities
presented in Fig. 6 allow us to understand the drop in
the calculated resistance-area values (at both low and
high stoichiometries) in Fig. 4.
V. CONCLUSIONS
Fine control of the critical current is highly desirable
for creating addressable qubits when fabricating devices
containing tens or hundreds of Josephson junctions. In
this work we study the interplay between the internal
structure of the oxide and its electrical characteristics us-
ing a three-dimensional description of the junction. The
material properties of the oxide layer in the Al–AlOx–
Al junction are found to affect the calculated resistance-
area product. We observe the exponential dependence
between the thickness of the oxide barrier and the junc-
tion resistance as expected. The junction resistance
also changes with the stoichiometry of the barrier with
conduction in highly sub-stoichiometric structures being
dominated by metallic conduction channels. Addition-
ally we find that the junction resistance is exponentially
dependent on the oxide density.
To study how the electronic characteristics change due
to local atomic structure we calculate the charge density
and current density. In highly oxygen deficient structures
conduction is dominated by metallic channels. However,
even with more oxygen present, particular paths through
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FIG. 5. The calculated charge density n(y, z) and current
density J(y, z) (for an applied bias of 50 mV) are shown for a
junction model with a stoichiometry of γ = 0.9. This structure
has a material density of ρ = 0.8 and a barrier thickness of d =
15 A˚. The subfigures b)–d) correspond to different positions
along the x-axis as shown in a).
the oxide contribute more to the current flow. This non-
uniformity of the current distribution has important con-
sequences for the influence of charged defects within the
amorphous structure. Defects near dominant conduction
paths are more likely to couple strongly to the current,
contributing to the noise in the critical current IC .
Despite their widespread usage, Al–AlOx–Al junc-
71 2 3 4 5 6 7
log10[(n(y, z) / (e m
−3)]
0 1J(y, z) (normalised)
0
8
16
24
y
(A˚
)
a) γ = 0.3
106 A cm-2
0
8
16
24
y
(A˚
)
b) γ = 0.9
103 A cm-2
0 10 20 30 40 50 60
z (A˚)
0
8
16
24
y
(A˚
)
c) γ = 1.5
103 A cm-2
FIG. 6. The calculated charge density n(y, z) and current
density J(y, z) (for an applied bias of 50 mV) are shown for
junction models of increasing stoichiometry; a) γ = 0.3, b) γ
= 0.9, and c) γ = 1.5. Each structure has a material density
of ρ = 0.8 and a barrier thickness of d = 15 A˚. The current
density is normalised within each subfigure by the value shown
in the lower left corner.
tions suffer universally from noise caused by two-level
systems whose exact physical origin is an ongoing
topic of interest.47 Magnetic surface spins,48 delocalised
atoms,49,50 and many other models have been proposed
to explain the observed noise.51 Understanding the phys-
ical origin of two-level defects and their impact on the
electrical properties of junctions is key in achieving im-
provements and consistency in fabrication. The present
work provides a framework for testing TLS models and
developing a better understanding of how the perfor-
mance of a junction in a circuit relates to its atomic
structure.
We have developed a computational approach for de-
termining the electrical characteristics of Al–AlOx–Al
junction models based on their atomistic structure. Us-
ing this technique allows us to study the role of junc-
tion morphology and composition in determining junc-
tion performance. An understanding of the exponential
dependence of the junction resistance on barrier thick-
ness and oxide density can be reached using relatively
simple models. However, the relationship between the
atomic structure and flow of current through the junc-
tion can only be fully understood with a complete three-
dimensional treatment of the problem. Developing com-
putational modelling tools for atomistic simulation of
electronic devices at the nanoscale will prove invaluable
in optimising their fabrication, leading to more reliable
and reproducible nanoelectronics.
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9Appendix A: Notes on numerical approximations
1. Truncation of the Coulombic potential
In order to calculate the electrostatic potential
V (x, y, z) inside the junction structures we use the Ewald
summation method. This is a standard method for com-
puting the electrostatic energy of a particular configura-
tion of charges in a periodic system.52 We implement a
version of Ewald summation in which a modified version
of the short range real space interaction is used. This
is necessary because the finite difference approach used
in our NEGF calculations becomes a poor approxima-
tion when confronted with the divergences arising from
the Coulombic potential close to a charged particle. To
account for this we replace the Coulombic potential for
short-range interactions with a potential of a Gaussian
form. The junction potential is calculated on an evenly
spaced three-dimensional grid using the coordinates and
charges obtained from the molecular dynamics calcula-
tion.
We define a radius rc inside which the Gaussian-like de-
scription of the potential will be used and write down the
function h(r) which combines the Coulombic and Gaus-
sian components.
h(r) =
{
1
rc
exp
[
1
2 − r
2
2rc2
]
|r| < rc
1
r otherwise.
(A1)
The different potential profiles are shown in Fig. 7
where the red points indicate the potential used in our
calculations. The energy scale is characteristic of the
atomic sites in a our calculations where the magnitude
of the potential of the order of tens of electron-volts. As
we are interested in energies close to the Fermi energy µ0
(∼ 1 eV), the application of the truncation still allows for
the atomic structure inside the junction models to be re-
flected in the calculated electronic properties. By using
the Gaussian-like potential to describe the short range
interactions we ensure that the potential varies smoothly
throughout the junction structure and avoid the numer-
ical instabilities of the Coulombic divergences.
2. Finite difference order
To choose an appropriate value for rc the transmission
was calculated in three-dimensions for a range of radii us-
ing both three- and five-point finite difference approxima-
tions. The transmission is plotted in the left hand panels
of Fig. 9 (shown on pg. 10) for values of rc = 1.0, 1.1, and
1.2 A˚ along with smoothing splines fitted with MATLAB.
On the right hand side the residuals are plotted showing
the difference between the calculated transmission and
the fitted spline. As the radial truncation increases the
Coulombic divergences are smoothed out which in turns
affects the stability of the calculated transmission. The
behaviour of the residuals is more dependent on the value
of rc than the order of the finite difference approximation.
To obtain a single metric for the smoothness of the
transmission calculation we calculate the variance of the
residuals. Fig. 8 shows the decrease in the variance of
the calculated residuals var(r) as rc increases and also
highlights that the choice of rc affects numerical accuracy
more than changing the finite difference approximation.
With the view to include as much of the physics around
the atomic sites as possible we use a value of rc = 1.2 A˚
for the remainder of the work.
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FIG. 7. The Coulombic and Gaussian potentials are shown
for a point charge with q = −2|e|. The two potentials are
matched to have an equal value and gradient at r = ±rc.
The function h(r) is also shown where interactions at r < ±rc.
are described by the Gaussian potential, while the Coulombic
potential is used for r > rc. The markers are separated by a
distance of 1/3 A˚ which is representative of the discretisation
used.
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FIG. 8. The variance of the residuals r in Fig. 9 is plotted as
a function of the truncation radius rc for three- and five-point
finite difference approximations.
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FIG. 9. The three-dimensional transmission function calculated for rc = 1.0, 1.1, and 1.2 A˚. Smoothing spline fits calculated
with MATLAB are also shown. The residuals show the behaviour of the transmission function becoming smoother as the radius
rc is decreased. A value of rc = 1.2 A˚ was found to produce a smooth and continuous transmission function.
