Compression of Deep Learning Models for Text: A Survey by Gupta, Manish & Agrawal, Puneet
1Compression of Deep Learning Models
for Text: A Survey
Manish Gupta and Puneet Agarwal
Abstract—In recent years, the fields of natural language processing (NLP) and information retrieval (IR) have made tremendous
progress thanks to deep learning models like Recurrent Neural Networks (RNNs), Gated Recurrent Units (GRUs) and Long Short-Term
Memory (LSTMs) networks, and Transformer [1] based models like Bidirectional Encoder Representations from Transformers
(BERT) [2]. But these models are humongous in size. On the other hand, real world applications demand small model size, low
response times and low computational power wattage. In this survey, we discuss six different types of methods (pruning, quantization,
knowledge distillation, parameter sharing, tensor decomposition, and Linear Transformer based methods) for compression of such
models to enable their deployment in real industry NLP projects. Given the critical need of building applications with efficient and small
models, and the large amount of recently published work in this area, we believe that this survey organizes the plethora of work done
by the ‘deep learning for NLP’ community in the past few years and presents it as a coherent story.
Index Terms—Model compression, Deep Learning, Pruning, Quantization, Knowledge Distillation, Parameter Sharing, Tensor
Factorization, Linear Transformers.
F
1 INTRODUCTION
D EEP learning models have revolutionized multiplefields of information systems including natural lan-
guage processing (NLP), computer vision, and speech anal-
ysis. While they have enabled multiple tasks to attain very
high accuracy values, model sizes and prediction latencies
have increased significantly as well. Specific to text, Re-
current neural networks (RNNs), Gated Recurrent Units
(GRUs) and long short term memory (LSTM) networks have
been used for quite some time for various natural language
processing (NLP) tasks. These models are large especially
because of the input and output embedding parameters.
In the past three years, the field of NLP has made
significant progress as is evident from the GLUE [3] and Su-
perGLUE [4] leaderboards1,2. Transformer [1] based models
like Bidirectional Encoder Representations from Transform-
ers (BERT) [2], Generative Pre-training Transformer (GPT-
2) [5], Multi-task Deep Neural Network (MT-DNN) [6],
Extra-Long Network (XLNet) [7], MegatronLM [8], Text-
to-text transfer transformer (T5) [9], T-NLG [10] and
GShard [11] have been major contributors to this success.
But these models are humongous in size: BERT (340M
parameters), GPT-2 (1.5B parameters), MegatronLM (8.3B
parameters), T5 (11B parameters), T-NLG (17B parameters)
and GShard (600B parameters). Bianco et al. [12] and Sanh et
al. [13] provide a great overview of the sizes of recent deep
learning models in computer vision and NLP respectively.
Deployment of such gigantic models is difficult even
on high-end servers. Indeed a large number of real world
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applications run on machines with resource constrained en-
vironments, for example, edge devices, sensors and mobile
phones. Edge devices could include offline medical equip-
ment, and modules on drones, robots, glasses, etc. Often
times, besides desiring a small model size, low response
times are critical. For example, applications like driverless
cars or apps to aid the blind require processing speeds of
around 30 frames per second. Similarly, search engines need
to be able to process billions of queries per day. Overall, the
following factors motivate us to study compression of deep
learning models.
• Memory (RAM) usage
• Prediction latency
• Power dissipation
• Inference on resource constrained devices
• Ease of training/finetuning
• Ease of deployment and update
• Ease of distributed training
Large networks do not fit in on-chip storage and hence
require the more costly external DRAM accesses. Running
a 1 billion connection neural network, for example, at 30
frames per second would require (30Hz)(1G)(640pJ) = 19.2W
just for DRAM access – well beyond the power envelope of
a typical mobile device. This implies that a mobile phone
running such an app could suffer from fast draining of the
battery, leading to overheating of the phone. Han et al. [14]
discuss details of power dissipation for deep learning mod-
els. Another option to avoid large RAM, high prediction
times and high power dissipation, is to run such massive
deep learning models on cloud servers. But for many real
world applications, it is desirable to run them on local client
devices to avoid network delay, to guard user privacy and
to avoid power dissipation in terms of input/output data
communication.
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Fig. 1. Overview of Model Compression Methods for Text
Small models can indeed also lead to low prediction
latencies. For example, Diamos et al. [15] showed that for
small models, one can cache the RNN weights in on-chip
memory such as caches, block RAM, or register files across
multiple timesteps. This could lead to as much as 146x
speedup if the entire RNN layer can be stored in registers
rather than the GPU DRAM of an NVIDIA TitanX GPU.
Finally, it is easier to perform software development, de-
ployment and updates with smaller models. Large models
are difficult to handle. For example, it is impossible to fine-
tune pretrained BERT-large model on a GPU with 12-16 GB
RAM. This poses a large barrier of entry for communities
without the resources to purchase several large Graphic
Processing Units (GPUs). For large models, tuning various
configuration parameters needs lots of resources. Smaller
models lead to improved speed of learning and allow
for more hyper-parameter configurations to be evaluated.
Mobile-first companies dislike large apps. App stores are
very sensitive to the size of the binary files. For example,
iPhone App Store has the restriction “apps above 150 MB
will not download until you connect to Wi-Fi”. Smaller
models are easier to use and deploy in real world systems.
Large models need multiple server nodes. On the other
hand, multiple instances of smaller models can be run
simultaneously on the same machine leading to higher QPS
(queries per second). Lastly, smaller models also decrease
the communication overhead of distributed training of the
models.
Fortunately, there is a large amount of redundancy
among the weights of these large neural networks. A small
subset of the weights are sufficient to reconstruct the entire
network. Denil et al. [16] showed that by simply using
∼5% of the weights, it is possible to predict the remaining
weights without any drop in accuracy. This observation
led to a large number of research efforts across multiple
communities on compression of large deep learning models.
In this survey, we aim to systematically explore this large
body of literature in the NLP community by organizing it
into various categories. Figure 1 shows a broad organization
of model compression methods for text. In this survey
we do not focus on specific methods proposed in other
communities like vision and speech only and which make
use of image/audio specific architectures and hence cannot
be applied to text. Also, we do not discuss methods on
hardware optimizations to reduce latency. While there are
other surveys in the broad area of model compression [17],
[18], they are either old or focus on computer vision related
problems.
2 MODEL COMPRESSION METHODS: OVERVIEW
In this survey, we discuss compression methods using prun-
ing, quantization, knowledge distillation, parameter shar-
ing, tensor decomposition and linear Transformers.
The most obvious way to reduce model size is to
sparsify weight matrices. Pruning methods differ based
on what is pruned and the actual logic used to prune.
Given a matrix, one can prune (1) some weight entries,
(2) rows or columns (i.e., neurons), (3) weight blocks, (4)
attention heads (in case of Transformer based methods), (5)
layers or a combination of the structures. How to decide
which weights/neurons/blocks/heads to prune? Should
you prune large networks or build small networks? Should
you do one-shot pruning versus iterative/gradual pruning?
How does regularization help when pruning? We discuss
these aspects of pruning based methods in Section 3.
Besides removing the weights themselves, another way
to reduce the size of weight matrices is to reduce the number
of bits needed to to represent each weight. Typically weights
are stored as 32-bit double values. In an extreme case,
weights can be quantized to two values (binary 1 bit). But
other popular ways include quantization to three values
(ternary) or multiple bits. Quantization can be uniform vs
non-uniform. Quantization methods can be deterministic or
stochastic. Quantization can be performed in a loss-aware
or unaware manner. Quantization bin ranges can be trained
versus tuned. Finally, the level of quantization needs to be
different across layers of RNNs, LSTMs or Transformers
to attain a favorable model size versus accuracy tradeoff.
We discuss these aspects of quantization based methods in
Section 4.
A third way of doing model compression is using knowl-
edge distillation (also broadly known as student teacher
networks). In such methods, the idea is to first train a
deep teacher model using labeled data, and then transfer
“dark knowledge” from teacher to train a shallow student
network. Thus, the student model is trained to mimic a
pre-trained, larger teacher. After the student is trained, it is
3deployed while the teacher network can be thrown. Distilla-
tion methods vary based on (1) different types of teacher
model, (2) different types of loss function like squared
error between the logits of the models, KL divergence be-
tween the predictive distributions, or some other measure
of agreement between the model predictions, (3) different
choices for what dataset the student model trains on (a
large unlabeled dataset, a held-out data set, or the original
training set), (4) Mimic what – teachers class probabilities,
teachers feature representation, and (5) learn from whom –
teacher, teacher assistant, or other fellow students. We dis-
cuss these aspects of knowledge distillation based methods
in Section 5.
Another way that reduces overall weights is to find
weights which are similar and use a single number to
represent them. Broadly, the method is called parameter
sharing. Methods differ depending on (1) which parameters
are shared, (2) technique used to share parameters, and (3)
the level at which sharing is performed. We discuss these
aspects of parameter sharing based methods in Section 6.
Yet another way to avoid large matrices is to approxi-
mate them using a combination of smaller matrices. Such
tensor decomposition methods for model compression fac-
torize large tensors into multiple smaller components. Meth-
ods differ (1) in the type of factorization technique, (2)
matrices being factorized, and (3) the property of weight
matrix being exploited. We discuss these aspects of tensor
decomposition methods in Section 7.
In Transformer based models, besides the model size,
latency is a concern because of quadratic complexity in
terms of the input sequence size. Hence, very recently, there
have been several efforts on designing Transformers with
linear complexity. Such methods use various techniques
for enforcing linearity – the broad idea is to compute a
transformed representation for every token using attention
over a fixed small number of other tokens. Methods differ
in terms of defining the set of other tokens to be used to
compute a transformed representation for the current token.
We discuss such methods in Section 8.
3 PRUNING
The first proposed methods for model compression were
based on pruning. One can prune away weights from a
weight matrix depending on various criteria (e.g., prune
away low magnitude weights). Such unstructured pruning
methods lead to sparse matrices and need special sparse ma-
trix manipulation libraries at inference time. Hence, various
structured pruning methods have also been proposed which
aim to prune away structures like neurons, weight matrix
blocks, attention heads or layers. In this section, we provide
an organized overview of such methods. Fig. 2 provides a
broad overview of various pruning styles.
In pruning, the main idea is to grow a large model
and then prune away weights to end up with a much
smaller but effective model. This is inspired by the following
biological observation. Trillions of synapses are generated
in the human brain during the first few months of birth.
At one year old, synapse count peaks at 1000 trillion. And
then natural pruning begins to occur. A ten year old child
has nearly 500 trillion synapses. This ‘pruning’ mechanism
removes redundant connections in the brain [19].
One natural question is should you prune large networks
or build small dense networks? Pruning involves extra
processing plus sparse matrices need special handling. Can
we avoid it by training smaller models? Zhu et al. [20]
experimented with models of various sizes with/ without
pruning of stacked LSTMs models for language modeling,
and seq2seq models for NMT. They found that large-sparse
models consistently outperform small-dense models and
achieve up to 10x reduction in number of non-zero parame-
ters with minimal loss in accuracy.
3.1 Pruning Weights
3.1.1 Hessian based Methods
In their seminal work (Optimal Brain Damage or OBD) on
proposing weight pruning as a method for model com-
pression, LeCun et al. [21] defined saliency of a weight
as change in the objective function E caused by deleting
that parameter. Using Taylor series and making multiple
assumptions, they propose that 12
∑
i hiiδu
2
i can be used
as a measure of saliency of weight ui where hi = ∂
2E
∂ui∂uj
.
Weights with low saliency can be pruned and the pruned
network can be retrained to adjust the remaining weights.
The procedure for computation of the diagonal of the Hes-
sian is very similar to the back-propagation algorithm used
for computing the first derivatives. Hence, computing the
diagonal of the Hessian is of the same order of complexity
as computing the gradient.
OBD ignores cross terms in the Hessian matrix. But
on most real datasets, Hessian is strongly non-diagonal.
Hence, to avoid pruning of important weights, Hassibi et
al. [22] proposed a method called Optimal Brain Surgeon
(OBS) which considers cross terms as well. Using a similar
derivative of E wrt weight wi, saliency of the weight is
Li =
1
2
w2i
[H−1]ii
. Computing H−1 is difficult. Hence, they
provide a faster recursion relation for calculating H−1 from
training data and structural information of the network.
Also, unlike other methods (like OBD or magnitude prun-
ing), OBS does not demand (typically slow) retraining after
the pruning of a weight. In every step, we delete wi with
min Li and update all weights (δw = − wi[H−1]iiH−1ei)
where ei is the unit vector in weight space corresponding to
(scalar) weight wi. Unfortunately, these methods (OBD and
OBS) are computationally prohibitive as second derivative
computations are expensive.
3.1.2 Magnitude Pruning Methods
A more computationally feasible method for pruning con-
nections and relearning weights based solely on the magni-
tude of the original weights is to simply prune away weights
with small magnitudes. The idea was first proposed by Han
et al. [23]. Pruning away low magnitude weights makes the
matrix sparse. Sparse matrices can be stored in Compressed
Sparse Row/Column (CSR/CSC) formats. Further space
can be saved by storing the index difference instead of the
absolute position, and encode this difference using small
fixed number of bits. See et al. [24] experimented with these
pruning methods on encoder-decoder LSTM NMT (neu-
ral machine translation) models. They perform magnitude
4Pruning Synapses Pruning Neurons
Pruning Synapses Pruning NeuronsNo Pruning Pruning Attention 
Heads
Pruning Blocks Pruning Layers
Fig. 2. Different Types of Pruning
pruning on all weight matrices of a 4-layer LSTM. They
find that higher layers, attention and softmax weights are
the most important, while lower layers and the embedding
weights hold a lot of redundancy. At the lower layers the
parameters for the input are most crucial, but at higher
layers the parameters for the gates also become important.
These methods typically have a target pruning percent as a
hyper-parameter and pruning is either performed statically
(after training the full model) or dynamically (while train-
ing itself). Retraining the sparse pruned network helps in
improving accuracy.
In a typical encoder-decoder LSTM model, there are
these weight classes: source embedding weights, target em-
bedding weights, source layer weights, target layer weights,
attention weights and softmax weights. An important con-
sideration related to magnitude pruning is how do we
distribute the pruning over these different weight classes of
a model, given a target x% pruning? Three ways suggested
by See et al. [24] include class-blind, class-uniform and class-
distribution. In the class-blind way, we take all parameters,
sort them by magnitude and prune the x% with smallest
magnitude, regardless of the weight class. So some classes
are pruned proportionally more than others. In the class-
uniform way, Within each class, we sort the weights by
magnitude and prune the x% with smallest magnitude. So
all classes have exactly x% of their parameters pruned. In
the class-distribution scheme, for each class c, weights with
magnitude less than λσc are pruned. Here, σc is the standard
deviation of that class and λ is a universal parameter chosen
such that in total, x% of all parameters are pruned. Class-
blind pruning is the simplest and adheres to the principle
that pruning weights (or equivalently, setting them to zero)
is least damaging when those weights are small, regard-
less of their locations in the architecture. Class-uniform
pruning and class-distribution pruning both seek to prune
proportionally within each weight class, either absolutely, or
relative to the standard deviation of that class. They observe
that class-blind pruning outperforms both other schemes.
3.1.3 Iterative Magnitude Pruning Methods
Typically, it has been seen that rather than pruning in one-
shot, it is a good idea to prune gradually over epochs. This
way of pruning is called iterative or gradual pruning. For
starting proportion x% and ending proportion y%, iterative
magnitude pruning procedure prunes x% of each of the
weights, does re-training, and then prunes (y − x)/T%
of the weights every K iterations. T is the number of
times, pruning is done. Sometimes, pruning is started af-
ter few warmup iterations have already been performed.
Magnitude pruning has been seen to be very effective with
regularization (L1/L2) while training. Dropouts also help
in effective pruning. In some pruning methods, a weight
once pruned cannot be a part of the network in future
iterations. On the other hand, other methods do not modify
the gradients of a pruned weight in the back-propagation
step. In that case, it is possible for the updates of a pruned
weight to be larger than the threshold of that layer, and
then the weight will be involved in the forward pass again.
Also, in every pruning iteration, we could either use a fixed
threshold [25] or monotonically increase it [26].
In case of gradual pruning [26], where pruning threshold
 is monotonically increased,  is determined as follows in
every iteration i. Let f be the number of iterations after
which  is updated. Also, after a few warmup iterations,
weights are sorted using absolute values and we pick the
weight corresponding to the 90th percentile as q. Pruning
threshold  is increased in two stages. In the first stage
(which starts at start iteration s and continues until ramp
iteration r, we use θ as the initial slope to prune weights.
In the second stage (which starts at ramp iteration r and
continues until end iteration e), we use φ as the ramp slope
to change the rate of pruning. Typically, φ is set to 1.5θ where
θ is calculated as θ = 2qf2(r−s)+3(e−r) . Thus, from iteration s
to r, we set  = θ(i− s+ 1)/f ; while from iterations r+ 1 to
e, we set  = (θ(r− s+ 1) +φ(i− r+ 1))/f . Typically when
pruning, biases are not pruned since they are much fewer in
number. Overall, RNN/LSTM model size can be reduced by
90% and speed-up is around 2x to 7x using gradual pruning
with no deterioration in accuracy. Also, layers closer to input
are pruned more aggressively compared to the final layers.
Another way of performing iterative pruning is to set a
pruning target per iteration [20]. In this scheme, we start
with an initial sparsity value s0. To achieve a final sparsity
value of sf after n pruning steps with pruning frequency
f , pruning target in iteration i can be computed as si =
sf + (s0 − sf )(1 − inf )3. Thus, the sparsity of the network
is gradually increased while allowing the network training
steps to recover from any pruning-induced loss in accuracy.
We prune the network rapidly in the initial phase when the
redundant connections are abundant and gradually reduce
the number of weights being pruned each time as there are
fewer and fewer weights remaining in the network.
Cheong et al. [27] found that iterative pruning leads to
poor results when pruning Transformer models like BERT.
Guo et al. [28] found that there are two problems with
pruning especially when done with regularization. (1) The
larger weights wj are penalized more heavily than smaller
weights wi in L1 regularization, which violates the original
5intention of weight pruning, “removing the unimportant
connections”. (2) Direct optimization of a regularization
penalty term causes divergence from the original loss func-
tion and has negative effect on the effectiveness of gradient-
based update. They propose to perform reweighted L1
minimization where αi > 0 are inversely proportional
to magnitude of corresponding weights |wi|. Thus, they
solve minw f(w) + γ
∑
i αi|wi| where f(w) is the original
loss function for the network. This optimization is solved
using a reweighted proximal pruning (RPP) method (which
depends on proximal operators). RPP decouples the goals
of high sparsity from minimizing loss, and hence leads to
improved accuracy even with high levels of pruning for
BERT.
3.1.4 Iterative Magnitude Pruning and Densification
Further, the effectiveness of pruning can be improved by
performing pruning and densification [29], [30] alternately
across multiple iterations. There are two ways of doing this.
In the first method [29], in each iteration, either pruning
is performed or densification. The sparse training regular-
izes the model, and the dense training restores the pruned
weights, increasing the model capacity without overfitting.
Sparsification helps the optimizer escape saddle points, and
leads to regularizd training which converges to a signifi-
cantly better minima. In the second method [30], in every
iteration some dormant weights can reappear in the network
while other active ones can get pruned out. A dormant
w ∈ W is activated iff |w.grad| is larger than the (100α)th
percentile of all elements in |W.grad|. A w ∈W is removed
iff |w| is smaller than the (100β)th percentile of all elements
in |W |. α and β refer to growth ratio, and pruning ratio,
respectively.
3.2 Pruning Neurons
It is difficult to implement unstructured pruning practically
since, at inference time, special support is needed for matrix
multiplication in the sparse space. Pruning away neurons
leads to removal of a row or a column from a weight matrix,
thereby avoiding sparse matrix handling. However, com-
pared to pruning weights, pruning neurons is less flexible
since we need to find entire rows/columns for deletion. In
this section, we discuss ways of determining neurons that
can be pruned.
3.2.1 Removing Low Importance Neurons
He et al. [31] proposed three node importance functions to
determine importance score for neurons.
• Entropy: Let ai (di) be the #instances with node
output > (or ≤) 0.5 for binary classification
with a sigmoid activation. Then Entropy(i) =
di
ai+di
log2
di
ai+di
+ aiai+di log2
ai
ai+di
. The intuition is
that if one node’s outputs are almost identical on all
training data, these outputs do not generate varia-
tions to later layers and consequently the node may
not be useful.
• Output-weights Norm (onorm): average L1-norm of
the weights of its outgoing links.
• Input-weights norm (inorm): average L1-norm of the
weights of its incoming links.
All the neurons are sorted by their scores and nodes with
less importance values are removed. In most cases, onorm
has been found to be the best among these importance
functions.
Special regularizers have also been proposed to force
neurons to push either all incoming or outgoing connection
weights towards zero [32], [33]. Specifically, for handling
incoming connections, the following two regularizers are
popular: (1) L2 norm on weight matrix W defined as∑
i ||Wi:||2 =
∑
i(
∑
jW
2
ij)
1/2. This puts equal pressure on
each row, but within each row, the larger values contribute
more, and therefore there is more pressure on larger values
towards zero. (2) L∞ norm on weight matrix W defined as∑
i ||Wi:||∞ =
∑
imaxj |Wij |. This puts equal pressure on
each row, but within each row, only the maximum value (or
values) matter, and therefore the pressure towards zero is
entirely on the maximum value(s). Similar regularizers can
easily be defined for outgoing connections as well.
3.2.2 Removing Redundant Neurons
Consider a simple network with one hidden layer with
n neurons. Thus, the output can be computed as z =
a1h(W
T
1 X)+a2h(W
T
2 X)+...+anh(W
T
n X) where ai andWi
indicate weights. In case W1 == W2, h(wT1 X) = h(w
T
2 X).
Thus, we can compute output as z = (a1 + a2)h(WT1 X) +
0.h(WT2 X) + ... + anh(W
T
n X). In general, whenever two
weight sets (W1, W2) are equal, one of them can effectively
be removed. This should be done with a surgery step, i.e.,
we need to alter the co-efficient a1 to a1 + a2. Of course,
for many pairs of weight sets (i.e., neurons), W1 and W2 are
not exactly the same. Hence, Srinivas et al. [34] proposed
this 3 step method for redundant neuron identification and
removal. (1) Compute saliency sij for all possible neuron
pairs (i, j) as sij = 〈a2j 〉||ij ||22 where 〈a2j 〉 denotes the
average of the quantity over all output neurons. Let S be
the matrix with all sij values. (2) Pick the indices (i′, j′)
corresponding to the minimum sij . Delete the j′ neuron,
and update a′i ← a′i + a′j . (3) Update S by removing the j′th
column and row, and updating the i′th column (to account
for the updated a′i).
3.3 Pruning Blocks
In weight pruning, irregularity of sparse matrices limits the
maximum performance and energy efficiency achievable on
hardware accelerators. Pruning neurons avoids sparse ma-
trix issues but is limited in term of overall pruning possible.
Block-sparse formats store blocks contiguously in memory
reducing irregular memory accesses. If the maximum mag-
nitude weight of a block is below the current threshold,
we set all the weights in that block to zeros. Similar to
iterative weight pruning, block pruning [35] can also be
done iteratively using a monotonically growing threshold.
Any blocks that had been zeroed out are held at zero even
after pruning has ended resulting in a sparse model at the
end of training. Just like weight pruning (as discussed in
Section 3.1), the start slope θ and ramp slope φ determine
the rate at which the threshold increases. For block pruning,
we need to modify the start slope to account for the number
of elements in a block (Nb). Thus, the start slope for block
pruning is typically set to θb = θ × 4
√
Nb. Further, to enable
6effective removal of blocks, Narang et al. [35] propose group
Lasso regularization method. Group lasso is a type of weight
regularization that works on groups of weights and can
zero out all the weights in a group. For each block, we
add a loss term proportional to the L2 norm of the block.
Thus, we optimize for minw f(w)+λg
∑G
g=1 ||w(g)||2. When
we combine group lasso with block pruning, group lasso
guides the selection of blocks to prune. Group lasso regu-
larization is applied to coincide with the pruning schedule,
i.e., we turn off regularization when the pruning schedule
ends. Typically, inducing block sparsity with 4x4 blocks in
vanilla RNNs and GRUs works well, compared to larger
block sizes. Larger blocks require lower sparsity to maintain
similar accuracy.
Unfortunately, it becomes challenging to maintain the
same model accuracy when block sparsity is applied.
Also, block sizes (i.e., pruning granularity) are application-
sensitive, making it another hyper-parameter to tune. To
avoid these problems, Cao et al. [36] proposed a new
method called Bank-Balanced Sparsity (BBS). BBS splits each
weight matrix row into multiple equal-sized banks, and
adopts fine-grained pruning to each bank independently to
obtain identical sparsity among banks. Each bank has the
same number of non-zero values. For example, retaining
top two weights in each bank of size 4 implies a sparsity of
50%. We apply the BBS pruning method iteratively to a pre-
trained network, and fine-tune the network after each prun-
ing iteration to restore the model accuracy. BBS achieves
almost the same model accuracy as unstructured sparsity
and significantly outperforms block sparsity when pruning
weights at the same sparsity level. BBS is also amenable to
FPGA (Field Programmable Gate Arrays) acceleration be-
cause it inherently provides a balanced matrix partitioning
for parallel computing.
3.4 Pruning Heads and Layers
Besides neurons and blocks, for Transformer based models,
structured pruning can also be applied to attention heads
and entire layers.
3.4.1 Pruning Attention Heads
BERT BASE model consists of 12 layers each with 12 atten-
tion heads. Similarly, a typical NMT encoder-decoder Trans-
former with 6 layers each for encoder as well as decoder
contains 16 attention heads per layer. Michel et al. [37] found
that majority of attention heads can be removed without
deviating too much from the original score. Surprisingly,
in some cases removing an attention head results in an
increase in accuracy. When these heads are removed ind-
vidually, only 8 (out of 96) heads in 6-layer WMT NMT
Transformer (16 heads/layer) cause a statistically significant
change in performance when they are removed from the
model, half of which actually result in a higher BLEU score.
For most layers, one head is indeed sufficient at test time,
even though the network was trained with 12 (BERT) or
16 (WMT Transformer) attention heads. One can also do
iterative pruning of multiple heads (rather than just one at a
time) across layers. For iterative pruning, head importance
score is defined using the expected sensitivity of the model
to the mask variables ξh as follows.
Ih = Ex∼X
∣∣∣∣∂L(x)∂ξh
∣∣∣∣ = Ex∼X ∣∣∣∣Atth(x)T ∂L(x)∂Atth(x)
∣∣∣∣ (1)
where X is the data distribution, L(x) is the loss on sample
x, and Atth(x) is the output of the attention head h for
instance x, . Intuitively, if Ih has a high value then changing
ξh is liable to have a large effect on the model. Hence, in
every iteration heads with low Ih values are pruned out.
Michel et al. [37] observed that pruning up to 20% and 40%
of heads from NMT and BERT models respectively, did not
lead to any noticeable negative impact on accuracy.
Voita et al. [38] used two other head importance scores
to prune attention heads from the NMT model. The two
scoring methods were: (1) Layer-wise relevance propagation
(LRP) [39]. LRP is a method for computing the relative
contribution of neurons at one point in a network to neurons
at another. (2) “confidence” of a head which is computed as
the average of its maximum attention weight excluding the
end of sentence symbol, where the average is taken over
tokens in a set of sentences used for evaluation. For pruning
the heads, they propose a method based on stochastic gates
and a differentiable relaxation of the L0 penalty. L0 norm
equals the number of non-zero components and pushes the
model to switch off less important heads. They find that
only a small subset of heads are important for translation.
On the English-Russian WMT dataset, pruning 38 out of 48
encoder heads results in a drop of only 0.15 BLEU.
3.4.2 Pruning Layers
Note that dropping attention heads does not reduce runtime
as they are usually computed in parallel. While one can
prune weights, neurons or attention heads, how can we
design a scheme to prune away layers? The LayerDrop idea
proposed in [40] is inspired by DropConnect. DropConnect
randomly drops weights while training on a batch. Layer-
Drop does structured dropout: it drops groups of weights,
heads, feed forward network (FFN) matrices, or layers. The
layers to be pruned can be decided using one of these
ways: (1) Every Other: Prune every other layer (with rate
p), e.g., every 3rd layer in a 12-layer BERT model. (2) Search
on Validation: Search for a set of layers to be pruned by
checking their impact on a validation set. This entails trying
various combinations. (3) Data Driven Pruning: Learn the
drop rate pd of each layer in a data driven manner. Given a
target drop rate p, we learn an individual drop rate pd for
the layer at depth d such that the average rate over layers
is equal to p. At inference time, we forward only the fixed
top-k highest scoring layers based on the softmax output.
Across the three methods, “Every Other” strategy works
surprisingly well across many tasks and configurations.
“Search on Validation” and “Data Driven Pruning” only
offer marginal gains.
3.4.3 Pruning General Structures
Lastly, Prasanna et al. [41] experiment with pruning both the
FFN layers as well as attention heads in a BERT network.
Just like [37], they assign a mask variable to each of these
structures. To decide which structures to prune, we look at
the expected sensitivity of the model to the mask variables.
High sensitivity implies large impact on the model output
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and hence corresponding structures should be retained.
They find that it is possible to find a subnetwork of elements
that achieves performance comparable with that of the full
model, and similarly-sized subnetworks sampled from the
rest of the model perform worse.
3.5 Summary
To summarize, pruning has been the most popular method
for model compression. Pruning methods can be unstruc-
tured (prune weights) or structured (prune neurons, blocks,
attention heads, layers). While weight pruning theoretically
leads to pruning to a large extent, practical implemen-
tation of sparse data structures is difficult. Pruning and
regularization need to be done together carefully. Also, it
is critical to define the importance functions for various
structures carefully. Among weight pruning methods, while
iterative magnitude pruning with regularization works well
for RNNs and LSTMs, RPP performs better for Transformer
based models. Pruning blocks using BBS is better than prun-
ing blocks or pruning neurons. For Transformer models,
pruning just the heads may not provide latency improve-
ments, but dropping a combination of attention heads and
layers is better.
4 QUANTIZATION
While pruning saves on the model size by removing
weights, quantization aims to reduce the number of bits
needed to store weights. Most computer architectures use
32 bits to represent weights. However, estimated precision
of the brain (hippocampal spine) synapses is around 4.6
bits [42]. Empirical evidence suggests that most quantities
in the nervous system (for instance, firing of the neurons)
have variability of a few percent due to biological noise,
or a precision of 1 in 100 at best [43]. Thus, each decision
could depend on log2(100)=6.64 bits. Thus, we should
be able to store weights in our artificial neural networks
on average in a space of 4–7 bits. Given this motivation,
various methods have been proposed which perform 1-bit
(or binary quantization), ternary quantization, and general
quantization exploring the spectrum between 3 and 32 bits.
We discuss such methods in this section. Fig. 3 provides a
broad overview of various quantization styles.
4.1 Binarized Networks
Quantizing weights to 1 bit provides a compression of 32x
but leads to a significant drop in accuracy across many
tasks. However, in a hybrid quantization scheme, such
binary quantization can be very helpful for some layers
in a network. Binarization can be done using deterministic
methods or could be stochastic in nature. Also, while naı¨ve
binarization has a very simple way of fixing the binary
boundary threshold, one could perform a complex loss
aware binarization as well. We discuss these variants of
binarization in this section.
4.1.1 Deterministic Binarization
Simplest way of binary quantization is to set the weight as
1 for non-negative weights, and to -1 for negative weights.
This leads to 32x compression. Also, the matrix multipli-
cation for binary matrices is ∼7x faster [44] leading to
faster model inference. In the forward pass, binary networks
drastically reduce memory size and accesses, and replace
most arithmetic operations with bit-wise operations, which
leads to great increases of power efficiency. Also, in the
simplest version, binarization can be performed in a static
manner, i.e., after the training is done. However, this method
leads to large loss in accuracy.
A variant of this simple method is to set the weight
to a constant c1 for non-negative weights, and to another
constant c2 for negative weights. Binary Scheme (BS)-Fixed
method [45] stores the original weights and during the
forward pass replaces the values with a masked value of
c1 or c2, where c1 and c2 are fixed and chosen with hyper-
parameter tuning. Full precision weights are used during
training. At the end of training, the weights are replaced
with the index of its masked value. Choosing the values of
c1 and c2 can be difficult and time-consuming in BS-Fixed.
Thus, in the BS-flexible method [27], we initialize c1 and
c2 using KMeans with two centroids over the weights, and
then update c1 and c2 using back-propagation. Also, in the
BS-Flexible method, weights are quantized as follows.
wb =
{
c1 if w ≥ (c1 + c2)/2
c2 if w < (c1 + c2)/2
(2)
Note that w is the original weight value while wb is the
binarized weight value. These changes eliminate the need
for hyper-parameter tuning.
4.1.2 Stochastic Binarization
Stochastic [46] binarization is performed as follows.
wb =
{
+1 with probability p = σ(w)
−1 with probability 1− p (3)
Here, σ(w) = clip(w+12 , 0, 1) = max(0,min(1,
w+1
2 )),
also called as hard sigmoid. We only binarize the weights
during the forward and backward propagations but not dur-
ing the parameter update. Keeping good precision weights
during the updates is necessary for Stochastic Gradient
Descent (SGD). This is possible using something called as
“Straight Through Estimator (STE) trick” [47]. As per STE,
as the quantized value is an approximation of the original
value, we can substitute the gradient with respect to the
quantized value for the gradient of original value. The trick
allows the inclusion of quantization into the computation
graph of back-propagation and allows QNNs to represent
parameters, activations and gradients with low bitwidth
numbers. For test-time inference, there are 3 options using
such a quantization method: (1) Use the resulting binary
weights wb (this makes most sense with the deterministic
binarization). (2) In the stochastic case, many different net-
works can be sampled by sampling a wb for each weight.
The ensemble output of these networks can then be obtained
by averaging the outputs from individual networks. (3) Use
original weights. But this does not reduce model size.
Besides this, there have been further efforts that make
train/test faster but do not reduce model size. For example,
8Lin et al. [48] convert multiplications in the backward pass
into bit-shifts by restricting the activations to be power-
of-two integers. Hubara et al. [49] binarize weights and
activations, at the inference phase and the entire training
phase of a deep network.
4.1.3 Loss Aware Binarization
The naı¨ve binary quantization methods divide the real
number line into two parts and each part was mapped
to a quantized weight value. Can we decide per weight
value which of the two weights it should be quantized to?
Thus the idea behind Binary Weight Networks (BWN) [50]
is to approximate the weight vector W ∈ Rn using
a binary vector B ∈ {+1,−1}n and a scaling factor
α ∈ R+ such that W ≈ αB. Thus, we wish to find
α∗, B∗ = argminα,B ||W − αB||2. We can expand and
write ||W − αB||2 = α2BTB − 2αWTB + WTW . Since
B ∈ +1,−1n, BTB = n. Also WTW is a constant.
Thus B∗ = argmaxBW
B such that B ∈ +1,−1n. This
optimization can be solved by simply assigning Bi = +1
when Wi ≥ 0, and Bi = −1 otherwise. To compute α∗,
we set the derivative of ||W − αB||2 wrt α to 0 and get
α∗ =
∑ |Wi|
n . Thus, besides the binarized weight matrix, a
scaling parameter is also learned in BWN.
To take this idea further, can we learn α and B to
minimize the overall network’s loss function? Thus, now,
the Weight binarization can be formulated as the following
optimization problem: minwˆ loss(wˆ) such that wˆl = αlbl,
αl > 0, bl ∈ +1,−1nl , l = 1, ..., L where L is the number of
layers, nl is the number of weights in layer l. This loss aware
binarization [51] problem can be solved using proximal
Newton algorithm [52] to find the best αl and Bl.
4.2 Ternarized Networks
Unfortunately, binary quantization of the recurrent weights
in RNNs/LSTMs never worked [53]. When the true value of
a weight is near zero, its quantized value is either set to -1
or 1. This results into an artificial increase in the magnitude
of the weights and the vanishing/exploding gradients prob-
lem becomes more severe. Hence, another popular form of
quantization is ternary quantization. Ternary quantization
can help achieve a min of 16x compression (up to 32x
compression if hardware allows to avoid storing zeros). In
this section, we discus different variants of ternary quanti-
zation from the simplest ternary connect networks to hybrid
ternary networks like HitNets.
4.2.1 Ternary Weight Networks
The simplest method for ternary quantization is ternary
connect [48] whose deterministic form is as follows.
wt =

+1 if w > 0.5
0 if − 0.5 < w ≤ 0.5
−1 if w ≤ −0.5
(4)
Note that w is the original weight value while wt is the
ternarized weight value. Like binary connect, ternary con-
nect also eliminates all multiplications in the forward pass.
In the stochastic form, assuming original weights have been
normalized to be in the range [-1,1], ternary quantization is
done as follows.
wt =

+1 with prob w if w ∈ (0, 1]
0 with prob 1− w if w ∈ (0, 1]
0 with prob 1 + w if w ∈ [−1, 0]
−1 with prob − w if w ∈ [−1, 0]
(5)
A slightly related way called as Bernoulli Ternary Quan-
tization where wt is set to +1 (or -1) with prob p if w > 0
(or) < 0, and set to 0 with prob 1-p where p ∼Bernoulli(|x|).
Yet another way to set the boundaries for the three ranges is
to use Gaussian based ternary weights [54] as follows.
wt =

+1 if w > −(µ+ σ/2)
0 if − (µ+ σ/2) < w ≤ (µ+ σ/2)
−1 if w ≤ −(µ+ σ/2)
(6)
where µ and σ are the mean and standard deviation of the
weight matrix being quantized.
4.2.2 Trained Ternary Quantization
Rather than using the rules for ternary quantization as
mentioned above, one can learn the boundary ranges or
the quantized values for individual weights. One way of
learning the right ternary representation per weight value
is to minimize the Euclidean distance between full preci-
sion weights W and the ternary weights T along with a
scaling factor [55]. This can be expressed as the following
optimization problem: α∗, T ∗ = argminα,T ||W−αT ||22 such
that α ≥ 0, Ti ∈ −1, 0, 1, i = 1, 2, ..., n. Note that this is
equivalent to the BWN method [50]. This does not lead to
a closed form solution. Hence, we approximate the solution
with threshold-based ternary function.
wt =

+1 if w > ∆
0 if −∆ < w ≤ ∆
−1 if w ≤ −∆
(7)
The approximation works when we set ∆∗ =
argmax∆>0
1
|I∆| (
∑
i∈I∆ |Wi|)2 where I∆ is the number of
weights with magnitude> ∆. Again, this has no straight-
forward solution, unless we assume that original weights
Wi’s are generated from uniform or normal distribution.
When Wi’s are uniformly distributed in [−a, a] and ∆
lies in (0, a], the approximated ∆∗ is a/3, which equals
to 23E(W ). When Wi’s are generated from normal dis-
tributions N(0, σ2), the approximated ∆∗ is 0.6σ which
equals to 0.75E(|W |). Thus, we can use a rule of thumb
that ∆∗ ≈ 0.7E(W ) = 0.7n
∑n
i=1 |Wi| for fast and easy
computation.
Another way to learn the quantization step size ∆ in
Eq. 7 is to learn in a loss-aware manner [56], i.e., tuning it
to minimize the overall network loss. Given a multi-layered
network, we need to perform such quantization layer by
layer in a greedy manner. We first train the network with full
precision weights. We quantize all input data and signals
of hidden layers. Next, we start with the weight quantizer
between the input layer and the first hidden layer, try sev-
eral step sizes around the initial step size and measure the
output error of the network with the training set. The initial
step size is determined using Lloyd-Max algorithm [57].
Choose the step size that minimizes the output error and
9quantize the weights. Further, we perform these steps for the
next few layers until the output layer. Finally, the quantized
neural network is retrained.
Yet another way of training ternary quantization [58] is
to quantize weights to one of −Wnl , 0, W pl for each layer
l, where Wnl and W
p
l are trainable parameters, learned us-
ing back-propagation. First, we normalize the full-precision
weights to the range [-1, +1] by dividing each weight by
the maximum weight. During SGD, we back propagate the
gradient to both Wnl and W
p
l and to the latent full-precision
weights. This makes it possible to adjust the ternary assign-
ment (i.e. which of the three values a weight is assigned).
To decide the quantization step size ∆l for a layer l, two
heuristics can be used: (1) set ∆l = t ×max(|wl|) where t
is a constant and wl are the full precision weights in layer l.
(2) maintain a constant sparsity r for all layers throughout
training. By adjusting the hyper-parameter r we can obtain
ternary weight networks with various sparsities.
4.2.3 Hybrid Ternary Quantization
Given various ternary quantization methods proposed so
far, one can combine them and use different methods for
different layers. Wang et al. [59] found that threshold ternary
quantization (TTQ) (Eq. 7) is preferable for weights in
an RNN while Bernoulli Ternary Quantization (BTQ) is
preferable for activations. This is based on the observation
that in an RNN, the distribution of weights follows normal
distribution (with different ranges across different weight
matrices), while for activations, the range is [0,1] and most
of the values are located near to the two poles instead of
the middle of the range. In the training phase (where we
need to store the full precision weights), ternary quantiza-
tion of weights only saves 1.4x memory consumption but
quantizing both weights and activations can achieve up to
16x memory savings.
The HitNet architecture [59] with this hybrid ternary
quantization can be defined using these equations, where
it, ft, ot are the input, forget and output gates; xt is input
at time t; ct is the cell output; and ht is the hidden layer
output; Wx, Wh, bx, bh are weights.
it, ft, gt, ot = σ(TTQ(Wx)xt + TTQ(bx)
+ TTQ(Wh)ht−1 + TTQ(bh))
ct = ft × ct−1 + it × gt
ht = BTQ(ot × σ(ct)) (8)
4.3 General Quantized Networks
So far we discussed methods designed specifically for bi-
nary and ternary quantization. Now, we discuss general
k-bit quantization methods. We will discuss (1) uniform
quantization methods which perform equal width binning,
(2) non-uniform methods which are closer to equal fre-
quency binning, (3) loss-aware quantization methods, and
(4) methods specifically designed for Transformer models.
4.3.1 Uniform Quantization
Uniform k-bit Quantization simply splits the range of orig-
inal weights into 2k − 1 equal size intervals [44], [50], [60].
If original weights are in range [-1,1], they can be quantized
as follows.
qk(x) = 2
(
round[(2k − 1)(x+12 )]
2k − 1 −
1
2
)
(9)
Similarly, if entries are in range [0,1], we could use
qk(x) =
1
2k−1b(2k − 1)x + 12c. When the weights in matrix
X are not in the range [0,1], we can first scale weights as
X˜ = X−βα where α = max(X)−min(X) and β = min(X).
After quantization, we can apply a reverse transform to ap-
proximate the original values. Overall, the quantized result
is: Q(X) = αqk(X˜) + β.
Given any quantization function qk(x), one can use it for
quantizing weight matrices of various recurrent models like
RNNs, GRUs and LSTMs [53]. Typical inference equations
for a GRU can be written as follows.
zt = σ(Wz.[ht−1, xt]); rt = σ(Wr.[ht−1, xt]) (10)
h˜t = tanh(W.[rt × ht−1, xt]);ht = (1− zt)ht−1 + zth˜t (11)
Besides the matrix multiplications needed to compute zt,
rt and h˜t, the gate structure of h˜t and ht brings in the need
for element-wise multiplication. As h˜t and ht are also the
inputs to computations at the next timestamp, and noting
that a quantized value multiplied by a quantized value
will have a larger bit-width, we need to insert additional
quantization steps after element-wise multiplications. An-
other problem with quantization of GRU structure lies in
the different value range of gates. The range of tanh is [-1,
1], which is different from the value range [0, 1] of zt and
rt. Keeping in mind these observations, the equations for a
quantized GRU can be written as follows, after the weights
Wz , Wr and W and input xt have already been quantized
to [-1,1].
zt = σ(Wz.[ht−1, xt]) (12)
rt = σ(Wr.[ht−1, xt]) (13)
h˜t = tanh
(
W.
[
2qk
(
1
2
(rtht−1) +
1
2
)
− 1, xt
])
(14)
ht = 2qk
(
1
2
((1− zt)ht−1 + zth˜t) + 1
2
)
− 1 (15)
Following a similar method, we can also quantize LSTM
networks.
4.3.2 Balanced Quantization
Uniform quantization is easy to implement but far from
optimum when quantizing non-uniform data, which is be-
lieved to be the trained weights and activations of deep neu-
ral network. One way of performing non-uniform quantiza-
tion is exponential quantization [53]. It quantizes the weight
values to an integer power of 2. If we let p = |W |
2blog2 |W |c − 1,
deterministic exponential quantization can be written as
follows.
log2Wq =
{
dlog2 |W |e if p > 0.5
blog2 |W |c otherwise
(16)
Similarly, stochastic exponential quantization can be
written as follows.
log2Wq =
{
dlog2 |W |e with prob p
blog2 |W |c with prob 1− p
(17)
Exponential quantization enables storing weights in low
precision and eliminating multiplications. However, it still
does not perform quantization in a way which is sensitive to
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the distribution of the weights. Distributions of parameters
in neural networks are often imbalanced, such that the
uniform quantization determined from extremal values may
under utilize available bitwidth. When we quantize values,
it may be desirable to make the quantized values have bal-
anced distributions, to take full advantage of the available
parameter space. Balanced quantization method [61] starts
by partitioning numbers into 2k bins containing roughly
the same number of entries (percentiles). Each partition is
then mapped to an evenly-divided interval in the closed
interval [0, 1]. Finally, the quantization step maps intervals
into discrete values using Eq. 9 and transforms the value
range to be approximately the same as input.
A naı¨ve implementation using percentiles as thresholds
would require sorting of weight values during each forward
operation in back-propagation, which may slow down the
training process. The 2k evenly spaced percentiles required
in histogram equalization can be computed from the recur-
sive application of partitioning of numbers by medians. Fur-
ther, the mean µ can be used to approximate the median m.
Thus, we can perform approximate histogram equalization
without doing sorting.
4.3.3 KMeans based Quantization Schemes
Yet another way of performing non-uniform quantization
is to decide bin boundaries using clustering in a static
manner. In this static-KMeans method [62], We first train the
neural network with full-precision parameters. Then apply
KMeans to the weights. After clustering, the value of each
pixel is set to the value of the center of the cluster it belongs
to. We also need to store mapping from integers to cluster
centers. Given k clusters, we only need log(k) bits to code
the clusters.
A better approach is to perform KMeans clustering
during training. In this method [23], multiple connections
(belonging to the same cluster) share the same weight, and
we fine-tune those shared weights. For the forward pass,
the cluster index stored for each connection is mapped to
a centroid which is then used as the weight. For back-
propagation, during update, all the gradients are grouped
by the cluster index and summed together, multiplied by
the learning rate and subtracted from the shared centroids
from last iteration. We use KMeans clustering to identify the
shared weights for each layer of a trained network, so that
all the weights that fall into the same cluster will share the
same weight. Weights are not shared across layers. To cal-
culate the compression rate, given k clusters, we only need
log2 k bits to encode the index. In general, for a network
with n connections and each connection is represented with
b bits, constraining the connections to have only k shared
weights will result in a compression rate of: r = nbn log2 k+kb .
There are two other ways of using KMeans for non-
uniform quantization: Product Quantization (PQ) and
Residual Quantization (RQ) [63]. In product quantization
(PQ), we partition the vector space into many disjoint
subspaces, and perform quantization (KMeans) in each
subspace. Weight matrix W is partitioned columnwise:
W = [W 1,W 2, ...,W s] where W i ∈ Rm×n/s assuming n is
divisible by s. Then we perform KMeans on each submatrix
W i to obtain clusters ci1, ..., c
i
k. Thus, we get s codebooks.
The reconstructed matrix is Wˆ = [Wˆ 1, Wˆ 2, ..., Wˆ s] where
Wˆ ij is the closest centroid c
i
j . PQ can be applied to either the
x-axis or the y-axis of the matrix. We need to store the cluster
indexes and codebooks for each subvector. The compression
rate for this method is (32mn)/(32kn + log2(k)ms). Resid-
ual quantization (RQ) is similar. In RQ, we first quantize
the vectors into k-centers. Next we find out the residuals for
each data point (w − c) and perform KMeans on the resid-
uals. Do it recursively t times. Then the resultant weight
vectors are calculated as Wˆz = c1j + c
2
j + ... + c
t
j given
we have recursively performed t iterations. We need to
store all the codebooks for each iteration, which potentially
needs large amount of memory. The compression rate is
m/(tk + log2(k)tn).
4.3.4 Loss Aware Quantization
Generalizing the loss aware binarization approach
(Sec. 4.1.3) [50], we can perform k-bit quantization [64]
by attempting to solve the following problem.
min{αi,bi}ki=1
∣∣∣∣∣∣w −∑ki=1 αibi∣∣∣∣∣∣2 where w ∈ Rn is the
original weight vector, αi ∈ R and bi ∈ {−1,+1}n are
variables to be learned. This NP-hard problem can be solved
using an iterative greedy approximation which sequentially
minimizes the residue. In each iteration, first the residue
is computed as ri−1 = w −
∑i−1
j=1 αjbj , and then αi and
bi are computed as αi = 1n ||ri−1||1 and bi = sign(ri−1).
Further, refined greedy approximation [64] extends this to
further decrease the quantization error. In the jth iteration
after αj and bj have been updated, the method adds
one extra step to refine all computed {αi}ji=1 with the
least squares solution: [α1, ..., αj ] = ((BTj Bj)
−1BTj w)
T
where Bj = [b1, ..., bj ]. Typically refined greedy is more
accurate than the greedy approach. In refined greedy
approximation, after modification on the computed α’s,
b’s are no longer optimal while the method keeps all of
them fixed. To improve the refined greedy approximation,
alternating minimizing α’s and b’s becomes a natural
choice. Xu et al. [65] find that only two alternating cycles
is good enough to find high precision quantization.
Further, similar to [50], for an LSTM, we can combine
overall network loss minimization with the multi-
bit quantization loss minimization using this bi-level
optimization. minw,{αi,bi}ki=1 LSTM
(∑k
i=1 αibi
)
such that
{αi, bi}ki=1 = argmin{α′i,b′i}ki=1
∣∣∣∣∣∣w −∑ki=1 α′ib′i∣∣∣∣∣∣2.
4.3.5 Quantization for Word Embeddings and Transformers
Each word vector is typically represented as a 300–500
dimensional vector, with each parameter being 32 bits. As
there are millions of words, word vectors may take up to 3–6
GB of memory/storage. Can we quantize word vectors? We
can clearly quantize them after training. But, we could also
quantize when learning word embeddings. For example,
Lam et al. [45] perform 1-bit and 2-bit quantization while
performing word2vec [66] training using the Continuous
Bag of Words (CBOW) method. They observe that quan-
tization while training leads to better results compared to
quantization after training.
Cheong et al. [27] applied BS-Fixed and BS-Flexible
binary quantization to Transformer models. They observed
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that the Transformer architecture is highly resistant to quan-
tization, and is able to match the original model up to a 4-bit
representation. Simple iterative pruning is much worse com-
pared to quantization. Lastly, Shen et al. [67] propose mixed-
precision quantization for BERT based on the observation
that different encoder layers should use different number
of bits for quantization. Layers that exhibit flatter curvature
of the loss gradient surface can be quantized to lower bit
precision. Thus, they use different number of bits at different
levels of granularity: layers, attention heads and groups of
neurons. They observe that quantizing embedding layers
with 8 bits and other weight matrices with 2–4 bits leads to
results comparable with full-precision BERT.
4.4 Summary
Quantization performs model compression by reducing
the number of bits per weight value. Binary quantization
does not work well by itself for text based neural models.
But ternary and higher-bit quantization lead to significant
model size reduction without loss in accuracy across tasks.
Non-uniform quantization methods like balanced quanti-
zation or KMeans based quantization methods are better
than uniform quantization methods. Loss aware quantiza-
tion done while training is better than static loss-unaware
quantization. Mixed-precision quantization combined with
pruning is highly effective for Transformer based models.
5 KNOWLEDGE DISTILLATION (KD)
KD methods are the most popular model compression meth-
ods for Transformer networks. Also called student-teacher
networks, the main idea is to first train a deep teacher net-
work, and then learn a shallow student network that mimics
the teacher. After training, the student model is deployed.
What information (“dark knowledge”) from the teacher can
be used to train the student? What loss functions can be used
to ensure right flow of information from teacher to student?
Can we have an ensemble of teachers, or teacher assistants
or rather fellow students who can train the student? How
can we optimize student training using adversarial training
examples? We discuss these aspects in this section.
5.1 Various Distillation Architectures
Ba and Caruna [68] proposed Student Teacher networks
(or mimic models) where the student uses the logits before
softmax from the teacher network for training. The student
model is not trained on the original labels; it is trained to
learn the function that was learned by the teacher model.
Thus, the student model is optimized to minimize the
L2 loss between the teacher logits and the student logits
across all training instances. Such distilled student models
are more accurate than the same shallow student trained
directly on the original labeled training data mainly because:
(1) Teacher removes noisy labels, if any. (2) The uncertainty
from the teacher is more informative to the student than
the original 0/1 labels. (3) The original targets may depend
in part on features not available as inputs for learning,
but the student sees targets that depend only on the input
features. The dependence on unavailable features has been
eliminated by filtering targets through the teacher.
Yet another way of utilizing logits is to have the student
learn from noisy teacher logits [69]. After obtaining logits
from the teacher, Gaussian noise with mean 0 and standard
deviation σ is added to teachers logits. This perturbation
can be applied to samples selected with probability α. The
perturbed outputs produce the effect of a regularizer.
While Ba and Caruna [68] suggested using only the
logits, Hinton et al. [70] suggested training the student
by minimizing the cross entropy loss between the teacher
softmax output and the student softmax output, besides
minimizing the cross entropy between student prediction
and actual label. The first part is called the soft loss and
the second one is called the hard loss. Typically hard loss is
given much lower weight compared to the soft loss term. To
make the softmax output non-peaked and thereby transfer
more useful information from teacher to student, softmax
with temperature> 1 should be used. The same temperature
should be used for training both the teacher and the student,
but after the student has been trained the temperature
can be set to 1 at test time. Besides logits and softmax
output, Sobolev training for neural networks is a method
for incorporating target derivatives in addition to the target
values while training student network. Czarnecki et al. [71]
experiment with first two derivatives of the targets.
KD has also been used along with quantization for better
model compression [47], [72], [73]. We start with a trained
full-precision large teacher network and an apprentice (stu-
dent) network that has been initialised with full-precision
weights. The apprentice network’s precision is lowered and
is fine-tuned using KD.
Why just use the output from the last layer of the
teacher for training the student? In FitNets [74], the student
performs hint-based training, i.e., the student is trained
using not only the outputs but also the intermediate rep-
resentations learned by the teacher as hints to improve the
training process and final performance of the student. we
choose a hidden layer of the FitNet, the guided layer, to
learn from the teacher’s hint layer. Because the student
intermediate hidden layer will generally be smaller than the
teacher’s intermediate hidden layer, additional parameters
are introduced to map the student hidden layer to the
prediction of the teacher hidden layer.
While the methods discussed so far use logits, softmax
output or their derivatives to transfer knowledge, Yim et
al. [75] proposed a “flow of solution procedure (FSP)”
method where the distilled knowledge is transferred in
terms of flow between layers, which is calculated by com-
puting the inner product between features from two layers.
What does this “flow” capture intuitively? If we view the
input of a deep network as the question and the output
as the answer, we can think of the generated features at
the middle of the network as the intermediate result in the
solution process. There are many ways to solve the problem
of generating the output from the input. Hence, mimick-
ing the generated features of the teacher can be a hard
constraint for the student. Learning the solution process
from teacher is important. More concretely, the student is
trained to minimize the L2 difference between the teacher
and student FSP matrices computed across various pairs
of layers and across multiple training instances. A similar
method called Representational distance learning (RDL) has
12
also been proposed in [76].
Lastly, multiple KD variants have been proposed for
sequence-level predictions [77], [78], e.g., for neural machine
translation (NMT). In word-level KD, cross-entropy is min-
imized between the student/teacher distributions for each
word in the actual target sequence, as well as between the
student distribution and the degenerate data distribution,
which has all of its probability mass on one word. In
sequence-level KD the student network is trained on the
output from beam search of the teacher network that had
the highest score. In sequence-level interpolation the student
is trained on the output from beam search of the teacher
network that had the highest similarity (say using BLEU
score) with the target sequence.
5.2 Collaborative Learning
Can multiple students learn from each other? Is a powerful
teacher really required? In the deep mutual learning (DML)
method [79], different from the one-way transfer between
a static pre-defined teacher and a student in model distil-
lation, with DML, an ensemble of students learn collabora-
tively and teach each other throughout the training process.
Surprisingly, no prior powerful teacher network is necessary
– mutual learning of a collection of simple student networks
works, and moreover outperforms distillation from a more
powerful yet static teacher. Specifically, each student is
trained with two losses: a conventional supervised learning
loss, and a mimicry loss that aligns each student’s class
posterior with the class probabilities of other students.
Anil et al. [80] propose a similar method but suggest
letting the students learn independently just using the
conventional supervised learning (hard) loss at least for
a few burn in iterations. After this, the mutual learning
can be done as in DML. They also propose a variant of
their Co-Distillation method to perform this training in a
distributed scenario where communication efficiency is also
important. To update the parameters of one network using
co-distillation one only needs the predictions of the other
networks, which can be computed locally from copies of
the other networks’ weights. Empirically, using stale predic-
tions instead of up-to-date predictions for the other neural
networks has little to no adverse effect on the quality of the
final trained model produced by co-distillation.
5.3 Multiple Teachers
So far we have talked about a student mimicing a single
teacher. However, it is interesting to explore if the student
can learn better in presence of multiple teachers or from a
teacher assistant.
Intuitively and also observed empirically, student net-
work performance degrades when the gap between stu-
dent and teacher is large. Given a fixed student network,
one cannot employ an arbitrarily large teacher, or in other
words, a teacher can effectively transfer its knowledge to
students up to a certain size, not smaller. To alleviate this
shortcoming, Mirzadeh et al. [81] introduced multi-step
KD, which employs an intermediate-sized network (teacher
assistant) to bridge the gap between the student and the
teacher. The teacher assistant (TA) models are distilled from
the teacher, and the student is then only distilled from the
TAs. One could also perform multi-step TA distillation, for
example, distillation path could be 10→ 6→ 4→ 2.
A simple way to do KD with multiple teachers is to
train student with cross entropy loss between student pre-
dictions and average prediction from multiple teachers. A
more effective method is to augment this with a relative
dissimilarity (RD) loss [82] defined over intermediate layer
outputs generated for a triplet of instances between the
student and an ensemble of teachers. For the student, the
middle layer is selected. For each teacher, we select the layer
such that most teachers are consistent with the resulting
order relationships under the voting strategy. We discuss
the RD loss given a student and a teacher. Consider a triplet
of instances (xi, x+i , x
−
i ) such that at an intermediate layer
of the teacher network, distance between activations for x+i
and xi is smaller than the distance between activations for
x−i and xi. Let pi be the intermediate output from student
for example xi. Then the RD loss for the triplet (xi, x+i ,
x−i ) is given by max(0, d(pi, p
+
i )− d(pi, p−i ) + δ) where d is
the distance function, and δ is a small constant to prevent
the trivial solution. To extend this loss function definition to
multiple teachers, the order between the instances x+i and
x−i given xi is decided based on majority voting between
the teachers.
There are also specific settings when distilling from
multiple teachers becomes natural, e.g., when the number
of classes is large [70] or in multi-lingual settings [83]. When
the number of classes is very large, the teacher model could
be an ensemble that contains one generalist model trained
on all the data and many “specialist” models, each of which
is trained on data that is highly enriched in examples from
a very confusable subset of the classes (like different types
of mushroom). Softmax distribution vector of this type of
specialist can be made much smaller by combining all of
the classes it does not care about into a single dustbin class.
Each specialist model is initialized with the weights of the
generalist model. These weights are then slightly modified
by training the specialist with half its examples coming from
its special subset and half sampled at random from the
remainder of the training set. To derive groupings of object
categories for the specialists, we focus on categories that
the full generalist network often confuses. When training
the student, for each instance, we first find the setkofn
most probable classes according to the generalist model.
Then, we take all the specialist models, m, whose special
subset of confusable classes has a non-empty intersection
with k and call this the active set of specialists Ak. Given
student’s full probability distribution q over all the classes,
we minimize KL(pg, q) +
∑
m∈Ak KL(p
m, q) where pg is
output distribution from the generalist model, and pm is the
output distribution from the mth specialist model.
An ensemble of teachers is also very useful in a multi-
lingual NMT setting [83]. Individual models for each lan-
guage pair are first trained and regarded as teachers, and
then the multilingual model is trained to fit the training data
and match the outputs of individual models simultaneously
through KD. When the accuracy of multilingual model
surpasses the individual model for the accuracy threshold
τ on a certain language pair, we remove the distillation
loss and just train the model with original negative log-
likelihood loss for this pair. Lastly, when learning from a
13
teacher ensemble, it is burdensome to load all the teacher
models in the GPU memory for distillation. Alternatively,
we first generate the output probability distribution of each
teacher model for each instance offline, and then just load
the top-K probabilities of the distribution into memory
and normalize them so that they sum to 1 for distillation.
This reduces the memory cost from the scale of |V | (the
vocabulary size) to K .
5.4 Adversarial Methods
How should we select instances for KD such that the
student training converges fast while being effective? The
generalization performance of a classifier is closely related
to the adequacy of its decision boundary, so a good classifier
bears a good decision boundary. Therefore, transferring in-
formation closely related to the decision boundary can be a
good attempt for KD [84]. To realize this goal, an adversarial
attack is utilized to discover samples supporting a decision
boundary, and then a student classifier is trained based on
these samples. To obtain the informative samples close to the
decision boundary, we utilize an adversarial attack. In gen-
eral, an adversarial attack tries to find a small modification
that can change the class of a sample, i.e., it tries to move
the sample beyond a nearby decision boundary. A boundary
supporting sample (BSS) is an adversarial sample that lies
near the decision boundary of a teacher classifier. A BSS
is obtained by a gradient descent method based on a loss
function defined over classification scores, and it contains
information about both the distance and the path direction
from the base sample to the decision boundary.
Xu et al. [85] and Wang et al. [86] propose ideas based on
Generative Adversarial Networks (GANs) for KD. In [85],
the authors propose a method under which the knowledge
is transferred from teacher to student through a discrimi-
nator in the GAN-based approach. Discriminator (a 2-layer
MLP) is trained to distinguish whether the output logits is
from teacher or student network, while the student (the gen-
erator) is adversarially trained to fool the discriminator, i.e.,
output logits similar to the teacher logits so that the discrim-
inator can not distinguish. The deep teacher is pretrained
offline. The student and discriminator are alternatively up-
dated in the GAN-based approach. The number of nodes in
each layer of the discriminator is the same as the dimension
of logits, i.e., the number of categories C . Output of the
discriminator D is a C + 2 dimensional vector with C Label
predictions and a Real/Fake prediction. A slight different
variant is KDGAN [86]. In KDGAN, the student and the
teacher learn from each other via distillation losses and are
adversarially trained against the discriminator via adversar-
ial losses. Within each epoch, we first train the discriminator,
then the teacher and finally the student classifier. D aims to
maximize the probability of correctly distinguishing the true
and pseudo labels, whereas C and T aim to minimize the
probability that D rejects their generated pseudo labels. C
learns from T by mimicking the learned distribution of T .
Also, T learns from C .
5.5 Distilling Transformers
Recently, there has been a lot of work around distilling
Transformers to smaller Transformers with less number of
layers or to Bidirectional LSTMs. Some of these methods aim
at improving the accuracy versus model size tradeoff, while
others focus on complex settings like mismatching student-
teacher vocabulary [87] or mismatch number of attention
heads.
Zhao et al. [87] learn a student with small vocabulary
compared to the teacher using a dual training method.
During distillation, for a given training sequence input to
the teacher model, they mix the teacher and student vo-
cabularies by randomly selecting tokens from the sequence
to segment using the student vocabulary, with the other
tokens segmented using the teacher vocabulary. As part of
the masked language model (MLM) task, the model now
needs to learn to predict words from the student vocabulary
using context words segmented using the teacher vocab-
ulary, and vice versa. The expectation is that the student
embeddings can be learned effectively this way from the
teacher embeddings as well as teacher model parameters.
We perform dual training only for the teacher model inputs.
The student model receives words segmented exclusively
using the student vocabulary. Also, during MLM, the model
uses different softmax layers for the teacher and the stu-
dent vocabularies depending on which one was used to
segment the word in question. Instead of distilling solely on
the teacher model’s final-layer outputs, layer-wise teacher
model parameters can also be leveraged to directly optimize
parameters of corresponding layers in the student model.
In Patient KD [88], the student learns from the teacher’s
output after every k layers or the output from the last few
layers of the teacher. The student BERT is initialized using
some layers of the pre-trained teacher BERT. TinyBERT [89]
further extends this idea by using extensive knowledge from
embedding layer, and attention and hidden sub-layers of
multiple teacher layers, and also the overall teacher output.
Each student layer is first mapped to a teacher layer before
the student training. Liu et al. [90] distill a multi-task stu-
dent from a multi-task teacher, given the soft targets of the
training data across multiple tasks. If task t has a teacher, the
task-specific loss is the average of two objective functions,
one for the correct targets and the other for the soft targets
assigned by the teacher. In MiniLM [91], the student is
trained by deeply mimicking the self-attention behavior
of the last Transformer layer of the teacher. Besides self-
attention distributions, MiniLM introduces the self-attention
value-relation transfer to help the student achieve a deeper
mimicry. The value-relation is computed as pairwise cor-
relation between different components of the value matrix
across various attention heads of the final layer.
Lastly, Tang et al. [92] propose distillation of a BERT
model to a single layer BiLSTM using KL divergence be-
tween student and teacher logits. Mukherjee et al. [93] also
distill a multi-lingual BERT (mBERT) model to a BiLSTM.
Representation transfer is done from Transformer-based
teacher model to BiLSTM-based student model with dif-
ferent embedding dimensions and disparate output spaces.
Distillation features include teacher logits and internal
teacher representations for one teacher layer. To make
all output spaces compatible, a non-linear projection of
the parameters in student representation is done to have
same shape as teacher representation for each token. The
projection parameters are learned by minimizing the KL-
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divergence (KLD) between the representations of the stu-
dent and the chosen layer from the teacher. Overall there are
multiple loss functions for the student training: supervised
hard loss, soft loss wrt output logits, and soft loss wrt
internal teacher layer. Rather than optimizing for all loss
functions jointly, stage-wise training is performed where
each loss function is sequentially used for optimization.
5.6 Summary
To summarize, KD is a popular method for text based
models. Various methods have proposed information copy-
ing using logits, softmax output, attention sub-layer out-
put, value relation, relative dissimilarity information from
both the last layer as well as intermediate layers of the
teacher. Many methods have been proposed to handle com-
plex teacher-student configuration mismatches in terms of
vocabulary, number of attention heads, and hidden layer
sizes. Also, KD has been found to be very effective in
complex problem settings like multi-lingual tasks and tasks
with large number of classes. Learning from noisy teachers,
teacher assistants, an ensemble of teachers has been found
to be effective as well.
6 PARAMETER SHARING
Rather than removing weights or reducing #bits to store
them, parameter sharing methods reduce model size by
finding weight blocks that can share the same weight.
Character-based language models learn embeddings for
characters and use them to compose word embeddings.
In some senses, we can think of various words sharing
these character embedding parameters. Further, various pa-
rameter sharing methods have been proposed to reduce
the large word embedding matrix size. Finally, there are
multiple Transformer architectures which benefit from the
parameter sharing philosophy. We discuss these methods in
this section.
6.1 Character-aware Language Models
Fig. 4 illustrates various charachter-aware language model
architectures. Ling et al. [94] proposed their character to
word (C2W) model which constructs vector representations
of words by composing characters using BiLSTMs. Rela-
tive to traditional word representation models that have
independent vectors for each word type, C2W requires
only a single vector per character type and a fixed set
of parameters for the compositional model. As input, we
define an alphabet of characters C . For English, this vo-
cabulary would contain an entry for each uppercase and
lowercase letter as well as numbers and punctuation. Thus
compared to the word embedding matrix, this model is
much smaller. Despite the compactness of this model, this
“composed” word representations yield comparable results
across multiple text classification tasks. Jozefowicz et al. [95]
propose two variants for composing word embeddings us-
ing character embeddings. In the first CNN-Softmax variant,
they use character CNNs (Convolutional Neural Networks)
to compose word embeddings from character embeddings
both at the input side as well as at the output softmax layer.
The character-CNN sub-networks at the input or the output
T H E
LSTM
CAT
T H E
LSTM
Char-CNN
C A T
Char-CNN
T H E
LSTM
Char-CNN
C A T
T H E
Highway
Char-CNN
LSTM
LSTM
CAT
C2W CNN-Softmax Char-LSTM CNN-Highway-LSTM
Fig. 4. Character-aware Language Models
do not share weights. The composed word embeddings
are fed to an LSTM to generate the output. In the second
Char-LSTM variant, character CNN is used to compose
word embeddings on the input side. The composed word
embeddings are fed to an LSTM to generate an output
which is further fed to a small LSTM that predicts the target
word one character at a time. Thus, the word and character-
level models are combined, and predictions are made one
character at a time, thus allowing to compute probabilities
over a much smaller vocabulary. Kim et al. [96] propose
another variant where at the output side they continue to
use word embeddings, but at the input side they compose
word embeddings using a highway network on top of a
character CNN. The highway network’s output is used as
the input to a multi-layer LSTM, whose last hidden state
output is fed to the output softmax layer.
6.2 Parameter Sharing in the Embedding Matrix
Given a weight matrix W and a budget K , we want to
share weights within W to have a max of K unique values.
A naı¨ve implementation of random weight sharing can
be trivially achieved by maintaining a secondary matrix
consisting of each connection’s group assignment. But this
needs memory space itself. Hence, Chen et al. [97] propose
to use hashing. HashedNets use a low-cost hash function
(like xxhash3) to randomly group connection weights into
hash buckets, and all connections within the same hash
bucket share a single parameter value.
Unlike HashedNets where weights are randomly
grouped, parameter sharing mechanisms in Toeplitz-like
structured matrices [98] are highly specific and determinis-
tic. Toeplitz matrices have parameters tied along diagonals.
The displacement rank of all Toeplitz matrices is up to
2. Toeplitz-like matrices allow the displacement rank r to
be higher. They include products and inverses of Toeplitz
matrices, and their linear combinations. The displacement
rank r serves as a knob on modeling capacity. High dis-
placement rank matrices are increasingly unstructured. With
displacement rank r, there are 2nr free parameters in the
Toeplitz-like structured matrix. Toeplitz transforms can be
applied not just to embedding matrix but to all weight
matrices in an RNN model. Tay et al. [99] use a similar
Toeplitz-like structured matrix method to propose Quater-
nion Transformers which lead to 75% parameter reduction
in the Transformer architecture.
Another method for parameter sharing is to share low-
rank factors across layers in a recurrent model. In this
method, we first represent a weight matrix W using matrix
factorization as W = WaWb. Thus, hidden layer output for
3. https://code.google.com/p/xxhash/
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Embedding xc1 x
c
2 x
c
3 x
c
4
xr1 january february ... ...
xr2 one two ... ...
xr3 ... ... ... ...
xr4 ... ... ... ...
TABLE 1
An Example of a Word Allocation Table
layer l at time t is hlt = σ[W
l
aW
l
bh
l−1
t + U
l
aU
l
bh
l
t−1 + b
l]. But
we can share some low-rank factors by setting W lb = U
l−1
b .
The combination of matrix factorization and parameter shar-
ing leads to large model compression.
Another way of compressing the embedding matrix is
to divide the vocabulary V into frequent and infrequent
word sets B and C respectively. Infrequent words’ em-
beddings are represented with frequent words’ by sparse
linear combinations [100]. This is inspired by the obser-
vation that, in a dictionary, an unfamiliar word is typi-
cally defined by common words. A dense embedding is
assigned to each common word; an infrequent word, on
the other hand, computes its vector representation by a
sparse combination of common words’ embeddings. This
compression is useful for both word embedding matrix as
well as output layer of RNNs/LSTMs. Let U ∈ RE×|B|
be the learned embedding matrix of common words where
E is the embedding dimension. For a word w ∈ C , we
shall learn a sparse vector x ∈ R|B| as the sparse code
of the word. Once we know x, embedding for a word
w ∈ C can be written as ∑Bj=1 xjUj where Uj is the
jth column of U . To learn the sparse representation of
word w ∈ C , the following problem needs to be solved:
minx ||Ux − A||22 + α||x||1 + β|1Tx − 1| + γ1Tmax(0,−x)
where A is embedding for the rare word w. The last two
regularization terms favor a solution that sums to 1 and that
is non-negative (for psychological interpretation concerns),
respectively.
LightRNN [101] compresses word embedding matrix
from O(|V |) to O(√|V |). It uses a 2-Component shared
embedding for word representations. We allocate every
word in the vocabulary into a word-allocation table, each
row of which is associated with a learned vector, and each
column associated with another learned vector. Table 1
shows an example of a word allocation table. Depending
on its position in the table, a word is jointly represented by
two components: a row vector and a column vector. Thus,
we only need 2
√|V | vectors to represent a vocabulary of
|V | unique words, which are far less than the |V | vectors.
The input and output use different embedding row/column
vectors but they share the same word-allocation table. Word
Allocation table creation uses a bootstrap procedure to it-
eratively refine word allocation based on the learned word
embedding. Embeddings (i.e. row and column vectors) are
learned using language modeling loss using an RNN on top
of the embedding layer.
Finally, Suzuki et al. [102] propose a Skipgram [66] train-
ing method with parameter sharing as follows. Split every
embedding vector of size D into B equal sub-vectors of size
C . ThusD = B×C . We assign a limited number of reference
vectors to each block of block-splitting vectors. E.g., the
number of reference vectors becomes K × B if we assign
K reference vectors to each block. Each reference vector
is of size C . Skipgram training optimization remains the
same except for these extra parameter sharing constraints
(applied to both the input and output embedding vectors).
Liu et al. [103] propose a very similar method where the
embeddings are learned using a RNN language model
rather than the Skipgram method.
6.3 Parameter Sharing in Transformers
A standard Transformer does not share parameters across
layers and also has a fixed number of encoder layers.
ALBERT [104] incorporates two parameter reduction tech-
niques: (1) Factorized embedding parameterization. That is,
it decomposes large vocabulary embedding matrix into two
small matrices. Thus, it reduces the embedding parameters
from O(V ×H) to O(V ×E +E ×H) where H >> E. (2)
cross-layer parameter sharing: There are multiple ways to
share parameters, e.g., only sharing feed-forward network
(FFN) parameters across layers, or only sharing attention
parameters. The default decision for ALBERT is to share all
parameters across layers. An ALBERT configuration similar
to BERT-large has 18x fewer parameters and can be trained
about 1.7x faster. Dehghani et al. [105] propose Universal
Transformers where the number of encoder layers are not
pre-decided, and all the encoder layers share the parame-
ters. Certain symbols (e.g. some words or phonemes) are
usually more ambiguous than others. It is therefore reason-
able to allocate more processing resources to these more am-
biguous symbols. Thus, ambiguous symbols undergo more
self-attention transformations compared to non-ambiguous
ones. Thus, they provide a dynamic per-position halting
mechanism for dynamically modulating the number of com-
putational steps needed to process each input symbol (called
the “ponder time”) before the representation is passed on as
input to the decoder. The idea of sharing weights across
layers in Transformers has also been explored in [106].
6.4 Summary
Besides model compression, parameter sharing methods
also act as a good regularizer. Parameter sharing in Trans-
formers has been very successful. ALBERT was at the top
of the GLUE leaderboard when it was proposed. Parameter
sharing methods have also been widely used for compress-
ing embedding matrix.
7 TENSOR DECOMPOSITION
Sparse Matrix decomposition has been traditionally used
for applications like feature selection, collaborative filtering,
topic mining from text, etc. In this section, we discuss
how various popular tensor decomposition methods like
Singular Value Decomposition (SVD), Tensor-Train [107], CP
(CANDECOMP/PARAFAC) [108] and Tucker [109] can be
used for model compression.
7.1 Two Low-Rank Factors
In this part, we will discuss methods where a matrix is
factorized into two low-rank factors. Specifically, we replace
a weight matrixW withW1×W2 such that the total number
of parameters are significantly lesser.
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A multi-layer RNN can be represented as follows.
hlt = σ(W
l−1
x h
l−1
t +W
l
hh
l
t−1 + b
l) (18)
hl+1t = σ(W
l
xh
l
t +W
l+1
h h
l+1
t−1 + b
l+1) (19)
Thus, there are two important weight matrices: the re-
current W lh and inter-layer matrices W
x
l . Prabhavalkar et
al. [110] propose a method to jointly compress the recurrent
and inter-layer matrices corresponding to a specific layer
l by determining a suitable recurrent projection matrix,
denoted by P l ∈ Rrl×Nl of rank rl < N l such that
W lh = Z
l
hP
l and W xl = Z
l
xP
l. First, P l is determined by
computing a truncated SVD of the recurrent weight matrix,
which we then truncate, retaining only the top rl singular
values. Thus, W lh = (U
l
hΣ
l
h)(V
l
h)
T = ZlhP
l. Thus, P l is set
to (V lh)
T . Further, we determine Zlx as the solution to the fol-
lowing least-squares problem: Zlx = argminY ||Y P l−W lx||22.
This solution can also be easily extended to LSTMs. Sak
et al. [111] also proposed a similar solution based on a
combination of parameter sharing and matrix decomposi-
tion but without SVD initialization. However, typically SVD
initialization has been found to perform better.
Besides SVD, another way of matrix decomposition is
sparse coding. Faruqui et al. [112] propose using sparse cod-
ing to decompose word embedding matrices. Thus, given
vocabulary of size V , word embedding matrix X ∈ RL×V ,
sparse coding aims at representing each input vector xi as a
sparse linear combination of basis vectors ai by solving the
following problem. argminD,A
∑V
i=1 ||xi−Dai||22+λ||ai||1+
τ ||D||22 where D ∈ RL×K and A ∈ RK×V . Further, for
interpretability, one can enforce all elements of A and D
to be non-negative. For further compression, one can also
enforce A to be binary or ensure that each column of A is a
K sized one hot vector [113].
Lastly, Wang et al. [114] combine pruning with matrix
factorization for model compression. Let W be a weight
matrix. Structured pruning (removing a neuron, i.e., re-
moving a column from weight matrix) can be achieved
by replacing the computation Wx by WGx where diago-
nal sparsity-inducing matrix G is learned using L0 regu-
larization over WG along with the supervised loss. This
effectively removes a subset of columns of W for column
indices k with zk = 0. One limitation is that this structured
pruning method tends to produce lower performance than
its unstructured counterpart. Hence, in the FL0P (Factorized
L0 Pruning) model, we first factorize W = PQ. Let r be
#columns of P (or equivalently #rows ofQ), pk and qk be the
k-th column of P and k-th row ofQ respectively. We achieve
structured pruning by introducing a pruning variable zk for
each component. W = PGQ =
∑r
k=1 zk × (pkqk) where
G is again the diagonal matrix of pruning variables. After
training, only columns and rows corresponding to non-zero
diagonal values need to be stored, resulting in much smaller
(but still dense) matrices P and Q. The nonzero values of G
can be absorbed into either P or Q. This structured pruning
with factorization is much more effective compared to the
vanilla structured pruning.
7.2 Factorizing into Block Diagonal Matrices
The last layer of a language model is very large of the
size HV where H is the size of the hidden layer and V
is vocabulary size. Each word by an output embedding of
the same size H . Chen et al. [115] propose a differentiated
softmax method which varies the dimension of the output
embeddings across words depending on how much model
capacity is deemed suitable for a given word. In particular, it
is meaningful to assign more parameters to frequent words
than to rare words. By definition, frequent words occur more
often in the training data than rare words and therefore
allow to fit more parameters. They define partitions of
the output vocabulary based on word frequency and the
words in each partition share the same embedding size.
Partitioning results in a sparse final weight matrix which
arranges the embeddings of the output words in blocks,
each one corresponding to a separate partition. The size
of the final hidden layer H is the sum of the embedding
sizes of the partitions. While this method does not involve
creation of multiple factors, it factorizes the original matrix
into multiple blocks while setting the remaining part of the
matrix to 0.
Variani et al. [116] propose a method called Word En-
coded Sequence Transducers (WEST) which factorizes a
matrix E = C × D where D is constrained to be a block
diagonal matrix. The block diagonal nature of the second
factor leads to large compression rates.
7.3 Tensor Train and Block Term Decomposition
Tensor train decomposition (TTD) [107] is a standard tensor
decomposition technique which decomposes a high dimen-
sional tensor into multiple 2D and 3D tensors which can be
multiplied together to reconstruct the original tensor. These
factors are called TT-cores and theor dimensions are referred
to as TT-ranks. TTD can be leveraged to compress various
weight matrices in RNNs and LSTMs [117], [118]. The first
step is to represent a matrix as a multi-dimensional tensor
by simple reshaping transformation and then use TTD on it.
The values of TTranks directly define the compression ratio,
so choosing them to be too small or too large will result
into either significant performance drop or little reduction of
the number of parameters. Typically TT-ranks around 16 for
small matrices and 64-192 for larger matrices result in a good
trade-off between compression ratio and the accuracy metric
of interest. Also, when we use TTD for weight matrices, we
also need change the inputs appropriately to be compatible
in terms of dimensions.
Compared with TT-RNN, Block-Term RNN
(BTRNN) [119] is not only more concise (when using the
same rank), but also able to attain a better approximation
to the original RNNs with much fewer parameters. BTD
decomposes a high order tensor into a sum of multiple
Tucker decomposition models. The redundant dense
connections between input and hidden state is first
tensorized to a d-dimensional tensor and then decomposed
using low-rank BTD into a sum of N different Tucker
decompositions where N is the CP-rank. Each Tucker
decomposition in turn consists of a core d-dimensional
tensor and d 3-dimensional factor tensors. While Ye et
al. [119] used BTD to compress RNNs, Ma et al. [120] used
BTD to compress the self-attention matrix in Transformers.
They first build a single-block attention based on the Tucker
decomposition where the query, key and value are mapped
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into three factor matrices and the core tensor is trainable
and randomly initialized. It is then straightforward to
represent the multi-head attention using BTD.
7.4 Summary
To summarize, matrix decomposition techniques are usually
used in cmombination with parameter sharing. They have
been very effective in dealing with large input/output em-
bedding matricesin RNNs and LSTMs. SVD, Tensor Train,
CP, Tucker, BTD have been the most popular decomposition
techniques found to be useful for model compression.
8 TRANSFORMERS WITH LINEAR COMPLEXITY
Time and memory in Transformers grows quadratically with
the sequence length. This is because in every layer, every
attention head attempts to come up with a transformed
representation for every position by “paying attention”
to tokens at every other position. Quadratic complexity
implies that practically the maximum input size is rather
limited. Thus, we cannot extract semantic representation for
long documents by passing them as input to Transformers.
Hence, there have been several efforts recently to reduce this
quadratic complexity to linear. Most of these efforts choose a
constant number of other positions to “pay attention” to so
as to compute a transformed representation for any given
position. They can model sequences tens of thousands of
timesteps long using hundreds of layers. The methods differ
in their approach towards selecting this constant number of
other positions. We discuss a few of such recently proposed
methods in this section.
Child et al. [121] propose sparse transformers where
sparse factorizations of the attention matrix reduce the
quadratic complexity to O(n
√
n). They propose two kinds
of sparse factorizations: strided and fixed. Strided attention
implies having one head attend to the previous l locations,
and the other head attend to every lth location, where l is
the stride and chosen to be close to
√
n. More heads could be
used with a different stride value. Fixed attention assumes
that specific positions summarize previous locations and
propagate that information to all future positions.
In Star-Transformers [122], to reduce model complexity
from O(n2) to O(2n), we replace the fully-connected atten-
tion matrix structure with a star-shaped topology, in which
every two non-adjacent nodes are connected through a
shared relay node. While ring connections connect a satellite
node with two other satellite nodes, a radical connection
connects a satellite node with the relay node. The idea is to
update the star-center relay node based on satellite nodes
and then update satellite nodes using information from the
star node, and adjacent satellite nodes.
The Reformer architecture [123] replaces the dot-product
attention in a typical Transformer by one that uses locality-
sensitive hashing (LSH), changing its complexity from
O(n2) to O(n log n), where n is the length of the sequence.
In a standard Transformer, we compute scaled dot-product
attention as Attention(Q,K, V ) = softmax(QK
T
√
d
)V where
Q, K and V are the standard query, key and value com-
ponents and d is a scaling factor. Reformer uses a Shared
QK Transformer, i.e., Q = K enabled by sharing the matrix
that projects words/hidden layer to Q or K . Further, note
that we are actually only interested in softmax(QKT ). Since
softmax is dominated by the largest elements, for each query
qi we only need to focus on the keys in K that are closest to
qi. How can we find the nearest neighbors among the keys?
Reformer uses LSH. LSH is used to cluster (hash-bucket)
the positions into various groups, and then every position
needs to focus only on others within the same bucket.
Linformer architecture [124] exploits low-rank factor-
ization of the self-attention matrix to reduce overall self-
attention complexity from O(n2) to O(n) in both time and
space. The main idea is to add two linear projection matrices
Ei, Fi ∈ Rn×k when computing key and value. We first
project the original (n×d)-dimensional key and value layers
into (k × d)-dimensional projected key and value layers.
We then compute an (n × k)-dimensional context mapping
matrix using scaled dot-product attention. If we can choose
a very small projected dimension k, such that k << n,
then we can significantly reduce the memory and space
consumption. Overall, it is O(nk). Further, we can do two
other forms of parameter sharing: (1) Headwise sharing:
Ei = E and Fi = F across all heads i in a layer. (2) Key-
value sharing: Ei = Fi = E across all heads i in a layer. (3)
Layerwise sharing: Single projection matrix E is used across
all layers, all heads for both key and value.
Sparse Sinkhorn Attention based Transformer [125] is
based on differentiable sorting of internal representations.
First, they divide the input sequence into B equal sized
blocks each of size n/B. A meta sorting network learns
to generate latent permutations over these block sequences.
Given sorted sequences, we are then able to compute quasi-
global attention with only local windows, improving the
memory efficiency of the attention module. They also pro-
pose Causal Sinkhorn Balancing and SortCut algorithms
for causal scenarios for tailoring Sinkhorn Attention for
encoding and/or decoding purposes. Their method reduces
the memory complexity from O(n2) to O(B2 + (n/B)2).
The SortCut variant further reduces complexity to linear-
time, i.e., O(nk) where k is a user defined budget hyper-
parameter much smaller than n.
Shen et al. [126] propose a very simple mathematical
trick to reduce quadratic complexity to linear. A typical dot-
product attention can be written as softmax(QKT )V ignor-
ing the scale factor. This is quadratic because QKT is n2 in
size. This can be rewritten as softmaxr(Q)(softmaxc(K)TV )
where softmaxr and softmaxc are softmax applied to rows
and columns respectively. This revised formulation has
terms which are only linear in n. Finally, Katharopoulos et
al. [127] express the self-attention as a linear dot-product
of kernel feature maps and make use of the associativity
property of matrix products to reduce the complexity from
O(n2) to O(n), where n is the sequence length.
To summarize, multiple methods have been proposed
to reduce the quadratic complexity of the standard Trans-
former model. While Sparse Transformers reduce it to
O(n
√
n), Reformers reduce it to O(n log n). Other methods
like Star Transformer, Linformer, Sparse Sinkhorn Trans-
former, Efficient Attention and Linear Tranformers promise
linear complexity.
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9 APPLICATIONS
The model compression mentioned in this survey have been
used across a wide variety of text processing tasks. In Table 2
We list down the tasks, popular datasets and references
where the readers can find more discussion around model
size versus accuracy tradeoff.
10 SUMMARY AND FUTURE DIRECTIONS
We discussed various methods for compression of deep
learning models for text. Broadly, we discussed pruning,
quantization, knowledge distillation, parameter sharing,
tensor decomposition, and Linear Transformer based meth-
ods. These methods not just help reduce the model size,
but also lead to lower prediction latencies and low power
consumption due to reduced computations.
However, there is a lot more work to be done. (1) With
linear Transformer models, one can afford to have input
with tens of thousands of tokens. Hence, many tasks need
to be redesigned where large context can now be included
as input to improve accuracy. (2) Combinations of several
methods have not been tested well. Lot of experiments are
needed to check how models respond to combination of
model compression methods. (3) Latency results vary based
on GPU architectures. With new GPU architectures (Nvidia
RTX 3080, Nvidia T4), some methods like quantization
may become more impactful. (4) Real world settings are
often complex: multi-modal, multi-task, multi-label, small-
data, noisy labels, multi-teachers, mismatching teacher-
student architectures. Efficient ways of recommending the
most promising method is necessary. (5) Different compo-
nents/structures of a model may respond to different kinds
of compression methods with specific hyper-parameters. A
generic method to choose the right method for various struc-
tures is needed. (6) How does compression of models impact
their interpretability? Can we design model compression
mechanisms aimed at looking at a tradeoff between model
accuracy, size, latency and interpretability. (7) None of the
model compression methods performs any application spe-
cific compression. Can we obtain further compression by
exploiting some task-specific patterns?
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