In this paper, we first investigate the distance structure of cyclic codes of composite length.
We show that, under certain distance conditions, the direct-sum code provides two levels of errorcorrecting capability, and hence is a two-level UEP code.
Finally, a class of two-level UEP cyclic direct-sum codes is presented. Also, a decoding algorithm for a subclass of two-level UEP cyclic direct-sum codes is devised.
WEIGHT STRUCTURE OF BINARY CYCLIC CODES OF COMPOSITE LENGTH
Let n1 and n2 be two positive odd integers which are relatively prime. Let n = n1n2.
Let a be an element from some G a l o i s field, say GF(29), with order n.
Hence a is a primitive n-th root of unity. Now we consider a binary (n,k) cyclic code C with generator and parity polynomials, g(X) and h(X), respectively. It is known in coding theory that the degree of g(X) is n-k, the degree of h(X) is k , and
.i Xn+l = g(X)h(X).
be the root sets of g(X) and h(X) respectively. These two sets are disjoint and their union gives all the roots of Xn+l in GF(29), i.e.,
( 1 , a , a 2 , . . . , a n-1 }.
Since every code polynomial c(X) in C has the elements in Zg as roots, we call the elements in Z the zeros of C.
No element in ! 3 zh can be a root of every code polynomial in C.
We call the elements in zh the nonzeros of C.
A code polynomial c(X) in C is a polynomial of degree n-1 o r less,
c(x) = a . + alX + a2x2 + ... + an,l xn-l with ai E GF (2) . c(X) as an nlxn2 code array as shown in Figure 1 .
It is possible to arrange the coefficients of Figure 1 . The nlxn2 code array of c(X) .
For 09<n2, the p-th column can be put into a polynomial of degree (nl-l)n2 or less as follows:
nl-1
Then the code polynomial c(X) can be expressed in the following form:
c(X) = AO(X) + Ai(X)X + e . . + An,-1 (X) x"2-1 n2-1 p=O = c A,, (X) Xp.
The expression of ( 3 ) will be used for deriving a lower bound on ' the weight of c(X). The main idea is to count the number of nonzero columns in the nlxn2 code array corresponding to c(X) and the number of nonzero components in every nonzero column.
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Let B = an' and 7 = an2. Then p and 7 are elements in GF(2q) with orders n2 and n1 respectively. Let p be a non-negative integer less than n. Since n1 and n2 are relatively prime, there exist two unique nonnegative integers, R and m, with 09<n2 and
O<m<nl such that It follows from ( 5 ) to ( 6 ) that
c(ap) = a(m) (#I.
Clearly, p ' is a root of a(m)(~) if a p is a root of C(X).
Next we examine the weight of a code polynomial c(X) in C .
For a given m with Osmal, let V(m) (c) be the cyclic code over GF(2q1) of length n2 which has the following set of elements as zeros (or roots of its generator polynomial):
(pR : OcR<nZ and C(ap) = a(m) ( 8 ' ) = 0).
Then it is clear that the polynomial a(m) (X) of ( J(c) = {m : Oim<nl, and c(p'-ym)=a(m)(pL)=O for I = 0,1,2, ..., n2-l}.
Lemma 1: Consider the polynomial a(m) (X) of (6) for p = 0,1,. . . ,n2-1.
Proof:
If m is an integer in J(c), then it follows from the definition of J(c) that a(m) (X) has 1,p,p2,. . . ,pn2-l as roots.
However a(m) (X) is a polynomial of degree n2-1 or less.
Hence if a(m)(X)zO, it has at most n2-1 distinct roots.
As a result, a(m) (X) must be a zero polynomial, that and hence it follows from ( 6 ) AP(-yrn) = 0 for p = O,l, ..., n2-1.
Q.E.D.
From ( 8 ) and ( Since hl(X) and hZ(X) are relatively prime, there exists two polynomials bl(X) and b2(X) such that (18) bl(X)hl(X) + b2(X)h2(X) = 1 mod Xn+l.
Multiplying both sides of (18) by c(X), we have c(X) = { bl(X)c(X)hl(X) + bZ(X)c(X)hZ(X) 1 mod Xn+l. (19) It follows from (17) and (19) that (20) c(X) = 0 mod Xn+l. These properties were proved in [11, 12] . We simply state these properties here without proofs. ..
The

M
It'should be noted that Theorem 2 is also valid for the case
However, in such a case, C is not a UEP code.
In the next s1 = s2 and Theorem 3 is also valid for the case of dl section we will consider two-level UEP codes which are direct sums of cyclic codes of composite length.
IV. TWO-LEVEL UEP CYCLIC DIRECT-SUM CODES OF COMPOSITE LENGTH
Let n=n1n2 where n1 and n2 are relatively prime. Again let a be an element of order n from some field G F ( 2 q ) . R m with R = O , l , ..., n2-1 as zeros. Let
If pa,m is not a zero of Ci for some R with Os1<n2, then m is an element in 5i.
Assume that 3, and 5, are disjoint. Apparently, C1 and C2 have no common nonzeros. Therefore, hl(X) and h2(X) are relatively prime. The direct sum of C1 and C2 is an (n, kl+k2) cyclic code C with generator polynomial g(X) = GCD {gl(X), g2(X)) and parity polynomial h(X) = hl (X) h2 (X) . Let df") for i=1,2 and Osmcn. Define
Clearly,
for any nonzero code polynomial ci(X) in Ci and m E Ji with i=1,2.
Then, it follows from Lemma 2 that at least Di of the n2 polynomials A (X) associated to any nonzero code polynomial ci(X) in ci are nonzero for i=1,2.
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Next we define two binary cyclic codes of length n1 based on C1 and C2 as follows:
where W(ci) is the binary cyclic code associated to a code polynomial ci(X) defined by (12) .
We readily see that (rn2)" is a zero of Wi if and only if m E Ji for i=1,2. Equivalently, 
It is easy to see that following sum, Any code polynomial c(X) in C can be expressed as the
where cl(X) E C1 and c2(X) E C2. Suppose c(X) E C2 and c(X) z 0.
Then cl(X)=O and c(X)=c,(X). It follows from Theorem 1 that the
and d(c2)zd,.
Thus the weight of c(X) , denoted w(c(X) ) is at least D2d2 , i. e. , The nonzeros of C1 are given in Therefore the direct sum C of C1 and C2 is a (51,34) two-level UEP cyclic code with a separation vector at least (7,6). The message space A for C is the product of A1={0,1}18 and A2={0,1) 16 . Thus Table 2 , we see that our algorithm gives the true minimum distances of these L cyclic codes by comparing s2 with d. be an (n2,k2+1) binary cyclic code whose parity polynomial h22(X) has the following set of roots: Now we examine the distance structure of the direct-sum code C. 
This implies that rn E S(C) where J(c) is defined by (10).
Note that C has pJ7m with I = 1,2, ..., n2-1 as zeros. Thus A short list of two-level UEP codes constructed based on the above method is given in Table 3 , where the nonzeros 5 6 ) and ( 5 7 ) are simply t h e e x p r e s s i o n s of ( 3 ) . Express c ( X ) i n t h e f o l l o w i n g form:
f o r p = O , 1 , . . . ,n2-1.
Suppose t h a t mE 3,.
S i n c e 3, and 3, are d i s j o i n t , I t follows f r o m Lemma 1 and must t h a t be a n i n t e g e r i n J2. Rp(rrn) = Ap(rrn) + Ep(rm) ( 6 8 ) for p = O,l, ..., n2-1. Clearly, for m E 3, and 09<n2, we have = Ah1) (rm) + Ep(rm) ( 6 9 ) Suppose that m E 3 , . We can easily show that is the syndrome of r(X), and will be used for decoding r(X).
For m E s,, multiplying both sides of (69) by rmpxp and summing over p , we have dm) (X) = a i m ) (X) + e(m) (X) where airn) (X) is given by (62) and 
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For m E J,, multiplying both sides of (74) by rmpXp and summing n2-1 where r1 ( m ) (X) = 1 -ymPXp, p=O (78) ( 7 9 ) Note that, if e(X)=O, r(m)(X) = aim)(X) and is a code polynomial in V i m ) .
Also note that, for m E z, , if e(x)=O, r' (m) (X) = airn) (X) and is a code polynomial in V i r n ) .
for m E z, ,
The decoding consists of t w o stages. First r(X) is decoded into cl(X) and then rl(X) = r(X)-cl(X) is decoded into c,(X). At the first stage, we decode r(m) (X) into airn) (X) which depends on D1 and d, where D1 is given by (28) and d is the minimum distance of W given by (32).
determine A $ ' ) (X) from (A$') (7") : m E 3 , ) for p = 0,1,. . . ,n2-1 (see Appendix B). Then, cl(X) is correctly recovered. At the following stage, we similarly decode r1 (m) (X) into aim) (X) '-which depends on D2 and d2, where D2 is given by (28) and d2 is the minimum distance of W2 given by (31).
Then, AS2) (X) , p=O, 1,. . . ,n2-1, and c2 (X) can be recovered.
After ap)(X) is decoded, we can uniquely
There are two cases to be considered in decoding r(X) into Cl(X) Case I
Suppose that d = 1. For this case, s1 = D1. The decoding of r(X) into cl(X) consists of the following steps:
(1) For any m E r,, we decode the received word, A s a result, step 4 yields the correct code polynomial cl(X).
Once cl(X) has been determined, we start to decode rl(X)=r(X)-cl(X) into c2(X).
As we mentioned earlier, the decoding w2. Therefore, two cases, (I) d2=l, (11)' d2=2, need to be considered.
To decode rl(X) into c2(X), we simply follow the of rl(X) into c2(X) depends on the minimum distance d2 of procedure for decoding r(X) into cl(X) if we replace r(X) by rl(X),
by RL(X) , D1 by D2, d by d2, and s1 by s2. In this section, we shall see that, under some conditions, the cyclic codes given in section IV have multi-level burst error correcting capabilities in addition to the random -,.error correcting capabilities specified by their separation vectors.
Let C be the direct sum of two cyclic codes, C1 and C2, of composite length n=n1n2 where n1 and n2 are relatively prime.
Assume that, the sets, J1 and 3,, defined by ( 2 4 ) are disjoint.
The code C has a separation vector % at least (Did, D2d2) if
A code polynomial c(X) in C is the sum of a code polynomial cl(X) in C1 and a code polynomial c2(X) in C2, i.e. For the (51,19) code given in Table 2 , we see that the first bit is protected against up to 8 Then 5 , and 5, are disjoint.
From Table 4 , we see that Vi1) has p 0 1 2 3 ,p ,p ,g ,p-3,g-2,p-1 as zeros.
It is easy to check that Vi1), Vi2),Vi4) are equivalent.
. Hence, the minimum distances di1),di2), and d i 4 ) of From (27), we have D1 2 8.
Thus, the minimum distance d i ' ) of vi1) is at least 8.
Vi1) ,Vi2), and Vi4) are identical.
Since J=JlnT2={0), W has only one zero which is yo=l. The minimum distance d of W is at least 2. From Table 4 , we see that Vi3) has p-l,fl0 and p1 as zeros. Thus, the minimum distance da3) of Vi3) is at least 4. We can easily check that Vi3), Vi5), and VJ6) are equivalent. Hence, the minimum distances di3), di5), and dJ6) of Vi3), VJ5), and Vi6) are identical.
From (28), we have D224.
Since J2= (0,1,2 where n=n1n2, 0 9 < n 2 , Osm<nl, and nl, n2 are relatively parime.
Note that a is a primitive n-th root of unity, p=anl, and 7=an2. _ .
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