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Kurzfassung
Die zunehmende Anzahl starker Erdbeben erfordert Modelle, mit denen die daraus re-
sultierenden Risiken für die von Menschen gebaute Umwelt abgeschätzt werden können.
Im Rahmen dieser Arbeit wird ein Modell zur Beschreibung des Materialverhaltens von
Stahl vorgestellt um den Zustand von Stahlkonstruktionen nach Erdbeben bewerten
zu können. Der Schwerpunkt der Arbeit liegt auf der Modellierung der Materialschädi-
gung und der Schädigungsevolution unter zyklischer Beanspruchung. Der Gesamtschädi-
gungszustand kann über einen globalen Schädigungsindex abgeschätzt werden. Aus-
gewählte Beispiele zeigen die Schädigungsevolution in Baustahl unter dynamischer An-
regung und bekräftigen, dass das vorgestellte Modell ein wertvolles Werkzeug zur Ab-
schätzung des durch Erdbeben hervorgerufenen Schädigungszustandes ist.
Abstract
The increasing number of strong earthquakes requires models for estimating the resulting
risks on the human built environment. Within this work, a model describing the material
behavior of steel is presented in order to evaluate the condition of steel structures after
seismic action. The main focus is on modeling material damage and damage evolution
under cyclic loading. The overall damage state can be assessed via a global damage
index. Selected examples show the damage evolution in mild structural steel under
dynamic excitation and confirm that the proposed model is a powerful tool in order to
estimate damage states caused by earthquakes.
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Notations
Mathematical symbols and numerical parameters
∂ partial derivative
∇ Nabla-operator
· scalar product
: double scalar product
× vector product
H(x) Heaviside function
δ(x) Dirac delta function
tr[ ] trace of a tensor
det[ ] determinant of a tensor
〈 〉 McAuley brackets
γ, β parameter of Newmark integration
ξ position of collocation
Scalars, vectors, and tensors
u node displacement vector
p volume load vector
t¯ surface load vector
σ stress tensor
σD deviatoric part of stress tensor
σeq equivalent stress
σex over stress
ε total strain tensor
εel elastic strains
εin inelastic strains
εineq equivalent inelastic strain
p viscoplastic strain
p+ active viscoplastic strain
r,K isotropic hardening
α,X kinematic hardening
M¯ damage effect tensor
D damage variable
iii
D¯ nonlocal damage variable
Y energy release rate
Q,Q∗ direction tensor
E elasticity tensor
K stiffness matrix
C damping matrix
M mass matrix
M strain memory surface
β displacement of the strain memory surface
q amplitude of the strain memory surface
nF normal to the yield surface
nM normal to the strain memory surface
Material parameters
E Modulus of elasticity
ν Poisson’s ratio
σy yield stress
a1, a2 yield stress parameter
σP , n viscoplasticity parameter
b,Q isotropic hardening
a, C kinematic hardening
ci ductile damage parameter
σK , s, t creep damage parameter
ρ density
cα, cβ Rayleigh damping parameter
h crack closure parameter
εinD damage threshold strain
lc internal length
Other variables are defined in the context of their appearing.
iv
1 Introduction
The increasing number of strong earthquakes over the past years has raised the aware-
ness of consequences of seismically induced catastrophes. The primary seismic hazards
like fault breaks and ground motion are followed by a destruction of the human built
environment leading to injuries or casualties of human beings. Several potentially dan-
gerous situations triggered by primary hazards may follow, like tsunamis caused by fault
break, soil liquefaction, landslides caused by ground shaking, fire, or flooding produced
by dam break. Without worldwide assistance, rise would be given to economical break-
down, crime, or spread of epidemics due to e.g. a reduced disposition of drinking water.
The worldwide need for tools that help to deal with the unpredictable nature of this
hazard has caused the development of methods that predict damage and losses caused
by earthquakes and give advices how to counteract such catastrophes. A fundamental
tool helping to calculate the expected number of losses due to natural catastrophes and
helping to make decisions to reduce the losses is risk management.
1.1 Motivation
Risk management is a valuable tool in order to deal with strong earthquakes or other
types of natural hazards. The whole process of risk management can be divided primar-
ily into risk identification, risk assessment, and risk treatment [113]. After the risk is
identified, risk assessment deals with the calculation and evaluation of risk and results
into decisions how to treat the risk. Figure 1.1 gives an overview of the whole chain
of the risk management process. The assessment of risk comprises risk analysis and
risk evaluation. Risk analysis mainly consists of exposure analysis, hazard analysis, vul-
nerability analysis, and the assessment of damage, losses, and consequences. Thereby,
exposure analysis deals with the identification of all items, called elements at risk, which
are exposed to a certain hazard. The characterization of the hazard in terms of its inten-
sity and frequency is accomplished by hazard analysis. While the vulnerability analysis
creates the relation between hazard intensity and resulting damage, the assessment of
damage and losses results in a measure for risk.
Measures for risk can be divided into measures for structural risk or total risk. Struc-
tural risk is of primary importance for engineers in order to predict the behavior and
the response of a structure or structural element. It is defined as the annual probability
of occurrence of a hazard multiplied by the expected damage:
structural risk = probability x damage [damage measure / year]
1
Risk
Review
Risk 
Identification
Risk 
Treatment
Risk Perception
Risk 
Assessment
Risk Analysis
Risk Evaluation
Decision
Project
Implementation
Risk 
Mitigation
Hazard 
Analysis
Determination
of Damage
Loss 
Assessment
Comparison
Grading
Risk Transfer
Risk 
Acceptance
Risk Rejection
Disaster 
Management
Prevention (technical)
Preparedness (social)
Response
Recovery
Direct 
Consequences
Indirect 
Consequences
Economical
Human
CSH
Ecological
Exposure
Structural 
Vulnerability
System 
Vulnerability
RS=PD
RT=PL
Risk Management
R
is
k
 C
om
m
u
n
ic
at
io
n
Subdivision 1 Subdivision 2 Subdivision 3 Subdivision 4
Figure 1.1: Overview of the risk management process [113]
The total risk comprises all consequences and is, if reasonable, expressed in monetary
units. It can be calculated by the product of the annual probability of occurrence of a
hazard and the expected losses:
total risk = probability x loss [loss unit / year]
1.2 Goal of research
This work makes a contribution concerning the estimation of damage for seismic struc-
tural risk. The objective is the development of a model that is able to describe the
evolution of damage in structures subjected to seismic ground motion. The model is
embedded into the framework of seismic risk analysis and can be used as a new and
valuable tool for vulnerability analysis. The assessment of seismic damage is realized
through a global damage index.
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The proposed model is based on numerical time integration of the equation of motion
and considers nonlinear material behavior. The material model is developed for the de-
scription of steel. While seismic damage is often related from measures like displacement
or plastic strain, this work perceives damage as material deterioration. In order to accu-
rately describe deteriorated material due to seismically induced vibrations, a continuum
damage approach is chosen which is derived from thermodynamics. Besides viscoplas-
ticity and hardening, the main focus is on the development of material equations for the
description of damage.
The development of the damage evolution law raises two important questions which are
not satisfactorily answered in literature: How does damage appear in mild construction
steel which is mainly used for steel civil engineering buildings and how does damage evo-
lute under cyclic loading? Within this work, those two questions are specifically traced
in order to develop a precise model for the prediction of damage in steel structures sub-
jected to inelastic cyclic straining as it occurs during earthquakes.
After having determined evolution laws for the description of material damage caused
by seismic action, global damage indices permit the evaluation of the overall structural
condition and allow the calculation of structural risk for seismic risk analysis and risk
management.
1.3 Layout
Chapter 2 gives a brief introduction to earthquakes and their handling using seismic risk
analysis. The parts of the seismic risk analysis chain are generally described and their
relevance for this work is outlined.
Chapter 3 describes the material behavior and the characteristics of mild construction
steel. Mild construction steel is mainly used for civil engineering structures and is there-
fore exposed to earthquakes. While the elastic structural behavior of steel buildings
under seismic action is widely investigated, the inelastic response under consideration of
material damage is still insufficiently assessed. In order to develop a material damage
model for steel buildings subjected to seismic loading, the material behavior of mild
structural steel is analyzed in detail.
A new procedure proposed for vulnerability analysis and damage assessment of steel
structures under seismic action is developed in chapter 4. The model is based on numer-
ical time integration of the equation of motion and includes nonlinear material behavior.
Viscoplasticity, isotropic and kinematic hardening as well as softening and damage are
included in the material model. Particularly examined is the description of damage
evolution under cyclic loading. The thermodynamical consistency of the material model
is shown. Since softening and damage are always accompanied by localization of the
deformation field, which leads to a dependance on the fineness of finite-element dis-
cretization, the model is extended by a nonlocal implicit gradient enhanced formulation.
The extension leads to an additional partial differential equation, called gradient equa-
tion. Furthermore, a procedure is proposed for assessing material damage. In order to
make an overall statement about the level of damage and evaluate structural stability,
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safety, and life time, a global damage index is proposed that transforms the output of
the material model into one global measure of damage.
The numerical implementation of the model is described in chapter 5. Spatial dis-
cretization of the equation of motion and the gradient equation is performed using the
finite-element method. The discretization in time of the equation of motion is accom-
plished with the Newmark method. The material equations are discretized in time using
the implicit Euler approach. A solving scheme illustrated the calculation procedure.
Chapter 6 deals with parameter identification and evaluation by means of comparison
with experiments. New experiments are performed on the mild construction steel S 355
in order to create an experimental basis for the adjustment of the model parameters.
The abilities of the new model are demonstrated in chapter 7. The material behavior
under reversed loading is investigated by means of selected examples and the accuracy
of the damage model is demonstrated by comparison with experimental data. The as-
sessment of cantilevers serves for proving coupling of structural dynamics and advanced
material behavior. Finally, three-dimensional structures subjected to seismic loading are
analyzed. In order to make an overall statement about the structural stability, safety,
and residual life time of those structures after the earthquake, a global damage index is
calculated.
4
2 Seismic risk analysis
Seismic risk analysis deals with the estimation of damage and losses due to earthquakes.
Earthquakes are geological occurrences linked to plate tectonics of the earth’s crust. The
movement of the plates, caused by thermal processes, leads to a formation of stresses.
If the stresses exceed the resistance of the plate at a certain position, a crack will occur.
This point of origin is called hypocenter, while the location at the surface above the
hypocenter is called epicenter. Starting at the hypocenter, seismic waves lead to ground
shaking or even permanent deformations of the earth’s surface. Figure 2.1a shows a road
damage after permanent ground deformations through an earthquake in Japan, 2004.
Propagation of seismic waves is very complex due to the inhomogeneities of the earth’s
crust.
Seismic waves can be classified into body waves and surface waves. The body waves
consist of primary or longitudinal waves and secondary, also called transversal, waves.
Rayleigh waves and Love waves are surface waves, where the latter are the most de-
structive ones. If seismic waves encounter buildings and infrastructure, they can cause
significant damage to single structures and whole areas. Figure 2.1b/c exemplarily shows
seismic induced damage on steel structures.
(a)         (b)   (c)
Figure 2.1: (a) road damage after surface deformations due to an earthquake in Japan in
2004, (b) collapsed steel building after the Mexico City earthquake in 1985,
(c) steel fracture in brace to column connection after the Kobe earthquake,
1995
Representation of earthquakes
In order to characterize the power of an earthquake for a certain region measured ground
motion data can be used. Acceleration measurements, which are most suitable for the
5
description of earthquakes, can be obtained by accelerometers. From time to time seismic
ground motion is also described by velocity and displacement measurements. As a
typical record of seismic ground motion figure 2.2 presents ground acceleration, velocity,
and displacement of the Loma Prieta earthquake in 1989. The signals are shown in
time and frequency domain. The frequency content can be identified using a Fourier
Transformation and shows that the main frequency content of the acceleration signal
range from 0 to 10 Hz. The frequency spectrum of the velocities has a range from 0 to
4 Hz and the spectrum of displacement is further limited to a range between 0 and 1
Hertz. These changes in frequency content can be reconstructed using integration since
velocity and displacement can be obtained from acceleration by integration which leads
to a shift of frequencies in the frequency spectrum.
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Figure 2.2: Ground acceleration, velocity and displacement in the time and frequency
domain of the Loma Prieta earthquake of 1989
The representation in frequency domain leads to a second important way of character-
izing earthquakes, namely by means of response spectra. A response spectrum can be
obtained by solving numerically the differential equations of single-mass oscillators with
fixed damping and varying eigenfrequencies due to a certain given earthquake. The
maximum displacement responses Sd plotted over the corresponding periods T lead to a
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curve that represents the behavior of structures with a certain damping due to a certain
seismic event (see figure 2.3).
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Figure 2.3: Procedure for the construction of response spectra [40]
The spectral ordinates of displacement Sd can be converted into spectral ordinates of
velocity Sv and acceleration Sa:
Sd =
1
ω
Sv =
1
ω2
Sa. (2.1)
where ω is the eigen angular frequency of the single-mass oscillator. Using a double log-
arithmic representation, spectral displacement, velocity, and acceleration can be plotted
into one diagram (see figure 2.4). For small periods, meaning stiff systems, a constant
spectral acceleration can be read off, while big periods of flexible systems are related to
constant spectral displacement.
Response spectra can be employed if detailed investigations with time integration should
be avoided. Given the eigenfrequency and damping of a structure, the maximum re-
sponse values can be determined. Subsequent investigations can be performed statically
using the maximum response values.
Further parameters which can be used in order to represent earthquakes are given in
chapter 2.2.
Seismic design of structures
Seismic design of structures is based on design spectra, which are flattened statistical
evaluations of elastic response spectra of multiple registered earthquakes of almost the
same intensity and similar tectonics and type of soil [7]. The calculation is performed
7
log Sv
log Sa log Sd
log T
Figure 2.4: Double logarithmic response spectrum
with equivalent static forces and nonlinearities can be considered by a ductility factor
q. In Germany, seismic design of structures is performed in accordance with DIN 4149.
Structures, which are designed in accordance with design codes, are not necessarily safe
regarding earthquakes. Strong earthquakes will still cause damage to buildings and
infrastructure and can end in disasters. In order to handle the consequences of earth-
quakes to the human environment, risk management can be used. In the following a
short overview of seismic risk analysis will be given which is an essential part of seismic
risk management. The four parts of seismic risk analysis, namely exposure analysis,
hazard analysis, vulnerability analysis, and the assessment of damage, seismic losses,
and consequences, will be briefly explained and their relevance within this work will be
outlined.
2.1 Exposure analysis
In order to characterize and analyse the exposure it is necessary to define a classifica-
tion for all exposed items, denoted as elements at risk, and to determine the number of
elements in each category. The classification system is different depending on the goal
for which it is established. On the one hand, it is possible to group together structures,
which behave similarly during a seismic event, sorted for example by the structural
system, the material, or the height. On the other hand, a differentiation between the
building occupation and the social function can be necessary, taking into account if the
building belongs to the general building stock (e.g. residential, commercial, industrial
use) or is an essential facility like buildings for government, civil defense, health and
medical care, emergency response or for the purpose of education.
Within this work attention is concentrated on steel structures. Thus, the elements at
risk should be classified according to the material. Seismic risk analysis can then be
continued for all exposed items belonging to the group “steel“.
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2.2 Seismic hazard analysis
The goal of seismic hazard analysis is the description of earthquake ground shaking
motion by appropriate parameters and its presentation in terms of maps. Besides direct
measurement of ground movement, three parameters - the earthquake magnitude, the
earthquake intensity, and the peak ground acceleration - are mainly used to describe
an earthquake [27]. While an earthquake has only one global magnitude, it has several
local intensities and peak ground accelerations depending on the observation site.
The earthquake magnitudeM is a global parameter for the strength of an earthquake. It
is determined via seismometers which measure ground movement. Different magnitude
definitions are available, for example the Richter Local Magnitude ML, the Surface
Wave Magnitude MS, or the Body Wave Magnitude MB. The one commonly used is
the Richter magnitude ML. It is defined as
ML = log A− log A0 (2.2)
where A is the maximum amplitude recorded and log A0 is a calibration factor. Large
earthquakes have Richter magnitudes around 7, the largest one since 1990 had a mag-
nitude of 9. Within an average year, about 10, 000 earthquakes occur with a magnitude
of ≥ 4, 10-15 having disastrous consequences.
The earthquake intensity describes qualitatively the local strength of an earthquake at
the surface and is directly linked to the consequences for human beings and structures.
Although different intensity scale definitions exist, the intensities mainly vary between 1
and 12 and are related by observed damage on the natural and built environment and by
human and animal reaction at the location. Widespread is the Mercalli intensity scale,
see for example [27].
The peak ground acceleration PGA is a physical-mechanical parameter and is simply
given by the largest absolute value of horizontal acceleration measured by an accelerom-
eter during a certain earthquake.
Another important point of seismic hazard analysis is the determination of the proba-
bility of occurrence of a certain seismic event at a certain site. In order to predict this
probability of occurrence, empirical ground motion prediction equations can be used.
Those equations are obtained from statistical regression of ground motion databases or
statistical regression of macroseismic observation and lead to a prediction of intensity or
PGA, which may occur at a certain site within a specified time period.
Another possibility to describe seismic ground motion is the direct measurement of
ground movement and its representation in terms of time records. Most commonly per-
formed are ground acceleration measurements using accelerometers. The most important
difference is that the exact time records of future earthquakes cannot be predicted. How-
ever, if measured, they can be used to evaluate the structural response by hindsight at a
high precision. In order to design structures for future earthquakes using time records,
synthetic ground motion data can be generated. After selecting an earthquake with a
certain intensity which is likely to occur in a certain region within a certain time period,
a possible time record can be modeled as a stationary process using stationary noise
multiplied by a specific function of time, called envelope (see [28] for example for more
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information). Within this work both measured and generated time acceleration records
will be used in order to determine the response of structures subjected to seismic action.
2.3 Vulnerability analysis
The aim of seismic vulnerability methods is to establish a measure for damage of struc-
tures when hit by an earthquake. Three types of vulnerability approaches exist: observed
vulnerability methods, methods based on expert judgement, and analytical methods [50].
While the first two methods deal with empirical approaches, statistical observations, or
experience, analytical methods are based on the mathematical calculation of structural
response. The structural response can consist of different measures, like displacement,
curvature, or rotation to name a few examples. All outcomes need to be related to crit-
ical values in order to qualify the response. This leads to the introduction of a damage
measure, in the following referred to as damage index (see chapter 2.4 or 4.5, respec-
tively, for detailed information). Below, some of the most important analytical methods
are presented. They differ in the consideration of material behavior (linear/nonlinear)
and in the calculation procedure (static/dynamic).
Approach with statical equivalent forces
A simple approach to calculate the response of regular structures under seismic action
uses statical equivalent forces in order to replace the real seismic loading. The proce-
dure consists of three steps. First, a total equivalent force has to be determined. It can
be obtained by multiplication of the structure’s mass with a ground acceleration and a
correction factor. The ground acceleration can be found using response spectra and the
first eigenfrequency of the structure. The correction factor considers the fact that the
effective modal mass of the first mode is on average 15% smaller than the total mass of
the structure. The second step involves the distribution of the total equivalent force on
the structure. For example, the force can be distributed linearly or according to the first
eigenmode of the structure. In a third step, the structural response due to the static
load is calculated using either linear or nonlinear material behavior.
The German code DIN 4149 for seismic design of regular structures is based on the
approach with statical equivalent forces. Nonlinear material behavior is considered by a
factor q which reduces the statical equivalent forces.
Modal response spectrum approach
If the structure is irregular, the modal response spectrum approach can be used. This
method is based on decoupling a multi-mass oscillator into several single-mass oscillators,
each presenting a natural mode of the original vibration. For every modal differential
equation the maximum response, namely maximum acceleration, velocity, or displace-
ment, can be obtained using response spectra. The total maximum response can be
obtained by superposition of the single responses. In order to calculate the resulting
internal forces, equivalent forces can be determined and distributed on the structure as
described above in the former paragraph. Since it is important, how many vibration
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modes are taken into account, effective modal masses are introduced. All vibration
modes, that essentially contribute to the global vibration behavior, are considered if the
sum of all effective modal masses which are included into the calculation is at least 90%
of the total mass and if all modal modes with effective modal masses higher than 5% of
the total mass are taken into account.
The modal response spectrum approach is used in DIN 4149 for irregular structures.
While the calculation can be performed in 2D if the ground plan is regular, irregular
structures with irregular ground plans have to be investigated in 3D.
Capacity spectrum method
The capacity spectrum method, developed by Freeman et al. in 1975, uses a response
spectrum curve as well as a capacity or push-over curve. Both curves are plotted in one
diagram so that the intersection point of the two curves, called performance point, in-
dicates the maximum spectral displacement. The capacity curve is a load-displacement
curve due to inelastic material behavior obtained from ultimate load analysis. Both
curves have to be transformed into spectral displacement and spectral acceleration co-
ordinates, respectively, in order to be combined in one diagram, before the estimated
maximum displacement can be determined.
Numerical integration
Numerical time integration of total or single modal differential equations leads to results
with the highest precision. Earthquakes are mainly characterized by ground acceleration
records u¨g. Seismic loading is embedded into the equation of motion by
m · u¨a + c · u˙r + k · ur = 0 (2.3)
with mass m, damping c, stiffness k, absolute acceleration u¨a = u¨r + u¨g, and relative
values for acceleration u¨r, velocity u˙r, and displacement ur, respectively. The equation
of motion for structures under seismic excitation can then be written as
m · u¨r + c · u˙r + k · ur = −m · u¨g. (2.4)
Different numerical time integration schemes are available in order to solve the equation
of motion, for example the method of central differences or the Newmark method. The
structural systems can be simplified as single- or multi-mass oscillators or modelled con-
tinuously. If nonlinear behavior due to strong earthquakes is expected, inelastic material
behavior can be considered. The material models may be extended if necessary, taking
into account e.g. rate-independent or -dependent plasticity, viscosity, hardening, and
damage.
Seismic analysis of structures including damage is mainly performed for concrete struc-
tures. The continuum damage mechanics theory is for example successfully applied to
concrete dams. Calayir & Charaton [19] develop a 2D-continuum damage model which
assumes that damage evolutes only under tensile stress states, whereas Lee & Fenves [79]
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and Cervera et al. [21] propose models with two damage variables, one for tension and
one for compression. In order to obtain unique and mesh objective numerical solutions
a rate-dependent regularization is applied.
The investigation of reinforced concrete frames or buildings is mainly based on beam
models. Faleiro et al. [46] present a beam model using a lumped plasticity approach in
order to adapt damage models to the analysis of framed structures with damage con-
centrated in plastic hinges. Mata et al. [87] investigate two different damage models in
order to describe deteriorated material behavior at the two-dimensional, cross-sectional
scale. The combination of concrete and steel of reinforced concrete is considered by the
mixing theory. At the global structural scale they use a three-dimensional beam model.
Scotta et al. [122] propose a beam fibre approach which includes damage models for
concrete and steel reinforcement and additionally comprises buckling of the reinforce-
ment bars.
Seismic damage analysis of steel structures can hardly be found in literature. Dynamic
analyses of a two-story steel frame subjected to different synthetic acceleration records
of the El Centro earthquake are conducted by Shen & Wu [124]. They develop a finite-
element model with a beam element and a structural solid element, respectively, which
considers damage by a fatigue based damage law. Bleck et al. [15], Seal et al. [123],
and Kanvinde & Deierlein [67] aim at the prediction of damage in steel structures under
seismic loading but have investigated until now only the behavior of steel subjected to
cyclic loading neglecting dynamic effects and mass inertia. Bleck et al. take into ac-
count fracture and damage mechanics. The damage model for cyclic loading is termed
as an Ultra Low Cycle Fatigue Model which is a combination of a fracture process and
a fatigue mechanism. Within their work, Bleck et al. propose the use of a void vol-
ume fraction model based on [78] which is extended to cyclic conditions by kinematic
hardening. Hence, damage evolution does not differ for tensile and compressive stress
states. Additionally to this model, the effective damage concept [98] according to Ohata
and Toyoda with the advanced two-parameter criterion is applied for damage analyses.
Seal et al. [123] propose a low cycle fatigue damage model. According to the authors,
however, the model is until now only verified for fully reversed strain histories and the
extension to irregular cyclic loading is still to be investigated. Kanvinde & Deierlein
suggest the use of ultra low cycle fatigue in order to simulate the initiation of ductile
fracture which is often the governing limit state in steel structures subjected to earth-
quakes. Ultra low cycle fatigue is characterized by a few reverse loading cycles to large
inelastic strain amplitudes. While their work is concentrated on the development of a
cyclic void growth model in order to accurately describe material deterioration in case
of cyclic loading, investigations of steel structures under seismic action are not made.
Within this work a three-dimensional continuum damage model for steel will be devel-
oped that can describe the nonlinear structural response considering viscoplastic material
behavior, isotropic and kinematic hardening, and ductile and creep damage under irreg-
ular cyclic loading as it may occur during earthquakes.
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2.4 Assessment of seismic damage, losses, and consequences
The last step of the seismic risk analysis chain is the assessment of seismic damage,
losses, and consequences. In a first step, structural damage can be obtained by evaluat-
ing the outcomes of the structural response of a system. Thereupon, structural risk can
be calculated by multiplying structural damage and the probability of occurrence of an
earthquake. Subsequently, total damage can be determined which includes all losses and
consequences that occur due to an earthquake. The consequences for human beings, an-
imals, and nature can be classified into economic, human, cultural, social, historical, and
ecological consequences and are for example the number of casualties, economic losses
like breakdowns of commercial, industrial, or agricultural business, or downtime (time
out of service) resulting from damage. After all consequences are taken into account and
the loss has been determined, the total risk can be calculated by the product of total
damage and the probability of occurrence of an earthquake.
This work does not focus on total risk, so that total damage including all losses and
consequences is not estimated, but takes into account structural damage in order to
permit the estimation of structural risk of chosen earthquakes. Structural damage can
be expressed best by means of damage indices, which normally have a range of zero to
one. While zero corresponds to the undamaged state, a value of one is connected with
structural collapse. In literature there exist many different proposals for damage indices
which relate variables of structural response to critical or original values of structural
response in order to obtain scaled damage measures. They differ according to the ma-
terial, to the structure, or to the calculation procedure. In the following, an overview of
the most important damage indices will be given.
Non-cumulative damage indices
The earliest and simplest measures of damage are non-cumulative indices. They do
not account for effects of cumulative damage due to repeated inelastic deformation and
effects of the duration and frequency content of ground motion. However, they are
widely used due to their simplicity. The best known indices are the ductility ratio and
the interstorey drift.
The ductility ratio µ is defined as the ratio of maximum deformation umax to yield
deformation uyield:
µ =
umax
uyield
= 1 +
umax − uyield
uyield
. (2.5)
It is commonly assumed that failure occurs when the ductility ratio (response) exceeds
the structural ductility (capacity) that is equal to the ratio of the ultimate deformation
under monotonic static load and the yield deformation.
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The interstorey drift ID is the maximum relative displacement between two storeys
∆u normalized to the storey height h:
ID =
∆u
h
. (2.6)
If the maximum relative displacement is substituted by permanent displacement the
index is called maximum permanent drift. According to Sozen [128] the percentage
of damage of the structure D can be derived from the maximum interstorey drift in
percentage:
D = ID · 50− 25. (2.7)
As it can be easily seen this definition is only expedient for a certain range of small values
of interstorey drift. From analysis of test data on components and small-scale structures
it was found that an interstorey drift value smaller than 1 % corresponds to damage
of non-structural components while values larger than 4 % may result in irreparable
structural damage or collapse. Collapse is considered to occur when the interstorey drift
exceeds 6 % [117].
Another non-cumulative damage index is the slope ratio. The slope ratio is a mea-
sure of damage due to stiffness degradation during seismic loading. It is defined as the
ratio of the slope of the loading branch of the force-displacement diagram and the slope
of the unloading branch. Roufaiel & Meyer [117] suggest that the ratio of initial stiffness
and reduced secant stiffness at maximum displacement, called flexural damage ratio, can
also be used as a measure of damage.
Cumulative damage indices
Although cumulative damage indices may not predict damage caused by a single, very
large deformation, they consider the duration and intensity of an earthquake and de-
scribe the evolution of damage over time. The modeling of damage is usually performed
either by using a low-cycle fatigue formulation, in which damage is taken as a function
of the accumulated plastic deformation, or by incorporating a term related to the hys-
teretic energy absorbed during the loading.
Stephens & Yao [130] develop a cumulative index based on displacement ductility D.
With ∆u+ as the displacement increment from negative to positive displacement and
∆u− as the displacement increment from positive to negative displacement within one
cycle, the index is defined as
D =
∑(∆u+
∆uf
)1−br
(2.8)
with r = ∆u+/∆u−, ∆uf as the value of ∆u+ in a single-cycle test to failure and b as a
constant. They recommend to assume ∆uf as 10 % of the storey height and b as 0.77.
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The theory of low-cycle-fatigue has also been applied to the seismic analysis of struc-
tures to estimate the state of damage. Jeong & Iwan [62] propose an approach which
is calibrated against observed failures of reinforced concrete columns. The number of
cycles to failure nf at a given ductility µ is found from a relationship similar to the
well-known Coffin-Manson law:
nfµ
s = c (2.9)
in which the constants s and c are taken as 6 and 416 respectively. The damage index is
then found using Miner’s rule for combining the effects of cycles at varying amplitude:
D =
∑
i
ni
nf,i
=
niµ
s
i
c
. (2.10)
An energy-based cumulative index is developed by Krätzig et al. [71]. The method
is based on the definition of primary and follower half-cycles. A primary half cycle is
defined as the first half-cycle of loading at a given amplitude, with subsequent half-cycles
termed followers unless they exceed the previous maximum amplitude. For the positive
deformation parts of the response the cumulative damage parameter is defined as
D+ =
∑
E+p,i +
∑
E+i
E+f +
∑
E+i
(2.11)
where Ep,i is the dissipated energy in a primary half-cycle, Ei is the energy in a follower
half-cycle, and Ef is the energy absorbed in a monotonic test to failure (see figure 2.5).
After computing a similar parameter for the negative deformations, the overall damage
index is found from
D = D+ +D− −D+D−. (2.12)
The model can account for both deformation and fatigue-type damage, since a high value
of the index can be generated either by a single high-amplitude cycle or by repeated cy-
cling at a lower amplitude.
Combined damage indices
An efficient way to characterize the damage state of structures is the combination of
damage indices which take into account non-cumulative as well as cumulative damage.
Like the index of Krätzig et al. [71], combined damage indices are able to compute
high damage either by a single high-amplitude cycle or by repeated cycling at a lower
amplitude.
The best-known and most widely used combined index is the index of Park & Ang
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Figure 2.5: Dissipated energy in primary and follower half-cycles [71]
[103]. It consists of a simple linear combination of normalized deformation and energy
absorption:
D =
umax
uult
+ β
∫
dE
Fyield uult
(2.13)
with the maximum displacement umax, the ultimate displacement uult, the dissipated
energy E, the yielding force Fyield and a parameter β for strength deterioration. The
first term is a simple, pseudo-static displacement measure. It takes no account of cu-
mulative damage, which is accounted for solely by the second energy term. The authors
suggest the following classification for reinforced concrete structures:
D ≤ 0.1 No damage or localized minor cracking
0.1 ≤ D ≤ 0.25 Minor damage - light cracking
0.25 ≤ D ≤ 0.4 Moderate damage - severe cracking, localized spalling
0.4 ≤ D ≤ 1.0 Severe damage - crushing of concrete, reinforcement exposed
D ≥ 1.0 Collapse
Global damage indices
Global damage indices can be obtained either by weighting of local damage or by inves-
tigating the change of modal parameters before and after the earthquake. A generalized
definition of a weighted global index is
D =
∑
wiD
b+1
i∑
wiDbi
. (2.14)
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A high value of the exponent b will result in a greater emphasis on the most severely
damaged elements, while the introduction of weights wi enables the consideration of
additional parameters. In its simplest form this formulation reduces to
D =
∑
D2i∑
Di
. (2.15)
While many researchers agree on the use of local energy absorption as a weight, e.g.
[104], [75], or [31], Bracci et al. [17] define the weights wi as the gravity load supported
by element i divided by the total weight of the structure. Using this definition, damage
at the base of a structure is given a far higher weighting than damage of upper storeys,
since it stands a greater chance of causing complete structural collapse. However, Gho-
barah et al. [49] point out that the use of weighted average procedures to calculate
global damage indices does not properly account for the local concentration of damage,
does not distinguish between a column and a beam, and may lead to misleading results.
It is possible that a few structural members of the building have suffered severe damage
without being reflected in the global index.
For this reason, global damage can be deduced more reliably from modal parameters.
Assessment of damage from changes in modal parameters may be based on natural peri-
ods and frequencies or involve the use of mode shapes to locate damage. It is well-known
that damage causes a change in the dynamic characteristics of a structure. Usually there
is an increase in the natural period (decrease in frequency) caused principally by stiff-
ness degradation and also an increase in damping (energy dissipation). Damping has
been found to be a too variable parameter and one with too many different causes to
serve as a damage indicator. Therefore, attention has been focused on changes in period
(frequency) mainly taking into account the first vibration mode. In case of localized or
relatively minor damage it is likely that damage will have a significant effect only on the
higher modes of vibration. Under these circumstances, examination of the higher mode
shapes can be used as a method of identifying both magnitude and location of structural
damage.
Krätzig & Petryna [72] propose a global damage measure based on the evolution of the
eigenvalues λ of the tangential stiffness matrix KT. The damage indicator is defined as
D = 1− λ
damaged
λundamaged
. (2.16)
Structural failure will occur if at least one eigenvalue of KT diminishes. Thus, the
indicator reaches a value of one if a plastic hinge occurs, although the appearance of
a plastic hinge is not connected with failure for statically undetermined systems. For
dynamic problems the authors recommend using the eigenfrequencies of the structure
D = 1− ω
damaged
ωundamaged
(2.17)
since the tangential stiffness matrix does not continuously provide physically reasonable
results under reversed loading. The investigation of damage measures obtained from the
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first, second, and third eigenvalue for cooling towers under wind action [72] shows that
the most crucial one is the first eigenvalue. They also try to relate damage to structural
life time. From their experience, the following limits apply to reinforced concrete struc-
tures:
D = 0.0 undamaged state
D < 0.15− 0.2 no quality loss in case of recent RC structures
D < 0.05− 0.08 no quality loss in case of elderly RC structures
D ≥ 0.6 total insurance loss
D = 1.0 theoretical failure
Indices based on mode shapes are developed by Allemang & Brown [4] and Lieven
& Ewins [85]. The MAC index by Allemang and Brown indicates the correlation be-
tween two sets of mode shapes, i.e. the mode shapes of the intact and the damaged
structure. This index is a matrix with values between 0 and 1. The value 0 represents
the complete orthogonality between the two sets of modes and the value 1 indicates that
there is a complete concordance between both. Lieven and Ewins propose the COMAC
index which indicates a correlation between the mode shapes of the intact and damaged
structures at a selected point and thus can be used to identify the points where the
damage is located.
Indices specifically for steel
While all the aforementioned indices are mainly applied to concrete structures, the
following paragraphs give a literature review for indices which are specifically proposed
for steel structures. Khashaee [68] proposes an index which is based on ductility
D =
1− µ−1
1− µ−1u
. (2.18)
The structure has the potential to collapse when the ductility µ reaches its ultimate
ductility µu. The overall damage index for a building is then computed following equation
2.15.
Benavent-Climent [14] suggests an index as the ratio of total dissipated energy to the
ultimate energy dissipation capacity of a steel component. This model explicitly accounts
for the fact that the ultimate energy dissipation capacity is path-dependent and changes
over the entire response duration.
A general damage index independent of the material is defined by Colombo & Negro
[33]. It is based on the ratio of the initial and the reduced resistance capacity of a
structure, which is evaluated by using an evolution equation for the yield strength in
which the structural damageability is included. The evolution equation consists of a first
part which considers maximum deformation, a second part which takes into account the
energy dissipation in ductile elements, and a third part which is related to the energy
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dissipation in brittle elements.
Ghobarah et al. [49] propose an approach for the global damage assessment of structures
based on stiffness matrices obtained from push-over analysis. The damage measure
relates the final Kfinal to the initial stiffness matrix Kinitial:
D = 1− Kfinal
Kinitial
. (2.19)
The index is valid for both concrete and steel structures. Stiffness degradation, pinching,
and strength deterioration are considered in the element model. Earthquakes of different
intensities are used to evaluate the ability of the index and it is found that damage in-
dices based on stiffness are consistent, rational, and accurate while simple to implement.
Depending on the amount of damage, the values of the damage indices range from zero
to one. However, in practical terms, collapse may be defined at a lower damage index
corresponding to a certain percentage loss of stiffness.
Shen & Wu [124] concentrate on damage variables which deteriorate the material prop-
erties in order to describe seismic damage in detail. The damage variable is defined
as
D = (1− β)
p
m
pu
+
N∑
i=1
β
pi
pu
(2.20)
where β is a constant, pi is the plastic strain of a half cycle i, pm is the maximum plastic
strain occurring during cyclic loading, pu is the ultimate plastic strain of the material
obtained from standard tensile test, and N is the number of half cycles. The Young’s
modulus and the yield strength are directly influenced by the damage variables in a
multiplicative manner. Instead of a global damage index, sectional equivalent damage
variables are defined as
D˜ =
∫
Di dAi
A
(2.21)
where Di is the damage variable of a subarea i, Ai is the area of the subarea i, and A is
the area of the cross-section.
Within this work, a continuum damage approach is used in order to describe deteriorated
material behavior. Since damage is not related from other measures like displacement
or plastic strain but is determined via damage evolution equations, global damage in-
dices are most suitable. Global damage indices directly transfer the information about
material deterioration into global measures for structural integrity. The definition and
evaluation of the global damage indices for steel structures used within this work is given
in chapter 4.5.
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3 Material behavior of mild construction steel
In order to determine the condition of steel buildings after earthquakes, the structural
response and therewith the material behavior of mild structural steel needs to be inves-
tigated in detail. This chapter gives an overview of the specific behavior of mild steel
under different loading conditions, see figure 3.1. The main focus is on the question how
material damage appears in mild construction steel. In order to identify the material
behavior, the macroscopic behavior will be illustrated based on the description of the
micromechanical processes. Since the material considered within this work is the mild
construction steel S 355, a relationship will be established between every material mech-
anism and the experimentally observed behavior of steel S 355.
Material behavior
elasticity and plasticity damage fracture
• hardening / softening
• viscosity
• relaxation
• brittle
• ductile
• creep
• brittle
• ductile
• creep
• creep
• ratchetting
• LCF/HCF • fatigue
Figure 3.1: Overview of material phenomena for mild construction steel
3.1 Elasticity and Plasticity
If a material is subjected to a load, it is first deformed elastically. Elasticity is charac-
terized by reversible deformations which only cause stresses below the yield stress. In
this range, the relationship between stress and strain is linear. At microstructural level
elastic deformations correspond to a widening of the interatomic distance. Depending
on the material, the maximum strains in the elastic range lie between 0.2 − 0.5% [81].
For the steel S 355, the transition from the elastic into the plastic range occurs around
0.2% [18]. Figure 3.2 depicts a typical stress-strain curve for a steel S 355 under mono-
tonic loading. Within the elastic range the stress increases linearly between zero and
the upper yield point.
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Figure 3.2: Stress-strain curve of a tensile test on a round bar of steel S 355 with a
loading velocity of ε˙ = 10−2 [18]
At the end of the elastic range, metallic materials show a more or less sharp transition
into the plastic range which is characterized by irreversible plastic deformations. Plastic
deformations result from a movement of dislocations. Dislocations are linear lattice
defects in crystal lattices of atoms. Figure 3.3 depicts a lattice with an edge dislocation.
Stresses which are high enough to cause a movement of dislocations lead to plastic
deformations.
Figure 3.3: Crystal lattice of atoms with an edge dislocation. Plastic deformations are
caused by a movement of dislocations
The stress which marks the transition between the elastic and the plastic range is called
yield stress or yield point. Figure 3.2 shows an upper yield point and a lower yield point
which is typical for the structural steel S 355 at first loading. Since plastic deformations
result from the shift of dislocations, the blocking of the movement of the dislocations
leads to a difference between the upper and lower yield point [38, 18]. The stronger the
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blocking, the more difficult is the formation, multiplication, and unsnapping of disloca-
tions which causes yielding. Thus, the stress is incipiently higher before the unhindered
multiplication of dislocations is initiated and yielding occurs at the level of the lower
yield point.
In the three-dimensional stress space, the yield stress is replaced by a yield function.
Yield functions and their change during plastic deformation can be measured. A com-
prehensive overview can for example be found in [108, 39].
Real structures exhibiting plastic deformations do not show a uniform distribution of
plastic strain. Material instabilities cause a local concentration of plastic strain, which is
called strain localization. Under increasing loading the localization spreads in the form
of a shear band (see figure (3.4)).
Figure 3.4: Formation of a shear band due to strain localization [61]
3.2 Hardening and softening
Hardening and softening are phenomena that occur in connection with inelastic defor-
mations and influence the size, position, and shape of the yield surface. In stress-strain
diagrams, hardening appears as an increase of stress while softening leads to a decrease
of stress (see for example figure 3.2 where the stress increases between 2% < ε < 15%
and decreases for ε > 15%).
It is to be distinguished between isotropic, kinematic, and formative hardening/softening.
In the following, the three types of hardening and softening are described in detail and
a special characteristic of mild steel is shown, namely cyclic hardening and softening.
Isotropic hardening/softening
While isotropic hardening describes an expansion of the yield surface in the principle
stress space, isotropic softening is related to a reduction of the yield surface. The ex-
pansion or reduction occurs equally in all directions. It has been found that there exists
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a minimum yield surface size which limits the reduction of the yield surface [39]. Micro-
scopically, isotropic hardening is connected with a hindered movement of dislocations
due to the increase in dislocation density or the interpenetration of gliding planes (see
figure 3.5). The microstructural changes that cause isotropic softening correspond to
the changes that induce damage (see section 3.4).
Figure 3.5: Piled up dislocations leading to an increase of dislocation density and hard-
ening [58]
Kinematic hardening
Under cyclic loading it can be observed that the motion of dislocations is anisotropic.
Obstacles can interfere with the movement of dislocations so that dislocations pile up
between the obstacle and the source of dislocations until a maximum density of disloca-
tions is reached. With load reversal a motion of dislocations is already possible at lower
stresses. This phenomenon of a greater yield stress in the current loading direction as in
the opposite direction is called Bauschinger effect. Kinematic hardening considers the
Bauschinger effect and results in a translation of the yield surface in loading direction.
As it can be seen in figure 3.6 yielding occurs first at a stress of about 380 N/mm2.
Under reversed loading, plastic deformations occur already at a stress of approximately
-100 N/mm2.
Formative hardening/softening
Formative hardening/softening deals with the deformation of the yield surface. The
incorporation of formative hardening is complex and exceeds the required accuracy of
practical civil engineering applications. Details can be found in [131, 39].
Cyclic hardening and softening for S 355
Under cyclic loading, a special characteristic of mild steel appears, which is investigated,
for example, by Scheibe [120] and Böttcher [18] for the steel S 355. Provided a mean
strain εm = 0 and cycling with constant strain amplitude εa, cyclic softening with a
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Figure 3.6: The Bauschinger effect for a round bar of steel S 355 under cyclic loading
with an amplitude of εa = 0.6% and a loading velocity of ε˙ = 10−2 [18]
decrease of stress amplitude occurs for strain amplitudes εa < 0.6 %, while cyclic hard-
ening with an increase of stress amplitude evolves for strain amplitudes εa > 0.6 % (see
figure 3.7). Cycles with a strain amplitude of εa = 0.6 % are cyclically neutral.
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Figure 3.7: Evolution of stress at the reversal points for cyclic tests with different loading
velocities ε˙ = 10−2 and ε˙ = 10−5 and strain amplitudes of (a) εa = 1.2%, (b)
εa = 0.3% [18]
Peil et al. [108] and Böttcher [18] investigate cyclic hardening and softening of mild
steel under complex cyclic loading. They find that the saturated stress amplitude under
cyclic loading only depends on the strain amplitude εa and not on the mean strain εm.
Further experimental investigations of mild steel regarding cyclic hardening and soften-
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ing deal with yield surface deformations under biaxial cyclic loading. Due to the limited
practical aspects, the reader is referred to the literature for further information [108, 39].
3.3 Time-variant effects
Metals are known to show a viscous, time-dependent behavior. In the following, im-
portant time-dependent characteristics are described, namely the dependance on the
loading velocity, relaxation, creep, and ratchetting.
Dependance on the loading velocity
A time-dependent behavior of metals appears for example at loading with different veloc-
ities. Figure 3.8a depicts the influence of different loading velocities on the stress-strain
curve of the steel S 355. With increasing loading velocity ε˙ a higher level of stress can
be reached. A comprehensive overview of the velocity sensitivity of the behavior of the
steel S 355 is given in [18].
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Figure 3.8: (a) The influence of different loading velocities on the stress-strain curve of
the steel S 355 under monotonic loading [18], (b) Relaxation of steel S 355
occurring during a monotonic test with relaxation phases of 1800 s [18]
Relaxation
Relaxation considers the reduction of stress under constant strain. Figure 3.8b exem-
plarily shows the effect of relaxation for the steel S 355. A monotonic test with a loading
velocity of ε˙ = 10−2s−1 is interrupted by relaxation phases with constant strain starting
at ε = 0.6 % and proceeding with relaxation phases every ∆ε = 0.3 %. During the re-
laxation phases with a length of t = 1800 s the stress decreases rapidly and approaches
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a saturation value which depends on the associated constant strain value ε. Details con-
cerning the relaxation behavior of mild steel S 355 in consideration of different loading
velocities can be found in [18].
Creep
Creep is characterized by an increase of strain under constant loading and stress. It is
based on the viscosity of steel and mainly occurs at elevated temperatures. However,
creep can also occur at room temperature if the stress level is high enough. The progress
of creep can be divided into three phases (see figure 3.9a). At the beginning, the material
shows instant, time-independent strains. During the phase of primary creep (I), the
creep rate decreases due to hardening which results from an increase of the number
of dislocations with plastic deformations. Since the number of dislocations can also
decrease due to material recovery with dislocations annihilating by climb, an equilibrium
between both processes can be found. This equilibrium leads to a constant creep rate
and secondary creep (II). In the phase of tertiary creep (III) the creep rate increases
again due to material damage leading to the rupture of the material.
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Figure 3.9: (a) Creep curve of a 12% chromium steel at 550◦C [91] showing the three
phases of creep, (b) Creep tests on round steel bars for the steel S 355 [18]
The evolution of creep depends on the state of stress. A higher level of stress causes
a higher creep rate during the phase of secondary creep as well as earlier failure of the
material. Figure 3.9b depicts creep tests for the construction steel S 355 at different
stress levels after cyclic preloading for the phases of primary and secondary creep. It
can be seen that higher stress levels lead to pronounced creep.
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Ratchetting
Ratchetting can be understood as cyclic creep. If the material is subjected to a constant
load with an additional superimposed cyclic load, the strain increases with time. Figure
3.10 represents this phenomenon for the steel S 355 which is subjected to a constant
load of 120 kN superimposed with 40 cycles of a load with an amplitude of 120 kN. The
increase of strain under this cyclic loading is clearly visible. Peil et al. [108] observe a
distinct mean stress, where no ratchetting is found. The amount of ratchetting depends
on the difference between the actual mean stress and the mean stress, which leads to
zero ratchetting. In addition, ratchetting increases with increasing stress amplitude. A
comprehensive overview of ratchetting for mild steel S 355 can be found in [74].
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Figure 3.10: Ratchetting of structural steel S 355 under combined constant and cyclic
loading [18]
3.4 Damage
In general, material damage can be understood as the decrease of the number of bonds
at the level of atoms which leads to material deterioration with a decrease of the ele-
mentary area of resistance. Damage occurs in connection with inelastic deformations
due to microscopic defects and is, in general, strongly anisotropic.
At the microscale, metals consist of a regular array of atoms except for many lines of
dislocations where atoms are missing. If stress is applied, the dislocations may move by
the displacement of bonds, thus creating a plastic strain by slip without any debonding.
However, if a dislocation is stopped by an obstacle like a microdefect or a microstress
concentration, the movement of other dislocations in that area is also stopped leading
to an accumulation of dislocations. This process cannot occur without a debonding
damage, which is the beginning of a damage process and leads to the nucleation of mi-
crovoids. Since the accumulation of dislocations and the nucleation of microvoids occur
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at obstacles, damage leads to decohesions of these obstacles. The nucleation is followed
by growth and coalescence of microvoids which results in macroscopic cracks.
While damage in mechanical engineering steel is widely investigated, the different dam-
age characteristics in civil engineering steel are still a disregarded field of research. Since
the stability of steel structures is mainly characterized by buckling, necking or fatigue,
the detailed evolution of material damage in mild construction steel was often neglected.
Nevertheless, there exist cases where it is worth considering the material state before
instabilities occur. Firstly, damage mechanics characterizes the material condition and
predicts if the material is on the brink of failure [98]. Tests have shown that the condi-
tion of cyclically loaded specimens made of mild steel cannot be specified by means of
mechanical, macroscopic measures. While damage mechanics can continuously describe
the deteriorated material behavior, macroscopic measures detect the upcoming failure
only shortly before the collapse. Secondly, damage mechanics comprises every location
where the material is weakened. Niessner et al. [97] investigate the failure mechanism
under monotonic tension of sharp notched steel specimens made of the structural steel
S 275. They find that specimens first show damage at the notch base before damage
followed by necking and fracture occurs in the middle of the specimen. Due to that fact,
the investigation of damage in mild steel is the only possibility to detect the location
and the amount of deteriorated material behavior at positions where no macrocrack has
occurred yet. This is especially important for complex structures with complex loading
histories where failure locations are not known a priori. Moreover, damage assessment
allows the site evaluation of entire steel building constructions for example in view of
life time estimations before the damage is big and obvious and endangers the human
environment.
The appearance of damage can be divided according to the circumstance under which
damage manifests. This leads to a differentiation between brittle, ductile, creep, and
fatigue damage. After the subsequent section which will give information about possibil-
ities to measure damage, brittle, ductile, creep and fatigue damage will be investigated
in detail.
3.4.1 Measurement of damage
Since damage cannot be measured directly a large variety of possible indirect damage
measurement methods has been developed. In general, damage measurement meth-
ods can be grouped into measures from the microstructure and measures from physical
parameters. Different results obtained from different damage measurement procedures
demonstrate that the appropriate procedure has to be carefully selected and conducted.
Damage measurements which are related to changes in the microstructure base on ge-
ometrical parameters like density, surface area fraction, or volume fraction. Although
these parameters are directly related to damage, it is questionable whether their mea-
surement may reach the required accuracy due to intrinsic experimentation errors [133].
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Volume measurements, for example, show significant scatter even when high precision
equipment is used [57]. Surface area fraction measurements from scanning electron mi-
croscopy, on the other hand, suffer from errors introduced by the specimen preparation
[132]. Direct volume fraction measurements (e.g. using X-ray microtomography) avoid
these effects as specimen preparation is not required, however, limitations in spatial
resolution affect the accuracy, especially when voids are smaller than a few micrometers
[86].
Other methods derive damage from physical parameters. A relatively easy to conduct
and widely-used method is the measurement of the mechanical parameters hardness or
modulus of elasticity. Both can be obtained from microindentation tests [82]. Having
determined the hardness H0 of the original, undamaged material, damage can be defined
as
D = 1− Hd
H0
(3.1)
where Hd is the measured damaged hardness. The same can be carried out for the
modulus of elasticity, leading to the definition
D = 1− Ed
E0
(3.2)
where Ed is the damaged, reduced modulus of elasticity and E0 is the undamaged,
original modulus of elasticity. Besides from indentation tests, the change of the modulus
of elasticity can also be measured with strain gauges at several phases of unloading
during a tensile test. However, it has been observed that the change in hardness and
elastic modulus does not always reveal damage [54, 99, 37, 90]. Alves reports that good
damage estimates can be obtained for an aluminum alloy but not for mild steel [5].
Tasan et al. find that damage derived from hardness or modulus of elasticity obtained
from indentation tests during tensile loading is intrinsically flawed and should not be
used [133]. The reason for that is that hardness and the elastic modulus change not
only due to damage but also due to a number of additional microstructural mechanisms,
such as strain hardening, grain shape change, texture development, residual stresses,
and indentation pile up. Other authors observe the same phenomenon for cyclic tests
on mild construction steel [73]. Since the measurement of the reduction of the Young’s
modulus or of stress amplitudes under cyclic loading does not necessarily reveal damage
although it exists, another criterion is proposed for damage under cyclic loading:
D = 1− N
Nf
(3.3)
where N is the number of current cycles and Nf is the number of cycles to failure.
This criterion bases on the linear Miner’s rule and assures a continuous grow of damage
with every cycle. However, it only can be applied if the number of cycles up to failure
is known. On account of that, Krümmling [73] proposes an acoustic emission analysis
for fatigue in structural steel. This nondestructive method is found to detect well the
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transition from microscopic cracks to macroscopic cracks but not the microcrack propa-
gation itself. Thus, it is concluded that acoustic emission analysis for mild construction
steel cannot accurately capture the complex processes in the microstructure in order
to derive a significant damage variable. Other methods based on physical parameters
consider ultrasonic wave propagation or the measurement of the electrical resistance.
While ultrasonic wave propagation is a destructive method based on the determination
of wave speed in undamaged and damaged material, the measurement of the electrical
resistance takes into account the drop of potential and requires the estimation of the
material resistivity [80].
The various methods for damage measurements described in this paragraph illustrate the
complexity and inconsistency of damage quantification methods. While damage irrevo-
cably exists, not every method is suitable in order to detect damage, so that appropriate
methods have to be carefully chosen in accordance with the specific steel and specimen
geometry. Especially for mild construction steel, no adequate method is provided so far
in order to observe damage. Thus, the investigation of damage measurement methods
is still an open field of research.
3.4.2 Brittle damage
Brittle damage occurs if a crack initiates without a large amount of plastic strains. Fol-
lowing [80], brittle damage occurs if the plastic strain εin does not exceed the elastic
strain εel. This means that the cleavage forces are below the forces that could produce
slips but are higher than the debonding forces. The degree of localization during brittle
fracture processes is high.
3.4.3 Fatigue damage
Fatigue damage occurs when a material is subjected to cyclic loading. It is the kind of
damage which is mainly considered in connection with structural steel. For the sake of
simplicity, the process of fatigue is often not observed at a microstructural level, but is
related from the number of cycles a specimen already has undergone and the number of
cycles a specimen can withstand before it fails. Since the number of cycles up to failure
is not known a priori for real constructions, the identification of the progress of fatigue
damage with regard to life time estimation is still an important area of research.
In order to assess the progress of fatigue damage precisely, the microstructural processes
need to be identified. Fatigue failure can be divided into three phases, namely crack
initiation, crack propagation, and final fracture. During the phase of crack initiation,
dislocation movement at slip planes occurs. The dislocations accumulate at the material
surface leading to a roughen of the surface by forming extrusions and intrusions. Figure
3.11 depicts extrusions at the surface of a ferritic steel caused by fatigue damage which
are the basis for subsequent crack propagation. Therefore, the process of crack initiation
can be slowed down by surface treatment like polishing or hardening. The notches
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induced by the extrusions and intrusions are the starting point for crack initiation. While
cracks initiate at many positions, their speed of growth depends on the microstructural
conditions like the orientation of the grains. Cracks which exceed a length of 0.05−2mm
[121] enter the phase of crack propagation, which is characterized by stable crack growth
with every cycle and a stoppage of crack propagation as soon as the material is loaded
statically. Final fracture occurs if the crack length exceeds a critical crack length and
the reduced cross section cannot withstand the loading.
Figure 3.11: Scanning electron micrograph of extrusions in steel [60]
Figure 3.12 depicts the phases of crack initiation and propagation of fatigue failure by
means of the change of the hysteresis shape with proceeding number of cycles N for the
mild construction steel S 355 [73]. It is noticeable, that the shape of the hystereses does
not change during the phase of crack initiation. Thus, a damage measure based on the
reduction of the elastic modulus would yield erroneous results. During the phase of crack
propagation a macrocrack evolves. The existence of a macrocrack changes the shape of
the hysteresis. Firstly, the stresses in the reversal points decrease since the material is
weakened. Secondly, the hysteresis shape in compression changes due to the closure of
the macrocracks. After the macrocracks are closed the material is able to absorb higher
forces which leads to increased stiffness and an ear in the hysteresis shape. In the end,
the material fails completely by final fracture.
Fatigue damage can be divided into low cycle fatigue damage and high cycle fatigue
damage. Low cycle fatigue damage is related to high values for stress and strain and a
number of cycles N < 10.000. High cycle fatigue damage occurs for a number of cycles
N > 100.000 and develops due to local stress concentrations while globally the plastic
strain is negligible. The underlying micromechanical processes for low and high cycle
fatigue damage remain the same, though.
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Figure 3.12: Change of hysteresis shape for the steel S 355 under cyclic loading with a
strain amplitude of 0.8% [73]
3.4.4 Ductile damage
Ductile damage occurs simultaneously with inelastic strains. In literature, little can be
found about ductile damage in connection with the steel S 355, since the eventual fail-
ure mechanism for this construction steel is induced by structural instabilities (buckling,
necking) or fatigue. However, in order to describe the deteriorated condition prior to
failure, the determination of detailed material processes is important.
Ductile damage results from the nucleation of cavities due to decohesions between in-
clusions in the matrix followed by their growth and coalescence. Figure 3.13 represents
the three phases of ductile damage evolution. First, voids arise since the accumulation
of dislocations at inclusions leads to decohesion, then the voids grow, before finally the
voids coalesce and a macrocrack initiates. The rate of ductile damage evolution depends
on the triaxiality of the state of stress. The bigger the triaxiality, the higher is the
damage rate. The characteristic transgranular crack of ductile damage [80] is shown in
figure 3.14.
Figure 3.2 depicts the relation of stress and strain of a round specimen of steel S 355
under monotonic tensile loading until fracture. After the tensile strength is reached at a
strain of about 15%, the stress decreases until failure occurs at a strain of approximately
25%. The range between 15% and 25% is characterized by ductile damage evolution
superimposed with necking. While necking initiates when the stress-strain curve begins
to decrease, the starting point of ductile damage evolution is hard to estimate. Niess-
ner et al. [97] state that ductile damage in mild construction steel starts to occur at
strains > 5 %. From the micromechanical point of view damage can develop as soon
as dislocations accumulate and pile up [80], since the accumulation of dislocations leads
to debonding damage. While it is known that hardening occurs simultaneously with an
increase of dislocation density, it is not proven if this process leads to ductile damage
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Figure 3.13: Evolution of ductile damage: (a) undamaged matrix with inclusions, (b) nu-
cleation of voids, (c) growth of voids, (d) coalescence of voids and initiation
of a macrocrack
Figure 3.14: Ductile damage leads to a transgranular crack
right from the beginning. There may be a critical dislocation density, below which only
hardening occurs while above both hardening and damage develop. Due to the lack of
information on critical dislocation densities, it can only be reasoned that the initiation
of damage may coincide with or follow after the occurrence of hardening.
Bonora et al. [16] investigate the evolution of damage in the low alloy steel A 533 class
1, grade B, which is commonly used in nuclear industry. A monotonic tensile test in-
terrupted by several phases of unloading and reloading is used to assess the change in
the modulus of elasticity and thus to get an idea about the appearance and evolution of
damage. The modulus of elasticity is measured during the unloading ramp [81]. Figure
3.15 presents the tensile test with the phases of unloading and reloading and the evo-
lutions of the modulus of elasticity and of damage. It can be seen that the modulus of
elasticity decreases during the loading process while damage, defined as D = 1− Edam
E0
,
increases. The evolution of damage seems to start right with the development of plastic
33
deformations. However, as already mentioned in section 3.4.1, the measurement of the
decrease of the elastic modulus is not an universally valid method in order to detect
damage.
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Figure 3.15: Monotonic tensile test on low alloy steel with several phases of unloading
(a) in order to determine the decrease of the modulus of elasticity and the
evolution of damage (b) [16]
Ductile damage under cyclic loading
Ductile damage normally characterizes damage in materials under monotonic loading
with large strains. If the material is subjected to cyclic loading with alternating tension
and compression, it has to be investigated how ductile damage evolves under compres-
sive states of stress. In literature, the discussion about occurrence of damage under
compressive states of stress and the related mechanisms is still open. However, there is
an agreement that the evolution of damage under compression does not comply with the
damage evolution under tension or shear. While damage evolutes mainly under tensile
loading [65, 29], compressive loading may lead to reduced or no damage evolution at all,
or even may lead to recovery of damage. Kanvinde and Deierlein [67] find that compres-
sive loads lead to the collapse of voids into oblate or penny-shaped flat voids (see figure
3.16). Void closure may lead to stiffness recovery so that the material shows different
stiffnesses under tension and compression [112]. However, while the percentage of voids
decreases under compression, the collapsed voids show sharper stress/strain concentra-
tions than the spherical or prolate voids leading to a pronounced damage evolution if
the loading direction is reversed again.
In order to clarify if the change of the modulus of elasticity is appropriate for the iden-
tification of damage in the steel S 355 under cyclic loading, experimental data has been
analyzed. The incidence of damage is supposed to lead to a reduced modulus of elas-
ticity which can be estimated during the elastic unloading after tension or compression.
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Figure 3.16: Evolution of ductile damage under compression: (a) voids in a predamaged
matrix, (b) alteration of shape of voids, (c) oblate and flat voids
Böttcher [18] investigates the evolution of the moduli of elasticity under different cyclic
loading conditions. Single-step and multi-step tests are performed with strain ampli-
tudes between 0.3% and 1.2%. It is found that the modulus of elasticity decreases
rapidly during the first cycles and then remains constant for the next 30 cycles for the
single-step test with an amplitude of 1.2%. For the single-step test with an amplitude of
0.3% the modulus of elasticity decreases slowly and continuously until a constant value
is reached after approximately 80 cycles. The same result is found for the multi-step
test with increasing sequence of amplitudes, while the multi-step test with decreasing
sequence of amplitudes shows again a rapid decrease of the modulus of elasticity with a
subsequent constant trend.
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Figure 3.17: The decrease of the modulus of elasticity during cyclic loading due to ductile
damage for a test on steel S 355 with a strain amplitude of εa = 0.3%
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Figure 3.17 shows the appearance of damage for the single-step test with an amplitude
of 0.3%. The modulus of elasticity is estimated by linear regression of the measurement
points during the elastic unloading after tension. It can be seen that the modulus of elas-
ticity decreases and thus damage increases with proceeding number of cycles. However,
the trend is not continuous but approaches a certain value. The plastic deformations, on
the other hand, accumulate continuously with every cycle. This together with the results
obtained from cyclic tests with strain amplitudes of 1.2% indicates that the method to
evaluate damage based on the reduction of the elastic modulus is not appropriate for
mild steel S 355, since the microstructure is continuously damaged with every cycle.
3.4.5 Creep damage
Creep damage is connected with a viscous behavior of steel and emerges as an accelerated
increase of strain at constant stress during tertiary creep (see figure 3.9a). The rate of
creep damage evolution depends on the level of constant stress. The increase of the
strain rate during the evolution of creep damage follows from nucleation, growth, and
coalescence of voids at the grain boundaries and leads to an intergranular debonding [92],
which is generally anisotropic. Figure 3.18 shows an intergranular crack as it occurs for
creep damage.
Figure 3.18: Creep damage leads to an intergranular crack
3.5 Fracture
Damage characterizes material deterioration up to crack lengths of approximately 1
mm [23]. Subsequently, the cracks are referred to as macrocracks which evolute until
complete fracture. Fracture occurs after a material has already suffered from inelastic
deformations, hardening, and damage. In accordance with damage, fracture can be
divided into brittle, ductile, fatigue, or creep fracture.
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(a)                            (b)        (c)
Figure 3.19: (a) brittle fracture, (b) ductile fracture [76], (c) fatigue fracture [118]
Figure 3.19 shows fracture appearances for brittle, ductile and fatigue fracture. In con-
trast to brittle fracture, ductile fracture is related to large plastic deformations. The
fracture pattern can be characterized by necking, shear fracture, or cup-and-cone frac-
ture. Figure 3.19c illustrates a typical fatigue fracture which shows a dark area of
material damaged by fatigue (crack initiation and propagation with lines of rests) and
a bright area of subsequent, ductile, final fracture.
In addition to the investigation of the fracture appearance, technical measures like the
ultimate strain can be used in order to define the ductility of a steel. Following a nor-
malized procedure, the ultimate strain, which corresponds to the permanent strain after
rupture, can be measured and compared to other steels.
In comparison to damage, fracture or the existence of macrocracks is easily detectable.
A number of non-destructive inspection methods like penetrant flaw detection or mag-
netic particle inspection already exist in order to identify macrocracks in the material
and there is a lot of research going on concerning the development of new methods in
order to improve their monitoring [107, 45, 51, 53, 102, 101, 88]. Damage, on the other
hand, is very hard to determine with non-destructive inspection methods which requires
accurate simulation techniques in order to predict the influence of damage on structural
life time estimations.
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4 Vulnerability analysis and damage assessment
In this chapter a model is introduced in order to calculate damage of steel structures
caused by earthquakes for vulnerability evaluation of seismic risk analysis. The model is
developed within the framework of continuum mechanics and uses numerical time inte-
gration of the equation of motion. The basic equations of continuum mechanics are given
in section 4.1. The central point of this work is the development of a material model (see
section 4.2), which needs to correctly represent the specific behavior of mild structural
steel under seismic loading. Seismic loading is characterized by cyclic load reversals with
different amplitudes and frequencies, which cause alternating high tensile and compres-
sive stresses in the material. Within this work, the material model is adjusted to the
behavior of the construction steel S 355, which is used for civil engineering structures.
This type of steel is characterized by pronounced yielding and shows phenomena like a
dependance on the loading velocity, creep, relaxation, hardening, softening, and damage
(see chapter 3).
The material model is established within the framework of thermodynamics. For the de-
scription of the evolution of deteriorated material behavior either damage mechanics or
fracture mechanics can be used. While damage mechanics describes the material from
the undamaged state up to the initiation of macrocracks, fracture mechanics applies
to material with macrocracks up to complete failure. The transition from damage to
fracture mechanics takes place for crack lengths of approximately 1 mm [23]. In order
to describe deteriorated material behavior from the beginning on, this work takes into
account a continuum damage approach, which characterizes the damage state of the
material with damage variables.
Damage is always accompanied by material softening leading to the phenomenon of
strain localization in small process zones. Due to the undefined width of those process
zones, the solutions needs to be regularized. This can be done by means of a model
extension (see section 4.3) which includes an additional parameter called internal length
in order to determine the width of the damage process zone. Mainly integral or gradient
extensions are used. This work investigates an implicit gradient enhanced model.
Finally, the damage variables, which provide the distribution of damage in a structure
at the material point, need to be transformed into a global damage index. By means of
this global damage index a statement about structural stability and safety can be made
enabling to predict if a structure can further be used. The definition and evaluation of
the global damage index may be found in section 4.5.
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4.1 Basic equations of continuum mechanics
The equations of continuum mechanics can be divided into material dependent and ma-
terial independent equations. This section deals with material independent equations,
namely the mechanical balance equations, the balance equations of thermodynamics,
and the equation of kinematics. The material dependent equations are given in section
4.2.
4.1.1 Mechanical balance equations
The mechanical balance equations of continuum mechanics are the balance of mass, the
balance of linear momentum, and the balance of angular momentum, which are pre-
sented in the following under consideration of small strains.
Balance of mass
The mass of a body m can be obtained by
m =
∫
Ω
ρdΩ (4.1)
where ρ is the density and Ω specifies the considered volume. Assuming constant den-
sity, the mass of a body does not change in time (m˙ = 0) and the law of conservation of
mass is fulfilled.
Balance of linear momentum
Forces acting on a body defined by a volume Ω may consist of inertia forces, body forces,
and traction forces. The balance of linear momentum equals the sum of all forces acting
on the continuum∫
Ω
ρu¨dΩ =
∫
Ω
ρbdΩ +
∫
∂Ω
t¯d∂Ω (4.2)
with the acceleration vector u¨, volume based mass force ρb, and the vector of surface
traction t¯ acting normally to the surface. Transferring the boundary integral of equation
(4.2) with t¯ = σ · n and the theorem of Gauss into a volume integral, one obtains∫
∂Ω
σ · nd∂Ω =
∫
Ω
∇ · σdΩ (4.3)
with Cauchy stresses σ, normal vector n, and the nabla operator ∇. Inserting this into
equation (4.2), the local form of the equation of linear momentum is defined as
ρu¨−∇σ = ρb. (4.4)
Since the balance of linear momentum considers mass inertia and describes a moving
continuum, it is in the following referred to as equation of motion.
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Balance of angular momentum
The balance of angular momentum results from the sum of moments of all forces acting
on the continuum about any arbitrary point:∫
Ω
x× ρu¨dΩ =
∫
Ω
x× ρbdΩ +
∫
∂Ω
x× t¯dΩ. (4.5)
After transformation the local formulation of angular momentum leads to the symmetry
condition of the stress tensor:
σij = σji. (4.6)
4.1.2 Balance equations of thermodynamics
The balance equations of thermodynamics allow the plausibility check of physical pro-
cesses by means of energetic observations. Thermodynamic potentials, which character-
ize the energetic condition of a body, and the laws of thermodynamics lead to restrictions
for the material equations.
First law of thermodynamics
The first law of thermodynamics deals with the balance of energy. The total energy of
a closed system consists of the internal energy U and the kinetic energy K. While the
total energy of a closed system is constant, it increases for open systems under supply
of mechanical power P and heat Q:
U˙ + K˙ = P +Q (4.7)
with
U =
∫
Ω
ρedΩ
K =
1
2
∫
Ω
ρu˙2dΩ
P =
∫
Ω
ρb · u˙dΩ +
∫
∂Ω
t¯ · u˙d∂Ω
Q =
∫
Ω
ρrdΩ−
∫
∂Ω
q · nd∂Ω
where e is the internal energy density per mass unit, r is a heat source inside a volume
and q is a heat flux through the surface.
For the description of the thermodynamic condition of a system only the internal energy
is of interest. For states of equilibrium the kinetic energy does not exist. The balance
equation for the internal energy equals the first law of thermodynamics, here given in
the local form:
ρe˙ = σ : ε˙+ ρr −∇ · q. (4.8)
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A constant total energy only allows a transformation of one energy form into another.
Information about the direction of such energy transformation is not provided by the
first law of thermodynamics. Therefore, the second law of thermodynamics has to be
introduced.
Second law of thermodynamics
The material equations have to correspond to the second law of thermodynamics in
order to be physically reasonable. The second law of thermodynamics is an inequality
which considers the balance of entropy. The entropy S measures the irreversibility of a
process. Every irreversible change of state produces entropy. The rate of change in time
of the entropy equals at least the flux of entropy QT which is described by the second
law of thermodynamics:
S˙ −QT ≥ 0 (4.9)
with
S =
∫
Ω
ρsdΩ
QT =
∫
Ω
ρr
T
dΩ−
∫
∂Ω
q · n
T
d∂Ω
where s is the entropy density per mass unit and T is the absolute temperature.
The entropy-inequality or Clausius-Duhem inequality here presented in the local form
σ : ε˙+ ρT s˙− ρe˙− q · ∇T
T
≥ 0 (4.10)
follows after elimination of r in equation (4.9) with the first law of thermodynamics
(equation (4.8)).
Thermodynamics of irreversible processes
Based on the preceding considerations, the concept of thermodynamics of irreversible
processes can be derived, which allows the formulation of thermodynamically consistent
material models. Thermodynamically consistent material models postulate that the
released energy during irreversible processes, denoted as dissipation Φ, is equal to or
greater than zero:
ρΦ = k · j ≥ 0 (4.11)
where j = ρ{ε˙in, V˙i,q} is the vector of mechanical flux with internal variables Vi, which
characterize the material condition in the framework of continuum damage mechanics,
and k = {σ, Ai,g/T} is its thermodynamically conjugated force vector. The total
dissipation is composed of mechanical and thermal dissipation.
The thermodynamically conjugated forces σ, Ai, and g and the evolution equations
of the material ε˙in, V˙i, and q can be derived from thermodynamical potentials. The
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thermodynamically conjugated forces may be obtained by partial derivatives of the free
Helmholtz energy Ψ. The free Helmholtz energy depends on the state variables {ε, T,Vi}
and follows from Legendre transformation
Ψ = e− ∂e
∂s
s = e− Ts. (4.12)
After substituting the rate of the internal energy density e˙ in the Clausius-Duhem in-
equality (4.10) by the rate of the free Helmholtz energy Ψ˙ one obtains∫
Ω
1
T
[(
σ − ρ∂Ψ
∂ε
)
: ε˙+ ρ
(
−s− ∂Ψ
∂T
)
T˙ −
∑
i
ρ
∂Ψ
∂Vi
V˙i − q · ∇T
T
]
dΩ ≥ 0 (4.13)
which leads to
σ = ρ
∂Ψ
∂ε
, s = −∂Ψ
∂T
, Ai = ρ
∂Ψ
∂Vi
, g = ∇T . (4.14)
The evolution equations of the material may be derived from a dissipation potential φ.
Assuming the dissipation potential depending on the conjugated variables, the partial
derivatives of the dissipation potential lead to
ε˙in =
∂φ
∂σ
, V˙i = − ∂φ
∂Ai
, q = − ∂φ
∂g/T
. (4.15)
4.1.3 Equation of kinematics
The deformation of a body from a reference configuration into a momentary configuration
is determined via the deformation gradient
F = ∇xu + I. (4.16)
The symmetric Green-Lagrange strain tensor is chosen
G =
1
2
(FT · F− I) (4.17)
which remains zero for the reference configuration or rigid body displacements.
In the following small strains are considered. Because of this, the kinematic equations
can be linearized geometrically. The strain tensor
G =
1
2
(∇Txu +∇xu +∇Txu · ∇xu), (4.18)
neglecting the product ∇Txu · ∇xu that is small due to higher order, reduces to
ε =
1
2
(∇Txu +∇xu) = ∇symu (4.19)
which means that the linearized strain tensor equals the symmetric part of the displace-
ment gradient.
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4.2 Material equations
In the following, the material-dependent equations of continuum mechanics are devel-
oped. The proposed material model is part of the unified models, which assume that
yielding and creep can be modelled with only one single part of inelastic deformations,
since both phenomena base on the same micromechanical mechanisms. Unified models
can be divided into microscopic and macroscopic models. While microscopic models de-
scribe e.g. the density of dislocations, macroscopic models deal with e.g. isotropic and
kinematic hardening. Within this work, a macroscopic unified model is developed, which
bases on micromechanical observations in a sufficient large volume, called representative
volume element, in which all constituents are distributed representatively in a statistic
sense. The macroscopic description of the material condition is obtained by means of
external variables (stress, strain) and a set of internal variables V based on the concept
of continuum mechanics. The internal variables reflect the evolution of the material.
The constitutive equations which describe the evolution of the material need to accu-
rately describe the material behavior of civil engineering steel structures under seismic
action. Strong earthquakes cause structures to behave inelastically. In addition, earth-
quakes occur with different intensities and velocities inducing material loading with
different strain rates in the range of 10−4 < ε˙ < 100 [18], so that the material equa-
tions have to be formulated in dependance on the strain rate. In order to account for
those effects, viscoplasticity is chosen. Inelastic deformations are accompanied by the
phenomenon of hardening which results in an increase of stress. Here, isotropic and
kinematic hardening will be considered in order to correctly reproduce the true material
behavior of steel under monotonic and cyclic loading. One critical point in seismic engi-
neering is the determination of damage due to earthquakes. Here, damage is described
by continuum damage mechanics with evolution equations for ductile and creep dam-
age, which provide the distribution and development of damage in structures in terms
of damage variables. Since the evolution of damage is in general strongly anisotropic,
anisotropy is included.
A consistent description of the constitutive and evolution equations for elastic-viscoplastic
and damaged material is possible using thermodynamics of irreversible processes (see sec-
tion 4.1.2). Partial derivatives of the free Helmholtz energy Ψ lead to equations of state
of variables which are conjugated to state variables. The state variables can be obtained
from partial derivatives of the dissipation potential φ.
In the following, a material model is developed which is capable of reproducing the
important characteristics of the material behavior of mild steel S 355. For embedding
the constitutive equations into the framework of thermodynamics, the free Helmholtz
energy and the dissipation potential are extended along with every enhancement of the
material model. The thermodynamical consistency of the model is proven and the model
parameters are presented and explained.
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4.2.1 Elasticity
The structural steel S 355 and other mild steels behave elastically up to a maximum
strain of about 0.2%. Elastic deformations are reversible and occur spontaneously.
In order to describe linear-elastic behavior, the free Helmholtz energy for elasticity is
given by
Ψ(εel) =
1
2
εel : E : εel (4.20)
where εel represents the elastic strains and the elasticity tensor E contains the modulus
of elasticity E which describes the connection between stress and strain of the material.
The partial derivative
∂Ψ
∂εel
= E : εel = σ (4.21)
leads to the equation of state for the stresses σ. Since the material model is based on
evolution equations, the elastic strain rate is given after rearrangement by
ε˙el =
d
dt
[E−1 : σ]. (4.22)
4.2.2 Viscoplasticity
In order to correctly capture the inelastic, time-variant behavior of structural steel, vis-
coplasticity is incorporated into the model. The rheological model consists of a series
connection of a Hooke-body in order to take into account elastic deformations and a
Bingham-body, which comprises a parallel connection of a Newton- and a St.Venant-
body in order to consider viscoplasticity (see figure 4.1).
σ
σy
σ
ε
C
E
εel εin
Figure 4.1: Rheological model of viscoplasticity
The transition from the elastic domain into the inelastic domain is marked by the yield
stress in the one dimensional case or a yield condition in the multiaxial case. While
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the classical theory of plasticity does not allow stress-states above the yield stress, the
theory of viscoplasticity is based on the concept of over-stress. The over-stress is the
difference between the actual stress and the yield stress and determines the onset of
viscoplastic deformations. Under constant strain-controlled loading, which generates a
stress state σ above the yield stress σy, the over-stress σex is degraded with time which
reveals that viscoplasticity may describe relaxation (see figure 4.2).
ε σ
σex
σy
t t
Figure 4.2: Stress relaxation: under constant strain controlled loading within the inelas-
tic range (left) the over-stress σex is degraded with time (right)
The creep behavior is also modelled by means of viscoplasticity. Figure 4.3 shows the
evolution of strain obtained by a viscoplastic material model if a material is subjected
to a constant stress above the yield stress. The first phase, called primary creep, is
characterized by a rapid increase of strain. The reason is the exponential approach of
the isotropic hardening variable against its saturation value (see chapter 4.2.3). Once
the hardening has reached its saturation value, the second phase, called secondary creep,
is initiated, which is characterized by a constant strain rate. Primary and secondary
creep can both be modelled using a viscoplastic material model.
σ ε
σy
t t
Figure 4.3: Primary and secondary creep: under constant stress controlled loading above
the yield stress σy (left) the strain increases with time (right)
Viscoplasticity also considers the influence of different loading velocities (see figure 3.8),
which is important since earthquakes are mainly characterized by irregular loading with
different loading velocities. Additionally, viscoplasticity includes the effect of stress on
the evolution of strain under creep conditions, as it was already shown in figure 3.9.
For this reason, it is used for further investigations in order to accurately describe the
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behavior of steel under seismic action.
The modeling of viscoplastic material behavior is based on the well-known approach by
Chaboche & Rousselier [25], [26]. Under assumption of small strains, the total strain
rate is split up into an elastic part and an inelastic part:
ε˙ = ε˙el + ε˙in. (4.23)
The dissipation potential for viscoplasticity is given by
φ(σ) =
σp
n+ 1
ε˙0
〈
σeq − σy
σp
〉n+1
=
σp
n+ 1
ε˙0
〈
σex
σp
〉n+1
(4.24)
with the equivalent stress σeq, the over-stress σex, the viscosity parameter ε˙0 for as-
suring unit conformity, and the material parameters σy, σp, and n. The parameter σy
corresponds to the yield stress. The parameter n is called stress exponent and leads
to a disproportionate relation between the inelastic strains and the overstress σex. The
partial derivative of the dissipation potential φ with respect to σ leads to the equation
for the inelastic strain rate ε˙in
ε˙in =
∂φ
∂σ
=
∂σex
∂σ
ε˙0
〈
σex
σp
〉n
=
∂σex
∂σ
p˙ (4.25)
with the over-stress σex following equation 4.27. The partial derivative of the over-stress
characterizes the evolution direction of inelastic strains. The viscoplastic strain rate
p˙ = ε˙0
〈
σex
σp
〉n
(4.26)
describes the rate of accumulated plastic strains using the McAuley bracket which only
yields results different from zero if the over-stress is positive. The over-stress σex is based
on the second invariant of the deviatoric stress tensor J2(σD) = 12tr(σ
D · σD)
σex = σeq − σy =
√
3J2(σD)− σy =
√
3
2
tr(σD · σD)− σy. (4.27)
The dependance of the over-stress on the second invariant indicates that inelastic defor-
mations are connected with volume constancy.
The appearance of an upper and lower yield point in the stress-strain curve of structural
steels cannot be modelled using the given equations for viscoplasticity, as they only con-
sider one yield point. The consequences of this simplification, however, are negligibly
small.
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4.2.3 Hardening
Hardening occurs due to dislocations, which pile up at obstacles, and results in an in-
crease of stress. Here, two evolution equations for isotropic and kinematic hardening
are considered in order to describe different specifications. Figure 4.4 depicts the influ-
ence of isotropic and kinematic hardening in the two-dimensional principle stress space.
While isotropic hardening leads to an expansion of the yield surface by the isotropic
hardening variable K, kinematic hardening results in a translation of the yield surface
by the kinematic hardening tensor X.
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Figure 4.4: The influence of (a) isotropic and (b) kinematic hardening on the yield sur-
face
In the framework of thermodynamics, the evolution equations for isotropic and kinematic
hardening are derived from the free Helmholtz energy Ψ and the dissipation potential
φ. Partial derivatives of the extended free Helmholtz energy assumed as
Ψ(εel, r,α) =
1
2
εel : E : εel +
1
2
bQr2 +
1
3
aCα : α (4.28)
lead to the equations of state for isotropic hardening K and kinematic hardening X
K =
∂Ψ
∂r
= bQr (4.29)
X =
∂Ψ
∂α
=
2
3
aCα (4.30)
with parameters b, Q, a, and C and the internal variables Vi = {r,α}. The variables K
and X are the energetic conjugated forces for the internal variables r and α.
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The dissipation potential for hardening is given by
φ(σ, K,X) =
σp
n+ 1
ε˙0
〈
σex
σp
〉n+1
(4.31)
with the extended over-stress
σex =
√
3
2
(σ −X)D : (σ −X)D − σy −K
+
[
K2
2Q
− b
2Q
2
r2
]
+
[
3
4C
X : X− a
2C
3
α : α
]
(4.32)
= σeq − σy −K +
[
K2
2Q
− b
2Q
2
r2
]
+
[
3
4C
X : X− a
2C
3
α : α
]
. (4.33)
The extension is based on [109]. The expressions in square brackets are formulated in
conjugated force and state variables and equal zero. Saturation terms limit the growth of
hardening and describe dislocation movement. Partial derivatives lead to the evolution
equations of the internal variables
r˙ = − ∂φ
∂K
=
(
1− K
Q
)
p˙, (4.34)
α˙ = − ∂φ
∂X
=
(
∂σeq
∂σ
− 3
2C
X
)
p˙. (4.35)
Inserting equation (4.34) in equation (4.29) and equation (4.35) in equation (4.30),
respectively, results in the evolution equations for isotropic hardening K˙ and kinematic
hardening X˙
K˙ = b(Q−K)p˙, (4.36)
X˙ = a
(
2
3
C
∂σeq
∂σ
−X
)
p˙. (4.37)
While the parameters b and a describe the velocity of the development of hardening, Q
and C specify the saturation values.
In figure 4.5 the influence of hardening on the stress-strain curve of a cyclic test is shown.
The influence of isotropic and kinematic hardening is investigated separately. It can be
seen that isotropic hardening leads to an increase of stress due to the expansion of the
yield surface. The stress increases until the saturation value Q is reached. Once the
saturation value is reached, the shape of the hysteresis loops is similar to the shape of
hysteresis curves with perfect elastic-plastic material behavior. Kinematic hardening
considers the Bauschinger effect and leads to a shift of the yield surface. Thus, the initi-
ation of plastic deformations after load reversals occurs earlier than under consideration
of isotropic hardening. The shift of the yield surface, and therewith the developing of
the values of the kinematic hardening variable, coincides with the developing of inelastic
strains and therefore is cyclic.
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εσ
ε
σ
(a) isotropic hardening (b) kinematic hardening
Figure 4.5: The influence of isotropic and kinematic hardening on the stress-strain be-
havior
Figure 4.6 shows the evolution of the variables of isotropic and kinematic hardening for a
material under uniaxial, alternating tension and compression. The developing of strain
represents the loading history. The equivalent stress exceeds the yield stress σy under
both tension and compression. The isotropic hardening variable K increases continu-
ously when the equivalent stress is exceeding the yield stress. Thus, it increases both
under tension and compression. The variable approaches the saturation value Q with
the velocity b. The approach of the saturation value Q occurs exponentially, which is
visible not only in the plot of the isotropic hardening variable K but also in the plot of
the equivalent stress. With decreasing change in the hardening variable K, the equiva-
lent stress also approaches a maximum value. The plot of the developing of the values
of the kinematic hardening variable X shows the cyclic behavior. The cyclicity is in-
duced by considering not only the amount of plastic deformations but also the direction.
Kinematic hardening depends on two parameters, where the parameter C specifies the
saturation value of kinematic hardening evolution and the parameter a describes the
evolution velocity. If the equivalent stress falls below the yield stress σy, the kinematic
hardening variable stays constant. Otherwise it in- or decreases in accordance with ten-
sion and compression, respectively.
Using equation 4.36 and 4.37 for the description of hardening, the characteristic yield
plateau of mild structural steel cannot be represented. The evolution of the hardening
variables depends on the accumulated plastic strains p and thus hardening will start
to increase as soon as the material behaves inelastically. For the description of cyclic
material behavior, however, the consequences are negligible, since deviations caused by
neglecting the yield plateau are compensated after a few cycles already.
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Figure 4.6: Evolution of isotropic and kinematic hardening variables under cyclic loading
The special characteristic of mild construction steel showing cyclic softening for strain
amplitudes εa < 0.6 % can be neglected when dealing with seismic loading, since seismic
loading being relevant for reducing structural stability requires strain amplitudes that
exceed the neutral strain amplitude εa = 0.6 % by far.
Softening, meaning isotropic and formative softening with a reduction or a deformation
of the yield surface, is not considered within this work. Deteriorated material behavior
is taken into account using damage described in chapter 4.2.5.
4.2.4 Strain memory surface
Experiments have shown that the cyclic deformation behavior of steel is closely related to
the inelastic strain amplitude history [24, 120]. The evolution laws of internal variables,
which in the model depend on the accumulated plastic strain, do not accurately describe
the observed material behavior under cyclic loading, since the accumulated plastic strain
does not include a memory of the strain loading path. The isotropic hardening variable
K, for example, would increase under small cyclic straining with a constant strain am-
plitude until its saturation value Q is reached after a sufficient number of cycles which
is contradictory to experimental observations.
A remedy can be found in using strain memory surfaces. Analogous to the yield sur-
face in the stress space, a condition in the plastic strain space can be established which
is invariant to coordinate transformations and results in a closed convex hypersurface
(strain memory surface). The strain memory surface M
M =
2
3
(εin − β)(εin − β)− q2 ≤ 0 (4.38)
depends on two new variables β and q where β describes the displacement of the surface
and q specifies its amplitude. In order to consider the influence of the strain memory
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surface on isotropic hardening, the saturation value of isotropic hardening Q is now a
function of the amplitude of the strain memory surface q:
Q = f(q). (4.39)
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Figure 4.7: Evolution of the monotonic strain memory variables β and q
In literature, different formulations of strain memory surfaces can be found. Many for-
mulations base on the approach by Chaboche et al. from 1979 [24]. Chaboche and
his co-workers propose a memory model for the maximum equivalent inelastic strain
amplitude. A plastic strain state outside the current strain memory surface leads to
the growth and adjustment of the variables β and q, while β and q remain constant
for plastic strain states inside the memory surface. Thus, the inelastic strain amplitude
q will not decrease and always remembers the maximum strain reached so far during
loading. Extensions are made by Yang [143, 144] and others [66]. They include a fading
memory rate function in order to account for the cyclic order of amplitudes. There-
with, the inelastic strain amplitude q can decrease and will approach the current real
inelastic strain amplitude regardless of previous history with larger amplitudes. Scheibe
[120] distinguishes between three strain memory surfaces which are called monotonic
strain memory, current strain memory, and saturation strain memory. The monotonic
strain memory corresponds with the concept of maximum inelastic strain amplitude of
Chaboche and the current strain memory is related to the extension of the before men-
tioned model to a fading memory rate function. The saturation strain memory considers
the saturation process due to cycling with constant amplitude. The saturation strain
memory is always situated within the monotonic strain memory and characterizes the
current saturated plastic strain range.
The evolution rule of the saturation value of isotropic hardening Q widely spreads in its
complexity. While linear evolution functions do without introducing a multitude of new
material constants [6], quadratic [144] or exponential functions [66] require additional
parameters.
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Within this work, a maximum strain amplitude memory or monotonic strain memory
surface is defined in the three-dimensional space as
M =
2
3
(εin − β)(εin − β)− q2 ≤ 0 (4.40)
with
β˙ = 0.5H(M)ε˙in, (4.41)
q˙ = 0.5H(M)nFnM p˙, (4.42)
where H(M) is the Heaviside function with H(M) = 1 if M ≥ 0 and H(M) = 0 if
M < 0, nF is the normal to the yield surface, and nM is the normal to the strain
memory surface. The evolution rule of the saturation value of isotropic hardening Q is
assumed to be linear in order to reduce the number of material constants:
Q˙ = q˙ ·Q. (4.43)
Figure 4.7 exemplarily shows the evolution of the monotonic strain memory variables β
and q for a predefined plastic strain history.
4.2.5 Damage
Continuum damage mechanics describes damage as the decrease of the elementary area
of resistance which results from a decrease of the number of bonds at the level of atoms.
This debonding leads to the nucleation, growth, and coalescence of microvoids up to the
initiation of macrocracks. Damage mechanics tries to understand the micromechanical
processes during damage evolution and describes them macroscopically with damage
evolution equations. The evolution equations for damage can be divided according to
the circumstance under which damage manifests. This leads to a differentiation between
brittle, ductile, creep, and fatigue damage. The following paragraphs identify the most
suitable damage evolution laws in order to accurately describe damage evolution under
seismic loading.
Since steel structures under seismic action are designed to show ductile material behav-
ior, brittle damage can be neglected.
As a first approximation, ductile and fatigue damage can both be used in order to de-
scribe the material behavior under cyclic loading. However, they show different advan-
tages and disadvantages. Fatigue damage can be divided into low cycle fatigue damage
and high cycle fatigue damage. Low cycle fatigue is better suited in order to describe
structures under seismic loading, since seismic loading is characterized by a small number
of cycles. In both cases however, the quantification of damage is linked to the number
of cycles and thus, fatigue damage is only suitable for loading histories where the num-
ber of cycles can be specified. The random nature of earthquakes makes it difficult to
apply fatigue damage to structures under seismic loading. Another drawback of fatigue
damage is the dependance on the number of cycles up to failure. While single structural
52
members can easily be evaluated in respect of fatigue, since their reproducibility makes
it possible to define the number of cycles up to failure, fatigue and life time estimations
of real constructions are not directly feasible. Therefore, fatigue damage is mainly ap-
plied to structural components, while the assessment of real constructions requires other
formulations of damage mechanics.
Ductile damage evolution laws describe deteriorated material behavior due to large in-
elastic strains which are characteristic of structures under seismic loading. In order to
adapt ductile damage laws to cyclic loading, the evolution equation needs to be ex-
tended.
The advantages of ductile damage laws with an extension to cyclic loading in order to
cope with the irregular, dynamic loading situation of earthquakes prevail the advantages
of fatigue damage laws. Thus, this work considers the use of ductile damage evolution
equations for the description of damage under seismic loading. A main focus is on the
extension of ductile damage evolution laws in order to account for damage evolution
under cyclic straining.
Additionally, creep damage is incorporated. Although creep damage does not play an
important role during earthquakes, it is worth being considered for long term damage
evolution after an earthquake, if predamaged structures are again subjected to service
loads.
The evolution of damage is in general strongly anisotropic. Therefore, the following
considerations include anisotropic damage based on the comprehensive work of Zümen-
dorf [146].
For the description of the condition of the elastically-viscoplastically deformed and dam-
aged material via internal variables Vi, a symmetric damage tensor D is chosen besides
the isotropic hardening variable r and the tensor of second order α for kinematic hard-
ening:
Vi = {r,α,D}.
The energy release rate Y is the energetic conjugated quantity for the damage tensor
D.
In the following, the basic assumptions of the damage model are given in order to
derive the evolution equations for the damage variables and determine the incorporation
of damage into the existing model.
Damage variables
The evolution of material damage can be described by means of damage variables which
are part of the internal variables. In the framework of continuum damage mechanics the
true distribution of material defects is homogenized by means of the damage variables.
The damage variables can be scalars, vectors, or tensors. For anisotropic damage a
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tensor of second or higher order is necessary. The damage variables can be embedded
differently in the relation between stress and strain, namely using the concept of effec-
tive stress [125, 126], the principle of strain equivalence [22], or the principle of energy
equivalence [34]. Assuming isotropic damage with a scalar damage variable, damage can
be understood as the ratio of damaged area Adamaged to total area Atotal
D =
Adamaged
Atotal
. (4.44)
If only the undamaged area Anetto is able to carry loads, the stress must increase. This
is taken into account by means of the concept of effective stress
σ˜ =
Atotal
Anetto
σ =
1
1−Dσ . (4.45)
For macroscopic models, however, damage variables cannot be directly derived from
the microscopic area reduction, since also stress concentrations influence the material
properties [92].
Chaboche extends the concept of effective stress and proposes the principle of strain
equivalence [22], which assumes that the elastic strain of the undamaged material due
to the effective stress equals the strain of the damaged material due to the macroscopic
stress. According to that, only the stress is affected by damage while the strain remains
unaffected:
σ˜ =
1
1−D · σ , ε˜ = ε. (4.46)
For a multiaxial approach we obtain
σ˜ = M¯(D) : σ , ε˜ = ε (4.47)
where M¯ is the damage effect tensor defined in the next section. However, this approach
is not in agreement with the potential theory [127] and for the case of anisotropic damage
the integrability conditions are in general not fulfilled:
E˜ = M¯−1 : E → E˜ijkl 6= E˜klij. (4.48)
The principle of energy equivalence [34] considers both stress and strain as affected by
damage:
σ˜ =
1
1−D · σ , ε˜ = (1−D) · ε (4.49)
or in the three-dimensional case
σ˜ = M¯(D) : σ , ε˜ = M¯(D)−1 : ε. (4.50)
Since the application of the energy equivalence principle fullfills the condition of inte-
grability,
E˜ = M¯−1 : E : M¯−1 → E˜ijkl = E˜klij (4.51)
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this work takes into account the principle of energy equivalence.
Damage effect tensor
The damage effect tensor M¯ is composed of damage variables and transforms the un-
damaged material tensor into the damaged one. In the simplest case of isotropic damage,
the damage effect tensor is given by
M¯ =
1
1−D . (4.52)
For anisotropic damage, the damage effect tensor of 4th order by Murakami & Ohno [93]
can be used:
M¯ijkl =
1
2
(M¯ikIjl + M¯jlIik) (4.53)
with
M¯ij = (Iij −Dij)−1. (4.54)
In the following, the same damage effect tensor and the same damage variables are used
for the transformation of all material properties, although the reduction of the yield
stress due to damage is in general not proportional to the reduction of the elasticity
tensor.
Coupling of viscoplasticity and damage
The change in material behavior due to increasing material damage has to be con-
sidered in the yield function. So far it is assumed that permanent deformations are
connected with volume constancy which leads to a dependance of the yield function on
the second invariant of the stress tensor. Micromechanical investigations by Gurson [55]
and Tvergaard & Needleman [137] prove that damaged material also shows an increase
of volume. Thus, the yield function has to be extended in order to correctly represent
this behavior.
The over-stress σex used within this work, which corresponds to the yield function, is
given as
σex =
(
3
2
a1(M¯ : σ
D −XD)T : (M¯ : σD −XD)
+
a2
6
tr[D/3](M¯ : σH −XH)T : (M¯ : σH −XH)
) 1
2
− σy −K + [K − bQr] +
[
bQr −K + K
2
2Q
− b
2Q
2
r2
]
1
1− tr[D/3]
+
[
3
4C
X : X − a
2C
3
α : α
]
. (4.55)
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Firstly, damage affects the equivalent stress σeq, which now consists of two terms within
the root. The first term contains the v.Mises yield condition where the deviatoric stress
σD is substituted by the effective deviatoric stress σ˜D = M¯ : σD. The additional second
term allows volumetric deformations in case of damage and is therefore based on the
hydrostatic part of the stress tensor σH . Secondly, the formulation of isotropic harden-
ing within the over-stress σex is extended by a term depending on the damage variables.
This extension is aimed at balancing the reduction of the viscoplastic equivalent strain
rate ε˙inv with increasing damage and creating a dependence of hardening on the inelas-
tic strains. Kinematic hardening is not influenced by damage [1]. The extended yield
function of equation (4.55) is used in the over-stress model of viscoplasticity and allows
a descriptive coupling of viscoplasticity and damage.
Figure 4.8 shows half of the yield function in three-dimensional principle stress space
for the undamaged and for the damaged case. In case of undamaged material, the yield
function corresponds to the v.Mises yield cylinder. The consideration of damage leads
to a contraction and a formation of caps at the end of the yield cylinder.
D = 0:  v.Mises yield cylinder
D > 0: contraction and
formation of caps
Figure 4.8: Half of the yield surface in the undamaged and damaged case in the three-
dimensional principle stress space
Damage evolution
According to Chaboche [22], the equation of damage evolution can be separated into
a direction tensor Q and a scalar evolution equation for the damage variable D˙:
D˙ = QD˙. (4.56)
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The direction tensor is a linear combination of an isotropic part I and an anisotropic
part S+:
Q = γS+ + (1− γ)I. (4.57)
The parameter γ controls the contribution of the isotropic and the anisotropic part. The
scalar evolution equation for the damage variable D˙ is additively composed of the single
evolution equations for the different damage manifestations. Within this work, creep
damage Dc and ductile damage Dd are considered:
D˙ = D˙c + D˙d. (4.58)
Evolution of creep damage
Creep is based on the viscosity of steel and mainly occurs at elevated temperatures.
At room temperature, creep can also occur but its development is less pronounced.
Creep damage is characterized by intergranular decohesions which produce an increase
of the strain rate during the period of tertiary creep. The rate of creep damage evolution
depends on the level of the constant stress.
Based on Kachanov [64] and Rabotnov [115], Zümendorf [146] develops an anisotropic
and multiaxial evolution law for creep damage
D˙c =
〈
χ(σ˜)
σK
〉s(
χ(σ)
σK
)t−s
(4.59)
with the material-dependent model parameters σK , s, and t and the equivalent stress of
Hayhurst χ(σ) [56]
χ(σ) = αJ0(σ) + βJ1(σ) + γJ2(σ) (4.60)
where α, β, and γ are material-dependent model parameters, J1 and J2 are the first and
second invariant of the stress tensor, and J0 is the maximum principal normal stress.
Thermodynamical consistency is achieved by the following extension of the free Helmholtz
energy Ψ and the split of the dissipation potential φ in an inelastic (φin) and a time-
dependent term (φt):
Ψ(εel, r,α,D) =
1
2
εel : M¯−1 : E : M¯−1 : εel +
1
2
bQr2 +
1
3
aCα : α, (4.61)
φ = φin(σ, K,X; εel, r,α,D) + φt(Y; εel,D)
=
σp
n+ 1
ε˙0
〈
σex
σp
〉n+1
+ [Q∗ : Y]
〈
χ(E˜ : εel,D)
σK
〉s〈
χ(E˜ : εel)
σK
〉t−s
, (4.62)
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with the over-stress σex given in equation 4.55, the energy release rate Y, E˜ following
equation 4.51, and the extended direction tensor Q∗
Q∗ = (1− γ)S+ + γ (I−D) · (I−D)
det[I−D] (4.63)
which leads to accelerated damage evolution in the less damaged direction. The isotropic
effect of the direction tensor Q∗ allows the simulation of crack growth, since complete
material separation can only be described by isotropic damage [146].
Evolution of ductile damage
Ductile damage results from the nucleation of cavities due to decohesions of inclusions
from the matrix followed by their growth and coalescence. The rate of ductile damage
evolution depends on the triaxiality of the state of stress. The bigger the triaxiality,
defined as the ratio of hydrostatic stress to v.Mises equivalent stress, the higher is the
damage rate.
In literature many different formulations of ductile damage exist, which differentiate
between phenomenological, micromechanical, and thermodynamical approaches. In ad-
dition, the formulations can be distinguished according to the quantity which determines
the evolution of damage. However, it is found that damage bases best on the cumulative
equivalent plastic strain [67]. Besides the choice of the quantity that determines damage
evolution, the shape of the damage evolution function plays an important role. Thakkar
and Pandey [134] give an overview of different damage evolution laws with linear, ex-
ponential, or parabolic damage growth. Another crucial factor of the development of
damage evolution laws is the estimation when damage initiates. In order to account for
the fact that damage may not develop with the first appearance of plastic strain, some
authors include a threshold for the plastic strain into their ductile damage evolution
laws [16, 70]. Only if a predefined plastic strain measure exceeds this threshold, damage
starts to evolute. The need for an accurate starting point of damage evolution is more
critical for linear damage evolution laws than it is for example for exponential damage
evolution laws.
Gurson [55] develops a microphysically based model in order to describe the growth of
pores in metals. He uses a yield function which reduces to the v.Mises yield condition
if the newly defined variable f , which describes the volume part of the voids in the
material, is zero. In case of material damage, f increases and leads to a compressible
material which is considered in the yield function by the hydrostatic stress. Tvergaard
and Needleman [136, 137] propose an extension of the Gurson model. Two additional
constants are introduced in order to more accurately fit experimental results. In addi-
tion, the volume part of voids f is substituted by an effective volume part of voids f ∗(f)
which takes into account accelerated damage due to coalescence of voids and a limit
value for f ∗u from which on no stress can be absorbed. Chu and Needleman [30] con-
sider the growth of existing voids as well as the nucleation of new voids in the evolution
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equation for f
f˙ = f˙growth + f˙nucleation = (1− f)tr(ε˙in) + fn√
(2pis2n)
e
− (ε˙
in
eq−εn)2
2s2n ε˙ineq (4.64)
where fn is the total volume part of void creating particles, ε˙ineq =
√
2/3 ε˙in · ε˙in is the
plastic equivalent strain, and εn is the mean of the plastic equivalent strain caused by
void creating particles with the standard deviation sn.
All of the aforementioned approaches do not consider the change in stiffness due to
increasing porosity. On the contrary, this is taken into account in the thermodynamically
based evolution equation for isotropic ductile damage by Lemaitre [80]. Based on his
proposals and including extensions towards anisotropic material behavior [146], the free
Helmholtz energy Ψ used within this work is given by
Ψ(εel, r,α,D) =
1
2
εel : M¯−1 : E : M¯−1 : εel +
1
2
bQr2 +
1
3
aCα : α (4.65)
which leads to the equation of state for the energy release rate Y
Y =
∂Ψ
∂D
=
(
εel :
∂M¯−1
∂D
: E : M¯−1 : εel
)sym
. (4.66)
The dissipation potential φ is given by
φ = φin(σ, K,X,Y; εel, r,α,D) + φt(Y; εel,D)
=
σp
n+ 1
ε˙0
〈
σex
σp
〉n+1
+ [Q∗ : Y]
〈
χ(E˜ : εel ·D)
σK
〉s〈
χ(E˜ : εel)
σK
〉t−s
(4.67)
with the extended over-stress
σex =
(
3
2
a1(M¯ : σ
D −XD)T : (M¯ : σD −XD)
+
a2
6
tr[D/3](M¯ : σH −XH)T : (M¯ : σH −XH)
) 1
2
− σy −K + [K − bQr] +
[
bQr −K + K
2
2Q
− b
2Q
2
r2
]
1
1− tr[D/3]
+
[
3
4C
X : X− a
2C
3
α : α
]
+ [Q∗ : (Y − Z)]f(εel,D) (4.68)
where Z equals the absolute value of the energy release rate Y
Z =
1
2
(
εel :
∂M¯−1
∂D
: E : M¯−1 : εel + εel : M¯−1 : E :
∂M¯−1
∂D
: εel
)
. (4.69)
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The evolution equation for ductile damage follows from partial derivative of the dissipa-
tion potential φ
D˙d =
∂φ
∂Y
= f(εel,D)p˙
=
(
(c1 + c2c3e
−c3 11−tr[D/3]p)
1
1− tr[D/3]
+c4c5
a1tr[D/3]
〈
tr
[
M¯ : M¯ : S : E˜ : εel
]〉
6(E˜ : εel)eq
(1− tr[D/3])
 p˙ (4.70)
where the transformation tensor S serves for generating hydrostatic conditions. It can be
seen that the evolution of ductile damage depends on the evolution of the accumulated
plastic strains p˙. According to Chu and Needleman [30], the first part within the brack-
ets provides the description of transient and saturation behavior in damage nucleation
and the second part considers damage evolution by means of void growth in dependance
on hydrostatic states of stress.
Damage evolution under cyclic loading
Main focus of this work is on the development of a damage model for the description of
damage evolution under seismic action. As already discussed at the beginning of chapter
4.2.5, a ductile damage law with an extension towards cyclic loading is required. Ductile
damage evolution laws are originally intended for the description of damage evolution
under monotonically increasing plastic strains. In order to establish a ductile damage
evolution equation for the description of damage under cyclic loading, the corresponding
equations have to be modified.
So far, the evolution of ductile damage is activated if inelastic strains occur. The loading
direction, meaning tension, compression, or shear, is not considered, though. Since the
derivation of ductile damage laws is based on the characterization of the microstructural
material mechanisms, the microstructural occurrences under tension and compression
have to be investigated in order to establish an appropriate cyclic ductile damage evo-
lution equation.
In literature, however, the discussion about occurrence of damage under compressive as
opposed to tensile states of stress and the related microstructural mechanisms is still
open. There is an agreement, though, that the evolution of damage under compression
does not comply with the damage evolution under tension or shear. Most commonly
used are models which allow damage evolution under tensile or shear loading [65, 29],
but impede the increase of damage under compressive loading. Pirondi and Bonora [112]
propose that damage accumulates if the stress triaxiality is positive. In addition, damage
effects are inactive when the material is subjected to compressive loading, which means
that there is no reduction of the modulus of elasticity. Kreiser at al. [70] propose a
fatigue based model which assumes that damage accumulates only for tensile (positive)
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elastic energy. Mediavilla et al. [89] extend their evolution law for damage by a threshold
so that damage will grow in tension and under small compressive triaxiality states, while
for large compressive hydrostatic stresses damage will not grow and the material will
thus only continue to harden. Ohata and Toyoda [98] propose a criterion which does not
avoid the growth of damage under compressive loading in general but assumes that after
stress reversal piled-up mobile dislocations move in the opposite direction and form the
same dislocation density after a certain straining. All plastic straining up to the same
dislocation density as reached previously do presumably not aggravate material damage.
Thus, damage only evolutes if the current total plastic strain is bigger than any of the
plastic strains reached before.
While all of the aforementioned models do not consider the recovery of existing damage
because of void closure, Kanvinde and Deierlein [67] find that compressive loads lead
to the collapse of voids into oblate or penny-shaped flat voids. However, while the per-
centage of voids decreases, the collapsed voids show sharper stress/strain concentrations
than the spherical or prolate voids. In order to account for that, they develop a model
that takes into account that negative triaxiality states lead to void shrinkage. In addi-
tion though, compressive states of stress are thought to diminish the maximum critical
void capacity which triggers earlier rupture of the material.
Within this work, a modification is proposed, which assumes that the damage evolution
is interrupted under compressive stress states. Compressive stress states are defined by
a negative first invariant J1 = 13tr(σeff ) of the effective stress tensor σeff = σ −X. In
addition, a reduction of stiffness due to damage is attenuated, since damaged material
can carry compressive loads more easily than tensile loads. Hardening is assumed to be
independent of the stress state and develops during tension and compression.
If damage only accumulates if the first invariant is positive, it cannot depend on the
accumulated equivalent plastic strain p, since the equivalent plastic strain increases
both in tension and compression. In order to avoid a sudden jump and a discontinuous
damage evolution law that has no physical sound, a new internal variable p+, called active
accumulated plastic strain, is introduced [112]. This newly defined variable corresponds
to the equivalent plastic strain accumulated if the first invariant is greater than zero.
Rewriting of equation (4.26) and (4.70) leads to the active equivalent plastic strain
p˙+ = p˙
〈
J1
|J1|
〉
= ε˙0
〈
σex
σp
〉n〈
J1
|J1|
〉
(4.71)
and the active ductile damage law
D˙d =
(
(c1 + c2c3e
−c3 11−tr[D/3]p+)
1
1− tr[D/3]
+c4c5
a1tr[D/3]
〈
tr
[
M¯ : M¯ : S : E˜ : εel
]〉
6(E˜ : εel)eq
(1− tr[D/3])
 p˙+. (4.72)
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Recovery of existing damage because of void closure is not modelled here.
Figure 4.9 reveals the influence of the proposed criterion on the evolution of damage
under cyclic loading. A simple bar is subjected to alternating high tension and compres-
sion with negligible elastic strains in comparison with plastic strains. The evolution of
plastic strains is shown at the top of figure 4.9. The next row represents the first invari-
ant J1/|J1| whereby it is only distinguished between positive values and negative values.
The third row shows the equivalent plastic strain p which increases continuously whereas
the fourth row depicts the active equivalent plastic strain p+ which only increases if the
first invariant is positive. Finally, the last row demonstrates that damage D grows in
accordance with the active equivalent plastic strain.
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Figure 4.9: Evolution of plastic strain ε, the first invariant J1/|J1|, the equivalent plastic
strain p, the equivalent plastic active strain p+, and damage D under cyclic
loading
Stiffness under tension and compression
The influence of damage on stiffness under alternating tension and compression is con-
sidered in the principle of energy equivalence. According to Lemaitre [80], it is assumed
that some but not every crack closes under compression so that the stiffness of the mate-
rial under compression lies between the undamaged and the damaged stiffness. In order
to define the compressive stiffness of damaged material a crack closure parameter h is
introduced. Thus, effective stress and strain are defined differently for tension (+) and
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compression (-):
σ˜+ =
1
1−D · σ
+ ε˜+ = (1−D) · ε+ (4.73)
σ˜− =
1
1−Dh · σ
− ε˜− = (1−Dh) · ε− (4.74)
and in the three-dimensional case
σ˜+ = M¯(D) : σ+ ε˜+ = M¯(D)−1 : ε+ (4.75)
σ˜− = M¯(D, h) : σ− ε˜− = M¯(D, h)−1 : ε−. (4.76)
For h = 0 the initial stiffness of the material is recovered and a value of h = 1 assumes
that the stiffness under tension is on par with the stiffness under compression . Lemaitre
proposes to use a value of h = 0.2. The material tensor is now defined as
E˜+ = M¯(D)−1 : E : M¯(D)−1 E˜− = M¯(D, h)−1 : E : M¯(D, h)−1. (4.77)
Figure 4.10 qualitatively depicts the change of stiffness under tension and compression.
The elasticity tensor E is used at first loading. Inelastic deformations lead to the growth
of damage so that unloading takes place with the diminished material tensor E˜+. For
reloading in compression the effect of damage on stiffness is reduced so that reloading
in compression is performed with the material tensor E˜−. If h = 0 the material tensor
E˜− equals the elasticity tensor E. Unloading in compression using E˜− is followed by
reloading in tension with E˜+.
E
σ
~
E
+
E
+~
ε
E
-
E
-
~
~
Figure 4.10: Stiffness under tension and compression
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Differences between the influence of damage on the description of the yield surface un-
der tensile and compressive stress states are assumed to be negligible. The yield surface
depends on the amount of hardening and damage but does not account for the influence
of damage due to different loading directions. Thus, in case of compression, hardening
develops for stress states exceeding the yield surface while the evolution of damage is
disabled.
Damage threshold surface
The inconsistency of evolution laws of internal variables, which depend on the accu-
mulated plastic strain, also applies to the damage evolution law. The accumulated
plastic strain does not include a memory of the strain loading path. Thus, after a suffi-
cient number of cycles, cyclic loading with small amplitudes leads to the same amount of
accumulated plastic strain as cyclic loading with big amplitudes after a few cycles only.
While the model assigns the same amount of damage in both cases due to the depen-
dance of damage on the accumulated plastic strains, experiments have shown that small
numbers of cycles with big amplitudes are related to earlier failure than big numbers
of cycles with small amplitudes. The absence of a strain memory for damage can only
be partially compensated by the dependance of the damage evolution equation on the
active accumulated plastic strain. Therefore, a damage threshold surface is additionally
included within this work. Since large cyclic straining is crucial for the evolution of
damage under earthquakes, the extension is aimed at a differentiation between small
and large strain amplitudes.
Damage thresholds are a common method in order to prevent damage evolution at small
strains. They are meaningful not only for cyclic loading but also for monotonic loading
since experiments have shown that nucleation of cavities does not occur below a certain
amount of plastic strain. However, the available formulations for damage thresholds
differ widely.
According to Lemaitre [80] and Lemaitre and Chaboche [81] damage thresholds and
damage initiation criteria can depend on plastic strain, accumulated plastic strain, or
stress and may slightly change due to the underlying damage mechanism. For example,
a damage threshold pD can be defined in terms of stress
pD = ε
in
D
σu − σf
σeq − σf (4.78)
with the tensile strength σu, the fatigue limit σf , and the damage threshold strain
parameter εinD , leading to the damage initiation criterion
p > pD. (4.79)
While this criterion permits damage as soon as the accumulated plastic strain exceeds
the plastic strain threshold, which assures damage evolution under small cyclic straining
after a sufficient number of cycles, other criteria, which depend on plastic strain or stress,
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entirely neglect the incidence of damage for small cyclic strains.
Within this work, the damage threshold surface is defined via the equivalent plastic
strain
εineq =
√
2
3
(〈εin11〉2 + 〈εin22〉2 + 〈εin33〉2 + 2〈εin12〉2 + 2〈εin13〉2 + 2〈εin23〉2) (4.80)
where the McAuley brackets only allow positive strains and thus prohibit damage evo-
lution not only under small strains but also under compression. The damage initiation
criterion is then given by
εineq − εinD ≤ 0 −→ D˙ = 0
> 0 −→ D˙ (4.81)
where the scalar εinD is the damage threshold strain parameter. While Pirondi and Bonora
[112] propose that the damage threshold strain decreases under compression due to the
presence of broken inclusions, the damage threshold strain is here assumed to be con-
stant.
The criterion presented in equation (4.80),(4.81) was chosen in order to firstly capture
the characteristics of mild construction steel and secondly establish an accurate tool for
the description of the material behavior under seismic action. Since mild construction
steel S 355 does not show pronounced damage in the form of a continuous reduction
of the modulus of elasticity for cyclic loading with small strain amplitudes [73], the
model prohibits damage evolution below a certain amount of plastic strain. Thus, fa-
tigue which occurs in connection with many cycles at small strains cannot be captured
by the model. However, since fatigue is not the main failure mechanism for structures
subjected to earthquakes, it is more important to simulate ductile damage due to irreg-
ular large cyclic straining. The chosen criterion enables ductile damage evolution under
large strains and thus provides a precise method in order to describe damage evolution
under seismic loading.
4.2.6 Thermodynamical consistency
A consistent description of the constitutive and evolution equations for elastic-viscoplastic
and damaged material is possible using thermodynamics of irreversible processes (see
section 4.1.2). In the following the thermodynamical consistency of the constitutive
equations of the material model is proven. Note that the strain memory surface cannot
be included in the thermodynamic framework [138].
From the free Helmholtz energy Ψ
Ψ(εel, r,α,D) =
1
2
εel : M¯−1 : E : M¯−1 : εel +
1
2
bQr2 +
1
3
aCα : α (4.82)
with the internal variables r of isotropic hardening, α of kinematic hardening, and
the damage effect tensor M¯ including the internal variables for damage D, follow the
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equations of state for σ, K, X, and Y
σ =
∂Ψ
∂εel
= M¯−1 : E : M¯−1 : εel, (4.83)
K =
∂Ψ
∂r
= bQr, (4.84)
X =
∂Ψ
∂α
=
2
3
aCα, (4.85)
Y =
∂Ψ
∂D
=
(
εel :
∂M¯−1
∂D
: E : M¯−1 : εel
)sym
, (4.86)
where K is the energetic conjugated force for r, X is the energetic conjugated force for
α, and the energy release rate Y is the energetic conjugated quantity for D. The dis-
sipation potential for viscoplastic material behavior, isotropic and kinematic hardening,
and anisotropic ductile and creep damage is given by
φ = φin(σ, K,X,Y; εel, r,α,D) + φt(Y; εel,D)
with
φin =
σp
n+ 1
ε˙0
〈
σex
σp
〉n+1
, (4.87)
φt = [Q∗ : Y]
〈
χ(E˜ : εel,D)
σK
〉s〈
χ(E˜ : εel)
σK
〉t−s
, (4.88)
and the overstress σex
σex =
(
3
2
a1(M¯ : σ
D −XD)T : (M¯ : σD −XD)
+
a2
6
tr[D/3](M¯ : σH −XH)T : (M¯ : σH −XH)
) 1
2
− σy −K + [K − bQr] +
[
bQr −K + K
2
2Q
− b
2Q
2
r2
]
1
1− tr[D/3]
+
[
3
4C
X : X− a
2C
3
α : α
]
+ [Q∗ : (Y − Z)]
(
(c1 + c2c3e
−c3 11−tr[D/3]p+)
1
1− tr[D/3]
+c4c5
a1tr[D/3]
〈
tr
[
M¯ : M¯ : S : E˜ : εel
]〉
6(E˜ : εel)eq
(1− tr[D/3])
 p˙+
p˙
. (4.89)
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The evolution equations of the state variables ε˙in, r˙, α˙, and D˙ are obtained by partial
derivatives of the dissipation potential φ:
ε˙in =
∂φ
∂σ
=
∂σex
∂σ
ε˙0
〈
σex
σp
〉n
, (4.90)
r˙ = − ∂φ
∂K
=
1−K/Q
1− tr[D/3] p˙, (4.91)
α˙ = − ∂φ
∂X
=
(
∂σeq
∂σ
− 3
2C
X
)
p˙, (4.92)
D˙ =
∂φ
∂Y
= Q∗
[(
(c1 + c2c3e
−c3 11−tr[D/3]p+)
1
1− tr[D/3]
+c4c5
a1tr[D/3]
〈
tr
[
M¯ : M¯ : S : E˜ : εel
]〉
6(E˜ : εel)eq
(1− tr[D/3])
 p˙+
+
〈
χ(σ,D)
σK
〉s〈
χ(σ)
σK
〉t−s]
. (4.93)
The model is in agreement with the thermodynamic principles if dissipation is positive.
Following equation (4.11), the total dissipation of the material model is given by
ρΦ = σ : ε˙in −Kr˙ −X : α˙−Y : D˙− q · ∇T
T
≥ 0. (4.94)
For decoupling of mechanical and thermal dissipation and assuming isothermal and
adiabatic processes (T˙ = 0, q = 0) and an independance of inelastic yielding and
damage processes, equation (4.94) can be splitted into
σ : ε˙in −Kr˙ −X : α˙ ≥ 0 and −Y : D˙ ≥ 0. (4.95)
Dissipation due to damage evolution is always positive since damage is an irreversible
process. After inserting the evolution equations of the state variables (equation (4.90)-
(4.93)) into the first part of the dissipation inequality (4.95), one obtains(
σ :
R : M¯ : I : M¯ : R : σ −R : M¯ : R : X
σeq
−K
−X :
(
R : M¯ : R : σ −R : X
σeq
− 3
2C
X
))
p˙ ≥ 0 (4.96)
⇒
(
σeq −K + 3
2C
X : X
)
p˙ ≥ 0. (4.97)
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This inequality is fulfilled if the parameter C is positive, since inelastic processes (p˙ > 0)
only occur for
σeq −K > 0 (4.98)
and X : X is always positive.
4.2.7 Summary of material equations
In the following, the equations of state and evolution equations for viscoplastic mate-
rial behavior with isotropic and kinematic hardening and anisotropic ductile and creep
damage are again summarized:
ε˙ = ε˙el + ε˙in,
ε˙el =
∂
∂t
(M¯ : E−1 : M¯ : σ),
ε˙in =
∂σex
∂σ
ε˙0
〈
σex
σp
〉n
,
K˙ =
b(Q−K)
1− tr[D/3] p˙,
X˙ = a
(
2
3
C
∂σeq
∂σ
−X
)
p˙,
D˙ = Q∗
[(
(c1 + c2c3e
−c3 11−tr[D/3]p+)
1
1− tr[D/3]
+c4c5
a1tr[D/3]
〈
tr
[
M¯ : M¯ : S : E˜ : εel
]〉
6(E˜ : εel)eq
(1− tr[D/3])
 p˙+
+
〈
χ(σ,D)
σK
〉s〈
χ(σ)
σK
〉t−s]
,
with the inelastic strain rate
p˙ = ε˙0
〈
σex
σp
〉n
, p˙+ = p˙
〈
J1
|J1|
〉
,
the strain memory surface
M =
2
3
(εin − β)(εin − β)− q2 = 0,
and the damage threshold surface√
2
3
(〈εin11〉2 + 〈εin22〉2 + 〈εin33〉2 + 2〈εin12〉2 + 2〈εin13〉2 + 2〈εin23〉2)− εinD = 0.
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The damage evolution equation considers both ductile and creep damage. In the follow-
ing, the range of application for ductile and creep damage is investigated. The influence
of separately and coupled applied laws for creep and ductile damage on the material
behavior is studied in [146]. Creep and tensile tests are evaluated in order to investi-
gate the operating conditions for creep and ductile damage. The results are shown in
figure 4.11. For creep tests it is found that for stress states below the yield stress of
the material creep damage is crucial while above the yield stress the description of the
material behavior can be approximated by means of ductile damage. For tensile tests
it is concluded that creep damage appropriately describes the behavior at strain rates
smaller than ε˙ = 10−4s−1, while ductile damage should be used for strain rates bigger
than ε˙ = 10−1s−1. In the transition zone coupled creep and ductile damage can be
applied.
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Figure 4.11: Influence of separately and coupled applied laws for creep and ductile dam-
age for a creep and a tensile test (a) ductile, (b) creep, (c) coupled
Due to the consideration of viscoplasticity, it is possible to describe creep damage with
strain dependent ductile damage [80]. The following investigations therefore use the
combination of viscoplasticity and ductile damage in order to model creep damage.
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4.3 Nonlocal extension
Since softening and damage are always accompanied by energy dissipation, inelastic ef-
fects, and high strain gradients which accumulate in small areas of undefined width,
called process zones, local damage models suffer from a dependency on the fineness of
finite-element discretization, because the element size serves as a length that determines
the dimension of the process zones. Increasing fineness of discretization would lead to
a damage process taking place in an evanescent volume without dissipation, which is
physically impossible. Mathematically, the problem becomes ill-posed since the differ-
ential equations loose their elliptic form in the static case and their hyperbolic form in
the dynamic case, respectively, and the acoustic tensor of the tangential stiffness tensor
becomes singular [80, 95]. A material-dependent internal length scale needs to be defined
in order to determine the size of the process zone, regularize the solution, and create an
independence of the finite-element discretization.
The problem of localization is already mentioned in e.g. [9, 10]. Since then, a large
variety of different non-local extensions is proposed, e.g. [77, 94, 41], in order to pre-
vent the boundary value problem from becoming ill-posed. Thereby, the models can be
applied to concrete [106] as well as to steel [116]. An extension by random fluctuations
of material behavior is among others studied by Kowalsky et al. [69] and Colliat et al.
[32]. An overview of the current state of the art for different non-local extensions may
be found in [11, 63]. Cosserat [36], for example, proposes the theory of polar continua
which includes additional parameters to define the width of the process zone. Leppin
[83] and Wells et al. [141] apply a discontinuous finite-element method in order to take
into account localization. Non-local integral models are based on weighting and averag-
ing of local variables in an area defined by an internal length in order to build non-local
variables. Bazant et al. [12], for example, apply the non-local integral approach to the
equivalent strain. Due to the high complexity in implementing non-local integral models
into finite-element code, gradient formulations are proposed.
In contrast to strain gradient models, which include the gradient of the strain field into
the material equations [47], the kinematics and the equilibrium equation remain un-
changed when using models with gradients of internal variables. Liebe and Steinmann,
for example, incorporate the gradient of the internal variable for isotropic hardening into
a thermodynamically consistent formulation at small strains [84]. Peerlings et al. [105]
and Engelen et al. [44] show the derivation of models with gradients of internal variables
from non-local integral models and differentiate between explicit and implicit gradient
models.
This work examines the use of a non-local implicit gradient model in order to define the
width of the damage process zone. By means of an additional gradient equation which
contains the parameter of the internal length, non-local substitutes of the local variables
can be obtained. Adapted from integral models, an arbitrary non-local variable k¯(x) in
a material point x is defined as the weighted mean value of the local variables k(y) of
all material points in an area Ω
k¯(x) =
1
Φ(x)
∫
Ω
φ(y; x, l)k(y)dΩ (4.99)
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where y is the position vector of the volume Ω, φ(y; x, l) is the weight function, and
Φ(x) is the scale function [44]. Possible weight functions are for example the Gaussian
distribution, the Green’s function, or polynomial functions. The length l determines the
size of the volume which builds the non-local variable and is a parameter dependent
on the microstructure of the material. The non-local integral formulation is consistent,
because it contains the local continuum for l→ 0. Since the implementation of non-local
integral models leads to complex changes of the finite-element code, gradient formula-
tions may be applied. Gradient formulations can be developed from a Taylor series of
k(y) from equation (4.99)
k(y) = k(x) +
∂k
∂xi
(yi − xi) + 1
2!
∂2k
∂xi∂yi
(yi − xi)(yj − xj)
+
1
3!
∂3k
∂xi∂xj∂xk
(yi − xi)(yj − xj)(yk − xk) + ... (4.100)
where Einstein’s summation convention applies to the indices i, j, and k. Substituting
this series in equation (4.99) and solving the integral leads to
k¯(x) = k(x) + c(l)∇2k(x) + d(l)∇4k(x) + ... (4.101)
with ∇2 = ∑i ∂2∂x2i and ∇2n = (∇2)n. The odd derivatives vanish due to the symmetry
of the weight functions. Neglecting terms of fourth and higher order leads to
k¯(x) = k(x) + c(l)∇2k(x) (4.102)
which is called explicit gradient formulation [44], since the non-local field k¯ is directly
obtained from the local field k. An enhancement can be achieved by an implicit gradient
approach. Applying the Laplace operator to equation (4.101) leads to
∇2k¯(x) = ∇2k(x) + c(l)∇4k(x) + ... . (4.103)
If the derivatives of higher order of the local variable are multiplied by c(l) and then
subtracted from the right side of equation (4.101) one obtains
k¯(x)− c(l)∇2k¯(x) = k(x) + [d(l)− c(l)2]∇4k(x) + ... . (4.104)
Neglecting the terms of high order, starting with [d(l)− c(l)2]∇4k(x) = 0, results in the
implicit gradient approach
k¯(x)− c(l)∇2k¯(x) = k(x) (4.105)
with c(l) = l2c . This implicit formulation of equation (4.99) is a partial differential equa-
tion of the Helmholtz type with respect to the non-local variable k¯. Engelen et al. [44]
show that equation (4.105) can be obtained even without neglecting the terms of high
order if the Green’s function is used as weight function. Using the Green’s function as
weight function leads to d(l)− c(l)2 = 0, so that all terms with differences of coefficient
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pairs will vanish.
Here, gradients of the damage variable are used [146, 119]. The non-local damage vari-
able D¯ is obtained by the gradient equation
D¯ − l2c∇2D¯ = D (4.106)
with the local damage variable D and the material-specific internal length lc. Equa-
tion (4.106) can be assumed to be time-independent since the spatial propagation of the
nonlocal damage variable D¯ is very fast compared to the evolution of the other variables.
In the following, two examples are investigated in order to visualize the phenomenon of
localization and the regularization due to the non-local extension. Figure 4.12 presents
the distribution of total strain ε, plastic strain εin, and non-local damage D¯ in a bar
under constant tension for different timesteps. With an imposed imperfection by means
of a reduction of the yield stress in the middle of the bar, localization of deformation
can be observed. Neglecting the regularization by a non-local extension would lead to
mesh-dependent results and a discontinuity in the centre of the bar for finer discretiza-
tions.
[%
] 
  
  
  
  
  
 t
ot
al
 s
tr
ai
n
ε
[%
]
0              20
u = constant
length [mm]
0.6
0.5
0.4
0.3
0.2
0.1
0.0
0        5       10        15       20
5
4
3
2
1
timestep …
.
p
la
st
ic
st
ra
in
ε
in
[%
] 
  
  
  
  
  
 t
ot
al
 
length [mm]                                       length [mm]
0.6
0.5
0.4
0.3
0.2
0.1
0.0
timestep …
0        5        10       15       20
5
4
3
2
1
0        5        10       15       20
0.5
0.4
0.3
0.2
0.1
0.0
timestep … 5
4
3
2
1
n
on
lo
ca
l
d
am
ag
e
D
 [
-]
Figure 4.12: Distribution of total strain, plastic strain, and non-local damage in a bar
under constant tension velocity for different timesteps
Figure 4.13 demonstrates the influence of different internal length scales and different
discretizations. Therefore, a rectangular plate with constant thickness of t = 1 mm
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under increasing tension is investigated considering different FE-discretizations of 224,
1456, and 5824 9-node plate elements. The internal length scales are set to 0.25, 0.5,
and 1 mm, whereby the finest mesh size is still larger than the biggest internal length.
As imperfection a small central part of the plate has a slightly lower yield stress than the
rest of the plate. An elastic end-restraint is obtained by an increase of the yield stress
at the boundary elements. The resulting stresses may exceed the yield stress due to
the concept of overstresses. The stress-displacement curve shows that firstly, the results
depend strongly on the choice of the internal length and secondly, the results are almost
independent of the discretization. However, it can be observed that there is a connection
between the choice of the internal length and the choice of discretization. The smaller
the internal length, the bigger is the influence of discretization. This is due to the fact
that the largest deviation between internal length and discretization emerges in the case
of lc = 0.25 mm. Therefore, the discretization needs to be chosen in consideration of
the internal length. Based on [20], it is proposed that the internal length should exceed
the element length in order to eliminate any error induced by an inappropriate ratio
between internal length and discretization.
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Figure 4.13: Stress-displacement diagrams for different internal length scales and FE-
discretizations of a plate under tension [139]
The formation of shear bands for the different internal length scales and a discretization
with 1456 elements is presented in figure 4.14. The upper row shows the deformation
while the lower row depicts the distribution of damage. The link between the width of
the localization zone and the internal length is clearly visible.
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Figure 4.14: Distribution of damage for different internal length scales and FE-
discretizations of a plate under tension [146]
A difficulty arises from the determination of the additional parameter of the internal
length. This length scale cannot be directly measured but can be indirectly inferred
by inverse analysis of test results. In order to reliably identify the internal length, the
underlying experiments have to be sensitive to the non-local aspects of the material
behavior. Carmeliet [20] proposes an inverse method based on the Markov estimation
procedure which yields the most accurate parameter estimations if applied to local dis-
placement analysis close to the crack. In concrete, the internal length can be derived
from crack spacing in reinforced members [100]. An overview of other methods, like the
size effect method, can be found in [11], but they all base on extensive experimental
investigations.
Current research deals with evolving internal length scales. Voyiadjis et al. [140] pro-
pose that internal length scales may evolve under monotonic loading due to the change
in contact surface between particles, damage of the particles or/and change in the local
void ratio within the domain that will change the shearband thickness. Kanvinde &
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Deierlein [67] pose the question if the internal length for cyclic loading is the same as
the internal length for monotonic loading. Without further investigations concerning the
necessity of evolving internal length scales, however, they propose the use of a constant
internal length.
4.4 Summary of equations
In the following, all equations of continuum mechanics are summarized which are embed-
ded into the model for further investigations. The compacted model considers elastic-
viscoplastic material behavior, isotropic and kinematic hardening with a strain memory
surface, isotropic ductile damage, and the nonlocal implicit gradient extension. The
modeling of ductile damage includes extensions concerning the description of damage
under cyclic loading, different stiffnesses under tension and compression, and a damage
threshold surface. Creep damage is neglected since it is possible to describe creep dam-
age with strain dependend ductile damage [80] due to the consideration of viscoplasticity.
It is assumed that damage occurs locally but acts nonlocally. The effective damage D¯
is obtained via the gradient equation which averages the local damage. The integrated
amount of nonlocal, effective damage equals the integrated amount of local damage.
Balance of linear momentum
ρu¨ + cu˙−∇σ − p = 0
Gradient equation
D¯ − l2c∇2D¯ −D = 0
Elasticity
ε˙el =
1
(1− D¯)2 E
−1 : σ˙
Viscoplasticity
ε˙ = ε˙el + ε˙in
ε˙in =
∂σex
∂σ
p˙
p˙ = ε˙0
〈
σex
σp
〉n
, p˙+ = p˙
〈
J1
|J1|
〉
with
σex =
1
1− D¯
√
a1 · 3
2
tr((σ −X)D · (σ −X)D) + a2D¯ · tr(σ −X) · tr(σ −X)−σy−K
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Isotropic hardening
K˙ = b(Q−K) 1
1− D¯ p˙
Kinematic hardening
X˙ = a
(
2
3
C
∂σeq
∂σ
−X
)
p˙
Ductile damage
D˙ = (c1 + c2e
−c3 1(1−D¯)p+)
1
(1− D¯) p˙
+ + c5(c4 − D¯)
〈
tr
(
∂σex
∂σ
p˙+
)〉
Strain memory surface
M =
2
3
(εin − β)(εin − β)− q2 = 0
Damage threshold surface√
2
3
(〈εin11〉2 + 〈εin22〉2 + 〈εin33〉2 + 2〈εin12〉2 + 2〈εin13〉2 + 2〈εin23〉2)− εinD = 0.
4.5 Global damage assessment
The constitutive equations given in the last chapters describe the evolution of damage
at every single material point. The damage variables D lie within a range of 0 and 1
and can be visualized as the ratio of damaged area to total area. The damage distribu-
tion allows the identification of weak structural parts and crack initiation. However, a
global statement about the overall structural condition cannot be derived yet. Due to
that reason, a global damage index is developed, which is based on damage variables,
summarizes their influence, and leads to only one single statement about the global
structural stability. This global damage index, here abbreviated with GDI, ideally has
a range of 0 to 1 where 0 corresponds to the undamaged state before the incidence of a
hazard and a value of 1 relates to the collapse of a structure.
Chapter 2.4 already gives an overview of different index definitions. In the following,
three global damage indices are presented and evaluated using a cantilever with a length
of 5 meters and a rectangular cross-section with an edge length of 100 x 300 mm. For
the sake of simplicity, deteriorated material is prescribed using three different values
of damage D and four different damage locations with different volume portions under
assumption of a constant damage distribution over the cross-section. The advantages
and disadvantages of the three indices for the description of global structural integrity
are demonstrated.
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Global damage indicator GDII
The first damage indicator GDII considers the amount and portion of damaged material:
GDII =
∑
Vi ·Di∑
Vi
(4.107)
where Vi is a volume and Di is the amount of damage assigned to that volume. An
overview of this damage index for different damage scenarios of the cantilever is given in
table 4.1. This index only makes a statement about the amount and severity of damaged
material but does not provide information about the position of damage. For the case of
completely damaged material (D=1.0) in a small zone close to the base (1 vol-%), which
would cause the structure to collapse entirely, the index only reaches a value of 0.01.
Thus, the index does not represent global failure but quantifies the amount of material
which has to be repaired.
D=0.1 D=0.5 D=1.0
1 vol-% at the base 0.001 0.005 0.01
10 vol-% at the base 0.01 0.05 0.1
10 vol-% in the middle 0.01 0.05 0.1
100 vol-% 0.1 0.5 1.0
Table 4.1: Overview of results for the global damage index GDII
Global damage indicator GDIII
The second group of indices to be evaluated is based on the change of modal parameters.
Krätzig and Petryna [72], DiPasquale et al. [43], and others propose different formu-
lations for global damage indices based on eigenvalue decompositions of the stiffness
matrix or the stiffness and the mass matrix. The stiffness matrix is a suitable assem-
blage of structural damage information since it preserves the influence of damage. Two
different eigenvalue problems may be considered:[
K− λ2I]v = 0 (4.108)[
K− ω2M]v = 0 (4.109)
where I is the identity matrix, M is the mass matrix, K is either the initial secant
stiffness matrix K0 or the secant stiffness matrix Kt at time t following figure 4.15, λ
and ω are the eigenvalues, and v the corresponding eigenvectors. Under consideration
of the i’th eigenvalue the eigenvalue problems[
K0 − λ20,iI
]
v0,i = 0 ,
[
Kt − λ2t,iI
]
vt,i = 0 (4.110)
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and [
K0 − ω20,iM
]
v0,i = 0 ,
[
Kt − ω2t,iM
]
vt,i = 0 (4.111)
lead to global damage indices GDIII defined as
GDIII,λ,i = 1−
λ2t,i
λ20,i
(4.112)
GDIII,ω,i = 1−
ω2t,i
ω20,i
(4.113)
which lie in the range of zero to one.
force F
K0    Kt
displacement u
Figure 4.15: The initial stiffness matrix K0 and the current stiffness matrix Kt for the
definition of the global damage index
The computation of both global damage indices for the cantilever for different damage
scenarios using either equation (4.112) or (4.113) yields equal results, since the damage
information is contained in the stiffness matrix which is present in both formulations.
The use of either mass matrix or identity matrix leads to different eigenvalues but equal
ratios of damaged to undamaged eigenvalue. Therefore, the results presented in table 4.2
only show the outcomes using equation (4.113). In order to evaluate indices depending
on higher eigenfrequencies, the first three eigenfrequencies are considered.
First of all, it can be seen that the index GDIII reaches a value of one as soon as one
single part is completely damaged. The position of the completely damaged part is of
no consequence. With increasing amount of damage, the index represents the growth of
the global damage level. Inducing a higher volume percentage of damaged material at
the base leads to an increase of the global damage index. If damage occurs at the base,
the first eigenvalue is most crucial for the description of the global damage state.
Remarkable results are achieved by prescribing damaged material in the middle of the
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eigenvalue D=0.1 D=0.5 D=1.0
1 0.009 0.106 1.0
1 vol-% at the base 2 0.009 0.096 1.0
3 0.009 0.088 1.0
1 0.076 0.513 1.0
10 vol-% at the base 2 0.051 0.271 1.0
3 0.036 0.201 1.0
1 0.008 0.090 1.0
10 vol-% in the middle 2 0.046 0.362 1.0
3 0.007 0.297 1.0
1 0.190 0.750 1.0
100 vol-% 2 0.190 0.750 1.0
3 0.190 0.750 1.0
Table 4.2: Overview of results for the global damage index GDIII
cantilever. The global damage index based on the first eigenvalue is reduced as expected.
The crucial index is now based on the second eigenvalue. This is due to the fact that the
second eigenmode is of higher frequency. Critical positions of damaged material, which
strongly influence the global behavior of this mode, do not only occur at the base, but
also at other locations. Those locations can be identified by means of the eigenmode’s
curvature. Figure 4.16 depicts the second eigenvector of the cantilever with its slope
and curvature normalized to one. Additionally, the global damage index based on the
second eigenvalue GDIII,2 is presented. The calculation of the index assumes 10 vol-%
of damage D = 0.5. The vertical axis specifies the location of the damaged section
while the horizontal axis presents the corresponding value of the GDIII . In figure 4.16
it can be seen that the index depends on the curvature, since high values of the index
occur if the curvature is strong which is represented by high absolute curvature values.
From this observation it follows, that the selection of the number of eigenvalues for the
accurate description of global damage has to consider the location of damage. Eigen-
modes, which show strong curvature at this location, should be included in the global
damage calculation. However, in civil engineering practice, not every eigenmode with
high curvature at this location has to be included, since only the first few modes are
crucial for the global behavior. High-frequency modes are strongly damped, contain lit-
tle energy, and thus do not need to be considered. Krätzig and Petryna [72] investigate
damage measures obtained from the first, second, and third eigenvalue. They find that
this limited number of modes can deliver sufficiently good damage estimates [111] and
that in most cases the most crucial one is the first eigenvalue.
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Figure 4.16: Second eigenvector of the cantilever with its slope and curvature (normal-
ized to one) in comparison with the global damage index GDIII,2 based on
the second eigenvector for a damaged segment with the size of 10 vol-% and
an amount of damage D = 0.5 which is shifted from the base to the top
Global damage indicator GDIIII
The global damage index GDIII investigated in the last preceding paragraphs is not
capable of considering correctly the location of damage with only one eigenmode. Ad-
ditionally, the index yields one as soon as one random part is completely damaged
(D = 1.0). This drawback will be overcome by a newly defined global damage index
GDIIII , which takes into account information contained in the eigenvalue as well as in
the eigenvector.
The index GDIIII is based on the eigenvalue decomposition[
Kt − λ2t,iK0
]
vt,i = 0. (4.114)
This eigenvalue problem results in eigenvalues λt which exactly specify the amounts
of damage occurred in single parts of the structure. The first eigenvalue represents
the maximum amount of damage. The eigenvectors vt represent a movement of those
structural parts which are damaged or which are moved due to damage of other parts.
Thereby, only the first eigenvector is crucial for the description of the global behavior.
For further investigations, the eigenvectors are normalized to one. Figure 4.17 shows first
eigenvectors of a cantilever for different damage scenarios. Damage at the top of the
cantilever, for example, leads to no movement of the bottom part which is reflected in
figure 4.17c. Damage at the bottom of the cantilever will cause all parts of the structure
to move (see figure 4.17a). The global damage index GDIIII , which only bases on the
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first eigenmode, consists of two parts
GDIIII = (1− λt) · ||Mvt||||Mvref || (4.115)
where the first part considers the maximum amount of damage by 1−λt and the second
part takes into account the position of damage. The position of damage is determined
by the norm of the product of mass matrix and eigenvector in order to represent the
amount of displaced mass. In order to compare the amount of displaced mass due to
a certain damage ||Mvt||, it is divided by the amount of displaced mass due to a fully
damaged structure ||Mvref || (see figure 4.17e for vref ).
0            1    0            1   0            1    0           1    0            1
(a)               (b)              (c)               (d)               (e)
Figure 4.17: First eigenvectors of the eigenvalue problem given in equation 4.114 for
different damage scenarios (the location and spread of damage is marked in
red)
The combination of both amount of damage and location of damage leads to the results
of the global damage index presented in table 4.3. First of all, it can be seen that the
amount of damage D is reflected well in the index. If D increases, also the index GDIIII
increases. Secondly, the consideration of a bigger damage volume at the base leads to a
reduced value of the index. This is contradictory to the previously defined index GDIII
but is justifiable. Damage in a small area is more hazardous than distributed damage
since subsequent loads and deformations lead to a concentration of damage evolution in
this predamaged area. A small predamaged section leads to damage localization which
is connected with imminent failure. The newly defined index GDIIII considers this fact.
Thirdly, the index accurately takes into account reduced global damage if the position of
damage is shifted to less critical locations, namely from the bottom towards the top for
the cantilever. While the crucial damage index GDIII = 0.362 was based on the second
eigenvalue for 10 % volume damage with D = 0.5 in the middle of the cantilever, the
newly defined global damage index yields a value of GDIIII = 0.3876 being based on the
first eigenvalue. For 100 % volume damage the index reflects precisely the amount of
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damage D. Another characteristic of this index is that the index can exceed the value
of 1 for high amounts of damage at critical locations. This results from the second part
of index ||Mvt||||Mvref || , which increases the maximum amount of damage 1 − λt if damage
occurs at critical locations. The index can then be rounded down to one, since the ex-
pressiveness of the global damage index for practical problems is thereby not detracted.
Additionally, the index is capable of reaching values smaller than 1 even if the material
is completely damaged (D = 1.0) at a single location which is not critical for the overall
collapse.
D=0.1 D=0.5 D=1.0
1 vol-% at the base 0.1205 0.6027 1.0000
10 vol-% at the base 0.1176 0.5882 1.0000
10 vol-% in the middle 0.0775 0.3874 0.7749
100 vol-% 0.1000 0.5000 1.0000
Table 4.3: Overview of results for the global damage index GDIIII
Practical significance of the global damage indicators
The global damage indices defined and evaluated within the last preceding paragraphs
enable to assess the condition of structures subjected to seismic events. In the following,
the practical significance of the indices is evaluated.
First of all, the global damage indices can be related to damage states. Different pro-
posals are made in [72, 142, 49, 35]. While the limits between the damage states differ
slightly, they agree in the general segmentation. The first segment comprises no or minor
damage and goes up to index values between 0.11 − 0.33. Apparent damage which is
still repairable occurs up to values between 0.3 − 0.66 followed by irreparable damage
and structural collapse. The inconsistency of the limits is due to the calibration to dif-
ferent testing schemes and materials. It is remarkable that the upper limit of the global
damage index with a value of 1.0 was found to be only of theoretical nature.
In the following, the previously defined indices GDIII and GDIIII are related to damage
states. Since the index GDII only represents the amount and volume of damage but
does not provide a sufficient measure for global structural stability, it is not addressed
any further. Due to the fact that the indices are not calibrated using experimental data,
the proposals are based on theoretical observations. For the index GDIII the following
proposal is made, which is also based on a segmentation into three parts:
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GDIII < 0.1 light damage, serviceable
0.1 ≤ GDIII < 0.25 severe damage, repairable
0.25 ≤ GDIII < 1.0 irreparable or collapsed
The transitions from light to severe damage and from severe damage to collapse result
from global damage index calculations. The basis for the calculations is a certain amount
of damage D of 5 volume-% at the base, since this location is the most critical location
for cantilevers. The amount of damageD which specifies these transitions is derived from
values in literature. While rupture theoretically occurs for D = 1.0, experiments show
that material failure already appears for values D < 1.0 [52]. Following [80], rupture
starts to occur for D = 0.2 − 0.5 depending on the material. Under consideration of
ductile fracture, the transition from damage to collapse is here set to D = 0.4. The
transition from light to severe damage is assumed to be at D = 0.2.
Applying the same preconditions for the third index GDIIII leads to
GDIIII < 0.24 light damage, serviceable
0.24 ≤ GDIIII < 0.48 severe damage, repairable
0.48 ≤ GDIIII < 1.0 irreparable or collapsed
Compared to the index GDIIII , it can be seen that small values of the global damage
index GDIII are already related to high damage states. This means that the eigen-
frequency of a structure does not significantly change before the structure collapses.
Additionally, the index GDIII is very sensitive to the portion of damaged volume. The
transition values of the index GDIIII are not sensitive to the portion of damaged volume
and correspond well to the transitions proposed by Ghobarah for steel structures [49].
Moreover, the global damage indices can be used to calculate structural risk of a certain
earthquake by multiplying the index with the probability of occurrence of the seismic
event. The definition of the probability of occurrence is not objective of this thesis
and thus should be included in the information accompanying the employed accelera-
tion records. Structural risk is measured in damage per time and can be implicated in
structural life time estimations. In general, the life time (LT) of a structures bases on a
critical value of global damage Dcr divided by structural risk as the amount of damage
(GDI) that occurs within a specified time
LT =
Dcr
GDI/time
. (4.116)
Using equation 4.116, the life time of a structure can be calculated no matter what event
has caused damage. Therefore, it is also possible to combine different damaging effects.
Table 4.4 exemplarily shows residual life time estimates for different fictitious impacts
with Dcr = 1.0. It can be seen that earthquakes, which do not strongly affect a structure
on its own, become an important issue in combination with other deteriorating effects.
In the following, structural risk and life time estimations are derived for the Great
Hanshin earthquake. The Great Hanshin earthquake occurred in Japan in 1995 with a
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Parameter LT = Dcr/
∑
(GDI/time)
Damage due to normal loads
GDI/time = 0.03/year LT = 33.3 years
Damage due to earthquake
GDI/time = 0.1/10years LT = 100 years
Damage due to normal loads and earthquake∑
(GDI/time) = 0.01/year + 0.03/year LT = 25 years
Table 4.4: Life time estimates for different fictitious impacts
magnitude of 6.9 and had an intensity of XI-XII on the Modified Mercalli scale in the
area of the city Kobe. In Japan, earthquakes with magnitudes equal or larger than 6.9
take place in average every 15 − 20 years. According to researchers on active faults,
the fault that caused the Kobe earthquake would become active every 1000 to 2000
years. Here it is assumed that the probability of recurrence for such an earthquake in
the area of Kobe is 1/1000 years. Referring to the index GDIIII , the critical amount of
damage for an irreparable or collapsed state is Dcr = 0.48. Thus, structural risk and life
time estimates for steel structures in Kobe can be calculated with the model proposed
within this work. With the calculated global damage index GDIIII and the occurrence
probability the structural risk is
structural risk = GDIIII · 0.001 [1/year] . (4.117)
The life time if only damage due to that kind of earthquakes is assumed is
LT =
0.48
GDIIII · 0.001 [year] (4.118)
and the reduction of life time with damage D summarizing damage due to other effects
is
∆LT =
0.48
D · 0.001 −
0.48
D · 0.001 + GDIIII · 0.001 [year] . (4.119)
Calculations of the GDIIII for structures subjected to the Kobe earthquake can be found
in chapter 7.
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5 Numerical implementation
The stress-displacement analysis represents an initial-boundary-value-problem. It con-
tains coupled partial differential equations in space and time, which describe the equation
of motion, the gradient equation, the kinematics, and the material equations. The an-
alytical solution of the differential equations with application to engineering problems
is often not possible. Therefore, numerical methods need to be implemented. After
transformation of the differential equations into equivalent weak integral formulations,
the finite-element method is used in order to accomplish spatial discretization of the
equation of motion and the gradient equation. Discretization in time of the equation of
motion is obtained by the Newmark method. The time dependent evolution equations
of the material are discretized using the implicit Euler approach. In the following the
applied integration methods are briefly described.
Finite-element method
The finite-element method is one of the most popular methods in order to accomplish
spatial discretization. Detailed information can be found in literature [3, 2, 8, 145].
Within the framework of the finite-element-method, the total area is decomposed into
several subareas. In every subarea, denoted as element, the distribution of the unknown
values is approximated by ansatz functions in dependance on node values. The ansatz
functions have to correspond to the continuity requirements.
The distribution of the unknown displacements u(ξ) of the equation of motion and of
the unknown nonlocal damage D¯(ξ) of the gradient equation follows from
u
(ξ) =
∑
N
(ξ)u (5.1)
D¯
(ξ) =
∑
N
(ξ)D¯ (5.2)
where N are the ansatz functions, u or D¯ respectively are the unknown node values of
displacement and nonlocal damage, and ξ is the local coordinate within the element.
Within this work, 27-node elements with quadratic shape functions are used for 3D-
structural analysis.
The field of strains ε follows from the gradient of the displacement field as the product
of the node values u and the spatial gradient of the ansatz functions ∇N
ε =
∑
∇Nu =
∑
Bu (5.3)
while the gradient of the nonlocal damage field ∇D¯ is given by the product of the node
values D¯ and the ansatz functions ∇N
∇D¯ =
∑
∇ND¯ =
∑
BD¯. (5.4)
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Newmark method
The equation of motion and the gradient equation do not only have to be discretized in
space but also in time. Since time developments of the gradient equation are assumed
to occur very fast in comparison with the equation of motion, only the latter has to be
discretized in time. A variety of different integration schemes exists. Zienkiewicz and
Taylor [145], for instance, give an overview. Widely used for the solution of structural
dynamic problems for seismic loading is the Newmark method [96]. Strictly speaking,
the Newmark method is a family of methods due to integration parameters which can
be diversified in order to adapt the method to certain requirements. Within this work,
the Newmark method is used in order to solve the equation of motion, which is here
given as
mu¨i+1 + cu˙i+1 + kui+1 = fi+1 (5.5)
with mass matrix m, acceleration u¨, damping matrix c, velocity u˙, stiffness matrix k,
displacement u, and loads f at time i + 1. An extended Taylor approximation is made
for the displacement
ui+1 = ui + ∆t · u˙i + ∆t2 ·
[
β · u¨i+1 +
(
1
2
− β
)
· u¨i
]
(5.6)
where the approximation is stopped after the second derivative of the displacement, and
for the velocity
u˙i+1 = u˙i + ∆t · (γ · u¨i+1 + (1− γ) · u¨i) (5.7)
where the approximation is stopped after the first derivative of the velocity. The sub-
script i denotes known variables at time i while i+ 1 denotes unknown variables at time
i + 1. The integration parameters β and γ define the approximation functions of the
variables and serve for controlling numerical stability. For β = 0 or γ = 0 respectively,
one obtains the normal Taylor approximation.
After inserting equation (5.6) in equation (5.7), solving for u¨i+1 and u˙i+1
u¨i+1 =
1
β∆t2
· (ui+1 − ui)− 1
β∆t
· u˙i −
(
1
2β
− 1
)
· u¨i (5.8)
u˙i+1 =
γ
β∆t
(ui+1 − ui) +
(
1− γ
β
)
u˙i + ∆t
(
1− γ
2β
)
u¨i (5.9)
and inserting equation (5.8) and (5.9) into equation (5.5), one obtains after rearranging(
1
β∆t2
m +
γ
β∆t
c + k
)
ui+1 = fi+1 + m
(
1
β∆t2
ui +
1
β∆t
u˙i + (1− 1
2β
)u¨i
)
+ c
(
γ
β∆t
ui − (1− γ
β
)u˙i −∆t(1− γ
2β
)u¨i
)
(5.10)
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which can be used to calculate the unknown displacement vector ui+1 of the new time
step. Subsequently, the acceleration and velocity vector of the new time step can be
obtained using equation (5.8) and (5.9).
The factors γ and β of the Newmark method control the numerical stability and the
order of the approximation functions for the unknowns of the equation of motion. For
γ ≥ 1
2
, β ≥ γ
2
(5.11)
the approach is unconditionally stable [13]. Within this work, the parameters are set
to γ = 1
2
, β = γ
2
which leads to an order of consistency of one [59] and the approach
of constant mean acceleration. The order of convergence of the Newmark method is two.
Besides the integration parameters, the time-step width ∆t influences the accuracy of
the solution. Thereby, the time-step width always has to be seen in connection with
the vibration period T of the smallest vibration mode which contributes to a correct
description of the structural response. In Bathe [8] it can be found that the Newmark
method is characterized by a conservation of amplitude but an elongation of vibration
period in dependance on the ratio T
∆t
provided that the integration parameters are set
to γ = 1
2
, β = γ
2
. For a percental period elongation smaller than 3% the ratio between
the period and the time-step width has to be T
∆t
> 10.
While a ratio of T
∆t
= 5 may be sufficient for structural systems with linear material
behavior, Bathe [8] recommends to use ratios up to T
∆t
= 200 for complex systems with
nonlinear material behavior.
Implicit Euler approach
The material equations are time-dependent ordinary differential equations of first order
which are solved within this work with the collocation approach which yields the implicit
Euler approach for ξ = 1. The numerical solution of the initial value problem
x˙ = f(t, x) , x(t0) = x0 (5.12)
is obtained by
xi+1 = xi + ξ∆tf(ti+ξ, xi+ξ) (5.13)
where ξ is the collocation position, ∆t is the time-step width of discretization, and i is
the control variable running over the time steps ∆t. The order of convergence of the
implicit Euler approach is one.
In the course of this work, the evolution equations of the material need to be solved
in time. The discretization in time transforms the differential equations of the mate-
rial into an incremental formulation. In the following, the material residuals ∆rM =
{∆rε,∆rp,∆r+p ,∆rK ,∆rX,∆rD,∆rq,∆rβ} are assorted in their incremental formula-
tion in dependance on the collocation variable ξ. For the sake of simplicity, the residuals
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∆rK , ∆rX, ∆rD ,∆rq, and ∆rβ are summarized to residuals of internal variables ∆rVi :
∆rε = ∆ε− E(Vi+ξ) : σi+ξ + E(Vi) : σi − ∂σeq
∂σ i+ξ
∆p = 0, (5.14)
∆rp = ∆p− p˙(σi+ξ,Vi+ξ)∆t = 0, (5.15)
∆r+p = ∆p
+ − p˙+(σi+ξ,Vi+ξ)∆t = 0, (5.16)
∆rVi = ∆Vi − V˙(σi+ξ,Vi+ξ)∆t = 0. (5.17)
Here, the implicit Euler approach is applied, which means that ξ is set to 1.
In order to solve the material residuals ∆rM for the unknown increments of the material
variables ∆z = {∆σ,∆p,∆p+,∆K,∆X,∆D,∆q,∆β} an elastic predictor is applied
which calculates a test stress
σtest = σi + E(Vi)∆ε (5.18)
based on the predetermined strain increment ∆ε. If the over-stress including the test
stress is zero or negative, the material behaves elastically and only ∆σ is different from
zero. If the test stress is followed by a positive over-stress, the material behaves in-
elastically and all material variables are affected. The material equations represent a
nonlinear system of equations which is solved with the Newton-Raphson-method. Dur-
ing the integration of the material equations the total strains remain constant. The
linearized equation system
J∆∆z = −∆rM (5.19)
⇒

∂∆rε
∂∆σ
∂∆rε
∂∆p
∂∆rε
∂∆p+
∂∆rε
∂∆K
∂∆rε
∂∆X
∂∆rε
∂∆D
∂∆rε
∂∆q
∂∆rε
∂∆β
∂∆rp
∂∆σ
∂∆rp
∂∆p
∂∆rp
∂∆p+
∂∆rp
∂∆K
∂∆rp
∂∆X
∂∆rp
∂∆D
∂∆rp
∂∆q
∂∆rp
∂∆β
∂∆r+p
∂∆σ
∂∆r+p
∂∆p
∂∆r+p
∂∆p+
∂∆r+p
∂∆K
∂∆r+p
∂∆X
∂∆r+p
∂∆D
∂∆r+p
∂∆q
∂∆r+p
∂∆β
∂∆rK
∂∆σ
∂∆rK
∂∆p
∂∆rK
∂∆p+
∂∆rK
∂∆K
∂∆rK
∂∆X
∂∆rK
∂∆D
∂∆rK
∂∆q
∂∆rK
∂∆β
∂∆rX
∂∆σ
∂∆rX
∂∆p
∂∆rX
∂∆p+
∂∆rX
∂∆K
∂∆rX
∂∆X
∂∆rX
∂∆D
∂∆rX
∂∆q
∂∆rX
∂∆β
∂∆rD
∂∆σ
∂∆rD
∂∆p
∂∆rD
∂∆p+
∂∆rD
∂∆K
∂∆rD
∂∆X
∂∆rD
∂∆D
∂∆rD
∂∆q
∂∆rD
∂∆β
∂∆rq
∂∆σ
∂∆rq
∂∆p
∂∆rq
∂∆p+
∂∆rq
∂∆K
∂∆rq
∂∆X
∂∆rq
∂∆D
∂∆rq
∂∆q
∂∆rq
∂∆β
∂∆rβ
∂∆σ
∂∆rβ
∂∆p
∂∆rβ
∂∆p+
∂∆rβ
∂∆K
∂∆rβ
∂∆X
∂∆rβ
∂∆D
∂∆rβ
∂∆q
∂∆rβ
∂∆β


∆∆σ
∆∆p
∆∆p+
∆∆K
∆∆X
∆∆D
∆∆q
∆∆β

= −

∆rε
∆rp
∆r+p
∆rK
∆rX
∆rD
∆rq
∆rβ

(5.20)
with Jacobian matrix J leads to increments of the material variables ∆∆σ, ∆∆p, ∆∆p+,
∆∆K, ∆∆X, ∆∆D, ∆∆q, and ∆∆β where the first ∆ stands for the time step incre-
ment and the second ∆ for the iteration increment.
In the following the numerical implementation of the model is shown using the integra-
tion methods described in the previous paragraphs.
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5.1 Weak formulation
The balance equations of continuum mechanics allow the analysis of moving continuous
bodies. In order to solve the differential equations, they have to be transformed into
equivalent integral equations leading to a weak formulation. The transition from the
differential equation to the equivalent weak formulation is achieved by the principle of
virtual work.
The first equation which has to be transformed is the equation of motion (see equation
(4.4)) in the region Ω
ρu¨ + cu˙−∇σ − p = 0 (5.21)
with either Dirichlet boundary condition u¯ or Neumann boundary condition t¯ on the
boundary ∂Ω
u¯− u = 0 and t¯− σ · n = 0. (5.22)
Its weak form is obtained by the principle of virtual work∫
Ω
δu(ρu¨ + cu˙−∇σ − p)dΩ = 0. (5.23)
Assuming linear kinematics ε = ∇u and including the boundary conditions∫
Ω
δuρu¨dΩ +
∫
Ω
δucu˙dΩ +
∫
Ω
δε : σdΩ =
∫
Ω
δu · pdΩ +
∫
∂Ω
δu · t¯d∂Ω (5.24)
equation (5.24) allows a simple physical interpretation. The integrals on the left side
represent inner work of the real forces on the virtual displacements while the integrals
on the right side describe outer work of the external loading on the virtual displacements.
The second equation which has to be transformed is the gradient equation (see equation
(4.106))
D¯ − l2c∇2D¯ −D = 0 (5.25)
with Neumann boundary condition
∇D¯ = t¯D¯. (5.26)
The weak form∫
Ω
δY¯ (D¯ − l2c∇2D¯ −D)dΩ = 0 (5.27)
is obtained using the virtual nonlocal energy release rate δY¯ , which is the conjugated
quantity to the nonlocal damage variable. Including the boundary condition, the weak
form is given by∫
Ω
δY¯ D¯dΩ−
∫
Ω
δY¯ DdΩ−
∫
Ω
δY¯ l2c∇2D¯dΩ =
∫
Ω
δY¯ l2c t¯D¯dΩ. (5.28)
During analysis the natural boundary condition t¯D¯ = 0 is used.
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5.2 Spatial discretization
For spatially solving the equation of motion and the gradient equation the finite-element
method is applied. For the real and virtual variables the same ansatz functions are used
(see equation (5.1)-(5.4)). After inserting the ansatz functions into the weak form of the
equation of motion (5.24) and the weak form of the gradient equation (5.28) one obtains
the element virtual works
δAe,u = δu
(∫
Ωe
NTρNdΩe u¨ +
∫
Ωe
CdΩe u˙ +
∫
Ωe
BT : σdΩe
−
∫
Ωe
NT · pdΩe −
∫
∂Ωe
NT · t¯d∂Ωe
)
, (5.29)
δAe,D¯ = δY¯
(∫
Ωe
NTND¯ −NTD + l2cBTBD¯ dΩe − l2c
∫
∂Ωe
NT tD¯ d∂Ωe
)
. (5.30)
The system virtual work as the sum over all element virtual works is zero for arbitrary
virtual variables δu and δY¯ which leads to the residual of the equation of motion ru and
the residual of the gradient equation rD¯
ru =
∑(∫
Ωe
NTρNdΩe u¨ +
∫
Ωe
CdΩe u˙ +
∫
Ωe
BT : σdΩe
−
∫
Ωe
NT · pdΩe −
∫
∂Ωe
NT · t¯d∂Ωe
)
= 0 (5.31)
rD¯ =
∑(∫
Ωe
NTND¯ −NTD + l2cBTBD¯ dΩe − l2c
∫
∂Ωe
NT tD¯ d∂Ωe
)
= 0. (5.32)
The damping given in equation (5.31) is proportional to the velocity. Velocity propor-
tional damping is referred to as viscous damping, which depends on damping parameters.
For finite-element calculations it is very hard if not impossible to determine single ele-
ment damping parameters so that the damping matrix is composed of mass and stiffness
matrix in connection with a limited number of experimentally obtained damping values.
The derivation of this approach is based on the description of a dynamic system in the
modal form and assigns a certain damping to every vibration mode. Considering two
damping parameters, one obtains Rayleigh-damping, which is used within this work.
The damping matrix is then defined as∑(∫
Ωe
CdΩe
)
= cαM + cβK (5.33)
where M is the mass matrix, K is the stiffness matrix
M =
∑(∫
Ωe
NTρNdΩe
)
,
K =
∑(∫
Ωe
BT : σdΩe
)
,
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and cα and cβ are parameters which control the influence of the mass matrix and the
stiffness matrix, respectively, on damping. For cα = 0 one obtains stiffness proportional
damping while cβ = 0 refers to mass proportional damping. For continuous systems
the parameters cα and cβ can be obtained by two known eigenfrequencies ωi and their
damping ratios ϑi [110]. For the first two eigenfrequencies one obtains
cα = 2
ω2ϑ1 − ω1ϑ2
ω22 − ω21
ω1ω2, (5.34)
cβ = 2
ω2ϑ2 − ω1ϑ1
ω22 − ω21
, (5.35)
for the determination of the parameters cα and cβ of Rayleigh damping.
5.3 Discretization in time
Equations (5.31) and (5.32) now need to be solved in time. As already stated, the
gradient equation is assumed to develop very fast compared to the equation of motion.
Thus, a time integration scheme only needs to be considered for equation (5.31). Here,
the Newmark method is used [8]. After inserting equation (5.8) and (5.9) into the
residual of the equation of motion (5.31) and rearrangement, one obtains
ru =
∑( 1
β∆t2
∫
Ωe
NTρNdΩe ui+1 +
γ
β∆t
∫
Ωe
CdΩe ui+1 +
∫
Ωe
BT : σi+1dΩe
−
∫
Ωe
NT · pi+1dΩe −
∫
Ωe
NTρNdΩe
(
1
β∆t2
ui +
1
β∆t
u˙i + (
1
2β
− 1)u¨i
)
−
∫
Ωe
CdΩe
(
γ
β∆t
ui + (
γ
β
− 1)u˙i + ∆t( γ
2β
− 1)u¨i
)
−
∫
∂Ωe
NT · t¯i+1d∂Ωe
)
= 0.
(5.36)
The incremental formulation of both residuals ∆ru and ∆rD¯ results in
∆ru =
∑( 1
β∆t2
∫
Ωe
NTρNdΩe ∆u +
γ
β∆t
∫
Ωe
CdΩe ∆u
+
∫
Ωe
BT : (σi + ∆σ)dΩe −
∫
Ωe
NTρNdΩe
(
1
β∆t
u˙i + (
1
2β
− 1)u¨i
)
−
∫
Ωe
CdΩe
(
(
γ
β
− 1)u˙i + ∆t( γ
2β
− 1)u¨i
)
−
∫
Ωe
NT · (pi + ∆p)dΩe −
∫
∂Ωe
NT · (¯ti + ∆t¯)d∂Ωe
)
= 0, (5.37)
∆rD¯ =
∑(∫
Ωe
NTN∆D¯ −NT∆D + l2cBTB∆D¯ dΩe
−l2c
∫
∂Ωe
NT∆tD¯ d∂Ωe
)
= 0. (5.38)
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In order to solve the nonlinear residuals ∆r = {∆ru,∆rD¯} for the unknowns ∆d =
{∆u,∆D¯} the Newton-Raphson-method is used. The linearization requires the deriva-
tives of the residuals with respect to the unknown increments. The iterative increments
∆∆u and ∆∆D¯ can be obtained by the linearized system of equations
Ktan ·∆∆d = −∆r
⇒
[
∂∆ru
∂∆u
∂∆ru
∂∆D¯
∂∆rD¯
∂∆u
∂∆rD¯
∂∆D¯
][
∆∆u
∆∆D¯
]
= −
[
∆ru
∆rD¯
]
(5.39)
where Ktan is the consistent stiffness matrix
Ktan =
[
Kuu KuD¯
KD¯u KD¯D¯
]
=
[
∂∆ru
∂∆u
∂∆ru
∂∆D¯
∂∆rD¯
∂∆u
∂∆rD¯
∂∆D¯
]
(5.40)
with
Kuu =
∑(∫
Ωe
BTEuuBdΩe +
1
β∆t2
∫
Ωe
NTρNdΩe +
γ
β∆t
∫
Ωe
CdΩe
)
, (5.41)
KuD¯ =
∑(∫
Ωe
BTEuD¯NdΩe
)
, (5.42)
KD¯u =
∑(
−
∫
Ωe
NTED¯uBdΩe
)
, (5.43)
KD¯D¯ =
∑(∫
Ωe
NT (1− ED¯D¯)N + l2cBTBdΩe
)
. (5.44)
The unknown material tangents Euu, EuD¯, ED¯u, and ED¯D¯ are defined by
Euu =
∂∆σ
∂∆ε
, EuD¯ =
∂∆σ
∂∆D¯
, ED¯u =
∂∆D
∂∆ε
, ED¯D¯ =
∂∆D
∂∆D¯
(5.45)
and can be obtained by the the total differential of the residuals of the material equations
d∆rM =
∂∆rM
∂∆z
d∆z +
∂∆rM
∂∆g
d∆g = 0 (5.46)
with the material residuals ∆rM = {∆rε,∆rp,∆r+p ,∆rK ,∆rX,∆rD,∆rq,∆rβ}, the un-
knowns of the material equations ∆z = {∆σ,∆p,∆p+,∆K,∆X,∆D,∆q,∆β}, and
the unknown field variables ∆g = {∆ε,∆D¯}. As previously described, the material
residuals ∆rM are obtained by time integration with the implicit Euler approach. Af-
ter transformation, the unknown material tangents can be calculated from the linear
equation system
∂∆rM
∂∆z
∂∆z
∂∆g
= −∂∆rM
∂∆g
(5.47)
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with
J =
∂∆rM
∂∆z
=

∂∆rε
∂∆σ
∂∆rε
∂∆p
∂∆rε
∂∆p+
∂∆rε
∂∆K
∂∆rε
∂∆X
∂∆rε
∂∆D
∂∆rε
∂∆q
∂∆rε
∂∆β
∂∆rp
∂∆σ
∂∆rp
∂∆p
∂∆rp
∂∆p+
∂∆rp
∂∆K
∂∆rp
∂∆X
∂∆rp
∂∆D
∂∆rp
∂∆q
∂∆rp
∂∆β
∂∆r+p
∂∆σ
∂∆r+p
∂∆p
∂∆r+p
∂∆p+
∂∆r+p
∂∆K
∂∆r+p
∂∆X
∂∆r+p
∂∆D
∂∆r+p
∂∆q
∂∆r+p
∂∆β
∂∆rK
∂∆σ
∂∆rK
∂∆p
∂∆rK
∂∆p+
∂∆rK
∂∆K
∂∆rK
∂∆X
∂∆rK
∂∆D
∂∆rK
∂∆q
∂∆rK
∂∆β
∂∆rX
∂∆σ
∂∆rX
∂∆p
∂∆rX
∂∆p+
∂∆rX
∂∆K
∂∆rX
∂∆X
∂∆rX
∂∆D
∂∆rX
∂∆q
∂∆rX
∂∆β
∂∆rD
∂∆σ
∂∆rD
∂∆p
∂∆rD
∂∆p+
∂∆rD
∂∆K
∂∆rD
∂∆X
∂∆rD
∂∆D
∂∆rD
∂∆q
∂∆rD
∂∆β
∂∆rq
∂∆σ
∂∆rq
∂∆p
∂∆rq
∂∆p+
∂∆rq
∂∆K
∂∆rq
∂∆X
∂∆rq
∂∆D
∂∆rq
∂∆q
∂∆rq
∂∆β
∂∆rβ
∂∆σ
∂∆rβ
∂∆p
∂∆rβ
∂∆p+
∂∆rβ
∂∆K
∂∆rβ
∂∆X
∂∆rβ
∂∆D
∂∆rβ
∂∆q
∂∆rβ
∂∆β

,
∂∆z
∂∆g
=

∂∆σ
∂∆ε
∂∆σ
∂∆D¯
∂∆p
∂∆ε
∂∆p
∂∆D¯
∂∆p+
∂∆ε
∂∆p+
∂∆D¯
∂∆K
∂∆ε
∂∆K
∂∆D¯
∂∆X
∂∆ε
∂∆X
∂∆D¯
∂∆D
∂∆ε
∂∆D
∂∆D¯
∂∆q
∂∆ε
∂∆q
∂∆D¯
∂∆β
∂∆ε
∂∆β
∂∆D¯

, −∂∆rM
∂∆g
= −

∂∆rε
∂∆ε
∂∆rε
∂∆D¯
∂∆rp
∂∆ε
∂∆rp
∂∆D¯
∂∆r+p
∂∆ε
∂∆r+p
∂∆D¯
∂∆rK
∂∆ε
∂∆rK
∂∆D¯
∂∆rX
∂∆ε
∂∆rX
∂∆D¯
∂∆rD
∂∆ε
∂∆rD
∂∆D¯
∂∆rq
∂∆ε
∂∆rq
∂∆D¯
∂∆rβ
∂∆ε
∂∆rβ
∂∆D¯

.
5.4 Scheme of solving algorithm
An overview of the solving algorithm for the nonlinear problem is given in table 5.1.
Under consideration of boundary and initial conditions, the unknown state variables of
the next time step are iteratively calculated. Within one time step, the procedure is
divided into a global and a local iteration.
The global iteration implies the solution of the equation of motion and of the gradient
equation which are obtained by spatial discretization with the finite-element method
and discretization in time with the Newmark method. The unknown increments of the
field variables d, namely the displacement u and the nonlocal damage D¯, can be ob-
tained from a linearized system of equations using the Newton-Raphson approach. The
linearized system of equations consists of the consistent stiffness matrix Ktan and the
residuals r. The consistent stiffness matrix includes the material tangents, the mass
matrix, and the damping matrix. After having updated the displacement u, velocity u˙
and acceleration u¨ can be determined.
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With the current solutions of the field variables, the associated internal state variables
of the material z = {σ, p, p+, K,X, D, q,β} can be computed within a local iteration.
The evolution equations of the material are solved using the implicit Euler approach and
the Newton-Raphson method in order to consider nonlinearities.
The consistent stiffness matrix for the subsequent global iteration includes the updated
material variables. The iterations of a time-step end as soon as the norms of both resid-
uals r and rM fall below the stop criteria εglobaltol and ε
local
tol respectively.
loop over all time steps ti+1 = ti + ∆t
global iteration
• material tangents Euu,EuD¯,ED¯u,ED¯D¯
• mass matrix M
• damping matrix C
• consistent stiffness matrix Ktan
• residuals ∆r
• solving the equation system Ktan ·∆∆d = −∆r
• update velocity u˙ and acceleration u¨
local iteration
• elastic predictor σtest = σi + E(Vi) :∆ε
• inelastic corrector:
– material residuum ∆rM
– Jacobian matrix J
– update internal variables J ·∆∆z = −∆rM
– convergence |∆rM | ≤ localtol
• convergence |∆r| ≤ globaltol
Table 5.1: Scheme of solving algorithm
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6 Parameter identification
The development of material models includes the identification of physically relevant
processes and their description with mathematical constitutive equations. The consti-
tutive equations depend on material parameters which have to be determined by means
of experiments. An accurate choice of the model parameters leads to an optimal de-
scription of the experimentally observed material behavior by means of the model. In
order to find the appropriate parameters, attention has to be payed to the parameter
identification procedure. This procedure comprises the choice of a parameter adjustment
algorithm and the selection of experimental data.
Parameter adjustment algorithms are based on optimization strategies. The goal of pa-
rameter adjustment is the minimization of differences between the numerically simulated
and the experimental curves. The existing approaches are distinguished into stochastic
and deterministic algorithms. Stochastic methods include the Monte Carlo simulation
and genetic algorithms, which both use the information of foregoing steps in order to
find a better parameter set. Deterministic algorithms, for instance Gradient-, Newton-,
BFGS-, CG-, or Simplex-methods, search the minimum of the objective function around
a predefined starting point and therefore they often find a local minimum only. Hy-
brid strategies combine stochastic and deterministic methods in order to ensure that the
global minimum is detected. Thereby, the stochastic method is used to find a good start-
ing point for the deterministic search. Streilein [131] provides a comprehensive overview
of the aforementioned approaches. For further investigations, a genetic algorithm is cho-
sen (see section 6.1).
In order to calculate seismically induced damage in civil engineering steel structures,
experimental data of mild construction steel is needed for the identification of the model
parameters. In literature, the main focus of experimental investigations of construc-
tion steel is on hardening/softening behavior which excludes investigations of damage.
Therefore, new experiments have been conducted in collaboration with the Institute of
Steel Structures of the University of Braunschweig. Section 6.2 describes the experiments
which are used as a basis for parameter identification of mild steel. The identification
and evaluation of the model parameters are given in section 6.3.
6.1 Genetic algorithms
Genetic algorithms, also called evolutionary strategies, are chosen in order to identify
the model parameters because they are between the most accurate and most efficient
numerical tools for global parameter identification. They mimic the metaphor of natural
biological evolution in order to generate optimized sets of model parameters. Figure 6.1
presents the scheme of a genetic algorithm which is described in detail in [114].
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Figure 6.1: Scheme of genetic algorithms
First, an initial population of individual parameter sets is created randomly on a basis of
predefined starting and limiting values. Then, the best individual sets are determined.
If the optimization criteria is not met, the selected sets are recombined and mutated in
order to generate new individual sets. The new individuals replace the worst individuals
of the old population in order to create a new population. This evolutionary procedure
is repeated until the optimization criteria is met and the best set of parameters is found.
6.2 Selection of experimental data
In order to accurately identify the model parameters required within this work, extensive
experimental data is needed, which can be grouped into experiments for the estimation
of the parameters of the local material model and experiments in order to define the
internal length or the crack closure parameter.
The parameter of the internal length is not identified during parameter estimation using
the genetic algorithm. Since parameter adjustment is carried out at the material point,
the internal length as a parameter that regularizes the spatial distribution of damage
remains undefined. For the identification of the internal length, additional data with
special experimental equipment is needed (see for example [129, 48]). Similarly, the
determination of the crack-closure parameter h requires additional experimental data,
which consider microstructural observations.
The parameters, which are determined via the genetic algorithm, are the parameters of
the local model, which can be obtained at the material point. They are grouped into
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parameters of elasticity, viscoplasticity, isotropic and kinematic hardening and ductile
damage. The determination of the model parameters for the assessment of structures
subjected to earthquakes ideally requires a multitude of experiments which marks the
load range of earthquakes. In order to identify the parameters of elasticity and viscoplas-
ticity, tensile tests with different loading velocities in the range of 10−4s−1 < ε˙ < 100s−1
or creep tests with different stress level are needed. The parameters of isotropic and
kinematic hardening can be related from tensile and cyclic experiments within the in-
elastic range with corresponding loading velocities and an amplitude spectrum which
covers the amplitude spectrum of earthquakes. For the identification of damage pa-
rameters, monotonic and cyclic tests are required which represent the material behavior
until failure.
Appropriate experimental data for the structural steel S 355, which include damage
and the load range of earthquakes, are rare. Especially experimental data for damage
assessment of the steel S 355 could not be found. From the available data remain only a
limited number of experiments which are suitable for this work. In a first step, a cyclic
experiment with a loading velocity of ε˙ = 10−2s−1 and a strain amplitude of εa = 1.2%
is selected in order to adjust the parameters to cyclic behavior. The loading velocity
falls into the range of velocities that occur under seismic loading. Details concerning the
experiment, the testing equipment, the steel, and the specimen can be found in [18].
Tensile and creep test data for the steel S 355 within the range of damage due to seis-
mic loading as well as experiments for the identification of the internal length or the
crack closure parameter are not available to the best of the author’s knowledge. Due to
feasibility reasons, only additional uniaxial tensile tests within the damage range have
been conducted in order to extend the experimental basis for parameter adjustment.
Following [146], the parameter of the internal length is not derived experimentally but
obtained at a later date by comparison with structural experiments. The crack closure
parameter is related from values in literature.
The new tensile experiments have been conducted in collaboration with the Institute
of Steel Structures of the University of Braunschweig. In order to guarantee a repro-
ducibility of the experimental data of the cyclic and the tensile tests, steel of the same
batch has been used for both types of experiments.
The tensile tests are performed on unalloyed construction steel S 355 J2G3 according to
DIN EN 10025 [42]. The specimen is a round specimen according to DIN 50 125. The
dimensions are given in figure 6.2.
The testing machine consists of a two column test frame with uniaxial loading direc-
tion. The measurement base for measuring the strain is 60 mm. The loading velocity
is set to ε˙ = 10−2s−1 since this velocity falls within the range of material strain rates
10−4s−1 < ε˙ < 100s−1 which are induced by earthquakes [18].
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diameter = 12 mm
measurement base = 60 mm
Figure 6.2: Dimensions of the round specimen
6.3 Adjustment to tensile and cyclic tests
In the following the model parameters of the local material model are determined via the
genetic algorithm. While good estimations of initial values for the modulus of elasticity
and the yield stress can be obtained by investigation of the stress-strain curve, initial
values of the viscosity-, hardening-, and damage parameters have to be estimated on
engineering judgement and improved using the above mentioned optimization strategy.
Poisson’s ratio and density are chosen in accordance with values in literature.
A first set of model parameters is given in table 6.1. Here, the yield stress is fixed
to σy = 320 N/mm2 which is geared to the minimum value of the yield stress of the steel
S 355 obtained under quasi-static conditions [18].
The approach to identify the unknown model parameters is divided into two parts.
First, the parameters of elasticity, viscoplasticity, and hardening are adjusted. Figure
6.3a shows plots of the experiment and its simulation neglecting damage. The deviation
between the simulation and the experiment occurs due to the yield plateau. Structural
steel shows a pronounced yield plateau, which the model is not able to reproduce. Since
the exact shape of the measured stress-strain curve cannot be reached using the applied
model, the simulation resembles the shape of the experiment after the yield plateau.
This leads to an overestimation of the measured stresses at small strains but to a match
between the experiment and the simulation at large strains.
The second step of the identification procedure considers the damage parameters. The
parameters of elasticity, viscoplasticity, and hardening, which have already been deter-
mined in the last step, remain unchanged. Since the incorporation of damage will alter
the shape of the simulation curve, the parameter optimization is targeted on a match of
the integral of experimental and simulated curve. This leads to a balance of the amount
of dissipated energy. The result is shown in figure 6.3b and bases on the assumption
that hardening develops simultaneously with inelastic deformation while damage only
increases if the equivalent plastic strain exceeds the damage threshold strain. The dam-
age threshold strain corresponds to the strain at the end of the yield plateau since the
unhindered movement of dislocations ends with the yield plateau and a pile-up of dislo-
cations leads to damage.
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Parameter Value
Elastic material behavior
Young’s modulus E 200000 [N/mm2]
Poisson’s ratio ν 0.3 [-]
density ρ 7.85e-6 [kg/mm3]
Viscoplasticity
initial yield stress σy 320.0 [N/mm2]
viscosity parameter ε˙0 1.0 [1/s]
viscosity stress σp 10.0 [N/mm2]
viscosity exponent n 9.0 [-]
a1 1.0 [-]
a2 1.0 [-]
Isotropic hardening
saturation stress Q 15.0 [N/mm2]
multiplier b 100.0 [-]
Kinematic hardening
saturation stress C 120.0 [N/mm2]
multiplier a 40.0 [-]
Ductile damage
c1 0.15 [-]
c2 -0.01 [-]
c3 1.0 [-]
c4 6.0 [-]
c5 0.1 [-]
damage threshold strain εinD 0.015 [-]
Table 6.1: Model parameters, Set 1
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Figure 6.3: Experiment and simulation of a tensile test on the steel S 355 with a loading
velocity of ε˙ = 10−2s−1 using the model parameters defined in table 6.1: (a)
simulation without damage, (b) simulation including damage
The set of model parameters obtained from the adjustment to the monotonic tensile test
is now used to simulate the material behavior under cyclic loading. Figure 6.4a shows
the measured and calculated stress-strain curves obtained with the model parameter set
given in table 6.1. It can be seen that the simulation matches the experiment to a high
extend. The occurring differences are to be divided into stress deviation in the first
cycle, displaced turnover stresses, and shape deviation.
The stress difference between the first cycle of the experiment and the first cycle of the
simulation arises from the fact that the model cannot describe the yield plateau, as it
was already observed for the tensile test. In the simulation, hardening develops as soon
as the material behaves inelastically so that the final hardening state is reached within
the first cycle. In contrast to the simulation, the steel S 355 reaches its final hardening
state after the second cycle. Thus, for cyclic as opposed to monotonic tests, any devia-
tions caused by this are compensated after the second cycle already.
A second difference between the simulated and the experimental curve is to be found
in the turnover stresses. The simulated turnover stresses slightly overestimate the mea-
sured turnover stresses. This indicates that the values of the hardening parameters for
the simulation of cyclic experiments are marginally too high. Since the accurate sim-
ulation of monotonic tests requires high parameter values, the small differences in the
turnover-stresses are inevitable.
The third deviation is to be determined by the shape of the hysteresis curves. The
model is not capable of reproducing the corner arc which marks the transition from
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elastic range into inelastic range in the experiment. This deviation is undesired since
it substantially influences the area of every hysteresis curve and therewith the amount
of dissipated energy. In order to overcome this weakness, a second set of parameters is
determined.
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Figure 6.4: Experiment and simulation of a cyclic test on the steel S 355 with a loading
velocity of ε˙ = 10−2s−1 and a strain amplitude of εa = 1.2% using the model
parameters defined in (a) table 6.1 and (b) table 6.2
While the first set of model parameters bases on a realistic value of the yield stress
σy, a second set of parameters is determined (see table 6.2), where the yield stress is
assumed to be significantly lower than the previous one. Although a reproduction of
initial yielding is not possible now, this assumption shows certain advantages. Figure
6.5a shows the curves of the experiment and the simulation neglecting damage. Again,
the simulated curve is supposed to reproduce the shape of the experimental curve after
the yield plateau.
The incorporation of damage leads to the balance of the integrals of both curves, see
figure 6.5b.
The discrepancy between the hysteresis shapes of the experimental results and the nu-
merical simulation using the model parameter set of table 6.1 can be overcome with
the second set of model parameters given in table 6.2 that bases on a reduction of the
yield stress. The measured and calculated stress-strain curves using the second set of
parameters are shown in figure 6.4b. It can be seen that the simulation matches the
experiment much better. Deviations only occur during the first cycle due to the yield
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Figure 6.5: Experiment and simulation of a tensile test on the steel S 355 with a loading
velocity of ε˙ = 10−2s−1 using the model parameters defined in table 6.2: (a)
simulation without damage, (b) simulation including damage
plateau in the experiment and due to the underestimation of the yield stress in the
simulation, respectively. From the second cycle on, the areas of the hysteresis curves
correspond well. Therefore, the set of model parameters given in table 6.2 is used for
further investigations.
It is important to mention that the time of failure for the monotonically loaded speci-
mens cannot be appropriately predicted with the model using the parameter set given
in table 6.2. While the specimens fail for strains ε > 15% which leads to a sudden drop
of the experimental curves shown in figure 6.3 and 6.5 for ε > 15%, the simulation does
not predict failure at this point. The reason for that is, that the optimization is targeted
on a match of the integral of experimental and simulated curve and not on a match of
the time of failure.
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Parameter Value
Elastic material behavior
Young’s modulus E 200000 [N/mm2]
Poisson’s ratio ν 0.3 [-]
density ρ 7.85e-6 [kg/mm3]
Viscoplasticity
initial yield stress σy 220.0 [N/mm2]
viscosity parameter ε˙0 1.0 [1/s]
viscosity stress σp 4.0 [N/mm2]
viscosity exponent n 8.0 [-]
a1 1.0 [-]
a2 1.0 [-]
Isotropic hardening
saturation stress Q 87.0 [N/mm2]
multiplier b 30.0 [-]
Kinematic hardening
saturation stress C 150.0 [N/mm2]
multiplier a 210.0 [-]
Ductile damage
c1 0.15 [-]
c2 -0.01 [-]
c3 1.0 [-]
c4 6.0 [-]
c5 0.1 [-]
damage threshold strain εinD 0.015 [-]
Table 6.2: Model parameters, Set 2
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In the following, some simulations based on the parameter set given in table 6.2 are
performed and compared to experimental data. The experimental data is taken from
[18]. Figure 6.6 shows experimental and simulated curves for specimens subjected to (a)
an ascending order of amplitudes and (b) a descending order of amplitudes for a strain
rate of ε˙ = 10−2s−1. Five different amplitudes are considered, namely 5 cycles with an
amplitude of εa = 0.015, 10 cycles with an amplitude of εa = 0.012, 15 cycles with an
amplitude of εa = 0.009, 25 cycles with an amplitude of εa = 0.006, and 40 cycles with
an amplitude of εa = 0.003. The comparisons of the experiments with the simulations
show a good match. Deviations occur within the first cycle due to the underestimation
of the yield stress in the simulation for both cases with ascending and descending order
of amplitudes. Additionally, it can be seen that the model is not capable of modeling
cyclic softening, which especially emerges in the experiment with ascending amplitude
order for a strain amplitude of εa = 0.003. Due to the underestimation of the yield
stress, however, the simulated hysteresis shapes correspond with the saturated experi-
mental hysteresis shapes.
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Figure 6.6: Experiment and simulation of cyclic tests on the steel S 355 with a loading
velocity of ε˙ = 10−2s−1 using the model parameters defined in table 6.2 for
(a) an ascending order of amplitudes, (b) a descending order of amplitudes
The recalculation of an experiment, where a specimen is subjected to uniaxial seismic
loading, is given in the next chapter (7.4) and represents the ability to cope with differ-
ent loading velocities.
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7 Structural analyses
In the following, the model developed within this work is evaluated by means of differ-
ent experiments. The implemented equations underlying the model are summarized in
chapter 4.4. If not further specified, the model parameters base on the parameter set
given in table 6.2. Since the internal length lc and the crack-closure parameter h were
not identified, they are either obtained from structural experimental investigations or
related from values in literature.
The following structural analyses are performed in 3D. On the one hand, 3D-structural
analyses are capable of representing correctly localized damage states in the material,
since localization zones are characterized by triaxial stress states. On the other hand,
three-dimensional structural investigations are required for a realistic modeling of steel
structures. The spatial discretization using the finite-element method is based on 27-
node brick elements with quadratic shape functions.
In a first step, structural analyses of a bar and of a CT-specimen are performed in or-
der to show the accuracy of the damage model. Subsequently, examples with respect
to earthquakes are investigated. The assessment of a frame corner shows the ability
of the material model if structures are subjected to regularly alternating tension and
compression. A bar under uniaxial seismic loading reveals the model’s ability to cope
with irregular cyclic loading. After the material behavior under reversed loading is as-
sessed, the vibration behavior including effects resulting from mass inertia is taken into
account. A simple cantilever with elastic material behavior is investigated in order to
determine appropriate conditions for structural dynamic investigations. Furthermore,
the combination of damage mechanics and structural dynamics is studied. Finally, three-
dimensional columns under seismic excitation are assessed and the global damage index
is calculated in order to evaluate structural stability and safety.
7.1 Bar under reversed loading
In order to evaluate the stress-strain behavior of structures subjected to regular, increas-
ing cyclic straining, a bar under displacement controlled loading conditions is investi-
gated. The bar has a length of L = 20 mm and is discretized in longitudinal direction
by 20 elements. The model parameters used for this example are taken from table 6.2.
In the middle of the bar, the yield stress is reduced in order to specify the location of
damage initiation. The crack closure parameter is set to h = 0.2 following [80]. Since
the internal length lc should exceed the element length of 1 mm (see section 4.3), it is
set to lc = 1.5 mm. The geometry and the loading conditions of the bar are specified in
figure 7.1. The loading and unloading velocity is set to ε˙ = 1.0e−3s−1, which represents
the lower range of strain rates induced by earthquakes.
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Figure 7.1: Geometry of the bar, loading conditions, and development of displacement
and damage due to alternating tension and compression
The development of damage firstly reveals the distribution of damage along the length
of the bar and secondly the evolution of damage under reversed loading. The evolution
of damage is hindered as long as the plastic strains fall below the damage threshold
strain. For plastic strains exceeding this threshold, it can be seen that the damage vari-
ables increase only under positive stress increments (tension) due to the dependance of
the damage evolution law on the active accumulated plastic strains. While the damage
variables remain constant under negative stress increments (compression), the plot of
displacement illustrates the reduction of displacement under reversed loading. Increas-
ing damage leads to increasing deformations combined with necking and eventual failure
in the middle of the bar.
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7.2 CT-specimen under creep conditions
The accuracy of the material model is evaluated by means of recalculations of exper-
iments on compact tension specimens (CT-specimens) under permanent loading. The
experiments on the CT-specimens and corresponding tensile tests for parameter adjust-
ment are performed on a 12% Chromium steel (X 20 CrMoV 12.1) at 550 ◦C at the TU
Darmstadt and the FIW Freiburg [91]. This kind of steel is used in plant engineering
and construction.
The model parameters are determined from uniaxial creep tests, since no other exper-
iments were available for the author for this kind of material. For the identification of
the model parameters it is assumed that the loading is applied within a time period of
250 seconds and that all subsequent strains are plastic. The result is shown in figure
7.2. Since parameter adjustment is carried out at the material point, the internal length
lc cannot be defined and needs to be determined from structural experimental investi-
gation. The obtained model parameters are given in table 7.1.
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Figure 7.2: Parameter adjustment to uniaxial creep tests
After having identified the model parameters, the recalculation of experiments on CT-
specimens can be performed. The specimen (see figure 7.3) has a thickness of 20 mm, a
bore diameters of d = 2 mm, and is stressed permanently by a tangential force of F = 8
kN.
The time-dependent development of the displacements can only be represented correctly
by 3D-structural analysis due to multiaxial stress states in the CT-specimens. Further-
more, 3D-structural analysis captures correctly the stress state in the localization zone.
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Parameter Value
Elastic material behavior
Young’s modulus E 165000 [N/mm2]
Poisson’s ratio ν 0.3 [-]
density ρ 7.85e-6 [kg/mm3]
Viscoplasticity
initial yield stress σy 15.0 [N/mm2]
viscosity stress σp 1100.0 [N/mm2]
viscosity exponent n 8.67 [-]
a1 1.3 [-]
a2 1.0 [-]
Isotropic hardening
saturation stress Q 75.0 [N/mm2]
multiplier b 175.0 [-]
Ductile damage
c1 1.2 [-]
c2 -0.02 [-]
c3 60 [-]
c4 40 [-]
c5 0.1 [-]
damage threshold strain εinD 0.0 [-]
Internal length lc 1.2, 1.3, 1.4 [mm]
Table 7.1: Model parameters of steel X 20 CrMoV 12.1
Figure 7.3 depicts the developing of the opening displacements ∆u of the CT-specimen
over time. A good match between measured and calculated results is found. The results
depend on the internal length lc which is here set to 1.2 mm, 1.3 mm, and 1.4 mm. The
higher the value of the internal length, the longer it takes till the specimen fails. The
best fitting result is obtained for an internal length of lc = 1.3 mm.
The distribution of damage for the CT-specimen is shown in figure 7.4 for the moment
the opening displacement ∆u at the left boundary reaches 5 mm. Three quarters of the
specimen are depicted. It can be seen that damage starts inside the specimen due to the
multiaxial stress state in the middle while at the boundaries a rearrangement of stress
occurs.
The results indicate that the developed damage model is able to correctly reproduce the
experimental investigations. In the following the approach is used to simulated struc-
tures subjected to seismic loading conditions.
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Figure 7.4: Distribution of damage for a CT-specimen under constant loading (F = 8
kN) for the moment the opening displacement ∆u reaches 5 mm
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7.3 Frame corner under alternating deformation
Earthquakes, which act on buildings in frame construction, mainly induce damage in
the area of connections like the frame corners or the base. In the following, a frame
corner under cyclic loading is assessed. For the sake of simplicity, the frame corner is
modelled in 2D. Spatial discretization is obtained by 9-node elements with quadratic
shape functions.
While the beam is assumed not to be moving due to inertia, the column is subjected to
horizontal cyclic movement causing alternating tension and compression in the structure.
The frame corner, its dimensions, and the loading history and direction (+/-) are shown
in figure 7.5. The displacement-controlled loading takes place with a loading velocity of
0.1 mm/s. The model parameters are given in table 6.2. The internal length is set to
6 mm in order to exceed the element size of 5 mm and the crack closure parameter is
assumed to be h = 0.5, which bisects the influence of damage under compression.
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Figure 7.5: Geometry, loading history, and loading direction (+/-) of the frame corner
Figure 7.6a represents the distribution of damage after 9 cycles. Damage occurs at the
transition zone between the column and the beam. The highest stresses and therewith
the biggest damage emerge in the area of the nook when the displacement acts in posi-
tive direction (see figure 7.5 for the loading direction), since damage only evolutes under
tension. At the opposite side, damage develops for displacements in negative direction.
For larger positive amplitudes damage spreads linearly starting from the nook (see figure
7.6b). With increasing damage the stiffness of the material is reduced which leads to
increasing deformations in the area of damaged material and a formation of a crack.
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7.4 Bar under uniaxial seismic loading
After having evaluated the structural behavior under regular cyclic loading, a bar is
now subjected to seismic loading in order to assess the behavior under irregular cyclic
loading. Following [18], the bar is loaded in uniaxial direction with a predefined strain
record. The strain record is deduced from the north-south component of the measured
ground displacement record of the Kobe earthquake from 1995. Thereby, a displacement
of 10 mm is equated with a strain of ε = 0.1%. The strain velocities can be derived from
the measured ground velocity record and lie in a range of 0 < ε˙ < 0.0813s−1.
The model parameters are given in table 6.2. They correspond to the steel used within
the experiments. Figure 7.7 represents the stress-strain curves obtained experimentally
[18] and numerically with the model. It can be seen that the simulation matches the
experiment to a high extend. Observable deviations occur only during the first cycle
since the model is not able to reproduce the yield plateau.
The experimental and simulated developments of stress also match well. The explosive
excitations at the beginning of the earthquake, which are represented by the develop-
ments of stress, are characteristic for the short-distance quake of Kobe.
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Figure 7.7: Hysteresis curves and development of stress of the Kobe earthquake obtained
experimentally [18] and numerically with the model
7.5 3D-cantilever under dynamic excitation
After the material behavior has been evaluated under monotonic and different cyclic
loading conditions, the vibration behavior including effects resulting from mass inertia is
investigated. The structure under investigation is a cantilever with a length of 5 meters
and rectangular cross-section (see figure 7.8). The cantilever is spatially discretized
with ten elements in z-direction. The material parameters underlying the following
calculations are given in table 6.2.
The eigenfrequencies of the cantilever are given in table 7.2. The knowledge of the eigen-
frequencies is important in order to select a suitable time-step width, since the accuracy
of time integration approaches depends on the ratio of vibration period T and time-step
width ∆t. The time integration scheme considered within this work is the Newmark
method with the Newmark integration parameters γ = 1
2
and β = 1
4
.
Before investigations concerning the choice of an appropriate time-step width are made,
the vibration behavior with elastic and inelastic material is tested and the influence of
damage on further loading situations is described.
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Figure 7.8: Geometry of the cantilever
vibration mode eigenfrequency [Hz]
1. bending eigenfrequency in y-direction 3.2615
1. bending eigenfrequency in z-direction 9.7845
2. bending eigenfrequency in y-direction 20.7787
3. bending eigenfrequency in y-direction 57.2341
2. bending eigenfrequency in z-direction 62.3360
4. bending eigenfrequency in y-direction 112.2419
3. bending eigenfrequency in z-direction 171.7023
5. bending eigenfrequency in y-direction 185.5238
1. longitudinal eigenfrequency 252.3772
Table 7.2: Eigenfrequencies of the cantilever described in figure 7.8
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The influence of inelastic material behavior
In order to investigate the dynamic structural response considering inelastic material
behavior the cantilever is subjected to a sinusoidal load shown in figure 7.9a in longitudi-
nal direction. Damping is not considered. The time-step width is taken to ∆t = 0.00001
seconds which corresponds to a ratio T
∆t
≈ 400, which is sufficiently small for not pro-
ducing erroneous results [8]. Figure 7.9b confirms the agreement between the numerical
and analytical elastic response by means of comparison of the top displacement. The
numerical solution shows slightly smaller amplitudes than the analytical solution, since
the fundamental oscillation with the smallest eigenfrequency of the approximate solution
is superimposed with higher eigenmodes so that the first eigenmode of the numerical so-
lution contains less energy than the first eigenmode of the analytical solution.
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Figure 7.9: (a) loading function and (b) elastic response obtained numerically and ana-
lytically
Now, the structural response of the cantilever due to inelastic material behavior is in-
vestigated. The results given in figure 7.10a are obtained using a simple model with
equal damage evolution under tension and compression and a reduction of stiffness due
to damage under compression (h = 1.0, see equations (4.73)-(4.77)). It can be seen that
the inelastic response yields higher values of top displacement than the elastic response.
The steady increase of damage under both tension and compression and reduced stiff-
ness under compression due to damage attenuating the modulus of elasticity leads to a
minimum displacement during the second half of the sinusoidal loading which exceeds
the minimum value of the elastic response. The vibration period of the free vibration is
increased by 7% due to damage.
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Figure 7.10b represents the structural behavior using the extended model where damage
evolutes only under tension and where a reduction of stiffness due to damage under
compression is not considered (h = 0.0). The enhanced results indicate that the same
maximum displacement as previously is reached under tension. Under compression, on
the contrary, damage does not evolute and the original stiffness is reobtained leading to
reduced plastic deformations. Thus, the zero position of the free vibration is different
from the zero position of the free vibration shown in figure 7.10a.
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Figure 7.10: Inelastic response for different material behavior considering:
(a) damage evolution and reduction of stiffness under tension and compres-
sion,
(b) damage evolution and reduction of stiffness only under tension
The influence of damage on further loading situations
After earthquakes, structures are subjected to their service loads. If an earthquake
has caused damage to a structure, the structural behavior deviates from the behavior
of the undamaged structure. In order to evaluate the influence of damage caused by
earthquakes on structural performance, the cantilever described in figure 7.8 is investi-
gated under constant loading in z-direction. The loading represents a total wind force of
P = 325 N, which is assumed to act on the top of the cantilever. The top displacement
of the undamaged cantilever due to the static load is w = 0.301 mm. Table 7.3 presents
the percentaged deviations of top displacements of predamaged cantilevers from the top
displacement of the undamaged cantilever. As predamage two different values of damage
with different volume percent are considered in which damage is assumed to be evenly
spread across the cross-section.
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D=0.1 D=0.5
1 vol-% at the base 0.7 % 9.0 %
10 vol-% at the base 6.3 % 81.4 %
10 vol-% in the middle 1.7 % 18.6 %
100 vol-% 23.6% 300.3%
Table 7.3: Increase of top displacement in % due to damage
It can be seen that the top displacement is affected by the amount of damage and the
volume percent of damaged material. Increasing amount or volume of damage leads to
bigger top displacements. Service loads, which after an earthquake only activate elastic
material behavior, thus result in bigger deformations, which influence the structure’s
serviceability but are not critical in view of structural collapse. However, service loads,
which incipiently led to elastic material behavior, may cause inelastic material behavior
after an earthquake, since damage reduces the yield surface. If the material behaves in-
elastically, damage increases further, which is again connected with bigger deformations
and a reduction of the yield surface, and can finally lead to the structure’s exclusion
from further use.
The influence of the time-step width
The accuracy of time integration methods is strongly connected with the selection of
an appropriate time-step width. While different recommendations can be found in lit-
erature concerning structures subjected to pulse-shaped, harmonic, rectangular, or tri-
angular loading conditions, no consistency is given for the choice of the time-step width
for structures subjected to earthquakes. In this section different time-step widths are
investigated in order to find a suitable criterion for the selection of the time-step width
at seismic loading for further investigations.
In literature, different proposals for the ratio T
∆t
for the analysis of structures subjected
to earthquakes can be found. While Lee and Fenves [79] use a ratio of T
∆t
= 70 in order
to investigate the behavior of concrete dams subjected to earthquakes, Cervera et al.
[21] base their calculation on a ratio of approximately T
∆t
= 160. For the investigation
of reinforced concrete frames under seismic loading Faleiro et al. [46] employ a ratio of
T
∆t
= 18. An error estimation for different ratios T
∆t
was not performed in either of the
three cases.
In order to evaluate the influence of the time-step width for seismic excitation, the can-
tilever described in figure 7.8 is subjected to the north-south component of the Kobe
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earthquake from 1995 (see figure 7.12). Linear elastic material behavior and a neglec-
tion of damping is assumed. The original acceleration record has a time-step width of
∆t = 0.02 seconds. The cantilever is loaded in x-direction so that the time-step width
has to be related to the first eigenfrequency in x-direction fI,x = 9.78 Hz. Considering
the first vibration period T = 1/fI,x ≈ 0.1 seconds, six calculations are performed using
different ratios T
∆t
. Figure 7.11 represents the results by comparing the maximum top
displacement of the solution under investigation with the maximum top displacement of
the reference solution with the ratio T
∆t
= 200. It can be seen that calculations performed
with ratios T
∆t
= 50 and T
∆t
= 100 both obtain results close to the reference solution.
Ratios of T
∆t
= 5, T
∆t
= 10, and T
∆t
= 20 are not recommended for elastic analysis of the
structure subjected to the Kobe earthquake.
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Figure 7.11: Squared error of maximum displacement for different ratios T
∆t
Another factor which should be considered if the time-step width is not small enough
in order to produce a negligible error, is the relation between the eigenfrequency of the
structure and the frequency content of the earthquake. Due to the elongation of vi-
bration period using the Newmark method, the eigenfrequency of the structure may be
shifted towards frequencies with high energy in the frequency content of the earthquake.
Thus, resonance may occur.
Due to the analysis of figure 7.11, a ratio of period and time-step width of T
∆t
≥ 50
is proposed for elastic calculation steps. An adaptive time-step reduction is suggested
for inelastic material behavior which is based on a check of convergence of the Newton-
Raphson approach. For a realistic description of structures, damping is considered which
additionally reduces the effects of resonance in case the eigenfrequency of the structure
falls into the range of the frequency content of the earthquake.
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7.6 3D-columns under seismic excitation
In the following, structures subjected to seismic loading of the Kobe earthquake from
1995 are evaluated in terms of damage and stability. The selected acceleration record
of the north-south component of the Kobe earthquake is shown in figure 7.12. The
acceleration record has a length of 40 seconds but the strong motion duration, which can
be determined via the Arias intensity [135], is only about 8.4 seconds and is indicated by
dotted lines. The sampling frequency of the acceleration record is 50 Hz. The magnitude
on the Richter-scale of the Kobe earthquake is 6.9 and the peak ground acceleration is
about 0.8 g.
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Figure 7.12: Acceleration record of the north-south component of the Kobe earthquake
(1995)
The selection of the examples, which are used within this work in order to assess struc-
tures under seismic action, is based on some important limiting factors. The limiting
factors aim at a small computation time and comprise the choice of structure, dimen-
sioning, and discretization. Therefore, cantilevers are investigated. In order to assess
different vibration behaviors, two cantilevers are considered. The first cantilever has a
symmetric cross-section (IPE 80 profile, see figure 7.13a). Since the investigations as-
sume that the north-south component of the Kobe earthquakes acts parallel to the web
of the profile, the cantilever with symmetric cross-section is only subjected to bending.
The second cantilever has an unsymmetric cross-section (U 80 profile, see figure 7.13b)
in order to induce both bending and torsion.
Following the investigations in the last preceding section, a ratio T
∆t
≥ 50 is used for
calculating the elastic structural response under seismic loading. An additional mass
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cross-sections: 
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Figure 7.13: Geometries of the cantilevers: (a) IPE 80, (b) U 80
representing connected structural members is assigned to the top of the cantilever. The
mass leads to a reduced eigenfrequency and larger top displacements causing inelastic
deformations at the base of the cantilever. The eigenfrequency of the fundamental mode
in x-direction is adjusted by means of the masses in order to obtain equal fundamental
frequencies for both profiles. The time-step width, here set to ∆t = 0.01 seconds,
is decreased for time-steps with inelastic material behavior controlled by a check of
convergence.
The following examples show columns with a length of 5 meters and either symmetric
(IPE-profile) or unsymmetric cross-section (U-profile), which are subjected to seismic
loading. The internal length is set to lc = 3.5 mm in order to exceed the maximum
element size of 3.2 mm at the base of the structure where damage will occur. The crack
closure parameter is assumed to be h = 0.5 in order to bisect the influence of damage un-
der compression. The parameters for Newmark integration are set to γ = 1
2
and β = 1
4
,
which guarantees amplitude conservation. The Rayleigh damping parameters, which
can be approximated using the eigenfrequencies of the structure and the damping ratios
of the material, are determined as cα = 0.01 and cβ = 0.001 (see equation 5.34 and 5.35).
7.6.1 3D-column with symmetric cross-section
First, the structure with symmetric cross-section (IPE profile) is subjected to seismic
loading. The column is excited by the north-south component of the acceleration record
of the Kobe earthquake from 1995 which acts parallel to the web. The accelerations
create inertial forces that cause the cantilever to vibrate.
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Figure 7.14: Displacement at the top of the column (IPE profile) and evolution of the
global damage index GDIIII due to the 1995 Kobe earthquake
Figure 7.14 shows the evolution of the displacement at the top of the column and of the
global damage index GDIIII following equation (4.115). The displacement record can be
divided into a forced vibration and a free vibration. During the forced vibration, which
takes place roughly between 7−15 seconds, a maximum top displacement of about 44 cm
is reached. The free vibration following the earthquake reveals the first eigenfrequency
f = 0.6 Hz of the structure. The amplitude of the free vibration is decreasing due to
damping. The structure shows a slight permanent deformation of 3 cm, since the free
vibration does not occur around its zero position.
The evolution of the global damage index shows that the index increases rapidly for
big top displacements. During the free vibration, the index only increases slightly, since
the excitation decreases and damping leads to reduced displacement amplitudes. Figure
7.14 also reveals that damage increases only under tension. While the displacement
amplitudes increase continuously, the index evolutes for both positive and negative dis-
placements as soon as the absolute value of displacement exceeds the previous absolute
maximum value. After the absolute maximum displacement of about 44 cm has been
reached, a further increase of the index only takes place for displacements which occur in
the same direction as the absolute maximum displacement. This is due to the fact that
the index GDIIII reflects the maximum obtained amount of damage whose location of
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occurrence is fixed with the tension side during the absolute maximum deformation. At
the end of the earthquake the index yields a value of 0.071. Following the interpretation
proposal for the globale damage index GDIIII made in chapter 4.5, this indicates that
the column is only slightly damaged and is still in a serviceable condition.
Reliability analysis of structures requires the assessments of structural responses caused
by a multitude of different loading histories. In order to investigate the vibration behav-
ior due to varying loading conditions within this work, the cantilever is subjected to a
synthetic acceleration record. According to Chiostrini & Facchini [28], the acceleration
record is modeled as a stationary process using stationary noise multiplied by a specific
function of time, called envelope, which includes information about the original acceler-
ation record. The synthetic acceleration record represents an earthquake with the same
intensity as the Kobe earthquake and is depicted in figure 7.15. While the peak ground
acceleration is considerably smaller (PGA = 0.5 g), the strong motion duration, which
is indicated by dotted lines, is longer (12.4 seconds).
The top displacement of the column clearly represents the different character of the
synthetic earthquake. The excitation increases slower than for the Kobe earthquake and
does not coincide with the first eigenfrequency of the structure at the beginning. During
the second half of the strong motion period the excitation amplifies the vibration in
the first eigenmode which leads to high values of top displacement. The maximum top
displacement is reached after 12.7 seconds and is about 30 cm. After the strong motion
period the vibration is only slightly influenced by the acceleration values and the free
vibration, which is decreasing due to damping, starts. The column shows a permanent
deformation of approximately 1.5 cm.
The evolution of the global damage index corresponds to the development of top dis-
placement and increases for high amplitudes. Again it can be seen that the index only
evolutes under tension. At the end of the earthquake the index yields a value of about
0.035. This corresponds to a slightly damaged but still serviceable condition. In com-
parison with the damage state of the structure after the Kobe earthquake, the synthetic
earthquake causes a smaller amount of damage.
7.6.2 3D-column with unsymmetric cross-section
Finally, a three-dimensional column with unsymmetric cross-section (U-profile) is sub-
jected to seismic loading. The excitation by the measured acceleration record of the
north-south component of the Kobe earthquake from 1995 acts again parallel to the
web. Structures with unsymmetric cross-section, where the loading is not acting on the
shear center as it is the case for seismic excitation, exhibit bending as well as torsion.
Figure 7.16 shows the results obtained for the column. Besides the displacement in
z-direction, the displacement in y-direction of the top of the flange is depicted. The
vibration in z-direction shows a similar displacement development as the IPE profile
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Figure 7.15: Displacement at the top of the column (IPE profile) and evolution of the
global damage index GDIIII due to a synthetic acceleration record with the
same intensity as the 1995 Kobe earthquake
with an eigenfrequency of fB,z = 0.6 Hz and a maximum displacement of 44 cm. The
vibration in y-direction indicates a superposition of three modes. The mid frequency
mode corresponds to a twist in accordance with the bending mode in z-direction while
the high frequency mode (fT = 2.4 Hz) is induced by torsion. The low frequency mode
corresponds to a bending vibration in y-direction (fB,y = 0.13 Hz) which is induced by
the seismic excitation due to the unsymmetric cross-section. The superposition of the
three modes yields a maximum displacement in y-direction of 3.9 cm. After the earth-
quake, the higher frequency torsional mode is damped more quickly than the bending
modes, so that the twist during the free vibration is related to the bending vibration in
z-direction. It can also be seen that the column is permanently deformed. The perma-
nent deformation in z-direction is about 3 cm and in y-direction about 2.5 cm.
The evolution of the global damage index corresponds to the development of displace-
ment and shows that the index only increases under tension. The index reaches a value
of 0.068, which indicates that the column is slightly damaged and still serviceable.
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Figure 7.16: Displacements at the top of the column (U profile) and evolution of the
global damage index GDIIII due to the 1995 Kobe earthquake
The results for the column with unsymmetric cross-section subjected to the synthetic
acceleration record are shown in figure 7.17. The development of the top displacement
in z-direction confirms the observations already made for the IPE profile, namely the
amplification of the vibration in the first eigenmode during the second half of the strong
motion period. The maximum top displacement is about 30 cm. The development of
the top displacement in y-direction again shows the superposition of the bending modes
and the torsional mode. A maximum displacement in y-direction of about 1.4 cm is
obtained. Without excitation, it can be seen that the higher frequency torsional mode
is damped more quickly than the bending modes, so that the free vibration is mainly
characterized by a twist in accordance with the first bending vibration in z-direction.
After the synthetic earthquake, the column is permanently deformed in z-direction by
1.5 cm and in y-direction by 0.3 cm.
The evolution of the global damage index is again connected with the development of
displacement and reveals that the index only increases under tension. The index reaches
a value of about 0.031, which indicates slight damage and a still serviceable condition.
The comparison to the IPE shows that both structures suffer similar damages.
123
50
0
-50
2
0
-2
to
p
 d
is
p
la
ce
m
en
t
[c
m
]
y
-d
ir
ec
ti
on
z-
d
ir
ec
ti
on
y
z
1.5 cm
0.3 cm
0       5       10      15      20      25      30
time [sec]
0.04
0.03
0.02
0.01
0.0g
lo
b
al
 d
am
ag
e
in
d
ex
Figure 7.17: Displacements at the top of the column (U profile) and evolution of the
global damage index GDIIII due to a synthetic acceleration record with the
same intensity as the 1995 Kobe earthquake
Comments
The preceding investigations have shown that the proposed model is a powerful tool for
the prediction of seismically induced damage. The model provides information about
the vibration behavior and the evolution of the material condition. It permits to identify
the positions of damage and to quantify the amount of damage locally and globally.
The analyzed structures made of mild structural steel were subjected to two different ac-
celeration records, one representing the north-south component of the Kobe earthquake
from 1995 and one being a synthetic acceleration record. The synthetic record which is
based on the original Kobe record has the same intensity but shows a variation in the
time response. The peak ground acceleration of the synthetic record (PGA = 0.5 g) is
considerably smaller than the peak ground acceleration of the Kobe record (PGA = 0.8
g). In return, the strong motion duration of the synthetic record (12.4 seconds) is longer
than the one of the Kobe record (8.4 seconds). Regardless of these facts the structures
do not show the same amount of global damage after the earthquakes. This may be
due to the explosive excitations at the beginning of the Kobe earthquake which are not
present in the synthetic record. The Kobe earthquakes causes a strong increase in global
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damage within the first seconds of vibration since the explosive excitations lead to a
quick activation and amplification of the vibration in its first eigenmode combined with
inelastic deformations. The synthetic earthquake activates this vibration more slowly
and leads to smaller top displacements. Thus, less inelastic deformations occur and the
global damage index yields a smaller value than for the original acceleration record.
Investigations of the frequency content of both records confirm that frequencies close
to the eigenfrequency of the first vibration mode are contained three times stronger in
the Kobe record than in the synthetic record and underline that the amount of damage
in a structure subjected to an earthquake strongly depends on the relation between the
eigenfrequencies of the structure and the frequency content of the earthquake.
For both excitations the structures show only minor damage. On the one hand, this
is due to the simple structure of a cantilever, which was chosen in order to reduce the
computation time. More complex structures like frame structures have bigger masses
and exhibit higher stresses and damage in the area of connections under seismic action.
On the other hand, the damage parameters determine the amount of damage. A wider
basis of experimental investigations will allow a more accurate adjustment of the model
parameters including the size of the internal length.
Increasing computing power and high performance computations will additionally en-
able investigations of complex and therewith even more realistic examples including a
high fineness of discretization in space and time.
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8 Summary and outlook
In the past, earthquakes have caused immense damages to the human built environment
which created the need for tools being able to cope with the unpredictable nature of this
hazard. One fundamental tool helping to calculate the expected number of losses due
to seismic catastrophes and helping to make decisions to reduce the losses is risk man-
agement. The vulnerability assessment as part of seismic risk management comprises
mathematical tools for the prediction of seismic damage. The variety of methods in
order to assess structural vulnerability is wide and offers results with different accuracy
varying from simple practical approaches to complex numerical time domain analyses
under consideration of the required material behavior. Due to the increase of computing
power, methods based on numerical time integration become more and more practicable.
Into those models the material behaviour can be embedded with different approaches
up to an arbitrary level of precision.
Within this work, a new approach is developed in order to evaluate seismic damage of
steel structures using continuum damage mechanics and numerical time integration of
the equation of motion. The model uses the finite-element method for spatial discretiza-
tion while discretization in time is performed using the Newmark method. The material
model considers viscoplasticity, isotropic and kinematic hardening and ductile damage.
The approach is modeled within the framework of thermodynamics and is based on evo-
lution equations of internal variables which characterize the state of the material. The
time-dependent constitutive equations are solved with the implicit Euler approach.
The main focus of this work is on the description of damage evolution under seismic
loading. Since earthquakes cause large cyclic inelastic strains in the material, a ductile
damage evolution law is considered and extended in order to correctly represent damage
evolution due to alternating stress states.
Softening and damage are always accompanied by localization of the deformation field.
Within this work, the phenomenon of strain localization and its mesh-independent mod-
eling is taken into account by a nonlocal implicit gradient enhanced extension including
an additional partial differential equation for the nonlocal damage variable.
In order to assess not only the material behavior at the material points but also the con-
sequences for the whole structure, different global damage indices are investigated. The
global damage index proposed within this work is based on the eigenvalue decomposition
of the initial and the current stiffness matrix where the latter considers a reduction of
the modulus of elasticity due to damage.
Since models based on continuum damage mechanics have mainly been applied to me-
chanical engineering steel, the model is adapted in order to adequately represent the
special behavior of mild structural steel which is used for civil engineering steel struc-
tures. The model parameters are obtained from monotonic and cyclic tests on specimens
made of the structural steel S 355. In order to obtain a sufficient basis of experimental
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data new experiments have been conducted. The applied parameter identification pro-
cedure is based on genetic algorithms.
After a suitable set of model parameters has been identified, the ability of the model
is shown by means of different tests under static and dynamic loading conditions. The
accuracy of the damage model is proven by tests on CT-specimens and comparison with
experimental data. Cyclic tests on simple specimens are used in order to estimate the
material behavior under alternating tension and compression. The combination of dam-
age and structural dynamics is evaluated using cantilevers. Finally, three-dimensional
structures under seismic loading are analyzed and assessed with respect to damage and
stability using the newly defined global damage index.
The results indicate that the proposed model is a valuable tool for predicting damage
in steel structures and can be of great help in order to evaluate the vulnerability, safety,
and residual life time of steel structures after seismic excitation.
Future trends towards increasing computing power and high performance computations
using e.g. parallel computing will allow the investigation of complex three-dimensional
structures and improve the practicability of the proposed model. Especially for irregular
structure where simplified approaches cannot be applied, the model is of great benefit.
Further requirements and extensions can easily be embedded into the model.
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