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It is shown that Mangasarian’s general iterative algorithm for solving the 
symmetric linear complementarity problem can be extended for solving generalized 
linear complementarity problems. The crucial feature of our generalized algorithm 
is monotonicity. With this property, we can prove the convergence. Finally the 
algorithm is tested for a singular stochastic control problem. IF’ 1989 Academic Press, 
Inc 
1. INTRODUCTION 
A unified treatment is given in Mangasarian [4] for iterative algorithms 
for the solution of the symmetric linear complementarity problem 
Mx+q>O, x20, x=(MX+q)=o, VP) 
where M is a given n x n symmetric real matrix and q is a given n x 1 
vector. Such an (LCP) is known to be equivalent to the following 
constrained quadratic programming problem: 
Minimize ix TMx + q Tx, subject to x30. 
Mangasarian’s general fundamental iterative algorithm for solving 
(LCP) is given by 
x0 3 0, 
X k+‘=IJXk-e&(MXk+q+I?(Xk+‘-xk))]++(l-A)Xk, k=O, I,..., 
where 
lx)+ stands for the positive part of x; 
O<l<l, o>o; 
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{ Ek} and { Kk} are bounded sequences of positive diagonal matrices, and 
of strictly triangular matrices in R”““, respectively, such that 
Ek > cd 
for some CI > 0, and for some y > 0, 
yT[(kuEk)-‘+Kk-$41 y3yllyll*, Vk and Vy E R”. 
This algorithm includes extensions of the Jacobi, Gauss-Seidel, and non- 
symmetric and symmetric successive over-relaxation methods for solving 
(LCP). Mangasarian’s proof of convergence is essentially based on the 
symmetry of 44. However, Ahn [l] used different arguments (mainly a 
contraction type of argument) to show the convergence in the case of non- 
symmetric M. 
We are interested in solving the generalized linear complementarity 
problem (cf. Cottle and Dantzig [3]) 
A,X+qj>O, j= 1, . . . . m 
min{Ajx+qj:j=l,...,m}=O. 
(GLCP) 
Such a problem could be reformulated as an implicit complementarity 
problem (cf. Pang [6,7]). However, we are not going to use such a 
reformation. 
Discretization of Hamilton-Jacobi-Bellman equations in different areas 
of control theory results in such generalized linear complementarity 
problems. On the other hand, the dynamic programming equations in the 
control of finite state Markov chains are also of this type (cf. White [lo]). 
Therefore, developing efficient algorithms for (GLCP) is of both theoretical 
and practical importance. 
In this article, we will mainly discuss one particular issue; that is, how 
can Mangasarian’s general iterative algorithm be adopted to solve 
(GLCP)? Let us state the following generalization of Mangasarian’s 
algorithm first: 
Take an initial guess x0, 
X k+‘=I max {xk-cojE~(A~jxk+q,+K~(xk+l-xk))}+(l -l)xk, 
l<j<m 
(1.1) 
k=O, l,.... 
This algorithm clearly becomes Mangasarian’s general algorithm when 
(m=2) 
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A,=M, YI =Y? to, = 0, E’; = E’, K’; = Kh 
A?= 1, q,=Q w2= 1, E:=I, _ KI:=O 
x0 3 0. 
With application problems in control in mind, we are not going to 
assume that the matrices A, are symmetric. It seems that Mangasarian’s 
proof or Ahn’s proof can not be directly generalized to the case of (GLCP) 
without very stringent assumptions. So we will not try to follow along the 
lines of their arguments to show the convergence of the general iterative 
algorithm (1.1) for. (GLCP). Instead, we will impose some additional 
minor conditions on the initial trial x0 in order to get the monotonicity of 
subsequent iterates and possibly the convergence. That is basically what 
Section 2 is about. In Section 3, we solve one of the singular stochastic 
control problems introduced in Sun [9] by means of the proposed iterative 
algorithm. 
2. CONVERGENCE 
In this section, we discuss the convergence of algorithm (1.1) and some 
related issues. 
LEMMA 2.1. (GLCP) is equivalent to 
x=2 max {x-wIE~(Ajx+qj)} +(l -2)x. 
l<j<m 
Proof: The proof is straightforward. [ 
COROLLARY 2.1. If algorithm (1.1) generates a convergent sequence 
(xk}, then the limit of {x”} has to be a solution to (GLCP). 
We now impose the following basic assumptions (j= 1, . . . . m, 
k = 1, 2, . ..). 
Ai(i, i) 2 0, Vi, j and Ai(i, k),<O, Vj,i#k. (2.1) 
Write 
Aj= D,- Li- U,, j=l , . . . . w  
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where 0, are diagonal matrices, L, strictly lower triangular matrices, and 
U, strictly upper triangular matrices. 
E; are positive diagonal matrices independent of k. 
(So we will write E, instead of Ef .) (2.2) 
Either KT = -L, Vj and k, or Kf = -U, Vj and k, or 
Kf = 0, Vj and k. 
(So we will write K, instead of K,k.) (2.3) 
I-w,E,D.,>O, Wi>O. (2.4) 
O<A<l. (2.5) 
THEOREM 2.1. Under assumptions (2.1 t( 2.5), algorithm ( 1.1) generates 
an increasing sequence of vectors if its initial guess x0 satisfies 
min {A,X”+qj}<O. 
IG/Srn 
(2.6) 
Thus {x”} has at most one accumulation point. Zf the accumulation point 
exists, it has to be a solution to (GLCP). 
Proof: First of all let us observe that 
min {A,x”+q,} GO 
lGJGt?l 
is equivalent to 
x0< l~,?:m {x0-wjEj(Ajxo+qj)}. 
. . 
To show the monotonicity of {xk}, we first show that if 
min{Alxk+qj} 60 then xk<x k+ ’ for any fixed k. In fact in this case we 
have 
xk < max {xk-WjEj(AJXk + q,)}, 
I CJ<m 
and 
X k+‘=/2 max {xk-w,iEj(Ajxk+qj+Ki(xk+l-xk))}+(l-;l)~k, 
l<j<m 
Consequently, we obtain 
xk-xk+I<l max {uI,E,K,(x~+~-x~)}, 
l<j<m 
409’144G12 
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from which we conclude that 
xh - xh + ’ < 0. 
Next we would like to show that if xk < xh + ’ and min{ A,.@ + y,) d 0 
then 
min{Ajx”+’ +yj} GO. 
It suffices to show that 
xk+‘< max {xk+‘-cO,Ej(Ajxk+‘+q,)}. 
1 </SW! 
(2.7) 
Let 
Hj(X)=X-COjEj(AjX+q,) and &=xkfI-xk, 
Then we have 
Xk d ly,f2m Hj(Xk) 
. . 
X k+‘=i max {II,(ojEjKj6x}+(1-3,)~~. 
l<j<m 
Therefore it can be shown that (2.7) is equivalent to 
max{ Hj(xk) - ojEjKj 6x) 
- max{Hj(xk) + (I- wjEjA,) 6x) G 6 x (1 - 2)/A. 
The left-hand side of the last inequality is bounded from above by 
max{ -wjEjKj6x-- (I-o,E,A,) 6x). 
Now for each j, we can show 
under the given assumptions. This completes the proof of (2.7). 
With the above results, the monotonicity follows by induction. 
The last part of the theorem follows from Lemma 2.1. i 
To ensure the convergence of our algorithm, the monotonicity property 
is not enough. Let us introduce an additional assumption below: 
For any j= 1, . . . . m, each row of Aj is strictly diagonally 
dominant. (2.8) 
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THEOREM 2.2. Under all the assumptions made so far, (GLCP) has a 
unique solution. For any vector y in the feasible region and any x0 satisfying 
(2.6) 
xO<x’< ... QXk<Xk+‘< ... <y. 
Therefore, the solution to (GLCP) can be obtained in the limit by our 
algorithm ( 1.1). 
Proof: First we see that under assumption (2.8) it is always possible to 
find an initial guess x0 satisfying (2.6). In fact, since A, is strictly diagonally 
dominant, A, is nonsingular. In this case we may just take x0 = A;‘q,. 
Then we observe that the feasible region is not empty since (c, . . . . c) is in 
that region for sufficiently large c. 
To complete the proof of the theorem, it remains to show that xk 6 y 
(Vk) for any feasible vector y and any sequence (x”) generated by our 
algorithm. We notice that 
Ya max {Y-wjEj(AjY+qj)}, 
l<j<m 
and 
xk< max {Xk-WjEj(AjXk+qj)l. 
I<j<m 
Hence if we let d = xk - y, we get 
ddmax{(Z-o,EjA,) d). 
Let 
d, = max d;, 
[(I- w,,E,A,) d](i,) = max[(Z- ojEjAj) Q(i,), 
where v(i) stands for the ith component of vector a. Then we obtain 
Aj,(io, io) - C (-Ajo(io, t)) di,,dO. 
t+ilJ 1 
Hence 
Finally the boundedness of {x”} implies its convergence in view of 
Theorem 2.1, and the uniqueness is obtained by taking any two solutions 
as x0 and y in the arguments above. 1 
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Now we have proved the convergence of Mangasarian’s general iterative 
algorithm for (GLCP). Besides the additional assumption (2.8) the choice 
of the initial guess seems to be critical. Condition (2.6) guarantees the 
monotonicity of iterates {.Y” ), while (2.8) ensures the boundedness of [.Y” ). 
Condition (2.6) can be easily satisfied. For example, if for each i = 1, . . . . n, 
there exists j; in { 1, . . . . m} such that A= [A,~(~,.)...A,~(~z,.)]~~ is non- 
singular, then x0 = -A ~ ‘q satisfies (2.6) where q(i) = qj,(i). In particular, 
x0 can be similarly chosen if (2.9) below is assumed. 
For any i = 1, . . . . n, there exists aj in { 1, 2, . . . . m} such that 
the ith row of A, is strictly diagonally dominant. (2.9) 
In fact, the convergence of algorithm (1.1) can also be ensured if assump- 
tion (2.8) is replaced by its much weaker version (2.9), as long as we 
impose a slightly stronger condition on x0. 
THEOREM 2.3. Under assumptions (2.1))(2.5), algorithm (1.1) generates 
a decreasing sequence of vectors if its initial guess x0 satisfies 
min {A,xO+q,} 30. 
I</<rn 
(2.10) 
Zf; in addition, (2.9) is assumed and (GLCP) is feasible, then a solution to 
(GLCP) exists and is unique. Furthermore, {x” 3 converges to the unique 
solution. 
Proof: The monotonicity of {x”} can be proved as in the proof of 
Theorem 2.1. We just need to show that if xk satisfies (2.10), then 
.xka.,@+’ and xk + ’ also satisfies (2.10). 
We skip further details of the proof for the above result. To ensure the con- 
vergence of {xk}, we just need to show that {x”} is bounded from below 
under assumption (2.9). 
As mentioned above, each xk satisfies (2.10). Let 
xfb=min{xt: 1 <i<n}. 
Let j, be the smallest j mentioned in assumption (2.9) corresponding to i,. 
Then (2.10) implies that 
Aj,(i,, io)xfO- C (-A,(i,, i))xf+qjo~o. 
I # io 
MONOTONE ITERATIVE ALGORITHM 481 
It follows that 
xf 3 xfx 2 - 4,” 
‘[ 
A.jo(iOY iO) - 1 IAjotiO? i)l 
i# io 1 
3 min 
i /L 
-4jo Ajo(i03 iO)- C IA,,ti03 i)l . 
l<Q<~ 
I # ‘0 I> 
The existence and the uniqueness of the solution to (GLCP) under the 
present assumptions can be obtained as in Theorem 2.2. m 
COROLLARY 2.2. All the conclusions in Theorem 2.3 hold if (2.9) is 
replaced by (2.11) below. 
There exists at least one j such that A, is a Minkowski 
matrix. (2.11) 
Proof. It suflices to note that in this case we can get 
xk 2 -A,?qi for the j given in (2.11). 1 
Condition (2.10) is equivalent to the feasibility condition. Clearly (2.10) 
is stronger than (2.6). However, several algorithms for generating a feasible 
point x0 are available. One well-known algorithm is the linear program- 
ming algorithm. For some other algorithms one may see Bregman [2] and 
Motzkin and Schoenberg [S]. We are not going to discuss this issue any 
further. 
There are several parameters in algorithm ( 1.1). One important question 
is: What are the “optimal” values of those parameters? Here the optimality 
is defined in terms of the speed of convergence of {x”}. In the cases of 
[ 1, 43, nothing affirmative can be said about the optimality. In our case, 
thanks to the established monotonicity of iterates, we can answer the above 
optimality question partially in the following proposition. 
PROPOSITION 2.1. (a) When co], E,, and K, are fixed, the best value of 
1 is 1 ifx’ satisfies either (2.6) or (2.10). 
(b) When i, E,, and K, are fixed, the largest wj satisfying (2.4) are 
best for the convergence of decreasing iterates. 
(c) When 1, oj, and E, are fixed, Kj = -L, (or - 17,) is better than 
K,=O for j= 1, . . . . m, zf x0 satisfies either (2.6) or (2.10). 
Proof: We just prove part (a) for the case when x0 satisfies (2.6). The 
other conclusions can be justified in a similar manner. Let 
ZOZXO 
z k+’ = max (z~-~J~E~(A~z~+~~+ Ki(zk+’ -z”))), k=O, 1, . . . 
IGj<m 
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We would like to show that 
:k 3 .yh for all k. 
By the mathematical induction, it suffices to show that 
z”>.rk implies ?+‘>xk+‘. 
Since xk + ’ 3 xk, we obtain from ( 1.1) that 
xk+‘~max{xk-~,E,(A,xk+q,+Kj(xk+‘-~k))} 
If we let dk=xk-zk and jikf’=xk+‘-zk+‘, we get 
6k+‘~max{6k-~,Ej(A,6k+Ki(~k+L-~k))} 
=max{[I-wjE,A,+ojEjKj] dk-ojEjKjiik+‘) 
<max{ -w,EiKjdkf’}. 
Therefore dk + I < 0. 1 
3. A TEST PROBLEM IN CONTROL THEORY 
One of the singular stochastic control problems in bounded intervals 
introduced in [9] can be studied by the following dynamic programming 
equation: 
-a2/2ii-gli+ctu~f,ti~ -4, O<x<l 
(-o2/2ii-gti+ctu-f)(ti+qq=O, O<xtl (3.1) 
40) = bw), u(l)=ll/(l). 
As a test problem, we take the first example given in [9]. That is, 
a(.)= 1, $(O)=O, $(l)=$, cc=o, fj(.)=O 
f(x) = x2, g( ) = 0. 
We divide [0, l] into 32 equally spaced subintervals, then discretize all the 
derivatives in (3.1) as in [8] to get the following discretized version: 
UI = VW), Q=*(l) (3.2a) 
[ui-~~,(i)uj-,-~~(i)u,+~-cr,(i)][u,-ui+,-~iAx]=O (3.2b) 
ui-P-l(i)ui l-Bl(i)uf+I Gcllli) (3.2~) 
U;-U,+1<4iAX, i=2 , . . . . 32. (3.2d) 
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We can easily take a matrix A 1 and a vector q, such that A I u + q 1 2 0 
is related to (3.2a) and (3.2c), where u = ( -ul, . . . . -uj3). Similarly, A, and 
q2 can be chosen so that (3.2a) and (3.2d) are represented by A,u + q2 z 0. 
Then (3.2) is equivalent to the generalized linear complementarity problem 
A,u+q,>O, A>v+qz>O 
min{A,v+q,, A,o+q,} =O, 
TABLE I 
Solution of Test Problem 
i u,= -v, 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
.oooooO 
.012406 
.024810 
.037205 
.049583 
.061930 
.074228 
.086455 
.098588 
.110596 
.122447 
.134106 
.145531 
.156679 
.167501 
.177941 
.187961 
.197484 
.206453 
.214802 
.222459 
.229351 
.235400 
.240523 
.244637 
.247650 
.249470 
.250000 
.250000 
.25OOQO 
.250000 
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which can be solved by our iterative algorithm (1.1). To implement that 
algorithm, let us take i. = 1. w, = (IJ~ = 0.95, K, = -(I,, K2 = - I',. 
E, = E, = I, 1%’ = -A, ’ yz. After 500 iterations. the I ’ error of successive 
iterates becomes about $x 10 5. The final t: is presented in Table I along 
with free boundary checking in Table II. With those numerical results, an 
approximate optimal control policy can be stated as in [9] with the free 
boundary being a single point .Y = g. 
TABLE II 
Free Boundary Checking for Test Problem 
i D,(i)l”’ Dz(i)‘h’ 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
!’ 
32 
.OOQo2 - .39692 
.oool7 -.396X’ 
a0033 p.39610 
a0048 - .39509 
00063 - .39353 
00077 p.39128 
.00090 - .38823 
00102 - .38426 
a0113 -.31925 
.00123 - .37307 
00130 ~ .36560 
a0137 -.35613 
a0140 - .34632 
a0145 - .33427 
a0144 - .32045 
00143 - .30473 
.00140 -.28701 
.cOl35 -.26715 
00128 - .24503 
.00118 - .22055 
.00109 -.19356 
.00095 -.16396 
00082 -.13162 
a0067 - .09642 
.OQO50 - .05824 
a0034 -.01696 
- .4405 1 .ooooO 
- .I6563 .OOOOO 
-.82129 .ooooO 
-.87891 .OOOOO 
- .93848 .00000 
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