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Abstract
Moderate deviations limit theorem is proved for quadratic forms in zero-mean Gaussian stationary pro-
cesses. Two particular cases are the cumulative periodogram and the kernel spectral density estimator. We
also derive the exponential decay of moderate deviation probabilities of goodness-of-ﬁt tests for the spectral
density and then discuss intermediate asymptotic efﬁciencies of tests.
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1. Introduction
Let {Yt : t ∈ Z} be a (real-valued) zero-mean stationary process with autocovariance function
R() = E[YtYt+] = R(−),  ∈ Z. We assume that R(·) has representation
R() =
∫ 
−
f ()ei d
in terms of a spectral density (2-periodic, nonnegative and even) function f ∈ Lf [−, ] for
some f ∈ [1,∞], where i =
√−1. We denote by L(f,) the spectral average with a given
2-periodic function  ∈ L [−, ],  ∈ [1,∞];
L(f,) =
∫ 
−
()f () d,
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where 1/f + 1/1/2 (e.g. [2]). Without loss of generality, () is assumed to be even.
Otherwise, one can consider {() + (−)}/2 in place of (), since the spectral density f ()
is even. Based on the data Y1, . . . , YT of length T, statistical estimates for the quantities L(f,)
and f (), with  being the frequency at which f is assumed to be continuous (hence estimating
the value of f ()makes sense), are usually expressed as the weighted integral of the periodogram
IT () = 12T
∣∣∣∣ T∑
t=1
Yte
it
∣∣∣∣2 = 12T
T∑
s,t=1
YsYte
i(s−t). (1)
That is,
L(IT ,) =
∫ 
−
()IT () d (2)
and
f̂T () =
∫ 
−
KT (− )IT () d, (3)
where the spectral window KT (·) is assumed to be 2-periodic and even, depending on smooth-
ing parameter MT which is a positive real number tending to inﬁnity at a suitable rate (at
least slower than T). Since f (·) and f̂T (·) which we consider are 2-periodic and even, it is
sufﬁcient to conﬁne ourselves to the study of the interval 0. Asymptotic normality of
T 1/2{L(IT ,) − L(f,)} and (T /MT )1/2{f̂T () − f ()} has been established under various
regularity conditions (see [4,11, Chapter 5, 24, 15,2], among others). Various asymptotic statisti-
cal analyses of stationary processes, including stationary long memory processes, have received
a great deal of attention (see [22,1,34,12,9,38] and references therein). We now mention addi-
tional works only. Bentkus and Rudzkis [8] and Janas [26] obtained the Edgeworth expansions
for the distributions of T 1/2{L(IT ,) − L(f,)} and (T /MT )1/2{f̂T () − f ()}. Velasco and
Robinson [39] studied the Edgeworth expansion for the joint distribution of T −1/2∑Tt=1 YT and
(T /MT )
1/2{f̂T (0) − E[f̂T (0)]} and gave the Edgeworth expansion for the distribution of the
studentized sample mean {2T f̂T (0)}1/2∑Tt=1 Yt by using the result of Chibisov [14]. Taniguchi
et al. [37] developed the higher-order asymptotic theory of minimum contrast estimators based
on f̂T (·).
Besides the central limit theorem (CLT)which is concernedwith the probability that the normal-
ized random variable T 1/2{L(IT ,)−L(f,)} or (T /MT )1/2{f̂T ()−f ()} lies in the interval
of R, the study on the tail probability ofL(IT ,)−L(f,) or f̂T ()−f (), without normalizing
factor T 1/2 or (T /MT )1/2, respectively, is also important, since it providesmore informations than
the convergence in probability; L(IT ,)
p−→ L(f,) and f̂T () p−→ f (). Bentkus et al. [6],
Bentkus and Rudzkis [7,8], Rudzkis [35] and Bentkus [5] essentially used the followingmethod of
cumulants due to Saulis and Statulevicˇius [36]: if higher-order cumulants of random variable WT
with E[WT ] = 0 and E[W2T ] = 1 satisfy Cumn[WT ](n − 1)!n−2T (n3) for some T > 0,
then P [±WT x] exp{−(x2/2)G(x/T )}, where G(t) = 2t−2{t − log(1+ t)}, t > 0. On the
other hand, the so-called large deviation principle (LDP) can be deduced from an information
on the convergence of properly scaled cumulant generating function, together with some regular-
ity conditions of its limit function (e.g. [17, Section 2.3, 23, Chapter V]). In this manner, under
the Gaussianity, Bercu et al. [10] and Bryc and Dembo [13] established the LDP for quadratic
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forms in zero-mean stationary processes with spectral density f ∈ L∞[−, ]. Especially, in
the particular case where  ∈ L∞[−, ] is nonnegative and satisﬁes sup∈[0,]{()f ()} =
{sup∈[0,] ()}{sup∈[0,] f ()}, they showed that
lim sup
T→∞
1
T
logP {L(IT ,) − E[L(IT ,)] ∈ C} − inf
x∈C
I (x) (4)
for any closed set C of R, and
− inf
x∈O
I (x) lim inf
T→∞
1
T
logP {L(IT ,) − E[L(IT ,)] ∈ O} (5)
for any open set O of R, where
I (x) = sup
s∈R
[
xs −
∫ 
−
{s()f ()} d
]
,
with (x) = −x − (4)−1 log(1 − 4x) if x < (4)−1 and ∞ otherwise. See also Zani [42] for
recent developments in Gaussian locally stationary processes. As in Nikitin [33], who dealt with
Bahadur’s [3] asymptotic efﬁciencies of nonparametric tests in the IID setting, the LDP enables
us to compute the so-called Bahadur exact slope of test statistic. Recently, Kakizawa [27] applied
(4) and (5) with the case  ≡ 1 to discuss asymptotic efﬁciency of some goodness-of-ﬁt tests for
the spectral density.
Taking account of these results, we are interested in the asymptotic of
logP [nT {L(IT ,) − E[L(IT ,)]} ∈ ·],
where the factornT tends to inﬁnity asT → ∞but is slower than the normalizing factorT 1/2 in the
CLT. The tool used here is the Gärtner and Ellis theorem (e.g. [17, Section 2.3, 23, ChapterV]).Al-
though their large deviation theorem, depending on rather intricate convex analysis consideration,
is quite general in its scope, we now recall the following simplest statement: if limT→∞ T (s) =
(s) ∈ R exists and is differentiable for all s ∈ R, whereT (s) = a−1T logE[exp(saTWT )], with
aT being a positive real number tending to inﬁnity as T → ∞, the random variable WT taking
values in R satisﬁes the LDP with the speed aT and the rate function∗(x) = sups∈R{sx−(s)},
x ∈ R, i.e., for any closed set C of R, lim supT→∞ a−1T logP [WT ∈ C]− infx∈C ∗(x), and for
any open set O of R, − infx∈O ∗(x) lim infT→∞ a−1T logP [WT ∈ O]. For the proof without
convex analysis consideration, we refer to Hollander [23, p. 55] for the upper bound and Ellis [18,
p. 233] for the lower bound. It is obvious that if a set  of R is a∗-continuity set in the sense that
infx∈o ∗(x) = infx∈ ∗(x) = ∗ (say), then limT→∞ a−1T logP [WT ∈ ] = −∗, where
o denotes the interior of ,  the closure of .We cite also Louani [30,31],Worms [41] and Gao
[19] for the LDP of kernel probability density estimator in the IID setting or the Nadaraya–Watson
estimator in the context of functional regression models (with functional autoregressive models
being handled as a particular case).
The paper is organized as follows. In Section 2, we present a general result for a centered
quadratic form WT of Gaussian stationary processes. A sufﬁcient condition under which WT
satisﬁes the moderate deviation principle (MDP), i.e., (bT /aT )1/2WT satisﬁes the LDP with the
speedaT , turns out to be the convergence of the normalized variancebT Var[WT ], as in the standard
proof of the CLT. In Section 3, we consider two particular cases of L(IT ,) − E[L(IT ,)] and
f̂T ()−E[f̂T ()]. Section 4 deals with the exponential decay ofmoderate deviations probabilities
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of several goodness-of-ﬁt tests for the spectral density, which is a modiﬁcation of Kakizawa [27].
As seen in Kallenberg [29], our MDP for quadratic forms is applicable as a tool for studying
asymptotic efﬁciency in Gaussian stationary times series, which is a moderate deviation scale
companion to Taniguchi and Kakizawa [38, Chapter 8] and Kakizawa [27] in the sense of Bahadur
[3]. Therefore, we also examine Kallenberg’s [29] intermediate efﬁciency of the Kuiper type test
with respect to the Kolmogorov–Smirnov type test for the spectral density. Finally, we mention
the MDPs of the tapered estimates.
Throughout this paper, let
ToepT (T ) =
(∫ 
−
T ()e
i(s−t) d
)
s,t=1,...,T
be a T × T matrix (we now call it a time-dependent Toeplitz matrix) associated with a sequence
{T (·)} of 2-periodic functions such that T ∈ L1[−, ] for all T ∈ N. In the particular case
where T (·) = (·), independent of T, ToepT () is called a T × T Toeplitz matrix associated
with a function (·), due to Grenander and Szegö [21, p. 63], in which the Fourier coefﬁcients of
 ∈ L1[−, ] is divided by 2 so that the associated function  should read as 2. Provided
that T () is even and nonnegative, ToepT (T ) is nonnegative deﬁnite (see Lemma B.1), hence
the symmetric square root ToepT (T )1/2 of ToepT (T ) is well-deﬁned. We deﬁne the spectral
norm for any m × n matrix A by ‖A‖sp = [supx∈Rn−{0} x′A′Ax/(x′x)]1/2, equivalently, ‖A‖2sp
is the largest eigenvalue of A′A. For the case A = A′ (m = n), we notice that ‖A‖sp is the
spectral radius 	(A) = maxj=1,...,n |j (A)|, where j (A) denotes the jth smallest eigenvalue
of A.
2. MDP for quadratic forms
In this section, we consider the centered quadratic form
WT = 1
bT
(Y′T QTYT − E[Y′T QTYT ])
in the vector YT = (Y1, . . . , YT )′ ∼ N(0,ToepT (f )). Here are our assumptions.
(A1) {Yt : t ∈ Z} is a zero-mean Gaussian stationary process with spectral density f (·), which
is assumed to be strictly positive.
(A2) bT is a positive real number tending to inﬁnity as T → ∞.
(A3)
 QT is a nonrandom T × T symmetric matrix such that
lim
T→∞
2
bT
tr[{QT ToepT (f )}2] = V ∈ [0,∞)
and
sup
T ∈N
1
b
T
‖ToepT (f )1/2QT ToepT (f )1/2‖spc ∈ [0,∞),
where 
 ∈ [0, 1/2).
Theorem 1. Suppose that (A1).(A3)
 hold for some 
 ∈ [0, 1/2), and that aT is a positive real
number such that 1/aT + aT /b1−2
T → 0 as T → ∞. Then, (bT /aT )1/2WT satisﬁes the LDP
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with the speed aT and the rate function JV (x) ≡ sups∈R(sx − s2V/2), x ∈ R, i.e., for any closed
set C of R
lim sup
T→∞
1
aT
logP [(bT /aT )1/2WT ∈ C] − inf
x∈C
JV (x)
and for any open set O of R
− inf
x∈O
JV (x) lim inf
T→∞
1
aT
logP [(bT /aT )1/2WT ∈ O].
Remark 1. There are several points worth noting regarding this theorem.
(i) If V > 0, then JV (x) = x2/(2V ) for all x ∈ R. Further, J0(x) = 0 if x = 0 and ∞
otherwise.
(ii) Theorem 1 (see also Theorem 3 of Section 3) is an extension of Bryc and Dembo [13],
who considered only the case where QT is the T × T identity matrix, bT = T and f ∈
Lr [−, ], r ∈ (2,∞] (in this case, (A3)1/r is veriﬁed with V = 4
∫ 
− f
2() d and
c = 2esssup∈[0,]f () if r = ∞ and (2)1−1/r [
∫ 
− f
r() d]1/r otherwise).
(iii) In addition to the conditions of Theorem 1, consider the nonrandom term T (inmany statisti-
cal applications, it is often thebias of the estimatorweconsidered), such that (bT /aT )1/2T →
 ∈ R as T → ∞. Then (bT /aT )1/2(WT + T ) satisﬁes the LDP with the speed aT
and the rate function JV (x − ), x ∈ R. Obviously, either case (a)  = ±∞ or (b)
lim infT→∞(bT /aT )1/2T < lim supT→∞(bT /aT )1/2T is out of scope from the Gärtner
and Ellis theorem. In Section 3, we will provide some conditions for the
ignorability of
Bias[L(IT ,)] ≡ E[L(IT ,)] − L(f,) = o((aT /T )1/2) (set bT = T )
or
Bias[f̂T ()] ≡ E[f̂T ()] − f () = o((aTMT /T )1/2) (set bT = T/MT ).
(iv) The proof of (6) is the same as that of
lim
T→∞ logE[exp(isb
1/2
T WT )] = −
s2V
2
(s ∈ R)
for the CLT under (A1)–(A3)
 for some 
 ∈ [0, 1/2); b1/2T WT
d−→ N(0, V ), hence
b
1/2
T (WT + T )
d−→ N(, V ), provided that b1/2T T →  ∈ R as T → ∞.
Proof. We know that the smallest eigenvalue of ToepT (f ) is greater than or equal to 2 inf∈[0,]
f () > 0 (e.g. [12, Proposition 4.5.3]), and that the symmetric square root ToepT (f )1/2 of
T ×T covariance matrix ToepT (f ) and its inverse matrix ToepT (f )−1/2 are well-deﬁned. Using
the transformation ToepT (f )−1/2YT , together with an orthonormal change of basis, WT has
the same law as b−1T
∑T
k=1 k,T (Z2k − 1), where Z1, . . . , ZT are independent and identically
distributed standard normal N(0, 1) random variables and 1,T , . . . , T ,T denote the eigenvalues
of ToepT (f )1/2QT ToepT (f )1/2. Thus, the assertion is the MDP of a linear combination of
independent and identically distributed random variables.
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We notice that (A1)–(A3)
 imply
bT Var[WT ] = 2
bT
T∑
k=1
2k,T =
2
bT
tr[{QT ToepT (f )}2] → V as T → ∞
and
max
k=1,...,T |k,T | = ‖ToepT (f )
1/2QT ToepT (f )1/2‖spb
T c for all T ∈ N.
To apply the Gärtner and Ellis theorem (see Section 1), we have only to prove
1
aT
logE[exp{saT (bT /aT )1/2WT }]
= 1
aT
T∑
k=1
logE[exp{s(aT /bT )1/2k,T (Z2k − 1)}] →
s2V
2
(s ∈ R) (6)
as T → ∞. Deﬁne w(s)k,T = 2s(aT /bT )1/2k,T (k = 1, . . . , T ). In view of the condition on the
speed aT , for every  > 0, there exists a Ts() ∈ N, such that T Ts() (T ∈ N) implies
max(1, s2) max
k=1,...,T |w
(s)
k,T |2max(|s|, |s|3)(aT /bT )1/2b
T c < min(1/2, ) (7)
and
max(1, s2)
∣∣∣ 2
bT
T∑
k=1
2k,T − V
∣∣∣ < min(1, ). (8)
Hence
1
aT
T∑
k=1
logE[exp{s(aT /bT )1/2k,T (Z2k − 1)}] −
s2
bT
T∑
k=1
2k,T
= 1
aT
T∑
k=1
[
−1
2
log{1 − 2s(aT /bT )1/2k,T } − s(aT /bT )1/2k,T − s2(aT /bT )2k,T
]
= 1
2aT
T∑
k=1
[
− log(1 − w(s)k,T ) − w(s)k,T −
(w
(s)
k,T )
2
2
]
for all T Ts() (T ∈ N). (9)
Notice that − log(1 − w) − w = w2/[2{1 − (w)w}2] for |w| < 1, where (w) ∈ [0, 1]. Thus,
using (7) and (8), the absolute value of (9) is dominated by
1
4aT
T∑
k=1
(w
(s)
k,T )
2
∣∣∣ 1{1 − (w(s)k,T )w(s)k,T }2 − 1
∣∣∣

[
s2 max
k=1,...,T
|(w(s)k,T )w(s)k,T {2 − (w(s)k,T )w(s)k,T }|
|1 − (w(s)k,T )w(s)k,T |2
]( 1
bT
T∑
k=1
2k,T
)
< 5(V + 1).
This, together with (8), completes the proof of (6). 
The following uniform upper bound, which is of independent interest, is also required as a tool
for proving Theorems 8–10 of Section 4.
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Proposition 2. Suppose that (A1) and (A2) hold, and let
W T =
1
bT
(Y′T QTYT − E[Y′T QTYT ])
be a centered quadratic form in the vector YT ∼ N(0,ToepT (f )), where QT , indexed by  ∈ 
(the index set), is a non-random T × T symmetric matrix such that
lim sup
T→∞
sup
∈
2
bT
tr[{QT ToepT (f )}2]V  ∈ [0,∞)
and
sup
T ∈N
1
b
T
sup
∈
‖ToepT (f )1/2QT ToepT (f )1/2‖spc ∈ [0,∞)
for some 
 ∈ [0, 1/2). Let aT be a positive real number such that 1/aT + aT /b1−2
T → 0 as
T → ∞. Then, (bT /aT )1/2W T satisﬁes the uniform large deviation upper bound in the sense that
lim sup
T→∞
1
aT
sup
∈
logP [(bT /aT )1/2W T ∈ C] − inf
x∈C
JV (x) (10)
for any closed set C of R.
Proof. As in the proof of Theorem 1, we have
lim
T→∞ sup∈
∣∣∣ 1
aT
T∑
k=1
logE[exp{saT (bT /aT )1/2W T }] −
s2
2
bT Var[W T ]
∣∣∣ = 0,
hence
lim sup
T→∞
sup
∈
1
aT
T∑
k=1
logE[exp{saT (bT /aT )1/2W T }]
= lim sup
T→∞
sup
∈
s2
2
bT Var[W T ]
s2V 
2
for every s ∈ R. Although the assertion is the uniform large deviation upper bound in the sense
of (10), its proof is essentially the same as the standard proof of the large deviation upper bound
presented in Hollander [23, p. 55]. The details are omitted. Note that a more general result in the
abstract setup is found in de Acosta [16]. 
3. Examples
3.1. Cumulative periodogram
We notice that given 2-periodic and even function , the cumulative periodogram (2) can be
rewritten as L(IT ,) = (2T )−1Y′T ToepT ()YT (see (1)).
Theorem 3. Suppose that ∈ L [−, ] is a given2-periodic and even function,and that (A1)
holds with spectral density f ∈ Lf [−, ], where f ,  ∈ (2,∞] and 1/f + 1/ < 1/2.
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Let aT be a positive real number such that 1/aT + aT /T 1−2(1/f +1/) → 0 as T → ∞. Then,
(T /aT )
1/2{L(IT ,) − E[L(IT ,)]} satisﬁes the LDP with the speed aT and the rate function
Jv(f,)(x), x ∈ R, where
v(f,) = 4
∫ 
−
2()f 2() d.
Proof. Let QT = (2)−1 ToepT () and bT = T . For the veriﬁcation of (A3)1/f +1/ , we
use the inequality ‖ToepT (f )1/2QT ToepT (f )1/2‖sp‖QT ‖sp‖ToepT (f )‖sp, the estimate of the
spectral norm of the Toeplitz matrix (e.g. [7,2,13]);
‖ToepT ()‖sp 
⎧⎪⎨⎪⎩
2 esssup
∈[0,]
|()| if r = ∞
(2)1−1/r
[
T
∫ 
− |()|r d
]1/r
if r ∈ [1,∞)
= T 1/r (2)1−1/rc (say),
where  ∈ Lr [−, ] is a 2-periodic and even function, and the trace evaluation due to Avram
[2];
lim
T→∞
1
T
tr
{ n∏
j=1
ToepT (j )
}
= (2)n−1
∫ 
−
n∏
j=1
j () d for all n ∈ N, (11)
if j ∈ [1,∞] (j = 1, . . . , n) satisfy
∑n
j=1 1/j 1, where j ∈ Lj [−, ] (j = 1, . . . , n) are
2-periodic and even functions. The assertion is a consequence of Theorem 1. 
Corollary 4. Suppose that is a 2-periodic and even function of bounded variation on [−, ],
and that (A1) holdswith spectral densityf ∈ Lf [−, ],where f ∈ (2,∞].Let aT be a positive
real number such that 1/aT + aT /T 1−2/f → 0 as T → ∞. Then, (T /aT )1/2{L(IT ,) −
L(f,)} satisﬁes the LDP with the speed aT and the rate function Jv(f,)(x), x ∈ R.
Proof. Under the additional information that  is of bounded variation (hence  is bounded),
Ibragimov [25] proved Bias[L(IT ,)] = o(T −1/2), provided that f ∈ Lf [−, ], f ∈ (2,∞].
The assertion follows from Theorem 3 with  = ∞ and Remark 1 (iii). 
Especially, with () = cos(), Corollary 4 shows that the sample autocovariance at any
ﬁnite lag  ∈ Z; R̂T () = T −1∑T−||t=1 YtYt+|| satisﬁes the MDP in Gaussian fractional ARIMA
(p, d, q) processes (e.g. [12, Section 13.2]) with index d ∈ (−1/2, 1/4).
Corollary 5. Suppose that  ∈ L [−, ] is a 2-periodic and even function, where  ∈
(2,∞], and that (A1) holds with spectral density f satisfying the Lipschitz condition
|f (+ y) − f (y)|Cf || ( ∈ R and y ∈ [−, ]) (12)
for some  ∈ (0, 1] andCf > 0.Provided thatmax(0, 1−2) < 1−2/, let aT be a positive real
number such that T max(0,1−2)/aT +aT /T 1−2/ → 0 as T → ∞. Then, (T /aT )1/2{L(IT ,)−
L(f,)} satisﬁes the LDP with the speed aT and the rate function Jv(f,)(x), x ∈ R (for the case
 ∈ [1/2, 1], any speed aT such that 1/aT + aT /T 1−2/ → 0 as T → ∞ is feasible).
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Proof. Under the conditions here, we have Theorem 3 with f = ∞. So, we must take care of
the order of Bias[L(IT ,)], depending on the exponent  in the Lipschitz condition (12) of f. By
making use of the Fejér kernel
FT (x) = sin
2(T x/2)
2T sin2(x/2)
,
it is well-known that E[IT ()] =
∫ 
− f (x + )FT (x) dx and
|Bias[L(IT ,)]| =
∣∣∣∫ 
−
()
[∫ 
−
{f (x + ) − f ()}FT (x) dx
]
d
∣∣∣
 Cf
{∫ 
−
|()| d
}{∫ 
−
|x|FT (x) dx
}
=
{
O(T −) if 0 <  < 1,
O(T −1 log T ) if  = 1. (13)
(e.g. [22, p. 513, 34, p. 418]). 
Remark 2. To evaluate the bias in Theorem 6 (ii) of Section 3.2.1, we shall use a variant of (13),
as follows: let {T (·)} be a sequence of 2-periodic and even functions, indexed by  ∈  (the
index set), such that supT ∈N sup∈
∫ 
− |T ()| dC ∈ [0,∞). Then,
sup
∈
|Bias[L(IT ,T )]| =
{
O(T −) if 0 <  < 1,
O(T −1 log T ) if  = 1. (14)
3.2. Spectral density estimator
In this subsection, we assume that the spectral density f is continuous, which implies that f is
bounded by f ≡ max∈[0,] f () < ∞, hence supT ∈N ‖ToepT (f )‖sp2f .
We say that a spectral density estimator (3) is an estimator of typeA, if its spectral window has
the form
KT () = MTK†T () with K†T () =
∞∑
=−∞
K{MT (+ 2)}, (15)
where K is a kernel function with ﬁnite support. The uniform (or rectangular) kernel KU(x) =
(2)−1[−,](x) and the quadratic kernel KQ(x) = 3{1 − (x/)2}[−,](x)/(4) are popular,
where A(x) is the indicator function of the set A of R, i.e., A(x) = 1 if x ∈ A and 0 otherwise.
We say that a spectral density estimator (3) is an estimator of type B, if its spectral window has
the form
KT () = MTK†T () with K†T () =
1
2MT
[MT ]∑
=−[MT ]
g
( 
MT
)
e−i, (16)
like the truncated window, the Bartlett window, the general Tukey window or the Parzen window
deﬁned in Priestley [34, pp. 437–444] (see also [1, Section 9.2.3]), where [x] denotes the greatest
integer not greater than x; [x]x < [x] + 1.
Given a frequency  ∈ [0, ], we introduce a symmetric function
K˜
†
T ,() = 12 {K†T (− ) + K†T (+ )}
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and then rewrite (3) as
f̂T () =
∫ 
−
1
2
{KT (− ) + KT (+ )}IT () d = MT2T Y
′
T ToepT (K˜
†
T ,)YT .
In what follows, we always assume that for some  ∈ (0, 1]
(M) MT (> 2) is a positive real number satisfying 1/MT + MT /T  → 0 as T → ∞.
Unlike the previous subsection, a technical observation perhaps worth emphasizing is that the
quadratic form in this subsection is constructed in terms of the time-dependent Toeplitz matrix
(2)−1 ToepT (K˜
†
T ,) = QT, (say), depending on T through the smoothing parameter MT → ∞
(and the possibly time-varying frequency  = T (say), like the Fourier frequency 2j/T , j =
0, 1, . . . , [T/2]).
3.2.1. Type A
As in the context of the kernel density estimation, we introduce the following regularity con-
dition on the kernel function K:
(K1) K is an even and bounded function which is continuous except possibly at ﬁnitely many
points and satisﬁes K(x) = 0 (|x| > ) and ∫ −K(x) dx = 1.
(K2)q
∫ 
− x
jK(x) dx = 0 for j = 1, . . . , q − 1 and q(K) =
∫ 
− x
qK(x) dx = 0, where
q ∈ Neven ≡ {2, 4, . . .}.
Due to the support requirement (K1) on K, MT > 1 implies that K†T () = K(MT ) for
 ∈ [−, ]. Then, using the periodicity of K†T () =
∑∞
=−∞ K{MT (+ 2)}, we have
sup
∈R
|K†T ()| sup
x∈[0,]
|K(x)| = K (say) (17)
and ∫ 
−
MT |K†T (+ )| d =
∫ /MT
−/MT
MT |K(MT )| d2K ( ∈ R). (18)
We introduce the smoothness of the spectral density f, as follows:
(S)p The spectral density f () has [p] continuous derivatives (omit this statement if 0 < p <
1) and (d/d)[p]f () satisﬁes the Lipschitz condition of order p − [p] (omit this statement if
p = [p]), where p > 0.
Theorem 6. Suppose that (A1) holds with continuous spectral density f. Let f̂T be a spectral
density estimator of type A satisfying (K1) and (M) for some  ∈ (0, 1). Let aT be a positive real
number such that 1/aT + aTMT /T → 0 as T → ∞. Then,
(i) For any given  ∈ [0, ], {T/(MT aT )}1/2{f̂T () − E[f̂T ()]} satisﬁes the LDP with the
speed aT and the rate function Jf 2()w()(x), x ∈ R, where
w() = 2(1 + 
,0,)
∫ 
−
K2(x) dx
and 
,0, = 1 if  = 0,±,±2, . . . and 0 otherwise.
(ii) In addition, if (S)p and (K2)q hold for some p > 0 and q ∈ Neven, then, for any given  ∈
[0, ], {T/(MT aT )}1/2{f̂T ()−f ()} satisﬁes theLDPwith the speedaT and the rate function
Jf 2()w()(x), x ∈ R, provided that mT (p, q)/aT → 0 as T → ∞, where mT (p, q) =
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T/M
2p+1
T if [p] < q and T/M2q+1T if [p]q (any speed aT such that 1/aT +aTMT /T → 0
asT → ∞ is feasible,wheneverMT > 2 satisﬁesmT (p, q) → c ∈ [0,∞)andMT /T  → 0
as T → ∞ for some ; (2p + 1)−1 <  < 1 if [p] < q and (2q + 1)−1 <  < 1 if [p]q).
Proof. We use Lemma B.2 to get supT ∈N sup∈[0,] ‖QT,‖spK, since (17) implies supT ∈N
sup∈[0,] sup∈[0,] |K˜†T ,()|K. Thus,
sup
T ∈N
sup
∈[0,]
‖ToepT (f )1/2QT, ToepT (f )1/2‖sp2f K. (19)
From Theorem 1 with bT = T/MT and 
 = 0, for the ﬁrst part (i), we have only to show
limT→∞ 2(MT /T )tr[{QT, ToepT (f )}2] = f 2()w(). By using Proposition A.1 with  = 2, it
is enough to prove
lim
T→∞ vT () = f
2()w() with vT () ≡ 4MT
∫ 
−
{f ()K˜†T ,()}2 d.
We now consider four cases separately.
Case 1:  ∈ (0, /2]. For all sufﬁciently large T, /MT <  and
K˜
†
T ,() =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1
2
K{MT (− )}, − /MT + /MT ,
1
2
K{MT (+ )}, −− /MT  − + /MT ,
0, || < − /MT or + /MT < ||.
Then, we have
vT () = 2
∫ 
−
{f (+ /MT )K()}2 d.
Using the boundedness of f and K, it follows that∣∣∣∣vT () − 2f 2() ∫ −K2() d
∣∣∣∣4f K2 ∫ − |f (+ /MT ) − f ()| d,
which tends to zero as T → ∞, due to uniform continuity of f.
Case 2:  = 0. In this case,
K˜
†
T ,0() =
{K(MT ), ||/MT ,
0, /MT < ||
and
vT (0) = 4
∫ 
−
{f (/MT )K()}2 d → 4f 2(0)
∫ 
−
K2() d as T → ∞.
Case 3: /2 <  or
Case 4:  = . Using the periodicity of f and K˜†T ,, rewrite
vT ()= 2MT
∫ 
−
{f (+ )K˜†T ,(+ )}2 d
= 2MT
∫ 
−
{f (−+ )K˜†T ,(+ )}2 d.
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Then, noting that K˜†T ,(+ ) = K˜†T ,−() and f (−+ ) = f (− ), we can use the similar
argument for Case 1 or Case 2 by replacing f (x), K˜†T ,(x) with f (− x), K˜†T ,−(x).
For the second part (ii), we must take care of the order of Bias[f̂T ()], depending on (p, q) in
(S)p and (K2)q as well as the smoothing parameter MT . To do so, we split the bias Bias[f̂T ()]
into two terms
B1,T () = E[f̂T ()] −
∫ 
−
f ()KT (− ) d = Bias[L(IT ,MTK†T ,)]
and
B2,T () =
∫ 
−
f ()KT (− ) d− f () =
∫ 
−
{f (+ /MT ) − f ()}K() d.
Due to the Lipschitz continuity (12) of f, having the exponent  = min(p, 1), we have from (14)
and (18) that
sup
∈[0,]
|B1,T ()| + sup
∈[0,]
|B2,T ()| = O(T −p) + O(M−pT ) if 0 < p < 1
and
sup
∈[0,]
|B1,T ()| = O(T −1 log T ) if p1.
On the other hand, if p1, making use of Taylor’s formula
f (+ /MT )
=
[p]∑
j=0
j
j !MjT
f (j)() + 
[p]
M
[p]
T
∫ 1
0
(1 − s)[p]−1
([p] − 1)! {f
([p])(+ s/MT ) − f ([p])()} ds
with f (0)() = f () and f (j)() = (d/d)j f (), j = 1, . . . , [p], yields
sup
∈[0,]
|B2,T ()| =
{
O(M−qT ) if p1 and q ∈ {1, . . . , [p]},
O(M−pT ) if p1 and q ∈ N − {1, . . . , [p]}
due to (S)p and (K2)q . It follows that
sup
∈[0,]
|Bias[f̂T ()]|
=
⎧⎨⎩
O(T −p) + O(M−pT ) if 0 < p < 1,
O(T −1 log T ) + O(M−qT ) if p1 and q ∈ {1, . . . , [p]},
O(T −1 log T ) + O(M−pT ) if p1 and q ∈ N − {1, . . . , [p]}.
Noting that (M) for some  ∈ (0, 1) implies (M)1, that is, 1/MT +MT /T → 0 as T → ∞, we
then have( T
MT aT
)1/2
sup
∈[0,]
|Bias[f̂T ()]|O
( log T
(TMT aT )1/2
)
+ O
({mT (p, q)
aT
}1/2)
,
which tends to 0 as T → ∞, provided that 1/aT + mT (p, q)/aT → 0 as T → ∞. 
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3.2.2. Type B
We now impose the following conditions (e.g. [1, Theorems 9.3.3 and 9.3.4]):
(A1) {Yt : t ∈ Z} is a zero-mean Gaussian stationary process with autocovariance function
R() = E[YtYt+] = R(−) satisfying∑∞=−∞ |R()| < ∞ (in this case the continuous
spectral density
f () = 1
2
∞∑
=−∞
R()e−i = 1
2
R(0) + 1

∞∑
=1
R() cos()0
(e.g. [12, Corollary 4.3.2]) is well-deﬁned). Further, the spectral density f is assumed to
be strictly positive.
(A1)p
∑∞
=−∞(1 + ||)p|R()| < ∞, where p > 0.
(G1) g is an even and continuous function on [−1, 1], with g(0) = 1.
(G2)q There exists a gq ∈ (0,∞), such that
lim
x→0
1 − g(x)
|x|r =
{
0, if r ∈ (0, q),
gq, if r = q,
where q > 0.
Notice that (G1) implies g is bounded by g ≡ maxx∈[0,1] |g(x)|, hence, in view of (16),
sup
∈R
|K†T ()|
2MT + 1
2MT
g <
3g
2
(20)
for all MT > 1.
Theorem 7. Suppose that (A1) holds. Let f̂T be a spectral density estimator of type B satisfying
(M)1 and (G1). Let aT be a positive real number such that 1/aT + aTMT /T → 0 as T → ∞.
Then,
(i) For any given  ∈ [0, ], {T/(MT aT )}1/2{f̂T () − E[f̂T ()]} satisﬁes the LDP with the
speed aT and the rate function Jf 2()w()(x), x ∈ R, where
w() = (1 + 
,0,)
∫ 1
−1
g2(x) dx.
(ii) In addition, if (A1)p and (G2)q hold for some p > 0 and q > 0, then, for any given
 ∈ [0, ], {T/(MT aT )}1/2{f̂T () − f ()} satisﬁes the LDP with the speed aT and the rate
function Jf 2()w()(x), x ∈ R, provided that T/(M2min(p,q)+1T aT ) → 0 as T → ∞ (any
speed aT such that 1/aT +aTMT /T → 0 as T → ∞ is feasible, wheneverMT > 2 satisﬁes
T/M
2min(p,q)+1
T + MT /T → 0 as T → ∞ or MT ∝ T 1/{2min(p,q)+1}).
Proof. Anderson [1, Theorem 9.3.4] gave limT→∞(T /MT )Var[f̂T ()] = f 2()w(). We use
Lemma B.2 to get supT ∈N sup∈[0,] ‖QT,‖sp(3g)/(2), since (20) implies supT ∈N sup∈[0,]
sup∈[0,] |K˜†T ,()|(3g)/(2). Thus,
sup
T ∈N
sup
∈[0,]
‖ToepT (f )1/2QT, ToepT (f )1/2‖sp3f g. (21)
Hence, the ﬁrst part (i) follows from Theorem 1 with bT = T/MT and 
 = 0.
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For the second part (ii), we need to investigate the order of Bias[f̂T ()], depending on (p, q) in
(A1)p and (G2)q as well as the smoothing parameter MT . By the same argument as in Anderson
[1, pp. 524–525], we obtain
sup
∈[0,]
|Bias[f̂T ()]| =
{
O(M−min(p,q)T ) + O(T −1), if p1,
O(M−min(p,q)T ) + O(M1−pT /T ), if 0 < p < 1.
Hence,( T
MT aT
)1/2
sup
∈[0,]
|Bias[f̂T ()]|
= O
(( T
M
2min(p,q)+1
T aT
)1/2)+ O((MT
T
)1/2( 1
M
2min(p,1)
T aT
)1/2)
,
which tends to 0 as T → ∞, provided that (M)1 and 1/aT + T/(M2min(p,q)+1T aT ) → 0 as
T → ∞. 
Remark 3. It is important to point out the following remarks:
(i) The Lipschitz condition (12) of f is implied by (A1) for some  ∈ (0, 1], due to the inequality
|eix − 1|21−|x| for all x ∈ R and  ∈ (0, 1]. Similarly, the condition (S)p, introduced in
Section 3.2.1, is implied by (A1)p for some p > 0.
(ii) The advantage of typeA is that the smoothness (S)p can be replaced by the local smoothness
(LS)p, in a neighborhood of the frequency  at which f is assumed to be continuous (hence
estimating the value of f () makes sense), as in Velasco and Robinson [39]. On the other
hand, as shown in Anderson [1, Section 9.3], the estimate of the bias Bias[f̂T ()] of type B
requires the condition (A1)p, in which the spectral density f is continuous (and smooth when
p1) in R.
4. Applications to goodness-of-ﬁt tests for spectrum
4.1. Kolmogorov–Smirnov and Kuiper type statistics
The cumulative periodogram Ĥ+T () = 2
∫ 
0 IT () d =
∫ 
− IT () d is a basis of a goodness-
of-ﬁt test for the integrated spectrum H+f () = 2
∫ 
0 f () d =
∫ 
− f () d,  ∈ [0, ]. Grenan-
der and Rosenblatt [20] and Ibragimov [25] developed asymptotic distribution theory for a general
functional (f,T ) described by the empirical spectral process f,T () =
√
T [Ĥ+T ()−H+f ()],
0, where (c) is a functional which is uniformly continuous in the norm ‖c‖∞ =
sup∈[0,] |c()|.
Kakizawa [27] recently evaluated the exponential decayof largedeviations probabilitiesT −1 log
P [Sf,T x] and T −1 logP [Sf,T > x], with S = KS,KS± and K, where
KSf,T = sup
∈[0,]
|Ĥ+T () − H+f ()|, (22)
KS+f,T = sup
∈[0,]
{Ĥ+T () − H+f ()}, (23)
KS−f,T = sup
∈[0,]
{H+f () − Ĥ+T ()} = − inf∈[0,]{Ĥ
+
T () − H+f ()} (24)
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and
Kf,T = KS+f,T + KS−f,T = sup
,∈[0,]
[{Ĥ+T () − H+f ()} − {Ĥ+T () − H+f ()}]. (25)
The following result, without assuming f ∈ L∞[−, ], is a moderate deviation scale companion
to Kakizawa [27].
Theorem 8. Suppose that (A1) holds with spectral density f ∈ Lf [−, ], f ∈ (2,∞]. Let
aT be a positive real number such that (log T )/aT + aT /T 1−2/f → 0 as T → ∞. Then, with
S = KS,KS± and K
lim
T→∞
1
aT
logP [(T /aT )1/2Sf,T > x]
lim
T→∞
1
aT
logP [(T /aT )1/2Sf,T x] =
{−Jv(f )(x), x0,
0, x < 0,
where v(f ) = v(f, 1) = 4 ∫ − f 2() d.
Proof. Using Corollary 4 with  ≡ 1, we have
lim
T→∞
1
aT
logP [(T /aT )1/2{Ĥ+T () − H+f ()} > x]
= lim
T→∞
1
aT
logP [(T /aT )1/2{Ĥ+T () − H+f ()} < −x]
= lim
T→∞
1
aT
logP [(T /aT )1/2|Ĥ+T () − H+f ()| > x] = −Jv(f )(x) (x0).
Due to the inequalities Kf,T KSf,T  |Ĥ+T ()−H+f ()|, Kf,T KS+f,T Ĥ+T ()−H+f () and
Kf,T KS−f,T H
+
f () − Ĥ+T () (see (22)–(25)), it is enough to show that
lim sup
T→∞
1
aT
logP [(T /aT )1/2Kf,T x] − Jv(f )(x) (x > 0). (26)
For any  > 0, the choice of (i)T = i/NT , i = 0, 1, . . . , NT implies
0 max
i=1,...,NT
2
∫ (i)T
(i−1)T
f () d  2cf (/NT )1−1/f (use the Hölder inequality)
 (aT /T )1/2

4
, (27)
with NT = {8cf (T /aT )1/2/}1/(1−1/f ), where y denotes the smallest integer greater than
or equal to y; yy < y + 1. Noting sup∈[0,] |Ĥ+T ()−H+f ()| = o(T −1/2) (see [25]), there
exists a T () ∈ N, such that T T () (T ∈ N) implies
(T /aT )
1/2 sup
i=1,...,NT
|E[Ĥ+T ((i)T )] − H+f ((i)T )|

4
. (28)
Now, we deﬁne
W
(i1i2)
T = L(IT ,(i1i2)T ) − E[L(IT ,(i1i2)T )]
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for any 0 i2 < i1NT , with (i1i2)T () being the indicator function of the set
⋃∞
=−∞{[(i2)T +
2, (i1)T + 2]
⋃[−(i1)T + 2,−(i2)T + 2]}. Since
max
∈[(i−1)T ,(i)T ]
max
∈[(j)T ,(j+1)T ]
[{Ĥ+T () − H+f ()} − {Ĥ+T () − H+f ()}]
{Ĥ+T ((i)T ) − H+f ((i−1)T )} − {Ĥ+T ((j)T ) − H+f ((j+1)T )}
= 2
(∫ (i)T
(i−1)T
+
∫ (j+1)T
(j)T
)
f () d+
⎧⎪⎨⎪⎩
W
(ij)
T + Bias[L(IT ,(ij)T )] if i > j,
0 if i = j,
−(W(ji)T + Bias[L(IT ,(j i)T )]) if i < j
for all i = 1, . . . , NT and j = 0, . . . , NT −1, it follows from (27) and (28) that T T () (T ∈ N)
implies
P [(T /aT )1/2Kf,T x]2
NT −1∑
j=0
NT∑
i=j+1
P [(T /aT )1/2|W(ij)T |x − ]. (29)
Recall L(IT ,(i1i2)T ) = (2T )−1Y′T ToepT ((i1i2)T )YT . By Lemma B.1, both Q(i1i2)T ≡ (2)−1
ToepT (
(i1i2)
T ) and Q
(i1i2)
T ≡ (2)−1 ToepT ((i1i2)T ), where (i1i2)T () = 1 − (i1i2)T (), are non-
negative deﬁnite for all 0 i2 < i1NT . Using monotonicity of eigenvalues (e.g. [32, p. 208]),
we can see that for every 1j iNT ,
k,T (f )(i,j−1)k,T (f ) (k = 1, . . . , T ),
where T ,T (f ) · · · 1,T (f ) > 0 are eigenvalues of
ToepT (f ) = ToepT (f )1/2Q(i,j−1)T ToepT (f )1/2 + ToepT (f )1/2Q(i,j−1)T ToepT (f )1/2
and (i,j−1)T ,T (f ) · · · (i,j−1)1,T (f )0 are eigenvalues of ToepT (f )1/2Q(i,j−1)T ToepT (f )1/2.
Hence
lim sup
T→∞
sup
1 j iNT
2
T
tr[{Q(i,j−1)T ToepT (f )}2] lim sup
T→∞
2
T
tr[{ToepT (f )}2] = v(f )
by using (11) with n = 2, and
sup
T ∈N
1
T 1/f
sup
1 j iNT
‖ToepT (f )1/2Q(i,j−1)T ToepT (f )1/2‖sp
 sup
T ∈N
1
T 1/f
‖ToepT (f )‖sp(2)1−1/f cf .
Proposition 2 with bT = T and 
 = 1/f leads to the uniform upper bound
lim sup
T→∞
sup
1 j iNT
1
aT
logP [(T /aT )1/2|W(i,j−1)T |x − ] − Jv(f ){max(x − , 0)}.
Noting that (log T )/aT + aT /T 1−2/f → 0 as T → ∞ implies (logNT )/aT → 0 as T → ∞,
it then follows from (29) that
lim sup
T→∞
1
aT
logP [(T /aT )1/2Kf,T x] − Jv(f ){max(x − , 0)}.
Since  is arbitrary, this proves (26). 
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4.2. Uniform deviation of f̂T from f
We can extend Theorems 6(ii) and 7(ii) to the case of the uniform deviation of f̂T from f, that is,
the L∞ distance ‖f̂T − f ‖∞ ≡ sup∈[0,] |f̂T ()− f ()| between the spectral density estimator
f̂T and the true spectral density f.
Theorem 9. Suppose that (A1) and (A1)p hold for some p > 0. Let f̂T be a spectral density
estimator of type A satisfying (K1) (K2)q and (M) for some  ∈ (0, 1) and q ∈ Neven. Let aT is
a positive real number such that
log T
aT
+ mT (p, q)
aT
+ aTMT
T
→ 0 as T → ∞,
where mT (p, q) = T/M2p+1T if [p] < p and T/M2q+1T if [p]q. Then
lim
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞ > x]
= lim
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞x] =
{−JF (x), x0,
0, x < 0,
where
F = 2max{f 2, 2f 2(0), 2f 2()}
∫ 
−
K2(x) dx.
Proof. If
√
2max{f (0), f ()} < f , then we can choose ˙ ∈ (0, ), such that f = maxx∈[0,]
f (x) = f (˙). On the other hand, if f /√2 max{f (0), f ()} (f ), then we set ˙ = 0 if
f (0)f () and ˙ =  if f (0) < f (). Due to the inequality
P [{T/(MT aT )}1/2‖f̂T − f ‖∞ > x]P [{T/(MT aT )}1/2|f̂T (˙) − f (˙)| > x],
we immediately obtain
lim inf
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞ > x] − JF (x) (x0)
by using Theorem 6(ii). It sufﬁces to show that
lim sup
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞x] − JF (x) (x > 0). (30)
With R̂T () = T −1∑T−||t=1 YtYt+|| = R̂T (−) (|| < T ), we can rewrite the spectral density
estimator (3) as a trigonometric polynomial with random coefﬁcients
f̂T ()=
∫ 
−
KT ()IT (− ) d
= 1
2
∑
||<T
R̂T ()
∫ 
−
KT ()e
i(−) d
= 1
2
∑
||<T
cos()R̂T ()
∫ 
−
KT () cos() d.
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IntroducefT () = (2)−1R(0)+−1∑T−1=1 R() cos(). By the sameargument as inWoodroofe
and Van Ness [40] (see also [43, p. 118]), we have the inequality
‖f̂T − f ‖∞  ‖f − fT ‖∞ + 11 − 2/q maxj=1,...,qT |f̂T (
[j ]
T ) − fT ([j ]T )|

(
1 + 1
1 − 2/q
)
‖f − fT ‖∞ + 11 − 2/q sup∈[0,] |Bias[f̂T ()]|
+ 1
1 − 2/q maxj=1,...,qT |f̂T (
[j ]
T ) − E[f̂T ([j ]T )]| (31)
for any q > 2 (q ∈ N), where [j ]T = j/(qT ). In view of the condition on the speed aT , for
any  > 0, there exists a T () ∈ N such that T T () (T ∈ N) implies
{T/(MT aT )}1/2‖f − fT ‖∞ = {T/(MT aT )}1/2 sup
∈[0,]
∣∣∣∣1 ∑
T
R() cos()
∣∣∣∣
 {T/(MT aT )}1/2 1
T p
∑
T
p|R()| 
2
(32)
due to (A1)p (we also used (M)1) and
{T/(MT aT )}1/2 sup
∈[0,]
|Bias[f̂T ()]| 2 (33)
(the bias estimate was considered in the proof of Theorem 6(ii)). It then follows from (31)–(33)
that T T () (T ∈ N) implies
P [{T/(MT aT )}1/2‖f̂T − f ‖∞x]  P
[
max
j=1,...,qT |Z
E
T (
[j ]
T )|x,q
]

∑
j=1,...,qT
P [|ZET ([j ]T )|x,q ], (34)
where ZET () = {T/(MT aT )}1/2{f̂T () − E[f̂T ()]} and x,q = (1 − 2/q)(x − /2) − . It is
easy to see that
vT () = 4MT
∫ 
−
{f ()K˜†T ,()}2 d
satisﬁes
(i) sup
∈(/MT ,−/MT )
vT ()2f 2
∫ 
−
K2() d
(see Case 1 and 3 in the proof of Theorem 6(i)),
(ii) sup
∈[0,/MT ]
vT ()4f 2(0)
∫ 
−
K2() d,
(iii) sup
∈[−/MT ,]
vT ()4f 2()
∫ 
−
K2() d
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for all T ∈ N. Here, we used the Cauchy–Schwarz inequality for (ii) and (iii). It then follows
from Proposition A.1 with  = 2 that
lim sup
T→∞
sup
j=1,...,qT
T
MT
Var[f̂T ([j ]T )] = lim sup
T→∞
sup
j=1,...,qT
vT (
[j ]
T )F.
This, together with (19), implies the uniform upper bound
lim sup
T→∞
sup
j=1,...,qT
1
aT
logP [{T/(MT aT )}1/2|ZET ([j ]T )|x,q ] − JF {max(x,q , 0)},
by applying Proposition 2 with bT = T/MT and 
 = 0. Then, noting that (log T )/aT → 0 as
T → ∞, we have from (34)
lim sup
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞x] − JF {max(x,q , 0)}.
Since q and  are arbitrary, (30) is obtained by letting q ↗ ∞ and  ↘ 0. 
Theorem 10. Suppose that (A1) and (A1)p hold for some p > 0. Let f̂T be a spectral density
estimator of type B satisfying (M)1 (G1) and (G2)q for some q > 0. Let aT is a positive real
number such that
log T
aT
+ T
M
2min(p,q)+1
T aT
+ aTMT
T
→ 0 as T → ∞.
Then
lim
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞ > x]
= lim
T→∞
1
aT
logP [{T/(MT aT )}1/2‖f̂T − f ‖∞x] =
{−JF (x), x0,
0, x < 0,
where
F = max{f 2, 2f 2(0), 2f 2()}
∫ 1
−1
g2(x) dx.
Proof. In view of the proof of Theorem 9, it sufﬁces to prove
lim sup
T→∞
sup
j=1,...,qT
T
MT
Var[f̂T ([j ]T )]F
for f̂T of type B, since, in this case, (21), together with the order of sup∈[0,] |Bias[f̂T ()]|,
was considered in the proof of Theorem 7. We can use a similar argument of Anderson [1,
Section 9.3.3] to get
lim sup
T→∞
sup
j=1,...,qT
T
MT
Var[f̂T ([j ]T )] = lim sup
T→∞
sup
j=1,...,qT
v′T (
[j ]
T ),
where
v′T () ≡ f 2()
[MT ]∑
=−[MT ]
1
MT
g2
( 
MT
)
(1 + e−2i)
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satisﬁes
(i) lim sup
T→∞
sup
∈(M−T ,−M−T )
v′T ()f 2
∫ 1
−1
g2(x) dx,
(ii) lim sup
T→∞
sup
∈[0,M−T ]
v′T ()2f 2(0)
∫ 1
−1
g2(x) dx,
(iii) lim sup
T→∞
sup
∈[−M−T ,]
v′T ()2f 2()
∫ 1
−1
g2(x) dx
for any 0 <  < 1 (for (i), we used [1, Problems 21–23 in Chapter 9]). 
4.3. Intermediate Bahadur efﬁciency
For testing whether or not the spectral density of the zero-mean Gaussian stationary pro-
cess is equal to a completely speciﬁed continuous spectral density f, we have ﬁve test statistics
KSf,T ,KS±f,T ,Kf,T and ‖f̂T − f ‖∞ (large values of the test statistic are signiﬁcant), as in the
previous two subsections. By using the concept of the ordinary Bahadur asymptotic efﬁciency,
Kakizawa [27] compared the Bahadur exact slopes of the Kolmogorov–Smirnov type statistic
KSf,T and the Kuiper type statistic Kf,T at ﬁxed alternative spectral density f1. Our interest here
is to make a comparison between KSf,T and Kf,T at the local alternative spectral density fT,,
such that
fT,() = f () +
(aT
T
)1/2
(), (35)
where (log T )/aT + aT /T → 0 as T → ∞, and  ≡ 0 is a 2-periodic and even continuous
function. As in Nikitin [33, p. 7], we can see from Theorem 8 with f = ∞ that with GT (x) =
P(Sf,T x | f ) for S = KS,K, −2a−1T logGT (Sf,T ) converges to b2S()/v(f ) in probability
under the alternative (35), where
bKS() = sup
∈[0,]
|H+ ()| and bK() = sup
∈[0,]
H+ () − inf∈[0,]H
+
 ().
Following Kallenberg [29] and Nikitin [33, p. 6], we call the index IS = b2S()/v(f ) the in-
termediate Bahadur exact slope of Sf,T at the local alternative (35), and compute the intermedi-
ate Bahadur asymptotic relative efﬁciency of the Kuiper type statistic Kf,T with respect to the
Kolmogorov–Smirnov type statistic KSf,T by
ARE(K,KS) = IK
IKS
= b
2
K()
b2KS()
∈ [1, 4],
using the inequalities 2bKS()bK()bKS() > 0. Thus, we can conclude that theKuiper type
statistic Kf,T is superior to the Kolmogorov–Smirnov type statistic KSf,T , which is in accordance
with Kakizawa [27] in the sense of Bahadur [3].
1012 Y. Kakizawa / Journal of Multivariate Analysis 98 (2007) 992–1017
5. Discussion
Inmany practical cases, the integral estimates (2) and (3) are approximated by a discrete average
at the so-called Fourier frequency T ,j = 2j/T , j ∈ {±1, . . . ,±[T/2]} = JT (say). That is,
using the notation
ToepdisT (T ) =
(
2
T
∑
j∈JT
T (T ,j )e
i(s−t)T ,j
)
s,t=1,...,T
(T × T symmetric matrix),
we have the discrete average estimates
Ldis(IT ,) = 2
T
∑
j∈JT
(T ,j )IT (T ,j ) = 12T Y
′
T Toep
dis
T ()YT (36)
and
f̂ disT () =
2
T
∑
j∈JT
KT (− T ,j )IT (T ,j ) = MT2T Y
′
T Toep
dis
T (K˜
†
T ,)YT . (37)
See Brillinger [11, Sections 5.6 and 5.10]. Since their limiting variance are found in Brillinger
[11], our MDP results hold for the discrete average estimates (36) and (37), by noting Remark
B.1.
Brillinger [11] and Dahlhaus [15] also proved a large number of CLTs of the weighted integrals
(or sums) of the so-called tapered periodogram
IT ,h() = 12HT,2
∣∣∣∣ T∑
t=1
h
( t
T
)
Yte
it
∣∣∣∣2 = 12HT,2
T∑
s,t=1
YsYth
( s
T
)
h
( t
T
)
ei(s−t),
with HT,2 = ∑Tt=1 h2(t/T ), where h(x) is a function of bounded variation and vanishes for
x ∈ [0, 1] (see [11, p. 55] and [15]). Although the untapered estimates L(IT ,) and f̂T () we
considered in Sections 3 and 4 are viewed as special cases of the tapered estimates L(IT,h,)
and f̂T ,h() =
∫ 
−KT ( − )IT ,h() d with h ≡ 1, rigorous proofs for the case h = 1 are
rather technical (we omit the details). Anyway, for the discrete average spectral density estimator
of type A, the limiting variance of f̂ disT ,h() is seen to differ from that of f̂
dis
T () by the factor
H =
∫ 1
0 h
4(t) dt
{∫ 10 h2(t) dt}2 1; that is,
lim
T→∞(T /MT )Var[f̂
dis
T ,h()]
lim
T→∞(T /MT )Var[f̂
dis
T ()]
= H,
and if (A1)p holds for some p1, the asymptotic bias of f̂ disT ,h() is almost the same as that of
f̂T (); Bias[f̂ disT ,h()] = B2,T () + O(MT /T ) (see [11, p. 151 and Theorem 5.8.2]). Following
Ibragimov [25], Dahlhaus [15] assumed that  is of bounded variation and then proved
Bias[L(IT,h,)] = o(T −1/2) and
lim
T→∞ T Var[L(IT,h,)]
lim
T→∞ T Var[L(IT ,)]
= H.
These facts enable us to state the MDPs of the tapered estimates
L(IT,h,) = 12HT,2 Y
′
T DT,h ToepT ()DT,hYT
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and
f̂ disT ,h() =
MT
2HT,2
Y′T DT,h ToepdisT (K˜†T ,)DT,hYT ,
by applyingTheorem 1, sinceHT,2/T →
∫ 1
0 h
2(t) dt as T → ∞ and the diagonal matrixDT,h =
diag(h(j/T ))j=1,...,T satisﬁes supT ∈N ‖DT,h‖sp supx∈[0,1] |h(x)|. So, Theorem 3, Corollary 4,
Theorems 6, 8 and 9 are valid if the rate function JQ(x) is replaced by JQH(x), x ∈ R. The
exponential decay of moderate deviations probability of the tapered estimate is smaller than or
equal to that of the untapered estimate; JQH(x)/JQ(x) = 1/H1, x = 0.
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Appendix A. Technical lemmas for ̂fT of type A
Proposition A.1. Let KT (·) be a spectral window of the form (15) satisfying (K1) and (M) for
some  ∈ (0, 1). Let (·) be a continuous function with period 2. For every  ∈ N, we have
lim
T→∞ sup∈[0,]
[
MT
T
tr[{QT, ToepT ()}] − (2)−1MT
∫ 
−
{()K˜†T ,()} d
]
= 0.
The proof of Proposition A.1 heavily depends on the function
(n)T (x1, . . . , xn) =
1
(2)n−1T
T∑
t1,...,tn=1
e
i
n∑
j=1
tj xj = 1
(2)n−1T
n∏
j=1
sin(T xj /2)
sin(xj /2)
,
with
∑n
j=1 xj = 0 for n = 2, 3, . . ., as in Bentkus [4] (see also [15,39,28]).
Lemma A.2. For n = 2, 3, . . ., there exists a constant C1 > 0, independent of T and 
, such that
T [en−2/] + 1 (T ∈ N) implies∫
· · ·
∫
Dc
∣∣∣∣(n)T (− n∑
j=2
xj , x2, . . . , xn
)∣∣∣∣ dx2 · · · dxnC1 {log(T )}n−1T 

for 0 < 
 < , where Dc = [−, ]n−1 − D is the complement in [−, ]n−1 of the set
D = {(x2, . . . , xn) : |xj |
, j = 2, 3, . . . , n}.
Lemma A.3. For n = 2, 3, . . ., there exists a constant C2 > 0, independent of T, such that
T [en−1/] + 1 (T ∈ N) implies∫ 
−
· · ·
∫ 
−
∣∣∣∣(n)T (− n∑
j=2
xj , x2, . . . , xn
)∣∣∣∣ dx2 · · · dxnC2.
The following lemma is elementary.
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Lemma A.4. (i) Let 
T be a positive real number tending to 0 as T → ∞. Then, for any
continuous function  with period 2
lim
T→∞ sup|x|
T
sup
∈[−,]
|(+ x) − ()| = 0.
(ii) LetKT (·) be a spectral window of the form (15) satisfying (K1). LetMT > 2 and 
T < /2
be positive real numbers such that 
TMT → 0 as T → ∞. Then
lim
T→∞ sup|x|
T
∫ 
−
|KT (+ + x) − KT (+ )| d
= lim
T→∞ sup|x|
T
∫ 
−
|KT (+ x) − KT ()| d = 0 ( ∈ R).
Proof. The ﬁrst assertion (i) is obvious, since a continuous function with period 2 is uniformly
continuous. To show the second assertion (ii), it sufﬁces to consider  = 0, due to the periodicity
of the integrand. For any  > 0, we now choose a continuous function H such that H() = 0
(||) and∫ 
−
|K() − H()| d =
∫
R
|K() − H()| d < . (A.1)
By the uniform continuity of H, there exists a 
() > 0, such that
sup
∈[−,]
|H(+ z) − H()| <  whenever |z| < 
(). (A.2)
There exists a T () ∈ N, such that T T () (T ∈ N) implies 
TMT < min{
(), } and∫ 
−
|KT (+ x) − KT ()| d
=
∫ 
−
|KT (+ |x|) − KT ()| d
=
∫ 
−
MT |K{MT (+ |x|)} − K(MT )| d
=
(∫ −/MT
−/MT −|x|
+
∫ /MT −|x|
−/MT
+
∫ /MT
/MT −|x|
)
MT |K{MT (+ |x|)} − K(MT )| d
=
∫ −+|x|MT
−
|K()| d+
∫ −|x|MT
−
|K(+ |x|MT ) − K()| d
+
∫ 
−|x|MT
|K()| d

∫ 
−
|K(+ |x|MT ) − K()| d+ 2K|x|MT (|x|
T ). (A.3)
It follows from (A.1)–(A.3) that T T () (T ∈ N) implies
sup
|x|
T
∫ 
−
|KT (+ x) − KT ()| d < 2(1 + + K),
proving the second assertion (ii). 
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Proof of Proposition A.1. As in Velasco and Robinson [39] and Kakizawa [28], we can rewrite
MT
T
tr[{QT, ToepT ()}] − (2)−1MT
∫ 
−
{()K˜†T ,()} d
=
∫ 
−
· · ·
∫ 
−
GT,(2, . . . , 2)
(2)
T
(
−
2∑
k=2
k, 2, . . . , 2
)
d2 · · · d2, (A.4)
where
GT,(2, . . . , 2)
= (2)−1MT
∫ 
−
[ ∏
j=1
{
K˜
†
T ,
(2j−1∑
k=1
k
)

( 2j∑
k=1
k
)}
− {(1)K˜†T ,(1)}
]
d1.
We now split the integral (A.4) into two integrals I1,T () and I2,T () over the sets DT and
[−, ]2−1 − DT = DcT (say), respectively, where
DT = {(2, . . . , 2) : |2j |(TMT )−1/2 (j = 2, . . . , 2)}.
The inequality
|A1 · · ·A2 − B1 · · ·B2|  |A1 − B1||A2 · · ·A2| + |B1 · · ·B2−1||A2 − B2|
+
2−2∑
j=1
|B1 · · ·Bj ||Aj+1 − Bj+1||Aj+2 · · ·A2|
(omit the last summation if  = 1) enables us to estimate
|GT,(2, . . . , 2)|  (2K)−1
∑
j=1
∫ 
−
MT |K˜†T ,(1)|
∣∣∣∣( 2j∑
k=1
k
)
− (1)
∣∣∣∣ d1
+(2K)−1
∑
j=2
∫ 
−
MT
∣∣∣∣K˜†T ,(2j−1∑
k=1
k
)
− K˜†T ,(1)
∣∣∣∣ d1
(omit the second term if  = 1), by using (17) and  ≡ max∈[0,] |()|. It then follows from
(18) and Lemma A.4 that
lim
T→∞ sup∈[0,]
sup
(2,...,2)∈DT
|GT,(2, . . . , 2)| = 0,
which immediately yields limT→∞ sup∈[0,] |I1,T ()| = 0 by making use of Lemma A.3. On
the other hand, it is easy to see that
|GT,(2, . . . , 2)|2(2K)−1
∫ 
−
MT |K˜†T ,(1)| d12(2K)
uniformly in T ∈ N,  ∈ [0, ] and (2, . . . , 2) ∈ [−, ]2−1. Hence
sup
∈[0,]
|I2,T ()|  2(2K)
∫
· · ·
∫
DcT
∣∣∣∣(2)T (− 2∑
k=2
k, 2, . . . , 2
)∣∣∣∣ d2 · · · d2
 4C1(2K)
M
1/2
T {log(T )}2−1
T 1/2
(we used Lemma A.2),
which tends to 0 as T → ∞, due to (M) for some  ∈ (0, 1). 
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Appendix B. Time-dependent Toeplitz matrix
Time-dependent Toeplitz matrix has many good properties as in the standard Toeplitz matrix
theory due to Grenander and Szegö [21].
Lemma B.1. Suppose that {T (·)} is a sequence of 2-periodic, even and nonnegative functions,
such that T ∈ L1[−, ] for all T ∈ N. Then, ToepT (T ) is nonnegative deﬁnite for all T ∈ N.
Proof. It is easy to see that for every T ∈ N
x′T ToepT (T )xT =
∫ 
−
T ()
∣∣∣∣ T∑
t=1
xte
it
∣∣∣∣2 d0
for all xT = (x1, . . . , xT )′ ∈ RT . 
Lemma B.2. Let {T (·)} be a sequence of 2-periodic and even functions, indexed by  ∈ 
(the index set), such that supT ∈N sup∈ sup∈[0,] |T ()|c ∈ [0,∞). Then, supT ∈N sup∈
‖ToepT (T )‖2c.
Proof. We have for every T ∈ N and  ∈ 
|x′T ToepT (T )xT |
‖xT ‖2 2 sup∈[0,]
|T ()|2c
for any xT = (x1, . . . , xT )′ ∈ RT − {0}, with ‖xT ‖ = (x′T xT )1/2. This means that the largest
eigenvalue of ToepT (T ) is less than or equal to 2c
 and the smallest eigenvalue of ToepT (T )
is larger than or equal to −2c uniformly in  ∈  and T ∈ N. 
Remark B.1. It is easy to see that Lemmas B.1 and B.2 remain valid even if ToepT (·) is replaced
by ToepdisT (·).
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