This paper considers the optimum single cell powercontrol maximizing the aggregate (uplink) communication rate of the cell when there are peak power constraints at mobile users, and a low-complexity data decoder (without successive decoding) at the base station. It is shown, via the theory of majorization, that the optimum power allocation is binary, which means links are either "on" or "off". By exploiting further structure of the optimum binary power allocation, a simple polynomial-time algorithm for finding the optimum transmission power allocation is proposed. Sufficient conditions under which channel-state aware time-division-multiple-access (TDMA) maximizes the aggregate communication rate are established. Finally, a simulation study is performed and it is observed that two dominant modes of communication arise, wideband or TDMA. The heuristic algorithm that chooses the best of these two modes is observed to be extremely close to optimal.
I. INTRODUCTION
We are motivated by recent work on interference networks that shows that binary power-control is often close to optimal when interference is treated as Gaussian noise, links have maximum (peak) power constraints, and the objective is to maximize the sum-rate, even if it is not necessarily optimal in general [1] . "Binary" here just means that a link is either "on" or "off", either at zero power, or maximum power, without taking any value in the continuum of possible values between 0 and the peak power level.
The results reported in [1] as well as in other works [2] , [3] and [4] raise the further question: When is "binary" powercontrol exactly optimal? It has been shown in very recent work [5] that binary power-control is optimal when there is total symmetry amongst the links, i.e., all direct link gains have one particular value, and all the cross-link gains have another particular value (possibly the same value as the direct link gain, but not necessarily). One interesting feature of the result is that it is as if the sum-rate function of the powers were either Schur-convex, or Schur-concave (even though it is neither), leading to the observed result that either all links should be "on" or just one link should be "on" at the optimal solution. A two-link Schur-convex/Schur-concave structure is observed and used, but it does not generalize to more than two links. This research was supported in part by the Australian Research Council, under Grant DP-11-0102729, and NUS startup grant 263-000-572-133.
In the present paper, we study the sum-rate maximization problem for the classical multiple access channel, where all the links terminate at a common receiver node, but the link gains can be arbitrary. In this setting, we show that the powercontrol problem can be solved quite easily via an underlying Schur-convex structure. In contrast to the symmetric network of interfering links, it is no longer necessarily an all-or-one result: It is possible for the chosen set of links that are "on" to be larger than a singleton, but smaller than the set of all users, but it always consists of users with the best channels. On the other hand, we will observe from numerical results that the dominant modes, in terms of probability, correspond to the all-on or one-on solutions.
Our result is different from the corresponding classic result in [6] . In [6] , the maximum Shannon-theoretic sum-rate is considered, whereas in the present paper, we treat interference as pure Gaussian noise. Although our assumption simplifies the receiver, it complicates the power optimization problem.
Majorization theory and Schur-convex/concave structures were also successfully utilized in some previous works, including [7] , [8] , [9] and [10] , to answer important questions in communications theory. This paper is another application of majorization theory to prove the optimality of binary powercontrol.
II. MAIN RESULTS

A. Network Model
We focus on the uplink communication scenario where n mobile users communicate with a single base station. At timeslot t, the received signal at the base station is given by the baseband discrete-time Gaussian multiple-access channel as
where X i (t) and h i (t) are the transmitted signal and the channel fading coefficient of the i th user, respectively, and W (t) is white Gaussian noise with variance σ 2 at the base station. We assume that W (t) represents the cumulative effect of the thermal noise and other-cell interference at the base station. Without loss of generality, we assume that all users are subject to the same peak transmission power constraint of P , i.e., E |X i (t)| 2 ≤ P for all t. 1 We call a power allocation vector (at time-slot t) P = (P 1 , · · · , P n ) binary if P i is either P or 0 for all i. The signal-to-noise-ratio (SNR) of the communication system under consideration is defined to be the ratio ρ = P σ 2 .
B. Optimality of Binary Power-control
In this section, we will prove the optimality of binary power-control for single cell communication systems without successive decoding at the base station. We assume that the channel is time-invariant and characterized by a fixed channel vector h ∈ R n + given at time 0. The vector h can be generated according to a probability distribution, but once it is generated, it is fixed and known by the base station. For this case, we drop the time index, and write the sum-rate per slot as
where P = (P 1 , · · · , P n ) is the vector of transmission powers. The base of the logarithm function in (1) is equal to the natural number e, and therefore communication rates in this paper are measured in terms of nats per time-slot. The sum-rate in (1) can be achieved using Gaussian input distributions and random coding arguments, and this is the focus of the present paper. In general, these rates are not optimal, and higher rates in the multi-user capacity region are known to be achievable [6] . In fact, there is nothing inherently suboptimal about using Gaussian codebooks: The suboptimality of (1) comes from a failure to exploit the information content in the interference, which can be removed via cancellation. Nevertheless, we will treat the interference as Gaussian noise in the present paper, and in this context the relevant achievable rates are given in (1) .
We are interested in solving the following non-convex optimization problem.
Even though R h (P) is a non-convex function of transmission powers, it is a strictly Schur-convex function [11] , [12] of received powers at the base station, which will enable us to obtain the solutions for the non-convex optimization problem in (2) .
(3) 1 If the users in the original rate maximization problem have different peak transmission power constraints given by the peak power vector P = (P 1 , · · · , Pn) , then solving the modified optimization problem having the uniform peak power constraint P and the fading processes that are scaled versions of the ones in the original problem by a factor of P i P , for all i ∈ {1, · · · , n}, will be enough to find the optimal transmission power allocation for the original problem.
Then, R h (x) is a strictly Schur-convex function of x on D.
Proof: See [13] . Note that x is in D if and only if P P 1. Therefore, maximizing R h (x) on D is equivalent to solving the optimization problem in (2) . This observation together with the Schur-convexity of R h will be the key for characterizing the optimum power allocation vectors.
The following are two simple facts about an optimum power allocation vector P * solving (2) . At P * , there must exist at least one user transmitting with positive power, and if there is only one user transmitting with positive power, this user must transmit with full power. It also directly follows from the Schur-convexity of R h that if there are more than one users transmitting with positive power, one of them must transmit with full power. 2 Otherwise, we can majorize the received power vector x = diag (P * ) · h, and obtain a strictly better sum-rate by re-adjusting transmission powers without violating the transmission power constraint. The next theorem establishes the binary nature of P * and its structural properties.
Theorem 1: Any P * solving the problem (2) is a binary power allocation vector at which the users transmitting with full power correspond to the ones having the best channel gains.
Proof: See [13] . We now address the issue of uniqueness. Let P (h) = (P 1 (h), · · · , P n (h)) be any optimal binary power allocation. Then the following theorem provides uniqueness.
Theorem 2: Any optimal power-control policy P * (h) assigns the channel to the best users for almost all fading states. If the stationary distribution of the fading process is absolutely continuous, then P * (h) is unique up to a set of measure zero.
Proof: See [13] .
C. Polynomial-time Algorithm for Finding P * Before concluding this section, we briefly discuss the polynomial-time algorithm for finding the optimum power allocation vector P * (h) for a given channel state vector h. One of the consequences of the structure of the optimum powercontrol policy established above is that it is piecewise constant: There exists a partition of the fading state space into 2 n − 1 regions upon each of which the optimum power-control policy is constant:
where P S = (P 1 , · · · , P n ) is a transmission power profile such that P i = P 1 {i∈S} , and the D S is the region on which only the users in S transmit with full power, and the rest are not scheduled for transmission. Even though it is possible to give exact characterizations of these optimum power-control regions when there are only a few users (e.g., see the two-user example in Section III), it becomes prohibitively complex to determine them when there are many users.
On the other hand, the structure of the optimum binary power allocation established above allows us to construct a simple, polynomial-time algorithm to compute the optimum power profile for any realized fading state and any number of users in the cell, which can be hard-coded into a scheduler circuit, without the need for any explicit characterization of the optimum power-control regions. The suggested algorithm takes a fading state h as an input, computes the sum-rates R k (h) at which the best k, 1 ≤ k ≤ n, users transmit with full power, and returns the optimum sum-rate maximizing transmission power profile at which only the best k * users are scheduled for transmission with full power. The pseudocode for this simple polynomial-time algorithm is shown below. Algorithm 1 Algorithm for computing optimum power allocation Input: Fading state h ∈ R n Output: Max. sum-rate R h (P * ) and opt. pow. profile P * ∈ R n
, k * = k end if end for return (i) Max. sum rate: R h (P * ). (ii) P * : allocate TX power P to the best k * users, and zero to the rest.
III. WHEN IS TDMA OPTIMAL?
In this section, we will establish the conditions under which the channel-state aware TDMA policy, in which the channel is allocated to the best user, is optimal for maximizing sum-rate in single cell wireless communication systems. Optimality of this TDMA policy was established (under symmetric fading distributions) in previous works such as [14] and [6] when even successive decoding for interference cancellation is allowed, and users are subject to an average power constraint. On the other hand, as Theorems 1 and 2 suggest, this TDMA policy is not always optimal in the communication scenario considered in this paper where successive decoding is not allowed, and users are subject to peak power constraints. The following two-user example further illustrates this point quantitively.
Example 1: When there are two users in the system, the sum-rate maximizing power allocation P * (h) is either (P, 0) , (0, P ) , or (P, P ) for any given fading state h = (h 1 , h 2 ) by Theorem 2. Writing down the aggregate communication rate expressions for all three cases separately, and comparing them, one can derive the following conditions for the optimal power allocation for the two-user communica- tion scenario:
These three optimum power allocation regions are illustrated in Fig. 1 . For any fading state h lying inside the shaded region in Fig. 1 , the TDMA policy becomes suboptimal, and the sumrate is maximized by allocating the full transmission power to both users. This situation occurs when both users experience similar and severe channel conditions, i.e., h i ≤ ρ −1 1+ 2 , then the TDMA policy maximizes the sum-rate.
Note that the shaded region on which the TDMA policy is suboptimal shrinks to a point in the high SNR regime when ρ grows to infinity. Therefore, in the high SNR regime, we see one mode of communication with very high probability: only the best user transmits with full power. On the other hand, in the low SNR regime where ρ goes to zero, the shaded region grows and covers the whole positive orthant in the R 2 -plane. Therefore, in the low SNR regime, we again see only one mode of communication with very high probability: all users transmit with full power. For SNR values in the middle, other modes of communication in which the best k, 1 < k < n, users transmit with full power arise with nonzero probability. Figure 1 also illustrates why P * is unique when the fading process has a continuous distribution. When h lies on the boundary where any two of these three regions intersect, there are more than one power profile maximizing the sum-rate. For example, all three power profiles (0, P ) , (P, 0) and (P, P ) perform equally well for sum-rate maximization at the
. However, the probability of such a pathological case happening is zero, and P * can be almost surely uniquely determined if the joint stationary distribution of the fading process is absolutely continuous.
Theorem 3: For all n ≥ 1, if h (1) ≥ (e − 1) ρ −1 for a fading state h, then the channel-state aware TDMA policy in which the channel is assigned to the user with the best channel state maximizes the sum-rate at this fading state.
IV. OPTIMAL MODES: WB AND TDMA
In spite of the relative simplicity of Algorithm 1, we note that its worst case complexity is O n 2 when there are n users, due to the ordering of the channel states of users and the summations involved. In this section, we examine the sum-rate performance of the heuristically derived scheme that simply takes the best of two choices: either all users on at full power, which we call the wideband strategy (WB), or, exactly one user on at full power (the best user), which we call the TDMA strategy. To test out how well this suboptimal strategy works, we use the following simulation model.
We consider a circular cell centered at the base station and having radius 5 [unit distance] (usually in kilometers). We focus on low, moderate and high density networks, and vary the SNR parameter between −30dB and 30dB to identify the performance of the power-controlled single cell communication systems for a broad spectrum of network parameters. The users are uniformly distributed over the network domain with node density λ [nodes per unit area]. The fading model includes both slow-fading, modeled by means of the bounded path-loss function 1 1+x α for α > 2 [15] , and Rayleigh fastfading, modeled by means of independent unit exponential random variables. 3 All simulations are performed in C over at least 10 4 independent network realizations to obtain average aggregate communication rate figures.
We begin by examining the empirical distribution of k * , the number of users scheduled in any fading state by Algorithm 1 (the optimal algorithm). In Figs. 2 and 3 , we show the empirical distribution obtained for k * over 10 7 independent network realizations when 80 (λ ≈ 1) and 400 (λ ≈ 5) users are uniformly distributed over the network domain for SNR values −10dB, 0dB and 10dB. Similar conclusions continue to hold for different values of node density and the SNR parameter.
In all cases, even though other modes of communication are quite possible, TDMA and WB modes predominantly arise. The reason for such behavior is that when the channel state of the best user is good enough, we tend to schedule this user to maximize the communication rate (this becomes certain as the node intensity increases [13] ). Otherwise, the channels of the remaining users are also in deep fades, creating a domino effect and all users are scheduled together to maximize the communication rate. Similar observations were also made in [5] , and proven to hold for the symmetric network of interfering links.
In Figs. 4, 5, 6 and 7, we compare the sum-rates achieved by the heuristic algorithm that simply chooses the best of the two extreme modes (WB or TDMA) with the rates achieved by the optimum binary power-control policy. As illustrated in these figures, the performance achieved by the heuristic algorithm almost perfectly tracks the performance achieved by the optimum power-control, but it runs an order of magnitude faster. Note that the knee of the sum-rate curves (more apparent for high density networks) at which they become non-differentiable corresponds to a phase transition from the WB mode to the TDMA mode for scheduling users [5] .
V. CONCLUSIONS
This paper exploits the Schur-convexity property of the sum-rate function of received powers, to show that binary power-control is optimal for the multiple-access channel, when interference is treated as Gaussian noise, and there are peak power constraints on the users. If the fading distribution is absolutely continuous, then the optimum binary power-control policy is unique. We provide an algorithm to find the optimum power allocation, as a function of the channel state, that is polynomial in the number of users in the cell. However, we also present numerical results for a realistically dimensioned single cell system which suggest that there is essentially no loss in restricting attention to the best of two possible allocations in each channel state: (i) the best user transmits at peak power with other users switched off, as in channel-state aware TDMA (ii) all users transmit simultaneously at peak power. This drastically reduces the complexity of the power allocation problem. 
