An approximation of incompressible miscible displacement in porous media by mixed finite element method and characteristics-mixed finite element method  by Sun, Tongjun & Yuan, Yirang
Journal of Computational and Applied Mathematics 228 (2009) 391–411
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
An approximation of incompressible miscible displacement in porous
media by mixed finite element method and characteristics-mixed finite
element methodI
Tongjun Sun ∗, Yirang Yuan
School of Mathematics, Shandong University, Jinan 250100, People’s Republic of China
a r t i c l e i n f o
Article history:
Received 24 May 2007
Received in revised form 6 August 2008
MSC:
65N30
65N12
Keywords:
Incompressible miscible displacement
Characteristics-mixed finite element
method
Mixed finite element method
Post-processing step
a b s t r a c t
An approximation scheme is defined for incompressible miscible displacement in porous
media. This scheme is constructed by using two methods. Standard mixed finite element
is used for the Darcy velocity equation. A characteristics-mixed finite element method
is presented for the concentration equation. Characteristic approximation is applied to
handle the convection part of the concentration equation, and a lowest-order mixed finite
element spatial approximation is adopted to deal with the diffusion part. Thus, the scalar
unknown concentration and the diffusive flux can be approximated simultaneously. In
order to derive the optimal L2-norm error estimates, a post-processing step is included
in the approximation to the scalar unknown concentration. This scheme conserves
mass globally; in fact, on the discrete level, fluid is transported along the approximate
characteristics. Numerical experiments are presented finally to validate the theoretical
analysis.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The research of oil reservoir numerical simulation is an important field in modern computational mathematics. In this
field, two-phase flow displacement (water and oil) is one of the most important basic problems. In this paper, we will
consider the following incompressible miscible displacement in porous media, which is governed by a nonlinear coupled
system of partial differential equations with initial and boundary values. The pressure is governed by an elliptic equation
and the concentration is governed by a convection–diffusion equation [1–4].
(a) −∇ ·
(
k(x)
µ(c)
(∇p− γ (c)∇d(x))
)
≡ ∇ · u = q, x ∈ Ω, t ∈ J,
(b) φ
∂c
∂t
+ u · ∇c −∇ · (D(u)∇c) = (c˜ − c)q˜, x ∈ Ω, t ∈ J,
(c) u · ν = (D(u)∇c) · ν = 0, x ∈ ∂Ω, t ∈ J,
(d) c(x, 0) = c0(x), x ∈ Ω,
(1.1)
whereΩ is a bounded domain inR2, J = (0, T ], and q˜ = max{q, 0} is nonzero at injection wells only. The variables in (1.1)
are the pressure p(x, t) in the fluid mixture, the Darcy velocity u = (u1, u2)′, and the relative concentration c(x, t) of the
injected fluid. The ν is the unit outward normal vector on boundary ∂Ω .
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The coefficients and data in (1.1) are k(x), the permeability of the porous media; µ(c), the viscosity of the fluid mixture;
q(x, t), representing flow rates at wells; γ (c) and d(x), the gravity coefficient and vertical coordinate; φ(x), the porosity of
the rock; c˜(x, t), the injected concentration at injection wells (q > 0) and the resident concentration at production wells
(q < 0). D(u) is a tensor 2× 2 matrix and generally has the form
D(u) = φ(x){dmI + |u|(dlE(u)+ dtE⊥(u))}, (1.2)
where the 2×2matrix E = (eij) satisfies eij = uiuj/|u|2, E⊥ = I−E, dm is themolecular diffusivity and dl, dt are longitudinal
and transverse dispersivities, respectively. Furthermore, a compatibility condition
∫
Ω
q(x, t)dx = 0 must be imposed to
determine the pressure.
The pressure equation is elliptic and easily handled, but the concentration equation is parabolic and normally convection-
dominated. It is well known that the standard Galerkin scheme applied to the convection-dominated problems does not
work well, and produces excessive numerical diffusion or nonphysical oscillation. A variety of numerical techniques have
been introduced to obtain better approximations for (1.1), such as characteristic finite difference method [5], characteristic
finite element method [6], upstream-weighted finite difference schemes [7], higher-order Godunov scheme [8], streamline
diffusion method [9], least-squares mixed finite element method [10], the modified method of characteristic finite element
method (MMOC-Galerkin) [11], and the Eulerian–Lagrangian localized adjoint method (ELLAM) [12].
Each method cited above has its advantages and disadvantages. Explicit characteristic and Godunov schemes require
that a CFL time-step constraint be imposed. Upstream weighting tends to introduce into the solution an excessive amount
of numerical diffusion near the sharp fronts. Streamline diffusion method and least-squares mixed finite element method
reduce the amount of diffusion but add a user-defined amount biased in the direction of the streamline. ELLAM conserves
mass locally but it is difficult to evaluate the resulting integrals.
The MMOC-Galerkin scheme has much smaller numerical diffusion, nonphysical oscillations and time-truncation than
those of standard methods, and can be used with a larger time step, with corresponding improvement in efficiency and
without cost in accuracy. Unfortunately, it fails to preserve local mass balance. Since it uses a Galerkin spatial discretization,
local constants are not in the space of test functions. Mixed finite element method has been proven to be an effective
numerical method for solving fluid problems. It has an advantage of approximating the unknown variable and its diffusive
flux simultaneously. There are many research articles on this method [13–16].
Arbogast andWheeler [17] defined a finite element method, called the characteristics-mixedmethod, for approximating
the solution to an advection-dominated transport problem. It was based on a space–time variational form of the
advection–diffusion transport problem. It used a characteristic approximation that is similar to that of MMOC-Galerkin
method to handle advection in time and a lowest-order mixed finite element spatial approximation for the diffusion term.
Piecewise constants were in the space of test function, so mass is conserved element by element. A post-processing step
was included in the schemes to improve the rate of convergence of the method. It was proved finally that the method was
optimally convergent to order 1 in time and at least suboptimally convergent to order 3/2 in space. It should be pointed
out that the schemes of this characteristics-mixed method [17] include many integrals of the test function’s mappings,
which are difficult to be evaluated and used in practical computation. Furthermore, the authors only analyzed this method
theoretically and did not present numerical experiments.
In this paper, we will consider a combined numerical method for (1.1). Standard mixed finite element is used for the
Darcy velocity equation and a characteristics-mixed finite elementmethod is presented for approximating the concentration
equation. Characteristic approximation is applied to handle the convection term, and a lowest-order mixed finite element
spatial approximation is adopted to deal with the diffusion term. Thus, the scalar unknown concentration and the diffusive
flux can be approximated simultaneously. In order to derive the optimal L2-norm error estimates, the post-processing step
[17] is adopted in the approximate scheme to the scalar unknown concentration. This scheme conserves mass globally.
Numerical experiments are presented finally to validate the theoretical analysis.
This paper is organized as follows. In Section 2, we formulate the characteristics-mixed finite element method for the
concentration and mixed finite element method for the velocity and pressure. In Section 3, we present the approximation
schemes that combine the characteristics-mixed finite element, mixed finite element method and a post-processing step.
Properties of finite element spaces and projections are listed in Section 4. In Section 5, we derive the optimal-order L2-norm
error estimates. Finally in Section 6, we give some numerical experiments.
2. Formulation of the methods
2.1. Assumptions
In this paper, we adopt notations and norms of usual Sobolev spaces. We need some assumptions. The regularity
assumptions on the solution of (1.1) are denoted by [3]
(R)
c ∈ L
∞(H2) ∩ H1(H1) ∩ L∞(W 1∞) ∩ H2(L2),
p ∈ L∞(H1),
u ∈ L∞(H1(div)) ∩ L∞(W 1∞) ∩W 1∞(L∞) ∩ H2(L2).
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We also require the following assumptions on the coefficients in (1.1) [3]. Let a∗, a∗, φ∗, φ∗,D∗,D∗, and K ∗ be positive
constants such that
(C)

0 < a∗ ≤ k(x)
µ(c)
≤ a∗, 0 < φ∗ ≤ φ(x) ≤ φ∗,∣∣∣∣∂(k/µ)∂c (x, c)
∣∣∣∣+ ∣∣∣∣∂γ∂c (x, c)
∣∣∣∣+ |∇φ(x)| + |q˜(x, t)| + ∣∣∣∣∂ q˜∂t (x, t)
∣∣∣∣ ≤ K ∗,∣∣∣∣∂D∂u (u)
∣∣∣∣+ ∣∣∣∣∂D−1∂u (u)
∣∣∣∣ ≤ K ∗,
D∗‖ξ‖2 ≤
2∑
i,j=1
D(u)ξiξj ≤ D∗‖ξ‖2, ∀ ξ ∈ R2.
Further assumptions will be made in individual theorems as necessary.
For convenience, we assume that (1.1) isΩ-periodic (see [3]), i.e., all functionswill be assumed to be spatiallyΩ-periodic
throughout the rest of this paper. This is physically reasonable, because no-flow condition (1.1)(c) is generally treated by
reflection, and in general interior flow patterns are much more important than boundary effects in reservoir simulation.
Thus, the boundary conditions (1.1)(c) can be dropped.
2.2. A characteristics-mixed method for the concentration
In this section, we assume u in (1.1) to be given. Define
H = {χ ∈ H(div;Ω) | χ · ν = 0 on ∂Ω},
M = {v ∈ L2(Ω) | v is piecewise constant}; M is dense in L2(Ω).
Let
ψ(x) = [|u(x)|2 + (φ(x))2]1/2 = [(u1(x))2 + (u2(x))2 + (φ(x))2]1/2,
and let the characteristic direction associated with the operator φ∂c/∂t + u · ∇c be denoted by τ , where
ψ(x)
∂c
∂τ
= φ(x) ∂c
∂t
+ u · ∇c. (2.1)
Take z = D(u)∇c. The weak form of (1.1) is equal to the problem of finding a map (c, z) : J → L2(Ω)× H such that
(a)
(
ψ
∂c
∂τ
, ϕ
)
− (∇ · z, ϕ) = ((c˜ − c)q˜, ϕ), ∀ϕ ∈ L2(Ω),
(b) (α(u)z, χ)+ (c,∇ · χ) = 0, ∀χ ∈ H,
(c) c(x, 0) = c0(x), z(x, 0) = D(u(x, 0))∇c(x, 0), ∀ x ∈ Ω,
(2.2)
where α(u) = D−1(u).
Part J into 0 = t0 < t1 < · · · < tN = T , with 1tnc = tn − tn−1. The analysis is valid for variable time steps, but
we drop the superscript from 1tc for convenience. For functions f on Ω × J , we write f n(x) for f (x, tn). Approximate
(∂cn/∂τ)(x) = (∂c/∂τ)(x, tn) by a backward difference quotient in the τ -direction,
∂cn
∂τ
(x) ' c
n(x)− cn−1(x− u(x)
φ(x)1tc)
1tc
√
1+ |u(x)|2/(φ(x))2 . (2.3)
If we let x¯ = x− (u(x)/φ(x))1tc and f¯ (x) = f (x¯), then we get
ψ
∂cn
∂τ
' φ c
n − c¯n−1
1tc
. (2.4)
Since the problem isΩ-periodic [3], c¯n−1 is always defined and the tangent to the characteristic (i.e., the τ -segment) cannot
cross a boundary to an undefined location. The difference quotient relates the concentration at a given x at time tn to the
concentration that would flow to x from time tn−1 if the problem were purely hyperbolic.
The time difference (2.4) will be combined with a standard mixed finite element in the space variables. For hc > 0, we
discretize (2.4) in space on a quasi-uniformmesh Thc ofΩ with a diameter of element≤ hc . LetMhc × Hhc ⊂ M × H be the
lowest-order Raviart–Thomas–Nedelec mixed finite element spaces [14,15]. The space Mhc is the space of functions which
are constant on each element in Thc , and Hhc is the space of vector-valued functions whose components are linear on each
element and whose normal component is continuous across interior element boundaries.
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A characteristics-mixed discretization of the weak form (2.2) using (2.4) is given by {Cn, Zn}Nn=1 ∈ Mhc × Hhc such that
(a)
(
φ
Cn − C¯n−1
1tc
, ϕ
)
− (∇ · Zn, ϕ)+ (q˜nCn, ϕ) = (c˜nq˜n, ϕ), ∀ϕ ∈ Mhc ,
(b) (α(un)Zn, χ)+ (Cn,∇ · χ) = 0, ∀χ ∈ Hhc ,
(c) C0 = C˜0, Z0 = Z˜0, ∀ x ∈ Ω,
(2.5)
where C¯n−1 = Cn−1(x¯), C˜ and Z˜ are projections of exact solutions c and z intoMhc ×Hhc , respectively. These projections will
be defined in Section 4. Here, un will be replaced by a numerical approximation determined in the next section.
2.3. A mixed method for the pressure and velocity
Let
W = L2(Ω)/{w ≡ constant onΩ}.
As in [3], the pressure equation (1.1)(a) is equal to the following saddle-point problemof finding amap (u, p) : J → H×W
such that{
(a) A(c; u, v)+ B(v, p) = (γ (c)∇d, v), ∀ v ∈ H(div;Ω),
(b) B(u, w) = −(q, w), ∀w ∈ L2(Ω), (2.6)
where the bilinear forms
A(θ;α, β) =
(
µ(θ)
k
α, β
)
, (2.7a)
B(α, pi) = −(∇ · α, pi), (2.7b)
for θ ∈ L∞(Ω), α, β ∈ H and pi ∈ L2(Ω).
For hp > 0, we discretize (2.6) in space on a quasi-uniform mesh Thp of Ω with a diameter of element ≤ hp. Let
Vhp ×Whp ⊂ H ×W be Raviart–Thomas spaces [14] of index k = 0 for this mesh.
The mixed method for pressure and velocity, given a concentration approximation C at a time t ∈ J , consists of U ∈ Vhp
and P ∈ Whp such that{
A(C;U, v)+ B(v, P) = (γ (c)∇d, v), ∀ v ∈ Vhp ,
B(U, w) = −(q, w), ∀w ∈ Whp . (2.8)
Existence and uniqueness of U and P are proved in [1], based on ideas of [18].
3. The combined approximation scheme
3.1. Approximation scheme
Wenowpresent our sequential time-stepping procedure that combines (2.5) and (2.8). As in [3], let us part J into pressure
time steps 0 = t0 < t1 < · · · < tM = T , with1tmp = tm− tm−1. Each pressure step is also a concentration step, i.e., for each
m there exists n such that tm = tn; in general,1tp > 1tc . We may vary1tp, but except for1t1p we drop the superscript. For
functions f onΩ × J , we write fm(x) for f (x, tm); thus, subscripts refer to pressure steps and superscripts to concentration
steps.
If concentration step tn relates to pressure steps by tm−1 < tn ≤ tm, we require a velocity approximation for (2.5)(b)
based on Um−1 and earlier values. Ifm ≥ 2, take the linear extrapolation of Um−1 and Um−2 defined by
EUn =
(
1+ t
n − tm−1
tm−1 − tm−2
)
Um−1 − t
n − tm−1
tm−1 − tm−2Um−2; (3.1a)
ifm = 1, set
EUn = U0. (3.1b)
We retain the superscript on1t1p because EU
n is first-order correct in time during the first pressure step and second-order
during later steps.
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The combined time-stepping procedure is finding a map (C, Z) : {t0, t1, . . . , tN} → Mhc × Hhc and a map (U, P) :{t0, t1, . . . , tM} → Vhp ×Whp such that
(a)
(
φ
Cn − Cˆn−1
1tc
, ϕ
)
− (∇ · Zn, ϕ)+ (q˜nCn, ϕ) = (c˜nq˜n, ϕ), ∀ϕ ∈ Mhc , n ≥ 1,
(b) (α(EUn)Zn, χ)+ (Cn,∇ · χ) = 0, ∀χ ∈ Hhc , n ≥ 1,
(c) C0 = C˜0, Z0 = Z˜0, ∀ x ∈ Ω,
(d) A(Cm;Um, v)+ B(v, Pm) = (γ (Cm)∇d, v), ∀ v ∈ Vhp ,m ≥ 0,
(e) B(Um, w) = −(qm, w), ∀w ∈ Whp ,m ≥ 0,
(3.2)
where
Cˆn−1(x) = Cn−1(xˆ) = Cn−1
(
x− EU
n(x)
φ(x)
1tc
)
.
We solve for (C0, Z0), then (U0, P0), then {C j, Z j}n1j=1 such that tn1 = t1, then (U1, P1), and so on.
The convergence analysis will make use of an analogue of xˆ defined for the exact velocity un. If f is a function onΩ , set
fˇ (x) = f (xˇ) = f
(
x− Eu
n(x)
φ(x)
1tc
)
;
the time step tn will be clear from the context.
In order to derive optimal L2-norm error estimates, we need to define a post-processing space M˜hc consisting of functions
that are discontinuous and piecewise linear on the mesh Thc . Then we locally post-process the concentration by finding
Cnp ∈ M˜hc on each element Tc ∈ Thc such that (see [17]){
(a) (φ(Cnp − Cn), 1)Tc = 0,
(b) (D(EUn)∇Cnp − Zn,∇w)Tc = 0, ∀w ∈ M˜hc . (3.3)
By (3.2) and (3.3), we can get an approximation with a post-process step for problem (1.1). This is obtained by combining
mixed finite element method and the characteristics-mixed finite element method. This time-stepping procedure is finding
a map (Cp, Z) : {t0, t1, . . . , tN} → M˜hc × Hhc and a map (U, P) : {t0, t1, . . . , tM} → Vhp ×Whp such that
(a)
(
φ
Cn − Cˆn−1p
1tc
, ϕ
)
− (∇ · Zn, ϕ)+ (q˜nCn, ϕ) = (c˜nq˜n, ϕ), ∀ϕ ∈ Mhc , n ≥ 1,
(b) (α(EUn)Zn, χ)+ (Cn,∇ · χ) = 0, ∀χ ∈ Hhc , n ≥ 1,
(c) C0 = C˜0, Z0 = Z˜0, ∀ x ∈ Ω,
(d) A(Cm;Um, v)+ B(v, Pm) = (γ (Cm)∇d, v), ∀ v ∈ Vhp ,m ≥ 0,
(e) B(Um, w) = −(qm, w), ∀w ∈ Whp ,m ≥ 0.
(3.4)
The steps of the calculation are as follows:
Step 1: {C0, Z0} known−→ solve (U0, P0) by (3.4)(d) and (e);
Step 2: use post-process equation (3.3) for C0p −→ by (3.4)(a) and (b) to solve {C1, Z1} −→ then by (3.3) for C1p −→ by
(3.4)(a) and (b) to solve {C2, Z2};
Step 3: analogically, {C j−1, Z j−1}n1j=1 known−→ {C j−1p }n1j=1 −→ {C j, Z j}n1j=1 such that tn1 = t1;
Step 4: then by (3.4)(d) and (e) for (U1, P1);
Step 5: calculate the approximations in turn analogically to get the pressure, velocity and concentration at other time steps,
respectively.
3.2. Mass conservation principle
If problem (1.1) has no source and no sink, i.e. q ≡ 0, and the boundary conditions have no flow, the concentration
satisfies the principle of global mass conservation:
∫
Ω
φ ∂c
∂t dx = 0. We now turn to show that scheme (3.4) has the principle
given below.
Theorem 3.1 (Mass Conservation Principle). If q = 0, x ∈ Ω; u · ν = D(u)∇c · ν = 0, x ∈ ∂Ω , then scheme (3.4)(a) satisfies
the discrete mass conservation∫
Ω
φ
Cn − Cˆn−1
1t
dx = 0, n > 1. (3.5)
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Proof. By (3.4)(a), we get∫
Ω
φ
Cn − Cˆn−1p
1tc
dx = −
∑
Tc∈Thc
∫
Tc
∇ · Zn dx. (3.6)
Noting Zn ∈ Hhc , which is the space of vector-valued functions whose components are linear on each element and whose
normal component is continuous across interior element boundaries, we have∑
Tc∈Thc
∫
Tc
∇ · Zn dx =
∑
l
∫
l
Zn · γl ds = 0, (3.7)
where l is the common interior edge of two elements e1 and e2, γl is the outward normal vector from e1 to e2.
By (3.3)(a) and (3.7), we can obtain∫
Ω
φ
Cn − Cˆn−1
1t
dx = 0, n > 1,
which is a statement of global mass conservation. This also shows that fluid is transported along the approximate
characteristics on the discrete level. Thus, the principle has been proved. 
Throughout the analysis, K will denote a generic positive constant, independent of hc, hp,1tc and 1tp, but possibly
depending on constants in (C), norms in (R), and constants Ki (i = 1, . . . , 7) given below. Similarly, ε will denote a generic
small positive constant.
4. Properties of finite element spaces and projections
4.1. For the concentration
The lowest-order Raviart–Thomas–Nedelec mixed finite element spaces Mhc × Hhc in Section 2.2 have the following
approximation and inverse properties [14,15]:
(Ac)

inf
ϕ∈Mhc
‖f − ϕ‖ ≤ K1hc‖f ‖1,
inf
χ∈Hhc
‖g − χ‖ ≤ K1hc‖g‖1,
inf
χ∈Hhc
‖g − χ‖H(div) ≤ K1hc‖g‖H1(div),
(Ic)
{‖χ‖1 ≤ K1h−1c ‖χ‖, ‖χ‖L∞ ≤ K1h−1c ‖χ‖, ∀χ ∈ Hhc ,
‖χ‖W1∞(Tc ) ≤ K1h−1c ‖χ‖L∞(Tc ), ∀χ ∈ Hhc ,
where K1 is a positive constant independent of hc and Tc is an element of the mesh Thc .
The convergence analysis will rely on projections of the exact solutions c and z into Mhc × Hhc . Define the map
(C˜, Z˜) : J → Mhc × Hhc by [19,20]{
(∇ · (Z˜ − z), ϕ) = 0, ∀ϕ ∈ Mhc ,
(α(u)(Z˜ − z), χ)+ (C˜ − c,∇ · χ) = 0, ∀χ ∈ Hhc .
(4.1)
As in [16], we know that (C˜, Z˜) exists uniquely. By (R), (C), (Ac) and (Ic), it is easy to obtain the following facts
(Pc)

(a) ‖c − C˜‖L∞(L2) ≤ K2hc‖c‖L∞(H1), ‖c − C˜‖L∞(H1) ≤ K2hc‖c‖L∞(H2),
(b) ‖z − Z˜‖L∞(L2) ≤ K2hc‖c‖L∞(H1), ‖z − Z˜‖L∞(H(div)) ≤ K2hc‖c‖L∞(H2),
(c)
∥∥∥∥ ∂∂t (c − C˜)
∥∥∥∥
L2(L2)
≤ K2hc‖c‖H1(H1),
(d) ‖C˜‖L∞(L∞) + ‖C˜t‖L∞(L∞) + ‖Z˜‖L∞(L∞) + ‖Z˜t‖L∞(L∞) ≤ K2,
(4.2)
where K2 is a positive constant independent of c and hc and depends on ‖u‖W1∞(L∞), D∗ and D∗.
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4.2. For the pressure and velocity
The Raviart–Thomas spaces Vhp ×Whp in Section 2.3 possess the following approximation and inverse properties [14]:
(Ap)

inf
v∈Vhp
‖f − v‖ ≤ K3hp‖f ‖1,
inf
v∈Vhp
‖f − v‖H(div) ≤ K3hp‖f ‖H1(div),
inf
w∈Whp
‖g − w‖ ≤ K3hp‖g‖1,
(Ip)
{‖v‖L∞ ≤ K3h−1p ‖v‖, ∀ v ∈ Vhp ,
‖v‖W1∞(Tp) ≤ K3h−1p ‖v‖L∞(Tp), ∀ v ∈ Vhp ,
where K3 is a positive constant independent of hp and Tp is an element of the mesh Thp .
Define the map (U˜, P˜) : J → Vhp ×Whp by (see [14]){
A(c; U˜, v)+ B(v, P˜) = (γ (c)∇d, v), ∀ v ∈ Vhp ,
B(U˜, w) = −(q, w), ∀w ∈ Whp ,
(4.3)
where c is the exact solution of (1.1).
By arguments in [1,18], the map (U˜, P˜) exists and (Ap) implies that
‖u− U˜‖L∞(H(div)) + ‖p− P˜‖L∞(L2) ≤ K4{ inf
v ∈Vhp
‖u− v‖H(div) + inf
w ∈Whp
‖p− w‖}
≤ K4(‖u‖L∞(H1(div)), ‖p‖L∞(H1))hp. (4.4)
The positive constant K4 depends on the constant in (C) but independent of hp, u, p and c.
In the same way (4.2)(d) holds, estimate (4.4) and (Ip) imply that
‖U˜‖L∞(L∞) ≤ K4. (4.5)
As in [1], comparison of (4.3) and (2.8) implies that
‖U − U˜‖H(div) + ‖P − P˜‖ ≤ K5(1+ ‖U˜‖L∞)‖c − C‖. (4.6)
Estimates (4.4) and (4.6) will handle the coupling of concentration and velocity errors in the convergence analysis.
5. A priori error estimates in L2-norm
Now, we turn to derive an optimal a priori error estimate in L2-norm for the concentration of approximation (3.4)(a).
Optimal error estimates for velocity in H(div;Ω) and pressure in L2(Ω) follow at once from (4.4) and (4.6).
5.1. Lemmas
In our analysis, we also need to define another projection C˜p ∈ M˜hc on each element Tc ∈ Thc [17]:{
(a) (φ(C˜p − C˜), 1)Tc = 0,
(b) (D(EUn)∇C˜p − Z˜,∇w)Tc = 0, ∀w ∈ M˜hc .
(5.1)
Set ξ = c − C˜, ζ = C − C˜; ρ = z − Z˜, θ = Z − Z˜; ξp = c − C˜p, ζp = Cp − C˜p.
From (4.1) and (5.1), we can get the following lemma (Theorem 2 in [17]):
Lemma 5.1. Assume (R) and (C) hold. Then for each t ∈ J and hc sufficiently small, there exists
(a) ‖ξ‖ ≤ K‖z‖1hc,
(b) ‖ρ‖ ≤ K‖z‖1hc,
(c) ‖ξp‖ ≤ K{‖z‖1 + ‖∇ · z‖1}h2c ,
(d)
∑
Tc∈Thc
‖∇ξp‖2Tc ≤ K‖z‖21h2c ,
(e)
∥∥∥∥∂ξp∂t
∥∥∥∥ ≤ K{‖z‖1 + ‖∇ · z‖1 + ‖zt‖1 + ‖∇ · zt‖1}h2c ,
(5.2)
where K is a positive constant independent of t, c, hc and1t.
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Also, the following lemma can be obtained (Lemma 5 in [17]).
Lemma 5.2. For any element Tc , there exists
(a) (φ(ζ np − ζ n), ζ np )Tc =
∥∥∥√φ(ζ np − ζ n)∥∥∥2Tc ,
(b)
∥∥∥√φζ n∥∥∥
Tc
≤
∥∥∥√φζ np ∥∥∥Tc ,
(c) ‖(D(EUn))1/2∇ζ np ‖Tc ≤ ‖(α(EUn))1/2θn‖Tc ,
(d)
∥∥∥√φ(ζ np − ζ n)∥∥∥Tc ≤ K‖∇ζ np ‖Tchc,
(5.3)
where the positive constant K depends on the positive upper and lower bounds for D(EUn).
5.2. Error estimate theorem
Theorem 5.1. Suppose that the assumptions (R), (C), (Ac), (Ic), (Ap) and (Ip) hold. Assume that the discretization parameters
obey the relations
1tc = O(hp), hc ∼ hp, (1t1p )3/2 = O(hp), (1tp)2 = O(hp). (5.4)
If the initialization error satisfies
‖C0p − c0‖0 ≤ K0(c0)h2c (5.5)
for some positive constant K0 depending on c0, and if there is some constant K ′ > 0 such that 1tnc ≥ K ′hc ; then for hp and1tc
sufficiently small, the errors of approximation (3.4) for (1.1) satisfy
max
1≤n≤N
‖Cnp − cn‖ ≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}, (5.6)
max
1≤n≤N
{‖Cn − cn‖ + ‖Zn − zn‖} ≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}, (5.7){
N∑
n=1
‖Zn − zn‖21tnc
}1/2
≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}, (5.8)
where K is a positive constant dependent on (R), (C), (AR), (Ic), (Pc), ‖∂2c/∂τ 2‖, ‖∂u/∂t‖, ‖∂2u/∂t2‖, but independent of
hc, hp,1tc and1tp.
We note that these estimates have optimal rate in L2-norm for the lowest-order mixed finite element method.
Proof. (I) First, we derive the error estimate for ‖c − C‖ and ‖c − Cp‖. From the weak form (2.2) and projection equation
(4.1), we can easily obtain
(a)
(
φ
cn − cˆn−1
1tc
, ϕ
)
− (∇ · Z˜n, ϕ)
= ((c˜n − cn)q˜n, ϕ)−
(
ψ(cn)
∂cn
∂τ
− φ c
n − cˆn−1
1tc
, ϕ
)
, ∀ϕ ∈ L2(Ω), n ≥ 1,
(b) (α(un)Z˜n, χ)+ (C˜n,∇ · χ) = 0, ∀χ ∈ H, n ≥ 1,
(c) c0 = c0(x), z0 = D(u0)∇c0, ∀ x ∈ Ω,
(5.9)
where α(un) = D−1(un).
Subtracting (5.9) from (3.4)(a)–(b), we can get the error equation for ζ and θ
(a)
(
φ
ζ n − ζˆ n−1p
1tc
, ϕ
)
− (∇ · θn, ϕ) = ((ξ n − ζ n)q˜n, ϕ)+
(
φ
ξ n − ξˆ n−1p
1tc
, ϕ
)
+
(
ψ(cn)
∂cn
∂τ
− φ c
n − cˆn−1
1tc
, ϕ
)
, ∀ϕ ∈ Mhc ,
(b) (α(EUn)θn, χ)+ (ζ n,∇ · χ) =
(
(α(un)− α(EUn))Z˜n, χ
)
, ∀χ ∈ Hhc .
(5.10)
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For an L2-norm error estimate of ζ , we choose ϕ = ζ n, χ = θn as test functions in (5.10) and add (5.10)(a) and (b)
together to get(
φ
ζ n − ζˆ n−1p
1tc
, ζ n
)
+ (α(EUn)θn, θn) = ((ξ n − ζ n)q˜n, ζ n)+
(
φ
ξ n − ξˆ n−1p
1tc
, ζ n
)
+
(
ψ(cn)
∂cn
∂τ
− φ c
n − cˆn−1
1tc
, ζ n
)
+
(
(α(un)− α(EUn))Z˜n, θn
)
, (5.11)
Using (3.3)(a) and (5.1)(a), we get{
(a) (φ(ζ np − ξ np ), ζ n)Tc = (φ(ζ n − ξ n), ζ n)Tc ,
(b) (φζ np , ζ
n)Tc = (φζ n, ζ n)Tc . (5.12)
Substituting (5.12)(a) into (5.11), it follows(
φ
ζ np − ζ n−1p
1tc
, ζ n
)
+ (α(EUn)θn, θn) =
([
φ
∂cn
∂t
+ Eun · ∇cn
]
− φ c
n − cˇ n−1
1tc
, ζ n
)
+ ([un − Eun] · ∇cn, ζ n)+ ((α(un)− α(EUn))Z˜n, θn)+ (φ ξ np − ξ n−1p
1tc
, ζ n
)
+ (ξ nqn, ζ n)− (ζ nqn, ζ n)+
(
φ
cˆ n−1 − cˇ n−1
1tc
, ζ n
)
−
(
φ
ξˆ n−1p − ξ n−1p
1tc
, ζ n
)
+
(
φ
ζˆ n−1p − ζ n−1p
1tc
, ζ n
)
. (5.13)
We denote the terms on the right-hand side of (5.13) by T1, T2, . . . , T9. We now turn to analyze these terms one by one.
Since (φζ np , ζ
n) = (φζ n, ζ n), we can deduce
(φζ np , ζ
n)− (φζ n−1p , ζ n) ≥ (φζ np , ζ n)−
1
2
{(φζ n−1p , ζ n−1p )+ (φζ n, ζ n)}
= 1
2
(φζ np , ζ
n)− 1
2
(φζ n−1p , ζ
n−1
p )
= 1
2
(φζ np , ζ
n
p )−
1
2
(φζ n−1p , ζ
n−1
p )−
1
2
(φ(ζ np − ζ n), ζ np ). (5.14)
By (5.14), we have
the left-hand side of (5.12) ≥ 1
21tc
{(φζ np , ζ np )− (φζ n−1p , ζ n−1p )}
+ (α(EUn)θn, θn)− 1
21tc
{(φ(ζ np − ζ n), ζ np )}. (5.15)
Then by Lemma 5.2, we have∣∣∣∣ 121tc (φ(ζ np − ζ n), ζ np )
∣∣∣∣ = 121tc ‖√φ(ζ np − ζ n)‖2 ≤ K21tc ‖∇ζ np ‖2h2c
≤ K
21tc
‖(D(EUn))− 12 (D(EUn)) 12∇ζ np ‖2h2c
≤ 1
21tc
Q ′‖(α(EUn))1/2θn‖2h2c , (5.16)
where Q ′ is a positive constant dependent on the positive upper and lower bounds for D(EUn).
The arguments for terms T1, . . . , T7 are like those in [3]. We have
|T1| ≤ K
∥∥∥∥ ∂2c∂τ 2
∥∥∥∥2
L2(tn−1,tn;L2)
1tc + K‖ζ n‖2, (5.17a)
|T2| ≤ ‖un − Eun‖ ‖∇cn‖L∞ ‖ζ n‖ ≤ K(1tp)3
∥∥∥∥∂2u∂t2
∥∥∥∥2
L2(tm−2,tm;L2)
+ K‖ζ n‖2, (5.17b)
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where tm−2 and tm−1 are the previous pressure time levels that define the extrapolation Eun at the concentration time
level tn. If tn ≤ t1, so that Eun = un (extrapolation not possible), then the temporal error term is replaced by
K(1t1p )
2‖∂u/∂t‖2
L∞(t0,t1;L2).
Note that by (C) and (4.2), we get
|T3| ≤ K{‖un − Eun‖ + ‖Eun − EU˜n‖ + ‖EU˜n − EUn‖} ‖Z˜n‖L∞ ‖θn‖
≤ K(1tp)3
∥∥∥∥∂2u∂t2
∥∥∥∥2
L2(tm−2,tm;L2)
+ K(‖p‖L∞(H1), ‖u‖L∞(H1(div)))h2p
+ K(‖c‖L∞(H2))h2c + K‖ζm−1‖2 + K‖ζm−2‖2 + ε‖θn‖2. (5.17c)
The remark after (5.17b) about the temporal error term applies here as well.
For T4, we obtain
|T4| ≤ K
∥∥∥∥∥ξ np − ξ n−1p1tc
∥∥∥∥∥
2
+ K‖ζ n‖2 ≤ K(1tc)−1
∥∥∥∥∂ξp∂t
∥∥∥∥2
L2(tn−1,tn;L2)
+ K‖ζ n‖2, (5.17d)
and (4.2)(a) yields at once
|T5| + |T6| ≤ K‖ξ n‖2 + K‖ζ n‖2. (5.17e)
T7 is bounded similarly to T3
|T7| ≤ K‖E(u− U)n‖2 + K‖ζ n‖2
≤ K(1tp)3 + Kh2p + Kh2c + K‖ζm−1‖2 + K‖ζm−2‖2 + K‖ζ n‖2. (5.17f)
Since ζ 6∈ H1(Ω), we analyze the remaining two terms as follows
|T8| =
∣∣∣∣∣−
(
φ
ξˆ n−1p − ξ n−1p
1tc
, ζ n
)∣∣∣∣∣ ≤ K‖∇ξ n−1p ‖ ‖EUn‖L∞ ‖ζ n‖
≤ K‖∇ξ n−1p ‖ ‖Um−i‖L∞ ‖ζ n‖, i = 1, 2, (5.17g)
and
|T9| =
∣∣∣∣∣
(
φ
ζˆ n−1p − ζ n−1p
1tc
, ζ n
)∣∣∣∣∣ ≤ K‖∇ζ n−1p ‖ ‖EUn‖L∞ ‖ζ n‖
≤ K‖∇ζ n−1p ‖ ‖Um−i‖L∞ ‖ζ n‖, i = 1, 2. (5.17h)
We require an induction hypothesis at pressure time step tm. Assume that
‖Um‖L∞ ≤ K6, m = 0, 1, . . . ,M − 1, (5.17i)
where K6 is a positive constant dependent on assumption (C), but independent of hp, u, p and c.
Applying hypotheses (5.17i), (5.2)(d) and (5.3)(c) to (5.17g) and (5.17h), it follows
|T8| ≤ K‖zn−1‖21h2c + ε‖ζ n‖2, (5.17j)
|T9| ≤ ε‖(α(EUn))1/2θn‖2 + K‖ζ n‖2. (5.17k)
Combining (5.13) with estimates (5.15), (5.16) and (5.17a)–(5.17k), we see that
1
21tc
{(φζ np , ζ np )− (φζ n−1p , ζ n−1p )} + (α(EUn)θn, θn)
(
1− 1
21tc
Q ′h2c
)
≤ Kh2c + Kh2p + K1tc + K(1tp)3 + K(1tc)−1
∥∥∥∥∂ξp∂t
∥∥∥∥2
L2(tn−1,tn;L2)
+ K‖ζ n−1p ‖2 + K‖ζm−1‖2 + K‖ζm−2‖2 + ε‖(α(EUn))1/2θn‖2 + K‖ζ n‖2, (5.18)
where Q ′ is the generic constant in (5.16) and if tn ≤ t1, the remark after (5.17b) applies.
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Taking ε ≤ 12 , multiplying (5.18) by 21tc , and using Lemmas 5.1 and 5.2, we get
(φζ np , ζ
n
p )− (φζ n−1p , ζ n−1p )+ (α(EUn)θn, θn)(1tc − Q ′h2c )
≤ {Kh2c + Kh2p + K1tc + K(1tp)3 + K‖ζ n−1p ‖2 + K‖ζ np ‖2 + K‖ζm−1‖2
+K‖ζm−2‖2}1tc + Kh4c
∫ tn
tn−1
{‖z‖21 + ‖∇ · z‖21 + ‖zt‖21 + ‖∇ · zt‖21}dt. (5.19)
Since we have assumed that1tnc ≥ K ′hc , it is easy to see that
Q ′h2c ≤ Q ′(K ′)−11tnc hc, (5.20)
is negligible for hc sufficiently small.
By Lemma 5.1 and (5.5), we have
‖ζ 0p ‖ ≤ ‖C0p − c0‖ + ‖ξ 0p ‖ ≤ Kh2c . (5.21)
Sum (5.19) on n, noting that the (1tp)3, ‖ζm−1‖2, ‖ζm−2‖2 terms repeat 1tp/1tc times and that the (1t1p )2 terms of
the remark after (5.17b) repeat 1t1p/1tc times. Therefore, an application of Gronwall’s inequality (provided that 1t
n
c is
sufficiently small), Lemma 5.2 and (5.21) yields that
max
1≤n≤N
‖ζ np ‖2 +
N∑
n=1
‖θn‖21tc ≤ K{h2c + h2p + (1tc)2 + (1t1p )3 + (1tp)4}. (5.22)
Further, it follows from (5.3)(b) that
max
1≤n≤N
‖ζ n‖2 ≤ max
1≤n≤N
‖ζ np ‖2 ≤ K{h2c + h2p + (1tc)2 + (1t1p )3 + (1tp)4}. (5.23)
Using triangle inequality, (5.22) and (5.23) and Lemma 5.1, we finally derive
max
1≤n≤N
‖Cnp − cn‖ ≤ max1≤n≤N{‖ζ
n
p ‖ + ‖ξ np ‖} ≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}, (5.24)
max
1≤n≤N
‖Cn − cn‖ ≤ max
1≤n≤N
{‖ζ n‖ + ‖ξ n‖} ≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}, (5.25){
N∑
n=1
‖Zn − zn‖21tnc
}1/2
≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}. (5.26)
(II) Second, we turn to derive the error estimate for ‖z − Z‖. From (5.10)(b), we can easily obtain(
α(EUn)θn − α(EUn−1)θn−1
1tc
, χ
)
+
(
ζ n − ζ n−1
1tc
, ∇ · χ
)
=
(
(α(un)− α(EUn))Z˜n − (α(un−1)− α(EUn−1))Z˜n−1
1tc
, χ
)
, ∀χ ∈ Hhc . (5.27)
We choose ϕ = ζ n−ζ n−1
1tc
in (5.10)(a), χ = θn in (5.27) and add them together to get(
φ
ζ n − ζˆ n−1p
1tc
,
ζ n − ζ n−1
1tc
)
+
(
α(EUn)θn − α(EUn−1)θn−1
1tc
, θn
)
=
(
(ξ n − ζ n)q˜n, ζ
n − ζ n−1
1tc
)
+
(
φ
ξ n − ξˆ n−1p
1tc
,
ζ n − ζ n−1
1tc
)
+
(
ψ(cn)
∂cn
∂τ
− φ c
n − cˆn−1
1tc
,
ζ n − ζ n−1
1tc
)
+
(
(α(un)− α(EUn))Z˜n − (α(un−1)− α(EUn−1))Z˜n−1
1tc
, θn
)
. (5.28)
Substituting (5.12)(a) into (5.28), it follows(
φ
ζ n − ζ n−1
1tc
,
ζ n − ζ n−1
1tc
)
+
(
α(EUn)θn − α(EUn−1)θn−1
1tc
, θn
)
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=
([
φ
∂cn
∂t
+ Eun · ∇cn
]
− φ c
n − cˇ n−1
1tc
,
ζ n − ζ n−1
1tc
)
+
(
[un − Eun] · ∇cn, ζ
n − ζ n−1
1tc
)
+
(
(α(un)− α(EUn))Z˜n − (α(un−1)− α(EUn−1))Z˜n−1
1tc
, θn
)
+
(
φ
ξ np − ξ n−1p
1tc
,
ζ n − ζ n−1
1tc
)
+
(
ξ nqn,
ζ n − ζ n−1
1tc
)
−
(
ζ nqn,
ζ n − ζ n−1
1tc
)
+
(
φ
cˆ n−1 − cˇ n−1
1tc
,
ζ n − ζ n−1
1tc
)
−
(
φ
ξˆ n−1p − ξ n−1p
1tc
,
ζ n − ζ n−1
1tc
)
+
(
φ
ζˆ n−1p − ζ n−1p
1tc
,
ζ n − ζ n−1
1tc
)
. (5.29)
Comparing with (5.13), we can see that (5.29) is similar to (5.13). We denote the terms on the right-hand side of (5.29)
by D1,D2, . . . ,D9.
First, we know
the left-hand side of (5.29)
≥ φ∗
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 + 121tc {(α(EUn)θn, θn)− (α(EUn−1)θn−1, θn−1)}
+ 1
21tc
{(α(EUn)− α(EUn−1)θn, θn)}. (5.30)
We now need another induction hypothesis. We suppose that
‖θn‖L∞ ≤ K7, n = 0, 1, . . . ,N − 1, (5.31)
where K7 is a positive constant dependent on assumption (C), but independent of hp, u, p and c. By this assumption and
(5.17c), we have
1
21tc
{(α(EUn)− α(EUn−1)θn, θn)}
≤ K
21tc
(‖un − EUn‖ + ‖un−1 − EUn−1‖ + ‖un − un−1‖) ‖θn‖L∞‖(D(EUn))− 12 (D(EUn)) 12 θn‖
≤ 1
21tc
{
K(1tp)3 + Kh2p + Kh2c + K(1tc)2 + K‖ζm−1‖2 + K‖ζm−2‖2 +
η
2
‖(α(EUn)) 12 θn‖2
}
, (5.32)
where, η is a small positive constant, tm−2 and tm−1 are also the previous pressure time levels that define the extrapolation
EUn−1 at the concentration time level tn−1 because of1tp > 1tc .
The arguments for terms D1, . . . ,D9 are similar to that of {Ti}9i=1 before. We describe the processes of analysis simply.
We have
|D1| ≤ K
∥∥∥∥ ∂2c∂τ 2
∥∥∥∥2
L2(tn−1,tn;L2)
1tc + ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 , (5.33a)
|D2| ≤ K(1tp)3
∥∥∥∥∂2u∂t2
∥∥∥∥2
L2(tm−2,tm;L2)
+ ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 , (5.33b)
|D3| ≤ 121tc
{
K(1tp)3 + Kh2p + Kh2c + K‖ζm−1‖2 + K‖ζm−2‖2 +
η
2
‖(α(EUn))1/2θn‖2
}
, (5.33c)
|D4| ≤ K(1tc)−1
∥∥∥∥∂ξp∂t
∥∥∥∥2
L2(tn−1,tn;L2)
+ ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 , (5.33d)
|D5| + |D6| ≤ K‖ξ n‖2 + K‖ζ n‖2 + ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 , (5.33e)
|D7| ≤ K(1tp)3 + Kh2p + Kh2c + K‖ζm−1‖2 + K‖ζm−2‖2 + ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 . (5.33f)
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Under hypothesis (5.17i), we have
|D8| ≤ K‖zn−1‖21h2c + ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 , (5.33g)
|D9| ≤ K‖(α(EUn))1/2θn‖2 + ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 . (5.33h)
Combining (5.29) with estimates (5.30), (5.32) and (5.33a)–(5.33h) we see that
φ∗
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 + 121tc {(α(EUn)θn, θn)− (α(EUn−1)θn−1, θn−1)}
≤ K
21tc
{h2c + h2p + (1tp)3 + (1tc)2 + ‖ζ n‖2 + ‖ζm−1‖2 + ‖ζm−2‖2}
+ K(1tc)−1
∥∥∥∥∂ξp∂t
∥∥∥∥2
L2(tn−1,tn;L2)
+ K‖(α(EUn))1/2θn‖2 + ε
∥∥∥∥ζ n − ζ n−11tc
∥∥∥∥2 + η21tc ‖(α(EUn))1/2θn‖2. (5.34)
Taking ε ≤ φ∗ and η = 1N+1 , multiplying (5.34) by 21tc , and using Lemmas 5.1 and 5.2, we get
(1− η)(α(EUn)θn, θn)− (α(EUn−1)θn−1, θn−1)
≤ K{h2c + h2p + (1tc)2 + (1tp)3 + ‖ζ n‖2 + ‖ζm−1‖2 + ‖ζm−2‖2}
+Kh4c
∫ tn
tn−1
{‖z‖21 + ‖∇ · z‖21 + ‖zt‖21 + ‖∇ · zt‖21}dt + K‖(α(EUn))1/2θn‖21tc . (5.35)
Noting that 0 < (1− η)n−1 < 1, we multiply both sides of (5.35) by (1− η)n−1 to get
(1− η)n(α(EUn)θn, θn)− (1− η)n−1(α(EUn−1)θn−1, θn−1)
≤ K{h2c + h2p + (1tc)2 + (1tp)3 + ‖ζ n‖2 + ‖ζm−1‖2 + ‖ζm−2‖2}
+ Kh4c
∫ tn
tn−1
{‖z‖21 + ‖∇ · z‖21 + ‖zt‖21 + ‖∇ · zt‖21}dt + K‖(α(EUn))1/2θn‖21tc . (5.36)
Since θ0 = Z0 − Z˜0 = 0, summing (5.36) on n and treating (5.36) similarly as (5.19), we can get
(1− η)N(α(EUN)θN , θN) ≤ K{h2c + h2p + (1tc)2 + (1t1p )3 + (1tp)4} + K
N∑
n=1
‖(α(EUn))1/2θn‖21tc . (5.37)
Since (1− η)−N = (1+ 1N )N < e, then using Gronwall’s lemma (provided that1tnc is sufficiently small) yields that
max
1≤n≤N
‖θn‖2 ≤ K{h2c + h2p + (1tc)2 + (1t1p )3 + (1tp)4}. (5.38)
Using triangle inequality, (5.38) and Lemma 5.1, we finally derive
max
1≤n≤N
‖Zn − zn‖ ≤ max
1≤n≤N
{‖ρn‖ + ‖θn‖} ≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}. (5.39)
(III) It remains to check the induction hypotheses (5.17i) and (5.31). We refer to [4].
First, we check (5.15)i. Form = 0, by (Ip), (4.6), (Pc) and hc ∼ hp, we note that
‖U0‖L∞ ≤ ‖U˜0‖L∞ + ‖U0 − U˜0‖L∞ ≤ ‖U˜0‖L∞ + K3h−1p ‖U0 − U˜0‖
≤ ‖U˜0‖L∞ + K3h−1p K5(1+ ‖U˜0‖L∞)‖c0 − C0‖
≤ ‖U˜0‖L∞ + K3h−1p K5(1+ ‖U˜0‖L∞)‖c0 − C˜0‖
≤ K4 + K3h−1p K5(1+ K4)K2hc‖c‖L∞(H1)
≤ K6, (5.40)
for hp sufficiently small.
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Table 1
Numerical results for ‖c − C‖L2 .
h = 1t t
0.2 0.4 0.6 0.8 1.0
.1E−01 .1815E−01 .2859E−01 .3929E−01 .4979E−01 .6119E−01
.5E−02 .8970E−02 .1422E−01 .1969E−01 .2796E−01 .3099E−01
.25E−02 .4451E−02 .7088E−02 .9860E−02 .1263E−01 .1561E−01
.125E−02 .2214E−02 .3534E−02 .4929E−02 .6328E−02 .7833E−02
.625E−03 .1102E−02 .1761E−02 .2459E−02 .3160E−02 .3915E−02
For 1 ≤ m ≤ M − 1, suppose that (5.17i) holds. By (4.5), (Ip), (4.6), (Pc), (5.22) and (5.4), we have
‖UM‖L∞ ≤ ‖U˜M‖L∞ + ‖UM − U˜M‖L∞ ≤ K4 + K3h−1p ‖UM − U˜M‖
≤ K4 + K3h−1p ‖cN − CN‖ ≤ K4 + K3h−1p (‖ξN‖ + ‖ζ N‖)
≤ K4 + KK3h−1p {hc + hp +1tc + (1t1p )3/2 + (1tp)2} ≤ K6, (5.41)
for hp sufficiently small. Then, form = M , the induction hypothesis (5.17i) holds.
Similarly, we can check (5.31). For n = 0, noting that θ0 = 0, (5.31) holds obviously. For 1 ≤ n ≤ N − 1, suppose that
(5.31) holds. By (Ic), (5.38) and (5.4), we have
‖θN‖L∞ ≤ K1h−1c ‖θN‖ ≤ KK1h−1c {hc + hp +1tc + (1t1p )3/2 + (1tp)2} ≤ K7, (5.42)
for hc sufficiently small. Then, for n = N , the induction hypothesis (5.31) holds.
This completes the proof of Theorem 5.1. 
By combining Theorem 5.1 with (4.4) and (4.6), we obtain at once the following result.
Corollary 5.1. Under the assumption of Theorem 5.1, the errors for velocity and pressure are obtained from
max
1≤m≤M
{‖Um − um‖H(div) + ‖Pm − pm‖} ≤ K{hc + hp +1tc + (1t1p )3/2 + (1tp)2}. (5.43)
6. Numerical experiments
6.1. Example 1
In Example 1 and Example 2, we assume that the velocity u is known. This assumption does not influence the practical
value of our methods, since we focus on the characteristics-mixed finite element approximation combined with a post-
processing step for the concentration equation in this paper.
First, we consider a one-dimensional stable flow model, suppose porosity φ = 0.25, velocity u = 1 and D = ν = 148 .
Then the model can be reduced as
φ
∂c
∂t
+ ∂c
∂x
− ν ∂
2c
∂x2
= f (x, t), x ∈ [0, 1], t ∈ (0, 1],
c(x, 0) = sin(pix), x ∈ [0, 1],
c(1, t) = c(0, t) = 0, t ∈ [0, 1],
(6.1)
where f (x, t) = (0.25+ νpi2)et sin(pix)+ piet cos(pix) is chosen such that the exact solution is c(x, t) = et sin(pix). Then,
the diffusive flux is z = ν∇c = νpiet cos(pix).
In Tables 1–3, we present numerical results for the L2-norm estimate of c−C , c−CP and z−Z , respectively. In all runs, we
use the uniform mesh step h = 1t . As seen in these tables, in all cases the errors decrease by a factor of two as h decreases
by the same factor. This indicates that all L2-norm error estimates are of first-order convergence and they are optimal.
The first-order convergence of L2-norm estimates for c − C , c − CP and z − Z can also be shown by the following Fig. 1
at t = 1.0. Here, we define e1 = ‖c − C‖L2 , e2 = ‖c − Cp‖L2 , e3 = ‖z − Z‖L2 .
For space step h = 1800 at t = 1.0, the comparison figures of exact solution {c, z} and numerical solutions {C, Z} are given
in Fig. 2. We also present the comparison figure of numerical solution C by finite difference method, see Fig. 3.
Remark 1. From Tables 1–3 and Figs. 1–3, it is easy to know that the methods of our paper are stable, can use long time
steps than finite difference method and have the advantage of approximating the concentration and the diffusive flux
simultaneously.
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Table 2
Numerical results for ‖c − Cp‖L2 .
h = 1t t
0.2 0.4 0.6 0.8 1.0
.1E−01 .3059E−01 .4318E−01 .5695E−01 .7135E−01 .8753E−01
.5E−02 .1525E−01 .2155E−01 .2854E−01 .3590E−01 .4415E−01
.25E−02 .7606E−02 .1076E−01 .1428E−01 .1801E−01 .2218E−01
.125E−02 .3794E−02 .5367E−02 .7136E−02 .9014E−02 .1111E−01
.625E−03 .1893E−02 .2678E−02 .3562E−02 .4503E−02 .5553E−02
Table 3
Numerical results for ‖z − Z‖L2 .
h = 1t t
0.2 0.4 0.6 0.8 1.0
.1E−01 .1328E−02 .2270E−02 .3595E−02 .4959E−02 .6242E−02
.5E−02 .5590E−03 .1062E−02 .1755E−02 .2468E−02 .3140E−02
.25E−02 .2386E−03 .5052E−03 .8640E−03 .1231E−02 .1578E−02
.125E−02 .1079E−03 .2486E−03 .4330E−03 .6212E−03 .7997E−03
.625E−03 .5267E−04 .1263E−03 .2207E−03 .3169E−03 .4084E−03
Fig. 1. Convergence results with e1, e2, e3 .
(a) Comparing c with C . (b) Comparing z with Z .
Fig. 2. Comparison figures for space step h = 1800 at time t = 1.0.
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Fig. 3. Comparing c with finite difference solution C , h = 1800 , t = 1.0.
Fig. 4. Convergence results with e1, e2, e3 .
6.2. Example 2
Second, we consider a one-dimensional unstable flow model with variable coefficients. Suppose porosity φ = 0.25,
velocity u = x+t8 and D = 0.01(x2 + 5)+ t . Then the model can be reduced as
φ
∂c
∂t
+ u∂c
∂x
− ∂
∂x
(
D
∂c
∂x
)
= f (x, t), x ∈ [0, 1], t ∈ (0, 1],
c(x, 0) = sin(2pix+ 0.5), x ∈ [0, 1],
c(1, t) = c(0, t) = e− pi2 t sin(0.5), t ∈ [0, 1],
(6.2)
where f (x, t) is suitably chosen such that the exact solution is c(x, t) = e− pi2 t sin(2pix + 0.5). Then, the diffusive flux is
z = D∇c = 2pi(0.01(x2 + 5)+ t)e− pi2 t cos(2pix+ 0.5).
In Tables 4–6, we present numerical results for L2-norm. In all runs, we use the same mesh step as in Tables 1–3. The
results of these tables also indicate that all L2-norm error estimates are of first-order convergence and optimal.
Fig. 4 shows the first-order convergence of L2-norm estimates at t = 1.0. Here, we still define e1 = ‖c − C‖L2 , e2 =‖c − Cp‖L2 , e3 = ‖z − Z‖L2 .
For space step h = 1800 at t = 1.0, Fig. 5 shows the comparison figure of exact solution {c, z} and numerical solutions
{C, Z}. The comparison figure of numerical solution C by finite difference method at space step h = 1800 is shown by Fig. 6.
Remark 2. From Tables 4–6 and Figs. 5 and 6 above, we can get the same results as Remark 1.
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Table 4
Numerical results for ‖c − C‖L2 .
h = 1t t
0.2 0.4 0.6 0.8 1.0
.1E−01 .2724E−01 .1253E−01 .8475E−02 .6231E−02 .4621E−02
.5E−02 .1358E−01 .6237E−02 .4235E−02 .3115E−02 .2311E−02
.25E−02 .6779E−02 .3113E−02 .2117E−02 .1558E−02 .1156E−02
.125E−02 .3370E−02 .1544E−02 .1054E−02 .7777E−03 .5805E−03
.625E−03 .1666E−02 .7548E−03 .5215E−03 .3851E−03 .2910E−03
Table 5
Numerical results for ‖c − Cp‖L2 .
h = 1t t
0.2 0.4 0.6 0.8 1.0
.1E−01 .1225E−01 .1098E−01 .9584E−02 .8116E−02 .6472E−02
.5E−02 .6122E−02 .5496E−02 .4793E−02 .4057E−02 .3235E−02
.25E−02 .3057E−02 .2751E−02 .2395E−02 .2029E−02 .1615E−02
.125E−02 .1530E−02 .1376E−02 .1199E−02 .1016E−02 .8090E−03
.625E−03 .7654E−03 .6884E−03 .5992E−03 .5084E−03 .4044E−03
Table 6
Numerical results for ‖z − Z‖L2 .
h = 1t t
0.2 0.4 0.6 0.8 1.0
.1E−01 .2816E−01 .1122E−01 .1940E−02 .2997E−02 .5042E−02
.5E−02 .1401E−01 .5530E−02 .9685E−03 .1508E−02 .2533E−02
.25E−02 .6983E−02 .2746E−02 .4840E−03 .7508E−03 .1268E−02
.125E−02 .3489E−02 .1359E−02 .2410E−03 .3756E−03 .6390E−03
.625E−03 .1747E−02 .6804E−03 .1220E−03 .1876E−03 .3192E−03
(a) c with C . (b) z with Z .
Fig. 5. Comparison figures for space step h = 1800 at time t = 1.0.
6.3. Example 3
Finally, we apply ourmethods to a ‘‘real’’ two-dimensional miscible displacement problem of water–oil system in porous
media. We simulate problem (1.1) on a horizontal reservoir of one unit thickness, for one-quarter of a regular five-spot
pattern with injection and production wells at the corners (see Fig. 7). The spatial domain is Ω = (0, 600) × (0, 600)m2,
and the time period is [0, T ] = [0, 360] days.
We consider a simple case, which has been widely used in testing the performance of a numerical simulation for the
miscible displacement problem in porous media. The viscosity µ(c) is determined by some mixing rule [21]
µ(c) = µ(0)
[
(1− c)+M 14 c
]−4
, (6.3)
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Fig. 6. Comparing c with finite difference solution C , h = 1800 , t = 1.0.
Fig. 7. One-quarter of five-spot pattern.
whereM is the mobility ratio between the resident fluid (oil) and injected fluid (water) andµ(0) is the viscosity of resident
fluid (oil). The porous medium is assumed to be homogeneous and isotropic. Only molecular diffusion is considered here.
The numerical simulation parameters are listed as follows:
the viscosity of resident fluid (oil) µ(0) = 1 cp
the injection well location the upper-right corner (600, 600)
the injection rate qw = 5 m2/day
the injection concentration c˜ = 1.0
the production well location the lower-left corner (0, 0)
the production rate qo = −5 m2/day
uniform spatial step size 1xc = 1yc = 1xp = 1yp = 10 m
large time-step size 1tc = 1tp = 30 days
the permeability coefficients kx = ky = 10 md
the porosity of the medium φ = 0.1
the mobility ratio M = 1
the molecular diffusivity dm = 10 m2/day
the longitudinal dispersivity dl = 0.0 m
the transverse dispersivity dt = 0.0 m
The surface and contour plots for the concentration of the invading fluid (water) at t = 180 days are presented in Fig. 8.
We can see that the contours of the concentration are a family of concentric circles. This phenomenon follows from the
following reasons: the constant viscosity µ(c) = µ(0), the constant permeability coefficient k and the horizontal reservoir
are such that the Darcy velocity u is radial, and only the molecular diffusion is present.
T. Sun, Y. Yuan / Journal of Computational and Applied Mathematics 228 (2009) 391–411 409
(a) Surface plot. (b) Contour plot.
Fig. 8. The concentration of water cw at t = 180 days.
(a) Surface plot. (b) Contour plot.
Fig. 9. The concentration of water cw at t = 180 days by FEM.
(a) Quiver plot of flux. (b) Quiver plot of flux by FEM.
Fig. 10. The quiver plot of flux z at t = 180 days.
The comparison figures of numerical solution by using finite element method are shown in Fig. 9. Fig. 10 displays the
vector figures of the flux z = D∇c in two cases.
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(a) Surface plot. (b) Contour plot.
Fig. 11. The concentration of water cw at t = 360 days.
(a) Surface plot. (b) Contour plot.
Fig. 12. The concentration of water cw at t = 360 days by FEM.
(a) Quiver plot of flux. (b) Quiver plot of flux by FEM.
Fig. 13. The quiver plot of flux z at t = 360 days.
Due to the effect of the no-flow boundary conditions and the production wells, the invading fluid (water) moves faster
along the diagonal (flow direction) of the reservoir with no fingering phenomena present. This can be showed by Figs. 11
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and 12 — the surface and contour plots for the concentration of water at t = 360 days. Fig. 13 shows the vector figures of
the flux z.
Remark 3. The results of Example 3 also demonstrate that the methods of our paper can use long time steps and
approximate the concentration and the flux reasonably in a ‘‘real’’ two-dimensional miscible displacement problem.
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