Abstract. A classical Molecular Dynamics simulation model, designed to simulate neutral plasmas with various charge states of a given atom together with electrons, is used to investigate the ionization potential depression (IPD) in dense plasmas. The IPD is discussed for aluminum plasma at and out of equilibrium. The simulation results are compared with those of earlier theoretical models and with experimental data obtained in the framework of x-ray free-electron laser experiments. The model proposed in this work appears as an important tool to provide data for further discussion on IPD models.
Introduction
The ionization potential depression (IPD) of an ion in a dense plasma is somehow an average quantity characterizing the global effect of the plasma on that ion. Quantum properties, e.g., the ionization potential of an ion are modified due to the interactions of the valence electron with the whole of the surrounding charges. Essentially two distinct theoretical models, the Stewart-Pyatt (SP) [1] and Ecker-Kröll (EK) [2] models have been developed and used to describe the IPD. Recently, their validity has been discussed in the framework of two experiments, one using an x-ray free-electron laser [3] and the other one using a high-power optical laser [4] to create the dense plasma. It seems that neither the SP model nor the EK model be able to explain both experiments. This has initiated a renewed interest for the problem of the ionization potential depression in dense plasmas, see for instance [5, 6, 7, 8, 9] .
In a previous study of the IPD [10] , we considered an aluminum plasma in equilibrium, i.e. with equal ion and electron temperature. Such conditions are quite academic in regard of the true experimental process of generation of plasmas for IPD studies by impact of a short radiation pulse on a solid target [11, 3] . In these experiments, the electrons within the target are heated, within 80 fs, to temperature between 70 eV and 180 eV depending on the photon energy of the irradiation. Moreover, the K − shell fluorescence, on which the interpretation of the experiment is based, only occurs while the target is irradiated (80 fs). On this time scale, the ion motion is negligible and emission occurs in a plasma where the ion density n i is the solid-density and where the electron density is given by n e = Zn i , with Z the ionization amount. To get closer of these conditions one can use MD to simulate a two component plasma of ions at room temperature and solid density, and electrons in pseudo equilibrium with the cold ion population. The argument here is that the electron adjustment to the ions can occur in a time that does not allow the ion population to be heated by the electrons. The code BINGO-TCP [12, 13] has been used to match approximately these conditions, with typically the ion temperature, T i = 300K and two electron temperatures, T e = 50eV or T e = 160eV . The purpose of this work is the evaluation of the differences induced on the IPD by these two kinds of plasmas at and out of equilibrium.
The real question that arises here, is : does the generation process of the plasma can affect the IPD measurement?
Model summary
Both the theoretical and simulation models have been recalled elsewhere [10] . Their following mention is limited to a few guidelines.
Theoretical models
Two theoretical models formulated in the sixties for plasmas in equilibrium will be used in the following for discussions. These models are of importance as they are commonly used for dense plasma modeling.
The Stewart and Pyatt model [1] is based on the finite-temperature Thomas-Fermi potential for the average electrostatic potential near nuclei of the plasma particles. The bound electrons are considered as part of the unperturbed ion and do not contribute to the reduction of the ionization energy. The plasma free electrons are described by Fermi-Dirac statistics and ions by Maxwell-Boltzmann statistics. The SP model relates the IPD of an ion of charge Z to the generalized Debye length λ D :
where Z is the charge state of the atom (or ion) after the ionization occurrence (Z = 1 for neutrals), r 0 the average inter-ionic distance for the average ion charge Z. n i is the corresponding ion density and n e the electron density. In the high density or low temperature limit, the IPD becomes:
Second the Ecker-Kröll model [2] reads
where
is the critical density which includes both ion and free electron densities, Z N being the nuclear charge (Z N = 13 for Al) and T the plasma temperature. The constant C is determined by imposing the continuity of the IPD at the critical density:
None of these two models allows ionic and electronic distinct temperature. In the following, we will compare our simulation results with both models SP and modified EK with C = 1 according to experimental considerations [3] .
Molecular dynamics, potentials and ionization / recombination protocol
The BINGO-TCP simulation code described in [12, 13] involves two major specificities. First, an ion / electron potential depends on the ion charge Z i through the characteristic length δ(Z i )
This choice implies that an electron located at an ion (r = 0) occupies the fundamental state of the ion whose charge is Z i with a core charge Z i + 1 and with the expected ionization potential for that ion
The screening parameter λ reminds that in our simulations the forces between particles are effectively screened by the simulation box. This helps to smooth the small fluctuations of forces arising with the periodic boundary conditions. It doesn't affect the mechanisms controlling the particle motion in the simulation box. Second the collisional ionization / recombination process implemented in the code allows a fast joint equilibration of the electron population with the ionic charge state population. At the beginning ions and electrons are placed together in the simulation cell. This makes mandatory an equilibrium phase to take place first. This primitive evolution phase is driven by a fixed ion density and a constrained electron temperature. The equilibration has to be completed before any statistical analysis of the simulated plasma. The system evolution is considered as stationary, when the ionization events compensate the recombinations and the total energy fluctuations of the simulated particles remain small.
During the stationary evolution of the simulation cells, each ionization event of an ion starts with the placement of an electron at the ion. This placement means that the valence electron is in its fundamental state and has a vanishingly small kinetic energy. This position allows to know the instantaneous ionization potential E i of that ion. The ionization potential of ions with a given charge in the plasma is obtained as the average of the corresponding instantaneous ionization potentials and the IPD results from the difference with the ionization potential of the corresponding isolated ion.
Classical molecular dynamics is designed to solve ideal N-body problems. Here, ideal, means that the system under study relies on the simplest hypothesis. One of the main interest to use MD is to fully account for electron dynamics and for the structure of ion configurations. In the previous work reported, [10] , the ideal system was defined as a stationary aluminum plasma at solid density and equal ion and electron temperature T e = T i . This choice is quite academic as we do not know if the generation of such a plasmas can be practically done. Another type of ideal system, composed with aluminum ions at room temperature, imbedded into hot electrons e.g., a few tens of eV, can be considered. This second ideal experiment corresponds to the conditions that could be obtained by a short radiation pulse on solid aluminum. In our MD simulation the only mechanism of temperature equilibration of two kinds of interacting particles e.g., ions and electrons, is a collisional mechanism. Coulomb explosion is not allowed as the system is infinite and there is no hot electron. The mass difference between aluminum ions and electrons ensures the coherence of the two temperature model because the necessary ion / electron equilibration phase can take place with a negligible heating of the ion component.
Results and discussion
Both the electrons and ions are responsible for the IPD, however, in the framework of our ion-electron MD simulations, their respective effect cannot be considered separately. With MD, the electron-ion interaction is not represented by a potential screened by the electrons themselves but accounts for all the surrounding electrons through binary interactions. Contrary to MD, theoretical models link the IPD to the electron plus ion Debye screening of ions with the average charge and the average ion-ion distance (SP model) or connect the IPD to the average static electric micro-field (EK model) generated by ions and electrons. Both these approaches based on an approximate ion effect, could provide some insight on the specific electron contribution to the IPD. In our model, electrons adjust dynamically to ions to compensate the ionic charge. Therefore, the electron plasma structure gives an approximate negative imprint of the ion structure with the difference that ions are practically motionless over a typical time of interest while electrons behave more or less like a fluid. A series of simulations with different temperature and ionic density will help the understanding of the main mechanisms giving rise to the IPD.
The difference between the two plasmas appears in the ion-ion pair correlation function. For ions at room temperature a quasi crystalline ion configuration results into a series of peaks in the g(r) plotted in fig. 1 while in fig. 2 , at equal ion / electron temperature a smooth ordered structure is revealed only by a bump. The term "quasicrystalline" refers to our calculation process carried out on a set of independent initial Figure 2 . ion/ion pair correlation function at T e = T i = 50eV ion configurations at room temperature prepared at random but not at all like a perfect crystalline structure. Even though, the pair correlation function in fig. 1 is fairly noisy, this does not affect the IPD measurements.
The influence of the ionic structure on the IPD is shown in fig. 3 together with the comparison with the different models. Simulations show that there is an increase of the IPD for the case with ions at room temperature. An interpretation of this result associates the overlapping of the ion wells which depends on their short distance ordering to an increase of the IPD. At room temperature the quasi crystalline ordering results into a lowering of the energy required to free an electron from the ion configurations.
Comparisons with theoretical models show that our simulation results fall in between both models. The ion well overlapping mechanism which strongly depends on the ionic structure appears to be fundamental in the IPD formation. A compression of the plasma at a ionic density greater than solid density, n i = 8 × 10 22 cm −3 , increases this overlapping inducing an increase of the IPD as can be shown in fig. 4 .
Comparisons with theoretical models show here again that our simulation results fall in between both models and that the density variation is qualitatively well reproduced by both models even though our simulations predict an IPD increase twice less large than the theoretical models. Analyzing fig. 3 and 4 , it appears that the IPD corresponding to a simulated system with ions at room temperature would be better represented by the EK model. This model describes the lowering of the ionization potential as being due to the presence of an electric microfield and the ionization potential is defined as the difference between the ground state energy of the ion of charge Z and that of the ion of charge Z + 1. The IPD EK-model only depends on the total density (ion plus electron) and thus depends on the ionization amount. In our simulation model, the ionization amount is deduced from the total energy distribution of the electrons associated to the total number of electrons in the simulation box. For T e = 50eV , we have obtained Z = 7.09 for the ions at room temperature and Z = 6.56 at equilibrium. These results are consistent with the IPD increase at room temperature. We recall that in our model, the ionization / recombination process is a pure collisional process. In order to compare, our results with the models for different ionization amounts, a calculation at T e = 160eV has been performed in both cases T i = 300K and T i = 160eV corresponding to Z = 9.55 and Z = 8.99, respectively. The results are presented in fig. 5 .
When the electron temperature increases to T e = 160eV two points have to be considered. First, the plasma composition is modified as confirmed by the increasinḡ Z. Z = 9 and Z = 10 are the only data available through sampling of the IPD. For simplicity, the helium-like and hydrogen-like charge state are not considered in our model. The corresponding ionization energies are greater than 2000eV , i.e., more than one order of magnitude than the electron energy. A population of ions reduced to the highest charges has certainly a consequence on the overlapping of the ion wells. However, it should be noted that there is no practical way to determine the ion charge distribution because there is no mean to neatly separate an excited ion, i.e., an ion with a trapped electron, from a bare ion of the same charge. One can only assert that bare ions with Z < 9 are almost absent with T e = 160eV . Second, the negative image of the ion structure given by the electrons is blurred in comparison with the case at T e = 50eV . The resulting effect is a net decrease of the IPD as shown in fig. 5 . In the same figure one can see that at the highest temperature the increase of the IPD for ions at room temperature is larger than for T e = 50eV . A tentative interpretation of the effect due to faster electrons seems to be a reduced influence of the electrons on ions or in terms of electron screening present in the theoretical models, an increasing of the Debye length λ D . According to this, it can be noticed that the variation with the temperature is better represented by the SP model than the EK model in which the temperature increase only appears in the value of the Z.
The electron contributions to the IPD can be analyzed in terms of the electron total energy distributions. These distributions roughly measure the population of trapped electrons with negative energy versus the free electron population with positive energy. They allow to estimate the free electron population and therefore the average ion chargeZ. In fig. 6 , the energy distributions for the two kinds of plasmas are slightly different. The transfer of a small amount of negative energy electron population to the positive energy region confirms that the ionization is made easier for the plasma with cold ions. In fig. 7 , the electron total energy distribution functions are plotted for both equilibrium cases, T i = T e = 50eV and T i = T e = 160eV . The bump in the negative energy region means that there is a small population of electrons deeply trapped around the highest charge state present at T e = 160eV around −350eV . Within our approach these electrons are the classical equivalent of excited states below ionization occurring for ions with a net charge Z − 1. The proportion of positive energy electrons is neatly increased at 160eV compared to 50eV . At the same time, the total electron number in the simulation box itself is also increased in relation with the increase of the mean chargeZ.
Finally in fig. 8 , we compare our simulation results with experimental data [3] . Even though considering ions at room temperature improves greatly the comparisons with experiment, some discrepancies remains. In the experiment, the ionization process is dominated by photoionization followed by KLL Auger decay, so, it will only take place in a given ion if the photon energy of the pump lies above that ion's K edge. As a consequence, each experimental point in fig. 8 , corresponds to a different pump photon energy and thus to different plasma conditions. In our simulation models, the ionization process is a pure collisional process and each series of points is the result of a unique numerical experiment (all values of the IPD are measured in the same simulated plasma). 
Conclusion
In this paper, a classical molecular dynamics simulation code, BINGO-TCP, has been used to infer the ionization potential depression in dense plasma at and out of equilibrium accounting for the influence of the free electrons and neighboring ions. Thanks to a ionization / recombination process associated to an ad-hoc ion-electron regularized potential, this code developed a few years ago, allows us to simulate neutral systems involving different charge state ions and electrons.
Calculations have been performed at two ionic densities, n i = 6 × 10 22 cm −3 and n i = 8×10 22 cm −3 and two different electronic temperatures, T e = 50eV and T e = 160eV . Two types of plasmas have been considered, at equilibrium with T i = T e and out of equilibrium with T i = 300K.
Our conclusion about the IPD inside an aluminum plasma at solid density reflects the complexity of the problem. For some aspects our study should be considered as preliminary. Our simulations tend to show that the IPD depends not only on the average ion charge but on the relative placement of the ions. This attributes an important role to the ion temperature and suggests that overlapping of the ion wells is a major mechanism in the calculation of the IPD in plasmas.
An electron temperature change induces both a change in the electron adaptation to the ions and a change in the ion charges present in the plasma which in turn plays a role in the ion well overlapping mechanism.
Comparisons with the theoretical models, show that neither Stewart and Pyatt nor the modified Ecker and Kröll (with C taken equals to 1) models are able to reproduced simulations results even though the modified EK model seems to be in better agreement with our results for ions at room temperature. The EK model has been developed for strong coupling plasmas and the SP model provides an answer to the IPD which yields the ion-sphere and the Debye-Hückel results as approximate limits. None of them had been designed to be used in non-equilibrium conditions. As a consequence, nothing in this study allows us to conclude that one or the other of the two models is better or not.
Even though, the simulated plasmas cannot be considered as being exactly in the same conditions as the experimental plasmas, the ionization process being purely collisional, comparisons with experimental data show an overall good agreement.
The model proposed in this work appears as an important tool to provide data for further discussion on IPD models. 
