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LEMPERT THEOREM FOR STRONGLY LINEARLY CONVEX
DOMAINS
ŁUKASZ KOSIŃSKI AND TOMASZ WARSZAWSKI
Abstract. In 1984 L. Lempert showed that the Lempert function and the
Carathe´odory distance coincide on non-planar bounded strongly linearly con-
vex domains with real analytic boundaries. Following this paper, we present
a slightly modified and more detailed version of the proof. Moreover, the Lem-
pert Theorem is proved for non-planar bounded C2-smooth strongly linearly
convex domains.
The aim of this paper is to present a detailed version of the proof of the Lempert
Theorem in the case of non-planar bounded strongly linearly convex domains with
smooth boundaries. The original Lempert’s proof is presented only in proceedings
of a conference (see [6]) with a very limited access and at some places it was quite
sketchy. We were encouraged by some colleagues to prepare an extended version of
the proof in which all doubts could be removed and some of details of the proofs
could be simplified. We hope to have done it below. Certainly, the idea of the
proof belongs entirely to Lempert. The main differences, we would like to
draw attention to, are
• results are obtained in C2-smooth case;
• the notion of stationary mappings and E-mappings is separated;
• a geometry of domains is investigated only in neighborhoods of boundaries
of stationary mappings (viewed as boundaries of analytic discs) — this
allows us to obtain localization properties for stationary mappings;
• boundary properties of strongly convex domains are expressed in terms of
the squares of their Minkowski functionals.
Additional motivation for presenting the proof is the fact, showed recently in [7],
that the so-called symmetrized bidisc may be exhausted by strongly linearly convex
domains. On the other hand it cannot be exhausted by domains biholomorphic
to convex ones ([1]). Therefore, the equality of the Lempert function and the
Carathe´odory distance for strongly linearly convex domains does not follow directly
from [5].
1. Introduction and results
Let us recall the objects we will deal with. Throughout the paper D denotes
the unit open disc on the complex plane, T is the unit circle and p — the Poincare´
distance on D.
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Let D ⊂ Cn be a domain and let z, w ∈ D, v ∈ Cn. The Lempert function is
defined as
(1) k˜D(z, w) := inf{p(0, ξ) : ξ ∈ [0, 1) and ∃f ∈ O(D, D) : f(0) = z, f(ξ) = w}.
The Kobayashi-Royden (pseudo)metric we define as
(2) κD(z; v) := inf{λ−1 : λ > 0 and ∃f ∈ O(D, D) : f(0) = z, f ′(0) = λv}.
Note that
(3) k˜D(z, w) = inf{p(ζ, ξ) : ζ, ξ ∈ D and ∃f ∈ O(D, D) : f(ζ) = z, f(ξ) = w},
(4) κD(z; v) = inf{|λ|−1/(1− |ζ|2) : λ ∈ C∗, ζ ∈ D and
∃f ∈ O(D, D) : f(ζ) = z, f ′(ζ) = λv}.
If z 6= w (respectively v 6= 0), a mapping f for which the infimum in (3) (resp.
in (4)) is attained, we call a k˜D-extremal (or a Lempert extremal) for z, w (resp. a
κD-extremal for z, v). A mapping being a k˜D-extremal or a κD-extremal we will
call just an extremal or an extremal mapping.
We shall say that f : D −→ D is a unique k˜D-extremal for z, w (resp. a unique
κD-extremal for z, v) if any other k˜D-extremal g : D −→ D for z, w (resp. κD-
extremal for z, v) satisfies g = f ◦ a for some Mo¨bius function a.
In general, k˜D does not satisfy a triangle inequality — take for example Dα :=
{(z, w) ∈ C2 : |z|, |w| < 1, |zw| < α}, α ∈ (0, 1). Therefore, it is natural to consider
the so-called Kobayashi (pseudo)distance given by the formula
kD(w, z) := sup{dD(w, z) : (dD) is a family of holomorphically invariant
pseudodistances less than or equal to k˜D}.
It follows directly from the definition that
kD(z, w) = inf

N∑
j=1
k˜D(zj−1, zj) : N ∈ N, z1, . . . , zN ∈ D, z0 = z, zN = w
 .
The next objects we are dealing with, are the Carathe´odory (pseudo)distance
cD(z, w) := sup{p(F (z), F (w)) : F ∈ O(D,D)}
and the Carathe´odory-Reiffen (pseudo)metric
γD(z; v) := sup{|F ′(z)v| : F ∈ O(D,D), F (z) = 0}.
A holomorphic mapping f : D −→ D is said to be a complex geodesic if
cD(f(ζ), f(ξ)) = p(ζ, ξ) for any ζ, ξ ∈ D.
Here is some notation. Let z1, . . . , zn be the standard complex coordinates in C
n
and x1, . . . , x2n — the standard real coordinates in C
n = Rn + iRn ≃ R2n. We use
TRD(a), T
C
D(a) to denote a real and a complex tangent space to a C1-smooth domain
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D at a point a ∈ ∂D, i.e. the sets
TRD(a) : =
X ∈ Cn : Re
n∑
j=1
∂r
∂zj
(a)Xj = 0
 ,
TCD(a) : =
X ∈ Cn :
n∑
j=1
∂r
∂zj
(a)Xj = 0
 ,
where r is a defining function of D. Let νD(a) be the outward unit normal vector
to ∂D at a.
Let Ck(D), where k ∈ (0,∞], denote a class of continuous functions on D, which
are of class Ck on D and
• if k ∈ N∪{∞} then derivatives up to the order k extend continuously on D;
• if k−[k] =: c > 0 then derivatives up to the order [k] are c-Ho¨lder continuous
on D.
By Cω class we shall denote real analytic functions. Further, saying that f is of
class Ck(T), k ∈ (0,∞] ∪ {ω}, we mean that the function t 7−→ f(eit), t ∈ R, is in
Ck(R). For a compact set K ⊂ Cn let O(K) denote the set of functions extending
holomorphically on a neighborhood of K (we assume that all neighborhoods are
open). In that case we shall sometimes say that a given function is of class O(K).
Note that Cω(T) = O(T).
Let | · | denote the Euclidean norm in Cn and let dist(z, S) := inf{|z− s| : s ∈ S}
be a distance of the point z ∈ Cn to the set S ⊂ Cn. For such a set S we define
S∗ := S \ {0}. Let Bn := {z ∈ Cn : |z| = 1} be the unit ball and Bn(a, r) := {z ∈
Cn : |z − a| < r} — an open ball with a center a ∈ Cn and a radius r > 0. Put
z • w :=
n∑
j=1
zjwj
for z, w ∈ Cn and let 〈· ,−〉 be a hermitian inner product on Cn. The real inner
product on Cn is denoted by 〈· ,−〉R = Re〈· ,−〉.
We use ∇ to denote the gradient (∂/∂x1, . . . , ∂/∂x2n). For real-valued functions
the gradient is naturally identified with 2(∂/∂z1, . . . , ∂/∂zn). Recall that
νD(a) =
∇r(a)
|∇r(a)| .
Let H be the Hessian matrix [
∂2
∂xj∂xk
]
1≤j,k≤2n
.
Sometimes, for a C2-smooth function u and a vector X ∈ R2n the Hessian
2n∑
j,k=1
∂2u
∂xj∂xk
(a)XjXk = X
THu(a)X
will be denoted by Hu(a;X). By ‖ · ‖ we denote the operator norm.
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Definition 1.1. Let D ⊂ Cn be a domain.
We say that D is linearly convex (resp. weakly linearly convex ) if through any
point a ∈ Cn \ D (resp. a ∈ ∂D) there goes an (n − 1)-dimensional complex
hyperplane disjoint from D.
A domain D is said to be strongly linearly convex if
(1) D has C2-smooth boundary;
(2) there exists a defining function r of D such that
(5)
n∑
j,k=1
∂2r
∂zj∂zk
(a)XjXk >
∣∣∣∣∣∣
n∑
j,k=1
∂2r
∂zj∂zk
(a)XjXk
∣∣∣∣∣∣ , a ∈ ∂D, X ∈ TCD(a)∗.
More generally, any point a ∈ ∂D for which there exists a defining function r
satisfying (5), is called a point of the strong linear convexity of D.
Furthermore, we say that a domain D has real analytic boundary if it possesses
a real analytic defining function.
Note that the condition (5) does not depend on the choice of a defining function
of D.
Remark 1.2. Let D ⊂ Cn be a strongly linearly convex domain. Then
(1) any (n− 1)-dimensional complex tangent hyperplane intersects ∂D at pre-
cisely one point; in other words
D ∩ (a+ TCD(a)) = {a}, a ∈ ∂D;
(2) for a ∈ ∂D the equation 〈w−a, νD(a)〉 = 0 describes the (n−1)-dimensional
complex tangent hyperplane a+ TCD(a), consequently
〈z − a, νD(a)〉 6= 0, z ∈ D, a ∈ ∂D.
The main aim of the paper is to present a detailed proof of the following
Theorem 1.3 (Lempert Theorem). Let D ⊂ Cn, n ≥ 2, be a bounded strongly
linearly convex domain. Then
cD = kD = k˜D and γD = κD.
An important role will be played by strongly convex domains and strongly convex
functions.
Definition 1.4. A domain D ⊂ Cn is called strongly convex if
(1) D has C2-smooth boundary;
(2) there exists a defining function r of D such that
(6)
2n∑
j,k=1
∂2r
∂xj∂xk
(a)XjXk > 0, a ∈ ∂D, X ∈ TRD(a)∗.
Generally, any point a ∈ ∂D for which there exists a defining function r satisfying
(6), is called a point of the strong convexity of D.
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Remark 1.5. A strongly convex domain D ⊂ Cn is convex and strongly linearly
convex. Moreover, it is strictly convex, i.e. for any different points a, b ∈ D the
interior of the segment [a, b] = {ta + (1 − t)b : t ∈ [0, 1]} is contained in D (i.e.
ta+ (1− t)b ∈ D for any t ∈ (0, 1)).
Observe also that any bounded convex domain with a real analytic boundary is
strictly convex. Actually, if a domain D with a real analytic boundary were not
strictly convex, then we would be able to find two distinct points a, b ∈ ∂D such
that the segment [a, b] lies entirely in ∂D. On the other hand, the identity principle
would imply that the set {t ∈ R : ∃ε > 0 : sa+(1−s)b ∈ ∂D for |s−t| < ε} is open-
closed in R. Therefore it has to be empty. This immediately gives a contradiction.
Remark 1.6. It is well-known that for any convex domain D ⊂ Cn there is a
sequence {Dm} of bounded strongly convex domains with real analytic boundaries,
such that Dm ⊂ Dm+1 and
⋃
mDm = D.
In particular, Theorem 1.3 holds for convex domains.
Definition 1.7. Let U ⊂ Cn be a domain. A function u : U −→ R is called strongly
convex if
(1) u is C2-smooth;
(2)
2n∑
j,k=1
∂2u
∂xj∂xk
(a)XjXk > 0, a ∈ U, X ∈ (R2n)∗.
Definition 1.8. A degree of a continuous function (treated as a curve) : T −→ T is
called its winding number. The fundamental group is a homotopy invariant. Thus
the definition of the winding number of a continuous function ϕ : T −→ C∗ is the
same. We denote it by windϕ.
In the case of a C1-smooth function ϕ : T −→ C∗, its winding number is just the
index of ϕ at 0, i.e.
windϕ =
1
2πi
∫
ϕ(T)
dζ
ζ
=
1
2πi
∫ 2pi
0
d
dtϕ(e
it)
ϕ(eit)
dt.
Remark 1.9. (1) If ϕ ∈ C(T,C∗) extends to a function ϕ˜ ∈ O(D) ∩ C(D) then
windϕ is the number of zeroes of ϕ˜ in D counted with multiplicities;
(2) wind(ϕψ) = windϕ+windψ, ϕ, ψ ∈ C(T,C∗);
(3) windϕ = 0 if ϕ ∈ C(T) and Reϕ > 0.
Definition 1.10. The boundary of a domain D of Cn is real analytic in a neigh-
borhood U of the set S ⊂ ∂D if there exists a function r ∈ Cω(U,R) such that
D ∩ U = {z ∈ U : r(z) < 0} and ∇r does not vanish in U .
Definition 1.11. Let D ⊂ Cn be a domain. We call a holomorphic mapping
f : D −→ D a stationary mapping if
(1) f extends to a holomorphic mapping in a neighborhood od D (denoted by
the same letter);
(2) f(T) ⊂ ∂D;
(3) there exists a real analytic function ρ : T −→ R>0 such that the mapping
T ∋ ζ 7−→ ζρ(ζ)νD(f(ζ)) ∈ Cn extends to a mapping holomorphic in a
neighborhood of D (denoted by f˜).
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Furthermore, we call a holomorphic mapping f : D −→ D a weak stationary
mapping if
(1’) f extends to a C1/2-smooth mapping on D (denoted by the same letter);
(2’) f(T) ⊂ ∂D;
(3’) there exists a C1/2-smooth function ρ : T −→ R>0 such that the mapping
T ∋ ζ 7−→ ζρ(ζ)νD(f(ζ)) ∈ Cn extends to a mapping f˜ ∈ O(D) ∩ C1/2(D).
The definition of a (weak) stationary mapping f : D −→ D extends naturally to
the case when ∂D is real analytic in a neighborhood of f(T).
Directly from the definition of a stationary mapping f , it follows that f and f˜
extend holomorphically on some neighborhoods of D. By Df we shall denote their
intersection.
Definition 1.12. Let D ⊂ Cn, n ≥ 2, be a bounded strongly linearly convex
domain with real analytic boundary. A holomorphic mapping f : D −→ D is called
a (weak) E-mapping if it is a (weak) stationary mapping and
(4) setting ϕz(ζ) := 〈z− f(ζ), νD(f(ζ))〉, ζ ∈ T, we have windϕz = 0 for some
z ∈ D.
Remark 1.13. The strong linear convexity of D implies ϕz(ζ) 6= 0 for any z ∈ D
and ζ ∈ T. Therefore, windϕz vanishes for all z ∈ D if it vanishes for some z ∈ D.
Additionally, any stationary mapping of a convex domain is an E-mapping (as
Reϕz < 0).
We shall prove that in a class of non-planar bounded strongly linearly convex
domains with real analytic boundaries weak stationary mappings are just stationary
mappings, so there is no difference between E-mappings and weak E-mappings.
We have the following result describing extremal mappings, which is very inter-
esting in its own.
Theorem 1.14. Let D ⊂ Cn, n ≥ 2, be a bounded strongly linearly convex domain.
Then a holomorphic mapping f : D −→ D is an extremal if and only if f is a
weak E-mapping.
For a domain D with real analytic boundary, a holomorphic mapping f : D −→ D
is an extremal if and only if f is an E-mapping.
If ∂D is of class Ck, k = 3, 4, . . . ,∞, then any weak E-mapping f : D −→ D
and its associated mappings f˜ , ρ are Ck−1−ε-smooth for any ε > 0.
The idea of the proof of the Lempert Theorem is as follows. In real analytic
case we shall show that E-mappings are complex geodesics (because they have left
inverses). Then we shall prove that for any different points z, w ∈ D (resp. for
a point z ∈ D and a vector v ∈ (Cn)∗) there is an E-mapping passing through
z, w (resp. such that f(0) = z and f ′(0) = v). This will give the equality between
the Lempert function and the Carathe´odory distance. In the general case, we
exhaust a C2-smooth domain by strongly linearly convex domains with real analytic
boundaries.
To prove Theorem 1.14 we shall additionally observe that (weak) E-mappings
are unique extremals.
Real analytic case
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In what follows and if not mentioned otherwise, D ⊂ Cn, n ≥ 2, is a bounded
strongly linearly convex domain with real analytic boundary.
2. Weak stationary mappings of strongly linearly convex domains
with real analytic boundaries are stationary mappings
Let M ⊂ Cm be a totally real Cω submanifold of the real dimension m. Fix a
point z ∈ M . There are neighborhoods U, V ⊂ Cm of 0 and z respectively and a
biholomorphic mapping Φ : U −→ V such that Φ(Rm ∩U) = M ∩ V (for the proof
see Appendix).
Proposition 2.1. A weak stationary mapping of D is a stationary mapping of D
with the same associated mappings.
Proof. Let f : D −→ D be a weak stationary mapping. Our aim is to prove that
f, f˜ ∈ O(D) and ρ ∈ Cω(T). Choose a point ζ0 ∈ T. Since f˜(ζ0) 6= 0, we can
assume that f˜1(ζ) 6= 0 in D ∩ U0, where U0 is a neighborhood of ζ0. This implies
νD,1(f(ζ0)) 6= 0, so νD,1 does not vanish on some set V0 ⊂ ∂D, relatively open in
∂D, containing the point f(ζ0). Shrinking U0, if necessary, we may assume that
f(T ∩ U0) ⊂ V0.
Define ψ : V0 −→ C2n−1 by
ψ(z) =
(
z1, . . . , zn,
(
νD,2(z)
νD,1(z)
)
, . . . ,
(
νD,n(z)
νD,1(z)
))
.
The set M := ψ(V0) is the graph of a Cω function defined on the local Cω sub-
manifold V0, so it is a local Cω submanifold in C2n−1 of the real dimension 2n− 1.
Assume for a moment that M is totally real.
Let
g(ζ) :=
(
f1(ζ), . . . , fn(ζ),
f˜2(ζ)
f˜1(ζ)
, . . . ,
f˜n(ζ)
f˜1(ζ)
)
, ζ ∈ D ∩ U0.
If ζ ∈ T ∩ U0 then f˜k(ζ)f˜1(ζ)−1 = νD,k(f(ζ)) νD,1(f(ζ))−1, so g(ζ) = ψ(f(ζ)).
Therefore, g(T ∩ U0) ⊂ M . Thanks to the Reflection Principle (see Appendix), g
extends holomorphically past T ∩ U0, so f extends holomorphically on a neighbor-
hood of ζ0.
The mapping νD ◦ f is real analytic on T, so it extends to a mapping h holo-
morphic in a neighborhood W of T. For ζ ∈ T ∩ U0 we have
ζh1(ζ)
f˜1(ζ)
=
1
ρ(ζ)
.
The function on the left side is holomorphic in D ∩ U0 ∩ W and continuous in
D∩U0∩W . Since it has real values on T∩U0, the Reflection Principle implies that
it is holomorphic in a neighborhood of T ∩ U0. Hence ρ and f˜ are holomorphic in
a neighborhood of ζ0. Since ζ0 is arbitrary, we get the assertion.
It remains to prove that M is totally real. Let r be a defining function of D.
Recall that for any point z ∈ V0
νD,k(z)
νD,1(z)
=
∂r
∂zk
(z)
(
∂r
∂z1
(z)
)−1
, k = 1, . . . , n.
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Consider the mapping S = (S1, . . . , Sn) : V0 × Cn−1 −→ R× Cn−1 given by
S(z, w) :=
(
r(z),
∂r
∂z2
(z)− w1 ∂r
∂z1
(z), . . . ,
∂r
∂zn
(z)− wn−1 ∂r
∂z1
(z)
)
.
Clearly, M = S−1({0}). Hence
(7) TRM (z, w) ⊂ ker∇S(z, w), (z, w) ∈M,
where ∇S := (∇S1, . . . ,∇Sn).
Fix a point (z, w) ∈ M . Our goal is to prove that TCM (z, w) = {0}. Take an
arbitrary vector (X,Y ) = (X1, . . . , Xn, Y1, . . . , Yn−1) ∈ TCM (z, w). Then we infer
from (7) that
n∑
k=1
∂r
∂zk
(z)Xk = 0,
i.e. X ∈ TCD(z). Denoting v := (z, w), V := (X,Y ) and making use of (7) again we
find that
0 = ∇Sk(v)(V ) =
2n−1∑
j=1
∂Sk
∂vj
(v)Vj +
2n−1∑
j=1
∂Sk
∂vj
(v)V j
for k = 2, . . . , n. But V ∈ TCM (v), so iV ∈ TCM (v). Thus
0 = ∇Sk(v)(iV ) = i
2n−1∑
j=1
∂Sk
∂vj
(v)Vj − i
2n−1∑
j=1
∂Sk
∂vj
(v)V j .
In particular,
0 =
2n−1∑
j=1
∂Sk
∂vj
(v)V j =
n∑
j=1
∂Sk
∂zj
(z, w)Xj +
n−1∑
j=1
∂Sk
∂wj
(z, w)Y j =
=
n∑
j=1
∂2r
∂zk∂zj
(z)Xj − wk−1
n∑
j=1
∂2r
∂z1∂zj
(z)Xj .
The equality M = S−1({0}) gives
wk−1 =
∂r
∂zk
(z)
(
∂r
∂z1
(z)
)−1
,
so
∂r
∂z1
(z)
n∑
j=1
∂2r
∂zk∂zj
(z)Xj =
∂r
∂zk
(z)
n∑
j=1
∂2r
∂z1∂zj
(z)Xj , k = 2, . . . , n.
Note that the last equality holds also for k = 1. Therefore,
∂r
∂z1
(z)
n∑
j,k=1
∂2r
∂zk∂zj
(z)XjXk =
n∑
k=1
∂r
∂zk
(z)
n∑
j=1
∂2r
∂z1∂zj
(z)XjXk =
=
(
n∑
k=1
∂r
∂zk
(z)Xk
) n∑
j=1
∂2r
∂z1∂zj
(z)Xj
 = 0.
By the strong linear convexity of D we have X = 0. This implies Y = 0, since
0 = ∇Sk(z, w)(0, Y ) =
n−1∑
j=1
∂Sk
∂wj
(v)Yj +
n−1∑
j=1
∂Sk
∂wj
(v)Y j = − ∂r
∂z1
(z)Yk−1
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for k = 2, . . . , n. 
3. (Weak) E-mappings vs. extremal mappings and complex geodesics
In this section we will prove important properties of (weak) E-mappings. In
particular, we will show that they are complex geodesics and unique extremals.
3.1. Weak E-mappings are complex geodesics and unique extremals. The
results of this subsection are related to weak E-mappings of bounded strongly
linearly convex domains D ⊂ Cn, n ≥ 2.
Let
G(z, ζ) := (z − f(ζ)) • f˜(ζ), z ∈ Cn, ζ ∈ Df .
Proposition 3.1.1. Let D ⊂ Cn, n ≥ 2, be a bounded strongly linearly convex
domain and let f : D −→ D be a weak E-mapping. Then there exist an open
set W ⊃ D \ f(T) and a holomorphic mapping F : W −→ D such that for any
z ∈ W the number F (z) is a unique solution of the equation G(z, ζ) = 0, ζ ∈ D.
In particular, F ◦ f = idD.
In the sequel we will strengthen the above proposition for domains with real
analytic boundaries (see Proposition 3.2.4).
Proof of Proposition 3.1.1. Set A := D \ f(T). Since D is strongly linearly convex,
ϕz does not vanish in T for any z ∈ A, so by a continuity argument the condition
(4) of Definition 1.12 holds for every z in some open set W ⊃ A. For a fixed z ∈W
we have
G(z, ζ) = ζρ(ζ)ϕz(ζ), ζ ∈ T,
so windG(z, · ) = 1. Since G(z, · ) ∈ O(D), it has in D exactly one simple root F (z).
Hence G(z, F (z)) = 0 and ∂G∂ζ (z, F (z)) 6= 0. By the Implicit Function Theorem, F
is holomorphic in W . The equality F (f(ζ)) = ζ for ζ ∈ D is clear. 
From the proposition above we immediately get the following
Corollary 3.1.2. A weak E-mapping f : D −→ D of a bounded strongly linearly
convex domain D ⊂ Cn, n ≥ 2, is a complex geodesic. In particular,
cD(f(ζ), f(ξ)) = k˜D(f(ζ), f(ξ)) and γD(f(ζ); f
′(ζ)) = κD(f(ζ); f
′(ζ)),
for any ζ, ξ ∈ D.
Using left inverses of weak E-mappings we may prove the uniqueness of ex-
tremals.
Proposition 3.1.3. Let D ⊂ Cn, n ≥ 2, be a bounded strongly linearly convex
domain and let f : D −→ D be a weak E-mapping. Then for any ξ ∈ (0, 1) the
mapping f is a unique k˜D-extremal for z = f(0), w = f(ξ) (resp. a unique κD-
extremal for z = f(0), v = f ′(0)).
Proof. Suppose that g is a k˜D-extremal for z, w (resp. a κD-extremal for z, v) such
that g(0) = z, g(ξ) = w (resp. g(0) = z, g′(0) = v). Our aim is to show that f = g.
Proposition 3.1.1 provides us with the mapping F , which is a left inverse for f . By
the Schwarz Lemma, F is a left inverse for g, as well, that is F ◦ g = idD. We claim
that limD∋ζ→ζ0 g(ζ) = f(ζ0) for any ζ0 ∈ T (in particular, we shall show that the
limit does exist).
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Assume the contrary. Then there are ζ0 ∈ T and a sequence {ζm} ⊂ D convergent
to ζ0 such that the limit Z := limm→∞ g(ζm) ∈ D exists and is not equal to f(ζ0).
We have G(z, F (z)) = 0, so putting z = g(ζm) we infer that
0 = (g(ζm)− f(F (g(ζm)))) • f˜(F (g(ζm))) = (g(ζm)− f(ζm)) • f˜(ζm).
Passing with m to the infinity we get
0 = (Z − f(ζ0)) • f˜(ζ0) = ζ0ρ(ζ0)〈Z − f(ζ0), νD(f(ζ0))〉.
This means that Z − f(ζ0) ∈ TCD(f(ζ0)). Since D is strongly linearly convex, we
deduce that Z = f(ζ0), which is a contradiction.
Hence g extends continuously on D and, by the maximum principle, g = f . 
Proposition 3.1.4. Let D ⊂ Cn, n ≥ 2, be a bounded strongly linearly convex
domain, let f : D −→ D be a weak E-mapping and let a be an automorphism of D.
Then f ◦ a is a weak E-mapping of D.
Proof. Set g := f ◦ a.
Clearly, the conditions (1’) and (2’) of Definition 1.11 are satisfied by g.
To prove that g satisfies the condition (4) of Definition 1.12 fix a point z ∈ D. Let
ϕz,f , ϕz,g be the functions appearing in the condition (4) for f and g respectively.
Then ϕz,g = ϕz,f ◦ a. Since a maps T to T diffeomorphically, we have windϕz,g =
±windϕz,f = 0.
It remains to show that the condition (3’) of Definition 1.11 is also satisfied by g.
Note that the function a˜(ζ) := ζ/a(ζ) has a holomorphic branch of the logarithm
in the neighborhood of T. This follows from the fact that wind a˜ = 0, however the
existence of the holomorphic branch may be shown quite elementary. Actually, it
would suffices to prove that a˜(T) 6= T. Expand a as
a(ζ) = eit
ζ − b
1− bζ
with some t ∈ R, b ∈ D and observe that a˜ does not attain the value −e−it. Indeed,
if ζ/a(ζ) = −e−it for some ζ ∈ T, then
1− bζ
1− bζ = −1,
so 2 = 2Re(bζ) ≤ 2|b|, which is impossible.
Concluding, there exists a function v holomorphic in a neighborhood of T such
that
ζ
a(ζ)
= eiv(ζ).
Note that v(T) ⊂ R. Expanding v in Laurent series
v(ζ) =
∞∑
k=−∞
akζ
k, ζ near T,
we infer that a−k = ak, k ∈ Z. Therefore,
v(ζ) = a0 +
∞∑
k=1
2Re(akζ
k) = Re
(
a0 + 2
∞∑
k=1
akζ
k
)
, ζ ∈ T.
Hence, there is a function h holomorphic in the neighborhood of D such that v =
Imh. Put u := h− iv. Then u ∈ O(T) and u(T) ⊂ R.
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Take ρ be as in the condition (3’) of Definition 1.11 for f and define
r(ζ) := ρ(a(ζ))eu(ζ), ζ ∈ T.
Let us compute
ζr(ζ)νD(g(ζ)) = ζu
u(ζ)ρ(a(ζ))νD(f(a(ζ))) =
= a(ζ)h(ζ)ρ(a(ζ))νD(f(a(ζ))) = h(ζ)f˜ (a(ζ)), ζ ∈ T.
Thus ζ 7−→ ζr(ζ)νD(g(ζ)) extends holomorphically to a function of class O(D) ∩
C1/2(D). 
Corollary 3.1.5. A weak E-mapping f : D −→ D of a bounded strongly linearly
convex domain D ⊂ Cn, n ≥ 2, is a unique k˜D-extremal for f(ζ), f(ξ) (resp. a
unique κD-extremal for f(ζ), f
′(ζ)), where ζ, ξ ∈ D, ζ 6= ξ.
3.2. Generalization of Proposition 3.1.1. The results obtained in this subsec-
tion will play an important role in the sequel.
We start with
Proposition 3.2.1. Let f : D −→ D be an E-mapping. Then the function f ′ • f˜
is a positive constant.
Proof. Consider the curve
R ∋ t 7−→ f(eit) ∈ ∂D.
Its any tangent vector ieitf ′(eit) belongs to TRD(f(e
it)), i.e.
Re〈ieitf ′(eit), νD(f(eit))〉 = 0.
Thus for ζ ∈ T
0 = ρ(ζ)Re〈iζf ′(ζ), νD(f(ζ))〉 = − Im f ′(ζ) • f˜(ζ),
so the holomorphic function f ′ • f˜ is a real constant C.
Considering the curve
[0, 1 + ε) ∋ t 7−→ f(t) ∈ D
for small ε > 0 and noting that f([0, 1)) ⊂ D, f(1) ∈ ∂D, we see that the derivative
of r ◦ f at a point t = 1 is non-negative, where r is a defining function of D. Hence
0 ≤ Re〈f ′(1), νD(f(1))〉 = 1
ρ(1)
Re(f ′(1) • f˜(1)) = C
ρ(1)
,
i.e. C ≥ 0. For ζ ∈ T
f(ζ)− f(0)
ζ
• f˜(ζ) = ρ(ζ)〈f(ζ) − f(0), νD(f(ζ))〉.
This function has the winding number equal to 0. Therefore, the function
g(ζ) :=
f(ζ)− f(0)
ζ
• f˜(ζ),
which is holomorphic in a neighborhood of D, does not vanish in D. In particular,
C = g(0) 6= 0. 
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The function ρ is defined up to a constant factor. We choose ρ so that
f ′ • f˜ ≡ 1, i.e.
(8) ρ(ζ)−1 = 〈ζf ′(ζ), νD(f(ζ))〉, ζ ∈ T.
In that way f˜ and ρ are uniquely determined by f .
Proposition 3.2.2. An E-mapping f : D −→ D is injective in D.
Proof. The function f has the left-inverse in D, so it suffices to check the injectivity
on T. Suppose that f(ζ1) = f(ζ2) for some ζ1, ζ2 ∈ T, ζ1 6= ζ2, and consider the
curves
γj : [0, 1] ∋ t 7−→ f(tζj) ∈ D, j = 1, 2.
Since
Re〈γ′j(1), νD(f(ζj))〉 = Re〈ζjf ′(ζj), νD(f(ζj))〉 = ρ(ζj)−1 6= 0,
the curves γj hit ∂D transversally at their common point f(ζ1). We claim that
there exists C > 0 such that for t ∈ (0, 1) close to 1 there is st ∈ (0, 1) satisfying
k˜D(f(tζ1), f(stζ2)) < C. It will finish the proof since
k˜D(f(tζ1), f(stζ2)) = p(tζ1, stζ2)→∞, t→ 1.
We may assume that f(ζ1) = 0 and νD(0) = (1, 0, . . . , 0) =: e1. There exists a ball
B ⊂ D tangent to ∂D at 0. Using a homothety, if necessary, one can assume that
B = Bn − e1. From the transversality of γ1, γ2 to ∂D there exists a cone
A := {z ∈ Cn : −Re z1 > k|z|}, k > 0,
such that γ1(t), γ2(t) ∈ A ∩ B if t ∈ (0, 1) is close to 1. For z ∈ A let kz > k be a
positive number satisfying the equality
|z| = −Re z1
kz
.
Note that for any a ∈ γ1((0, 1)) sufficiently close to 0 one may find b ∈ γ2((0, 1))∩
A∩B such that Re b1 = Re a1. To get a contradiction it suffices to show that k˜D(a, b)
is bounded from above by a constant independent on a and b.
We have the following estimate
k˜D(a, b) ≤ k˜Bn−e1(a, b) = k˜Bn(a+ e1, b+ e1) =
= tanh−1
√
1− (1− |a+ e1|
2)(1 − |b+ e1|2)
|1− 〈a+ e1, b+ e1〉|2 .
The last expression is bounded from above if and only if
(1− |a+ e1|2)(1− |b + e1|2)
|1− 〈a+ e1, b+ e1〉|2
is bounded from below by some positive constant. We estimate
(1 − |a+ e1|2)(1 − |b+ e1|2)
|1− 〈a+ e1, b+ e1〉|2 =
(2Re a1 + |a|2)(2Re b1 + |b|2)
|〈a, b〉+ a1 + b1|2
=
=
(
2Rea1 +
(Re a1)
2
k2a
)(
2Rea1 +
(Re a1)
2
k2
b
)
|〈a, b〉+ 2Rea1 + i Im a1 − i Im b1|2 ≥
(Re a1)
2
(
2 + Re a1k2a
)(
2 + Re a1
k2
b
)
2|〈a, b〉+ i Ima1 − i Im b1|2 + 2|2Rea1|2
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≥
(Re a1)
2
(
2 + Re a1k2a
)(
2 + Re a1
k2
b
)
2(|a||b|+ |a|+ |b|)2 + 8(Re a1)2 =
(Re a1)
2
(
2 + Re a1k2a
)(
2 + Re a1
k2
b
)
2
(
(−Re a1)2
k2ak
2
b
− Re a1ka − Re a1kb
)2
+ 8(Rea1)2
=
(
2 + Re a1k2a
)(
2 + Re a1
k2
b
)
2
(
−Re a1
k2ak
2
b
+ 1ka +
1
kb
)2
+ 8
>
1
2(1 + 2/k)2 + 8
.
This finishes the proof. 
Assume that we are in the settings of Proposition 3.1.1 and D has real analytic
boundary. Our aim is to replace W with a neighborhood of D.
Remark 3.2.3. For ζ0 ∈ Df we have G(f(ζ0), ζ0) = 0 and ∂G∂ζ (f(ζ0), ζ0) = −1.
By the Implicit Function Theorem there exist neighborhoods Uζ0 , Vζ0 of f(ζ0), ζ0
respectively and a holomorphic function Fζ0 : Uζ0 −→ Vζ0 such that for any z ∈ Uζ0
the point Fζ0 (ζ) is the unique solution of the equation G(z, ζ) = 0, ζ ∈ Vζ0 .
In particular, if ζ0 ∈ D then Fζ0 = F near f(ζ0).
Proposition 3.2.4. Let f : D −→ D be an E-mapping. Then there exist arbitrarily
small neighborhoods U , V of D, D respectively such that for any z ∈ U the equation
G(z, ζ) = 0, ζ ∈ V , has exactly one solution.
Proof. In view of Proposition 3.1.1 and Remark 3.2.3 it suffices to prove that there
exist neighborhoods U , V of D, D respectively such that for any z ∈ U the equation
G(z, · ) = 0 has at most one solution ζ ∈ V .
Assume the contrary. Then for any neighborhoods U of D and V of D there are
z ∈ U , ζ1, ζ2 ∈ V , ζ1 6= ζ2 such that G(z, ζ1) = G(z, ζ2) = 0. For m ∈ N put
Um := {z ∈ Cn : dist(z,D) < 1/m},
Vm := {ζ ∈ C : dist(ζ,D) < 1/m}.
There exist zm ∈ Um, ζm,1, ζm,2 ∈ Vm, ζm,1 6= ζm,2 such that G(zm, ζm,1) =
G(zm, ζm,2) = 0. Passing to a subsequence we may assume that zm → z0 ∈ D.
Analogously we may assume ζm,1 → ζ1 ∈ D and ζm,2 → ζ2 ∈ D. Clearly, G(z0, ζ1) =
G(z0, ζ2) = 0. Let us consider few cases.
1) If ζ1, ζ2 ∈ T, then G(z0, ζj) = 0 is equivalent to
〈z0 − f(ζj), νD(f(ζj))〉 = 0, j = 1, 2,
consequently z0 − f(ζj) ∈ TCD(f(ζj)). By the strong linear convexity of D we get
z0 = f(ζj). But f is injective in D, so ζ1 = ζ2 =: ζ0. It follows from Remark 3.2.3
that in a sufficiently small neighborhood of (z0, ζ0) all solutions of the equation
G(z, ζ) = 0 are of the form (z, Fζ0(z)). Points (zm, ζm,1) and (zm, ζm,2) belong to
this neighborhood for large m, which gives a contradiction.
2) If ζ1 ∈ T and ζ2 ∈ D, then analogously as above we deduce that z0 = f(ζ1).
Let us take an arbitrary sequence {ηm} ⊂ D convergent to ζ1. Then f(ηm) ∈ D
and f(ηm)→ z0, so the sequence G(f(ηm), · ) converges to G(z0, · ) uniformly on D.
Since G(z0, · ) 6≡ 0, G(z0, ζ2) = 0 and ζ2 ∈ D, we deduce from Hurwitz Theorem that
for large m the functions G(f(ηm), · ) have roots θm ∈ D such that θm → ζ2. Hence
G(f(ηm), θm) = 0 and from the uniqueness of solutions in D×D (Proposition 3.1.1)
we have
θm = F (f(ηm)) = ηm.
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This is a contradiction, because the left side tends to ζ2 and the right one to ζ1, as
m→∞.
3) We are left with the case ζ1, ζ2 ∈ D. If z0 ∈ D \ f(T) then z0 ∈ W . In W ×D
all solutions of the equation G = 0 are of the form (z, F (z)), z ∈ W . But for large
m the points (zm, ζm,1), (zm, ζm,2) belong to W ×D, which is a contradiction with
the uniqueness.
If z0 ∈ f(T), then z0 = f(ζ0) for some ζ0 ∈ T. Clearly, G(f(ζ0), ζ0) = 0, whence
G(z0, ζ0) = G(z0, ζ1) = 0 and ζ0 ∈ T, ζ1 ∈ D. This is just the case 2), which has
been already considered. 
Corollary 3.2.5. There are neighborhoods U , V of D and D respectively with
V ⋐ Df , such that the function F extends holomorphically on U . Moreover, all
solutions of the equation G|U×V = 0 are of the form (z, F (z)), z ∈ U .
In particular, F ◦ f = idV .
4. Ho¨lder estimates
Definition 4.1. For a given c > 0 let the family D(c) consist of all pairs (D, z),
where D ⊂ Cn, n ≥ 2, is a bounded pseudoconvex domain with real C2 boundary
and z ∈ D, satisfying
(1) dist(z, ∂D) ≥ 1/c;
(2) the diameter of D is not greater than c and D satisfies the interior ball
condition with a radius 1/c;
(3) for any x, y ∈ D there exist m ≤ 8c2 and open balls B0, . . . , Bm ⊂ D of
radius 1/(2c) such that x ∈ B0, y ∈ Bm and the distance between the
centers of the balls Bj , Bj+1 is not greater than 1/(4c) for j = 0, . . . ,m−1;
(4) for any open ball B ⊂ Cn of radius not greater than 1/c, intersecting non-
emptily with ∂D, there exists a mapping Φ ∈ O(D,Cn) such that
(a) for any w ∈ Φ(B∩∂D) there is a ball of radius c containing Φ(D) and
tangent to ∂Φ(D) at w (let us call it the “exterior ball condition” with
a radius c);
(b) Φ is biholomorphic in a neighborhood of B and Φ−1(Φ(B)) = B;
(c) entries of all matrices Φ′ on B∩D and (Φ−1)′ on Φ(B∩D) are bounded
in modulus by c;
(d) dist(Φ(z), ∂Φ(D)) ≥ 1/c;
(5) the normal vector νD is Lipschitz with a constant 2c, that is
|νD(a)− νD(b)| ≤ 2c|a− b|, a, b ∈ ∂D;
(6) the ε-hull of D, i.e. a domain Dε := {w ∈ Cn : dist(w,D) < ε}, is strongly
pseudoconvex for any ε ∈ (0, 1/c).
Recall that the interior ball condition with a radius r > 0 means that for any
point a ∈ ∂D there is a′ ∈ D and a ball Bn(a′, r) ⊂ D tangent to ∂D at a.
Equivalently
D =
⋃
a′∈D′
Bn(a
′, r)
for some set D′ ⊂ D.
It may be shown that (2) and (5) may be expressed in terms of boundedness of
the normal curvature, boundedness of a domain and the condition (3). This however
lies beyond the scope of this paper and needs some very technical arguments so we
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omit the proof of this fact. The reasons why we decided to use (2) in such a form is
its connection with the condition (3) (this allows us to simplify the proof in some
places).
Remark 4.2. Note that any convex domain satisfying conditions (1)-...-(4) of Def-
inition 4.1 satisfies conditions (5) and (6), as well.
Actually, it follows from (2) that for any a ∈ ∂D there exists a ball Bn(a′, 1/c) ⊂
D tangent to ∂D at a. Then
νD(a) =
a′ − a
|a′ − a| = c(a
′ − a).
Hence
|νD(a)− νD(b)| = c|a′ − a− b′ + b| = c|a′ − b′ − (a− b)| ≤ c|a′ − b′|+ c|a− b|.
Since D is convex, we have |a′ − b′| ≤ |a− b|, which gives (5).
The condition (6) is also clear — for any ε > 0 an ε-hull of a strongly convex
domain is strongly convex.
Remark 4.3. For a convex domain D the condition (3) of Definition 4.1 amounts
to the condition (2).
Indeed, for two points x, y ∈ D take two balls of radius 1/(2c) containing them
and contained in D. Then divide the interval between the centers of the balls into
[4c2] + 1 equal parts and take balls of radius 1/(2c) with centers at the points of
the partition.
Note also that if D is strongly convex and satisfies the interior ball condition
with a radius 1/c and the exterior ball condition with a radius c, one can take
Φ := idCn .
Remark 4.4. For a strongly pseudoconvex domain D and c′ > 0 and for any z ∈ D
such that dist(z, ∂D) > 1/c′ there exists c = c(c′) > 0 satisfying (D, z) ∈ D(c).
Indeed, the conditions (1)-...-(3) and (5)-(6) are clear. Only (4) is non-trivial.
The construction of the mapping Φ amounts to the construction of Fornæss peak
functions. Actually, apply directly Proposition 1 from [2] to any boundary point of
∂D (obviously D has a Stein neighborhood basis). This gives a covering of ∂D with
a finite number of balls Bj , maps Φj ∈ O(D,Cn) and strongly convex C∞-smooth
domains Cj , j = 1, . . . , N , such that
• Φj(D) ⊂ Cj ;
• Φj(D) ⊂ Cj ;
• Φj(Bj \D) ⊂ Cn \ Cj ;
• Φ−1j (Φj(Bj)) = Bj ;
• Φj |Bj : Bj −→ Φj(Bj) is biholomorphic.
Therefore, one may choose c > 0 such that every Cj satisfies the exterior ball
condition with c, i.e. for any x ∈ ∂Cj there is a ball of radius c containing Cj
and tangent to ∂Cj at x, every ball of radius 1/c intersecting non-emptily with
∂D is contained in some Bj (here one may use a standard argument invoking the
Lebesgue number) and the conditions (c), (d) are also satisfied (with Φ := Φj).
In this section we use the words ‘uniform’, ‘uniformly’ if (D, z) ∈ D(c). This
means that estimates will depend only on c and will be independent on D and z if
(D, z) ∈ D(c) and on E-mappings of D mapping 0 to z. Moreover, in what follows
we assume that D is a strongly linearlu convex domain with real-analytic boundary.
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Proposition 4.5. Let f : (D, 0) −→ (D, z) be an E-mapping. Then
dist(f(ζ), ∂D) ≤ C(1 − |ζ|), ζ ∈ D
with C > 0 uniform if (D, z) ∈ D(c).
Proof. There exists a uniform C1 such that
if dist(w, ∂D) ≥ 1/c then kD(w, z) < C1.
Indeed, let dist(w, ∂D) ≥ 1/c and let balls B0, . . . , Bm with centers b0, . . . , bm be
chosen to the points w, z as in the condition (3) of Definition 4.1. Then
kD(w, z) ≤ kD(w, b0) +
m−1∑
j=0
kD(bj , bj+1) + kD(bm, z) ≤
≤ kBn(w,1/c)(w, b0) +
m−1∑
j=0
kBj (bj , bj+1) + kBn(z,1/c)(bm, z) =
= p
(
0,
|w − b0|
1/c
)
+
m−1∑
j=0
p
(
0,
|bj − bj+1|
1/(2c)
)
+ p
(
0,
|bm − z|
1/c
)
≤
≤ (m+ 2)p
(
0,
1
2
)
≤ (8c2 + 2)p
(
0,
1
2
)
=: C1.
If ζ ∈ D is such that dist(f(ζ), ∂D) ≥ 1/c then
kD(f(0), f(ζ)) ≤ C2 − 1
2
log dist(f(ζ), ∂D)
with a uniform C2 := C1 +
1
2 log c.
In the other case, i.e. when dist(f(ζ), ∂D) < 1/c, denote by η the nearest point
to f(ζ) lying on ∂D. Let w ∈ D be a center of a ball B of radius 1/c tangent to
∂D at η. By the condition (2) of Definition 4.1 we have B ⊂ D. Hence
kD(f(0), f(ζ)) ≤ kD(f(0), w) + kD(w, f(ζ)) ≤
≤ C1 + kB(w, f(ζ)) ≤ C1 + 1
2
log 2− 1
2
log
(
1− |f(ζ)− w|
1/c
)
=
= C1 +
1
2
log 2− 1
2
log(c dist(f(ζ), ∂B)) = C3 − 1
2
log dist(f(ζ), ∂D)
with a uniform C3 := C1 +
1
2 log
2
c .
We have obtained the same type estimates in both cases. On the other side, by
Corollary 3.1.2
kD(f(0), f(ζ)) = p(0, ζ) ≥ −1
2
log(1− |ζ|),
which finishes the proof. 
Recall that we have assumed that ρ is of the form (8).
Proposition 4.6. Let f : (D, 0) −→ (D, z) be an E-mapping. Then
C1 < ρ(ζ)
−1 < C2, ζ ∈ T,
where C1, C2 are uniform if (D, z) ∈ D(c).
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Proof. For the upper estimate fix ζ0 ∈ T. Set B := Bn(f(ζ0), 1/c) and let Φ ∈
O(D,Cn) be as in the condition (4) of Definition 4.1 for B. One can assume that
f(ζ0) = Φ(f(ζ0)) = 0 and νD(0) = νΦ(D)(0) = (1, 0, . . . , 0). Then Φ(D) is contained
in the half-space {w ∈ Cn : Rew1 < 0}. Putting h := Φ ◦ f we have
h1(D) ⊂ {w1 ∈ C : Rew1 < 0}.
In virtue of the Schwarz Lemma on the half-plane
(9) |h′1(tζ0)| ≤
−2Reh1(tζ0)
1− |tζ0|2 .
Let δ be the signed boundary distance of Φ(D), i.e.
δ(x) :=
{
− dist(x, ∂Φ(D)), x ∈ Φ(D)
dist(x, ∂Φ(D)), x /∈ Φ(D).
It is a defining function of Φ(D) in a neighborhood of 0 (recall that Φ−1(Φ(B)) =
B). Observe that
δ(x) = δ(0) + Re〈∇δ(0), x〉 +O(|x|2) = Rex1 +O(|x|2).
If x ∈ Φ(D) tends transversally to 0, then the angle between the vector x and the
hyperplane {w ∈ Cn : Rew1 = 0} is separated from 0, i.e. its sinus (−Rex1)/|x| >
ε for some ε > 0 independent on x. Thus
δ(x)
Rex1
= 1 +O(|x|) as x→ 0 transversally.
Consequently
(10) − Rex1 ≤ 2 dist(x, ∂Φ(D)) as x→ 0 transversally.
We know that t 7−→ f(tζ0) hits ∂D transversally. Therefore, t 7−→ h(tζ0) hits
∂Φ(D) transversally, as well. Indeed, we have
(11)
〈
d
dt
h(tζ0)
∣∣∣∣
t=1
, νΦ(D)(h(ζ0))
〉
=
〈
Φ′(0)f ′(ζ0)ζ0,
(Φ−1)′(0)∗∇r(0)
|(Φ−1)′(0)∗∇r(0)|
〉
=
=
〈ζ0f ′(ζ0),∇r(0)〉
|(Φ′(0)−1)∗∇r(0)| =
〈ζ0f ′(ζ0), νD(f(ζ0))|∇r(0)|〉
|(Φ′(0)−1)∗∇r(0)| .
where r is a defining function of D. In particular,
Re
〈
d
dt
h(tζ0)
∣∣∣∣
t=1
, νΦ(D)(h(ζ0))
〉
= Re
〈ζ0f ′(ζ0), νD(f(ζ0))|∇r(0)|〉
|(Φ′(0)−1)∗∇r(0)| =
=
ρ(ζ0)
−1|∇r(0)|
|(Φ′(0)−1)∗∇r(0)| 6= 0.
This proves that t 7−→ h(tζ0) hits ∂Φ(D) transversally.
Consequently, we may put x = h(tζ0) into (10) to get
(12)
−2Reh1(tζ0)
1− |tζ0|2 ≤
4 dist(h(tζ0), ∂Φ(D))
1− |tζ0|2 , t→ 1.
But Φ is a biholomorphism near 0, so
(13)
4 dist(h(tζ0), ∂Φ(D))
1− |tζ0|2 ≤ C3
dist(f(tζ0), ∂D)
1− |tζ0| , t→ 1,
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where C3 is a uniform constant depending only on c (thanks to the condition (4)(c)
of Definition 4.1). By Proposition 4.5, the term on the right side of (13) does not
exceed some uniform constant.
It follows from (11) that
ρ(ζ0)
−1 = |〈f ′(ζ0)ζ0, νD(f(ζ0))〉| ≤ C4|〈h′(ζ0), νΦ(D)(h(ζ0))〉| =
= C4|h′1(ζ0)| = lim
t→1
C4|h′1(tζ0)|
with a uniform C4 (here we use the condition (4)(c) of Definition 4.1 again). Com-
bining (9), (12) and (13) we get the upper estimate for ρ(ζ0)
−1.
Now we are proving the lower estimate. Let r be the signed boundary distance
to ∂D. For ε = 1/c the function
̺(w) := − log(ε− r(w)) + log ε, w ∈ Dε,
where Dε is an ε-hull of D, is plurisubharmonic and defining for D. Indeed, we
have
− log(ε− r(w)) = − log dist(w, ∂Dε), w ∈ Dε
and Dε is pseudoconvex.
Therefore, a function
v := ̺ ◦ f : D −→ (−∞, 0]
is subharmonic on D. Moreover, since f maps T in ∂D we infer that v = 0 on T.
Moreover, since |f(λ)− z| < c for λ ∈ D, we have
|f(λ)− z| < 1
2c
if |λ| ≤ 1
2c2
.
Therefore, for a fixed ζ0 ∈ T
Mζ0(x) := max
t∈[0,2pi]
v(ζ0e
x+it) ≤ − log
(
1 +
1
2cε
)
=: −C5 if x ≤ − log(2c2).
Since Mζ0 is convex for x ≤ 0 and Mζ0(0) = 0, we get
v(ζ0e
x) ≤Mζ0(x) ≤
C5x
log(2c2)
for − log(2c2) ≤ x ≤ 0.
Hence (remember that v(ζ0) = 0)
(14)
C5
log(2c2)
≤ d
dx
v(ζ0e
x)
∣∣∣∣
x=0
=
n∑
j=1
∂̺
∂zj
(f(ζ0))f
′
j(ζ0)ζ0 =
= 〈ζ0f ′(ζ0),∇̺(f(ζ0))〉 = ρ(ζ0)−1|∇̺(f(ζ0))|.
Moreover,
|∇̺(f(ζ0))| =
〈
∇̺(f(ζ0)), ∇̺(f(ζ0))|∇̺(f(ζ0))|
〉
R
= 〈∇̺(f(ζ0)), νD(f(ζ0))〉R =
=
∂̺
∂νD
(f(ζ0)) = lim
t→0
̺(f(ζ0) + tνD(f(ζ0)))− ̺(f(ζ0))
t
=
1
ε
= c,
as r(a + tν(a)) = t if a ∈ ∂D and t ∈ R is small enough. This, together with (14),
finishes the proof of the lower estimate. 
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Proposition 4.7. Let f : (D, 0) −→ (D, z) be an E-mapping. Then
|f(ζ1)− f(ζ2)| ≤ C
√
|ζ1 − ζ2|, ζ1, ζ2 ∈ D,
where C is uniform if (D, z) ∈ D(c).
Proof. Let ζ0 ∈ D be such that 1− |ζ0| < 1/(cC), where C is as in Proposition 4.5.
Then B := Bn(f(ζ0), 1/c) intersects ∂D. Take Φ for the ball B from the condition
(4) of Definition 4.1. Let w denote the nearest point to Φ(f(ζ0)) lying on ∂Φ(D).
From the conditions (4)(b)-(c) of Definition 4.1 we find that there is a uniform
constant r < 1 such that the point w belongs to Φ(B ∩ ∂D) provided that |ζ0| ≥ r.
From the condition (4)(a) of Definition 4.1 we get that there is w0 such that
Φ(D) ⊂ Bn(w0, c) and the ball Bn(w0, c) is tangent to Φ(D) at w. Let
h(ζ) := (Φ ◦ f)
(
ζ0 − ζ
1− ζ0ζ
)
, ζ ∈ D.
Then h is holomorphic, h(D) ⊂ Bn(w0, c) and h(0) = Φ(f(ζ0)). Using Lemma 8.2.1
we get
|h′(0)| ≤
√
c2 − |h(0)− w0|2 ≤
√
2c(c− |Φ(f(ζ0))− w0|) =
=
√
2c(|w0 − w| − |Φ(f(ζ0))− w0|) ≤
√
2c
√
|Φ(f(ζ0))− w| =
=
√
2c
√
dist(Φ(f(ζ0)), ∂Φ(D)).
Since
h′(0) = Φ′(f(ζ0))f
′(ζ0)
d
dζ
ζ0 − ζ
1− ζ0ζ
∣∣∣∣
ζ=0
,
bby the condition (4)(c) of Definition 3.1.4 we get
|h′(0)| ≥ C1|f ′(ζ0)|(1 − |ζ0|2)
with a uniform C1, so
|f ′(ζ0)| ≤ |h
′(0)|
C1(1− |ζ0|2) ≤
√
2c
C1
√
dist(Φ(f(ζ0)), ∂Φ(D))
1− |ζ0|2 ≤ C2
√
dist(f(ζ0), ∂D)
1− |ζ0|2 ,
where C2 is uniform. Combining with Proposition 4.5
(15) |f ′(ζ0)| ≤ C3
√
1− |ζ0|
1− |ζ0|2 =
C3√
1− |ζ0|
,
where a constant C3 is uniform.
We have shown that (15) holds for r ≤ |ζ0| < 1 with a uniform r < 1. For
|ζ0| < r we estimate in the following way
|f ′(ζ0)| ≤ max
|ζ|=r
|f ′(ζ)| ≤ C3√
1− r ≤
C4√
1− |ζ0|
with a uniform C4 := C3/
√
1− r.
Using Theorems 8.3.1 and 8.3.2 with α = 1/2 we finish the proof. 
Proposition 4.8. Let f : (D, 0) −→ (D, z) be an E-mapping. Then
|ρ(ζ1)− ρ(ζ2)| ≤ C
√
|ζ1 − ζ2|, ζ1, ζ2 ∈ T,
where C is uniform if (D, z) ∈ D(c).
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Proof. It suffices to prove that there exist uniform C,C1 > 0 such that
|ρ(ζ1)− ρ(ζ2)| ≤ C
√
|ζ1 − ζ2|, ζ1, ζ2 ∈ T, |ζ1 − ζ2| < C1.
Fix ζ1 ∈ T. Without loss of generality we may assume that νD,1(f(ζ1)) = 1. Let
0 < C1 ≤ 1/4 be uniform and such that
|νD,1(f(ζ)) − 1| < 1/2, ζ ∈ T ∩Bn(ζ1, 3C1).
It is possible, since by Proposition 4.7
|νD(f(ζ))− νD(f(ζ′))| ≤ 2c|f(ζ)− f(ζ′)| ≤ C′
√
|ζ − ζ′|, ζ, ζ′ ∈ T,
with a uniform C′ > 0. There exists a function ψ ∈ C1(T, [0, 1]) such that ψ = 1
on T ∩ Bn(ζ1, 2C1) and ψ = 0 on T \ Bn(ζ1, 3C1). Then the function ϕ : T −→ C
defined by
ϕ := (νD,1 ◦ f − 1)ψ + 1
satisfies
(1) ϕ(ζ) = νD,1(f(ζ)), ζ ∈ T ∩Bn(ζ1, 2C1);
(2) |ϕ(ζ) − 1| < 1/2, ζ ∈ T;
(3) ϕ is uniformly 1/2-Ho¨lder continuous on T, i.e. it is 1/2-Ho¨lder continuous
with a uniform constant (remember that ψ was chosen uniformly).
First observe that logϕ is well-defined. Using using properties listed above we
deduce that logϕ and Im logϕ are uniformly 1/2-Ho¨lder continuous on T, as well.
The function Im logϕ can be extended continuously to a function v : D −→ R,
harmonic in D. There is a function h ∈ O(D) such that v = Imh in D. Taking
h − Reh(0) instead of h, one can assume that Reh(0) = 0. By Theorem 8.3.3
applied to ih, we get that the function h extends continuously on D and h is
uniformly 1/2-Ho¨lder continuous in D. Hence the function u := Reh : D −→ R is
uniformly 1/2-Ho¨lder continuous in D with a uniform constant C2. Furthermore, u
is uniformly bounded in D, since
|u(ζ)| = |u(ζ)− u(0)| ≤ C2
√
|ζ|, ζ ∈ D.
Let g(ζ) := f˜1(ζ)e
−h(ζ) and G(ζ) := g(ζ)/ζ. Then g ∈ O(D) ∩ C(D) and G ∈
O(D∗) ∩ C((D)∗). Note that for ζ ∈ T
|g(ζ)| = |ζρ(ζ)νD,1(f(ζ))e−h(ζ)| ≤ ρ(ζ)e−u(ζ),
which, combined with Proposition 4.6, the uniform boundedness of u and the maxi-
mum principle, gives a uniform boundedness of g in D. The function G is uniformly
bounded in D ∩Bn(ζ1, 2C1). Moreover, for ζ ∈ T ∩Bn(ζ1, 2C1)
G(ζ) = ρ(ζ)νD,1(f(ζ))e
−u(ζ)−i Im logϕ(ζ) =
= ρ(ζ)νD,1(f(ζ))e
−u(ζ)+Re logϕ(ζ)e− logϕ(ζ) = ρ(ζ)e−u(ζ)+Re logϕ(ζ) ∈ R.
By the Reflection Principle one can extend G holomorphically past T∩Bn(ζ1, 2C1)
to a function (denoted by the same letter) uniformly bounded in Bn(ζ1, 2C2), where
a constant C2 is uniform. Hence, from the Cauchy formula, G is uniformly Lip-
schitz continuous in Bn(ζ1, C2), consequently uniformly 1/2-Ho¨lder continuous in
Bn(ζ1, C2).
Finally, the functions G, h, νD,1 ◦ f are uniformly 1/2-Ho¨lder continuous on
T∩Bn(ζ1, C2), |νD,1 ◦f | > 1/2 on T∩Bn(ζ1, C2), so the function ρ = Geh/νD,1 ◦ f
is uniformly 1/2-Ho¨lder continuous on T ∩Bn(ζ1, C2). 
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Proposition 4.9. Let f : (D, 0) −→ (D, z) be an E-mapping. Then
|f˜(ζ1)− f˜(ζ2)| ≤ C
√
|ζ1 − ζ2|, ζ1, ζ2 ∈ D,
where C is uniform if (D, z) ∈ D(c).
Proof. By Propositions 4.7 and 4.8 we have desired inequality for ζ1, ζ2 ∈ T. The-
orem 8.3.2 finishes the proof. 
5. Openness of E-mappings’ set
We shall show that perturbing a little a domain D equipped with an E-mapping,
we obtain a domain which also has an E-mapping, being close to a given one.
5.1. Preliminary results.
Proposition 5.1.1. Let f : D −→ D be an E-mapping. Then there exist domains
G, D˜, G˜ ⊂ Cn and a biholomorphism Φ : D˜ −→ G˜ such that
(1) D˜, G˜ are neighborhoods of D,G respectively;
(2) Φ(D) = G;
(3) g(ζ) := Φ(f(ζ)) = (ζ, 0, . . . , 0), ζ ∈ D;
(4) νG(g(ζ)) = (ζ, 0, . . . , 0), ζ ∈ T;
(5) for any ζ ∈ T, a point g(ζ) is a point of the strong linear convexity of G.
Proof. Let U, V be the sets from Proposition 3.2.4. We claim that after a linear
change of coordinates one can assume that f˜1, f˜2 do not have common zeroes in V .
Since f ′ • f˜ = 1, at least one of the functions f˜1, . . . , f˜n, say f˜1, is not identically
equal to 0. Let λ1, . . . , λm be all zeroes of f˜1 in V . We may find α ∈ Cn such that
(α1f˜1 + . . .+ αnf˜n)(λj) 6= 0, j = 1, . . . ,m.
Otherwise, for any α ∈ Cn there would exist j ∈ {1, . . . ,m} such that α• f˜(λj) = 0,
hence
Cn =
m⋃
j=1
{α ∈ Cn : α • f˜(λj) = 0}.
The sets {α ∈ Cn : α • f˜(λj) = 0}, j = 1, . . . ,m, are the (n − 1)-dimensional
complex hyperplanes, so their finite sum cannot be the space Cn.
Of course, at least one of the numbers α2, . . . , αn, say α2, is non-zero. Let
A :=

1 0 0 · · · 0
α1 α2 α3 · · · αn
0 0 1 · · · 0
...
...
...
. . .
...
0 0 0 · · · 1
 , B := (AT )−1.
We claim that B is a change of coordinates we are looking for. If r is a defining
function of D then r ◦B−1 is a defining function of Bn(D), so Bn(D) is a bounded
strongly linearly convex domain with real analytic boundary. Let us check that Bf
is an E-mapping of Bn(D) with associated mappings
(16) Af˜ ∈ O(D) and ρ |A∇r ◦ f ||∇r ◦ f | ∈ C
ω(T).
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The conditions (1) and (2) of Definition 1.11 are clear. For ζ ∈ T we have
(17)
νBn(D)(Bf(ζ)) =
∇(r ◦B−1)(Bf(ζ))
|∇(r ◦B−1)(Bf(ζ))| =
(B−1)T∇r(f(ζ))
|(B−1)T∇r(f(ζ))| =
A∇r(f(ζ))
|A∇r(f(ζ))| ,
so
(18) ζρ(ζ)
|A∇r(f(ζ))|
|∇r(f(ζ))| νBn(D)(Bf(ζ)) = ζρ(ζ)AνD(f(ζ)) = Af˜(ζ).
Moreover, for ζ ∈ T, z ∈ D
〈Bz −Bf(ζ), νBn(D)(Bf(ζ))〉 = νBn(D)(Bf(ζ))
T
(Bz −Bf(ζ)) =
=
∇r(f(ζ))TB−1Bn(z − f(ζ))
|(B−1)T∇r(f(ζ))| =
|∇r(f(ζ))|
|(B−1)T∇r(f(ζ))|νD(f(ζ))
T
(z − f(ζ)) =
=
|∇r(f(ζ))|
|(B−1)T∇r(f(ζ))| 〈z − f(ζ), νD(f(ζ))〉.
Therefore, B is a desired linear change of coordinates, as claimed.
If necessary, we shrink the sets U, V associated with f to sets associated with
Bf . There exist holomorphic mappings h1, h2 : V −→ C such that
h1f˜1 + h2f˜2 ≡ 1 in V.
Generally, it is a well-known fact for functions on pseudoconvex domains, however
in this case it may be shown quite elementarily. Indeed, if f˜1 ≡ 0 or f˜2 ≡ 0 then it
is obvious. In the opposite case, let f˜j = FjPj , j = 1, 2, where Fj are holomorphic,
non-zero in V and Pj are polynomials with all (finitely many) zeroes in V . Then
Pj are relatively prime, so there are polynomials Qj, j = 1, 2, such that
Q1P1 +Q2P2 ≡ 1.
Hence
Q1
F1
f˜1 +
Q2
F2
f˜2 ≡ 1 in V.
Consider the mapping Ψ : V × Cn−1 −→ Cn given by
(19) Ψ1(Z) := f1(Z1)− Z2f˜2(Z1)− h1(Z1)
n∑
j=3
Zj f˜j(Z1),
(20) Ψ2(Z) := f2(Z1) + Z2f˜1(Z1)− h2(Z1)
n∑
j=3
Zj f˜j(Z1),
(21) Ψj(Z) := fj(Z1) + Zj, j = 3, . . . , n.
We claim thatΨ is biholomorphic inΨ−1(U). First of all observe thatΨ−1({z}) 6=
∅ for any z ∈ U . Indeed, by Proposition 3.2.4 there exists (exactly one) Z1 ∈ V
such that
(z − f(Z1)) • f˜(Z1) = 0.
The numbers Zj ∈ C, j = 3, . . . , n are determined uniquely by the equations
Zj = zj − fj(Z1).
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At least one of the numbers f˜1(Z1), f˜2(Z1), say f˜1(Z1), is non-zero. Let
Z2 :=
z2 − f2(Z1) + h2(Z1)
∑n
j=3 Zj f˜j(Z1)
f˜1(Z1)
.
Then we easily check that the equality
z1 = f1(Z1)− Z2f˜2(Z1)− h1(Z1)
n∑
j=3
Zj f˜j(Z1)
is equivalent to (z − f(Z1)) • f˜(Z1) = 0, which is true.
To finish the proof of biholomorphicity of Ψ in Ψ−1(U) it suffices to check that
Ψ is injective in Ψ−1(U). Let us take Z,W such that Ψ(Z) = Ψ(W ) = z ∈ U . By
a direct computation both ζ = Z1 ∈ V and ζ =W1 ∈ V solve the equation
(z − f(ζ)) • f˜(ζ) = 0.
From Proposition 3.2.4 we infer that it has exactly one solution. Hence Z1 = W1.
By (21) we have Zj = Wj for j = 3, . . . , n. Finally Z2 = W2 follows from one of
the equations (19), (20). Let G := Ψ−1(D), D˜ := U , G˜ := Ψ−1(U), Φ := Ψ−1.
Now we are proving that Φ has desired properties. We have
Ψj(ζ, 0, . . . , 0) = fj(ζ), j = 1, . . . , n,
so Φ(f(ζ)) = (ζ, 0, . . . , 0), ζ ∈ D. Put g(ζ) := Φ(f(ζ)), ζ ∈ D. Note that the entries
of the matrix Ψ′(g(ζ)) are
∂Ψ1
∂Z1
(g(ζ)) = f ′1(ζ),
∂Ψ1
∂Z2
(g(ζ)) = −f˜2(ζ), ∂Ψ1
∂Zj
(g(ζ)) = −h1(ζ)f˜j(ζ), j ≥ 3,
∂Ψ2
∂Z1
(g(ζ)) = f ′2(ζ),
∂Ψ2
∂Z2
(g(ζ)) = f˜1(ζ),
∂Ψ2
∂Zj
(g(ζ)) = −h2(ζ)f˜j(ζ), j ≥ 3,
∂Ψk
∂Z1
(g(ζ)) = f ′k(ζ),
∂Ψk
∂Z2
(g(ζ)) = 0,
∂Ψk
∂Zj
(g(ζ)) = δkj , j, k ≥ 3.
Thus Ψ′(g(ζ))T f˜(ζ) = (1, 0, . . . , 0), ζ ∈ D (since f ′ • f˜ = 1). Let us take a defining
function r of D. Then r ◦Ψ is a defining function of G. Therefore,
νG(g(ζ)) =
∇(r ◦Ψ)(g(ζ))
|∇(r ◦Ψ)(g(ζ))| =
Ψ′(g(ζ))
T∇r(f(ζ))
|Ψ′(g(ζ))T∇r(f(ζ))|
=
=
Ψ′(g(ζ))
T f˜(ζ)
ζρ(ζ) |∇r(f(ζ))|∣∣∣∣Ψ′(g(ζ))T f˜(ζ)ζρ(ζ) |∇r(f(ζ))|∣∣∣∣ = g(ζ), ζ ∈ T.
It remains to prove the fifth condition. By Definition 1.1(2) we have to show
that
(22)
n∑
j,k=1
∂2(r ◦Ψ)
∂zj∂zk
(g(ζ))XjXk >
∣∣∣∣∣∣
n∑
j,k=1
∂2(r ◦Ψ)
∂zj∂zk
(g(ζ))XjXk
∣∣∣∣∣∣
for ζ ∈ T and X ∈ (Cn)∗ with
n∑
j=1
∂(r ◦Ψ)
∂zj
(g(ζ))Xj = 0,
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i.e. X1 = 0. We have
n∑
j,k=1
∂2(r ◦Ψ)
∂zj∂zk
(g(ζ))XjXk =
n∑
j,k,s,t=1
∂2r
∂zs∂zt
(f(ζ))
∂Ψs
∂zj
(g(ζ))
∂Ψt
∂zk
(g(ζ))XjXk =
=
n∑
s,t=1
∂2r
∂zs∂zt
(f(ζ))YsY t,
where
Y := Ψ′(g(ζ))X.
Note that Y 6= 0. Additionally
n∑
s=1
∂r
∂zs
(f(ζ))Ys =
n∑
j,s=1
∂r
∂zs
(f(ζ))
∂Ψs
∂zj
(g(ζ))Xj =
n∑
j=1
∂(r ◦Ψ)
∂zj
(g(ζ))Xj = 0.
Therefore, by the strong linear convexity of D at f(ζ)
n∑
s,t=1
∂2r
∂zs∂zt
(f(ζ))YsY t >
∣∣∣∣∣
n∑
s,t=1
∂2r
∂zs∂zt
(f(ζ))YsYt
∣∣∣∣∣ .
To finish the proof observe that∣∣∣∣∣∣
n∑
j,k=1
∂2(r ◦Ψ)
∂zj∂zk
(g(ζ))XjXk
∣∣∣∣∣∣ =
∣∣∣∣∣∣
n∑
j,k,s,t=1
∂2r
∂zs∂zt
(f(ζ))
∂Ψs
∂zj
(g(ζ))
∂Ψt
∂zk
(g(ζ))XjXk+
+
n∑
j,k,s=1
∂r
∂zs
(f(ζ))
∂2Ψs
∂zj∂zk
(g(ζ))XjXk
∣∣∣∣∣∣ =
=
∣∣∣∣∣∣
n∑
s,t=1
∂2r
∂zs∂zt
(f(ζ))YsYt +
n∑
j,k=2
n∑
s=1
∂r
∂zs
(f(ζ))
∂2Ψs
∂zj∂zk
(g(ζ))XjXk
∣∣∣∣∣∣
and
∂2Ψs
∂zj∂zk
(g(ζ)) = 0, j, k ≥ 2, s ≥ 1,
which gives (22). 
Remark 5.1.2. Let D be a bounded domain in Cn and let f : D −→ D be a
(weak) stationary mapping such that ∂D is real analytic in a neighborhood of
f(T). Assume moreover that there are a neighborhood U of f(D) and a mapping
Θ : U −→ Cn biholomorphic onto its image and the set D ∩ U is connected. Then
Θ ◦ f is a (weak) stationary mapping of G := Θ(D ∩ U).
In particular, if U1, U2 are neighborhoods of the closures of domains D1, D2
with real analytic boundaries and Θ : U1 −→ U2 is a biholomorphism such that
Θ(D1) = D2, then Θ maps (weak) stationary mappings of D1 onto (weak) station-
ary mappings of D2.
Proof. Actually, it is clear that two first conditions of the definition of (weak) sta-
tionary mappings are preserved by Θ. To show the third one we proceed similarly as
in the equations (16), (17), (18). Let f : D −→ D be a (weak) stationary mapping.
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The candidates for the mappings in condition (3) (resp. (3’)) of Definition 1.11 for
Θ ◦ f in the domain G are
((Θ′ ◦ f)−1)T f˜ and ρ |((Θ
′ ◦ f)−1)T∇r ◦ f |
|∇r ◦ f | .
Indeed, for ζ ∈ T
νG(Θ(f(ζ))) =
∇(r ◦Θ−1)(Θ(f(ζ)))
|∇(r ◦Θ−1)(Θ(f(ζ)))| =
[(Θ−1)′(Θ(f(ζ)))]T∇r(f(ζ))
|[(Θ−1)′(Θ(f(ζ)))]T∇r(f(ζ))| =
=
(Θ′(f(ζ))−1)T∇r(f(ζ))
|(Θ′(f(ζ))−1)T∇r(f(ζ))| ,
hence
ζρ(ζ)
|(Θ′(f(ζ))−1)T∇r(f(ζ))|
|∇r(f(ζ))| νG(Θ(f(ζ))) =
= ζρ(ζ)(Θ′(f(ζ))−1)T νD(f(ζ)) = (Θ
′(f(ζ))−1)T f˜(ζ).

5.2. Situation (†). Consider the following situation, denoted by (†) (with data
D0 and U0):
• D0 is a bounded domain in Cn, n ≥ 2;
• f0 : D ∋ ζ 7−→ (ζ, 0, . . . , 0) ∈ D0, ζ ∈ D;
• f0(D) ⊂ D0;
• f0(T) ⊂ ∂D0;
• νD0(f0(ζ)) = (ζ, 0, . . . , 0), ζ ∈ T;
• for any ζ ∈ T, a point f0(ζ) is a point of the strong linear convexity of D0;
• ∂D0 is real analytic in a neighborhood U0 of f0(T) with a function r0;
• |∇r0| = 1 on f0(T) (in particular, r0z(f0(ζ)) = (ζ/2, 0, . . . , 0), ζ ∈ T).
Since r0 is real analytic on U0 ⊂ R2n, it extends in a natural way to a holomorphic
function in a neighborhood UC0 ⊂ C2n of U0. Without loss of generality we may
assume that r0 is bounded on U
C
0 . Set
X0 = X0(U0, U
C
0 ) := {r ∈ O(UC0 ) : r(U0) ⊂ R and r is bounded},
which equipped with the sup-norm is a (real) Banach space.
Remark 5.2.1. Lempert considered the case when U0 is a neighborhood of a
boundary of a bounded domain D0 with real analytic boundary. We shall need
more general results to prove the ‘localization property’.
5.3. General lemmas. We keep the notation from Subsection (5.2) and assume
Situation (†).
Let us introduce some additional objects we shall be dealing with and let us
prove more general lemmas (its generality will be useful in the next section).
Consider the Sobolev space W 2,2(T) = W 2,2(T,Cm) of functions f : T −→ Cm,
whose first two derivatives (in the sense of distribution) are in L2(T). The W 2,2-
norm is denoted by ‖ · ‖W . For the basic properties of W 2,2(T) see Appendix.
Put
B := {f ∈W 2,2(T,Cn) : f extends holomorphically on D and f(0) = 0},
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B0 := {f ∈ B : f(T) ⊂ U0}, B∗ := {f : f ∈ B},
Q := {q ∈ W 2,2(T,C) : q(T) ⊂ R}, Q0 := {q ∈ Q : q(1) = 0}.
It is clear that B, B∗, Q and Q0 equipped with the norm ‖·‖W are (real) Banach
spaces. Note that B0 is an open neighborhood of f0. In what follows, we identify
f ∈ B with its unique holomorphic extension on D.
Let us define the projection
π :W 2,2(T,Cn) ∋ f =
∞∑
k=−∞
akζ
k 7−→
−1∑
k=−∞
akζ
k ∈ B∗.
Note that f ∈ W 2,2(T,Cn) extends holomorphically on D if and only if π(f) = 0
(and the extension is C1/2 on T). Actually, it suffices to observe that g(ζ) :=∑−1
k=−∞ akζ
k, ζ ∈ T, extends holomorphically on D if and only if ak = 0 for k < 0.
This follows immediately from the fact that the mapping T ∋ ζ 7−→ g(ζ) ∈ Cn
extends holomorphically on D.
Consider the mapping Ξ : X0 × Cn ×B0 ×Q0 × R −→ Q×B∗ ×Cn defined by
Ξ(r, v, f, q, λ) := (r ◦ f, π(ζ(1 + q)(rz ◦ f)), f ′(0)− λv),
where ζ is treated as the identity function on T.
We have the following
Lemma 5.3.1. There exist a neighborhood V0 of (r0, f
′
0(0)) in X0 ×Cn and a real
analytic mapping Υ : V0 −→ B0 × Q0 × R such that for any (r, v) ∈ V0 we have
Ξ(r, v,Υ(r, v)) = 0.
Let Ξ˜ : X0 × Cn ×B0 ×Q0 × (0, 1) −→ Q×B∗ × Cn be defined as
Ξ˜(r, w, f, q, ξ) := (r ◦ f, π(ζ(1 + q)(rz ◦ f)), f(ξ)− w).
Analogously we have
Lemma 5.3.2. Let ξ0 ∈ (0, 1). Then there exist a neighborhood W0 of (r0, f0(ξ0))
in X0 ×D0 and a real analytic mapping Υ˜ :W0 −→ B0 ×Q0 × (0, 1) such that for
any (r, w) ∈W0 we have Ξ˜(r, w, Υ˜(r, w)) = 0.
Proof of Lemmas 5.3.1 and 5.3.2. We will prove the first lemma. Then we will see
that a proof of the second one reduces to that proof.
We claim that Ξ is real analytic. The only problem is to show that the mapping
T : X0 ×B0 ∋ (r, f) 7−→ r ◦ f ∈ Q
is real analytic (the real analyticity of the mapping X0 × B0 ∋ (r, f) 7−→ rz ◦ f ∈
W 2,2(T,Cn) follows from this claim).
Fix r ∈ X0, f ∈ B0 and take ε > 0 so that a 2n-dimensional polydisc P2n(f(ζ), ε)
is contained in UC0 for any ζ ∈ T. Then any function r˜ ∈ X0 is holomorphic in UC0 ,
so it may be expanded as a holomorphic series convergent in P2n(f(ζ), ε). Losing no
generality we may assume that n-dimensional polydiscs Pn(f(ζ), ε), ζ ∈ T, satisfy
Pn(f(ζ), ε) ⊂ U0. This gives an expansion of the function r˜ at any point f(ζ),
ζ ∈ T, into a series ∑
α∈N2n
0
1
α!
∂|α|r˜
∂xα
(f(ζ))xα
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convergent to r˜(f(ζ) + x), provided that x = (x1, . . . , x2n) ∈ Pn(0, ε) (where N0 :=
N ∪ {0} and |α| := α1 + . . .+ α2n). Hence
(23) T (r + ̺, f + h) =
∑
α∈N2n
0
1
α!
(
∂|α|r
∂xα
◦ f
)
hα +
∑
α∈N2n
0
1
α!
(
∂|α|̺
∂xα
◦ f
)
hα
pointwise for ̺ ∈ X0 and h ∈ W 2,2(T,Cn) with ‖h‖sup < ε.
Put P :=
⋃
ζ∈T P2n(f(ζ), ε) and for r˜ ∈ X0 put ||r˜||P := supP |r˜|. Let r˜ be equal
to r or to ̺, where ̺ lies is in a neighborhood of 0 in X0. The Cauchy inequalities
give
(24)
∣∣∣∣∂|α|r˜∂xα (f(ζ))
∣∣∣∣ ≤ α!‖r˜‖Pε|α| , ζ ∈ T.
Therefore, ∣∣∣∣∣∣∣∣∂|α|r˜∂xα ◦ f
∣∣∣∣∣∣∣∣
W
≤ C1α!‖r˜‖P
ε|α|
for some C1 > 0.
There is C2 > 0 such that
‖ghα‖W ≤ C|α|+12 ‖g‖W‖h1‖α1W · . . . · ‖h2n‖α2nW
for g ∈ W 2,2(T,C), h ∈ W 2,2(T,Cn), α ∈ N2n0 (see Appendix for a proof of this
fact). Using the above inequalities we infer that∑
α∈N2n
0
∣∣∣∣∣∣∣∣ 1α!
(
∂|α|r˜
∂xα
◦ f
)
hα
∣∣∣∣∣∣∣∣
W
is convergent if h is small enough on the norm ‖ · ‖W . Therefore, the series (23) is
absolutely convergent in the norm ‖ · ‖W , whence T is real analytic.
To show the existence of V0 and Υ we will make use of the Implicit Function
Theorem. More precisely, we shall show that the partial derivative
Ξ(f,q,λ)(r0, f
′
0(0), f0, 0, 1) : B ×Q0 × R −→ Q×B∗ × Cn
is an isomorphism. Observe that for any (f˜ , q˜, λ˜) ∈ B × Q0 × R the following
equality holds
Ξ(f,q,λ)(r0, f
′
0(0), f0, 0, 1)(f˜ , q˜, λ˜) =
d
dt
Ξ(r0, f
′
0(0), f0 + tf˜ , tq˜, 1 + tλ˜)
∣∣∣∣
t=0
=
= ((r0z◦f0)f˜+(r0z◦f0)f˜ , π(ζq˜r0z◦f0+ζ(r0zz◦f0)f˜+ζ(r0zz◦f0)f˜), f˜ ′(0)−λ˜f ′0(0)),
where we treat r0z, r0z as row vectors, f˜ , f˜ as column vectors and r0zz =
[
∂2r0
∂zj∂zk
]n
j,k=1
,
r0zz =
[
∂2r0
∂zj∂zk
]n
j,k=1
as n× n matrices.
By the Bounded Inverse Theorem it suffices to show that Ξ(f,q,λ)(r0, f
′
0(0), f0, 0, 1)
is bijective, i.e. for (η, ϕ, v) ∈ Q × B∗ × Cn there exists exactly one (f˜ , q˜, λ˜) ∈
B ×Q0 × R satisfying
(25) (r0z ◦ f0)f˜ + (r0z ◦ f0)f˜ = η,
(26) π(ζq˜r0z ◦ f0 + ζ(r0zz ◦ f0)f˜ + ζ(r0zz ◦ f0)f˜) = ϕ,
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(27) f˜ ′(0)− λ˜f ′0(0) = v.
First we show that λ˜ and f˜1 are uniquely determined. Observe that, in view of
assumptions, (25) is just
1
2
ζf˜1 +
1
2
ζf˜1 = η
or equivalently
(28) Re(f˜1/ζ) = η (on T).
Note that the equation (28) uniquely determines f˜1/ζ ∈W 2,2(T,C) ∩O(D) ∩ C(D)
up to an imaginary additive constant, which may be computed using (27). Actually,
η = ReG on T for some function G ∈W 2,2(T,C)∩O(D)∩C(D). To see this, let us
expand η(ζ) =
∑∞
k=−∞ akζ
k, ζ ∈ T. From the equality η(ζ) = η(ζ), ζ ∈ T, we get
(29)
∞∑
k=−∞
akζ
k =
∞∑
k=−∞
akζ
−k =
∞∑
k=−∞
a−kζ
k, ζ ∈ T,
so a−k = ak, k ∈ Z. Hence
η(ζ) = a0 +
∞∑
k=1
2Re(akζ
k) = Re
(
a0 + 2
∞∑
k=1
akζ
k
)
, ζ ∈ T.
Set
G(ζ) := a0 + 2
∞∑
k=1
akζ
k, ζ ∈ D.
This series is convergent for ζ ∈ D, so G ∈ O(D). Further, the function G extends
continuously on D (to the function denoted by the same letter) and the extension
lies in W 2,2(T,C). Clearly, η = ReG on T.
We are searching C ∈ R such that the functions f˜1 := ζ(G + iC) and θ :=
Im(f˜1/ζ) satisfy
η(0) + iθ(0) = f˜ ′1(0)
and
η(0) + iθ(0)− λ˜Re f ′01(0)− iλ˜ Im f ′01(0) = Re v1 + i Im v1.
But
η(0)− λ˜Re f ′01(0) = Re v1,
which yields λ˜ and then θ(0), consequently the number C. Having λ˜ and once again
using (27), we find uniquely determined f˜ ′2(0), . . . , f˜
′
n(0).
Therefore, the equations (25) and (27) are satisfied by uniquely determined f˜1,
λ˜ and f˜ ′2(0), . . . , f˜
′
n(0).
Consider (26), which is the system of n equations with unknown q˜, f˜2, . . . , f˜n.
Observe that q˜ appears only in the first of the equations and the remaining n − 1
equations mean exactly that the mapping
(30) ζ(r0ẑẑ ◦ f0)̂˜f + ζ(r0ẑẑ ◦ f0)̂˜f − ψ
extends holomorphically on D, where â := (a2, . . . , an) and ψ ∈W 2,2(T,Cn−1) may
be obtained from ϕ and f˜1. Indeed, to see this, write (26) in the form
π(F1 + ζF2 + ζF3) = (ϕ1, . . . , ϕn),
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where
F1 := (q˜, 0, . . . , 0),
F2 := (Aj)
n
j=1, Aj :=
n∑
k=1
(r0zjzk ◦ f0)f˜k,
F3 = (Bj)
n
j=1, Bj :=
n∑
k=1
(r0zjzk ◦ f0)f˜k.
It follows that
q˜ + ζA1 + ζB1 − ϕ1
and
ζAj + ζBj − ϕj , j = 2, . . . , n,
extend holomorphically on D and
ψ :=
(
ϕj − ζ(r0zjz1 ◦ f0)f˜1 − ζ(r0zjz1 ◦ f0)f˜1
)n
j=2
.
Put
g(ζ) :=
̂˜
f(ζ)/ζ, α(ζ) := ζ2r0ẑẑ(f0(ζ)), β(ζ) := r0ẑẑ(f0(ζ)).
Observe that α(ζ), β(ζ) are the (n − 1)× (n− 1) matrices depending real ana-
lytically on ζ and g(ζ) is a column vector in Cn−1. This allows us to reduce (30) to
the following problem: we have to find a unique g ∈ W 2,2(T,Cn−1) ∩ O(D) ∩ C(D)
such that
(31) αg + βg − ψ extends holomorphically on D and g(0) = ̂˜f ′(0).
The fact that every f0(ζ) is a point of strong linear convexity of the domain D0
may be written as
(32) |XTα(ζ)X | < XTβ(ζ)X, ζ ∈ T, X ∈ (Cn−1)∗.
Note that β(ζ) is self-adjoint and strictly positive, hence using Proposition 8.5.1
we get a mapping H ∈ O(D,C(n−1)×(n−1)) such that detH 6= 0 on D and HH∗ = β
on T. Using this notation, (31) is equivalent to
(33) H−1αg +H∗g −H−1ψ extends holomorphically on D
or, if we denote h := HT g, γ := H−1α(HT )−1, to
(34) γh+ h−H−1ψ extends holomorphically on D.
For any ζ ∈ T the operator norm of the symmetric matrix γ(ζ) is uniformly less
than 1. In fact, from (32) for any X ∈ Cn−1 with |X | = 1
|XTγ(ζ)X | = |XTH(ζ)−1α(ζ)(H(ζ)T )−1X | < XTH(ζ)−1β(ζ)(H(ζ)T )−1X =
= XTH(ζ)−1H(ζ)H(ζ)∗(H(ζ)T )−1X = |X |2 = 1,
so, by the compactness argument, |XTγ(ζ)X | ≤ 1− ε˜ for some ε˜ > 0 independent
on ζ and X . Thus ‖γ(ζ)‖ ≤ 1− ε˜ by Proposition 8.5.2.
We have to prove that there is a unique solution h ∈W 2,2(T,Cn−1)∩O(D)∩C(D)
of (34) such that h(0) = a with a given a ∈ Cn−1.
Define the operator
P : W 2,2(T,Cn−1) ∋
∞∑
k=−∞
akζ
k 7−→
−1∑
k=−∞
akζk ∈W 2,2(T,Cn−1),
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where ak ∈ Cn−1, k ∈ Z.
We will show that a mapping h ∈ W 2,2(T,Cn−1) ∩ O(D) ∩ C(D) satisfies (34)
and h(0) = a if and only if it is a fixed point of the mapping
K :W 2,2(T,Cn−1) ∋ h 7−→ P (H−1ψ − γh) + a ∈W 2,2(T,Cn−1).
Indeed, take h ∈ W 2,2(T,Cn−1) ∩ O(D) ∩ C(D) and suppose that h(0) = a and
γh+ h−H−1ψ extends holomorphically on D. Then
h = a+
∞∑
k=1
akζ
k, h = a+
∞∑
k=1
akζ
−k =
−1∑
k=−∞
a−kζ
k + a,
P (h) = 0, P (h) =
∞∑
k=1
akζ
k = h− a
and
P (γh+ h−H−1ψ) = 0,
which implies
P (H−1ψ − γh) = h− a
and finally K(h) = h. Conversely, suppose that K(h) = h. Then
P (H−1ψ − γh) = h− a =
∞∑
k=1
akζ
k + a1 − a, P (h) = 0
and
P (h) =
∞∑
k=1
akζ
k = h− a1,
from which follows that
P (γh+ h−H−1ψ) = P (h)− P (H−1ψ − γh) = a− a1
and
P (γh+ h−H−1ψ) = 0 iff a = a1.
Observe that h(0) = K(h)(0) = P (H−1ψ − γh)(0) + a = a.
We shall make use of the Banach Fixed Point Theorem. To do this, consider
W 2,2(T,Cn−1) equipped with the following norm
‖h‖ε := ‖h‖L + ε‖h′‖L + ε2‖h′′‖L,
where ε > 0 and ‖ · ‖L is the L2-norm (it is a Banach space). We will prove that
K is a contraction with respect to the norm ‖ · ‖ε for sufficiently small ε. Indeed,
there is ε˜ > 0 such that for any h1, h2 ∈ W 2,2(T,Cn−1)
(35) ‖K(h1)−K(h2)‖L = ‖P (γ(h2−h1))‖L ≤ ‖γ(h2−h1)‖L ≤ (1− ε˜)‖h2−h1‖L.
Moreover,
(36) ‖K(h1)′ −K(h2)′‖L = ‖P (γh2)′ − P (γh1)′‖L ≤
≤ ‖(γh2)′ − (γh1)′‖L = ‖γ′(h2 − h1) + γ(h′2 − h′1)‖L.
Furthermore,
(37) ‖K(h1)′′ −K(h2)′′‖L ≤ ‖γ′′(h2 − h1)‖L + 2‖γ′(h′2 − h′1)‖L + ‖γ(h′′1 − h′′2)‖L.
Using the finiteness of ‖γ′‖, ‖γ′′‖ and putting (35), (36), (37) together we see that
there exists ε > 0 such that K is a contraction w.r.t. the norm ‖ · ‖ε.
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We have found f˜ and λ˜ satisfying (25), (27) and the last n − 1 equations from
(26) are satisfied.
It remains to show that there exists a unique q˜ ∈ Q0 such that q˜+ζA1+ζB1−ϕ1
extends holomorphically on D.
Comparing the coefficients as in (29), we see that if
π(ζA1 + ζB1 − ϕ1) =
−1∑
k=−∞
akζ
k
then q˜ has to be taken as
−
−1∑
k=−∞
akζ
k −
∞∑
k=0
bkζ
k
with bk := a−k for k ≥ 1 and b0 ∈ R uniquely determined by q˜(1) = 0.
Let us show that the proof of the second Lemma follows from the proof of the
first one. Since Ξ˜ is real analytic it suffices to prove that the derivative
Ξ˜(f,q,ξ)(r0, f0(ξ0), f0, 0, ξ0) : B ×Q0 × R −→ Q×B∗ × Cn
is invertible. For (f˜ , q˜, ξ˜) ∈ B ×Q0 × R we get
Ξ˜(f,q,ξ)(r0, f0(ξ0), f0, 0, ξ0)(f˜ , q˜, ξ˜) =
d
dt
Ξ˜(r0, f0(ξ0), f0 + tf˜ , tq˜, ξ0 + tξ˜)
∣∣∣∣
t=0
=
= ((r0z◦f0)f˜+(r0z◦f0)f˜ , π(ζq˜r0z◦f0+ζ(r0zz◦f0)f˜+ζ(r0zz◦f0)f˜), f˜(ξ0)+ξ˜f ′0(ξ0)).
We have to show that for (η, ϕ, w) ∈ Q×B∗×Cn there exists exactly one (f˜ , q˜, ξ˜) ∈
B ×Q0 × R satisfying
(38) (r0z ◦ f0)f˜ + (r0z ◦ f0)f˜ = η,
(39) π(ζq˜r0z ◦ f0 + ζ(r0zz ◦ f0)f˜ + ζ(r0zz ◦ f0)f˜) = ϕ,
(40) f˜(ξ0) + ξ˜f
′
0(ξ0) = w.
The equation (38) turns out to be
(41) Re(f˜1/ζ) = η (on T).
The equation above uniquely determines f˜1/ζ ∈ W 2,2(T,C) ∩ O(D) ∩ C(D) up to
an imaginary additive constant, which may be computed using (40). Indeed, there
exists G ∈ W 2,2(T,C) ∩ O(D) ∩ C(D) such that η = ReG on T. We are searching
C ∈ R such that the functions f˜1 := ζ(G+ iC) and θ := Im(f˜1/ζ) satisfy
ξ0η(ξ0) + iξ0θ(ξ0) = f˜1(ξ0)
and
ξ0(η(ξ0) + iθ(ξ0)) + ξ˜Re f
′
01(ξ0) + iξ˜ Im f
′
01(ξ0) = Rew1 + i Imw1.
But
ξ0η(ξ0) + ξ˜Re f
′
01(ξ0) = Rew1,
which yields ξ˜ and then θ(ξ0), consequently the number C. Having ξ˜ and once
again using (40), we find uniquely determined f˜2(ξ0), . . . , f˜n(ξ0).
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Therefore, the equations (38) and (40) are satisfied by uniquely determined f˜1,
ξ˜ and f˜2(ξ0), . . . , f˜n(ξ0).
In the remaining part of the proof we change the second condition of (31) to
g(ξ0) =
̂˜
f(ξ0)/ξ0
and we have to prove that there is a unique solution h ∈W 2,2(T,Cn−1)∩O(D)∩C(D)
of (34) such that h(ξ0) = a with a given a ∈ Cn−1. Let τ be an automorphism of
D (so it extends holomorphically near D), which maps 0 to ξ0, i.e.
τ(ξ) :=
ξ0 − ξ
1− ξ0ξ
, ξ ∈ D.
Let the maps P,K be as before. Then h ∈ W 2,2(T,Cn−1) ∩ O(D) ∩ C(D) satisfies
(34) and h(ξ0) = a if and only if h ◦ τ ∈ W 2,2(T,Cn−1)∩O(D)∩C(D) satisfies (34)
and (h◦ τ)(0) = a. We already know that there is exactly one h˜ ∈ W 2,2(T,Cn−1)∩
O(D)∩C(D) satisfying (34) and h˜(0) = a. Setting h := h˜◦τ−1, we get the claim. 
5.4. Topology in the class of domains with real analytic boundaries. We
introduce a concept of a domain being close to some other domain. Let D0 ⊂ Cn be
a bounded domain with real analytic boundary. Then there exist a neighborhood
U0 of ∂D0 and a real analytic defining function r0 : U0 −→ R such that ∇r0 does
not vanish in U0 and
D0 ∩ U0 = {z ∈ U0 : r0(z) < 0}.
Definition 5.4.1. We say that domains D tend to D0 (or are close to D0) if one
can choose their defining functions r ∈ X0 such that r tend to r0 in X0.
Remark 5.4.2. If r ∈ X0 is near to r0 with respect to the topology in X0, then
{z ∈ U0 : r(z) = 0} is a compact real analytic hypersurface which bounds a bounded
domain. We denote it by Dr.
Moreover, if Dr0 is strongly linearly convex then a domain Dr is also strongly
linearly convex provided that r is near r0.
5.5. Statement of the main result of this section.
Remark 5.5.1. Assume that Dr is a strongly linearly convex domain bounded by
a real analytic hypersurface {z ∈ U0 : r(z) = 0}. Let ξ ∈ (0, 1) and w ∈ (Cn)∗.
Then a function f ∈ B0 satisfies the conditions
f is a weak stationary mapping of Dr, f(0) = 0, f(ξ) = w
if and only if there exists q ∈ Q0 such that q > −1 and Ξ˜(r, w, f, q, ξ) = 0.
Actually, from Ξ˜(r, w, f, q, ξ) = 0 we deduce immediately that r ◦ f = 0 on T,
f(ξ) = w and π(ζ(1 + q)(rz ◦ f)) = 0. From the first equality we get f(T) ⊂ ∂Dr.
From the last one we deduce that the condition (3’) of Definition 1.11 is satisfied
(with ρ := (1+ q)|rz ◦ f |). Since Dr is strongly linearly convex, Dr is polynomially
convex (use the fact that projections of C-convex domains are C-convex, as well,
and the fact that Dr is smooth). In particular,
f(D) = f(T̂) ⊂ f̂(T) ⊂ D̂r = Dr,
where Ŝ := {z ∈ Cm : |P (z)| ≤ supS |P | for any polynomial P ∈ C[z1, . . . , zm]} is
the polynomial hull of a set S ⊂ Cm.
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Note that this implies f(D) ⊂ Dr — this follows from the fact that ∂Dr does
not contain non-constant analytic discs (as Dr is strongly pseudoconvex).
The opposite implication is clear.
In a similar way we show that for any v ∈ (Cn)∗ and λ > 0, a function f ∈ B0
satisfies the conditions
f is a weak stationary mapping of Dr, f(0) = 0, f ′(0) = λv
if and only if there exists q ∈ Q0 such that q > −1 and Ξ(r, v, f, q, λ) = 0.
Proposition 5.5.2. Let D0 ⊂ Cn, n ≥ 2, be a strongly linearly convex domain
with real analytic boundary and let f0 : D −→ D0 be an E-mapping.
(1) Let ξ0 ∈ (0, 1). Then there exist a neighborhood W0 of (r0, f0(ξ0)) in X0×D0
and real analytic mappings
Λ :W0 −→ C1/2(D), Ω :W0 −→ (0, 1)
such that
Λ(r0, f0(ξ0)) = f0, Ω(r0, f0(ξ0)) = ξ0
and for any (r, w) ∈W0 the mapping f := Λ(r, w) is an E-mapping of Dr satisfying
f(0) = f0(0) and f(Ω(r, w)) = w.
(2) There exist a neighborhood V0 of (r0, f
′
0(0)) in X0 × Cn and a real analytic
mapping
Γ : V0 −→ C1/2(D)
such that
Γ(r0, f
′
0(0)) = f0
and for any (r, v) ∈ V0 the mapping f := Γ(r, v) is an E-mapping of Dr satisfying
f(0) = f0(0) and f
′(0) = λv for some λ > 0.
Proof. Observe that Proposition 5.1.1 provides us with a mapping g0 = Φ ◦ f0 and
a domain G0 := Φ(D0) giving a data for situation (†) (here ∂D0 is contained in
U0). Clearly, ρ0 := r0 ◦Φ−1 is a defining function of G0.
Using Lemmas 5.3.1, 5.3.2 we get neighborhoods V0,W0 of (ρ0, g
′
0(0)), (ρ0, g0(ξ0))
respectively and real analytic mappings Υ, Υ˜ such that Ξ(ρ, v,Υ(ρ, v)) = 0 on V0
and Ξ˜(ρ, w, Υ˜(ρ, w)) = 0 on W0. Define
Λ̂ := πB ◦ Υ˜, Ω := πR ◦ Υ˜, Γ̂ := πB ◦Υ,
where
πB : B ×Q0 × R −→ B, πR : B ×Q0 × R −→ R,
are the projections.
If ρ is sufficiently close to ρ0, then the hypersurface {ρ = 0} bounds a strongly
linearly convex domain. Moreover, then Λ̂(ρ, w) and Γ̂(ρ, v) are extremal mappings
in Gρ (see Remark 5.5.1).
Composing Λ̂(ρ, w) and Γ̂(ρ, v) with Φ−1 and making use of Remark 5.1.2 we
get weak stationary mappings in Dr, where r := ρ ◦ Φ. To show that they are
E-mappings we proceed as follows. If Dr is sufficiently close to D0 (this depends
on a distance between ρ and ρ0), the domain D
r is strongly linearly convex, so by
the results of Section 2
Λ(r, w) := Φ−1 ◦ Λ̂(ρ, w) and Γ(r, v) := Φ−1 ◦ Γ̂(ρ, v)
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are stationary mappings. Moreover, they are close to f0 provided that r is suffi-
ciently close to r0. Therefore, their winding numbers are equal. Thus f satisfies
condition (4) of Definition 1.12, i.e. f is an E-mapping. 
6. Localization property
Proposition 6.1. Let D ⊂ Cn, n ≥ 2, be a domain. Assume that a ∈ ∂D is such
that ∂D is real analytic and strongly convex in a neighborhood of a. Then for any
sufficiently small neighborhood V0 of a there is a weak stationary mapping of D∩V0
such that f(T) ⊂ ∂D.
In particular, f is a weak stationary mapping of D.
Proof. Let r be a real analytic defining function in a neighborhood of a. The
problem we are dealing with has a local character, so replacing r with r ◦Ψ, where
Ψ is a local biholomorphism near a, we may assume that a = (0, . . . , 0, 1) and a
defining function of D near a is r(z) = −1+ |z|2+h(z−a), where h is real analytic
in a neighborhood of 0 and h(z) = O(|z|3) as z → 0 (cf. [8], p. 321).
Following [5], let us consider the mappings
At(z) :=
(
(1 − t2)1/2 z
′
1 + tzn
,
zn + t
1 + tzn
)
, z = (z′, zn) ∈ Cn−1 × D, t ∈ (0, 1),
which restricted to Bn are automorphisms. Let
rt(z) :=
{
|1+tzn|
2
1−t2 r(At(z)), t ∈ (0, 1),
−1 + |z|2, t = 1.
It is clear that f(1)(ζ) = (ζ, 0, . . . , 0), ζ ∈ D is a stationary mapping of Bn. We want
to have the situation (†) which will allow us to use Lemma 5.3.1 (or Lemma 5.3.2).
Note that rt does not converge to r1 as t → 1. However, rt → r1 in X0(U0, UC0 ),
where U0 is a neighborhood of f(1)(T) contained in {z ∈ Cn : Re zn > −1/2} and
UC0 is sufficiently small (remember that h(z) = O(|z|3)).
Therefore, making use of Lemma 5.3.1 for t sufficiently close to 1 we obtain
stationary mappings f(t) in Dt := {z ∈ Cn : rt(z) < 0, Re zn > −1/2} such that
f(t) → f(1) in the W 2,2-norm (so also in the sup-norm). Actually, it follows from
Lemma 5.3.1 that one may take f(t) := πB ◦ Υ(rt, f ′(1)(0)) (keeping the notation
from this lemma). The argument used in Remark 5.5.1 gives that f(t) satisfies
conditions (1’), (2’) and (3’) of Definition 1.11. Since the non-constant function
r ◦ At ◦ f(t) is subharmonic on D, continuous on D and r ◦ At ◦ f(t) = 0 on T, we
see from the maximum principle that f(t) maps D in Dt. Therefore, f(t) are weak
stationary mappings for t close to 1.
In particular,
f(t)(D) ⊂ 2Bn ∩ {z ∈ Cn : Re zn > −1/2}
provided that t is close to 1. The mappings At have the following important prop-
erty
At(2Bn ∩ {z ∈ Cn : Re zn > −1/2})→ {a}
as t→ 1 in the sense of the Hausdorff distance.
Therefore, we find from Remark 5.1.2 that g(t) := At◦f(t) is a stationary mapping
of D. Since g(t) maps D onto arbitrarily small neighborhood of a provided that t is
sufficiently close to 1, we immediately get the assertion. 
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7. Proofs of Theorems 1.3 and 1.14
We start this section with the following
Lemma 7.1. For any different z, w ∈ D (resp. for any z ∈ D, v ∈ (Cn)∗) there
exists an E-mapping f : D −→ D such that f(0) = z, f(ξ) = w for some ξ ∈ (0, 1)
(resp. f(0) = z, f ′(0) = λv for some λ > 0).
Proof. Fix different z, w ∈ D (resp. z ∈ D, v ∈ (Cn)∗).
First, consider the case when D is bounded strongly convex with real analytic
boundary. Without loss of generality one may assume that 0 ∈ D ⋐ Bn. We need
some properties of the Minkowski functionals.
Let µG be a Minkowski functional of a domain G ⊂ Cn containing the origin,
i.e.
µG(x) := inf
{
s > 0 :
x
s
∈ G
}
, x ∈ Cn.
Assume that G is bounded strongly convex with real analytic boundary. We shall
show that
• µG − 1 is a real analytic outside 0, defining function of G;
• µ2G − 1 is a real analytic outside 0, strongly convex outside 0, defining
function of G.
Clearly, G = {x ∈ R2n : µG(x) < 1}. Setting
q(x, s) := r
(x
s
)
, (x, s) ∈ U0 × U1,
where r is a real analytic defining function of G (defined near ∂G) and U0 ⊂ R2n,
U1 ⊂ R are neighborhoods of ∂G and 1 respectively, we have
∂q
∂s
(x, s) = − 1
s2
〈
∇r
(x
s
)
, x
〉
R
6= 0
for (x, s) such that x ∈ ∂G and s = µG(x) = 1 (since 0 ∈ G, the vector −x hooked
at the point x is inward G, so it is not orthogonal to the normal vector at x).
By the Implicit Function Theorem for the equation q = 0, the function µG is real
analytic in a neighborhood V0 of ∂G. To see that µG is real analytic outside 0, fix
x0 ∈ (R2n)∗. Then the set
W0 :=
{
x ∈ R2n : x
µG(x0)
∈ V0
}
is open and contains x0. Since
µG(x) = µG(x0)µG
(
x
µG(x0)
)
, x ∈ W0,
the function µG is real analytic in W0. Therefore, we can take d/ds on both sides
of µG(sx) = sµG(x), x 6= 0, s > 0 to obtain
〈∇µG(x), x〉R = µG(x), x 6= 0,
so ∇µG 6= 0 in (R2n)∗.
Furthermore, ∇µ2G = 2µG∇µG, so µ2G − 1 is also a defining function of G. To
show that u := µ2G is strongly convex outside 0 let us prove that
XTHaX > 0, a ∈ ∂G, X ∈ (R2n)∗,
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where Hx := Hu(x) for x ∈ (R2n)∗. Taking ∂/∂xj on both sides of
u(sx) = s2u(x), x, s 6= 0,
we get
(42)
∂u
∂xj
(sx) = s
∂u
∂xj
(x)
and further taking d/ds
2n∑
k=1
∂2u
∂xj∂xk
(sx)xk =
∂u
∂xj
(x).
In particular,
xTHxy =
2n∑
j,k=1
∂2u
∂xk∂xj
(x)xkyj = 〈∇u(x), y〉R, x ∈ (R2n)∗, y ∈ R2n.
Let a ∈ ∂G. Since 〈∇µG(a), a〉R = µG(a) = 1, we have a /∈ TRG(a). Any X ∈ (R2n)∗
can be represented as αa+ βY , where Y ∈ TRG(a), α, β ∈ R, (α, β) 6= (0, 0). Then
XTHaX = α2aTHaa+ 2αβaTHaY + β2Y THaY =
= α2〈∇u(a), a〉R + 2αβ〈∇u(a), Y 〉R + β2Y THaY =
= α22µG(a)〈∇µG(a), a〉R + β2Y THaY = 2α2 + β2Y THaY.
Since G is strongly convex, the Hessian of any defining function is strictly positive
on the tangent space, i.e. Y THaY > 0 if Y ∈ (TRG(a))∗. Hence XTHaX ≥ 0.
Note that it cannot be XTHaX = 0, since then α = 0, consequently β 6= 0 and
Y THaY = 0. On the other side Y = X/β 6= 0 — a contradiction.
Taking ∂/∂xk on both sides of (42) we obtain
∂2u
∂xj∂xk
(sx) =
∂2u
∂xj∂xk
(x), x, s 6= 0
and for a,X ∈ (R2n)∗
XTHaX = XTHa/µG(a)X > 0.
Let us consider the sets
Dt := {x ∈ Cn : tµ2D(x) + (1− t)µ2Bn(x) < 1}, t ∈ [0, 1].
The functions tµ2D + (1 − t)µ2Bn are real analytic in (Cn)∗ and strongly convex in
(Cn)∗, so Dt are strongly convex domains with real analytic boundaries satisfying
D = D1 ⋐ Dt2 ⋐ Dt1 ⋐ D0 = Bn if 0 < t1 < t2 < 1.
It is clear that µDt =
√
tµ2D + (1 − t)µ2Bn . Further, if t1 is close to t2 then Dt1 is
close to Dt2 w.r.t. the topology introduced in Section 5. We want to show that
Dt are in some family D(c). Only the interior and exterior ball conditions need to
verify.
There exists δ > 0 such that δBn ⋐ D. Further, ∇µ2Dt 6= 0 in (R2n)∗. Set
M := sup
{Hµ2Dt(x;X)
|∇µ2Dt(y)|
: t ∈ [0, 1], x, y ∈ 2Bn \ δBn, X ∈ R2n, |X | = 1
}
.
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It is a positive number since the functions µ2Dt are strongly convex in (R
2n)∗ and
the ‘sup’ of the continuous, positive function is taken over a compact set. Let
r := min
{
1
2M
,
dist(∂D, δBn)
2
}
.
For fixed t ∈ [0, 1] and a ∈ ∂Dt put a′ := a − rνDt(a). In particular, Bn(a′, r) ⊂
2Bn \ δBn. Let us define
h(x) := µ2Dt(x) −
|∇µ2Dt(a)|
2|a− a′| (|x − a
′|2 − r2), x ∈ 2Bn \ δBn.
We have h(a) = 1 and
∇h(x) = ∇µ2Dt(x)−
|∇µ2Dt(a)|
|a− a′| (x− a
′).
For x = a, dividing the right side by |∇µ2Dt(a)|, we get a difference of the same
normal vectors νDt(a), so ∇h(a) = 0. Moreover, for |X | = 1
Hh(x;X) = Hµ2Dt(x;X)−
|∇µ2Dt(a)|
r
≤M |∇µ2Dt(a)| − 2M |∇µ2Dt(a)| < 0.
It follows that h ≤ 1 in any convex set S such that a ∈ S ⊂ 2Bn \ δBn. Indeed,
assume the contrary. Then there is y ∈ S such that h(y) > 1. Let us join a and y
with an interval
g : [0, 1] ∋ t 7−→ h(ta+ (1− t)y) ∈ S.
Since a is a strong local maximum of h, the function g has a local minimum at
some point t0 ∈ (0, 1). Hence
0 ≤ g′′(t0) = Hh(t0a+ (1− t0)y; a− y),
which is impossible.
Setting S := Bn(a′, r), we get
µ2Dt(x) ≤ 1 +
|∇µ2Dt(a)|
2|a− a′| (|x − a
′|2 − r2) < 1
for x ∈ Bn(a′, r), i.e. x ∈ Dt.
The proof of the exterior ball condition is similar. Set
m := inf
{Hµ2Dt(x;X)
|∇µ2Dt(y)|
: t ∈ [0, 1], x, y ∈ (Bn)∗, X ∈ R2n, |X | = 1
}
.
Note that the m > 0. Actually, the homogeneity of µDt implies Hµ2Dt(sx;X) =
Hµ2Dt(x;X) and ∇µ2Dt(sx) = s∇µ2Dt(x) for x 6= 0, X ∈ R2n, s > 0. Therefore,
there are positive constants C1, C2 such that C1 ≤ Hµ2Dt(x;X) for x 6= 0, X ∈ R2n,
|X | = 1 and |∇µ2Dt(y)| ≤ C2 for y ∈ Bn. In particular, m ≥ C1/C2.
Let R := 2/m. For fixed t ∈ [0, 1] and a ∈ ∂Dt put a′′ := a − RνDt(a). Let us
define
h˜(x) := µ2Dt(x)−
|∇µ2Dt(a)|
2|a− a′′| (|x− a
′′|2 −R2), x ∈ Bn.
We have h˜(a) = 1 and
∇h˜(x) = ∇µ2Dt(x) −
|∇µ2Dt(a)|
|a− a′′| (x− a
′′),
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so ∇h˜(a) = 0. Moreover, for x ∈ (Bn)∗ and |X | = 1
Hh˜(x;X) = Hµ2Dt(x;X)−
|∇µ2Dt(a)|
R
≥ m|∇µ2Dt(a)| −m/2|∇µ2Dt(a)| > 0.
Therefore, a is a strong local minimum of h˜.
Now using the properties listed above we may deduce that h˜ ≥ 1 in Bn. We
proceed similarly as before: seeking a contradiction suppose that there is y ∈ Bn
such that h˜(y) < 1. Moving y a little (if necessary) we may assume that 0 does
not lie on the interval joining a and y. Then the mapping g˜(t) := h˜(ta+ (1− t)y)
attains its local maximum at some point t0 ∈ (0, 1). The second derivative of g˜ at
t0 is non-positive, which gives a contradiction with a positivity of the Hessian of
the function h˜.
Hence, we get
|∇µ2Dt(a)|
2|a− a′′| (|x− a
′′|2 −R2) ≤ µ2Dt(x)− 1 < 0,
for x ∈ Dt, so Dt ⊂ Bn(a′′, R).
Let T be the set of all t ∈ [0, 1] such that there is an E-mapping ft : D −→ Dt
with ft(0) = z, ft(ξt) = w for some ξt ∈ (0, 1) (resp. ft(0) = z, f ′t(0) = λtv for
some λt > 0). We claim that T = [0, 1]. To prove it we will use the open-close
argument.
Clearly, T 6= ∅, as 0 ∈ T . Moreover, T is open in [0, 1]. Indeed, let t0 ∈ T . It
follows from Proposition 5.5.2 that there is a neighborhood T0 of t0 such that there
are E-mappings ft : D −→ Dt and ξt ∈ (0, 1) such that ft(0) = z, ft(ξt) = w for all
t ∈ T0 (resp. λt > 0 such that ft(0) = z, f ′t(0) = λtv for all t ∈ T0).
To prove that T is closed, choose a sequence {tm} ⊂ T convergent to some
t ∈ [0, 1]. We want to show that t ∈ T . Since ftm are E-mappings, they are
complex geodesics. Therefore, making use of the inclusions D ⊂ Dtm ⊂ Bn we find
that there is a compact set K ⊂ (0, 1) (resp. a compact set K˜ ⊂ (0,∞)) such that
{ξtm} ⊂ K (resp. {λtm} ⊂ K˜). By Propositions 4.7 and 4.9 the functions ftm and
f˜tm are equicontinuous in C1/2(D) and by Propositions 4.6 and 4.8 the functions ρtm
are uniformly bounded from both sides by positive numbers and equicontinuous in
C1/2(T). From the Arzela-Ascoli Theorem there are a subsequence {sm} ⊂ {tm}
and mappings f, f˜ ∈ O(D) ∩ C1/2(D), ρ ∈ C1/2(T) such that fsm → f , f˜sm → f˜
uniformly on D, ρsm → ρ uniformly on T and ξsm → ξ ∈ (0, 1) (resp. λsm → λ > 0).
Clearly, f(D) ⊂ Dt, f(T) ⊂ ∂Dt and ρ > 0. By the strong pseudoconvexity of
Dt we get f(D) ⊂ Dt.
The conditions (3’) and (4) of Definitions 1.11 and 1.12 follow from the uniform
convergence of suitable functions. Therefore, f is a weak E-mapping of Dt, con-
sequently an E-mapping of Dt, satisfying f(0) = z, f(ξ) = w (resp. f(0) = z,
f ′(0) = λv).
Let us go back to the general situation that is when a domain D is bounded
strongly linearly convex with real analytic boundary. Take a of point η ∈ ∂D such
that maxζ∈∂D |z − ζ| = |z − η|. Then η is a point of the strong convexity of D.
Indeed, by the Implicit Function Theorem one can assume that in a neighborhood of
η the defining functions of D and B := Bn(z, |z− η|) are of the form r(x) := r˜(x˜)−
x2n and q(x) := q˜(x˜) − x2n respectively, where x = (x˜, x2n) ∈ R2n is sufficiently
close to η. From the inclusion D ⊂ B it it follows that r − q ≥ 0 near η and
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(r− q)(η) = 0. Thus the Hessian H(r− q)(η) is weakly positive in Cn. Since Hq(η)
is strictly positive on TRB(η)∗ = T
R
D(η)∗, we find that Hr(η) is strictly positive on
TRD(η)∗, as well.
By a continuity argument, there is a convex neighborhood V0 of η such that
all points from ∂D ∩ V0 are points of the strong convexity of D. It follows from
Proposition 6.1 (after shrinking V0 if necessary) that there is a weak stationary
mapping g : D −→ D ∩ V0 such that g(T) ⊂ ∂D. In particular, g is a weak
stationary mapping of D. Since D ∩ V0 is convex, the condition with the winding
number is satisfied on D ∩ V0 (and then on the whole D). Consequently g is an
E-mapping of D.
If z = g(0), w = g(ξ) for some ξ ∈ D (resp. z = g(0), v = g′(0)) then there is
nothing to prove. In the other case let us take curves α : [0, 1] −→ D, β : [0, 1] −→ D
joining g(0) and z, g(ξ) and w (resp. g(0) and z, g′(0) and v). We may assume
that the images of α and β are disjoint. Let T be the set of all t ∈ [0, 1] such that
there is an E-mapping gt : D −→ D such that gt(0) = α(t), gt(ξt) = β(t) for some
ξt ∈ (0, 1) (resp. gt(0) = α(t), g′t(0) = λtβ(t) for some λt > 0). Again T 6= ∅ since
0 ∈ T . Using the results of Section 4 similarly as before (but for one domain), we
see that T is closed.
Since k˜D is symmetric, it follows from Proposition 5.5.2(1) that the set T is open
in [0, 1] (first we move along α, then by the symmetry we move along β). Therefore,
g1 is the E-mapping for z, w.
In the case of κD we change a point and then we change a direction. To be
more precise, consider the set S of all s ∈ [0, 1] such that there is an E-mapping
hs : D −→ D such that hs(0) = α(s). Then 0 ∈ S, by Proposition 5.5.2(1) the set
S is open in [0, 1] and by results of Section 4 again, it is closed. Hence S = [0, 1].
Now we may join h′1(0) and v with a curve γ : [0, 1] −→ Cn. Let us define R as
the set of all r ∈ [0, 1] such that there is an E-mapping h˜r : D −→ D such that
h˜r(0) = h1(0), h˜
′
r(0) = σrγ(1 − r) for some σr > 0. Then 1 ∈ R, by Proposition
5.5.2(2) the set R is open in [0, 1] and, by Section 4, it is closed. Hence R = [0, 1],
so h˜0 is the E-mapping for z, v. 
Now we are in position that allows us to prove the main results of the Lempert’s
paper.
Proof of Theorem 1.3 (real analytic case). It follows from Lemma 7.1 that for any
different points z, w ∈ D (resp. z ∈ D, v ∈ (Cn)∗) one may find an E-mapping
passing through them (resp. f(0) = z, f ′(0) = v). On the other hand, it follows
from Proposition 3.1.1 that E-mappings have left inverses, so they are complex
geodesics. 
Proof of Theorem 1.14 (real analytic case). This is a direct consequence of Lemma
7.1 and Corollary 3.1.5. 
C2-smooth case
Lemma 7.2. Let D ⊂ Cn, n ≥ 2, be a bounded strongly pseudoconvex domain with
C2-smooth boundary. Take z ∈ D and let r be a defining function of D such that
• r ∈ C2(Cn);
• D = {x ∈ Cn : r(x) < 0};
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• Cn \D = {x ∈ Cn : r(x) > 0};
• |∇r| = 1 on ∂D;
• ∑nj,k=1 ∂2r∂zj∂zk (a)XjXk ≥ C|X |2 for any a ∈ ∂D and X ∈ Cn with some
constant C > 0.
Suppose that there is a sequence {rm} of C2-smooth real-valued functions such
that Dαrn converges to D
αr locally uniformly for any α ∈ N2n0 such that |α| :=
|α1| + . . . + |αn| ≤ 2. Let Dm be a connected component of the set {x ∈ Cn :
rm(x) < 0}, containing the point z.
Then there is c > 0 such that (Dm, z) and (D, z) belong to D(c), m >> 1.
Proof. Losing no generality assume that D ⋐ Bn. Note that the conditions (1), (5),
(6) of Definition 4.1 are clearly satisfied. To find c satisfying (2), we take s > 0 such
that Hr(x;X) < s|X |2 for x ∈ Bn and X ∈ (R2n)∗. Then Hrm(x;X) < 2s|X |2
for x ∈ Bn, X ∈ (R2n)∗ and m >> 1. Let U0 ⊂ Bn be an open neighborhood
of ∂D such that |∇r| is on U0 between 3/4 and 5/4. Note that ∂Dm ⊂ U0 and
|∇rm| ∈ (1/2, 3/2) on U0 for m >> 1.
Fix m and a ∈ ∂Dm and put b := a − RνDm(a), where a small number R > 0
will be specified later. There is t > 0 such that ∇rm(a) = 2t(a − b). Note that t
may be arbitrarily large provided that R was small enough. We take t := 2s and
R := |∇rm(a)|/t. Then we have Hrm(x;X) < 2t|X |2 for x ∈ Bn, X ∈ (R2n)∗ and
m >> 1. Then a function
h(x) := rm(x) − t(|x− b|2 −R2), x ∈ Cn,
attains at a its global maximum on Bn (a is a strong local maximum and the
Hessian of h is negative on the convex set Bn, cf. the proof of Lemma 7.1). Thus
h ≤ 0 on Bn. From this we immediately get (2).
Note that it follows from (2) that Dm = {x ∈ Cn : rm(x) < 0} for m big enough
(i.e. {x ∈ Cn : rm(x) < 0} is connected).
Moreover, the condition (2) implies the condition (3) as follows. We infer from
Remark 4.4 that there is c′ > 0 such that D satisfies (3) with c′. Let m0 be such
that the Hausdorff distance between ∂D and ∂Dm is smaller than 1/c
′ for m ≥ m0.
There is c′′ such that Dm0 satisfies (3) with c
′′. Losing no generality we may assume
that c′′ < c′. Take any x, y ∈ Dm. Since Dm satisfies the interior ball condition
with a radius c we infer that there are balls of a radius 1/c contained in Dm and
containig x and y respectively. The centers of these balls lie in Dm0 . Using the
fact that (Dm0 , z) lies in D(c′′), we may join chosen centers with balls of a radius
1/(2c′′) as in the condition (3), so we have found a chain consiting of balls of radii
c′ and c′′ joining x and y.
Thus we may join x and y with balls contained entirely in the constructed chain
whose radii depend only on c′ and c′′.
Now we are proving (4). We shall show that there is c > c′ such that every Dm
satisfies (4) with c form big enough. To do it let us cover ∂D with a finite number of
balls Bj , j = 1, . . . , N , from condition (4) and let B
′
j be a ball contained relatively
in Bj such that {Bj} covers ∂D, as well. Let Φj be mappings corresponding to Bj .
Let ε be such that any ball of radius ε intersecting ∂D non-emptily is relatively
contained in B′j for some j. Observe that any ball B of radius ε/2 intersecting non-
emptily ∂Dm is contained in a ball of radius ε intersecting non-emptily ∂D; hence
it is contained in B′j for some j. Then the pair B, Φj satisfies the conditions (4)
(b), (c) and (d). Therefore, it suffices to check that there is c > 2/ε such that each
LEMPERT THEOREM FOR STRONGLY LINEARLY CONVEX DOMAINS 41
pair B′j , Φj satisfies the condition (4) for Dm with c (m >> 1). This is possible
since Φj(Dm) ⊂ Φj(D), DαΦj(∂Dm∩Bj) converges to DαΦj(∂D∩Bj) for |α| ≤ 2
and for any w ∈ Φ(∂D ∩ Bj) there is a ball of radius 2/ε containing Φj(D) and
tangent to ∂Φj(D) at w. To be precise, we proceed as follows.
Let a, b ∈ Cn and let x ∈ ∂Bn(a, c˜), where c˜ > c′. Then a ball Bn(2a − x, 2c˜)
contains Bn(a, c˜) and is tangent to Bn(a, c˜) at x. There is a number η = η(δ, c˜) > 0,
independent of a, b, x, such that the diameter of the set Bn(b, c˜) \ Bn(2a − x, 2c˜)
is smaller than δ > 0, whenever |a − b| < η (this is a simple consequence of the
triangle inequality).
Let s˜ > 0 be such that H(r ◦ Φ−1j )(x;X) ≥ 2s˜|X |2 for x ∈ Uj, j = 1, . . . , N ,
where Uj is an open neighborhood of Φj(∂D ∩ Bj). Then, for m big enough,
H(rm ◦ Φ−1j )(x;X) ≥ s˜|X |2 for x ∈ Uj and Φj(∂Dm ∩ B′j) ⊂ Uj , j = 1, . . . , N .
Repeating for the function
x 7−→ (rm ◦ Φ−1j )(x) − t˜(|x − b˜|2 − R˜2)
the argument used in the interior ball condition with suitable chosen t˜ and uniform
R˜ > c, we find that there is uniform ε˜ > 0 such that for any j,m and w ∈
Φj(∂Dm ∩ B′j) there is a ball B of radius R˜, tangent to Φj(∂Dm ∩B′j) at w, such
that Φj(∂Dm ∩B′j) ∩Bn(w, ε˜) ⊂ B. Let aj,m(w) denote its center.
On the other hand for any w ∈ Φj(∂Dm ∩ B′j) there is t > 0 such that w′ =
w + tν(w) ∈ Φj(∂D ∩ Bj), where ν(w) is a normal vector to Φj(∂Dm ∩ B′j) at w.
Let aj(w
′) be a center of a ball of radius R˜ tangent to Φj(∂D∩Bj) at w′. It follows
that |aj,m(w) − aj(w′)| < η(ε˜/2, R˜) provided that m is big enough.
Joinining the facts presented above, we finish the proof of the exterior ball con-
dition (with a radius dependent only on ε˜ and R˜). 
Proof of Theorems 1.3 and 1.14 (C2-smooth case). Losing no generality assume that
0 ∈ D ⋐ Bn.
It follows from the Weierstrass Theorem that there is sequence {Pk} of real
polynomials on Cn ≃ R2n such that
DαPk → Dαr uniformly on Bn,
where α = (α1, . . . , α2n) ∈ N2n0 is such that |α| = α1 + . . .+ α2n ≤ 2. Consider the
open set
D˜k,ε := {x ∈ Cn : Pk(x) + ε < 0}.
Let εm be a sequence of positive numbers converging to 0 such that 3εm+1 < εm.
For any m ∈ N there is km ∈ N such that supBn |Pkm − r| < εm. Putting
rm := Pkm + 2εm, we get r + εm < rm < r + 3εm. In particular, rm+1 < rm.
Let Dm be a connected component of Dkm,2εm containing 0. It is a bounded
strongly linearly convex domain with real analytic boundary and rm is its defining
function provided that m is big enough. Moreover, Dm ⊂ Dm+1 and
⋃
mDm =
D. Using properties of holomorphically invariant functions and metrics we get
Theorem 1.3.
We are left with showing the claim that for any different z, w ∈ D (resp. z ∈ D,
v ∈ (Cn)∗) there is a weak E-mapping for z, w (resp. for z, v). Fix z ∈ D and
w ∈ D (resp. v ∈ (Cn)∗). Then z, w ∈ Dm (resp. z ∈ Dm), m >> 1. Therefore,
for any m >> 1 one may find an E-mapping fm of Dm for z, w (resp. for z, v).
Since (Dm, z) ∈ D(c) for some uniform c > 0 (m >> 1) (Lemma 7.2), we find that
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fm, f˜m and ρm satisfy the uniform estimates from Section 4. Thus, passing to a
subsequence we may assume that {fm} converges uniformly on D to a mapping
f ∈ O(D) ∩ C1/2(D) passing through z, w (resp. such that f(0) = z, f ′(0) = λv,
λ > 0), {f˜m} converges uniformly on D to a mapping f˜ ∈ O(D)∩C1/2(D) and {ρm}
is convergent uniformly on T to a positive function ρ ∈ C1/2(T) (in particular,
f ′ • f˜ = 1 on D, so f˜ has no zeroes in D). We already know that this implies that
f is a weak E-mapping of D.
To get Ck−1−ε-smoothness of the extremal f and its associated mappings for
k ≥ 3, it suffices to repeat the proof of Proposition 5 of [5]. This is just the Webster
Lemma (we have proved it in the real analytic case — see Proposition 2.1). Namely,
let
ψ : ∂D ∋ z 7−→ (z, TCD(z)) ∈ Cn × (Pn−1)∗,
where Pn−1 is the (n− 1)-dimensional complex projective space. Let π : (Cn)∗ −→
Pn−1 be the canonical projection.
By [10], ψ(∂D) is a totally real manifold of Ck−1 class. Observe that the mapping
(f, π ◦ f˜) : D −→ Cn × Pn−1 is 1/2-Ho¨lder continuous, is holomorphic on D and
maps T into ψ(∂D). Therefore, it is Ck−1−ε-smooth for any ε > 0, whence f is
Ck−1−ε-smooth. Since νD ◦f is of class Ck−1−ε, it suffices to proceed as in the proof
of Proposition 2.1. 
8. Appendix
8.1. Totally real submanifolds. Let M ⊂ Cm be a totally real local Cω sub-
manifold of the real dimension m. Fix a point z ∈ M . There are neighborhoods
U0 ⊂ Rm, V0 ⊂ Cm of 0 and z and a Cω diffeomorphism Φ˜ : U0 −→ M ∩ V0 such
that Φ˜(0) = z. The mapping Φ˜ can be extended in a natural way to a mapping
Φ holomorphic in a neighborhood of 0 in Cm. Note that this extension will be
biholomorphic in a neighborhood of 0. Actually, we have
∂Φj
∂zk
(0) =
∂Φj
∂xk
(0) =
∂Φ˜j
∂xk
(0), j, k = 1, . . . ,m,
where xk = Re zk. Suppose that the complex derivative Φ
′(0) is not an isomor-
phism. Then there is X ∈ (Cm)∗ such that Φ′(0)X = 0, so
0 =
m∑
k=1
∂Φ
∂zk
(0)Xk =
m∑
k=1
∂Φ˜
∂xk
(0)(ReXk + i ImXk) =
=
m∑
k=1
∂Φ˜
∂xk
(0)ReXk︸ ︷︷ ︸
=:A
+i
m∑
k=1
∂Φ˜
∂xk
(0) ImXk︸ ︷︷ ︸
=:B
.
The vectors
∂Φ˜
∂xk
(0), k = 1, . . . ,m
form a basis of TRM (z), so A,B ∈ TRM (z), consequently A,B ∈ iTRM (z). Since M is
totally real, i.e. TRM (z) ∩ iTRM (z) = {0}, we have A = B = 0. By a property of the
basis we get ReXk = ImXk = 0, k = 1, . . . ,m — a contradiction.
Therefore, Φ in a neighborhood of 0 is a biholomorphism of two open subsets of
Cm, which maps a neighborhood of 0 in Rm to a neighborhood of z in M .
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Lemma 8.1.1 (Reflection Principle). Let M ⊂ Cm be a totally real local Cω sub-
manifold of the real dimension m. Let V0 ⊂ C be a neighborhood of ζ0 ∈ T and
let g : D ∩ V0 −→ Cm be a continuous mapping. Suppose that g ∈ O(D ∩ V0) and
g(T ∩ V0) ⊂M . Then g can be extended holomorphically past T ∩ V0.
Proof. In virtue of the identity principle it is sufficient to extend g locally past
an arbitrary point ζ0 ∈ T ∩ V0. For a point g(ζ0) ∈ M take Φ as above. Let
V1 ⊂ V0 be a neighborhood of ζ0 such that g(D ∩ V1) is contained in the image of
Φ. The mapping Φ−1 ◦ g is holomorphic in D ∩ V1 and has real values on T ∩ V1.
By the ordinary Reflection Principle we can extend this mapping holomorphically
past T ∩ V1. Denote this extension by h. Then Φ ◦ h is an extension of g in a
neighborhood of ζ0. 
8.2. Schwarz Lemma for the unit ball.
Lemma 8.2.1 (Schwarz Lemma). Let f ∈ O(D, Bn(a,R)) and r := |f(0) − a|.
Then
|f ′(0)| ≤
√
R2 − r2.
8.3. Some estimates of holomorphic functions of Cα-class. Let us recall some
theorems about functions holomorphic in D and continuous in D. Concrete values
of constants M,K are possible to calculate, seeing on the proofs. In fact, it is only
important that they do not depend on functions.
Theorem 8.3.1 (Hardy, Littlewood, [3], Theorem 3, p. 411). Let f ∈ O(D)∩C(D).
Then for α ∈ (0, 1] the following conditions are equivalent
∃M > 0 : |f(eiθ)− f(eiθ′)| ≤M |θ − θ′|α, θ, θ′ ∈ R;(43)
∃K > 0 : |f ′(ζ)| ≤ K(1− |ζ|)α−1, ζ ∈ D.(44)
Moreover, if there is given M satisfying (43) then K can be chosen as
2
1−3α
2 παM
∫ ∞
0
tα
1 + t2
dt
and if there is given K satisfying (44) then M can be chosen as (2/α+ 1)K.
Theorem 8.3.2 (Hardy, Littlewood, [3], Theorem 4, p. 413). Let f ∈ O(D)∩C(D)
be such that
|f(eiθ)− f(eiθ′)| ≤M |θ − θ′|α, θ, θ′ ∈ R,
for some α ∈ (0, 1] and M > 0. Then
|f(ζ)− f(ζ′)| ≤ K|ζ − ζ′|α, ζ, ζ′ ∈ D,
where
K := max
{
21−2απαM, 2
3−5α
2 παα−1M
∫ ∞
0
tα
1 + t2
dt
}
.
Theorem 8.3.3 (Privalov, [3], Theorem 5, p. 414). Let f ∈ O(D) be such that
Re f extends continuously on D and
|Re f(eiθ)− Re f(eiθ′)| ≤M |θ − θ′|α, θ, θ′ ∈ R,
for some α ∈ (0, 1) and M > 0. Then f extends continuously on D and
|f(ζ)− f(ζ′)| ≤ K|ζ − ζ′|α, ζ, ζ′ ∈ D,
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where
K := max
{
21−2απα, 2
3−5α
2 παα−1
∫ ∞
0
tα
1 + t2
dt
}(
2
α
+ 1
)
2
3−3α
2 παM
∫ ∞
0
tα
1 + t2
dt.
8.4. Sobolev space. The Sobolev space W 2,2(T) = W 2,2(T,Cm) is a space of
functions f : T −→ Cm, whose first two derivatives (in the sense of distribution)
are in L2(T) (here we use a standard identification of functions on the unit circle
and functions on the interval [0, 2π]). Then f is C1-smooth.
It is a complex Hilbert space with the following scalar product
〈f, g〉W := 〈f, g〉L + 〈f ′, g′〉L + 〈f ′′, g′′〉L,
where
〈f˜ , g˜〉L := 1
2π
∫ 2pi
0
〈f˜(eit), g˜(eit)〉dt.
Let ‖ · ‖L, ‖ · ‖W denote the norms induced by 〈· ,−〉L and 〈· ,−〉W . The following
characterization simply follows from Parseval’s identity
W 2,2(T) =
{
f ∈ L2(T) :
∞∑
k=−∞
(1 + k2 + k4)|ak|2 <∞
}
,
where ak ∈ Cm are the m-dimensional Fourier coefficients of f , i.e.
f(ζ) =
∞∑
k=−∞
akζ
k, ζ ∈ T.
More precisely, Parseval’s identity gives
‖f‖W =
√√√√ ∞∑
k=−∞
(1 + k2 + k4)|ak|2, f ∈W 2,2(T).
Note that W 2,2(T) ⊂ C1/2(T) ⊂ C(T) and both inclusions are continuous (in par-
ticular, both inclusions are real analytic). Note also that
(45) ‖f‖sup ≤
∞∑
k=−∞
|ak| ≤
√√√√ ∞∑
k=−∞
1
1 + k2
∞∑
k=−∞
(1 + k2)|ak|2 ≤ π√
3
‖f‖W .
Now we want to show that there exists C > 0 such that
‖hα‖W ≤ C|α|‖h1‖α1W · . . . · ‖h2n‖α2nW , h ∈W 2,2(T,Cn), α ∈ N2n0 .
Thanks to the induction it suffices to prove that there is C˜ > 0 satisfying
‖h1h2‖W ≤ C˜‖h1‖W ‖h2‖W , h1, h2 ∈W 2,2(T,C).
Using (45), we estimate
‖h1h2‖2W = ‖h1h2‖2L + ‖h′1h2 + h1h′2‖2L + ‖h′′1h2 + 2h′1h′2 + h1h′′2‖2L ≤
≤ C1‖h1h2‖2sup + (‖h′1h2‖L + ‖h1h′2‖L)2 + (‖h′′1h2‖L + ‖2h′1h′2‖L + ‖h1h′′2‖L)2 ≤
≤ C1‖h1‖2sup‖h2‖2sup + (C2‖h′1‖L‖h2‖sup + C2‖h1‖sup‖h′2‖L)2+
+ (C2‖h′′1‖L‖h2‖sup + C2‖2h′1h′2‖sup + C2‖h1‖sup‖h′′2‖L)2 ≤
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≤ C3‖h1‖2W ‖h2‖2W + (C4‖h1‖W ‖h2‖W + C4‖h1‖W ‖h2‖W )2+
+ (C4‖h1‖W ‖h2‖W + 2C2‖h′1‖sup‖h′2‖sup + C4‖h1‖W ‖h2‖W )2 ≤
≤ C5‖h1‖2W ‖h2‖2W + (2C4‖h1‖W ‖h2‖W + 2C2‖h′1‖sup‖h′2‖sup)2
with constants C1, . . . , C5. Expanding hj(ζ) =
∑∞
k=−∞ a
(j)
k ζ
k, ζ ∈ T, j = 1, 2, we
obtain
‖h′j‖sup ≤
∞∑
k=−∞
|k||a(j)k | ≤
√∑
k∈Z∗
1
k2
∑
k∈Z∗
k4|a(j)k |2 ≤
π√
3
‖hj‖W
and finally ‖h1h2‖2W ≤ C6‖h1‖2W ‖h2‖2W for some constant C6.
8.5. Matrices.
Proposition 8.5.1 (Lempert, [5], The´ore`me B). Let A : T −→ Cn×n be a matrix-
valued real analytic mapping such that A(ζ) is self-adjoint and strictly positive for
any ζ ∈ T. Then there exists H ∈ O(D,C(n−1)×(n−1)) such that detH 6= 0 on D
and HH∗ = A on T.
In [5], the mapping H was claimed to be real analytic in a neighborhood of D
and holomorphic in D, but it is equivalent to H ∈ O(D). Indeed, since ∂H is real
analytic near D and ∂H = 0 in D, the identity principle for real analytic functions
implies ∂H = 0 in a neighborhood of D.
Proposition 8.5.2 ([9], Lemma 2.1). Let A be a complex symmetric n×n matrix.
Then
‖A‖ = sup{|zTAz| : z ∈ Cn, |z| = 1}.
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