We study superdevelopments in the weak lambda calculus of Ç aǧman and Hindley, a confluent variant of the standard weak lambda calculus in which reduction below lambdas is forbidden. In contrast to developments, a superdevelopment from a term M allows not only residuals of redexes in M to be reduced but also some newly created ones. In the lambda calculus there are three ways new redexes may be created; in the weak lambda calculus a new form of redex creation is possible. We present labeled and simultaneous reduction formulations of superdevelopments for the weak lambda calculus and prove them equivalent.
Introduction
In contrast to λ -calculus, which allows reduction under the lambda, weak λ -calculus does not. This results in a calculus which is arguably more relevant to programming languages given that the latter consider abstractions as values. However, simply dropping the reduction scheme:
M → N ξ λ x.M → λ x.N causes confluence to fail, as may be easily verified. A restriction of the ξ -scheme recovers confluence [4, 11] . Here, the judgement M ∆ → N means "M reduces to N by contracting redex ∆" and fv(∆) are the free variables of ∆:
N The resulting weak λ calculus (λ w -calculus) enjoys finite developments: all developments are finite and end in the same term. A development from a term M is a reduction sequence in which only residuals of redexes present in M are reduced. In this paper we study superdevelopments [2, 15] in the λ wcalculus. A superdevelopment allows not only residuals of redexes in M to be reduced but also those upward created ones in the sense that the created redex occurs at a prefix of the reduced redex. There are three ways in which a redex may be created in λ -calculus [10] A superdevelopment from M allows contraction of newly created redexes of type I and II (i.e. upward creation). In λ w -calculus we meet two differences. First, redex creation of type III is restricted to those cases in which Q does not have free occurrences of variables bound in C above the hole. Second, there is a new way of creating redexes (hence redex creation in λ w -calculus is not derived from that of λ -calculus):
finiteness of superdevelopments and confluence of orthogonal CRS by adapting Aczel's technique. Two additional different proofs of finiteness are given in [16] . Mayr and Nipkow use a similar technique to prove confluence of orthogonal PRS [12] . Another application of superdevelopments is in higherorder matching. This problem is usually stated in the setting of typed lambda calculus. In order to obtain decidable subclasses of this problem, terms are usually restricted to some particular order. An alternative approach in restricting the problem is to weaken the reduction relation from reduction to normal form to superdevelopments. de Moor and Sittampalam [13, 14, 17, 5] study matching modulo superdevelopments. Khasidashvili and Piperno [9] show that the amount of superdevelopments required to normalize certain classes of terms can be determined statically.
Preliminaries. Assume given a denumerably infinite set of term variables V . The set of (λ wcalculus) terms Λ and contexts are defined as follows:
Free (fv(M)) and bound (bv(M)) variables are as usual. We assume the convention that bound variables are different from free variables and, moreover, bound variables of distinct binders have been renamed apart. Capture avoiding substitution of all free occurrences of x in M by N is written M{x := N}. In a statement in which distinct variables x 1 , . . . , x n occur we use x for the set {x 1 , . . . , x n }. We write C[M] for the result of replacing the hole in C with M (this may bind the free variables of M in C [M] ). The binding path of C, bp(C), is the sequence of variables that are bound in C above the hole (⊜ is definitional equality):
is a sequence of positive integers; ε is the root position (empty sequence) and p · q is the (associative) operation of sequence composition. If P is a set of positions we write p · P for the set resulting from composing p with each position in P. We write pos(M) for the set of positions of M: . We write ։ for the reflexive-transitive closure of a binary relation →. We write S, T for sequences of variables and U,V for sets of variables. Also, S ⊕ T is the sequence resulting from concatenating S with T . We say a term M is away from a sequence of variables S and write M ↑ S if fv(M) is disjoint from S. We write S ⊆ T to indicate that the underlying set of S is included in that of T . Structure of the paper. Sec. 2 proves that the above mentioned redex creation types are the only possible ones. Sec. 3 introduces two definitions of weak superdevelopments in λ w -calculus. Sec. 4 addresses the proof of equivalence of these. Finally, we conclude and report on our ongoing work on extensions to higher-order rewriting.
then we write M, p for the context resulting from replacing the term at p in M with a hole. If the hole in C is at position p we write C[ ] p .
As mentioned, reduction in λ w ⋆ -calculus is similar to reduction in λ w -calculus except only marked redexes may be contracted.
We are interested in studying situations where reduction in λ w ⋆ -calculus, from terms where all redexes have been marked, produces terms having occurrences of (λ x.M) N in contexts with binding paths that they are away from. This models the situation where a new reducible expression, a λ w -calculus redex, has been produced that was not initially marked.
A term M ∈ Λ ⋆ is initially marked iff the set of marked subterms are indeed λ w ⋆ -calculus redexes and all λ w -calculus redexes have been marked. More precisely, iff the following conditions hold:
The following result is proved by case analysis on the relative positions of p and q. 
Superdevelopments in λ w -calculus
This section introduces two presentations of superdevelopments in λ w -calculus: via labeled reduction (Sec. 3.1) and simultaneous reduction (Sec. 3.2).
Weak Superdevelopments via Labeled Reduction
We begin by introducing the labeled λ w -calculus (λ w ℓ -calculus). Assume given a denumerably infinite set of labels L . The labeled terms Λ ℓ and contexts are given by the following grammar:
where x ∈ V and a ∈ L . Ocassionally, we write λ a 1 ...a n x 1 . . . x n .A (or simply λ a n x n .A) as a shorthand for λ a 1 x 1 .λ a 2 x 2 . . . . λ a n x n .A. If we wish to single out the leftmost abstraction we write λ a a n x x n .A. Thus abstractions and (the first argument of) applications are decorated with labels. In @(A a , B) the depicted label binds all the occurrences of a in A. The set of free labels of a labeled term is defined as follows:
We assume the existence of a distinguished label ⋆ ∈ L which is never bound. Also, M {−a} denotes the substitution of all free occurrences of label a with ⋆, and |A| ∈ Λ is the term resulting from A by erasing all labels (and identifying @(A, B) with A B), in which case we say A is a labeling of |A|. Substitution over labeled terms is written A{x := B}. Note that this operation must not capture labels. For example,
The binding path of a labeled context C is the binding path of |C|. 
produces a non well-labeled term. Note that the results in op.cit. still hold (except for preservation of well-labeledness under reduction, as illustrated) since, by welllabeledness, these copies of A never interact with one another.
A term A is said to be initially labeled iff all abstractions have distinct labels. Note that, given a term A, it is always possible to produce a label a that does not occur in it given that A is finite and L is not. Reduction in λ w ℓ -calculus is defined below, where S is a sequence of variables and the depicted occurrence of @((λ a x.A) a , B) is called a redex.
We substitute a with ⋆ to avoid bound labels from becoming free as in @((λ a x.λ a y.y) a , w) S → ℓ λ a y.y and, consequently to avoid rebinding of labels such as in
We write → ℓ for / 0 A further property is that S may be weakened with further variables not occurring free in A without affecting reduction. This extends to many-step reduction. Regarding reduction and the context in which the redex occurs: Lemma 3.1. 5 The following are equivalent:
, where ∆ is the contracted redex.
Finally, we prove that substitution preserves reduction (Lem. 3.1.6(2)). The proof is by induction on A, resorting to Lem. 3.1.5(2) and Lem. 3.1.6(1). Proof. Both proofs procceed by induction on A. In the cases where a variable y is bound in A, we assume the convention that y does not occur in B. Also, when a head reduction takes place, we resort to the fact that A 1 {x := B}{y := A 2 {x := B}} = A 1 {y := A 2 }{x := B}.
Weak Superdevelopments via Simultaneous Reduction
An alternative presentation of weak superdevelopments is by means of simultaneous reduction. It has numerous benefits over labeled reduction. One is that it satisfies the diamond property (and can be used for proving confluence of labeled reduction and the λ w -calculus (Prop. 4.3.6)). Another is that we can avoid reasoning over reduction to a normal form: one simultaneous reduction step suffices for superdeveloping a term. A naive attempt at formalizing this notion in big-step style fails. Let us write M S ⇒ N for such a judgement, where S is a sequence of variables which denotes the binding context (i.e. the variables that are bound in the context) in which this superdevelopment takes place. This judgement would include the inference scheme:
However, it turns out that we need to consider an exception to the condition (λ x.M ′ ) N ′ ↑ S, namely when an abstraction contributes to a head redex in a superdevelopment. Indeed, in this case the abstracted variable is to be substituted and hence redexes which contain occurrences of this variable can be contracted.
As an example, consider the following superdevelopment in the λ w -calculus: 
There is a complete superstep from M to N under S, k if in the derivation of the judgement M S,k ⇒ N the scheme App1 is used only if App2 is not applicable.
Note that this definition establishes an inside-out strategy for computing a complete weak superdevelopments.
Equivalence of Presentations
In this section we prove the following result (the first item in Sec. In the second item, note that the binding nature of labels in applications is required for the statement to hold. For example, this is the reduction sequence one would obtain were labels in applications not considered binding:
Notice that it is not the case that
⇒ y as may be seen by trying to derive this judgement. The requirement that N ℓ be in normal form is justified by the following example, where A is any redex s.t. A → ℓ A ′ :
It is clear that labeled reduction still has some work to do: a labeled redex remains (i.e. it is an incomplete weak superdevelopment). In fact, this is an example of an incomplete development. For this reason, the
⇒ A A ′ is not derivable. 
Supersteps over Labeled Terms
LVar x S,0 ⇒ ℓ x A x·S,0 ⇒ ℓ A ′ LAbs1 λ a x.A S,0 ⇒ ℓ λ a x.A ′ A S,k ⇒ ℓ A ′ LAbs2 λ a x.A S,k+1 ⇒ ℓ λ a x.A ′ A S,0 ⇒ ℓ A ′ B S,0 ⇒ ℓ B ′ LApp1 @(A a , B) S,0 ⇒ ℓ @(A ′ a , B ′ ) A S,n+1 ⇒ ℓ λ a x.A ′ B S,m ⇒ ℓ B ′ @((λ a x.A ′ ) a , B ′ ) ↑ S m > 0 ⇒ A ′ = λ a n x n .x LApp2 @(A a , B) S,n+mΛ ℓ s.t. B = λ a 1 ...a k x 1 . . . x k .B ′ . 2. If A S,k ⇒ ℓ B, then |A| S,k ⇒ |B|. 3. If M S,k ⇒ N, then there exist M ℓ , N ℓ ∈ Λ ℓ s.t. M ℓ S,k ⇒ ℓ N ℓ .
From Supersteps to Labeled Reduction
We address the proof of the first item of Thm. 4 
In general, (2) does not hold. The problem is that k > 0 allows redexes with occurrences of bound
x. An attempt to prove (2) by induction on the derivation of the judgement M ℓ S,k ⇒ ℓ N ℓ reveals that we need to consider a relaxed notion of labeled reduction in which contraction of some redexes having free occurrences of bound variables is admitted. The only such redexes which are allowed to be contracted are those that contribute to the patterns of redexes that are to be consumed in a weak superdevelopment. We call this chain reduction. Its definition arises from a fine analysis of the generalization required of the hypothesis in order for the inductive proof of (2) to go through (particularly when the term is an application).
Definition 4.2.1 (Chain reduction)
The judgement A S,k B is defined by induction on k.
• A S,0 B holds iff A S ։ ℓ B.
• We can now replace (2) by the following statement. 
From Labeled Reduction to Supersteps
exists, and, if they exist, they coincide.
Proof. The first item is proved by induction on A and resorting to the fact that A * S,k = A * x·S,k if x ∈ fv(A). The second item is by induction on A and resorts to the first one. The last one is a consequence of the second. 
Conclusions
Redex creation in λ w -calculus is more subtle than in λ -calculus. This raises the question on how superdevelopments behave. We present two possible definitions and prove that they are equivalent. The labeled presentation is easy to grasp but complicated to use in proving results (e.g. properties of reduction). Simultaneous reduction is easier for this purpose. However, such an inductive definition requires dealing with reduction under binders of redexes having free occurrences of bound variables which labeled reduction forbids. This makes the correspondence between these notions of reduction (labeled and simultaneous) more demanding to prove, a task we have taken up in this work.
We are currently developing these results in the framework of higher-order rewriting (HOR). A number of issues arise in this extended setting. First we must consider a notion of orthogonal HOR systems for weak reduction, as discussed in the introduction. Second, we have to determine what it means for a variable to be substituted in order for reduction under binders of redexes involving these variables to be allowed. Eg. in { f (λ x.g(y(x), z(x))) → f (λ x.g(y(a), z(x)))}, redexes involving x which occur below y (once this rule is instantiated) should be permitted but not those below z. Last, there is an additional complication that is not apparent in the setting of the lambda calculus. In the judgement M ⇒ λ x.M ′ to HOR should require that the HOR-reduction steps involving free occurrences of x not contribute towards the newly created outermost redex.
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