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Abstract
In this paper we briefly describe the architecture of the OntoGene Relation mining pipeline and its ap-
plication in the task 1 of BioCreative IV. The aim of the task is to deliver information useful for the triage of
abstracts relevant to the process of curation of the Comparative Toxicogenomics Database.
Although the main focus of our text mining research is the extraction of interactions, we decided to par-
ticipate in the task with the assumption that articles which contain relevant interactions would be relevant
themselves.
We use a conventional information retrieval system (Lucene) to provide a baseline ranking, which we then
combine with information provided by the relation mining module, in order to achieve an optimized ranking.
1 Introduction
As a way to cope with the constantly increasing generation of results in molecular biology, some organizations
maintain various types of databases that aim at collecting the most significant information in a specific area.
For example, UniProt/SwissProt [14] collects information on all known proteins. IntAct [4] is a database col-
lecting protein interactions. The Comparative Toxicogenomics Database collects interactions between chem-
icals and genes in order to support the study on the effects of environmental chemicals on health [6]. Most
of the information in these databases is derived from the primary literature by a process of manual revision
known as ”literature curation”. Text mining solutions are increasingly requested to support the process of
curation of biomedical databases.
The work presented here is part the OntoGene project1, which aims at improving biomedical text mining
through the usage of advanced natural language processing techniques. Our approach relies upon information
delivered by a pipeline of NLP tools, including sentence splitting, tokenization, part of speech tagging, term
recognition, noun and verb phrase chunking, and a dependency-based syntactic analysis of input sentences
[11, 9]. The results of the entity detection feed directly into the process of identification of interactions. The
syntactic parser [13] takes into account constituent boundaries defined by previously identified multi-word
entities. Therefore the richness of the entity annotation has a direct beneficial impact on the performance of
the parser, and thus leads to better recognition of interactions.
Recently, in the context of the SASEBio project (Semi-Automated Semantic Enrichment of the Biomedical Liter-
ature), the OntoGene group has developed a user-friendly interface (ODIN: OntoGene Document INspector)
which presents the results of the text mining pipeline intuitive fashion, and allows a deeper interaction of the
curator with the underlying text mining system.
In the rest of this paper we first explain how our existing OntoGene relation mining system has been cus-
tomized for CTD (section 2) and then how it has been integrated with a conventional IR system (Lucene) for
the purpose of the Triage task (section 3). We also provide a brief overview of our ODIN curation interface
(section 4) and a preliminary evaluation of the results obtained so far (section 5)
1http://www.ontogene.org/
2 Methods
In this section we describe the OntoGene Text Mining pipeline which is used to (a) provide all basic prepro-
cessing (e.g. tokenization) of the target documents, (b) identify all mentions of domain entities and normalize
them to database identifiers, and (c) extract candidate interactions. We describe then in some detail a machine
learning approach used to obtain an optimized scoring of candidate interactions based upon global informa-
tion from the whole CTD.
2.1 Preprocessing and Detection of Domain Entities
In order to solve the triage task, we processed the PubMed abstracts of the referenced articles by the OntoGene
Text Mining pipeline.
As shown in our previous work [2], the inclusion of PubMed metadata, such as the list of chemical substances,
as well as the annotated MeSH descriptors and qualifiers, improves the detection of important relations and
enhances term recognition coverage. Therefore, we added these metadata from the PubMed XML files as a tex-
tual list at the end of each abstract. In our OntoGene text mining pipeline, the sentence and token boundaries
of the enriched abstracts are identified using the LingPipe framework2
Next, we describe our approach to the problem of detecting names of relevant domain entities in biomedical
literature (genes, chemicals and diseases for CTD) and grounding them to widely accepted identifiers assigned
by the original database. Terms, i.e. preferred names and synonyms, are automatically extracted from the
original CTD databases and stored in a common internal format, together with their unique identifiers (as
obtained from the original resource). An efficient lookup procedure is used to annotate any mention of a term
in the documents with the ID(s) to which it corresponds. A term normalization step is used to take into account
a number of possible surface variations of the terms. The same normalization is applied to the list of known
terms at the beginning of the annotation process, when it is read into memory, and to the candidate terms in
the input text, so that a matching between variants of the same term becomes possible despite the differences
in the surface strings. In case the normalized strings match exactly, the input sequence is annotated with the
IDs of the reference term – no further disambiguation on concepts is done. For more technical details of our
term recognizer, see [8].
2.2 Detection of Interactions
The information about mentions of relevant domain entities (and their corresponding unique identifiers) can
be used to create candidate interactions. In other words, the co-occurrence of two entities in a given text span
(typically one or more sentences, or an even larger observation window) is a low-precision, but high-recall
indication of a potential relationship among those entities. In order to obtain better precision it is possible to
take into account the syntactic structure of the sentence, or the global distribution of interactions in the original
database. In this section we describe in detail how candidate interactions are ranked by our system, according
to their relevance for CTD curation, by exploiting the vast amount of curated articles in the CTD base.
An initial ranking of the candidate relations can be generated on the basis of frequency of occurrence of the
respective entities only:
relscore(e1, e2) = (f(e1) + f(e2))/f(E)
where f(e1) and f(e2) are the number of times the entities e1 and e2 are observed in the abstract, while f(E)
is the total count of all identifiers in the abstract. We know from our previous experiments [9] that giving a
“boost” of 10 to the entities contained in the title produces a measurable improvement of ranking of the results.
This simple approach can be further optimized if we apply a supervised machine learning method for scoring
the probability of a term to be part of an interesting relation. There are two key motivations for scoring concepts
based upon relation candidate ranking: First, we need to adapt to highly-ranked false positive relations which
are generated by a simple frequency based approach by frequent but uninteresting concepts. The goal is
to model some global properties of the curated CTD relations. Second, we want to penalize false positive
concepts that our term recognizer detects. In order to deal with such cases, we need to condition the concepts
by their normalized3 textual form t. The combination of a term t and one of its valid entities e is noted as t :e.
2More information regarding the framework can be found at http://alias-i.com/lingpipe.
3A normalized textual form of a term consists of the sequence of lower-case alphanumeric characters of all term tokens.
Next we define a predicate gold(A, e) which is true (i.e. 1) for an article A if there is at least one relation in
the gold standard where entity e is part of, and false (i.e. 0) otherwise. We estimate the overall probability
P ( gold(A, e) = 1 | t :e ) with the help of the Maximum Entropy Modeling tool megam [3]. For training we use
the set of CTD-referenced PubMed articles having not more than 12 manually curated relations4, additionally
removing all articles which are part of the BioCreative training and test set for the respective data set5.
For unseen normalized terms t, i.e. terms not present in the training data, the maximum entropy classifier
would assign a low default probability based on the distribution of all training instances. However, we can
specify better back-off probabilities if we take into account the admissible entity/entities e of term t. Our
current back-off model works as follows: if the entity e of an unseen t is seen in the article, the averaged
probability of all seen term-entity pairs is used. Otherwise, the averaged probability of all entities of the same
type as e is used.
The score of an entity e in an article A is the sum of all zoned term frequencies6 weighted by their gold proba-
bility:
score(e) =
∑
t:e∈A
f(t :e)× P ( gold(A, e) = 1 | t :e )
Having determined the individual score for each entity e, we compute the relation score as the harmonic mean
of its component scores:
relscore(e1, e2) = 2× score(e1)× score(e2)
score(e1) + score(e2)
In preceding work on relation ranking [2], the relation score was taken as a sum of the concept scores. By
performing systematic cross-validation experiments on all CTD articles, we noticed that using the harmonic
mean improves the results considerably. In order to make the relation scores comparable between different
articles we normalize all relation for a given BioCreative data set.
3 Integration with a standard IR system
A conventional IR system is used to provide a baseline document classification. Information derived from the
OntoGene pipeline, and from the ranking process described in the previous section, is then added as additional
features in order to improve the baseline ranking generated by the IR system. The integration of the various
components is performed using mainly JRuby (and some small parts in Java).
3.1 Terminology-aware tokenization
Documents are processed by Lucene in the conventional way, selecting different boost values for title and
abstract (10 for title, 3 for abstract, just as in the CTD reference system). The Lucene API is accessed via JRuby.
Changes in the boost values did not show any statistically significant change in the MAP scores, because most
of the information is in the abstract, not the title. The existence of relevant information in the title typically
implies relevant information in the abstract.
The only significant technical change to Lucene preprocessing is the replacement of the “StandardAnalyzer”
component (which is the default analyzer for English, responsible for tokenization, stemming, etc.) with our
own tokenization results, as delivered by the OntoGene pipeline. The advantage of this approach is that we
can flexibly treat recognized technical terms as individual tokens, and map together their synonyms [7]. In
order words, after this step all known synonyms of a term will be treated as identical by the IR system.
The “StandardAnalyzer” component is replaced by a simple transformation of the XML output of the pipeline
into a format suitable for internal processing by Lucene. In particular tokens and terms as recognized by the
pipeline are transformed into Lucene “token” data objects. Whenever a domain entity (denoted by the Term
element in the XML representation) is found, its words are concatenated to one token. At the same position, a
new token with the text of the concept identifier is added to the stream.
As an example:
4The threshold of 12 relations is motivated by the observation that the more relations an article has the less probable it is to find them
by processing the abstracts only.
5This results in 22319 articles for the BioCreative 4 training set, containing 69320 curated relations. For the BioCreative 4 test set, we
used 22825 articles with 71064 relations.
6As mentioned earlier, occurrences in the title are counted 10 times.
<W C="VBN" id="W151" o1="758" o2="767">inhibited</W>
<Term allvalues="MESH_D015232:chem" id="TW152W153"
matched="prostaglandine2" type="chem">
<W C="NN" id="W152" o1="768" o2="781">prostaglandin</W>
<W C="NN" id="W153" o1="782" o2="784">E2</W>
</Term>
<W C="NN" id="W154" o1="785" o2="794">synthesis</W>
would be converted to the following (square brackets denote token boundaries):
[inhibited] [prostaglandin E2] [synthesis]
[MESH_D015232]
Synonymous terms (as identified by the pipeline) are mapped to their unique identifiers (for this experiment
the term identifier provided by the CTD database, which happens to be a MeSH term in the example above).
A basic search is conducted by mapping the target chemical to the corresponding identifier, which is then used
as a query term to perform a search in Lucene.
3.2 Relation-based query expansion
As described in section 2.2 the OntoGene pipeline is not only used in order to deliver an optimized tokeniza-
tion, it can also be used to generate candidate interactions, which could be directly used for curation purposes
by CTD curators.
Although the definition of the task did not require the participants to deliver candidate interactions, we
worked under the assumption that documents which contain relevant interactions would be relevant them-
selves. When another term is often seen in relation with the target term, it is probably important for the target.
This statistical information is used to adjust the ranking of the documents.
The OntoGene pipeline delivers candidate interactions as part of its standard output for each single document.
Each interaction is assigned a score in the interval (0,1]. The relations are extracted from all the files in the
document set assigned to the target chemical by the organizers. All relations which involve a term equivalent
to the target (the target or one of its synonyms) are extracted. The interacting entity (the second term in those
interactions) is then added to the search query, for each interaction, giving rise to an expanded query. The
additional query terms are weighted according to the normalized score of the original interaction. As an
example suppose two documents contain the interactions listed in the first two columns below (document 1
and document 2):
document 1: document 2: expansion terms:
A C 1 A B 1 C 1 from doc 1
B C 0.7 B D 0.42 B 0.75 from doc 1 (score 0.5) and doc 2 (score 1)
A B 0.5 D 0.4 from doc 1
A D 0.4
If the target term is A, the relations marked in boldface are relevant, which gives us new search terms to be
added to the query, listed in the 3rd column with their normalized weights (sum of scores divided by the
number of relations). The original target term is given a weight which is above the weight of the relations in
order to make it clearly more relevant than any of the added terms. We have experimentally verified on the
training data that the using this query expansion process improves the average MAP scores from 0.62225 to
0.694625 (i.e. an improvement of nearly 12%).
4 The ODIN Interface
The results of the OntoGene text mining system are made accessible through a curation system called ODIN
(“OntoGene Document INspector”) which allows a user to dynamically inspect the results of their text mining
pipeline. A previous version of ODIN was used for participation in the ‘interactive curation’ task (IAT) of the
BioCreative III competition [1]. This was an informal task without a quantitative evaluation of the participating
systems. However, the curators who used the system commented extremely positively on its usability for
a practical curation task. An experiment in interactive curation has been performed in collaboration with
curators of the PharmGKB database [5, 12]. The results of this experiment are described in [10], which also
provides further details on the architecture of the system.
Figure 1: Entity annotations and candidate interactions on a sample PubMed abstract
More recently, we partially adapted ODIN to the aims of CTD curation, allowing the inspection of PubMed
abstracts annotated with CTD entities and showing the interactions extracted by our system. We would be
interested in providing further customizations according to the needs of the CTD curation process.
5 Evaluation
In order to generally assess the upper limit of our relation recognition system, we evaluated the coverage of
the term recognizer on all CTD-referenced articles containing at most 12 curated relations. The table below
describes the coverage of term recognition for concepts and relations in experimental data and shows that we
find about 3/4 of all entities. However, the upper limits for relation detection are not the same for all relation
types. The coverage of relations involving chemicals have substantially lower coverage rates which seems a
bit unfortunate for the CTD triage task.
Cat N abs rel
disease 12639 9502 75.18
chemical 38523 30129 78.21
gene 39150 29199 74.58
TOTAL 90312 68830 76.21
dis-gen 6956 5126 73.69
che-dis 12154 8356 68.75
che-gen 52746 34883 66.13
TOTAL 71856 48365 67.31
The table below shows the final results obtained on the training set using the on-line evaluation tool. Due to
lack of space and time, we cannot report here a detailed analysis of all intermediate results, which we intend
to present at the workshop.
Term MAP genes chemicals diseases
doxorubicin 0.800 0.167 0.843 0.793
indomethacin 0.936 0.331 0.834 0.725
raloxifene 0.798 0.244 0.818 0.778
amsacrine 0.655 0.603 0.689 0.500
aniline 0.543 0.625 0.561 0.524
2-Acetylaminofluorene 0.643 0.412 0.845 0.421
aspartame 0.365 0.686 0.756 0.720
quercetin 0.853 0.463 0.646 0.653
6 Conclusions
In this paper we have described our approach towards ranking biomedical abstracts for the triage task of the
CTD curation process. The peculiarity of the approach is that it gives priority to the identification of candidate
interactions, which are then used as additional weighting factors in a conventional IR-based system.
The OntoGene pipeline is capable of delivering all information relevant to CTD curation: entities with their
database references, interactions, and interaction terms. In the shared task however, due to insufficient time
for customization, we decided to exclude the computation of interaction terms. The results of the system are
accessible through an intuitive interactive interface, which we are willing to customize for CTD curation.
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