Influence of compatibility conditions on the microstructure at phase transformation by Chen, Xian
The Influence of Compatibility Conditions on
the Microstructure at Phase Transformation
A DISSERTATION
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Xian Chen
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
Doctor of Philosophy
Richard D. James
July, 2013
c© Xian Chen 2013
ALL RIGHTS RESERVED
Acknowledgements
Many people have earned the gratitude for their contribution to my life in Uni-
versity of Minnesota.
Firstly, I want to thank my advisor, Prof. Richard D. James, for his generous
support in these years. His wise mind and his positive personality influence me
all the time when I meet difficulties in my life. Not only did he teach me how to
solve a professional problem, but he also patiently trained me the way of thinking.
Having him as my PhD advisor is the luckiest thing that have ever happen in my
life! Then, I want to thank all of my collaborators, professor Nick Schryvers, Jeff
Snyder and Marc De Graef for their professional support on experiments. I am also
very grateful to have such wonderful committees, professor Ellad Tadmor, Ryan
Elliott and Chris Leighton. They helped me with my written and oral preliminary
exams, gave me very good suggestions on my thesis, and asked very inspired
questions during the defense. I have spent a very joyful time with my group
members and classmates in Aerospace Engineering and Mechanics department for
the past five years. I would like to thank Yintao Song, Yiming Wu, Vivekanand
Dabade, Amartya Banerjee, Henrik van Lengerich and Vijay Srivastava for their
kindness help in both professional and personal aspects. Finally, I want to thank
my parents, my best friends Qi Zhang and Qinqin who are always supportive when
I feel depressed.
The PhD journey is very hard but not lonely because I have such wonderful
people being around and offering help all the time!
i
Dedication
To my dear grandfather Chen, Zhongdao
ii
Abstract
The purpose of this research is to study systematically compatibility condi-
tions and their implications for the microstructure of a phase-transforming mate-
rial. The phase transformation in this thesis is restricted to crystalline solid-to-
solid phase transformation. The conditions of compatibility refer to compatibility
in the sense of the nonlinear elastic theory of martensite. Different versions of
these conditions of compatibility are studied in this thesis, ranging from “weak
compatibility” (continuity along lines aligned with precipitates) to very strong
conditions of compatibility as expressed by the “cofactor conditions”. In the case
of a diffusionless, reversible martensitic phase transformation, the free energy of
the undistorted body is described as the volume integral of the free energy den-
sity function, which depends on the temperature and deformation gradient of the
continuous body. This free energy at continuum level describes the elastic and
chemical energy stored in the lattice. Macroscopic deformations are related to
lattice deformation by the Cauchy-Born rule. This rule yields a deformation gra-
dient F relating a sublattice of the austenite phase to the primitive lattice of the
martensite phase. We derive a heuristic algorithm to find F directly from X-ray
diffraction measurement for both phases. For such a transformation both the lat-
tice parameters and the symmetry of the crystal structure change. We assume
that the free energy is invariant under rigid rotations and symmetry operations.
The transformation stretch matrix U is calculated from the deformation gradient
F by polar decomposition. The associated crystallographically equivalent variants
U1, . . . ,Un are determined by symmetry arguments (We can choose U1 = U.).
The matrices I (austenite) and U1, . . . ,Un (variants of martensite) determine the
energy wells of the free energy density. The formation of microstructure arises
from the simultaneous requirements of energy minimization, i.e., being near the
energy wells, and compatibility.
iii
The Widmansta¨tten type precipitation process produces a microstructure of
elongated precipitates. For this microstructure we propose a weaker condition
of compatibility than is used in the study of martensite. This weaker condition
implies a rank-two connection between energy wells and predicts directions of
elongation for the precipitates. This condition can be interpreted as a mathemat-
ical condition of semi-coherence. The transformation stretch matrix is calculated
by the same algorithm mentioned above. The weak compatibility condition is
equivalent to the statement that the smallest and largest eigenvalues of U sat-
isfy λ1 ≤ 1 ≤ λ3, which in turn implies that there is an undistorted direction
e. We study this condition in the thermoelectric material PbTe/Sb2Te3, which
consists of Sb2Te3 precipitates in a PbTe matrix. This material shows typical
Widmansta¨tten microstructure. The satisfaction of the rank-two condition for
this material implies that the undistorted directions of the precipitates lie on the
lateral surface of a cone determined by the eigenvalues of U. By symmetry, there
are four crystallographically equivalent cones, that all together restrict the spacial
distribution of the Widmansta¨tten precipitates Sb2Te3. A 3D image reconstructed
from a set of SE images of the precipitates by means of slice-and-view technique
shows a good agreement with this theory.
For the martensitic phase transformation, we discuss the cofactor conditions.
These are currently the strongest achievable conditions of compatibility for the
formation of microstructure of austenite and twinned martensite. The satisfaction
of the cofactor conditions implies the existence of infinitely many compatible ways
that twinned martensite laminates of any volume fraction can coexist with austen-
ite at a low-energy interface. In this thesis we show that, in fact, many of these
energy minimizing microstructures have zero elastic energy at all length scales.
Experimentally, we have successfully achieved the first example Zn45Au30Cu25
whose lattice parameters closely satisfy the cofactor conditions for both Type I
and Type II twin systems. This material shows enhanced reversibility and ex-
tremely low hysteresis upon cyclic phase transformation. Strikingly, the marten-
sitic microstructure has no reproducibility from cycle to cycle. This phenomenon
iv
contrasts sharply with the traditional martensite for a polycrystalline solid, which
shows a detailed martensite memory effect for cyclic phase transformation. The
zero elastic energy microstructures can be used as the building blocks of a set
of compatible triple junctions between a pair of Type I twin/austenite and quad
junctions consisting of a pair of Type I twin/Type II twins. From X-ray diffrac-
tion measurements, we calculate these building blocks for Zn45Au30Cu25, which
are then used to construct a complex mosaic of microstructure. This microstruc-
ture is apparently observed under optical microscopy, but this awaits detailed
confirmation by Electron Backscatter Diffraction (EBSD) and Transmission Elec-
tron Microscopy (TEM), currently underway by the author in collaboration with
researchers at Carnegie Mellon University and the University of Antwerp.
v
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Chapter 1
Introduction
When ice solidifies from water, our eyes see snowflakes, which show a six-fold
symmetric pattern at the microscale. When iron meteorites experienced very
slow heating/cooling in outer space for millions of years [4] and fell to Earth,
Widmansta¨tten patterns are seen. These patterns consist of crossing bands or
ribbons seen on cut and polished sections. They are known as microstructures,
which are common in crystalline solids but different from one to the other due to
the diversity of crystal structures and processes that occur in Nature.
Microstructure is an important feature of solids and strongly influences the
macroscopic properties of the material. In any crystalline solid, the size and shape
of grains, and the configuration of phase boundaries and defects are directly related
to the strength, toughness, ductility and fatigue resistance. The ordering of phases
as well as the periodicity of the atomic structures affect many physical properties
such as thermal/electric conductivity, magnetic/electronic behaviors, which are of
particular interest when combined with the martensitic phase transformation.
The aim of this thesis is to understand how the non-linear elasticity theory pre-
dicts microstructure of materials undergoing phase transformation, and further to
give a strategy for engineers to synthesize materials with designated macroscopic
properties by managing the mosaic of microstructure.
In crystalline solids, there are two main categories of phase transformation:
1
2precipitation[1, 5, 6] and martensitic phase transformation [7, 8, 9, 10, 11, 12].
Both are solid-to-solid phase transformations, but in different manners. Precipi-
tation is the formation of a new phase by diffusion. Martensitic phase transfor-
mation is a change of crystal structure without long-range diffusion of atoms. In
both of these transformations, the lattice parameters and symmetry of the crystal
structure generally change. The difference between the lattice parameters usually
results in stress and stored energy at the interface between the parent and product
phase, and microstructure forms in order to lower such elastic energy.
During the annealing treatment of alloys and metallic oxides, precipitates nu-
cleate and grow from the matrix phase. Due to the difference of crystal structure
between the precipitate and matrix, the precipitates exhibit obvious anisotropy in
shape and orientation distribution [4, 13]. Widmansta¨tten patterns are elongated
precipitates that occur during certain diffusional phase transformations. In the
case of the Widmansta¨tten precipitates in thermoelectric material PbTe/Sb2Te3,
we show that the elongation directions can be predicted by the non-linear elastic-
ity theory regarded as a set of undistorted directions of the transformation. These
undistorted directions can be calculated by a weak compatibility condition [1], a
so called rank-two connection, which depends only on the lattice parameters of
both precipitate and matrix phases. Details are given in Chapter 3. We conjecture
that Widmansta¨tten patterns in general are restricted by this weak compatibility
condition.
The martensitic transformation is a reversible diffusionless structural transfor-
mation in crystalline solids. The stable phase above the transition temperature
is austenite. The austenite lowers its symmetry by distortion during the phase
transformation and forms the martensite phase below the transition temperature.
While cycling this phase transformation, the transition temperature for the forma-
tion of austenite upon heating is different from that for the formation of marten-
site upon cooling. The difference in the transition temperatures upon heating and
cooling is defined as the thermal hysteresis of such a transformation. (See Chap-
ter 4 for the precise definition of thermal hysteresis from measurement.) During
3cycling back and forth through the transformation, the transition temperature
migrates and the thermal hysteresis generally increases. These are considered to
signal damage of the material due to the phase transformation. What are the
origins of the degradation? In this thesis we suggest that the morphology of
martensite phase and its compatibility with the austenite phase is the most dom-
inating reason. It is common to observe the laminated twinning microstructure
of the martensite phase inherited from certain crystallographic planes of austen-
ite [14, 15, 16, 7]. Wechsler et al. [17] first studied the formation of martensite
using a geometrically nonlinear matching condition. They study the case that a
single crystal of cubic austenite, undergoing Bain distortion, is transformed to a
banded structure of twin-related tetragonal variants of martensite (Liberman et al.
[15, 18]). They also studied the more complex case that body-centered cubic to
orthorhombic phase transformation as occurs in an Au-Cd alloy. They considered
the total transformation consisting of a Bain distortion and a twin shear distortion
which depends on the lattice parameters of both cubic and orthorhombic phase.
They recognized the importance of conditions of geometrical compatibility and its
mathematical expression in their statement,
“If a plane of zero distortion is to exist, one of the principal distortion must be
unity (i.e., one of the principal strains must vanish) and of the other two principal
distortions, one must be greater than unity and the other less than unity (i.e., the
other two principal strains must be of opposite sign).”, see Liberman et al. [18].
The resulting kinematic theory, called the Crystallographic theory of marten-
site, has been used successfully to analyze the interface of austenite and twinned
martensite for many martensitic alloys since then, and the predicted orientations
have been verified by electron microscopy[19, 20, 21].
Three decades later, Ball and James [22, 23] proposed a comprehensive way
to study the finely twinned martensite microstructure using energy minimization.
They gave a geometrically nonlinear free energy. This energy produced exactly
the equations of the crystallographic theory as necessary and sufficient conditions
that the austenite/twinned martensite interface is a minimizing sequence. Other
4microstructures of martensite were also seen as a consequence of energy minimiza-
tion.
To introduce this theory, let Ω be a continuous body, which is usually chosen
as the undistorted phase. Let y : Ω→ R3 describe a deformation associated with
phase transformation and elastic distortion as shown in Figure 1.1. The vector
y(x) is the position occupied by the particle x ∈ Ω. The total free energy of the
deformed body has the following form
Wθ(y) =
∫
Ω
ψ(∇y, θ)dx. (1.1)
The free energy density ψ(∇y, θ) depends on the temperature θ and deformation
gradient F = ∇y. General principles imply that ψ(F, θ) → ∞, as det F → 0+.
Physically, this condition assigns infinite energy to deformations for which positive
volume of the undeformed body collapses to zero volume. The free energy is
assumed to be invariant under the rigid rotation and the symmetry operations,
that is, for all positive definite 3× 3 matrices F and all θ > 0,
ψ(RF, θ) = ψ(F, θ), ∀ R ∈ SO(3) (1.2)
ψ(FQ, θ) = ψ(F, θ), ∀ Q ∈ P (1.3)
where P denotes the point group of the undistorted austenite phase. The re-
⌦ ⇢ R3
y(x) : ⌦! R3
x y(x)
Figure 1.1: Schematic diagram of the reference and spacial configuration of a
continuous body.
striction of the energy density in (1.2) implies that a positive-definite symmetric
matrix U =
√
FTF calculated by polar decomposition represents the same value
5of energy as F
ψ(F, θ) = ψ(U, θ), for all θ > 0. (1.4)
Let θc be the transition temperature for a martensitic phase transformation,
that is, the temperature at which the two phases have the same bulk free energy
density. We choose austenite as the reference configuration. For θ ≥ θc the
uniform austenite phase is assumed to be an energy minimizer, which means that,
according to the choice of reference configuration and rotational invariance, I as
well as the set of SO(3) are the minimizers of the free energy. While cooling
through the transition temperature, we observe microstructure of martensite that
usually consists of arrays of martensitic variants. The stretch matrices defining
the martensitic variants form a set of matrices U1,U2, ...,Un, each in R3×3Sym+, that
are assumed to be related by symmetry, {U1, ...,Un} = {QiU1QTi : i = 1, ...,m},
where {Q1, ...,Qm} = P . Note that n ≤ m because of possible duplication: two
different symmetry transformations can produce the same variant. They are the
minimizers of the free energy for θ ≤ θc. We assume these choices comprise the
full set of minimizers of the energy density at their respective temperatures, up
to premultiplied rigid rotation. At θ = θc, the full set of minimizers of the free
energy are therefore
SO(3)I ∪ SO(3)U1 ∪ ... ∪ SO(3)Un. (1.5)
Equation (1.5) indicates a multi-well structure of the free energy density and the
energy wells of martensite are symmetry related [22, 23].
As a simple example consider the InTl alloy [22, 23]. The InTl alloy undergoes
cubic to tetragonal phase transformation. Geometrically, there are three tetrago-
nal variants associated with the symmetry loss, which are depicted in Figure 1.2
6where Ui have the form
U1 =

√
2a
a0
0 0
0
√
2a
a0
0
0 0
c
a0
 , U2 =

√
2a
a0
0 0
0
c
a0
0
0 0
√
2a
a0
 , U3 =

c
a0
0 0
0
√
2a
a0
0
0 0
√
2a
a0
 .
(1.6)
a0
a0
a0
a a
c
a
a
c
a
a
c
U1
U2
U3
I
Figure 1.2: Cubic to tetragonal transformation that results in three crystallo-
graphically equivalent martensite variants associated with the structural change.
As illustrated in Figure 1.3, the free energy of the continuous body undergoing
the homogenous deformation is linked to the elastic energy stored in the lattice
via the Cauchy-Born rule[24, 25]. In the simple case of InTl the deformation
7gradient F describes a linear transformation mapping three linear independent
vectors (ea1, e
a
2, e
a
3) that span austenite lattice to the three linear independent vec-
tors (em1 , e
m
2 , e
m
3 ) that span martensite lattice,
emi = Fe
a
i . (1.7)
The transformation stretch matrix U, also known as the martensite variant la-
belled in Figure 1.2 is computed from the deformation gradient F by polar de-
composition.
ea1
ea2
emi = Feai , i = 1,2,3
F=∇y=RU
y(x) :Ω→R3
Ω
x
em1
em2
y(x)
Figure 1.3: The link between continuum and atomistic deformation by the
Cauchy-Born rule: The deformation of the lattice vectors from austenite to
martensite is described by a macroscopic deformation gradient.
It is known [22]) that a necessary and sufficient condition that there exists an
undistorted interface between the austenite I and a martensite variant U is that
they differ by a rank-one matrix,
RU− I = b⊗m, for some b, m ∈ R3, R ∈ SO(3). (1.8)
In turn the rank-one relation in (1.8) is satisfied if and only if the middle principle
8stretch of U is unity, by convention denoted as λ2 = 1. In the work of Ball and
James, the relationship between λ2 = 1 and hysteresis was not known.
The value of λ2 depends only on the lattice parameters of both phases, and
can be modified by changing composition. More recently, it has been noticed
that satisfaction of the condition λ2 = 1 dramatically lowers the thermal hystere-
sis of martensitic transformation [7, 26, 12] and also improves the reversibility
of the transformation as measured by the migration of the transformation tem-
perature under cyclic transformation. This behavior is attributed to the removal
of the stressed transition layer between phases that is associated with the crys-
tallographic theory of martensite. In some of the functional materials, such as
NiCoMnSn Heusler alloy systems [8, 27] and vanadium oxides [28], a dramatic
change of magnetization and electric conductivity, respectively, are usually ob-
served accompanying the structural transformation. Evidently, satisfying λ2 = 1
lowers the damage originating in the transition layer for such phase-change mate-
rials during the thermo-magneto-mechanical application cycles.
Tuning λ2 to 1 actually entails a reduction of the number of deformations that
belong to solutions of the crystallographic theory in many cases. This can be seen
in the following way. In general, for λ2 near 1 but λ2 6= 1, the crystallographic the-
ory implies the existence of four solutions per twin system [22], resulting in four
average deformation gradients of twinned laminates that participate in austen-
ite/martensite interfaces. As λ2 → 1, these four solutions converge to four perfect
austenite/single-variant martensite interfaces. However, some of these four also
result from other solutions of the crystallographic theory, because a variant can
belong to many twin systems. In fact, a simple counting exercise shows that the
number of deformation gradients participating in exact interfaces equals the num-
ber of generic twin systems [29]. For example, in a classic cubic to orthorhombic
phase transformation there are 6 variants of martensite, resulting generically in 30
twin systems and 24 (resp., 96) solutions of the crystallographic theory for λ2 . 1
(resp., λ2 & 1). If λ2 = 1 in this case, there are only 30 deformation gradients
corresponding to exact austenite/martensite interfaces.
9Fewer deformation gradients means fewer ways that nontransforming impuri-
ties, defects, triple junctions and precipitates can be accommodated by a growing
austenite/martensite interface. This intuition on the beneficial effects of having
more deformations, which is prevalent in the literature on phase transformations,
is quantified in random polycrystals in [30]. The cofactor conditions were pro-
posed in [11] as a way to achieve compatibility while retaining many solutions
of the crystallographic theory. They consist of three subconditions: (CC1) the
condition that the middle principal stretch of the transformation stretch tensor U
is unity (λ2 = 1), (CC2) the condition a ·U cof(U2− I)n = 0, where the vectors a
and n are certain vectors arising in the specification of the twin system, and (CC3)
the inequality trU2 + det U2 − (1/4)|a|2|n|2 ≥ 2. Together, these conditions are
necessary and sufficient for the equations of the crystallographic theory of marten-
site to be satisfied for the given twin system but for any volume fraction f of the
twins, 0 ≤ f ≤ 1. This provides a possibility for the existence of more but still
compatible deformations for phase transforming materials that can compensate
the local strains caused by the nontransforming defects. If the cofactor condi-
tions are satisfied, there are infinitely many deformation gradients participating
in austenite/twinned-martensite interfaces. As explained in this thesis, in some
cases (Type I or Type II but generally not Compound twins, see Chapter 4), the
second subcondition (CC2) of the cofactor conditions can be simplified and implies
an elimination of the elastic transition layer at the austenite/twinned martensite
interface. Particularly in these cases, the demonstrated advantages with regard
to hysteresis and reversibility of having no transition layer are combined with the
benefits of having a great many deformations. The nature of these benefits with
regard to transformational fatigue are studied in Zn2AuCu alloy system, and will
be discussed in Chapter 5.
As can be seen from the description above, the cornerstone of the geometrically
nonlinear theory of martensite is the transformation stretch matrix. In this thesis
I start with the algorithm for the determination of the transformation stretch
matrix U. Using the concept of Hermite Normal Forms [31], we compute all
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distinct derivative sublattices of a parent phase, one of which is believed to deform
during the transformation. The deformation gradient F is calculated by solving a
set of “mapping” equations between the lattice vectors of the derivative sublattice
and the martensite. The basic principle behind the algorithm is to minimize the
distortion between a suitable sublattice of the austenite phase and a primitive
sublattice of the martensite phase. Then the stretch matrix corresponding to this
distortion is obtained by polar decomposition. Some parts of the algorithm related
to the rounding procedure have not been proven rigorously, but in practice it has
proved to be extremely useful for the determination of transformation stretch
matrices.
In Chapter 3, the thermoelectric system Pb-Sb-Te system is chosen for study
the weak compatibility condition, i.e., the rank-two relation[1] described above.
A typical lattice mismatch between the precipitate Sb2Te3 and the matrix phase
PbTe is 6.2%. Thermoelectric composites with microstructures having small
length scales are expected to exhibit reduced lattice thermal conductivity due
to the scattering of long mean-free-path phonons at interfaces [32]. The rank-two
relation predicts the elongation of the precipitates during their coarsening in a
PbTe matrix [13]. Using the state-of-the-art FIB/SEM technique, all elongated
precipitates are visualized in a 3D box and each of them is fitted by an ellipsoid for
computing the longest direction. The distribution of these elongation directions
agrees with the theory very well.
In Chapter 4, I propose a simplified version of the cofactor conditions for Type
I, Type II and Compound twins/domains. In the special cases of the Type I/II
twins, the satisfaction of the cofactor conditions implies that geometrically the
primitive martensite lattice does not stretch along one of the 2-fold symmetry
axes of austenite. Moreover, in some cases the elastic transition layer between
austenite and laminated martensite is completely eliminated. Like a jigsaw puz-
zle, four pieces of martensite variants and austenite form a triple-junction and a
quad-junction subject to perfect matches by satisfying sets of rank-one relations
across the interfaces. The predicted microstructures are apparently observed in
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the Zn45Au30Cu25 alloy, whose lattice parameters closely satisfy the cofactor con-
ditions for both Type I and Type II cases. In sharp contrast to the traditional
laminated martensite, curved strips as well as coarse single bands of martensite are
revealed by the DIC (Differential Inference Contrast) technique built in the optical
microscope. This alloy shows extremely low hysteresis and enhanced reversibility
even after 16,000 transformation cycles.
Chapter 2
Algorithm for transformation
stretch matrix
2.1 Introduction
The use of martensitic materials in medical devices[33, 16], microelectronics[34,
26], refrigeration and energy conversion systems[35, 36] is widely recognized,
demonstrated and accepted. These materials undergo a reversible solid-to-solid
phase transformation, known as the martensitic transformation, of which the hys-
teresis and reversibility are essential properties that impact the functionality for
application. It has been proven that materials satisfying a set of crystallographi-
cally geometric conditions of compatibility[22], show exceptionally low hysteresis
and a high degree of reversibility[7, 26].
To study the conditions of compatibility, we need to know the transformation
stretch matrix that describes the structural deformation during phase transition[22,
23]. The transformation stretch matrix only depends on the lattice parame-
ters of parent and product phases, which can be calculated by a set of mapping
equations[37] based on the lattice vector correspondences between the two crystal
structures.
For a phase-transforming crystalline solid, structural characterization delivers
12
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the lattice parameters of both phases as well as the lattice vectors describing the
periodicities of both lattices. By X-ray diffraction, one can measure the lattice
parameters for crystals. However there is no simple method to detect the corre-
spondences of lattice vectors before and after the phase transformation. That is,
given a position vector of an atom in austenite, we do not know to which posi-
tion in the martensite lattice it is transformed. Back-reflection Laue Diffraction
method was used [38, 21] to determine the orientation relationships between two
phases for a single crystal. By indexing and comparing the Laue diffraction pat-
terns, the orientational parallelism between the two phases can be characterized.
However, the most of synthesized materials relevant to my work are polycrys-
talline, which are not suitable for the single crystal Laue method. High resolution
transmission electron microscopy(HRTEM) can be applied to capture the lattice
deformation during structural transition [39] within a gain of the polycrystalline
material. In practice, however, this method highly depends on the rationality of
habit plane. Moreover, the lattice correspondences are not unique, especially for
complex structural transitions, i.e. cubic to monoclinic phase transformation.
Because of the aforementioned limitations for determination of lattice vector
correspondences in martensitic transformation, this chapter introduces a general
algorithm by which one can find a proper set of lattice vector correspondences that
gives the smallest distortion due to the structural transformation measured by an
appropriate norm. According to the proper lattice vector correspondences and
lattice parameters, one can directly compute the transformation stretch matrix.
As noted above, some parts of the algorithm are currently heuristic, because
certain cut-offs that are assumed are not known to be large enough.
A starting point in the algorithm is a mathematical description for Bravais
lattices and the classification of their sublattices, whose lattice points are the sub-
set of the original lattice and are arranged in its own periodicity. In section 2.2,
we express multilattices, unit cells and sublattices using matrix operations. Al-
though there are infinitely many sublattices of a Bravais lattice, the choices of
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the sublattices with the fixed size unit cell are finite [31], and these can be enu-
merated using Hermite normal form[40]. We take advantage of this classification
method to present the sublattices of austenite with comparable unit cell size to
the primitive unit cell of martensite. Among these, the algorithm attempts to
choose the one with the smallest distortion. As stated above, the some aspects
of the algorithm are heuristic, but it has proven in many cases to have uncanny
accuracy in accepted cases, and in some cases it has also revealed stretch matrices
exhibiting small distortion that were unknown.
Section 2.3 deals with the determination of the best alignment of lattice vectors
between the two phases. The lattice vectors of sublattices of austenite given by
Hermite normal form, mostly, are subjected to a large lattice invariant shear rel-
ative to the lattice vectors of martensite. The Ericksen-Pitteri neighborhood[23]
offers an idea to confine the sublattice unit cell of austenite so that the energy
functions described above have the symmetries described there. Unfortunately,
there is no quantitative description of the Ericksen-Pitteri neighborhood in the
generality needed here. Therefore, in Section 2.3, to get proposed lattice corre-
spondences, we minimize the total strains caused by lattice misfit between the
sublattice of austenite and the primitive lattice of martensite with respect to all
pre-aligned sublattice vectors. The transformation stretch matrix is directly calcu-
lated from the lattice correspondences and a few well-known examples are shown
in Section 2.24 to verify this algorithm.
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2.2 Description of Bravais lattice and their sub-
lattices
2.2.1 Bravais lattice
A Bravais lattice[23] is an infinite discrete set of points that are integer linear
combination of lattice vectors (e1, e2, e3) in R3,
L(E) = {
3∑
i=1
ein
i : n1, n2, n3 ∈ Z} = {En : n ∈ Z3}1. (2.1)
In the second term of (2.1), the lattice vectors are written as the column vectors
of the matrix E ∈ R3×3, that is E = (e1, e2, e3). We assume that the matrix E
is invertible to avoid degenerate lattices and the metric of such lattice vectors is
C = ETE.
From the definition of Bravais lattice in (2.1), the selection of lattice vectors
is not unique. The fundamental theorem of crystallography (see, e.g., Ball and
James [23, Theorem 2.2]) states that L(E) = L(E¯) if and only if there is a 3× 3
integer matrix L with determinant ±1 such that
E¯ = EL. (2.2)
This theorem introduces a way of basis transformation for a Bravais lattice. All
such transformations satisfying (2.2) form the three dimensional general linear
group:
GL3(Z) = {L ∈ Z3×3 : det L = ±1}. (2.3)
As an example, consider the face-centered cubic (fcc) lattice spanned by
E = (e1, e2, e3) = a0

−1
2
0 −1
2
0 1
2
1
2
1
2
1
2
0
 , (2.4)
1 n is an integer column vector (n1, n2, n2)T.
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where a0 is the lattice parameter and a lattice invariant transformation matrix
L =

1 0 0
0 1 0
−1 −1 1
 , (2.5)
which has |det L| = 1, a new set of lattice vectors is generated by
E¯ = (e¯1, e¯2, e¯3) = EL = a0

0 1
2
−1
2
−1
2
0 1
2
1
2
1
2
0
 . (2.6)
If the coordinates of a lattice point expressed in the basis of E are n = (0, 1, 1)T,
the corresponding coordinates of such a point in the basis of E¯ are
n¯ = L−1n =
(
0 1 2
)T
. (2.7)
Figure 2.1 demonstrates a simple 2D Bravais lattice spanned by two sets of lattice
vectors which are related by a lattice invariant transformation. Both the square
unit in Figure 2.1(a) and the parallelogram unit in Figure 2.1(b) tile the whole
R2×2 space. The sets of their lattice points imply the same periodicity of the
lattice.
When a lattice is not the simple Bravais lattice, we can use basic Bravais
lattice plus base points to express the lattice periodicity, which is the multilattice
description. A multilattice is considered as the union of a finite number of Bravais
lattices originated at different base points. All ordered crystal structures, such
as binary, ternary, quadrary alloys and complex oxides, are multilattices. When
phase transformation occurs in such materials, the change of the whole crystal
structure is equivalent to a homogeneous deformation of all basic Bravais lattices.
Mathematically, a multilattice with k base points is defined as
M(pi; E) = {En + pi; n ∈ Z3,pi ∈ R3, i = 1, ..., k}, (2.8)
which, by observation, follows the same transformation rule as (2.2). Here,
p1, . . . ,pk are the base points. In this scenario, the change of crystal structure
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Figure 2.1: Freedom in choosing lattice vectors for a 2D square lattice. The lattice
vectors (e1, e2) and (e¯1, e¯2) both span this three-dimensional lattice.
during the martensitic transformation can be treated as a linear transformation
F ∈ R3×3 that maps a basic Bravais lattice of austenite to martensite. In order to
compute this linear transformation, we have to introduce the concept of unit cell.
A unit cell of a multilattice M(pi; E) is the region U(E) = {E f : f =
(f 1, f 2, f 3)T ∈ R3, and 0 ≤ f 1, f 2, f 3 < 1}. Without loss of generality, all the
base points p1, . . . ,pk can be chosen to lie in the unit cell, pi ∈ U(E) for all
i = 1, 2, ..., k such that the translations of UM tile R3 and M has the periodic-
ity specified by E. The transformation matrix can be calculated by solving the
“mapping equations” from a suitable unit cell of austenite to the target unit cell
of martensite.
2.2.2 Derivative sublattices from Bravais lattice
Consider a very simple case of a martensitic transformation in 2D. The martensite
lattice lowers symmetry from the austenite shown in Figure 2.2. The size of
martensite unit cell is 4 times greater than that of the austenite unit cell. Based
on the fact that the volume change of martensitic transformation is typically less
than 10% [16], the primitive unit cell of austenite is not corresponding to the
18
m2
m1
e1
e2
Figure 2.2: The primitive lattices of austenite and martensite.
primitive unit cell of martensite in Figure 2.2. So we should not solve for the
transformation matrix F ∈ R3×3 by Fei = mi, i = 1, 2. We need to search a
proper unit cell of austenite, which has similar size as the primitive unit cell of
martensite. In other words, we have to derive a set of sublattices from the basic
lattice in order to approximately match the volume of the primitive lattice of
martensite.
Derivative structures have been used to study the ordering of crystal struc-
tures for magnetism, vacancy and chemical stoichiometry for quite a long time[41,
42, 43, 31]. According to Buerger [41], the original crystal structure is called ba-
sic structure and the structures derived from it by generalization will be called
derivative structures. A derivative sublattice of the basic Bravais lattice is also a
Bravais lattice of the form L(G) which is a special case of derivative structures.
Mathematically, an L(G) is derived from the basic Bravais lattice L(E) by
G = E Ld, where Ld ∈ Z3×3, and |det Ld| > 1. (2.9)
This indicates that the unit cell of derivative sublattice is larger than that of the
basic lattice. The absolute value of determinant of Ld can be used to denote the
size of unit cell for the derivative sublattices relative to the basic lattice. Based
on the previous discussion about the martensitic transformation, our objective
here is to determine a proper derivative sublattice of austenite corresponding
to the structural change, which has the unit cell size to be comparable to the
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primitive unit cell of martensite. However, (2.2) implies the existence of infinitely
many derivative sublattices L(G) with the same unit cell size by lattice invariant
transformation. Therefore, we have to find a good lattice representation by which
all distinct derivative sublattices with a fixed unit cell size can be labeled. Also,
for a given unit cell size this lattice representation has to provide a complete and
finite set of derivative sublattices.
In our case, the Hermite normal form (HNF) [40] is considered as a good
derivative sublattice representation because of the uniqueness of the Hermite de-
composition Newman [40, Theorem II.3]. There are several versions[40, 44, 45, 31]
of the Hermite decomposition, in which I choose the following statement for the
convenience of basis transformation between lattice vectors.
Theorem 1. (Domich et al. [44, Theorem 1.2], Newman [40, Theorem II.3])
Given a square nonsingular matrix B ∈ Zd×d, there exists a unique matrix L ∈
GLd(Z) such that B = HL, the Hermite normal form H is a d×d lower triangular
integral matrix with the same determinant as B satisfying
hji = 0, for j > i
hii > 0, for all i, and
∏d
i=1 h
i
i = det B,
hji ≤ 0, and |hji | < hii for all 1 ≤ j < i ≤ d.
(2.10)
Note that there are a finite number of matrices hji satisfying the conditions
(2.10). The super- and sub-scripts are consistent with our description of the
Bravais lattice using the standard rules of tensor analysis (see (2.10) below). Recall
the sublattice definition by (2.9), the Hermite normal form H of Ld is given by
Ld = HL, (2.11)
for a L ∈ GL3(Z). The decomposition (2.11) is unique due to the Theorem 1.
The sublattice of size |detLd| can be equivalently expressed as
L(G) = L(ELd) = L(EHL) = L(EH). (2.12)
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Above, the third equality follows from (2.2). In index notation that matches the
notation of Theorem 1,
gi = h
j
iej, (2.13)
where G = (g1,g2,g3). According to Theorem 1, every derivative sublattice with
the same unit cell size has a one-to-one correspondence to a finite list of Hermite
normal forms. In the case of 2D square lattice and the rectangular lattice in Figure
2.2, the lattice vectors are E = (e1, e2) and M = (m1,m2) where the unit cell
of the austenite lattice needs to be enlarged 4 times compared to the primitive
unit cell of the martensite lattice. There are 7 distinct derivative sublattices of
the austenite lattice computed by (2.10) with determinant equal to 4 determined
by list of Hermite normal forms given in Theorem 2.10. These are:
H1 =
[
1 0
−3 4
]
, H2 =
[
1 0
−2 4
]
, H3 =
[
1 0
−1 4
]
, H4 =
[
1 0
0 4
]
,
H5 =
[
2 0
−1 2
]
, H6 =
[
2 0
0 2
]
, H7 =
[
4 0
0 1
]
.
(2.14)
The unit cells of these derivative sublattices U(Gi) where Gi = EHi for i =
1, ..., 7 are drawn in Figure 2.3. The size of each of the derivative sublattices is the
same as that of the primitive martensite lattice although some of them suffer quite
a lattice invariant large shear. In fact, at this stage, we have already seen that
U(G1) is the proper sublattice corresponding to the lattice of martensite, however
the sublattice vectors represented by Hermite normal form are not aligned well to
the lattice vectors of martensite. We seek a lattice invariant shear that minimizes
the distortion in the sense specified below. We then compare the result with
accepted lattice vector correspondences. .
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2.3 Optimized sublattice vectors
In general, the size of primitive unit cell of martensite is greater than that of
austenite because of the loss of translational symmetry upon phase transformation
[16]. Let L(M) and L(E) be the primitive lattice of martensite and austenite.
Assume the volume ratio of these two unit cells is
|detM|
|detE| ≥ 1. (2.15)
This is the typical case except in transformations with small distortion. For the
cases of sufficiently small distortion an algorithm is not needed. I am not aware
of cases in which the ratio in (2.15) is significantly less than 1. In any case, for
the purpose of this presentation, we assume (2.15).
The proper sizes considered for derivative lattices of austenite are calculated
by first rounding down the volume ratio to a integer
m =
⌊ |detM|
|detE|
⌋
. (2.16)
We then compute the Hermite normal torms for determinant of m and m+1, which
brackets the measured value. We then generate a list of all distinct sublattice
representations for the basic lattice L(E),
H(m; E) = {G : G = EH,H ∈ HNF, det H = m or m+ 1}. (2.17)
For a derivative sublattice represented by H(m; E), the choice of its unit cell
is not unique, which depends on a lattice invariant transformation L ∈ GL3(Z).
For the martensitic transformation, choosing a proper unit cell for a derivative
sublattice of austenite is important for the calculation of transformation matrix,
since this transformation doesn’t include the large shears of the lattice associated
with plasticity. The proper unit cell that I refer here is the region U(GL), where
G ∈ H(m; E) for some lattice invariant shear L ∈ GL3(Z) so that the set of lattice
vectors GL is closest to M. By solving the “mapping” equations based such
optimized lattice correspondences, one can calculate the transformation matrix.
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For this purpose, we introduce a norm to measure the distance of two Bravais
lattices L(A) and L(B),
(A,B) = ‖ATA−BTB‖. (2.18)
The norm in (2.18) is defined by ‖B‖2 = tr (BBT). For an austenite sublattice
L(G) where G ∈ H(m,E), there exists an L ∈ GL3(Z) such that the distance
between L(G) and L(M) is minimized. In principle, L is calculated by solving
the following minimization problem
min
L∈GL3(Z)
(GL,M). (2.19)
However there is no direct method to do the minimization of (2.19), since GL3(Z)
is an infinite group of integer matrices. Instead of doing the integer minimization,
we replace GL3(Z) by GL3(R) in (2.19) to find a real matrix LR for each G ∈
H(m,E) by
LR = argminL∈GL3(R)(GL,M). (2.20)
For each minimizer LR we define a set A(LR), as the intersection of matrices by
rounding up/down every component of LR and GL3(Z)
A(LR) = {L ∈ GL3(Z) : L = bLRc+ µ, µji ∈ {0, 1}}. (2.21)
By searching every element in A(LR), we can find optimized lattice vectors GLG
where
(GLG,M) = min
L∈A(LR)
(GL,M). (2.22)
Recall that G was fixed. I now repeat this whole procedure for each G ∈ H(m; E)
and I obtain a lattice invariant deformation LG, G ∈ H(m; E), in each case. The
corresponding finite number of deformation gradients are F = M(GLG)
−1, G ∈
H(m; E). I then choose a deformation gradient among these that minimizes
‖FTF− I‖. (2.23)
24
Finally the transformation stretch matrix follows from the polar decomposition of
a minimizing deformation gradient F:
U =
√
FTF. (2.24)
As an illustration, we choose the sublattice L(G1) in Figure 2.3 as an example.
The minimization of (2.20) gives a set of vectors G1LR = (gR1 ,gR2) in Figure
2.4(b), which are closest to the lattice vectors of martensite. Figure 2.4(c) list the
unit cells that span by the lattice vectors G1Li where Li ∈ A(LR), among which
(G1L4,M) = min
L∈A(LR)
(G1L,M). (2.25)
For the case in Figure 2.4, the final optimal lattice vectors are G1L4 and, of course,
U = I in this example.
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2.4 Algorithm
In this section, we give the algorithms to achieve the transformation stretch ma-
trix for a martensitic transformation. The symmetry and lattice parameters for
austenite and martensite are pre-measured by X-ray diffraction, which are used as
our input parameters for the calculation. The main algorithm is described in 2.1,
and the key minimization algorithm is written in 2.2. The minimization of (2.20)
is done using the built-in function fmincon of MATLAB r2012b with Active-Set
optimization algorithm.
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I npu t : ibrava , {pa} , ibravm , {pm}
% ibrava , {pa} = Brava i s l a t t i c e and l a t t i c e pa ramete r s o f
a u s t e n i t e
% ibravm , {pm}= Brava i s l a t t i c e and l a t t i c e pa ramete r s o f
ma r t e n s i t e
E = l a t t i c e v e c t o r s o f ( ibrava , {pa}) ;
M = l a t t i c e v e c t o r s o f ( ibravm , {pm}) ;
m = bdetM/detEc % Volume r a t i o
i n i t i a l i z e Wmin to 1000 , Fsol to i d e n t i t y .
f o r size i n {m,m+ 1}
hlist = the l i s t o f the HNF with de t e rm inan t size
f o r H i n hlist
G = EH
LG = the m in im i z e r o f (GL,M) for L ∈ GL3(Z) %Algor i thm 2 .2
% compute the v a l u e o f (2.23)
FG = M(GLG)
−1
WG = ‖FTGFG − I‖
i f WG < Wmin % Update s o l u t i o n
Wmin = WG
Fsol = FG
end i f
end f o r
end f o r
% Trans fo rmat i on s t r e t c h mat r i x
F = Fsol
[R ] , U = Po la r decompos i t i on o f F
Algorithm 2.1: Get transformation stretch matrix from X-ray results
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I npu t : G , L , E , M , W
% Min im i z a t i on o f (2.20) under the c o n s t r a i n det` = 1
LR = argmin`∈GL3(R)‖(G`)T(G`)−MTM‖
i n i t i a l i z e  to 1000 , Lsol to i d e n t i t y
% Set the round ing bounds f o r LR :
ub = 1 ; lb = 0
% Sta r t s e a r c h i n g the i n t e g r a l mat r i x g i v i n g the c l o s e s t d i s t a n c e
to ma r t e n s i t e l a t t i c e
f o r µ ∈ Z3×3 such tha t lb ≤ µij ≤ ub
Lz = bLRc+ µ
i f detLz = 1 and ‖(GLz)T(GLz)−MTM‖ < 
Lsol = Lz
 = ‖(GLz)T(GLz)−MTM‖
end i f
end f o r
Lmin = Lsol
Output : Lmin
Algorithm 2.2: Get optimal sublattice vectors
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2.5 Examples and discussion
The cubic to orthorhombic martensitic transformation was well studied for its
crystallography and nonlinear transformation strains in many alloy systems such
as AuCd[15], NiTiPd[39] and CuAlNi[19] by Transmission Electron Microscopy
(TEM). Without exception, the lattice correspondences between austenite and
martensite upon structural change in all three alloys systems are
[1 0 1¯]A → [1 0 0]M, [0 1 0]A → [0 1 0]M, [1 0 1]A → [0 0 1]M, (2.26)
in which the subscript “A” and “M” denote austenite and martensite respectively.
Then the transformation stretch matrix can be calculated by solving a set of
“mapping” equations for the three linearly independence lattice correspondences.
In this section, we take the cubic to orthorhombic transformation in AuCu as
an example. We demonstrate how we find the lattice correspondences by our
algorithm, knowing only the space group and lattice parameters for the two phases
from X-ray diffraction. We further find a transformation stretch matrix which can
be compared with these experimental results. Let the lattice vectors for austenite
be
E =
a0
2

1 −1 −1
1 1 −1
1 1 1
 , (2.27)
where a0 = 3.3165A˚[15] and the lattice vectors for martensite be
M =

a 0 0
0 b 0
0 0 c
 , (2.28)
where a = 3.1476A˚, b = 4.7549A˚, c = 4.8546A˚[15]. The volume ratio between the
primitive unit cells of martensite and austenite is
m = 2(abc)/(a30) = 3.9. (2.29)
The algorithm 2.1 generates 212 Hermite normals with regard to size of the deriva-
tive sublattices to be 7 and 8. By the minimization algorithm 2.2, we find that
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the derivative sublattice corresponds to the Hermite normal
H =

1 0 0
−1 2 0
0 0 2
 . (2.30)
The optimized lattice vectors are given by lattice invariant transformation
L =

1 −1 −1
0 −1 0
0 0 −1
 . (2.31)
The deformation gradient
F =

0.9491 0 0
0 −0.7169 −0.7169
0 0.7319 −0.7319
 (2.32)
The transformation stretch matrix
U =

0.9491 0 0
0 1.0244 −0.0106
0 −0.0106 1.0244
 (2.33)
The eigenvalues of U are λ1 = 0.949073, λ2 = 1.01379 and λ3 = 1.03504. The
transformation stretch matrix given by (2.33) and its eigenvalues have the same
the values as what Liberman et al. [15] using the assumption of Bain distortion.
The crystal structures of the austenite and martensite are shown in Figure 2.5.
The green frame implies the unit cell of austenite sublattice based on the lattice
vectors EH using values of (2.27) and (2.30). The blue lattice is the martensite
that is marked by its primitive unit cell.
We test the Algorithm 2.1 in several alloy systems, which are subject to dif-
ferent symmetry change during the solid-to-solid phase transformation. They are
1. Sb2Te3 precipitates in PbTe matrix which undergo a cubic to hexagonal
phase transformation.
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Figure 2.5: Crystal structures for the sublattice of austenite (red lattice) and the
correspondences to the lattice of martensite (blue lattice).
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2. Ni45Co5Mn40Sn10 which undergoes martensitic phase transformation from
fcc to monoclinic.
3. VO2 which undergoes metal-insulator phase transformation from tetragonal
to monoclinic.
4. Zn45Au25Cu30 which undergoes martensitic phase transformation from L21
to monoclinic with 18 layers modulation along c-axis.
Table 2.1 gives the Bravais lattice types and lattice parameters for both phases.
Table 2.2 shows the results of the lattice correspondences and the associated trans-
formation stretch matrices calculated by the Algorithm 2.1.
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Table 2.1: Lattice parameters and associated symmetries of four materials that
are used as examples for determination of transformation stretch matrices.
Parent phase Product phase
Materials Bravais Latt. Latt. Para. Bravais Latt. Latt. Para.
Sb2Te3 [1]
cubic
(face centered)
a0 = 6.430
hexagonal
(primitive)
a = 4.267
c = 30.499
Ni45Co5Mn40Sn10
[8]
cubic
(face centered)
a0 = 5.968
monoclinic
(primitive)
a = 4.405
b = 21.680
c = 5.642
γ = 87.03◦
VO2 [46, 47]
tetragonal
(primitive)
a = 4.554
c = 2.850
monoclinic
(primitive)
a = 5.752
b = 4.526
c = 5.383
β = 122.61◦
Zn45Au25Cu30 [48]
cubic
(L21)
a0 = 6.183
monoclinic
(primitive)
a = 4.559
b = 5.631
c = 39.910
β = 87.5◦
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Chapter 3
A weak compatibility condition
for Widmansta¨tten precipitation
3.1 Introduction
In the previous Chapter, I have shown a way to determine the transformation
stretch matrix for a martensitic material. The algorithm is potentially use-
ful for a variety of solid-to-solid phase transformations, including those with
coherent/semi-coherent phase boundaries. In martensitic phase transformations,
elastic compatibility plays an important role in the hysteresis and reversibility of
the transformation [22, 49, 7, 12]. The condition λ2 = 1, where λ2 is the middle
eigenvalue of the transformation stretch matrix, correlates with low hysteresis and
a high degree of reversibility during the transition [22, 12]. The low hysteresis and
improved reversibility, in turn, has been linked to many useful properties of ma-
terials, such as an improved shape memory effect [7], improved thermal stability
and fatigue properties [26] and efficient energy conversion [8, 36]. However, for
materials that undergo diffusional phase transformations, especially those showing
dislocations at the phase boundaries, the condition of elastic compatibility is not
expected to govern the behavior and properties upon the phase transformation of
the material.
35
36
It is assumed that there still exists a transformation stretch matrix that maps a
unit cell of matrix phase to the corresponding unit cell of the precipitate as long as
they separate by a semi-coherent interface. However, the condition λ2 = 1, equiv-
alent to a rank-one connection between two phases, is not used to determine the
interface. Rather, I propose a weak compatibility condition - a rank-two connec-
tion between the precipitates and matrix phase - which implies that precipitates
grow in some undistorted directions. The weak compatibility condition predicts
that the undistorted directions lie on a cone where the half-cone angle depends on
the eigenvalues of the transformation stretch matrix. Analogous to the martensitic
phase transformation, the symmetry relations between the lattices of precipitates
and matrix phase result in the existence of crystallographically equivalent cone
variants.
In this Chapter, a typical example of the Widmansta¨tten precipitate Sb2Te3
growing in the PbTe matrix is chosen to verify the postulate, which is the one
of the most common candidates for the application of thermoelectric materials.
The crystal structures are determined by X-ray diffraction measurement and the
undistorted directions of the precipitates are critically examined by the slice-and-
view method of Scanning Electron Microscopy imaging (SEM) combined with
a Focused Ion Beam (FIB) sectioning [50]. For those being strongly elongated
ones, their normalized elongation directions are calculated from the reconstructed
3D pixelated image of the target sample cube. By comparing the orientation
distribution of the elongated directions in 3D with the theoretically predicted
cones, we can quantify the agreement between the weak compatibility theory
with the experimental data. At the end of this Chapter, I will discuss the shape
of cross-section perpendicular to the elongated direction based on the Eshelby
calculation, which indicates that the precipitate is flattened in certain direction
normal to the axis of elongation. This prediction is useful because the alignment
of the precipitates and the quality of interfaces affect the thermal conductivity
of the thermoelectric composites [51]. The reduction of the thermal conductivity
results in high ZT value due to the scattering of long mean-free-path phonons at
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interfaces, where ZT is the quality measure of a thermoelectric device [51].
3.2 Characterization of the geometry of the pre-
cipitates
The alloy with nominal composition of Pb2Sb6Te11 was prepared by inductive
melting method. At 582 ◦C the alloy decomposes into two phases Sb2Te3 and
PbTe by unidirectional solidification [13]. On continued cooling to 450 ◦C, and
annealing for 4 days, Widmansta¨tten precipitate Sb2Te3 continuously separates
out from the matrix PbTe [13].
The PbTe/Sb2Te3 sample was prepared for study using a dual beam and fo-
cused ion beam scanning electron microscope (DB FIB/SEM) with serial section-
ing as described in detail in [50]. The bulk sample was placed at the eucentric
point of the stage where the Ga+ ion and electron beams converge. A 5µm × 5µm
×5µm sample box surrounded by a U-shaped open region was defined by etching
with Ga+ ions. During this preliminary excavation, the first surface to be im-
aged was protected by a Pt coating. Subsequently, the box was sliced by etching
with focused Ga+ ions, each slice having a thickness of 25nm, for a total of 200
slices. The slices were viewed sequentially by optimized secondary electron (SE)
imaging. The precipitates showed good contrast on the freshly exposed surfaces,
making pixelization easy. The three dimensional microstructure of the whole box
was reconstructed as shown in Figure 3.1.
As seen in Figure 3.1, the larger precipitates were flattened and elongated
in certain directions, while small ones were flattened and disk-like. In order to
quantify the shape for further analysis, we fit the shapes of a subset of precipitates
to ellipsoids in the following way. For each chosen precipitate we first identified
the pixels on the boundary of the precipitate, labeled by position vectors xi,
i = 1, 2, . . . , ν. Denoting the mean position by x¯ =
1
ν
∑ν
i=1 xi, we constructed a
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Figure 3.1: 3D microstructures of Sb2Te3 precipitates in a (5µm)
3 sample box.
(Reproduced with permission [1] c© 2011 Elsevier)
positive-definite symmetric tensor B using the formula
B =
3
ν
ν∑
i=1
(xi − x¯)⊗ (xi − x¯) (3.1)
The ellipsoid given by the equation (x − x¯) · B−1(x − x¯) = 1 then gives an
approximate representation of the precipitate. Equivalently, the set of points of
the form Vx + x¯ where |x| = 1 and V = √B describes the same ellipsoid1 .
The unit eigenvector corresponding to the largest eigenvalue of B (or V) is used
below to define the direction of elongation. B was calculated for all precipitates
spreading over the reconstructed sample box in Figure 3.1. The corresponding
directions of elongation of those with longest axis three times greater than the
second longest axis are plotted in Figures 3.2(a) and 3.2(b) below. As a direct
result of this, the volume fraction and area per volume for the precipitates were
precisely evaluated by one-point statistics, more details in section 3.4.
1 V is the unique positive-definite tensor satisfying V2 = B.
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(a)
(b)
Figure 3.2: (a) The four crystallographically equivalent cones together with elon-
gation directions for the 182 precipitates in the sample box. (b) Histogram of
angles that deviates from the half-cone angle ψ for all collected precipitates. (Re-
produced with permission [2] c© 2012 John Wiley and Sons)
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3.3 The Weak Compatibility Condition
For a precipitation process with an almost coherent phase boundary, a positive
definite symmetric stretch tensor U is used to relate the lattices of the precipitates
and matrix phase. In the case of Sb2Te3 precipitating from PbTe matrix, the
crystal structure of the matrix phase is face-centered cubic (fcc) and the crystal
structural of the precipitates is hexagonal. Let M(xTe; em1 , em2 , em3 ) = {xTe +
νji e
m
j : ν
j
i ∈ integers} be the tellurium sublattice of PbTe matrix phase and
P(xTe; ep1, ep2, ep3) = {xTe + µjiepj : µji ∈ integers} be the tellurium sublattice of
Sb2Te3 with the same base position xTe ∈ R3. Using the algorithm 2.1 in section
2, the resulting deformation can be described as follows: every 6th stacking layer
of (111)fcc PbTe is translated along its normal to coincide with a (001)hex plane,
and shrunk equally on two orthogonal directions in the (111)fcc PbTe plane, Figure
3.3. The sub-lattice correspondences between fcc and hexagonal are:
(2a0; 2a0; 2a0)fcc → (0; 0; z1c)hex
(−a0
2
;
a0
2
; 0)fcc → (a
2
;−
√
3a
2
; 0)hex
(0;
a0
2
;
a0
2
)fcc → (a
2
;
√
3a
2
; 0)hex
(3.2)
Referred to an orthonormal basis parallel to the cubic axes of PbTe, the transfor-
mation stretch matrix is
U =

2λ1 + λ3 λ3 − λ1 λ3 − λ1
λ3 − λ1 2λ1 + λ3 λ3 − λ1
λ3 − λ1 λ3 − λ1 2λ3 − λ1
 (3.3)
where λ1 = λ2 =
√
2a
a0
= 0.938269, λ3 =
z1c
2
√
3a0
= 1.07786 and a0 = 6.429997A˚,
a = 4.2665024A˚, c = 30.498837A˚, z1 = 0.78719A˚ from X-ray diffraction. We note
that U describes the stretch of the PbTe lattice. There is expected also to be
a superimposed rigid rotation of the PbTe lattice. This rigid rotation is partly
determined by the compatibility condition formulated below.
41
By symmetry, the elongation shown in Figure 3.3 can occur along any of the
family of {111}PbTe directions.
Figure 3.3: The hypothesized transformation stretch maps the Te sublattice of
PbTe (red) to a corresponding sublattice of Sb2Te3 (green) by elongation along
[111]PbTe (Reproduced with permission [1] c© 2011 Elsevier)
Theorem 2. Given two lattices related by a positive definite symmetric stretch
matrix U having ordered eigenvalues λ1 ≤ λ2 ≤ λ3, a necessary and sufficient
condition for the existence of an undistorted direction is that the stretch tensor U
has the smallest eigenvalue less than 1 and the largest eigenvalue greater than 1.
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Instead of RU − I being a rank-one matrix a ⊗ n for the coherent phase
transformation, we explore the condition that it is a rank-two matrix,
RU− I = a1 ⊗ n1 + a2 ⊗ n2 (3.4)
for some vectors a1, n1, a2, n2 and a certain rotation R ∈ SO(3). In terms of
matching for the two lattices represented by U and I, the condition 3.4 implies that
the distorted lattice U, after certain rotation, can fit exactly the undistorted lattice
along a direction e. The vectors n1 and n2 can be chosen as any two orthonormal
direction without loss of generality, and perpendicular to the undistorted direction
e. The vectors a1 and a2 measure the shear in the planes spanned by n1, e and
n2, e, respectively. An equivalent condition to the rank-two condition in 3.4 is
that there exists a unit vector e such that
RUe = 1, (3.5)
for some R ∈ SO(3) if and only if the largest and smallest eigenvalue of U satisfy
λ1 ≤ 1 ≤ λ3. Here e · n1 = e · n2 = 0. Under such a weak compatibility
condition there is necessarily an elastic transition layer or discontinuities at the
phase boundary, across which the deformation y(x) : Ω→ R3 where Ω denotes the
domain of the undistorted body before the phase transformation is not continuous.
The latter indicate the presence of interface dislocations at atomic level, which
are seen in the present alloy [52].
Another remark is that if (3.5) holds for some e as discussed above, the rotation
R is not unique. Geometrically, the axis of R must be on a plane that bisects
e and Ue but it can be any vector on that plane. In the generic case Ue ∦ e
there is clearly one parameter of freedom of R. A convenient way to quantify
this nonuniqueness is to observe that if a rotation R satisfies RUe = e, then so
does RθR, where Rθe = e and Rθ has angle of rotation θ. Later, we will have to
determine θ by energy minimization.
There is also nonuniqueness of the undistorted direction. Supposing that the
ordered eigenvalues of U satisfy λ1 ≤ 1 ≤ λ3 so there is at least one undistorted
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direction, then the set of solutions |e| = 1 of |Ue| = 1 lies on a (possibly distorted)
cone. This is easiest to see geometrically. The set of points of the form Uv, |v| =
1, is an ellipsoid, the strain ellipsoid of U. The condition |Ue| = |e| = 1 says
that there is a point on this ellipsoid with length 1. The set of all such points is
the intersection of the ellipsoid with the unit sphere, which is clearly a distorted
cone (This can be proved analytically, and the equation of the cone determined).
In the degenerate cases λ3 = 1 > λ2 or 1 = λ1 < λ2 the intersection of the cone
with the sphere degenerates to two points.
In the case of the U given in (3.3), the solutions of e lie on the cone with a
circular base because U has two equal eigenvalues λ1 = λ2, which can be written
as
U = λ1I + (λ3 − λ1)e1 ⊗ e3, e3 = 1√
3
[111]. (3.6)
The half angle of the cone is calculated by (3.7),
ψ = arccos(±
√
1− λ21
λ23 − 1
) = 49.30◦. (3.7)
The ratio of the number of elements in the symmetry group of parent phase to that
of the produced phase implies crystallographically equivalent variants contributing
the same strain status as U [22, 37]. For example, there are 24 symmetry elements
in cubic PbTe matrix phase while 6 symmetry elements in hexagonal Sb2Te3, thus
there exist 24/6 = 4 cone variants with the same half cone angle ψ but different
cone axes [111], [1¯11], [11¯1], [111¯].
3.4 Statistical Results
From the reconstructed 3D sample box shown in Figure 3.1, we determine their
directions of elongation by the method described after equation (3.1), and plotted
these principal axes in Figure 3.2(a). On the same figure we plot a cone with the
half-angle ψ = 49.30◦ calculated from the weak compatibility condition. The axes
of the cones are allowed to vary so as to give a best fit to each of the directions
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of elongation. This axis is in principle known from the stretch matrix U, but was
not measured2 accurately in the experiment.
We can identify the volume fraction as the ratio of the total number of points
occupied by precipitates and that of all points in the sample box, which is 8.3%.
Another characterization factor for this thermoelectric composite - Widmansta¨tten
Sb2Te3/PbTe matrix is the area per volume in unit of µm
−1. We directly calcu-
late it by the reconstructed 3D data. Compare with the area per volume from 0.5
to 1.8µm−1 calculated by stereological relations converted from a set of 2D SE
images by [13], our direct calculation gives 0.68µm−1. We use position vectors xJi
Figure 3.4: The distribution of the length along the elongation direction for all
collected precipitates. (Reproduced with permission [2] c© 2012 John Wiley and
Sons)
to express the surface points of the J th precipitate, where i = 1, 2, ..., νJ . νJ is the
total number of the surface points for J th precipitate with the average position
2 A measurement of this axis would involve a determination of the absolute orientation of
appropriate crystal axes of the matrix phase relative to the edges of the excavated box.
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given by x¯J = 1
νJ
∑
xJi . B
J given by (3.1) is used to fit the J th precipitate. Thus
the unit eigenvector vJ associated with the largest eigenvalue of BJ is considered
to be the elongation direction. The histogram of the length along elongation di-
rections of precipitates all over the sample box is shown in Figure 3.4. The length
distribution is asymmetric and concentrated at 240 nm. It is of more interest
whether the distribution of the elongation directions agrees with the prediction
by the weak compatibility condition after extending the statistical sampling.
Among all collected data, we rule out those whose longest axis is shorter than
twice of its second longest one. Nearly 180 precipitates are used to compare
with the cones that have been calculated by the method above. Figure 3.2(a)
shows the elongation directions and their comparison with predicted cones with
the half-cone angle 49.30◦. Figure 3.2(a) also reveals that there exists a main
cone which attracts most of the precipitates. This distribution partition might be
due to the interactions between the stress fields generated by nearby precipitates.
Otherwise, temperature gradients, gravity fields or residual stresses from previous
water quenching are possible influences that may force the precipitates to be
aligned in a certain spatial range. The histogram of angles between the elongation
directions of measured precipitates and their nearest cone axes is shown in Figure
3.2(b). In the whole sample space, there are no precipitates found lower than 35◦
or greater than 70◦. Without omitting any precipitates, this histogram is fitted
by a Gaussian distribution. The standard deviation is 5.6◦ and the mean value is
48.13◦ while the theoretical predicted half-cone angle ψ = 49.30◦. This statistical
result convinces that the elastic compatibility, still, plays an important role in
diffusional phase transformations, but in a weaker way.
3.5 Analysis of the shapes of precipitates
We now explore the detailed shapes of the precipitates using linearized elasticity
theory. This has the advantage of allowing methods of Eshelby [53] to be used, but
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the disadvantage of losing some accuracy due to its inherent geometric approxima-
tions. However, geometric linearization does preserve the rank-two compatibility
condition in the following sense: |Ue| = |e| linearizes3 to e ·Ee = 0, where E is
the infinitesimal strain tensor.
The use of linearized elasticity is justified under the approximation that the
deformation gradient is near I, which in the present situation implies that |RU−I|
is small. This has implications for the rotation R, which is not unique as discussed
in the previous section. To examine this freedom, note that a natural choice of R
has axis parallel to Ue × e. Let R be the rotation with axis parallel to Ue × e
that satisfies RUe = e. The rotation is not unique, and RθRUe = e also holds,
as long as Rθ has axis e. We claim that the choice of θ that best justifies the
linearized theory, that is, that minimizes |RθRU − I|, is the choice θ = 0, i.e.,
Rθ = I. That follows because by direct calculation,
|RθRU− I| =
√
1 + 2λ21 + λ
2
3 − 2λ1(1 + λ3) cos θ, (3.8)
which is minimized at θ = 0. The condition θ = 0 also has the pleasing inter-
pretation from nonlinear theory that the maximum deformation of points in the
reference cubic lattice to their positions in the deformed lattice is minimized.
For the purpose of linearized theory we make the obvious choice of eigenstrain
E? = U− I. (3.9)
Eshelby’s method [53] delivers an exact solution of the equations of linearized
elasticity for an ellipsoidal inclusion Ω in an infinite medium, satisfying continuity
of displacement and traction at the boundary of the inclusion. On the inclusion
the stress-strain law is σ = C (E− E?), while outside the inclusion it is σ = CE,
where C is the (fourth order) elasticity tensor of the material. Eshelby’s way [53] of
explaining the solution in a physical sense is to imagine cutting out the ellipsoid Ω
from the reference configuration, to allow it to strain to a stress-free state with the
3 Write U = I+E, substitute into the condition e ·U2e = |e|2, and neglect terms of order
|E|2.
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eigenstrain E?, to force it back into the matrix satisfying displacement continuity,
and to allow both the inclusion and surrounding matrix to relax. A necessary
condition is that the final stress and strain on the inclusion are constants. Since
the problem is linear and the strain on the inclusion vanishes when the eigenstrain
vanishes, the strain on the inclusion can be expressed
EI =
1
2
(∇u +∇uT ) = SE? on Ω. (3.10)
The fourth order tensor S is known as the Eshelby tensor. It only depends on the
elastic constants and Ω, and it takes a relatively simple form in the orthonormal
basis of eigenvectors of Ω for isotropic materials [54]. The stress on the inclusion
is σI = C (SE? − E?). The total energy of the inclusion and its exterior also
assumes the simple algebraic form
−vol(Ω)
2
σI · E? = vol(Ω)
2
E? · C (E? − SE?). (3.11)
In the absence of measurements of the full set of elastic moduli of either phase
we chose the simple isotropic form. For the calculations below we used the moduli
estimated from the related thermoelectric PbTe doped with PbS [55]: Young’s
modulus E = 40GPa, and Poisson’s ratio ν = 0.26. We did each calculation of
energy given below in the basis of principal axes of the ellipsoid, in which the
Eshelby tensor only depends on the elastic moduli and two eccentricities k1 =
a1/a3 and k2 = a2/a3 where a1, a2, a3 are the lengths of the principal axes, with
a3 the long principal axis, which was always taken to be in the direction e.
We first examined the effect of orientation of the ellipsoid. We rotated the
principal axes of the ellipsoid around its (fixed) long axis by angles 0◦, 45◦, 90◦,
135◦, 180◦, 225◦, 270◦, 315◦ measured from Ue×e. For each such angle we plotted
the total energy (divided by vol(Ω)) as a function of the two eccentricities k1 and
k2. The results are shown in Figure 3.5. The eccentricities were taken to be in
the domains 0 < k1 ≤ 1 and 0 < k2 ≤ 1. Experiments with larger values of k1, k2
always resulted in higher energies, consistent with the hypothesis that the long
axis was E, as assumed. The graphs at 90◦, 270◦ are symmetry related to the
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Figure 3.5: Contour plot of linearized energy density with respect to its eccentric-
ities at different orientation of the ellipsoid about the e axis. (Reproduced with
permission[1] c© 2011 Elsevier)
graphs at 0◦, 180◦, respectively, the symmetry transformation being the exchange
of the principal axes 1 and 2 of the ellipsoid. The lowest energy among all the
plots is found very close4 to k1 = k2 = 0 in the 0
◦, 180◦ plots (and by symmetry
in 90◦, 270◦). This suggests the predominance of the needle-like shapes. However,
there is considerable asymmetry in these plots for small but nonzero values of k1
and k2, suggesting also flattening.
These results suggest that interfacial energy is also playing a role, both pre-
venting the growth of extremely elongated needles and possibly also significantly
affecting the shapes of small precipitates. Hence we consider both elastic energy
and interfacial energy. Denoting the elastic energy (divided by vol(Ω)) determined
above at angle 0◦ by φ(k1, k2), we now consider a total energy
E(k1, k2) = φ(k1, k2) + γA(k1, k2) (3.12)
4 The fact that it does not occur precisely at k1 = k2 = 0 is very likely due to discretization
error associated to needle-like ellipsoids.
49
where A(k1, k2) denotes the surface area of the ellipsoid divided by vol(Ω), and γ
is the interfacial energy per unit area.
Figure 3.6 shows the total free energy density E of different precipitates and
their corresponding shapes at three different volumes, 8.157 µm3, 2.237 µm3 and
0.0210 µm3. To do this calculation a particular value of γ was needed and this was
adjusted to give reasonable agreement with the shapes seen in the reconstruction
above at the corresponding volumes. The interfacial energy constant that gives
the shapes in Figure 3.6 is 250 dyn/cm2. There seems to be a bit more flattening
seen in the reconstructed shapes. This could be attributed to elastic or interfacial
anisotropy which was not included, the differing elastic tensors of the two phases,
a possible lack of coherence that is necessarily assumed by the Eshelby method,
or errors due to geometric linearization.
3.6 Conclusion
In summary, we systematically measured and calculated the directions of elonga-
tion, and the longest length of a large collection of Sb2Te3 precipitates spread out
all over the sample box. The volume fraction of precipitates and the area per vol-
ume were precisely calculated by one point statistics. The length distribution is
asymmetric. The orientations of those elongated precipitates lie on the four cones
predicted by the eigenvalues of the transformation stretch matrix. The histogram
of angles between the elongation directions and their nearest cone axis shows a
good agreement with the theory. The orientation dependences on the weak com-
patibility lead us to seek a proper way to do heat treatment under stresses. The
partition of elongation directions indicates the influences of external elastic fields
that can be used to align the precipitates against heat flow, which is preferred for
most thermoelectric materials. The shapes are also compared to an Eshelby cal-
culation that uses geometrically linear theory and full coherence. This comparison
suggests an interfacial energy of 250 dyn/cm2 and a transition from a flattened
disk to elongated flattened needle as the precipitate grows larger.
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Figure 3.6: Total elastic plus interfacial free energy contours as a function of the
eccentricities k1 and k2 and at three volumes 8.157 µm
3, 2.237 µm3 and 0.0210
µm3 (top). The shapes of the energy minimizing ellipsoidal precipitates in each
case (bottom). (Reproduced with permission [1] c© 2011 Elsevier)
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Any influence that changes the deformation gradient matrix will change the
cone. The natural choice is stress. An estimate of how stress changes the lattice
parameters of the two phases is needed for a quantitative analysis.
Chapter 4
Cofactor conditions: conditions of
compatibility between
austenite/martensite
4.1 Introduction
In this Chapter, we discuss the strongest conditions of compatibility, the cofactor
conditions, for materials undergoing martensitic phase transformation. The sat-
isfaction of the cofactor conditions implies that the twinned martensite variants
are compatible with the austenite phase for any volume fraction between 0 and 1.
Furthermore, the cofactor conditions can be simplified into different formats for
Type I, Type II and compound twins. If the cofactor conditions are satisfied for
Type I twin, the elastic transition layer between austenite and twin laminates can
be eliminated completely for half of the solutions to the crystallographic equations
of martensite. If the cofactor conditions are satisfied for Type II twin, the austen-
ite/martensite interfaces are parallel to the twining plane for all volume fractions
of twin laminates. If the cofactor conditions are satisfied for compound twin, the
deformation of martensite becomes a plane strain. This chapter also discusses
the implications of microstructure for martensite with satisfaction of the cofactor
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conditions in different twin systems. At the end, the linearized version of the
cofactor conditions is studied.
4.2 Geometrically nonlinear theory of marten-
site
The cofactor conditions arise as degeneracy conditions in the crystallographic the-
ory of martensite, but they have wider implications for the existence of energy
minimizing microstructures within the geometrically nonlinear theory of marten-
sitic transformations. Thus we present a brief summary of the parts of the theory
that are needed in this paper. As general references we cite [37, 10, 22].
The domain Ω ⊂ R3, interpreted as a region occupied by undistorted austenite
at the transformation temperature, serves as reference configuration for deforma-
tions y : Ω → R3 arising from transformation or elastic distortion. The total
energy of an unloaded body subjected to a deformation y : Ω→ R3 at a temper-
ature θ is given by ∫
Ω
ϕ(∇y(x), θ) dx. (4.1)
The Helmholtz free energy per unit reference volume, ϕ(F, θ), depends on the
deformation gradient F ∈ R3×3+ and the absolute temperature θ > 0. This en-
ergy density can be related to atomistic theory by the Cauchy-Born rule [25].
In this scenario F is interpreted as a linear transformation locally mapping a
Bravais lattice representing undistorted austenite to the martensite lattice. If the
austenite is represented by a complex lattice consisting of the union of several Bra-
vais lattices, all having the same lattice vectors but having different base points
a1, . . . , am, the appropriate version of the Cauchy-Born rule – the weak Cauchy-
Born rule in the terminology of [29] and [24] – gives an energy density of the form
ϕˆ(F, am − a1, . . . , a2 − a1, θ). In that case the free energy density given above is
defined by
ϕ(F, θ) = min
s1,...,sm−1
ϕˆ(F, s1, . . . , sm−1, θ). (4.2)
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The free energy density ϕ is frame-indifferent, ϕ(RF, θ) = ϕ(F, θ) for all θ >
0, R ∈ SO(3) and F ∈ R3×3+ , and its energy-well structure is restricted by condi-
tions of symmetry which are not repeated here.
The result is that there is a set of transformation stretch matrices U1, . . . ,Un,
each in R3×3+sym, that are related by symmetry, Ui = QiU1QTi , i = 1, . . . , n, where
P = {Q1, . . . ,Qn},Qi ∈ O(3) is the point group of undistorted austenite at θc.
U1, . . . ,Un define the energy wells of the variants of martensite. That is, there is
a transformation temperature θc such that
ϕ(U1, θ) = · · · = ϕ(Un, θ) ≤ ϕ(F, θ), θ ≤ θc. (4.3)
The matrices Ui = QiU1Q
T
i , i = 1, . . . , n depend weakly on temperature, due to
ordinary thermal expansion, but this dependence is suppressed.
For θ = θc, the identity I, representing the austenite, is also a minimizer:
0 = ϕ(I, θc) = ϕ(U1, θc) ≤ ϕ(F, θc). (4.4)
Without loss of generality we have put the minimum value of the energy at θc equal
to zero. As θ is increased from θc the austenite well persists, but it is perturbed
slightly away from I due again to ordinary thermal expansion. U1, . . . ,Un also can
be continued as local minimizers of the energy density for θ > θc. While there are
various obvious generalizations of our results, in this paper we nominally discuss
energy minimizers and minimizing sequences at θc. In summary, the full set of
minimizers of the free energy density ϕ at θc includes
SO(3)I ∪ SO(3)U1 ∪ · · · ∪ SO(3)Un (4.5)
for given symmetry-related tensors U1, . . . ,Un in R3×3+sym. To avoid degeneracy we
assume that I,U1, . . . ,Un are distinct.
4.2.1 Twins and domains
Accounting for frame-indifference, the equation of compatibility for two variants
of martensite is
RˆUi − R¯Uj = a⊗ n, (4.6)
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which is to be solved for Rˆ, R¯ ∈ SO(3) and a,n ∈ R3. Without loss of generality,
we can put R¯ = I and j = 1. The former is accomplished by premultiplying (4.6)
by R¯T (corresponding to an overall rigid rotation) and suitably redefining Rˆ and
a. The latter is accomplished by subsequently pre- and post- multiplying (4.6) by
Qj, . . . ,Q
T
j and using the symmetry relations above. Thus we consider
RˆUi −U1 = a⊗ n. (4.7)
To recover the general case (4.6) we multiply (4.7) by Qj, . . . ,Q
T
j and then pre-
multiply by an arbitrary R¯ ∈ SO(3) and make the obvious notational changes.
Because of results given in the Appendix and described in the following para-
graphs, it is seen that the details of symmetry relations, the number of variants,
point groups, etc., do not play a direct role in the analysis. So we simplify the
notation. Let U = U1 ∈ R3×3+sym and Uˆ ∈ R3×3+sym. Let Rˆ ∈ SO(3), a,n ∈ R3 satisfy
RˆUˆ−U = a⊗ n. (4.8)
It is known that the solutions of the equation of compatibility (4.8) between
martensite variants can be classified into five types: Type I, Type II, Com-
pound, non-conventional but generic and non-generic twins. The terminology
non-generic twins and non-conventional twins was introduced by Pitteri and Zan-
zotto [29, 56] in the context of cubic to monoclinic transformations. Briefly, Type
I/II twins are the well-known solutions generated by a two-fold Q ∈ P such that
Uj = QU1Q
T 6= U1. Compound twins are possible when there are two distinct
two-fold transformations relating Uj and U1 and can be considered as both Type I
and Type II simultaneously. Non-conventional twins are solutions of (4.8) that are
not generated by a two-fold transformation in P but that persist under arbitrary
small perturbations of U1, and non-generic twins are solutions of (4.8) that do
not persist under arbitrary small perturbations of U1 and therefore can be consid-
ered as associated to special choices of the lattice parameters. Both non-generic
and non-conventional twins do not in general have a mirror symmetry relation
across the interface. Or, more precisely, if atom positions on each side of interface
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are constructed using the Cauchy-Born rule and non-generic or non-conventional
solutions of (4.8), then generally there will be no mirror symmetry relating the
atom positions across the interface. Noticing this fact from a purely experimental
viewpoint in LaNbO4, Li referred to these structures as “domains” rather than
twins in his thesis [49].
In the Appendix we show that all solutions of (4.8) can be expressed in a
common form by simple formulas. In particular, these formulas include Types
I/II, Compound, non-conventional and non-generic twins, as well as cases that
may occur with other symmetries that have not yet been classified. Our analysis
of the cofactor conditions below relies only on the presence of these formulas, so
we use this framework below. Our formulas have the same form as for Type I/II
twins with an associated two-fold rotation (which is given by an explicit formula),
but this two-fold rotation is not generally in P . For this reason we here use
the terminology of Li and call these general solutions Type I domains and Type
II domains (see also the case of Compound domains defined below). It can be
seen from the Appendix that these domains are twins with respect to a mythical
symmetry, not the symmetry of lattices of austenite and martensite consistent
with the framework above.
The analysis, under the hypotheses on U, Uˆ given above, that all solutions of
(4.8) (and therefore of (4.6)) are Type I, Type II or Compound domains is given
in the Appendix. The proposition given there implies that if Rˆ, a,n satisfy (4.8),
then there is a unit vector eˆ such that
Uˆ = (−I + 2eˆ⊗ eˆ)U(−I + 2eˆ⊗ eˆ), (4.9)
and it therefore follows by standard results (see [37]) that there are two solutions
(RI , aI ⊗ nI) and (RII , aII ⊗ nII) of (4.8) given by
Type I nI = eˆ, aI = 2(
U−1eˆ
|U−1eˆ|2 −Ueˆ),
Type II nII = 2(eˆ− U
2eˆ
|Ueˆ|2 ), aII = Ueˆ.
(4.10)
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Following this specification of aI ⊗ nI and aII ⊗ nII , the corresponding rotations
RI and RII can be calculated from (4.8). Note that by changing a → ρ a and
n → (1/ρ)n, ρ 6= 0, we do not change a ⊗ n, so these individual vectors are not
uniquely determined by the solution. This situation occurs widely below, and so
statements about uniqueness or numbers of solutions always refer to the diadic
a⊗n rather than the individual vectors. This observation can be used to normalize
n, up to ±, but we do not do that in this paper.
As seen from Corollary 15 of the Appendix, there are cases in which U and Uˆ
are related as in (4.9) by two nonparallel unit vectors eˆ1, eˆ2. This apparently gives
rise to four solutions of (4.8) via (4.10), but these solutions cannot be distinct due
to the fact that there are at most two solutions Rˆ, a⊗n of (4.8) according to Prop.
4 of [22]. One solution can be considered Type I for eˆ1 and Type II for eˆ2 and
the other is Type II for eˆ1 and Type I for eˆ2. In the conventional cases of twins,
these degenerate solutions are interpreted as Compound twins. Corollary 15 and
(4.10) show that the same situation can arise in the general case of the Appendix.
Therefore we use the following terminology throughout the rest of this paper. We
call the solutions given in (4.10) Type I/II domains in the case that there is one
and only one unit vector eˆ satisfying (4.9) (up to ±) and aI⊗nI/aII⊗nII is given
by the first line/second line of (4.10). In cases where there are two nonparallel unit
vectors satisfying (4.9), we call the resulting pair of solutions Compound domains.
Compound domains are characterized below.
Proposition 3. (Compound domains) Assume that U ∈ R3×3+sym. Let |eˆ1| = 1
be given, define Uˆ = (−I + 2eˆ1 ⊗ eˆ1)U(−I + 2eˆ1 ⊗ eˆ1) and suppose Uˆ 6= U.
There is a second unit vector eˆ2, not parallel to eˆ1, satisfying Uˆ = (−I + 2eˆ2 ⊗
eˆ2)U(−I + 2eˆ2 ⊗ eˆ2) if and only if eˆ1 is perpendicular to an eigenvector of U. In
the case that eˆ1 is perpendicular to an eigenvector of U, eˆ2 is unique up to ± and
is perpendicular to both eˆ1 and that eigenvector.
Supposing that eˆ1 is perpendicular to an eigenvector |v| = 1 of U (6= Uˆ) and
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eˆ2 = v × eˆ1, then the two solutions a1C ⊗ n1C , a2C ⊗ n2C of (4.8) can be written
n1C = eˆ1, a
1
C = ξUeˆ2, where ξ = 2
eˆ2 ·U−2eˆ1
eˆ1 ·U−2eˆ1 ,
n2C = eˆ2, a
2
C = ηUeˆ1, where η = −2
eˆ2 ·U2eˆ1
eˆ1 ·U2eˆ1 . (4.11)
Proof. Suppose eˆ1 ·v = 0 for some |v| = 1 satisfying Uv = v. Define eˆ2 = eˆ1×v
so that eˆ1, eˆ2,v = 0 is an orthonormal basis. Then, (−I+2eˆ1⊗eˆ1)(−I+2eˆ2⊗eˆ2) =
−I + 2v ⊗ v. Since (−I + 2v ⊗ v)U(−I + 2v ⊗ v) = U, we have
(−I + 2eˆ2 ⊗ eˆ2)U(−I + 2eˆ2 ⊗ eˆ2) = (−I + 2eˆ1 ⊗ eˆ1)U(−I + 2eˆ1 ⊗ eˆ1). (4.12)
Conversely, if there are two nonparallel unit vectors eˆ1, eˆ2 satisfying (4.12),
then by Corollary 15 of the Appendix, eˆ1 · eˆ2 = 0. Let v = eˆ1× eˆ2, so that |v| = 1
and (−I + 2eˆ1 ⊗ eˆ1)(−I + 2eˆ2 ⊗ eˆ2) = −I + 2v ⊗ v. Hence it follows from (4.12)
that (−I + 2v⊗v)U(−I + 2v⊗v) = U. Operating the latter on v it is seen that
v is an eigenvector of U, so eˆ1 is perpendicular to an eigenvector of U.
Suppose that eˆ1 is perpendicular to an eigenvector |v| = 1 of U and eˆ2 = v×eˆ1.
Then Uˆ := (−I+2eˆ1⊗eˆ1)U(−I+2eˆ1⊗eˆ1) = (−I+2eˆ2⊗eˆ2)U(−I+2eˆ2⊗eˆ2) 6= U,
so that there are by (4.9) and (4.10) apparently four solutions of (4.8): a1I ⊗ n1I ,
a1II ⊗n1II based on eˆ1 and a2I ⊗n2I , a2II ⊗n2II based on eˆ2. By Prop. 4 of [22] these
must reduce to two. This can happen in two possible ways:
a1I ‖ a2II , n1I ‖ n2II , a1II ‖ a2I , n1II ‖ n2I or a1I ‖ a1II , n1I ‖ n1II , a2I ‖ a2II , n2I ‖ n2II .
(4.13)
By direct calculation the latter cannot happen, as it contradicts Uˆ 6= U. The
former leads to the simplification of the formulas (4.10) given by (4.11).
According to results in the Appendix, there are at most two nonparallel unit
vectors eˆ satisfying (4.9), if Uˆ 6= U. The statement to the left of the “or” in
(4.13) may be interpreted by saying that Compound domains are “both Type
I and Type II”, although our precise definitions above make Types I, II and
Compound mutually exclusive.
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4.2.2 Crystallographic theory of martensite
The crystallographic theory of martensite concerns conditions for which a twinned
laminate and the austenite phase are interpolated by a transition layer so that
the energy in the layer tends to zero as the twins are made finer and finer. The
construction yields a sequence of deformations y(k), k = 1, 2, . . . , where k can be
taken as the inverse width of the transition layer, such that∫
Ω
ϕ(∇y(k)(x), θc) dx→ 0 as k →∞. (4.14)
Under the hypothesis of [22, Prop. 2], a suitable sequence y(k) satisfying (4.14)
converges strongly in a suitable function space to a deformation y, as k → ∞,
such that
∇y = f(U + a⊗ n) + (1− f)U, a.e. (4.15)
in the vicinity of the austenite/martensite interface and on the side of martensite.
The equations of the crystallographic theory are built on a solution of (4.8).
Assuming (4.8) holds, the equations of the crystallographic theory of martensite
are
R[f(U + a⊗ n) + (1− f)U]− I = b⊗m, (4.16)
which are to be solved for the volume fraction 0 ≤ f ≤ 1 of the Type I/II or
Compound domains, a possible rigid rotation R ∈ SO(3) of the whole martensite
laminate, and vectors b,m ∈ R3.
4.3 Cofactor conditions
The cofactor conditions are necessary and sufficient that (4.16) has a solution
(f,R,b⊗m) for every 0 ≤ f ≤ 1.
Theorem 4. Let U ∈ R3×3+sym and define Uˆ = (−I + 2eˆ ⊗ eˆ)U(−I + 2eˆ ⊗ eˆ) for
some |eˆ| = 1, so that there exist Rˆ ∈ SO(3) and a,n ∈ R3 such that
RˆUˆ = U + a⊗ n. (4.17)
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Assume a 6= 0,n 6= 0. The equation (4.16) of the crystallographic theory has a
solution R ∈ SO(3), b,m ∈ R3 for each f ∈ [0, 1] if and only if the following
cofactor conditions are satisfied:
λ2 = 1, where λ2 is the middle eigenvalue of U, (CC1)
a ·Ucof(U2 − I)n = 0, (CC2)
trU2 − detU2 − |a|
2|n|2
4
− 2 > 0. (CC3)
Proof. The proof follows Section 5 of [22]. As is well known, e.g., [22, Prop. 4],
given U ∈ R3×3+sym, there is a solution R ∈ SO(3), c,d ∈ R3 of RU− I = c⊗ d if
and only if the middle eigenvalue of U is 1. Since U has middle eigenvalue equal
to 1 if and only if U2 has middle eigenvalue equal to 1, the satisfaction of (4.16)
for every 0 ≤ f ≤ 1 is equivalent to the condition that the middle eigenvalue of
the positive-definite symmetric matrix (U + fn ⊗ a)(U + fa ⊗ n) is 1 for every
0 ≤ f ≤ 1. An eigenvalue of (U + fn⊗ a)(U + fa⊗ n) is 1 for every 0 ≤ f ≤ 1
if and only if g(f) vanishes identically on [0, 1], where
g(f) = det[(U + fn⊗ a)(U + fa⊗ n)− I]. (4.18)
Taking the determinant of (4.17), we see that n ·U−1a = 0. Hence, det(U + fa⊗
n) = det U 6= 0 and
g(f) = (det U) det[U + fa⊗ n− (U + fn⊗ a)−1]
= (det U) det[U−U−1 + f(a⊗ n + U−1n⊗U−1a)]. (4.19)
Since the matrix multiplying f is singular, then g(f) is at most quadratic in f .
In addition, by the hypothesis (4.17), it follows that
(U + n⊗ a)(U + a⊗ n) = Uˆ2 = (−I + 2eˆ⊗ eˆ)U2(−I + 2eˆ⊗ eˆ). (4.20)
Hence, putting Q = −I + 2eˆ⊗ eˆ, we have that
g(1) = det(QU2QT − I) = det(U2 − I) = g(0). (4.21)
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A quadratic g satisfying g(0) = g(1) is expressible in the form g(f) = a(f(f−1))+
b. Hence, g vanishes identically on [0, 1] if and only if a = b = 0. In particular,
b = 0 is (CC1) and 0 = a = −g′(0) is (CC2). We have therefore shown that (CC1),
(CC2) are necessary and sufficient that an eigenvalue of (U+fn⊗a)(U+fa⊗n)
is 1 for every 0 ≤ f ≤ 1. Let the eigenvalues of (U + fn ⊗ a)(U + fa ⊗ n) be
1, λ1(f)
2, λ3(f)
2 with no particular ordering assumed. Taking the trace of (4.20)
we have the identity 2n ·Ua + |a|2|n|2 = 0. Using this identity and the relations
1 + λ1(f)
2 + λ3(f)
2 = tr((U + fn⊗ a)(U + fa⊗ n))
= tr(U2) + 2fn ·Ua + f 2|a|2|n|2, (4.22)
and λ1(f)
2λ3(f)
2 = det U2, we get
(1− λ1(f)2)(λ3(f)2 − 1) = tr(U2)− det U2 + (f 2 − f)|a|2|n|2 − 2. (4.23)
Assuming (CC1) and (CC2) are satisfied, (CC3) holds as a necessary condition
that 1 is the middle eigenvalue at f = 1/2. Since f 2 − f ≥ −1/4 it is then
seen that (CC1), (CC2) and (CC3) are sufficient that the middle eigenvalue of
(U + fn⊗ a)(U + fa⊗ n) is 1, completing the proof.
Noticed that λ1(f) and λ3(f) are chosen to be positive values for every 0 ≤
f ≤ 1. Then it is clear that 0 < λ1 = λ1(0) and λ3 = λ3(0) are eigenvalues of U.
Corollary 5. Assume the hypotheses of Theorem 4 and suppose the cofactor con-
ditions are satisfied. Then the other two eigenvalues λ1(f)
2 ≤ 1 ≤ λ3(f)2 of
(U+fn⊗a)(U+fa⊗n) satisfy λ1(f)2 < 1 < λ3(f)2 for 0 ≤ f ≤ 1 and f 6= 1/2.
In particular, the eigenvalues λ1, λ3 of U satisfy λ1 < 1 < λ3.
Proof. Suppose we have some 0 ≤ f ∗ ≤ 1 such that λ1(f ∗)2 = 1 or λ3(f ∗)2 = 1.
Then, the formula (4.23) gives
0 = (1− λ1(f ∗)2)(λ3(f ∗)2 − 1) = trU2 − det U2 + ((f ∗)2 − f ∗)|a|2|n|2 − 2 (4.24)
That is,
trU2 − det U2 − |a|
2|n|2
4
− 2 = −
(
(f ∗)2 − f ∗ + 1
4
)
|a|2|n|2. (4.25)
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Since (f 2 − f + 1
4
) > 0 for 0 ≤ f ≤ 1, f 6= 1/2, then (4.25) violates (CC3) except
at f ∗ = 1/2, completing the proof.
This result above shows incidentally that the cofactor conditions cannot be
satisfied in the classic cubic-to-tetragonal case, for in that case the presence of
a repeated eigenvalue would imply that either λ1 = 1 or λ3 = 1, contradicting
Corollary 5.
Corollary 6. Assume the hypotheses of Theorem 4 and suppose the cofactor con-
ditions are satisfied. There are two distinct solutions (Rκf ∈ SO(3), bκf ⊗mκf ),
κ ∈ {±1}, of the equation (4.16) of the crystallographic theory for each 0 ≤ f ≤
1, f 6= 1/2. The solutions for bκf , mκf are
bκf =
ρ√
λ3(f)2 − λ1(f)2
(
λ3(f)
√
1− λ1(f)2 v1(f) + κλ1(f)
√
λ3(f)2 − 1 v3(f)
)
mκf =
1
ρ
λ3(f)− λ1(f)√
λ3(f)2 − λ1(f)2
(
−
√
1− λ1(f)2 v1(f) + κ
√
λ3(f)2 − 1 v3(f)
)
, (4.26)
κ ∈ {±1}, ρ 6= 0 and v1(f),v3(f) are orthonormal. (Note that the presence of ρ
does not affect bκf ⊗mκf .)
Proof. The existence of a solution of (4.16) for each 0 ≤ f ≤ 1 follows from
Theorem 4. The fact that there are two distinct solutions for f 6= 1/2 follows
from Corollary 5. In particular, the conclusion λ1(f)
2 < 1 < λ3(f)
2 for f 6= 1/2,
and the explicit characterization (4.26) of the vectors bκf ,m
κ
f given by Prop. 4 of
[22] shows that (R+1f , b
+1
f ⊗m+1f ) 6= (R−1f , b−1f ⊗m−1f ).
Corollary 7. Assume the hypotheses of Theorem 4. In the cofactor conditions,
(CC2) can be replaced by the simpler form
(a · vˆ2) (n · vˆ2) = 0, (CC2’)
where vˆ2 is a normalized eigenvector of U corresponding to its middle eigenvalue.
That is, assuming the hypotheses of Theorem 4, (CC1), (CC2), (CC3)⇐⇒ (CC1),
(CC2’), (CC3).
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Proof. Assuming the hypotheses of Theorem 4 and (CC1), (CC2), (CC3), we write
U = λ1vˆ1⊗ vˆ1 + vˆ2⊗ vˆ2 + λ3vˆ3⊗ vˆ3 using ordered eigenvalues, which, according
to Corollary 5, satisfy λ1 < 1 < λ3. Then (CC3) becomes
(λ21 − 1)(λ23 − 1) (a · vˆ2) (n · vˆ2) = 0, (4.27)
implying (CC2’). Trivially, (CC1), (CC2’), (CC3) =⇒ (CC1), (CC2), (CC3).
4.4 Microstructures possible under the cofactor
conditions
Under the mild hypotheses of Theorem 4, the satisfaction of the cofactor condi-
tions implies the existence of low energy transition layers in austenite/martensite
interfaces for every volume fraction 0 ≤ f ≤ 1, in the sense of (4.14), i.e., in the
sense of the crystallographic theory. In many cases the transition layer can be
eliminated altogether, resulting in zero elastic energy in these cases. These cases
are identified here.
Let the hypotheses of Theorem 4 be satisfied and write the implied solutions
of the crystallographic theory as above in the form Rκf ∈ SO(3), bκf ,mκf ∈ R3,
κ ∈ {±1}, so we have
RˆUˆ−U = a⊗ n, Uˆ = (−I + 2eˆ⊗ eˆ)U(−I + 2eˆ⊗ eˆ), |eˆ| = 1,
Rκf [f(U + a⊗ n) + (1− f)U] = I + bκf ⊗mκf , 0 ≤ f ≤ 1, κ = ±1. (4.28)
At f = 0 we have
Rκ0U = I + b
κ
0 ⊗mκ0 , (4.29)
which describes the implied austenite/single variant martensite interface. Accord-
ing to Corollary 6 specialized to the case f = 0 6= 1/2, we know there are two
distinct solutions (Rκ0 ∈ SO(3), bκ0 ⊗mκ0), κ = ±1 of (4.29). Values of bκ0 ,mκ0
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belonging to these solutions can be written explicitly as
bκ0 =
ρ√
λ23 − λ21
(
λ3
√
1− λ21 v1 + κλ1
√
λ23 − 1 v3
)
mκ0 =
1
ρ
λ3 − λ1√
λ23 − λ21
(
−
√
1− λ21 v1 + κ
√
λ23 − 1 v3
)
, κ ∈ {±1}, (4.30)
for some ρ 6= 0 by specialization of (4.26), where 0 < λ1 < 1 < λ3 are the ordered
eigenvalues of U with corresponding orthonormal eigenvectors v1,v2,v3.
4.4.1 Preliminary results for Types I and II domains
Proposition 3 says that if the cofactor conditions are satisfied for Type I or Type
II domains, then Uˆ = (−I+2eˆ⊗ eˆ)U(−I+2eˆ⊗ eˆ) holds for some eˆ with v2 · eˆ 6= 0.
In fact, only one unit vector eˆ satisfies this condition up to ±.
The condition v2 · eˆ 6= 0 implies that the main condition (CC2’) (see Corollary
7) of the cofactor conditions simplifies for Types I and II domains.
Proposition 8. Assume U = λ1v1 ⊗ v1 + v2 ⊗ v2 + λ3v3 ⊗ v3, 0 < λ1 < 1 < λ3,
and Uˆ = (−I + 2eˆ⊗ eˆ)U(−I + 2eˆ⊗ eˆ) 6= U, |eˆ| = 1. Recall Corollary 7.
1. For Type I domains (aI · v2)(nI · v2) = 0⇐⇒ aI · v2 = 0⇐⇒ |U−1eˆ| = 1.
2. For Type II domains (aII · v2)(nII · v2) = 0⇐⇒ nII · v2 = 0⇐⇒ |U eˆ| = 1.
Proof. By Proposition 3 and the definitions of Type I and II domains (which
exclude the case of Compound domains), we have eˆ · v2 6= 0. The results then
follow from (4.10) and the condition Uv2 = v2.
Proposition 8 shows that one of the two main cofactor conditions can be in-
terpreted geometrically as the condition that the vector eˆ which defines the twin
system (or, more generally, the domain system) lies on the intersection of the
strain ellipsoid, or inverse strain ellipsoid, and the unit sphere.
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4.4.2 Elimination of the transition layer in the austenite/-
martensite interface for some Type I domains
The removal of the transition layer in the case of Type I domains proceeds by
proving the existence of a zero-energy triple junction. The key is to prove that
Rκ∗1 = R
κ
0 for suitable choices of κ, κ∗ ∈ {±1}.
Theorem 9. (Type I domains) Assume the hypotheses of Theorem 4 and suppose
the cofactor conditions are satisfied using Type I domains. There are particular
choices of σ, σ∗ ∈ {±1} such that Rσ∗1 = Rσ0 and bσ∗1 = ξ bσ0 for some ξ 6= 0, so
that
Rσ0U = I + b
σ
0 ⊗mσ0 , Rσ0 (U + aI ⊗ nI) = I + bσ0 ⊗ ξmσ∗1 , (4.31)
and therefore, by taking a convex combination of the equations in (4.31), one of
the two families of solutions of the crystallographic theory can be written
Rσ0 [U + faI ⊗nI)] = I + bσ0 ⊗
(
fξmσ∗1 + (1− f)mσ0
)
for all 0 ≤ f ≤ 1. (4.32)
The three deformation gradients I, Rσ0U, R
σ
0RˆUˆ can form a compatible austen-
ite/martensite triple junction in the sense that
Rσ0U− I = bσ0 ⊗mσ0 , Rσ0RˆUˆ− I = bσ0 ⊗ ξmσ∗1 , Rσ0RˆUˆ−Rσ0U = Rσ0aI ⊗ nI .
(4.33)
There is a constant c 6= 0 such that cnI = ξmσ∗1 − mσ0 , so the three vectors
mσ0 ,m
σ∗
1 , and nI lie in a plane.
Proof. By Proposition 8 we have for Type I domains under the cofactor conditions,
aI · v2 = 0 and |U−1eˆ| = |eˆ| = 1. The latter can be written, alternatively,
eˆ · (U−2 − I)eˆ = 0⇐⇒ λ3
√
1− λ21 (v1 · eˆ) = ±λ1
√
λ23 − 1 (v3 · eˆ). (4.34)
Note in passing that v3 · eˆ 6= 0, because, if this were not the case, then it would
follow by (4.34) and Corollary 5 that also v1 · eˆ = 0, so eˆ ‖ v2. But then it would
follow that Uˆ = (−I + 2eˆ⊗ eˆ)U(−I + 2eˆ⊗ eˆ) = U which is forbidden.
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By Corollary 6, we have two families of solutions of the crystallographic theory
that can be written (Rκf ∈ SO(3), bκf ⊗mκf ), κ ∈ {±1}, 0 ≤ f ≤ 1 and these are
distinct if f 6= 1/2. Thus, at f = 1,
Rκ1(U + aI ⊗ nI) = Rκ1RˆUˆ = I + bκ1 ⊗mκ1 , κ ∈ {±1}. (4.35)
Using that Uˆ = (−I + 2eˆ ⊗ eˆ)U(−I + 2eˆ ⊗ eˆ) and pre- and post- multiplying
(4.35) by the 180 degree rotation Qˆ = (−I + 2eˆ⊗ eˆ) = QˆT , we have that
QˆRκ1RˆQˆU = I + Qˆb
κ
1 ⊗ Qˆmκ1 , κ ∈ {±1} (4.36)
Comparison of (4.36) with (4.29) shows that there is a map σˆ : {±1} → {±1}
and δ 6= 0 such that Qˆbσˆ(κ)1 = δbκ0 , Qˆmσˆ(κ)1 = (1/δ)mκ0 , i.e.,
b
σˆ(κ)
1 = δ(−I + 2eˆ⊗ eˆ)bκ0 , mσˆ(κ)1 =
1
δ
(−I + 2eˆ⊗ eˆ)mκ0 . (4.37)
We note from (4.29), (4.30) and (4.34) that
bκ0 · eˆ =
ρ√
λ23 − λ21
(
λ3
√
1− λ21(v1 · eˆ) + κλ1
√
λ23 − 1(v3 · eˆ)
)
=
ρλ1
√
λ23 − 1(v3 · eˆ)√
λ23 − λ21
(±1 + κ). (4.38)
Hence there is a particular choice κ = σ ∈ {±1} such that bσ0 · eˆ = 0. Let
σ∗ = σˆ(σ). For these choices we have from (4.37) that
bσ∗1 = −δbσ0 , (4.39)
so, in particular, bσ∗1 · eˆ = bσ∗1 · v2 = 0.
Take the determinant of (4.35) to observe that 1 + bσ∗1 ·mσ∗1 = det Rσ∗1 RˆUˆ =
det U > 0. Premultiply (4.35) by (Rσ∗1 )
T , take the transpose of the resulting
equation, operate the result on v2, and use that Uv2 = v2 and aI · v2 = 0
(Proposition 8) to get
Rσ∗1 v2 = v2 − (bσ∗1 ·Rσ∗1 v2)mσ∗1 . (4.40)
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Dot (4.40) with bσ∗1 and use that 1 + b
σ∗
1 ·mσ∗1 > 0:
bσ∗1 ·Rσ∗1 v2 =
1
(1 + bσ∗1 ·mσ∗1 )
bσ∗1 · v2 = 0. (4.41)
(The latter follows from (4.39).) Equations (4.40) and (4.41) show that Rσ∗1 v2 =
v2. Using this conclusion and nI = eˆ, evaluate (4.35) at κ = σ∗ and operate the
result on v2 to get
(eˆ · v2)Rσ∗1 aI = (mσ∗1 · v2)bσ∗1 = −δ(mσ∗1 · v2)bσ0 . (4.42)
Proposition 3 shows that eˆ · v2 6= 0, so both sides of (4.42) are nonvanishing.
Thus we can condense the constants by writing Rσ∗1 aI = cb
σ
0 for some c 6= 0.
Substitution of the latter back into (4.35) (κ = σ∗) and use of (4.39) gives
Rσ∗1 U = I + b
σ
0 ⊗ (−δmσ∗1 − cnI). (4.43)
Comparison of (4.43) and (4.30) (note: b+10 ∦ b−10 under our hypotheses) we get
that
Rσ∗1 = R
σ
0 and δm
σ∗
1 + cnI = −mσ0 . (4.44)
We have proved Theorem 9 up to (4.31), and (4.32) is (1− f)(4.31)1 + f(4.31)2.
The three rank-one connections summarized in (4.33) are from (4.31) and the
basic rank-one relation (4.8)-(4.10). The planarity of the three vectors follows
from (4.44).
Several remarks are worth noting. First, the final statement about the pla-
narity of the three vectors is important for actually making the indicated triple
junction. Second, the solutions of the crystallographic theory given by (4.32) do
not necessarily correspond to the choice κ = σ for all 0 ≤ f ≤ 1 in Corollary 6. In
fact, the numerical evidence supports the idea that the solution found in Theorem
9 agrees with different choices of κ in Corollary 6 for different values of f , although
this can be fixed by choosing eigenvectors v1(f),v2(f),v3(f) that change contin-
uously with f (This, of course, is not done by most numerical packages). Third,
in the arguments of Theorem 9 we have nowhere used the inequality (CC3) of the
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m ⇤1
m 0
nII
I
I
R 0U
R 0U
R 0 RˆUˆ
R 0 RˆUˆ
Figure 4.1: Left diagram is a schematic of three triple conjunctions using the
deformation gradients in (4.33). A macroscopically curved austenite/martensite
interface with zero elastic energy is plotted on the right for a material satisfying
the cofactor conditions (Type I domain).
cofactor conditions. Hence, the particular family solutions of the crystallographic
theory found here does not rely on explicitly assuming this inequality. In fact,
the inequality (CC3) can be proved as a necessary condition by use of (4.26) and
(4.35).
The compatibility conditions given in (4.33) imply the existence of several
interesting microstructures using the triple junction as a building block. Figure
4.1 (left) gives a schematic of three triple junctions. Note that by (4.33) all
the jump conditions across all interfaces are satisfied. Satisfaction of all such
jump conditions implies the existence of a continuous deformation with these
gradients. Examples of deformations constructed using the triple junctions are
shown in Figures 4.1 (right), 4.2, 4.5 and 4.6. Figure 4.2 shows the configurations
of austenite/martensite interfaces having zero elastic energy for f varying from 0
to 1.
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Figure 4.2: Zero elastic energy austenite/martensite interfaces for a material sat-
isfying the cofactor conditions (Type I domain) at various f from 0 to 1.
4.4.3 Elimination of the transition layer in the austenite/-
martensite interface for some Type II domains
The reason for the elimination of the transition layer in the case of Type II domains
is different – it arises from the parallelism of a single variant martensite/austenite
interface and a domain wall – but the mathematical argument is dual to the
argument for Type I domains.
Theorem 10. (Type II domains) Assume the hypotheses of Theorem 4 and sup-
pose the cofactor conditions are satisfied using Type II domains. There are par-
ticular choices of σ, σ∗ ∈ {±1} such that Rσ∗1 = Rσ0 and mσ∗1 = ξmσ0 for some
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Figure 4.3: Zero elastic energy austenite/martensite interfaces for a material sat-
isfying the cofactor conditions (Type II domain) at various f from 0 to 1.
ξ 6= 0, so that
Rσ0U = I + b
σ
0 ⊗mσ0 , Rσ0 (U + aII ⊗ nII) = I + ξbσ∗1 ⊗mσ0 , (4.45)
and therefore, by taking a convex combination of the equations in (4.45), one of
the two families of solutions of the crystallographic theory can be written
Rσ0 [U+faII ⊗nII)] = I+
(
fξbσ∗1 + (1−f)bσ0
)
⊗mσ0 for all 0 ≤ f ≤ 1. (4.46)
The normal mσ0 to the austenite/martensite interface is independent of the volume
fraction f and is parallel to the domain wall normal: nII = cm
σ
0 for some c 6= 0.
Proof. By Proposition 8 we have for Type II domains under the cofactor condi-
tions, nII · v2 = 0 and |Ueˆ|2 = |eˆ|2 = 1. The latter can be written
eˆ · (U2 − I)eˆ = 0⇐⇒
√
1− λ21 (v1 · eˆ) = ±
√
λ23 − 1 (v3 · eˆ), (4.47)
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and, as above, v3 · eˆ 6= 0.
Recycling the notation of the Type I case, we have two families of solutions of
the crystallographic theory that can be written (Rκf ∈ SO(3), bκf⊗mκf ), κ ∈ {±1},
0 ≤ f ≤ 1 and these are distinct if f 6= 1/2. Thus, at f = 1,
Rκ1(U + aII ⊗ nII) = Rκ1RˆUˆ = I + bκ1 ⊗mκ1 , κ ∈ {±1}. (4.48)
Using that Uˆ = (−I + 2eˆ ⊗ eˆ)U(−I + 2eˆ ⊗ eˆ) and pre- and post- multiplying
(4.35) by the 180 degree rotation Qˆ = (−I + 2eˆ⊗ eˆ) = QˆT , we have that
QˆRκ1RˆQˆU = I + Qˆb
κ
1 ⊗ Qˆmκ1 , κ ∈ {±1} (4.49)
Comparison of (4.49) with (4.29) shows that there is a map σˆ : {±1} → {±1}
and δ 6= 0 such that Qˆbσˆ(κ)1 = δbκ0 , Qˆmσˆ(κ)1 = (1/δ)mκ0 , i.e.,
b
σˆ(κ)
1 = δ(−I + 2eˆ⊗ eˆ)bκ0 , mσˆ(κ)1 =
1
δ
(−I + 2eˆ⊗ eˆ)mκ0 . (4.50)
We note from (4.29), (4.30) and (4.47) that
mκ0 · eˆ =
1
ρ
λ3 − λ1√
λ23 − λ21
(
−
√
1− λ21 (v1 · eˆ) + κ
√
λ23 − 1 (v3 · eˆ)
)
,
=
1
ρ
√
λ23 − 1(λ3 − λ1)(v3 · eˆ)√
λ23 − λ21
(∓1 + κ), κ ∈ {+1,−1}. (4.51)
Hence there is a particular choice κ = σ ∈ {±1} such that mσ0 · eˆ = 0. Let
σ∗ = σˆ(σ). For these choices we have from (4.50) that
mσ∗1 = −
1
δ
mσ0 , (4.52)
so, in particular, mσ∗1 · eˆ = mσ∗1 · v2 = 0.
Following the dual of the Type I case, evaluate (4.48) at κ = σ∗ and operate
on v2 to get
Rσ∗1 v2 = v2 + (m
σ∗
1 · v2)bσ∗1 = v2. (4.53)
Using the formula (4.10) for aII , evaluate (4.48) at κ = σ∗ and operate its trans-
pose on v2 to get
(aII · v2)nII = (bσ∗1 · v2)mσ∗1 . (4.54)
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Lemma 3 shows that aII ·v2 = eˆ ·v2 6= 0, so both sides of (4.54) are nonvanishing.
Thus we can condense the constants by writing nII = cm
σ
0 for some c 6= 0.
Substitution of the latter back into (4.48) (κ = σ∗) and use of (4.52) gives
Rσ∗1 U = I + (−cRσ∗1 aII −
1
δ
bσ∗1 )⊗mσ0 . (4.55)
Comparison of (4.55) and (4.30) (note: b+10 ∦ b−10 under our hypotheses) we get
that
Rσ∗1 = R
σ
0 and R
σ∗
1 aII +
1
δ
bσ∗1 = −bσ0 . (4.56)
We have proved Theorem 10 up to (4.45), and (4.46) is (1− f)(4.45)1 + f(4.45)2.
The parallelism of nII and m
σ
0 is (4.54).
Some of the remarks following the proof of Theorem 9 apply here as well.
In a certain sense these results show that, under the cofactor conditions, triple
junctions are dual to parallel austenite/twin interfaces. The duality is that which
maps Type I into Type II twins.
4.4.4 The cofactor conditions for Compound domains
We assume in this subsection the hypotheses of Proposition 3 which gives the
basic characterization of Compound domains. Specifically, we assume that there
are orthonormal vectors eˆ1, eˆ2 such that Uˆ = (−I + 2eˆ1 ⊗ eˆ1)U(−I + 2eˆ1 ⊗ eˆ1) =
(−I + 2eˆ2 ⊗ eˆ2)U(−I + 2eˆ2 ⊗ eˆ2) 6= U. The two solutions of (4.8) for Compound
domains a1C ⊗ n1C , a2C ⊗ n2C are then given by (4.11).
Lemma 11. Suppose that there are orthonormal vectors eˆ1, eˆ2 such that Uˆ =
(−I + 2eˆ1 ⊗ eˆ1)U(−I + 2eˆ1 ⊗ eˆ1) = (−I + 2eˆ2 ⊗ eˆ2)U(−I + 2eˆ2 ⊗ eˆ2) 6= U, and
let a1C ⊗n1C , a2C ⊗n2C be given by (4.11). The cofactor conditions are satisfied for
either of these solutions if and only if eˆ1 · v2 = 0, eˆ2 · v2 = 0, eˆ1 is not parallel to
either v1 or v3, and the inequality (CC3) holds.
Proof. By Corollary 7, the condition (CC2) of the cofactor conditions for either
solution a1C ⊗ n1C or a2C ⊗ n2C reduces to
(eˆ1 · v2)(eˆ2 · v2) = 0. (4.57)
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Suppose the cofactor conditions are satisfied. According to Proposition 4.11 both
eˆ1 and eˆ2 are perpendicular to an eigenvector of U. But this eigenvector cannot
be v1 or v3, because then (4.57) would force either eˆ1 or eˆ2 to be parallel to an
eigenvector of U which contradicts Uˆ 6= U. Therefore the eigenvector in question
must be v2 and we have both eˆ1 · v2 = 0 and eˆ2 · v2 = 0. Of course, it also
follows from the hypothesis Uˆ 6= U that eˆ1 is not parallel to either v1 or v3. The
remaining condition of the cofactor conditions is the inequality (CC3). Clearly,
these necessary conditions are also sufficient for the cofactor conditions.
Figure 4.4: Austenite/martensite interfaces for Compound twin system satisfying
the cofactor conditions at various f from 0 to 1. The deformation is a plane strain.
In this case there is an elastic distortion near the habit plane.
This result says that we satisfy cofactor conditions for Compound domains
by putting the orthonormal vectors eˆ1, eˆ2 in the v1,v3 plane and satisfying the
inequality (CC3). If U is given as above, there is then only one degree-of-freedom,
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say, the angle θ between eˆ1 and v1, in the assignment of eˆ1, eˆ2. The left hand side
of the inequality (CC3) then becomes a function of λ1, λ3 and θ. Given θ, it can
be seen from numerical examples that there is a domain in R2 of possible values
of λ1, λ3 at which (CC3), and therefore the cofactor conditions, are satisfied. For
many choices of θ this domain seems to be quite large, including many potential
alloys, but does not include all of λ1 < 1 < λ3. We do not see any general
statements one can make about this domain, except the obvious point that if θ is
fixed, then the left hand side of the inequality (CC3) tends to 0 as |λ3− 1|+ |1−
λ1| → 0.
It should be noted that except for the possibility of a restricted domain for
λ1, λ3, Compound domains can satisfy the cofactor conditions merely by symmetry
and λ2 = 1. That is, if the lattice parameters of a potential alloy are first tuned
to satisfy λ2 = 1, and the symmetry happens to be such that there are two
180 degree rotations in the point group P with perpendicular axes that lie in a
plane perpendicular to v2, then the cofactor conditions are satisfied as long as the
domain for λ1, λ3 is suitable. See the example of VO2 in Section 4.8.
There seem to be no general statements about the elimination of the transi-
tion layer that one can make that are independent of the choice of eˆ1 (satisfying
Lemma 11), as was done in the cases of Types I and II domains. For example, the
main condition R0 = R1 that eliminated the transition layer for Type I domains
becomes a single scalar equation restricting λ1, λ3 and θ in the case of Compound
domains. It may well be possible for quite special choices of λ1, λ3 and θ to elimi-
nate the transition layer. For practical alloy development such a condition seems
not so useful, as usually θ would be given, and the resulting further restriction on
λ1, λ3 would seem to be difficult to satisfy. But further investigation is warranted.
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4.5 Simultaneous satisfaction of the cofactor con-
ditions for different domain systems
In the introduction we have argued that the cofactor conditions imply the existence
of many deformations consistent with the coexistence of austenite and martensite,
and many of these cases also have zero elastic energy. Here we quantify these
statements for one of the two types of cubic to monoclinic phase transformations
(see, e.g., [56] and [10]). This case is interesting with regard to applications (see
Section 4.8), and is representative of other high-to-low symmetry cases.
We consider symmetry change from cubic to monoclinic with <100>a as the
inherited 2-fold axis. There are 12 martensite variants in this case with transfor-
mation stretch matrices given by
U1 =

α β 0
β δ 0
0 0 γ
 , U2 =

α −β 0
−β δ 0
0 0 γ
 , U3 =

δ β 0
β α 0
0 0 γ
 , U4 =

δ −β 0
−β α 0
0 0 γ
 ,
U5 =

γ 0 0
0 δ β
0 β α
 , U6 =

γ 0 0
0 δ −β
0 −β α
 , U7 =

α 0 β
0 γ 0
β 0 δ
 , U8 =

α 0 −β
0 γ 0
−β 0 δ
 ,
U9 =

δ 0 β
0 γ 0
β 0 α
 , U10 =

δ 0 −β
0 γ 0
−β 0 α
 , U11 =

γ 0 0
0 α β
0 β δ
 , U12 =

γ 0 0
0 α −β
0 −β δ
 .
(4.58)
To avoid degeneracies, we assume for the rest of this section that α 6= δ and
that the eigenvalues of U1 are distinct. Between these martensite variants, there
are 24 Type I twins, 24 Type II twins, 24 Compound twins, 24 Type I domains,
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24 Type II domains and 12 Compound domains. These domains with labels of
pairs of compatible variants are listed in Table 4.1. The notation for variants is
consistent with (4.58).
In the case of domains that are not conventional twins (Table 4.1), the rotation
relating each pair of compatible variants is a 90◦ rotation. The 180◦ rotation that
necessarily relates these variants is given by formulas in the appendix.
The colored boxes in Table 4.1 have the property that if one pair in the box
satisfies the cofactor conditions for a certain type of domain, then all pairs in the
box satisfy the cofactor conditions for the same type of domain. For example, if
variants 1 and 6 have a Type I twin satisfying the cofactor conditions, then the
Type I twin pairs (2,5), (1,5) and (2,6) also satisfy the cofactor conditions. In
each of these cases there are compatible triple junctions leading to numerous zero
elastic energy microstructures of austenite coexisting with martensite as discussed
in Theorem 9.
The green box is particularly interesting. If γ = 1 (only) then the cofactor
conditions are satisfied (Lemma 11). As can be seen from Table 4.1 there are then
a very large number of Compound domains that satisfy the cofactor conditions.
For each of these there are infinitely many deformation gradients of martensite
that coexist with I in the sense of the crystallographic theory. Thus, there is a
huge collection of compatible deformations of austenite and martensite, although
none of these have zero elastic energy. Under our hypotheses, Compound twins
with γ 6= 1 cannot satisfy the cofactor conditions, and the numerical evidence
suggests that this is also true for the Compound domains.
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Table 4.1: List of all possible twin systems for cubic to monoclinic transformations with <
100>a as the inherited 2-fold axis. The notation (i, j) presents domains which are symmetry
related by Ui = RUjR
T, where R ∈ P is characterized by the angle and rotational axis.
See text.
Type
R
θ◦, [h, k, l]
Type I/II twins or domains
Compound twins or domains
γ = 1 γ 6= 1
Twins
180◦, [1, 0, 0]
(1, 2), (7, 8)
(3, 4), (9, 10)
(1, 2), (7, 8)
(3, 4), (9, 10)
180◦, [0, 1, 0]
(1, 2), (5, 6)
(3, 4), (11, 12)
(1, 2), (5, 6)
(3, 4), (11, 12)
180◦, [0, 0, 1]
(7, 8), (11, 12)
(5, 6), (9, 10)
(7, 8), (11, 12)
(5, 6), (9, 10)
180◦, [1, 0, 1] (1, 6), (2, 5), (3, 12), (4, 11) (7, 9), (8, 10) (7, 9), (8, 10)
180◦, [1, 0, 1¯] (1, 5), (2, 6), (3, 11), (4, 12) (7, 9), (8, 10) (7, 9), (8, 10)
180◦, [1, 1, 0] (5, 10), (6, 9), (7, 12), (8, 11) (1, 3), (2, 4) (1, 3), (2, 4)
180◦, [1¯, 1, 0] (5, 9), (6, 10), (7, 11), (8, 12) (1, 3), (2, 4) (1, 3), (2, 4)
180◦, [0, 1, 1] (1, 8), (2, 7), (3, 10), (4, 9) (5, 11), (6, 12) (5, 11), (6, 12)
180◦, [0, 1¯, 1] (1, 7), (2, 8), (3, 9), (4, 10) (5, 11), (6, 12) (5, 11), (6, 12)
Domains
90◦, [0, 0, 1]
(5, 9), (6, 10), (7, 12), (8, 11)
(1, 4), (2, 3) (1, 4), (2, 3)
(5, 10), (6, 9), (7, 11), (8, 12)
90◦, [0, 1, 0]
(1, 5), (2, 6), (3, 11), (4, 12)
(7, 10), (8, 9) (7, 10), (8, 9)
(1, 6), (2, 5), (4, 11), (3, 12)
90◦, [1, 0, 0]
(1, 8), (2, 7), (3, 10), (4, 9)
(5, 12), (6, 11) (5, 12), (6, 11)
(1, 7), (2, 8), (3, 9), (4, 10)
4.6 Nucleation under the cofactor conditions
The analysis given above suggests simple microstructures with zero elastic energy
that allow a continuous increase of the volume of the new phase, starting at
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zero volume, in a material satisfying the cofactor conditions. In a single crystal
there are obviously cases in which a layer of martensite can grow in austenite
and vice versa, merely due to the condition λ2 = 1. We illustrate some cases in
which the set on which nucleation takes place is lower dimensional, e.g., a line.
As illustrated and analyzed by [57] and [58], the geometry of these nuclei are
important for nucleation phenomena.
Figure 4.5: Example of nucleation of austenite (red) in a band of martensite
with zero elastic energy, under the cofactor condtions for Type I domains. The
blue and green are two compatible variants of martensite that can form a triple
junction with austenite, as described by Theorem 9.
An example of nucleation of austenite in martensite is given in Figure 4.5. It is
constructed from any Type I domain for which the cofactor conditions are satisfied,
and it uses the three deformation gradients I,Rσ0U,R
σ
0RˆUˆ given in Theorem 9.
The regions on which these deformation gradients occur are shown as red, green
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and blue, respectively, in Figure 4.5. Nucleation in this case occurs on a line; four
triple junctions are simultaneously emitted from this line.
Under the same conditions, a simple mechanism for boundary nucleation of
martensite in austenite is shown in Figure 4.6. This is seen as a simplified version
of Figure 4.1.
Figure 4.6: Example of nucleation of martensite (blue/green bands) in austenite
(red lattice) with zero elastic energy, with satisfaction of the cofactor conditions
for Type I domains.
4.7 Cofactor conditions in the geometrically lin-
ear case
A number of versions of the geometrically linear theory of martensite are in wide
use for both fundamental theoretical and computational studies [59, 60, 61, 62, 63,
64]. There is a version of the cofactor conditions in the geometrically linear case.
Since the satisfaction of the cofactor conditions is expected to have a dramatic
effect on predicted microstructure and behavior in the geometrically linear theory,
we give these conditions here.
The cofactor conditions in geometrically linear theory are different from the
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cofactor conditions in the geometrically nonlinear theory, owing to the fact that
the geometrically linear theory is obtained from the geometrically nonlinear theory
by Taylor expansion [63] or asymptotic analysis [65]. As discussed below, the
cofactor conditions in the geometrically linear case should not be used for alloy
development in materials with appreciable transformation strain.
The cofactor conditions in the geometrically linear case can be obtained in two
ways: i) by formal linearization of the cofactor conditions in the geometrically
nonlinear case following the expansion given in [23], or ii) by writing down the
equations of the crystallographic theory of martensite in the geometrically linear
case, and imposing the condition that they be satisfied for any volume fraction
0 ≤ f ≤ 1. The latter method is preferable because it proves the existence of
actual energy minimizing microstructures (or minimizing sequences) for a broad
family of geometrically linear theories of martensite. We therefore follow method
(ii).
The geometrically linear version of the crystallographic theory of martensite
in the cubic-to-tetragonal case first appeared in a paper of [14] in the same issue
of AIME Journal of Metals as the general version of the crystallographic theory
by [17].
The basic kinematics of geometrically linear theory is the same as linearized
elasticity: it is based on the displacement gradient ∇u = H ∈ R3×3, which is
decomposed into symmetric and skew parts H = S + W, S = ST , W = −WT
representing infinitesimal strain and rotation. A particular strain S = E is given
as the transformation strain, and strains associated with the variants of martensite
are obtained by symmetry. As above, we consider another variant defined by the
strain Eˆ = QEQT where Q = −I + 2eˆ ⊗ eˆ, |eˆ| = 1. The basic compatibility
condition for variants with displacement gradients ∇u = Eˆ + Wˆ and ∇u = E is
Eˆ + Wˆ − E = a⊗ n. (4.59)
(This is also the direct geometric linearization of (4.8).) Taking the symmetric
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part of (4.59) we have the compatibility condition of geometrically linear theory:
Eˆ− E = 1
2
(a⊗ n + n⊗ a). (4.60)
By taking the trace, we have necessarily that a·n = 0. The basic lemma governing
solutions of (4.60) is the following.
Lemma 12. Necessary and sufficient conditions that S ∈ R3×3sym is expressible in
the form S = (1/2)(a⊗ n + n⊗ a) for some nonzero a,n ∈ R3 is that the middle
eigenvalue of S is zero. If S = s1e1 ⊗ e1 + s3e3 ⊗ e3 with e1, e3 orthonormal and
s1 ≤ 0 ≤ s3, then solutions a,n of S = (1/2)(a⊗ n + n⊗ a) can be taken as
a =
√−s1e1 +√s3e3, n = −
√−s1e1 +√s3e3. (4.61)
These are unique up to switching a→ n, n→ a and scaling a→ µa, n→ (1/µ)n,
µ 6= 0.
Proof. (See e.g., [37]) Briefly, it is clear that a necessary condition that S has the
given form is that S has an eigenvalue equal to zero. By examining the quadratic
form z ·Sz with z taken as a bisector of a and n, and as a vector in the a,n plane
that is perpendicular to this bisector, it is seen that the zero eigenvalue is the
middle one. The converse is proved by direct calculation using (4.61).
In the special case that Eˆ = QEQT as given above, an alternative representa-
tion of a solution of (4.60) is possible:
a = 4
(
(eˆ · Eeˆ)eˆ− Eeˆ), n = eˆ. (4.62)
This form of the solution can be interpreted as the geometric linearization of the
Type I/II domains. That is, due to the switching invariance of Lemma 12, there
exist infinitesimal rotations WˆI = −WˆTI and WˆII = −WˆTII such that, with a and
n defined by (4.62),
Eˆ + WˆI − E = a⊗ n, Eˆ + WˆII − E = n⊗ a, (4.63)
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i.e., either a or n can be considered the interface normal. WˆI = −WˆII as defined
by these formulas is necessarily skew.
From these compatibility conditions and the comments of Section 4.2.2 it is
seen that the equations of the crystallographic theory of martensite in the geomet-
rically linear case are the following. Given E ∈ R3×3sym and Eˆ = QEQT as above,
so that Eˆ − E = 1
2
(a ⊗ n + n ⊗ a) for some a,n ∈ R3, find bf ,mf ∈ R3 and
0 ≤ f ≤ 1 such that
fEˆ + (1− f)E = 1
2
(bf ⊗mf + mf ⊗ bf ). (4.64)
The cofactor conditions in geometrically linear theory are necessary and sufficient
conditions that there exist bf ,mf ∈ R3 satisfying (4.64) for every 0 ≤ f ≤ 1. An
explicit form of these conditions is given in the following theorem.
Theorem 13. (Cofactor conditions in the geometrically linear theory) Let E ∈
R3×3sym and eˆ ∈ R3, |eˆ| = 1, be given. Define Eˆ = QEQT where Q = −I + 2eˆ⊗ eˆ,
suppose that Eˆ 6= E, and define a,n by (4.62). There exist bf ,mf ∈ R3 satisfying
(4.64) for every 0 ≤ f ≤ 1 if and only if
ε2 = 0, where ε2 is the middle eigenvalue of E, and rank E = 2, (CCL1)
(a · v2)(n · v2) = 0, where Ev2 = 0, |v2| = 1, (CCL2)(
tr(E + Eˆ)
)2 − tr((E + Eˆ)2) ≤ 0. (CCL3)
Proof. Necessity of the conditions (CCL). Clearly ε2 = 0 is a necessary condition
at f = 0. Also, E cannot vanish because Eˆ 6= E. Potentially, E could be of rank
1, E = g ⊗ g 6= 0, but then we would have Eˆ = gˆ ⊗ gˆ with |g| = |gˆ| and g ∦ gˆ.
The unique zero eigenspace of fEˆ + (1 − f)E for 0 < f < 1 would then be the
1-D subspace δ g × gˆ, δ ∈ R. The only possibility that the corresponding zero
eigenvalue of fEˆ + (1− f)E would be its middle eigenvalue is that it is a double
eigenvalue, because the quadratic form fz · Eˆz + (1− f)z · Ez is clearly positive
semidefinite. This contradicts that the zero eigenspace is one dimensional. Hence,
rank E = 2.
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The necessity of (CCL2) follows by direct calculation of the determinant of
fEˆ + (1 − f)E. That is, if we write E = diag(ε1, 0, ε3) for ε1 < 0 < ε3 (using
(CCL1)), a direct calculation gives
det
(
fEˆ+(1−f)E) = det (E+(f/2)(a⊗n+n⊗a)) = 4f(1−f)ε1ε3(a ·v2)(n ·v2).
(4.65)
The remaining necessary condition is that the implied zero eigenvalue is the middle
one. Assume (CCL1)and (CCL2) and let εf1 , 0, ε
f
2 be the eigenvlaues of fEˆ + (1−
f)E, with no particular ordering. If 0 is the middle eigenvalue, then εf1ε
f
2 ≤ 0
for 0 ≤ f ≤ 1. The quantity εf1εf2 is the second invariant of fEˆ + (1 − f)E.
This invariant is quadratic in f and has the same values at f = 0, 1, and so it
has the form IIf = αf(1 − f) + ε1ε3. The coefficient α can be evaluated from
α = dIIf (0)/df = −a ·En. Also, α ≥ 0 by a ·En = E · (Eˆ−E) and the Cauchy-
Schwarz inequality, Eˆ · E ≤ |E||Eˆ| = |E|2 = E · E. Therefore, the largest value
of εf1ε
f
2 ≤ 0 occurs at f = 1/2, and so we have the necessary condition II1/2 ≤ 0
which is (CCL3). The conditions (CCL1), (CCL2) and (CCL3) are also sufficient
for (4.64) to be satisfied for every 0 ≤ f ≤ 1, since they imply that the middle
eigenvalue of fEˆ + (1− f)E is zero for all 0 ≤ f ≤ 1.
The explicit form of the conditions (CCL1)-(CCL3) in the eigenbasis of E is
E = diag(ε1, 0, ε3), ε1 < 0 < ε3, (CCL1’)
n22(n
2
1ε1 + n
2
3ε3) = 0, (CCL2’) ε1ε3 + n21n23(ε3 − ε1)2 ≤ 0, if n2 = 0,ε1ε3 + n23ε3(ε3 − ε1) ≤ 0, if n21ε1 + n23ε3 = 0. (CCL3’)
As expected, the elastic transition layer can also be eliminated in the geomet-
rically linear case. This occurs if n21ε1 + n
2
3ε3 = 0. It follows from n
2
1ε1 + n
2
3ε3 = 0
and (CCL1’), (CCL2’) that b0 ‖ b1 or m0 ‖ m1, which in turn lead to triple
junctions or parallelism, analogous to the nonlinear case.
As mentioned above, one should be cautious on applying the cofactor condi-
tions of geometrically linear theory in alloy development because of the errors of
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geometric linearization. As a particular example, we can consider the main con-
dition (CC2’) in the case of Types I and II domains. According to Proposition 8,
the condition (CC2’) is |U−1eˆ| = 1 for Type I domains and |Ueˆ| = 1 for Type
II domains under the general hypotheses given there. Both of these conditions
linearize to the same condition eˆ · Eeˆ = n21ε1 + n23ε3 = 0 of (CCL2’) (Recall from
(4.62) that n = eˆ). If we use the standard way of evaluating the transformation
strain of linearized theory, E = U− I, we have
Geometrically nonlinear, Type I : ( 1
λ21
− 1)n21 + ( 1λ23 − 1)n
2
3 = 0,
Geometrically nonlinear, Type II : (λ21 − 1)n21 + (λ23 − 1)n23 = 0,
Geometrically linear : (λ1 − 1)n21 + (λ3 − 1)n23 = 0.
(4.66)
As a numerical example, we can take typical twin systems in a cubic to monoclinic
case discussed in Section 4.5, which is also represented by the particular alloys
identified in Section 4.8 as good starting points for alloy development. For exam-
ple, we take n = eˆ = (1, 1, 0)/
√
2 (in the cubic basis). We take a typical measured
value of λ3 = 1.08. Then, the exact satisfaction of the cofactor conditions in the
three cases of (4.66) gives
Geometrically nonlinear, Type I : λ1 = 0.936,
Geometrically nonlinear, Type II : λ1 = 0.913,
Geometrically linear : λ1 = 0.920.
(4.67)
In light of the sensitive dependence of hysteresis on the middle eigenvalue [7, 26,
12], the discrepancies seen in (4.67) may be significant. Of course, it is no more
difficult to use the geometrically nonlinear conditions. The present situation with
regard to the linearization of the cofactor conditions is similar to a number of
other special lattice parameter relationships discussed by [63]. In geometrically
linear theory the elastic energy near the habit plane can also be eliminated in
some cases.
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4.8 Implications of the results for alloy develop-
ment
Although the theory justifying and explaining the cofactor conditions is intricate,
the conditions themselves are simple and easy to implement. One first chooses a
domain system, which is the choice of a unit vector eˆ relating two variants as in
(4.9). Then one calculates a and n from (4.10) or (4.11), depending on whether
the domain system is Type I/II or Compound. As explained in Section 4.2.1, this
choice also covers the cases of non-conventional and non-generic twins, thus the
terminology “domain” throughout this paper. From these choices one identifies
whether the domain is Type I, Type II or Compound.
A convenient form of the cofactor conditions for alloy development is then
(CC1) and (CC2’) (as further simplified by Proposition 8). The inequality (CC3)
also has to be checked. Among the systems identified below that are near to sat-
isfying the cofactor conditions, it seems that this inequality will be automatically
satisfied. A useful alloy development procedure is by interpolation:
1. From x-ray measurements determine the transformation stretch matrix U
and unit vector eˆ relating two variants: Uˆ = QUQT , Q = −I + 2eˆ⊗ eˆ. See
chapter 2 for an algorithm that automates this part. Identify the type of
domain. Below, for definiteness, it is assumed that we wish to find an alloy
satisfying the cofactor conditions for a Type I twin system. U depends on
composition, and we assume there are two compositional variables x and y.
2. Determine a one-parameter family of alloys satisfying λ2 = 1. We have
found the following procedure to be useful. For each x, find and alloy with
composition (x, y1) having λ2 & 1 and another alloy (x, y2) having λ2 . 1.
Then interpolate to find a family of alloys with composition (x, y(x)) with
λ2 = 1.
3. Among alloys with composition (x, y(x)), find an alloy with composition
(x1, y(x1)) with |U−1eˆ| & 1 and another alloy with composition (x2, y(x2))
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satisfying |U−1eˆ| . 1. Then interpolate to find an alloy with composition
(x?, y(x?)) satisfying |U−1eˆ| = 1, where x? is between x1 and x2. This alloy
satisfies (CC1) and (CC2).
4. Check that the inequality (CC3) is satisfied for the alloy (x?, y(x?)).
This procedure relies on the lattice parameters changing smoothly with composi-
tion, as in Vegard’s law. This is often the case in a suitable domain. It also relies
on having good starting points.
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Chapter 5
Satisfaction of the cofactor
conditions in Zn-Au-Cu alloys
5.1 Introduction
For a martensitic material, the ability to pass back and forth through its phase
transformation many times without degradation of properties (termed “reversibil-
ity”) is critical for the applications of shape memory alloys and multiferroic shape
memory alloys. It has been proven [11, 7, 12, 25, 26, 67, 8, 68, 69, 22, 37] that
materials tuned to satisfy the geometric compatibility condition, λ2 = 1 exhibit
high reversibility, measured by low hysteresis and small migration of transfor-
mation temperature under cycling [7, 26, 68]. The satisfaction of the cofactor
conditions , discussed in the previous Chapter, is expected to achieve an even
higher reversibility for a phase-transforming material.
Literature values of lattice parameters [3, 3] suggested that the Heusler-type
system Zn2AuCu was a suitable candidate to tune so as to satisfy the cofactor
conditions, defined in Chapter 4. We prepared a set of seven Zn45AuxCu55−x alloys
in the composition range 20 6 x 6 30 for preliminary study. After this preliminary
screening, a set of three alloys, with x = 25 (Au25), 27 (Au27) and 30 (Au30)
are studied in this chapter respectively. Their functional stability properties were
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characterized by X-ray diffraction and calorimetry.
Despite a transformation strain of 8%, the transformation temperature shifts
less than 0.5 ◦C after more than 16,000 thermal cycles while the hysteresis re-
mains approximately 2 ◦C. By comparison, the transformation temperature of the
ubiquitous NiTi alloy shifts up to 20 ◦C in the first 20 cycles [70, 26]. Most impor-
tantly, the alloy exhibits an unusual riverine microstructure of martensite not seen
in other martensites. Unlike typical polycrystal martensites, the microstructure
changes drastically in consecutive transformation cycles, while macroscopic prop-
erties like transformation temperature and latent heat are nearly reproducible.
The results promise a concrete strategy for seeking ultra reliable martensitic ma-
terials.
5.2 Experiment
The specimens for the present study are obtained by Electrical Discharge Machine
(EDM) wire cutting of ingots with nominal composition AuxCu55−xZn45 (x = 25,
27, and 30). The ingots are prepared by melting Cu (99.9999%), Au (99.999%) and
Zn (99.9999%) pellets in an evacuated (10−5 MPa) and sealed silica capsule. Fi-
nally, the ingots are annealed in evacuated and sealed silica capsules for 24 hours
at 650 ◦C and quenched in ice water. We use TA Q1000 Differential Scanning
Calorimetry (DSC) machine to measure the transformation temperature of the
sample. The machine is calibrated by indium and the rate of heating and cooling
is ±10 ◦C/min. Specimens were finely polished on both sides at the beginning to
ensure good thermal contact. For each sample, the first two cycles were scanned
from -100 to 180 ◦C to identify the transformation temperatures. The following
DSC cycles were then scanned over a temperature range about 50 ◦C covering the
identified transformation temperatures. The cycling on the self-designed thermal
stage was performed over a small temperature range determined by the stabiliza-
tion of microstructure upon transformation, which was about 10 ◦C. The cycling
frequency was about 0.1 Hz. Microstructure was observed by optical microscopy
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with Differential Interference Contrast (DIC) technology. The high temperature
phase (austenite) is polished as the reference. Different colors of martensites in
the micrograph correspond to the different reflective angle due to the surface relief
during the phase transformation. The color code was not calibrated.
The lattice parameters as well as the crystal structures of both austenite and
martensite were determined by measurements on a Bruker-AXS microdiffractome-
ter (Cu Kα radiation source) with a temperature control stage (-196◦C to 150◦C).
Data was collected by GADDS (General Area Detector Diffraction System) and
processed by JADE v7.0 software (which is used to fit the peak profiles of XRD
spectrum). The specimen, whose surface was finely polished at room temperature,
was mounted to the temperature control stage for X-ray diffraction.
The average grain size is greater than 1 mm, as seen from Figure 5.9, while the
beam size is 0.5 mm in diameter, so spotty diffraction patterns are expected. In
order to reveal the diffraction spots produced by the crystallographic planes that
are not properly aligned, we slightly wobbled the ω angle while fixing 2θ and χ. To
track the correspondence between diffraction spots produced by the two phases,
we applied this method to only one phase, usually austenite. Then we changed
the temperature through the phase transformation and collected the diffraction
patterns again for the stabilized new phase with the fixed configuration.
Figure 5.1 shows the diffraction patterns for Zn45Au30Cu25 . The austenite
pattern (Figure 5.1a) is indexed according to L21 crystal structure[3], while the
martensite pattern (Figure 5.1b) is indexed according to the monoclinic structure
with an 18 atomic layer modulation [3]. Using GADDS, we integrated the spotty
diffraction patterns into 2θ spectra as shown in Figure 5.2. The lattice parameters
were calculated by fitting the spectra (Table 5.1). The lattice parameters of the
other two samples were obtained by the same procedure.
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Figure 5.1: Diffraction patterns and their corresponding indices from a single grain
of the polished Zn45Au30Cu25 sample for (a) L21 austenite lattice [3], (b) and the
18-R modulated monoclinic martensite lattice[3].
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Figure 5.2: The integrated X-ray diffraction patterns from Figure 5.1.
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Au25 Au27 Au30
lattice
parameters
a0 (A˚) 6.0820± .0008 6.0989± 0.0008 6.1606± 0.0007
a (A˚) 4.8234± 0.0070 4.8179± 0.0036 4.4580± 0.0014
b (A˚) 5.7089± 0.0061 5.6325± 0.0005 5.7684± 0.0003
c (A˚) 39.4910± 0.0005 39.2449± 0.0002 40.6980± 0.0001
β (◦) 86.33± 0.0055 88.25± 0.0030 86.80± 0.0015
U

1.1046 0 0.0507
0 0.9387 0
0.0507 0 1.0362


1.0802 0 0.0530
0 0.9235 0
0.0530 0 1.0479


1.0591 0 0.0073
0 0.9363 0
0.0073 0 1.0015

λ2 1.0092± 0.0002 1.0086± 0.0001 1.0006± 0.0002
quadruple-1†
XI 0.9899± 0.0034 1.0090± 0.0011 1.0081± 0.0008
XII 1.0256± 0.0050 1.0056± 0.0007 0.9996± 0.0008
quadruple-2†
XI 1.0179± 0.0028 1.0222± 0.0024 1.0339± 0.0005
XII 0.9893± 0.0017 0.9884± 0.0005 0.9695± 0.0004
† defined in the next section.
Table 5.1: Lattice parameters and geometrical compatibility properties of the three
specimens.
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5.3 Microstructures satisfying the cofactor con-
ditions
During cyclic phase transformation, the desired functionality of martensitic ma-
terials degrades [70, 71, 26, 69]. It is generally believed that the degradation of
properties originates from the stressed transition layer between the two phases[72,
22, 37]. The same transition layer gives rise to an energy barrier that causes ther-
mal hysteresis [12]. During the martensitic phase transformation, the stress in the
transition layer drives irreversible processes, such as the formation of dislocations
and the nucleation of microcracks [72]. These irreversible processes in turn lead
to functional degradation and failure. Hence, high functional stability (i.e. re-
versibility) can be achieved by reducing or even eliminating the elastic transition
layer, which leads to the study of geometric compatibility of the two phases.
A successful strategy [11, 22, 7, 12, 67, 26] for eliminating this transition layer
has been found by using the crystallographic theory of martensite [17, 73, 22, 37].
As discussed in the introduction and Chapter 4, if the average deformation gradi-
ent is differed by a rank-one matrix from the identity, each pair of twinned variants
(a “twin system”) can form a laminated microstructure that meets austenite at a
low-elastic-energy transition layer. The compatibility theory generically gives four
solutions per twin system for the equations of crystallography theory of marten-
site, yielding four austenite/martensite interfaces, but corresponding to only two
twinning volume fractions, f ? and 1− f ?. Figure 5.3a shows a typical solution of
the crystallographic theory. The blue and green laminated microstructure corre-
sponds to the martensite that merge to the red austenite phase through an elastic
transition layer. This type of interface is the typical microstructure observed for
the martensitic phase transformation in many shape memory alloys [7]. The spe-
cial cases f ? = 0 and f ? = 1 can occur and correspond to transition-layer-free
interfaces between austenite and single variant martensite (Figure 5.3b). This
degeneracy occurs if and only if the condition λ2 = 1 is satisfied[22]. The lattice
of martensite is subjected to a perfect match with the lattice of austenite through
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an interface calculated by the rank-one connection[22]. Thus, the strategy for
elimination of the stressed transition layer is to make λ2 → 1 by systematically
tuning the composition of alloys. This strategy has been successfully applied to
shape memory alloys[7, 12, 68], magnetocaloric materials[69], and energy materials
[74, 75].
a b
λ2 6= 1 λ2 = 1
Figure 5.3: Illustration of austenite/martensite interfaces. a. Planar phase bound-
ary with transition layer in general materials where λ2 6= 1. b. Planar phase
boundary without transition layer when λ2 = 1 but other subconditions of CC
not satisfied.
As mentioned in Chapter 4, the cofactor conditions (CC) represent a further
degeneracy of the crystallographic theory of martensite[11]. CC are necessary
and sufficient conditions on the lattice parameters and the twin system that the
crystallographic theory has solutions for every volume fraction 0 6 f 6 1. This
contrasts sharply with the above cases where there are only two volume fractions
per twin system. When CC are satisfied, one can continuously vary the volume
fraction of the twin variants while retaining the low-elastic-energy interface with
austenite. Because f = 0, 1 is a special case, CC necessarily implies λ2 = 1.
The Theorem 9 and 10 in the Chapter 4 imply the unusual microstructure of
the austenite/martensite interfaces if the cofactor conditions are satisfied for both
Type I and Type II twin systems. The half of the solutions of the crystallographic
theory require no transition layer at all, which provide numerous ways for the
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formation of perfect austenite/martensite interfaces without the transition layer.
Moreover, if CC are satisfied for a twin system, they are typically satisfied also
by a large family of twin systems. These yield zero-elastic-energy interfaces with
austenite for every volume fraction f . A simplified equivalent form of CC used in
the previous Chapter is:
λ2 = 1, (CC1)XI := |U−1eˆ| = 1 for Type I twin,XII := |Ueˆ| = 1 for Type II twin. (SC2)
If λ2, XI and XII are all unity simultaneously by tuning the compositions of
the object material, a novel zero-elastic-energy microstructure can be constructed
from triple junctions formed by austenite and a pair of Type I twinned martensite
variants, and quad junctions formed by four pairwise twinned variants satisfying
the cofactor conditions as illustrated in Figure 5.4. Since λ2 = 1, both blue and
green martensite variants fit perfectly with the red lattice of austenite through
a triple junction, which has been proved in Theorem 9. For the blue and green
variants of martensite, there exist two other variants of martensite (yellow and
orange in Figure 5.4) fitting perfectly through Type II twinning planes, which can
be calculated by the crystallographic theory[15, 18].
These two simple junctions can be combined as building blocks to form the
riverine zero-elastic-energy microstructure seen in Figure 5.5. Figure 5.4 are
drawn accurately using the measured lattice parameters of Zn45Au30Cu25 in table
5.1, but perturbed very slightly to satisfy the cofactor conditions exactly.
As shown in Figure 5.5, using the building blocks (compatible triple junctions
and associated quadjunctions), a material satisfying the cofactor conditions has
a great many ways of forming austenite/martensite interfaces with zero-elastic-
energy deformations, in contrast to earlier known cases.
This plethora of zero-elastic-energy deformations implies that the material has
a great many ways of accommodating non-transforming inclusions, defects and
precipitates during transformation. The benefit of having such large classes of low
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Figure 5.4: On the left, a quad junction formed by four variants, and its 2D
projection (bottom). On the right, a triple junction formed by austenite and a
Type I twin pair in a material satisfying XI = 1 for Type I twins, and its 2D
projection (bottom).
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Figure 5.5: Zig-zag curved phase boundary and riverine microstructure in a ma-
terial satisfying the cofactor conditions for both Types I and II twins. The red
lattice represents austenite, other colors are variants of martensite.
energy deformations is recurring theme in the literature on phase transformations
in polycrystals [76, 68].
The cofactor conditions combine the advantages for hysteresis of having no
transition layer with the existence of a great many low-energy deformations and
its implications for reversibility.
5.4 Cycling test and functional fatigue in Zn2AuCu
alloys
Thermal cycling was done by the combination of Differential Scanning Calorime-
try (DSC) and a self-designed thermal cycling apparatus involving a thin film
heater competing against a liquid nitrogen cooled sample holder (Fig. 5.6). The
specimen is placed in good thermal contact with, and on top of, the thin film
heater. Temperature is monitored by a thermocouple placed on the top surface
of the specimen, instrumented using a KEITHLEY 2182A Digital Nanovoltmeter
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with cold junction compensation. The exposed surface of the specimen was viewed
with a NIKON optical microscope using a differential interference contrast (DIC)
system. The coolant is compressed nitrogen gas (industrial grade) forced through
a copper coil submerged in liquid nitrogen. The copper stage, thin film heater and
specimen are placed in a sealed plastic box filled with moisture absorbing powders
in order to avoid frost for low temperature experiments.
Figure 5.6: Self-designed thermal cycling apparatus. (a) The schematic view and
(b) photograph of the apparatus.
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For each specimen DSC measurements were done for the first 64 cycles. For
each of the subsequent 2n-th cycles, n = 7, 8, ..., (called DSC cycles below) the
sample was removed from the cycling apparatus and a DSC measurement was
done. It was then returned to the apparatus for further cycling. During cycling
in the apparatus, the surface morphology of the specimen was observed in situ by
optical microscopy.
The results of DSC measurements are shown in Figure 5.7. Figure 5.7a-c
are the calorimetric curves of the DSC cycles. All three samples have sharp
transformation peaks. Hysteresis calculated by (As + Af −Ms −Mf)/2 for the
first cycle is given in Figure 5.7a-c. The DSC curves clearly shift in Au25 and
Au27, while no significant shift is observed in Au30. The data is summarized
in Fig. 5.7d: the shift of transformation temperatures vs. the cycle number on
a log scale. We see that the transformation temperatures migrate downwards
significantly in Au25 and Au27, while in Au30, the transformation temperature
oscillates slightly around the initial value. Also seen in Figure 5.7a-c, and most
clearly demonstrated by Au25, is that the area under transformation peak, corre-
sponding to the latent heat, shrinks during cycling. This is summarized in Figure
5.7d. Again, as the composition is changed from Au25 to Au30, the shrinkage of
latent heat decreases, and it almost disappears in Au30. We extended the cycling
test on Au30 to 214 =16,384 cycles. The shift of the transformation temperatures
and the shrinkage of latent heat during this long test are plotted in Figure 5.7f.
We see only small changes of these values in Au30 even after such a large number
of thermal cycles. This is remarkable given that Zn2AuCu is a soft alloy with
a relatively high homologous temperature (transformation/melting temperature
ratio) of about 0.22.
Figure 5.8a,c,e show the surface morphology of each specimen in the polished
phase (austenite for Au30 and martensite for Au25 and Au27) after 64 cycles.
Figure 5.8b,d,f show the microstructure of the unpolished phase in several consec-
utive cycles immediately following those of Figure 5.8a,c,e. We see that Au25 and
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Figure 5.7: Functional stability of AuxCu55−xZn45 alloys with x = 25 (Au25),
26 (Au26) and 30 (Au30) during thermal cycling. a-c The DSC data of three
specimens. The values of hysteresis, (As + Af −Ms −Mf)/2, are calculated for
the virgin cycle. d The shift of austenite start (As), finish (Af) and martensite
start (Ms), finish (Mf) temperatures in each specimen. e Latent heat measured in
different cycles normalized by the value of the virgin cycle. Data points represent
the average values of latent heat upon heating and cooling, while the error bars
represent the differences between them. f Functional stability of Au30 extended
to 214 = 16, 384 cycles.
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a b
c d
e f
200 µm
Figure 5.8: Microstructures in consecutive cycles. a Polished martensite surface
of Au25 after 64 cycles. b Austenite (inverse) microstructure of Au25 in three
consecutive cycles right after taking the micrograph a. c Polished martensite
surface of Au27 after 64 cycles. d Austenite (inverse) microstructure of Au27 in
three consecutive cycles right after taking the micrograph b. e Polished austen-
ite surface of Au30 after 64 cycles. f Martensite microstructure of Au30 in six
consecutive cycles right after taking the micrograph e.
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Au27 show repeated microstructure in all three cycles. However, the microstruc-
ture in Au30 is completely different in each of the six cycles, which is repeated
throughout the cycling process. Figure5.9 shows the morphology of Au30 in a
single grain (≈ 1 mm), obtained by stitching a dozen micrographs together. In
this figure, we see various hierarchical microstructures that resemble those pre-
dicted by the aforementioned theory. Particularly, the riverine microstructure
shown on the left of Figure 5.9, also seen frequently during cycling, has to our
knowledge not been seen in any martensitic material. Forthcoming work involv-
ing Electron Backscatter Diffraction and Transmission Electron Microscopy will
investigate this connection between Figure 5.9 and theoretical predictions more
precisely.
Among the three samples, Au30, the one that most closely satisfies the cofactor
conditions for both Type I and Type II twin systems, exhibits the lowest hysteresis
and the highest functional stability. Also, its microstructure is completely unlike
any other martensite we have seen. For example, the repeating microstructures
upon phase transformation cycles in Au25 and Au27 are consistent with the com-
mon observation [77, 78, 79, 80] that polycrystal martensitic materials exhibit
detailed reproducibility of microstructure and acoustic emission traces, related to
“return-point memory”. Au30 clearly loses this memory. We conjecture that this
observation is linked to the large number of ways of constructing low- and zero-
elastic-energy austenite/martensite interfaces in materials satisfying the cofactor
conditions. Evidently, the vast number of low energy states possible in the mate-
rial implies that minor variations of conditions from cycle to cycle lead to diverse
microstructures, despite the inevitable inhomogeneity of the sample.
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riverine microstructure
wide bands formed 
by single variantssimple laminates 
500 µm
jigsaw puzzle like 
microstructure
Figure 5.9: Various hierarchical microstructures in Au30, the alloy most closely
satisfying the cofactor conditions for both Type I and Type II twin systems.
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Appendix A
Twin domains
Here it is proved that general solutions of the equation of compatibility (4.8)
between martensite variants are represented as Type I or Type II domains.
Proposition 14. Let A = AT and B = BT be 3 × 3 positive-definite matrices
satisfying B = RART for some R ∈ O(3). Suppose A and B are compatible in
the sense that there is a matrix Q ∈ SO(3) such that
QB−A = a⊗ n, (A.1)
a,n ∈ R3. Then there is a unit vector eˆ ∈ R3 such that
B = (−I + 2eˆ⊗ eˆ)A(−I + 2eˆ⊗ eˆ). (A.2)
Conversely, if 3× 3 matrices A and B satisfy (A.2) for some unit vector eˆ, then
there is Q ∈ SO(3) so that (A.1) is satisfied. A formula for eˆ can be given as
follows. Under the hypotheses, there is an orthonormal basis {e1, e2, e3} such that
A−1B2A−1 = µ1e1 ⊗ e1 + e2 ⊗ e2 + µ3e3 ⊗ e3, (A.3)
where 0 < µ1 ≤ 1 ≤ µ3 and the following identities hold:
µ1µ3 = 1, e1 ·A2e1 = µ3 e3 ·A2e3, (e2 ·A2e1)2 = µ3(e2 ·A2e3)2. (A.4)
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In the case µ3 > 1 all unit vectors eˆ satisfying (A.2) are given by
eˆ = ±(δ1Ae1 + δ3Ae3), (A.5)
where
δ1 =
(
2(e1 ·A2e1 + s√µ3 e3 ·A2e1)
)−1/2
and δ3 = s
√
µ3 δ1. (A.6)
and s ∈ {±1} satisfies s√µ3(e2·A2e3) = −e2·A2e1. In the case µ3 = 1 necessarily
B = A and eˆ can be chosen as a normalized eigenvector of A.
In words: for stretch matrices related by orthogonal similarity as we have for
variants of martensite, necessary and sufficient conditions for compatibility are
that these matrices are related by a 180◦ rotation.
Proof. Without loss of generality, by replacing R by −R if necessary, we can
assume R ∈ SO(3). The condition (A.3), which under the given hypotheses is
necessary and sufficient for (A.1), has been proved in [22], Prop. 4. We can
assume without loss of generality that 0 < µ1 < 1 < µ3. That is, if, say, µ3 = 1,
then by taking det of (A.3) and using det A = det B we would get necessarily
µ1 = 1. This would lead to A
2 = B2. Then by taking the positive-definite square
root, we would have A = B. This, in turn, would imply that (A.2) is satisfied,
for example, with eˆ equal to an eigenvector of A. Thus, below we will assume
µ1 < 1 < µ3.
There are several identities satisfied by the quantities on the right hand side
of (A.3). These follow from the hypothesis that B = RART which implies that
A and B have the same eigenvalues and therefore det A = det B, trA2 = trB2
and trA4 = trB4. These in turn yield the following necessary conditions:
1. det A = det B =⇒ µ1µ3 = 1. Obvious by taking det of (A.3).
2. trA2 = trB2 =⇒ e1 ·A2e1 = µ3e3 ·A2e3. This follows by subtracting the
identity matrix from (A.3) and then pre and post multiplying by A to get
B2 −A2 = (µ1 − 1)Ae1 ⊗Ae1 + (µ3 − 1)Ae3 ⊗Ae3. (A.7)
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Taking the trace and using µ1µ3 = 1 and µ3 6= 1, we get e1 · A2e1 =
µ3e3 ·A2e3.
3. trA4 = trB4 =⇒ (e2 ·A2e1)2 = µ3(e2 ·A2e3)2. This follows from (A.3) by
pre and post multiplying by A to get B2 = µ1Ae1 ⊗Ae1 + Ae2 ⊗Ae2 +
µ3Ae3 ⊗ Ae3 then squaring this to get B4. Now write A2 = A I A =
A(e1⊗e1 + e2⊗e2 + e3⊗e3)A and square this to get A4. Put trA4 = trB4
and simplify using items 1 and 2 and µ3 6= 1 to get the result.
Substituting provisionally the expression (A.2) for B into (A.3), we get the
necessary condition
A−1(−I + 2eˆ⊗ eˆ)A2(−I + 2eˆ⊗ eˆ)A−1 = µ1e1 ⊗ e1 + e2 ⊗ e2 + µ3e3 ⊗ e3. (A.8)
Multiplying out the tensor products in (A.8) we derive
−2Aeˆ⊗A−1eˆ−2A−1eˆ⊗Aeˆ+4(eˆ·A2eˆ)A−1eˆ⊗A−1eˆ = (µ1−1)e1⊗e1+(µ3−1)e3⊗e3.
(A.9)
To solve this equation, we try to find a unit vector eˆ of the form
eˆ = σ1A
−1e1 + σ3A−1e3 = δ1Ae1 + δ3Ae3. (A.10)
The condition 1 = eˆ · eˆ = Aeˆ ·A−1eˆ implies that
σ1δ1 + σ3δ3 = 1. (A.11)
Substituting the expressions for Aeˆ and A−1eˆ into the equation (A.9), we get,
−2(σ1e1 + σ3e3)⊗ (δ1e1 + δ3e3)− 2(δ1e1 + δ3e3)⊗ (σ1e1 + σ3e3)
+4(σ21 + σ
2
3)(δ1e1 + δ3e3)⊗ (δ1e1 + δ3e3) = (µ1 − 1)e1 ⊗ e1 + (µ3 − 1)e3 ⊗ e3.(A.12)
Rearranging similar terms in the above equation results in the following:(− 4δ1σ1 + 4(σ21 + σ23)δ21)e1 ⊗ e1
+
(− 2σ1δ3 − 2δ1σ3 + 4(σ21 + σ23)δ1δ3)(e1 ⊗ e3 + e3 ⊗ e1)
+
(− 4δ3σ3 + 4(σ21 + σ23)δ23)e3 ⊗ e3 = (µ1 − 1)e1 ⊗ e1 + (µ3 − 1)e3 ⊗ e3.(A.13)
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Comparing the 13 terms on both sides of (A.13) and using (A.11), we get the
following expression connecting σ1, σ3, δ1 and δ3.
(σ1δ3 − δ1σ3)(1− 2σ3δ3) = 0. (A.14)
The vanishing of the first factor, σ1δ3 − δ1σ3 = 0, leads to the trivial case µ1 =
µ3 = 1 which has been excluded above. The vanishing of the second factor gives
that σ3δ3 =
1
2
and then from (A.11), σ1δ1 =
1
2
. This shows that none of the
unknowns δ1, σ1, δ3, σ3 vanish. Now the e1 ⊗ e1 and e3 ⊗ e3 terms in equation
(A.13) give
4σ23δ
2
1 = µ1 =⇒
δ21
δ23
= µ1,
4σ21δ
2
3 = µ3 =⇒
δ23
δ21
= µ3. (A.15)
These equations are consistent with µ1µ3 = 1, and we only need to retain one of
them. In summary, (A.8) is satisfied for a unit vector eˆ of the form (A.10) if and
only if σ1, σ3, δ1, δ3 satisfy
σ1δ1 =
1
2
, σ3δ3 =
1
2
, δ23 = µ3δ
2
1. (A.16)
A useful way to write this solution is:
δ3 = s
√
µ3δ1, σ1 =
1
2δ1
, σ3 =
s
2
√
µ3δ1
, s = ±1. (A.17)
So far, δ1 6= 0 and s = ±1 are free parameters.
Although we have solved (A.8) by the choice (A.17), we have to be sure that
these values of δ1, δ3, σ1, σ3 satisfy (A.10). This is a vector equation in 3D and
therefore is equivalent to the three equations one gets by dotting it with the three
linearly independent vectors, Ae1,Ae2,Ae3. This gives the three equations,
σ1 = δ1(e1 ·A2e1) + δ3(e3 ·A2e1),
σ3 = δ1(e1 ·A2e3) + δ3(e3 ·A2e3),
0 = δ1(e2 ·A2e1) + δ3(e2 ·A2e3). (A.18)
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If we square the last equation and use (A.17) and the nonvanishing of δ1, we get
(e2 ·A2e1)2 = µ3(e2 ·A2e3)2. (A.19)
This is satisfied by virtue of Item 3 above. Hence, the square of the third equation
of (A.18) is an identity. So, we can satisfy the third of (A.18) by an appropriate
choice of s = ±1 of (A.17). In particular, there exists s ∈ {±1} satisfying
s
√
µ3(e2 ·A2e3) = −e2 ·A2e1. (A.20)
This uniquely determines s unless it happens that e2 · A2e3 = 0, in which case
also e2 ·A2e1 = 0 and s can be either ±1. Now we further note that the first two
equations in (A.18) are not independent. That is, multiply the first of these by
δ1 6= 0 and the second by δ3 6= 0, subtract the equations and use the conditions
σ3δ3 = σ1δ1 =
1
2
. This leads to
e1 ·A2e1 − µ3e3 ·A2e3 = 0. (A.21)
This is automatically satisfied, by virtue of Item 2 above. Hence, there is only
one independent equation in (A.18), that we can take to be the first one:
1
2δ1
= δ1(e1 ·A2e1) + s√µ3δ1(e3 ·A2e1), (A.22)
that is,
2δ21
(
(e1 ·A2e1) + s√µ3(e3 ·A2e1)
)
= 1. (A.23)
We claim that, under our hypotheses, (A.23) can always be solved for δ1 6= 0.
That is, by the positive definiteness of A2, we have e1 ·A2e1 > 0, e3 ·A2e3 > 0,
(e1 · A2e1)(e3 · A2e3) > (e3 · A2e1)2. Hence, eliminating √µ3 using (A.21) (see
Item 2), we have for either choice s = ±1,
(e1·A2e1)+s√µ3(e3·A2e1) =
√
e1 ·A2e1
e3 ·A2e3
(√
(e1 ·A2e1)(e3 ·A2e3) + se3 ·A2e1
)
> 0.
(A.24)
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Hence, δ1 given by (A.6) is well-defined. Equations (A.23) and (A.17) imply that
the vector eˆ given by (A.10) is a unit vector and satisfies (A.8) and therefore
(A.2).
The sufficiency of the condition (A.2) for compatibility is a standard result,
see [37] or (4.10) above. The formula for eˆ follows from (A.10), (A.17) and (A.23)
above.
Corollary 15. (Compound domains) Assume the hypotheses of Proposition 14.
There are two unit vectors eˆ+ ∦ eˆ− satisfying (A.2) if and only if
e2 ·A2e3 = e2 ·A2e1 = 0. (A.25)
If (A.25) is satisfied and µ3 > 1, there are precisely two such nonparallel unit
vectors (up to a premultiplied ±) that satisfy (A.2), and in fact these vectors are
orthonormal, eˆ+ · eˆ− = 0. They are given by the formulas
eˆσ = δ
σ
1 Ae1 + δ
σ
3 Ae3, σ = ±, (A.26)
where
δσ1 =
(
2(e1 ·A2e1 +σ√µ3 e3 ·A2e1)
)−1/2
and δσ3 = σ
√
µ3 δ
σ
1 , σ = ±. (A.27)
In the case µ3 = 1 necessarily B = A and the solutions eˆ of (A.2) consist of unit
vectors in the eigenspace of A.
Proof. The proof follows immediately from the statement s
√
µ3(e2 ·A2e3) = −e2 ·
A2e1 of Proposition 14, which does not uniquely determine s ∈ {±1} if and only
if (A.25) is satisfied. The fact that the two solutions e±1 are nonparallel is seen
from their forms (A.6), and the fact that these are the only possible solutions up
to premultiplied ± follows from Proposition 14. The orthonormality of eˆ+ and eˆ−
follows by direct calculation using (A.26) and (A.27).
