In a previous paper of this series ͓Paper III: Nakatsuji, J. Chem. Phys. 105, 2465 ͑2001͔͒, the author showed a high potentiality of the extended coupled cluster ͑ECC͒ method to calculate the exact wave function of the ground state. In this paper, we propose ECC-configuration interaction ͑CI͒ method, which is an accurate useful method to calculate the excited states from the ECC wave function of the ground state. In contrast to the ECC method, the standard ECC-CI method is approximate, but we can make it exact by generalizing its excitation operator ͑ECC-CI general͒. The ECC-CI method is applicable not only to the excited states having the same spin-space symmetry as the ground state, but also to those having different spin-space symmetries and to the ionized and electron-attached states. The theoretical framework of the ECC-CI method is similar to that of the symmetry-adapted-cluster ͑SAC͒-CI method proposed in 1978 by the present author. Next in this paper, we examine the performance of the methods proposed in this series of papers for a simple one-dimensional harmonic oscillator. The iterative configuration interaction ͑ICI͒ and ECC methods are examined for the ground state and the ICI-CI and ECC-CI methods for the excited states. The ICI method converges well to the exact ground state and the excited states are calculated nicely by the ICI-CI method in both the standard and general active spaces. In contrast to the simplest ͑S͒ECC examined in Paper III, the ECC2 method shows quite a rapid convergence to the exact ground state, which enables us to calculate the true exact wave function in the ECC form. The ECC-CI methods in both the standard and general active spaces also work well to calculate the excited states. Thus, we conclude that the ICI and ECC approaches have a potentiality to provide useful method to calculate accurate wave functions of the ground and excited states. A merit of ECC is that it provides the exact wave function in a simple explicit form.
I. INTRODUCTION
Toward precise predictions and gigantic-scale systems are the two ways modern quantum chemistry must expand in this decade. The first aim is essentially realized if we can solve the Schrödinger equation with a realistic cost. The full-CI method, only one general method of solving the Schrödinger equation within a given basis set, is however very time consuming and highly demanding computationally and therefore cannot be applied to chemically interesting systems. Since the Hamiltonian operator has a very simple structure, involving only one and two particle operators, its eigenfunctions must also have some simple structure, reflecting the simplicity of the Hamiltonian. Though modern algorithms of the full-CI method 1, 2 utilize this fact in the evaluation of the matrix elements, it does not presume such a simplicity in the structure of the wave function.
The Schrödinger equation is given by
where the Hamiltonian involves only one-and two-particle operators as in a second-quantized form. In Eq. ͑1.3͒ the indices p,q,r,s run over all m reference orbitals ͑both occupied and unoccupied͒. The number of terms in Eq. ͑1.3͒ is
͑1.4͒
where we did not assume the Hermiticity of the operators v and w, and GSD stands for general singles and doubles. We have studied in this series of studies [3] [4] [5] the structure of the exact wave function using the equations that are equivalent to the Schrödinger equation in a necessary and a͒ Electronic mail: hiroshi@sbchem.kyoto-u.ac.jp sufficient sense. This equivalence is important, since these equations have the same determinative power as the Schrö-dinger equation. The variational principle, ͉͗HϪE͉␦͘ϭ0,
͑1.5͒
is well-known to be equivalent to the Schrödinger equation. The energy of the system, E, is defined by ͉͗HϪE͉͘ϭ0.
͑1.6͒
The variational principle is used to search for the best possible wave function within the functional form of the given . If can become exact in its functional form, this principle gives the exact wave function as an extreme.
Another useful set of equations that is equivalent to the Schrödinger equation is H-square or H-nijou ͑''nijou'' is Japanese meaning square͒ equations. The 
͑1.10͒
Then, the wave function that satisfies ͉͗͑HϪE͒H I ͉͘ϭ0, ͑ Iϭ1, . . . ,N D ͒,
͑1.11͒
and Eq. ͑1.6͒ is exact in the necessary and sufficient sense. Similarly, the wave function that satisfies ͉͗͑HϪE͒͑H I ϪE I ͉͒͘ϭ0, ͑ Iϭ1, . . . ,N D ͒, ͑1.12͒
is also exact in the necessary and sufficient sense. In Eq. ͑1.12͒, the partial energy E I corresponding to H I is defined by ͉͗H I ϪE I ͉͘ϭ0,
͑1.13͒
and satisfies
Eϭ ͚

Iϭ1
N D E I .
͑1.14͒
We refer to Eqs. ͑1.11͒ and ͑1.12͒ also as H-square or H-nijou equations. Equation ͑1.8͒ is a special case of Eq. ͑1.11͒ for N D ϭ1. Likewise, Eq. ͑1.7͒ is a special case of Eq. ͑1.12͒. It is easily seen from Eq. ͑1.7͒ that the H-nijou equation is valid only to the exact wave function: when we define f ͑ ͒ϭ͉͗͑HϪE͒ 2 ͉͘, ͑1.15͒
this quantity is always positive or zero, and f ()ϭ0 is realized only when is exact. An underlying principle in this series of papers [3] [4] [5] is that we can find the structure of the exact wave function by the following criterion. When we apply the variational principle to some candidate function , and if the variational equation actually gives one set of the H-nijou equations, then that has the structure of the exact wave function. This is realized, for example, when where ␦ I represents a variation with respect to the variable associated to H I included in , since then we have Eq. ͑1.11͒ or ͑1.12͒ as a result of the variational equation ͑1.5͒. In other words, when this holds, the variational best is the exact wave function: that has a freedom to be able to become the exact wave function. Note however that the condition given by Eq. ͑1.16͒ or ͑1.17͒ is a bit too strong: it is enough if we could obtain Eq. ͑1.11͒ or ͑1.12͒ from Eq. ͑1.5͒, as we argued in Paper III. In other words, Eq. ͑1.16͒ or ͑1.17͒ is a sufficient condition for to have an exact structure, but not necessary. Theorem II-2 of Paper I 3 is a special case of the above theorem.
This fact further implies that the exact wave function can be described with only N D variables, N D being defined by Eq. ͑1.10͒. The equivalence of a set of the N D equations ͑1.11͒ or ͑1.12͒ to the Schrödinger equation means that we can describe the exact wave function with only N D variables, because these equations have the same determinative power as the Schrödinger equation. This actually implies that the exact wave function can be described with the number of variables from unity to, say, M GSD . The latter corresponds to the division of the Hamiltonian defined by Eq. ͑1.3͒. These numbers are much smaller than the number of variables in full-CI, so that this line of research may lead us to a new simpler method of solving the Schrödinger equation.
In Paper I of this series, 3 we have investigated the possibility of the general singles and doubles ͑GSD͒ description of the exact wave function based on Theorem II-1 of Paper I, which is also a kind of H-nijou equation, and proposed iterative CI ͑ICI͒ method including GSD number of variables. In Paper II, 4 we have presented the H-nijou equations, Eqs. ͑1.11͒ and ͑1.12͒, and shown that the number of variables necessary to solve the Schrödinger equation is defined by the number of division of the Hamiltonian operator, and therefore ranges from unity to the GSD number. Based on this finding, we have extended the concept of the ICI method and proposed the ICIND method, which is the ICI including N D variables. We have also considered the methods of calculating the excited states from the ICI theory. The simplest ͑S͒ICI method that includes only one variable is similar to the surplus function approach proposed recently by Huang et al. 6 It is also related to the Lanczos method 7 in eigenvalue problems. 8 In Paper III, 5 we have examined the exponential ansatz and shown that it can also be exact if the operator is defined using the divided Hamiltonian. We have proposed extended coupled cluster ͑ECC͒ method, and two interesting cases were considered: one is the S͑simplest͒ECC that includes only one variable and the other is the general ECCND ͑N D у2͒. SECC is exact in spite of its simple structure, but is rather inflexible. ECCND is also able to describe the exact wave function rather efficiently through its flexible nonlinear structure. Test calculations were given for harmonic oscillator, showing different behaviors of the SECC and ECCND methods: when truncated, the SECC was rather slowly converging, but the ECCND converged quite nicely. 5 One purpose of this paper is to formulate a method to calculate the excited states from the ECCND method. We refer to the proposed method as the ECC-CI method, since the theoretical framework of the theory is similar to that of the SAC͑symmetry adapted cluster͒-CI theory. 9, 10 Though the ECC method is exact, the ECC-CI method is not, but it can be improved up to the exact limit by expanding the operator space. Another purpose of this paper is to examine the ICI and ECC methods in the calculations of the ground and excited states of harmonic oscillator. We examine the convergence behaviors of both methods and the qualities of the calculated ground and excited states. The harmonic oscillator is probably the simplest possible system, but the analytical application of the ICI and ECC methods may clarify their behaviors, some of which would be common to those for more general many-electron systems, which is a goal of the present theory.
II. ECC
We summarize here briefly the extended coupled cluster ͑ECC͒ theory. 5 We first define the division of the 
͑2.3b͒
where 0 is some reference function, which may be Hartree-Fock ͉0͘, or some other function. Since this is a small extension of the coupled cluster theory, [11] [12] [13] we called it extended coupled cluster ͑ECC͒ theory: 14 
͑2.5͒
On the other hand, the conventional coupled cluster within singles and doubles ͑CCSD͒ is written as
where the indices i, j run over occupied orbitals and a, b over unoccupied orbitals. Since the operator T c does not correspond to a division of the Hamiltonian operator, the conventional CCSD does not have a freedom of the exact wave function, while since the ECCGSD operator T corresponds to a division of the Hamiltonian as defined by Eq. ͑1.3͒, the ECCGSD is capable of representing the exact wave function, as discussed in Paper III. 5 Nooijen 15 also proposed independently that the generalized CCSD that is equivalent to the above ECCGSD might be exact. Van Voorhis and Head-Gordon 16 recently confirmed numerically that the ECCGSD certainly gives the exact wave function for neon and N 2 .
It was also shown in Paper III that the SECC including only one variable,
is exact in the necessary and sufficient sense: the variational determination of the variable C gives the H-nijou equation, Eq. ͑1.8͒. As shown by Kozloff and Tal-Ezer, 17 this SECC becomes exact with a large negative value ͑negative infinite͒ of C. Therefore, a truncation of the expansion of the exponential operator at some order is not a good approximation: it is desirable to treat it in the exponential form, not in its approximate finite-order truncated form. This implies that the convergence of the SECC may not be fast, though actually its rate is dependent on the quality of the reference function 0 . A simple example was given in Paper III. The SECC is also related to the t expansion of Horn and Weinstein 18 and connected-moments expansion of Cioslowski. 19 Since even the simplest ECC ͑SECC͒ is exact, the ECCND should also be exact: it includes SECC as a special case. Therefore, we impose variational and H-nijou equations to the ECCND and obtain,
and
respectively, for all I(1рIрN D ) The exact wave function should satisfy both of them. Subtracting Eq. ͑2.9͒ from Eq. ͑2.10͒, we obtain 5 We have shown in Paper III that a quick convergence of the ECC expansion is realized in Case B. This is natural since the standard CCSD, an approximation of ECCGSD as explained above, is already a good approximation of the exact wave function for many molecular systems. 5 The ECC method describes the ground state of each symmetry. Since the S operator is totally symmetric, the ECC exponential operator is also totally symmetric, and therefore, the symmetry of the calculated state is that of the reference function 0 . In the next section, we consider how to calculate the excited states from the ECC theory of the ground state.
III. ECC-CI
We now formulate the theory for the excited states from the ECC theory of the ground state. Though the ECC theory for the ground state is exact, the theory presented in this section for the excited state is not exact. We start from the H-nijou equation for the ground state,
where the subscript g on g denotes the ground state. Now, we define the ͑excited͒ functions ⌽ K by 
͑3.4͒
where we have included g (ϭ⌽ 0 , H 0 ϭ1) to ensure the orthogonality of e to g . If we introduce the operator R by
then this operator is a generator of the excited state from the ground state as e ϭR g .
͑3.6͒
Note a similarity of the R operator defined by Eq. ͑3.5a͒ to the S operator defined by Eq. ͑2.2͒. For convenience, we denote the set of operators ͕H K ͖ included in Eq. ͑3.5a͒ as
where the subscript S implies ''standard,'' in contrast to ''general'' introduced in the next section. With the use of Eq. ͑3.7͒, the excitation operator R is written as
We refer to this method of calculating the excited states as the ECC-CI method, since Eq. ͑3.4͒ is CI-like. This naming is also due to the similarity of the present theory to the SAC ͑symmetry adapted cluster͒-CI theory for excited states. 9, 10 The SAC theory 20 is a kind of coupled cluster theory 11, 13 for the ground state, like ECC is for the ground state, and the SAC-CI theory is for the excited state and was formulated similarly to Eqs. ͑3.4͒-͑3.6͒ using the SAC ground state g SAC instead of the ECC ground state g . The CCLRT ͑coupled cluster linear response theory͒ [21] [22] [23] and the EOMCC ͑equation-of-motion coupled cluster͒ theory 24 -26 developed later are equivalent to the SAC-CI theory. 27 The formulation for the ECCGSD case is interesting, where the division of the Hamiltonian is defined by Eq. ͑1.3͒. In this case, we start from the H-nijou equations, 
͑3.10͒
where the ground state is included to ensure the orthogonality of e to g . This is ECCGSD-CI, and this expression would be familiar since it is similar to the standard singles and doubles SAC-CI. Now, we come back again to the ECCND-CI case. The expansion coefficients d K are determined variationally by the secular equation,
͑3.11b͒
The solutions of this secular equation satisfy orthogonality and Hamiltonian-orthogonality to the ground-state g and to each other, namely, ͗ e ͉ g ͘ϭ0, ͗ e ͉H͉ g ͘ϭ0, ͑3 .12͒
and ͗ e Ј ͉ e ͘ϭ␦ ee Ј , ͗ e Ј ͉H͉ e ͘ϭE e ␦ ee Ј ,
͑3.13͒
respectively.
Though the ECC wave function for the ground state is exact, the ECC-CI wave function defined in this section for the excited state is approximate, since the space spanned by ͕⌽ K ͖ is not complete. The nature of the excited states described by this method is characterized and restricted by the nature of the ͕⌽ K ͖ space. To explicitly express the quality of the calculated excited states, we may refer to the above ECC-CI method as ECCND-CIND method, where the first ND stands for the size of the ECC calculations and the second ND stands for the size of the ͕⌽ K ͖ space considered in the ECC-CI calculations. This is in some sense similar to the SAC-CI SD-R method in which the dimensions of both SAC and SAC-CI are singles and doubles ͑R stands for the SAC-CI excitation operator͒.
We note that when g strictly satisfies the ECC equation, Eq. ͑3.1͒, then it is exact and not modified by the ECC-CI method, but when g is an approximate solution of the ECC equation, it may be improved at the ECC-CI step: the ground state solution obtained from the ECC-CI secular equation, Eq. ͑3.11͒, may become lower than that of the input approximate g . The improved g satisfies the relation similar to Eq. ͑3.12͒.
Like in the SAC-CI method, we can also consider the nonvariational method of solution. Though the quality of the solution would become worse, the computational labor is diminished. In the nonvariational method, the bra-functions of Eq. ͑3.11a͒ are replaced by the set ͕ 0 , H K 0 ͖, where 0 is the reference function and we obtain
͑3.14b͒
The nonvariational method is acceptable when the set of bras in Eq. ͑3.14͒, ͕ 0 , H K 0 ͖ is a good approximation of the set ͕⌽ K ͖. We note that when 0 is Hartree-Fock and when some H K operators are composed only of purely X t type operators, 28 which include either a i ϩ or a a , where the subscripts i and a denote occupied and unoccupied orbitals, respectively, 3 then Eq. ͑3.14b͒ would vanish identically and therefore, this nonvariational method would be inappropriate, because the number of the equations would be smaller than that of the variables.
The above ECC-CI method produces the excited states belonging to the same symmetry as the ground state. However, like in the SAC-CI method, we can extend the ECC-CI method so that it also gives the excited states of different spin-space symmetries, ionized states, and electron-attached states. Since the operators of the ECC-CIGSD are composed of a set of the products of the creation and annihilation operators a r ϩ and a p where the suffices r and p denote spinspace orbitals, it is easy to introduce similar set of substitution operators that belong to different spin-space symmetry. Examples are seen from the SAC-CI operators given in Refs. 9 and 10. Denoting such set of operators again by R S ϭ͕R S ͖, and using Eqs. ͑3.5b͒ and ͑3.6͒, we can calculate the excited states belonging to the different symmetry.
Similarly, we can calculate the ionized and electronattached states. In the above case, the substitution operators were made of the products of the same number of creation and annihilation operators. But, if the number of the creation operators is smaller by n than the number of the annihilation operators, it is the n-electron ionization operator, and if the number of the creation operators is larger by n than the number of the annihilation operators, it is the n-electronattachment operator. If we denote such set of operators again by R S ϭ͕R S ͖, we can calculate n-electron ionized and n-electron-attached states by applying the operator R defined by Eq. ͑3.5b͒ to the ground state as in Eq. ͑3.6͒.
IV. ECC-CI general
Since the ECC-CI method in the standard active space described above may be insufficient to obtain sufficient accuracy, we need a theory that can reach up to the exact limit along the same line of the formalism. We give here as such theory ECC-CI general theory. In this theory, we can describe the excited, ionized, and electron-attached states in a sufficient accuracy even up to the exact limit by expanding the size of the R operator. This method is similar to the SAC-CI general-R method. 27, [29] [30] [31] We expand the ECC-CI space defined by R S of Eq. ͑3.7͒ by including the operators that are linearly independent from them. Such linearly independent operators may be made of the products of the lower operators as
where the subscript A implies ''additional.'' Here, we note in general, H I H J H J H I , etc. Using these higher operators, we expand the ECC-CI operator as
and calculate the excited state by
where
͑4.4͒
We refer to this expansion of ECC-CI as ECC-CI general, from the similarity to the SAC-CI general-R theory. 29 Note that for the SECC (N D ϭ1) , the space R G defined by Eq. ͑4.2͒ is just the same as the Krilov space. and therefore, it is easily understood that this ECC-CI general can formally become up to exact. By this method, the quality of the calculated excited states is improved, and furthermore, we can calculate higher excitation processes that may be rather poorly described by the standard ECC-CI method. For example, three electron excitation processes from the ground state would not be described within the ECCGSD-CIGSD method, but would be described when we include higher operators defined by Eq. ͑4.5͒.
The formation of the higher operators by Eq. ͑4.1͒ is an example of the exponential generation ͑EG͒ idea presented in 1985. 33 When lower operators R I and R J are of some importance, the product R I R J should also be important in the description of the states. If it is difficult to include all of these higher operators, because the size of the product operators easily becomes formidably large, we may include only such products R I R J in which both R I and R J are important by some given threshold. By such a criterion, we can produce only the important higher excitation operators.
The modifications of the ECC-CI general method to include the excited states of different symmetries, ionized states and the electron-attached states are rather simple. We can improve the quality and expand the nature of these states by expanding the active space by the ECC-CI general method. Many examples have actually been reported by the SAC-CI general-R methods 27, 30, 31 for the calculations of the ionization spectra including shake-up satellite peaks.
V. PERFORMANCE OF ICI AND ECC METHODS FOR HARMONIC OSCILLATOR
We here examine the performance of the ICI and ECC methods by applying them to the ground and excited states of a one-dimensional harmonic oscillator. This is probably the simplest possible system. Some behavior would be specific to this simple system, but some would be common to more complex electronic systems. We want to see the quality of the results calculated by the ICI and ICI-CI methods and the ECC and ECC-CI methods for the ground and excited states. In Paper III, we have applied the S͑simplest͒ECC, which is ECC1, and ECC2 to this model system and obtained much insight on the performance of these methods. Though both are exact, the performance of the truncated ECC is much different: the SECC is rather slowly converging, but ECC2 shows quite a rapid convergence. This shows a different behavior of ECCND for N D ϭ1 and N D у2, and is due to a nonlinear nature of the ECCND method.
The Schrödinger equation for the one-dimensional harmonic oscillator is 
͑5.7͒
which includes only one variable, and that for ICI2 and ECC2 is
which includes two variables C K and C P that are associated to the kinetic and potential operators, respectively.
A. ICI method
The ICI method is defined by the recursion,
and the variables in each iteration are solved by the variational principle. As an initial function 0 , we take the functions given by Eqs. ͑5.5͒ and ͑5.6͒ for the gerade and ungerade ground states, respectively. We also calculate the excited states by Methods B and C of Paper II. In the terminology of this paper, method B is called ICIND-CIND method, and method C is called ICIND-CI general. The latter naming is useful because it makes the active space involved in each method clear. Table I gives the result of SICI for the gerade and ungerade ground states. The SICI shows a good convergence for both states. The energy converges nicely to the exact energy, 1.0 and 3.0, both from above. The coefficients initially vibrate to some extent and would converge to zero finally. But, it would take some more iterations before convergence. The energy converges faster than the wave function itself. Tables II and III are the results of ICI2 for the gerade and ungerade ground states, respectively. The excited state calculated from the same secular equation ͑namely by ICI2-CI2͒ is also given in these tables. Note for nϭ1 ͑first iteration͒, the rank of the matrix is 2, and therefore the result becomes identical with that of SICI. For higher iterations, the ICI2 gives faster convergence than SICI because of an increase in the number of the variational parameters. It is in- teresting to note that the variational parameters C K and C P become closer as the iteration proceeds for both the gerade and ungerade ground states: they would converge to the same value and would converge to zero. This behavior shows that the ICI2 converges to the same solution as the SICI given in Table I . This is due to the linear nature of the ICI method. Even though the variables C K and C P become closer as the iteration proceeds, using two independent variables makes the convergence faster than just using one variable. Already at 5th iteration, the energy is correct by 9 zeros and 8 zeros after the decimal point for the gerade and ungerade ground states, respectively. Nevertheless, though the energy essentially converges, it would take some more iterations before true convergence of the wave function, where C K and C P become zero. The excited states calculated by method B of Paper II, ICI2-CI2 in the present notation, also show a good convergence to the exact solution again from above, though the convergence is slower than that for the ground state. The results for the gerade excited states given in Table II and the  ungerade excited state given in Table III are similar. Table IV shows the result of method C, ICI2-CI general in the present notation. We have extended the variable space of the ICI-CI method, following Eqs. ͑4.1͒ and ͑4.2͒, by including not only the kinetic ͑k͒ and potential ͑p͒ operators, but also the higher products of the potential operators, pp, ppp, pppp, ppppp in the active space, giving independent variable to each of the operators, following the spirit of the EGCI method. 33 Namely, the operator space used for defining the S operator in this calculation is written as
1, k, p, pp, ppp, pppp, ppppp.
͑5.11͒
The dimension of the secular equation is 7 in the ICI2-CI general method in comparison with 3 of the original ICI2-CI2 method. As the ͑input͒ ICI2 solution for the ground state, we used the results of the 2nd, 4th, and 6th iterations given in Tables II and III . We have performed both variational and nonvariational calculations. The results for the ground and excited states obtained by the variational ICI2-CI general method are certainly much improved, as expected, in comparison with those obtained by the ICI2-CI2 method. The numbers of zeros for the lower four states of Table IV are much larger than those of the corresponding states shown in Tables II and III. Note that the ground state is also much improved, since the results of the 2nd, 4th, and 6th iterations are not yet the true ICI solution. Further, by the ICI2-CI general method, we could calculate higher excited states not calculated by the ICI2-CI2 method. This merit of the ICI-CI general method is very important for investigations of higher excited and ionized states in atomic and molecular systems.
The nonvariational results are almost always worse than the variational results. Many results show overshooting of the exact energy. The accuracy of the nonvariational result depends rather critically on the accuracy of the ICI2 ground state. As the number of iterations n of the ICI2 calculation increases, the accuracy of the nonvariational calculations is improved. The higher excited states calculated by the nonvariational method are rather miserable particularly for nϭ2. 
B. ECC2 method
We have already applied the SECC to the present harmonic oscillator in Paper III. The convergence of the truncated SECC was slow: even at nϭ30, we had only three and two zeros after the decimal point for the gerade and ungerade ground states, respectively, in contrast to the SICI result given in Table I . Though the truncated SECC certainly converges to the exact solution, the rate was much slower than the SICI given in this paper. The difference is that though the SICI has one fresh variable at each iteration step, the SECC has only one variable at any truncation level.
We apply here the ECC2 to the same harmonic oscillator. Some results were already given in Paper III. The S operator is given by Eq. ͑5.8͒ with two variables C K and C P . It is easily seen that the present ECC2 has at least three different solutions that give the exact wave function: one is the solution which is the same as the SECC with C K and C P both equal to C of SECC, the second is C K ϭ0.0 and C P ϭ0.1, a self-evident solution, and the third is the nontrivial solution that was already given in Paper III for the truncated ECC2 in 2nd and 3rd orders. This fact means that the solution of the ECC method is generally not unique, though all gives, of course, the same unique exact wave function. Since the first solution is already given in Paper III as the result of SECC, we discuss here the second self-evident solution and the third nontrivial solution of ECC2.
First, we consider the self-evident solution of ECC2: C K ϭ0.0 and C P ϭ0. We apply ECC2-CI2 using this exact solution: the active space is given by Eq. ͑5.10͒. The result is given in Table V . The solutions for the excited states are also exact in both variational and nonvariational methods. We further applied ECC2-CI general using the exact solution for the ground state: the active space is given by Eq. ͑5.11͒. The result is summarized in Table V . Again, we get the exact solution for the lowest 12 states, not only by the variational method but also by the nonvariational method.
Next, we discuss the nontrivial solution of ECC2, which is more important than the self-evident solution, since such self-evident solution would never occur in actual complex electronic systems. Tables VI and VII show the nontrivial solutions for the gerade and ungerade ground states, respectively, of the harmonic oscillator calculated by the ECC2 truncated at nϭ2, 3, 4, and 5, where n denotes the order of the truncation of the exponential operator, namely,
The results of these tables were calculated by the variational method given in Paper III. Note that the first-order (nϭ1) truncated ECC is identical to the first iteration of the ICI method and therefore omitted here. The values of the variables C K and C P were optimized only up to five decimal figures. First, we are rather surprised by a marvelous converging behavior of the ECC2 method. Only with the two variables, the nϭ5 results are accurate by ten zeros and nine zeros for the gerade and ungerade ground states, respectively. In comparison with the truncated SECC result given in Paper III, the convergence of the truncated ECC2 is much faster. In comparison with the ICI2 result, the ECC2 energy is better by one order of magnitude than the ICI2 one, if we compare the order n result of ECC2 to the nth iteration result of ICI2. This is marvelous considering the fact that in the ECC2 method, the two variables are optimized only once, but in the ICI2 method, the two variables are reoptimized at each iteration step. Within the present accuracy of C K and C P , the smallness of G n I and ‫ץ‬E n /‫ץ‬C I implies that the solution is essentially at the variational minimum, and the smallness of 
ECC2-CI2
ECC2-CI general
⌬ n I implies that both of the variational and H-nijou equations are essentially satisfied. The virial relation is also wellsatisfied.
Another important fact is that the optimal values of C K and C P are different, showing that the present ECC2 result is different from the SECC results given in Tables I-III of Paper III. The value of C P is larger ͑in absolute magnitude͒ than that of C K . This is in sharp contrast from the SICI and ICI2 results given in Tables II and III, where the values of C K and C P become close as the iteration proceeds and finally converge to the same solution as the SICI one. This behavior of ECC2 is due to the nonlinear nature of the ECC method. Furthermore, at nϭ4 and 5, the values of the variables of the gerade and ungerade ground states are the same, within the present accuracy of calculations. This means that the quality of the initial function 0 is the same for both states.
Probably the most impressive and important result from Tables VI and VII is that the convergence of the variables C K and C P is quite rapid in the truncated ECC2 method. ͑It may be noted that the converged values of C K and C P of the present solution of ECC2 are not zero, in contrast to the ICI case.͒ The values of these variables converge up to five decimal figures already at the truncation of order 5. This fact implies that we can easily calculate the exact wave function simply by using the converged coefficients in the ECC2 wave function as exact ХNexp͑Ϫ0.036 62kϩ0.055 78p ͒ 0 , ͑5.15͒
which is valid for both the gerade and ungerade ground states. Here, k and p represent kinetic and potential operators, respectively, in the Hamiltonian given by Eq. ͑5.2͒. The energy calculated from the right-hand side of Eq. ͑5.15͒ is above the exact energy only by 0.208ϫ10 Ϫ10 and 0.623 ϫ10 Ϫ10 for the gerade and ungerade states, respectively, being essentially in the same order of accuracy as the nϭ5 result given in Tables VI and VII, reflecting the accuracy of the variables C K and C P of the present optimization. This reflects also the Eckert theorem. The correctness of Eq. ͑5.15͒ for the wave function is more clearly checked by comparing numerically the both sides. exact is given by Eqs. ͑5.3͒ and ͑5.4͒ for the gerade and ungerade states, respectively, and 0 is given by Eqs. ͑5.5͒ and ͑5.6͒, respectively, with ␣ϭ0.60. Therefore, we can directly compare both sides of Eq. ͑5.15͒ numerically by expanding them into 
for the gerade state, and
for the ungerade state. We compare in Table VIII the coefficients c i of both sides of Eq. ͑5.15͒. The column below ECC2 at nϭ5 shows c i for the truncated wave function, the column below ''estimated'' shows c i for the right-hand side of Eq. ͑5.15͒ and the column below ''exact'' shows c i for the exact wave function. We again note that the present optimization is valid only up to five decimal figures for the variables. In Table VIII , c i for the truncated ECC2 becomes depart from the exact one for higher i, but c i of the righthand side of Eq. ͑5.15͒ is always close to the exact one to five decimal figures: such closeness of c i actually continues to higher i than shown here. Therefore, we can conclude that the estimation of the exact wave function by Eq. ͑5.15͒ is very accurate. This is a very encouraging result: we can calculate the exact wave function simply by using the explicit ECC function, when the convergence of the variables is rapid with respect to the truncation. We can do this since we know the explicit structure of the exact wave function as ECCND given by Eq. ͑2.3a͒. This is in sharp contrast to the ICI case. This is valuable especially when we calculate accurate properties of molecules. In comparison with the ICI result, the rapid convergence of the ECC2 seems to reflect the fact that the ECC gives a compact accurate expression of the structure of the exact wave function.
We have already shown in Paper III that this rapid converging behavior of the truncated ECC2 is in sharp contrast to the slow convergence of the truncated SECC. We have written the reasons in some details in Paper III.
Using the solutions of the truncated ECC2 given in Tables VI and VII for the ground states of gerade and ungerade symmetries, respectively, we have performed ECC2-CI2 calculations for the excited states by both of the variational and nonvariational methods, and the results are given in Table IX . Though the ECC-CI method is essentially the method to calculate excited states, it also gives the ground state as a lowest solution, since we include g in Eq. ͑3.4͒ to ensure the orthogonality between the ground and excited states. When the ground state is approximate, as in the present truncated approximation, the ground state is improved also at the ͑variational͒ ECC-CI level. Comparing the gerade and ungerade ground states of Table IX obtained by  the variational method to those of Tables VI and VII , we see that the ground state is improved by one to two orders of magnitude by the ECC-CI method. We could calculate by the ECC2-CI2 method one excited state for each symmetry, and Table IX shows the four lower states of the harmonic oscillator. The quality of the calculated result becomes worse as the energy of the excited state becomes higher, but all of the states are much improved as the order of the truncation for the ground state ECC2 increases. At nϭ5, even the second ungerade state, the worst state in this calculation, is correct by eight zeros to the exact energy. Further, we can use the estimated exact ground state given in Table VIII and the result is shown in the last column of Table IX . The quality of the calculated result is much improved.
We have also carried out the nonvariational calculations at the ECC2-CI2 level, and the result is given in Table IX . As expected, the nonvariational result is almost always worse than the corresponding variational result. Further, though the variational energy is always above the true exact energy, the nonvariational one sometimes overshoots the exact energy: this is seen for E 3 of nϭ3, E 1 of nϭ4, and E 3 of nϭ5. When we use the estimated exact ground state given in Table  VIII , the nonvariational solution is also much improved. Table X shows the result obtained by the ECC2-CI general calculations, extending the variable operator space as given by Eq. ͑5.11͒. By this calculation, we can not only improve the accuracies of all the states, but also calculate a larger number of excited states. Table X shows the twelve lower states of the harmonic oscillator in comparison with four of the ECC2-CI2 method shown in Table IX . Furthermore, in comparison with the ECC2-CI2 results given in Table IX , the results of ECC2-CI general are very much improved in quality. The number of zeros below the decimal point increases much in this table. The accuracy of the results is improved very much as the order of the truncation n for the ground state ECC2 increases. This is especially so when we use the estimated exact ground state given in Table  VIII . The solution obtained at this level is essentially exact, like those shown in Table V . Thus, the ECC2-CI general method is very promising for calculating accurate ground and excited states.
Table X also gives the nonvariational results of ECC2-CI general. The accuracy of the nonvariational method is rather capricious, and is almost always worse than that of the variational method. But, even so, the accuracy becomes steadily better as the order n increases. In contrast to the variational case, we see a lot of overshooting in the nonvariational case. However, the nonvariational solution obtained from the esti- mated exact ground state is again almost exact. It is true that the one-dimensional harmonic oscillator is probably the simplest possible system, so that we cannot generalize the present result to more complex electronic systems. Nevertheless, it is thought that the present results would already show some of the general aspects of the ICI and ECC methods and their solutions. We may safely say that the ICI and ECC methods are worth studying in more details as methods of giving exact solution of the Schrö-dinger equation.
VI. CONCLUSION
In this paper, we have first presented the method of describing the excited states, ionized states, and the electronattached states from the ECCND method. Since the ECCND method is very promising as a method of calculating the ground state, it is important to prepare the method of calculating the excited states of the same system. The proposed method is called the ECC-CI method, because the theoretical framework is very similar to that of the SAC-CI method proposed in 1978 by the author, which was also formulated by the variational principle. Standard ECC-CI method that is ECCND-CIND is approximate, but by expanding the CI space, we obtain the ECC-CI general method that can even become exact. We are able not only to improve the quality of the calculated states, but also to expand the nature of the excited states up to higher multiple-excitation processes.
Second, we have applied the ICI and ECC methods to the calculations of the ground and excited states of the harmonic oscillator. The ICI method gave good convergence: the ICI2 gave a faster convergence than the SICI, and converged to the same solution as the SICI. The convergence of the wave function takes more iterations than the convergence of energy. The excited states were successfully calculated by the standard ICI-CI method. The ICI-CI general method gives better quality and a larger number of excited states than the standard ICIND-CIND method.
The ECC2 method gave at least three different solutions of the unique exact ground state of the harmonic oscillator: the solution that is the same as the SECC solution, the selfevident and nontrivial solutions. The nontrivial solution, which is most important as a general solution of ECC2, shows quite a rapid convergence to the exact wave function. This is in sharp contrast to the slow convergence of the SECC shown in Paper III. Using this fact, we could estimate the exact wave function simply by using the explicit ECC form. Further, in contrast to the ICI case, the self-evident and nontrivial solutions of ECC2 are different from that of the SECC. Because of the flexibility of the ECC2 due to its nonlinear nature, the truncated ECC2 gives much better result than the SECC. This is a very valuable feature of the ECC method. The ECC-CI method gave also a very promising result. Similarly to the ICI-CI results, the ECC-CI method gave very good results for both the ground and excited states. In particular, very good results for the ground and excited states were obtained by the ECC-CI general method. When the ground state is exact, the ECC-CI methods, both CI2 and CI general, gave the exact excited states by both variational and non-variational methods.
Though one-dimensional harmonic oscillator is the simplest possible system, some of the present results should be in common to those of the more general complex electronic systems.
The results of the present series of papers may lead to a new wave in the studies of exact and very accurate wave functions of the ground and excited states of molecular systems, making precise predictions possible in the theoretical studies of chemistry and physics.
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