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Abstract
We study algebraic properties of Toeplitz operators acting on the Dirichlet space. We first
characterize two harmonic symbols of commuting Toeplitz operators. Also, we give characterizations
of the harmonic symbol for which the corresponding Toeplitz operator is self-adjoint or an isometry.
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1. Introduction
We let D be the unit disk in the complex plane C and dA denote the normalized area
measure on D. We denote byW12 the Sobolev space of order 1, the Hilbert space which is
the completion of the space of smooth functions f on D for which
‖f ‖ =
{∣∣∣∣∣
∫
D
f dA
∣∣∣∣∣
2
+
∫
D
(∣∣∣∣∂f∂z
∣∣∣∣
2
+
∣∣∣∣∂f∂z¯
∣∣∣∣
2)
dA
}1/2
< ∞.
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∂z
= 12
(
∂
∂x
− i ∂
∂y
)
and ∂
∂z¯
= 12
(
∂
∂x
+ i ∂
∂y
)
. Let 〈· , ·〉 denote the inner product ofW12
given by
〈f,g〉 =
∫
D
f dA
∫
D
g¯ dA+
∫
D
(
∂f
∂z
∂g
∂z
+ ∂f
∂z¯
∂g
∂z¯
)
dA.
The Dirichlet space D2 is the subspace of all holomorphic functions in W12 . Each point
evaluation is easily verified to be a bounded linear functional onD2. Hence, for each z ∈ D,
there exists a unique reproducing kernel Rz ∈D2 which has the reproducing property
f (z) = 〈f,Rz〉 (1)
for every f ∈D2. It is known that the reproducing kernel Rz is given by
Rz(w) = 1 + log
(
1
1 − z¯w
)
(w ∈ D).
Let Q be the orthogonal projection fromW12 onto D2. By the explicit formula for Rz, one
can see that Q can be represented by the integral formula
Qψ(z) = 〈Qψ,Rz〉 = 〈ψ,Rz〉
=
∫
D
ψ dA +
∫
D
z
1 − zw¯
∂ψ
∂w
(w)dA(w) (z ∈ D) (2)
for functions ψ ∈W12 . See [6] or [7] for details and related facts.
Let
Ω =
{
u ∈ C1(D): u, ∂u
∂z
,
∂u
∂z¯
∈ L∞(D,dA)
}
.
Given u ∈ Ω , the Toeplitz operator Tu with symbol u is the linear operator on D2 defined
by
Tuf = Q(uf )
for functions f ∈ D2. Then it is easy to see that the Toeplitz operator Tu :D2 → D2 is
always bounded whenever u ∈ Ω .
In this paper, we investigate some algebraic properties of the Toeplitz operators on D2.
The corresponding problems for Toeplitz operators acting on the Bergman, Hardy and
harmonic Bergman spaces have been well studied as in [1–5,8].
We are first concerned with the characterization problem of two symbols for commuting
Toeplitz operators acting on D2. The corresponding problem on the Hardy, Bergman
or harmonic Bergman space has been studied as in [1–5]. On the Hardy space, it has
been shown in Theorem 9 of [2] that two Toeplitz operators with general bounded
symbols commute if and only if either both symbols are holomorphic, or both symbols
are antiholomorphic, or a nontrivial linear combination of symbols is constant. Later, this
characterization was obtained on the Bergman space with harmonic symbols in Theorem 1
of [1].
We characterize harmonic symbols of commuting Toeplitz operators on D2. Our
characterization is different from the one of the Hardy or the Bergman space. Our result
(Theorem 4) is
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and v are holomorphic or a nontrivial linear combination of u and v is constant on D.
Next, we consider a problem of when a Toeplitz operator is self-adjoint. On the Bergman
or Hardy space, it is well known that a Toeplitz operator is self-adjoint if and only if the
symbol is real-valued. We show that the Toeplitz operator hardly ever is self-adjoint on the
Dirichlet space. Our result (Theorem 11) is
• For a harmonic symbol u ∈ Ω , Tu is self-adjoint on D2 if and only if u is a real
constant function.
Finally, we study the characterization problem of isometric Toeplitz operators on D2. It
is well known that a Toeplitz operator on the Hardy space is an isometry if and only if the
symbol is inner. The corresponding problem on the Bergman space was studied in [3]. Our
result (Theorem 12) is
• For a harmonic symbol u ∈ Ω , Tu is an isometry on D2 if and only if u is a constant
function of modulus 1.
Remark. As observed by the referee, we have not formulated our results for the widest
possible class of symbols. For instance, if u is harmonic and uf ∈W12 for every f ∈D2,
then it follows from the closed graph theorem that f → uf is a bounded linear operator
from D2 to W12 . This implies that Tu is a bounded linear operator from D2 to D2 and
everything up to and including Theorem 4 below remains valid. At other places the
(integral) identities can be extended to larger classes of symbols by continuity, in the sense
that the identities remain true for limits of symbols if the left- and right-hand side of the
identities both depend continuously on the symbol. The class Ω is a reasonably wide class
of symbols for which all the conclusions hold, and it has a relatively simple description.
It would have made the presentation quite a bit heavier if for every result we would have
aimed at the largest class of symbols for which it is valid.
2. Proofs
Let e0 = 1 and en = n−1/2zn for n = 1,2, . . . . Then it is easy to see that the sequence
{en} forms an orthonormal basis for D2. As is well known, every bounded linear operator
T on D2 has a matrix representation with respect to the orthonormal basis {en} whose the
matrix coefficients ajk are given by
ajk = 〈T ek, ej 〉 (j, k  0).
Let c0 = 1, cn = n−1/2 for n = 1,2, . . . and let C be the diagonal matrix whose diagonal
coefficients are c0, c1, c2, . . . . Thus
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

c0 0 0 . . .
0 c1 0 . . .
0 0 c2 . . .
...
...
...
. . .

 .
We first characterize the pairs of harmonic symbols for which the corresponding
Toeplitz operators are commuting each other. The following proposition gives the explicit
representation of the matrix of the Toeplitz operators with harmonic symbols with respect
to the orthonormal basis {en}.
Proposition 1. Let u ∈ Ω be a harmonic symbol and write
u(z) =
∑
k<0
ukz−k +
∑
k0
ukz
k (z ∈ D)
for the power series expansion of u. Then the matrix of Tu with respect to the orthonormal
basis {en} is given by CDuC−1, where
Du =


u0
u−1
2
u−2
3
u−3
4 . . .
u1 u0 u−1 u−2 . . .
u2 u1 u0 u−1 . . .
u3 u2 u1 u0 . . .
...
...
...
...
. . .

 .
Proof. By simple computations, one can show that
〈uek, ej 〉 =


√
j√
k
uj−k if j, k > 0,
1√
k(k+1)u−k if j = 0 and k > 0,√
juj if j > 0 and k = 0,
u0 if j = k = 0.
Now, the result follows from the fact that
〈Tuek, ej 〉 =
〈
Q(uek), ej
〉= 〈uek, ej 〉
for every j, k  0. The proof is complete. 
The following lemma gives a necessary condition for commuting Toeplitz operators
with harmonic symbols.
Lemma 2. Let u,v ∈ Ω be two harmonic symbols and write
u(z) =
∑
k<0
ukz−k +
∑
k0
ukz
k, v(z) =
∑
k<0
vkz−k +
∑
k0
vkz
k (z ∈ D)
for the power series expansions of u and v, respectively. If TuTv = TvTu on D2, then
ujv−k = vju−k for all j, k = 1,2, . . . .
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in Proposition 1. Then, by Proposition 1, the matrix of the product TuTv with respect to
the orthonormal basis {en} is given by CDuDvC−1. Hence the matrix of the commutator
TuTv − TvTu with respect to the orthonormal basis {en} is given by CDuDvC−1 −
CDvDuC
−1
. Since TuTv = TvTu by assumption, we have CDuDvC−1 = CDvDuC−1.
It follows that
DuDv = DvDu. (3)
By Proposition 1, we see that the matrix coefficients pjk of the matrix of DuDv with
respect to the orthonormal basis {en} are given
pjk = 1
k + 1ujv−k +
∞∑
i=1
uj−ivi−k
for all j, k > 0. It follows that
pj+1,k+1 = 1
k + 2uj+1v−k−1 + pjk −
1
k + 1ujv−k + ujv−k
for all j, k > 0. Similarly, we also see that the matrix coefficients p′jk of the matrix of
DvDu with respect to the orthonormal basis {en} satisfy
p′j+1,k+1 =
1
k + 2vj+1u−k−1 + p
′
jk −
1
k + 1vju−k + vju−k
for all j, k > 0. Since the matrix coefficients qjk of the matrix of DuDv − DvDu with
respect to the orthonormal basis {en} satisfy qjk = pjk − p′jk , we have
qj+1,k+1 = qjk + 1
k + 2 (uj+1v−k−1 − vj+1u−k−1)+
k
k + 1 (ujv−k − vju−k) (4)
for j, k  0. Since DuDv = DvDu by (3), we have qjk = 0 for all j, k. It follows from (4)
that
uj+1v−k−1 − vj+1u−k−1 = k(k + 2)
k + 1 (vj u−k − ujv−k)
for every j, k > 0. Iterating the above, we have
uj+2v−k−2 − vj+2u−k−2 = k(k + 3)(vju−k − ujv−k)
and
uj+iv−k−i − vj+iu−k−i = k(k + 2) . . . (k + i − 1)(k + i + 1)(vju−k − ujv−k) (5)
for every integer i  3 and j > 0, k  0. Suppose uj v−k − vju−k = 0 for some j, k > 0.
Then, Eq. (5) says that uj+iv−k−i − vj+iu−k−i → ∞ when i → ∞. But, this yields a
contradiction because u and v are bounded. Therefore, we have ujv−k − vju−k = 0 for all
j, k > 0. The proof is complete. 
Before characterizing harmonic symbols of commuting Toeplitz operators, we first
characterize antiholomorphic symbols of commuting Toeplitz operators.
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linearly dependent.
Proof. First suppose Tu¯Tv¯ = Tv¯Tu¯ and write
u(z) =
∑
k0
ukz
k, v(z) =
∑
k0
vkz
k (z ∈ D)
for the power series expansions of u and v, respectively. We may assume u,v are all
nonconstant and u0 = v0 = 0 without loss of generality. Let N  1 be the smallest positive
integer such that uk = 0. So, uN = 0 and u0 = · · · = uN−1 = 0.
The proof of Lemma 2 shows that assumption Tu¯Tv¯ = Tv¯Tu¯ implies that Du¯Dv¯ =
Dv¯Du¯, where Du¯ and Dv¯ are the matrices corresponding to u¯ and v¯, respectively,
introduced in Proposition 1. Note that u0 = 0 by assumption. Using Proposition 1 again,
we see that 0k-coefficient of Du¯Dv¯ −Dv¯Du¯ is equal to
k−1∑
p=1
1
p + 1upvk−p −
k−1∑
p=1
1
p + 1vpuk−p
for all k = 2,3, . . . . Since Du¯Dv¯ = Dv¯Du¯, we have
k−1∑
p=1
1
p + 1upvk−p =
k−1∑
p=1
1
p + 1vpuk−p
for all k = 2,3, . . . . In particular, given i = 0,1, . . . , consider case k = N + i + 1 in the
above and use assumption u1 = · · · = uN−1 = 0 to obtain
N+i∑
p=1
1
p + 1upvN+1+i−p =
i+1∑
p=1
1
p + 1vpuN+1+i−p.
Note that
i+1∑
p=1
1
p + 1vuuN+1+i−p =
N+i∑
p=N
1
N + i + 2 − pupvN+1+i−p.
It follows that
N+i∑
p=N
(
1
p + 1 −
1
N + i + 2 − p
)
upvN+1+i−p = 0 (i = 0,1, . . .). (6)
Now, we first prove
v1 = v2 = · · · = vN−1 = 0. (7)
To prove this, we first assume N > 1 and show v1 = 0. Considering the case i = 0 in (6),
we have(
1 − 1
)
uNv1 = 0N + 1 2
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for a given i < N , vk = 0 for every k = 1, . . . , i − 1 implies vi = 0. So, let 1 i < N and
assume vk = 0 for all k = 1, . . . , i − 1. Inserting i − 1 in (6), we have
N+i−1∑
p=N
(
1
p + 1 −
1
N + i + 1 − p
)
upvN+i−p = 0.
Since v1 = v2 = · · · = vi−1 = 0, we have vN+i−p = 0 for every p = N + 1, . . . ,N + i − 1.
So, we have(
1
N + 1 −
1
i + 1
)
uNvi = 0
and hence vi = 0 because uN = 0 and N > i . Therefore, we have (7).
To complete the proof, we in fact show
v = vN
uN
u. (8)
To prove this, we put h = v − vN
uN
u and will show that h is identically equal to 0. Since
Tu and Tv commute by assumption, we see that Tu and Th commute. Moreover, we have
hj = 0 for 0  j  N by (7). Here, we also use hj ’s to denote the Taylor coefficients of
the holomorphic function h. Suppose that h is not identically equal to zero. Let M be the
smallest positive integer j such that hj = 0. Then M > N , hM = 0 and hi = 0 for every
i = 0, . . . ,M − 1. Equation (7) with u, v and N replaced by h, u and M , respectively, now
yields that ui = 0 whenever 0 i M − 1, which is a contradiction because uN = 0 by
assumption. Therefore h = 0 and we have (8).
The converse implication is clear. This completes the proof. 
Now, we are ready to characterize two harmonic symbols of commuting Toeplitz
operators.
Theorem 4. Let u,v ∈ Ω be harmonic symbols. Then, TuTv = TvTu on D2 if and only if
either u, v are holomorphic or u, v and 1 are linearly dependent.
Proof. First suppose TuTv = TvTu. We further assume u,v are nonconstant and u(0) =
v(0) = 0. Write uk and vk to denote the coefficients of u and v, respectively, in their Taylor
series expansions as in Lemma 2. Note u0 = v0 = 0. By Lemma 2, we have
unv−k = vnu−k (9)
for all n, k = 1,2, . . . .
If un0 = 0 for some n0  1 and u−k = 0 for all k  1, then u is holomorphic and (9)
says un0v−m = 0 for all m = 1,2, . . . . Hence all v−m = 0 and then u,v are holomorphic.
If un0 = 0 for some n0  1 and u−k0 = 0 for some k0  1, (9) also yields
v−k = vn0 u−k and vj = v−k0 ujun0 u−k0
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α := v−k0
u−k0
= vn0
un0
.
Hence v = αu.
If un = 0 for all n > 1 and u−k0 = 0 for some k0  1, we have u−k0vn = 0 for all n > 0
by (9). Hence u,v are all antiholomorphic. Now, by Lemma 3, we have u, v and 1 are
linearly dependent.
The sufficient condition is clear. The proof is complete. 
As a related problem, we consider the characterization problem of normal Toeplitz
operators for special cases of symbols. We first need the following simple result.
Lemma 5. Let f ∈ Ω be holomorphic. Then the following statements hold:
(a) Tf¯ 1 = f (0).
(b) T ∗¯
f
1(z)= ∫D fRz dA for all z ∈ D.
(c) T ∗f 1 = f (0).
Proof. By the explicit formula (2) of Q and the mean value property, we see that
Tf¯ 1 = Q(f¯ ) =
∫
D
f¯ dA = f (0),
so we have (a). By the reproducing property (1) of the kernel Rz, we see
T ∗¯
f
1(z)= 〈T ∗¯
f
1,Rz
〉= 〈1, Tf¯ Rz〉 = 〈1,Q(f¯ Rz)〉= 〈1, f¯ Rz〉 =
∫
D
fRz dA
for all z ∈ D, which gives (b). Similarly, one can see
T ∗f 1(z)=
〈
T ∗f 1,Rz
〉= 〈1, f Rz〉 =
∫
D
fRz dA = (f Rz)(0)
for all z ∈ D. Since Rz(0) = 1 for all z ∈ D, we have (c). The proof is complete. 
Recall that a bounded linear operator on a Hilbert space is normal if it commutes with
its adjoint operator. We first have a necessary condition for harmonic symbols of normal
Toeplitz operators.
Lemma 6. Let u = f + g¯ ∈ Ω , where f and g are holomorphic. If Tu is normal, then we
have ∫
D
|f ′|2 dA =
∫
D
|G′|2 dA,
where G = T ∗(1).g¯
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Tf+g¯ (1), Tf+g¯ (1)
〉= 〈T ∗f+g¯ (1), T ∗f+g¯(1)〉.
By Lemma 5, we have Tf+g¯ (1)= f + g(0) and T ∗f+g¯(1) = f (0)+G, where G = T ∗¯g 1 for
simplicity. So, we have〈
f + g(0), f + g(0)〉= 〈f (0)+G,f (0)+G〉
and then∣∣f (0)+ g(0)∣∣2 + ∫
D
|f ′|2 dA = ∣∣f (0)+G(0)∣∣2 + ∫
D
|G′|2 dA. (10)
On the other hand, by the reproducing property (1) and Lemma 5, we see
G(0) = 〈T ∗¯g 1,R0〉= 〈T ∗¯g 1,1〉= 〈1, Tg¯1〉 = 〈1, g¯(0)〉= g(0).
Hence G(0)= g(0) and then (10) gives the desired result. The proof is complete. 
We now characterize normal Toeplitz operators with holomorphic, or conjugate
holomorphic or real harmonic symbols. But, we were not able to obtain necessary and
sufficient conditions for general harmonic symbols of normal Toeplitz operators.
Proposition 7. Let f ∈ Ω be holomorphic. Then, Tf is normal on D2 if and only if Tf¯ is
normal on D2 if and only if f is constant on D. Also, Tf+f¯ is normal on D2 if and only if
f is constant on D.
Proof. First assume Tf is normal. By Lemma 6 (with g = 0), we have∫
D
|f ′|2 dA = 0
and hence f is constant, as desired.
Now, assume Tf¯ is normal. Then, by Lemma 6 again,∫
D
|F ′|2 dA = 0, (11)
where F = T ∗¯
f
(1). So, F is constant. On the other hand, using Lemma 5 and the explicit
formula for the reproducing kernel Rz, one can see
F(z) =
∫
D
fRz dA(w) =
∫
D
f (w)
(
1 +
∞∑
n=1
(zw¯)n
n
)
dA(w)
= f (0)+
∞∑
n=1
f (n)(0)
n(n + 1)!z
n (z ∈ D). (12)
It follows that f (n)(0) = 0 for all n = 1,2, . . . because F is constant. So, f is constant, as
desired.
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D
|f ′|2 dA =
∫
D
|F ′|2 dA,
where F = T ∗¯
f
1 again. Using the computation we have done in the previous case, we can
see
∞∑
n=1
n|f (n)(0)|2
n!n! =
∞∑
n=1
|f (n)(0)|2
n(n+ 1)!(n+ 1)!
and hence
∞∑
n=1
(
n
n!n! −
1
n(n + 1)!(n+ 1)!
)∣∣f (n)(0)∣∣2 = 0.
But, since
n
n!n! −
1
n(n+ 1)!(n+ 1)! > 0 (n = 1,2, . . .),
we have f (n)(0) = 0 for all n = 1,2, . . . . Hence f is constant.
The converse implications are clear. The proof is complete. 
On the Hardy and Bergman space, it is easy to see that the adjoint operator of a Toeplitz
operator with symbol u is another Toeplitz operator with symbol u¯. Moreover, on the Hardy
and Bergman space, we can also see that a Toeplitz operator is self-adjoint if and only if
the symbol is real.
Now, we study the corresponding problems for Toeplitz operators with harmonic
symbols on the Dirichlet space. On the Dirichlet space, we will show that the situations
are different from the cases of the Hardy and Bergman space. Before doing this, we first
introduce some notations.
For each a ∈ D, we put
Ea(z) = z1 − a¯z , Ka(z) =
1
(1 − a¯z)2 (z ∈ D).
Then, it is easy to verify that
R′z(a) = Ea(z), E′a = Ka (a, z ∈ D). (13)
Also note that∫
D
ψKa dA = ψ(a) (a ∈ D)
for every holomorphic function ψ ∈ L1(D,dA). See Chapter 4 of [8] for details.
Lemma 8. Let f ∈ Ω be holomorphic. Then the following statements hold for every a ∈ D:
(a) Q(f¯ Ea) =
∫
D
f¯ Ea dA+ f (a)Ea .
(b) 〈f,Ea〉 = f ′(a).
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Q(f¯ Ea)(z) =
∫
D
f¯Ea dA +
∫
D
f¯ E′aR′z dA =
∫
D
f¯Ea dA +
∫
D
fR′zKa dA
=
∫
D
f¯Ea dA + (fR′z)(a) =
∫
D
f¯ Ea dA+ f (a)Ea(z)
for all z ∈ D, so we have (a). Since Ea(0)= 0, we have, by (13),
〈f,Ea〉 =
∫
D
f ′E′a dA =
∫
D
f ′Ka dA = f ′(a),
which gives (b). The proof is complete. 
We now characterize harmonic symbols u for which T ∗u = Tu¯ holds.
Proposition 9. Let u = f + g¯ ∈ Ω , where f and g are holomorphic. Then T ∗u = Tu¯ if and
only if u is constant.
Proof. Suppose T ∗u = Tu¯. First assume u is holomorphic. Since T ∗u = Tu¯, we have
T ∗u Ea = Tu¯Ea (a ∈ D).
On the other hand, by the reproducing property (1) and Lemma 8, we have
T ∗u Ea(z) =
〈
T ∗u Ea,Rz
〉= 〈Ea,uRz〉 = (uRz)′(a)
and
Tu¯Ea(z) = Q(u¯Ea)(z) =
∫
D
u¯Ea dA + u(a)Ea(z)
for all a, z ∈ D. Since R′z(a) = Ea(z) by (13) and Rz(a)= Ra(z), we have∫
D
u¯Ea dA = u′(a)Ra(z) (z, a ∈ D).
Taking derivatives with respect to the variable z in both sides above, we have
u′(a)R′a(z) = 0 (z, a ∈ D).
It follows that u′ = 0 and hence u is constant.
Now, assume u = f + g¯ is the general harmonic symbol and T ∗u = Tu¯. Then, in
particular, we have
T ∗f+g¯(1) = Tf¯+g(1).
On the other hand, by Lemma 5 and (12), we have
T ∗f+g¯(1) = f (0)+ T ∗¯g 1 = f (0)+ g(0)+
∞∑ g(n)(0)
n(n+ 1)!z
n (14)n=1
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Tf¯+g(1) = f (0)+ g = f (0)+ g(0)+
∞∑
n=1
g(n)(0)
n! z
n
for all z ∈ D. It follows that g(n)(0) = 0 for all n = 1,2, . . . and hence g is constant. So,
u = f +g(0) is holomorphic. Now, the result follows from the previous holomorphic case.
The converse implication is clear. The proof is complete. 
We now characterize harmonic symbols inducing self-adjoint Toeplitz operator. Before
proceeding to this, we first have a preliminary result.
Lemma 10. Let a, b ∈ C be two constants. Then Ta+bw+2b¯w¯ is self-adjoint if and only if
a is real and b = 0.
Proof. Using (2) and simple calculations, we can see
Q(w¯w2)(z) = z (z ∈ D)
and hence
Ta+bw+2b¯w¯(w
2)(z) = Q(aw2 + bw3 + 2b¯w¯w2)(z) = 2b¯z + az2 + bz3
for all z ∈ D. Also, by simple calculations, we have
〈w2,wRz〉 = 2z, 〈w2, w¯Rz〉 = 23z
3
for all z ∈ D. It follows that
T ∗
a+bw+2b¯w¯(w
2)(z) = 〈T ∗
a+bw+2b¯w¯(w
2),Rz
〉= 〈w2, (a + bw + 2b¯w¯)Rz〉
= 2b¯z+ a¯z2 + 4
3
bz3 (z ∈ D).
Hence, if Ta+bz+2b¯z¯ is self-adjoint, we have Ta+bz+2b¯z¯(w2) = T ∗a+bz+2b¯z¯(w2) and then the
above computations yield that a is real and b = 0, as desired.
The converse implication is clear. The proof is complete. 
Theorem 11. Let u = f + g¯ ∈ Ω , where f and g are holomorphic. Then Tu is self-adjoint
if and only if u is a real constant function.
Proof. Assume first Tu is self-adjoint and then we have, in particular, T ∗f+g¯ (1) = Tf+g¯ (1).
On the other hand, by (14), we have
(
T ∗f+g¯1
)
(z) = f (0)+ g(0)+
∞∑
n=1
g(n)(0)
n(n+ 1)!z
n
and
(Tf+g¯1)(z) = g(0)+ f = g(0)+ f (0)+
∞∑ f (n)(0)
n! z
nn=1
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f (0)+ g(0) = f (0)+ g(0), f (n)(0) = g
(n)(0)
n(n+ 1) (15)
for all n = 1,2, . . . . Using the explicit formula (2) of Q and simple calculations, we have
(Tf+g¯w)(z) = zf (z)+ g
′(0)
2
+ g(0)z = g
′(0)
2
+ g(0)z +
∞∑
n=0
f (n)(0)
n! z
n+1 (16)
and
(
T ∗f+g¯w
)
(z) = 〈T ∗f+g¯ (w),Rz〉= 〈w, (f + g¯)Rz〉=
∫
D
(fRz)′ dA+
∫
D
gR′z dA
= f ′(0)+ f (0)z +
∞∑
n=0
g(n)(0)
n!(n+ 1)z
n+1.
Since Tu is self-adjoint, the implication Tf+g¯(w) = T ∗f+g¯(w) yields that
f (n)(0) = g
(n)(0)
n+ 1 (n = 1,2, . . .).
Combining the above with (15), we have f (n)(0) = g(n)(0) = 0 for all n = 2,3, . . . .
Therefore, we have f (z) = f (0)+f ′(0)z and g(z) = g(0)+ g′(0)z. Since g′(0) = 2f ′(0)
by (15), we see
u(z) = f (0)+ g(0)+ f ′(0)z+ 2f ′(0)z¯.
Now, Lemma 10 says f ′(0) = 0 and hence u(z)= f (0)+g(0) is a real constant, as desired.
The converse implication is clear. The proof is complete. 
Finally, we characterize harmonic symbols for which the corresponding Toeplitz
operator is an isometry.
Theorem 12. Let u = f + g¯ ∈ Ω , where f and g are holomorphic. Then Tu is an isometry
if and only if u is a constant function of modulus 1.
Proof. Suppose Tu is an isometry. First assume u is conjugate holomorphic and use the
temporary notation u = g¯. By Lemma 5 and (12), we see
T ∗u Tu1 = g(0)T ∗u 1 = g(0)
(
g(0) +
∞∑
n=1
g(n)(0)
n(n + 1)!z
n
)
.
Since Tu is an isometry, we have T ∗u Tu1 = 1 and then the above observation shows that u
is constant with |u(0)| = 1.
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f + g(0) and (Tf+g¯w)(z) = zf (z) + g′(0)/2 + g(0)z by (16). Since Tu is an isometry,
‖Tf+g¯1‖ = ‖1‖ = 1 implies
∣∣f (0)+ g(0)∣∣2 + ∞∑
n=1
n
∣∣∣∣f (n)(0)n!
∣∣∣∣
2
dA = 1. (17)
Also, the implication ‖Tf+g¯w‖ = ‖w‖ = 1 yields∣∣∣∣g′(0)2
∣∣∣∣
2
+ ∣∣f (0)+ g(0)∣∣2 + ∞∑
n=1
(n + 1)
∣∣∣∣f (n)(0)n!
∣∣∣∣
2
dA = 1.
Combining the above with (17), we see∣∣∣∣g′(0)2
∣∣∣∣
2
+
∞∑
n=1
∣∣∣∣f (n)(0)n!
∣∣∣∣
2
dA = 0,
which implies f (n)(0) = 0 for all n 1 and hence f is constant. So, we have u = f (0)+ g¯
is conjugate holomorphic and then the previous case gives the desired result.
The converse implication is clear. The proof is complete. 
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