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ANALYSIS OF A SECOND ORDER DISCONTINUOUS GALERKIN
FINITE ELEMENT METHOD FOR THE ALLEN-CAHN EQUATION
AND THE CURVATURE-DRIVEN GEOMETRIC FLOW
HUANRONG LI∗ AND JUNZHAO HU†
Abstract. The paper proposes and analyzes an efficient second-order in time numerical approx-
imation for the Allen-Cahn equation, which is a second order nonlinear equation arising from the
phase separation model. We firstly present a fully discrete interior penalty discontinuous Galerkin
(IPDG) finite element method, which is based on the modified Crank-Nicolson scheme and a mid-
point approximation of the nonliner term f(u). We then derive the stability analysis and error
estimates for the proposed IPDG method under some regularity assumptions on the initial function
u0. There are two key works in our analysis, one is to establish unconditionally energy-stable scheme
for the discrete solutions. The other is to use a discrete spectrum estimate to handle the midpoint
of the discrete solutions um and um+1 in the nonlinear term, instead of using the standard Gronwall
inequality technique. This discrete spectrum estimate is not trivial to obtain since the IPDG space
and the conforming H1 space are not contained in each other. We obtain that all our error bounds
depend on reciprocal of the perturbation parameter  only in some lower polynomial order, instead
of exponential order. These sharper error bounds are the key elements in proving the convergence of
our numerical solution to the mean curvature flow. Finally, numerical experiments are also provided
to show the performance of the presented approach and method.
Key words. the Allen-Cahn equation, phase separation, interior penalty discontinuous Galerkin,
discrete spectral estimate, mean curvature flow.
1. Introduction. Let Ω ⊆ Rd(d = 2, 3) be a bounded polygonal or polyhedral
domain. Consider the following nonlinear singular perturbation model of the reaction-
diffusion equation
(1.1) ut −∆u+ 1
2
f(u) = 0, in ΩT := Ω× (0, T ).
And we consider the following homogenous Neumann boundary condition
(1.2)
∂u
∂n
= 0, in ∂ΩT := ∂Ω× (0, T ),
and initial condition
(1.3) u = u0, in Ω× {t = 0},
where, n denotes the unit outward normal vector to the boundary ∂Ω, and the bound-
ary condition (1.3) means that no mass loss occurs through the boundary walls.
Equation (1.1), which is called the Allen-Cahn equation, was originally introduced
by Allen and Cahn in [2, 21, 22] to describe an interface evolving in time in the phase
separation process of the crystalline solids. Herein,  > 0 is a parameter related to
the interface thickness, which is small compared to the characteristic length of the
laboratory scale. u denotes the concentration of one of the two metallic species of the
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alloy, and f(u) = F ′(u) with F (u) being some given energy potential. Several choices
of F (u) have been presented in the literature [4, 8, 18, 23, 24, 25]. In this paper we
focus on the following Ginzburg-Landau double-well potential [11, 13]
(1.4) F (u) =
1
4
(u2 − 1)2 and f(u) = F ′(u) = (u2 − 1)u.
Although the potential term (1.4) has been widely used, its quartic growth at infinity
leads to a variety of technical difficulties in the numerical approximation for the
Allen-Cahn equation. For example, in order to assure that our numerical scheme is
second-order in time, we have to employ the modified Crank-Nicolson scheme and a
second order in time approximation of the potential term f(u)(see (3.4) in section
3.1).
An important feature of the Allen-Cahn equation (1.1) is that it can be viewed
as the gradient flow with the Liapunov energy functional
(1.5) J(u) :=
∫
Ω
φ(u)dx and φ(u) =
1
2
|∇u|2 + 1
2
F (u).
More precisely, by taking the inner product of (1.1) with −∆u+ 12 f(u), we immedi-
ately get the following energy law for (1.1)
(1.6)
∂
∂t
J(u(t)) = −
∫
Ω
| −∆u+ 1
2
f(u)|2dx.
Nowadays, the Allen-Cahn equation has been extensively investigated due to its
connection to the interesting and complicated curvature-driven geometric flow known
as the mean curvature flow or the motion by mean curvature (cf.[7, 21] and the refer-
ences therein). It was proved that(see [7]), as → 0, the zero level set of the solution
u of the problem (1.1)-(1.4), denoted by Γt := {x ∈ Ω;u(x, t) = 0} converges to the
curvature-driven geometric flow as  and mesh sizes h and k all tend to zero, which
refers to the evolution of a surface governed by the geometric law V = κ, where V is
the inward normal velocity of the surface Γt and κ is its mean curvature, see [2, 8].
The Allen-Cahn equation has been widely used in many complicated moving
interface problems in fluid dynamics, materials science, image processing and biology
(cf.[22, 10] and the references therein). Therefore, it is very important to develop
accurate and efficient numerical schemes to solve the Allen-Cahn equation. There are
several challenges to obtain numerical approximations of these problems, such as the
existence of a nonlinear potential term f(u) and the presence of the small interaction
length . An appropriate numerical resolution of the Allen-Cahn equation requires a
proper relation between physical and numerical scales, that is, the spatial size h and
the time size k must be related to the perturbation parameter .
In the past thirty years, there have been a large body of works on numerical
simulations of the Allen-Cahn equation (1.1)(cf.[27, 30, 6, 14, 17, 15] and the refer-
ences therein). However, most of these works were conducted for a fixed parameter
. The error estimates, which are deduced using the Gronwall inequality [19, 28],
depended on 1 in exponential order. Indeed, such an estimate is obviously not useful
for small parameter , in particular, in discussing whether the flow of the computed
numerical interfaces converge to the curvature-driven geometric flow. Less commonly
investigated are error estimates which show an depend on 1 in some (low) polynomial
orders. In general, the numerical analysis depending on 1 in some (low) polynomial
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orders can be significantly more difficult than that in exponential order. Neverthe-
less, such work has been reported in the following articles [14, 17, 15, 10]. One of
the important ideas employed in the mentioned works is to use a discrete spectrum
estimate to derive error order. In fact, the first such polynomial order in 1 a priori
estimate was obtained by Feng and Prohl[14] in 2003 for the finite element methods
of the Allen-Cahn equation. And in 2015, Feng and Li[10] developed fully discrete in-
terior penalty discontinuous Galerkin methods for the Allen-Cahn equation, which is
first-order-accurate-in-time numerical scheme and not unconditionally energy-stable
scheme. However, an essential feature of the Allen-Cahn equation is that it satisfies
the energy laws (1.6), so it is important to design efficient and accurate numerical
schemes that satisfy a corresponding discrete energy law, or in other words, energy
stable.
In contrast to the papers referenced above, we propose a second-order-accurate-in-
time, unconditionally energy-stable with respect to the time and space step sizes, fully
discrete interior penalty discontinuous Galerkin finite element scheme for the Allen-
Cahn problem (1.1)-(1.4). We develop an interior penalty discontinuous Galerkin
finite element methods based on modified Crank-Nicolson scheme and a second-order-
in-time approximation of the potential term f(u), and establish polynomial order in
1
 a priori error estimates as well as to prove convergence and rates of convergence for
the IPDGFE numerical interfaces. To the best of our knowledge, no such numerical
scheme and convergence analysis for the Allen-Cahn problem (1.1)-(1.4) is available
in the literature. The highlights of this paper include not only presenting a second-
order-accurate-in-time and unconditionally energy-stable scheme, but also using a
discrete spectrum estimate to handle the midpoint of the discrete solutions um and
um+1 in the nonlinear term to achieve error bounds depending on reciprocal of the
perturbation parameter  only in some lower polynomial order. Thus, it can be seen
that the paper is not trivial extension of the article [10] by Feng and Li.
The remainder of this paper is organized as follows. Section 2 includes a brief
description of notions, and we recall a few facts and lemmas about the problem (1.1)-
(1.4). In section 3, we present a fully discrete, nonlinear interior penalty discontinuous
Galerkin method which is a second-order-in-time scheme based on a mid-point ap-
proximation of the potential term and proved to be unconditionally energy-stable and
uniquely solvable, and provide a rigorous proof of convergence results for the proposed
numerical method. In section 4, we prove the convergence and rates of convergence
for the numerical interfaces of the numerical solutions to the sharp interface of the
curvature-driven geometric flow. Finally, section 5 presents some of our numerical
experiments to gauge the performance of the proposed interior penalty discontinuous
Galerkin method.
2. Preliminaries. Let Th be a quasi-uniform “triangulation” of Ω such that
Ω =
⋃
K∈Th K. Let hK denote the diameter of K ∈ Th and h := max{hK ;K ∈ Th}.
We recall that the standard broken Sobolev space Hs(Th) and DG finite element space
Vh are defined as
Hs(Th) :=
∏
K∈Th
Hs(K), Vh :=
∏
K∈Th
Pr(K),
where Pr(K) denotes the set of all polynomials whose degrees do not exceed a given
positive integer r. Let EIh denote the set of all interior faces/edges of Th, EBh denote
the set of all boundary faces/edges of Th, and Eh := EIh ∪ EBh . The L2-inner product
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for piecewise functions over the mesh Th is naturally defined by
(u, v)Th :=
∑
K∈Th
∫
K
uv dx,
and for any set Sh ⊂ Eh, the L2-inner product over Sh is defined by〈
u, v
〉
Sh :=
∑
e∈Sh
∫
e
uv ds.
Let K,K ′ ∈ Th and e = ∂K ∩ ∂K ′ and assume global labeling number of K is
smaller than that of K ′. We choose ne := nK |e = −nK′ |e as the unit normal on e
and define the following standard jump and average notations across the face/edge e:
[v] := v|K − v|K′ on e ∈ EIh, [v] := v on e ∈ EBh ,
{v} := 1
2
(
v|K + v|K′
)
on e ∈ EIh, {v} := v on e ∈ EBh
for v ∈ Vh. Let M be a (large) positive integer. Define τ := T/M and tm := mτ
for m = 0, 1, 2, · · · ,M be a uniform partition of [0, T ]. For a sequence of functions
{vm}Mm=0, we define the (backward) difference operator
dtu
m :=
um − um−1
k
, m = 1, 2, · · · ,M.
First, we introduce the DG elliptic projection operator Phr : H
s(Th)→ Vh by
(2.1) ah(v − Phr v, wh) +
(
v − Phr v, wh
)
Th = 0 ∀wh ∈ Vh
for any v ∈ Hs(Th).
We start with a well-known fact [15] that the Allen-Cahn equation (1.1) can be
interpreted as the L2-gradient flow for the following Cahn-Hilliard energy functional
(2.2) J(v) :=
∫
Ω
(1
2
|∇v|2 + 1
2
F (v)
)
dx.
The following assumptions on the initial datum u0 are made as in [10, 11, 12, 13,
14, 20, 29, 30] to derive a priori solution estimates.
General Assumption (GA)
(1) There exists a nonnegative constant σ1 such that
(2.3) J(u0) ≤ C−2σ1 .
(2) There exists a nonnegative constant σ2 such that
(2.4) ‖∆u0 − −2f(u0)‖L2(Ω) ≤ C−σ2 .
(3) There exists nonnegative constant σ3 such that
(2.5) lim
s→0+
‖∇ut(s)‖L2(Ω) ≤ C−σ3 .
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The following solution estimates can be found in [14, 10].
Proposition 2.1. Suppose that (2.3) and (2.4) hold. Then the solution u of
problem (1.1)–(1.4) satisfies the following estimates:
ess sup
t∈[0,∞)
‖u(t)‖L∞(Ω) ≤ 1,(2.6)
ess sup
t∈[0,∞)
J(u) +
∫ ∞
0
‖ut(s)‖2L2(Ω) ds ≤ C−2σ1 ,(2.7) ∫ T
0
‖∆u(s)‖2 ds ≤ C−2(σ1+1),(2.8)
ess sup
t∈[0,∞)
(
‖ut‖2L2(Ω) + ‖u‖2H2(Ω)
)
+
∫ ∞
0
‖∇ut(s)‖2L2(Ω) ds ≤ C−2 max{σ1+1,σ2},(2.9)
∫ ∞
0
(
‖utt(s)‖2H−1(Ω) + ‖∆ut(s)‖2H−1(Ω)
)
ds ≤ C−2 max{σ1+1,σ2}.
(2.10)
In addition to (2.3) and (2.4), suppose that (2.5) holds, then u also satisfies
ess sup
t∈[0,∞)
‖∇ut‖2L2(Ω) +
∫ ∞
0
‖utt(s)‖2L2 ds ≤ C−2 max{σ1+2,σ3},(2.11) ∫ ∞
0
‖∆ut(s)‖2L2(Ω) ds ≤ C−2 max{σ1+2,σ3}.(2.12)
Next, we quote the following well known error estimate results from [21, 22].
Lemma 2.2. Let v ∈W s,∞(Th), then there hold
‖v − Phr v‖L2(Th) + h‖∇(v − Phr v)‖L2(Th) ≤ Chmin{r+1,s}‖u‖Hs(Th),(2.13)
1
| lnh|r ‖v − P
h
r v‖L∞(Th) + h‖∇(u− Phr u)‖L∞(Th) ≤ Chmin{r+1,s}‖u‖Ws,∞(Th).(2.14)
where r := min{1, r} −min{1, r − 1}.
Define C1 as
(2.15) C1 = max|ξ|≤2
|f ′′(ξ)|.
and P̂hr , corresponding to P
h
r , denote the elliptic projection operator on the finite
element space Sh := Vh ∩ C0(Ω), there holds the following estimate from [5]:
(2.16) ‖u− P̂hr u‖L∞ ≤ Ch2−
d
2 ||u||H2 .
We now state our discrete spectrum estimate for the DG approximation.
Proposition 2.3. Suppose there exists a positive number γ > 0 such that the
solution u of problem (1.1)–(1.4) satisfies
(2.17) ess sup
t∈[0,T ]
‖u(t)‖W r+1,∞(Ω) ≤ C−γ .
Then there exists an -independent and h-independent constant c0 > 0 such that for
 ∈ (0, 1) and a.e. t ∈ [0, T ]
λDGh (t) := inf
ψh∈Vh
ψh 6≡0
ah(ψh, ψh) +
1
2
(
f ′
(
Phr u(t)
)
ψh, ψh
)
Th
‖ψh‖2L2(Th)
≥ −c0,(2.18)
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provided that h satisfies the constraint
h2−
d
2 ≤ C0(C1C2)−1max{σ1+3,σ2+2},(2.19)
hmin{r+1,s}| lnh|r ≤ C0(C1C2)−1γ+2,(2.20)
where C2 arises from the following inequality:
‖u− Phr u‖L∞((0,T );L∞(Ω) ≤ C2hmin{r+1,s}| lnh|r−γ ,(2.21)
‖u− P̂hr u‖L∞((0,T );L∞(Ω) ≤ C2h2−
d
2 −max{σ1+1,σ2}.(2.22)
Lemma 2.4. Let {S`}`≥1 be a positive nondecreasing sequence and {b`}`≥1 and
{k`}`≥1 be nonnegative sequences, and p > 1 be a constant. If
S`+1 − S` ≤ b`S` + k`Sp` for ` ≥ 1,(2.23)
S1−p1 + (1− p)
`−1∑
s=1
ksa
1−p
s+1 > 0 for ` ≥ 2,(2.24)
then
(2.25) S` ≤ 1
a`
{
S1−p1 + (1− p)
`−1∑
s=1
ksa
1−p
s+1
} 1
1−p
for ` ≥ 2,
where
(2.26) a` :=
`−1∏
s=1
1
1 + bs
for ` ≥ 2.
3. Fully discrete IP-DG approximations.
3.1. Discretized DG scheme. We are now ready to introduce our fully discrete
DG finite element methods for problem (1.1)–(1.4). They are defined by seeking
um ∈ Vh for m = 0, 1, 2, · · · ,M such that(
dtu
m+1, vh
)
Th + ah(u
m+ 12 , vh) +
1
2
(
fm+1, vh
)
Th = 0 ∀vh ∈ Vh,(3.1)
where
ah(u, vh) :=
(∇u,∇vh)Th − 〈{∂nu}, [vh]〉EIh(3.2)
+ λ
〈
[u], {∂nvh}
〉
EIh
+ jh(u, vh),
jh(u, vh) :=
∑
e∈EIh
σe
he
〈
[u], [vh]
〉
e
,(3.3)
fm+1 :=
1
4
[
(um+1)3 + (um+1)2um + um+1(um)2 + (um)3
]−um+ 12(3.4)
=
F (um+1)− F (um)
um+1 − um .
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where um+
1
2 = u
m+1+um
2 , λ = 0,±1 and σe is a positive piecewise constant function
on EIh, which will be chosen later (see Lemma 3.1). In addition, we need to supply u0h
to start the time-stepping, whose choice will be clear (and will be specified) below.
Lemma 3.1. There exist constants σ0, α > 0 such that for σe > σ0 for all e ∈ Eh
there holds
Φh(vh) ≥ α‖vh‖21,DG ∀vh ∈ Vh,
where
‖vh‖21,DG := ‖∇vh‖2L2(Th) + jh(vh, vh).
Now we introduce three mesh-dependent energy functionals which can be regarded
as DG counterparts of the continuous Cahn-Hilliard energy J defined in (2.2).
Φh(v) :=
1
2
‖∇v‖2L2(Th) −
〈{∂nv}, [v]〉EIh + 12jh(v, v) ∀v ∈ H2(Th),(3.5)
Jh (v) := Φ
h(v) +
1
2
(
F (v), 1
)
Th ∀v ∈ H
2(Th),(3.6)
Ih (v) := Φ
h(v) +
1
2
(
F+c (v), 1
)
Th ∀v ∈ H
2(Th),(3.7)
It is easy to check that Φh and Ih are convex functionals but J
h
 is not because F is
not convex. Moreover, we have:
Lemma 3.2. Let λ = −1 in (3.2), then there holds for all vh, wh ∈ Vh(δΦh(vh)
δvh
, wh
)
Th
:= lim
s→0
Φh(vh + swh)− Φh(vh)
s
= ah(vh, wh),(3.8) (δJh (vh)
δvh
, wh
)
Th
: = lim
s→0
Jh (vh + swh)− Jh (vh)
s
(3.9)
= ah(vh, wh) +
1
2
(
F ′(vh), wh
)
Th ,(δIh (vh)
δvh
, wh
)
Th
: = lim
s→0
Ih (vh + swh)− Ih (vh)
s
(3.10)
= ah(vh, wh) +
1
2
(
(F+c )
′(vh), wh
)
Th .
3.2. Stability of the DG scheme. Theorem 3.3. The scheme (3.1)–(3.4) is
unconditionally stable for all h, k > 0 . Proof: We have the DG scheme as below:
(
dtu
m+1, vh
)
+ ah
(um+1 + um
2
, vh
)
+
1
2
(
fm+1, vh
)
= 0.(3.11)
Let vh = dtu
m+1, and we will get:
(
dtu
m+1, dtu
n+1
)
+ ah
(um+1 + um
2
, dtu
m+1
)
(3.12)
+
1
2
(F (um+1)− F (um)
um+1 − um , dtu
m+1
)
= 0.
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Rearrange it to get:
‖dtum+1‖2L2 +
1
2
dt[ah(u
m+1, um+1)] +
1
2
dtF (u
m+1) = 0,(3.13)
dt[
1
2
ah(u
m+1, um+1) +
1
2
(F (um+1), 1)] ≤ 0.(3.14)
And the proof is complete.
3.3. Well-posedness of the DG scheme. We want to get a second order ap-
proximation of f(um+1, um), which leads to unconditionally energy stable schemes.
We split the function F (v) = 14 (v
2 − 1)2 into the difference of two convex parts and
get the convex decomposition F (v) = F+c (v) − F−c (v),where F+c (v) := 14 (v4 + 1)and
F−c (v) :=
1
2v
2.
Now we want to construct a second-order energy-stable scheme to approximate the
two convex functions F+c (u) and F
−
c (u).
f+(um+1, um) =
F+c (u
m+1)− F+c (um)
um+1 − um ,
f−(um+1, um) =
F−c (u
m+1)− F−c (um)
um+1 − um .
Theorem 3.4. Under the constraint k < 22, there exists a unique solution of
the scheme (3.1)- (3.4).
Proof: Define the following functional:
J(um+1) =
1
4
ah(u
m+1, um+1) +
1
2
∫
Th
F+(u
m+1, um)(3.15)
+ (
1
2k
− 1
42
)‖um+1‖2L2(Th) +
1
2
ah(u
m, um+1) +
∫
Th
(− 1
22
− 1
k
)umum+1.
Take the derivative of the functional J(um+1), and will get:(δJ(um+1)
δum+1
, vh
)
Th
=
1
2
ah(u
m+1, vh) +
1
2
∫
Th
f+(um+1, um)(3.16)
+ (
1
2k
− 1
42
)2(um+1, vh)Th +
1
2
ah(u
m, vh) + (− 1
22
− 1
k
)(um, vh)Th .
Rearrange it, and we will get:(δJ(um+1)
δum+1
, vh
)
Th
=
(
dtu
m+1, vh
)
Th + ah(u
m+ 12 , vh) +
1
2
(
fm+1, vh
)
Th = 0.(3.17)
Also we can see from (3.10) the first two terms of J(um+1) are convex, also since
the last two terms are linear with respect to um+1, so they are also convex, so if we
restrict the coefficient of third term to be positive, that is, if we restrict k < 22, then
the J(um+1) will be a convex functional, and the uniqueness of the solution to this
scheme is approved.
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3.4. Error estimates analysis. The main result of this subsection is the fol-
lowing error estimate theorem.
Theorem 3.5. suppose σe > max{σ0, σ′0}. Let u and {umh }Mm=1 denote respec-
tively the solutions of problems (1.1)–(1.4) and (3.1)–(3.5). Assume u ∈ H2((0, T );
L2(Ω)) ∩ L2((0, T );W s,∞(Ω)) and suppose (GA) and (2.17) hold. Then, under the
following mesh and initial value constraints:
h2−
d
2 ≤ C0(C1C2)−1max{σ1+3,σ2+2},
hmin{r+1,s}| lnh|r ≤ C0(C1C2)−1γ+2,
k < A(),
u0h ∈ Sh such that ‖u0 − u0h‖L2(Th) ≤ Chmin{r+1,s},
there hold
max
0≤m≤M
‖u(tm)− umh ‖L2(Th) ≤ C(k2 + hmin{r+1,s})−(σ1+2).(3.18) (
k
M∑
m=1
‖u(tm)− umh ‖2H1(Th)
) 1
2 ≤ C(k2 + hmin{r+1,s}−1)−(σ1+3),(3.19)
max
0≤m≤M
‖u(tm)− umh ‖L∞(Th) ≤ Chmin{r+1,s}| lnh|r−γ(3.20)
+ Ch−
d
2 (k2 + hmin{r+1,s})−(σ1+2).
Proof: Since the proof is long, we split the proof into four steps:
Step 1:
We write:
u(tm)− um = ηm + ξm, ηm := u(tm)− Phr u(tm), ξm := Phr u(tm)− um.
Multiply vh on both sides of the Allen-Cahn equation in (1.1) at the point u(tm+ 12 )(
ut(tm+ 12 ), vh
)
Th + ah(u(tm+ 12 ), vh) +
1
2
(
f(u(tm+ 12 )), vh
)
Th = 0,(3.21)
for all vh ∈ Vh, where tm+ 12 =
tm+1+tm
2 .
Subtract (3.1) from (3.21), we get the following equation:
(
ut(tm+ 12 )−
um+1 − um
k
, vh
)
Th + ah
(
u(tm+ 12 )−
um+1 + um
2
, vh
)
(3.22)
+
1
2
(
f(u(tm+ 12 ))− f
m+1, vh
)
Th = 0.
From Taylor expansion:
u(tm+1) = u(
tm+1 + tm
2
) + ut(
tm+1 + tm
2
)(
tm+1 − tm
2
) +Rm1 ,
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where Rm1 = utt(ξ1)(
tm+1−tm
2 )
2.
u(tm) = u(
tm+1 + tm
2
)− ut( tm+1 + tm
2
)(
tm+1 − tm
2
) +Rm2 ,
where Rm2 = utt(ξ2)(
tm+1−tm
2 )
2. And we will get:
u(tm+ 12 ) =
u(tm+1) + u(tm)
2
−
(
Rm1 +R
m
2
)
2
,(3.23)
ut(tm+ 12 ) =
u(tm+1)− u(tm)
k
−
(
Rm1 −Rm2
)
k
.(3.24)
Use (3.23) and (3.24) into (3.22) , we will get:
(ξm+1 − ξm
k
+
ηm+1 − ηm
k
−
(
Rm1 −Rm2
)
k
, vh
)
Th(3.25)
+ ah
(ξm+1 + ξm
2
+
ηm+1 + ηm
2
−
(
Rm1 +R
m
2
)
2
, vh
)
+
1
2
(
f(u(tm+ 12 ))− f
m+1, vh
)
Th = 0.
(
dtξ
m+1, vh
)
Th + ah(
ξm+1 + ξm
2
, vh)(3.26)
+
1
2
(
f(u(tm+ 12 ))− f
m+1, vh
)
Th
=
((Rm1 −Rm2 )
k
, vh
)
Th −
(
dtη
m+1, vh
)
Th
− ah(η
m+1 + ηm
2
, vh) + ah(
(
Rm1 +R
m
2
)
2
, vh)
=
((Rm1 −Rm2 )
k
, vh
)
Th −
(
dtη
m+1, vh
)
Th
+ (
ηm+1 + ηm
2
, vh)Th + ah(
(
Rm1 +R
m
2
)
2
, vh).
Let vh =
ξm+1+ξm
2 , for the first term on the left hand side:(
dtξ
m+1,
ξm+1 + ξm
2
)
Th =
1
2
dt‖ξm+1‖2L2(Th).(3.27)
We split the third term on the left hand side in (3.26) into two parts and deal with
them separately:
1
2
(
f(u(tm+ 12 ))− f
m+1,
ξm+1 + ξm
2
)
Th(3.28)
=
1
2
(
f(u(tm+ 12 ))− f(
u(tm+1) + u(tm)
2
),
ξm+1 + ξm
2
)
Th
+
1
2
(
f(
u(tm+1) + u(tm)
2
)− fm+1, ξ
m+1 + ξm
2
)
Th .
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Let uˆ(tm+ 12 ) =
u(tm+1)+u(tm)
2 , the we have the following:
f(u(tm+ 12 ))− f(uˆ(tm+ 12 ))(3.29)
= f
(
uˆ(tm+ 12 )−
1
8
k2(u′′(ξ1) + u′′(ξ2))
)− f(uˆ(tm+ 12 ))
= f ′(ξ12)(−1
8
)k2((u′′(ξ1) + u′′(ξ2)) ≥ −Ck2.
Since f ′ and u′′ both are bounded, we will get the following inequality by Cauchy-
Schwarz inequality:
1
2
(
f(u(tm+ 12 ))− f(uˆ(tm+ 12 )),
ξm+1 + ξm
2
)
Th(3.30)
≥ − 1
2
(
Ck2,
ξm+1 + ξm
2
)
Th
≥ − 1
4
Ck4 − ‖ξm+ 12 ‖2L2(Th).
For the last term of the right hand side in (3.26):
ah
((Rm1 +Rm2 )
2
,
ξm+1 + ξm
2
)
= ah
((Rm1 +Rm2 )
2
,
(ξm+1 + ξm)
2
)
(3.31)
≤ ah
( (Rm1 +Rm2 )
2
,
(Rm1 +R
m
2 )
2
)
+ ah
((ξm+1 + ξm)
2
,
(ξm+1 + ξm)
2
)
≤ Ck4−2 + 2ah
(
ξm+
1
2 , ξm+
1
2
)
.
Substitute (3.27),(3.30) and (3.31) into (3.26), and we will get:
1
2
dt‖ξm+1‖2L2(Th) + ah(
ξm+1 + ξm
2
,
ξm+1 + ξm
2
)(3.32)
+
1
2
(
f(uˆ(tm+ 12 ))− f
m+1,
ξm+1 + ξm
2
)
Th
=
((Rm1 −Rm2 )
k
, vh
)
Th −
(
dtη
m+1, vh
)
Th
+ (
ηm+1 + ηm
2
, vh)Th + ah(
Rm1 +R
m
2
2
, vh)
≤ (‖((Rm1 −Rm2 )
k
)‖2L2(Th) + ‖dtηm+1‖2L2(Th)
+ ‖(η
m+1 + ηm
2
)‖2L2(Th)
)(ξm+1 + ξm
2
)‖2L2(Th)
+ Ck4[−4 + −2] + 2ah
(
ξm+
1
2 , ξm+
1
2
)
+ ‖ξm+ 12 ‖2L2(Th).
Using the integral form of Taylor formula, we can get:
|R
m
1 −Rm2
k
| = |k(utt(ξ1)− utt(ξ2))
4
= |kuttt(ξ11)(ξ1 − ξ2)
4
| ≤ Ck2.
Hence
‖R
m
1 −Rm2
k
‖2L2(Th) ≤ Ck4.(3.33)
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Summing in m from 1 to `, using (3.13),(3.32) and (3.33), and we will get the following
inequality:
‖ξ`‖2L2(Th) + 2k
∑`
m=1
ah(
ξm + ξm−1
2
,
ξm + ξm−1
2
)(3.34)
+ 2k
∑`
m=1
1
2
(
f(uˆ(tm− 12 ))− f
m,
ξm + ξm−1
2
)
Th
≤ ‖ξ0‖2L2(Th) + Ch2 min{r+1,s} ‖u‖2H1((0,T );Hs(Ω))
+ 2Ck4[−4 + −2 + 1] + 2k
∑`
m=1
2ah
(
ξm−
1
2 , ξm−
1
2
)
+ 4k
∑`
m=1
‖ξm− 12 ‖2L2(Th).
Step 2: We want to bound the term
(
f(uˆ(tm+ 12 ))−fm+1,
ξm+1+ξm
2
)
Th on the left hand
side of (3.34):
f(uˆ(tm+ 12 ))− f
m+1 =[f(uˆ(tm+ 12 ))− f(P
h
r uˆ(tm+ 12 ))](3.35)
+ [f(Phr uˆ(tm+ 12 ))− f
m+1].
For the first part on the right hand side of (3.35),we get:
|f(um+ 12 )− f(Phr uˆ(tm+ 12 ))| =|f
′(ξ)|∣∣uˆ(tm+ 12 )− Phr uˆ(tm+ 12 )∣∣
≥ −C|η
m+1 + ηm
2
|.(3.36)
For the second part on the right hand side of (3.35),we get:
f(Phr uˆ(tm+ 12 ))− f
m+1(3.37)
=
(Phr u(tm+1) + Phr u(tm)
2
)3 − (Phr u(tm+1) + Phr u(tm)
2
)
− [1
4
[(um+1)3 + (um+1)2um + um+1(um)2 + (um)3]− u
m+1 + um
2
]
=
(
Phr u(tm+1) + P
h
r u(tm)
)3
8
− 2
8
[(um+1)3 + (um+1)2um + um+1(um)2 + (um)3]
− [(Phr u(tm+1) + Phr u(tm)
2
)− um+1 + um
2
]
=
(
Phr u(tm+1) + P
h
r u(tm)
)3
8
− 2
8
[(Phr u(tm+1)− ξm+1)3
+ (Phr u(tm+1)− ξm+1)2(Phr u(tm)− ξm)−
(ξ(m+1) + ξm)
2
+ (Phr u(tm+1)− ξm+1)(Phr u(tm)− ξm)2 + (Phr u(tm)− ξm)3].
We split the above into four terms: constant term with resect to ξm+1 and ξm, linear,
quadratic and cubic in terms of ξm+1 and ξm.
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For constant term, we have(1
8
(Phr u(tm+1)− Phr u(tm))2(Phr u(tm+1) + Phr u(tm)),
ξm+1 + ξm
2
)
Th(3.38)
≥ −C(h4 + k2)(1, ξm+1 + ξm
2
)
Th
≥ −C(h8 + k4)− C‖ξm+ 12 ‖2L2(Th).
By the boundness of Phr u
m and |Phr u(tm+1)− Phr u(tm)| ≤ h2 + k.
For the linear term, we have the following:
l =
1
4
{
ξm+1[3(Phr u(tm+1))
2 + Phr u(tm+1)P
h
r u(tm) + (P
h
r u(tm))
2](3.39)
+ ξm[3(Phr u(tm))
2 + Phr u(tm+1)P
h
r u(tm) + (P
h
r u(tm+1))
2]
}− (ξm+1 + ξm)
2
=
1
4
(ξm+1 + ξm)(Phr u(tm+1) + P
h
r u(tm))
2
+
1
2
[ξm+1(Phr u(tm+1))
2 + ξm(Phr u(tm))
2]− (ξ
m+1 + ξm)
2
.
And we have:
(1
4
(ξm+1 + ξm)(Phr u(tm+1) + P
h
r u(tm))
2(3.40)
+
1
2
[ξm+1(Phr u(tm+1))
2 + ξm(Phr u(tm))
2],
ξm+1 + ξm
2
)
Th
=
(1
2
(Phr u(tm+1) + P
h
r u(tm))
2, (
ξm+1 + ξm
2
)2
)
Th
+ (
1
2
[ξm+1(Phr u(tm+1))
2 + ξm(Phr u(tm))
2],
ξm+1 + ξm
2
)
Th .
By using the Schwarz Inequality and |Phr u(tm+1)−Phr u(tm)| ≤ C(h2 +k), we get the
following inequalities for the first and second terms of the right hand side of (3.40):(1
2
(Phr u(tm+1) + P
h
r u(tm))
2, (
ξm+1 + ξm
2
)2
)
Th(3.41)
≥ (2(Phr u(tm))2, (ξm+1 + ξm2 )2)Th − C(h2 + k)‖ξm+ 12 ‖2L2(Th).
(
1
2
[ξm+1(Phr u(tm+1))
2 + ξm(Phr u(tm))
2],
ξm+1 + ξm
2
)
Th(3.42)
≥ ((Phr u(tm))2, (ξm+1 + ξm2 )2)Th − C(h2 + k)‖ξm+ 12 ‖2L2(Th).
(
l,
ξm+1 + ξm
2
)
Th(3.43)
≥ (3(Phr u(tm))2 − 1, (ξm+1 + ξm2 )2)Th − C(h2 + k)‖ξm+ 12 ‖2L2(Th)
=
(
(f ′(Phr u(tm)), (
ξm+1 + ξm
2
)2
)
Th − C(h
2 + k)‖ξm+ 12 ‖2L2(Th).
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For the quadratic term, we get the inequality below;
q = 3(ξm+1)2Phr u(tm+1) + (ξ
m+1)2Phr u(tm) + 2ξ
m+1ξmPhr u(tm+1)(3.44)
+ (ξm)2Phr u(tm+1) + 2ξ
m+1ξmPhr u(tm) + 3(ξ
m)2Phr u(tm)
≥ −C1[(ξm+1)2 + (ξm)2].
So we get:
(
q,
ξm+1 + ξm
2
)
Th(3.45)
≥ −C1
(
(ξm+1)2 + (ξm)2,
ξm+1 + ξm
2
)
Th
≥ −C‖ξm+ 12 ‖3L3(Th).
For cubic term, we have:
c =
1
4
[
(ξm+1)3 + (ξm+1)2ξm + ξm+1(ξm)2 + (ξm)3
]
=
1
4
[
(ξm+1)2 + (ξm)2
]
(ξm+1 + ξm),(3.46)
Then we have
(
c,
ξm+1 + ξm
2
)
Th =
(
(ξm+1)2 + (ξm)2, (ξm+1 + ξm)2
)
Th ≥ 0.(3.47)
Combine all above together, we will get:
(
f(Phr uˆ(tm+ 12 ))− f
m+1,
ξm+1 + ξm
2
)
Th(3.48)
≥ −C|(ηm+ 12 , ξm+ 12 )|Th − C(h8 + k4)− C‖ξm+
1
2 ‖L2(Th)(
(f ′(Phr u(tm))), (
ξm+1 + ξm
2
)2
)
Th − C(h
2 + k)‖ξm+ 12 ‖2L2(Th)
− C‖ξm+ 12 ‖3L3(Th) +
4k
2
(
(ξm+1)2 + (ξm)2, (ξm+1 + ξm)2
)
Th .
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Summing in m a from 1 to ` and we will get the following:
2k
2
∑`
m=1
(
f(Phr uˆ(tm+ 12 ))− f
m+1,
ξm+1 + ξm
2
)
Th(3.49)
≥ −Ck
2
∑`
m=1
‖ηm+ 12 ‖Th‖ξm+
1
2 ‖Th − C
1
2
(h8 + k4)− Ck
2
∑`
m=1
‖ξm‖2L2(Th)
+
2k
2
∑`
m=1
(
f ′(Phr u(tm)), (
ξm+1 + ξm
2
)2
)
Th − C
k
2
(h2 + k)
∑`
m=1
‖ξm‖2L2(Th)
− C k
2
∑`
m=1
‖ξm+ 12 ‖3L3(Th) +
∑`
m=1
(
(ξm)2 + (ξm+1)2, (ξm + ξm+1)2
)
Th ,
≥ −Ch2 min{r+1,s}−4‖u‖2L2((0,T );Hs(Ω) − C
1
2
(h8 + k4)
+
2k
2
∑`
m=1
(
f ′(Phr u(tm)), (
ξm+1 + ξm
2
)2
)
Th
+
2k
2
∑`
m=1
(
(ξm)2 + (ξm+1)2, (ξm + ξm+1)2
)
Th − C
k
2
∑`
m=1
‖ξm+ 12 ‖3L3(Th)
− C k
2
(h2 + k + 1)
∑`
m=1
‖ξm‖2L2(Th) − k2
∑`
m=1
‖ξm‖2L2(Th).
Substitute the inequality above into (3.34), and we get:
‖ξ`‖2L2(Th) +
2k
2
∑`
m=1
(
(ξm)2 + (ξm−1)2, (ξm + ξm−1)2)(3.50)
+ 2k(1− 2)
∑`
m=1
(
ah(ξ
m− 12 , ξm−
1
2 ) +
1
2
(
f ′
(
Phr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
)
+ 2k
∑`
m=1
(
f ′
(
Phr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
≤ ‖ξ0‖2L2(Th) + Ch2 min{r+1,s}
( ‖u‖2H1((0,T );Hs(Ω)) + −4‖u‖2L2((0,T );Hs(Ω))
+
C
2
(h8 + k4) + Ck4[−4 + −2 + 1]
+ Ck(1 +
k2
2
+
h2 + k
2
)
∑`
m=1
‖ξm‖2L2(Th) + C
k
2
∑`
m=1
‖ξm+ 12 ‖3L3(Th).
Step 3: In order to control the last two terms on the right-hand side of (3.49), we use
the following Gagliardo-Nirenberg inequality [1]:
‖v‖3L3(K) ≤ C
(
‖∇v‖ d2L2(K)
∥∥v∥∥ 6−d2
L2(K)
+ ‖v‖3L2(K)
)
∀K ∈ Th,
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to get
Ck
2
∑`
m=1
‖ξm‖3L3(Th) ≤ 2αk
∑`
m=1
‖∇ξm‖2L2(Th) + 2k
∑`
m=1
‖ξm‖2L2(Th)(3.51)
+ C−
2(4+d)
4−d k
∑`
m=1
∑
K∈Th
∥∥ξm∥∥ 2(6−d)4−dL2(K)
≤ 2αk
∑`
m=1
‖∇ξm‖2L2(Th)
+ C−
2(4+d)
4−d k
∑`
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th).
Finally, for the third term on the left-hand side of the above inequality, we utilize the
discrete spectrum estimate (2.18) to bound it from below as follows:
2k(1− 2)
∑`
m=1
(
ah(ξ
m− 12 , ξm−
1
2 ) +
1
2
(
f ′
(
Phr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
)
(3.52)
+ 4k
∑`
m=1
(
f ′
(
Phr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
= 2k(1− 22)
∑`
m=1
(
ah(ξ
m− 12 , ξm−
1
2 ) +
1
2
(
f ′
(
Phr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
)
+ 2k2ah(ξ
m− 12 , ξm−
1
2 ) + 4k
∑`
m=1
(
f ′
(
Phr u(tm−1)
)
, (ξm−
1
2 )2
)
Th
≥ −2(1− 22)c0k
∑`
m=1
‖ξm‖2L2(Th) + 42αk
∑`
m=1
‖ξm− 12 ‖21,DG
− Ck
∑`
m=1
‖ξm‖2L2(Th).
Step 4: Substitute (3.51) and (3.52) into (3.50), and we get the following:
‖ξ`‖2L2(Th) + 32αk
∑`
m=1
‖ξm‖21,DG +
2k
2
∑`
m=1
(
(ξm)2 + (ξm−1)2, (ξm + ξm−1))(3.53)
≤ Ck(1 + k
2
2
+
h2 + k
2
)
∑`
m=1
‖ξm‖2L2(Th) + C−
2(4+d)
4−d k
∑`
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th)
+ ‖ξ0‖2L2(Th) + Ch2 min{r+1,s}
( ‖u‖2H1((0,T );Hs(Ω)) + −4‖u‖2L2((0,T );Hs(Ω))
+
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
Notice that on the right hand side, we need to choose the appropriate initial value
u0h, so that ‖ξ0‖L2(Th) = O(hmin{r+1,s}) to maintain the optimal rate of convergence
in h. Clearly, both the L2 and the elliptic projection of u0 work. and in the latter
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case, we get ξ0 = 0.
It then follows from (2.7), (2.9), (2.12) and (3.53) that
‖ξ`‖2L2(Th) + 32αk
∑`
m=1
‖ξm‖21,DG +
2k
2
∑`
m=1
(
(ξm)2 + (ξm−1)2, (ξm + ξm−1))(3.54)
≤ Ck(1 + k
2
2
+
h2 + k
2
)
∑`
m=1
‖ξm‖2L2(Th) + C−
2(4+d)
4−d k
∑`
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
Since u` can be written as
(3.55) u` = k
∑`
m=1
dtu
m + u0,
then by (2.3) and (3.11), we get
‖u`‖L2(Th) ≤ k
∑`
m=1
‖dtum‖L2(Th) + ‖u0‖L2(Th) ≤ C−2σ1 .(3.56)
By the boundedness of the projection, we have
(3.57) ‖ξ`‖2L2(Th) ≤ C−2σ1 .
Then the above inequality is equivalent to the form below:
(3.58) ‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG ≤ H1 +H2,
where
H1 : = Ck(1 +
k2
2
+
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + C−
2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th)(3.59)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1],
H2 : = Ck(1 +
k2
2
+
h2 + k
2
)‖ξ`‖2L2(Th) + C−
2(4+d)
4−d k
∥∥ξ`∥∥ 2(6−d)4−dL2(Th).(3.60)
It is easy to check that
(3.61) H2 <
1
2
‖ξ`‖2L2(Th), provided that k < A().
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By (3.58) we have
‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG ≤ 2H1(3.62)
≤ 2Ck(1 + k
2
2
+ 2
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + 2C−
2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th)
+ 2Ch2 min{r+1,s}−2(σ1+2) + 2
C
2
(h8 + k4) + 2Ck4[−4 + −2 + 1]
≤ Ck(1 + k
2
2
+
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + C−
2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
Let d` ≥ 0 be the slack variable such that
‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG + d`(3.63)
= Ck(1 +
k2
2
+
h2 + k
2
)
`−1∑
m=1
‖ξm‖2L2(Th) + C−
2(4+d)
4−d k
`−1∑
m=1
∥∥ξm∥∥ 2(6−d)4−dL2(Th)
+ Ch2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1].
and define for ` ≥ 1
S`+1 : = ‖ξ`‖2L2(Th) + k
∑`
m=1
32α‖ξm‖21,DG + d`,(3.64)
S1 : = Ch
2 min{r+1,s}−2(σ1+2) +
C
2
(h8 + k4) + Ck4[−4 + −2 + 1],(3.65)
then we have
(3.66) S`+1 − S` ≤ C(1 + k
2
2
+
h2 + k
2
)kS` + C
− 2(4+d)4−d kS
6−d
4−d
` for ` ≥ 1.
Applying Lemma 2.4 to {S`}`≥1 defined above, we obtain for ` ≥ 1
(3.67) S` ≤ a−1`
{
S
− 24−d
1 −
2Ck
4− d
`−1∑
s=1
−
2(4+d)
4−d a
− 24−d
s+1
}− 4−d2
.
provided that
(3.68)
1
2
S
− 24−d
1 −
2Ck
4− d
`−1∑
s=1
−
2(4+d)
4−d a
− 24−d
s+1 > 0.
We note that as (1 ≤ s ≤ `) are all bounded as k → 0, therefore, (3.68) holds under
the mesh constraint stated in the theorem. It follows from (3.66) and (3.67) that
(3.69) S` ≤ 2a−1` S1 ≤ Ck4−2(σ1+2) + Ch2 min{r+1,s}−2(σ1+2).
Finally, using the above estimate and the properties of the operator Phr we obtain
(3.18) and (3.19). The estimate (3.20) follows from (3.19) and the inverse inequality
bounding the L∞-norm by the L2-norm and (2.21). The proof is complete.
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4. Convergence of the numerical interface to the mean curvature flow.
In this section, we prove the rate of convergence of the numerical interface to its
limit geometric interface of the Allen-Cahn equation. This convergence theory is
based on the maximum norm error estimates, which is proven above. The rate of
convergence can be proven by the sharper error estimates, which is the negative
polynomial function of the interaction length  [6, 17, 18]. It can’t be proven if the
coarse error estimate, which is the exponential function of , is used.
For all the DG problem, the the zero-level set of unh may not be well defined since
the zero-level set may not be continuous. Therefore, we introduce the finite element
approximation ûmh of the DG solution u
m
h It is defined by using the averaged degrees
of freedom of unh as the degrees of freedom for determining û
m
h (cf. [16]). We get the
following results [16].
Theorem 4.1. Let Th be a conforming mesh consisting of triangles when d = 2,
and tetrahedra when d = 3. For vh ∈ Vh, let v̂h be the finite element approximation
of vh as defined above. Then for any vh ∈ Vh and i = 0, 1 there holds∑
K∈Th
‖vh − v̂h‖2Hi(K) ≤ C
∑
e∈EIh
h1−2ie ‖[vh]‖2L2(e),(4.1)
where C > 0 is a constant independent of h and vh but may depend on r and the
minimal angle θ0 of the triangles in Th.
Using the above approximation result we can show that the error estimates of Theorem
3.5 also hold for ûnh.
Theorem 4.2. Let umh denote the solution of the DG scheme (3.1)–(3.4) and û
m
h
denote its finite element approximation as defined above. Then under the assumptions
of Theorem 3.5 the error estimates for umh given in Theorem 3.5 are still valid for û
m
h ,
in particular, there holds
max
0≤m≤M
‖u(tm)− ûmh ‖L∞(Th) ≤ Chmin{r+1,s}| lnh|r−γ(4.2)
+ Ch−
d
2 (k2 + hmin{r+1,s})−(σ1+2).
Proof: We only give a proof for (4.2) because other estimates can be proved
likewise. By the triangle inequality we have
‖u(tm)− ûmh ‖L∞(Th) ≤ ‖u(tm)− umh ‖L∞(Th) + ‖umh − ûmh ‖L∞(Th).(4.3)
Hence, it suffices to show that the second term on the right-hand side is an equal or
higher order term compared to the first one.
Let uI(t) denote the finite element interpolation of u(t) into Sh. It follows from
(4.1) and the trace inequality that
‖umh − ûmh ‖2L2(Th) ≤ C
∑
e∈EIh
he‖[umh ]‖2L2(e)(4.4)
= C
∑
e∈EIh
he‖[umh − uI(tm)]‖2L2(e)
≤ C
∑
K∈Th
heh
−1
K ‖umh − uI(tm)‖2L2(K)
≤ C(‖umh − u(tm)‖2L2(Th) + ‖u(tm)− uI(tm)‖2L2(Th)).
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Substituting (4.4) into (4.3) after using the inverse inequality yields
‖u(tm)− ûmh ‖L∞(Th) ≤ ‖u(tm)− umh ‖L∞(Th) + Ch−
d
2 ‖umh − ûmh ‖L2(Th)
≤ ‖u(tm)− umh ‖L∞(Th)
+ Ch−
d
2
(‖umh − u(tm)‖L2(Th) + ‖u(tm)− uI(tm)‖L2(Th)),
which together with (3.18) implies the desired estimate (4.2). The proof is complete.
We are now ready to state the main theorem of this section.
Theorem 4.3. Let {Γt} denote the (generalized) mean curvature flow defined
in [7], that is, Γt is the zero-level set of the solution w of the following initial value
problem:
wt = ∆w − D
2wDw ·Dw
|Dw|2 in R
d × (0,∞),(4.5)
w(·, 0) = w0(·) in Rd.(4.6)
Let u,h,k denote the piecewise linear interpolation in time of the numerical solution
{ûmh } defined by
(4.7) u,h,k(x, t) :=
t− tm
k
ûm+1h (x) +
tm+1 − t
k
ûmh (x), tm ≤ t ≤ tm+1
for 0 ≤ m ≤M − 1. Let {Γ,h,kt } denote the zero-level set of u,h,k, namely,
(4.8) Γ,h,kt = {x ∈ Ω; u,h,k(x, t) = 0}.
Suppose Γ0 = {x ∈ Ω;u0(x) = 0} is a smooth hypersurface compactly contained in Ω,
and k = O(h2). Let t∗ be the first time at which the mean curvature flow develops
a singularity, then there exists a constant 1 > 0 such that for all  ∈ (0, 1) and
0 < t < t∗ there holds
sup
x∈Γ,h,kt
{dist(x,Γt)} ≤ C2| ln |2.
Proof: We note that since u,h,k(x, t) is continuous in both t and x, then Γ,h,kt is
well defined. Let It and Ot denote the inside and the outside of Γt defined by
(4.9) It := {x ∈ Rd; w(x, t) > 0}, Ot := {x ∈ Rd; w(x, t) < 0}.
Let d(x, t) denote the signed distance function to Γt which is positive in It and
negative in Ot. By Theorem 6.1 of [3], there exist ̂1 > 0 and Ĉ1 > 0 such that for all
t ≥ 0 and  ∈ (0, ̂1) there hold
u(x, t) ≥ 1−  ∀x ∈ {x ∈ Ω; d(x, t) ≥ Ĉ12| ln |2},(4.10)
u(x, t) ≤ −1 +  ∀x ∈ {x ∈ Ω; d(x, t) ≤ −Ĉ12| ln |2}.(4.11)
Since for any fixed x ∈ Γ,h,kt , u,h,k(x, t) = 0, by (4.2) with k = O(h2), we have
|u(x, t)| = |u(x, t)− u,h,k(x, t)|
≤ C˜
(
hmin{r+1,s}| lnh|r−γ + h− d2 (k + hmin{r+1,s})−(σ1+2)
)
.
Then there exists ˜1 > 0 such that for  ∈ (0, ˜1) there holds
(4.12) |u(x, t)| < 1− .
Therefore, the assertion follows from setting 1 = min{̂1, ˜1}. The proof is complete.
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5. Numerical experiments. In this section, we provide two two-dimensional
numerical experiments to gauge the accuracy and reliability of the fully discrete IPDG
method developed in the previous sections. We use a square domain Ω = [−1, 1] ×
[−1, 1] ⊂ R2, and u0(x) = tanh(d0(x)√2 ), where d0(x) stands for the signed distance
from x to the initial curve Γ0 See the details for similar numerical setting in [9, 10,
12, 14, 20, 29].
The first test uses the smooth initial curves Γ0, hence the requirements for u0
are satisfied. Consequently, the results established in this paper apply to the test
example. In the test we first verify the spatial rate of convergence given in (3.18)
and (3.20). We then compute the evolution of the zero-level set of the solution of the
Allen-Cahn problem with  = 0.025 and at various time instances.
Test 1 Consider the Allen-Cahn problem with the following initial condition:
u0(x) =
 tanh(
d(x)√
2
), if
x21
0.36 +
x22
0.04 ≥ 1,
tanh(−d(x)√
2
), if
x21
0.36 +
x22
0.04 < 1,
here d(x) stands for the distance function to the ellipse
x21
0.36 +
x22
0.04 = 1.
Table 5.1. Spatial errors and convergence rates
h L∞(L2) error L∞(L2) order L2(H1) error L2(H1) order√
2/10 0.02451 0.34216√
2/20 0.00539 2.1850 0.17258 0.9874√
2/40 0.00142 1.9244 0.08394 1.0398√
2/80 0.00036 1.9798 0.04172 1.0086
Table 5.1 shows the spatial L2 and H1-norm errors and convergence rates, which are
consistent with what are proved for the linear element in the convergence theorem.
Figure 5.1 displays six snapshots of the zero-level set of the numerical solution
u,h,k with  = 0.125. We observe that as  is small enough the zero-level set converges
to the mean curvature flow Γt as time goes on.
The second test has non-smooth curve with u0 defined below.This initial condition
does not satisfy the assumptions in the spetrum estimate, but we can still numerically
validate the convergence of the solution to the mean curvature flow.
Test 2 Consider the Allen-Cahn problem with the following initial condition:
u0(x) =

tanh( 1√
2
(min{d1(x), d2(x)})), if x
2
1
0.36 +
x22
0.04 ≥ 1, x
2
1
0.04 +
x22
0.36 ≥ 1,
or
x21
0.36 +
x22
0.04 ≤ 1, x
2
1
0.04 +
x22
0.04 ≤ 1,
tanh( −1√
2
(min{d1(x), d2(x)})), if x
2
1
0.36 +
x22
0.04 < 1,
x21
0.04 +
x22
0.36 > 1,
or
x21
0.36 +
x22
0.04 > 1,
x21
0.04 +
x22
0.36 < 1.
here d1(x) and d2(x)stands for the distance function to the ellipses
x21
0.36 +
x22
0.04 = 1
and
x21
0.04 +
x22
0.36 = 1 respectively.
Table 5.2. Spatial errors and convergence rates
h L∞(L2) error L∞(L2) order L2(H1) error L2(H1) order√
2/10 0.01032 0.08325√
2/20 0.00256 2.0098 0.03851 1.1123√
2/40 0.00075 1.7638 0.01888 1.0283√
2/80 0.00022 1.9836 0.00939 1.0069
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Fig. 5.1. Test 1: Snapshots of the zero-level set of u,h,k at time t = 0, 0.8 × 10−2, 1.6 ×
10−2, 2.4× 10−2, 3.2× 10−2, .3.8× 10−2 and  = 0.125.
Table 5.2 shows the spatial L2 and H1-norm errors and convergence rates, which are
consistent with what are proved for the linear element in the convergence theorem.
Figure 5.2 displays six snapshots of the zero-level set of the numerical solution
u,h,k with  = 0.025. Similarly, we observe that as  is small enough the zero-level
set converges to the mean curvature flow Γt as time goes on.
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