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Abstract
For any integers d, n ≥ 2, let X ⊂ Pn be a non-singular hypersurface
of degree d that is defined over Q. The main result in this paper is a proof
that the number NX(B) of Q-rational points on X which have height at
most B satisfies
NX (B) = Od,ε,n(B
n−1+ε),
for any ε > 0. The implied constant in this estimate depends at most
upon d, ε and n.
Mathematics Subject Classification (2000): 11D45 (11G35,14G05)
1 Introduction
For any n ≥ 2, let F ∈ Z[X0, . . . , Xn] be a form of degree d ≥ 2 that defines a
non-singular hypersurface X ⊂ Pn. In this paper we return to the theme of our
recent investigation [8] into the distribution of rational points on such hypersur-
faces. For any rational point x = [x] ∈ Pn(Q) such that x = (x0, . . . , xn) ∈ Zn+1
and h.c.f.(x0, . . . , xn) = 1, we shall write
H(x) = |x| (1.1)
for its height, where |x| denotes the norm max0≤i≤n |xi|. With this notation in
mind, our primary objective is to understand the asymptotic behaviour of the
quantity
NX(B) = #{x ∈ X ∩ Pn(Q) : H(x) ≤ B},
as B →∞. We have the following basic conjecture.
Conjecture 1. Let ε > 0. Then we have
NX(B) = Od,ε,n(B
n−1+ε). (1.2)
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Throughout our work the implied constant in any estimate is absolute unless
explicitly indicated otherwise. In the case of Conjecture 1, for example, the
constant is permitted to depend only upon d, ε and n. In view of the fact that
x and −x represent the same point in projective space, it is clear that
NX(B) =
1
2
#{x ∈ Zn+1 : F (x) = 0, h.c.f.(x0, . . . , xn) = 1, |x| ≤ B},
and so one may equally view Conjecture 1 as a statement about the frequency of
integer solutions to certain homogeneous Diophantine equations. In particular,
when F is a non-singular quadratic form in 4 variables, with discriminant equal
to a square, we have NX(B) = cXB
2 logB(1 + o(1)). In all other cases we
would suppose that the exponent ε is superfluous in Conjecture 1. In fact
there is a conjecture of Batyrev and Manin [2] that predicts one should have
NX(B) = OX(B
n−1−δ), for some δ > 0, provided that d ≥ 3 and n ≥ 4.
Conjecture 1 is a special case of a conjecture due to the second author [13,
Conjecture 2], which predicts that the same estimate should hold under the
weaker assumption that the defining form F is absolutely irreducible. Both
of these conjectures have received a significant amount of attention in recent
years, to the extent that Conjecture 1 is now known for all values of d ≥ 2 and
n ≥ 3, except possibly for the eight cases in which d = 3 or 4 and n = 5, 6, 7
or 8. This comprises the combined work of both the first and second authors
[6, 7, 8, 12, 13], as summarised in [8, Corollary 1]. For the exceptional cases the
best result available is the estimate NX(B) ≪d,ε,n Bn−1+θd+ε, for any ε > 0,
with
θd =
{
5/(3
√
3)− 3/4, d = 3,
1/12, d = 4.
This follows from joint work of the authors with Salberger [9].
The aim of the present paper is to complete the proof of Conjecture 1, by
offering a satisfactory treatment of the eight remaining cases. To this end we
define the set
E = {(d, n) : d = 3 or 4, n = 5, 6, 7 or 8}. (1.3)
The following is our primary result.
Theorem 1. Let ε > 0 and (d, n) ∈ E, and suppose that F ∈ Z[X0, . . . , Xn] is
a non-singular form of degree d. Then we have
NX(B) = Od,ε,n(B
n−1+ε).
Corollary. Conjecture 1 holds in every case.
The authors have recently learnt of work due to Salberger [18], which estab-
lishes Conjecture 1 in the case d = 4. In fact Salberger obtains the estimate
(1.2) for any geometrically integral hypersurface X ⊂ Pn of degree d ≥ 4, such
that X contains at most finitely many linear subspaces of dimension n− 2.
Returning to the setting of non-singular hypersurfaces, the corollary to The-
orem 1 is in some sense most significant when d ≤ n, since it is precisely in this
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setting that one expects X to contain a Zariski dense open subset of rational
points, possibly defined over some finite algebraic extension of Q. When d ≤ n,
the conjecture of Manin [16] predicts that one should have an asymptotic for-
mula of the shape NU (B) = cXB
n+1−d(1+o(1)), as B →∞. Here U ⊆ X is the
open subset formed by deleting certain accumulating subvarieties from X , and
cX is a non-negative constant that has been given a conjectural interpretation
by Peyre [17]. Viewed in this light, our main result is most impressive in the
case d = 3 and n ≥ 4, in which setting one ought to be able to take U = X in
Manin’s conjecture.
The proof of Theorem 1 is based upon an application of [7, Theorem 4].
Broadly speaking this shows that every point counted by NX(B) must lie on
one of a small number of linear subspaces contained in X , each of which is
defined over Q. Thus one is naturally led to study the Fano variety
Fm(X) = {Λ ∈ G(m,n) : Λ ⊂ X}, (1.4)
for m ≤ n − 1, where G(m,n) denotes the Grassmannian parametrising m-
dimensional linear subspaces Λ ⊂ Pn. Perhaps the most basic example is pro-
vided by the case m = 1 and d = n = 3, for which it is well-known that F1(X)
has dimension 0 and degree 27. The specific facts that we shall need are col-
lected together in §3. It turns out that we have good control over the possible
dimension of Fm(X) when m = 1 or m ≥ (n− 1)/2, the latter fact being made
available to us by Professor Starr, in the appendix.
We end this introduction by summarising the contents of this paper. The
following section is concerned with detailing a number of basic estimates that
will be crucial to the proof of Theorem 1. In particular we shall need informa-
tion about the growth rate of rational points on arbitrary projective varieties.
In §3 we shall collect together some facts about the geometry of non-singular
hypersurfaces, and the possible linear spaces that they contain. An overview
of the proof of Theorem 1 will be given in §4, before being carried out in full
within §§5–7.
Acknowledgements. While working on this paper, the first author was sup-
ported at Oxford University by EPSRC grant number GR/R93155/01. The
authors are grateful to the anonymous referee, for his careful reading of the
manuscript and numerous pertinent suggestions. These led, in particular, to
the discovery of a significant error in the original proof of Lemma 10.
2 Preliminary estimates
In this section we collect together some of the basic estimates that we shall need
during the course of our work. We begin with a rather easy result from linear
programming, whose proof we include for the sake of completeness.
Lemma 1. Let H ≥ 1, and let a, b, c ≥ 0. Then we have
max
A,B,C
AaBbCc ≤ max{H(a+b+c)/3, H(b+c)/2, Hc},
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where the maximum on the left hand side is over all real numbers A,B,C for
which 1 ≤ A ≤ B ≤ C and ABC ≤ H.
Proof. Let M = maxAaBbCc in the statement of Lemma 1. Then on writing
A = R, B = RS and C = RST , we see that
M = max
R,S,T≥1
R3S2T≤H
Ra+b+cSb+cT c.
Suppose first that a+ b ≤ 2c and b ≤ c. Then it follows that
M ≤ R3cS2cT c ≤ Hc.
Next if a+ b > 2c or b > c, then we substitute T ≤ HR−3S−2 and deduce that
M ≤ Hc max
R,S≥1
R3S2≤H
Ra+b−2cSb−c =M ′,
say. Now it is easy to see that the maximum in the definition of M ′ is achieved
at S = 1 (resp. at R = 1) if a+ b > 2c and b ≤ c (resp. if a+ b ≤ 2c and b > c).
Thus
M ′ ≤ max{H(a+b+c)/3, H(b+c)/2}
in either of these two case. Finally if a + b > 2c and b > c then we substitute
S ≤ H1/2R−3/2 and deduce that
M ′ ≤ H(b+c)/2 max
1≤R3≤H
Ra−b/2−c/2 ≤
{
H(b+c)/2, 2a ≤ b+ c,
H(a+b+c)/3, otherwise.
This completes the proof of Lemma 1.
We shall also need some facts about the density of rational points on arbi-
trary locally closed subsets V ⊂ PN . We henceforth write V (Q) = V ∩ PN (Q)
for the set of rational points on V , and recall the definition (1.1) of the pro-
jective height function H : PN (Q) → R>0, given x = [x] ∈ PN(Q) such that
x = (x0, . . . , xN ) ∈ ZN+1 and h.c.f.(x0, . . . , xN ) = 1. For any locally closed
subset V ⊂ PN and any B ≥ 1, we define the counting function
NV (B) = #{x ∈ V (Q) : H(x) ≤ B}. (2.1)
This coincides with our definition of NX(B) for a hypersurface X ⊂ Pn. When
V is a subvariety of PN we shall always assume that it is defined over Q. Fur-
thermore we shall henceforth refer to such a variety as being integral if it is
geometrically integral. We then have the following “trivial” estimate, which is
established in [7, Theorem 1].
Lemma 2. Let V ⊂ PN be a variety of degree d and dimension m. Then we
have
NV (B) = Od,N (B
m+1).
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It is easy to see that Lemma 2 is best possible when V contains a linear
subspace of dimension m that is defined over Q. On the assumption that V is
integral and has degree d ≥ 2, we can do somewhat better than Lemma 2. The
following result is extracted from the the introduction to [9].
Lemma 3. Let ε > 0 and suppose that V ⊂ PN is an integral variety of degree
d ≥ 2 and dimension m. Then we have
NV (B)≪d,ε,N
{
Bm+1/4+ε, if m ≥ 4 and 3 ≤ d ≤ 5,
Bm+ε, otherwise.
It will be clear to the reader that when m ≥ 4 and 3 ≤ d ≤ 5, the main
result in [9] actually allows one to take a sharper exponent in the statement of
Lemma 3. In fact the exponent m+ δd is acceptable for any
δd >
{
5/(3
√
3)− 3/4, d = 3,
1/12, d ≥ 4.
However it turns out that the estimate provided above is sufficient for the pur-
poses of Theorem 1.
For non-negative integers m ≤ N , let G(m,N) denote the Grassmannian
which parametrises m-planes contained in PN . It is well-known that G(m,N)
can be embedded in Pν via the Plu¨cker embedding, where
ν =
(
N + 1
m+ 1
)
− 1,
and that G(m,N) has dimension (m + 1)(N − m). If M ∈ G(m,N)(Q) =
G(m,N)∩Pν(Q), we define the heightH(M) ofM to be the standard multiplica-
tive height of its coordinates in G(m,N), under the Plu¨cker embedding. The
following result is well-known (see [5, §2.4], for example), and refines Lemma 2
in the case of linear varieties.
Lemma 4. Let M ∈ G(m,N). Then we have
NM (B)≪N Bm + B
m+1
H(M)
.
Moreover, if M contains m+1 linearly independent rational points of height at
most B, then M is defined over Q and
Bm+1
H(M)
≪N NM (B)≪N B
m+1
H(M)
.
The following key result allows us to tackle Theorem 1 by restricting atten-
tion to the linear spaces that are contained in the hypersurface F = 0.
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Lemma 5. Let ε > 0 and suppose that X ⊂ Pn is an integral hypersurface of
degree d. Then there exist linear spaces M1, . . . ,MJ ⊆ X defined over Q, with
J = Od,ε,n(B
n−1+ε), such that 0 ≤ dimMj ≤ n− 1 for 1 ≤ j ≤ J and
NX(B) ≤
J∑
j=1
NMj (B).
Moreover whenever dimMj ≥ 1, for any 1 ≤ j ≤ J, we have
H(Mj) = Od,ε,n(B
1+ε).
Proof. Since X is integral there exists an absolutely irreducible form F ∈
Q[X0, . . . , Xn] of degree d, such that X is given by the equation F = 0.
We first assume that F is not proportional to a form defined over Q and let
F σ be the conjugate of F for any non-trivial σ ∈ Gal(Q/Q). Then clearly
NX(B) = NX∩Xσ(B), whereX
σ is the hypersurface F σ = 0. Since X∩Xσ ⊂ Pn
is a variety of dimension at most n− 2, we have
NX(B)≪d,n Bn−1,
by Lemma 2. Thus we may take M1, . . . ,MJ to be the collection of zero di-
mensional linear subspaces that correspond to precisely these points, in the
statement of Lemma 5.
Suppose now that F ∈ Z[X0, . . . , Xn], and let ‖F‖ denote the maximum
modulus of the coefficients of F . We claim that there exists a constant cd,n
depending only on d and n, such that if log ‖F‖ > cd,n logB, then there is
a hypersurface Y ⊂ Pn of degree d, different from X , such that NX(B) =
NX∩Y (B). But this is a direct consequence of [7, Lemma 3]. Thus the case
in which F ∈ Z[X0, . . . , Xn] has log ‖F‖ > cd,n logB is also satisfactory for
Lemma 5, by Lemma 2.
Finally we suppose that F ∈ Z[X0, . . . , Xn] and that log ‖F‖ ≪d,n logB.
But then a direct application of [7, Theorems 4 and 5] yields the result. The
reader should note that [7] works with forms in Z[X1, . . . , Xn], rather than in
Z[X0, . . . , Xn], so that the two values of the parameter n do not correspond.
Let m ∈ N and let V ⊂ PN be an integral variety of degree d. Our final
result in this section provides a crude upper bound for the dimension of the
Fano variety
Fm(V ) = {Λ ∈ G(m,N) : Λ ⊂ V },
which parametrises them-planes contained in V . In the next section we shall see
how much more can be said when V is a non-singular hypersurface. The follow-
ing estimate may certainly be extracted from the work of Segre [19], although
we have provided our own proof for the sake of completeness.
Lemma 6. We have
dimF1(V ) ≤
{
2 dimV − 2, d = 1,
2 dimV − 3, d ≥ 2.
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Proof. Let δ = dimV . In order to establish Lemma 6 we note that the case
in which V is isomorphic to Pδ is easy, since then F1(V ) ∼= G(1, δ). Assuming
therefore that d ≥ 2, we employ a routine incidence correspondence argument.
Let Z be an integral component of F1(V ), and let
Σ = {(v, L) ∈ V × Z : v ∈ L}.
Then consideration of the projection onto the second factor shows that dimΣ =
dimZ+1. Now let V0 ⊆ V be the union of the lines in Z, and let v be a generic
point of V0. The projection Σ → V then shows that dimΣ = dimV0 + dimZv,
where Zv = {L ∈ Z : v ∈ L}. Thus
dimZ = dimΣ− 1 = dim V0 − 1 + dimZv ≤ dimV − 1 + dimZv.
Now any line L ∈ Zv must also lie in the tangent space Tv(V0), so that Zv ⊆Wv,
where
Wv = {L ∈ G(1, N) : v ∈ L ⊆ Tv(V0)}.
Since v is generic on V0 it is non-singular, so that Wv is a linear space of
dimension dimV0 − 1.
We proceed to consider two cases. If V0 is a linear space then it must be a
proper subvariety of V , since d ≥ 2. In this case
dimZv ≤ dimWv = dim V0 − 1 ≤ dimV − 2,
and the required result follows. On the other hand if V0 is not linear, then Zv
must be a proper subvariety of Wv, and
dimZv ≤ dimWv − 1 = dimV0 − 2 ≤ dim V − 2.
Again this suffices for the lemma.
3 Geometry of non-singular hypersurfaces
For any d ≥ 3 and n ≥ 4, let X ⊂ Pn be a non-singular projective hypersurface
of degree d. The aim of this section is to discuss the geometry of such hyper-
surfaces, and in particular the possible m-planes in Pn that are contained in
them. Such m-planes are parametrised by the Fano variety Fm(X), given by
(1.4). We begin by collecting together some preliminary facts about the degree
and dimension of Fm(X), for various values of m ∈ N.
Lemma 7.
(i) Fm(X) has degree Od,n(1) when it is non-empty.
(ii) Fm(X) is empty for m > (n− 1)/2.
(iii) Fm(X) is finite if m = (n− 1)/2.
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(iv) F1(X) has dimension 2n− 3− d when d ≤ min{6, n}.
(v) F2(X) has dimension 3n− 16 for d = 3 and n ≥ 6.
Proof. The first part of Lemma 7 is well known, and follows from using the
defining equation for X to write down the explicit equations for Fm(X). In
the appendix Professor Starr has provided proofs of (ii) and (iii). As indicated
there it is very easy to establish part (ii), whereas the boundary case in part
(iii) requires subtler methods. Part (iv) is the principal result in recent work of
Beheshti [3], and part (v) follows from work of Izadi [15, Prop. 3.4].
In the case m = 1 of lines, it is interesting to remark that a standard
incidence correspondence argument (see Harris [11, §12.5], for example) reveals
that dimF1(X) = 2n − 3 − d for a generic hypersurface X ⊂ Pn of degree d.
Debarre and de Jong have conjectured this to be the true dimension of F1(X)
whenever d ≤ n. When m = 2 the situation seems to be less well understood.
While the dimension of F2(X) is 3n−6−(d+1)(d+2)/2 for a generic hypersurface
X ⊂ Pn of degree d, which tallies with part (v) of Lemma 7, there exist examples
showing that this is not always the true dimension when d ≤ n. Perhaps the
simplest example is provided by the Fermat cubic in P5 which contains a finite
number of planes. Nonetheless, we shall see below in Lemma 11 that it is
possible to prove non-trivial upper bounds for the dimension of F2(X) when
d = 4 and X is covered by planes.
It is convenient at this point to raise a question concerning the possible
dimension of Fm(X) in the sub-boundary case m = ⌊(n − 1)/2⌋, where ⌊α⌋
denotes the integer part of α ∈ R. During the course of our work we have been
led to formulate the following conjecture, the resolution of which would simplify
the proof of Theorem 1 considerably.
Conjecture 2. For any n ≥ 5, let X ⊂ Pn be a non-singular hypersurface of
degree d ≥ 3, and let m = ⌊(n− 1)/2⌋. Then X is not a union of m-planes.1
Conjecture 2 is already included in part (iii) of Lemma 7 when n is odd,
since X contains at most finitely many linear subspaces of dimension m in this
case. Further evidence is provided by part (v) of the same result. Indeed when
d = 3 and n = 6 we see that F2(X) has dimension 2, so that
⋃
P∈F2(X)
P has
dimension at most 4 and must be a proper subvariety of X . It is clear that
Conjecture 2 can be false when n ≤ 4, since for example a non-singular cubic
threefold is covered by its lines.
For any m ∈ N, and any subvariety Z ⊆ Fm(X), we shall henceforth write
D(Z) =
⋃
Λ∈Z
Λ, (3.1)
to denote the union of m-planes swept out by Z. It follows from part (ii) of
Lemma 7 that D(Z) is empty for m > (n − 1)/2. Clearly D(Z) ⊆ X and it
1Since this paper was submitted for publication, the conjecture has been proved when
d ≥ 4 by Roya Beheshti [4].
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is not hard to see that the degree of D(Z) is bounded in terms of d, n and the
degree of Z. We shall use these facts without further comment throughout this
paper.
We proceed by discussing various cones of m-planes contained in X . For any
subvariety Z ⊆ Fm(X), and any x ∈ X , we set
Zx = {Λ ∈ Z : x ∈ Λ}. (3.2)
We shall write
Cx(Z) = D(Zx)
for the corresponding cone of m-planes through x. In particular, since the
degree of Zx is bounded in terms of d, n and the degree of Z, it follows from the
previous paragraph that the degree of Cx(Z) is also bounded in terms of d, n
and the degree of Z. We now observe that if a hypersurface of degree at least 2
is a cone, then its vertex is a singular point. Thus, since X is non-singular and
Cx(Z) ⊆ X , we must have
dimCx(Z) ≤ n− 2 (3.3)
for any x ∈ X and any subvariety Z ⊆ Fm(X).
Suppose now that m = 2, and let L ∈ F1(X). Then analogously to (3.2),
we define ZL = {P ∈ Z : L ⊂ P} and CL(Z) = D(ZL) for any closed subset
Z ⊆ F2(X). The following result corresponds to (3.3).
Lemma 8. Let d ≥ 3 and let n ≥ 5. Then we have
dimCL(Z) ≤ n− 3,
for any L ∈ F1(X) and any subvariety Z ⊆ F2(X).
Proof. For fixed L ∈ F1(X) it will clearly suffice to establish the upper bound
dimZL ≤ n− 5, (3.4)
under the assumption that X ⊂ Pn is a non-singular hypersurface of degree
d ≥ 3 and dimension n−1 ≥ 4. Pick any distinct points x, y ∈ L and let P ∈ ZL.
Then the system of inclusions x ∈ L ⊂ P ⊂ X implies that L ⊂ P ⊂ Tx(X),
where Tx(X) ∼= Pn−1 is the tangent hyperplane to X at x. Similarly we have
L ⊂ P ⊂ Ty(X). Hence it follows that
ZL = {P ∈ Z : L ⊂ P ⊂ Tx(X) ∩ Ty(X)}
= Z ∩ {P ∈ F2(Tx(X) ∩ Ty(X)) : L ⊂ P}
= Z ∩GL,
say.
We claim that it is possible to choose x and y in L so that the tangent spaces
Tx(X) and Ty(X) are different. Suppose the hypersurface X is defined by the
form F (X0, . . . , Xn), and let x = [x] and y = [y] be distinct points on L. If the
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tangent space is the same for all points on L then there is a fixed vector v, say,
such that ∇F (λx + µy) is always a scalar multiple of v. In fact we must have
∇F (λx+µy) = h(λ, µ)v for a certain binary form h of degree d−1. Thus there
is a pair (λ, µ) 6= (0, 0) for which h(λ, µ) = 0. We therefore obtain a singular
point on the variety X . This contradiction establishes our claim.
Now, with an appropriate choice of x and y, we see that
GL ∼= {P ∈ G(2, n− 2) : L ⊂ P} ∼= Pn−4.
In order to complete the proof of (3.4) it plainly suffices to show that GL is not
contained in Z. Arguing by contradiction we suppose that GL ⊆ Z and form
the union of planes D(GL). But then D(GL) ⊂ X is a linear algebraic variety
of dimension n− 2, which is impossible by part (ii) of Lemma 7.
We now come to the most important lemma in this section — a kind of
stratification result that will form the backbone of our proof of Theorem 1. Let
m ∈ N, let Φ ⊆ Fm(X) be an integral component and let Y = D(Φ) ⊆ X so
that Y is also integral. We proceed by considering the incidence correspondence
I = {(y,Λ) ∈ Y × Φ : y ∈ Λ}. (3.5)
Then the projection onto the first factor is surjective, and by projecting onto
the second factor we see that I has dimension dimΦ+m. Thus it follows that
dimΦy = dimΦ− dim Y +m (3.6)
for generic y ∈ Y , in the notation of (3.2). The following result shows how the
dimension of Φy varies for different choices of y ∈ Y . We henceforth employ the
convention that the empty set is the only algebraic set with negative dimension.
Lemma 9. Let Φ ⊆ Fm(X) be integral and let Y = D(Φ) ⊆ X have degree e.
Then there exists a stratification of subvarieties
Y = Z0(Φ) ⊇ Z1(Φ) ⊇ Z2(Φ) ⊇ · · · ,
such that the following holds.
(i) For i ≥ 1 we have degZi(Φ) = Oe,n(1) and
dimZi(Φ) ≤ dimY − 1− i.
(ii) For i ≥ 0 and any y ∈ Zi(Φ) \ Zi+1(Φ) we have
dimΦy = dimΦ− dimY +m+ i.
Proof. Throughout this proof we shall write δ for the dimension of Φ, and ε for
the dimension of Y . Recall the definition (3.5) of the incidence correspondence
I. We have already seen that I has dimension δ +m, and that (3.6) holds for
generic y ∈ Y . In order to make this more precise we define Yk to be the set
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of y ∈ Y for which dimΦy ≥ k, for any non-negative integer k. Then Yk is
a closed subset of Y and has degree Oe,n(1). The first statement here follows
from the upper semicontinuity of the dimension of the fibres of a morphism (see
[11, Corollary 11.13], for example), while the latter fact can be extracted from
an analysis of the proof of [11, Theorem 11.12]. On noting that dimΦy ≤ δ for
any y ∈ Y , it plainly follows that
∅ = Yδ+1 ⊆ Yδ ⊆ · · · ⊆ Y0 = Y.
Moreover Yδ−ε+m+i is a proper subvariety of Y for i ≥ 1.
We shall take
Z0(Φ) = Y, Zi(Φ) = Yδ−ε+m+i,
for i ≥ 1, in the statement of Lemma 9. Then part (ii) of the lemma is immedi-
ate, and it remains to provide an upper bound for the dimension of Zi(Φ) when
i ≥ 1. For this we consider the incidence correspondence
Ii = {(y,Λ) ∈ Zi(Φ)× Φ : y ∈ Λ}.
Since (3.6) holds for generic y ∈ Y it follows that Zi(Φ) is a proper subvariety
of Y for i ≥ 1. Hence the genericm-plane Λ ∈ Φ cannot lie completely in Zi(Φ).
Now let π2 be the projection from Ii to Φ. If π2 is onto, then the generic fibre
{y ∈ Zi(Φ)∩Λ} has dimension at most m− 1, in which case dim Ii ≤ δ+m− 1.
On the other hand, if π2 is not onto, then dim π2(Ii) ≤ δ − 1 and we again
deduce that
dim Ii ≤ δ +m− 1.
Turning to the projection to the first factor, we see that it is onto, since
Zi(Φ) ⊆ Y = D(Φ), and hence
dim Ii ≥ dimZi(Φ) + δ − ε+m+ i.
Thus it follows that
dimZi(Φ) ≤ ε− 1− i
for i ≥ 1, as required. This completes the proof of Lemma 9.
In the special case m = 1 and Z = F1(X), we can actually write down
the equations defining the cone Cx(Z) for any x ∈ X . Let C1x = Cx(F1(X))
for a point x ∈ X , which we assume without loss of generality is given by
x = [1, 0, . . . , 0]. Then, after a further linear change of variables, X takes the
shape
Xd−10 X1 +X
d−2
0 F2(X1, . . . , Xn) + · · ·+ Fd(X1, . . . , Xn) = 0, (3.7)
for forms Fi of degree i, for 2 ≤ i ≤ d. If x ∈ L ∈ F1(X), then L must be
contained in the tangent hyperplane Tx(X), which is given by the equation
X1 = 0. It follows that any point in C
1
x must be of the form [a, 0, b2, . . . , bn],
and since C1x ⊂ X the polynomial
ad−2F2(0, b2, . . . , bn) + · · ·+ Fd(0, b2, . . . , bn)
11
must vanish identically in a. We therefore deduce that
C1x = {[a, 0,b] ∈ Pn : F2(0,b) = · · · = Fd(0,b) = 0}, (3.8)
where b = (b2, . . . , bn). We see from (3.8) that dimC
1
x ≥ n− d. Moreover it is
plain that Cmx = Cx(Fm(X)) ⊆ C1x for any m ∈ N.
When d = 3 and x ∈ X is generic we can be even more precise about the
cone C1x as soon as n is large enough. Given a non-singular cubic hypersurface
X ⊂ Pn, Barth and Van de Ven [1, Prop. 5] have shown that F1(X) is a non-
singular simply connected variety of dimension 2n − 6, for n ≥ 6. The fact
that F1(X) is a non-singular variety of dimension 2n− 6, for n ≥ 6, is already
present in the work of Clemens and Griffiths [10], where it is also shown that X
is a union of lines. We may conclude that F1(X) is integral for n ≥ 6, and we
proceed to establish the following result.
Lemma 10. Let d = 3 and let n ≥ 7. Then for generic x ∈ X the cone C1x is
integral and has degree 6.
Proof. We begin by showing that C1x has dimension n − 3 for generic x ∈ X .
This is an easy consequence of (3.6), since we can take Φ = F1(X) and Y = X .
Thus for a generic point x ∈ X one has
dimΦx = dimF1(X)− dimX + 1 = n− 4,
by part (iv) of Lemma 7. It follows that dimC1x = 1+dimΦx = n−3, as claimed.
We shall also make use of the fact for a non-singular cubic hypersurfaceX ⊂ Pn,
the Hessian H of X does not contain X as a subvariety. This is established by
Hooley [14, Lemma 1], for example, and implies in particular that H ∩X is a
proper subvariety of X .
To find the degree of C1x for generic x ∈ X it is convenient to choose coordi-
nates as in (3.7) and (3.8). Thus we may assume without loss of generality that
x = [1, 0, . . . , 0], and X is defined by the non-singular cubic form
F (X0, . . . , Xn) = X
2
0X1 +X0Q(X1, . . . , Xn) + C(X1, . . . , Xn), (3.9)
for some quadratic and cubic forms Q and C, respectively, and furthermore
C1x = {[a, 0,b] ∈ Pn : Q(0,b) = C(0,b) = 0}.
Since C1x has dimension n− 3, it follows that neither Q(0,b) nor C(0,b) vanish
identically, and that C1x is a complete intersection of pure dimension n− 3. In
fact Q(0,b) must be a non-singular quadratic form, since the Hessian of F at x
is equal to −4 det(Q(0,b)), and x ∈ X is generic. We shall think of C1x as lying
in Pn−1, by identifying [a, 0,b] with [a,b].
In order to complete the proof of Lemma 10 it suffices to show that C1x is
reduced and irreducible, by Be´zout’s theorem. Suppose for a contradiction that
C1x = Y1∪Y2, for components Y1, Y2 of dimension n−3 in Pn−1. Then any point
in the intersection Y1 ∩Y2 produces a singular point on C1x, so that the singular
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locus of C1x has dimension at least n− 5. Now write ∇′ = (∂/∂X2, . . . , ∂/∂Xn),
and let V denote the set of b = [b] ∈ Pn−2 such that Q(0,b) = C(0,b) = 0
and ∇′Q(0,b) is proportional to ∇′C(0,b). Then V is an algebraic subvariety
of Pn−2, since the latter condition is defined by the vanishing of various 2 × 2
determinants. Moreover it is clear that dimV ≥ n− 6.
For 1 ≤ i ≤ n, let Ci (resp. Qi) denote the partial derivative ∂Q/∂Xi (resp.
∂C/∂Xi). We proceed to define the map π : V → Pn−1, via
π : [b] 7−→ [Ci(0,b), Qi(0,b)b2, . . . , Qi(0,b)bn],
whenever Ci(0,b), Qi(0,b) do not both vanish. It is not hard to check that π is
well-defined, since Q(0,b) is non-singular. We claim that π(V ) has dimension at
least n− 6, for which it is clearly enough to show that π is generically injective.
But if [u,v] is a generic point in the image π(V ), then we cannot have v = 0 since
Q(0,b) is non-singular. Thus [u,v] determines [b], and so dimπ(V ) ≥ n− 6, as
required. Now any point [u,v] ∈ π(V ) must satisfy
Q(0,v) = 0, u∇′Q(0,v) = ∇′C(0,v),
and it follows that the set W of such [u,v] ∈ Pn−1 has dimension at least n− 6.
Finally we may conclude that the set of [u,v] ∈W for which
u2 + u
∂Q
∂X1
(0,v) +
∂C
∂X1
(0,v) = 0,
has dimension at least n−7. Since n ≥ 7, we produce at least one point (u, 0,v)
at which the form (3.9) is singular. This contradiction completes the proof of
Lemma 10.
We now turn to the special case of planes contained in non-singular quartic
hypersurfaces, with a view to proving the result alluded to in the paragraph
after Lemma 7. With this in mind we have the following result.
Lemma 11. Let d = 4 and let n ≥ 6. Then for any integral component Φ ⊆
F2(X) such that X = D(Φ), we have
dimΦ ≤
{
3, n = 6,
3n− 16, n ≥ 7.
Proof. As above we let C1x = Cx(F1(X)) denote the union of all lines contained
in X that pass through a point x ∈ X . For generic x ∈ X we claim that
dimC1x = n− 4, (3.10)
and that if n ≥ 7 the cone C1x does not contain any linear space of dimension
n− 4. The latter claim follows from the fact X contains at most finitely many
(n − 4)-planes by parts (ii) and (iii) of Lemma 7, so that a generic point of
X cannot lie on such a subvariety. To see the first claim, one notes that if
Ψ ⊆ F1(X) is any integral component such that D(Ψ) is a proper subvariety of
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X , then Cx(Ψ) is empty for generic x ∈ X . Alternatively, if Ψ ⊆ F1(X) is an
integral component such that D(Ψ) = X then one combines (3.6) with part (iv)
of Lemma 7, just as in the proof of Lemma 10, to deduce (3.10).
We proceed by considering the cone of planes Cx(Φ) = D(Φx), for any x ∈ X .
In particular Cx(Φ) ⊆ C1x. Moreover if H ∈ Pn∗ is a generic hyperplane, then
H does not contain x and it follows that H ∩P is a line for every P ∈ Φx. Thus
there is a bijection between planes parametrised by Φx and lines contained in
H ∩ Cx(Φ), whence
dimΦx = dimF1(H ∩ Cx(Φ))
for any x ∈ X . Now let x ∈ X be generic. Then on combining our observation
that Cx(Φ) ⊆ C1x with (3.10), we conclude that
dimΦx ≤ dimF1(H ∩ C1x), (3.11)
where H ∩ C1x ⊂ Pn is a variety of dimension n − 5. Moreover, since H is
generic, the only way that H ∩C1x can contain an (n− 5)-plane is if C1x contains
an (n − 4)-plane. We have already seen that this is impossible when x ∈ X is
generic and n ≥ 7. On applying Lemma 6 to (3.11) we therefore deduce that
dimΦx ≤ 2(n− 5)− 2 = 0
if n = 6, whereas
dimΦx ≤ 2(n− 5)− 3 = 2n− 13
if n ≥ 7. To complete the proof of Lemma 11 it now suffices to apply (3.6) with
Y = X and m = 2.
It is likely that the upper bound in Lemma 11 is not best possible, and the
problem of proving sharper versions seems to be an interesting question in its
own right.
The final result of this section pertains to the special case m = 3, n = 8. We
shall use the notation C3x = Cx(F3(X)) for x ∈ X . We have already seen in
(3.3) that dimC3x ≤ n−2. The following result investigates when the dimension
of C3x is maximal.
Lemma 12. Let d = 3 or 4 and let n = 8. Suppose that dimC3x = 6 for some
x ∈ X. Then we must have d = 4 and dimGx = 3, where
Gx = {T ∈ F3(X) : x ∈ T }.
Proof. Let x ∈ X be such that dimC3x = 6, and note that C3x = D(Gx) in
the notation of (3.1). In particular it follows that dimGx ≥ 3. Assuming that
x = [1, 0, . . . , 0], and that X takes the shape (3.7), it follows from (3.3) and
(3.8) that
C3x ⊆ C1x = {[a, 0,b] ∈ P8 : F2(0,b) = · · · = Fd(0,b) = 0},
where dimC1x ≤ 6. If we define the variety
Y = {[b] ∈ P6 : F2(0,b) = · · · = Fd(0,b) = 0} ⊂ P6,
14
then it follows that Y must have dimension 5, since C3x has dimension 6. Hence
there exists a non-constant form H ∈ Q[X2, . . . , X8] such that for 2 ≤ i ≤ d we
have H | Fi(0, X2, . . . , X8). Thus the equation for X takes the shape
F (X0, . . . , X8) = X1J(X0, . . . , X8) +H(X2, . . . , X8)K(X1, X2, . . . , X8) = 0,
for some further forms J and K such that deg J = d−1 and degH+degK = d.
This is clearly impossible unless K is in fact a constant, since otherwise we may
find a common solution to the system of equations X1 = J = H = K = 0, and
this will produce a singular point on X . Thus F2(0,b), . . . , Fd−1(0,b) must all
vanish identically. Taking the constant K to be 1, we then see that X is given
by
F (X0, . . . , X8) = X1J(X0, . . . , X8) +H(X2, . . . , X8) = 0,
and that Y is a degree d hypersurface in P6, given by H(X2, . . . , X8) = 0.
We proceed to show that Y is non-singular. In general we have
∇F =
(
X1
∂J
∂X0
, J +X1
∂J
∂X1
, X1∇′J +∇′H
)
,
where
∇′ = (∂/∂X2, . . . , ∂/∂X8).
Now, given any non-zero vector x = (x2, . . . , x8) corresponding to a singular
point on Y , we will have ∇′H(x) = 0. From this it follows from Euler’s identity
that H(x) = 0. We can then find y ∈ Q such that ∇F (y, 0,x) = 0. This
produces a singular point on X , which is impossible, thereby establishing that
Y ⊂ P6 is a non-singular hypersurface of degree d. We shall write
Z = {[0, 0,b] ∈ P8 : [b] ∈ Y },
so that C3x is a cone over Z.
Let T ∈ Gx and define π(T ) = T ∩Z. Then it is clear that T ∩Z ⊂ Z must
be a 2-plane for each T ∈ Gx, so that we have a map π : Gx → F2(Z). Since
x 6∈ Z, for each given P ∈ F2(Z) there is a unique 3-plane which contains P
and also passes through x. It follows that π is a bijection. We may now deduce
from Lemmas 7 and 11 that
dimGx = dimF2(Z) = dimF2(Y ) ≤
{
2, d = 3,
3, d = 4,
since Y ⊂ P6 is a non-singular hypersurface of degree d and D(F2(Y )) = Y .
In particular this is impossible when d = 3 since we have already seen that
dimGx ≥ 3. This completes the proof of Lemma 12.
4 Proof of Theorem 1: the plan of campaign
In this section we set out our framework for the proof of Theorem 1. For
any (d, n) ∈ E , where E is given by (1.3), let F ∈ Z[X0, . . . , Xn] be a non-
singular form of degree d. Then the equation F = 0 defines a non-singular
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hypersurface X ⊂ Pn of degree d. Recall that we have been following the
convention that the implied constant in any estimate is absolute unless explicitly
indicated otherwise. Since the pairs (d, n) that occur in the remainder of our
work will always be restricted to lie in the set E , we may henceforth assume
that d, n = O(1).
At the heart of our argument is an application of Lemma 5. According
to this result the points in which we are interested lie on J = Oε(B
n−1+ε)
linear subspaces M1, . . . ,MJ ⊂ X , all of which are defined over Q. Subspaces
of dimension zero are clearly satisfactory for Theorem 1, and so it remains to
consider the case in whichMj has dimension m ≥ 1. In particular we know that
H(Mj) = Oε(B
1+ε) in these cases. As an immediate corollary of parts (i)–(iii)
of Lemma 7, it follows that there are only O(1) linear subspaces Mj ⊂ X for
whichm ≥ (n−1)/2. Now Lemma 2 implies that any singlem-plane contributes
O(Bm+1) to NX(B), which is satisfactory for Theorem 1 sincem ≤ n−2. Hence
it remains to handle the m-planesMj ⊂ X enumerated in Lemma 5, which have
dimension
1 ≤ m < (n− 1)/2. (4.1)
Since n ≤ 8 for any (d, n) ∈ E , we plainly have m = 1, 2 or 3.
Let 1 ≤ m < (n − 1)/2, and let Φ be an integral component of the Fano
variety Fm(X) of m-planes contained in X . When estimating the contribution
from the m-planes parametrised by Φ, we shall always be able to assume that
X is a union of m-planes parametrised by Φ, in the sense that X = D(Φ) in the
notation of (3.1). To see that this is permissible we suppose that the closed set
D(Φ) is a proper subvariety of X . Then the degree of D(Φ) is O(1) by part (i)
of Lemma 7, and so Lemma 2 shows that there is a contribution of O(Bn−1) to
NX(B) from the points of height at most B that lie on D(Φ). This is plainly
satisfactory for Theorem 1. With this in mind we therefore write
F˜m(X) ⊆ Fm(X)
for the union of integral components Φ ⊆ Fm(X) such that D(Φ) = X .
When n is odd, the possibility that X may contain (n−1)/2-planes is rather
inconvenient, even though, as we have already seen, they make an acceptable
contribution to NX(B). We shall write E for the union of such (n−1)/2-planes.
If Φ is an integral subvariety of Fm(X) we then write Φ
∗ for the open subset of
Φ obtained by removing any m-planes contained in E. When n is even, so that
E is empty, we merely take Φ∗ = Φ.
During the course of our work we shall have cause to estimate the number
NY (H) of rational points of height at most H , on various locally closed subsets
Y ⊆ X , in the notation of (2.1). It will be convenient to combine here the
information that we gleaned in the previous section about large dimensional
linear subspaces of X , together with some of the estimates in §2. Given any
k ∈ N, we define
βk =
{
0, k ≤ 3,
1/4, k ≥ 4.
16
We then introduce functions σn, τn : N→ Q, given by
σn(k) =
{
k + 1, k ≤ (n− 1)/2,
k + βk, k > (n− 1)/2, (4.2)
and
τn(k) =
{
k + 1, k < (n− 1)/2,
k + βk, k ≥ (n− 1)/2. (4.3)
When n is even it is plain that σn(k) = τn(k) for each k ∈ N. The following
result is a consequence of Lemmas 2, 3 and 7.
Lemma 13. Let ε > 0 and H ≥ 1, and suppose that Y ⊆ X is a subvariety of
dimension at most k, and degree e. Then we have
(i) NY (H)≪ε,e Hσn(k)+ε.
(ii) NY \E(H)≪ε,e Hτn(k)+ε.
Now suppose that n = 2m+1 is odd, and let k < m. Assume that Φ ⊆ Fk(X)
is integral, and that Λ ∈ Fk−1(X) is given. Furthermore, let
ΦΛ = {Γ ∈ Φ : Λ ⊂ Γ}, Φ∗Λ = {Γ ∈ Φ∗ : Λ ⊂ Γ}.
Then with this notation in mind, we proceed by establishing the following result.
Lemma 14. Let ε > 0 and H ≥ 1, and suppose that D(ΦΛ) has dimension
ℓ ≤ m and degree e. Then we have
ND(Φ∗
Λ
)(H)≪ε,e Hτn(ℓ)+ε.
Proof. Suppose that Π ⊆ D(ΦΛ) for some m-plane Π, so that we must have ℓ =
m. Since D(ΦΛ) is a cone with vertex Λ it follows that 〈Λ,Π〉 ⊆ D(ΦΛ), where
〈Λ,Π〉 is the linear space spanned by Λ and Π. Since dimΠ = dimD(ΦΛ) = m
this leads to a contradiction unless Λ ⊆ Π.
If D(ΦΛ) does not contain any m-planes, then the statement of Lemma 14
easily follows from part (ii) of Lemma 13. Alternatively suppose that D(ΦΛ)
contains anm-plane Π, say, so that in particular ℓ = m. Now let x ∈ Π ⊆ D(ΦΛ)
be any point with x 6∈ Λ. We claim that x 6∈ D(Φ∗Λ). But this follows from the
observation that the k-plane 〈x,Λ〉 is contained in Π, so that 〈x,Λ〉 6∈ Φ∗Λ, and
the claim follows. We have therefore shown that
ND(Φ∗
Λ
)(H) ≤ NU (H) +NΛ(H),
where U ⊆ D(ΦΛ) denotes then open subset formed by deleting all of the m-
planes from D(ΦΛ). But then a simple application of part (ii) of Lemma 13
yields the required bound. This completes the proof of Lemma 14.
Before embarking on the main thrust of the argument for Theorem 1 we
take this opportunity to give an overview of the method. Given an integral
component Φ ⊆ F˜m(X), the key idea will be to estimate the contribution from
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the m-planes Λ ∈ Φ defined over Q, according to their smallest generator. Let
Λ ∈ G(m,n) be any m-plane that is defined over Q. Then it is well known that
Λ contains linearly independent points a0, . . . , am ∈ Pn(Q) such that
H(a0) ≤ · · · ≤ H(am), H(Λ)≪
m∏
i=0
H(ai)≪ H(Λ).
We shall call a rational point on Λ a “smallest generator” for Λ if it has minimal
height. Any smallest generator for Λ obviously has height O(H(Λ)1/(m+1)).
We now turn to the pivotal role that Lemma 9 plays in this work. In fact it
helps us to estimate the contribution from them-planes in Φ ⊆ F˜m(X) according
to their smallest generator, a0, say, in essentially two different ways. The first
approach involves counting the total number of rational points of height at most
B that lie on the cone Ca0(Φ) = D(Φa0). (Recall that this is the cone swept
out by the m-planes contained in Φ and passing through a0.) This will be
referred to as “counting by cones”, or the “CC-method” for short. In the second
approach one counts the total number of m-planes of height Oε(B
1+ε) that pass
through a0, before then estimating the number of rational points of height at
most B on each such m-plane. This will be referred to as “counting by linear
spaces”, or the “CL-method” for short. In both approaches one then obtains a
final estimate for the contribution to NX(B), by summing over all of the points
a0 ∈ X(Q) of low height. In doing so we shall need to apply Lemma 9 with the
choice Y = X , in order to be able to control the dimension of Φa0 as a0 varies
in X .
We take a moment to analyse the CL-method in more detail. It will become
apparent that our implementation of this approach has a distinctly subtler na-
ture than that of the CC-method. We shall focus upon the case m = 2 here, the
same principle applying in simpler form for the case m = 1. Let
A2 ≥ A1 ≥ A0 ≥ 1, (4.4)
and let Φ ⊆ F˜2(X) be an integral component as above. The method begins by
fixing a point a0 ∈ X(Q), which has height A0/2 < H(a0) ≤ A0. One then
considers the possible rational points a1 in the cone Ca0(Φ), which have height
A1/2 < H(a1) ≤ A1. This then fixes the smallest two generators of the planes
we wish to estimate the contribution from. Finally, for fixed a0, a1 one forms
the variety
Φa0,a1 = {P ∈ Φa0 : a1 ∈ P}
of planes in Φ which contain the line 〈a0, a1〉, and then estimates the number of
a2 ∈ D(Φa0,a1) such that A2/2 < H(a2) ≤ A2. Each such value of a2 determines
a plane P = 〈a0, a1, a2〉 ∈ Φ, which it may be assumed has height
A0A1A2 ≪ H(P )≪ A0A1A2.
One then employs Lemma 4 to estimate the number of rational points of height
at most B contained in P . We need to control the dimension of Φa0 as a0 varies
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in X . Similarly, for fixed a0, we need to control the dimension of Φa0,a1 as a1
varies in Ca0(Φ). In the first case we shall apply Lemma 9 with Y = X as
indicated above, and in the second we shall apply the same lemma, but with
Y = D(Ψ), where Ψ is an integral component of Φa0 . Ultimately, since one
is only interested in planes of height Oε(B
1+ε), one sums over dyadic intervals
for A0, A1, A2 such that (4.4) holds and A0A1A2 ≪ε B1+ε. When m = 1 the
CL-method is plainly simpler since we need only apply Lemma 9 once.
The astute reader will notice that there is a degree of waste in the above
description of the CL-method. Thus for fixed a0 ∈ X(Q), whereas we are only
interested in the number of lines of height A0A1 that pass through a0, we are
in fact counting the total number of possible a1 that serve as generators for the
line 〈a0, a1〉 of height A0A1. In fact Lemma 4 implies that any such line contains
≫ A1/A0 rational points a1 such that H(a1) ≤ A1. Hence it follows that the
total number of rational lines of height A0A1 contained in Φa0 is actually
≪ A0
A1
#{a1 ∈ Ca0(Φ)(Q) : H(a1) ≤ A1}, (4.5)
in which the first factor allows for the “over-counting” inherent in our method.
A similar phenomenon occurs when a0, a1 are fixed and one is counting the
number of planes of height A0A1A2 that pass through the line 〈a0, a1〉. Thus an
application of Lemma 4 reveals that each such plane contains ≫ A22/A0A1 ≫
A2/A0 suitable points a2, whence the total number of planes of height A0A1A2
contained in Φa0,a1 is
≪ A0
A2
#{a2 ∈ D(Φa0,a1)(Q) : H(a2) ≤ A2}. (4.6)
In summary the CL-method has two main ingredients: a stratification argu-
ment involving Lemma 9, and a means of rectifying the over-counting that our
implementation of the CL-method engenders.
We now have all of the tools with which to complete the proof of Theo-
rem 1. At this stage it is convenient to make a certain hypothesis concerning
the quantity NX(B).
Hypothesis (Projective hypersurface hypothesis). Let ε > 0 and let
d, n ≥ 2 be integers. Then there exists θd,n ≥ 0 such that
NX(B) = Od,ε,n(B
n−1+θd,n+ε),
for any non-singular hypersurface X ⊂ Pn of degree d, that is defined over Q.
We shall henceforth write PHH[θd,n] to denote the projective hypersurface
hypothesis holding with exponent θd,n. Thus Conjecture 1 is the statement
that PHH[0] holds, and it follows from Lemma 3 that PHH[1/4] holds. For our
purposes it will actually suffice to note that PHH[1] holds, by Lemma 2.
For any integer m in the range (4.1), we let Xm ⊆ X be the finite union of
m-planes Mj ⊂ X that are enumerated in Lemma 5, and that are parametrised
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by F˜m(X). In the notation of (2.1), we shall write NXm(B) for the overall
contribution to NX(B) from the points contained in Xm. Our main task is to
prove the following result.
Proposition 1. Let (d, n) ∈ E and let 1 ≤ m < (n− 1)/2. Then we have
NXm(B)≪ε Bn−1+θd,n/2+ε,
provided that PHH[θd,n] holds.
Before establishing Proposition 1, we first indicate how it can be used to
prove Theorem 1. Suppose that PHH[θ] holds for θ = θd,n ≥ 0. Then it easily
follows from Proposition 1 and our work in the previous section that
NX(B)≪ε Bn−1+θ/2+ε.
But then we see that PHH[θ/2] holds. This allows us to deduce the sharper
bound
NX(B)≪ε Bn−1+θ/4+ε,
whence in fact PHH[θ/4] holds. By continuing to iterate this procedure suffi-
ciently many times we may clearly conclude that PHH[ε] holds for any given
ε > 0. This completes the proof of Theorem 1, upon revising the choice of ε.
For the remainder of this paper we shall assume that PHH[θ] holds for some
θ ≥ 0, and that this value of θ is identical for each (d, n) ∈ E . Furthermore,
we shall follow common practice and allow the small positive constant ε to take
different values at different parts of the argument.
5 Proof of Theorem 1: lines
We begin the proof of Proposition 1 by handling the contribution from the lines
Mj ⊂ X1, for which we shall employ the CL-method that was introduced in
§4. Let Φ ⊆ F˜1(X) be any integral component. On applying Lemma 9 with
Y = X we obtain a stratification of subvarieties X = Z0(Φ) ⊃ Z1(Φ) such that
degZ1(Φ) = O(1) and
dimZ1(Φ) ≤ n− 3, (5.1)
and
dimΦy = dimΦ− n+ 2, (5.2)
for any y ∈ X \ Z1(Φ).
Considering the component Φ ⊆ F˜1(X) as being fixed, it will be convenient
to write Z1 = Z1(Φ). Our plan will be to sort the lines in Φ according to whether
their smallest generator lies in X \ Z1, or in Z1. Thus we shall write M0(B)
for the overall contribution to NX1(B) from the lines contained in X1 that are
parametrised by Φ and have smallest generator a0 ∈ X \Z1, and we shall write
M1(B) for the corresponding contribution from the lines with smallest generator
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a0 ∈ Z1. Now there are O(1) possible integral components of F˜1(X). In order
to establish Proposition 1 in the case m = 1 it will therefore suffice to show that
Mi(B) = Oε(B
n−1+θ/2+ε),
for i = 0, 1. Recall that any line contained in X1 has height Oε(B
1+ε). For any
real numbers A0, A1 such that
A1 ≥ A0 ≥ 1, A0A1 ≪ε B1+ε, (5.3)
let Mi(B;A0, A1) denote the contribution to Mi(B) from the lines of height
A0A1 that pass through rational points a0 and a1, such that a0 is a smallest
generator for the line and
A0/2 < H(a0) ≤ A0, A1/2 < H(a1) ≤ A1.
On summing over Oε(B
ε) dyadic intervals for A0, A1, it will therefore suffice to
show that
Mi(B;A0, A1) = Oε(B
n−1+θ/2+ε), (5.4)
for i = 0, 1, and each choice of A0, A1 such that (5.3) holds.
We begin by establishing (5.4) in the case i = 0. For any a0 ∈ X \ Z1,
recall the definitions of the cones Φa0 and Ca0(Φ) = D(Φa0), as given by (3.1)
and (3.2). Since (d, n) ∈ E , it follows from part (iv) of Lemma 7 that Φ has
dimension at most 2n− 3− d. Hence, we deduce from (5.2) that
dimCa0(Φ) ≤ n− d.
Moreover we have already seen that degCa0(Φ) = O(1). We claim that
#{a1 ∈ Ca0(Φ∗)(Q) : H(a1) ≤ A1} = Oε(An−3+ε1 ),
where Ca0(Φ
∗) is the union of those lines in Φ∗ that pass through a0. This
follows from Lemma 2 when d = 4. If d = 3 and n ≥ 7 we know from Lemma 10
that Ca0(Φ) = C
1
a0 is integral and has degree 6, so that the result follows from
Lemma 3. Finally for the case (d, n) = (3, 6), we apply part (ii) of Lemma 13,
and for the case (d, n) = (3, 5) we apply Lemma 14.
In order to estimate the total number of rational lines of height A0A1 that
are parametrised by Φ∗a0 , we employ the over-counting argument used in (4.5)
to deduce that there are
≪ A0
A1
#{a1 ∈ Ca0(Φ∗)(Q) : H(a1) ≤ A1} ≪ε
A0
A1
An−3+ε1 = A0A
n−4+ε
1
such lines. Moreover Lemma 4 implies that any line of height A0A1 contains
Oε(B
2+ε/(A0A1)) points of height at most B, since A0A1 ≪ε B1+ε by (5.3).
Putting all of this together we therefore obtain
M0(B;A0, A1)≪ε Bn−1 +
∑
a0∈(X\Z1)(Q)
H(a0)≤A0
A0A
n−4+ε
1 .
B2+ε
A0A1
≪ε Bn−1 +An−1+θ0 An−51 B2+ε.
21
Thus (5.3) yields
M0(B;A0, A1)≪ε Bn−1 +A4+θ0 Bn−3+ε ≪ε Bn−1+θ/2+ε,
which thereby establishes (5.4) in the case i = 0.
We now turn to the proof of (5.4) for i = 1. Let A0, A1 be real numbers such
that (5.3) holds. For any a0 ∈ Z1, it follows from (3.3) that dimCa0(Φ) ≤ n−2,
and from (5.1) that Z1 has dimension at most n−3. Recall the definitions (4.2)
and (4.3) of σn and τn, respectively. Then part (i) of Lemma 13 implies that Z1
contains Oε(A
σn(n−3)+ε
0 ) rational points of height A0, and that Ca0(Φ) contains
Oε(A
σn(n−2)+ε
1 ) rational points of height A1. We therefore obtain the estimate
M1(B;A0, A1)≪ε Bn−1 +Aσn(n−3)0 .
A0
A1
.A
σn(n−2)
1
B2+ε
A0A1
≪ε Bn−1 +Aσn(n−3)0 Aσn(n−2)−21 B2+ε,
for i ≥ 1. Suppose first that n = 5, so that σn(n− 3) = σn(n− 2) = 3. Then it
follows from (5.3) that
M1(B;A0, A1)≪ε B4 +A30A1B2+ε ≪ε B4+ε,
which is satisfactory for (5.4). If however n ≥ 6, then
σn(n− 3) ≤ n− 11/4, σn(n− 2) = n− 7/4,
and we see that for sufficiently small ε > 0 we have
M1(B;A0, A1)≪ε Bn−1 +An−11/40 An−15/41 B2+ε ≪ Bn−1.
This completes the proof of (5.4), and so the proof of Proposition 1 for m = 1.
6 Proof of Theorem 1: planes
Next we consider the casem = 2 of planesMj ⊂ X2, for (d, n) ∈ E . In particular
we may henceforth assume that n ≥ 6, since m < (n− 1)/2 by (4.1). We begin
by dispatching the case n = 6, for which we may assume that d = 4. Indeed we
have already observed in the context of Conjecture 2 that a non-singular cubic
hypersurface X ⊂ P6 is not a union of planes, so that in particular F˜2(X) is
empty. Assuming therefore that (d, n) = (4, 6), and that F˜2(X) is non-empty,
we proceed by employing a simple version of the CL-method that was outlined
in §4. The planes P in which we are interested have height H(P ) = Oε(B1+ε),
so any smallest generator for P must have height Oε(B
1/3+ε). Now it follows
from Lemma 11 that F˜2(X) has dimension at most 3. If Φ ⊆ F˜2(X) is any
integral component then Lemma 9 yields a stratification X = Z0(Φ) ⊃ Z1(Φ),
such that degZ1(Φ) = O(1), dimZ1(Φ) ≤ 3, and
dimΦy = dimΦ− 5 + 2 ≤ 0 (6.1)
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for any y ∈ X \Z1(Φ). We can and will assume that the component Φ is fixed,
so that we may write Z1 = Z1(Φ) for convenience.
We shall write M0(B) for the overall contribution to NX2(B), arising from
the planes whose smallest generator lies in X \Z1. In this setting it follows from
(6.1) that each point a0 ∈ X \ Z1 gives rise to only O(1) planes in Φa0 , and
each such plane contributes O(B3) by Lemma 2. Thus a further application of
Lemma 2 yields
M0(B)≪
∑
a0∈X(Q)
H(a0)≪εB1/3+ε
B3 ≪ε (B1/3+ε)6B3 ≪ε B5+ε,
which is satisfactory for Proposition 1. Next we tackle the contribution M1(B)
from the planes that have smallest generator a0 ∈ Z1. Lemma 4 implies that
M1(B)≪ε
∑
a0∈Z1(Q)
H(a0)≪εB1/3+ε
∑
R
∑
P∈Φa0
R/2<H(P )≤R
B3+ε
R
,
where the summation over R is over Oε(B
ε) dyadic intervals for R ≪ε B1+ε.
We have seen that Z1 has dimension at most 3, and we claim that Φa0 has
dimension at most 2 for any a0 ∈ Z1. To see this we note that if Φa0 ⊆ Φ had
dimension 3 for some a0 ∈ X , then it would follow that Φa0 = Φ, since Φ is
integral and has dimension at most 3. However D(Φa0) is a cone with vertex
a0, so that D(Φa0) cannot be a non-singular hypersurface of degree 2 or more.
Since D(Φ) = X is non-singular we obtain a contradiction, which establishes
the claim. In view of part (ii) of Lemma 7 we see that Φa0 does not contain any
linear spaces of dimension 2. Indeed, by [11, p.123], even a line in F2(X) would
produce a collection of planes which spanned a 3-plane, contradicting Lemma
7, part (ii). We also see that Z1 does not contain any 3-planes. Hence Lemma
3 implies that
M1(B)≪ε
∑
a0∈Z1(Q)
H(a0)≪εB1/3+ε
∑
R≪εB1+ε
R1+εB3+ε ≪ε (B1/3+ε)3+εB4+ε ≪ε B5+ε.
This too is satisfactory for Proposition 1, and so completes the proof of this
result in the case m = 2 and n = 6.
For the rest of this section we shall assume that n ≥ 7 so that together
Lemmas 7 and 11 imply that
dim F˜2(X) ≤ 3n− 16. (6.2)
Let A = (A0, A1, A2), with
A2 ≥ A1 ≥ A0 ≥ 1, A0A1A2 ≪ε B1+ε. (6.3)
Then our objective is to estimate the contribution NX2(B;A), say, from the
planes P ∈ F˜2(X) with height of order A0A1A2, that are generated by linearly
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independent points a0, a1, a2 ∈ X(Q) such that
A0/2 < H(a0) ≤ A0, A1/2 < H(a1) ≤ A1, A2/2 < H(a2) ≤ A2. (6.4)
In doing so it will plainly suffice to estimate the contribution from those planes
that belong to Φ, for a fixed integral component Φ ⊆ F˜2(X). Our plan will be
to apply the CL-method, as described in §4.
Suppose that a0 ∈ X(Q) is a fixed point such that A0/2 < H(a0) ≤ A0, and
let Ψ be an integral component of Φa0 . Then we are interested in the planes
that are parametrised by Ψ, the union of which form a cone D(Ψ). We claim
that it suffices to assume that
dimD(Ψ) ≥ n− 3. (6.5)
To see that this is permissible, we suppose for the moment that D(Ψ) has
dimension at most n − 4, and deduce from part (ii) of Lemma 13 that there
are Oε(B
τn(n−4)+ε) rational points of height at most B contained in D(Ψ) \E.
Since n ≥ 7 we have τn(n−4) = n−4+1/4. Moreover there are O(An0 ) possible
choices for a0 by Lemma 2. On applying (6.3) we therefore obtain the overall
contribution
≪ε (B1/3+ε)nBn−4+1/4+ε ≪ε B4n/3−4+1/4+ε
to NX2(B,A) from this scenario. Once summed over dyadic intervals for the
A0, A1, A2 this is plainly satisfactory for Proposition 1, since n ≤ 8. In fact,
strictly speaking, summation over dyadic values of A1, A2 is unnecessary, since
the above bound deals with all planes through a0. It therefore suffices to assume
that (6.5) holds for each a0 ∈ X(Q) and each integral component Ψ of Φa0 .
We now apply Lemma 9 with Y = D(Ψ). This produces a stratification of
subvarieties
D(Ψ) =W0(Ψ) ⊇W1(Ψ) ⊇W2(Ψ) ⊇ · · · ,
such that degWi(Ψ) = O(1), with
dimWi(Ψ) ≤ dimD(Ψ)− 1− i, (i ≥ 1), (6.6)
and
dimΨy ≤ dimΦa0 − dimD(Ψ) + 2 + i, (i ≥ 0), (6.7)
for any y ∈ Wi(Ψ) \Wi+1(Ψ). We proceed to estimate the contribution from
those planes P ∈ Φa0 , with height of order A0A1A2, which are generated by
linearly independent rational points a0, a1, a2 such that (6.4) holds. We shall
do this according to the value of i ≥ 0 for which
a1 ∈Wi(Ψ) \Wi+1(Ψ).
For each fixed value of a1, we have a2 ∈ Ca1(Ψ) = D(Ψa1), which we suppose
has dimension α2 = α2(i; a0, a1,Ψ). In particular we must have α2 ≥ 2 whenever
Ψa1 is non-empty. Taken together with Lemma 14, part (ii) of Lemma 13 now
shows that there are Oε(A
τn(α2)+ε
2 ) relevant points a2, where τn is given by (4.3).
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By the over-counting argument used in (4.6) this produces Oε(A0A
τn(α2)−1+ε
2 )
planes of height A0A1A2 through the line 〈a0, a1〉. In the special case α2 = 2
we may improve this, since there are O(1) planes in Ψa1 . We therefore write
µn(k) =
{
τn(k), k ≥ 3,
1, k ≤ 2, (6.8)
and deduce that there are ≪ε A0Aµn(α2)−1+ε2 available planes.
Now write α1 = α1(i; a0,Ψ) for the dimension of Wi(Ψ), so that Lemma 13,
part (i), shows there to be Oε(A
σn(α1)+ε
1 ) available points a1 ∈ Wi(Ψ)\Wi+1(Ψ),
where σn is given by (4.2). This time the over-counting argument used in (4.5)
shows that there are
≪ε A0
A1
.A
σn(α1)+ε
1 = A0A
σn(α1)−1+ε
1
available lines corresponding to points a1 ∈Wi(Ψ) \Wi+1(Ψ). In conclusion we
have therefore shown that for fixed a0 ∈ X , and any fixed integral component
Ψ ⊆ Φa0 , the overall number of planes in Φa0 that have height of order A0A1A2,
and whose smallest generators are of order A0, A1, A2, respectively, is
≪ε A20Aσn(α1)−11 Aµn(α2)−1+ε2 , (6.9)
for certain integers α1, α2 ≥ 0.
Before going on to consider the corresponding number of points a0, we record
some useful inequalities concerning the quantities α1 and α2 introduced above.
Suppose first that i ≥ 1 in the stratification. Then it follows from (6.6) and
(6.7) that
α1 + α2 ≤ dimΦa0 + 3, (i ≥ 1). (6.10)
Alternatively, if i = 0 then we have D(Ψa1) ⊆ D(Ψ) = W0(Ψ), leading to the
inequality α2 ≤ α1. Thus it follows from (6.5) and (6.7) that
2 ≤ α2, n− 3 ≤ α1, α1 + α2 ≤ dimΦa0 + 4, (i = 0), (6.11)
in this case. Here, as throughout the remainder of our work, the first set of
inequalities is always taken to mean 2 ≤ min{α2, n−3} ≤ max{α2, n−3} ≤ α1.
Finally we record the trivial inequalities
α1 ≤ n− 2, α2 ≤ n− 3, (i ≥ 0), (6.12)
that follow from (3.3) and Lemma 8. It is important to note that the inequalities
(6.10)–(6.12) are valid for any choice of a0 ∈ X(Q). Moreover, there are clearly
O(1) possible integral components Ψ ⊆ Φa0 . Hence we deduce that for fixed
a0 ∈ X the number of planes in Φa0 that have height of order A0A1A2 is given
by (6.9), where α1, α2 ≥ 0 satisfy (6.10) or (6.11), together with (6.12).
We now turn to the problem of estimating the number of possible smallest
generators a0. Here we shall combine (6.2) with an application of Lemma 9 in
the case Y = X . Thus there exists a stratification of subvarieties
X = Z0(Φ) ⊇ Z1(Φ) ⊇ Z2(Φ) ⊇ · · · ,
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such that degZj(Φ) = O(1), with
dimZj(Φ) ≤ n− 2− j, (j ≥ 1), (6.13)
and
dimΦy ≤ 2n− 13 + j, (j ≥ 0), (6.14)
for any y ∈ Zj(Φ) \ Zj+1(Φ). We write Zj = Zj(Φ) for j ≥ 0, for convenience.
In keeping with the above, our plan is to estimate the overall contribution from
the planes P ∈ Φ with height of order A0A1A2, that are generated by points
a0, a1, a2 such that (6.4) holds. We shall classify such planes according to the
value of j ≥ 0 for which a0 ∈ Zj \ Zj+1. Write α0 = α0(j) for the dimension of
Zj, and let
νn,θ(k) =
{
σn(k), k ≤ n− 2,
k + θ, k = n− 1, (6.15)
for k ∈ N. Then it follows from part (i) of Lemma 13 and the fact that PHH[θ]
holds, that the total number of available points a0 is
≪ε Aνn,θ(α0)+ε0 .
On combining this with (6.9) we therefore conclude that the total number of
planes under consideration is
≪ε Aνn,θ(α0)+20 Aσn(α1)−11 Aµn(α2)−1+ε2 , (6.16)
for certain integers α0, α1, α2 ≥ 0.
We now collect together some of the inequalities satisfied by α0, α1, α2 as
we range over values of i, j ≥ 0 in our double stratification. Suppose first that
j ≥ 1. Then it follows from (6.13) that α0 ≤ n− 2− j, whence we may combine
(6.10), (6.11) and (6.14) to deduce that
α0 + α1 + α2 ≤ 3n− 12, (i, j ≥ 1), (6.17)
and
2 ≤ α2, n− 3 ≤ α1, α0 + α1 + α2 ≤ 3n− 11, (i = 0, j ≥ 1). (6.18)
Similarly, since Z0 = X , we see that if j = 0 then (6.10), (6.11) and (6.14)
combine to give
α0 = n− 1, α0 + α1 + α2 ≤ 3n− 11, (i ≥ 1, j = 0), (6.19)
and
α0 = n−1, 2 ≤ α2, n−3 ≤ α1, α0+α1+α2 ≤ 3n−10, (i = j = 0). (6.20)
We are now ready to complete our treatment of the planes in Proposition 1.
By Lemmas 2 and 4 it follows that any plane of height A0A1A2 contains
≪ B2 + B
3
A0A1A2
≪ε B
3+ε
A0A1A2
rational points of height at most B. On combining this with (6.16), we therefore
conclude the proof of the following result.
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Lemma 15. Suppose that A0, A1, A2 satisfy (6.3). Then there exists a triple
α = (α0, α1, α2) of non-negative integers satisfying one of the conditions (6.17)–
(6.20), together with (6.12), such that
NX2(B;A)≪ε Aνn,θ(α0)+10 Aσn(α1)−21 Aµn(α2)−22 B3+ε.
Here νn,θ, σn, µn are given by (6.15), (4.2) and (6.8), respectively.
It remains to apply the linear programming result Lemma 1 in order to show
that the bound in Lemma 15 is satisfactory for Proposition 1. In view of the
inequalities (6.3) satisfied by A0, A1, A2, we deduce from Lemmas 1 and 15 that
NX2(B;A)≪ε
(
M1(B) +M2(B)
)
B3+ε,
where
M1(B) = B
µn(α2)−2 +B(σn(α1)+µn(α2)−4)/2,
and
M2(B) = B
(νn,θ(α0)+σn(α1)+µn(α2)−3)/3.
On summing over dyadic intervals for the A0, A1, A2, we see that it suffices to
show that
Mi(B) = O(B
n−4+θ/3),
for i = 1, 2, in order to complete the proof of Proposition 1 in the case m = 2.
We first establish the case i = 1 of this estimate. On recalling the definitions
(4.2) and (6.8) of σn and µn, respectively, we may clearly apply (6.12) to deduce
that
M1(B) ≤ Bµn(n−3)−2 +B(σn(n−2)+µn(n−3)−4)/2 ≤ Bn−19/4 +Bn−17/4.
This is plainly satisfactory.
Turning to the estimate for M2(B), we have four different cases to consider.
In each one our task is to show that
En(α) =
νn,θ(α0) + σn(α1) + µn(α2)
3
− 1 ≤ n− 4 + θ/3. (6.21)
Suppose firstly that the triple α satisfies (6.17). Then it is trivial to see that
En(α) ≤ (3n− 9)/3− 1 = n− 4, which is satisfactory for (6.21). Next suppose
that α satisfies (6.19). Then α0 = n− 1 and α1 + α2 ≤ 2n− 10, from which it
follows that En(α) ≤ (3n− 9 + θ)/3− 1 = n− 4 + θ/3. This too is satisfactory
for (6.21). In order to handle the remaining two cases in which α satisfies (6.18)
or (6.20), it plainly suffices to assume that α0 + α1 + α2 ≥ 3n− 11. It will be
convenient to handle the cases n = 7 and n = 8 separately.
Let n = 7. Then we have
ν7,θ(k) =


k + 1, k ≤ 3,
k + 1/4, k ≥ 4,
k + θ, k = 6,
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σ7(k) =
{
k + 1, k ≤ 3,
k + 1/4, k ≥ 4,
and
µ7(k) ≤
{
1, k = 2,
k + 1/4, k ≥ 3.
Beginning with the case (6.18), we see that 2 ≤ max{α2, 4} ≤ α1, and as
indicated above we may assume that α0 + α1 + α2 = 10. If α2 = 2 then
α0 + α1 = 8, and it follows that E7(α) ≤ 3. This is satisfactory for (6.21).
Alternatively we have α1 ≥ 4 and α2 ≥ 3, so that E7(α) ≤ 3 in this case also.
The remaining case (6.20) is impossible for n = 7, since we would have α0 = 6,
α1 ≥ 4 and α2 ≥ 2, with α1 + α2 ≤ 5.
We now turn to the case n = 8, in which setting we have
ν8,θ(k) =


k + 1, k ≤ 3,
k + 1/4, k ≥ 4,
k + θ, k = 7,
and
σ8(k) =
{
k + 1, k ≤ 3,
k + 1/4, k ≥ 4.
Moreover we see that µ8(k) = σ8(k) if k ≥ 3, and µ8(k) = 1 otherwise. We begin
with the case (6.18), for which we have 2 ≤ max{α2, 5} ≤ α1 and α0+α1+α2 =
13. In view of (6.12) we conclude that α1 = 5 or 6, and at most one of α0 or
α2 is less than 4. Hence we deduce that E8(α) ≤ 4 in this case, which is clearly
satisfactory for (6.21). Finally we must handle the case in which (6.20) holds.
Then α0 = 7, and we have the inequalities 2 ≤ max{α2, 5} ≤ α1 and α1+α2 ≤ 7.
Thus either α1 + α2 ≤ 6, in which case it is clear that E8(α) ≤ 4 + θ/3, or else
we must have α = (7, 5, 2). One easily deduces that this final possibility is also
satisfactory for (6.21). This completes the treatment of the planes.
7 Proof of Theorem 1: 3-planes
Our last task is to consider the case of 3-planes Mj ⊂ X3, for (d, n) ∈ E . It
follows from (4.1) that we may henceforth assume that n = 8. It is worth
highlighting that this section would be redundant were we to have a proof of
Conjecture 2 in the cases (d, n) = (3, 8) and (4, 8), since then F˜3(X) would be
empty. In the absence of such a proof there is still work to be done. We shall
essentially employ a blend of the CC-method and the CL-method. For any a ∈ X
let C3a = Ca(F˜3(X)). As usual the idea will be to estimate the contribution
from the 3-planes of height Oε(B
1+ε) according to the value of their smallest
generator, which will necessarily have height Oε(B
1/4+ε). Beginning with the
set of smallest generators a for which the corresponding cone C3a has dimension
at most 5, we obtain the contribution
≪
∑
a∈X(Q)
H(a)≪εB1/4+ε
#{x ∈ C3a(Q) : H(x) ≤ B}
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to NX3(B). Since degC
3
a = O(1) for each a ∈ X , an application of part (i) of
Lemma 13 yields the contribution
≪ε (B1/4+ε)7+θB5+1/4+ε ≪ε B7+θ/4+ε.
This is clearly satisfactory for Proposition 1.
We now turn to the case in which the cone C3a has dimension at least 6. By
(3.3), the dimension is indeed precisely 6. Lemma 12 now shows that d = 4,
and that the set
Ga = {T ∈ F˜3(X) : a ∈ T }
has dimGa = 3. If Ga were to contain a 3-plane, this would produce a 4-plane
in X , contradicting Lemma 7. Hence Lemma 3 implies that
#{T ∈ Ga : H/2 < H(T ) ≤ H} ≪ε H3+ε.
Moreover Lemmas 2 and 4 imply that if T ∈ Ga and H/2 < H(T ) ≤ H , then
T contains O(B3+B4/H) rational points of height at most B. Hence for given
a ∈ X such that C3a has dimension 6, there is an overall contribution of
≪ε
∑
H≪εB1+ε
H3+ε.
B4+ε
H
≪ε B6+ε, (7.1)
from the 3-planes of height Oε(B
1+ε) that have smallest generator a. It remains
to sum this over appropriate values of a.
Let Ψ ⊆ F˜3(X) be any integral component, so that in particular D(Ψ) = X ,
and consider the set of lines
Φ = {L ∈ F1(X) : ∃T ∈ Ψ such that L ⊂ T}.
Then Φ ⊆ F1(X) is an integral subvariety that covers X , in the sense that
D(Φ) = X . In particular it follows from Lemma 7 that
dimΦ ≤ 9, (7.2)
since (d, n) = (4, 8). We then note that D(Φa) = D(Ψa) for any a ∈ X . Thus,
for fixed sets Ψ and Φ, we are interested in the points a ∈ X for whichD(Φa) has
dimension 6. To get a handle on this set we employ the stratification leading to
(5.1) and (5.2), in conjunction with (7.2), to conclude that there are subvarieties
X = Z0 ⊇ Z1 ⊇ Z2 ⊇ · · · ,
such that degZi = O(1), with
dimZi ≤ 6− i, (i ≥ 1), (7.3)
and
dimΦa ≤ 3 + i, (i ≥ 0),
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for any a ∈ Zi \ Zi+1, for i ≥ 0.
It now follows that if dimD(Φa) = 6 then dimΦa = 5, and hence that a ∈ Zi
for some i ≥ 2. Moreover we will have dimZi ≤ 4. Thus the overall contribution
to NX3(B) corresponding to points with H(a) ≤ A will be
≪ε A4+1/4+εB6+ε
in view of part (i) of Lemma 13 and the estimate (7.1). On choosing A =
B4/17 we see that this gives a satisfactory treatment of 3-planes whose smallest
generator has height at most B4/17.
It now remains to deal with the case in which the smallest generator a of T
has height larger than B4/17. Now it may obviously be assumed that none of
the 3-planes in which we are interested lie in Z1. Indeed Lemma 2 implies that
there are at most O(B6) points of height at most B contained in Z1, which is
satisfactory for Proposition 1. We have already seen in §4 that any 3-plane T
defined over Q contains linearly independent points a0, a1, a2, a3 ∈ P8(Q) such
that
H(a0) ≤ · · · ≤ H(a3), H(T )≪ H(a0)H(a1)H(a2)H(a3)≪ H(T ).
Since H(a0) ≥ B4/17 and H(T ) ≪ε B1+ε it follows that H(a3) ≪ε B5/17+ε.
In particular H(ai) ≪ B1/3 for i = 0, . . . , 3. We claim that there is a point
b ∈ T \ Z1 for which H(b)≪ B1/3. Indeed there are ≫ L4 points
b = λ0a0 + λ1a1 + λ2a2 + λ3a3 ∈ T, 1 ≤ λi ≤ L,
of which O(L3) can lie on the proper subvariety T ∩ Z1, by Lemma 2. Thus if
L is a sufficiently large constant we may produce at least one point b ∈ T \ Z1,
with H(b)≪ B1/3.
For each 3-plane T under consideration we now choose an appropriate point
b. We then proceed to count points on T according to the corresponding values
of b, noting that if x ∈ T then x ∈ Cb(Ψ) = D(Ψb). Since b 6∈ Z1 we will have
dimCb(Ψ) ≤ dimC1b = dimD(Φb) = 1 + dimΦb ≤ 4,
by (7.3). According to part (i) of Lemma 13 the total contribution to NX3(B)
arising in this way is then
≤
∑
b∈X(Q)
H(b)≤B1/3
#{x ∈ Cb(Ψ)(Q) : H(x) ≤ B} ≪ε (B1/3)7+θB4+1/4+ε,
which is satisfactory for Proposition 1. This completes the proof of Proposition 1
in the case m = 3.
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Abstract
A smooth, nondegenerate hypersurface in projective space contains no
linear subvarieties of greater than half its dimension. It can contain linear
subvarieties of half its dimension. This note proves that a smooth hyper-
surface of degree d ≥ 3 contains at most finitely many such subvarieties.
Let k be a field. Let X ⊂ Pnk be a hypersurface of degree d > 1. For each integer
m > 0, denote by Fm(X) the Fano scheme of m-planes in X , cf. [1]. There
are a number of natural questions about Fm(X): is this scheme non-empty,
is this scheme connected, is this scheme irreducible, is this scheme reduced, is
this scheme smooth, what is the dimension of this scheme, what is the degree
of this scheme, etc.? For each of these questions, the answer is uniform for a
generic hypersurface. More precisely, there is a non-empty open subset U of the
parameter space of hypersurfaces, such that for every point in U the answer to
the question is the same. For a generic hypersurface, the answer is often easy to
find: the total space of the relative Fano scheme of the universal hypersurface is
itself a projective bundle over the Grassmannian G(m,n), so if the question for
a generic hypersurface can be reformulated as a question about the total space
of the relative Fano scheme, it is easy to answer the question. However, much
less is known if X is assumed to be smooth, but not generic.
There are a few easy results, such as the following.
Proposition 1. Let X ⊂ Pn be a hypersurface of degree d > 1 and let m be an
integer such that 2m ≥ n. Every m-plane Λ ⊂ X intersects the singular locus
of X . In particular, if X is smooth then Fm(X) is empty.
Proof. Choose a system of homogeneous coordinates x0, . . . , xn on P
n such that
Λ is given by xm+1 = · · · = xn = 0. Let F be a defining equation for X .
Because Λ ⊂ X , F (x0, . . . , xm, 0, . . . , 0) = 0. Also,
∂F
∂xi
(x0, . . . , xm, 0, . . . , 0) = 0,
for i = 0, . . . ,m. Because d > 1, for i = 1, . . . , n − m, the homogeneous
polynomial on Λ,
∂F
∂xm+i
(x0, . . . , xm, 0, . . . , 0),
is non-constant. Since n − m ≤ m, these n − m non-constant homogeneous
polynomials have a common zero in Λ. By the Jacobian criterion, this is a
singular point of X .
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Remark 1. This also follows easily from the Lefschetz hyperplane theorem.
What happens if n = 2m + 1? If m > 1 or if m = 1 and d > 3, then
a generic hypersurface X ⊂ Pn contains no m-plane. However there do exist
smooth hypersurfaces containing an m-plane. For instance, if char(k) does not
divide d then the Fermat hypersurface xd0+ · · ·+xdn = 0 is smooth and contains
many m-planes, e.g., x0 + x1 = x2 + x3 = · · · = xn−1 + xn = 0 when d is odd.
However, if d ≥ 3, a smooth hypersurface cannot contain a positive-dimensional
family of m-planes. This was proved independently by Olivier Debarre, using a
different argument.
The setup is as follows. Let n = 2m+ 1. Let X ⊂ Pn be a hypersurface of
degree d. Let Λ1,Λ2 ⊂ X be m-planes. Denote by Z the intersection Λ1 ∩ Λ2.
This is either empty or else an r-plane for some integer r. If Z is empty, define
r to be −1.
Denote by Xsm ⊂ X the smooth locus of X , i.e., the maximal open sub-
scheme that is smooth. Denote Λi,sm = Λi ∩Xsm for i = 1, 2. There are Chow
classes,
[Λi,sm] ∈ Am(Xsm), i = 1, 2.
Because Xsm is smooth, the intersection product [Λ1,sm] · [Λ2,sm] ∈ A0(Xsm) is
defined.
Lemma 1. If Z is contained in Xsm, then the degree of [Λ1,sm] · [Λ2,sm] is
(1− (1− d)r+1)/d.
Proof. If r = −1, i.e., if Z is empty, this is obvious. Therefore suppose that
Z is an r-plane for some r ≥ 0. By the excess intersection formula, the class
[Λ1,sm] · [Λ2,sm] is the pushforward from Z of the refined intersection product,
(Λ1,sm · Λ2,sm)Z . And by [2, Prop. 9.1.1], the refined intersection product is,
(Λ1,sm · Λ2,sm)Z =
{
c(NΛ1,sm/Xsm)/c(NZ/Λ2,sm) ∩ [Z]
}
r
.
Denote H = c1(OZ(1)). The normal bundle of Z in Λ1,sm is OZ(1)m−r. The
restriction to Z of the normal bundle of Λ2,sm in P
n is OZ(1)n−m = OZ(1)m+1.
And the restriction to Z of the normal bundle of X in Pn is OZ(d). Therefore,
c(NΛ1,sm/Xsm)/c(NZ/Λ2,sm) =
(1 +H)m+1
(1 +H)m−r(1 + dH)
=
(1 +H)r+1
1 + dH
.
Expanding this out gives,(
r+1∑
i=0
(
r + 1
i
)
Hi
)
 ∞∑
j=0
(−1)jdjHj

 .
In particular, the coefficient of Hr is,
r∑
i=0
(
r + 1
i
)
(−1)r−idr−i = −1
d
r∑
i=0
(
r + 1
i
)
(−1)r+1−idr+1−i
= (1− (1 − d)r+1)/d.
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Proposition 2. If d ≥ 3, if Λ1 and Λ2 are distinct, and if at least one of Λ1,
Λ2 is contained in Xsm, then [Λ1,sm] is not numerically equivalent to [Λ2,sm].
Proof. Let Λ1 be contained in Xsm. By Lemma 1,
deg([Λ1] · [Λ1]) = (1− (1 − d)m+1)/d.
Also, Z = Λ1 ∩ Λ2 is contained in Xsm. So by Lemma 1,
deg([Λ1] · [Λ2,sm]) = (1− (1− d)r+1)/d.
Because d − 1 ≥ 2 and r < m, we have (d − 1)r+1 < (d − 1)m+1. Therefore
(1−(1−d)r+1)/d 6= (1−(1−d)m+1)/d, and so [Λ1] is not numerically equivalent
to [Λ2,sm].
Corollary (Debarre). There are only finitely many m-planes contained in
Xsm.
Proof. By Proposition 2, distinct m-planes contained in Xsm are not alge-
braically equivalent. Therefore every irreducible component of Fm(X) that con-
tains a point parametrising an m-plane in Xsm is just a point. Because Fm(X)
is quasi-compact, the number of these irreducible components is finite.
Remark 2. Debarre’s proof shows more than the statement of the corollary:
for any m-plane Λ contained in Xsm, h
0(Λ, NΛ/X) = 0. It follows that each
such point is a connected component of Fm(X), and that Fm(X) is reduced at
this point.
A natural question is, what is the maximal number of m-planes contained
in a smooth hypersurface of degree d in P2m+1? There is a naive upper bound
that grows as d(m+1)
2
, but this is too large. The Fermat hypersurface contains
Cmd
m+1 distinct m-planes, where Cm = (2m+1)(2m− 1) · · · · · 3 · 1. Joe Harris
points out that for m = 1, the degree of the flecnodal curve gives an upper
bound of 11d2 − 24d.
More generally, define the flecnodal locus P (X) ⊂ X to be the set of points
p ∈ X such that there is a line L ⊂ P2m+1 that has contact of order 3m + 1
with X at p. This is the pushforward in X of a subscheme in P(TX) that is the
zero locus of a section of a locally free sheaf. If X is generic, this section is a
regular section. Then a Chern class computation gives that the degree of P (X)
is a polynomial pm(d) of degree m+ 1 in d whose leading term is,(
(3m+ 1)!
2
− 1
)
dm+1.
Therefore, for arbitrary X , deg(Pm(X)) ≤ pm(d), where Pm(X) is the m-cycle
of allm-dimensional irreducible components of P (X) (weighted by multiplicity).
Of course every m-plane Λ is contained in P (X). It is not clear that every
m-plane is contained in Pm(X), i.e., that Λ is an irreducible component of P (X).
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And, indeed, this fails if d ≤ 3m. For d ≥ 3m, it may be true that everym-plane
is an irreducible component of P (X).
In the special case that m = 1, P (X) is a curve, the flecnodal curve, for all
d ≥ 3. Therefore, the number of lines in a smooth surface of degree d ≥ 3 in
P3 is at most 11d2 − 24d. Note this gives the correct answer for d = 3. For
d = 4 this gives the wrong answer, Segre proved the maximal number of lines
on a quartic surface is 64, cf. [3]. In fact, by a more involved analysis, Segre
proved that the number of lines on a smooth surface of degree d ≥ 3 is at most
11d2 − 28d+ 12. The Fermat surface contains 3d2 lines. The true maximum is
probably strictly between 3d2 and 11d2 − 28d+ 12.
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