The inverses of r-banded matrices, for r = 1, 2, 3 have been thoroughly investigated as one can see from the references we provide. Let B r,n (1 ≤ r ≤ n) be an n × n matrix of entries {a i j }, −r ≤ i ≤ r, 1 ≤ j ≤ r, with the remaining un-indexed entries all zeros. In this paper, generalizing a method of Mallik (1999) [5], we give the LU factorization and the inverse of the matrix B r,n (if it exists). Our results are valid for an arbitrary square matrix (taking r = n), and so, we will give a new approach for computing the inverse of an invertible square matrix. Our method is based on Hessenberg submatrices associated to B r,n .
Background
There are various methods for finding inverses of matrices (if these exist), and we recall the Gauss-Jordan method, the triangular decomposition such as LUD or Cholesky factorization, to mention only a few. A very popular approach is based on block partitioning. Let A =  ∥ (in some norm, say, ℓ ∞ , where ∥A∥ ∞ = max  j |a ij |; or ℓ 1 , with ∥A∥ 1 = ∥A T ∥ ∞ ). We will not go into details regarding these parameters of a matrix as the considerable literature has been dedicated to these concepts.
Certainly, the inverse of a diagonal matrix (if it exists) is found easily: if A = diag(a 1 , . . . , a n ), then A These recurrences can certainly be solved, and we obtain
Going further to tridiagonal matrices, things start to change. We want to mention here the work of Schlegel [1] , who showed 
. . , n − 1 and r = b n r n−1 + r n−2 = (−1) n+1 det(B). We would like to make an observation at this point: since the inverse of a tridiagonal matrix is a full matrix, the Schur's complement method is not very efficient.
Moreover, Vimuri [2] obtained the inverse of another particular tridiagonal matrix in terms of the Gegenbauer polynomial C α n (x) (for α = 1) whose generating function is
n ; Prabhakar et al. [3] showed some connection between the aforementioned inverse and the generalized Hermite polynomials, namely, g
Many special cases of the banded matrices such as Toeplitz matrices, symmetric Toeplitz matrices, especially tridiagonal matrices, etc., have been studied by several authors, as we previously mentioned (the reader can find many more references published in the present journal, for instance [4] , among others). These matrices arise in many areas of mathematics and its applications. Tridiagonal, or more general, banded matrices are used in telecommunication system analysis, finite difference methods for solving PDEs, linear recurrence systems with non-constant coefficients, etc., so, it is natural to ask the question of whether one can obtain some results about the inverse of 4-diagonal, or perhaps, even general banded matrices. We will do so in this paper.
Throughout this paper, we consider a general r-banded matrix B r,n of order n defined by
. . . 
where a i j 's stand for arbitrary real numbers, −r ≤ i ≤ r, 1 ≤ j ≤ r ≤ n (note that the i in the notation a i n does not denote the ith power of a n ). When r = n, the matrix B n,n is reduced to an arbitrary square matrix.
In this paper, generalizing a method of [5] , we give the LU factorization and (in our main result) the inverse of the matrix B r,n (if it exists). Our results are valid for an arbitrary square matrix (by taking r = n). Therefore we give a new approach for computing the inverse of an invertible square matrix, thus, generalizing various results (see [6] [7] [8] 5, 9, 10, 1] , and the references therein). Our method is based on Hessenberg submatrices associated to B r,n . Section 2 deals with the LU factorization of an r-banded matrix. To find the inverse of such a matrix (obtained in Section 4), we need to find inverses of the obtained triangular matrices from the LU factorization and this is done in Section 3. We conclude the paper with a few examples in Section 5.
LU factorization of an r-banded matrix
This section is mainly devoted to the LU factorization of the matrix B r,n . First, we construct two recurrences. For 1 ≤ i ≤ r and s ≥ r ≥ 1, define
with initial conditions
where the terms a ±i n for 1 ≤ i ≤ n are the entries of B r,n . For these sequences to be well-defined, we assume that none of the denominators k i s are zero (which is equivalent to the below-defined U, and consequently, B r,n being invertible). Now define unitary lower tridiagonal matrix L and upper triangular matrix U, . . . . . .
and
. . .
Our first result gives the LU factorization of B r,n . (4) and (5), respectively.
Proof. First, we consider the case 1 ≤ i = j ≤ r. From matrix multiplication and the definitions of L and U, we have
which gives the conclusion. Now consider the case of i > r. Thus
From the definitions of L and U, we write
which, by taking i = 1 in (2) implies
n , which shows the claim for i = j.
Next, we look at the super-diagonal entries of matrix B r,n . Consider the case j = i + q where 1 ≤ q ≤ r − 1. Thus, by the definition of B n , for 1 ≤ q ≤ r − 1,
We consider two cases. First, we assume 1 ≤ i ≤ r − q, and so,
, which completes the proof for the first case. Now we consider the case r − q < i. Thus we write
From the definitions of matrices U and L, we can write
Using (2), we obtain
, which completes the proof for the upper diagonal entries of matrix B r,n .
Finally, we look at the upper diagonal entries of the matrix B r,n , and we need to show that b i+q,i = a
. Here, we first consider the case 1 ≤ i ≤ r − q. From the definitions of matrices U and L,
which, by taking n → i and i → q in (2), implies
For the final case, that is, i > r − q, using the definitions of U 1 and L 1 , we write 
The inverse of triangular matrices
In this section we give an explicit formula for the inverse of a general triangular matrix. For this purpose, we construct certain submatrices of a triangular matrix, which are Hessenberg matrices, and then we consider the determinants of these submatrices to determine the entries of the inverse of the considered triangular matrix. Since upper and lower triangular matrices have, essentially, the same properties, first we consider the upper triangular matrix case. We denote the corresponding Hessenberg matrices for an upper and a lower triangular matrix by H u (r, s) and H ℓ (r, s), respectively.
Let 
Similarly let H =  (s, r) ). Our construction is valid for any upper or lower triangular matrix, but we will apply it only to L, U, given by (4) and (5), rendering L ℓ (i, j), U u (i, j).
For example, let A be an upper triangular matrix of order 6 as follows:
Thus A u (2, 5) and A u (3, 6) take the forms :
Here note that all matrices of the form H u (i, j) (H ℓ (i, j)) obtained from an upper (lower) triangular matrix U are upper (lower) Hessenberg matrices. Now we start with the following two lemmas. Throughout this paper, we assume the boundary conditions H u (r, r) = H ℓ (r, r) = 1 and
Proof. If we compute the determinant of the upper Hessenberg matrix H u (i, j) by the Laplace expansion of a determinant
with respect to the last column, then the proof follows. 
where H u (r, s) is as before.
It is clear that for the case i = j, E = I n where I n is the nth unit matrix. Now consider the case j > i. From the definitions of matrices W and U,
a ii a i+1,i+1 a i+2,i+2
which, by Lemma 3, implies e ij = 0, and the proof is completed.
All the results of this section hold for lower triangular matrices, with the obvious modification using the lower Hessenberg matrix. Now we mention an interesting fact that the numbers of summed or subtracted terms in computing the inverse of a term of an upper (lower) triangular matrix are the generalized order-k Fibonacci numbers defined by
where Here E n denotes the number of summed or subtracted terms in det H n . For example, if
then det H 3 = ahe − afg − bdh + cdg and so, the corresponding E 3 = 4.
By expanding det H n with respect to the first row without any simplification in the entries h
a r,i , we get
One easily computes that 
and so
1,1 0 0
Since r = 2, c 1 = 2, c 2 = 1, the counting sequence E n satisfies
with E 1 = 1, E 2 = 2, so E n = P n , the well known Pell sequence.
Therefore, the number of summed or subtracted terms while computing det H 4 is the 5th Pell number:
1,1 0 0 From the above example, it is seen that there are 29 terms in the expansion of det H 4 which is the 5th Pell number, P 5 .
The inverse of an r-banded matrix
In this section, we give a closed formula for the inverse of an r-banded matrix. First, we consider the inverse of the upper triangular matrix L 1 . Here we recall a well known fact that the inverse of an upper triangular matrix is also upper triangular. We shall give the following lemmas whose proofs are straightforward. (4) .
Lemma 5. Let the lower triangular matrix L be as in
where L ℓ (i, j) is defined as before.
Lemma 6.
Let the upper triangular matrix U be as in (5) .
where U u (i, j) is defined as before.
The main result of this section follows from the LU factorization of B r,n and the previous lemmas. By taking the three cases i < j, i = j, i > j and using the expressions of g it , e tj from Lemmas 5 and 6, the claim follows.
Some particular cases
If we take r = 2, and S 2,n to be a symmetric matrix, and label a , we obtain the formulas of [11] for the inverse of 
