Abstract Previous studies have shown that the classification accuracy of a Naïve Bayes classifier in the domain of text-classification can often be improved using binary decompositions such as error-correcting output codes (ECOC). The key contribution of this short note is the realization that ECOC and, in fact, all class-based decomposition schemes, can be efficiently implemented in a Naïve Bayes classifier, so that-because of the additive nature of the classifier-all binary classifiers can be trained in a single pass through the data. In contrast to the straight-forward implementation, which has a complexity of O(n · t · g), the proposed approach improves the complexity to O((n + t) · g). Large-scale learning of ensemble approaches with Naïve Bayes can benefit from this approach, as the experimental results shown in this paper demonstrate.
Introduction
A common approach for tackling multi-class classification is the decomposition of a given k-class problem into a set of n binary classification problems, which in turn can be learned by a binary base classifier. The best-known decomposition schemes are one-against-all and one-against-one (Friedman 1996; Fürnkranz 2002) , where n = k and n = columns encode the training protocol for the n classifiers. Each entry m ij encodes whether the examples of class i are used as positive examples (+1), as negative examples (−1), or are ignored (0) in the training of classifier j .
The original motivation for the development of the ECOC framework was to transfer the error-correcting properties that are known from signal theory (Macwilliams and Sloane 1983) to the problem of multi-class classification (Dietterich and Bakiri 1995) , which could be empirically confirmed in several studies (Kong and Dietterich 1995; Kittler et al. 2003; Melvin et al. 2007 ). In particular, several authors have shown that the Naïve Bayes algorithm can benefit from the ECOC framework for text-classification (Berger 1999; Ghani 2000) . Note, however, that this advantage is not guaranteed. One can show that there exist code types, for which the binary decomposition in conjunction with voting aggregation (which is in principle identical to Hamming decoding (Park and Fürnkranz 2012) ) is equivalent to standard Naïve Bayes. For example, in Sulzmann et al. (2007) it was shown that a oneagainst-one decomposition of Naïve Bayes is equivalent to standard Naïve Bayes. Moreover, most of the above studies used a fairly basic Naïve Bayes algorithm, whose performance can certainly be improved. It is well-known that the probabilities obtained by Naïve Bayes tend to over-emphasize the winning class (Domingos and Pazzani 1997) , and should be used with care. Calibration of the probabilities, with isotonic regression Elkan 2001, 2002) or, equivalently, via the ROC convex hull (Fawcett and Niculescu-Mizil 2007; Flach and Matsubara 2007) , may lead to improved predictions, both in multi-class and binary classification settings. Similarly, algorithms that weaken the conditional independence assumption may lead to better predictions (Webb et al. 2005) . Nevertheless, it is also wellknown that for multi-class classification problems, Naïve Bayes can be optimal despite violations of its independence assumption and the resulting erroneous probability estimates (Domingos and Pazzani 1997; Zhang 2005) .
However, the subject of this paper is not whether or in which cases a combination of ECOC and Naïve Bayes classifier can result in increased classification accuracy, or how it compares to the above-mentioned alternative approaches for improving predictive accuracy in Naïve Bayes. Instead, we show how this combination can be implemented in a single pass through the data, so that it is no more costly than standard Naïve Bayes. In this way, the question whether a certain output code can yield a gain in classification accuracy can be efficiently answered for specific practical problems. The key idea behind the approach is the realization that the binary decompositions of a Naïve Bayes classifier can be computed very efficiently from the estimated conditional probabilities of the original Naïve Bayes procedure.
First, we briefly recapitulate ECOC and Naïve Bayes in Sects. 2 and 3 and derive the efficient computation of ECOC ensembles with Naïve Bayes base classifiers in Sect. 4. Then, in Sect. 4 .3, we demonstrate a suitable precalculation method for discrete, normal and kernel density estimation methods. Finally, we provide empirical support for the efficiency of the method in Sect. 5, and end with the conclusion in Sect. 6. For completeness, we also show a comparison of the accuracies of Naïve Bayes to its ECOC decomposition in the Appendix.
Error-correcting output codes
Error-correcting output codes (Dietterich and Bakiri 1995) are a well-known technique for converting multi-class problems into a set of binary problems. Each of the k original classes c i receives a codeword c i in {−1, 1} n , thus resulting in a k × n coding matrix M. Each of its columns b i , i = {1, . . . , n} of the matrix corresponds to a binary classifier, which considers all examples of a class corresponding to a (+1) entry as positive, and all examples of a class corresponding to a (−1) entry as negative. Ternary ECOC (Allwein et al. 2000) are an elegant generalization of this technique which allows (0)-values in the codes, which correspond to ignoring examples of this class.
A crucial step in the design of an ECOC-classifier is the selection of the coding matrix. Many well-known reduction algorithms, such as one-against-all or one-vs-one can be realized by choosing appropriate coding matrices. Many other domain-independent coding schemes, such as random codes, have been investigated.
In our experiments, we follow prior work in Naïve Bayes text classification (Ghani 2000) , and use Bose-Chaudhuri-Hocquenghem (BCH) codes, because they have properties which are favorable in practical applications. For example, BCH codes allow to specify the desired minimum Hamming distance of the codewords, which is directly related to the errorcorrecting ability of the ECOC framework. The greater this distance, the greater the number of errors which can be detected and corrected. Besides, related results in the literature support its usability for multi-class classification.
The set of all BCH codewords of a specific length and desired Hamming distance can be computed using an appropriate generator polynomial. Similar to Dietterich and Bakiri (1995) , each of the k classes is initialized with a randomly selected vector which is then multiplied with the generator polynomial to yield the code word for this class. In our evaluation, we used the bchpoly routine of Gnu Octave to generate binary BCH codes of lengths 15, 31, 63, 127, 255, 511 and 1023 with maximal designed minimum Hamming distance respectively. In the usual notation, we used BCH codes (15, 5, 7) , (31, 6, 15), (63, 7, 31) , (127, 8, 63), (255, 9, 127), (511, 10, 255) and (1023, 11, 511) , where the parameters describe (in this order) the codeword bit-length, the bit-length for coded information, and the minimal Hamming distance between any pair of codewords. A detailed description and further information on BCH codes can, e.g., be found in Bose and Ray-Chaudhuri (1960) , Macwilliams and Sloane (1983) .
Naïve Bayes
Though Naïve Bayes (NB) is capable of directly learning multi-class predictors, results in the literature indicate that its classification performance can be increased in combination with ECOC methods. Especially for text classification the combination seems to be promising (Berger 1999; Ghani 2000) .
Naïve Bayes is essentially an application of the Bayes Theorem with the so-called "Naïve" independence assumption. In the following, we recapitulate the derivation, which, although commonly known, is helpful for the presentation of the alternative computation scheme which will be presented in the following section. Let each example x be characterized with g values (a 1 , . . . , a g ) for attributes A 1 , . . . , A g , and C = {c 1 , . . . , c k } be the set of classes. Using Bayes Theorem, we can compute the probability that x belongs to class c i as
Since the denominator of the right hand side is constant for a given x, we can ignore this term, and focus on the numerator. More precisely, for the case of classification, the following holds:
Using the class-conditional independence assumption, we can estimate the classconditional probability with
Pr(a j | c i ) and Pr(c i ) are estimated from the training data.
Computation of ECOC for Naïve Bayes in a single pass
In this section, we describe the key idea of this note. We first show that all probability estimates that are conditioned on a mutually exclusive group of classes are additive (Sect. 4.1), and that this can be used for faster probability estimation in ECOC codes (Sect. 4.2). Finally, we discuss how the idea can be implemented for nominal and numeric data (Sect. 4.3).
Reduction to base probabilities
The key idea behind the efficient computation of arbitrary class-based decomposition schemes such as ECOC is that all constituent classifiers of a class-based decomposition can be reduced to the estimation of the parameters of the Naïve Bayes classifier, Pr(a j | c i ) and Pr(c i ).
Recall that a column b = {−1, +1} k of the coding matrix corresponds to the training set of a binary classifier, in which all classes that correspond to a −1 (+1) entry in b are labeled as negative (positive). Let C 
and
since the events of Pr(c) are mutually exclusive. The probabilities Pr(C − b ) and Pr(a j | C − b ) for the negative class can be reduced analogously.
Equations (1) and (2) simply show that all necessary values Pr(C + b ) and Pr(a j | C + b ) can be computed using Pr(c i ) and Pr(a j | c i ), as for the standard Naïve Bayes. Therefore, different decompositions within the ECOC-Framework can be applied with Naïve Bayes without employing further probability estimation steps from training data, since they would involve redundant computations.
This tight combination of Naïve Bayes and ECOC, i.e. applying standard Naïve Bayes learning and computing the appropriate probabilities using (1) and (2), will be called ECOC-NB in the following text, for convenience.
Complexity
Instead of n iterations over the dataset for estimating the corresponding estimations of Pr(a j | C + b ) and Pr(C + b ) for an n-bit ECOC scheme, only one pass is necessary. The usual training complexity of O(n · t · g) can thus be reduced to O(t · g), where n is the number of classifiers, t the number of training instances and g the number of features. This is possible by estimating the parameters Pr(a j | c i ) and Pr(c i ) as for the regular Naïve Bayes classifier, and applying Eqs. (1) and (2) at classification time for each decomposed classifier and test instance.
Note, however, that although the training complexity is significantly decreased in comparison to the straight-forward application of the ECOC framework, the cost is moved to the prediction or testing phase, because we now have to perform more calculations for estimating the class-probabilities of an example. In particular, for a problem with a large number of attributes and classifiers, this can lead to a significant increase of testing complexity.
As we will show in the next section, this drawback can be solved by precalculating the probability distributions needed by the classifiers, i.e. precalculating the combined probability distribution Pr(a j | C + b ), instead of always aggregating over a series of part-probabilities according to (2) for each test instance. This approach, which will be described in the following sections, results in a training complexity of O((n + t) · g) and the same testing complexity as the standard approach.
Precalculation
We take a closer look into probability estimation methods for common attribute types and show how to precalculate the needed probability distributions.
Discrete/nominal attribute
For discrete attributes, i.e. a j ∈ A j , where A j is a finite set of distinct values, the following frequency based model is usually used:
where |x| denotes the number of observed instances which satisfy x. Also:
, where n is the number of observed instances, so far. So for Eq. (2),
and by employing Laplace correction:
This leads to (|A j | + 1)k additions and |A j | divisions for generating the pseudo probability estimator. Note, this complexity is not dependent on the number of training instances.
Numeric attribute
For numeric attributes, the following two estimation procedures are commonly applied:
Normal density estimation The conditional probability Pr(a j | c i ) is in this case usually modeled as a normal distribution:
where the mean value μ = for each attribute. These values can be analogously summed up for representing the pseudo probability distribution, whose computational cost is also independent of the number of instances but dependent on the number of attributes.
Kernel density estimation Here, the probability density model is in contrast to the previous two models not represented by a rather small number of model parameters. In essence, kernel density estimators maintain all observed data values x m , and the probability estimate of a requested value x depends on its distance to these values. This results in a somewhat smooth and not necessary unimodal probability density function. The definition is
where K(.) is some kernel (often a standard Gaussian function with mean zero and variance one) and h is a smoothing parameter, called the bandwidth.
In our context, the straight-forward method to combine these probability distributions is to merge the observations, i.e. to form the union of all observed values of an attribute in the relevant classes C + b . This can be done in O(t). In contrast to the previous estimation techniques, the overall worst-case complexity is therefore in this case only equivalent to the straight-forward ECOC method. Note, however, that the merging of the values of two partitions can be sped up in domains where numerical values repeat across training instances. The idea, as, e.g., realized in the WEKA software (Hall et al. 2009 ), is to maintain a list of all unique values of an attribute together with its number of occurrences. This allows additional savings if the total number of unique values w is much smaller than the total number of values z = t · g because the merging of the value lists in two partitions takes only O(w) instead of O(z). In the experimental, we also report the ratio w/z as diversity-value of a dataset. Figures 1 and 2 show in pseudocode the simple combined algorithm. The first six lines of Fig. 1 correspond to standard Naïve Bayes training, whereas the remaining lines represent the precalculation scheme using Eqs. (1) and (2). The testing phase is in principle identical to the one of standard ECOC. The function MAKETERNARY maps the prediction of each classifier into the interval [−1, 1] to be in line with the ternary ECOC framework using an appropriate mapping function, for instance f (x) = (x − 0.5) · 2. Pr(c
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Evaluation

Experimental setup
ECOC-NB was implemented within version 3.7.1 of the WEKA framework (Hall et al. 2009 ). For the evaluation, we mainly focused on text-classification problems because the advantage of the combination of ECOC and Naïve Bayes has in the past been demonstrated in such domains. To that end, we used a freely available package of 19 text-classification datasets (19MclassTextWc 1 ), from which we selected 17 datasets. The remaining two datasets were excluded because one yielded a very low accuracy for all algorithms (< 1 %) and the other already exhibited a very high time complexity for standard Naïve Bayes, so that we did not attempt a complete evaluation of all variants of the ECOC-NB classifiers. This collection is composed of well-known benchmark datasets such as TREC and OHSUMED. For a detailed description, we refer to Forman (2003) . Table 1 shows the dataset characteristics and the last column shows the diversity of each dataset. We could not find datasets with discrete attributes with similar characteristics (a large number of attributes and a large number of classes), so we decided to perform experiments on discretized versions of these datasets. In particular, we converted each numerical attribute into a 10-valued discrete attribute using equal-frequency discretization in order to get a good idea of potential run-time savings in such a setting.
For all experiments, 10-fold Cross-Validation was applied and they were conducted on a 2.4 GHz AMD Opteron 250 system with 8GB RAM. For kernel density estimation, a Gaussian kernel with mean zero and variance one was used. No feature selection was applied, since we are mainly interested on the training complexity, which is more interesting with a high number of features. But this comes with the disadvantage that the accuracy performances may not represent the optimal values. So, in this regard, the following accuracy results should be viewed with reservation.
In the following performance tables, some cells are empty, because for this particular combination of dataset and BCH bit-length, the BCH code generation process could not generate a valid ECOC matrix, which satisfies some machine learning relevant properties: The code generation process randomly picks k BCH codewords of the specified length as the ECOC matrix and checks for every column, if there is at least one (+1) and one (−1) symbol, respectively. Furthermore, no two columns must be identical or inverse to each other. The code generation process is aborted after 100,000 iterations. In this context, it holds that the lower the number of classes is, the lower is the probability to generate a suitable ECOC-matrix with high bit-length, since the number of valid combinations reduces with decreasing number of classes or rows in the coding matrix.
Note, that we used weighted decoding (Dietterich and Bakiri 1995) instead of Hamming decoding, because it performed slightly better with respect to accuracy in our setting in some preliminary tests. In the following, we will show the run-time results, which are our main focus. For completeness, accuracy results can be found in the Appendix. Table 2 shows the training times for normal density estimation, Table 3 the corresponding  results for kernel density estimation, and Table 4 for the discretized datasets. For the numerical datasets, for bit-lengths 15, 31, 63 and 127 the second column shows the training time of the straight-forward ECOC implementation, which should serve as a sanity check and for exposition purposes. The training time increase for the straight-forward ECOC method compared to Naive Bayes corresponds very closely to the number of used ECOC bits respectively classifiers. Furthermore, one can clearly observe the very mild increase of the training time for ECOC-NB for increasing bit-length.
Run-time evaluation
Also, using kernel density estimators, we can observe only a relative slight increase for increasing number of classifiers (Table 3) . As previously mentioned, the worst-case training complexity is still the same as the baseline in this case, but in many cases, when the dataset has a very small ratio of distinct values compared to the number of instances, run-times will be significantly smaller. This is also the case here, the last column of Table 1 shows the ratio of the sum of distinct values over all attributes to the number of instances times the number of features, which are all far away from the worst-case scenario. In addition, the tight combination of ECOC and Naïve Bayes may benefit also from the reduced overhead on the programming language level, e.g. fewer function calls and I/O operations.
Note for discrete and normal density estimation, the difference of training time between ECOC-NB to NB is independent of the number of instances t . For instance, if dataset fbis had far more instances, the training time of ECOC-NB with 31-bit BCH codes will still only last about 1 sec longer than standard Naïve Bayes, for instance.
Conclusion
We report a simple combined computation of ECOC ensembles with Naïve Bayes as base learner. Compared to the straight-forward method with a training complexity of O(n · t · g) its complexity using normal and discrete density estimation methods is reduced to O((n + t) · g).
In conjunction with kernel density estimators the worst-case complexity remains the same, but, in contrast, it can benefit from a low number of distinct feature values. We show some empirical evaluations supporting this statement and expect similar training complexity reduction also on the majority of real-world datasets, which, in our experience, typically exhibit such a low diversity.
A possible disadvantage of the decomposition approach is the need for tuning parameters such as the bit-length. However, with the efficient computation scheme proposed in this work, the cost of such a parameter tuning has become feasible. Furthermore, ECOC-NB can benefit naturally from sophisticated or more specialized code types in the future, which is an active research topic (e.g., Pujol et al. 2006; Escalera et al. 2010) . Finally, we note that the results of this paper also facilitate an implementation of ECOC-NB for learning from sufficient statistics, in very much the same way as it possible for the regular Naïve Bayes classifier (Koul et al. 2008) .
In summary, we have shown that the combination of Naïve Bayes with Error-Correcting Output Codes is almost as fast as a conventional Naïve Bayes classifier. ECOC are thus a viable technique for trying to improve the classification performance of Naïve Bayes on large-scale datasets. 
Appendix: Accuracy results
Although not the main focus of this note, in the following we also show the accuracy results of the different methods for completeness. Essentially, our results confirm previous results in that the combination of Naïve Bayes and error-correcting output codes has a slight edge over conventional Naïve Bayes. Table 5 shows the accuracy performance for Naïve Bayes compared to ECOC-NB on the original datasets with various bit-lengths, using normal density estimation and kernel density estimation. In general, Naïve Bayes and ECOC-NB without kernel density estimators perform better on these datasets. Furthermore, as can be seen in the top part of Table 5 , ECOC-NB yields better results than standard Naïve Bayes, except for the worse performance on datasets tr21, tr23 and wap. Using kernel density estimators (bottom part), we can observe a different result. Both methods seem to be competitive, with some deviations in favour of both methods. We can also view the choice of the density estimator as an additional parameter in the parameter tuning phase. So, if we focus on the best performance for each dataset across both tables (depicted by underlined values), only in 4 of 17 datasets, namely la1, tr21, tr23 and wap, the traditional Naïve Bayes outperforms ECOC-NB The advantage of the ECOC-based methods is more visible in the discretized versions of the dataset (Table 6 ). Here, larger codes always seem to work better. However, these results have to be taken with a grain of salt, as the discretization was performed on the entire dataset, and not on each individual fold, so that some information about the distribution of values in the test set could have leaked into the discretization. However, as the discretization was unsupervised (i.e., did not look at the class labels), and as we do not see any reason why this approach should prefer the decomposition-based methods, we do not think that this approach is problematic, in particular as our main goal is to evaluate the run-time of the methods.
