This paper is concerned with the optimal stopping problem for discrete time multiparameter stochastic processes with the index set N d . In the classical optimal stopping problems, the comparisons between the expected reward of a player with complete foresight and the expected reward of a player using nonanticipating stop rules, known as prophet inequalities, have been studied by many authors. Prophet inequalities in the case of finite stage two-parameter optimal stopping problems are extended to the case of finite stage general multiparameter optimal stopping problems.
V X(z), z ∈ J := E X T * = sup
({σ (n)},τ )
E X σ (τ ) .
In the case of the finite index sets I t , I n , we can apply the backward induction method to this problem (see, for example, [1] ).
Now in this paper we shall compare the expected reward of a player with complete foresight E[max z∈J X(z)] and the expected reward of a player using stopping points sup T ∈A(J ) E[X(T )].
In the classical optimal stopping theory, the following inequality is well known: let (Ω, F, F n , P ) be a probability space and A be the set of all {F n }-stopping times. In the multiparameter optimal stopping theory, Krengel and Sucheston [8, Theorem 6.1, have indicated that there does not exist a universal bound in Theorem 1.1 for ordinary stopping points, and showed that Theorem 1.1 holds true for so-called wide sense stopping points.
In Tanaka [13] , the following inequality for finite stage two-parameter optimal stopping problems has been shown. 2 and {X(z), z ∈ I t } be an {F z }-adapted independent nonnegative stochastic process with positive finite expectations. Then we have
Theorem 1.2. Let t ∈ N
and min{t 1 , t 2 } + 2 is the best possible bound.
In this paper, we shall extend the inequality in Theorem 1.2 in the case of finite stage twoparameter optimal stopping problems to the case of general multiparameter optimal stopping problems with ordinary stopping points taking values in a finite index set, and find a universal bound in Theorem 1.2, which depends on the finite index set.
The discrete time multiparameter optimal stopping problems have been studied by many authors, for example, Cairoli and Dalang [1] , Krengel and Sucheston [8] , Lawler and Vanderbei [9] , Mandelbaum [10] , Mandelbaum and Vanderbei [11] and Mazziotto [12] . We refer to [1] for the formulation and the terminology of the discrete time multiparameter optimal stopping problems.
Prophet inequalities have been studied by many authors, for example, Hill [2, 3] , Hill and Kertz [4] [5] [6] , Krengel and Sucheston [7] in the case of one-parameter optimal stopping problems, and Krengel and Sucheston [8] , Tanaka [13] in the case of multiparameter optimal stopping problems. Especially [6] contains very nice introduction to prophet theory for one-parameter optimal stopping problems.
The paper is organized as follows: we give the prophet inequalities for optimal stopping of the independent nonnegative multiparameter stochastic processes indexed by I n and I t in Sections 2 and 3, respectively.
The case of stochastic processes indexed by I n
In this and next sections, let d 2 and {X(z), z ∈ J } be an {F z , z ∈ J }-adapted independent nonnegative stochastic process with positive finite expectations and we develop the discussion by using the long shot technique introduced in [4, Lemma 1] .
At first we consider the case of J = I n and n 1.
. Let L p i (i = 1, 2, . . . , p(n − 1)) be independent random variables which are independent of {X(z), |z| n − 2} such that P (
Lemma 2.1. Let n 2. The following holds true:
Proof. The conclusion is obtained by backward induction. 2
where the indices j (i) (i = 1, 2, . . . , p(n − 1)) are selected such that the elements v i + e j (i) do not overlap.
We have Q, R p 0 and the left-hand term equals to
At first we obtain
and
Then we have
For each k, we choose one element v k + e j (k) from the set {v k + e j , j = 1, 2, . . . , d} so that the elements v k + e j (k) (k = 1, 2, . . . , p(n − 1)) are mutually different. Then we have
where the last strict inequality is obtained since X(z) has positive expectation. Therefore, we have the conclusion. 2
where A * = {z: |z| = n, z = v i + e j (i) (i = 1, 2, . . . , p(n − 1))}.
Lemma 2.3. Let n 2 and R[{X(z), z
Here we note that the cardinal number of the set A * defined in Corollary 2.1 is s(n).
Proof.
We have, by the definition of λ and Lemma 2.1,
By Lemma 2.1 and Corollary 2.1, we obtain for some
The proof is completed. 
E X(T ) ,
and p(n) + 1 is the best possible bound.
Proof. We set R(k) = R[{Y (z), z ∈ I k }]
for k n and a stochastic process {Y (z), z ∈ I k } which is obtained by a repeated application of Lemma 2.2 and Corollary 2.1, and is generally different for each k = 1, 2, . . . , n.
and then, by Lemma 2.3,
Next we show that p(n) + 1 is best. Let {X(z), z ∈ I n } be an independent stochastic process defined by X(z) = 1 w.p. 1 (z ∈ I n−1 ) and X(u i ) = M i w.p. 1/M i , 0 w.p. 1 − 1/M i , where u i are all elements such that |z| = n and M 1 M 2 · · · M p(n) > 1. Then, by the backward induction, we obtain V [{X(z), z ∈ I n }] = 1. On the other hand, we have
Therefore, we have the conclusion. 2
The case of stochastic processes indexed by I t
Next we consider the case of J = I t (t = 0). Let q(k) be the number of all elements such that |z| = k( |t|) and m * = min{k:
where I (z) = {j : z + e j ∈ I t }, and p i (i = 1, 2, . . . , q(k)) such that 0 < p i < 1 and 
where the indices i( ) and j ( ) ( = 1, 2, . . . , q(k + 1) ) are selected such that the elements v i( ) + e j ( ) from the set {v i + e j : i = 1, 2, . . . , q(k), j ∈ I (v i )} do not overlap and yield all the elements such that |z| = k + 1, and B * = {z: |z| = k, z = v i( ) ( = 1, 2, . . . , q(k + 1) )}. Here we note that the cardinal number of the set B * is q(k) − q(k + 1).
. By the same arguments as in Lemma 2.2, we have
We choose elements v i( ) + e j ( ) ( = 1, 2, . . . , q(k + 1)) from the set {v i + e j : i = 1, 2, . . . , q(k), j ∈ I (v i )} which are mutually different and all elements such that |z| = k + 1. Then we have
The proof is completed. 2
The following two lemmas are obtained by the same arguments as in Lemmas 2.2 and 2.3.
and moreover, 
