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Abstract
We study a system of differential equations in C(H), the space of all compact operators on a
separable complex Hilbert space,H. The systems considered are infinite-dimensional generalizations
of mathematical models of learning, implementable as artificial neural networks. In this new setting,
in addition to the usual questions of existence and uniqueness of solutions, we discuss issues which
are operator theoretic in nature. Under some restrictions on the initial condition, we explicitly solve
the system and represent the solution in terms of the spectral representation of the initial condition.
We also discuss the stability of those solutions, and describe the weak, strong, and uniform limit sets
in terms of their respective spectral properties.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Oja’s learning model is an Artificial Neural Network that has been studied in recent
years, see [11] and [12]. This is a self-organized network whose Hebbian type of dynamical
evolution is represented by a system of differential equations. The main goal is to determine
the network’s connecting weights when given an initial assignment, cf. [5] or [9]. Existence
and stability of solutions is crucial to the effectiveness of the network as a realistic model.
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W˙ = CW −WWT CW,
where WT is the transpose of W . The input correlation matrix C is symmetric and has its
(i, j)-entry equal to the expected value of the correlation between the inputs into neurons
i and j , respectively.
We consider a generalization of Oja’s equation in which the time dependent variables
are compact operators on a complex separable Hilbert space. Our interest in this infinite-
dimensional setting is bifold. First, additional tools allow to carry computations more easily
with outcomes also holding in finite dimensions. Second, the compactness assumption
implies finite-dimensional reductions that can be interpreted as a layered learning con-
catenation.
The results in this paper also apply to the Kingsley–Adams generalization of Oja’s
model (see [6] and Remark 3.3).
The equation proposed in this paper is{
Z˙ = MZ −ZZ∗MZ,
Z(0) = Z0, (1)
defined on the set of all compact operators, C(H), over a complex and separable Hilbert
space, H. The operator Z∗ is the adjoint of Z and M is compact and self-adjoint.
We discuss issues of existence and stability of solutions, ω limit sets and related matters.
Some new questions are also addressed: if the initial condition is a normal operator, must
there exist a local solution which also consists of normal operators? How does the spectrum
of the solution change with time and how does it compare with the spectrum of the initial
condition?
In Section 2 we discuss the local existence and uniqueness of solutions for this particular
system. We show that the space of all normal operators that commute with M is invariant
under the system. In Section 3, we solve explicitly the system considered and represent the
maximal solution in terms of the spectral representation of the operator M and that of the
initial condition. Finally, in Section 4, we study stability issues, the long-term behavior of
solutions and their corresponding limit sets.
2. Local existence of solutions
In this section, we establish the existence and uniqueness of solutions of system (1). In
fact, we begin our investigation in a more general setting:{
Z˙(t) = MZ(t)−Z(t)Z(t)∗MZ(t),
Z(0) = Z0, (2)
where M , Z(t), and Z0 are now in B(H), the Banach space of all bounded operators on H
with the usual operator norm. The results encountered apply, in particular, to the system (1).
We recall that in the finite-dimensional case, x˙(t) = f (t, x(t)), x(0) = x0, with x ∈ Rn,
the continuity of f implies the local existence and uniqueness of solutions. These results
are known, in the literature, as the Peano–Picard’s existence theorems (cf. [8]). The local
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a consequence of Tychonov fixed point theorem, see [4] or [8].
On the other hand, in an infinite-dimensional Banach space, the continuity of f does
not necessarily imply local existence of solutions as stated in the following theorem due to
Godunov.
Theorem 2.1 (cf. [13]). Let H be a Banach space of infinite dimension. Then there exists
a continuous function F : R ×X → X such that the Cauchy Problem
x˙(t) = f (t, x(t)), x(0) = x0,
has no solution on any nonvanishing interval containing the origin.
The following theorem asserts the local existence and uniqueness of solutions for sys-
tem (2).
Theorem 2.2. There exist positive numbers ε and r , and a unique differentiable map
Z : (−ε, ε) → Br(Z0) such that Z˙(t) = MZ(t)−Z(t)Z∗(t)MZ(t) and Z(0) = Z0.
Proof. Standard manipulations involving properties of norm imply that the transformation
T : Br(Z0) −→ B(H), Z −→ MZ −ZZ∗MZ
satisfies a local Lipschitz condition. Therefore, the statement of the theorem follows from
the Tychonov fixed point theorem. 
An immediate consequence of the convergence of Peano–Picard iterative procedure al-
lows us to answer an operator theoretic question concerning the flow dependence on the
initial conditions. In particular, if the initial condition is a normal operator, must the whole
trajectory consist of normal operators? This is addressed in the next proposition and the
example following it.
Proposition 2.1. If Z0 is a normal operator that commutes with M, and Z(t,Z0), t ∈
(−ε, ε), is a local solution of the system (2), then Z(t,Z0) is normal and commutes with M .
Proof. We recall that T (Z) = MZ − ZZ∗MZ and Z(t,Z0) is defined via the iterative
process: Z1(t) = Z0 and Zn+1(t) = Z0 +
∫ t
0 T (Zn(ξ)) dξ. We start by showing that if Z
is a normal operator that commutes with M , then T (Z) is also a normal operator that
commutes with M . In fact, since M is self-adjoint (M∗ = M), if ZM = MZ and ZZ∗ =
Z∗Z, then
Z
(
MZ −ZZ∗MZ)= MZZ −ZZ∗MZZ = (MZ −ZZ∗MZ)Z.
Consequently( ) ( ) ( )( )
MZ −ZZ∗MZ ∗ MZ −ZZ∗MZ = MZ −ZZ∗MZ MZ −ZZ∗MZ ∗.
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implies that for all n and t, where Zn(t) is defined, Zn(t) is both normal and commutes
with M. The subset of all normal operators is a closed subset of B(H); then
lim
n
Zn(t) = Z(t,Z0) ∈ B(H),
is normal and commutes with M . 
Remark 2.1. The results proved in this section are also valid for the space of all compact
operators on H. At this point, we do not know if subnormality is flow invariant.
The following example shows that the set of all normal operators is not invariant. In fact,
we define a system whose initial condition Z0 is a normal operator that does not commute
with M and the solution Z(t,Z0) is not contained in the set of all normal operators.
Example. We consider a two-dimensional system whose operator M and initial condition
Z0 are represented as follows:
M =
[
0 1
1 0
]
, Z0 =
[
1 0
0 0
]
.
We claim that the solution to the system{
Z˙ = MZ −ZZ∗MZ,
Z(0) = Z0
is not a path in the space of normal operators. We show that there exists an infinite sequence
of times {tn}n, converging to zero, such that Z(tn,Z0) is not normal.
We notice that M and Z0 do not commute. The eigenvalues of M are ±1 with cor-
responding eigenvectors φ1 = [1,1] and φ2 = [1,−1]. The set {φ1, φ2} is an orthogo-
nal basis of eigenvectors. If φ and ψ are two vectors in R2 and φ ⊗ ψ denotes the
rank one projection φ ⊗ ψ(v) = 〈v,ψ〉φ, then M = 12 [φ1 ⊗ φ1 − φ2 ⊗ φ2] and Z0 =
1
2 [φ1 ⊗ φ1 + φ1 ⊗ φ2 + φ2 ⊗ φ1 + φ2 ⊗ φ2]. A solution is of the form
Z(t) = x(t)φ1 ⊗ φ1 + y(t)φ1 ⊗ φ2 + z(t)φ2 ⊗ φ1 +w(t)φ2 ⊗ φ2
with coefficients satisfying the system:

1
4 x˙(t) = x(t)
[ 1
4 − x2(t)− y2(t)+ z2(t)
]+ y(t)z(t)w(t),
1
4 y˙(t) = y(t)
[ 1
4 − x2(t)− y2(t)+w2(t)
]+ x(t)z(t)w(t),
1
4 z˙(t) = z(t)
[− 14 − x2(t)+ z2(t)+w2(t)]− x(t)y(t)w(t),
1
4 w˙(t) = w(t)
[− 14 − y2(t)+ z2(t)+w2(t)]− x(t)y(t)z(t),
x(0) = y(0) = z(0) = w(0) = 12 .
If the local solution to this system was in the space of normal operators, then we would
have Z∗(t)Z(t) = Z(t)Z∗(t) for every t ∈ (−ε, ε). Therefore
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x2(t)+ z2(t))φ1 ⊗ φ1 + (x(t)y(t)+ z(t)w(t))φ1 ⊗ φ2
+ (y(t)x(t)+w(t)z(t))φ2 ⊗ φ1 + (y2(t)+w2(t))φ2 ⊗ φ2
= (x2(t)+ y2(t))φ1 ⊗ φ1 + (x(t)z(t)+ y(t)w(t))φ1 ⊗ φ2
+ (x(t)z(t)+ y(t)w(t))φ2 ⊗ φ1 + (z2(t)+w2(t))φ2 ⊗ φ2.
This equality implies that{
y2(t) = z2(t),
x(t)y(t)+ z(t)w(t) = x(t)z(t)+ y(t)w(t),
for t in the interval (−ε, ε). Furthermore, since y(0) = z(0) = 1/2, y(t) = z(t) > 0, for t
in a small neighborhood of zero, (−ε0, ε0), for some 0 < ε0 < ε. This constraint implies
that
1
4
y˙(t) = y(t)
[
1
4
− x2(t)− y2(t)+w2(t)
]
+ x(t)z(t)w(t)
= 1
4
z˙(t) = z(t)
[
−1
4
− x2(t)+ z2(t)+w2(t)
]
− x(t)y(t)w(t)
or equivalently,
y(t)
[
1
4
− x2(t)− y2(t)+w2(t)
]
+ x(t)y(t)w(t)
= y(t)
[
−1
4
− x2(t)+ y2(t)+w2(t)
]
− x(t)y(t)w(t).
Therefore we have 14 − y2(t)+ x(t)w(t) = 0, for t in (−ε0, ε0). In particular, 14 − y2(0)+
x(0)w(0) = 0. This is a contradiction, since x(0) = y(0) = w(0) = 1/2. Consequently, for
every positive number δ < ε0 there exists tδ such that Z(tδ,Z0) is not normal.
On the other hand, we might also have Z(t,Z0) normal for every t , with Z0 normal and
not commuting with M . We set Z0 = φ1 ⊗ φ2 + φ2 ⊗ φ1. The whole trajectory reduces to
Z0, Z(t,Z0) = {Z0}, since Z0Z∗0 = Id.
3. Existence of maximal solutions
We use the spectral properties of compact operators to define a formal representation
for a class of solutions of the differential equation
Z˙(t) = MZ(t)−Z(t)Z∗(t)MZ(t),
where Z and M ∈ C(H), and M is self-adjoint.
If L denotes a compact operator and λ a nonzero complex number, λ is either an eigen-
value of L or it is in the resolvent set of L. The spectrum of L, σ(L), is at most countably
infinite with λ = 0 the only possible accumulation point. If, in addition, L is self-adjoint,
then its spectrum is a real and compact subset of the closed interval [−‖L‖,‖L‖].
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countable set Λ, an orthonormal basis of eigenvectors {φn}n∈Λ of H with corresponding
(real) eigenvalues {λn} relatively to which M has the representation
M =
∑
n∈Λ
λnφn ⊗ φn,
where φn ⊗ φn denotes the rank one projection φn ⊗ φn(v) = 〈v,φn〉φn, for v ∈H.
A compact operator that is not normal cannot be represented as a weighted sum of
projections but it can be decomposed into an infinite series of rank one operators. This
representation is called the Schmidt decomposition, cf. [7] and [14]. We use this fact
to represent Z0 as follows. For each i ∈ Λ, let ξi = Z∗0φi and ψi = ξi/‖ξi‖. Therefore
Z∗0 =
∑
i∈Λ ξi ⊗ φi and Z0 =
∑
i∈Λ aiφi ⊗ψi, where ai = ‖ξi‖. Since Z0 is compact, the
sequence {ai}i , if infinite, converges to zero. In addition, we assume that the set {ψi}i is
orthogonal. This is equivalent to say that, for every i, φi is an eigenvector for Z0Z∗0 .
We search for a solution Z(t) of the form
∑
n∈Λ αn(t)φn ⊗ψn. If such a solution exists,
then ∑
n∈Λ
α˙n(t)φn ⊗ψn =
∑
n∈Λ
λnαn(t)φn ⊗ψn −
∑
n∈Λ
λnαn(t)αn(t)
2φn ⊗ψn
for every n, and therefore we have α˙n(t) = λnαn(t)(1 −αn(t)2). We distinguish two cases.
(1) λn = 0. The equation above is now reduced to α˙n(t) = 0 and the solution is everywhere
constant equal to the initial condition, i.e., αn(t) = an.
(2) λn = 0. We set t˜ = tλn and ρn(t˜) = αn(λ−1n t˜), then
ρ′n(t˜) = ρn(t˜)
(
1 − ρn(t˜)2
)
.
The equation above reduces to
ρ′n(t˜) = ρn(t˜)
(
1 − ρ2n(t˜)
); ρn(0) = an.
The solution is given by
ρn(t˜) = ane
t˜√
1 − a2n + a2ne2t˜
.
Therefore
Z(t) =
∑
n∈Λ
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn.
We notice that Z(0) = Z0. The next proposition determines the maximal solution passing
through Z0, or equivalently the maximal interval over which
Z(t) =
∑
n∈Λ
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn,is a compact operator with compact derivative.
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m = max
{
1
2λn
ln
(
a2n − 1
a2n
)
: whenever λn > 0 and a2n > 1
} (
max{∅} = −∞),
and
M = min
{
1
2λn
ln
(
a2n − 1
a2n
)
: whenever λn < 0 and a2n > 1
} (
min{∅} = ∞).
We denote by I = (m,M) the maximal interval containing zero where Z(t) is defined.
In particular, if an  1, then I = (−∞,∞).
Proposition 3.1. For each t ∈ I, Z(t) is a compact operator.
Proof. If Λ is finite, the finite sum of compact operators is compact, then the statement
follows. We assume that Λ is countable and infinite, for simplicity of notation Λ is the set
of all natural numbers. Moreover, we assume |a1| |a2| · · · , by permuting the elements
of the sequence {an}n, if necessary. Then we represent Z(t) in the following way:
Z(t) =
∞∑
n=1
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn.
For each t, there exists p (depending on t) such that for every n  p we have 1 − a2n +
a2ne
2tλn  14 and etλn < 1. Therefore∣∣∣∣ anetλn√1 − a2n + a2ne2tλn
∣∣∣∣‖φn ⊗ψn‖ 2an.
On the other hand, given v ∈H we have∥∥∥∥∥Z(t)(v)−
n∑
k=1
ake
tλk√
1 − a2k + a2k e2tλk
φk ⊗ψk(v)
∥∥∥∥∥
2
=
∥∥∥∥∥
∞∑
k=n+1
ake
tλk√
1 − a2k + a2k e2tλk
φk ⊗ψk(v)
∥∥∥∥∥
2
,
and ∥∥∥∥∥
∞∑
k=n+1
ake
tλk√
1 − a2k + a2k e2tλk
φk ⊗ψk(v)
∥∥∥∥∥
2
 (2an+1)2
∞∑
k=n+1
‖φk‖2〈v,ψk〉2
 4a2n+1‖v‖2.
This shows that Z(t) is a compact operator for those values of t in the domain of
Z(t), i.e., 1 − a2n + a2ne2tλn = 0. If a2n  1 or λn = 0, then 1 − a2n + a2ne2tλn > 0,
for every t ∈ (−∞,∞). If a2n > 1 and λn > 0, then 1 − a2n + a2ne2tλn = 0 when-
ever t = 12λn ln((a2n − 1)/a2n). In this case, Z(t) is defined everywhere except when
112 F. Botelho, J.E. Jamison / J. Math. Anal. Appl. 308 (2005) 105–120t = 12λn ln((a2n − 1)/a2n). We choose the maximal interval that contains zero, i.e., ( 12λn ×
ln((a2n − 1)/a2n),∞). Similarly, if a2n > 1 and λn < 0, the maximal interval of definition is
(−∞, 12λn ln((a2n − 1)/a2n)). 
Remark 3.1. Since Z0 is compact, so is Z∗0Z0 and the sequence {ak}k , if infinite, converges
to 0. Therefore, there exists p such that a2n  1, for n p. Consequently,
∞∑
k=p
ake
tλk√
1 − a2k + a2k e2tλk
φk ⊗ψk
is defined for every value of t .
Proposition 3.2. For each t ∈ (m,M),
Z(t) =
∞∑
n=1
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn
is differentiable (relatively to the operator norm) with compact derivative.
Proof. We define the operator L(t) as follows:
L(t) =
∞∑
n=1
(1 − a2n)anλnetλn√
(1 − a2n + a2ne2tλn)3
φn ⊗ψn.
For each t ∈ (m,M), we first prove that L(t) is compact and then we show that L(t) is the
derivative of Z(t). We have a2n  12 , for every n p0, which in particular, implies that
1 − a2n + a2ne2tλn 
1
2
for every n p0.
We set λ∗ = maxn{|λn|}.
(1) We prove that L(t) is compact by showing that it is the uniform limit of a sequence
of finite rank operators.
Given n p0, we have∣∣∣∣ (1 − a2n)anλnetλn√
(1 − a2n + a2ne2tλn)3
∣∣∣∣ 2√2etλ∗an|λn|.
Since the sequence {an}n converges to zero, given ε > 0, there exists p1 (chosen greater
than p0) such that∣∣∣∣∣
( ∞∑
n=k+1
(1 − a2n)anλnetλn√
(1 − a2n + a2ne2tλn)3
φn ⊗ψn
)
(v)
∥∥∥∥∥ ε‖v‖,
for every k  p1 and v ∈H. Therefore∥∥∥∥∥
∞∑
n=1
(1 − a2n)anλnetλn√
(1 − a2n + a2ne2tλn)3
φn ⊗ψn −
k∑
n=1
(1 − a2n)anλnetλn√
(1 − a2n + a2ne2tλn)3
φn ⊗ψn
∥∥∥∥∥ ε.This concludes the proof of the first statement.
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(Z(t0 + h)−Z(t0))/h can be written as the sum of the series∑∞n=1 Dn(t0)φn⊗ψn, where
Dn(t0) = 1
h
an
[
e(t0+h)λn√
1 − a2n + a2ne2(t0+h)λn
− e
t0λn√
1 − a2n + a2ne2t0λn
]
.
We show that, as n increases, |Dn(t0)| becomes arbitrarily small which allows us to prove
that (Z(t0 + h)−Z(t0))/h converges to L(t0), in norm, as h approaches zero.
We first notice that there exists a positive constant C such that∣∣∣∣ehλn − 1h
∣∣∣∣ C|λn| and
∣∣∣∣e2hλn − 1h
∣∣∣∣ C|λn|,
for every |h| 1. Consequently, we have
∣∣Dn(t0)∣∣= |an|et0λn
∣∣∣∣ehλn − 1h 1√1 − a2n + a2ne2(t0+h)λn
+ 1
h
[
1√
1 − a2n + a2ne2(t0+h)λn
− 1√
1 − a2n + a2ne2t0λn
]∣∣∣∣

√
2et0λ∗C
[
1 + e2t0λ∗]an|λn|.
Since {λn}n converges to zero, given ε > 0 there exists p2 ( p1) such that, for n p2,
we have√
2Cet0λ∗
[
1 + e2t0λ∗]|λn| < ε2 .
This implies that∣∣∣∣1han
(
e(t0+h)λn√
1 − a2n + a2ne2(t0+h)λn
− e
t0λn√
1 − a2n + a2ne2t0λn
)∣∣∣∣< ε2an.
On the other hand, for each j in {1, . . . , p2} there exists δj > 0 such that, for
|t − t0| < δj , we have∣∣∣∣Dj(t0)− (1 − a2n)anλnet0λn√
(1 − a2n + a2ne2t0λn)3
∣∣∣∣< ε2p2 .
Therefore for |t − t0| < min{δj }j=1,...,p2 and v ∈H with norm 1, we have∥∥∥∥∥
∞∑
n=1
Dn(t0)φn ⊗ψn −
∞∑
n=1
(1 − a2n)anλnet0λn√
(1 − a2n + a2ne2t0λn)3
φn ⊗ψn
∥∥∥∥∥ ε.
This completes the proof of the proposition. 
Remark 3.2. We notice that Z(t)Z∗(t), where Z(t) is the solution of Eq. (1) with initial
condition Z0, always commutes with M . However, Z∗(t)Z(t) and M commute if and only
if MZ∗(t)Z(t) is self-adjoint.
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solution to Eq. (1) where M =∑n∈Λ λnφn ⊗ φn and Z0 =∑n∈Λ anφn ⊗ψn.
Theorem 3.1. A representation for the solution of the system{
dZ
dt
= MZ(t)−Z(t)Z∗(t)MZ(t),
Z(0) =∑n∈Λ anφn ⊗ψn
is given by
Z(t) =
∑
n∈Λ
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn.
Remark 3.3.
(1) If Z(t) satisfies dZ
dt
= MZ(t) − Z(t)Z∗(t)MZ(t) and U represents a unitary opera-
tor that commutes with M , then X(t) = UZ(t) also satisfies the same equation. This
allows us to enlarge the set of initial conditions whose corresponding solution can be
described as in Theorem 3.1. The general case remains unsolved.
(2) The system representing the Kingsley–Adams model is given by dW
dt
= TεCW −
WWT CW . If Tε is positive and invertible, the change of variables Z =
√
T −1ε W
reduces this equation to dZ
dt
= √TεC
√
T −1ε Z−ZZ∗
√
TεC
√
T −1ε Z and the same tech-
niques apply (cf. [2,6]).
4. Stability behavior
In this section we study the asymptotic behavior of solutions. Our analysis is divided
into two cases:
(1) The finite-dimensional case. We show that, as time approaches ±∞, a solution con-
verges to an equilibrium point of the system. We characterize both the ω- and α-limit
sets of an orbit.
(2) The infinite-dimensional case. We consider compact operators defined on a separable
Hilbert space. There are three well-known notions of convergence of a sequence of
operators. Namely, the weak, strong, and uniform convergence, for detailed definitions
we refer the reader to [3] or [10]. Since the asymptotic behavior of orbits depends on
the convergence of sequences of operators, we include the three natural definitions of
limits sets, weak, strong, and uniform and we characterize the limit sets encountered
in each case.
In the previous sections we showed that the solution Z(t) = Z(t;Z0) of Eq. (1), satis-
fying the initial condition Z(0) = Z0, has the decomposition
Z(t) = Z+(t)⊕Z−(t)⊕Z0(t),
where
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∑
{n: λn>0, an =0}
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn,
Z−(t) =
∑
{n: λn<0, an =0}
ane
tλn√
1 − a2n + a2ne2tλn
φn ⊗ψn, and
Z0(t) =
∑
{n: λn=0}
anφn ⊗ψn.
Next, we give the definitions of weak, strong, and uniform ω- and α-limit sets of a solution
Z(t) (cf. [1]).
Definition 4.1.
(1) An operator L ∈ B(H) is in the weak (strong, or uniform) ω-limit set of Z(t), L ∈
ω∗(Z(t)) (L ∈ ωs(Z(t)) or L ∈ ωu(Z(t)), respectively), if there exists a sequence of
times {tn}n converging to +∞ such that 〈(L − Z)(tn)(u), v〉, ‖(L − Z)(tn)(v)‖ or
‖(L−Z)(tn)‖, respectively) converges to zero, for every u and v ∈H.
(2) An operator L ∈ B(H) is in the weak (strong or uniform) α-limit set of Z(t) L ∈
α∗(Z(t)) (L ∈ αs(Z(t)) or L ∈ αu(Z(t)) respectively), if there exists a sequence of
times {tn}n converging to −∞ such that 〈(L − Z)(tn)(u), v〉 (‖(L − Z)(tn)(v)‖, or
‖(L−Z)(tn)‖) converges to zero, for every u and v ∈H.
Remark 4.1. Clearly uniform convergence implies strong convergence, which implies
weak convergence. We also remark that, in a finite-dimensional setting, all these three
notions are equivalent, see [10].
4.1. Stability analysis: finite rank operators
We characterize both the ω- and α-limit sets of a given orbit Z(t). We prove that all the
limit sets reduce to a single element.
Theorem 4.1. If, for each n, a2n  1, then the ω-limit set of Z(t) consists of the single
operator ∑
{n: λn>0, an =0}
φn ⊗ψn ⊕
∑
{n: λn=0}
anφn ⊗ψn
and the α-limit set of Z(t) consists of the single operator∑
{n: λn<0, an =0}
φn ⊗ψn ⊕
∑
{n: λn=0}
anφn ⊗ψn.
Proof. As t increases toward +∞ (or −∞), we have
ane
tλn
{
1 (or 0, respectively) if λn > 0,lim
t→∞ (or−∞)
√
1 − a2n + a2ne2tλn
= 0 (or 1, respectively) if λn < 0. 
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Remark 4.2. We notice that if an > 1, for some n, then the maximal solution is not every-
where defined therefore the limit sets might not exist.
Definition 4.2. A partial isometry is an operator T ∈ B(H) for which there exists a closed
invariant subspace A such that{‖T x‖ = ‖x‖ for x ∈A,
T x = 0 for x ∈A⊥.
Corollary 4.1. If M is nonsingular and Z(t) = Z(t;Z0) is a solution of system (3), then
ω(Z(t)) and α(Z(t)) are partial isometries, and ω(Z(t))⊕ α(Z(t)) = IdB(H).
Proof. Since M is nonsingular, then
ω(Z(t)) =
∑
{n: λn>0, an =0}
φn ⊗ψn.
This operator is a partial isometry. If x ∈ A = Span{ψn: λn > 0, an = 0}, then
‖ω(Z(t))x‖ = ‖x‖ and if x ∈ A⊥, ‖ω(Z(t))x‖ = 0. Similar reasoning applies to
α(Z(t)). 
Remark 4.3. We also mention that the stability encountered in this system shows some
sensitive dependence to certain initial conditions. Suppose M is positive and represented
by
∑n
i=1 λiφi ⊗ φi with {φi} orthonormal and the initial condition Z0 =
∑n
j=2 φj ⊗ ψj .
Given the arbitrarily small perturbation of Z0, say Z˜0 = Z0(εφ1 ⊗ ψ1 +∑nj=2 φj ⊗ ψj),
we have limt→∞ ‖Z(t;Z0)−Z(t; Z˜0)‖ = 1.
4.2. Stability analysis: compact operators with infinite-dimensional range
There exists a unique maximal solution Z(t) of the system (3) passing through a speci-
fied initial condition Z0 (at t = 0). We show that a uniform limit set of Z(t) is either empty
or trivial. The weak and strong limit sets, if defined, consist of a single operator which is a
partial isometry.
We start by proving a lemma that states a necessary condition for an operator to be the
limit of a sequence of operators. We consider a one-parameter family of compact operators
T (t) =∑∞j=1 γj (t)φj ⊗ψj and L denotes the limit of T (t) as t → t0, in the weak, strong,
or uniform sense.
Lemma 4.1. If L is the weak limit of T (t) as t → t0 (possibly ±∞), then L =∑∞
j=1 γjφj ⊗ψj where γj = limt→t0 γj (t).
Proof. This is a direct consequence of the definition of weak limit. If L is the weak limit of
T (t) as t → t0, then for all u,v ∈H we have limt→t0〈T (t)u, v〉 = 〈Lu,v〉. In particular, for
u = ψp and v = φp we have that limt→t0〈T (t)ψp,φp〉 = limt→t0 γp(t) = 〈Lψp,φp〉. 
F. Botelho, J.E. Jamison / J. Math. Anal. Appl. 308 (2005) 105–120 117In particular, this lemma implies that if
Z(t) =
∑
j∈Λ
aje
tλj√
1 − a2j + a2j e2tλj
φj ⊗ψj ,
and there exists weak limit as t approaches infinity, this limit must have the representation
∑
j∈Λ
lim
t→∞
[
aj e
tλj√
1 − a2j + a2j e2tλj
]
φj ⊗ψj .
We notice that
lim
t→∞(−∞)
[
aj e
tλj√
1 − a2j + a2j e2tλj
]
=


1, if λj > 0 (λj < 0, respectively),
aj , if λj = 0,
0, if λj < 0 (λj > 0, respectively).
For simplicity of notation, we assume that after a convenient enumeration of the ele-
ments in the sets Λ+ = {n: λn > 0, an = 0} and Λ− = {n: λn < 0, an = 0} we have the
representation
Z±(t) =
∑
j∈Λ±
aj e
tλj√
1 − a2j + a2j e2tλj
φj ⊗ψj .
It is a direct consequence of the definitions that ωu(Z+(t)) = αu(Z−(t)) and αu(Z+(t)) =
ωu(Z
−(t)) whenever the maximal solution Z(t) is defined for all t.
Proposition 4.1. If Z+(t) has infinite range and a2n  1, for every n, then ωu(Z+(t)) is
empty and ωu(Z−(t)) is the zero operator.
Proof. The set of all compact operators is closed and
∑∞
j=1 φj ⊗ ψj is not compact,
Lemma 4.1 implies that ωu(Z+(t)) is empty. Now we show that ωu(Z−(t)) is the zero
operator. Given a positive number ε < 1 we have that
a2j e
2tλj
1 − a2j + a2j e2tλj
<
ε
2
if and only if
t >
1
2λj
ln
[
(ε/2)(1 − a2j )
a2j (1 − (ε/2))
]
.
Moreover, there exists j0, depending on ε such that, for j  j0, we have a2j < ε/2. The
condition a2j < ε/2 implies that
1
ln
[
(ε/2)(1 − a2j )]
< 0.
2λj a2j (1 − (ε/2))
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a2j e
2tλj
1 − a2j + a2j e2tλj
<
ε
2
.
For u ∈ H with norm 1, i.e., u = ∑∞j=1 βkψ˜k ({ψ˜k} is an orthonormal basis for H that
completes {ψk}) and ∑∞k=1 |βk|2 = 1, we have∥∥∥∥∑
j∈Λ
aje
tλj√
1 − a2j + a2j e2tλj
φj ⊗ψj(u)
∥∥∥∥
2
=
∑
j∈Λ
a2j e
2tλj |βj |2
1 − a2j + a2j e2tλj
< ε,
for
t > max
{
0,
1
2λ1
ln
[
ε(1 − a21)
a21(2j0 − ε)
]
, . . . ,
1
2λj0
ln
[
ε(1 − a2j0)
a2j0(2j0 − ε)
]}
. 
The next proposition describes the limit sets in the weak and strong sense. The zero
operator is denoted by O.
Proposition 4.2. If Z+(t) has infinite-dimensional range and a2n  1, for every n, then
ω∗,s
(
Z+(t)
)= α∗,s(Z−(t))=
{ ∑
j∈Λ+
φj ⊗ψj
}
and
α∗,s
(
Z+(t)
)= ω∗,s(Z−(t))= O.
Proof. Remark 4.1 and Lemma 4.1 imply that it is sufficient to prove the statement for the
strong convergence case. We start by showing that ωs(Z+(t)) = {∑j∈Λ+ φj ⊗ψj }. Given
an arbitrary u ∈H, represented by ∑∞k=1 αkψ˜k, we have that∥∥∥∥ ∑
j∈Λ+
[
aj e
tλj√
1 − a2j + a2j e2tλj
− 1
]
φj ⊗ψj(u)
∥∥∥∥
2
=
∑
j∈Λ+
∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣
2
|αj |2
and ∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣ 2.
On the other hand, we have that∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣< δ if and only if
t > max
{
0,
1
ln
[
(1 − δ)2(1 − a2j )]}
,
2λj [1 − (1 − δ)2]a2j
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j=j0 |αj |2 < ε/4. This implies that
∑
j∈Λ+
∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣
2
|αj |2

j0∑
j=1, j∈Λ+
∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣
2
|αj |2
+
∞∑
j=j0+1, j∈Λ+
∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣
2
|αj |2.
If δ = ε2j0 and
t > max
{
0,
1
2λ1
ln
[
(1 − δ)2(1 − a21)
[1 − (1 − δ)2]a21
]
, . . . ,
1
2λj0
ln
[
(1 − δ)2(1 − a2j0)
[1 − (1 − δ)2]a2j0
]}
,
we have that
j0∑
j=1, j∈Λ+
∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣
2
|αj |2 < ε2 .
This implies that
∞∑
j=1, j∈Λ+
∣∣∣∣ aj etλj√
1 − a2j + a2j e2tλj
− 1
∣∣∣∣
2
|αj |2 < ε.
Similar techniques imply that α∗,s(Z+(t)) = O. Lemma 4.1 implies that ω∗(Z+(t)) =
ωs(Z
+(t)) and α∗(Z+(t)) = αs(Z+(t)) which completes the proof. 
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