ABSTRACT Deep neural networks are a branch in machine learning that has seen a meteoric rise in popularity due to its powerful abilities to represent and model high-level abstractions in highly complex data. One area in deep neural networks that are ripe for exploration is neural connectivity formation. A pivotal study on the brain tissue of rats found that synaptic formation for specific functional connectivity in neocortical neural microcircuits can be surprisingly well modeled and predicted as a random formation. Motivated by this intriguing finding, we introduce the concept of StochasticNet where deep neural networks are formed via stochastic connectivity between neurons. As a result, any type of deep neural networks can be formed as a StochasticNet by allowing the neuron connectivity to be stochastic. Stochastic synaptic formations in a deep neural network architecture can allow for efficient utilization of neurons for performing specific tasks. To evaluate the feasibility of such a deep neural network architecture, we train a StochasticNet using four different image datasets (CIFAR-10, MNIST, SVHN, and STL-10). Experimental results show that a StochasticNet using less than half the number of neural connections as a conventional deep neural network achieves comparable accuracy and reduces overfitting on the CIFAR-10, MNIST, and SVHN data sets. Interestingly, StochasticNet with less than half the number of neural connections, achieved a higher accuracy (relative improvement in test error rate of ∼6% compared to ConvNet) on the STL-10 data set than a conventional deep neural network. Finally, the StochasticNets have faster operational speeds while achieving better or similar accuracy performances.
I. INTRODUCTION
Deep neural networks is a branch in machine learning that has seen a meteoric rise in popularity due to its powerful abilities to represent and model high-level abstractions in highly complex data. Deep neural networks have been shown to provide state-of-the-art performance for a number of complex tasks ranging from speech recognition [5] , [10] and natural language processing [1] , [4] , to object recognition [11] , [16] , [18] , [20] . There has been considerable focus in recent years on increasing the performance and capabilities of deep neural networks via strategies such as deeper architectures [20] , [21] , [24] , network regularization [22] , [23] , and improvements in activation functions [8] , [9] , [12] . However, the way that neural connections within deep neural networks are formed has not been an active area in deep neural network research in recent years. Therefore, deep exploration on different strategies for neural connectivity formation within a deep neural network may yield promising findings.
To explore alternate deep neural network connectivity formation, we take inspiration from nature by looking at the way brain develops synaptic connectivity between neurons. In particular, we are highly motivated by recent findings presented in the pivotal neuroscience paper by Hill et al. [13] , where they collected considerable data of living brain tissue from Wistar rats and used this data to recreate a partial map of a rat brain. After thorough analysis of the recreated brain map, Hill et al. came to a very surprising yet insightful conclusion with regards to the neural connectivity formation within the rat's brain. What they found was that the synaptic formation, of specific functional connectivity in neocortical neural microcircuits, can be very well-modelled and predicted as a random formation. This goes against conventional wisdom that neural connectivity is thought to be more heuristic in nature such that the neurons connect in a more organized manner. In comparison, for the construction of deep neural networks, the neural connectivity formation is largely deterministic and pre-defined in an organized manner similar to conventional assumptions about neural connectivity prior to this pivotal study. Therefore, it begs the question as to whether a more random strategy for neural connectivity formation that is more biologically compatible with the way the brain actually forms neural connections may yield potential benefits to deep neural network performance and efficiency.
Despite the power capabilities of deep neural networks, they are not feasible to be employed in embedded devices such as video surveillance cameras, smartphones, and wearable devices due to their computational complexity. This difficult migration of deep neural networks into embedded applications, unlike the highly powerful distributed computing systems and GPUs that are often leveraged for deep learning networks, the low-power CPUs commonly used in embedded systems simply do not have the computational power to make deep neural networks a feasible solution.
Highly inspired by Hill et al.'s finding of random neural connectivity formation, and looking to investigate in more detail whether a more random, biologically-inspired strategy for neural connectivity may be beneficial to deep neural networks, this paper aims to investigate the feasibility and efficacy of devising stochastic neural connectivity formation to construct deep neural networks. To achieve this goal, we introduce the concept of StochasticNet, where the key idea is to take advantage of ideas in random graph theory [6] , [7] to form deep neural networks via stochastic connectivity between neurons. As such, we treat the formed deep neural networks as particular realizations of a random graph. Such stochastic synaptic formations in a deep neural network architecture can potentially allow for efficient utilization of neurons for performing specific tasks. Furthermore, since the focus is on neural connectivity, the StochasticNet architecture can be used directly like a conventional deep neural network and benefit from all of the same approaches used for conventional networks such as data augmentation, stochastic pooling, and dropout.
The paper is organized as follows. First, a brief background review of random graph theory is presented in Section II. The theory and design considerations behind forming StochasticNet as a random graph realizations are discussed in Section III. Experimental results using four image datasets (CIFAR-10 [15] , MNIST [17] , SVHN [19] , and STL-10 [3] ) to investigate the efficacy of StochasticNets with respect to different number of neural connections as well as different training set sizes is presented in Section IV. Finally, conclusions are drawn in Section V.
II. RANDOM GRAPH THEORY
In this study, the goal is to take advantage of ideas in random graph theory [6] , [7] and leverage them to form the neural connectivity of deep neural networks in a stochastic manner. Therefore, let us first present a brief background review of random graph theory so that we can have a better insight into how it may be leveraged to achieve stochastic neural connectivity within a deep neural network.
In random graph theory, a random graph is typically characterized by the probability distribution over graphs [2] . One of the most commonly studied random graph model is that proposed by Gilbert [7] . In the Gilbert random graph model, a random graph, with n nodes, is denoted as G(n, p), where all possible edge connections in the graph may exist independently with a probability of p, where 0 < p < 1. The Gilbert random graph model was further generalized by Kovalenko [14] , where the random graph is denoted by G(V, p ij ), where V is a set of vertices and the edge between two vertices {i, j} in the graph may exist with a probability of p ij , where 0 < p ij < 1. An illustrative example of a random graph based on this model is shown in Figure 1 . It can be seen that all possible edge connections between the vertices in the graph may exist independently with a probability of p ij . FIGURE 1. An illustrative example of a random graph. All possible edge connections between the vertices in the graph may exist independently with a probability of p ij . The connectivity between nodes i and j is highlighted in blue for illustrative purposes.
Based on the generalized Kovalenko random graph model, one can obtain realizations of random graphs by initializing with a set of n vertices V = {v q |1 ≥ q ≥ n} and randomly inserting a set of edges between the vertices based on the set of possible edges E = {e ij |1 ≥ i ≥ n, 1 ≥ j ≥ n} independently with a probability of p ij . Figure 2 illustrates several possible realizations of the random graph shown in Figure 1 , where it can be clearly observed that the edge connectivity for the different realizations of the random graph can vary significantly given the stochastic nature of the edge connections.
Given the generalized random graph model, it begs the question as to how the ideas behind random graph theory can be leveraged to form neural connectivity within deep neural networks. An important insight that allows us to relate random graph theory to deep neural networks together is the notion that deep neural networks can be fundamentally Figure 1 . The probability for edge connectivity between all vertices in the graph was set to p i ,j = 0.6 for all vertices i and j .
represented as graphs G, where the neurons are the vertices V and the neural connections are the edges E. As such, what if we were to treat the underlying network architecture of deep neural networks as a random graph, and thus treat the formation of neural connections in deep neural networks as particular realizations of random graphs. That way, one can introduce the idea stochastic connectivity for forming neural connections of deep neural networks that is grounded in random graph theory. We will explore and describe how this is accomplished in greater detail in the next section.
III. DEEP NEURAL NETWORKS AS RANDOM GRAPH REALIZATIONS
Given the interesting idea of forming the neural connections in deep neural networks as random graph realizations, let us now formalize this strategy so we can get a deeper insight on how this approach can be applied to various forms of deep neural networks. The full network architecture of a deep neural network can be represented as a random
, where V is denotes the set of neurons With the mathematical foundation established for forming deep neural networks as random graph realizations, let us know explore how this foundation can be applied to forming the neural connectivity in one of the most commonly used types of deep neural networks: deep feed-forward networks.
A. APPLICATION TO DEEP FEED-FORWARD NEURAL NETWORKS
Based on the aforementioned foundation established for forming deep neural networks as random graph realizations, it can be said that one can theoretically form any type of deep neural network as a random graph realizations. However, in practice, it is very important to take into consideration when forming deep neural networks as random graph realizations that various types of deep neural networks have very different fundamental network architecture characteristics that must be preserved in the random graph realization for the resulting deep neural network to function properly. Hence, in order to guarantee that the fundamental network architecture characteristics of different types of deep neural networks are preserved in the resulting random graph realization, it is important that the probability p[ i→j k→h ] be designed in such a way that these characteristics are enforced appropriately. In this work, let us explore the design considerations for p[ i→j k→h ] that is necessary for forming one of the most commonly used types of deep neural networks: deep feed-forward neural networks.
First and foremost, a fundamental characteristic of deep feed-forward neural networks is that there can be no neural connections between non-adjacent layers in the network. In addition, it is important to note that there can be no neural connections between neurons on the same layer in a deep feed-forward neural network. To account for these fundamental characteristics of deep feed-forward neural networks, one can enforce the preservation in the connectivity probability as follows:
(2) Figure 3 illustrates an example random graph based on the aforementioned random graph model for representing general deep feed-forward neural networks, while an example realization of this random graph is illustrated in Figure 4 . It can be observed in Figure 4 that, as a result of the random nature of the neural connection formation process, the neural connectivity for each neuron can be very different from one another. By stochastically forming the underlying structure of deep neural networks based on the random graph theory to, one can form highly sparse networks with a significant decrease in the number of parameters in the network while maintaining modeling accuracy. Furthermore, this formed sparse deep neural network is more generalized than a conventional dense deep neural network since it has fewer parameters that need to be trained given the same amount of training samples.
Let us now explore how this random graph model for representing general deep feed-forward neural networks can be further modified to form one of the most popular types of deep feed-forward neural networks in recent years: deep convolutional neural networks.
1) DEEP CONVOLUTIONAL NEURAL NETWORKS
Given the aforementioned random graph model for representing general deep feed-forward neural networks, let us now further explore the additional design considerations that must be taken into account for the formation of deep convolutional neural networks, which can be considered one of the most popular types of feed-forward neural networks in recent years given its powerful capabilities in tackling computer vision problems. An important fundamental characteristic of deep convolutional neural networks is that the neural connectivity in the convolutional layers are arranged such that small spatially localized neural collections are connected to the same output neuron in the next layer in the neural network. In addition, the weights of the neural connections are also shared amongst different small neural collections. One of the key benefits to these fundamental characteristics of deep convolutional neural networks is that it facilitates for the neural connectivity at the convolutional layers to be very efficiently represented by a set of local receptive fields, which in effect significantly reduces memory requirements and computational complexity for training and using the network.
To enforce the fundamental characteristics of deep convolutional neural networks when forming the neural connectivity of such networks as random graph realizations, one can further impose constraints in the connectivity probability p[ i→j k→h ] such that the probability of neural connectivity is defined at a local receptive field level. Therefore, the neural connectivity for each randomly realized local receptive field in the deep convolutional network is based on a neural connectivity probability distribution, with the neural connectivity configuration then shared amongst different small neural collections for a given randomly realized local receptive field.
Given this modified random graph model for representing deep convolutional neural networks, the resultant random graph realization is thus a deep convolutional neural network in which each convolutional layer consists of a set of randomly realized local receptive fields K , with each randomly realized local receptive field K i,k , representing the k th receptive field at layer i, consisting of neural connection weights of a set of random neurons within a small neural collection to the output neuron. Example randomly realized local receptive fields within a StochasticNet with a deep convolutional neural network architecture are illustrated in Figure 5 . An interesting observation is that this approach to forming neural connections in deep convolutional networks result in local receptive fields effectively having random, arbitrary shapes, which is a significant departure from the common square local receptive fields used in deep convolutional networks. 
B. RELATION TO STOCHASTIC REGULARIZATION
StochasticNet is not a regularization technique, it is a sparse deep neural network. Existing regularization techniques do use random connectivity during training but they start with a dense network and end with a dense network. StochasticNets on the other hand starts with a sparse network and end with a sparse network, which has not been explored before. Previous stochastic strategies deal with either the grouping of existing neural connections to explicitly enforce sparsity (HashNet), or removal/introduction of neural connectivity for regularization during training. More specifically, StochasticNets is a realization of a random graph formed prior to training and as such the connectivity in the network are inherently sparse, and are permanent and do not change during training. This is very different from Dropout and DropConnect where the activations and connections are temporarily removed during training and put back during test for regularization purposes only, and as such the resulting neural connectivity of the network remains dense. There is no notion of dropping in StochasticNets as only a subset of possible neural connections are formed in the first place prior to training, and the resulting network connectivity of the network is sparse.
StochasticNets are also very different from HashNets, where connection weights are randomly grouped into hash buckets, with each bucket sharing the same weights, to explicitly sparsifying into the network, since there is no notion of grouping/merging in StochasticNets; the formed StochasticNets are naturally sparse due to the formation process. In fact, stochastic strategies such as HashNets, Dropout, and DropConnect can be used in conjunction with StochasticNets. Figure 6 demonstrates the difference of StochasticNet compared to other methods in network model, network formation, training and testing situations.
IV. EXPERIMENTAL RESULTS
In this section, we aim to explore the efficacy of StochasticNets using the problem of object recognition. VOLUME 4, 2016 To achieve this goal, we construct StochasticNets with a deep convolutional neural network architecture and evaluate the constructed StochasticNets in a number of different ways. First, we explore the effect of the number of neural connections formed in the constructed StochasticNets, as well as the way the neural connections are formed, has on recognition accuracy. Second, we explore the performance of StochasticNets when compared to baseline deep convolutional neural networks (which we will simply refer to as ConvNets) with conventional neural connectivity for different object recognition tasks based on different image datasets. Third, we explore the relative speed of StochasticNets during object recognition with respect to the number of neural connections formed in the constructed StochasticNets.
The primary objective here is to explore the efficacy of forming deep neural networks via stochastic connectivity in the form of StochasticNets and the influence of stochastic connectivity parameters on network performance, and not on attaining the highest possible level of classification performance. As such, it can be said that the performance of StochasticNets can be further improved through additional techniques typically used for conventional deep convolutional neural networks such as data augmentation and network regularization methods. For evaluation purposes, four benchmark image datasets are used: CIFAR-10 [15] , MNIST [17] , SVHN [19] , and STL-10 [3] . A description of each dataset and the StochasticNet configuration used are described below.
A. DATASETS
The CIFAR-10 image dataset [15] comprises of 50,000 training images categorized into 10 different classes (5,000 images per class) of natural scenes. Each image is an RGB image that is 32×32 in size. The MNIST image dataset [17] comprises of 60,000 training images and 10,000 test images of handwritten digits. Each image is a binary image that is 28×28 in size, with the handwritten digits are normalized with respect to size and centered in each image. The SVHN image dataset [19] comprises of 604,388 training images and 26,032 test images of digits in natural scenes. Each image is an RGB image that is 32×32 in size. The images in the MNIST dataset were resized to 32 × 32 by zero padding since the same StochasticNet network configuration is utilized for all mentioned image datasets. Finally, the STL-10 image dataset [3] comprises of 5,000 labeled training images and 8,000 labeled test images categorized into 10 different classes (500 training images and 800 training images per class) of natural scenes. Each image is an RGB image that is 96×96 in size (i.e., Here we shrink images to 32 × 32 for consistency purposes). Note that the 100,000 unlabeled images in the STL-10 image dataset were not used in this study. Example images from the tested datasets are shown in Figure 7 and Figure 8 . It is worth noting that the utilized datasets are standard datasets with predefined training and test samples; therefore, cross-validation is not needed in the evaluations. 
B. STOCHASTICNET CONFIGURATION
The StochasticNets used in this study for the all datasets are realized based on the LeNet-5 deep convolutional neural network architecture [17] implemented via MatConvNet framework [25] , and comprises of 3 convolutional layers with 32, 32, and 64 local receptive fields of size 5 × 5 for the first, second, and third convolutional layers, respectively, and 1 hidden layer of 1024 neurons, with all neural connec- tions in the convolutional and hidden layers being randomly realized based on probability distributions. While it is possible to take advantage of any arbitrary connectivity models to construct StochasticNet realizations, for the purpose of this study the neural connection probability of the hidden layers follow a uniform distribution, while two different spatial neural connectivity models were explored for the convolutional layers: i) uniform connectivity model (p[ N (i, σ ) ), with the mean at the center of the receptive field (i.e., i) and the standard deviation σ at one third of the receptive field size. All image datasets are with 10 class label outputs which is provided in the network setup.
C. NUMBER OF NEURAL CONNECTIONS AND NEURAL CONNECTIVITY MODELS
An experiment was conducted to illustrate the impact of the number of neural connections, as well as how the neural connectivity is formed, on the modeling accuracy of StochasticNets. Figure 9 demonstrates the training and test error versus the number of neural connections in the network for the CIFAR-10 and STL-10 datasets for different neural connectivity models. A StochasticNet with the network configuration as described in Section IV-B was provided to train the model. The neural connection probability is varied in both the convolutional layers and the hidden layer to achieve the desired number of neural connections for testing its effect on modeling accuracy. Figure 9 shows the training and testing error vs. the neural connectivity percentage relative to the baseline ConvNet (i.e., 100% connectivity), for the two different spatial neural connectivity models: i) uniform connectivity model, and ii) Gaussian connectivity model. Interestingly, it can be observed from Figure 9 that StochasticNet achieved the same test error as ConvNet even when the number of neural connections is less than half that of the ConvNet for both datasets. More specifically, the test error remains relatively the same until a neural connectivity of 39% when compared to that in a conventional ConvNet, at which point the test error begins to increase significantly below that point. What this essentially means is that the proposed StochasticNets can attain strong classification performance while decreasing the number of neural connections, which in effect significantly lowers computational complexity and result in faster network training speed along with classification speed. Looking at the results from the two different spatial neural connectivity models, it can be seen that there is a noticeable difference in the training and test errors when using the Gaussian connectivity model when compared to the uniform connectivity model. This illustrates that the way neural connectivity probability is designed for stochastically forming neural connections can have an important effect on model accuracy.
D. COMPARISONS WITH ConvNet
Here, we wish to quantitatively compare the performance of the proposed StochasticNets against standard ConvNets across multiple benchmark image datasets. StochasticNet realizations were formed with 39% neural connectivity via the Gaussian connectivity model when compared to the number of neural connections in a conventional ConvNet. A neural connectivity of 39% when compared to that in a conventional ConvNet was chosen based on Figure 9 , as it is the level of neural connectivity at which test error begins to increase significantly below that point. The StochasticNets and ConvNets were trained on four benchmark image datasets (i.e., CIFAR-10, MNIST, SVHN, and STL-10) and their training and test error performances are assessed against each other. Since the neural connectivity of StochasticNets are realized stochastically, the performance of the StochasticNets was evaluated based on 25 trials (leading to 25 StochasticNet realizations) and the reported results are based on the average of the 25 trials. Figure 10 illustrates the training and test error results of the StochasticNets and the ConvNets across the four different tested datasets. Despite the fact that the StochasticNet realizations have only 39% of the neural connections that is used for ConvNets, the test errors between ConvNets and the StochasticNet realizations can be considered to be equivalent for the CIFAR-10, MNIST, and SVHN datasets. What is more interesting is that the test errors for the StochasticNet realizations is lower than that achieved using the ConvNet (relative improvement in test error rate of ∼6% compared to ConvNet) for the STL-10 dataset, again despite the fact that the StochasticNet realizations have only 39% of the neural connections that is used for ConvNets. The results for the STL-10 dataset truly demonstrate the efficacy of StochasticNets, especially in scenarios where there is a low number of training samples. Furthermore, it can be observed that the gap between the training and test errors of the StochasticNets is less than that of the ConvNets, which hints at a reduction in overfitting in the StochasticNets. Finally, it can be observed that the standard deviation of the 25 trials is very small and indicates that the proposed StochasticNet exhibited similar performance in all 25 trials.
E. RELATIVE SPEED VS. NUMBER OF NEURAL CONNECTIONS
Despite the powerful capabilities of deep neural networks for object detection and classification, they are very rarely employed on embedded devices such as video surveillance cameras, smartphones, and wearable devices. This difficult migration of deep neural networks into embedded applications for feature extraction stems largely from the fact that, unlike the highly powerful distributed computing systems and GPUs that are often leveraged for deep learning networks, the low-power CPUs commonly used in embedded systems simply do not have the computational power to make deep neural networks a feasible solution for feature extraction. The convolutions in StochasticNets are implemented as a sparse matrix dot product, while the convolutions in the ConvNets are implemented as a matrix dot product. For fair comparison, both implementations do not make use of any hardware-specific optimizations such as Streaming SIMD Extensions (SSE) because many industrial embedded architectures used in applications such as embedded video surveillance systems do not support hardware optimization such as SSE.
In this section, we aim to explore the relative speed of StochasticNets during classification with respect to the number of neural connections formed in the constructed StochasticNets. Here, as with Section IV-C, the neural connection [25] without using GPU.
probability is varied in both the convolutional layers and the hidden layer to achieve the desired number of neural connections in the StochasticNet so that we can quantitatively evaluate its effect on the classification speed of the formed StochasticNets. Figure 11 shows the relative classification time vs. the number of neural connections relative to the baseline ConvNet. The relative time is defined as the time required during the classification process relative to that of the ConvNet. It can be observed that the relative time decreases as the number of neural connections decrease, which illustrates the potential for StochasticNets to enable more efficient classification.
V. CONCLUSIONS
In this study, we introduced a new approach to deep neural network formation inspired by the stochastic connectivity exhibited in synaptic connectivity between neurons. The proposed StochasticNet is a deep neural network that is formed as a realization of a random graph, where the synaptic connectivity between neurons are formed stochastically based on a probability distribution. Using this approach, the neural connectivity within the deep neural network can be formed in a way that facilitates efficient neural utilization, resulting in deep neural networks with much fewer neural connections while achieving the same modeling accuracy.
The effectiveness and efficiency of the proposed StochasticNet was evaluated using four popular benchmark image datasets and compared to a conventional convolutional neural network (ConvNet). Experimental results demonstrate that the proposed StochasticNet provides comparable accuracy as the conventional ConvNet with much less number of neural connections while reducing the overfitting issue associating with the conventional ConvNet for CIFAR-10, MNIST, and SVHN datasets. More interestingly, a StochasticNet with much less number of neural connections was found to achieve higher accuracy when compared to conventional deep neural networks for the STL-10 dataset. As such, the proposed StochasticNet holds great potential for enabling the formation of much more efficient deep neural networks that have fast operational speeds while still achieving strong accuracy.
