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We derive the disorder vs. doping phase diagram of the doped Hubbard model via Dynamical
Mean Field Theory combined with Typical Medium Theory, which allows the description of both
Mott (correlation driven) and Anderson (disorder driven) metal-insulator transitions. We observe
a metal-insulator transition to an Anderson-Mott insulator for increasing disorder strength at all
interactions. In the weak correlation regime and rather small doping, the Anderson-Mott insulator
displays properties which are alike to the ones found at half-filling. This is characterized by the
presence of empty sites that give rise to a V-shaped electronic density of states. If we further increase
either the doping or the correlation however, an Anderson-Mott phase of different kind arises for
sharply weaker disorder strength. This phase occupies the largest part of the phase diagram in the
strong correlation regime, and it has both Anderson and Mott character, but empty sites and the
V-shaped density of states are absent.
I. INTRODUCTION
Mott proposed that electronic correlations can drive
a system through a metal-insulator transition (MIT).1
Hubbard showed that in a half-filled lattice this tran-
sition happens when the local correlation contribution
is larger than a critical value.2 Large correlations are
present when a material has a narrow valence band, in
which case electrons spread less in the lattice and thus
interact more between them, favoring the formation of a
Mott insulator.3,4 Transition metal oxides are examples
of materials where this Mott physics plays a key-role.4–6
In the opposite limit i.e. non-interacting electrons, the
presence of disorder can also drive the systems into an
insulating phase - the Anderson insulator in this case.7,8
Even though there have been improvements in sample
growing techniques, effects of disorder are hardly avoid-
able. Therefore, in doped Mott systems too, disorder
plays a non-trivial role, interplaying with doping and cor-
relation. These effects are hard to analyze from both
experimental and theoretical perspectives.
In experiments, correlation and disorder effects in-
terplay, for example, in the MIT observed in doped
semiconductors, such as Si:P and Si:B,9 and in dilute
two dimensional electron and hole systems, like silicon
metal-oxide-semiconductor field-effect transistors (MOS-
FETs) and semiconductor heterostructures.10,11 More re-
cently, the observation of disorder induced insulator to
metal transition has been reported in Mott systems, such
as layered dichalcogenide 1T-TaS2
12 and Ru-substituted
Sr3Ir2O7.
13
From the theoretical viewpoint, the interplay between
correlation and disorder can be well described by the
Hubbard model solved within extensions of Dynamical
Mean Field Theory (DMFT).14 DMFT description of
disorder is equivalent to that of the coherent poten-
tial approximation (CPA)15 and, as such, misses to de-
scribe Anderson localization effects.7 To circumvent this
problem, a mean field treatment of disorder, the so-
called Typical Medium Theory (TMT), has been pro-
posed and proved capable of describing the disorder-
induced localization.16–18 The combination of TMT with
DMFT has contributed to our understanding of the non-
trivial interplay between correlation and disorder local-
ization effects.19–23
In previous works based on DMFT-TMT, an insulating
phase which is a mixture of Mott and Anderson insula-
tors has been observed at half-filling.20,24 This Anderson-
Mott insulator (AMI) is characterized by the presence of
singly-occupied sites, like in a Mott insulator, but has
also doubly-occupied and empty sites, like in an Ander-
son insulator. Here, we extend these works by investigat-
ing the doped-dependent phase diagram of the disordered
Hubbard model.
According to our main results, in the small correlated
regime and moderately low doping, disorder induces an
AMI which is similar to the one found in the disorder-
driven Anderson-Mott transition at half-filling. This
AMI displays a V-shaped density of states (DOS) around
the Fermi energy. We shall show that this is a conse-
quence of the appearance of empty sites, and it is there-
fore a disorder-induced Anderson effect. This V-shaped
DOS is in agreement with previous quantum Monte Carlo
(QMC) and exact-diagonalization calculations for the
two-dimensional disordered Hubbard model.25 In this ref-
erence, however, the disorder versus doping phase dia-
gram was not fully explored. In this paper, we study
the complete phase diagram as a function of interaction,
disorder, and doping. As the number of carriers and/or
the electronic correlation increases, the empty sites be-
come occupied and the V-shaped DOS is no more ob-
served. For strong correlations, we obtain then an AMI
which is different from the one observed at half-filling
or in the weak correlation regime. This phase sets in a
large part of the disorder versus doping phase diagram at
much weaker disorder strenghts than the V-shaped DOS
AMI. This shows in particular that the doped strongly
correlated metal is more susceptible to Mott-Anderson
2induced localization than the weakly correlated metal.
The paper is organized as follows. In the next section
we define the model and describe the methodology used
to solve it. Section III is devoted to the presentation and
discussion of the disorder versus doping phase diagrams
built for different values of the electronic correlation. In
subsection IIIA, we study the V-shaped DOS region of
the phase diagrams, that sets in at small doping and
large disorder interaction and displays properties similar
to the ones of the AMI known at half-filling. In Sec. IV
we explore in details the results obtained in the strong
correlation regime U/4t = 3 and characterize the rising
of a different disorder-driven AMI, which has no empty
sites and thus no V-shaped DOS. Finally, Sec. V contains
a summary of our conclusions.
II. MODEL AND METHODOLOGY
We focus on the effects of doping the Anderson-
Hubbard model (AHM), which is given by the Hamil-
tonian
H = −t
∑
〈ij〉σ
(c†iσcjσ + c
†
jσciσ)
+ U
∑
i
ni↑ni↓ +
∑
iσ
(εi − µ)niσ, (1)
where c†iσ (ciσ) creates (destroys) an electron with spin
σ on site i, niσ = c
†
iσciσ, t is the hopping amplitude
for nearest neighbor sites, U is the on-site repulsion, εi
is the random on-site energy, which follows a uniform
distribution P (ε) centered in ε = 0 and of width W . µ is
the chemical potential, which sets the doping according
to δ = 2 〈niσ〉 − 1, with respect to the parent compound
(δ = 0) which is nominally at half-filling 〈niσ〉 = 1/2.
We fix here and throught the paper the non-interacting
bandwidth B = 4t as energy unit. Temperature is set to
T = 0.01. We consider the paramagnetic solution of the
model, observed experimentally, for example, in V2O3 at
high temperatures.26,27
To be able to describe the correlated Mott transi-
tion, we use DMFT14. In this methodology, a clean lat-
tice problem is mapped onto an auxiliary single-impurity
problem, whose conduction electron bath is determined
self-consistently. In the disordered case, the mapping is
onto an ensemble of impurity problems, each correspond-
ing to a different value of the parameter that is randomly
distributed [on-site energy εi in eq. (1)]. DMFT self-
consistency involves taking an (arithmetic) average over
this ensemble. However, average values do not describe
well the asymmetric distributions generated by strong
disorder.7 As a drawback, DMFT is not able to capture
the Anderson transition. By considering the most prob-
able or typical value over the ensemble, instead of the
average one, TMT treatment of disorder has been proved
capable of describing Anderson localization.16,17 Here we
use the combination of DMFT and TMT to solve the
AHM (eq. 1) and describe the interplay between correla-
tion and disorder induced localization.
Within DMFT-TMT, all the impurities of the en-
semble “see” a typical effective medium, which is self-
consistently calculated, as follows. We start by consid-
ering an initial function ∆(ω) that describes this effec-
tive medium. By solving the ensemble of single-impurity
problems in the presence of this bath, we obtain the self-
energies Σi(ω) and the local Green’s functions
G(ω, εi) = [ω − εi −∆(ω)− Σi(ω)]
−1, (2)
from which local spectra ρ(ω, εi) = −
1
pi
ImG(ω, εi) are
calculated. In each DMFT-TMT iteration, an effective
medium is calculated: this is given by the typical or most
probable value of local impurity spectrum, estimated by
taking a geometric average over the different impurity
problems. Precisely, the typical DOS is obtained by the
geometric average of ρ(ω, ε),
ρtyp(ω) = exp
[∫
dεP (ε)lnρ(ω, ε)
]
. (3)
The typical Green’s function is then calculated through
a Hilbert transform,
Gtyp(ω) =
∫ ∞
−∞
dω′
ρtyp(ω
′)
ω − ω′
. (4)
As reference case, we consider the Bethe lattice with in-
finite coordination number, which corresponds to a semi-
circular DOS in the non-interacting limit.14 In this par-
ticular case, we close the self-consistent loop by obtaining
the new bath function as ∆(ω) = t2Gtyp(ω).
The typical DOS ρtyp(ω) takes into account only ex-
tended states of the system. It is thus critical at the
disorder-induced transition, as the system states become
localized and ρtyp(ω) is then expected to go to zero. The
(arithmetic) average DOS, which is for instance directly
detected in spectroscopic experiments, can also be calcu-
lated from the DOS of the single-impurity problems, as
follows:
ρav(ω) =
∫
dεP (ε)ρ(ω, ε). (5)
It considers both extended and localized states of the
system20 and remains finite at disordered induced MIT.
This quantity however goes to zero around the Fermi
level by increasing correlation. It signals therefore the
correlated-driven Mott MIT.14 In the next sections, we
shall analyze both quantities ρtyp(ω) and ρav(ω) to char-
acterize the phases appearing in the AHM phase diagram.
Since the DMFT-TMT self-consistent condition is
based on the DOS, it is advantageous to solve the single-
impurity problems on the real axis, to avoid an ana-
lytic continuation procedure. Here, we solve these aux-
iliary problems by using perturbation theory in U .28,29
Away from half-filling, the second order contribution in
U is given by an expression that interpolates between
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FIG. 1. Disorder (W ) versus doping (δ) phase diagram of the doped Anderson-Hubbard model obtained within DMFT-TMT for
U = 1, U = 2, and U = 3 at T = 0.01. ”A” stands for Anderson, ”M” for Mott, and ”I” for insulator. Inside the Anderson-Mott
insulator phase, we have a region where the DOS around the Fermi level presents a V-shaped form; this region is identified
as V-shaped AMI in the figure. Another region inside AMI is that of a band AMI. See text for a complete description of the
different phases and regions.
the known results at high frequencies and at the atomic
limit.28,29 Comparisons of this approximation with exact
diagonalization29 and QMC30 results give us confidence
in it. Besides directly providing the spectra, this method
has the advantage of being numerically fast to allow us
to build the phase diagram of disordered problems. For
each set of the model parameters, we typically solve hun-
dreds of single-impurity problems in each DMFT-TMT
iterative step. The single-impurity code used in this work
was developed by Jaksa Vucˇicˇevic´ and Darko Tanaskovic´,
from the Institute of Physics in Belgrade, Serbia, and was
previously used by one of us in Ref. 22.
III. DISORDER VS. DOPING PHASE
DIAGRAMS
In Fig. 1, we present the disorderW vs. doping δ phase
diagram of the doped AHM obtained for three different
values of correlation: weak correlation U = 1, intermedi-
ate correlation U = 2, and strong correlation U = 3.
For rather small disorder (W < 3), at half-filling the
three cases analyzed in Fig. 1 are different:22 for U = 1
the system is in a metallic phase, for U = 3 it is in a
Mott insulating phase (represented by the orange line at
δ = 0 in the phase diagram), and U = 2 is an interme-
diate case, since it is a Mott insulator for small disorder
(orange line in Fig. 1) and a metal for intermediate W .
It is well known that in the correlated case, upon doping
the Mott insulator, states appear at the Fermi level.14
Thus, for all the three values of U in Fig. 1 we observe a
correlated metallic phase for a large range of doping and
small disorder.
As disorder increases, a transition to AMI is seen in
the three cases at a critical disorder Wc. For U = 1 and
U = 3 at small to intermediate values of doping, Wc is
practically doping independent, its value being smaller
for U = 3 than for U = 1. For the former, Wc is smaller
than U , which is the critical disorder value separating
the correlated Mott insulator from the AMI at half-filling
(end of the orange line in the phase diagram). If we now
look at the results for U = 2, the (red) Wc line shows
a dependence with doping: it is close to the half-filling
value at small doping and, by increasing δ, it decreases
towards the same value observed for U = 3 (compare Wc
for U = 2 and U = 3 at δ ≈ 0.7). Wc vs. δ for U = 2
thus interpolates between what is observed for U = 1 and
U = 3.
The comparison between the weak (U = 1) and strong
(U = 3) correlated phase diagrams described above seems
then to suggest that the metal that appears upon dop-
ing the Mott insulator is more susceptible to disorder in-
duced localization than the metal which sets at small U .
Indeed, if we compare the typical DOS for the different
values of U at W = 1.5, shown in Fig. 2, we observe that
ρtyp(ω) decreases as U increases. The transition occurs
when ρtyp(ω) vanishes, since this indicates that extended
states of the system fully localize (we will discuss this
in more detail in Sec. IVA). This implies that the sys-
tem with U = 3 is closer to Anderson MIT than the one
with U = 1. As a consequence of Wc being smaller for
U = 3 than for U = 1, the properties of the metal-AMI
transition in the weak correlation (where V-shaped AMI
arises, see next subsection for details) and the transition
in the strong correlation regime (where a different AMI
arises) are different. For even larger U , the properties of
the system are similar to the ones at U = 3 when we con-
sider the same doping and disorder values (see Appendix
A for details).
Moving now to large doping, for each U value it ap-
pears a region that we identify as a band AMI. In this
case, while electronic states are always present at the
Fermi level (ρav(ω = 0) 6= 0), the typical DOS that de-
scribes the extended states shifts to negative frequency
and acquires a zero value at the Fermi level, ρtyp(ω =
0) = 0, like the DOS of a band insulator typically does
(see section IVA for further details).
By further increasing disorderW , at small doping, the
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FIG. 2. Comparison of the typical DOS as a function of en-
ergy for U = 1, U = 2, and U = 3 at a disorder value chosen
such that the systems are in the metallic phase. Although
disorder is W = 1.5 in all cases, as U increases the system is
closer to the MIT.
AMI acquires a V-shaped DOS (ρav) at the Fermi level.
This V-shaped DOS AMI appears at all values of the
interaction U , at an Anderson-Mott-like MIT in the small
correlation regime (U = 1) and as a crossover within the
AMI phase in the strong correlation regime (U = 3).
We discuss the properties of this phase in detail in the
following subsection.
A. V-shaped DOS Anderson-Mott Insulator
We explore in this subsection how the V-shaped DOS
arises within the AMI phase, in the large disorder region
of the U = 3 phase diagram of Fig. 1. This phase is
the same kind of AMI that arises at the Anderson-Mott
localization at half-filling (see the results for W = 3.5 in
Appendix B), as we shall show by displaying the spectral
function.
In Fig. 3(a) we show ρav(ω) as a function of frequency
for δ = 0.2 and W = 4. (Results for other values of δ are
presented in Appendix C.) A zoom of the low energy re-
gion is presented in panel (b); a V-shaped DOS is clearly
seen around the Fermi level. A V-shaped DOS has been
observed also within other treatments of disorder. This is
the case of the QMC simulations previously mentioned.25
A suppression of the DOS is also obtained when solv-
ing the AHM at the Hartree-Fock level. In this case,
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FIG. 3. (a) Average DOS ρav(ω) as a function of energy for
W = 4 and δ = 0.2, that is, for parameters inside the V-
shaped AMI region of the phase diagram. (b) Zoom of the
plot in panel (a) for energies around the Fermi level. (c) Oc-
cupation number per site and per spin as a function of the
on-site energy for the system considered in panel (a). Other
parameters used were U = 3 and T = 0.01.
it has been observed in the insulating phase of one and
three dimensional systems irrespective of the doping,31
as well as in the metallic phase observed at half-filling in
two dimensions.32 Within these results, the size of the V
shape is more pronounced than in our results. Though
smaller, the V-shaped DOS is clearly present in the re-
gions indicated in our phase diagram. We think that
the smaller size of the V-shaped DOS in our calculations
may be a consequence of the TMT approximation in the
AMI phase, which corresponds to the atomic limit. This
means the average DOS follows the bare distribution of
εi and it is simply given, around ω = 0 and for W > U ,
by the superposition of two rectangles. The V-shaped
DOS is thus located on “top” of these rectangles.
We now show that the V-shaped DOS phase is related
to the appearance of empty sites. The occupation per site
and per spin as a function of on-site energy corresponding
to the DOS in Fig. 3(a) is shown in panel (c). Note that
we have empty sites, besides those which are doubly- and
singly-occupied. We have analyzed other values of δ for
U = 3, and the phase diagrams for U = 1 and U = 2
presented in Fig. 1, and concluded that the V-shaped
AMI region always arises when empty sites appear in the
system. We can understand better the role played by
the empty sites in the formation of the V-shaped DOS
by looking at the DOS for different single-impurity prob-
lems, as presented in detail in Appendix D.
We shall now analyze how the formation of the V-
shaped AMI depends on doping δ and interaction U . As
doping increases, carriers are added to the system and
more sites become doubly-occupied in comparison with
a smaller δ, as can be seen in Fig. 4(a). As a consequence,
more disorder has to be added to the system [compare
the results for W = 4.0 and W = 4.75 of the same figure
for δ = 0.3] to empty some sites. The V-shaped DOS
thus appears for larger values of disorder when the dop-
ing δ increases, as we observe in the phase diagrams of
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FIG. 4. (a) Site occupation per spin as a function of the on-
site energy for different values of doping and W = 4, except
for the magenta curve with triangles, for which W = 4.75.
Other parameters used were U = 3 and T = 0.01. (b) Site
occupation per spin as a function of the on-site energy for dif-
ferent values of the electronic correlation. Other parameters
used were W = 4, δ = 0.4, and T = 0.01.
Fig. 1.
We now show in Fig. 4(b) the occupation per site and
per spin for W = 4, δ = 0.4, and the different values
of U . Since single occupation is a characteristic of Mott
insulators, the plateau at ni = 0.5 becomes larger as U
increases. For the values of W and δ considered in the
figure, the empty sites present for U = 1 and U = 2
become occupied as we move to U = 3. Thus, empty
sites “disappear” with either the increase of doping or
correlations and, for large U , most of the disorder versus
doping phase diagram corresponds to an AMI without a
V-shaped DOS, as we describe in detail in the following
section.
IV. RESULTS FOR U = 3.0
We shall now study the AMI without V-shaped DOS
that appears by increasing interaction U , sandwiched be-
tween the V-shaped DOS AMI and the metal phases on
a large part of the phase diagram. As we have mentioned
above, the properties of this AMI phase are bound to the
disappearance of empty sites. To this purpose, we con-
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FIG. 5. (a) Typical and (b) average DOS as a function of
energy for different values of disorder W and fixed doping
δ = 0.2. Other parameters used were U = 3 and T = 0.01.
sider the U = 3 case (Fig. 1c), and study the Anderson-
Mott transition from the disordered metal by increasing
the disorder strength W and various dopings δ. We an-
alyze in particular the behavior of typical and average
DOS.
A. Metal-insulator transitions
The DMFT-TMT results for ρtyp(ω) and ρav(ω) are
shown, respectively, in panels (a) and (b) of Fig. 5 for
fixed δ = 0.2 and different values of disorderW . Since we
have small doping, the typical DOS presents a structure
of three peaks: two Hubbard bands at high energies of the
order of ±U and a quasiparticle-like peak at the Fermi
level ω = 0, as it has been previously reported in the
clean case.28 According to our results, this holds for small
disorder as well, characterizing the system as a metal in
this region of parameters.
As disorder W increases, Anderson localization starts
to play a role: its effects can be seen by comparing the re-
sults for ρtyp(ω) [panel (a)] and ρav(ω) [panel (b)], since
the former takes into account only extended states, while
the latter includes both extended and localized states of
the system. As W increases, states at the band edges
localize15 and we observe that the bands in the typical
DOS become smaller. For even more disordered systems,
ρtyp(ω) vanishes, signalizing that the system has gone
through a disorder-driven MIT. We notice that disor-
der acts differently on different energy scales. In ρtyp(ω)
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FIG. 6. Typical DOS at the Fermi level as a function of
disorder for different values of doping. Results for δ = 0.2
correspond to ρtyp(ω) shown in panel (a) of Fig. 5. Other
parameters used were U = 3 and T = 0.01.
Hubbard-like bands around larger values of energy shrink
faster than the quasiparticle-like one close to the Fermi
level. Notice that ρav(ω) remains instead finite at the
Mott-Anderson transition. The general effect of disor-
der appears to be a spreading in energy of the spectral
weight, both in the Hubbard bands and at the low-energy
quasi-particle peak.
To determine the critical disorderWc at which the MIT
takes place, it is easier to track the typical DOS at the
Fermi level as a function of disorder, as we display in
Fig. 6 for different values of doping. This quantity plays
the role of an order parameter for the disorder induced
MIT, since it is different from zero in the metallic region
(W < Wc) and is zero in the Mott-Anderson insulator
(W > Wc). Based on the behavior of ρtyp(ω = 0) as a
function of disorder, we have determined the transition
line between the metallic and AMI phases shown in Fig. 1
(red filled dot line). Notice that for δ = 0.2 the maximum
of ρtyp(ω) is close to ω = 0, but not exactly at ω = 0 (in
accordance with the results of Ref. 28); this explains why
ρtyp(ω = 0) ≈ 0.5 for the clean system in Fig. 6, instead
of the maximum value of ≈ 1 for ρtyp(ω) seen in Fig. 5(a).
A key observation is that there exists only a small de-
pendence of Wc with doping δ. As mentioned above and
observed in Fig. 5(a), the transition to the AMI takes
place when all extended states of the system localize.
For fixed U = 3 (see now Fig. 2), the range in energy
where ρtyp(ω) extends is roughly doping independent. If
doping increases, we observe mainly a transfer of spectral
weight from above the Fermi level to energies below it.
This might justify the fact thatWc is practically constant
for small to moderate δ. A similar behavior is observed
for U = 1, but not in the intermediate case of U = 2, as
we have discussed in Sec. III.
More interesting is the fact that Wc for the doped case
is smaller than U , which is the critical disorder at which
the transition from the Mott insulator to AMI is seen at
half-filling (end of orange line in Fig. 1). This means that
the doped Mott insulator is more susceptible to disorder
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FIG. 7. (a) Typical DOS as a function of energy for different
values of disorder W and fixed doping δ = 0.9. (b) Typical
DOS at the Fermi level and ζ =
∫
∞
−∞
ρtyp(ω)dω as a func-
tion of disorder corresponding to the results in (a). Other
parameters used were U = 3 and T = 0.01.
induced localization, as we have already mentioned in
Sec. III. By introducing carriers into the system in fact,
a narrow band rises within the gap, as seen is our results
in Fig. 5(a). By adding disorder to the doped system,
this narrow band localizes at a disorder strength which
is smaller than the one required to Anderson localize the
Mott insulator, which requires that the wide Mott gap
is filled due to disorder effects. (For details on how the
transition is approached at half-filling see Appendix B.)
As mentioned in the previous section, this is not observed
for U = 1 and U = 2, probably because for these values
of U the system is in a metallic state at half-filling, and
the wide Mott gap is replaced by a wide band of itinerant
states around the Fermi level, that can Anderson localize
only at higher disorder strengths.
For large doping (0.75 < δ < 1.0), we observe a region
within AMI that, with abuse of language, we identify
as a band AMI. Starting with the clean system, ρtyp(ω)
shrinks as disorder increases, similar to what happens for
small doping. However, for large doping, ρtyp(ω = 0) be-
comes zero for a smaller value of disorder (Wc) than that
at which the whole band vanishes (Wc2). This means
that for Wc < W < Wc2 the system has still a band
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FIG. 8. Average DOS as a function of energy for U = 3 and
(a)W = 2.50 and (b)W = 3.25. The insets show the occupa-
tion number per site and per spin as a function of the on-site
energy for the same parameters of the results in the main
panels. The doping in both cases is δ = 0.2; the temperature
is T = 0.01.
of extended states, which is located below the Fermi en-
ergy. This behavior is exemplified in Fig. 7 for the case
of δ = 0.9: panel (a) shows ρtyp(ω) for different values of
disorder, while panel (b) presents both ρtyp(ω = 0) and
ζ =
∫∞
−∞ ρtyp(ω)dω as a function of W . As we can see,
for this value of doping, the system enters into the insu-
lating phase [ρtyp(ω = 0)=0] atWc ≈ 1.1, while all states
are localized (ζ = 0) only at Wc2 ≈ 1.75. This behavior
of ρtyp(ω = 0) at Wc is reminiscent of that of a band
insulator, though the total spectral intensity ρav(ω = 0)
remains in all cases finite at the Fermi level. Note that
Wc2 approximately coincides with the disorder at which
the system enters the AMI phase for δ < 0.6, as expected
if the vanishing of ζ mainly depends on the U value.
B. Character of the Anderson-Mott insulator
We want now to characterize the physical properties
of the AMI phase. To this purpose, we shall focus on
the (arithmetic) average DOS ρav(ω) [defined in eq. (5)],
which can be directly connected to spectroscopic experi-
ments. Fig. 8 shows two examples of ρav(ω) for δ = 0.2
and U = 3: one for which the disorder W < U [panel
(a)] and another for which W > U [panel (b)]. In both
cases the system is in the AMI phase, where all states are
localized. Since the typical DOS is zero, meaning that
there is no bath for the impurities to hybridize, within our
TMT approximation impurity sites are effectively in the
atomic limit. In this case, in the absence of disorder εi
the DOS of a single-impurity problem presents two Dirac
delta peaks, one at ω = −U/2 and another at ω = U/2.
As disorder εi is added, these peaks spread in energy
following the flat uniform distribution of the disorder. If
disorder is large enough, these rectangles overlap at small
frequencies, giving rise to the form of the average DOS
seen in Fig. 8.
By looking at the results in panel (a), for W < U ,
we observe that there is a well defined gap at negative
energies in ρav(ω). This profile for the DOS reminds us
that of the slightly doped Mott insulator. In the case of
W > U [panel (b)], on the contrary, a gap is not seen
in ρav(ω). This reminds us of an Anderson insulator. In
the insets of the panels, we show the corresponding occu-
pation n per site and per spin as a function of the on-site
energy ε. In both cases,24 there are sites that are doubly
occupied (n = 1), as in an Anderson insulator, and sites
that are singly-occupied (n = 0.5), as in a Mott insula-
tor (but no empty site as in the V-shaped AMI region).
Since the two systems have characteristics of Anderson
and Mott insulators, we identify both cases as AMI in
the phase diagram of Fig. 1. However, we are tempted
to say that in the case of panel (a) the role played by
Mott mechanism of localization is stronger than that of
Anderson effects. Indeed, the correlation U is larger than
disorder W and a gap is observed in the average DOS.
On the other hand, Anderson mechanism may dominate
over the Mott one in the case where disorder is larger
than correlations [panel (b)]. In the phase diagram, the
first case is observed whenever Wc < W < U = 3, while
the second corresponds to W > U = 3. Similar behavior
occurs for U = 2 and δ > 0.5, for which there is a region
where Wc < U .
We recall that at half-filling (δ = 0) the Mott dom-
inated region for W < Wc ≈ U presents only singly
n = 0.5 occupied sites, being double occupation n = 1
absent.20 On the other hand, for W > U , there exist
doubly- and singly- occupied sites, as well as empty ones,
and the average DOS has no gap. The presence of this
third kind of sites - the empty ones - gives rise to the
V-shaped DOS, as we described in the previous section.
C. Crossover to the V-shaped DOS AMI
Finally, it is useful to see the behavior of the disorder
as a function of chemical potential µ for fixed doping,
showed in Fig. 9. In the metallic phase (for small values
of W ), the W vs. µ curve is sharply vertical. By enter-
ing into the AMI, above W ≈ 1.75, the W vs. µ follows
closely a liner law µ = (δ−0.5)W+U . By further increas-
ing disorder, W vs. µ displays a sharp change in slope
when entering into the V-shaped DOS AMI. For δ val-
ues where V-shaped DOS is observed, µ always increases
with W .
81.5 2.0 2.5 3.0 3.5 4.0
µ
0
1
2
3
4
5
6
7
W
δ=0.02
δ=0.2
δ=0.4
δ=0.6
FIG. 9. Chemical potential µ (x−axis) obtained to keep
the values of δ fixed considering different disorder strengths
(y−axis). Straight lines correspond to fittings of the numer-
ical results in the range where a linear behavior is observed;
note that the lines meet at the point µ = U = 3. Other
parameters used were U = 3 and T = 0.01.
The linear W vs. µ behavior in the AMI region allows
us to establish an equation determining the disorder de-
pendence of the line separating the V-shaped and not
V-shaped DOS AMI. We profit that within our method
in the AMI each impurity site is in the atomic limit (see
Appendix D). In this case, the site is empty if its on-site
energy εd = εi − µ > 0. The value of the disorder where
the first empty site forms must coincide with the highest
possible value of on-site energy εi = W/2, i.e. W/2 = µ.
Plugging this value of µ into the W vs. µ linear relation,
which holds up to the transition into the V-shaped DOS
region, we obtain:
W =
U
1− δ
. (6)
Equation 6, which we display in Fig. 1 as a dashed gray
line, well describes the V-shaped DOS crossover within
the AMI phase that we establish numerically (brown dia-
mond symbols in the figure). This confirms the relation-
ship between V-shaped DOS AMI and the appearance of
empty sites within the insulator phase.
V. CONCLUSION
In this work, we have solved the Anderson-Hubbard
model in the doped case by using the combination of Dy-
namical Mean Field Theory and Typical Medium Theory.
The former describes the Mott transition, while the latter
takes into account Anderson localization effects. We have
built the disorder versus doping phase diagram for three
values of U : U = 1, U = 2, and U = 3, in units of the
clean, non-interacting bandwidth. For any interaction
we observe an Anderson-Mott insulating phase similar to
the one that exists at half-filling. It presents a V-shaped
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FIG. 10. Results for large values of the interaction, U = 3,
U = 4, and U = 5. (a) Average DOS when W = 1.75. (b)
Typical DOS at the Fermi level as a function of W , showing
that the order parameter goes to zero for the same value of
Wc (for U ≥ 3). Other parameters used were δ = 0.6 and
T = 0.01.
DOS around the Fermi level, which we show to be related
to the presence of empty sites in the system. As doping
(and thus the number of carriers in the system) increases,
the empty sites that exist at small doping become occu-
pied; as a consequence, the V-shaped DOS is no more
observed. In addition, when the electronic interaction
becomes stronger, the region without a V-shaped DOS
increases. For U = 3, a large part of the disorder versus
doping phase diagram corresponds to an Anderson-Mott
insulator without the presence of a V-shaped DOS close
to the Fermi level. When there is a large number of elec-
trons, the system is strongly influenced by the combined
effect of disorder, interaction, and doping to form an in-
sulator.
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Appendix A: Spectra and metal-insulator transition
at strong U > 3
We shall show here that the results on the MIT that we
established for the U = 3 case are qualitatively similar
for larger interaction U . Interaction has the effect of
changing the position of the DOS bands. In the presence
of doping, only the low energy band moves proportionally
to the U value. A quasiparticle-like band remains around
the Fermi level; its position does not change by increasing
U to keep the doping δ fixed. In Fig. 10(a), where we
display the average DOS ρav(ω), we can see an example of
this behavior: increasing the interaction does not change
the Fermi level band. This causes the value of Wc not to
change, as can be seen in Fig. 10(b). This phenomenon
only occurs when the bands are far apart (in the Mott
regime W < U of the doped AHM).
Appendix B: Results for U = 3 at half-filling
The evolution of the typical and average DOS as dis-
order increases for the case of U = 3 and no doping is
presented in Fig. 11. The clean system has a Mott gap,
which starts to be filled with localized states as disor-
der increases. The gap eventually closes at the critical
disorder at which the MIT takes place. This behavior is
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FIG. 12. Average DOS ρav(ω) as a function of energy for
(a) δ = 0 and (b) δ = 0.1, which can be compared to the
results for δ = 0.2 in Fig. 3. Insets show the occupation per
site and per spin as a function of ε corresponding to the results
in the main panels. Other parameters used were W = 4,
U = 3, and T = 0.01.
different than the one presented in Fig. 5 for the doped
case, where the clean system is a metal. The V-shaped
DOS is observed at half-filling for all W > Wc, as illus-
trated in the figure for W = 3.25.
Appendix C: V-shaped DOS for different δ
When the V-shaped DOS exists, it is interesting to look
at its evolution as the doping changes, for fixed value of
disorder. The V-shaped DOS is always observed close
to ω = 0, but it changes position relatively to its “back-
ground”. This can be seen when comparing the results
in Fig. 3 for δ = 0.2 with those at half-filling (δ = 0) and
for δ = 0.1, which are in Fig. 12. While in the symmetric
case the V is in the middle of the “top rectangle”, as it
might be, it moves to the right edge as δ increases. Note
that the V-shaped DOS is present at half-filling in the en-
tire AMI phase. This is because in this caseWc ≈ U and,
according to the two-fluid picture of the AMI,24 empty
sites exist in the system for every W > U .
Appendix D: Formation of V-shaped DOS
As mentioned in the main text, we can understand bet-
ter the role played by the empty sites in the formation of
the V-shaped DOS by looking at the DOS for different
single-impurity problems. In Fig. 13 we present it as a
10
function of energy for a few chosen on-site energies. Note
that ρav(ω) shown in Fig. 3(a) is calculated by perform-
ing an average over 300 of these single-impurity problems,
with ε ranging from −W/2 to W/2.
In the DMFT-TMT description of the AMI, the bath
that the impurities “see” vanishes, which means that ef-
fectively we are in the atomic limit of the single-impurity
problems, as previously mentioned. In this case, the im-
purity (d-electron) Green’s function is given by33
Gdσ(ω) =
1− 〈nd−σ〉
ω − εd
+
〈nd−σ〉
ω − εd − U
, (D1)
where εd = ε − µ is the impurity local energy [ε is the
on-site energy in the original AHM - see eq. (1)]. For
very small, negative values of ε, the two poles are below
the Fermi level, implying that 〈nd−σ〉 = 〈ndσ〉 = 1 and
that, according to eq. (D1), the DOS presents only one
peak. This peak moves to larger values of ω when ε
increases, as we can see in panels (a) and (b) of Fig. 13.
Once ε increases towards zero, the single-impurity DOS
has contributions from two peaks, one below and another
above the Fermi level - see panels (c), (d), and (e). As
we move to higher, positive values of ε, the two poles
move above the Fermi level, which means that 〈nd−σ〉 and
〈ndσ〉 tends to vanish. In this case, the single-impurity
DOS presents again only one peak, above the Fermi level,
as exemplified in panels (f) and (g).
We can estimate the average DOS by looking at the
maximum value hmax of the single-impurity DOS as a
function of the energy ωmax at which this maximum
value occurs for different on-site energies, which we plot
in panel (h) of Fig. 13. As we can see, around zero en-
ergy hmax first decreases and then increases, following
the shape of V. This is exactly the behavior seen in the
computed average DOS shown in Fig. 3(b). Note that the
increase of hmax for positive, small values of energy hap-
pens due to the presence of the empty sites, represented
by green symbols in panel (h).
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FIG. 13. (a)-(g) Single-impurity DOS as a function of energy for the different values of the on-site energy ε indicated in the
panels. The impurity (d-electron) energy is εd = ε − µ, where µ ≈ 1.91 for the parameters considered in this figure. For ε
values in (a) and (b), we have double occupation (which we indicate in black) and the DOS presents one peak at εd + U . In
(c) to (e), the DOS presents one peak at εd, which corresponds to an occupied state, and another at εd + U , which is above
the Fermi level and thus empty; this case is indicated in red. Finally, in (f) and (g) the states are empty, which we indicate in
green, and the DOS shows one peak at εd. (h) Maximum value of the single-impurity DOS hmax as a function of the energy
ωmax at which this maximum value occurs for different values of ε, showing the formation of at V-shaped DOS around ω = 0.
Other parameters used were W = 4, δ = 0.2, U = 3, and T = 0.01.
