I. INTRODUCTION
whether by using more periods by processing overlapped whether we can somehow improve this preprocessing.
The questions are even more challenging if we consider the well-known paper of Welch [2] which advocates the use of overlapped segments for the calculation of the periodogram. Since the estimation of the periodogram is equivalent to the estimation of the variance of Fourier coefficients, it seems to be logical that if the use of overlapped segments brings benefit in the estimation of the periodogram, it is beneficial in our case, too. This question will be discussed in detail.
In this paper first of all the basic notations and assumptions are discussed. Then the maximum likelihood estimates are studied for some cases where calculations are relatively simple (cohersegments can help, and ent sampling, additive white noise). After this, consequences dure for colored noise is introduced. Last, simulation results
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lated Fourier coefficients.
z(i) = zo(i) +n(i),
The natural desire is to obtain the best possible results by this, at least in terms of bias and variance of both the Fourier coefficients and of the variances. Therefore, the questions arise whether we utilize the full information present in the signal, where zo(i) is a sample of the noiseless signal, and n(i) is a sample of the observation noise.
The analyzed periodic signal $0 is a multisine, that is, it contains certain harmonics of the basic frequency. As a rule, we measure several periods, but at least two periods of the input. The periodic signal components are measured properly, that is, the sampling theorem is fulfilled, and no overlapping occurs.
Coherent sampling means that the samples of z o cover an integer number of periods of the signal. In the simplest case we will further assume that 20 ( i ) is periodic with the same period Concerning the a priori knowledge, we assume here that the period length (basic frequency) of the signal is exactly known, so we need not extract this from the measured signal. This is not always true: an effective approach to the processing of noisy periodic signals with unknown period length is discussed at this conference in [3] .
As for the noise, in the simplest case we assume that n(i) is white. Later, we will generalize the results for colored noise.
In the paper we assume that the noise is Gaussian, because this is the most often used noise model. For other distributions a similar path of thoughts can be followed as here.
III. GENERAL CONSIDERATIONS
If we have the samples x ( i ) , in order to estimate the Fourier coefficients, we need to fit the sequence with the sum of the harmonics present. As a rule of thumb, m a x i " likelihood estimation is to be used.
If the noise is Gaussian, for the maximum likelihood estimation we need to minimize the following least squares cost function It was shown by [5] that for uniform weighting the minimum of (1) is reached by just the DFT (FFT) of the noisy series at the given frequencies (Ah = SRed(Xk),Bk = 2Imag(Xk)).
Since the above estimate is a Gauss-Markov estimate of the Fourier coefficients [4] , it is also efficient: it is the mini" variance unbiased estimate, so we cannot perform better in our tellllS.
To compute the variance of the Fourier coefficients is equivalent to the computation of the periodogram of the noise, since the variance of the noise is essentially the same as the power of the noise at the given frequencies. We do this by taking the periodogram of the difference between the measured signal and the estimated multisine -this is not precisely equal to the above periodogram, since the signal model is only an estimate, but it is close to it for L >> F.
Below we will show that -at least for a selected simple casethis is again the ML estimate of the variance, so we cannot do better. But before doing this, let us discuss what is the effect of segmentation.
A. Segmentation without overlap
Let z(i), i = 0,. . . , L denote the samples as before. These are obtained via sampling a stationary, stochastic series. Let us assume here that original signal is periodic with period length Tp = NT, and L is an integer multiple of N . We slice up the signal into M = L/N segments (periods), and process each segment separately. This means that we perform DFT (FFT)
on each segment, and take the average of the corresponding points to obtain the Fourier coefficients, and last we calculate the periodogram period by period and take the average of these periodograms.
It is straightforward to see that -apart from a scaling factorthe obtained Fourier coefficients are exactly the same as above (cf. L = MN):
This means that we cannot make anything better than averaging the corresponding Fourier coeficients from no-overlapped segments.
For the case of colored noise (weighted LS, see (1)) this is not that straightforward, but common sense says the two ways of calculation very closely correspond again to each other. We will not dwell on this any further.
The calculation of the variance needs further simplifications.
B. Determination of the Variance for White Noise
As we stated above, we need to evaluate the periodogram of the residuals. The problem we face is that for continuousspectrum signals, like the noise here, the periodogram of the L-point periodogram contains spectrum estimates at L/2 + 1 points (from 0 to 0.5/T, the end points inclusive), while the M periodograms of length L / M contain spectrum estimates at L / M / 2 + 1 points (also from 0 to 0.5/T). Therefore, the two estimations are incompatible, so we cannot directly compare them. We can argue that in the latter case we estimate a more smoothed spectrum than in the first one, but this does not bring us much closer. Therefore, we will make a further simplification. Let us assume that the noise is white, and its spectrum is described by a single parameter (e.g. let the constant value of the discrete-time spectrum is S). Let us determine the ML estimate of S in both cases.
The maximum likelihood estimates of p and a2 of a white Gaussian series n;,i = O...L -1 are known to be
It is also known that (4) has a2xi-1 distribution, with expected value 9 a2.
Therefore, since by neglecting the points at
we have L / 2 -1 complex points ( x k , k = l...L/2 -I), and since both the real and imaginary parts behave like ni above, we can form the estimate for the real and for the imaginary parts, and average the two. This will be analyzed further.
We have the possibility to use two different estimates: one with non-segmented processing (long series), and one with segmented processing. The first one is our reference value (the ML one). We are going to prove that the second one is close to it, therefore, it is also 'almost' optimal.
For the long series, the maximum likelihood estimates are:
This gives the Fourier coefficients at the selected frequencies.
The variance is somewhat more complicated to determine. If we do not segment, the only reasonable choice is to assume that L >> F , and to determine the Fourier amplitudes from the exited lines (see (5)), while determining the noise variance from the non-excited lines:
with xk being the DFT result at index k.
The sum has u2xi-2-2F distribution, the expected value is exactly a2.
For the segmented case, similarly:
the estimate is the same as (3, like we discussed above, and
The sum has u2&(N-2)-2F = a 2 2
. Now, at least for this simple case, we are ready to answer the basic questions. From the segments covering one period without overlapping, we can determine maximum likelihood estimates of the Fourier coefficients, and estimates with asymptotically 0 bias and approximately the same variance
as the maximum likelihood estimate of S. Therefore, at least in this case, no benejit can be obtainedfrom any other procedure, including processing of overlapped segments.
How are these results compatible with Welch's ones? He strongly advocates overlapping. Is there any important difference between the approaches? The answer is yes. In our case we used no windowing, since we concentrated to the determination of the Fourier coefficients. But it is also possible to extract the periodic component, and THEN make a noise analysis with windowed and overlapped segments. The benefit is achieved by using a different model: by using short, windowed segments Welch estimates the points of a smooth spectrum, that is, it uses the information concerning the neighboring points, too. This is certainly better than using the variance at the excitationfrequencies only.
In order to discuss this, we will discuss shortly how to process the Fourier coefficients for overlapped segments.
C. Processing non-synchronized segments
As we have seen above, during the preprocessing of data for frequency domain system identification, we need to average estimates of Fourier coefficients. This is straightforward when each segment corresponds to a period, since then the Fourier coefficients all have the same phase (apart from the effect of the noise). However, when overlapped segments are processed, or the segment length differs from an integer multiple of the the periodic content in each segment will have a different phase. Since the Fourier coefficients are complex numbers, the changing phase destroys the result of averaging. In Welch's method this was not a problem because we used the absolute square of the coefficients, so the phase was eliminated. However, we perform here linear averaging, so the phase is crucial.
Therefore, we need to correct the phase of each Fourier coefficient before averaging, in order to to assure that the phases of the corresponding coefficients are identical.
When the period length is Tp, and the beginning time of the mth segment is TO,, correction is needed. It is easy to see that synchronization occurs when period length,
If this is not true, let gi be . . .
Here vector p contains the parameters Ak and Bk in equation
(1). This matrix U contains also a DC term because it helps to eliminate the offset, but in this paper we will not make use of this.
From the theoretical point of view we can determine the analytical solution of the equation above. Furthermore, the stochastic properties of the solution can also be derived. We know that the model of the measurement and signal is the following:
where n is the noise. The LS solution minimizes the following cost function: (1 1)
Its variance is:
In this section we assume that the distribution of the noise is white Gaussian, therefore the solution of the minimization of the cost function above is Gaussian, too, with the following properties:
-the expected value of the estimate is p (unbiased estimation, moreover the minimum variance linear unbiased estimate),
-the variance is CB = a2(UTU)-' (2 is the variance of the white Gaussian noise).
It is possible to find a formula for the variance estimation, too.
The distribution of o2 is independent of 5 and is 0 2 X 2 / N .
IV. COLORED GAUSSIAN NOISE
In this section we assume that we have additive Gaussian colored noise. Therefore we can estimate the variance with using Welch's method. This is a very efficient method still in the case of non-coherent sampling.
In this case there are problems with theoretical expressions. Because of the adjacent correlated samples it is not easy to specify some of similar expression as above. The colored noise causes that the adjacent segments are correlated, too. From this fact it follows that in the case of the estimation of either the periodogram or the Fourier coefficients we lose the advantage of adding up independent random variables.
The algorithm
The proposed algorithm to compute the Fourier coefficients and its variances is the following:
1. Determine the Fourier coefficients without using overlap. 2. Calculate the noise. 3. Estimate the power spectra of the noise using Welch's 4. Compute the auto covariance function of the noise.
5.
Determine the Fourier coefficients with using the estimated auto covariance of the colored noise (maybe use overlap, as in Welch's method).
method.
Maybe repeat from 2.
Consequently, in the ith iteration step the following relationships are valid:
-the noise is (1) -'Calculate the noise' means that the estimated signal is subtracted from the original signal.
-In step 3. we use Welch's method with the Fourier coefficients computed beforehand either in step 1. or in step 5. (depends on the situation: if we are the first or later cycle).
-In Welch's method it is very important that a windowing function is used. Thus the periodogram estimation can be more efficient than without windowing. Hence the variance of the estimation of the auto covariance function can be reduced. The reason is that in this case we make use of the fact that the original spectra is continuous. -It is not necessary to wait for the small change of the Fourier coefficients, the algorithm can also be used with fixed iteration number.
At the end of the algorithm small a change means that the sum of the absolute values of difference of complex numbers is small. (12) is better for colored noise then using (10) (FFI'): its variance (UTC-'U)-l is smaller than (11).
The advantage of this algorithm is that it works even with noncoherent sampling. Similarly to the white noise, if we use Welch's method, the problem of averaging of complex numbers does not arise.
Furthermore, by estimating the covariance of the noise the estimation of the Fourier coefficients can be more accurate. Thus the estimation of the variance may be better, too.
The disadvantage of the algorithm are that it is more difficult to implement than FlT. It means that for an on-line application, for example on a DSP processor, where we have time limit for the procedures, may not be practicable. But it is not a real limitation for the system identification process where the signal processing and the identification algorithms are off-line.
V. SIMULATION RESUCTS
In this section we show simulation results to confirm the theoretical statements above. The section is split into two main parts. In the first one we study the case when the signal contains only noise. Thus we need only variance estimation because we assume that the expected value is known, it is exactly 0. In the second part we show simulation results when the studied signal contains a periodic component and noise. In this case the estimation of the Fourier coefficients has to be done.
A. Only second order moments estimation
If we study only the noise (noise analysis of the system) then it is not necessary to estimate the Fourier coefficients corresponding to the assumption of the first part of the paper.
Only white noise
In this simulation we set the following parameters:
M=1024 N = 6 4 var{n}=l

= 0
We have obtained from the Monte-Carlo simulations that the expected value of the variance estimation is about 1, as we expected. Furthermore, the Monte-Carlo simulations showed that the estimated Fourier coefficients tend to zero as M is increased.
Simulation results showed that in the case of white noise the variance of the Fourier coefficients and the periodogram cannot be decreased by increasing the overlap. Hence we concluded that the method works well, i.e. the auto covariance function estimation gives asymptotically the correct result.
Only colored noise
B. First and second order estimation
In this subsection we study the case when the x contains both signal and additive noise. In the first example we consider a simple sine wave and coherent sampling.
The parameters of the simulations: M = 5 1 2 N = 6 4 var{n}=l
= 0
Simulations confirmed the theoretical results. Applying Monte-Carlo simulations we observed that the the variance estimation can be more accurate with using our proposed algorithm. Our experience is that about three iteration steps enough to get acceptable result.
VI. CONCLUSIONS
In this paper different possible ways of the analysis of periodic signals have been studied. The main goal is to detemine the Fourier coefficients and its variances for the system identification process. We saw that different assumptions lead to different estimators. We could obtain theoretical results onlyfor the simple cases (independent Gaussian white noise). For other cases we have presented an iterative algorithm. Thus, for system identification we have a chance to increase the accuracy, so that the system identification algorithm will give better result. This paper contains a proposed algorithm which can decrease the variance both of the Fourier coefficient and of the estimated variance.
