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Resumo
O objetivo deste trabalho e´ apresentar uma visa˜o geral sobre as Cadeias de Markov, como
um processo estoca´stico capaz de modelar problemas em diversas a´reas da matema´tica
aplicada e, ale´m disso, apresentar duas dessas aplicac¸o˜es em a´reas distintas. Inicialmente,
sera´ discutida uma base teo´rica de Probabilidade, em matema´tica discreta, bem como
alguns resultados de A´lgebra Linear envolvendo autovalores e autovetores. A seguir,
apresenta-se a definic¸a˜o de Cadeias de Markov e a classificac¸a˜o delas junto a alguns
exemplos. Aborda-se o conceito de medida estaciona´ria e os casos de existeˆncia e unicidade
de tal medida, ale´m da convergeˆncia para a medida atrave´s do limite de poteˆncias da
matriz de transic¸a˜o. Finalmente, sera´ apresentada a aplicac¸a˜o no caso do jogo de tabuleiro
Snakes and Ladders e alguns resultados para as probabilidade de acabar o jogo apo´s n
rodadas, e a utilizac¸a˜o de Cadeias de Markov para estudos de crescimento populacional
de espe´cies de esquilos na˜o-nativos da regia˜o.
Palavras-chave: Cadeias de Markov, medida estaciona´ria, convergeˆncia, processo es-
toca´stico.
Abstract
The goal of this text is to present an overall vision about Markov chains, how a stochastic
process is capable of shaping problems in the diverse fields of applied math and, beyond
that, presents two of the practical applications in distinct fields. First, it will discuss basic
theory in discrete probability and the results of Linear Algebra involving eigenvalues and
eigenvectosr. After that, it will be introduced the concept of stationary distribution
and the cases of existence and unicity of these distributions. In addition, it was study
the convergence through the limiting distribution of matrices powers. Finally, the study
presents an application in the case of the Snakes and Ladders table game and the use of
Markov Chains to study the growth of a population of non-region native squirrel species.
Keywords: Markov Chains, stachastic process, stationary distribuction, convergence.
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8Introduc¸a˜o
Neste trabalho, vamos apresentar algumas noc¸o˜es ba´sicas de Cadeias de Markov,
bem como a aplicac¸a˜o de conceitos de A´lgebra Linear na a´rea. Vamos discutir a con-
vergeˆncia do respectivo processo para a medida estaciona´ria via poteˆncias de matriz, e
apresentamos algumas aplicac¸o˜es, tais como o jogo de tabuleiro Snakes and Ladders e na
a´rea da Biologia em crescimento populacional.
O trabalho sera´ dividido em treˆs cap´ıtulos. Primeiramente, abordaremos aspec-
tos introduto´rios de Probabilidade e de A´lgebra Linear. Sendo assim, apresentaremos
as definic¸o˜es de eventos, espac¸o amostral, probabilidade de um evento e independeˆncia
de eventos. Estudaremos probabilidade condicional, conceito fundamental para a com-
preensa˜o de Cadeias de Markov. Ainda no primeiro cap´ıtulo, veremos alguns to´picos
de A´lgebra Linear, destacando os conceitos de autovalores e autovetores, independeˆncia
linear, bem como resultados relacionados a esses temas, que usaremos nos cap´ıtulos pos-
teriores deste trabalho.
No segundo cap´ıtulo, apresentaremos os principais conceitos de Cadeias de Mar-
kov, definiremos ainda matriz estoca´stica, vetor de probabilidade, distribuic¸a˜o inicial da
cadeia e veremos que um processo estoca´stico pode ser compreendido como um modelo
matema´tico probabil´ıstico que evolui ao longo de um tempo. As Cadeias de Markov di-
ferem dos outros processos estoca´sticos por terem a caracter´ıstica de que a evoluc¸a˜o da
cadeia nos pro´ximos passos depende apenas do momento atual da cadeia, independente
do histo´rico anterior da mesma. Entende-se esse aspecto como uma espe´cie de “perda de
memo´ria”do processo estoca´stico. Para uma compreensa˜o melhor, destacaremos alguns
exemplos como o Passeio Aleato´rio no n-Ciclo, e o Problema do Aluguel de Bicicletas.
A nomenclatura Cadeias de Markov deve-se ao matema´tico russo Andrei An-
dreyevi Markov (1856 - 1922), que obteve resultados em ana´lise e teoria dos nu´meros.
Os estudos iniciais de Markov envolviam ca´lculos de probabilidade para consoantes e vo-
gais, baseado na letra antecedente, em escritos de Pushkin. Na˜o levando em considerac¸a˜o
as letras anteriores, Markov determinou as probabilidades para as letras que viriam em
sequeˆncia.Em geral, existem processos estoca´sticos em tempo cont´ınuo e processos es-
toca´sticos em tempo discreto. No presente estudo, abordaremos apenas as Cadeias de
Markov em tempo discreto.
As medidas estaciona´rias ou invariantes de uma Cadeia de Markov sa˜o uma parte
interessante e fonte de muitos estudos nesta a´rea. Intuitivamente, podemos pensar na
medida estaciona´ria como o momento em que o processo estaciona, no sentido de que
com o passar do tempo, as probabilidades na˜o devem se alterar. Em geral, veremos que
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determinar a medida estaciona´ria de uma Cadeia de Markov parte da soluc¸a˜o de um
sistema linear do tipo v = v · P , onde v e´ um vetor de probabilidade e P e´ uma matriz
de transic¸a˜o associada a uma Cadeia de Markov.
Estudaremos algumas restric¸o˜es na cadeia para a existeˆncia e unicidade de tal
medida, bem como algumas classificac¸o˜es necessa´rias como, por exemplo, o conceito de
cadeias aperio´dicas ou perio´dicas e irredut´ıveis ou redut´ıveis. Para o estudo desses resul-
tados, vamos demonstrar o Teorema de Perron-Frobenius. Veremos que podemos estudar
a medida estaciona´ria a partir de poteˆncia de matriz de transic¸a˜o da Cadeia de Markov,
para isso, veremos um teorema de convergeˆncia por poteˆncias.
No terceiro cap´ıtulo, veremos a aplicac¸a˜o dos conceitos estudados durante os
cap´ıtulos anteriores para o jogo de tabuleiro Snakes and Ladders. Faremos uma inter-
pretac¸a˜o matricial do tabuleiro do jogo e obteremos uma matriz de transic¸a˜o que modela
os passos do pea˜o pelo tabuleiro. Veremos que, pelo tabuleiro utilizado, apo´s muitas
jogadas e´ prova´vel que o pea˜o encontra o fim do tabuleiro. A fim de comprovar essa
hipo´tese, desejamos determinar a convergeˆncia atrave´s da iterac¸a˜o da matriz de transic¸a˜o.
Elabora-se ainda mapas de densidade de probabilidade apo´s alguns lanc¸amentos de dados,
e estudaremos o caso onde ha´ mais de um pea˜o percorrendo o tabuleiro.
Outra aplicac¸a˜o das Cadeias de Markov que apresentaremos no terceiro cap´ıtulo
trata de um estudo de caso de crescimento populacional de algumas espe´cies de animais.
Mais especificamente, estudaremos o caso dos esquilos cinzas e esquilos vermelhos na
regia˜o da Gra˜-Bretanha, e vamos procurar determinar as chances de sobreviveˆncia dessas
espe´cies na mesma regia˜o. Extraindo os dados obtidos em questiona´rios que expo˜em as
aparic¸o˜es dos esquilos, determinamos as probabilidades de crescimento e decrescimento
das espe´cies num intervalo de tempo. Atrave´s dos conceitos de Cadeias de Markov, dese-
jamos compreender a evoluc¸a˜o das espe´cies para um longo per´ıodo de tempo e determinar
as chances de sobreviveˆncia dessas espe´cies.
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1 Conceitos Preliminares
Neste cap´ıtulo, iremos tratar objetivamente de conceitos iniciais de Probabilidade
e de A´lgebra Linear que sera˜o fundamentais para o estudo dos cap´ıtulos seguintes. Inicia-
remos com resultados ba´sicos em Probabilidade discreta, e posteriormente trataremos de
aspectos elementares de A´lgebra Linear que sa˜o requisitos necessa´rios para a compreensa˜o
do trabalho como um todo.
1.1 Introduc¸a˜o a` Probabilidade
1.1.1 Noc¸o˜es Ba´sicas e Definic¸o˜es
Em geral, os experimentos estudados podem ter um modelo determin´ıstico ou
aleato´rio. Entendem-se os experimentos determin´ısticos como aqueles que, repetidos sobre
as mesmas condic¸o˜es, produzira˜o os mesmos resultados. Por exemplo, a Lei de Kepler
para o movimentac¸a˜o planeta´ria pode ser entendido como um modelo determin´ıstico,
assim como as Leis da Gravitac¸a˜o. A a´rea de probabilidade tem o interesse em estudar
os modelos aleato´rios, que sa˜o os experimentos que na˜o produzem os mesmos resultados
quando repetidos sobre as mesmas condic¸o˜es. Neste cap´ıtulo, estamos interessados em
discutir alguns aspectos de teoria da probabilidade em experimentos discretos. Considere
os seguintes exemplos de experimentos aleato´rios:
Exemplo 1.1.1. Lanc¸amos um dado sobre uma superf´ıcie e observamos o nu´mero da
face superior.
Exemplo 1.1.2. Efetuamos treˆs lanc¸amentos de uma moeda e observamos a quantidade
de caras.
Exemplo 1.1.3. Efetuamos treˆs lanc¸amentos de uma moeda e observamos a sequeˆncia
de caras e coroas.
Exemplo 1.1.4. Durante a fabricac¸a˜o de pec¸as, observamos o nu´mero total de pec¸as ate´
que sejam produzidas 10 pec¸as defeituosas.
Exemplo 1.1.5. Observamos o tempo de durac¸a˜o de uma laˆmpada.
Com o objetivo de criar um modelo para representar os experimentos aleato´rios,
podemos descrever os resultados poss´ıveis de um experimento e, principalmente, determi-
nar as chances de um conjunto de resultados poss´ıveis.
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Definic¸a˜o 1.1.1. O conjunto S de todos os resultados poss´ıveis de um experimento e´
denominado de espac¸o amostral.
No Exemplo 1.1.1, que corresponde ao lanc¸amento de um dado, o espac¸o amostral
e´ o conjunto S1 = {1, 2, 3, 4, 5, 6}. Para o Exemplo 1.1.2, teremos o espac¸o amostral
S2 = {0, 1, 2, 3}. Usando a notac¸a˜o de K para coroas e C para caras, o Exemplo 1.1.3
possui espac¸o amostral S3 = {KKK,KKC,KCK,CKK,KCC,CKC,CCK,CCC}.
Note que nos Exemplos 1.1.1, 1.1.2 e 1.1.3, o espac¸o amostral do experimento e´ um
conjunto com uma quantidade finita de elementos. O mesmo na˜o ocorre com o Exemplo
1.1.4, pois na˜o e´ poss´ıvel garantir quando sera´ atingida a quantidade de 10 pec¸as defeituo-
sas. Sendo assim, podemos entender o espac¸o amostral como S4 = {10, 11, 12, 13, 14, . . .},
um subconjunto ilimitado dos naturais e, portanto, com um infinito enumera´vel de ele-
mentos.
Ja´ o Exemplo 1.1.5, onde devemos observar a vida u´til de uma laˆmpada, o espac¸o
amostral e´ um conjunto dos nu´meros reais na˜o-negativos, portanto com um nu´mero infi-
nito e na˜o-enumera´vel de elementos onde S5 = {x ∈ R;x > 0}.
Em geral, trabalharemos com o espac¸o amostral idealizado matematicamente e
diferente do espac¸o amostral realiza´vel. Por exemplo, no caso de mensurar a vida u´til de
uma laˆmpada, nossos instrumentos para medir o tempo possuem limitac¸o˜es. Poder´ıamos
ter um cronoˆmetro com uma precisa˜o de duas casas decimais nos segundos, e neste caso
o espac¸o amostral passaria a ter uma quantidade infinita e enumera´vel de elementos.
Tambe´m poder´ıamos supor que a laˆmpada pararia de funcionar em algum momento,
enta˜o o espac¸o amostral passaria ter uma quantidade finita de elementos. Tomaremos
sempre o espac¸o amostral mais conveniente matematicamente.
Definic¸a˜o 1.1.2. Seja S o espac¸o amostral associado a um experimento. Um subconjunto
de S e´ denominado evento.
O conceito de evento e´ simplesmente um conjunto de resultados poss´ıveis do
experimento. Desta maneira, o pro´prio espac¸o amostral S de um experimento e´ tambe´m
um evento poss´ıvel do mesmo experimento. De forma semelhante, o conjunto vazio ∅
tambe´m e´ um evento. Definiremos alguns eventos associados aos espac¸os amostrais dos
exemplos anteriores. Com relac¸a˜o ao Exemplo 1.1.1, tome o evento A1 onde ocorre um
nu´mero par na face superior, ou seja, A1 = {2, 4, 6}. Com respeito ao Exemplo 1.1.2,
poder´ıamos ter o evento onde na˜o ocorre cara em nenhum lanc¸amento, sendo assim,
A2 = {0}. O subconjunto A3 = {KKK,KKC,KCK,CKK} define o evento onde
ocorreram, pelo menos, duas coroas em treˆs lanc¸amentos de uma moeda como no Exemplo
1.1.3.
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Tomando o Exemplo 1.1.1, suponha que o experimento seja executado duas ve-
zes. Enta˜o poder´ıamos representar o conjunto dos poss´ıveis resultados por S × S. Um
poss´ıvel resultado (s1, s2) ∈ S × S significa que s1 foi obtido na primeira realizac¸a˜o do
experimento e s2 na segunda realizac¸a˜o do experimento. Teremos o espac¸o amostral
S = {(1, 1); (1, 2); (1, 3); (1, 4); ...; (5, 6); (6, 6)} associado ao experimento.
1.1.1.1 Operac¸o˜es entre eventos
Definic¸a˜o 1.1.3. A unia˜o de dois eventos A e B de um experimento ( que denotamos
por A ∪B) e´ o evento que ocorre se pelo menos um deles ocorrer.
Definic¸a˜o 1.1.4. A intersec¸a˜o de dois eventos A e B de um experimento (que denotamos
por A ∩B) e´ o evento que ocorre se ambos ocorrem.
Definic¸a˜o 1.1.5. O complementar de um evento A de um experimento (que denotamos
por Ac) e´ evento que ocorre se, e somente se, A na˜o ocorre.




Ai o evento que ocorre se, e somente se, todos os eventos Ai ocorrerem.




Ai o evento que ocorre se, e somente se, ao menos um dos eventos Ai
ocorrer.
Veja que as Definic¸o˜es 1.1.3 e 1.1.4 podem ser naturalmente estendidas para uma
colec¸a˜o finita de conjuntos. Em relac¸a˜o ao Exemplo 1.1.1, podemos associar os eventos:
1. Evento A: O nu´mero da face superior e´ par.
2. Evento B: O nu´mero da face superior e´ primo.
3. Evento C: O nu´mero da face superior e´ maior que 5.
Sendo assim, podemos representar os seguintes eventos:
• A = {2, 4, 6};
• B = {2, 3, 5};
• Ac = {1, 3, 5};
• A ∪B ∪ C = {2, 3, 4, 5, 6};
• B ∩ C = ∅;
• A ∩B = {2};
Definic¸a˜o 1.1.8. Dois eventos A e B sa˜o denominados mutuamente excludentes, se
eles na˜o puderem ocorrer juntos, ou seja, A ∩B = ∅.
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Observe que no Exemplo 1.1.1, os eventos B e C acima definidos sa˜o mutuamente
excludentes pois na˜o ha´ elementos na sua intersec¸a˜o.
Ate´ o momento, a respeito dos experimentos, associamos os conceitos de espac¸o
amostral como o conjunto de todos os resultados poss´ıveis de um experimento e o conceito
de evento como um subconjunto do espac¸o amostral. Entretanto o interesse no estudo
de um modelo probabilistico e´ saber as chances de determinado evento ocorrer ou na˜o,
ou seja, na˜o temos a certeza de que um evento A ocorrera´ ao realizar o experimento,
diferentemente dos modelos determin´ısticos. Voltemos nossas atenc¸o˜es a fim de encontrar
uma boa maneira de medir as chances de determinados eventos.
Definic¸a˜o 1.1.9. Seja n(A) o nu´mero de vezes em que o evento A ocorreu nas n repetic¸o˜es
do experimento, enta˜o a raza˜o fn,A =
n(A)
n
e´ denominada frequeˆncia relativa de A.
A frequeˆncia relativa de um evento associado a um experimento surge da ideia
de repetir sucessivamente o experimento, de modo que as repetic¸o˜es na˜o dependam dos
resultados anteriores.
Proposic¸a˜o 1.1.1. Sejam A e B eventos e S o espac¸o amostral associado a este evento,
enta˜o sa˜o va´lidas as seguintes propriedades:
1. 0 6 fA 6 1.
2. fA = 1 se, e somente se, ocorrer A em repetic¸a˜o alguma.
3. fA = 0 se, e somente se, na˜o ocorrer A em todas as repetic¸o˜es.
4. Se A e B forem eventos mutuamente excludentes, enta˜o fA∪B = fA + fB.
Tratando da dificuldade em associar um nu´mero real a`s chances de determinado
evento ocorrer, uma poss´ıvel maneira de tratar o problema seria repetir o experimento em
uma grande quantidade de vezes e determinar a frequeˆncia relativa do evento. Imagine o
experimento de jogar uma moeda e observar a face superior, nos 10 primeiros lanc¸amentos
poder´ıamos ter a ocorreˆncia de 9 coroas, o que nos levaria a uma frequencia de coroas
de 9 em 10 arremessos. Nos pro´ximos 10 arremessos, dificilmente repetir´ıamos a mesma
frenqueˆncia de coroas de anteriormente, enta˜o uma certa ”instabilidade”no experimento
seria observada. Desta maneira, na˜o possu´ımos um nu´mero mı´nimo de lanc¸amentos para
obtermos as chances de cada evento ocorrer. O que desejamos e´ uma boa maneira de
possuir tal nu´mero que reproduza as chances de cada evento, independente do observador
e das n repetic¸o˜es do evento.
Definic¸a˜o 1.1.10. Seja S um espac¸o amostral associado a um experimento. A cada
evento A associamos um nu´mero real P (A) denominado probabilidade de A, que sa-
tisfac¸a a`s seguintes propriedades:
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1. 0 6 P (A) 6 1.
2. P (S) = 1.
3. Se A e B forem eventos mutuamente excludentes, enta˜o P (A∪B) = P (A) +P (B).










A definic¸a˜o acima apenas caracteriza algumas propriedades gerais que a proba-
bilidade de um evento A devera´ ter. Ainda na˜o possu´ımos uma maneira de calcular
efetivamente P (A), pore´m alguns resultados iniciais ja´ podem ser estudados com a carac-
terizac¸a˜o das propriedades.
Teorema 1.1.1. Se ∅ for o conjunto vazio, enta˜o P (∅) = 0.
Demonstrac¸a˜o. Seja A um evento qualquer. Da teoria de conjuntos temos que A = A∪∅
e os eventos A e ∅ sa˜o mutuamente excludentes. Logo, pela Propriedade 3 da Definic¸a˜o
1.0.2 P (A) = P (A ∪ ∅) = P (A) + P (∅). Conclu´ındo-se que P (∅) = 0. 
Teorema 1.1.2. Para todo evento A, P (A) = 1− P (Ac).
Demonstrac¸a˜o. Podemos escrever o espac¸o amostral S como a unia˜o disjunta S = A+Ac,
como A e Ac sa˜o mutuamente excludentes, pelas Propriedades 2 e 3 da Definic¸a˜o 1.0.2,
temos P (S) = 1 = P (A) + P (Ac). Imediatamente obtemos P (A) = 1− P (Ac). 
Teorema 1.1.3. Sejam A e B dois eventos do espac¸o amostral S, tais que A ⊂ B, tem-se:
P (A) 6 P (B)
Demonstrac¸a˜o. Como A ⊂ B, enta˜o B = A∪(B∩Ac). Por A e B∩Ac serem mutuamente
excludentes, segue que P (B) = P (A)+P (B∩Ac). Pela Propriedade 1 da Definic¸a˜o 1.0.2,
tem-se que 0 6 P (B ∩ Ac) e da´ı conclu´i-se que P (A) 6 P (B). 
Teorema 1.1.4. Se A e B forem dois eventos quaisquer, enta˜o:
P (A ∪B) = P (A) + P (B)− P (A ∩B)
Demonstrac¸a˜o. Sejam A e B eventos quaisquer, enta˜o podemos reescrever A ∪ B como
A ∪ (B ∩ Ac) onde A e (B ∩ Ac) sa˜o eventos mutuamente excludentes pois B ∩ Ac ⊂ Ac
e Ac ∩ A = ∅. B pode ser reescrito como B = (B ∩ A) ∪ (B ∩ Ac). Logo, tem-se
P (A∪B) = P (A) +P (B∩Ac) e P (B) = P (B∩A) +P (B∩Ac). Subtraindo as equac¸o˜es,
tem-se P (A ∪ B) − P (B) = P (A) + P (A ∩ B) e imediatamente teremos P (A ∪ B) =
P (A) + P (B) + P (A ∩B). 
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Pode ser feita uma generalizac¸a˜o do Teorema 1.1.4 para uma quantidade finita
de eventos A1, A2, A3, . . . , An que iremos apenas enunciar.
Teorema 1.1.5. Sejam A1, A2, . . . , An eventos de um espac¸o amostral, temos:






P (Ai ∩ Aj) +
n∑
i<j<r=3
P (Ai ∩ Aj ∩ Ar) + . . .
+(−1)n−1P (A1 ∩ A2 ∩ . . . ∩ An)
(1.1.1)
Voltemos a nossa atenc¸a˜o para os experimentos que possuem o espac¸o amostral
formado apenas por um nu´mero finito de elementos, ou seja, S pode ser representado por
S = {a1, a2, . . . , an}. Para encontrar uma maneira de calcular P (A) para todo evento A
de S, e´ necessa´ria a compreensa˜o de um eventos simples.
Definic¸a˜o 1.1.11. Seja S um espac¸o amostral com n elementos, diz-se evento simples
a todo evento A = {ai} para algum i ∈ {1, . . . , n}.
Definic¸a˜o 1.1.12. Seja {ai} um evento simples do espac¸o amostral S = {a1, a2, . . . , an}.
Associaremos {ai} um nu´mero pi, denominado probabilidade de {ai}, que satisfaz:
1. pi > 0, i = 1, 2, . . . , n.
2. pi + p2 + . . .+ pn = 1.
Agora devemos buscar uma maneira para calcular as probabilidades dos eventos
que na˜o sa˜o simples. Sendo assim, podemos supor um evento A, constitu´ıdo de k resulta-
dos, onde 1 6 k 6 n, ou seja, podemos escrever A como o conjunto A = {aj1 , aj2 , . . . , ajk}.
Onde A ⊆ S e jm 6= jn,∀m,n ∈ {1, 2, . . . k}. Consequentemente, pela Propriedade 4 da
Definic¸a˜o 1.1.10, podemos calcular a probabilidade P (A) como a soma de eventos simples
P (A) = pj1 + pj2 + . . .+ pjk .
Tratando de espac¸o amostral finito, e´ comum que uma hipo´tese seja utilizada
para a construc¸a˜o de uma modelo para calcular as probabilidades de um evento. Um
caso particular ocorre quando todos os n eventos simples de um espac¸o amostral S sa˜o
veross´ımeis, ou seja, sa˜o igualmente prova´veis como resultado do experimento.
Definic¸a˜o 1.1.13. Sendo assim, a probabilidade de um evento simples A = {ai} e´ P (A) =
1/n onde n e´ o nu´mero de resultados do espac¸o amostral. De forma semelhante, para um
evento B = {b1, b2, . . . , bk} com k resultados, temos que a probabilidade de B e´ dada por
P (B) = k/n.
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Observac¸a˜o 1.1.1. E´ bastante comum que o ca´lculo da probabilidade de um evento A
seja feito da seguinte maneira:
P (A) =
nu´mero de casos favora´veis ao evento A
nu´mero total de resultados poss´ıveis de S
1.1.1.2 Probabilidade Condicional
Um dos principais conceitos estudados em Teoria de Probabilidade e fundamental
para o entendimento do que sera´ proposto no estudo subsequente em Cadeias de Markov
sa˜o os conceitos de Probabilidade Condicional e Independeˆncia de Eventos. Iniciaremos
propondo o seguinte exemplo:
Exemplo 1.1.6. Considere uma urna com 5 bolas pretas e 6 bolas vermelhas onde as
probabilidades de retirada de cada uma das bolas sejam iguais. Suponha que sejam reti-
radas duas bolas, sem reposic¸a˜o da bola retirada. Qual e´ a probabilidade de retirar uma
bola preta na segunda retirada, sabendo que a primeira retirada foi uma bola vermelha?
Considere Pi as bolas pretas e Vi as bolas vermelhas. Sendo assim, temos o espac¸o
amostral S = {P1, P2, P3, P4, P5, V1, V2, V3, V4, V5, V6}. Pelo experimento proposto, temos
que a probabilidade de retirar inicialmente uma bola preta e´ 5
11
, ja´ que possu´ımos 5 bolas
pretas em 11 bolas totais. Pore´m, temos a informac¸a˜o de que ja´ foi retirada uma bola
vermelha e que a mesma na˜o retornou para a urna. A fim de calcular a probabilidade de
retirar uma bola preta num segundo momento, as chances desse evento sa˜o diferentes das
chances de retirada num primeiro momento. Isso ocorre pois a urna da primeira retirada e´
diferente da urna da segunda. Sendo assim, a segunda retirada possui um espac¸o amostral
diferente do espac¸o amostral anterior, denotando por S2 o espac¸o amostral da segunda
retirada, enta˜o S2 = {P1, P2, P3, P4, P5, V1, V2, V3, V4, V5, }. Ou seja, a probabilidade de
retirar uma bola preta passa a ser 5
10
pois permanecemos com 5 bolas pretas mas reduzimos
a 10 bolas totais. Esse exemplo trata do conceito de Probabilidade Condicional ja´ que
gostar´ıamos de calcular a probabilidade de um evento (retirar uma bola preta na segunda
retirada da urna) sabendo o resultado de um evento anterior. Isso causou uma reduc¸a˜o
do espac¸o amostral. Com um formalismo maior, podemos definir da seguinte maneira:
Definic¸a˜o 1.1.14. Sejam A e B dois eventos de um espac¸o amostral e supondo que
P (A) > 0, a probabilidade condicional de B dado A e´ definida por:
P (B|A) = P (A ∩B)
P (A)
Exemplo 1.1.7. Considere o experimento de lanc¸ar um dado duas vezes e observar o
nu´mero presente na face superior em cada um dos lanc¸amentos. Considere enta˜o os
eventos A e B onde A e´ o evento onde ”nos dois lanc¸amentos, os nu´meros observados sa˜o
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menores do que 3”e B o evento onde ”a soma dos nu´meros obtidos nos dois lanc¸amentos
e´ igual a 4”. Queremos saber qual a probabilidade do evento B acontecer, dado que o
evento A ocorreu.
Podemos associar ao experimento o seguinte espac¸o amostral S = {(p, q) : p, q ∈
N, 1 6 p 6 6, 1 6 q 6 6}, o evento A = {(1, 1), (1, 2), (2, 1), (2, 2)}, bem como o evento
B = {(1, 3), (2, 2), (3, 1)}. Segue enta˜o, que a probabilidade de B ocorrer dado que A
ocorreu e´ 1
4
pois o caso (2, 2) e´ o u´nico caso de B que faz parte do evento A ja´ que
obrigatoriamente A deve ocorrer. Podemos perceber que o espac¸o amostral S reduziu-se
para os casos poss´ıveis do evento A.
Utilizando a Definic¸a˜o 1.1.14, podemos perceber que A ∩ B = {(2, 2)}, portanto
P (A ∩ B) = 1
36












Da Definic¸a˜o 1.1.14, podemos estabelecer imediatamente a fo´rmula:
P (A ∩B) = P (A) · P (B|A)
e uma generalizac¸a˜o dessa expressa˜o sera´ enunciada no lema seguinte.
Lema 1.1.2. Sejam A1, A2, . . . , An eventos do espac¸o amostral S, onde esta´ definida
a probabilidade P , tem-se:
P (A1 ∩ A2 ∩ . . . ∩ An) = P (A1) · P (A2|A1) · P (A3|A2 ∩ A1) · . . . · P (An|A1 ∩ A2 . . . An−1)
1.1.1.3 Eventos independentes e fo´rmula das probabilidades totais
Definic¸a˜o 1.1.15. Dizemos que os eventos B1, B2, . . . , Bk representam uma partic¸a˜o
do espac¸o amostral S quando:
1. Bi ∩Bj = ∅ para todo i 6= j.
2. ∪ki=1Bi = S.
3. P (Bi) > 0 para todo i.
Isso nos diz que, dado um experimento, apenas um dos eventos Bi ocorre.
Exemplo 1.1.8. No lanc¸amento de um dado de 6 faces, B1 = {1, 2}, B2 = {3, 4, 5}
e B3 = {6} formam uma partic¸a˜o de S = {1, 2, 3, 4, 5, 6}, enquanto C1 = {1, 2, 3} e
C2 = {2, 4, 5, 6} na˜o representam pois 2 ∈ C1 e 2 ∈ C2.
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Atrave´s da utilizac¸a˜o de partic¸o˜es, poderemos compreender o conceito de pro-
babilidades totais e a fo´rmula que enunciaremos adiante. Uma maneira interessante de
decompor um evento A como unia˜o disjunta de eventos mutuamente excludentes e´ na
forma:
A = (A ∩B1) ∪ (A ∩B2) ∪ . . . ∪ (A ∩Bk)
Como visto anteriormente, pela Propriedade 4 da Definic¸a˜o 1.1.10, podemos ainda escre-
ver a probabilidade de P (A) da seguinte forma:
P (A) = P (A ∩B1) + P (A ∩B2) + . . .+ P (A ∩Bk)
Onde B1, B2, . . . , Bk e´ uma partic¸a˜o do espac¸o amostral. Ademais, segue que P (A∩Bi) =
P (A|Bi) ·P (Bi). Aplicando essa propriedade, podemos reescrever P (A) na Fo´rmula das
Probabilidades Totais, como:
P (A) = P (A|B1) · P (B1) + P (A|B2) · P (B2) + . . .+ P (A|Bk) · P (Bk)
Definic¸a˜o 1.1.16. Sejam A e B eventos, dizemos que A e B sa˜o eventos indepen-
dentes se, e somente se, P (A ∩B) = P (A) · P (B).
A definic¸a˜o de eventos independente nos fornece os casos onde, dado que um de-
terminado evento aconteceu, essa informac¸a˜o nos acrescenta em nada para que o segundo
evento ocorra. Ilustraremos melhor a definic¸a˜o atrave´s do seguinte exemplo proposto:
Exemplo 1.1.9. Suponhamos que um dado seja lanc¸ado duas vezes. Definamos os even-
tos A e B como:
A = {o primeiro dado mostra um nu´mero par} e B = {o segundo dado mostra 5 ou
6} Sendo assim, temos que: (A ∩ B) = {(2, 5); (2, 6); (4, 5); (4, 6); (6, 5); (6, 6)} e como








metade dos casos o primeiro dado sera´ par e na outra metade sera´ ı´mpar, e P (B) = 1/3
pois temos apenas 2 possibilidades em 6 para o lanc¸amento do segundo dado. Logo,
P (A) · P (B) = P (A ∩ B). Ou seja, os eventos A e B sa˜o eventos independentes. Intui-
tivamente podemos perceber que o resultado no primeiro dado na˜o interfere no resultado
do segundo lanc¸amento, e dessa maneira fica configurado a ideia de independeˆncia de
eventos.
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1.2 Conceitos Ba´sicos em A´lgebra Linear
Esta subsec¸a˜o aborda os conceitos preliminares necessa´rios para um melhor en-
tendimento de resultados apresentados em cap´ıtulos seguintes. Foram selecionados alguns
conceitos mais importante e tambe´m partimos ja´ de uma base que o leitor deve ter para
acompanhar o trabalho. Estamos tomando como ja´ conhecido os conceitos de determi-
nantes e suas propriedades, espac¸o vetorial, sistemas lineares e outros conceitos vistos
em um curso ba´sico de A´lgebra Linear. Sendo assim, apresentaremos as definic¸o˜es de
autovalores e autovetores, independeˆncia linear e algumas proposic¸o˜es necessa´rias. Para
um estudo maior, o leitor podera´ encontrar mais informac¸o˜es em LIMA (2009), POOLE
(2006) e STRANG (2006).
1.2.1 Autovalores e Autovetores
Definic¸a˜o 1.2.1. Seja A uma matriz real de ordem n. Dizemos que λ ∈ C e´ autovalor
de A se existir um vetor x na˜o nulo tal que Ax = λx. Ademais, nesse caso, dizemos que
x e´ um autovetor de A associado ao autovalor λ.
Observac¸a˜o 1.2.1. Encontrar os autovalores de uma matriz A e´ determinar as soluc¸o˜es
da equac¸a˜o det(A − λI) = 0. Assim, para que λ ∈ C seja um autovalor da matriz
A, e´ necessa´rio e suficiente que (A − λI) seja uma matriz singular. Chama-se ainda
pA(λ) = det(A− λI) o polinoˆmio caracter´ıstico de A, e dessa forma os autovalores sera˜o
as ra´ızes do polinoˆmio caracter´ıstico.
Para uma compreensa˜o melhor da definic¸a˜o anterior, vamos tomar um exemplo
para um matriz de grau 2 e determinar os seus autovalores e autovetores.
Exemplo 1.2.1. Determinar o polinoˆmio caracter´ıstico, os autovalores e autovetores







O polinoˆmio caracter´ıstico de A e´ dado por:
pA(λ) = det(A− λI) = λ2 − λ− 2 = (λ+ 1) · (λ− 2).
Portanto, pela observac¸a˜o acima, temos que λ1 = −1 e λ2 = 2 sa˜o os autovalo-
res da matriz A. Queremos agora determinar os autovetores associados aos autovalores
encontrados. Sendo assim, determinaremos as soluc¸o˜es na˜o nulas para Ax = (−1)x e
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Sendo assim, o sistema linear possui infinitas soluc¸o˜es, e todo vetor satisfazendo
a = b, b 6= 0, sera´ autovetor de A, ou seja, sem perda de generalidade, podemos tomar o
autovetor xT = (1 1) como autovetor associado ao autovalor λ1 = −1. Analogamente,
podemos tomar o autovetor xT = (5 2) associado ao autovalor λ2 = 2.
Em geral, determinar os autovalores de uma matriz na˜o e´ algo simples, como
por exemplo, para matrizes de ordem superiores a 4 na˜o temos fo´rmulas fechadas para
determinar as ra´ızes do polinoˆmio caracter´ıstico associado. Para isto, sa˜o interessantes
algumas relac¸o˜es entre a matriz A e seus autovalores, como veremos a seguir: Para os
resultados dos cap´ıtulos seguintes, e´ importante encontrar uma relac¸a˜o entre os autova-
lores de uma matriz A e os autovalores das poteˆncias de A. Sendo assim, apresentamos a
seguinte proposic¸a˜o:
Proposic¸a˜o 1.2.1. Seja A uma matriz com autovalor λ associado ao autovetor x. Enta˜o,
para qualquer n ∈ N, n ≥ 1, λn sera´ autovalor de An e x sera´ um autovetor associado.
Demonstrac¸a˜o. Queremos demonstrar que vale a igualdade An.x = λn.x. Para isto, fare-
mos uma demonstrac¸a˜o por induc¸a˜o em n. Sendo assim, para n = 1, temos por hipo´tese
que λ e´ autovalor de A e x seu autovetor, enta˜o A.x = λ.x. Agora, tome como hipo´tese
de induc¸a˜o que seja va´lido para n = k inteiro positivo, ou seja, Ak.x = λk.x.
Devemos provar que o resultado segue tambe´m para n = k + 1. Temos enta˜o:
Ak+1.x = A(Ak).x





= A.(λk.x) = λk(A.x)
E como A.x = λ.x, segue finalmente que:
Ak+1.x = λk(λ.x) = λk+1.x
Portanto, λn e´ autovalor de An e x e´ autovetor associado a este autovalor. 
Um outro resultado importante e´ a independeˆncia linear entre dois autoveto-
res associados a autovalores distintos. Para apresentar este resultado, definiremos inde-
pendeˆncia linear e demonstraremos uma proposic¸a˜o a seguir:
Definic¸a˜o 1.2.2. Sejam v1, v2, · · · , vn vetores no espac¸o vetorial real V e a1, a2, · · · , an
nu´meros reais. Considere a equac¸a˜o vetorial a1v1 +a2v2 + · · ·+anvn = 0. Dizemos que os
vetores v1, v2, · · · , vn sa˜o linearmente independentes se a u´nica soluc¸a˜o da equac¸a˜o
for a1 = a2 = · · · = an = 0. Caso contra´rio, dizemos que os vetores v1, v2, · · · , vn sa˜o
linearmente dependentes.
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Observac¸a˜o 1.2.2. Em um conjunto de vetores linearmente dependentes, pelo menos um
deles pode ser escrito como combinac¸a˜o linear dos demais. De fato, se v1, v2, · · · , vn sa˜o li-
nearmente dependentes, existem, por definic¸a˜o nu´meros reais na˜o todos nulos a1, a2, · · · , an
tais que a1v1 + a2v2 + · · · + anvn = 0. Sem perda de generalidade, suponha que a1 6= 0.
Enta˜o a1v1 = −a2v2 − a3v3 · · · − anvn, e portanto v1 = −a2a1v2 − a3a1v3 − . . .− ana1 vn
Uma outra caracter´ıstica dos autovetores de uma matriz A e´ que eles formam um
subespac¸o vetorial ao adicionarmos o vetor nulo ao conjunto dos autovetores, ja´ que por
definic¸a˜o o vetor nulo na˜o e´ autovetor. Ale´m disso, os autovetores sa˜o de fato linearmente
independentes, como podemos compreender na proposic¸a˜o a seguir.
Proposic¸a˜o 1.2.2. Seja Ap×p uma matriz com λ1, λ2, ..., λn autovalores distintos de A
com os respectivos autovetores v1, v2, ..., vn. Enta˜o v1, v2, ..., vn sa˜o linearmente indepen-
dentes.
Demonstrac¸a˜o. Vamos fazer uma demonstrac¸a˜o por absurdo. Suponha que v1, v2, ..., vn
sa˜o linearmente dependentes. Sendo assim, existe um vetor vk+1 que pode ser escrito
como combinac¸a˜o linear autovetores anteriores, ou seja, vk+1 = c1.v1 + c2.v2 + · · ·+ ck.vk.
Assumimos tambe´m que v1, v2, . . . , vk sa˜o linearmente independentes.
Da equac¸a˜o Avk+1 = λk+1vk+1, temos:
λk+1vk+1 = A.(c1.v1 + c2.v2 + · · ·+ ck.vk)
= c1.A.v1 + c2.A.v2 + · · ·+ cn.A.vk
= c1.λ1.v1 + c2.λ2.v2 + · · ·+ ck.λk.vk (1.2.1)
A u´ltima igualdade decorre diretamente da hipo´tese de λi ser autovetor associado a vi
para todo i ∈ {1, ..., k}. Multiplicando vk+1 = c1.v1 + c2.v2 + · · · ck.vk por λk+1, temos:
λk+1.vk+1 = c1.λk+1.v1 + c2.λk+1.v2 + · · · ck.λk+1.vk (1.2.2)
Subtraindo as equac¸o˜es (1.2.1) e (1.2.2), teremos:
0 = c1.(λ1 − λk+1) + c2.(λ2 − λk+1) + · · ·+ ck.(λk − λk+1)
Da independeˆncia linear de v1, v2, ..., vk, conclui-se:
0 = c1.(λ1 − λk+1).v1 = c2.(λ2 − λk+1).v1 = · · · = ck.(λk − λk+1).vk
Como, por hipo´tese, os autovalores sa˜o distintos e os autovetores sa˜o na˜o nulos, enta˜o
para todo i ∈ {1, ..., k} deveremos ter (λi − λk+1)vi 6= 0 e portanto ci = 0. Logo:
vk+1 = c1.v1 + c2.v2 + · · · ck.vk = 0.v1 + 0.v2 + · · ·+ 0.vk = 0
Mas isso contradiz o fato de vk+1 ser autovetor. Portanto, segue que v1, v2, ..., vn sa˜o
linearmente independentes. 
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Proposic¸a˜o 1.2.3. Seja An×n uma matriz. Enta˜o, A e AT possuem os mesmos autova-
lores
Demonstrac¸a˜o. Note que (A − λI)T = AT − (λI)T = AT − λI, pois λI e´ uma matriz
diagonal. Pelo fato, det(A) = det(AT ), conclui-se que det(A−λI) = det(AT −λI). Logo,
A e AT possuem o mesmo polinoˆmio caracter´ıstico, e desta forma possuem os mesmos
autovalores. 
Proposic¸a˜o 1.2.4. Seja Ap×p uma matriz com λ1, λ2, ..., λn autovalores associados a
v1, v2, . . . , vn respectivamente. Enta˜o a matriz Aα = (A − αI), com α ∈ R, possui os
autovalores (λ1 − α), (λ2 − α), ..., (λn − α).
Demonstrac¸a˜o. Veja inicialmente que A−λI = Aα +αI−λI = Aα + (α−λ)I. Portanto,
temos que det(A − λI) = det(Aα + (α − λ)I). Escrevendo o polinoˆmio caracter´ıstico
de A, temos: pA(x) = (λ − λ1)(λ − λ2) · . . . · (λ − λn) pois, por hipo´tese, λ1, λ2, ..., λn
sa˜o os autovalores de A, e portanto as ra´ızes do seu polinoˆmio caracter´ıstico. Assim,
tomando λ = λi para todo i ∈ {1, · · · , n}, segue que det(A − λiI) = 0. Portanto,
det(Aα + (α−λi)I) = 0. Sendo assim, −(α−λi) sa˜o as ra´ızes do polinoˆmio caracter´ıstico
de Aα, dado por pAα(λ) = det(Aα− λI). Segue que (λi− α) e´ autovalor de Aα para todo
i ∈ {1, · · · , n}. 
Esses sa˜o alguns resultados que consideramos importantes para a discussa˜o dos
pro´ximos cap´ıtulos. Na sequeˆncia, trataremos diretamente das Cadeias de Markov, com
definic¸a˜o, exemplos, classificac¸o˜es, entre outros. Em seguida, vamos discutir a ideia de me-
dida estaciona´ria de uma cadeia, e como esta pode ser estimada pelo ca´lculo das poteˆncias
da matriz de transic¸a˜o respectiva.
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2 Cadeias de Markov
2.1 Noc¸o˜es ba´sicas e definic¸o˜es
Um processo estoca´stico de paraˆmetro discreto pode ser visto como uma des-
cric¸a˜o das relac¸o˜es entre as varia´veis aleato´rias X0, X1, X2,. . . .Aqui veremos as Cadeias
de Markov como um tipo especial de processos estoca´sticos. Estudaremos apenas as ca-
deias de Markov onde os eventos acontecem em pontos discretos de um espac¸o de estados
Ω finito ou infinito enume´ravel, e Xt representa o estado de um evento que ocorre no
instante t, geralmente atribu´ıda a ideia de tempo. O aspecto interessante das cadeias de
Markov e´ o fato de esturdamos fenoˆmenos onde o estado atual da cadeia pode ser des-
crito conhecendo-se apenas o estado imediatamente anterior, independentemente de todo
o histo´rico anterior da colec¸a˜o de varia´veis.
Definic¸a˜o 2.1.1. Seja Ω um espac¸o de estados. Uma cadeia de Markov em Ω e´ uma
colec¸a˜o {Xt : t ∈ T} de varia´veis aleto´rias com valores em Ω, tal que, se P(X0 = x0, X1 =
x1, . . . , Xt = xt) 6= 0 e´ va´lida a propriedade:
P[Xt+1 = y|X0 = x0, X1 = x1, . . . , Xt = x]=P[Xt+1 = y|Xt = x],
∀t ∈ T e para todos x0, x1, x2, ..., xt ∈ Ω.
Podemos entender a propriedade acima como se a determinac¸a˜o de um estado
dependesse unicamente do estado imediatamente anterior a esse, e todo o passado pudesse
ser descartado. Como uma espe´cie de ”perda de memo´ria”, essa propriedade e´ conhecida
como propriedade Markoviana.
Observac¸a˜o 2.1.1. Neste trabalho, estudaremos as cadeias de Markov em tempo discreto
e fixaremos enta˜o T = N, a menos que se diga o contra´rio. Tambe´m estudaremos apenas
cadeias de Markov com espac¸o de estados finito e podemos considerar, sem perda de
generalidade que Ω ⊂ N
Durante o estudo de cadeias de Markov, dependendo do espac¸o de estados, te-
remos que recorrer ao ca´lculo de diversas probabilidades condicionais. Em virtude disso,
se faz necessa´ria uma boa maneira de organizar os ca´lculos e, para isto, introduziremos
algumas notac¸o˜es de teoria das matrizes. Primeiramente estudaremos alguns exemplos
que possibilitem uma interpretac¸a˜o mais simples das cadeias de Markov.
Exemplo 2.1.1. Suponha que determinada cidade conta com treˆs estac¸o˜es de aluguel tem-
pora´rio de bicicletas (Estac¸a˜o Norte, Estac¸a˜o Centro e Estac¸a˜o Sul) e desejamos estudar
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o comportamento das bicicletas ao longo dos dias conforme forem alugadas. Suponha que
se determine os seguintes dados:
• Das bicicletas retiradas na Estac¸a˜o Norte, 50% retornam ao local no fim do dia,
25% finalizam o dia na Estac¸a˜o Centro e o restante na Estac¸a˜o Sul.
• Das bicicletas retiradas na Estac¸a˜o Centro, 50% terminam o dia na Estac¸a˜o Norte
e o restante na Estac¸a˜o Sul.
• Das bicicletas retiradas na Estac¸a˜o Sul, 25% terminam o dia na Estac¸a˜o Norte,
25% na Estac¸a˜o Centro e o restante retorna a Estac¸a˜o Sul.
Note que o processo acima pode ser descrito por uma cadeia de Markov, de
estado Ω = {1, 2, 3}, onde 1 representa a Estac¸a˜o Norte, 2 a Estac¸a˜o Centro e 3 a Estac¸a˜o
Sul. Note que independentemente do trajeto que a bicicleta fez nos dias anteriores com
outros clientes, isso na˜o interfere no trajeto que um novo cliente ira´ fazer. Podemos enta˜o
determinar a probabilidade da bicicleta estar num estado ao final do dia sabendo apenas
o estado em que a bicicleta iniciou o dia.
Definic¸a˜o 2.1.2. Sejam i, j ∈ Ω e t ∈ N, chama-se probabilidade de transic¸a˜o da
cadeia do estado i para o estado j, pij = P[Xt+1 = j|Xt = i]. Isto e´, a probabilidade de
estar no estado j sabendo que imediatamente antes estava-se no estado i da cadeia.
Definic¸a˜o 2.1.3. Sejam pi,j,∀i, j ∈ Ω, as probabilidades de transic¸a˜o da cadeia de Mar-
kov, chama-se matriz de transic¸a˜o da cadeia de Markov a matriz P = [pij]i,j∈Ω.
Com isso, podemos identificar as seguintes probabilidades de transic¸a˜o da cadeia
no Exemplo 2.1.1 e ainda sistematizar tais dados de forma matricial, onde teremos:
p11 = p2,1 = p2,3 = p3,3 = 0, 5
p1,2 = p1,3 = p3,1 = p3,2 = 0, 25
p2,2 = 0
E matriz de transic¸a˜o P:
P =
 0, 5 0, 25 0, 250, 5 0 0, 5
0, 25 0, 25 0, 5

Podemos ainda representar em forma de grafo, onde os estados sa˜o os ve´rtices e
existe um arco entre os ve´rtices i e j se, e so´ se pij > 0
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Notemos que cada elemento pij representa a probabilidade de estar no estado j,




pij = 1. Em outras palavras, a soma de todos os elementos de uma mesma linha
sempre vale um. Uma matriz com essa propriedade e´ denominada matriz estoca´stica.
Definic¸a˜o 2.1.4. Seja P = [pij]i,j∈Ω uma matriz quadrada. Diz-se que P e´ uma matriz
estoca´stica se ambas as propriedades sa˜o va´lidas:




pij = 1,∀i ∈ Ω
E´ necessa´rio expandir as transic¸o˜es na Cadeia de Markov para va´rios passos, isto
e´, determinar as probabilidades de transic¸o˜es entre estados apo´s um per´ıodo k de tempo.
Ou seja, queremos determinar a probabilidade transic¸a˜o do estado i no tempo t para
o estado j no tempo (t + k) ou, melhor dizendo, a probabilidade de transic¸a˜o entre os
estados apo´s k passos.
Definic¸a˜o 2.1.5. Sejam i, j ∈ Ω e k ∈ N, denotaremos por p(k)ij a probabilidade de






ij = P[Xt+k = j|Xt = i]
Observac¸a˜o 2.1.2. Para um caso particular com k = 2, podemos perceber que a mudanc¸a
do estado i para o estado j em dois passos deve ocorrer de forma que no primeiro passo
se transite do estado i para um estado n e imediatamente depois se transite do estado n
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Ainda no Exemplo 2.1.1, podemos verificar a probabilidade de uma bicicleta estar
no estado k daqui a dois dias, sabendo que hoje ela se encontra no estado i. Tome por
exemplo a pergunta: Qual a probabilidade de uma bicicleta estar na Estac¸a˜o Centro (2)
daqui a 2 dias, sabendo que hoje ela se encontra na Estac¸a˜o Norte (1)? O evento da
bicicleta estar na Estac¸a˜o Centro (2) daqui a 2 dias e´ a unia˜o disjunta dos eventos:
• Permanecer no Norte (1) e depois ir para o Centro (2);
• Ir para o Centro (2) e depois permanecer no Centro (2);
• Ir para o Sul (3) e depois ir para o Centro (2);
Em termos de probabilidade, permanecer no Centro (2) e depois ir para o Norte
(1) e´ a probabilidade condicional da bicicleta ir para o Centro (2) dado que ela esta´ no
Centro (2) multiplicada pela probabilidade condicional de ir para o Norte (1) dado que
ela esta´ no Centro (2). Com racioc´ınio similar para os outros eventos, teremos que:
p
(2)
12 = p11 · p12 + p12 · p22 + p13 · p32.
Note que o lado direito da equac¸a˜o e´ o produto escalar do vetor primeira linha de P pelo
vetor segunda coluna de P.
Exemplo 2.1.2. Dada uma playlist de mu´sica com mu´sicas apenas nos estilos pop e
rock, suponha que o modo de reproduc¸a˜o automa´tico baseie-se apenas na mu´sica atual
para determinar a pro´xima mu´sica que ira´ reproduzir. Assim, se uma mu´sica pop e´
reproduzida, a chance da pro´xima mu´sica ser pop e´ dada por p, e se foi reproduzida uma
mu´sica de rock, a probabilidade de voltar a reproduzir uma mu´sica de rock e´ dada por q.
E´ poss´ıvel descrever o processo anterior via cadeias de Markov, com espac¸o de
estados Ω = {1, 2}, em que 1 indica pop e 2 indica rock, supondo que toda mu´sica so´
possa ser classificada em apenas um dos estilos. Podemos considerar as probabilidades de
transic¸o˜es da seguinte maneira:
p11 = p
p12 = 1− p
p21 = 1− q
p22 = q
Reescrevendo da sua forma matricial, teremos que a matriz de transic¸a˜o da cadeia
e´ dada por:






Definic¸a˜o 2.1.6. Chama-se vetor probabilidade, qualquer vetor υ = (υ1, υ2, ..., υk), k ∈
N,tal que 0 ≤ υi ≤ 1, para todo i ∈ {1, 2, ..., k} e υ1 + υ2 + ...+ υk = 1.
Observac¸a˜o 2.1.3. Sendo assim, podemos tomar um vetor probabilidade para representar
a distribuic¸a˜o inicial da cadeia de Markov. Ou seja, podemos caracterizar uma cadeia
de Markov por um espac¸o de estados Ω, uma distribuic¸a˜o inicial υ0 e uma matriz de
transic¸a˜o de transic¸a˜o P.
Sob as condic¸o˜es do Exemplo 2.1.2, considere a informac¸a˜o que a primeira mu´sica
reproduzida foi pop. Desejamos obter as probabilidades da n-e´sima mu´sica reproduzida
ser pop ou rock. Tomaremos o vetor vn = (vn(1), vn(2)) que representa as probabilidades
de ser pop ou rock apo´s n trocas de mu´sicas e o vetor v0 = (1 0), que representa a
reproduc¸a˜o inicial ser pop.vn(1) = P[Xn = 1|X0 = 1]vn(2) = P[Xn = 2|X0 = 1]
Enta˜o, pela Definic¸a˜o 2.1.5, temos:
vn+1(1) = P[Xt+1 = 1|X0 = 1]
= P[Xt+1 = 1, Xt = 1|X0 = 1] + P[Xt+1 = 1, Xt = 2|X0 = 1]
= P[Xt+1 = 1|Xt = 1, X0 = 1] · P[Xt = 1|X0 = 1]+
P[Xt+1 = 1|Xt = 2, X0 = 1] · P[Xt = 2|X0 = 1]
= p11 · vn(1) + p21 · vn(2)
= p · vn(1) + (1− q) · vn(2)
De forma ana´loga, podemos determinar vn+1(2) = (1 − p) · vn(1) + q · vn(2).
Perceba agora que o produto do vetor vn pela matriz de transic¸a˜o P resultaria no vetor
vn+1 encontrado, o que nos leva a pro´xima observac¸a˜o bastante u´til.
Observac¸a˜o 2.1.4. Seja {Xi}i∈Ω uma cadeia de Markov com espac¸o de estados Ω, matriz
transic¸a˜o P e o vetor vt a distribuic¸a˜o de Xt: vt(x) = P{Xt = x},∀x ∈ Ω. Sendo assim,
podemos determinar a distribuic¸a˜o da cadeia no tempo t+ 1 como:
vt+1 = vt · P
E ainda:
vt = v0 · P t
Isso nos mostra que a probabilidade de transic¸a˜o do estado i para o estado j em t passos
e´ a ij-e´sima entrada da matriz de transic¸a˜o P t.
Cap´ıtulo 2. Cadeias de Markov 28
Com o aux´ılio do software MATLAB 2011R, calculamos algumas poteˆncias da
matriz de transic¸a˜o P do Exemplo2.1.1:
A2 =
 0.4375 0.25 0.31250.375 0.375 0.25
0.4375 0.1875 0.375
A3 =




 0.4209 0.2636 0.31540.4238 0.2558 0.3203
0.4189 0.2685 0.3125
A50 =
 0.4210 0.2631 0.31570.4210 0.2631 0.3157
0.4210 0.2631 0.3157

Como essas matrizes Ak nos fornecem as probabilidades apo´s k passos, analisando
na ordem crescente de k podemos notar que a matriz ”converge”para uma igualdade entre
as linhas. Os vetores linhas na matriz A5, por exemplo, possuem diferenc¸a nas entradas
apenas na segunda casa decimal. A matriz A50 possui linhas iguais se tormarmos apenas
4 casas decimais. Isso nos indica que as poteˆncias de A tendem a gerar uma matriz com
todas as suas linhas iguais. Ja´ que p11 = p21 = p31, isso indica que a probabilidade de estar
no estado (1) apo´s alguns passos independe do estado inicial da cadeia, e isso ocorre ainda
para todos os outros estados da cadeia. Adiante estudaremos a distribuic¸a˜o estaciona´ria
de uma Cadeia de Markov e veremos sob quais condic¸o˜es a distribuic¸a˜o estaciona´ria existe
e e´ u´nica.
Exemplo 2.1.3. Considere um c´ırculo com n pontos igualmente espac¸ados conforme fi-
gura a seguir:
Denominaremos o exemplo anterior de Passeio Aleato´rio Simples no n-Ciclo se as
probabilidade de transic¸a˜o entre os pontos do ciclo forem:pxy =
1
2
, se x ≡ y ± 1 mod n
0, caso contra´rio
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2.2 Classificac¸o˜es de uma Cadeia de Markov
O objetivo desta sec¸a˜o e´ classificar as cadeias de Markov sob algumas carac-
ter´ısticas necessa´rias para estudos posteriores. Classificaremos as cadeias quanto a sua
periodicidade, bem como o fato de uma cadeia ser redut´ıvel ou irredut´ıvel.
Definic¸a˜o 2.2.1. Uma Cadeia de Markov e´ irredut´ıvel se dados quaisquer i, j ∈ Ω,
existe r ∈ N tal que p(r)ij > 0, ou seja, e´ sempre poss´ıvel transitar entre dois estados
com uma quantidade r de passos. Caso contra´rio, dizemos que a Cadeia de Markov e´
redut´ıvel.
Definic¸a˜o 2.2.2. Dada uma cadeia de Markov de espac¸o de estado Ω finito, definimos
per(x) ou per´ıodo do estado x ∈ Ω, como:
per(x) = m.d.c(Tx), onde Tx = {t ≥ 1; p(t)xx > 0}
Observac¸a˜o 2.2.1. A definic¸a˜o acima nos mostra que o per´ıodo de um estado e´ o ma´ximo
divisor comum de todos os r′s onde r e´ a quantidade de passos utilizados para retornar
ao estado x.
Definic¸a˜o 2.2.3. Se para todo x ∈ Ω, per(x)=1, enta˜o a cadeia de Markov e´ dita
aperio´dica. Caso contra´rio, a cadeia e´ dita perio´dica.
Observac¸a˜o 2.2.2. Se uma cadeia de Markov e´ irredut´ıvel, enta˜o m.d.c(Tx)=m.d.c(Ty),
para todos x, y ∈ Ω.
Para uma melhor compreensa˜o da Definic¸a˜o 2.2.3, estudaremos o Exemplo 2.1.3
do Passeio Aleato´ria Simples no n-Ciclo. Tal cadeia e´ irredut´ıvel ja´ que qualquer estado
pode ser alcanc¸ado em uma quantidade finita de passos a partir de um outro estado.
Analisando apenas o per´ıodo de um dos estados da cadeia, podemos verificar se tal cadeia
e´ perio´dica ou aperio´dica. Para isso, tome um estado k qualquer da cadeia. Uma das
formas de retornar ao estado k e´ caminhar uma quantidade p de passos num sentido e
depois retornar ate´ o estado k no outro sentido, dando portanto 2p passos na cadeia. Um
outra maneira de retornar ao estado k e´ andar apenas em um sentido da cadeia ate´ que
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o ciclo seja completo (por exemplo, o caminho 1 → 2 → 3 → · · · → n → 1). Neste caso,
sa˜o necessa´rios, no mı´nimo, n passos para o retorno. Claramente, 2 ∈ Tk e n ∈ Tk. Sendo
assim:
1. Se n for par, enta˜o m.d.c(2, n) = 2 o que segue que o per(k) = 2 e a cadeia e´
perio´dica.
2. Se n for ı´mpar, enta˜o m.d.c(2, n) = 1 o que segue que per(k) = 1 e a cadeia e´
aperio´dica pela Definic¸a˜o 2.2.3.
Definic¸a˜o 2.2.4. Uma cadeia de Markov e´ dita regular se existe um t0 ∈ N, tal que
para todo t > t0, p
(t)
ij > 0, para todo i, j ∈ Ω.
2.3 Medida Estaciona´ria
O estudo da medida estaciona´ria e´ fundamental para a realizac¸a˜o de previso˜es
a longo prazo sobre o processo markoviano em questa˜o. Nesta sec¸a˜o, apresentaremos
a definic¸a˜o, alguns exemplos, e discutiremos as condic¸o˜es necessa´rias para a existeˆncia e
unicidade da medida estaciona´ria. Ademais, veremos como calcular a medida estaciona´ria
de uma Cadeia de Markov por meio das poteˆncias de sua matriz de transic¸a˜o.
Definic¸a˜o 2.3.1. Seja {Xt : t ≥ 0} uma Cadeia de Markov com matriz de transic¸a˜o P .
Um vetor de probabilidade pi e´ uma medida estaciona´ria da Cadeia de Markov se:
pi · P = pi
Exemplo 2.3.1. Seja {Xt : t ≥ 0} uma Cadeia de Markov com matriz de transic¸a˜o P e






A cadeia e´ claramente aperio´dica e irredut´ıvel pois P possui todas as entradas
pi,j > 0. Queremos identificar uma medida estaciona´ria pi tal que pi · P = pi. Logo,







Temos enta˜o um sistema homogeˆneo que pode ser escrito como:pi1 · (−0, 3) + pi2 · (0, 2) = 0pi1 · (0.3) + pi2 · (−0, 2) = 0
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Agora note que o sistema possui infinitas soluc¸o˜es. Pore´m, como o vetor pi deve
ser um vetor de probabilidade, ou seja, a soma de suas entradas resulta em 1, devemos
ter pi1 + pi2 = 1. Portanto, temos o sistema linear:pi1 · (−0, 3) + pi2 · (0, 2) = 0pi1 + pi2 = 1
Como pi1 = 0, 4 e pi2 = 0, 6 e´ uma soluc¸a˜o para o sistema, enta˜o o vetor probabi-
lidade pi = (0, 4 0, 6) e´ uma medida estaciona´ria para a cadeia.
Observac¸a˜o 2.3.1. A denominac¸a˜o de medida estaciona´ria segue diretamente do fato
de que quando uma Cadeia de Markov atinge uma medida estaciona´ria, ela permanecera´
nessa medida na continuidade do tempo. Ou seja, se pi e´ medida estaciona´ria e existe um
t ∈ N tal que vt = pi, enta˜o ∀k > t temos vk = pi. Isso decorre de vt+1 = vt ·P e vt ·P = pi
se pi for medida estaciona´ria.
Veja tambe´m que em uma Cadeia de Markov, pode existir mais de uma medida
estaciona´ria, como no exemplo a seguir:
Exemplo 2.3.2. Seja {Xt : t ≥ 0} uma Cadeia de Markov com matriz de transic¸a˜o P e
estados Ω = {1, 2, 3}.
P =
 0.2 0.6 0.20 1 0
0 0 1

Podemos representar a Cadeia pelo seguinte grafo:
Note que o vetores de probabilidade z = (0 1 0) e w = (0 0 1) sa˜o medidas
estaciona´rias, pois:
(0 1 0) ·
 0.2 0.6 0.20 1 0
0 0 1
 = (0 1 0) e (0 0 1) ·
 0.2 0.6 0.20 1 0
0 0 1
 = (0 0 1)
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Ale´m disso, qualquer combinac¸a˜o linear convexa (ou seja, combinac¸a˜o linear de
coeficientes reais, na˜o-negativos e soma dos coeficientes iguais a 1) entre duas medidas
estaciona´rias e´ tambe´m uma medida estaciona´ria. Note tambe´m que tal Cadeia de Mar-
kov e´ redut´ıvel, pois na˜o existe um caminho entre os estados 2 e 3. Sendo assim, uma
primeira caracter´ıstica para a unicidade da medida estaciona´ria estara´ no fato da Cadeia
ser irredut´ıvel.
Na pro´xima sec¸a˜o, discutiremos os teoremas principais que garantem, em certas
condic¸o˜es, a existeˆncia e unicidade da medida estaciona´ria em uma Cadeia de Markov.
2.3.1 Existeˆncia e Unicidade da Medida Estaciona´ria
Teorema 2.3.1. Seja {Xt : t ≥ 0} uma Cadeia de Markov com espac¸o de estados Ω
finito. Enta˜o existe uma medida estaciona´ria para esta cadeia
Demonstrac¸a˜o. Seja µ0 uma distribuic¸a˜o de probabilidade em Ω. Temos que µt = µ0 ·P t.
Considere a sequeˆncia de vetores (zn)n∈N, tal que
zn =








Observe que para todo n ∈ N, temos que 0 ≤ µn ≤ 1 e portanto a sequeˆncia (zn)n∈N e´
limitada em todas as suas coordenadas. Por um resultado de Ana´lise, (zn)n∈N tem uma
subsequeˆncia convergente, digamos (znk)k∈N (LIMA, 2009). Defina pi = lim
k→∞
znk . Vamos
mostrar que pi e´, de fato, uma medida de probabilidade.
Como (zn)x ≥ 0 para todo n ∈ N e x ∈ Ω, segue diretamente que (pi)x ≥ 0 para
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Vale ressaltar que a terceira igualdade ocorre por uma propriedade de limite.
Ademais, na quarta igualdade trocamos a ordem dos somato´rios, pois as somas sa˜o finitas.
Portanto, segue que pi e´ um vetor de probabilidade. Agora, vamos mostrar que pi e´ uma
medida estaciona´ria da Cadeia de Markov, ou seja, pi = pi · P . Fixando x ∈ Ω, temos:
(pi · P )x =
∑
y∈Ω
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(µ0 · P t)x = pix
A terceira e quarta igualdade decorre de propriedades de limites e de somato´rios,
enquanto a se´tima igualdade e´ uma mudanc¸a no inicio do somato´rio mas compensado
com a poteˆncia de P e a penu´ltima igualdade ocorre do fato que
1
nk
(−(µ0)x + (µnk))→ 0
quando k → ∞. Como x foi tomado de forma arbitra´ria, enta˜o o resultado vale para
todas as entradas de pi, portanto pi = pi · P . Logo, pi e´ medida estaciona´ria da Cadeia de
Markov correspondente. 
Para mostrar a unicidade da medida estaciona´ria para cadeias irredut´ıveis e
aperio´dicas, vamos apresentar algumas definic¸o˜es e resultados preliminares.
Definic¸a˜o 2.3.2. Seja A ∈ Rn×n, definimos:
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1. A e´ uma matriz na˜o-negativa se aij ≥ 0 para todo i, j (denotamos por A ≥ 0);
2. A e´ uma matriz positiva se aij ≥ 0 para todo i, j e aij > 0 para pelo menos um par
de ı´ndices i, j (denotamos por A & 0);
3. A e´ uma matriz estritamente positiva se aij > 0 para todo i, j (denotamos por
A > 0).
Proposic¸a˜o 2.3.1. Seja P a matriz de transic¸a˜o de uma cadeia de Markov irredut´ıvel e
aperio´dica. Enta˜o, existe k ∈ N, k ≥ 1 tal que P k > 0.
Demonstrac¸a˜o. Considere x ∈ Ω e defina Tx = {t ≥ 1, p(t)x,x > 0}, que representa o
conjunto dos tempos de retorno para o estado x. Como a Cadeia de Markov e´ aperio´dica,
enta˜o mdc(Tx) = 1, conforme a Definic¸a˜o 2.2.3.




(Equac¸a˜o de Chapman-Kolmogorov), e como pt1x,x > 0 e p
t2
x,x > 0, segue que p
t1
x,x · pt2x,x > 0.
Temos tambe´m que se mdc(Tx) = 1, existe t0 ∈ N tal que para todo t > t0, t
pode ser escrito como t = t1 + t2 + · · · + tn onde t1, t2, · · · , tn ∈ Tx. Este resultado pode
ser encontrado em FELLER (1993, pag. 336).
De maneira geral, podemos definir t0x para todo x ∈ Ω, isto e´, a quantidade
mı´nima de passos para a probabilidade de retorno ser estritamente positiva. Defina ainda
k1 = max{t0i : i ∈ Ω}. Do fato da cadeia ser irredut´ıvel, enta˜o temos a existeˆncia de
t(x,y) ∈ N tal que pt(x,y)x,y > 0, para todo x, y ∈ Ω. Tome k2 = max{t(x,y) : x, y ∈ Ω}.
Seja k = k1 + k2. Vamos mostrar que P
k > 0. Fixe i, j ∈ Ω, e seja α = t(i,j)
o menor tempo em que a probabilidade de transic¸a˜o entre os estados i e j e´ positiva.
Tem-se que k2 ≥ α, logo k2 − α > 0, enta˜o e´ va´lido que pk1+k2−αj,j > 0 pois k1 > t0j e
como k1 6 k1 + k2 − α, isso implica em k1 + k2 − α > t0j . Ou seja, temos a garantia
da existeˆncia de um caminho entre i e j com probabilidade de transic¸a˜o estritamente




j,j > 0. E como i e j foram tomados arbitrariamente,
temos o resultado para todas as entradas da matriz P . Logo, P k > 0. 
Proposic¸a˜o 2.3.2. Seja P uma matriz de transic¸a˜o n × n de uma Cadeia de Markov.
Enta˜o λ = 1 e´ autovalor de P .
Demonstrac¸a˜o. Seja v um vetor coluna com todas as entradas iguais a 1. Enta˜o P · v = v
pois como P e´ matriz de transic¸a˜o, a soma de suas linhas e´ igual a 1. 
O resultado acima garante que λ = 1 e´ autovalor de P T , pois uma matriz e a sua
transposta tem os mesmos autovalores, conforme Proposic¸a˜o 1.2.3. Dessa forma, existe
um vetor na˜o nulo v tal que P Tv = v, e tomando a transposta, segue que vTP = vT . Com
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os resultados a seguir, vamos mostrar que podemos escolher vT que satisfac¸a as condic¸o˜es
de uma medida de probabilidade.
Teorema 2.3.2. (Perron-Frobenius). Seja A > 0 uma matriz estritamente positiva
de ordem n. Enta˜o, existem λ0 > 0 e x0 > 0 tais que:
1. Ax0 = λ0x0;
2. Se λ ∈ R for um autovalor de A, com λ 6= λ0, enta˜o |λ| < λ0;
3. λ0 tem multiplicidade geome´trica igual a 1.
Demonstrac¸a˜o. Defina Λ = {λ ∈ R : Ax ≥ λx para algum x & 0} e seja λ0 = sup(Λ)
Note que 0 ∈ Λ pois se A > 0 e x & 0, enta˜o Ax > 0 enquanto λx = 0. Ale´m disso, vamos
mostrar que, de fato, Λ admite um supremo λ0 ∈ Λ. Denotando x = (x1, x2, . . . , xn) e
seja M = max
{∑
j∈Ω
aij : i ∈ {1, . . . , n}
}
e m = max{xk : k ∈ {1, . . . , n}}. Sendo assim,
Ax ≤ (Mm,Mm, . . . ,Mm), ou seja, se λ > M , enta˜o λx > (Mm,Mm . . . ,Mm). E
como λx ≥ Ax, enta˜o λ /∈ Λ se λ > M . Desta forma, 0 ≤ λ ≤ M . Ou seja, Λ ⊆ [0,M ] e
portanto λ0 = sup(Λ) = max(Λ).
1. Devemos mostrar que Ax0 = λ0x0. Suponha que a desigualdade estrita na˜o ocorra,
ou seja, Ax0 & λ0x0 e Ax0 6= λ0x0. Considere enta˜o o vetor y0 = Ax0. Como A > 0,
enta˜o Ax > 0 para qualquer vetor x & 0. Como y0 & λ0x0, enta˜o (y0 − λ0x0) & 0.
Sendo assim:
A(y0 − λ0x0) = Ay0 − λ0Ax0 = Ay0 − λ0y0 > 0.
A desigualdade acima decorre diretamente de y0 − λ0x0 & 0. Temos enta˜o Ay0 >
λ0y0. Sendo assim, podemos encontrar um λ
∗ > λ0 tal que λ∗ ∈ Λ e Ay0 > λ∗y0.
So´ que isso contradiz a definic¸a˜o de λ0 ser o supremo do conjunto Λ. Portanto, vale
que Ax0 = λ0x0.
2. Seja λ o autovalor de A, com λ 6= λ0, e seja y o autovetor associado a λ. Temos
enta˜o que Ay = λy. Como A > 0, podemos afirmar que:
A|y| = |A|.|y| > |Ay| = |λy| = |λ|.|y|.
Sendo assim, |λ| ∈ Λ e pela definic¸a˜o de λ0, teremos |λ| 6 λ0. Agora devemos
mostrar que a desigualdade e´ estrita. Escolha α > 0 de modo que a matriz Aα =
A− αI continue estritamente positiva.
Temos que (λ0 − α) e (λ − α) sa˜o autovalores de Aα, segundo a Proposic¸a˜o 1.2.4.
Como Aα > 0, seu maior autovalor deve ser (λ0−α). Mas se |λ| = λ0, como λ 6= λ0
e α > 0, devemos ter |λ − α| > λ0 − α, o que contradiz a conclusa˜o do para´grafo
anterior.
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3. Para mostrar a multiplicidade geome´trica do autovalor λ0, suponha que exista outro
autovetor y > 0 associado a λ0, e linearmente independente de x0. Portanto, e´
poss´ıvel obter um vetor w pela combinac¸a˜o linear entre x0 e y, tal que w = x0 +βy,




Aw. Como A > 0, segue que w > 0, mas isso contradiz a definic¸a˜o do vetor
w. Portanto, na˜o existe um outro autovetor associado a λ0 linearmente independente
de x0. Conclu´ımos, assim, que λ0 tem multiplicidade geome´trica 1.

Observac¸a˜o 2.3.2. Suponha que A seja uma matriz na˜o-negativa (A > 0), e que alguma
poteˆncia de A seja estritamente positiva (An > 0). Enta˜o, as concluso˜es do Teorema 1.3.3
tambe´m sa˜o va´lidas para A. Isso decorre do fato dos autovalores da poteˆncia de uma matriz
A serem as poteˆncias dos autovalores da matriz A, conforme Proposic¸a˜o 1.2.1. Ademais,
tambe´m e´ valido que os autovetores sa˜o os mesmos para qualquer poteˆncia de A.
Proposic¸a˜o 2.3.3. Seja P uma matriz estoca´stica n×n com autovalor λ. Enta˜o |λ| 6 1.
Demonstrac¸a˜o. Seja xT = (x1, x2, · · · , xn) um autovetor de P associado ao autovalor
1. Denote por xk uma componente do vetor x que satisfac¸a |xk| > |xi| para todo i ∈
{1, 2, · · · , n}, e defina |xk| = z. Analisando a k-e´sima componente de Px = λx, temos:
pk1.x1 + pk2.x2 + · · ·+ pkn.xn = λxk.
Como |λ|z = |λ||xk| = |λxk|, segue que:
|λxk| = |pk1x1 + pk2x2 + · · ·+ pknxn|
6 |pk1x1|+ |pk2x2|+ · · ·+ |pknxn|
= pk1|x1|+ pk2|x2|+ · · · pkn|xn|
6 pk1z + pk2z + · · · pknz
= (pk1 + pk2 + · · · pkn)z = z.
Veja que a primeira desigualdade decorre da desigualdade triangular, enquanto que a
segunda desigualdade segue do fato que |xk| > |xi|. Ademais, a u´ltima igualdade decorre
de A ser uma matriz estoca´stica. Segue enta˜o que |λ|z 6 z, ou seja, |λ| 6 1. 
Observac¸a˜o 2.3.3. Com os resultados anteriores, podemos concluir que λ0 = 1. De fato,
pela Proposic¸a˜o 2.3.3, temos que 1 e´ autovalor de P . Ademais, pela Proposic¸a˜o 2.3.3,
|λ0| 6 1 e pelo Teorema 2.3.2, vale que |λ| < λ0 quando λ 6= λ0. Ale´m disso, por uma das
concluso˜es do Teorema de Perron-Frobenius, λ0 tem multiplicidade geome´trica igual a 1.
Segue enta˜o um resultado fundamental para o estudo de Cadeias de Markov,
que garante que a medida estaciona´ria e´ u´nica nos casos em que a cadeia e´ irredut´ıvel e
aperio´dica:
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Teorema 2.3.3. (Unicidade da Medida Estaciona´ria) Seja P > 0 uma matriz de
transic¸a˜o de uma Cadeia de Markov irredut´ıvel e aperio´dica. Enta˜o existe um u´nico vetor
estaciona´rio pi tal que pi · P = pi.
Demonstrac¸a˜o. Pela Proposic¸a˜o 2.3.3 e Teorema 2.3.2, temos que existe um maior e u´nico
autovalor λ0 de P . Pela Observac¸a˜o 2.3.3, sabemos que este autovalor e´ λ0 = 1. Ale´m
disso, temos a multiplicidade geome´trica sendo 1, e portanto existe um u´nico vetor pi com
entradas na˜o-negativas tal que piP = pi, e satisfazendo
∑
i∈Ω
pii = 1. 
Em seguida, desejamos estimar a medida estaciona´ria atrave´s do ca´lculo das
poteˆncias da matriz de transic¸a˜o de uma cadeia de Markov. Ja´ vimos anteriormente
que a distribuic¸a˜o de probabilidade de uma Cadeia de Markov apo´s n passos e´ dada por
vn = v0 · P n. Sendo assim, investigamos o resultado dessa relac¸a˜o quando n cresce. O
resultado a seguir garante que as iterac¸o˜es devem convergir para uma matriz estoca´stica
com todos vetores-linha iguais a` medida estaciona´ria da Cadeia de Markov.
Teorema 2.3.4. Seja Pn×n a matriz de transic¸a˜o de uma Cadeia de Markov irredut´ıvel e
aperio´dica. Enta˜o, quando k →∞, P k converge para uma matriz Ln×n, cujas linhas sa˜o
ideˆnticas e iguais a` medida estaciona´ria pi da Cadeia de Markov correspondente.










k∈N e´ de Cauchy para todo vetor de probabilidade v0 (veja, por
exemplo, DEMERS (2014)). Dessa forma, tomando os vetores canoˆnicos, temos garantida




L · P = ( lim
k→∞
P k) · P = lim
k→∞
(P · P k) = lim
k→∞
P k+1 = L.
Denotando por zi a i-e´sima linha de L, e usando o fato que L·P = L, temos que zi ·P = zi.
Isto implica que toda linha de L e´ um autovetor de P associado a λ0 = 1. Agora, basta
mostrar que zi e´ um vetor de probabilidade. De fato, seja j um vetor-coluna com todas
as entradas iguais a 1. Enta˜o:
L · j = ( lim
k→∞
P k) · j = lim
k→∞
(P k · j) = lim
k→∞
j = j.
Finalmente, como L e´ matriz estoca´stica e zi · P = zi para todo i ∈ {1, 2, · · · , n}, segue
que zi e´ uma medida estaciona´ria da Cadeia de Markov por definic¸a˜o. Como o Teorema
2.3.5 garante a unicidade do vetor estaciona´rio, temos que todas as linhas de L devem ser
iguais a` medida estaciona´ria pi da Cadeia de Markov. 
E´ interessante notar que o vetor estaciona´rio independe da distribuic¸a˜o inicial da
Cadeia de Markov quando a Cadeia e´ irredut´ıvel e aperio´dica. Ja´ vimos anteriormente
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que as Cadeias que na˜o sa˜o irredut´ıveis e aperio´dicas podem conter mais de um vetor
estaciona´rio, como no Exemplo 2.3.2. Ale´m disso, para essas Cadeias, o resultado anteri-
ormente visto para as poteˆncias de P k tambe´m na˜o e´ valido. De fato, tomando a mesma
matriz do Exemplo 2.3.2, qualquer que seja a poteˆncia k, as linhas 2 e 3 permanecera˜o
como esta˜o e portanto na˜o teremos todas as linhas iguais.
Um outro detalhe interessante e´ que as Cadeias de Markov que na˜o sa˜o irre-
dut´ıveis e aperio´dicas podem evoluir para diferentes vetores estaciona´rios, dependendo da
distribuic¸a˜o inicial considerada. Veja o exemplo a seguir:
Exemplo 2.3.3. Seja {Xt : t ≥ 0} uma Cadeia de Markov com matriz de transic¸a˜o P e
estados Ω = {1, 2, 3, 4} onde:
P =

0 0.5 0.5 0
0 0 0 1
0 0 1 0
0 0 0 1

Neste caso, qualquer vetor v =
(
0 0 α (1− α)
)
com 0 ≤ α ≤ 1 sera´ um vetor
estaciona´rio, pois v · P = v. Sendo assim, ao tomarmos a distribuic¸a˜o inicial v0 =(
1 0 0 0
)
, o processo evolui para o vetor estaciona´rio piv =
(
0 0 0.5 0.5
)
. Por
outro lado, ao tomarmos a distribuic¸a˜o inicial z0 =
(
0 1 0 0
)
, o processo evolui
para o vetor estaciona´rio piz =
(
0 0 0 1
)
.
No pro´ximo cap´ıtulo, apresentaremos algumas aplicac¸o˜es de Cadeias de Markov,
que ilustram a convergeˆncia para a medida estaciona´ria mencionada nos resultados ante-
riores. No primeiro exemplo, referente ao jogo Snakes and Ladders, vamos analisar em
quantos passos o processo se aproxima da medida em questa˜o e, no segundo exemplo,
voltado para a a´rea de Biologia, vamos estimar a medida estaciona´ria por meio do ca´lculo
das poteˆncias da matriz de transic¸a˜o.
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3 Aplicac¸o˜es de Cadeias de Markov
Acreditando que apenas a exposic¸a˜o alge´brica de alguns conceitos na˜o seja sufi-
ciente para um entendimento completo das Cadeias de Markov, fez-se necessa´rio o estudo
de algumas aplicac¸o˜es. Neste cap´ıtulo, atrave´s de um direcionamento diferente daquele
apresentado nos livros cla´ssicos, abordaremos duas aplicac¸o˜es interessantes dos resultados
apresentados anteriormente. Optando por aplicac¸o˜es bastante distintas, podemos perce-
ber que os conceitos estudados podem ser usados em uma gama variada de processos.
Num primeiro momento, abordaremos o jogo de tabuleiro “Snakes and Ladders”
(ou Cobras e Escadas) que pertence ao grupo dos Jogos de Markov, ou seja, jogos que
podem ser modelados por Cadeias de Markov. Para um aprofundamento neste sentido,
outras informac¸o˜es podem ser encontradas em (FRANCO, 2012) Jogos markovianos al-
ternados sob incerteza. Por fim, trabalharemos com uma aplicac¸a˜o na Biologia para o
controle populacional de algumas espe´cies de animais, destacando a importaˆncia da me-
dida estaciona´ria para o processo.
3.1 O Jogo Snakes and Ladders
O jogo Snakes and Ladders (ou Cobras e Escadas) e´ um jogo de tabuleiro com
origem na I´ndia. Joga-se com o tabuleiro, um pea˜o e um dado de 6 faces. O tabuleiro e´,
geralmente, quadrado e composto por ”casas”numeradas de 1 a 100 (tambe´m encontra-se
verso˜es de tamanhos diferentes). O jogador comec¸a com o pea˜o na casa 1 e devera´ leva-lo
ate´ a casa 100. Para isso, o jogador lanc¸a o dado e o nu´mero da face superior e´ a quantidade
de casas que o pea˜o devera´ andar. Para auxiliar ou atrapalhar esse desenvolvimento do
pea˜o, temos algumas escadas e algumas cobras no tabuleiro.
As escadas servem de aux´ılio para o pea˜o, sendo assim, ao parar em uma casa que
possui o inicio da escada, o pea˜o e´ levado imediatamente para o final da escada, pulando
va´rias posic¸o˜es no tabuleiro. As cobras servem de obsta´culos para o pea˜o, ou seja, ao
parar na casa que possui a cabec¸a de uma cobra, o pea˜o e´ levado para a casa que conte´m
o final da cobra, fazendo com que o pea˜o volte va´rias casas no tabuleiro. Ao parar no final
de uma cobra ou no final de uma escada, na˜o acontece nada com o pea˜o e ele permanece
nesta posic¸a˜o. O jogo termina quando o pea˜o consegue atingir a casa de nu´mero 100.
Ale´m disso, se um pea˜o se encontra, por exemplo, na casa de nu´mero 98, a face do dado
superior deve ser exatamente 2 para que o jogo termine. Se a face do dado for superior a
2, enta˜o leva-se o pea˜o ate´ a casa de nu´mero 100 e retorna-se com o pea˜o na quantidade
de casas que superou o 2 no lanc¸amento do dado. Por exemplo, se sair o nu´mero 5 no
dado, enta˜o o pea˜o devera´ voltar para a casa 97 pois estava a 2 casas de ganhar e teve
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que voltar as 3 que excederam.
Vamos considerar um tabuleiro que servira´ para a nossa aplicac¸a˜o. Neste caso,
representaremos tanto as cobras como as escadas por flechas. Quando o pea˜o cair numa
casa no in´ıcio da flecha, ele ira´ para a outra extremidade da flecha (ponta da seta). As
flechas que fazem o pea˜o ser lanc¸ado para casas maiores sa˜o as escadas e as flechas que
fazem o pea˜o voltar sa˜o as cobras.
Tabuleiro de 100 casas
Nosso objetivo passa a ser o estudo do jogo atrave´s de um modelo markoviano.
Iremos identificar cada lanc¸amento de dado e o movimento consequente do pea˜o como
um tempo da Cadeia de Markov e cada uma das casas do tabuleiro como um estado do
espac¸o de estados Ω da Cadeia de Markov. Como ja´ vinhamos trabalhando em exem-
plos anteriores, temos um tempo discreto e um espac¸o de estados finito. Vamos supor
tambe´m que o pea˜o inicia a sua caminhada no estado (casa) 1 da Cadeia. Assim, estamos
considerando a distribuic¸a˜o inicial v0 =
(
1 0 · · · 0
)
.
A respeito das probabilidades de transic¸a˜o entre os estados, para o primeiro
lanc¸amento do dado, temos: p1,2 = p1,3 = p1,5 = p1,6 = p17 =
1
6
, que sa˜o as probabilidades
de retirar 1, 2, 4, 5 ou 6 no dado. Note que p1,4 = 0 pois no estado 4 temos uma escada
que nos leva a casa 14, sendo assim, p1,14 =
1
6
. O estado 7 pode ser atingido pelo estado
1 e note que possui uma flecha, mas neste caso e´ uma ponta de flecha que traria o pea˜o
da casa 17 para a casa 7. Ao atingir a casa 7, o pea˜o permanece no local ate´ a pro´xima
jogada, ou seja, devemos nos preocupar apenas com o inicio das flechas. Ale´m disso, note
que todas as outras casas na˜o podem ser atingidas por um pea˜o que se encontra na casa
1 logo apo´s o primeiro lanc¸amento. A seguir, apresentamos um mapa com as casas que
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podem ser atingidas apo´s o primeiro lanc¸amento:
Apo´s 1 lanc¸amento
Apo´s o segundo lanc¸amento, as probabilidades de transic¸a˜o sa˜o dadas por:
• p(2)1,3 = p(2)1,13 = p(2)1,15 = p(2)1,16 = p(2)1,17 = p(2)1,18 = p(2)1,19 = p(2)1,44 = 136
• p(2)1,12 = p(2)1,14 = p(2)1,15 = 236
• p(2)1,6 = p(2)1,10 = p(2)1,11 = 336
• p(2)1,31 = 436
• p(2)1,7 = p(2)1,8 = 536
De forma ana´loga, podemos montar um mapa das casas que podem ser atingidas
apo´s o segundo lanc¸amento, onde as casas menos prova´veis esta˜o em amarelo e as mais
prova´veis esta˜o em vermelho. A longo prazo, veja que a cadeia deve ”convergir”para a
casa 100, uma vez que ao chegar na casa 100 o jogo termina e o pea˜o na˜o sai mais dessa
casa. Como temos caminhos que nos levam a casa 100, um jogador que ficar muito tempo
jogando o jogo, alcanc¸ara´ a casa em algum momento. Sendo assim, estamos interessados
em saber as probabilidades para o pea˜o estar apo´s alguns lanc¸amentos e tambe´m a proba-
bilidade do jogo ja´ ter terminado apo´s esses lanc¸amentos. Outros questionamentos ainda
podem ser formulados, como por exemplo, apo´s qual lanc¸amento existem maior probabili-
dade do jogo ja´ ter terminado do que ainda estar em andamento? Qual o nu´mero mı´nimo
de jogadas para terminar o jogo?
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Para essas questo˜es, podemos iterar a matriz de transic¸a˜o e obter diversas in-
formac¸o˜es. Para isso, utilizamos o software MATLAB R2017a e tomamos aproximac¸o˜es




Apo´s 10 lanc¸amentos ja´ pudemos notar que o pea˜o deve ficar pro´ximo do centro
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do tabuleiro. As casas 34, 36 e 44 apresentaram maiores probabilidades, sendo que a
casa 44 e´ a mais prova´vel com 5, 09%. Pelo tabuleiro podemos ver que existe uma escada
da casa 20 para a casa 38 e outra da casa 38 para a casa 44, fazendo com que a casa
44 apresente a maior probabilidade por, digamos, terem duas escadas que levam ate´ ela.
Ale´m disso, ja´ e´ poss´ıvel concluir o jogo com 10 lanc¸amentos, a casa 100 apresenta uma
probabilidade de 0.7%.
O nosso objetivo e´ iterar a matriz para um nu´mero de lanc¸amentos ainda maior
e perceber que a probabilidade do jogo terminar aumenta de forma significativa. Sendo
assim, com 100 lanc¸amentos ja´ temos uma visa˜o melhor de que o jogo deve chegar ao fim.
Observe o mapa de probabilidades para 100 lanc¸amentos:
Apo´s 100 lanc¸amentos
Com 100 lanc¸amentos, obtivemos a probabilidade de 99, 7% do pea˜o estar na casa
de nu´mero 100, ou seja, e´ muito prova´vel que o jogo termine antes de 100 rodadas. A
casa 99 apresentou segunda maior probabilidade com apenas 0, 04%.
Para ilustrar as chances do jogo finalizar apo´s n rodadas, definimos um vetor f
com 100 entradas, em que a n-e´sima entrada consiste na probabilidade do pea˜o estar na
casa final apo´s n rodadas. Alge´bricamente, fn = v
(n)
100 onde v
(n) = v0 ·P n e P e´ a matriz de
transic¸a˜o da Cadeia de Markov. Atrave´s do software, calculamos o vetor f , que e´ dado por:
Cap´ıtulo 3. Aplicac¸o˜es de Cadeias de Markov 44
f =
(
0 0 0 0 0 0 0.0002 0.001 0.003 0.007
0.014 0.024 0.036 0.050 0.067 0.085 0.106 0.129 0.154 0.181
0.209 0.238 0.269 0.299 0.330 0.362 0.392 0.423 0.453 0.482
0.510 0.538 0.564 0.589 0.614 0.637 0.659 0.680 0.700 0.719
0.737 0.754 0.770 0.785 0.799 0.813 0.825 0.837 0.848 0.859
0.868 0.877 0.886 0.894 0.901 0.908 0.915 0.921 0.926 0.932
0.937 0.941 0.945 0.949 0.953 0.956 0.960 0.962 0.965 0.968
0.970 0.972 0.974 0.976 0.978 0.980 0.981 0.982 0.984 0.985
0.986 0.987 0.988 0.989 0.990 0.990 0.991 0.992 0.992 0.993
0.993 0.994 0.994 0.995 0.995 0.995 0.996 0.996 0.996 0.997
)
Para uma visualizac¸a˜o melhor, constru´ımos o gra´fico da probabilidade de se atin-
gir a casa 100 apo´s n rodadas:
Com isso, podemos perceber que a quantidade mı´nima de jogadas para terminar
o jogo sa˜o 7, pois e´ a primeira entrada positiva de f . Tambe´m e´ poss´ıvel afirmar que, a
partir de 31 rodadas, e´ mais prova´vel que o jogo ja´ tenha terminado.
Uma outra situac¸a˜o foi estudada. Sabemos que os jogos de tabuleiro, geralmente,
possuem mais de um jogador. Existem va´rios peo˜es no tabuleiro disputando para ver
quem alcanc¸a o objetivo primeiro. Sendo assim, como ficaria a nossa aplicac¸a˜o com
mais peo˜es jogando simultaneamente? Para isso, consideramos os complementares das
entradas do vetor f . Ou seja, se f representa a probabilidade de terminar o jogo apo´s n
lanc¸amentos, enta˜o teremos um outro vetor que representa a probabilidade do jogo ainda
na˜o ter terminado apo´s n lanc¸amentos.
Nesse sentido, como (1 − f1,n) representa a probabilidade de um pea˜o na˜o ter
terminado o jogo ainda, com 2 peo˜es em jogo basta tomar essa probabilidade ao quadrado,
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pois e´ o caso do pea˜o 1 na˜o ter terminado o jogo e o pea˜o 2 tambe´m na˜o ter terminado o
jogo apo´s n rodadas. O conceito e´ ana´logo para mais peo˜es em jogo. Com isso, a seguir
temos um gra´fico que representa a probabilidade do jogo na˜o ter terminado ainda apo´s n
rodadas com mais de um pea˜o.
Probabilidade de na˜o ter terminado o jogo com mais de 1 pea˜o
E´ intuitivo que o jogo deve finalizar mais cedo se aumentarmos o nu´mero de
jogadores. Podemos perceber pelo gra´fico que a probabilidade de algue´m ja´ ter terminado
o jogo e´, aproximadamente, 90% perto dos 30 lanc¸amentos quando temos 4 jogadores,
enquanto apenas um jogador atinge os 90% pro´ximo dos 50 lanc¸amentos.
Com esta aplicac¸a˜o pudemos perceber que, em alguns casos, determinar apenas
a medida estaciona´ria na˜o representa muito em informac¸a˜o, ou seja, ja´ era noto´rio que o
pea˜o iria para a casa 100, dado que existiam caminhos poss´ıveis para isso. Sendo assim,
a medida estaciona´ria seria com 100% na casa 100. Mas, atrave´s da manipulac¸a˜o das
poteˆncias da matriz de transic¸a˜o, pudemos perceber melhor o desenvolvimento do jogo e
responder algumas outras questo˜es interessantes.
3.2 Controle Populacional em espe´cies de animais
Uma outra aplicac¸a˜o interessante de Cadeias de Markov esta´ relacionada a` a´rea
da Biologia. Diversos estudos ja´ realizados envolvem processos estoca´sticos para modelar
o crescimento populacional de algumas espe´cies de animais e plantas, como por exemplo
em (SILVEIRA JUNIOR, 2014), (FREITAS et al, 2005) ou ainda outra aplicac¸a˜o na
Biologia como (FIDALGA, 2016).
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Nesta sessa˜o, estudaremos o caso das especies de esquilos cinza (Sciurus caro-
linensis Gmelin) e esquilos vermelhos (Sciurus vulgaris L), presentes na regia˜o da Gra˜-
Bretanha, segundo informac¸o˜es dispon´ıveis em Some Applications of Markov Chains, de
(SWIFT, n.d.)
O esquilo vermelho e´ nativo dessa regia˜o e amplamente distribu´ıdo sobre o ter-
rito´rio Europeu. Por outro lado, o esquilo cinza e´ nativo das regio˜es da Ame´rica, e foi
levado para a Europa a partir da de´cada de 20. Ao introduzirem o esquilo cinza nesta
regia˜o, e´ natural o risco de um desequil´ıbrio biolo´gico. Desta maneira, torna-se necessa´rio
um estudo aprofundado sobre o crescimento ou decrescimento populacional das espe´cies
em algumas regio˜es, a fim de perceber um risco de extinc¸a˜o das espe´cies nativas e na˜o
nativas.
Os esquilos cinza se espalharam rapidamente por toda a Gra˜-Bretanha e com o
passar dos anos, percebeu-se que o esquilo cinza tornou-se uma praga para as florestas.
Juntamente ao crescimento dessa espe´cie, houve um desaparecimento dos esquilos nati-
vos. Sendo assim, algumas medidas de controle foram necessa´rias. Para estudar melhor o
desenvolvimento populacional, a Comissa˜o Britaˆnica das Florestas criou um questiona´rio
que foi entregue aos membros que frequentam essas florestas, a fim de prever as distri-
buic¸o˜es das duas espe´cies.
O questiona´rio continha questo˜es a respeito do aparecimento e desaparecimento
das espe´cies de esquilos num per´ıodo de dois anos em determinada regia˜o. Primeiramente,
dividiu-se em quatro grupos:
• C: Registrou a presenc¸a de apenas esquilos cinza;
• V: Registrou a presenc¸a de apenas esquilos vermelhos;
• A: Registrou a presenc¸a de ambos os esquilos;
• N: Na˜o registrou presenc¸a de esquilos;
Apo´s o per´ıodo de dois anos, o questiona´rio foi novamente aplicado e colhidas
as informac¸o˜es. Desta maneira, foi poss´ıvel dividir o experimento em 16 grupos: C
→ V (registrou a presenc¸a de esquilos cinza e depois registrou a presenc¸a de esquilos
vermelhos), V → A (registrou a presenc¸a de esquilos vermelhos e depois registrou a
presenc¸a de ambos) e etc..
Os resultados obtidos no questiona´rio podem ser vistos na tabela de frequeˆncia a
seguir:
Sendo assim, podemos modelar o experimento via Cadeias de Markov. Vamos to-
mar como espac¸o de estados Ω = {C(1), V (2), A(3), N(4)}. Os nu´meros da primeira linha
representam os questiona´rios daqueles que, na primeira resposta, registraram a presenc¸a
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Tabela 1 – Questiona´rios de distribuic¸o˜es de frequeˆncia
C V A N
C 2529 35 257 5
V 61 733 20 91
A 282 25 4311 335
N 3 123 310 5930
de esquilos cinza. Sendo assim, 2529 sa˜o os membros que viram esquilos cinza e continu-
aram a ver esquilos cinza unicamente, 35 viram esquilos cinza mas na segunda resposta
registraram apenas esquilos vermelhos, 257 registraram esquilos cinza e agora registram
a aparic¸a˜o de ambas as espe´cies e 5 registraram a presenc¸a dos esquilos cinza e agora na˜o
registram a aparic¸a˜o de nenhuma das duas espe´cies. A interpretac¸a˜o e´ semelhante para
as demais linhas.
Podemos, desta forma, obter uma matriz de transic¸a˜o da Cadeia de Markov.
Como desejamos que as entradas sejam na˜o negativas e a soma de todos os elementos
de uma mesma linha seja 1, tomamos a soma dos elementos de uma mesma linha da
Tabela 1 e dividimos cada elemento pela soma de sua linha. Ou seja, na linha 1 teremos:
2529+35+257+5 = 2826, e fazendo 2529
2826
= 0.895 obteremos a probabilidade de permanecer
no estado 1, que representa a probabilidade de registrar unicamente a presenc¸a do esquilo
cinza e apo´s o per´ıodo registrar novamente a presenc¸a u´nica do esquilo cinza. Fazendo
35
2826
= 0.013, teremos a probabilidade de transic¸a˜o de C → V , 257
2826
= 0.09 a probabilidade
de transic¸a˜o de C → A e, finalmente, 5
2826
= 0.002 a probabilidade de transic¸a˜o de C → N .
Analogamente para as outras linhas, podemos formar uma matriz estoca´stica P dada por:
P =

0.895 0.013 0.09 0.002
0.067 0.81 0.022 0.101
0.057 0.001 0.87 0.072
0.0004 0.0193 0.0487 0.9316

Atrave´s da matriz de transic¸a˜o P , podemos obter algumas concluso˜es. Por exem-
plo, ha´ uma probabilidade de 89.5% para aquelas regio˜es que apresentavam a presenc¸a dos
esquilos vermelhos continuem com a apenas a presenc¸a desses esquilos. Enquanto isso,
temos uma probabilidade de 9% para que a regia˜o seja ocupada por ambas as espe´cies de
esquilos. Como o questiona´rio da Comissa˜o sa˜o reproduzidos num intervalo de 2 anos, cada
per´ıodo da Cadeia de Markov mostra as probabilidades de crescimento das populac¸o˜es
de esquilos num per´ıodo de 2 anos. Como ja´ vimos anteriormente neste trabalho, para
determinar as probabilidades para as populac¸o˜es num per´ıodo de 4 anos, basta tomarmos
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a matriz P 2, dada por:
P 2 =

0.807 0.0223 0.1592 0.0114
0.1155 0.6589 0.0479 0.1776
0.1007 0.0038 0.7656 0.1299
0.0048 0.0337 0.0882 0.8734

Nesta aplicac¸a˜o, um questionamento natural e´ como ficam as probabilidades de
transic¸a˜o das populac¸o˜es apo´s um longo per´ıodo de tempo. Como vimos anteriormente,
basta tomarmos P k quando k → ∞, e teremos uma matriz com linhas iguais a medida
estaciona´ria da Cadeia de Markov. Atrave´s do MatLab R2017a, iteramos a matriz para
determinar P 200 e obtivemos:
P 200 =

0.2091 0.0589 0.3131 0.4228
0.2091 0.0589 0.3131 0.4228
0.2091 0.0589 0.3131 0.4228
0.2091 0.0589 0.3131 0.4228

Desta forma, a matriz P 200 nos indica um candidato para a medida estaciona´ria
deste processo, que e´ o vetor pi = (0.2091 0.0589 0.3131 0.4228) . E de fato, trata-se
da medida estaciona´ria da Cadeia, pois piP = pi. Com isso, podemos afirmar, que existe
uma probabilidade de 20, 91% que as regio˜es sejam ocupadas apenas por esquilos cinzas,
5, 89% que as regio˜es sejam ocupadas unicamente por esquilos vermelhos, 31, 31% que
ambas as espe´cies convivam na regia˜o e 42, 28% que nenhuma espe´cie permanecera´ na
regia˜o.
Nesse caso, estudos de crescimento populacional podem interpretar as chances
das duas espe´cies conviverem juntas sem colocar em risco a extinc¸a˜o de alguma delas,
pela ana´lise das probabilidades encontradas anteriormente. Para tanto, seria necessa´rio
um estudo mais aprofundado do ponto de vista biolo´gico, pore´m o modelo markoviano
mostrou-se bastante u´til para determinar os valores encontrados e fica clara a importaˆncia
da medida estaciona´ria para algumas aplicac¸o˜es.
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4 Considerac¸o˜es Finais
Neste trabalho, apresentamos algumas noc¸o˜es ba´sicas das Cadeias de Markov,
bem como a aplicac¸a˜o de alguns de seus aspectos em dois casos particulares. Ale´m disso,
estudamos o conceito de convergeˆncia da Cadeia para a medida estaciona´ria via poteˆncias
de matriz de transic¸a˜o respectiva.
Primeiramente, abordamos aspectos introduto´rios de Probabilidade e de A´lgebra
Linear afim de proporcionar ao leitor uma compreensa˜o de alguns resultados fundamentais
para o que foi exposto nos cap´ıtulos seguintes. Destacamos, nessa discussa˜o, a definic¸a˜o
de probabilidade e probabilidade condicional, ale´m de resultados envolvendo autovalores,
autovetores e independeˆncia linear que deram suporte para o desenvolvimento teo´rico
posterior.
No segundo cap´ıtulo apresentamos os principais conceitos de Cadeias de Mar-
kov. Definimos matriz estoca´stica, vetor de probabilidade, distribuic¸a˜o inicial e vimos
como podemos caracterizar uma Cadeia de Markov pelo seu espac¸o de estado, matriz
de transic¸a˜o e distribuic¸a˜o inicial. Ale´m disso, apresentamos alguns exemplos como o
Aluguel de Bicicletas e o Passeio Aleato´rio no n-Ciclo. Um outro aspecto importante que
abordamos foi a classificac¸a˜o das cadeias em aperio´dicas ou perio´dicas, e redut´ıveis ou
irredut´ıveis. Vimos tambe´m que, atrave´s da noc¸a˜o de tempo, podemos estimar as distri-
buic¸o˜es de probabilidade calculando as poteˆncias da matriz de transic¸a˜o. Neste sentido,
investigamos as poteˆncias de P k em que k → ∞ e demonstramos que o limite converge
para uma matriz com linhas iguais a medida estaciona´ria da Cadeia de Markov. Vimos
ainda que toda Cadeia de Markov admite uma medida estaciona´ria e, para os casos da
Cadeia ser aperio´dica e irredut´ıvel, podemos garantir a unicidade de tal medida. Sem
essas hipo´teses, uma Cadeia de Markov pode apresentar infinitas medidas estaciona´rias.
Finalmente, no terceiro cap´ıtulo, mencionamos duas aplicac¸o˜es dos conceitos es-
tudados durante os cap´ıtulos anteriores: o jogo de tabuleiro Snakes and Ladders, bem
como o estudo do crescimento populacional de espe´cies de esquilos na˜o-nativos de uma
determinada regia˜o. Atrave´s de uma interpretac¸a˜o matricial do tabuleiro do jogo, obtive-
mos uma matriz de transic¸a˜o que modela os passos do pea˜o pelo tabuleiro. Percebemos
que, pelo tabuleiro utilizado, apo´s muitas jogadas e´ prova´vel que o pea˜o encontre o fim
do tabuleiro. Afim de comprovar essa hipo´tese, determinamos a convergeˆncia atrave´s
da iterac¸a˜o da matriz de transic¸a˜o. Atrave´s dos dados obtidos, foi poss´ıvel determinar
alguns mapas de densidade de probabilidade para o estado do pea˜o apo´s n lanc¸amentos.
Na sequeˆncia, foi poss´ıvel tambe´m modelar o problema para o casos de mais de 1 jogador,
quando verificamos que as chances do jogo ja´ ter terminado apo´s n rodadas aumenta
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conforme o nu´mero de jogadores cresce.
Outra aplicac¸a˜o das Cadeias de Markov discutida no terceiro cap´ıtulo ocorre na
a´rea da Biologia, atrave´s de estudos de caso em crescimentos populacionais de algumas
espe´cies de animais. Nesse sentido, estudamos o caso dos esquilos cinza e esquilos verme-
lhos na regia˜o da Gra˜-Bretanha. Extraindo os dados obtidos em questiona´rios que expo˜em
as aparic¸o˜es dos esquilos, determinamos as probabilidades de crescimento e decrescimento
das espe´cies num intervalo de tempo. Tambe´m atrave´s do ca´lculo das poteˆncias da matriz
de transic¸a˜o encontrada, vimos que foi poss´ıvel discutir as chances de sobreviveˆncia das
espe´cies estudadas apo´s um longo per´ıodo de tempo.
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