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Glossaire
Action Units Activations du visage définies par le Facial Action Coding System (FACS).
AE Auto-Encodeur ou Auto-Encoder.
AFEW Acted Facial Expression in the Wild.
agrégation agrégation ou pooling.
Animaux Audioset, sous-ensemble des animaux.
AV-MNIST AudioVisual MNIST.
batch lot ou batch.
BN Normalisation par groupement ou Batch Normalization [134].
C3D Réseau de neurones à convolution 3D.
CNN Réseau de Neurones Convolutif ou Convolutional Neural Network.
DAE Auto-Encodeur Débruitant ou Denoising Auto-Encoder.
dropout masquage des connections ou dropout [260].
ENAS Recherche Efficace d’Architectures Neuronales ou Efficient Neural Architecture Search.
EPNAS Recherche Progressive et Efficace d’Architectures Neuronales ou Efficient Progressive Neural
Architecture Search.
epoch epoch (correspond à une passe complète sur l’ensemble d’entraînement).
FACS Facial Action Coding System.
FER2013 Facial Expression Recognition challenge 2013.
GAN Réseau Génératif Adverse ou Generative Adversarial Network.
GPU Processeur Graphique ou Graphics Processing Unit.
IMDb Internet Movie Database.
LLL Apprentissage tout au Long de la Vie ou Life Long Learning.
LOPO Leave One Person Out.
LSTM Réseau de Neurones Récurrent à Mémoire Court et Long Terme ou Long Short Term Memory.
MAE Erreur Moyenne Absolue ou Mean Absolute Error.
MFAS Recherche d’Architectures de Fusion Multimodale ouMultimodal Fusion Architecture Search.
MLP Perceptron Multi-Couches ou Multi Layer Perceptron.
iii
iv Glossaire
mmIMDb Multimodal Internet Movie Database.
MNIST Mixed National Institute of Standards and Technology.
Montalbano Montalbano version 2, RGB+D+audio.
MSE Erreur Moyenne au Carré ou Mean Squared Error.
MT Multi-Tâche ou Multi-Task.
NTU-RGB+D Nanyang Technological University’s Red Blue Green and Depth information.
PCA Analyse en Composantes Principales ou Principal Components Analysis.
PNAS Recherche Progressive d’Architectures Neuronales ou Progressive Neural Architecture Search.
RAF Real-World Affective Faces.
reLU rectified Linear Unit.
ResNet Réseau de neurones résiduel.
RMSE Racine de l’Erreur Moyenne au Carré ou Root Mean Squared Error.
RNN Réseau de Neurones Récurrent ou Recurrent Neural Network.
rRMSE Racine de l’Erreur Moyenne au Carré Relative ou relative Root Mean Squared Error.
SFEW Static Facial Expressions in the Wild.
SVM Machine à Vecteurs de Support ou Support Vectors Machine.
VAE Auto-Encodeur Variationnel ou Variational Auto-Encoder.
VGG Réseau de Neurones proposé par le Groupe de Géométrie Visuelle d’Oxford.
Notations
a Symbole en gras : vecteur.
A Symbole en gras et majuscule : matrice.
A Symbole en majuscule et calligraphié : ensemble.
# Cardinal d’un ensemble.
L Fonction de coût (loss).
θ Ensemble des poids d’un réseau de neurones.
W Matrice de poids (weights) d’une couche entièrement connectée.
σ Fonction d’activation, non-linéarité.
x Données en entrée d’un modèle.
x,y Données issues de deux modalités et mises en entrée d’un modèle.
h Couche cachée (hidden) d’un réseau de neurones.
zˆ Approximation de la vérité terrain par un modèle.
h Annotation, vérité terrain, label.
x˜ Reconstruction d’une donnée d’entrée par un modèle.
i.e. Id Est / c’est-à-dire.
e.g. Exempla Gratia / par exemple.
etc. Et Cetera / et d’autres choses manquantes.
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2 CHAPITRE 1. INTRODUCTION GÉNÉRALE
1.1 Contexte
Intelligence artificielle et apprentissage automatique Chaque minute, plus de 2.4 millions de re-
cherches sont lancées sur Google tandis que plus de 500 heures de vidéos sont mises en lignes sur You-
tube. Twitter compte 350 000 tweets par minute, Instagram plus de 50 millions d’images et Facebook
plus de 350 millions de photos. Associés à la mise en ligne de cette impressionnante quantité d’infor-
mation, s’ajoutent les commentaires et réactions de la part d’autres utilisateurs. Ces éléments constituent
des sources de renseignements supplémentaires, avec par exemple plus de 5 milliards de commentaires
postés par mois sur Facebook. De manière plus générale, le volume de données numériques augmente
constamment, avec des sources très variées, telles que la météorologie, l’astronomie, ou encore les ar-
chives de différents programmes et actions (ou logs).
Ces quelques chiffres soulignent la masse actuelle de l’information disponible actuellement sous dif-
férentes formes (texte, image, son, chiffres, etc. ), réceptacle d’un ensemble de connaissances inestimable
et difficile à exploiter. Un moyen de disposer de certaines de ces connaissances passe par l’apprentissage
statistique, qui consiste à estimer à partir des données un modèle permettant d’inférer automatiquement
la réponse à une tâche complexe et difficile à formuler algorithmiquement. Par exemple, la reconnais-
sance automatique de l’identité d’une personne à partir de son visage est rendue possible par des modèles
ayant bénéficié de larges bases de données composées de visages et des identités des utilisateurs asso-
ciés [130, 248, 75].
Les réseaux de neurones profonds peuvent être considérés comme une sous-branche de l’apprentis-
sage statistique [166] et se révèlent particulièrement efficaces pour traiter ce type de problème [110].
L’entraînement de tels modèles consiste en un problème d’optimisation. Si nous reprenons l’exemple
précédent, pour chaque visage, le réseau de neurones proposera un vecteur, auquel il sera possible d’as-
socier une identité. Il sera alors possible de calculer l’erreur effectuée par ce réseau et de la minimiser
sur l’ensemble des données, conduisant à l’apprentissage du concept de l’identité. Au fur et à mesure
de cet apprentissage, le réseau construit ses propres représentations internes (ou cachées) des données,
permettant de développer différentes couches d’abstraction, d’une manière analogue à nos processus
d’apprentissage de la perception. La Figure 1.1.1 illustre ce procédé des représentations cachées dans
le cadre plus simple de la classification d’images de chiffres, une démonstration en ligne permettant de
visualiser les représentations cachées obtenues pour différentes entrées (e.g. les représentations cachées
d’un 2 seront très différentes de celles obtenues pour un 4).
FIGURE 1.1.1 – Visualisations proposées par [120] (démonstration en ligne) des différentes couches
de représentations d’un chiffre donné en entrée d’un réseau de neurones profonds, qui a été entraîné à
classifier les chiffres entre 0 et 9.
Perception et multimodalité Néanmoins, notre perception repose sur nos sens : nous disposons de plu-
sieurs sources d’information, apportées par différents canaux, entre lesquels nous créons des liens [193]
afin de résoudre un problème donné. Prenons l’exemple d’une discussion que nous aurions avec un in-
terlocuteur. Celui-ci cherche à partager avec nous de l’information, qui est donc présente dans les mots
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qu’il utilise. Mais l’information va également être communiquée à travers d’autres modalités, telles que
le ton de sa voix, ses expressions faciales ou encore ses gestes, constituant une communication non-
verbale [192], contenant plus d’information que de simples mots. La perception que nous avons du
monde qui nous entoure est donc multimodale et elle permet de reconstituer une information riche et
complexe à partir de différentes modalités.
Analyse de données multi-modales et application Une grande partie des contenus disponibles sur
Internet peuvent être considérés comme des données multimodales. Par exemple, les vidéos sur Youtube
contiennent de l’image, du son et des commentaires (donc du texte), tandis que les images de Facebook
sont souvent accompagnées d’une localisation ou de textes rédigés par leurs auteurs, et que les tweets
contiennent régulièrement des émoticônes et des liens vers des images, du son ou des vidéos.
Pour améliorer la perception des systèmes neuronaux actuels, il est alors intéressant de prendre en
compte les différentes modalités disponibles dans les données. Il est par exemple possible d’améliorer la
transcription automatique de la parole (i.e. transformer la voix en texte) en se servant du mouvement des
lèvres [68, 298] pour limiter les erreurs dues par exemple au bruit environnant.
Un sujet particulièrement complexe et où l’usage de différentes modalités peut se révéler très perti-
nent est l’analyse des émotions d’une personne. En effet, si nous reprenons l’exemple de la communica-
tion non-verbale, les émotions sont en grande partie contenues dans des modalités autre que le texte [46]
et elles ont alors différentes formes d’expression (vocales, faciales, corporelles). Pour pouvoir perce-
voir une émotion, nous utilisons l’ensemble de ces modalités et l’apprentissage d’un réseau de neurones
utilisant ces différentes modalités permettrait d’améliorer substantiellement la qualité des systèmes uni-
modaux (i.e. n’utilisant qu’une modalité). La Figure 1.1.2 illustre l’intérêt d’une telle démarche : l’ex-
pression faciale de cette femme peut aussi bien correspondre à de la joie que de la tristesse ou de la peur,
tandis que son expression corporelle et le contexte sonore (sa voix, les applaudissements) permettent de
comprendre que Serena Williams célèbre sa victoire.
Expression faciale Expression corporelle Contexte sonore
FIGURE 1.1.2 – Émotion exprimée par Serena Williams à travers différentes modalités.
Améliorer la reconnaissance (et la génération) des émotions constitue un enjeu découlant de plusieurs
intérêts et applications :
— l’amélioration des interfaces homme-machine en ajoutant une coloration émotionnelle réaliste, par
exemple dans le cas des agents virtuels [218] ou en personnalisant l’interface suivant l’humeur de
son utilisateur
— une aide face au trouble autistique (qui implique l’incapacité à reconnaître les émotions [183]),
par exemple en proposant aux personnes autistes un outil permettant d’apprendre à reconnaître et
à exprimer des émotions [274]
— la ré-utilisation de certaines modalités, telles que l’expression faciale, mais appliquées à des tâches
connexes, telles que l’estimation de la douleur [186]
— l’amélioration du marketing client, en identifiant les clients mécontents ou en se servant des émo-
tions exprimées par les clients face à un produit pour évaluer celui-ci
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— l’indexation de contenus, pour par exemple retrouver des moments clés au sein de films et ainsi
améliorer la qualité des résumés automatiques de ceux-ci [295]
Nous nous intéresserons donc à travers ce manuscrit à l’application des réseaux de neurones dans un
contexte multimodal, avec une volonté d’application particulière au domaine de l’analyse des émotions.
Cela entraîne diverses problématiques que nous détaillons dans la section suivante.
1.2 Problématiques
Traiter des contenus multimodaux avec des réseaux de neurones profonds implique de se confronter
à différentes problématiques :
Fusion entre modalités Un aspect clé de la résolution d’un problème multimodal réside dans la fusion
des modalités. Il existe une grande variété de méthodes de fusion multimodale, souvent adaptée pour
un problème spécifique. Il est alors très difficile de savoir quelle méthode adopter face à un nouveau
problème.
Grande dimensionnalité du signal d’entrée et faible quantité de données annotées le fait de dis-
poser de plusieurs modalités et de chercher à les utiliser signifie que le signal en entrée du réseau de
neurones contient beaucoup plus d’informations mais possède donc beaucoup plus de dimensions. Cette
dimensionnalité importante rend l’extraction d’une représentation neuronale pertinente plus difficile, sur-
tout dans un contexte comme la reconnaissance d’émotion, où les données disposant d’annotations sont
peu nombreuses et souvent bruitées. Il est alors coûteux d’annoter plus de données : nous allons donc
explorer des techniques de transfert de connaissances (i.e. utilisation de réseaux de neurones déjà en-
traînés sur d’autres tâches et bases de données) et d’apprentissage faiblement supervisé (i.e. en utilisant
beaucoup de données dont peu sont annotées).
Interprétabilité Le fait d’utiliser un apprentissage neuronal peut souvent conduire à un effet "boîte
noire", i.e. à une difficulté à interpréter les décisions produites par le modèle et à analyser ses représen-
tations cachées. Nous chercherons à proposer des solutions permettant d’obtenir des informations sur la
qualité de l’apprentissage plus complètes qu’un simple indicateur de performance.
Complexité et sélection des modèles Le fait de traiter des signaux de grandes dimensions et de dispo-
ser d’un grand nombre de données implique de disposer d’une bonne capacité d’apprentissage de la part
du modèle et donc d’une complexité importante et d’un large nombre de paramètres. Or, cette complexité
peut rendre le modèle inapte (en termes de temps de calcul) à être ré-utilisé dans des applications réelles
par la suite, voire l’amener à ne pas généraliser au-delà des données vues pendant son entraînement (on
parle alors de sur-apprentissage). Nous donnerons de l’importance tout au long du manuscrit à la taille
des modèles utilisés et chercherons quand cela nous est possible à réduire celle-ci.
Émotion dans le monde réel La reconnaissance des émotions est un problème résolu dans un cadre
contrôlé et en se basant sur des expressions faciales exagérées [185]. En revanche, les techniques qui
obtiennent d’excellents résultats dans ce contexte deviennent bien moins efficaces lorsque les expressions
sont plus naturelles et dans des conditions plus réalistes (mouvements, orientation du visage, occlusions
du visage, etc. ) [80], ce qui nécessite l’utilisation de nouvelles approches, permettant notamment de
construire des représentations plus robustes des émotions.
Ces problématiques nous ont guidés dans nos travaux. Nous reviendrons dans le Chapitre 7 de conclu-
sion générale sur les réponses que nos contributions (détaillées ci-dessous) ont permis d’y apporter.
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1.3 Contributions et organisation du manuscrit
État de l’art Le Chapitre 2 introduit des notions et travaux relatifs aux problématiques abordées dans
les autres chapitres. Ainsi, nous proposons de présenter les réseaux de neurones profonds et un certain
nombre de techniques associées, qui seront utilisées tout au long du manuscrit. Dans le cadre de cette
thèse, nous nous sommes particulièrement intéressés à l’analyse des émotions et nous donnons donc
également quelques notions d’informatique affective, i.e. l’étude et le développement de systèmes per-
mettant de modéliser, reconnaître et générer les émotions humaines ainsi que leur contexte. Enfin, nous
revenons sur la multimodalité et sur une taxonomie des approches de fusion multimodale, qui permettra
de mieux situer le Chapitre 6. Nous illustrons également les liens forts qui existent entre les techniques de
fusion multimodale et celles de résolution d’un problème avec plusieurs tâches, permettant de préparer
le Chapitre 5.
Analyse des émotions Nous commençons par traiter une application concrète du problème multimodal
dans le contexte de la reconnaissance d’émotion. Notre but est d’aboutir à une solution robuste de re-
connaissance d’émotion dans un contexte audiovisuel, en exploitant notamment l’aspect multimodal du
problème. Le Chapitre 3 constitue une étude préliminaire et empirique, qui relate nos deux soumissions
à une compétition internationale de reconnaissance d’émotion dans des contenus audio-visuels. Nous
y étudions notamment l’intérêt d’utiliser des modèles légers et des techniques de transfert de connais-
sances pour compenser le problème de la grande dimensionnalité des entrées et du peu de données
disponibles. Nos participations à la compétition ont permis d’obtenir une évaluation objective de nos
solutions et d’ainsi nous comparer de façon directe à l’état de l’art actuel. Ces soumissions nous ont
permis d’atteindre à deux reprises une troisième place sur une trentaine d’équipes et ont donné lieu à
deux publications [a,b].
De plus, cette étude préliminaire ouvre des pistes de recherche, en illustrant certains problèmes par-
ticuliers, tels que le fait qu’une méthode de fusion ne fonctionnera pas sur tous les problèmes multimo-
daux, que le choix d’un bon transfert de connaissances peut s’avérer très complexe et fastidieux et que le
choix d’une bonne représentation de l’émotion est crucial et non trivial pour reconnaître celle-ci.
C’est pourquoi le Chapitre 4 revient sur les représentations des émotions proposées par les psycho-
logues et illustre le lien entre ces représentations et celles apprises par un réseau de neurones dans le
cadre de la reconnaissance d’expressions faciales. Cela nous conduit à proposer un modèle de reconnais-
sance et génération d’expressions faciales basé sur l’utilisation d’une représentation neuronale compacte
et efficace. Ces travaux ont été effectués en collaboration avec Corentin Kervadec, qui a effectué une
grande partie des expérimentations relatives à la reconnaissance d’expressions faciales lors de son stage
de Master. Ils ont donné lieu à deux publications, l’une sur la représentation des expressions faciales [c]
et l’autre sur leur génération [d], ainsi qu’à une démonstration en ligne de l’édition d’expression faciale.
Représentation et multimodalité L’importance de la notion de représentation développée dans la
Chapitre 4 et la difficulté posée par le choix d’un bon modèle pour le transfert de connaissances lors
du Chapitre 3 conduisent naturellement au Chapitre 5, qui propose une méthode non traditionnelle pour
effectuer un transfert de connaissances à partir de plusieurs sources, i.e. plusieurs modèles pré-entraînés.
Pour cela, une représentation neuronale plus générale est obtenue et permet de rassembler la connais-
sance contenue dans les modèles pré-entraînés en un seul modèle unique, conduisant à des performances
à l’état de l’art sur une variété de problèmes d’analyse de visages. Nous avons choisi une application
à l’analyse de visage du fait des autres problèmes que nous avons traités jusqu’ici mais la méthode ap-
pliquée dans ce chapitre pourra être généralisée à d’autres applications. Ce chapitre est associé à une
publication en cours de soumission au moment de la rédaction de ce manuscrit.
Enfin, à travers le Chapitre 6, nous repartons des conclusions du Chapitre 3, et en simulant diffé-
rents problèmes multimodaux, nous cherchons notamment à vérifier qu’il n’existe pas de technique de
fusion multimodale universelle. Nous proposons et validons ensuite deux méthodes pour trouver une
architecture neuronale de fusion efficace pour un problème multimodal donné, la première se basant sur
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un modèle central de fusion et ayant pour visée de conserver une certaine interprétation de la stratégie
de fusion adoptée, tandis que la seconde adapte une méthode de recherche d’architecture neuronale au
cas de la fusion, explorant un plus grand nombre de stratégies et atteignant ainsi de meilleures perfor-
mances. La première méthode a donné lieu à deux publications [e,f], tandis que la seconde a été réalisée
en collaboration avec Juan-Manuel Perez, pendant son post-doc au sein de l’équipe, et a donné lieu à une
publication [g].
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Étant donnée la quantité conséquente de travaux publiés dans les domaines traités par le manuscrit,
cet état de l’art ne se prétend pas exhaustif et a pour fin première de fournir au lecteur des outils et
pointeurs qui pourront lui être nécessaires lors de la lecture du manuscrit.
L’ensemble des chapitres exploite des approches d’apprentissage automatique neuronal et c’est pour-
quoi nous traitons tout d’abord en Section 2.1 de notions liées aux réseaux de neurones en général
(architectures, régularisation, recherche des hyper-paramètres) et aux représentations qu’ils permettent
d’extraire d’un signal donné, menant à des techniques variées (transfert de connaissances, distillation).
Les Chapitres 3 et 4 s’intéressent plus particulièrement à l’application des réseaux de neurones pour
l’analyse des émotions. C’est pourquoi nous présentons en Section 2.2 le domaine de l’informatique
affective et l’inscrivons dans le contexte des réseaux de neurones.
Enfin, nous proposons une formulation de ce qu’est un problème dit multimodal (i.e. basé sur des
données composées de plusieurs modalités, telles que le son ou l’image). Nous reportons par la suite une
taxonomie possible des méthodes actuelles de fusion multimodale et des approches multi-tâches. Cette
Section 2.3 a pour but de mieux situer les méthodes employées dans les Chapitres 5 et 6.
2.1 Réseaux de neurones et représentations
Cette section s’intéresse à la méthode d’apprentissage particulière que constitue les réseaux de neu-
rones. De manière à bien présenter celle-ci, nous prenons le parti de tout d’abord mentionner quelques
éléments généraux relatifs à l’apprentissage statistique. Nous considérons ensuite certaines des compo-
santes principales des réseaux de neurones telles que les architectures, les méthodes de régularisation
et la recherche d’hyper-paramètres. Ces premiers éléments permettent ainsi de plus facilement présen-
ter les techniques utilisées dans l’ensemble des chapitres. Enfin, concernant la notion de représentation,
nous proposons quelques éléments de définition et explorons ensuite diverses applications relatives aux
représentations neuronales.
2.1.1 Apprentissage statistique
Comme mentionné dans l’introduction générale, les approches neuronales peuvent être vues comme
une sous-partie du domaine de l’apprentissage statistique. Celui-ci peut lui-même être défini comme
une discipline de l’intelligence artificielle, qui concerne la conception, l’analyse, le développement et
l’implémentation de méthodes permettant à une machine (au sens large) d’évoluer par un processus
systématique, et ainsi de remplir des tâches difficiles ou impossibles à remplir par des moyens algorith-
miques plus classiques 1. Plus sommairement, nous pourrions définir l’apprentissage statistique comme
la recherche et l’obtention d’une fonction permettant de résoudre une tâche à partir d’un ensemble de
données associées. Plusieurs ouvrages [100, 39, 254, 8] permettent d’approfondir cette définition et d’ex-
plorer ce domaine très large.
Formalisation du problème de l’apprentissage supervisé Nous proposons maintenant une définition
plus formelle, issue de [254]. Si nous considérons que X est l’ensemble des entrées possibles et Z
l’ensemble des sorties possibles, il existe une distribution de probabilité inconnue sur l’ensemble X ×Z ,
que nous noterons p(x,z) avec (x,z) ∈ X ×Z .
Nous pouvons définir le concept d’apprentissage comme la recherche d’une fonction f ∶ X → Z
telle que f (x) ∼ z. Par la suite, nous pourrons noter zˆ = f (x) et L(zˆ,z) une fonction de coût permettant
d’évaluer l’écart entre valeur estimée zˆ par f et valeur réelle z.
Cela permet alors de définir un risque attendu R tel que :
R( f ) =∫
X×Z
L(zˆ,z)p(x,z)dxdz (2.1.1)
1. https://fr.wikipedia.org/wiki/Apprentissage_automatique
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Le but est alors de trouver f ∗ telle que R( f ∗) soit minimal. Mais il se trouve que la distribution de
probabilité p(x,z) est inconnue. Il est alors nécessaire de définir un sous-espace de X ×Z , que nous ap-
pellerons ensemble d’entraînement D composé de N éléments issus de p(x,z). Ainsi dans cet ensemble,
à chaque xi est associé une sortie zi, formant N couples. Cet ensemble D permet alors d’obtenir une
approximation du risque attendu R, que nous appellerons le risque empirique RD :
RD( f ) =
1
N
N
∑
i
L(zˆi,zi) (2.1.2)
Notion de modèle Par la suite, nous utiliserons le terme de modèle pour désigner les fonctions f et
considérerons que les différentes fonctions f peuvent être exprimées par des paramètres θ . Ainsi, nous
considérons qu’un modèle M est composé de paramètres θ et permet de réaliser une inférence, prenant
en entrée un vecteur x et estimant une sortie zˆ :
zˆ =M(θ ,x) (2.1.3)
La minimisation de la fonction de coût présentée précédemment s’écrira alors :
θȂ = argminθ
1
N
N
∑
i
L(zi, zˆi) (2.1.4)
Apprentissage non supervisé Nous nous sommes précédemment placés dans le cas où nous disposions
d’éléments de l’espace Z , permettant de modéliser une supervision, i.e. que nous avons considéré que
nous disposions d’annotations ou vérité terrain, par exemple produites par un être humain.
Il est aussi possible de se placer dans un cas où on ne dispose pas de cette supervision et où l’on
cherche alors souvent à estimer, de manière explicite ou implicite, la distribution de probabilités p(x).
Nous parlerons alors d’apprentissage non supervisé, qui regroupe différentes méthodes et catégories
spécifiques [254].
Classification, régression Au sein de l’apprentissage supervisé, nous pouvons distinguer différentes
problématiques et notamment des problèmes de régression et de classification.
La classification consiste en des annotations par catégories, i.e. que les zi correspondent à des valeurs
discrètes et qu’il en existe un nombre fini. Par exemple, un problème de classification classique serait de
déterminer à partir d’une photo d’animal s’il s’agit d’un chien, d’un chat ou d’un oiseau.
La régression consiste en des annotations par valeurs continues, i.e. que les zi correspondent à des
valeurs comprises dans un intervalle donné. Par exemple, un problème de régression pourrait être l’es-
timation de la position d’un animal dans une image, modélisée par deux valeurs continues à régresser .
Les méthodes utilisées et notamment la fonction de coût employée présentent des différences entre ces
deux types de problématiques, comme nous le verrons par la suite.
Composantes de l’apprentissage statistique De manière générale, nous allons considérer qu’un mo-
dèle d’apprentissage statistique dépend de différents éléments :
— les paramètres (ou poids) θ , i.e. des valeurs numériques que l’on cherche et qui permettent de
définir M et de réaliser l’inférence
— une fonction de coût L permettant d’évaluer l’inférence, i.e. la qualité de l’estimation de l’annota-
tion par le modèle
— une méthode d’optimisation permettant de minimiser la fonction de coût et de mettre à jour les
poids du modèle
— des hyper-paramètres permettant de contrôler l’ensemble, e.g. la vitesse de convergence de la mé-
thode d’optimisation
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Nous nous concentrons dans cette thèse sur le cas spécifique des réseaux de neurones profonds [110].
Ceux-ci sont des modèles d’apprentissages statistiques particuliers, qui présentent notamment une struc-
turation (ou architecture) des valeurs numériques θ du modèle en différentes couches, permettant de
construire automatiquement et couche par couche une représentation du signal d’entrée de plus en plus
appropriée pour la résolution de la tâche donnée.
2.1.2 Architectures de réseaux de neurones
Nous considérons donc que le réseau de neurones (et plus particulièrement les réseaux de neurones
profonds) peut être défini comme un ensemble de poids muni d’une structure particulière, optimisés
pour traiter un signal d’entrée de manière à résoudre une tâche donnée. Nous allons voir dans cette
partie que la structure de cette famille de poids dépend de l’architecture du réseau de neurones. Nous
décrivons l’élément d’architecture à la base d’un réseau de neurones, le perceptron, puis poursuivons par
la description de différentes familles d’architectures plus sophistiquées et plus récentes.
Perceptron Une première formulation datant de 1958 est celle du perceptron [239], proposée au départ
dans le cas de la classification binaire. La Figure 2.1.1 illustre la structure de cet élément d’architecture.
L’entrée x est ici un vecteur de dimension n. Chacun des éléments est multiplié par un poids wi, puis
sommé (i.e. un produit scalaire est effectué entre l’entrée x et les poids). Une fonction d’activation σ
(e.g. une fonction échelon qui associe 0 à son entrée h si h < 0.5 et 1 sinon) est alors appliquée au résultat
pour obtenir une valeur z permettant de décider à quelle classe (0 ou 1) appartient x. De manière plus
formelle, il est possible de ré-écrire cette opération sous la forme :
zˆ = σ((w1 w2 ... wn)
̂
̂̂
̂
̂
x1
x2
...
xn
̂
̂̂
̂
̂
) (2.1.5)
Cette formulation 2 peut être étendue à une sortie de taille supérieure à 1, en réécrivant simplement :
zˆ = σ(Wx) (2.1.6)
avec zˆ la sortie, vecteur de taille m, x l’entrée, vecteur de taille n, σ la fonction d’activation (qui est
appliquée indépendamment sur chaque sortie) etW une matrice de taille m×n. Le perceptron ainsi défini
correspond à la solution neuronale typique pour résoudre un problème de classification (ou de régression)
linéaire simple.
Perceptron Multi-Couches ou Multi Layer Perceptron (MLP) Le perceptron ne permet pas en re-
vanche de résoudre certains types de problèmes, se révélant inefficace par exemple dans le cas de la
classification non-linéaire. La Figure 2.1.2 illustre un ensemble de données avec des annotations non
linéairement séparables et qui nécessite donc d’exhiber des frontières non linéaires. Une manière de ré-
soudre ce problème est de projeter de manière non linéaire les données dans un espace où elles seront
linéairement séparables, en exhibant par exemple plus de dimensions que dans l’espace précédent (astuce
du noyau [4]). Ce type d’approche est très utilisée dans d’autres approches d’apprentissage statistique
telles que les Machine à Vecteurs de Support ou Support Vectors Machine (SVM) [70].
L’idée du MLP [243] est alors, comme le nom l’indique, de rassembler plusieurs couches de per-
ceptrons, séparées par des non-linéarités, de manière à créer un espace de représentation des données
d’entrée qui soit linéairement séparable. Par exemple, pour un MLP à une couche cachée, l’entrée x est
traitée par un premier perceptron et donne une sortie intermédiaire, dite cachée, h. Celle-ci est injectée
dans un second perceptron, qui permet d’obtenir une sortie finale z.
2. Notons que pour simplifier la notation, nous n’utilisons pas de terme additif de biais (qui pourrait d’ailleurs être simple-
ment pris en compte en considérant que quelque soit x, xn = 1).
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FIGURE 2.1.1 – Représentation schématique du
perceptron défini en 1958. L’entrée x est compo-
sée de n éléments xi, qui sont chacun multipliés
par un wi, avant d’être tous sommés, puis traités
par une fonction d’activation σ .
FIGURE 2.1.2 – Exemple de problème non linéai-
rement séparable (impossible de séparer les deux
classes avec une seule droite). Les cercles repré-
sentent les données x, leur couleur correspondant
à leur annotation z.
La fonction d’activation (e.g. tangente hyperbolique, sigmoïde, rectified Linear Unit (reLU) [202]),
utilisée au sein des couches cachées, permet d’introduire la non-linéarité et d’ainsi faciliter la résolution
de problèmes non linéairement séparables.
Réseau de Neurones Convolutif ou Convolutional Neural Network (CNN) De manière à pouvoir
par exemple traiter des entrées de taille plus large, des modèles de réseau de neurones ré-introduisant la
notion de filtre ont fait leur apparition. Les images sont des exemples d’entrées avec un grand nombre
d’éléments, nécessitant donc un nombre de paramètres très conséquents pour les traiter avec un MLP.
Fukushima [101] puis Le Cun et al. [167] proposent une architecture qui prend en compte la topolo-
gie spatiale de l’image et permet notamment grâce à cet a priori de réduire le nombre de paramètres
nécessaires.
Un CNN peut être composé de 3 types de couches : (1) une couche de convolution, qui consiste
en un ensemble de noyaux de convolution appliqués à l’image pour en extraire des cartes de convolu-
tion, (2) une couche d’agrégation, qui consiste à sous-échantillonner les cartes préalablement obtenues,
par exemple en prenant la moyenne ou le maximum d’un ensemble de valeurs, (3) une couche totale-
ment connectée, i.e. un perceptron avec une activation non-linéaire. Un exemple classique d’architec-
ture convolutive proposée par Le Cun et al. pour la reconnaissance automatique de chiffres dans les
images [167] est LeNet-5. Il est constitué d’une succession de couches des trois types, comme illustré
par la Figure 2.1.3.
Conv Conv AggAgg Per Per Classif 0
FIGURE 2.1.3 – Représentation schématique d’un réseau convolutif similaire au LeNet-5 [167]. Les
couches convolutives, d’agrégation et totalement connectée sont respectivement désignées par les acro-
nymes Conv, Agg et Per. La dernière couche est un perceptron simple qui permet la classification finale
de l’image parmi 10 classes.
Le réseau de neurones convolutif présente plusieurs caractéristiques qui expliquent son succès sur
les problèmes relatifs aux images. Nous pouvons notamment mentionner :
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1. la connectivité locale : un élément de sortie d’une couche de convolution est lié à des éléments
d’entrée qui sont proches spatialement, du fait de la taille limitée du noyau de convolution.
2. le partage des poids des noyaux de convolution, ceux-ci parcourant l’ensemble de l’image.
3. l’invariance à la translation, par nature même de la convolution.
Par la suite, des ensembles de données plus larges [74] émergent et permettent des architectures plus
"profondes", i.e. avec plus de couches. Parmi celles-ci, nous pouvons noter par exemple AlexNet [161],
Réseau de Neurones proposé par le Groupe de Géométrie Visuelle d’Oxford (VGG) [253] et Réseau de
neurones résiduel (ResNet) [122].
Le réseau de neurones convolutif peut être généralisé à des entrées de dimensions supérieures à deux,
pour traiter par exemple des séquences d’images (qui contiennent donc une dimension temporelle) [22,
271]. Nous illustrons l’intérêt de cette approche en Figure 2.1.4 et nous verrons l’application d’une
telle architecture au problème de la reconnaissance d’émotions à partir d’une séquence d’images dans le
Chapitre 3.
3d
2d
Filtre 3d
Filtre 2d
FIGURE 2.1.4 – Couches convolutives 2d et 3d appliquées à une séquence d’images. La convolution 3d
permet d’extraire une unique description de toute la séquence et donc de prendre en compte la notion de
proximité temporelle (ou connectivité locale). La convolution 2d traite chaque image séparément.
Il est également intéressant de noter l’utilisation du réseau de neurones convolutif à une dimension
pour traiter du son [83, 273] et des séries temporelles [42].
Enfin, nous pouvons mentionner l’émergence des éléments spécifiques d’architecture. Szegedy et
al. [264] proposent un module d’Inception, qui consiste à appliquer en parallèle plusieurs blocs convo-
lutifs différents (par exemple avec des noyaux de tailles différentes) et à concaténer leurs sorties. He
et al. [122] proposent ResNet, qui permet d’améliorer la convergence. C’est une approche qui est dite
résiduelle car elle consiste à sommer (ou concaténer), à la sortie d’un bloc, l’entrée de celui-ci (résidu).
Autrement dit, si une couche classique s’écrit h =Wx, nous pouvons définir la couche résiduelle par
h=Wx+x, i.e. il s’agit de la combinaison d’un bloc et de la fonction identité. Han et al. [117] améliorent
cette idée en travaillant sur la couche d’agrégation et en proposant une approche pyramidale (Pyramid-
Net). Un nombre croissant d’autres approches telles que les DenseNets [129] ou les Squeeze-Excitation
Networks [126] sont également validées de manière empirique. Une étude récente [147] dresse une liste
(non exhaustive) de ces approches.
Cette large variété d’architectures et de techniques justifiées par l’intuition et l’expérimentation ra-
mène naturellement la communauté en direction d’une interprétation plus théorique pour justifier les
choix d’architectures. Ainsi, nous pouvons noter l’émergence de plusieurs interprétations (pouvant s’op-
poser) basées sur la théorie de l’information, discutant par exemple l’influence de la compression de
l’information sur la capacité de généralisation d’un réseau de neurones [269, 246]. Un aspect plus tra-
ditionnel, comme proposé dans le cours de Stéphane Mallat [190], est de percevoir l’effet des différents
blocs comme une reparamétrisation d’espaces très complexes et non linéairement séparables en espaces
plus facilement manipulables. Cette vision n’est pas sans évoquer l’astuce du noyau, qui consiste à re-
paramétrer les données dans un espace de plus grande dimension où elles sont linéairement séparables.
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Enfin, des travaux comme ceux d’Escorcia et al. [95] s’intéressent à la localisation de l’information
"utile" au sein d’un réseau de neurones et montrent par exemple que les attributs visuels permettant de
résoudre une tâche donnée sont distribués dans l’ensemble des couches d’un réseau de neurones convo-
lutif.
(a) Vue enroulée (b) Vue déroulée
FIGURE 2.1.5 – Illustration d’un réseau de neurones récurrent. A est une cellule, xt un élément de la
séquence d’entrée et ht la sortie associée. Schéma réalisé à partir du site https://colah.github.
io/posts/2015-08-Understanding-LSTMs/
Réseau de Neurones Récurrent ou Recurrent Neural Network (RNN) Une autre forme d’architec-
ture connaissant beaucoup de succès est le RNN. Cette forme provient d’un besoin de traiter des sé-
quences d’éléments, par exemple des textes (dont les éléments sont des caractères ou des mots) et qui
peuvent avoir une longueur variable. La Figure 2.1.5 présente l’architecture classique d’un RNN. L’en-
trée de ce réseau, nommée x, est une séquence de T éléments (notés xt). Le réseau peut être vu de deux
manières : enroulée et déroulée. Concentrons-nous d’abord sur la partie déroulée. Le principe est d’as-
socier à chaque élément de la séquence une cellule. Cette cellule prend en entrée l’élément xt et un état
st−1, provenant de la cellule précédente. Elle permet alors d’obtenir une sortie ht et un état st ; qui sera
transmis à la cellule suivante. La cellule classique est souvent composée d’un réseau de neurones de
type MLP qui prend la concaténation de xt et st−1 en entrée et donne une unique sortie ht, également
utilisée comme état st par la cellule suivante. Il y a donc transmission de l’information tout au long de
la séquence, ce qui permet d’inclure les observations passées dans le processus de décision de l’instant
i. La vision enroulée du RNN trouve sa justification dans le fait que les poids du réseau de neurones
permettant d’obtenir les sorties sont partagés entre les cellules.
Des variantes de cellules existent, telles que les Réseau de Neurones Récurrent à Mémoire Court et
Long Terme ou Long Short TermMemory (LSTM) [113] et les Gated Recurrent Linear Units (GRU) [65],
qui permettent d’oublier certaines informations contenues dans l’état s et d’ainsi éviter que l’information
contenue dans celui-ci ne disparaisse lorsqu’on traite des séquences très longues 3. Suivant les types
d’entrées traitées (séquences textuelles, audio, d’images, autres), des techniques et cellules spécifiques
ont été développées comme le décrivent Lipton et al. [176] en 2015. À cette période, Karpathy fournit
également une vision des diverses applications possibles d’un réseau de neurones récurrent à travers son
blog : http://karpathy.github.io/2015/05/21/rnn-effectiveness/.
Dans le Chapitre 3, nous présenterons également une LSTM traitant les sorties d’un CNN, pour
effectuer de la reconnaissance d’expression faciale dans des séquences d’images. Nous confirmerons
la tendance récente (exemple des meilleures approches du challenge Youtube-8M [196] en analyse de
vidéos) à éviter cette approche pour un certain nombre de problèmes pour lesquels les données sont trop
peu nombreuses et/ou la notion d’ordre est peu présente.
Auto-encodeur et modèles génératifs Les architectures présentées précédemment cherchent à ré-
soudre une tâche souvent proche de la sémantique (classification ou régression par exemple). L’idée
3. Il s’agit concrètement d’une "disparition du gradient" progressive pendant la phase de mise à jour des poids. Pour des
détails généraux sur l’apprentissage d’un réseaux de neurones, voir la partie 2.1.3
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de l’AE, développée très tôt [24], est de proposer d’apprendre une représentation compressée du signal
d’entrée. Pour cela, la première partie est un réseau de neurones classique, par exemple un MLP ou
un CNN, compressant l’information contenue dans l’entrée (par exemple une image comme dans la Fi-
gure 2.1.6) dans une couche cachée h. À partir de celle-ci, le décodeur cherche à reconstituer le signal
d’origine. Il y a compression car la couche cachée h est de dimension beaucoup plus faible que le si-
gnal d’entrée, ce qui implique que seules les informations les plus significatives sont conservées. De
nombreuses variantes, comme les Auto-Encodeur Débruitant ou Denoising Auto-Encoder (DAE) [282]
ou les Auto-Encodeur Variationnel ou Variational Auto-Encoder (VAE) [156] existent et permettent par
exemple de la génération de contenu. Ces méthodes seront reprises dans le Chapitre 5 où nous utilisons
un AE pour regrouper les représentations issues de plusieurs modèles en une seule représentation plus
compacte et plus générale.
Enfin, il est important de noter parmi les modèles génératifs la technique de l’approche adverse ou
Réseau Génératif Adverse ou Generative Adversarial Network (GAN) [111]. L’idée principale est d’en-
traîner simultanément deux réseaux : un générateur et un discriminateur. L’objectif du générateur est de
créer des contenus synthétiques les plus réalistes possibles, tandis que le discriminateur apprend à distin-
guer ces contenus factices des contenus réels. L’entraînement simultané permet d’amener le générateur
à améliorer de plus en plus la qualité des contenus générés, pendant que le discriminateur doit trouver
des détails de plus en plus fins pour identifier les contenus factices. La compétition qui a lieu entre ces
deux réseaux adversaires joue un rôle essentiel dans l’entraînement, l’un ne pouvant être entraîné sans
l’autre. Le générateur finalement obtenu permettra d’échantillonner des contenus et pourra être utilisé
dans diverses applications telles que l’augmentation des données ou la modification de contenus (super-
résolution, inpainting, etc. ). Le discriminateur permettra d’obtenir une représentation particulièrement
robuste d’un contenu et pourra notamment être affiné pour résoudre de nouvelles tâches relatives à ce
type de contenu.
La convergence d’un GAN peut se révéler particulièrement difficile et un grand nombre de techniques
ont été proposées pour faciliter celle-ci, telle qu’une reformulation de la fonction de coût [19] ou un
entraînement progressif [145].
Plus de détails sur ce sujet vaste et complexe peuvent être trouvés dans des ouvrages tels que le
tutoriel de Goodfellow [109]. Le Chapitre 4 exploite notamment une méthode de génération adverse
pour modifier les expressions du visage.
Encodeur Décodeur
h
FIGURE 2.1.6 – Représentation schématique du principe d’un AE. L’encodeur permet de représenter
le signal d’entrée en une représentation cachée h. Le décodeur doit alors reconstruire à partir de cette
représentation l’image d’origine.
2.1.3 Apprentissage d’un réseau de neurones
Nous avons jusqu’ici détaillé la phase d’inférence d’un réseau de neurones, essentiellement définie
par son architecture et pouvant être modélisée comme une fonctionnelle f telle que :
zˆ = f (W,x) (2.1.7)
Ainsi, cette fonctionnelle utilise un ensemble de poidsW pour calculer une sortie estimée zˆ à partir d’une
entrée x. Mais pour pouvoir résoudre une tâche donnée, il est alors nécessaire d’entraîner notre modèle
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sur un ensemble de N données D = (xi)(i∈1..N), de manière à estimer des valeurs optimales des poids W
suivant une fonction de coût L.
Concernant l’optimisation, zˆ va être injectée dans une fonction de coût L, qui permet d’estimer quelle
est la qualité du modèle sur la tâche choisie par rapport à une annotation z. L’objectif va ensuite être de
minimiser cette fonction de coût sur l’ensemble des données d’entraînement D, i.e. minimiser le risque
empirique (cf. introduction).
Fonction de coût Demanière générale, il est possible d’écrire que L est une fonction ayant pour entrées
f ,W, z et x. En effet, L( f ,W,x,z) = erreur( f (W,x),z), avec erreur une fonction adaptée au problème
à résoudre. Par exemple, pour les problèmes de régression et de classification, il est usuel d’utiliser res-
pectivement la moyenne des erreurs quadratiques ( =∑i(zi− zˆi)2) et l’entropie croisée ( = −∑i zˆilog(zi)).
Rétro-propagation du gradient Le fait de minimiser la fonction de coût correspond finalement à
trouver une valeur optimale des poids du réseau. Il est important de noter que L( f ,W,x,z) est une
fonction non-convexe, ne permettant donc pas de garantir l’unicité d’un optimum. Ainsi, l’existence d’un
optimum n’est pas garantie et le réseau de neurones peut conduire à exhiber des optima locaux. Nous
verrons tout au long du manuscrit qu’il est important d’utiliser des aides à la convergence, permettant
notamment de ne pas stagner au sein d’un optimum local.
Concrètement, nous appliquons des méthodes de mise à jour des poids de type descente de gradient.
Il s’agit d’une méthode usuelle, consistant à mettre à jour chacun des poids dans la direction opposée au
gradient de la fonction de coût. Plus formellement, pour chacun des poids w ∈W, la différence ∆w entre
l’ancienne et la nouvelle valeur de w s’écrit :
∆w = −α ∂L
∂w
(2.1.8)
α correspond ici à un taux d’apprentissage permettant de contrôler la vitesse de mise à jour des poids.
Pour pouvoir effectuer le calcul de la dérivée partielle ∂L
∂w
, une propagation inverse est effectuée. En effet,
il est possible de calculer cette dérivée partielle séquentiellement, en partant des poids de la couche de
sortie (calcul immédiat) puis en propageant le calcul couche par couche en direction de l’entrée. Il s’agit
d’une application du théorème de dérivation des fonctions composées ou chain rule.
Optimisation stochastique Dans la pratique, la mise à jour des poids peut être effectuée de plusieurs
manières. La descente de gradient groupée consiste à faire la mise à jour des poids à partir du gradient
moyen sur tout l’ensemble d’entraînement, impliquant un coût important en mémoire et le risque de
converger dans un point-selle [102]. La descente de gradient stochastique par lot ou batch (batch) unique
consiste à traiter les données de l’ensemble d’entraînement une par une et à effectuer itérativement la mise
à jour. Puisque la direction de mise à jour choisie à chaque itération est basée sur un unique exemple,
le procédé d’optimisation est alors très bruité. Dans le cas des réseaux de neurones profonds (et plus
précisément de l’optimisation non-convexe), ce bruit peut être bénéfique pour sortir d’un minimum local
ou d’un point selle [43, 102]. Mais le temps de convergence qu’implique cette solution est très important.
C’est pourquoi l’approche la plus utilisée dans le cas des réseaux de neurones profonds est la descente de
gradient stochastique par batch, un compromis entre approche groupée et approche stochastique à batch
unique. Elle consiste à faire la mise à jour des poids à partir du gradient moyen calculé sur des petits
batch de données. Cela permet de conserver les bénéfices d’une optimisation bruitée/stochastique, mais
de tout de même disposer d’une convergence plus rapide.
Différentes améliorations de la descente de gradient stochastique peuvent être utilisées pour accé-
lérer et stabiliser la direction de convergence (Momentum [228], gradient accéléré de Nesterov [205],
RMSprop, Adagrad [87], Adadelta [310], Adam [155], etc. ).
Des approches du second ordre, comme la méthode de Newton, restent peu utilisées du fait de la
taille importante des ensembles de données à traiter et du bruit important sur l’estimation de la dérivée
seconde.
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2.1.4 Aide à la convergence
La nature non-convexe du problème d’optimisation a poussé la communauté à développer des mé-
thodes permettant d’aider à la convergence, à la fois en termes de stabilité, de vitesse et de qualité de
l’optimum trouvé. Cette notion est également intrinsèquement liée à celle de généralisation, i.e. de trou-
ver un optimum suffisamment global pour être toujours valable quand le modèle est appliqué sur des
données n’ayant pas été vues durant l’entrainement.
Statistique du signal Ainsi il existe notamment des méthodes visant à préserver la statistique du si-
gnal (moyenne et variance par exemple) au cours de l’inférence. La normalisation des entrées ou une
initialisation normalisée des poids [108] permettent de commencer à partir d’un point potentiellement
plus proche des optima locaux et d’ainsi éviter une divergence dès le départ. Il est également possible
de contraindre l’apprentissage pour assurer la préservation de la statistique du signal, avec des méthodes
telles que la Normalisation par groupement ou Batch Normalization [134] (BN) [134], la normalisation
groupée [292], etc. . Ces approches permettent d’accroître la stabilité de la convergence en évitant par
exemple des valeurs extrêmes, ce qui permet donc également d’en améliorer la vitesse.
Régularisation Un autre aspect important est la capacité de généralisation du modèle obtenu. Du fait
du grand nombre de paramètres contenus dans un modèle, celui-ci est capable de "sur-apprendre" l’en-
semble d’entraînement. Lorsque le modèle est confronté à un ensemble de test, avec des entrées non vues
auparavant, sa performance va être extrêmement dégradée. Pour éviter ce phénomène, une approche clas-
sique de l’apprentissage statistique consiste en une régularisation de l’apprentissage [265].
Cette régularisation peut prendre la forme d’une modification de la fonction de coût, avec l’ajout
d’une contrainte. Par exemple, il est possible d’ajouter la norme L1 ou L2 des poids à la fonction de coût,
ce qui a pour effet de réduire leurs valeurs. Or un modèle avec des petits poids générera des variations de
plus faibles amplitudes, impliquant une meilleure stabilité et une meilleure généralisation [162].
Généralisation Un autre point important est d’obtenir une bonne généralisation, i.e. d’obtenir un mo-
dèle conservant sa performance sur d’autres données que celles utilisées lors de l’entraînement. Une
technique intuitive consiste alors à agrandir l’ensemble d’apprentissage. La collecte et l’annotation de
données étant une tâche lourde, une possibilité est de les augmenter artificiellement. Par exemple, plu-
sieurs versions d’une même image peuvent être générées : en modifiant sa taille, sa couleur, en la tour-
nant, etc. . Le but de ces transformations est de mieux couvrir l’espace des possibles pour une même
annotation et d’ainsi aider le réseau à généraliser. Une autre interprétation de ces techniques d’augmen-
tation est qu’il s’agit d’un ajout de bruit sur les entrées lors de l’apprentissage, de manière à obtenir
du réseau de neurones des réponses invariantes à ce bruit. De cette idée, dérive un grand nombre de
techniques consistant à bruiter les entrées (comme le cutout [77]), mais aussi les couches cachées (dro-
pout [260], blockout [200], shakeout [141]).
Fonctions d’activations Le choix des fonctions d’activations permet également d’améliorer la conver-
gence. Un grand nombre de fonctions existe. Au départ, les architectures ont souvent été présentées avec
des sigmoïdes ou des tangentes hyperboliques. Il se trouve qu’utiliser des fonctions telles que la reLU
permet d’accélérer la convergence. En effet, un neurone ayant une activation forte aura tendance à pro-
pager une dérivée nulle avec la sigmoïde ou la tangente hyperbolique, alors qu’elle sera constante avec
une reLU. Ce type de neurone aura donc tendance à être plus difficile à modifier pour la sigmoide ou la
tangente hyperbolique.
Enfin, principalement pour pallier le fait que la reLU a une tendance importante à créer des neurones
"morts" (i.e. nuls, du fait de son annulation pour des valeurs négatives), d’autres activations ont été
proposées telles que la leaky reLU [189] ou la PReLU [121].
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2.1.5 Recherche des paramètres
Un réseau de neurones peut donc être vu comme un modèle complexe, qui dépend d’un grand nombre
d’hyper-paramètres : architecture (type, nombre de neurones, nombre de couches cachées, activation,
agencement, etc. ), fonction de coût, régularisation, algorithmes d’optimisation, taux d’apprentissage,
taille des groupements... Il est donc nécessaire de fixer ces éléments de la manière la plus adaptée au
problème traité.
La majorité des approches s’est souvent contentée d’effectuer cela manuellement, en se basant sur l’a
priori des expériences passées. Pourtant, nous sommes face à une tâche qui pourrait être automatisée. En
effet, il est possible de reformuler cette recherche d’hyper-paramètres en une tâche d’optimisation vers
une performance maximale du réseau de neurones. Nous décrivons ici différentes méthodes de manière
générique, mais il est important de noter que l’optimisation d’hyper-paramètres se concentre souvent sur
un aspect en particulier : recherche d’une architecture, d’une méthode d’augmentation des données, d’un
ensemble d’hyper-paramètres haut niveau (taux d’apprentissage, pondération de la régularisation, etc. ),
d’une méthode d’optimisation.
Recherche par exploration Cette technique se base uniquement sur de l’exploration des différentes
configurations d’hyper-paramètres. Notons que générer des combinaisons de valeurs aléatoires semble
apporter de meilleurs résultats [37] que d’explorer une grille de tous les paramètres. L’intuition derrière
cette constatation s’illustre dans la Figure 2.1.7, où la méthode par grille échoue à trouver une combinai-
son optimale de paramètres.
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FIGURE 2.1.7 – Représentation des deux types de recherche par grille (classique et aléatoire) pour deux
paramètres, l’un pertinent et changeant la performance sur la tâche donnée, l’autre n’ayant que peu
d’influence. La recherche par grille n’explore que trois valeurs du paramètre pertinent, tandis que la
recherche aléatoire permet d’obtenir une bonne couverture de l’ensemble des valeurs (schéma inspiré
de [37]).
Recherche par algorithmes génétiques Pour ne pas se contenter d’une exploration, une méthode pro-
posée dès 2002 [261] est l’utilisation d’un algorithme génétique pour trouver une configuration d’hyper-
paramètres optimale. Pour cela, une "population" de configurations est choisie, mutée, et évaluée sur un
ensemble de validation. Seules les meilleures configurations donnant les meilleurs résultats sont conser-
vées et ré-injectées dans une nouvelle itération [293].
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Recherche par apprentissage par renforcement L’apprentissage par renforcement se prête égale-
ment parfaitement à cette situation, permettant de définir un agent proposant différentes configura-
tions [329, 326, 331, 71]. Celles-ci sont évaluées sur un ensemble de validation et permettent ensuite
de récompenser et d’améliorer l’agent pour ses prochaines propositions, mêlant exploitation et explora-
tion.
Autres approches D’autres approches se concentrent sur l’apprentissage effectif d’une fonction per-
mettant d’estimer la performance d’une configuration donnée. Pour cela, des techniques d’optimisation
bayésienne [256] ou séquentielle [178] sont souvent appliquées.
Enfin, une autre façon de formuler le problème est le méta-apprentissage [281], qui consiste à consi-
dérer qu’on "entraîne un méta-modèle à entraîner un modèle". Pour cela, l’ensemble de données devient
un méta-ensemble, divisé en différents ensembles. Sur chacun d’eux, le méta-modèle doit choisir la
configuration optimale pour l’entraînement du modèle. Ainsi, le méta-modèle est entraîné à prédire la
meilleure configuration pour chacun des ensembles et permet d’entraîner efficacement un nouveau mo-
dèle sur un nouvel ensemble. Cette approche a souvent pour but de permettre un apprentissage avec peu
d’exemples ou face à des problématiques telles que l’apprentissage en "un coup" [234] (i.e. une seule
passe sur l’ensemble d’entraînement) ou en "zéro coup" (i.e. être capable de prédire des labels jamais
vus auparavant en se servant de connaissances a priori, ici contenues dans le méta-modèle).
2.1.6 Transfert de connaissances
Nous avons précédemment formulé le problème de l’entraînement d’un réseau de neurones dans l’op-
tique de résoudre une tâche donnée. Mais il se trouve qu’il existe d’autres intérêts dans l’entraînement
d’un modèle. En effet, une vue possible d’un réseau de neurones entraîné pour résoudre une tâche est
celle d’un réservoir de connaissances. Lorsque nous sommes confrontés à une nouvelle tâche, il est pos-
sible et parfois pertinent de ré-utiliser la connaissance contenue dans le premier modèle pour en entraîner
un nouveau. Une formulation alors utilisée est celle du transfert de connaissances. Ce transfert peut être
utile dans de nombreux cas, par exemple lorsque la première tâche comprend beaucoup d’exemples et
est très complexe, il est probable qu’une partie de la connaissance apprise par le réseau de neurones sera
utile lors de l’apprentissage de la nouvelle tâche.
Notion de représentation Une définition importante pour traiter de transfert de connaissances est la
notion de représentation extraite par un réseau de neurones. Cela revient à considérer que les couches
cachées d’un réseau de neurones sont autant de représentations du signal d’entrée, à différents niveaux de
sémantique [311, 95]. Ainsi, chaque couche va contenir des informations de plus en plus sémantiques en
s’éloignant de l’entrée [199]. Et va donc souvent être de plus en plus spécialisée. Néanmoins, les couches
cachées relativement bas-niveau d’un réseau de neurones entraîné sur un très grand nombre d’exemples
constituent souvent une représentation très générale et complète du signal d’entrée.
Un exemple plus concret est la visualisation des couches apprises par un réseau de neurones convolu-
tif sur un large corpus, par exemple ImageNet [74], qui permettent de modéliser toute la complexité des
entrées à travers une large banque de filtres. Cela explique la tendance à ré-utiliser les parties bas-niveau
de réseaux appris sur de large corpus pour extraire des représentations plus stables du signal d’entrée.
Approche classique Pour formaliser le transfert de connaissances, écrivons qu’un modèle Ma est ap-
pris sur une tâche ta associée à un ensemble de données Da. On désigne par Mia le modèle sans les
couches situées au-dessus de la couche i.
Pour une entrée donnée x, il existe alors n couches cachées hi =Mia(x). Ces couches cachées peuvent
être considérées comme des représentations du signal x. Nous cherchons maintenant à résoudre une tâche
tb associée à un ensemble de donnéesDb qui contient des données de nature similaire à celles du premier
ensemble A (e.g. A et B contiennent des images).
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Pour cela, une première possibilité est d’extraire pour tout x appartenant à Db une représentation
hi =Mia(x). À partir de celles-ci, il est alors possible d’entraîner un nouveau modèle (souvent de petite
taille) sur la tâche tb. La "hauteur sémantique" optimale i à laquelle la représentation doit être extraite
peut être sujet à discussion et a souvent été choisie empiriquement, comme le montrent certains papiers
de compétitions récentes [99].
Une autre possibilité, qui apporte souvent de meilleures performances, est d’ajusterMa sur Db. Pour
cela, une approche classique [33] consiste à construire un réseau Mb composé d’un Mia pré-entraîné
et avec i bien choisi, et de le compléter par des couches initialisées aléatoirement. Dans un premier
temps, seules ces dernières couches sont entraînées sur la nouvelle tâche et le nouveau domaine. Dans
un second temps, l’erreur est également propagée dans toutMb avec un taux d’apprentissage plus faible,
ce qui permet d’affiner les paramètres deMia.
Tâches Comme mentionné précédemment, pour effectuer un transfert pertinent, il est intéressant d’uti-
liser des tâches présentant certains liens avec la tâche cible. Pour identifier ces liens, Zamir et al. [309]
proposent une "Taskonomy". Celle-ci permet de sélectionner la meilleure combinaison de modèles exis-
tants (i.e. la combinaison des représentations extraites par ces modèles) pour résoudre une nouvelle tâche.
Notons également que Ying et al. [306] proposent une approche similaire mais avec des transferts du
premier ordre uniquement (i.e. transfert d’une tâche vers une autre). Pour transférer des connaissances
issues de plusieurs tâches, Geyeret al. [105] fusionnent des modèles pré-entraînés en utilisant des mé-
thodes des moments incrémentales.
Jusqu’ici nous avons supposé que les ensembles Da et Db étaient annotés respectivement pour les
tâches ta et tb. Mais il est également possible de transférer des connaissances depuis un ensemble de
données non annotées. Pour cela, l’idée est d’effectuer un apprentissage auto-supervisé, en sélection-
nant des tâches "gratuites" en termes d’annotation et pertinentes pour résoudre ensuite tb. Ces tâches
intermédiaires, pour qu’elles ne soient pas coûteuses, exploitent souvent la nature des données et sont
corrélées à la tâche tb. Un grand nombre de tâches intermédiaires appliquées à des images peuvent être
citées [318, 319, 214, 215, 106, 231], l’idée étant de dégrader l’image, puis d’entraîner Ma à annuler
cette dégradation (e.g. re-colorisation, estimation de la rotation de l’image, reconstitution d’une image
découpée en plusieurs morceaux).
D’autres tâches dites "non supervisées" peuvent être considérées comme entrant dans cette catégorie
des tâches intermédiaires, telles que l’approche de Caron et al. [53], qui consiste à entraîner un réseau
de neurones à prédire les groupements obtenus par un algorithme d’agrégation (ou clustering).
Multi-tâches Les approches décrites précédemment sont souvent appliquées dans un contexte proche
de la notion de multi-tâches. L’intuition de l’approche multi-tâches réside dans l’idée qu’il est intéres-
sant d’apprendre une représentation permettant de répondre à plusieurs tâches, car celle-ci présentera une
meilleure capacité de généralisation [55]. Ainsi ce type d’approche est utilisée avec succès dans beau-
coup de domaines, tels que le traitement naturel du langage [69], la reconnaissance de la voix [76], la
détection d’objet [107], la détection et l’alignement de visages [315], ou même la recherche de médica-
ments [233]. Doersch et al. [85] ont également appliqué l’idée des tâches intermédiaires développée au
paragraphe précédent dans un contexte multi-tâches, tout comme les auteurs de la "Taskonomy" [309].
Nous détaillerons en fin de Chapitre (section 2.3) quelques méthodologies utilisées en multi-tâches.
Domaines Un autre élément d’importance dans le transfert de connaissances est la généralisation à tra-
vers différents domaines. Cela signifie que les ensemblesDa etDb sont différents et définissent des statis-
tiques d’observation spécifiques, pouvant entraîner des difficultés de généralisation lorsqu’on change de
domaine ou lorsqu’on souhaite étendre celui-ci (e.g. un ensemble de photos de visages prises en intérieur
et un autre ensemble prises en extérieur), tandis que les tâches ta et tb sont identiques (e.g. reconnaissance
d’expression faciale). Dans cette situation, il est possible de directement appliquer Ma sur Db. Mais la
performance risque d’être dégradée. Ainsi des méthodes spécifiques à ce problème existent, consistant
par exemple à combiner plusieurs réseaux spécialisés sur différents domaines [191, 63].
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Distillation Enfin, nous avons présenté la technique du transfert de connaissances, en ré-utilisant et
affinant un modèle (ou des modèles) entraîné(s) sur une tâche liée. Mais il est aussi possible de procéder
par distillation [123]. L’idée est d’utiliser deux modèles : un maître et un élève. Le maître est souvent un
modèle complexe avec un grand nombre de paramètres préalablement entraînés. L’élève cherche alors
à prédire les sorties ou même les représentations extraites [237] par le maître pour chaque entrée d’un
ensemble de données, qui n’a donc pas besoin d’être annoté. Ce type d’approche permet non seulement
d’obtenir un modèle élève beaucoup plus léger, mais également d’améliorer la performance. D’autres
approches proposent également d’utiliser plusieurs maîtres entraînés différemment [58, 232, 173] et
observent une amélioration, ce qui rejoint les résultats observés dans les paragraphes précédents en com-
binant plusieurs tâches intermédiaires. Enfin, l’intérêt d’un tel procédé est qu’il permet de transférer des
connaissances sur des problématiques contenant des données de natures différentes [296]. Par exemple,
le modèle SoundNet [21] permet de classifier des sons et a été entraîné à partir d’une annotation visuelle
d’un grand nombre de contenus audiovisuels.
2.2 Informatique affective
L’informatique affective [222] consiste à étudier et développer des systèmes permettant de modéli-
ser, reconnaître et générer les émotions humaines ainsi que leur contexte. Il s’agit donc d’une discipline
à la croisée de plusieurs domaines : robotique sociale, interaction homme-machine, psychologie, ani-
mation et cinéma, informatique. Dans cette partie, nous proposons d’en présenter quelques aspects clés,
qui permettront de faciliter la lecture des Chapitres 3 et 4. Nous donnons donc quelques définitions et
modèles de représentation essentiels, puis détaillons diverses méthodes de reconnaissance et génération
des émotions.
2.2.1 Définitions
Avant de chercher à reconnaître ou générer une émotion, il est essentiel de savoir la définir et la repré-
senter. Nous présentons donc certains des concepts utilisés par la communauté à des fins de modélisations
théoriques et pratiques.
Affect, humeur, émotion Les notions d’affect, d’humeur et d’émotion [32] constituent un vocabulaire
de base. L’affect est défini par la communauté en psychologie par "un état neurophysiologique consciem-
ment accessible en tant qu’un simple sentiment primitif non réflexif". De manière plus concrète, l’éner-
gie, la relaxation, ou la fatigue sont des exemples d’affect. Il s’agit d’états qu’une personne va connaître
de manière constante et qui ne proviennent pas forcément d’un stimulus extérieur mais peuvent aussi être
expliqués par sa personnalité. La notion d’émotion, quant à elle, est définie de manière prototypique [88]
comme un "épisode complexe de sous-événements liés autour d’un même objet ou stimulus (personne,
événement, chose réelle ou imaginaire)". Ainsi, il s’agit d’une réaction sur une période courte face à
une situation ou un stimulus donné. Enfin, l’humeur peut être vue comme une émotion sur une période
plus longue [32] et dont la cause n’est pas immédiate (e.g. une personne peut être d’humeur triste du fait
d’une situation vécue la veille).
Dans nos travaux, nous nous concentrons sur l’émotion notamment au travers de sa perception vi-
suelle et auditive, mais il reste important de noter que celle-ci fait partie d’un ensemble plus vaste et ne
permet pas en elle seule la compréhension de l’état affectif d’une personne.
Expressions Pour pouvoir percevoir une émotion, il faut partir du postulat que celle-ci est expri-
mée [72]. Une formulation simplifiée du problème de la reconnaissance d’émotions serait celle représen-
tée en Figure 2.2.1. L’émotion est un signal interne (en réaction à un stimulus), qui va provoquer diverses
manifestations externes dites expressions. Celles-ci peuvent être gestuelles, vocales, ou encore faciales.
C’est en utilisant ces diverses expressions qu’il est possible de reconnaître l’état interne de la personne.
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Quant à la tâche de génération d’émotion, le principe revient finalement à générer des expressions pou-
vant correspondre à un état interne donné.
Vocale
Faciale
Corporelle
Emotion Expresion
Stimulus
FIGURE 2.2.1 – Représentation de l’expression d’une émotion. Celle-ci est un signal interne provoqué
par un stimulus et restitué sous forme de différentes modalités d’expression.
Représentation des émotions De manière à pouvoir qualifier et quantifier l’émotion ressentie et ainsi
apprendre à la reconnaître et la générer, il est d’abord nécessaire de la représenter de manière cohérente.
C’est pourquoi il s’agit d’un sujet très exploré par la communauté, qui propose différentes méthodes.
Une approche basique proposée par Ekman et al. [88] est celle des émotions discrètes. Elle consiste à
proposer des catégories dites "universelles" (dans le sens où elles sont communes à toutes les cultures),
telles que la peur, la surprise, la colère, la joie, et le dégoût. Bien qu’étant facile à comprendre et à utiliser,
ce système présente l’inconvénient d’être ambigu, puisqu’une émotion peut très bien être un mélange de
joie et de surprise par exemple. C’est pour cela que des émotions mélangées [86] (e.g. joyeusement
surpris) ont été proposées. Néanmoins, pour décrire toute la complexité d’une émotion, il faudrait alors
employer une infinité de mots. Une solution à ce problème, proposée par Russell et al. [244] est alors
de considérer l’émotion comme un espace continu. Pour contrôler cet espace, ils proposent d’utiliser
des directions telles que le niveau de plaisir (valence), d’excitation (arousal) ou même de confiance
en soi [195] (dominance). Annoter et interpréter les espaces ainsi créés devient moins intuitif et facile
que dans le cas des émotions discrètes, mais apporte une meilleure précision et qualité d’annotation.
Enfin, dans le cas spécifique de l’expression faciale, une représentation beaucoup plus objective propose
un encodage du visage par Activations du visage définies par le FACS (Action Units) [90], permettant
d’identifier certains éléments clés relatifs à l’émotion (e.g. sourcils levés, bouche ouverte, etc. ).
2.2.2 Reconnaissance d’émotions
La reconnaissance automatique d’émotion est un sujet qui a été abordé depuis plusieurs dizaines
d’années et qui peut prendre plusieurs formes. Nous nous intéressons ici aux méthodes récentes utilisées
pour les différents types de modalités de l’émotion.
Expression faciale Le visage est un excellent moyen d’expression de l’émotion. De plus, il existe
un savoir-faire sur ce type de données dans le domaine de l’apprentissage statistique. La création d’un
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grand nombre de corpus, dès les années 2000, est donc logique. Des ensembles de données en condi-
tions contrôlées (e.g. visages frontaux, expressions non spontanées, illumination identique) avec peu de
diversité ethnique sont d’abord proposés [188, 185, 114, 325]. Puis grâce à l’explosion de la quantité de
données disponibles sur Internet et au début de l’apprentissage profond, des ensembles de grande tailles
et en conditions non contrôlées voient le jour. Par exemple, FER-2013 [112] contient environ 30 000
visages annotés en émotion discrète, tout comme RAF [172] qui est annoté avec une meilleure qualité
(30 annotateurs par image environ). Ensuite, EmotioNet [98] rassemble un million de visages annotés
avec des Action Units et AffectNet [198] propose également un million de visages annotés à la fois en
émotion discrète et en plaisir-excitation.
La diversité et la largeur des ensembles de données a donc permis de développer de nouvelles tech-
niques d’apprentissage. Ainsi les auteurs de la base de données AffectNet [198] utilisent trois Alex-
Net [161] pour apprendre respectivement les émotions discrètes, l’excitation et le plaisir. De plus, le
transfert de connaissances entre bases de données est beaucoup utilisé [209]. Enfin, des techniques plus
sophistiquées voient le jour pour prendre en compte par exemple les importantes variations au sein d’une
même classe d’émotion discrète. Ainsi, une tendance importante est d’essayer rapprocher au maximum
dans l’espace de représentation les éléments d’une même classe, en intégrant par exemple cette contrainte
dans la fonction de coût [172, 47]. Acharya et al. [2] implémentent une agrégation par covariance, ce
qui permet d’utiliser des statistiques d’ordre deux lors de la fusion des différentes cartes de convolutions,
et d’ainsi explorer des relations plus complexes entre ces cartes.
Plusieurs travaux s’intéressent également aux bénéfices apportés par l’étude des liens entre les di-
verses représentations. Ainsi, Khorrami et al. [148] montrent qu’un réseau de neurones entraîné avec des
visages sur une tâche de reconnaissance d’émotions discrètes apprend implicitement dans ses couches
cachées des Action Units. Confirmant cette première analyse, Pons et al. [226] entraînent un modèle à
satisfaire deux tâches : la prédiction d’émotion discrète et d’Action Units. En revanche, peu de bénéfices
semblent provenir de l’entraînement d’un modèle pour satisfaire l’estimation d’émotion discrète et de
plaisir-excitation. Ces deux représentations sont pourtant très liées, les émotions discrètes pouvant être
projetées dans l’espace de l’excitation-plaisir [198], comme l’illustre par exemple la Figure 2.2.2.
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FIGURE 2.2.2 – Exemple de projection de classes d’émotion discrète dans l’espace excitation-plaisir.
Il est important de noter que cette projection correspond à un barycentre des éléments de cette classe,
différentes expressions appartenant à une même classe occupant différentes positions dans l’espace. Pour
réaliser cette projection, nous avons utilisé un sous-ensemble de la base de données AffectNet [198], qui
sera étudiée plus en détail dans le Chapitre 4
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Enfin, des ensembles de données présentant non plus des images mais des séquences d’images ont
également émergé, permettant de travailler sur les notions de temporalité, à la fois avec des annotations
globales d’émotion discrète [82] et avec des annotations continues en excitation-plaisir [194, 236, 160].
Expression vocale Les corpus disponibles en expression vocale sont plus limités en taille que dans le
cas de l’expression faciale [91, 249]. Cela explique également la prépondérance d’approches par extrac-
tion de descripteurs manuels [97]. Néanmoins, des approches par distillation multimodale (en se servant
de modèles visuels pour entraîner des modèles audio) ont permis d’utiliser des corpus plus larges [6].
Expressions gestuelles et autres D’autres modalités peuvent être utilisées pour exprimer une émotion.
Ainsi des études recensent l’apport de diverses modalités, telle que l’expression corporelle [157, 213].
Le problème de ce type de modalité réside dans la faible taille des ensembles de données disponibles,
rendant difficile des approches neuronales profondes.
Multimodal Comme présenté dans les paragraphes précédents, il existe plusieurs modalités d’expres-
sion de l’émotion, ce qui en fait naturellement un problème multimodal. C’est pourquoi de plus en
plus de travaux cherchent à adresser la reconnaissance d’émotions avec des approches de fusion mul-
timodale. Ainsi, un grand nombre de techniques provenant de la littérature de fusion sont appliquées
à ces problématiques, souvent pour combiner les prédictions finales d’un réseau dédié à une entrée vi-
suelle et d’un autre dédié à une entrée audio [78, 277]. De nombreuses méthodes de fusion existent et
seront détaillées dans la partie de ce chapitre dédiée aux problèmes multimodaux. Un aspect difficile
auquel sont confrontées les approches multimodales est la faible taille des ensembles de données dis-
ponibles [236, 79, 139, 323], combinée à la dimensionnalité conséquente des entrées à traiter (e.g. une
vidéo est beaucoup plus lourde à manipuler qu’une image).
2.2.3 Génération d’émotion
La génération d’émotion est un autre aspect important pour la communauté de l’informatique affec-
tive. Celle-ci permet d’une part de mieux comprendre les mécanismes inhérents à la reconnaissance des
émotions, mais aussi de simuler des comportements humains.
Expression faciale L’expression faciale est la modalité la plus explorée également pour le problème de
génération. La communauté de la modélisation 3D (e.g. pour des applications cinématographiques) s’est
intéressée très tôt à l’animation d’un visage à partir d’un modèle 3D [40, 297]. Plus récemment, Soladié et
al. [257] utilisent 4 dimensions pour animer un visage en utilisant également des descripteurs issus d’un
modèle à apparence active. Une méthode plus générale est également proposée par Weber et al. [288],
consistant à entraîner un modèle de manière non supervisée et spécifique à une personne et à s’adapter
ensuite à une nouvelle personne cible à la fois. Enfin, des approches hybrides entre apprentissage profond
et modèle spécifique à la personne existent. Par exemple, Susskind et al. [263] a construit un réseau de
neurones profonds basé sur les Action Units et sur l’information relative à l’identité pour générer des
expressions faciales. Plus récemment, une autre approche [258] utilise des points fiduciels pour contrôler
l’animation du visage, tandis que Tulyakov et al. [276] apprennent directement à partir d’une séquence
d’images en séparant "contenu" et "dynamique".
D’autres travaux proposent d’améliorer les transitions entre diverses émotions en utilisant des points
d’intérêt du visage [229]. Enfin, Kim et al. [152] génèrent une animation séquentielle du visage en se
basant sur l’exemple d’une autre vidéo de visage.
Toutes ces approches travaillent sur la forme même du visage et permettent de contrôler finement les
changements imposés à l’expression. En revanche, il est plus difficile de s’adapter à des conditions non
contrôlées sans des modifications complexes. C’est pourquoi des approches entièrement neuronales ont
également été développées. Ainsi, Choi et al. [66] améliorent la robustesse de la génération en apprenant
sur plusieurs domaines et tâches à la fois (i.e. attributs du visage et expression faciale). Ding et al. [84]
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proposent également une nouvelle méthode permettant de contrôler l’intensité des expressions générées,
ce qui permet de couvrir une plus large variété d’expressions faciales. Enfin, une autre approche déve-
loppée par Pumarola et al. [227] fait usage d’Action Units pour entraîner un réseau génératif autorisant
des modifications très précises et contrôlées de l’expression faciale.
Expression vocale La génération d’expression vocale de l’émotion est une tâche difficile. En effet,
les grandes avancées en synthèse automatique de la voix [279, 285] sont récentes. Néanmoins, l’idée du
contrôle de l’émotion vocale n’est pas étrangère à la communauté et plusieurs méthodes de modification
des générateurs existants sont proposées [124, 270], mais souvent à partir d’ensembles de données de
très faibles tailles (inférieurs à dix exemples), rendant toute généralisation difficle.
Multimodal Bien que l’idée soit déjà présente [212], la génération automatique de contenus multimo-
daux émotionnels reste un domaine peu exploré. En revanche, il existe des travaux sur la génération de
contenus multimodaux [60, 16] de manière plus générale. Et ces approches utilisent souvent des modèles
génératifs inspirés de techniques existantes en fusion multimodale [283].
2.3 Multimodalité et multi-tâche
Cette partie est consacrée au domaine de la multimodalité dans un contexte d’apprentissage profond.
Nous donnons dans un premier temps des exemples de problèmes multimodaux et discutons quelques
définitions. Nous nous concentrons ensuite sur l’aspect spécifique de la construction d’une architecture
neuronale multimodale. Enfin, une dernière sous-partie présente quelques approches multi-tâches et s’in-
téresse au lien entre multimodalité et multi-tâches.
2.3.1 Problème multimodal
Un problème multimodal consiste en un problème qu’il est possible de résoudre en utilisant plusieurs
modalités. Il est alors nécessaire de définir ce qu’est une modalité. Mais cette définition peut présenter
une certaine ambiguïté. En effet, partons du principe que notre problèmemultimodal consiste en l’analyse
d’un signal caché (e.g. l’émotion décrite dans la partie précédente). Pour pouvoir effectuer cette analyse,
différentes vues ou modalités du signal sont utilisées (e.g. image, son). Mais il est également commun de
considérer le flot optique, la profondeur ou des éléments de gestes comme autant de modalités [207]. Or
les gestes ou le flot optique sont issus des images. Pourtant, il s’agit de deux vues différentes du signal,
ne donnant pas accès à la même information. De la même manière, il est tout à fait possible d’utiliser
plusieurs réseaux de neurones entraînés sur des tâches différentes pour extraire des représentations du
signal d’origine. Ces représentations sont-elles alors également des modalités ?
La littérature récente [25] étudie des modalités qui restent souvent liées au langage (e.g. texte), à la
vision (e.g. image) et à la voix (e.g. son, prosodie). C’est pourquoi nous considérerons essentiellement
dans le Chapitre 6 des problématiques multimodales relatives à ces modalités et non des vues abstraites.
Mais nous verrons également dans le Chapitre 5 que les techniques présentées peuvent tout de même
être appliquées dans des contextes différents, en manipulant par exemple des représentations issues de
réseaux de neurones.
Un problème multimodal peut alors être formulé à partir de ces modalités et va être constitué de
différents objectifs [25] :
— Représentation ou comment exploiter au mieux les relations entre les modalités pour extraire une
représentation pertinente du signal.
— Traduction ou comment traduire une modalité en une autre (e.g. comment décrire une image avec
du texte et inversement).
— Alignement ou comment faire correspondre deux modalités (e.g. retrouver les différentes étapes
écrites d’une recette de cuisine avec celles montrées dans une vidéo).
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— Fusion ou comment tirer parti de plusieurs modalités pour résoudre un même problème (e.g. uti-
liser le son et l’image pour reconnaître l’émotion, car celle-ci peut être présente dans les deux
modalités).
— Co-apprentissage ou comment transférer de la connaissance entre plusieurs modalités (e.g. ap-
prendre la classification de son à partir d’un modèle visuel déjà entraîné [21]).
Ces objectifs sont présents dans diverses applications, telles que la reconnaissance et la synthèse
audiovisuelles de la parole, de l’émotion [81, 235, 128], la détection et la classification d’événements,
d’actions, de contenus multimédias [252, 1, 286, 149], la génération automatique de résumés [96], ou
encore la réponse à des questions visuelles [14, 34] (i.e. répondre à des questions à propos d’une image
donnée).
Nous faisons ici le choix de présenter essentiellement des problématiques de fusion et de représen-
tation dans des contextes de classification, celles-ci étant au coeur de nos travaux. Concernant les autres
objectifs et applications, la très complète taxonomie proposée par Baltruvsaitis et al. [25] permettra de
trouver plus de références.
2.3.2 Fusion multimodale
Il existe un grand nombre de méthodes de fusion multimodale, qui peuvent être regroupées de diffé-
rentes manières.
Fusion par projection Une première taxonomie qui a été très utilisée [20, 11, 164] est de séparer les
méthodes par le niveau de représentation auquel les modalités sont fusionnées : l’idée est d’opposer les
méthodes de fusion précoce (fusion proche de l’entrée) aux méthodes de fusion tardive (fusion proche
de la sortie) comme l’illustre la Figure 2.3.1. Cela présuppose qu’il existe un opérateur de fusion, tel que
la somme [204], la concaténation [252] ou le produit bilinéaire [34] des représentations. Cet opérateur
de fusion permet alors de projeter deux représentations "unimodales" dans le même espace multimodal.
Prédiction Prédiction
Fusion tardive Fusion précoce
Prédiction
Fusion hybride
Opérateur de fusion
Modèle
Représentation interne
au modèle
FIGURE 2.3.1 – Exemple d’une taxonomie d’architectures de fusion multimodale, opposant fusion pré-
coce à fusion tardive. Les méthodes combinant plusieurs niveaux de représentations tombent alors dans
la catégorie de la fusion hybride. L’opérateur de fusion peut prendre plusieurs formes : concaténation,
somme/produit, produit bilinéaire, MLP, AE. Notons que ces méthodes peuvent être étendues à n moda-
lités.
Il n’y a pas de consensus sur le niveau idéal auquel appliquer l’opérateur de fusion, puisque celui-
ci semble dépendre de la tâche et des données à traiter. En effet, même si la fusion tardive semble en
général donner des résultats légèrement meilleurs [255], il arrive qu’elle soit largement dépassée par les
approches précoces. Par exemple, Simonyan et al. proposent un réseau convolutif bimodal [252] pour
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la reconnaissance d’activité humaine en fusionnant tardivement. De manière similaire, les approches
donnant les meilleurs résultats en reconnaissance d’émotions [151] et en détection d’événements [204]
sont des fusions tardives. De même, des méthodes d’apprentissage à noyaux multiples [23, 291, 304]
sont très utilisées et s’appliquent souvent à proximité des sorties.
Pourtant, d’autres auteurs proposent de fusionner l’information à bas niveau. Zhou et al. [327]
concatènent des représentations à bas niveau et utilisent une Analyse Multi-Discriminante. De même,
Arevalo et al. [18] ou Chen et al. [61] introduisent des méthodes de fusion beaucoup plus proches des
entrées, en utilisant de plus des systèmes de portes permettant de favoriser certaines modalités. Cette
idée de portes trouve ses origines dans une méthode plus générale de "mélange d’experts" proposée par
Jacobs et al. [136]. L’idée est d’entraîner un modèle annexe à sélectionner à partir d’une information
contextuelle l’expert le plus approprié parmi plusieurs afin de traiter une portion d’entrée donnée. Cette
notion se retrouve également dans les mécanismes d’attention, qui peuvent être appliqués à des approches
multimodales et temporelles [125, 182].
Néanmoins, effectuer une taxonomie en se basant uniquement sur le niveau de fusion donne une
vision limitée du domaine. En effet, une grande partie des méthodes n’entre pas dans les catégories
de fusion tardive ni précoce et elles sont alors regroupées sous le terme de fusion hybride. Une bonne
illustration est la méthode heuristique de fusion par étape proposée par Neverova et al. [207], cherchant
à fusionner d’abord les modalités très corrélées (carte de profondeur et image) à bas niveau et ensuite les
modalités moins corrélées (audio et vision) à plus haut niveau. D’autres méthodes de fusion à plusieurs
niveaux existent. Notamment, Yang et al. [299] proposent de sélectionner plusieurs niveaux de fusion
par une méthode de boosting [230]. Ca˘ta˘lina Cangea et al. [48] développent une fusion multi-niveau
avec des représentations de dimensionnalités différentes. Enfin, des approches multi-niveaux introduisent
également des éléments de régularisation [115, 142, 137, 9].
Fusion par contraintes Nous avons montré que la fusion par projection conduit à construire une
unique représentation multimodale. Mais il est aussi possible de simplement imposer des contraintes
sur les représentations unimodales (Baltruvsaitis et al. [25] utilisent le terme de représentations coor-
données). L’Analyse Canonique des Corrélations ou Canonical Correlation Analysis (CCA) en est un
premier exemple [119] non neuronal cherchant à maximiser la corrélation entre deux représentations.
Plus formellement, cela revient à écrire :
(a∗,b∗) = argmax
a,b
corr(aTX,bTY) (2.3.1)
avec X et Y les représentations unimodales, a et b deux vecteurs de dimensions appropriées et corr la
fonction de corrélation.
Un exemple orienté réseau de neurones est l’autoencodeur bimodal proposé par Ngiam et al. [210]
qui prend en entrée la concaténation des deux modalités et contraint la représentation cachée obtenue à
permettre de reconstruire les deux modalités à la fois.
Mais il est possible par exemple d’essayer de maximiser la corrélation entre les représentations uni-
modales, comme cela a été proposé par Andrew et al. [11] avec une approche neuronale profonde de
l’Analyse Canonique des Corrélations [119]. Mais aussi par Chandar et al. [56] avec une approche ap-
pelée CorrNet (pour Correlational Network) basée sur des AEs dont les représentations internes sont
contraintes à être corrélées. Engilberge et al. [93] proposent d’utiliser une similarité cosinus pour ap-
pliquer une contrainte moins forte sur les représentations. Enfin, Shahroudy et al. [251] utilisent des
cascades de factorisation orthogonales pour contraindre les représentations unimodales à présenter à la
fois une partie redondante et une partie totalement orthogonale aux autres (et donc spécifique à une
modalité).
Il existe également des méthodes avec des contraintes plus structurelles, telles que celle proposée par
Neverova et al. [206], dont l’idée principale consiste à régulariser en masquant aléatoirement certaines
modalités pendant l’entraînement. L’idée est ensuite étendue par Li et al. [170] qui proposent d’ap-
prendre un masque stochastique. Une autre méthode de contrainte structurelle beaucoup utilisée dans
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les domaines liés à la modalité textuelle consiste en la factorisation de tenseurs, de manière à pouvoir
exhiber toutes les relations intermodales tout en conservant une dimensionnalité raisonnable [34].
2.3.3 Lien avec les approches multi-tâches
L’ensemble des méthodes de fusion présente beaucoup de similarités avec des techniques utilisées
dans le contexte du multi-tâches. En effet, une taxonomie classique des approches de multi-tâches est
de diviser celles-ci en deux catégories : partage dur des paramètres [55], qui correspond à extraire une
représentation pour les différentes tâches avec les mêmes paramètres, et partage des paramètres par
contraintes [301], qui consiste à extraire plusieurs représentations mais à établir des relations de simila-
rités entre celles-ci. Cela n’est pas sans rappeler la taxonomie de la fusion multimodale que nous venons
de présenter avec la fusion par projection, où une seule représentation multimodale regroupe l’ensemble
de l’information et la fusion par contraintes, où les représentations sont séparées mais reliées par des
contraintes de corrélation.
En poussant l’analogie entre multi-tâches et multimodal, il est également possible de trouver des
méthodes de combinaison des représentations précoces [184] ou tardives [181], des techniques de fac-
torisation de tenseurs [300], l’utilisation de méthodes d’attention [143] ou encore des partages de repré-
sentations dans plusieurs des couches [197, 242].
Ainsi nous verrons dans le Chapitre 6 que notre approche de fusion présente beaucoup de similarités
avec des techniques développées pour des problématiques de multi-tâches et également qu’il existe un
intérêt à combiner les deux problématiques.
2.4 Conclusions
Ce chapitre a permis de présenter quelques éléments clés des réseaux de neurones, tout en dévelop-
pant notamment les notions de tâches et représentations. Celles-ci permettent de traiter des probléma-
tiques diverses telles que le transfert de connaissances ou la distillation. Ces concepts seront utilisés tout
au long du manuscrit et nous nous référerons donc à ce Chapitre à plusieurs reprises pour éviter des
répétitions.
De manière plus spécialisée, nous avons ensuite donné un aperçu du large domaine de l’informatique
affective, qui permettra de contextualiser les travaux présentés dans les Chapitres 3 et 4. Enfin, la taxo-
nomie des techniques de fusion multimodale servira de base pour aborder le Chapitre 6, tandis que les
notions relatives aux approches multi-tâche permettront de donner un regard différent sur le Chapitre 5.
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3.1 Introduction
Ce chapitre introduit le problème de la reconnaissance d’émotions dans des contenus audiovisuels.
Il peut être vu comme une étude préliminaire au reste de la thèse et permet d’introduire les différentes
approches explorées lors de deux participations successives à une compétition internationale de recon-
naissance d’émotion dans des vidéos. En ce sens, nous choisissons ici de conserver une présentation des
travaux réalisés proches de ce qu’ils étaient lors de nos participations, afin de pouvoir ensuite mieux dis-
cuter les enseignements que nous en avons tirés. Cela nous a permis d’ouvrir plusieurs pistes de travail,
qui sont explorées dans les chapitres suivants de cette thèse.
3.1.1 Motivations
La reconnaissance d’émotion automatisée est un sujet qui suscite beaucoup d’intérêt par ses ap-
plications dans plusieurs domaines. Il est par exemple possible d’imaginer faciliter le marketing par
une meilleure compréhension du client [159], mais aussi de mieux personnaliser les interfaces homme-
machine [38], ou encore d’apporter des solutions dans le domaine de la santé [287].
Les approches actuelles de reconnaissance d’émotion se concentrent sur une sous-tâche qui consiste
en la reconnaissance d’une expression sociale de l’émotion. Et les approches d’apprentissage profond,
rencontrent beaucoup de succès dans le traitement des images et peuvent expliquer le traitement très
important accordé à l’analyse de l’expression faciale.
De ce fait, il existe de nombreux travaux sur le sujet, et notamment plusieurs compétitions et bases
de données. Tout d’abord, la tâche de reconnaissance d’expression faciale dans des images statiques do-
minent dans les compétitions [112, 278, 79, 35], utilisant des bases de données de taille (100 à 1 000 000
d’images), de qualité (résolution de 48x48 à 256x256) et de diversité variables (prise d’image en labora-
toire à prise d’image en conditions non controllées et bruitées) [81, 198, 172, 35]. Par la suite, la tendance
se dirige vers la reconnaissance d’expression dans des contenus plus complexes, tels que des séquences
d’images [185], des séquences d’images en trois dimensions [320], et des contenus audiovisuels [82] ou
multimodaux au sens large [277, 323].
À travers toutes ces bases de données, il est intéressant de noter qu’il existe différents types d’anno-
tation. En effet, même si une méthode très directe consiste à utiliser des classes discrètes représentées
par des mots (e.g. joie, peur) [88], il peut y avoir un bénéfice certain à utiliser des valeurs continues
suivant les axes excitation et plaisir [30, 225]. Tandis que dans le cas particulier de l’expression faciale,
le FACS permet de modéliser des activations particulières du visage, dites Action Units (e.g. sourcils
froncés, bouche ouverte) [89].
3.1.2 Le challenge Emotion in the Wild
Cette compétition repose en particulier sur une base de données nommée AFEW [81], composée de
courtes vidéos extraites principalement de films et de téléréalité. Chaque vidéo dure quelques secondes
et contient le plus souvent un acteur exprimant divers signaux sociaux. Le but de la compétition est de
déterminer automatiquement l’émotion exprimée parmi sept classes (colère, dégoût, peur, joie, tristesse,
surprise et neutralité).
La première édition de la compétition a eu lieu en 2013 et, bien que remportée par une approche
neuronale profonde [140], de nombreuses méthodes s’appuyaient sur des descripteurs calculés à la main
(repris en détail par [139]), tels que des motifs binaires locaux ou des descripteurs de Gabor pour
modéliser les visages, et des spectrogrammes ou des coefficients cepstraux pour modéliser le son.
Dans les éditions qui suivent, les approches neuronales dominent. Ainsi, les gagnants des quatre der-
nières éditions utilisent des réseaux de neurones [302, 99, 128, 177] et s’intéressent principalement au
traitement des visages et à leur fusion temporelle. Du fait de la faible taille de la base de données, des
approches de transfert de connaissances sont proposées, avec des réseaux de neurones au préalable entraî-
nés sur de la reconnaissance d’identité et d’émotion discrète [99, 158], de la détection de FACS [302],
ou même de la classification de vidéos de sport avec le concept de convolutions 3D [99]. Concernant
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le traitement du son, la plupart des approches utilisent les mêmes descripteurs manuels [97], même si
certains travaux s’intéressent à l’utilisation de réseaux de neurones [224].
La technique la plus répandue pour la fusion des différents descripteurs ou scores obtenus consiste en
une simple moyenne pondérée [99, 128, 177]. La littérature présente tout de même d’autres approches :
une fusion à noyaux multiples [59], une fusion hiérarchique des descripteurs [262], une SVM appliquée à
la concaténation des scores [28] ou encore une fusion à double canaux avec mécanisme d’attention [57].
Toutefois, il semble difficile d’évaluer l’apport de ces différentes approches de fusion, celles-ci étant
appliquées à des descripteurs ou des scores donnant des performances très différentes pour chaque travail.
Enfin, il est important de noter que cette base de données présente certaines difficultés inhérentes à
sa faible taille / grande dimensionnalité, son annotation bruitée [139] et ses ensemble de validation et de
test présentant des distributions très différentes.
3.2 Reconnaissance d’émotions à partir de différentes modalités
Lors de notre première participation à cette compétition, nous avons fait un certain nombre de choix
pragmatiques basés sur les résultats obtenus par les approches précédentes. En rupture avec cette métho-
dologie, notre seconde participation propose une philosophie de simplification des modèles. Néanmoins,
nous faisons le choix dans cette section et dans ce chapitre de présenter l’ensemble des techniques uti-
lisées pour les deux participations, qui peuvent être schématiquement représentées de la même manière
Ainsi, nous étudions tout d’abord plusieurs types de descripteurs de l’expression faciale et du son. Par la
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FIGURE 3.2.1 – Vue d’ensemble de la méthode utilisée. La modalité visuelle correspond d’abord a une
extraction des visages et une description visuelle pertinente de ceux-ci. Les représentations obtenues
sont fusionnées temporellement. Une description de l’audio est également obtenue par une chaîne plus
simple. Enfin, les deux modalités (vision et audio) sont combinées par fusion multimodale pour prédire
une classe d’émotion.
suite, concernant plus particulièrement la partie visuelle, diverses méthodes de sélection et fusion tempo-
relles sont détaillées. Enfin, l’ensemble des modalités permet d’obtenir une prédiction finale en utilisant
des techniques de fusion multimodale.
3.2.1 Extraire des descripteurs de la modalité visuelle
Détection et alignement Dans un premier temps, une approche courante lorsqu’on traite des visages
est de les détecter et de les aligner (pour que les points d’intérêt tels que les yeux soient toujours à
la même position). Nous appliquons donc un détecteur de visages interne à Orange sur chaque image
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FIGURE 3.2.2 – Exemple de visages extraits (avec un pas de 8 images) d’une vidéo de AFEW pour cha-
cune des 7 classes. Les variations de luminosité, de positions du visage ou encore de contexte constituent
une illustration des difficultés inhérentes à cette base de données. Notez que les visages obtenus par notre
détecteur (à gauche) sont en couleur, avec un cadre plus large et une meilleure qualité que ceux fournis
par les organisateurs de la compétition (à droite).
contenue dans les clips vidéos. L’alignement est effectué également avec un outil interne, similaire à
celui proposé par Dlib [154].
Les organisateurs de la compétition [78] proposent également leur propre pré-traitement des vi-
sages [328, 294], mais celui-ci présente plusieurs désavantages, comme le montre la Figure 3.2.2. En
effet, les visages proposés sont en niveau de gris (moins d’information) et avec un cadre très serré (plus
de sensibilité au bruit d’alignement). De plus, le détecteur interne à Orange est plus facilement utilisable
à large échelle, ce qui nous permet de traiter d’autres bases de données de visage et d’ainsi pouvoir
facilement pré-entraîner des modèles. Nous considérerons dans la suite du chapitre que l’ensemble des
visages a été pré-traité par notre détecteur et notre aligneur.
Descripteurs de l’expression 2D Le but est de tout d’abord extraire pour chaque visage une représen-
tation pertinente de son expression. Pour obtenir cet extracteur de représentation, notre approche se base
sur les réseaux de neurones et le transfert de connaissances. L’idée est d’entraîner un réseau de neurones
à prédire l’expression faciale d’un visage dans une image. Les dernières couches cachées extraites par
ce modèle constituent alors des descriptions de l’expression faciale, utilisables pour décrire de manière
plus compacte les images contenues dans les vidéos de AFEW.
Lors de notre première participation en 2017, il n’existait pas de base de données de large taille conte-
nant des images de visages avec leur annotation d’expression. Une approche courante est d’utiliser un
modèle pré-entraîné auparavant sur une large base de données de visages pour résoudre une autre tâche.
Notre approche s’inspire alors des éditions précédentes (e.g. , [99, 146]) et utilise un modèle VGG [217]
pré-entraîné à la reconnaissance d’identité. L’avant-dernière couche de ce modèle (entièrement connec-
tée de 4096 vers 4096) est ré-initialisée aléatoirement et la dernière couche de ce modèle est remplacée
par une couche entièrement connectée avec sept sorties, correspondant aux 7 classes d’expressions. Les
images de la base de données FER2013 [112] (environ 28 000 visages) sont alors utilisées pour affi-
ner le VGG sur le problème de classification d’expression faciale. D’abord seule la dernière couche est
entraînée, puis dans un deuxième temps l’ensemble des poids mais avec un taux d’apprentissage plus
faible. Ce réseau obtient alors sur la partie privée de test de FER2013 une performance de 71.2% d’ex-
pressions faciales correctement classifiées, légèrement supérieure à l’état de l’art de 2013 (71.1%) [112]
et supérieure aux résultats obtenus avec la même architecture en 2016 (70.74%) [99]. Ce VGG peut
alors être utilisé pour extraire un vecteur de taille 4096 à partir d’une image de visage, constituant une
3.2. RECONNAISSANCE D’ÉMOTIONS À PARTIR DE DIFFÉRENTES MODALITÉS 33
représentation de l’expression faciale plus compacte qu’une image de résolution moyenne.
Lors de notre seconde participation en 2018, l’émergence de base de données plus conséquentes per-
met un apprentissage direct d’un réseau de neurones à la prédiction d’expression faciale. Ainsi, nous
choisissons d’entraîner un ResNet-18 [122] sur la base de données AffectNet [198] (300 000 visages
utilisables). Cette base dispose de deux types d’annotations : 8 labels d’émotions discrètes et des valeurs
d’excitation / plaisir. Cette double annotation permet un entraînement multi-tâche, en remplaçant la der-
nière couche du ResNet par deux couches entièrement connectées : un classifieur prédisant les huits la-
bels et un régresseur linéaire estimant les valeurs d’excitation / plaisir. La somme des fonctions de pertes
du classifieur (entropie croisée) et du régresseur (erreur quadratique moyenne) est minimisée pendant
l’entraînement de manière à bénéficier d’un effet de régularisation. Ce ResNet permet alors d’extraire un
vecteur de taille 512 relatif à l’expression faciale. Mais les différences d’annotation étant très importantes
entre les vidéos d’AFEW et la base de données AffectNet, utiliser directement la représentation extraite
ne semble pas pertinent. C’est pourquoi nous avons choisi d’affiner le ResNet en deux étapes (comme
pour le VGG) sur un regroupement de deux bases de données : SFEW et RAF. SFEW [80] contient moins
de 2 000 images mais il s’agit d’images extraites des vidéos de AFEW et ré-annotées avec des labels ap-
propriés (qui ne sont pas toujours identiques au label unique de la vidéo). Tandis que RAF [172] est une
base de données plus large (12 271 images pour l’entraînement) avec les mêmes labels que SFEW mais
une meilleure qualité d’annotations due à son grand nombre d’annotateurs.
Enfin un aspect important pour l’apprentissage de cette première représentation de l’expression fa-
ciale est la régularisation. En effet, les deux réseaux (VGG et ResNet) ont été entraînés avec de l’augmen-
tation de données (changement d’échelle, rotation, effet miroir, flou) pour améliorer la généralisation et
notamment pallier les échecs du détecteur-aligneur de visages. Pour le VGG, notons également l’ajout
de dropout [260] entre l’avant-dernière et la dernière couche avec un taux de non-activation des nœuds à
95%, de manière à régulariser drastiquement l’apprentissage. Pour le ResNet, la technique de cutout [77]
est aussi utilisée. Elle consiste à masquer des parties aléatoires de l’image d’entrée et peut être vue
comme une modélisation des occlusions.
Descripteurs de l’expression 3D Nous avons précédemment vu qu’il est possible d’extraire une repré-
sentation dite statique de l’expression. Néanmoins, les vidéos contiennent une notion de dynamique que
les modèles précédents risquent de négliger. C’est pourquoi une approche avec un réseau convolutionnel
3d peut paraître pertinente, ayant déjà été utilisée dans cette compétition [99] et face à des problèmes
similaires [22, 271]. L’idée de ce type de réseau est d’effectuer la convolution non plus sur une image
(deux dimensions) mais sur une suite d’images, qui correspond donc à un volume (trois dimensions).
Comme Fan et al. [99], nous avons choisi un modèle convolutionnel 3d originellement proposé par Tran
et al. [271] et entraîné sur un million de vidéos de sports [144]. Ce modèle, appelé C3D par la suite,
prend en entrée une suite de 16 images. En remplaçant la dernière couche entièrement connectée par un
classifieur avec une sortie de taille 7, nous ré-entraînons le C3D en deux étapes (comme effectué pour
précédemment pour le VGG et le ResNet).
Bien que l’idée qu’il existe des liens entre les vidéos de sports et les séquences de visages étudiées
ne soit pas immédiate, il est possible de faire le parallèle avec l’approche classique de réseaux entraînés
sur ImageNet [74] et donnant de bons résultats sur des tâches très différentes, notamment en reconnais-
sance d’expression dans des images [209]. Une explication plausible serait la qualité des descripteurs bas
niveaux appris grâce au très grand nombre d’exemples fournis lors de l’entraînement.
Notre approche diffère des précédentes en s’intéressant à la sélection des entrées du réseau. En effet,
Fan et al. [99] entraîne le C3D en choisissant des fenêtres de 16 images aléatoirement. Au moment du
test, ils utilisent la fenêtre centrale de la vidéo. Le problème de cette approche est qu’il n’y a aucune
garantie que la fenêtre centrale corresponde à un moment pertinent de la vidéo. De plus, lors de l’entraî-
nement, une grande partie des émotions des fenêtres sélectionnées ne correspondent absolument pas au
label de la vidéo, ce qui créé un bruit important. En effet les vidéos sont annotées comme un tout et cer-
taines fenêtres temporelles peuvent tout à fait correspondre à des labels différents. En prenant l’exemple
des visages de la Figure 3.2.2 nous retrouvons cette notion de différence entre le label local et le label
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global. En effet, à partir de la séquence associée à la joie, il est tout à fait possible d’interpréter les deux
premiers visages (chacun pris à 8 images d’intervalle) comme une expression de tristesse.
Pour répondre à ce problème, nous proposons une méthode inspirée de l’apprentissage multi-instance.
Dans un premier temps, le C3D est ré-entraîné à partir de toutes les fenêtres temporelles de toutes les vi-
déos, ce qui est proche d’une sélection aléatoire des fenêtres mais à l’avantage de garantir que toutes les
fenêtres ont été observées. Ensuite, pour être capable d’identifier les fenêtres temporelles les plus utiles,
nous utilisons les scores du réseau pour pondérer chaque fenêtre de plus en plus finement, à chaque
epoque. De manière plus formelle, nous notons :
wi, j = e
−si, j
T(t) (3.2.1)
avec wi, j le poids pour la ie`me vidéo et la je`me fenêtre de cette vidéo, T(t) un paramètre de température
diminuant à chaque epoch (correspond à une passe complète sur l’ensemble d’entraînement) (epoch) t et
si, j le score (i.e. entropie croisée) de la je`me fenêtre de la ie`me vidéo.
Les poids sont normalisés de manière à ce que pour chaque vidéo d’indice i, la relation ∑ jwi, j = 1
soit respectée. Ainsi, le réseau de neurones obtenu, nommé W-C3D dans la suite, permet d’obtenir une
représentation robuste de taille 4096 d’une fenêtre temporelle de 16 images.
Cette méthode présente beaucoup de similarités avec l’Apprentissage Multi-Instance (MIL) [7].
Celui-ci, dans sa version basique, consisterait à considérer chaque vidéo comme un sac d’objets, en l’oc-
currence de fenêtres temporelles, avec un seul label. Une façon directe d’appliquer le MIL serait alors
d’entraîner le C3D en traitant chaque sac de fenêtres en une seule inférence et en choisissant comme
prédiction le score maximal du batch. La fonction de perte serait alors calculée à partir de cette unique
prédiction. Cela correspond au cas extrême de notre algorithme, où un seul poids serait non nul pour
chaque vidéo.
Une perspective intéressante serait d’appliquer cette technique également au VGG ou au ResNet. En
pratique, la difficulté d’une telle approche réside dans le fait que le nombre d’éléments dans un sac serait
beaucoup plus élevé que pour leW-C3D, rendant très difficile d’identifier une "fenêtre" (en l’occurrence
un visage) plus pertinent que les autres.
3.2.2 Sélection et fusion temporelle
Nous considérons dans cette sous-section que les modèles précédents (VGG, ResNet, W-C3D) ont
permis d’extraire des représentations de l’expression des visages contenus dans les différentes vidéos
d’AFEW. Nous disposons donc pour chaque séquence de visages des représentations associées (resp.
de taille 4096, 512 et 4096), ainsi que des scores pour chaque visage (i.e. le vecteur de taille 7 après
activation softmax).
Nous cherchons maintenant à obtenir une représentation générale de l’expression tout au long de la
séquence. Une approche basique consiste à travailler directement avec les scores obtenus par un modèle
pour chaque visage et à en prendre la moyenne temporelle comme score final associé à la vidéo. Il est
aussi possible de prendre le score maximal suivant l’axe temporel.
Nous détaillons ici deux autres approches se servant des descripteurs plus bas niveau : celle de 2017,
dite approche récurrente et celle de 2018, dite approche heuristique.
Approche récurrente Pour extraire une description temporelle d’une séquence, l’utilisation de réseaux
récurrents et plus particulièrement de LSTM (réseau de neurones récurrents à mémoire court-terme et
long terme) [22, 104] est fréquente. À la différence des travaux existants dans cette compétition [99, 78],
nous avons choisi d’utiliser une LSTM prenant des séquences de longueur variable en entrée, de manière
à pouvoir traiter chaque séquence dans son ensemble. Pour éviter un sur-apprentissage dû au faible
nombre de vidéos (773) vues lors de l’entraînement, nous avons appliqué un dropout sur les cellules de
la LSTM et pénalisé la norme L2 des poids du classifieur final.
En pratique, nous avons entraîné plusieurs modèles de LSTM, chacun composé d’une partie récur-
rente retournant un vecteur de description et d’une partie classifieur retournant un score final.
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— VGG-LSTM prend en entrée les représentations des visages extraites par le VGG et retourne une
description de taille 297 ainsi qu’un score.
— C3D-LSTM prend en entrée les représentations des fenêtres temporelles extraites par le W-C3D
et retourne une description de taille 304 ainsi qu’un score. Les fenêtres temporelles peuvent se
chevaucher ou être totalement séparées comme dans la partie basse de la Figure 3.2.3.
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FIGURE 3.2.3 – Illustration du processus de sélection des visages dans une séquence de 45 images. Pour
des raisons de mise en page, seul un visage sur deux est affiché. La partie grisée à droite correspond à des
visages rajoutés à la séquence pour atteindre un nombre divisible par n. En haut, la méthode heuristique
suivie en 2018 avec le ResNet consiste à récupérer la valeur maximale du score s pour chaque visage.
Puis au sein de chaque petite fenêtre le visage qui a le score le plus élevé est choisi. Cela permet d’obtenir
finalement une séquence de n visages. En bas, des exemples de fenêtres temporelles données en entrée
de la C3D en 2017, ici sans recoupement entre les fenêtres. Pour le VGG, la description est extraite de
tous les visages.
Approche heuristique Lors de notre deuxième participation, notre approche est basée sur la recherche
d’un modèle le plus simple possible, avec le moins de paramètres possibles entraînés sur AFEW. C’est
pourquoi nous utilisons uniquement la description issue du ResNet.
Ainsi une vidéo d’indice i est pour l’instant représentée par Li vecteurs de taille 512 et des scores
associés. Nous définissons alors une heuristique pour échantillonner ces vidéos en un nombre fixe n de
vecteurs (n = 16 dans le reste du papier). Pour cela, comme illustré en haut de la Figure 3.2.3, nous pro-
posons simplement de diviser la séquence de taille L en n groupements. Du fait que L n’est pas forcément
divisible par n (e.g. dans la Figure 3.2.3, L = 45), la taille des groupements est un arrondi à l’entier le
plus proche. Il est alors nécessaire de ne pas tenir compte des derniers visages de la séquence dans le cas
d’un arrondi à l’inférieur, ou de compléter la séquence (en répétant le dernier visage comme dans la Fi-
gure 3.2.3 partie grisée) dans le cas d’un arrondi au supérieur. Pour chaque groupement, nous récupérons
donc un arrondi de L
n
vecteurs représentant des visages et autant de scores associés. À l’intérieur d’un
groupement, un seul vecteur est choisi en comparant les scores ; chaque score s étant un vecteur de 7
nombres, l’idée est de le remplacer par sa valeur maximale et d’ensuite comparer les valeurs maximales
et de choisir le vecteur associé à la plus élevée. Autrement dit le vecteur sélectionné correspond au score
maximal à la fois sur l’axe des classes et sur l’axe temporel.
Cette heuristique permet donc de représenter chaque vidéo par une matrice de dimensions (n,512).
Cette matrice est alors utilisée pour la classification en utilisant possiblement trois méthodes de réduction
temporelle :
— une moyenne simple sur l’axe temporel, donnant un vecteur de taille 512, qui devient l’entrée d’un
classifieur linéaire prédisant une des 7 classes d’émotions.
— une moyenne pondérée, qui peut être vue comme une forme d’attention, chacun des n vecteurs
possédant un poids. Ces poids sont calculés à partir des valeurs excitation-plaisir (soit un vecteur
de contexte de taille 16×2= 32) que le ResNet entraîné en multi-tâche sur AffectNet a la possibilité
de fournir.
— un LSTM complété par un simple classifieur.
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3.2.3 Extraire des descripteurs du son
Comme son nom l’indique, la base de donnée AFEW s’intéresse principalement aux expressions
faciales des acteurs, d’où l’énorme intérêt porté aux visages. Néanmoins, il est essentiel d’être capable
de prendre en compte l’information de contexte qu’apporte le son. En effet, dans un contexte plus que
bruité, plusieurs approches précédentes [302, 79, 99] évaluent un gain significatif à la prise en compte de
cette modalité.
Pour extraire un contexte émotionnel à partir du son, nous avons fait le choix de reprendre une
méthode particulièrement simple basée sur des descripteurs extraits "à la main".
Descripteurs manuels La grande majorité des participants des trois dernières éditions [79] utilisent
le logiciel OpenSmile [97], qui permet notamment d’extraire des descripteurs relatifs à l’émotion. Ces
descripteurs sont rassemblés en un vecteur de taille 1582. Un classifieur telle qu’une machine à vecteur
de support [70] est alors entraîné à prédire les labels des vidéos [302, 99].
Lors de notre première participation, nous avons choisi d’utiliser un réseau de neurones à 2 couches
comme classifieur. Nous l’avons entraîné en prenant en entrée les descriptions extraites par OpenSmile.
Pour aider à la convergence, nous avons utilisé de la normalisation par batch, ainsi que du dropout. Une
fois le réseau entraîné, il est alors possible soit de directement obtenir un score de taille 7, soit un vecteur
de description de taille 279.
Lors de notre seconde participation, nous avons décidé d’étudier une autre alternative, consistant à
utiliser des données externes. Pour cela, nous récupérons la partie audio de la base de données IEMO-
CAP [44]. Celle-ci contient 12 heures de vidéos de personnes exprimant des émotions lors de diverses
intéractions. L’enregistrement est fait en laboratoire (donc en condition contrôlées) et une annotation
par catégories d’émotions (proches de AFEW) est disponible. Nous utilisons également OpenSmile pour
extraire des vecteurs de description de chaque élément de IEMOCAP, puis nous entraînons à partir de
ceux-ci un réseau de neurones avec une couche cachée de taille 64, utilisant de la normalisation par
batch et du dropout. Finalement, ce réseau (avec sa dernière couche remplacée par une couche linéaire
appropriée) est ré-entraîné en deux étapes sur AFEW. Une variante également testée a été d’entraîner un
modèle de Random Forest [44] sur la représentation de taille 64.
3.2.4 Fusion multimodale
Par définition, le problème traité est multimodal, dans le sens où au moins deux modalités entrent
en jeu : visuel et audio. Différentes méthodes de fusion sont étudiées lors de la première participation,
où nous considérons que le VGG-LSTM et le C3D-LSTM traitent deux modalités différentes. Lors de la
seconde participation, nous nous limitons à une moyenne des scores finaux et nous expliciterons ce choix
dans la section relative aux expériences.
Moyenne et pondération Une première approche basique consiste simplement à prendre les scores de
chacune des modalités et à définir le score final comme leur moyenne. Les différentes modalités peuvent
également être pondérées, les poids étant choisis par exemple pour maximiser la performance sur le jeu
de validation. D’autres méthodes utilisant les scores peuvent être envisagées, telles qu’effectuer un vote
majoritaire ou concaténer les scores et entraîner un classifieur à prédire un score finale.
Concaténation de vecteurs Nous proposons de concaténer les vecteurs issus des différentes modalités
en une seule représentation puis d’apprendre un perceptron multi-couches sur AFEW.
Moddrop Pour améliorer l’approche précédente, nous nous sommes inspirés de la méthode proposée
par Neverova et al. [206], qui obtient d’excellents résultats pour de la reconnaissance de gestes multimo-
dale. L’idée est de masquer aléatoirement une ou des modalités pendant l’entraînement, et d’ainsi éviter
le sur-apprentissage et permettre d’être plus robuste à la dégradation de certaines modalités. Nous avons
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utilisé trois modalités (issues du classifieur audio, du C3D-LSTM et du VGG-LSTM ) et avons appliqué
cette technique.
En revanche, un élément important pour assurer la bonne convergence du réseau est qu’il faut que
les paramètres propres à chacune des modalités soient appris en premier avant de chercher à apprendre
des corrélations entre modalités. Neverova et al. [206] conditionnent la matrice des poids de la première
couche du réseau pour que les blocs diagonaux (donc contenant des paramètres relatifs uniquement à une
modalité spécifique) soient les seuls non-nuls durant les premières itérations.
Plus formellement, nous pouvons écrire la première couche du réseau comme :
̂
̂
̂
h1
h2
h3
̂
̂
̂
=
̂
̂
̂
W1,1 W1,2 W1,3
W2,1 W2,2 W2,3
W3,1 W3,2 W3,3
̂
̂
̂
̂
̂
̂
x1
x2
x3
̂
̂
̂
Avec W la matrice des poids de la première couche du réseau, h le vecteur caché du réseau de
neurones, et x l’entrée du réseau. Chaque modalité est représentée par un indice allant de 1 à 3 et ainsi
Wi,j représente un bloc de paramètres allant de la modalité i à la modalité j.
Le fait d’appliquer la contrainte ∀i ≠ j Wi,j = 0 puis de la relâcher brutalement perturbe l’appren-
tissage du réseau sur AFEW. Nous proposons donc d’appliquer cette contrainte d’une manière plus
continue. Pour cela, nous ajoutons dans la fonction de perte une pénalisation L2 des poids appartenant
aux blocs non diagonaux. La contribution de cette pénalisation à la fonction de perte est multipliée par
un facteur γ diminuant exponentiellement au cours de l’apprentissage. Ainsi, une valeur importante de
γ en début d’apprentissage assure que les relations unimodales sont bien apprises, tandis qu’une valeur
quasi nulle en fin d’apprentissage permet de progressivement ré-introduire les relations entre modalités.
Arbre de fusion par les scores Le but de cette approche est de fusionner l’information sémantique
apportée par les scores avec des informations plus bas niveau contenues dans les vecteurs de description
des modalités. Elle s’inspire d’une méthode qui a été très utilisée en segmentation d’image, appelée au-
tocontexte [275]. L’idée est de tout d’abord entraîner un modèle à prédire la segmentation des images
(exemple de ce qu’est une segmentation d’image en Figure 3.2.4). Ensuite, chaque image est accompa-
gnée de la segmentation obtenue et remise en entrée d’un nouveau modèle. En ré-itérant cette opération,
le processus converge à la manière d’une chaîne de Markov (cf. [275]) et apporte des bénéfices impor-
tants, provenant d’un mélange entre l’information sémantique et l’information d’entrée.
Nous proposons une méthode entièrement neuronale qui s’inspire de l’autocontexte. Pour cela, nous
nous plaçons dans le cas où chaque modèle unimodal a été entraîné et permet d’extraire pour une entrée
donnée, un vecteur de représentation et un score (qu’on appellera score initial).
Segmentation
FIGURE 3.2.4 – Exemple de segmentation d’une image. Figure issue de [275]
Comme illustré en Figure 3.2.5, à chaque vecteur issu d’une des trois modalités, nous appliquons
alors une couche entièrement connectée pour prédire à nouveau un score (vecteur de taille 7), qu’on
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appellera score affiné. Or pour chaque modalité nous disposons déjà du score initial, qui dans le cadre
de l’autocontexte peut être vu comme la première segmentation obtenue. A chaque score affiné d’une
modalité sont alors concaténés les scores initiaux des deux autres modalités, permettant d’obtenir un
vecteur de taille 3×7 = 21.
Ce vecteur est alors mis en entrée d’une couche entièrement connectée, qui permet d’obtenir un
vecteur de taille 7 identifiable à un score (rectangle grisé sur la Figure 3.2.5). Les trois vecteurs obtenus
sont encore concaténés et une couche entièrement connectée permet d’obtenir le score final. Cette étape
peut être comparée à une seconde itération de l’autocontext, permettant un affinage du score.
Scores initiaux
Couche entièrement connectée
Score afﬁné
Vecteur initial d'une modalité
Légende
FIGURE 3.2.5 – Principe général de l’arbre de fusion par les scores. Les trois modalités sont représentées
par les trois couleurs. Cette méthode est présentée avec trois modalités mais se généralise pour un nombre
quelconque de modalités
3.2.5 Sélection des modèles
Deux approches différentes Nos deux participations différent fondamentalement dans les critères de
choix utilisés.
Lors de la première participation à la compétition, l’idée fondamentale qui guide la méthode est
d’obtenir une performance la plus élevée possible sur un ensemble de validation.
Au moment de la seconde participation, la philosophie que nous avons choisi d’appliquer est celle
du rasoir d’Occam, pouvant se résumer en "Les multiples ne doivent pas être utilisés sans nécessité". De
manière plus pragmatique, cela signifie que le nombre de paramètres entraînés sur cette base de données
de faible taille doit être le plus limité possible et donc, qu’entre deux solutions donnant des résultats
proches sur l’ensemble de validation, nous préférerons toujours la plus simple (en termes de nombre de
paramètres mais aussi d’implémentation). Cette façon de procéder trouve également son inspiration dans
des approches parcimonieuses telles que le critère d’information d’Akaike [5].
Architectures et paramètres Les méthodes proposées contiennent un grand nombre d’hyperpara-
mètres et d’élements d’architecture (e.g. nombre et taille des couches cachées d’un réseau) à fixer. Lors
de la première édition, nous avons choisi ces éléments à partir d’une recherche par quadrillage aléatoire
évaluée par la performance sur le jeu de validation de AFEW. Mais l’annotation de l’ensemble de valida-
tion est bruitée. Et de plus les distributions des ensembles de validation et de test sont connues pour être
différentes [139, 158]. Cela implique qu’une bonne performance sur l’ensemble de validation ne se pro-
page pas toujours sur l’ensemble de test et nous a poussé pour notre seconde participation à s’intéresser
à trois évaluations alternatives :
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1. entraîner plusieurs fois le même modèle mais avec des initialisations différentes et conserver la
performance moyenne et l’écart-type.
2. rassembler les ensembles d’entraînement et de validation et appliquer une validation croisée.
3. prendre en compte la distribution de l’ensemble de test (très différente de celle des ensembles
d’entraînement et de validation) en calculant la performance par classe et en les pondérant par le
nombre d’éléments de cette classe dans l’ensemble de test. Nous parlerons d’ensemble de valida-
tion pondéré au moment de l’évaluation.
Ensemble Les techniques d’ensemble sont très présentes dans les approches des gagnants de nom-
breuses compétitions récentes [314, 196, 150, 12, 307].
Lors de notre première participation, nous avons simplement utilisé deux VGG-LSTM avec des ini-
tialisations différentes, et avons aussi défini deux modèles de C3D-LSTM en utilisant des fenêtres tem-
porelles sans recoupement pour l’un et avec 8 visages en commun pour l’autre. Lors de notre seconde
participation, nous avons implémenté un ensemble de classifieurs avec différentes initialisations aléa-
toires pour la partie visuelle, en calculant la moyenne de leurs scores comme score global.
3.3 Expérimentations et participations au challenge EmotiW
Cette section présente une validation expérimentale des différentes méthodes. Pour cela, nous pro-
posons en premier lieu une analyse de la base de données AFEW, de manière à mieux comprendre les
enjeux de la compétition. Ensuite, l’ensemble des descripteurs utilisés est évalué et les apports des fu-
sions temporelles et multimodales sont étudiés. Nous détaillons également les résultats obtenus par le
modèle global lors de nos deux participations au challenge Emotion in the Wild. Enfin, nous ouvrons
une discussion sur les résultats obtenus et de possibles perspectives.
3.3.1 La base de données AFEW
Cette base de données présente plusieurs difficultés. Un élément essentiel réside dans le fait que
le nombre de vidéos disponibles pour l’entraînement est particulièrement faible (773) comparé à de
nombreux autres problèmes du même type, avec des entrées de très grandes dimensionnalités. De plus,
il est intéressant de noter, à travers la Table 3.3.1, l’importante différence entre les distributions des
ensembles de validation et de test, pouvant poser de gros problèmes d’adaptation du modèle et donc de
généralisation.
Classe Entraînement Validation Test
Colère 133 (17.2 %) 64 (16.7 %) 99 (15.2 %)
Dégoût 74 (9.6 %) 40 (10.4 %) 40 (6.1 %)
Peur 81 (10.4 %) 46 (12 %) 70 (10.7 %)
Joie 150 (19.4 %) 63 (16.4 %) 144 (22 %)
Tristesse 117 (15.1 %) 61 (15.9 %) 80 (12.3 %)
Neutralité 144 (18.6 %) 63 (16.4 %) 191 (29.2 %)
Surprise 74 (9.6 %) 46 (12 %) 29 (4.4 %)
Total 773 383 653
TABLE 3.3.1 – Distribution des classes pour les ensembles d’entraînement, de validation et de test de la
base de données AFEW.
Un autre point important consiste en la fiabilité de l’annotation. En effet, celle-ci a été réalisée en
suivant un processus particulier [81]. Un ensemble de vidéos a été sélectionné en se servant de mots-clés
relatifs à l’émotion et en cherchant ceux-ci dans les didascalies des scripts de films, séries et émissions
de téléréalité. Les passages vidéos sélectionnés et "automatiquement" annotés ont alors été visionnés
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et triés par quelques annotateurs humains. Mais comme le montrent les auteurs de la base de données
RAF [172], le consensus entre les annotateurs n’est pas immédiat. En effet, le fait d’utiliser seulement 7
mot-clés pour décrire un état émotionnel introduit une certaine subjectivité [30]. Par exemple une vidéo
peut correspondre à un état de surprise et de joie, et le fait de devoir choisir un des deux états repose alors
sur la perception subjective de l’annotateur.
Pour valider cette hypothèse dans le cas de AFEW, nous avons également évalué la performance
de l’humain sur l’ensemble de validation. Pour six annotateurs différents, la proportion de prédictions
correctes varie de 60% à 82%, ce qui vient compléter l’évaluation à 60% observée dans [139]. Un autre
point important est l’accord entre ces six annotateurs, qui est total (six prédictions identiques) sur seule-
ment 52% des vidéos et partagé par au moins deux annotateurs sur 68%. Ainsi, il faut garder à l’esprit
lors de la construction et l’évaluation d’un modèle que l’annotation elle-même présente des incohérences
pouvant menacer la capacité de généralisation.
3.3.2 Évaluation des descripteurs
Nous reportons ici les résultats obtenus par les différents types de descripteurs au cours de nos deux
participations.
Descripteurs visuels Nous reportons les performances des approches VGG, C3D,W-C3D utilisées lors
de la première participation et ResNet lors de la seconde participation.
Nous comparons tout d’abord dans la Table 3.3.2 les approches traitant chaque visage séparément.
L’idée est d’abord d’évaluer les modèles sur des bases de données d’expression faciale statique (SFEW
et RAF), sur lesquelles les modèles sont à chaque fois ré-entraînés avant évaluation. Une évaluation plus
en lien avec la compétition consiste à extraire pour chaque vidéo de AFEW le score de chaque visage et
de prendre comme prédiction le score moyen. Nous évaluons ainsi une performance sur l’ensemble de
validation d’AFEW, sans entraînement aucun.
Le VGG de notre première participation est aujourd’hui dépassé sur les trois bases de données choi-
sies et fait partie des modèles les plus lourds à manipuler. Il est largement dépassé par le ResNet, ce qui
s’explique par l’entraînement de celui-ci dès le départ sur une tâche de reconnaissance d’émotions, avec
une base de données de taille conséquente et présentant beaucoup de variations [198]. Une étude plus
poussée serait également nécessaire pour identifier la contribution du changement d’architecture (VGG
vers ResNet) sur la performance.
En comparaison d’autres approches à l’état de l’art, le ResNet est dépassé sur les deux bases d’ex-
pressions faciales statiques mais il semble présenter une meilleure capacité de généralisation quand il
est évalué sur AFEW. De plus, son nombre de paramètres et son temps de calcul restent raisonnables
comparés à des approches comme le Covariance Pooling [2]. Cela a son importance, étant donné qu’une
vidéo de AFEW contient en moyenne 60 visages détectés. Enfin, les résultats obtenus pour le ResNet cor-
respondent à une performance moyenne sur 50 entraînements avec des initialisations différentes. L’écart-
type associé est de 0.5%.
Modèle RAF SFEW AFEW FLOPs (millions) Paramètres (millions)
CNN Ensemble [307] _ 55.96 _ >2000 >500
HoloNet [128] _ _ 46.5 75 _
Cov. Pooling [2] 85.4 58.14 46.71 1600 7.5
VGG 74 45.2 41.4 1550 138
ResNet 80 55.8 49.4 180 1.7
TABLE 3.3.2 – Comparaison de différents modèles de reconnaissances d’expression faciale sur trois bases
de données d’expressions faciales : dans des images avec SFEW et RAF ; dans des séquences d’images
avec AFEW. Le nombre d’opérations en virgule flottante et le nombre de paramètres sont également
donnés à titre indicatif.
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Lors de notre première participation, nous avons également utilisé le C3D pour extraire des vecteurs
de description de fenêtres temporelles contenant 16 visages. Ainsi nous comparons dans la Table 3.3.3
différentes variantes de traitement des fenêtres temporelles. Les C3D et W-C3D sont évalués sur l’en-
semble de validation en prenant la fenêtre temporelle centrale de chaque vidéo. Lors de l’entraînement,
Fan et al. [99] propose de sélectionner aléatoirement la fenêtre temporelle lors de l’entraînement. Tout
comme d’autres auteurs [158], notre tentative de reproduction de cette approche n’atteint pas les mêmes
performances (5.7% de moins). Lorsque nous utilisons la fenêtre temporelle centrale pour l’entraînement
également, nous observons un gain de performance (38.7%). Notons tout de même que cette valeur est
une performance moyenne sur 10 entraînements avec un pic à 39.4% et un écart-type de 0.9%.
Méthode Performance sur le validation
C3D par Fan et al. [99] 39.7 %
C3D, fenêtre aléatoire 34 %
C3D, fenêtre centrale 38.7 %
W-C3D (pas de recoupement) 42.1 %
W-C3D (8 images de recoupement) 40.5 %
W-C3D (15 images de recoupement) 40.1 %
TABLE 3.3.3 – Performance de différentes variantes du C3D sur l’ensemble de validation de AFEW.
Ensuite, nous pouvons valider l’intérêt de l’approche W-C3D que nous avons proposée, qui dépasse
significativement l’approche de Fan et al. [99]. Un point intéressant est également que le fait que la
meilleure approche consiste à ne pas laisser de recoupement entre les fenêtres temporelles. Cela revient
finalement à diminuer le nombre de fenêtres temporelles parmi lesquelles il faut identifier les "bonnes"
fenêtres temporelles, ce qui peut expliquer que la tâche du réseau soit alors plus facile.
Descripteurs audio Un aspect très important de l’évaluation des descripteurs audio sur AFEW vient
du fait que l’annotation des vidéos est principalement visuelle. Ainsi, le son d’une vidéo peut tout à fait
ne contenir aucune information utile pour prédire l’émotion (e.g. un claquement de porte dans une scène
où la personne est neutre). Néanmoins, bien que les performances reportées pour l’audio soient particu-
lièrement basses comparées à celles reportées pour la modalité visuelle, le son apporte une information
de contexte très complémentaire.
Lors des deux participations, nous avons proposé un MLP prenant la description d’OpenSmile en
entrée. Les résultats reportés dans la première colonne de la Table 3.3.4 différent. La différence peut venir
du nombre de paramètres beaucoup moins importants du modèle de 2018. Un élément très important
réside dans le fait que dans le cas d’une évaluation classique, une Random Forest donne les meilleurs
résultats sur l’ensemble de validation. En revanche, lorsque nous reprenons l’évaluation sur l’ensemble
de validation pondéré pour avoir la même distribution que le test, le modèle de 2017 est dépassé par celui
de 2018. La Random Forest est légèrement dépassée par le MLP pré-entraîné sur ce validation pondéré
et un autre élément joue en sa défaveur : elle atteint une performance de 100% sur l’entraînement, tandis
que les MLP avoisinent tous les 45%, pouvant laisser penser que la Random Forest possède ici une
mauvaise capacité de généralisation.
Enfin, comparées à d’autres approches de l’état de l’art, nos approches sont similaires en termes de
performance. Bien que relativement bas, les résultats obtenus par le SoundNet [21] (réseaux de neurones
traitant des sons par distillation de modèle visuelle) sont encourageants et laisse penser qu’utiliser une
approche de distillation similaire à celle d’Albanieéet al. [6] serait bénéfique.
3.3.3 Évaluation de la fusion temporelle
Dans cette sous-section, nous présentons les résultats de différentes techniques pour la fusion tempo-
relle des représentations visuelles. Intéressons-nous dans un premier temps aux courbes présentées dans
la Figure 3.3.1. Celles-ci correspondent aux scores prédits par le VGG et le ResNet à partir de la séquence
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Méthode Performance sur le validation Performance sur le validation pondéré
SoundNet [21]
ré-entraîné [177] 33.5 % _
SVM [128] 37.2 % _
MLP 2017 36.5 % 40.6 %
MLP 2018 33.5 % 42.1 %
MLP 2018 pré-entraîné 35 % 45.2 %
Random Forest 38.8 % 44.3 %
TABLE 3.3.4 – Performance de différentes méthodes de descripteurs audio sur l’ensemble de validation
d’AFEW et l’ensemble de validation pondéré suivant la distribution du test.
de visages fournies. Nous retrouvons bien la différence entre label local et label global déjà abordée dans
les méthodes. En effet, bien que la séquence affichée ait pour label global la joie, les visages qui la
constituent, si nous sommes privés de contexte temporel, peuvent tout à fait être interprétés comme des
manifestations de tristesse, de colère ou de surprise. C’est pourquoi il a paru nécessaire de construire
un modèle prenant en compte ce contexte temporel. De plus, confirmant les résultats des descripteurs
visuels, les scores du VGG sont très bruités comparés à ceux du ResNet.
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FIGURE 3.3.1 – Représentation des scores associés au visage d’une vidéo, extraits par le VGG à gauche
et par le ResNet à droite. Les indices des visages sont en abscisses et les scores en ordonnées.
La Table 3.3.5 nous permet d’explorer l’efficacité de différentes méthodes. Dans le cadre de notre
première participation, nous avons choisi d’utiliser une LSTM. Le modèle de fusion temporelle don-
nant les meilleurs résultats est alors une LSTM à une couche cachée, ce qui peut s’expliquer encore une
fois par le faible nombre d’exemples d’entraînement. Nous pouvons noter une progression importante
comparée à des approches similaires telles que celle de Fan et al. [99]. Cela peut s’expliquer par l’uti-
lisation de techniques d’augmentation et par la prise en compte de tous les visages dans la vidéo. Nous
notons également que l’approche basique d’aggrégation des scores proposée précédemment n’atteint que
41.4% et semble confirmer l’apport de la LSTM. En revanche, le C3D-LSTM améliore marginalement la
performance du W-C3D.
Lorsqu’on utilise le ResNet, la Figure 3.3.1 nous permet déjà d’émettre l’hypothèse que la fusion
temporelle est une tâche plus simple que dans le cas du VGG. Les résultats de la Table 3.3.5 nous le
confirment, la performance étant beaucoup plus élevée que pour le VGG. En revanche, le fait d’utiliser
une LSTM semble beaucoup moins bénéfique que des méthodes beaucoup plus basique, telle qu’une
3.3. EXPÉRIMENTATIONS ET PARTICIPATIONS AU CHALLENGE EMOTIW 43
Méthode Validation Validation pondéré
LSTM de Fan et al. [99] 45.42 % _
FR-Net-B [158] 53.5 % _
VGG-LSTM, une couche 48.6 % _
VGG-LSTM, deux couches 46.2 % _
VGG-LSTM bidirectionnelle, une couche 46.7 % _
VGG-LSTM bidirectionnelle, deux couches 45.2 % _
C3D-LSTM, sans recoupement, une couche 43.2 % _
C3D-LSTM, recoupement de 8 images, une couche 41.7 % _
ResNet-LSTM, une couche 49.5 % 58.2 %
ResNet + Moyenne, un classifieur 49.7 % 60.5 %
ResNet + Moyenne, 4 classifieurs (ensemble) 50.4 % 61.2 %
ResNet + Moyenne, 50 classifieurs (ensemble) 52.2 % 61.7 %
ResNet + Moyenne pondérée, un classifieur 50.2 % 61.1 %
ResNet + Moyenne pondérée, 4 classifieurs (ensemble) 50.3 % 61.5 %
ResNet + Moyenne, 2 classifieurs + Moyenne pondérée, 2 classifieurs 50.1 % 62.0 %
TABLE 3.3.5 – Résultats de différentes méthodes de fusion temporelle sur l’ensemble de validation et
l’ensemble de validation pondéré de AFEW. Le lecteur notera que toutes les performances reportées
pour le ResNet sont des moyennes sur 50 entraînements.
simple moyenne. De plus, ces approches simples permettent d’élaborer un ensemble de classifieur, amé-
liorant la performance et atteignant sur l’ensemble de validation des performances proches de l’état de
l’art actuel. L’utilisation de l’ensemble de validation pondéré apporte également un regard différent,
puisque la performance des méthodes complexes semblent dans ce cas se dégrader tandis que les mé-
thodes plus simples les dépassent.
3.3.4 Évaluation de la fusion multimodale
Méthode Validation Test
Vote majoritaire 49.3 % _
Moyenne 47.8 % _
Moyenne pondérée 50.6 % 57.58 %
Moddrop modifié 52.2 % 56.66 %
Arbre des scores 50.8 % 54.36 %
TABLE 3.3.6 – Performance des différentes méthodes de fusion en utilisant pour modalités les des-
criptions issues de VGG-LSTM, de C3D-LSTM et d’un MLP audio. Les résultats sont reportés sur les
ensembles de validation et de test.
La Table 3.3.6 rapporte les résultats obtenus en utilisant les différentes stratégies de fusion employées
lors de notre première participation. Les approches de base que sont la moyenne des scores ou le vote
majoritaire donnent des résultats inférieurs à celui obtenu par le VGG-LSTM, dégradant donc la perfor-
mance sur l’ensemble de validation.
Les méthodes plus sophistiquées telles que l’arbre des scores ou le Moddrop semblent prometteuses
sur l’ensemble de validation mais sont dépassées par une simple moyenne pondérée sur le test. Cela sou-
ligne une mauvaise généralisation des approches avec un nombre important de paramètres dans le cas de
AFEW. De plus, la question du niveau de fusion employé semble dépendre du problème à résoudre. En
effet, dans le cadre d’AFEW, les méthodes les plus efficaces sont des fusions tardives, les seuls essais de
fusion plus précoces étant des échecs. Pourtant, ces méthodes, face à d’autres problèmes (e.g. Moddrop
sur de la reconnaissance de gestes) peuvent donner d’excellents résultats. Ainsi, bien que l’existence
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d’une méthode de fusion universelle semble peu probable, la recherche d’un algorithme capable d’adap-
ter la technique de fusion au problème traité semble à ce moment une perspective prometteuse.
La participation de 2018 se contente donc d’exploiter une moyenne pondérée des scores pour la
première soumission, puis une simple moyenne pour le reste des soumissions.
3.3.5 Résultats finaux et discussion
Soumission Test
Modalités Fusion
VGG-LSTM + C3D-LSTM + audio MLP Moddrop 55.28 %
VGG-LSTM + 2 x C3D-LSTM + audio MLP Moddrop 56.66 %
VGG-LSTM + C3D-LSTM + audio MLP Arbre des scores 54.36 %
2 x VGG-LSTM + 4 x C3D-LSTM + audio MLP Moddrop 56.51 %
2 x VGG-LSTM + 4 x C3D-LSTM + audio MLP Moyenne pondérée 57.58 %
2 x VGG-LSTM + 4 x C3D-LSTM + audio MLP + validation Moyenne pondérée 58.81 %
Vainqueurs EmotiW 2017 [128]
ResNet-50+DenseNet-121+HoloNet+SVM+ Descripteurs Ensemble Pondéré 60.3 %
TABLE 3.3.7 – Détails des soumissions de notre première participation, obtenus sur l’ensemble de test
de 2017.
Nous tournons maintenant notre attention vers les résultats obtenus par le modèle dans son entièreté.
La meilleure performance sur l’ensemble de validation lors de la première et seconde participation
sont respectivement de 52.2 % et 53.8 %. L’approche de base proposée par les organisateurs atteint quant
à elle 38.81% [78]. Lors de cette compétition, les participants reçoivent les vidéos de test sans annotation
et ont pendant deux semaines la possibilité de soumettre 7 propositions de prédictions d’émotion aux
organisateurs. Pour chaque vidéo, une unique émotion doit être prédite.
Ensemble Pour les deux participations, nous avons pu étudier le bénéfice apporté par les méthodes
d’ensemble. Il semblerait que dans le cadre de ce challenge, il est plus pertinent de combiner des mo-
dèles différents que de pousser l’ensemble à son extrême en répétant 50 fois le même modèle avec des
initialisations différentes. Par exemple, lors de la seconde participation (cf. Table 3.3.8), le fait de rajouter
une Random Forest en plus du MLP sur l’audio apporte 1.4% d’amélioration sur le test. En revanche,
combiner de nombreuses fois le même classifieur visuel (avant-dernière ligne) aboutit à une performance
de 59.4%, ce qui correspond à la même performance que la 4e`me ligne, qui n’utiliser que 2 classifieurs
visuels. De plus, notre meilleure soumission (troisième ligne) avec 60.6% correspond à une combinaison
de différentes méthodes visuelles et audio et ne totalise pas plus de 4 classifieurs.
Entraînement en ajoutant l’ensemble de validation Puisque le nombre de données d’entraînement
est peu élevé, une technique déjà présente dans les éditions précédentes consiste à entraîner le modèle
également sur l’ensemble de validation. Cette méthode est utilisée uniquement dans la dernière ligne des
deux tables. Pour la Table 3.3.7, nous pouvons observer l’apport de l’entraînement en ajoutant l’ensemble
de validation : la différence entre l’avant-dernière et la dernière ligne est de 1.2%, ce qui est significatif
à l’échelle de cette base de données. Pour la Table 3.3.8, il est plus difficile d’identifier l’apport de
l’ajout de l’ensemble de validation. On note tout de même qu’entre la première (pas d’ensemble, pas de
validation) et la dernière soumission (ensemble et validation ajouté), la différence est de 3.3%.
Taille des modèles et temps de calcul Une différence essentielle entre les deux participations est la
taille des modèles utilisés. En effet, lors de la première participation notre meilleure soumission contient
2 VGG-LSTM (VGG identique) et 4 C3D-LSTM, ce qui représente un nombre de paramètres énorme
(plus de 500 millions) et un temps de calcul irréaliste pour de véritables applications. Avec "seulement"
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Soumission Test
ResNet Moyenne + Audio MLP 57.2 %
ResNet Moyenne + Audio MLP + Random Forest 58.6 %
2 x ResNet Moyenne + 2 x ResNet Moyenne Pond. + Audio MLP + Random Forest 60.6 %
2 x ResNet Moyenne Pond. + 2 x Audio MLP 59.4 %
2 x ResNet Moyenne + 2 x ResNet Moyenne Pond. + 2 x Audio MLP 60.4 %
50 x ResNet Moyenne + 2 x Audio MLP 59.4 %
4 x ResNet Moyenne + Audio MLP + validation 60.5 %
Vainqueurs EmotiW 2018 [177]
Moyenne Pond. + Landmarks + VGG-LSTM + 4 DenseNet + InceptionNet + SoundNet 61.9 %
TABLE 3.3.8 – Détails des soumissions de notre seconde participation sur l’ensemble de test de 2018.
La méthode de fusion est une moyenne pondérée pour la première ligne et une moyenne simple pour le
reste.
2.8 millions de paramètres, notre dernière soumission de 2018 atteint 60.5%. Ce niveau de performance
est proche de l’état de l’art publié en 2018 [177], qui atteint 61.87% et présente l’avantage d’un temps
de calcul très inférieur à toutes les approches de ces dernières éditions.
Résultats de la compétition Nos approches, lors des deux éditions, ont atteint la troisième place sur
une trentaine d’équipes participantes. La totalité des approches soumises utilisent des réseaux de neu-
rones, avec une tendance à empiler énormément de modèles de grande taille pour gagner des points
supplémentaires. Les gagnants de 2017 [128] modifient ainsi un ResNet-50, un DenseNet-121, un Ho-
loNet en ajoutant une méthode "d’ensemble supervisé", qui relient de manière dense plusieurs couches
cachées de chacun des réseaux au score final. Ils utilisent également les descripteurs manuels fournis par
les organisateurs et une SVM pour la partie audio. Les gagnants de 2018 [177] utilisent les points d’in-
térêt du visage comme une modalité, ainsi qu’un ensemble d’un VGG-LSTM et de 4 DenseNet [133],
combiné avec un SoundNet [21] pour l’audio. De plus, les auteurs ont annoté 3553 vidéos à la main,
de manière à disposer d’un ensemble d’entraînement permettant de limiter le sur-apprentissage. Cette
tendance à rassembler énormément de modèles n’est pas spécifique à ce challenge. Elle est par exemple
présente lors de la première édition de la compétition Youtube-8M [196]. Les organisateurs ont alors
limité la taille des modèles utilisables lors de la seconde édition, ce qui pourrait également être effectué
dans les prochaines éditions d’Emotion In the Wild.
3.4 Conclusions
3.4.1 En résumé
Ce chapitre présente nos deux participations successives à la compétition de reconnaissance d’émo-
tions Emotion in the Wild chez des personnes à partir de courtes séquences audiovisuelles. Nous avons
donc développé et étudié un modèle composé de plusieurs blocs permettant de traiter ces séquences.
Un premier bloc permet de traiter la composante visuelle des vidéos, en extrayant des descriptions
robustes de l’expression faciale. Pour cela, nous avons utilisé des réseaux de neurones pré-entraînés sur
d’autres bases d’expressions faciales plus grandes. En 2017, nous utilisons donc un VGG et un C3D
respectivement pré-entraînés sur une tâche de reconnaissance d’identité puis d’expression faciale, et
d’action sportive. En 2018, nous proposons une méthode plus légère en nombre de paramètres, utilisant
un ResNet entraîné sur une large base de données d’expressions faciales [198]. Le descripteur le plus
pertinent semble être ce dernier, atteignant des performances proches de l’état de l’art sur deux bases de
données d’expression faciale statique et prouvant sa robustesse en dépassant l’état de l’art de 2018 sur la
base de données AFEW, qui est celle de la compétition.
Les modèles qui précédent permettent d’extraire des vecteurs de description des visages de chacune
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des vidéos. Il est alors nécessaire de fusionner temporellement ces vecteurs pour obtenir un seul vecteur
par vidéo. Nous étudions plusieurs méthodes, d’une simple moyenne temporelle à des réseaux récurrents
tels que la LSTM. Les résultats obtenus tendent à prouver que l’ensemble d’entraînement n’est pas
suffisamment large pour utiliser des techniques avec un grand nombre de paramètres, tels que des réseaux
récurrents, qui sont clairement dépassés par des approches de moyenne simple ou pondérée.
La partie audio ne correspond pas toujours au label des vidéos, celles-ci étant annotées par rap-
port à l’expression faciale. Néanmoins, elle apporte un contexte complémentaire à la modalité visuelle.
C’est pourquoi nous extrayons manuellement des descripteurs réputés pertinents pour la reconnais-
sance d’émotions et entraînons de simples classifieurs sur AFEW. Des approches totalement neuronales
existent également mais restent encore aujourd’hui peu performantes sur cette base de données [177].
Ensuite, pour combiner l’ensemble des modalités nous étudions plusieurs techniques de fusion. Il
s’avère finalement que dans le cadre spécifique de cette base de données, bien que donnant de bons
résultats sur l’ensemble de validation, les méthodes complexes proposées généralisent mal sur l’ensemble
de test et n’atteignent pas les performances d’une simple moyenne pondérée des scores des modalités.
Cela s’explique probablement par un sur-apprentissage, mais souligne aussi la spécificité de chaque
problème multimodal, impliquant de développer pour chacun une technique particulière.
Les modèles globaux proposés se classent troisièmes de la compétition en 2017 et en 2018, avec une
progression de 58.8% (gagnants à 60.3%) à 60.6% (gagnants à 61.9%) 1. Mais on observe surtout une
réduction très importante du temps de calcul et du nombre de paramètres lors de la seconde participation.
Cette simplification du modèle permet d’envisager un traitement "temps réel" avec l’aide d’une carte
graphique, ce qui constitue une première parmi les meilleurs modèles proposés dans cette compétition. Et
cela prouve également qu’une philosophie du rasoir d’Occam, consistant à systématiquement privilégier
des solutions simples et légères lors de la construction du modèle global est pertinente dans un contexte
aussi bruité et pauvre en données d’entraînement que celui traité dans cette compétition.
Enfin, nous pouvons conclure que cette compétition commence à saturer : l’amélioration des perfor-
mances dans les dernières éditions est de l’ordre du pourcent, lorsqu’elles étaient au départ de l’ordre
de la dizaine de pourcents. Cela peut s’expliquer par le manque de données, la similarité des méthodes
utilisées lors des dernières éditions [82, 79, 78], mais également le fait que la performance humaine sur
ce type de tâches se situe entre 60% et 80%, du fait de la subjectivité des annotations d’émotion.
3.4.2 Questionnements
Nous avons fait le choix de présenter ce chapitre comme une étude préliminaire. Nous en tirons
maintenant un certain nombre de questionnements, nous poussant à explorer d’autre problèmes plus
larges.
Comme représenter l’émotion ? Le traitement de cette base de données s’est révélé délicat pour plu-
sieurs raisons, et plus particulièrement par le problème que posent les classes discrètes d’émotion lors de
l’évaluation. En effet, comme nous l’avons vu précédemment, une expression peut contenir par exemple
un mélange de surprise et de joie, aboutissant à une annotation subjective lorsqu’on utilise un seul mot-
clé. Mais en utilisant simultanément un grand nombre de mot-clés, l’annotation discrète deviendrait
alors extrêmement coûteuse et plus complexe à comprendre pour un être humain. Enfin, un réseau de
neurones appris avec celle-ci présente une modélisation temporelle très bruitée, comme nous l’a montré
la Figure 3.3.1.
Cela laisse donc penser qu’une annotation continue, comme les axes excitation-plaisir dans la compé-
tition AVEC [277], pourrait apporter une meilleure qualité d’estimation de l’émotion. Malheureusement,
ce type d’annotation n’est pas intuitif [29] et demande donc un effort beaucoup plus lourd pour obtenir
une base de données. De plus, du fait de la difficulté de l’annotation, la plupart des bases de données
1. Il est important de noter que l’ensemble de test de 2018 contient celui de 2017, ainsi qu’une centaine de vidéos supplé-
mentaires, considérées comme plus difficiles par les organisateurs (télé-réalité, occlusions multiples, changement de plan) [78]
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sont de petite taille et en conditions controllées. Il est donc particulièrement difficile de trouver un bon
compromis d’annotation.
Mais d’un autre côté, des travaux [148] se sont intéressés aux représentations cachées apprises par
des réseaux convolutionnels pour de la classification d’émotion discrète. Et il s’avère que les cartes
convolutives peuvent notamment être reliées à la représentation FACS évoquée en introduction. De ce
fait, il serait intéressant d’analyser les liens entre les différents types d’annotations proposées dans la
littérature psychologique et les représentations apprises par un réseau de neurones pour la reconnaissance
d’émotions. Cette analyse est développée dans le Chapitre 4 dans le cadre restreint de l’annotation de
l’expression faciale.
Comment transférer des connaissances d’un réseau de neurones ? Lors de la compétition, le choix
des transferts de connaissances a été fait de manière empirique. En effet, nous avons par exemple utilisé
le VGG pré-entraîné sur de la reconnaissance de l’identité puis de l’expression car celui-ci était connu
pour donner de bons résultats [99]. Mais d’autres transferts se sont avérés bien meilleurs lors de notre
seconde participation, comme celui effectué avec le ResNet.
Ces observations soulèvent alors une question importante : pourrait-on trouver le meilleur transfert
de connaissances parmi les modèles pré-entraînés existants ? Certains travaux récents [309] tendent à
prouver que cela est possible en construisant un espace permettant de modéliser la qualité de transfert
d’une tâche vers une autre.
Dans le Chapitre 5, nous abordons cette problèmatique dans le contexte de la représentation des
visages. Au lieu de construire un espace des tâches, nous proposons une approche pour transférer les
connaissances d’une banque de modèles pré-entraînés sur diverses tâches de visage en un unique modèle,
qui se révèle efficace sur une large variété de tâches liées aux problématiques d’analyse de visage.
Existe-t-il une méthode de fusion universelle ? En appliquant des techniques de l’état de l’art de
la fusion multimodale lors de cette compétition, nous nous sommes aperçu que la méthode de fusion
à utiliser dépend de la base données et du problème multimodal à traiter. Ainsi, un questionnement
naturel serait de se demander s’il existe une méthode de fusion qui serait optimale pour la majorité
des problèmes. La définition très large d’un problème multimodal, comme traitée dans le Chapitre 2
ainsi que le théorème NFL [290] laisse entrevoir la réponse négative à cette question. En revanche,
en se restreignant à la tâche plus simple de trouver à quels étages des réseaux de neurones fusionner les
différentes représentations, le Chapitre 6 propose un ensemble de méthodes pour automatiser le processus
de recherche d’une fusion multimodale optimale.
3.4.3 Perspectives
Plus que des questionnements, nos travaux sur cette compétition ouvre également de nouvelles pers-
pectives d’améliorations et de recherche.
Distillation multimodale Pour pallier le manque de données en audio, des techniques de distillation
multimodale ont été proposées (e.g. SoundNet [21]). L’idée a également été appliquée dans le cadre
de la reconnaissance d’émotions dans des vidéos controllées par Albanie et al. [6]. Pour améliorer les
performances sur la base de données AFEW, cette approche pourrait également être utilisée. Pour cela, il
faudrait en premier lieu collecter un large corpus de vidéos en conditions non controllées présentant des
similarités avec AFEW. Le ResNet+Moyenne Pondérée décrit dans ce chapitre permettrait par exemple
une annotation bruitée de ce corpus. Un modèle multimodal incluant l’audio pourrait alors être entraîné
sur ce corpus faiblement annoté en complément des labels de AFEW.
Desmodalités supplémentaires ? Bien que la partie audio des vidéos contient peu souvent des paroles,
celles-ci peuvent s’avérer être un contexte précieux. Il serait donc intéressant de pouvoir extraire le
texte associé à chaque vidéo et le traiter avec des approches d’analyses de sentiment, telles que celle
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développées pour l’analyse de tweets [203]. Une autre modalité qui pourrait présenter un intérêt serait
la scène complète et plus particulièrement la dynamique corporelle des acteurs. En effet, jusqu’ici les
approches ne se sont intéressés qu’aux visages et au son, du fait de l’absence de données annotées, par
exemple pour l’expression corporelle. Mais en supposant que nous utilisons l’approche semi-supervisée
précédente, il serait possible d’ajouter ce type de modalité.
Aspect temporel et multimodal L’aspect temporel, du fait de la petite taille de la base de données, n’a
été que brièvement traité. En supposant disposer d’un corpus plus large, un aspect prometteur pourrait
être d’appliquer des mécanismes d’attention multimodale [125], qui consistent à utiliser pour contexte
une fusion des différentes modalités. Cela impliquerait également ici d’effectuer la fusion multimodale
avant la fusion temporelle.
Chapitre 4
Représentation compacte et
interprétable de l’émotion
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4.1 Introduction
La capacité d’une machine à reconnaître et analyser les émotions présente un intérêt certain pour
différents domaines d’application. Par exemple, comme présenté en introduction générale (cf. Chapitre
1), l’analyse automatique des émotions peut permettre l’amélioration des interfaces homme-machine,
une aide face au trouble autistique ou encore un outil de marketing. Mais pour cela il est nécessaire de
pouvoir identifier ce qu’est une émotion (ou au moins une expression faciale), et donc de posséder un
vocabulaire approprié, i.e. une capacité à représenter une émotion. Dans ce chapitre, nous nous intéres-
sons plus particulièrement à la représentation des expressions faciales, élément clé de l’expression de
l’émotion [90].
Nous avons vu dans la Section 2.2 du Chapitre 2 qu’il existe différentes manières de représenter
une émotion. Une approche intuitive consiste à utiliser une annotation discrète, basée sur des termes
sémantiques tels que "Joyeux", "Surpris" ou "Triste". Cette approche présente le désavantage d’introduire
une certaine ambiguïté, un visage pouvant exprimer à la fois de la surprise et de la joie par exemple.
Augmenter le nombre de termes utilisés permet de réduire cette ambiguïté, en utilisant par exemple des
émotions mixtes, e.g. "joyeusement surpris".
Néanmoins, pour décrire et différencier parfaitement les émotions, il serait nécessaire d’utiliser une
infinité de termes sémantiques. Cela conduit naturellement à l’usage d’une représentation continue, telle
que l’excitation-plaisir proposée par Russell et al. [244]. Une telle représentation continue peut alors
être vue comme un espace vectoriel, muni de deux directions ayant la particularité d’être facilement
interprétables par l’être humain. Elle présente certes l’avantage d’être beaucoup plus précise, mais pré-
sente également un coup important d’annotation. De même, d’autres méthodes d’annotation comme les
Action Units impliquent un protocole d’annotation spécifique requérant des annotateurs formés pour
celui-ci [268]. Cela motive donc l’utilisation de méthodes automatiques pour extraire de telles représen-
tations de l’émotion et éviter une analyse manuelle systématique.
Or les réseaux de neurones permettent naturellement d’extraire des représentations vectorielles en
lien avec une tâche donnée (qui permettent alors d’effectuer des transferts de connaissances sur des
tâches liées, comme nous le verrons plus en détail dans le Chapitre 5). On retrouve notamment ce type
d’approche pour la reconnaissance des émotions, avec des modèles de plus en plus sophistiqués et des
bases de données de plus en plus larges [198, 172, 47, 2, 226]. Ces modèles sont souvent entraînés à partir
d’annotations discrètes de l’émotion, bien que certains utilisent des corpus annotés avec des Action Units
ou plus récemment avec les notions d’excitation-plaisir.
Il existe donc des réseaux de neurones capable d’extraire automatiquement une représentation de
l’expression d’un visage. En revanche, peu de travaux s’intéressent à l’interprétation de ce qu’apprend
réellement un réseau de neurones entraîné à prédire des émotions. Nous pouvons tout de même citer une
étude de 2015 par Khorrami et al. [148], consistant à analyser les représentations internes d’un réseau de
neurones convolutif lorsque celui-ci est entraîné à prédire des émotions discrètes. Les auteurs montrent
notamment que les représentations apprises par le réseau sont très similaires à des Action Units [90].
Ce chapitre cherche à étudier les liens entre la représentation neuronale latente et la représentation
psychologique excitation-plaisir. Nous proposons tout d’abord de réduire la dimensionnalité des repré-
sentations utilisées afin de plus facilement visualiser l’espace ainsi créé et d’y exhiber des directions per-
tinentes. Il s’agit du principe même de nombreuses méthodes de visualisation telles que la PCA [138].
De plus, nous montrons qu’utiliser une représentation de dimension réduite ne conduit qu’à une perte
de performance marginale pour la reconnaissance des émotions, en comparaison avec l’usage de repré-
sentations beaucoup plus larges. Cela est d’ailleurs en accord avec le critère d’Akaike [5], poussant à
utiliser des modèles et des représentations de plus petites tailles afin de potentiellement améliorer la
généralisation (et accessoirement réduire le temps de calcul).
Nous proposons par la suite d’utiliser la représentation neuronale des expressions comme une véri-
table annotation de l’expression sur un large corpus et ainsi de s’en servir pour entraîner un GAN ayant
pour but de modifier l’expression faciale. Cette technique permettra de contrôler finement la généra-
tion d’expression et de plus facilement interpréter les différentes directions exhibées dans l’espace de
représentation, au regard des concepts développés en théorie des émotions.
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Enfin, cette méthode de modification de l’expression faciale est l’objet d’une démonstration en ligne 1
permettant de tester directement notre modèle sur n’importe quel visage.
4.2 Apprentissage d’une représentation de l’expression faciale
Nous proposons dans cette partie de détailler tout d’abord une approche neuronale de référence, que
nous avons adoptée pour apprendre à prédire des expressions discrètes à partir des images. Puis nous
revenons à travers quelques expériences préliminaires sur les liens qui existent entre l’espace excitation-
plaisir et les expressions discrètes. Enfin, nous confirmons ces premières intuitions à travers différentes
variations de l’approche classique, principalement sur les caractéristiques de la représentation cachée du
réseau de neurones et exhibons une représentation spécifique, compacte et performante des expressions
faciales.
4.2.1 Entraînement d’un réseau de neurones pour la reconnaissance d’expression faciale
Nous avons déjà évoqué dans les chapitres qui précédent des approches d’apprentissage neuronal
pour la reconnaissance de l’expression faciale. Nous proposons ici de détailler une approche neuronale
classique pour la prédiction d’émotion discrète. Elle constitue une base de départ des travaux effectués
dans ce chapitre.
Colère Dégoût Peur Joie Neutralité Tristesse Surprise
SFEW
RAF
Affectnet
FIGURE 4.2.1 – Images extraites des trois bases de données que nous utiliserons le plus dans ce chapitre.
Données et pré-traitement Nous avons choisi de travailler avec des images d’expression faciale, ce
qui permet de simplifier le problème à résoudre en supprimant la dimension temporelle et de disposer
d’un grand nombre de données annotées. En effet, il existe une grande diversité de bases de données
d’expression faciale. Nous avons plus particulièrement travaillé sur trois d’entre elles :
— SFEW [80] : environ 1800 images de visages dans des conditions pouvant être très bruitées (anno-
tation, occlusion, illumination, etc. ). Chaque image est annotée avec un classe d’expression parmi
sept (colère, dégoût, peur, joie, surprise, tristesse, neutralité).
— RAF [172] : environ 30 000 images de visages également dans des conditions pouvant être très
bruitées. Nous travaillons uniquement sur les images annotées avec les sept classes d’expressions
(soit environ 15 000 images), pour faciliter les comparaisons entre bases de données et avec l’état
de l’art. L’annotation est très précise, car chaque image a bénéficié de 40 annotateurs.
1. https://many-fe.noprod-b.kmt.orange.com/
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— AffectNet [198] : environ 500 000 images, dont 300 000 finalement exploitables (beaucoup d’images
sans visage ou contenant des occlusions particulièrement fortes). Chaque image est annotée à la
fois avec l’expression discrète (nous nous limitons aux 7 mêmes classes que pour les autres bases)
et en excitation-plaisir.
De la même manière que dans le Chapitre 3 et pour faciliter l’entraînement d’un réseau de neurones,
nous pré-traitons l’ensemble des images de la même manière, en appliquant tout d’abord un détecteur de
visages, puis en les alignant par rapport à des points d’intérêt tels que l’oeil.
Approche de référence Nous avons fait le choix d’entraîner une architecture de réseau de neurones
de type ResNet sur AffectNet. Ce choix a été fait de manière arbitraire, bien qu’influencé par les ex-
cellents résultats de ce type d’architecture notamment sur des tâches liées au visage [122]. Le nombre
d’exemples d’entraînement est relativement important mais nous avons tout de même choisi d’utiliser
diverses techniques de régularisation telles que de l’augmentation de données (rotation, changement
d’échelle, retournement horizontal) et du cutout (i.e. masquer des parties aléatoires de l’image durant
l’entraînement) [77].
Nous distinguerons par la suite deux approches : ResNet-disc, qui est entraîné à classifier des émo-
tions discrètes et ResNet-EP, qui est entraîné à régresser l’excitation-plaisir.
Un élément d’importance lors de l’entraînement de ResNet-disc a été de compenser la distribution
très inégale des classes. En effet, AffectNet a été collecté automatiquement par ses auteurs et implique
donc un biais important, les expressions négatives étant souvent moins présentes dans les photographies
publiques que les expressions positives ou neutre. Ainsi, plus de la moitié des exemples de la base de
données sont contenus dans les classes joie et neutralité. Nous avons donc choisi de pondérer la fonction
de coût du réseau de neurones pour donner plus d’importance aux catégories minoritaires. Ainsi, la
fonction de coût L dans le cas de la classification parmi sept classes est une entropie croisée, qui s’écrit :
L = 1
N
N
∑
i=1
wclasse(zi) E(zi, zˆi) (4.2.1)
avec zi le label associé à la ie`me image, zˆi la prédiction estimée pour la ie`me image, E l’entropie croisée,
N le nombre d’images dans le batch et wclasse(zi) le poids donné à la ie`me image, dépendant du label de
l’image.
Plus précisément, nous l’avons défini tel que wclasse(zi) = NtotalNzi×7 avec 7 le nombre de classes, Ntotal le
nombre total d’images dans AffectNet et Nzi le nombre d’images contenues par la classe yi. Ce choix se
justifie en décomposant L par classe :
L = 1
7
7
∑
k=1
E(L∣k) (4.2.2)
Cela peut alors être développé sous la forme :
L = 1
7
7
∑
k=1
∑
i∈ classe k
E(zi, zˆi)
Nk
(4.2.3)
L = 1
7
7
∑
k=1
∑
i∈ classe k
E(zi, zˆi)
Nk
(4.2.4)
L = 1
N
N
∑
i=1
N
7Nzi
E(zi, zˆi) (4.2.5)
(4.2.6)
avec Nk le nombre d’éléments dans la classe k.
Dans notre cas, nous souhaitons donner autant d’importance à chaque classe afin d’être performant
dans le cas d’une distribution uniforme des classes. Cela revient à se placer dans le cas où chaque classe
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contiendrait autant d’éléments, i.e. que ∀k,wkNk = Ntotal7 . Ainsi, il faut alors fixer le poids wk associé à la
classe k tel que wk = NtotalN j×7 .
Dans le cas de ResNet-EP, la fonction de coût est simplement la moyenne des erreurs au carré.
Un apprentissage multi-tâches (classes discrètes et estimation des valeurs excitation-plaisir) a éga-
lement été implémenté, consistant à ajouter deux perceptrons au lieu d’un à la sortie de la dernière
couche cachée du réseau de neurones, le premier classifiant les émotions discrètes et le second régres-
sant l’excitation-plaisir. L’objectif est que la représentation cachée apprise par le réseau de neurones
en soit améliorée, devenant plus générale, par le fait qu’il est alors nécessaire d’extraire des informa-
tions utiles pour les deux tâches à partir d’une même image. Les bénéfices potentiels d’une approche
multi-tâches sont également rappelés dans la dernière partie du Chapitre 2 et une représentation issue de
différentes tâches sera étudiée dans le Chapitre 5.
Évaluation de l’approche de référence
Évaluation du ResNet-disc De manière à évaluer cette première approche, nous reportons en
Table 4.2.1 l’accuracy du ResNet-disc (pourcentage de prédictions correctes) sur l’ensemble de valida-
tion d’AffectNet en utilisant uniquement sept classes. Cela permet d’observer que malgré un nombre
important d’exemples d’entraînement, les modèles avec un plus grand nombre de couches (tels que
ResNet-34 et ResNet-50) semblent moins bien généraliser. L’apport de l’augmentation est également
clair et s’explique par la grande variabilité des images collectées, que les 300 000 images de l’entraîne-
ment ne suffisent peut-être pas à décrire. Cela rejoint les conclusions d’approches très récentes [71], qui
proposent de trouver automatiquement la meilleure stratégie d’augmentation des données et obtiennent
des gains de performance important.
Architecture Régularisation Accuracy en %
ResNet-18 Aucune 57.4
ResNet-18 Augmentation 61.2
ResNet-18 Augmentation + Cutout 61.7
ResNet-34 Augmentation + Cutout 61.0
ResNet-50 Augmentation + Cutout 60.4
AlexNet [198] Augmentation 57.0
TABLE 4.2.1 – Résultats de l’approche ResNet-disc sur l’ensemble de validation d’AffectNet avec des
variations d’architecture et de technique de régularisation.
Enfin, comme illustré dans la dernière ligne de la Figure 4.2.1, des occlusions sont régulièrement
présentes, masquant des parties clés du visage telles que la bouche. Le fait d’appliquer du cutout peut
alors être interprété comme une simulation de diverses occlusions et pourrait expliquer l’amélioration
observée. Dans le reste du chapitre, nous utiliserons comme ResNet-disc le modèle de ResNet-18 entraîné
avec augmentation et cutout.
Nous pouvons préciser que nous avons très récemment entraîné sur la même tâche un PyramidNet-
50 [117] (qui a le même nombre de paramètres que le ResNet-18) et obtenu de meilleures performances
(63.5%), ce qui souligne encore l’importance du choix de l’architecture.
Évaluation du ResNet-EP Nous avons évalué le ResNet-EP avec différentes configurations, repor-
tées en Table 4.2.2. Les conclusions à propos des bénéfices d’un apprentissage régularisé sont les mêmes
que pour le ResNet-disc. Dans le reste du chapitre, nous utiliserons donc comme ResNet-EP le modèle
de ResNet-18 entraîné avec augmentation et cutout.
Notons qu’une Racine de l’Erreur Moyenne au Carré ou Root Mean Squared Error (RMSE) de 0.34
reste un score relativement mauvais, étant donné que les valeurs d’excitation-plaisir sont comprises dans
l’intervalle [-1,1]. Cela peut s’expliquer par le bruit d’annotation important, puisque l’accord moyen
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entre deux annotateurs (cf. dernière ligne de la Table 4.2.2) a une RMSE du même niveau que notre
modèle.
Architecture Régularisation RMSE Excitation / Plaisir
ResNet-18 Aucune 0.35 / 0.41
ResNet-18 Augmentation + Cutout 0.34 / 0.36
AlexNet [198] Augmentation 0.40 / 0.394
Accord entre annotateur [198] Aucune 0.36 / 0.34
TABLE 4.2.2 – Résultats de l’approche ResNet-EP sur l’ensemble de validation d’AffectNet sans et avec
régularisation.
Évaluation de l’approche multi-tâche Enfin, nous avons évalué l’approche multi-tâches (classi-
fication d’émotion discrète et régression d’excitation-plaisir). Avec une architecture de type ResNet-18,
de l’augmentation des données et du cutout, nous obtenons alors une accuracy de 60.2% pour la classi-
fication d’émotion discrète et une RMSE de 0.35 / 0.39 pour la régression excitation / plaisir. Ces scores
légèrement plus faibles que pour les approches mono-tâche précédentes peuvent notamment s’expliquer
par l’utilisation de classifieur et régresseur linéaire, empêchant une projection plus sophistiquée. Nous
préférerons donc dans les parties suivantes étudier plus en détail les relations entre les deux tâches (et
donc les deux représentations) et laisserons l’utilisation de méthodes mutli-tâches [197] plus sophisti-
quées au rang des perspectives.
4.2.2 Quelques intuitions sur la représentation des émotions
FIGURE 4.2.2 – Représentation dans l’espace excitation-plaisir des visages d’AffectNet [198]. Chaque
point représente donc un visage, et est coloré en fonction de son annotation d’émotion discrète.
Nous nous intéressons maintenant à retrouver à travers un ensemble de données la relation entre
émotion discrète et excitation-plaisir proposée par Russel [244]. Pour cela, nous utilisons une sous-partie
d’AffectNet [198]. Tout d’abord, nous représentons chaque image par un point dans l’espace excitation-
plaisir, que nous colorons suivant l’émotion discrète associée à l’image. Par exemple, un visage annoté
comme neutre et avec des valeurs excitation-plaisir à (0,0) correspondra à un point de couleur bleue situé
au centre de la Figure 4.2.2.
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Cette première visualisation peut nous conforter dans l’idée qu’il existe une relation forte entre les
deux types d’annotations. Néanmoins, cette observation est biaisée par le processus d’annotation même
de cet ensemble de données. En effet, les images ont d’abord été annotées avec des labels d’émotions
discrètes, puis les valeurs d’excitation-plaisir pour un exemple donné ont été contraintes dans un inter-
valle prédéfini en fonction de l’émotion discrète. Malgré ce biais, la représentation d’AffectNet s’accorde
avec la théorie du circumplex des émotions de Russell [244] (i.e. de l’organisation des émotions suivant
les concepts excitation-plaisir) et permet également d’illustrer la diversité d’expressions différentes au
sein d’une même classe discrète. Enfin, il est intéressant de noter que cet espace à deux dimensions ne
semble que très peu efficace pour séparer le dégoût et la colère, ce qui est également en accord avec des
observations dans le domaine de la psychologie en faveur de l’utilisation d’une troisième dimension pour
obtenir une meilleure séparation des classes [195].
ResNet-
disc
 
 
Excitation-plaisir (2 dim)1 dim
Dernière couche
cachée (512 dim)
Expression discrète
FIGURE 4.2.3 – Approche pour obtenir une troisième dimension de représentation de l’expression. P
représente de simples perceptrons. La couleur bleue indique que les paramètres sont mis à jour, la couleur
grise qu’ils sont figés. L’exctiation-plaisir est naturellement présente.
En repartant de l’interprétation précédente, une autre manière d’évaluer l’importance des liens entre
les deux représentations des émotions est de régresser l’une à partir de l’autre. Ainsi, nous avons choisi
d’entraîner sur AffectNet un simple perceptron, avec pour tâche de prédire l’émotion discrète à partir des
valeurs excitation-plaisir. Cela conduit à un excellent taux de 83% de prédictions correctes, avec encore
une fois beaucoup de confusion entre le dégoût et la colère (cf. Table 4.2.3).
Prédiction Label Neutralité Joie Tristesse Surprise Peur Dégoût Colère
Neutralité 86 1 1 0 1 0 3
Joie 0 98 0 0 0 0 0
Tristesse 4 0 95 0 0 3 4
Surprise 6 1 1 94 7 0 3
Peur 1 0 1 6 88 1 5
Dégoût 1 0 1 0 2 66 27
Colère 2 0 1 0 2 30 57
TABLE 4.2.3 – Matrice de confusion obtenue pour la prédiction des émotions discrètes à partir de la
vérité terrain des valeurs excitation-plaisir (en %). Notons la confusion très importante entre dégoût et
colère.
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Ce problème de confusion entre les deux classes nous a naturellement amené à vouloir rajouter une
dimension à la représentation excitation-plaisir. Pour cela, ne disposant pas d’annotations d’une troisième
dimension, nous proposons de nous servir du ResNet-disc décrit dans la sous-section précédente. Pour
chaque image, nous avons extrait la dernière couche du ResNet-disc (déjà entraîné), en considérant celle-
ci comme un vecteur de description de dimension 512. Nous avons alors proposé une approche illustrée
en Figure 4.2.3. L’idée est d’extraire une dimension supplémentaire de la dernière couche du ResNet-
disc, puis de concaténer les deux valeurs excitation-plaisir (véritables annotations) avec cette nouvelle
dimension. Nous avons alors évalué l’impact de cet ajout en tentant de prédire à partir des trois valeurs
obtenues l’expression discrète des visages. Comme l’illustre la Figure 4.2.4, le gain en accuracy apporté
par cette troisième dimension est de 3 points. En renouvelant l’expérience mais en ajoutant cette fois
bien plus de dimensions, le gain décroît de manière exponentielle, atteignant 3.6 points en utilisant 512
dimensions.
2 3 4 512
83
84
85
86
87
Taille de représentation
A
cc
ur
ac
y
(%
)
FIGURE 4.2.4 – Évolution de l’accuracy en fonction de la taille de représentation utilisée (en utilisant
deux valeurs excitation-plaisir issues de la vérité terrain).
De ces première observations, nous pouvons donc retenir que l’usage d’une représentation compacte
de l’expression faciale ne semble que peu dégrader la performance en termes de classification d’émo-
tion discrète. De plus, le gain apporté par l’ajout d’une troisième dimension est très important comparé
à l’ajout d’un plus grand nombre de dimensions, ce qui pourrait s’expliquer par le rôle important de
cette dimension pour séparer dégoût et colère. Enfin, bien que performantes pour classifier les émotions
discrètes et facilement interprétables, nous avons vu que les notions d’excitation-plaisir ne sont pas tou-
jours optimales, notamment pour séparer des concepts tels que le dégoût et la colère. Cela nous amène
à la question : pourrions-nous exhiber une représentation continue plus efficace pour différencier les
émotions discrètes mais toujours interprétable ?
4.2.3 Apprentissage d’une représentation compacte et performante
Extraction de descripteurs Nous reprenons maintenant le ResNet de base décrit dans la première
sous-section et nous utilisons sa dernière couche cachée comme une description de dimension 512 de
l’expression faciale. Ce ResNet, dans le cas où il a été entraîné à la classification d’expressions discrètes,
sera nommé ResNet-disc. Il est également possible de suivre une procédure identique à l’approche de
base, mais en ayant pour tâche de régresser les valeurs d’excitation-plaisir. Dans ce cas, nous nommerons
le modèle obtenu ResNet-EP.
Obtenir une représentation compacte Nous explorons deux approches. La première, illustrée par la
Figure 4.2.5, consiste simplement à appliquer un perceptron P sur la description de dimension 512, de
manière à obtenir une représentation de dimension k, avec k << 512. À partir de ces k descripteurs, un
second perceptron Pj doit alors prédire l’expression discrète associée à l’image originale. L’indice j peut
être ignoré dans ce paragraphe et représente simplement la base de données utilisée pour l’entraînement.
Par la suite, nous utiliserons pour cette méthode la notation disck.
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FIGURE 4.2.5 – Approche disck pour l’apprentissage d’une représentation k-dimensionnelle de l’expres-
sion faciale, à partir d’une base de donnée j.
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FIGURE 4.2.6 – Approche epk pour l’apprentissage d’une représentation k-dimensionnelle de l’expres-
sion faciale et contenant des valeurs estimées d’excitation-plaisir, à partir d’une base de données j.
La seconde approche consiste à considérer en entrée à la fois les 512 descripteurs issus du ResNet-
disc et les valeurs excitation-plaisir estimées par le ResNet-EP. Le système de la Figure 4.2.6 permet
alors d’entraîner un premier perceptron P à compresser les 512 descripteurs en un vecteur de dimen-
sion k-2. Celui-ci est alors concaténé avec les deux valeurs d’excitation-plaisir, permettant d’obtenir une
représentation de dimension k. De même que pour disck, un second perceptron Pj permet ensuite de pré-
dire l’expression discrète associée à l’image originale. Par la suite, nous utiliserons pour cette méthode
la notation epk.
Apprentissage simultané sur plusieurs bases de données Comme décrit en introduction de ce cha-
pitre, il existe diverses bases de données contenant des expressions faciales annotées de manière discrète.
Chacune présentant certains avantages et une certaine inconsistance d’annotation avec les autres, il se-
rait intéressant d’apprendre nos modèles sur l’ensemble des bases et non sur une seule. Pour cela, nous
considérons que chaque base de données possèdent un indice j et qu’il existe dans les méthodes décrites
précédemment un perceptron Pj associé à chaque base de données. Lors de l’entraînement, si l’image en
entrée provient de la base de données j, seul le classifieur Pj sera utilisé et mis à jour. En revanche, les
poids de P sont communs pour toutes les bases de données, permettant d’apprendre une représentation
plus générale.
Une approche naïve consisterait alors à simplement apprendre sur le regroupement de toutes les
bases. Il se trouve que les tailles des bases de données peuvent être particulièrement différentes. De plus,
les bases de données regroupant un grand nombre d’éléments présentent souvent moins d’annotateurs
et donc des annotations plus bruitées (e.g. AffectNet [198] contient un demi-million d’images, chacune
annotée par moins de trois personnes, tandis que RAF [172] contient environ 15 000 images, chacune
annotée par au moins 40 personnes). Ainsi, nous avons choisi de pondérer les images provenant de di-
verses bases de données par rapport à la taille de celles-ci, de manière à pénaliser les exemples provenant
des bases de données les plus conséquentes. Cela revient à ré-écrire l’Equation 4.2.1 en introduisant une
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pondération supplémentaire wbase(xi) :
L = 1
N
N
∑
i=1
wbase(xi)wiclasse E(yi, yˆi) (4.2.7)
tel que :
wbase(xi) =
1
logNxi∈ base j
(4.2.8)
avec N j le nombre d’éléments dans la je`me base de données. L’usage du logarithme permet d’éviter une
pondération extrêmement faible des éléments appartenant aux bases les plus grandes et ainsi de s’assurer
que ceux-ci aient tout de même un impact.
Méthode d’évaluation De manière à pouvoir par la suite correctement évaluer les différentes ap-
proches, nous utiliserons plusieurs métriques. En premier lieu, nous parlerons d’accuracy pour désigner
le taux d’éléments correctement classifiés parmi tous les éléments. L’accuracy est la métrique usuelle-
ment utilisée pour se comparer à l’état de l’art en reconnaissance d’expression discrète. Nous faisons
également le choix de calculer un Macro F1-Score, qui permet de combiner rappel et précision (F1-
Score) et d’également de donner autant d’importance à chacune des classes (macro), peu importe la
distribution de celles-ci. Ainsi celui-ci s’écrit :
F1macro =
1
Nc
Nc
∑
i
F1i ; F1i = 2
preci ⋅ reci
preci+ reci
; preci =
t pi
t pi+ f pi
; reci =
t pi
t pi+ f ni
(4.2.9)
où i est le numéro de la classe ; preci, reci et F1i sont respectivement la précision, le rappel et le F1-score
pour les éléments de la classe i ; Nc est le nombre de classes ; et t p, f p and f n sont respectivement les
taux de vrais positifs, de faux positifs et de faux négatifs.
Quand cela nous est possible, nous fournissons le score moyen et l’écart-type du score du modèle,
obtenus avec 10 initialisations aléatoires des poids.
Enfin, les scores reportés peuvent l’être sur l’ensemble de test d’une base de données spécifique telle
que SFEW [80], RAF [172] ou AffectNet [198], mais également sur un ensemble de test regroupant
les trois. Nous calculerons un F1-Score Multi-Domaines, qui est une moyenne pondérée des Macro F1-
Scores sur chacune des bases. La pondération de chaque score est l’inverse de la taille de l’ensemble de
test associé.
4.2.4 Évaluation de la représentation
Impact de la taille de la représentation sur les performances Nous nous intéressons ici à l’impact
de la taille k de la représentation utilisée par les deux méthodes décrites précédemment (disck et epk).
Le but est d’étudier l’intuition développée précédemment : y a-t-il une progression importante en termes
de performance lors de l’ajout d’une troisième dimension (k=3) comparé à l’ajout d’un grand nombre
de dimensions ? Pour cela, nous avons évalué les méthodes disck et epk pour k=2 à k=7, ainsi que pour
k=512. L’allure générale des deux courbes en Figure 4.2.7 permet une première analyse de notre intuition.
En effet, pour la méthode disck, en noir, le passage de k=2 à k=3 représente ici un gain de performance
d’environ 4%, tandis que le passage de k=3 à k=4 ne représente plus que de 2% et enfin le passage de
k=4 à k=512 n’apporte lui aussi que 2% de gain en performance. Ainsi, nous pouvons observer que le
gain en performance décroît énormément en faisant croître k. De plus, l’évolution entre k=2 et k=3 est la
plus importante.
En revanche, nous n’observons pas les mêmes résultats pour la méthode epk. Cela peut s’expliquer
par le fait que les deux valeurs d’excitation-plaisir estimées qui sont imposées dans la représentation sont
très bruitées et implique donc une baisse importante de performance. La valeur finale (pour k=512) est
inattendue, puisque les méthodes disck et epk devraient être alors quasiment équivalentes. Cela revient
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Base de données Représentation F1 Score
Affect
-Net
disc3 58.1 ± 0.5
disc2 52.1 ± 0.4
ep3 55.6 ± 0.5
ep2 55.8 ± 0.0
SFEW
disc3 34,1 ± 1.0
disc2 28.0 ± 0.8
ep3 30.2 ± 0.8
ep2 33.3 ± 0.1
RAF
disc3 64.4 ± 0.5
disc2 60.6 ± 1.9
ep3 63.0 ± 0.9
ep2 61.2 ± 0.2
FIGURE 4.2.7 – Évaluation des méthodes disck et epk pour différentes valeurs de k.
à considérer que l’information apportée par les valeurs d’excitation-plaisir estimées est particulièrement
mauvaise et dégrade la performance. En effet, ep7 devrait atteindre au moins des performances similaires
à disc5, car dans les deux cas la représentation possède 5 degrés de liberté. Cet écart important pourrait
être expliqué notamment par l’évaluation conjointe sur trois bases de données dont deux inconnues de
l’estimateur d’excitation-plaisir, qui ne généraliserait alors que peu d’un domaine à l’autre. De plus, ces
deux bases "inconnues" (SFEW et RAF) ont été construites pour évaluer la classification d’expression
discrètes et présentent donc des expressions relativement marquées, qui ne représentent qu’une faible
partie de l’espace excitation-plaisir, rendant celui-ci peut-être moins pertinent.
Comparaison avec l’état de l’art Nous proposons maintenant d’évaluer l’intérêt de notre représen-
tation disc3, en la comparant avec l’état de l’art. Il est important de noter que les méthodes proposées
dans la littérature sont souvent spécialisées pour une base de données en particulier. Dans notre cas, nous
n’avons introduit aucune méthode particulière et avons de plus utilisé une approche multi-domaine.
La Table 4.2.4 reporte donc des résultats obtenus sur les trois bases de données utilisées dans ce
chapitre. La seconde colonne nous permet d’observer que la taille de représentation utilisée par les mo-
dèles de l’état de l’art (i.e. la taille de la dernière couche cachée) est souvent très importante. Ainsi,
bien que disc3 soit dépassé par des approches telles que "Covariance Pooling" (agrégation des cartes de
descripteurs en modélisant des relations d’ordre deux) ou "Deep Locality Preserving" (fonction de coût
permettant de mieux séparer les éléments des différentes classes), sa performance reste compétitive en
considérant que celui-ci a été appris sur plusieurs bases et avec une représentation très compacte. De plus,
il est intéressant de noter que des approches proposant des modèles compactes [163] sur RAF sont dé-
passées par notre approche, à nombre de paramètres équivalents (environ 2 millions de paramètres dans
les 2 cas). Cela nous amène à deux conclusions : premièrement, il est pertinent d’utiliser des représen-
tations cachées de faible dimension pour prédire des expressions faciales discrètes, car trois dimensions
suffisent à obtenir des résultats compétitifs. Deuxièmement, le fait d’utiliser des représentations de di-
mension 2000 sur des bases de données pouvant compter moins de 1000 éléments risquent d’entraîner
une mauvaise généralisation et notamment une tendance à mieux exploiter les biais inhérents à chaque
base de données plutôt que d’apprendre des expressions faciales.
Effets du changement de domaine Nous étudions maintenant les effets qu’a le changement de do-
maine (entraînement d’un modèle sur une base de données et évaluation sur une autre) sur la perfor-
mance. Ainsi, nous détaillons à travers la Table 4.2.5 les résultats obtenus par chacun des classifieurs Pj
non seulement sur l’ensemble de test de la base de données j mais également sur les ensembles de tests
des 2 autres bases de données.
Une observation évidente est l’effet souvent catastrophique produit par le changement de domaine,
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Taille de représentation RAF [172] SFEW [80] AffectNet [198]
Covariance Pooling [2]
2000 79.4 - -
512 - 58.1 -
DLP [172] 2000 74.2 51.0 -
Center Loss [289] 2000 72.87 - -
Compact Model [163] 64 67.6 - -
VGGFace[172] 2000 58.2 - -
Transfer Learning [209] 4096 - 48.5 -
EmotiW 2015 [150] 3072 - 52.5 -
disc3 3 68.9 44.7 58.2
Approche de base 512 71.7 48.7 61.7
TABLE 4.2.4 – Performance de notre approche en comparaison avec des méthodes de l’état de l’art. Nous
considérons également la taille de représentation utilisée, en considérant celle-ci comme la dimension-
nalité de la dernière couche cachée. Pour RAF, la performance est l’accuracy moyenne par classe, tandis
que pour SFEW et AffectNet, il s’agit de l’accuracy.
Évaluation sur
AffectNet SFEW RAF
Entraînement sur
AffectNet 58.1 (± 0.5) 27.6 (± 2.6) 53.8 (± 0.6)
SFEW 35.1 (± 2.1) 34.1 (± 1.0) 47.3 (± 1.2)
RAF 51.8 (± 0.4) 31.5 (± 1.7) 64.4 (± 0.6)
TABLE 4.2.5 – Évaluation multi-domaine des trois classifieurs. Les résultats sont reportés en Macro
F1-Score pour l’ensemble des bases (ce qui explique la différence avec les résultats reportés dans la
Table 4.2.4.)
qui s’explique à la fois par des natures d’images différentes, mais également par l’inconsistance d’an-
notation entre différentes bases de données (cf. également la Figure 4.3.1). Cette inconsistance implique
également de remettre en question les protocoles d’évaluation classiques dans le domaine des expres-
sions faciales, consistant à entraîner et évaluer sur une seule base de données. En effet, les modèles
appris, lorsqu’ils seront confrontés au monde réel, risquent de ne pas généraliser et de produire des
résultats très éloignés de ceux obtenus sur une base particulière. Une piste d’amélioration récente pro-
posée dans [312] serait d’apprendre à concilier les différentes annotations, mais au prix d’une méthode
relativement coûteuse en temps de calcul.
Enfin, nous pouvons noter que les résultats obtenus sur SFEW sont systématiquement bas et avec un
écart-type important. Cela s’explique par le nombre faible d’exemples et le bruit d’annotation important
de cette base. Cela se confirme en observant les performances du classifieur entraîné sur RAF [172] :
celui-ci généralise particulièrement bien d’une base de données à l’autre. Cette hypothèse rejoint égale-
ment celle des auteurs de RAF [172], qui expliquent disposer d’une meilleure qualité d’annotation dans
le sens où chaque label obtenu réside du consensus d’un grand nombre d’annotateurs, permettant de
limiter le bruit dû à la subjectivité.
4.3 Analyse et génération d’expressions faciales
La méthode utilisée précédemment nous a permis de créer une représentation compacte et relati-
vement performante sur différentes bases de données, inspirée d’une représentation excitation-plaisir-
dominance proposée en psychologie. Néanmoins, rien ne garantie que les trois dimensions exhibées par
la méthode disc3 soient liées à ces trois dimensions psychologiques, puisque notre modèle a été entraîné
sans contrainte. C’est pourquoi dans cette partie nous cherchons à explorer l’espace de représentation
appris. Du fait de la faible dimensionnalité, il est alors possible d’effectuer certaines visualisations des
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représentations et du processus de classification. Mais aussi d’exhiber des directions particulières dans
cet espace de représentation et les visualiser dans l’espace image, en utilisant une approche générative
adverse.
4.3.1 Visualisations préliminaires
Pour mieux comprendre la classification effectuée par nos modèles et le placement des frontières de
classification dans l’espace créé par le réseau de neurones, nous proposons d’échantillonner un grand
nombre de points de notre espace, puis d’utiliser chacun des Pj pour classer ces points. Ainsi, une carte
dense des émotions discrètes prédites par chacun des Pj dans un espace à deux ou trois dimensions
peut être construite. Bien sûr, certains points échantillonnés (notamment dans les valeurs extrêmes) ne
correspondent pas à des expressions réellement observées dans la réalité.
Selon le nombre k de dimensions utilisées, la carte est construite différemment. Dans le cas de disc2
(et ep2), nous avons simplement utilisé des échantillons consistant en deux coordonnées, comprises
entre les valeurs minimales et maximales observées dans les images réelles d’AffectNet. Pour disc3,
nous avons effectué dans un premier temps effectué des visualisations en trois dimensions. Mais pour
permettre également une visualisation plus simple nous avons également proposé de modifier disc3 en
disc3norme, en contraignant pendant l’entraînement toutes les coordonnées de la représentation à apparte-
nir à la surface de la sphère unité (autrement dit, à réduire le rayon à 1 en coordonnées sphériques). Cela
réduit les performances d’environ 2 points mais permet également une visualisation simple.
La Figure 4.3.1 montre les résultats obtenus pour chacune des méthodes de visualisation (pour
disc3norme, ep2 et disc2 respectivement d’en haut à en bas). Chaque point d’une image a pour coor-
données celle de la représentation compacte associée, i.e. les coordonnées sphériques pour disc3norme (φ
et θ car le rayon est unitaire), les valeurs d’excitation et plaisir pour ep2 (comprises entre -1 et 1) et deux
valeurs non bornées pour disc2. De plus, chacun de ces points est coloré suivant la classe prédite par le
classifieur Pj. Enfin, nous indiquons le F1-score par classe au sein de chacune des zones de couleur.
Tout d’abord, à partir des lignes de la Figure 4.3.1, nous pouvons observer que chacune des méthodes
produit des représentations possédant des organisations globalement similaires d’une base de données à
une autre. En effet, chacun des trois classifieurs présentent une organisation des classes discrètes très
similaires, indépendamment de la base de données sur laquelle il a été entraîné. Cela peut être inter-
prété comme une preuve de robustesse de la part de la représentation apprise, comparée aux annotations
classiques.
Un autre point intéressant est que la classe neutre est souvent placée au centre de la carte et par consé-
quent est donc voisine de toutes les autres classes. Cela rejoint la définition de cette classe, qui pourrait
être vue comme une émotion avec une intensité extrêmement faible, voire une absence d’intensité.
Néanmoins, certains changements, d’un classifieur à l’autre (i.e. d’une colonne à l’autre), sont vi-
sibles. Plus particulièrement, dans le cas de SFEW (deuxième colonne), la peur (violet) et le dégoût
(marron) présentent des aires extrêmement réduites, ce qui n’est pas le cas pour les autres colonnes. Cela
s’explique par l’annotation très particulière de cette base et par la présence faible de ces classes dans
l’ensemble d’entraînement (la mauvaise performance sur ces classes pour SFEW le confirme d’ailleurs).
Cela vient confirmer l’inconsistence des annotations entre les différentes bases de données d’expression
faciale et souligne la nécessité de s’intéresser à des évaluations à travers différents domaines.
Nous nous intéressons maintenant aux variations entre les différentes méthodes (i.e. entre les dif-
férentes lignes) pour une base de données (i.e. colonne) particulière. Le classifieur de la méthode ep2
(seconde ligne), qui correspond finalement à l’excitation-plaisir estimée par un modèle appris sur Affect-
Net, présente une organisation similaire à celle d’AffectNet représentée en début de chapitre. De plus,
étant donné que la majorité d’AffectNet contient des exemples ayant une valeur d’excitation positive, le
classifieur a tendance à ne pas paver entièrement l’espace, expliquant alors les aires "allongées" vers le
bas des trois classes tristesse, neutralité et joie (resp. vert, bleu et orange). Au contraire, la méthode disck
échappe indirectement à cette contrainte et permet, comme évoqué précédemment, de placer le neutre au
centre des autres classes.
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FIGURE 4.3.1 – Visualisation des représentations obtenues avec disc3norme, ep2 et disc2 (resp. de la
première à la troisième ligne). Les colonnes correspondent à l’indice du classifieur Pj, i.e. la base de
données utilisée pour l’entraîner.
Enfin, la similarité entre les représentations disc2 et ep2 est importante. En effet, en observant l’ordre
des classes autour de la zone neutre, nous retrouvons la même séquence pour les deux méthodes : joie,
surprise, peur, colère, dégoût, tristesse (dans le sens horaire pour disc2 et antihoraire ep2). Cette notion
de proximité entre classes, également définie par les psychologues, souligne qu’il existe une structure
implicitement proche de l’excitation-plaisir dans la représentation apprise par la méthode disc2. Ainsi,
un CNN, de par la nature statistique des données, peut aboutir, sans utiliser une supervision directe (i.e. en
utilisant uniquement des émotions discrètes), à une représentation interne ayant une structure similaire
aux concepts développés en psychologie.
4.3.2 Apprentissage d’un modèle de modification de l’expression
Les visualisations précédentes ont permis de développer l’intuition que la représentation disc3 possé-
dait des liens avec les dimensions psychologiques. De plus, celle-ci semble stable d’une base de données
à l’autre. Nous proposons dans cette sous-partie de nous intéresser aux caractéristiques de cette représen-
tation quand elle est projetée dans l’espace image. Pour cela, nous proposons d’utiliser disc3 comme un
outil d’annotation à faible coût, en extrayant cette représentation pour un large corpus de visages. Cela
permet alors l’entraînement d’une méthode de génération d’expressions faciales, amenant à l’étude de
l’impact des variations de la représentation disc3 dans l’espace image. Plus précisément, nous étudions
4.3. ANALYSE ET GÉNÉRATION D’EXPRESSIONS FACIALES 63
comment le contrôle de la génération d’expression est rendu possible par l’identification de directions au
sein de disc3, permettant de retrouver certaines notions de psychologie.
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E1
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E5
FIGURE 4.3.2 – Description de 3 plans dans l’espace disc3 et des expressions associées.
Annotation continue et à faible coût avec disc3 Nous reprenons la méthode disc3, mais nous consi-
dérons que P est désormais un perceptron non-linéaire, composé d’une couche entièrement connectée
et d’une activation tangente hyperbolique, permettant de contraindre les coordonnées entre -1 et 1. Le
modèle ainsi appris permet d’extraire pour un visage donné une représentation tri-dimensionnelle de son
expression. Ainsi, une fois l’apprentissage effectué, cela nous permet d’annoter à faible coût de manière
continue un large corpus de visages. Nous disposons ainsi, comme illustré en Figure 4.3.2, d’un espace
de dimension 3 permettant à la fois de positionner des expressions discrètes et d’exhiber une certaine
continuité.
StarGAN Nous souhaitons maintenant être capable de modifier l’expression d’un visage donné, i.e. être
capable de changer son positionnement dans l’espace disc3. Pour résoudre ce type de modification,
d’image à image, nous avons choisi de modifier l’approche existante StarGAN [66]. Cette approche
générative adverse prend en entrée de son générateur un visage et une expression discrète cible et a déjà
permis d’obtenir d’excellents résultats dans le domaine de la génération d’expression. Le modèle général
est composé d’un discriminateur D et d’un générateur G, et est entraîné à minimiser les objectifs concur-
rents de ses deux sous-modèles. Notre modification consiste simplement à modifier cette ensemble de
manière à pouvoir prendre en entrée des annotations continues et non une expression discrète.
Premièrement, la fonction de coût adverse, qui a pour but de rendre les images générées non distin-
guables des images réelles, reste inchangée :
Ladv =Ex[logD(x)]+Ex,r[1− logD((G(x,r)))] (4.3.1)
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avec x l’image réelle en entrée et r la représentation de l’expression. G et D ont respectivement pour
objectif de minimiser et maximiser cette fonction de coût.
Ensuite, le discriminateur du StarGAN possède une fonction de coût de classification, qui est ici
remplacée par une fonction de coût de regression. Elle est composée de deux termes. Le premier, Lrealreg ,
force D à régresser correctement l’expression continue associée à l’image d’origine. Tandis que le second
terme, L f akereg , force G à générer des expressions faciales possédant une représentation continue proche de
l’annotation r donnée en entrée. Plus formellement, notre fonction d’erreur est une moyenne des erreurs
au carré :
Lrealreg =Ex,r[D(x)−r]2 andL f akereg =Ex,r[D(G(x,r))−r]2 (4.3.2)
La fonction de coût de reconstruction, Lrec, permet de s’assurer que les visages générés conservent
les informations non liés à l’expression (telles que l’identité, l’orientation, etc. ). Elle est définie par :
Lrec =Ex,r1,r2[∣∣x−G(G(x,r2),r1)∣∣1] (4.3.3)
avec r1 la représentation de l’expression faciale du visage original et r2 celle du visage que le générateur
a pour but de générer.
Enfin, nous pouvons écrire les fonctions générales de coût de D et G en utilisant des termes de
pondérations λ relatifs à chaque critère et choisis par validation croisée.
LD = −Ladv+λregLrealreg (4.3.4)
LG = Ladv+λregL f akereg +λrecLrec (4.3.5)
Contrôler la génération des expressions faciales L’approche précédente nous assure donc de pouvoir
déplacer l’expression faciale d’un visage donné dans l’espace que nous avons créé. Il est maintenant
important de pouvoir contrôler ces déplacements et leurs conséquences. C’est pourquoi nous proposons,
grâce à la structure de notre espace, de répondre à plusieurs scénarios. Le premier est de considérer que
nous souhaitons générer autant d’expressions faciales que possibles et d’ainsi "paver l’espace", comme
effectué lors des visualisations préliminaires. Mais il est également intéressant de pouvoir générer des
expressions discrètes comme traditionnellement effectué par les autres approches telles que StarGAN.
Enfin, puisque nous avons montré qu’il existait certaines similarités entre l’espace de représentation
que nous utilisons et les dimensions psychologiques excitation-plaisir, il serait intéressant de pouvoir
retrouver ces axes au sein de notre espace, de manière à ensuite pouvoir en étudier les images générées.
Paver l’espace Dans ce cas, il suffit de générer des expressions pour un grand nombre de coordon-
nées dans notre espace, obtenues en échantillonnant celui-ci comme dans les visualisations préliminaires.
Expressions discrètes Pour générer des expressions discrètes telles que colère, joie ou tristesse,
il est nécessaire de définir une coordonnée précise dans notre espace. Pour cela, nous avons utilisé une
partie des visages d’AffectNet avec leur label discret et en avons extrait également notre représentation
disc3. Il nous a alors été possible de calculer les barycentres de chacune des classes dans l’espace disc3.
De manière plus formelle, nous avons calculé les coordonnées des barycentres telles que :
ri = ∑
k∈Ci
discrete
rk
#Ci
discrete
(4.3.6)
où ri les coordonnées du barycentre de la classe i, Cidiscrete l’ensemble des éléments de la classe i, et rk
les coordonnées d’un visage d’indice k.
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Excitation, plaisir, dominance Pour pouvoir également exhiber les axes d’excitation et de plaisir,
nous avons utilisé un sous-ensemble d’AffectNet. Ainsi, pour chaque visage nous disposons de nos
coordonnées en trois dimensions et des coordonnées en excitation-plaisir issues d’AffectNet. Alors si ve
et vp sont les vecteurs directeurs de l’espace excitation-plaisir, nous pouvons exprimer leurs coordonnées
dans l’espace disck par simple régression :
min
ve,vp
∑
k
∣∣epk− [ve;vp]×rk∣∣2 (4.3.7)
avec epk les valeurs annotées d’excitation et de plaisir du visage k.
Cette régression est validée par la Table 4.3.1, qui permet d’obtenir une erreur relativement faible.
Approche de base Humain [175] disck
RMSE Excitation 0.40 0.36 0.41 0.34
RMSE Plaisir 0.394 0.34 0.45 0.36
TABLE 4.3.1 – Racine de l’erreur moyenne au carré lors de l’estimation de l’excitation et du plaisir. L’ap-
proche de base correspond à un réseau convolutif AlexNet entraîné par les auteurs de AffectNet [198],
l’approche humaine correspond à l’accord inter-annotateur sur AffectNet, [175] correspond à une ap-
proche récente entraînée sur AffectNet et disck correspond à la régression des deux valeurs à partir de
notre représentation.
Enfin, une fois les deux premiers vecteurs régressés, il nous est possible d’exhiber une troisième di-
rection orthogonale dans l’espace, que nous calculons simplement par produit vectoriel : id = ie⊗ ip. Nous
montrerons par la suite que cette direction présente d’importantes similarités avec la notion de domi-
nance en psychologie. Nous pouvons donc générer une nouvelle expression suivant ces différentes direc-
tions simplement en régressant les coordonnées de l’expression souhaitée à partir de l’espace excitation-
plaisir-dominance associé.
4.3.3 Évaluation de la représentation disc3 pour la génération d’expressions faciales
Implémentation Nous cherchons maintenant à analyser et évaluer la représentation disc3 pour la gé-
nération d’expressions faciales. Pour cela, nous utiliserons uniquement AffectNet avec 7 classes d’ex-
pressions discrètes, les annotations d’excitation-plaisir et les annotations en trois dimensions disc3. De
même que précédemment, les visages sont détectés, alignés et retaillés en 256 par 256 (et 3 composantes
couleurs RGB).
Pour pouvoir mesurer les bénéfices de notre approche face à l’utilisation d’autres représentations,
nous avons fait le choix d’évaluer trois méthodes de génération d’expression, toutes basées sur l’archi-
tecture StarGAN mais utilisant comme annotations des représentations différentes :
— Discrete, l’approche utilisée par les auteurs de StarGAN (sans multi-domaine), qui utilise des
expressions discrètes
— EP, un starGANmodifié comme dans la sous-partie précédente mais qui utilise les valeurs d’excitation-
plaisir
— Sdisc3, un starGAN modifié décrit dans la sous-partie précédente et utilisant donc disc3
En pratique, nous effectuons le même entraînement pour chaque modèle, avec une taille de batch de
16, un taux d’apprentissage de 1e-4 avec une décroissance exponentielle de 0.996 par epoch. Concernant
les architectures de G et D, elles sont similaires à celles proposées dans StarGAN [66]. Dans le cas de EP
et de Sdisc3, λreg le poids multipliant la fonction de coût associée à la régression est fixé à 3 au lieu de 1
du fait de la différence d’échelle avec la fonction de coût originale. L’ensemble des autres paramètre est
identique à ceux fixés dans StarGAN [66] et les modèles sont optimisés pendant 300 000 itérations.
L’évaluation de la génération est effectuée sur les visages issus de l’ensemble de validation d’Affect-
Net, qui n’a pas de recoupement avec l’ensemble d’entraînement.
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Visualisation Pour pouvoir visualiser l’espace de représentation disc3, nous générons donc les visages
associés à chacune des coordonnées sur les trois axes de -1 à 1. Dans la Figure 4.3.3, nous représentons
les visages contenus dans les trois plans formés par ces axes. Nous avons également ajouté par code
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FIGURE 4.3.3 – Représentation de l’espace obtenu à partir de disc3, décomposé en trois plans A, B et C.
couleur les expressions discrètes associées, soulignant les importantes variations qu’il est possible de
générer au sein d’une même classe discrète. En observant les visages générés, nous pouvons également
noter des directions continues et naturelles à travers les plans, conduisant par exemple d’expressions
négatives à des expressions positives.
Génération d’expression discrète Nous comparons d’abord les trois méthodes en termes de géné-
ration d’expressions discrètes. Cette génération est directe pour l’approche Discrete et utilise les bary-
centres des classes discrètes dans l’espace concerné pour les autres méthodes (EP et Sdisc3).
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FIGURE 4.3.4 – Les 7 expressions discrètes générées par les trois approches Discrete, EP et Sdisc3. Les
visages sources ont été tirés aléatoirement dans l’ensemble de test.
La Figure 4.3.4 montre pour trois images données les 7 expressions discrètes qui ont été générées par
chacune des méthodes. Les résultats semblent globalement similaires mais nous pouvons tout de même
noter quelques différences intéressantes. Par exemple, les dents de la classe "joie" semblent plus nettes
dans le cas de Sdisc3. Une autre différence s’observe au niveau de la classe "Dégoût", où Discrete a
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RMSE sur la couleur moyenne Lrec
Approche Rouge Vert Bleu RGB
Discrete 4.5 6.3 10.2 7 0.22
EP 6.4 7.8 5.7 6.7 0.14
Sdisc3 3.7 3.1 3.2 3.4 0.12
TABLE 4.3.2 – Évaluation de la qualité de reconstruction et de la conservation de la couleur pour les
différentes approches (sur l’ensemble de test). Les scores les plus bas sont les meilleurs.
tendance à produire des artefacts, tandis que les expressions générées par EP et Sdisc3 sont plus stables.
En revanche, EP génère des expressions très similaires pour la colère et le dégoût, tandis que Sdisc3
différencie bien les deux classes. Cela rejoint l’intuition observée en première partie suivant laquelle
le dégoût et la colère possèdent des coordonnées très proches dans l’espace excitation-plaisir et qu’une
troisième dimension est donc nécessaire pour correctement distinguer ces deux classes.
La classe neutre est également intéressante car symptomatique de la capacité à produire une expres-
sion avec une bouche fermée. Cela s’illustre particulièrement bien sur le troisième visage. L’intensité des
expressions semblent plus importantes dans le cas de la méthode Discrete, ce qui peut être expliqué par
le fait que les deux autres méthodes utilisent des barycentres, donc des valeurs non-extrêmes par leur
nature même.
Enfin, particulièrement visible sur le troisième visage, Discrete semble changer la couleur moyenne
des visages en modifiant l’expression. Pour vérifier cette impression de manière plus objective, nous
avons calculé la couleur moyenne de l’image d’origine et la moyenne des couleurs moyennes des sept
images générées. Nous avons alors pu mesurer la RMSE entre ces deux valeurs sur l’ensemble de test
(5000 visages) pour chacune des approches, comme reporté en Table 4.3.2. Nous avons observé que l’er-
reur était plus basse pour les approches utilisant des représentations continues, et en particulier pour le
canal bleu, où l’erreur de l’approche Discrete est très importante. L’erreur de reconstruction Lrec (décrite
dans les méthodes) confirme également que les modifications non relatives à l’expression sont plus pré-
sentes chez Discrete que pour les autres approches. Nous avons évalué ici la capacité à préserver l’image
d’origine, mais cela ne garantie pas que la qualité des images générées par Sdisc3 est meilleure. En effet,
l’évaluation de la qualité des images générées par un GAN implique l’usage d’une grande variété de
métriques [41], ne faisant pas consensus puisque dépendant du problème.
Génération d’axes continus : excitation-plaisir-dominance La génération de transitions continues à
partir d’une image est également intéressante et permet d’exhiber de manière visuelle les directions qui
structurent les espaces de représentations. Pour pouvoir comparer les différentes approches, nous avons
choisi d’utiliser les axes excitation-plaisir, qui ont l’avantage d’être facilement interprétables et souvent
utilisés par la communauté psychologique [244].
Pour EP, cette génération des axes excitation-plaisir est directe. Pour Sdisc3, nous nous référons
à la régression effectuée dans l’explication de notre méthode. Enfin, pour Discrete, nous représentons
les émotions par un vecteur one-hot (avec un seul 1 et 6 zéros) et nous créons la transition entre deux
vecteurs one-hot, comme effectué pour ExprGAN [84], où les auteurs modélisent des transitions entre
la classe neutre et les autres classes pour générer des intensités d’émotions variables. Ainsi, dans notre
cas, nous modélisons l’axe du plaisir par une transition entre la tristesse (plaisir égal à -1 et excitation
proche de 0) et la joie (plaisir égal à 1 et excitation proche de 0). Pour l’axe d’excitation, la transition
est effectuée entre la neutralité (excitation et plaisir à 0) et la surprise (excitation à 1 et plaisir proche
de 0). Cette deuxième transition ne modélise donc qu’une partie de l’intervalle représenté par l’axe de
l’excitation.
Les Figures 4.3.6 et 4.3.5 nous permettent d’observer les générations des axes d’excitation et de
plaisir par les trois méthodes (d’un bout à l’autre de l’axe). Nous pouvons en premier lieu noter que
d’une approche à l’autre les expressions varient légèrement, simplement car les axes parcourus ne sont
probablement pas totalement identiques, puisque Discrete et Sdisc3 en produisent des approximations.
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FIGURE 4.3.5 – Génération d’expressions le long de l’axe du plaisir. L’image originale est à gauche,
chaque ligne représentant une approche.
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FIGURE 4.3.6 – Génération d’expressions le long de l’axe de l’excitation. L’image originale est à gauche,
chaque ligne représentant une approche.
Un point tout de même marquant réside dans le fait que Discrete produit une transition qui parait
particulièrement brutale. En effet, plusieurs visages sont identiques et la transition s’effectue entre les
visages en milieu de ligne. Au contraire, les deux autres approches semblent permettre d’obtenir une
évolution relativement linéaire d’un bout à l’autre de l’axe.
Pour vérifier ces observations, nous avons utilisé une méthode plus objective, inspiré du protocole
de l’"Inception-Score" [245]. Ainsi, nous avons récupéré le ResNet-18-EP de la partie précédente afin
d’être capable d’estimer les valeurs d’excitation-plaisir d’un visage donné. Ensuite, nous avons utilisé
celui-ci pour estimer les valeurs obtenues pour les expressions générées. Ainsi, cela nous a permis de
tracer, pour chaque séquence de visages générés, une courbe de l’excitation ou du plaisir estimé en
fonction de la valeur ciblée par le générateur. Une allure la plus linéaire possible correspondrait donc à
une génération la plus précise, au bruit près de notre estimateur. Pour dégager une véritable tendance,
nous avons construit en Figure 4.3.7 la courbe moyenne obtenue sur l’ensemble de test, pour l’excitation
et pour le plaisir. Les courbes obtenues par EP devraient être parfaitement linéaires, ce qui n’est pas le
cas du fait notamment du bruit de notre estimateur et du générateur. Néanmoins, l’allure reste linéaire et
montre que cette évaluation a du sens.
Ensuite, les courbes obtenues par notre approche Sdisc3 sont proches de celles obtenues par EP
tandis que celles obtenues par Discrete sont plus proches d’un échelon. Cela confirme donc l’observa-
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FIGURE 4.3.7 – Courbes du plaisir (à gauche) et de l’excitation (à droite) des expressions générées
en fonction des valeurs cibles de plaisir (à gauche) et d’excitation (à droite) pour les trois différentes
approches. Ces courbes sont moyennées sur l’ensemble de test.
tion visuelle que nous avons faite et montre la difficulté rencontrée par Discrete a correctement "paver"
l’espace des possibles variations d’expressions.
Une troisième dimension Même si la communauté de la psychologie affective reconnaît l’excitation-
plaisir comme une représentation pertinente de l’émotion, des travaux [195] ont souligné ses limitations
et ont ainsi amené à la proposition de dimensions supplémentaires et en particulier la "dominance", qui
peut être vue comme une expression du degré de confiance en soi.
Dans les paragraphes précédents, nous avons montré que Sdisc3 permettait de retrouver à la fois
des expressions discrètes mais aussi d’exhiber les directions excitation et plaisir. Nous avons d’ailleurs
noté certains bénéfices apportés par l’ajout de la troisième dimension, comparé à l’usage de deux axes
excitation-plaisir, notamment pour mieux distinguer dégoût et colère. Ainsi, cette troisième dimension
semble apporter une information supplémentaire, qui est par construction orthogonale aux deux autres
dimensions.
La génération le long de cet axe confirme cette idée, comme illustré dans la Figure 4.3.8. Ne disposant
pas d’un estimateur de dominance et étant donnée la difficulté à trouver des données annotées avec cette
dimension, nous avons choisi de nous comparer à des expressions générées artistiquement (par Allen
Grabo [280], chercheur en psychologie). Nous observons alors le même type de transition, partant d’une
absence confiance et se dirigeant vers une confiance totale. Cette première impression pourra être vérifiée
en consultant plus d’exemples sur notre page 2 ou en expérimentant avec notre démonstration en ligne 3.
4.3.4 À propos de la démonstration
La démonstration en ligne est basée sur la même approche que ce qui a été décrit précédemment mais
correspond à un modèle plus récent, qui a été entraîné à générer des images de meilleures résolutions
(256x256x3 au lieu de 128x128x3) et avec plus de contexte autour du visage (ce qui est une difficulté
supplémentaire en termes de convergence mais permet de faciliter le rendu). Ce modèle est plus robuste à
différents bruits et présente de légèrement meilleurs résultats sur le corpus de test. Cela s’explique par son
entraînement sur plusieurs millions de visages, issus d’AffectNet, d’Emotionet et de VGGFace2. Notons
qu’il produit encore des artefacts face à certains cas spécifiques, illustrés en Figure 4.3.9, telles que des
ouvertures de bouches importantes, des orientations du visage très éloignées de la position frontale et de
très mauvaises résolutions ou conditions d’illumination.
2. https://github.com/vielzeuf/TheManyFacesOfEmotion_FG2019/blob/master/README.md
3. https://many-fe.noprod-b.kmt.orange.com/
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FIGURE 4.3.8 – Illustration du troisième axe trouvé par produit vectoriel dans notre espace disc3. La
seconde ligne est un travail "à la main" qui a été effectué par Allen Grabo [280] pour illustrer ce qu’est
la dimension de dominance.
Artefacts
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FIGURE 4.3.9 – Première ligne : cas d’échecs avec présence d’artefacts détectables (flou, dents non
réalistes, colorisation). Seconde ligne : cas de réussites avec robustesse face à des conditions difficiles
(illumination, position du visage, changement de domaine, composition de visages).
4.4 Conclusions
4.4.1 En résumé
Ce chapitre a présenté nos travaux vers une représentation plus générique et interprétable des expres-
sions faciales. Ainsi, nous avons inséré un goulot d’étranglement (avec une réduction de dimension bien
plus forte que dans des approches utilisant ce type d’approche [122, 208, 117]) au sein d’un réseau de
neurones et entraîné celui-ci à la classification d’émotion discrète. Nous avons alors montré que l’espace
latent compact obtenu présente des propriétés particulières, corrélées à celles des dimensions psycholo-
giques. En particulier, notre étude sur l’impact de la dimensionnalité d’une représentation de l’expression
sur la performance de classification montre l’apport d’une troisième dimension face à un espace à deux
dimensions comme l’excitation-plaisir. De plus, nous montrons que des représentations plus larges de-
viennent peu pertinentes en apportant un gain peu élevé et exploitant des biais propres à chaque base de
données, ce qui implique une baisse de performance quand elles sont appliquées à d’autres bases. Ainsi,
nous avons également souligné l’inconsistance d’annotation entre différentes bases de données d’expres-
sion faciale et montré l’importance de prendre celle-ci en compte lors de la construction d’un modèle de
reconnaissance de l’expression faciale.
Le modèle compact et performant ainsi obtenu a permis d’annoter automatiquement une grande
diversité de visages et d’expressions. En utilisant alors une approche générative adverse, nous avons pu
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visualiser le comportement de notre représentation tri-dimensionnelle dans l’espace image. Cela s’est
traduit non seulement par la capacité à générer facilement des expressions discrètes pertinentes, mais
également par un contrôle fin sur la nature des expressions générées, en ayant la possibilité de retrouver
des axes psychologiques tels qu’excitation-plaisir mais aussi d’en exhiber d’autres tels que la dominance.
De plus, nous avons pu produire un modèle de génération plus robuste en annotant automatiquement un
large nombre de visages et en pouvant ainsi modifier des images dans des conditions véritablement non
contrôlées, telles qu’illustrées sur notre page et à travers notre démonstration en ligne.
4.4.2 Perspectives
Approches génératives récentes Certaines approches génératives récentes présentent plusieurs avan-
tages en comparaison avec l’utilisation de StarGAN [66]. Il est par exemple possible de générer des
contenus avec une meilleure qualité et une meilleure résolution, par exemple en se basant sur des ap-
proches d’augmentation de la taille progressives [145] (i.e. qui augmentent au fur et à mesure de l’entraî-
nement la taille des entrées et le nombre de couches des réseaux générateurs et discriminateurs). Il serait
intéressant d’exploiter ce type de méthodes dans le cadre de la modification de contenus, de manière à
assurer une meilleure résolution et une plus grande stabilité dans la génération.
Représentation à plusieurs étages et lien avec les Action Units Pour obtenir le modèle (plus robuste)
utilisé dans la démonstration en ligne, nous avons annoté un grand nombre de visages avec la repré-
sentation disc3. Cette annotation pourrait être améliorée de diverses manières, notamment en utilisant
plusieurs étages dans le ResNet-disc et en forçant une couche cachée inférieure à permettre la classifica-
tion d’Action Units. Cette approche presque "multi-tâche" pourrait alors permettre de lier les avantages
de contrôle et de continuité des expressions apportés par disc3, mais également d’inclure la qualité de
détails et la capacité d’animation (e.g. ouverture et fermeture "propre" de la bouche sans aucune autre
modification) proposée dans des approches telles que celle de Pumarolova [227].
Extension de l’approche à d’autres tâches Le fait d’utiliser une représentation continue et d’annoter
automatiquement une grande variété de visages permet d’obtenir plus de robustesse et ainsi de ne plus
avoir à travailler dans des conditions non contrôlées. La même idée pourrait donc être appliquée dans
des domaines connexes, tels que le rajeunissement / vieillissement ou encore la modification d’attributs
(voire un apprentissage de la génération en multi-domaine, comme proposé originellement par les auteurs
de StarGAN [66]). Nous étudierons également dans le Chapitre 5 certains aspects bénéfiques d’une
représentation multi-tâche.
Chapitre 5
Transfert de connaissances à partir de
plusieurs sources
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5.1 Introduction
La communauté de la vision par ordinateur a implémenté et entraîné un grand nombre de modèles
(notamment de réseaux de neurones) afin de résoudre une grande variété de problèmes. Cette immense
"banque" de modèles entraînés peut être vue comme un rassemblement de différentes sources de connais-
sances extrêmement riches, compressées et adaptées à différentes tâches (e.g. classification d’objets, pré-
diction de l’émotion, identification faciale). Ces sources peuvent alors être ré-utilisées pour résoudre de
nouveaux problèmes, en transférant la connaissance précédemment acquise.
Une manière classique de procéder est de choisir une seule de ses sources de connaissances, i.e. dans
notre cas un réseau de neurones dont les paramètres ont déjà été entraînés, et d’utiliser celle-ci sur une
nouvelle tâche. Plus concrètement, nous faisons l’hypothèse (sans perte de généralité, cf. Chapitre 2),
qu’un réseau de neurones pré-entraîné peut être divisé en deux parties : un encodeur et une partie de
décision finale. L’encodeur permet de transformer une entrée (e.g. une image) en une représentation
(i.e. un vecteur) proche du niveau sémantique de la tâche, tandis que la partie de décision finale permet
d’apporter une réponse à la tâche donnée. En reprenant l’encodeur et en l’utilisant pour extraire des re-
présentations des entrées associées à une nouvelle tâche, il est alors possible d’apprendre une nouvelle
partie de décision finale, qui va répondre à la nouvelle tâche. La connaissance contenue dans les para-
mètres de l’encodeur aura donc été transférée. Ceux-ci peuvent de plus être affinés sur la nouvelle tâche
par la suite.
Lors du transfert de connaissances, le choix de la source de connaissances reste souvent empirique
et se fait par exemple en sélectionnant un modèle entraîné sur une tâche initiale qui semble arbitraire-
ment proche de celle à résoudre ou sur une tâche particulièrement riche et complexe (suffisamment pour
englober plusieurs problèmes), telle que la classification d’objets d’ImageNet [74].
Pour automatiser le processus de sélection, des travaux récents [3, 309] ont montré qu’il est possible
d’exhiber un espace des relations entre les tâches et d’ainsi identifier les tâches (et donc les sources de
connaissances) qui apporteront le plus pour résoudre une tâche-cible.
Néanmoins, les modèles écartés par le processus de sélection sont tout à fait susceptibles de contenir
de l’information utile pour la nouvelle tâche. Par analogie au domaine de la fusion multimodale (cf. Cha-
pitre 6), chacun des modèles peut être considéré comme une modalité, e.g. en considérant sa dernière
couche cachée comme une modalité. Or, certaines modalités peuvent obtenir de mauvaises performances
lorsqu’elles sont utilisées seules mais comporter des informations très complémentaires et donc utiles
lorsqu’elles sont combinées avec d’autres modalités. Par exemple, nous avons vu dans le Chapitre 3 où
nous cherchions à prédire l’émotion à partir de l’expression faciale et du son, que la modalité visuelle
obtenait de bien meilleures performances. Pourtant, lors de la fusion des modalités, le gain apporté par
l’audio était significatif. Au contraire, le fait d’utiliser des modalités très redondantes amène souvent à
un gain de performance limité.
Si nous étendons cette analogie en considérant M modalités, une méthode pertinente pour toutes les
prendre en compte serait alors d’apprendre une représentation commune. Ce type de problème n’est pas
trivial, comme souligné par Zamir et al. [309], qui montrent que simplement rassembler de manière
naïve toutes les modalités (i.e. en transférant comme représentation la concaténation des représentations
cachées de chaque modèle) ne permet pas d’obtenir de bons résultats de transfert de connaissances.
Dans ce chapitre, nous proposons tout d’abord de formuler et construire ce problème de transfert de
connaissances multi-source, en l’appliquant plus particulièrement au cas spécifique de l’analyse de vi-
sages. Nous étudions dans une seconde section l’apport d’une réduction de dimensionnalité pour extraire
une représentation plus générale et compacte à partir des représentations issues de tous les encodeurs.
Enfin, nous mettons en avant qu’il est possible de distiller cette représentation dans un unique encodeur,
qui sera validé sur une large variété de problèmes d’analyse faciale.
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5.2 Construction du problème de transfert multi-source
La problématique décrite en introduction présente des similarités avec d’autres domaines de re-
cherches. Par exemple, nous pouvons citer l’Apprentissage tout au Long de la Vie ou Life Long Learning
(LLL) [216], qui consiste à entraîner successivement le même modèle sur différentes tâches, sans que
l’apprentissage de nouvelles tâches ne dégrade la performance sur les précédentes (on parle alors d’oubli
catastrophique). Nous pouvons également considérer des problèmes de transfert de connaissances clas-
siques (nouvelle tâche avec des données de même type) et d’adaptation de domaines (tâche identique
mais changement de la distribution, voire du type des données). Néanmoins, dans notre cas, nous regrou-
pons non pas une mais plusieurs sources de connaissances (sous la forme de modèles-pré-entraînés),
issues de tâches et de domaines différents et les utilisons pour résoudre une nouvelle tâche avec poten-
tiellement un domaine différent.
Nous considérons donc que pour évaluer au mieux le fonctionnement d’une approche permettant
de résoudre un tel problème, il est tout d’abord essentiel de le formaliser, mais également de disposer
d’un protocole d’entraînement et d’évaluation. Cela nous a amené naturellement vers une application
concrète où de nombreuses données et modèles sont disponibles : l’analyse des visages. Nous avons
ainsi pu définir une banque de modèles spécifiques et différentes tâches à résoudre, liées à l’analyse des
visages.
5.2.1 Formulation du problème
Définissons tout d’abord le concept de connaissance comme la capacité abstraite à résoudre par-
faitement une tâche t sur un domaine d. Nous nous limitons dans le reste du chapitre à la famille des
tâches de classification / régression à partir d’apprentissage automatique. Il est alors possible de défi-
nir une estimation de la connaissance, notée C(t,d), pour un domaine d et une tâche t, i.e. en écrivant
C(t,d) = (E(t,d),P(t,d)), avec :
— E(t,d) est une fonction permettant de projeter chaque élément x du domaine d vers une représenta-
tion h
— P(t,d) est une fonction permettant de projeter chaque représentation h vers une sortie y
Quand nous faisons face à un nouveau problème défini par une tâche t′ sur un domaine d′, C(t,d′)
ou C(t′,d) peuvent être utilisés pour améliorer l’apprentissage de C(t′,d′). Une technique de transfert de
connaissances classique consiste alors à réutiliser (ou raffiner) E(t,d) tout en apprenant un nouveauP(t′,d).
Tandis que l’adaptation au domaine cherche à apprendre un couple performant E(t,d+d′) et P(t,d+d′).
Le problème que nous cherchons à résoudre ici correspond à la capacité d’effectuer un transfert de
connaissances et une adaptation à un domaine, en utilisant non une seule connaissance C(t,d) mais un
ensemble S de connaissances, que nous nommerons connaissances sources et dont les encodeurs E(tS
i
,dS
i
)
seront notés par soucis de lisibilité ESi .
Notre approche va se baser principalement sur le fait de définir un opérateur Eg = R((ESi )i∈S) avec
R une fonction de rassemblement permettant d’utiliser l’ensemble des hi (les représentations extraites
par les ESi ). L’idée est en fait de rassembler toute la connaissance relative aux tâches ti et aux domaines
di en une seule représentation générale hg.
Pour obtenir une telle représentation hg, une technique directe serait de concaténer toutes les sorties
hi de ESi , i ∈ S . Mais comme souligné par Zamir et al. [309], une telle approche présente des difficultés
à généraliser et implique donc de mauvaises performances en transfert de connaissances.
Comme évoqué en introduction, une possibilité pour obtenir C(t j,d j) serait alors d’adopter une mé-
thode de sélection [309, 3], en trouvant parmi S quelques connaissances C(ti,di) où ti est très corrélée à
t j.
Néanmoins, il pourrait être intéressant d’exploiter toutes les connaissances sources et de les ras-
sembler en une estimation de connaissance plus générale C(tg,dg). C’est pourquoi nous proposons en
Section 5.3 de définir R comme un opérateur de réduction, permettant de fournir une représentation hg
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de dimension réduite, mais ayant la capacité d’approximer tous les hi et pouvant donc potentiellement
conduire à une meilleure généralisation en supprimant les biais inhérents à une trop grande complexité.
Enfin, il est important de noter que l’encodeur Eg, associé à C(tg,dg) est composé de l’ensemble des
ES(ti,di) suivi de R. Encoder une entrée x vers la représentation hg est donc une opération très coûteuse
en calcul. Dans la section 5.4.1, nous avons fait le choix d’adopter une méthode de distillation afin de
transformer Eg en un unique modèle moins coûteux Egunique, qui projette directement x vers une représen-
tation hˆg, permettant un transfert de connaissances plus aisé ainsi qu’une adaptation plus complète à un
nouveau domaine.
5.2.2 Connaissances sources
Nous utilisons 6 modèles pré-entraînés comme sources de connaissances. Un point important est
d’éviter au maximum des recoupements entre les domaines qui ont été utilisés pour entraîner ces mo-
dèles et les domaines qui seront utilisés au moment de l’évaluation. Ainsi, nous avons fait le choix
d’entraîner nous même ces modèles sources, de manière à minimiser ce recoupement, bien que les mé-
thodes qui seront décrites dans la suite du chapitre sont applicables en récupérant n’importe quel modèle
pré-entraîné.
Ainsi, nous disposerons de six sources de connaissances pour l’analyse de visages :
— Expression-AffectNet : classification d’une expression faciale parmi 7. PyramidNet-50 [117]
identique à celui décrit dans le Chapitre 4 en section 4.2 : entraîné sur 300 000 visages issus
de la base de données AffectNet [198].
— Identité-MS : classification de l’identité. ResNet-50 [122] entraîné sur un sous-ensemble de 6.5
millions de visages de Microsoft-Celeb [116]. L’évaluation a été effectuée sur LFW [130] conte-
nant 13233 visages.
— AgeReg-IMDb : régression de l’âge. ResNet-50 [122] défini et entraîné de la même manière
que [13] sur un sous-ensemble de IMDb [240].
— Genre-IMDb classification du genre. ResNet-50 [122] pré-entraîné sur Identité-MS, puis affiné
sur IMDb [240].
— Attributs-CelebA classification d’attributs (e.g. moustache, lunettes, ouverture de la bouche).
PyramidNet-50 [117] entraîné sur environ 200 000 visages de CelebA [180].
— Objet-ImageNet classification d’objets (e.g. voiture, chien). ResNet-50 [122] entraîné sur Image-
Net (1000 classes) [74]. Bien que le domaine ne contienne pas (ou très peu) de visages, ce type de
modèle pré-entraîné est très souvent utilisé en transfert de connaissances du fait de la qualité des
représentations apprises.
Connaissance Taille de hi # paramètres de ESi # visages
Expression-AffectNet 376 1.7 M 0.3 M
Identité-MS 2048 25.6 M 6.5 M
AgeReg-IMDb 512 25.6 M 0.5 M
Genre-IMDb 128 25.6 M 0.5 M
Attributs-CelebA 376 1.7 M 0.2 M
Objet-ImageNet 2048 25.6 M 14 M
Total 5488 105.8 M 22 M
TABLE 5.2.1 – Résumé des six connaissances sources et des représentations hi extraites par leurs enco-
deurs.
Ces 6 connaissances sources possèdent donc chacune un encodeur Em, qui permet d’extraire une re-
présentation hi d’un visage donné (qui correspond en pratique à la dernière couche cachée du modèle
pré-entraîné associé). Ainsi, comme l’illustre la Table 5.2.1, il nous est possible d’extraire une représen-
tation (hi)i∈(1..M) de taille 5488 pour chaque visage donné, représentant une connaissance issue de 22
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millions d’images. Le fait d’utiliser ces six encodeurs implique donc un nombre énorme de paramètres
(105.8 millions) et une représentation pouvant être très redondante et donc sous-optimale. Ces obser-
vations pratiques motivent donc d’autant plus : (a) l’étude d’un opérateur de réduction R de manière à
compacter cette représentation et (b) la réduction du nombre de paramètres nécessaires à l’encodage de
la représentation, en développant par exemple un encodeur unique Egunique.
5.2.3 Connaissances cibles
Nous définissons maintenant des connaissances cibles en analyse du visage, qui correspondent à
9 tâches sur 6 domaines différents. Ces connaissances sont liées en partie aux connaissances sources,
mais présentent un domaine différent et/ou une tâche différente. La Table 5.2.2 reprend l’ensemble des
connaissances et les métriques d’évaluation associées. Concernant les connaissances cibles, nous avons
rassemblé :
— AgeReg-UTK,AgeClassif-UTK, Genre-UTK, Ethnie-UTK : 4 tâches peuvent être évaluées sur
UTKFace [324], une base de données d’environ 20 000 visages annotés en genre (2 catégories),
âge (régression ou 7 catégories) et ethnie (5 catégories).
— AgeReg-FG : une tâche de régression de l’âge sur 1002 visages de FG-NET [165]. Le protocole
Leave One Person Out (LOPO) consiste en une validation croisée, mais en entraînant sur toutes les
identités sauf une et en évaluant uniquement sur celle-ci. On reproduit l’opération pour chacune
des identités, le score final étant la moyenne des scores obtenus.
— Expression-SFEW : une tâche de classification de l’expression faciale à partir de SFEW [80]
(utilisé dans les Chapitres 3 et 4), contenant 1766 visages extraits de films.
— Expression-RAF : une tâche de classification de l’expression faciale à partir de RAF [172] (cf. éga-
lement les Chapitres 3 et 4), contenant 15 339 avec une annotation très cohérente.
— Douleur-UNBC : une tâche d’estimation de la douleur de 0 à 6 (évaluée par Erreur Moyenne Ab-
solue ouMean Absolute Error (MAE)), à partir des 48391 visages de UNBC-ShoulderPain [186].
— Identité-LFW : une tâche de mise à paire des identités, sans entraînement sur les visages de LFW
et en suivant le protocole "non restreint, labels externes". Le but est d’estimer si deux visages
appartiennent à la même personne (paire positive) ou non (paire négative) à partir de la distance
L2 entre les représentations neuronales de ces deux visages.
Connaissances Métriques Protocole d’évaluation
Expression-AffectNet* Accuracy 7 classes, validation d’AffectNet
Expression-RAF Accuracy 7 classes, test de RAF
Expression-SFEW Accuracy 7 classes, validation de SFEW
Identité-MS* Accuracy Paire, évaluation sur LFW
Identité-LFW Accuracy sur les paires LFW, protocole "non restreint, labels externes"
Genre-IMDb* Accuracy 2 classes, évaluation sur LFW
Genre-UTK Accuracy 2 classes, test de UTKFace [324]
Attributs-CelebA* Erreurs moyennes 40 attributs, seuil fixe à 0.5, évaluation sur le test de CelebA
AgeReg-IMDb* MAE Évaluation sur FG-NET [165]
AgeReg-FG MAE Régression entre 0 et 100, protocole LOPO
AgeReg-UTK MAE Régression entre 0 et 100, test de UTKFace [324]
AgeClassif-UTK Accuracy 5 classes, test de UTKFace [324]
Ethnie-UTK Accuracy 7 classes, test de UTKFace [324]
Douleur-UNBC MAE Toutes les annotations sont utilisées, 7 niveaux de douleurs [322], protocole LOPO
Objet-ImageNet* Taux d’erreur top-5 1000 classes, évaluation sur le test d’ImageNet
TABLE 5.2.2 – Métrique et protocole utilisés pour évaluer chacune des connaissances. Les connaissances
marquées par un * sont les connaissances sources.
5.2.4 Vers une connaissance générale
Le but de ce chapitre est d’être capable de construire un modèle unique à partir des connaissances
sources, qui permettrait d’atteindre de meilleures performances sur les domaines et les tâches des connais-
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sances cibles. En d’autres mots, nous cherchons à créer une connaissance plus générale C(tg,dg), permet-
tant de transférer l’information utile des connaissances sources vers les connaissances cibles.
Pour développer cette connaissance générale, il est alors nécessaire de disposer d’une tâche tg et d’un
domaine dg. Notre tâche générale sera exprimée comme l’ensemble des tâches associées aux connais-
sances sources, tandis que le domaine dg sera composé d’un large ensemble de visages pavant au mieux
l’espace des possibles. Ainsi, la création de cette connaissance générale correspond à l’apprentissage sur
dg d’un modèle unique permettant de répondre à toutes les tâches des connaissances sources.
Ensuite, pour évaluer sa capacité à généraliser au delà des connaissances sources, nous évaluerons ce
modèle sur les connaissances cibles en suivant les protocoles et les métriques de chaque base de données
et tâche définies dans la littérature.
Utilisation d’un domaine non annoté dg Cet ensemble est composé de 4.12 millions de visages,
extraits de trois bases de données : l’ensemble d’entraînement de VGGFace2 [50] (3.14 millions), la
base de données Emotionet [98] (0.72 million), et la base de donnée IMDB-WIKI [240] (0.26 million).
Aucune annotation relative à ces différents domaines n’est conservée, car seule les images seront utilisées
par la suite.
Domaine Visages détectés Visages non détectés
CelebA 202442 177
UTKFace 24018 98
FG-NET 1002 0
SFEW 1732 37
RAF 15330 9
ShoulderPain 48391 0
LFW 13233 0
dg 4.12 M 0.02M
TABLE 5.2.3 – Nombre de visages détectés / non détectés sur les différents domaines.
Harmonisation Enfin, de manière à permettre une certaine homogénéité entre tous les domaines et
tâches traitées, nous avons choisi d’effectuer différents pré-traitements. Nous avons utilisé un détecteur et
aligneur de visages interne (basé sur une approche en cascade et un détecteur de point d’intérêt) et avons
ainsi sélectionné un seul visage central par image, qui a ensuite été retaillé aux dimensions 300x300x3.
La Table 5.2.3 rapporte le nombre d’images où un visage a été détecté pour chaque domaine (première
colonne). Quand un visage n’est pas détecté (seconde colonne), nous considérons durant l’évaluation
des modèles que (a) s’il s’agit d’un problème de classification, que la prédiction est incorrecte et (b) s’il
s’agit d’une régression, que la valeur estimée par le modèle est la moyenne entre les valeurs minimales
et maximales.
Vue d’ensemble En résumé, pour résoudre le problème du transfert multi-source, nous souhaitons
obtenir un unique encodeur capable d’extraire une représentation générale hg à partir d’une image x, cette
représentation étant suffisamment générale pour ensuite être utilisée pour résoudre de nouvelles tâches,
sur de nouveaux domaines. Il existe donc deux enjeux, que nous avons choisi d’étudier séparément : la
réduction, i.e. obtenir hg à partir des hi, et la distillation, i.e. obtenir hg à partir de x.
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FIGURE 5.2.1 – Vue d’ensemble des enjeux de la problématique d’un transfert multi-source. L’opérateur
de réduction R et l’encodeur unique Egunique ne peuvent être entraînés qu’à partir des données issues
de dg, tandis que l’ensemble des encodeurs ESi a été entraîné à partir des domaines des connaissances
sources.
5.3 Réduction de dimensionnalité
Comme évoqué dans la construction du problème de transfert multi-source, nous souhaitons réduire
la dimension des représentations issues des différents encodeurs ESi , de manière à obtenir une représen-
tation plus générale et reprenant notamment l’ensemble des connaissances sources. Nous recherchons
donc l’opérateur de réductionR précédemment défini.
5.3.1 Pourquoi réduire la dimensionnalité ?
La réduction de dimensionnalité est une problématique qui a déjà été traitée en profondeur par la
communauté. Comme nous avons pu l’observer tout au long du Chapitre 4, une représentation réduite
d’un signal permet plus de contrôle et d’analyse, mais peut également amener à supprimer certaines
redondances empêchant une bonne généralisation de la représentation. Parmi les méthodes classiques
utilisées pour cela, nous pouvons citer :
PCA C’est une méthode très connue et utilisée pour ce type de problématique (avec de nombreuses
variantes en découlant [138, 132, 305, 267]). L’idée principale de cette famille de méthode est de trans-
former un ensemble de variables corrélées et redondantes en un ensemble de nouvelles variables indé-
pendantes les unes des autres et donc moins nombreuses. Pour cela, il est nécessaire de déterminer un
ensemble d’axesW orthogonaux les uns aux autres et sur lesquels le fait de projeter les données d’ori-
gine maximise leur variance. Ces axes sont les composantes principales et permettent de construire une
nouvelle représentation, dans un hyperplan de dimension égale aux nombres de composantes principales
utilisées. Le choix de ces axes aboutit donc à proposer des représentations linéaires les plus efficaces en
matière de compromis nombre de coefficients / erreur de reconstruction. Une opération de réduction de
la dimension a donc été effectuée et a permis de supprimer des éléments redondants entre les différentes
variables. Néanmoins, dans notre cas, nos données d’origine sont la concaténation des représentations
hi, issues de M encodeurs présentant des caractéristiques différentes (cf. Table 5.2.1) et permettant de
résoudre des tâches plus ou moins corrélées. Du fait de la complexité des représentations utilisées, il est
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alors possible que la projection linéaire sur un hyperplan ne permette pas d’aboutir à une représentation
véritablement pertinente.
Cas non-linéaire et variété En effet, prenons l’exemple de la Figure 5.3.1 et supposons que les don-
nées d’entrée de notre opérateur de réduction parcourt avec une forme de S un espace à trois dimensions
similaire à celui de la première ligne de la figure. Alors, l’application d’une approche linéaire telle que la
PCA (en première colonne de la Figure) ne permet pas de séparer finement les données, car celles-ci ont
une répartition non linéaire. En revanche, en adoptant une représentation non linéaire (i.e. en choisissant
une direction d2 curviligne) et en considérant donc que les données sont représentées par une variété,
que nous nous contenterons ici de définir comme un espace non nécessairement plan, il est alors possible
d’obtenir une séparation bien plus pertinente.
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FIGURE 5.3.1 – Comparaison des projections d’un espace 3d vers deux directions (en première ligne)
par deux approches (deuxième ligne) : PCA et approche non-linéaire de modélisation d’une variété. Fi-
gure réalisée à partir du code disponible sur https://scikit-learn.org/stable/modules/
manifold.html
Méthodes neuronales Il existe de nombreuses méthodes d’apprentissages de variétés oumanifold lear-
ning [131] et de réduction de la dimensionnalité. Il est notamment possible d’effectuer ce type d’opé-
rations à l’aide de modèles neuronaux et plus particulièrement d’auto-encodeurs [24], un auto-encodeur
linéaire présentant de grandes similarités avec une PCA tandis qu’un auto-encodeur non-linéaire et à
plusieurs couches permet de modéliser des axes non-linéaires par morceau et donc d’obtenir une repré-
sentation similaire à celles des approches d’apprentissage de variétés [247, 171].
5.3.2 Approche adoptée
Nous considérons maintenant le problème de l’apprentissage de l’opérateur de réductionR, permet-
tant d’extraire la représentation hg que nous recherchons. Pour cela, nous disposons des M encodeurs ESi
et d’un large domaine d’apprentissage non supervisé dg.
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FIGURE 5.3.2 – Approche adoptée pour la réduction de dimensionnalité : l’ensemble des hi est concaténé
et traité par un encodeurR vers une représentation de plus faible dimension hg. Le décodeur R˜ doit alors
reconstruire la concaténation des hi à partir de la représentation hg, formulation typique d’une tâche
d’auto-encodeur.
Auto-encodeur En revenant à ce qui a été détaillé dans la sous-section précédente et comme illustré en
Figure 5.3.2, nous pouvons définir R comme un encodeur neuronal, passant d’une représentation large
(hi)i∈(1..M) à une représentation compacte hg et entraîner celui-ci comme un AE [24]. Plus formellement,
nous pouvons écrire que :
hg =R((hi)i∈(1..M)) (5.3.1)
(h˜i)i∈(1..M) = R˜(hg) (5.3.2)
avec R˜ un décodeur.
R et R˜ ont alors pour objectif de reconstruire (hi)i∈(1..M), i.e. avec une fonction de coût L =ΣMi=1∣∣h˜i−
hi∣∣2.
Paramétrage de hg Nous verrons dans la sous-section suivante qu’il existe différentes variantes de
l’AE [24], tels que le VAE [156] ou le DAE [282].
De plus, des variations dans l’architecture même de R et R˜ peuvent également avoir un impact et
un paramètre en particulier semble important : la dimension de hg. En effet, une dimension trop proche
de celle de l’entrée impliquera une mauvaise capacité à généraliser, tandis qu’une dimension trop faible
empêchera tout apprentissage. Un choix arbitraire que nous pourrons faire avant l’étude empirique cor-
respond à donner pour dimension à hg une dimension proche de la dimension moyenne des hi, i.e. dans
notre cas une dimension de 1024, pour un vecteur d’entrée de dimension 5488.
L’architecture de R est un MLP composé de 3 couches de perceptrons : 5488×3136, 3136×1792 et
1792×1024, tandis que R˜ présente la même architecture en inversé, allant de 1024 vers 5488.
5.3.3 Étude empirique
Pour évaluer notre opérateur de réduction, nous considérons d’abord sa capacité à reconstruire les
hi, en comparaison avec différentes méthodes. Puis nous proposons d’extraire hg de tous les visages des
domaines des connaissances cibles et d’entraîner un MLP sur chacune des nouvelles tâches. Enfin, nous
étudions l’impact de la dimension de hg sur les performances précédentes.
Qualité de la reconstruction des connaissances sources Concernant la qualité de la reconstruction
obtenue par l’AE, nous évaluons la rRMSE pour chacun des six hi dans la Table 5.3.1.
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Connaissance représentée par hi PCA AE [24] VAE [156] DAE [282]
Expression-AffectNet 0.28 0.23 0.26 0.26
Identité-MS 0.25 0.22 0.23 0.26
Objet-ImageNet 0.48 0.26 0.30 0.25
AgeReg-IMDb 0.23 0.19 0.22 0.19
Attributs-CelebA 0.33 0.27 0.31 0.29
Genre-IMDb 0.25 0.25 0.27 0.27
Moyenne des rRMSE 0.31 0.24 0.27 0.25
TABLE 5.3.1 – rRMSE obtenues sur l’ensemble de test de dg pour chacun des hi et en moyenne.
Notons tout d’abord qu’une simple PCA est largement dépassée par les autres approches non-linéaires,
confirmant les intuitions données en début de Section 5.3. Ensuite, l’AE obtient de meilleures perfor-
mances que les deux autres méthodes, qui présentent pourtant le même nombre de paramètres et des
techniques de régularisation supplémentaires. Seul le hi relatif à Objet-ImageNet semble mieux recons-
truit par le DAE, bien que cette connaissance semble moins pertinente que les autres, puisque son do-
maine ne contient que très peu de visages.
Ainsi, le choix de l’AE semble ici pertinent, bien que des approches plus complexes pourraient
s’avérer efficaces, telles que l’utilisation de GAN, de Hourglass [208] ou U-NET [238] (qui consiste à
connecter les couches cachées de l’encodeur et du décodeur).
La représentation hg permet donc d’obtenir une bonne reconstruction des informations contenues
dans les différentes connaissances. Néanmoins, une rRMSE basse ne garantie pas que la représentation
apprise est suffisamment générale pour s’appliquer à de nouvelles connaissances.
Qualité du transfert vers les connaissances cibles C’est pourquoi nous proposons maintenant d’ex-
traire hg pour chaque visage des domaines des connaissances cibles, puis d’entraîner un MLP pour
chacune des tâches, i.e. d’évaluer le transfert des connaissances sources vers les connaissances cibles.
Avant cela et afin de pouvoir évaluer les bénéfices apportés par hg, nous avons appliqué une approche
de référence, qui consiste à entraîner directement un MLP avec une architecture identique à celle de R
sur la concaténation des hi, sans entraînement préalable sur dg.
La Table 5.3.2 nous permet ainsi de comparer cette approche de référence à utiliser hg comme entrée
(et qui peut être extrait par la méthode de PCA ou par notre AE). La représentation obtenue par PCA
obtient des performances relativement proche de l’approche de référence, bien qu’étant dépassée sur
certaines connaissances. En revanche, l’utilisation de hg en sortie de l’AE permet d’atteindre de bien
meilleures performances sur l’ensemble des connaissances, ce qui confirme l’intérêt de l’entraînement
sur dg. De plus, cette différence de performance peut également s’expliquer par le fait que l’approche de
référence a un grand nombre de paramètres à entraîner sur un domaine de taille relativement faible, ce
qui n’est plus le cas de la PCA et de l’AE.
Enfin, il est intéressant de comparer cette approche de réduction à des approches de sélection, évo-
quées dans l’introduction (en section 5.1). En effet, les auteurs de Taskonomy [309] proposent par
exemple une méthode pour sélectionner automatiquement la meilleure combinaison de tâches sources
pour une tâche cible donnée. Nous avons choisi de reproduire cela de manière naïve, en supposant que
cette méthode de sélection est parfaite et en testant donc tous les transferts possibles et en retenant soit
une unique connaissance source (6 possibilités, avant-dernière colonne de la Table 5.3.2), soit une com-
binaison optimale de connaissances sources (63 possibilités).
Nous pouvons noter que la méthode de sélection par transfert unique obtient des performances com-
parables à la PCA, tandis la méthode de sélection de combinaison optimale de transfert présente des
performances comparables ou inférieures à celles de l’AE.
Cela rejoint une idée évoquée en introduction, suivant laquelle il existerait un bénéfice à chercher à
utiliser l’ensemble des hi plutôt que de prendre le risque d’en rejeter certains en perdant alors des in-
formations pertinentes. Mais dans notre cas particulier où les hi présentent d’importantes redondances,
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Connaissances Métrique Réduction Sélection
Concat. des hi hg par PCA hg par AE Unique Combinaison
AgeReg-UTK MAE 4.45 4.68 4.39 4.70 4.54
AgeClassif-UTK Accuracy 65.50 65.00 68.80 63.2 67.20
Genre-UTK Accuracy 96.92 96.7 97.20 96.50 97.10
AgeReg-FG MAE 3.22 3.18 2.85 2.85 2.85
Expression-SFEW Accuracy 45.70 32 52.10 52.20 53.1
Expression-RAF Accuracy 84.89 81.9 86.51 85.48 85.74
Douleur-UNBC MAE 0.69 0.6 0.54 0.53 0.51
Ethnie-UTK Accuracy 86.65 62.5 89.20 83.40 86.20
Identité-LFW Accuracy 88.10 96.8 99.10 99.65 99.7
TABLE 5.3.2 – Résultats obtenus par différentes approches pour transférer les connaissances sources vers
les connaissances cibles.
puisque toutes issues de connaissances en analyse du visage, cette idée n’est pas applicable en concaté-
nant simplement les hi, conduisant à une trop grande dimensionnalité.
Ainsi, réduire la dimension permet de préserver de l’information issue de chacune des représenta-
tions (si nécessaire), tout en évitant le problème de la trop grande dimensionnalité qu’une concaténation
impose.
Lien entre taille de hg et performances Comme évoqué en fin de Section 5.3 et illustré par la Fi-
gure 5.3.3, il existe une variation importante de performance en fonction de la dimension de hg. Ainsi,
une dimension trop faible implique souvent des performances plus faibles, du fait d’une perte de l’infor-
mation, tandis qu’une dimension trop élevée semble conduire à des performances relativement bonnes
mais au prix d’un coup très élevé. Nous pouvons noter de plus que le choix d’une taille de représentation
optimale permettant de satisfaire toutes les connaissances cibles ne semble pas exister. Par exemple la
performance optimale correspondrait à une dimension de 350 de hg pour Douleur-UNBC et de 1565 pour
Ethnie-UTK.
Il est donc difficile de régler ce paramètre, bien que les performances optimales correspondent à
une taille moyenne de représentation proche de 1024, initialement choisie. Notons l’exception du cas de
Identité-LFW, qui peut s’expliquer par le protocole d’évaluation particulier, puisque l’évaluation ayant
lieu pair à pair (cf. Table 5.2.2), aucun apprentissage n’est effectué à partir de hg.
Nombre de paramètres Nous avons donc pu constater dans cette section que choisir un AE comme
opérateur de réduction s’avère efficace et permet d’obtenir de très bonnes performances, confirmant
une bonne généralisation de la représentation hg et effectuant un premier pas vers une connaissance
"générale" de l’analyse de visage. Il est néanmoins important de noter que cette approche ne satisfait
pas à une application dans le monde réel. En effet, le nombre de paramètres des encodeurs reliés aux
connaissances sources est de 105.8 millions (détaillés en Table 5.2.1), auxquels viennent s’ajouter les
25 millions de paramètres de l’encodeur R permettant d’obtenir la représentation hg. Un tel nombre de
paramètres implique un temps de calcul conséquent et limite donc les bénéfices de l’approche pour la
communauté.
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FIGURE 5.3.3 – Variations des performances sur différentes connaissances cibles et de la reconstruction
des connaissances sources en fonction de la taille de la représentation hg. Les croix noires signalent la
taille de représentation aboutissant à la meilleure performance pour chacune des connaissances cibles.
Courbes réalisées à partir de 8 tailles de représentations.
5.4 Transfert des connaissances
Pour résoudre le problème du nombre de paramètres trop élevé de la section précédente, nous avons
fait le choix d’utiliser une approche de distillation [123], i.e. nous avons entraîné un nouvel encodeur
unique Egunique, prenant une image x en entrée et cherchant à reproduire au mieux la représentation hg
produite par les six encodeurs ESi et l’AE. Nous revenons dans cette section sur le fonctionnement et
l’intérêt d’une telle approche. Puis nous proposons différentes validations de notre méthode permettant de
regrouper à la fois les connaissances sources et les connaissances cibles en un unique modèle performant.
5.4.1 Distillation pour un modèle unique et compacte
L’approche de distillation adoptée est décrite à travers la Figure 5.4.1. L’idée principale est de re-
prendre le modèle décrit en Section 5.3, composé des ESi et de l’AE, déjà entraîné. Il permet alors d’ex-
traire une représentation hg, qui, comme nous avons pu le constater, présente de bonnes propriétés pour
une reconstruction des connaissances sources tout comme pour un transfert vers les connaissances cibles.
Nous pouvons alors entraîner Egunique à directement extraire à partir d’une image x une représentation
hˆg proche de hg. Nous pouvons décrire ce processus de distillation en considérant que l’ensemble ESi et
de l’AE est un professeur et que Egunique est un élève.
En pratique, nous avons choisi un ResNet-18 [122], architecture connue pour ses bonnes perfor-
mances en analyse de visages et présentant un nombre de paramètres réduits. Notons que ce choix est
arbitraire et que d’autres modèles de réseaux auraient pu être choisis.
La dernière couche du ResNet-18 (avant classification) étant de dimension 512, nous avons fait le
choix d’ajouter un perceptron projetant cette couche vers une représentation hˆg de taille 1024 (dimension
de hg). Ainsi, Egunique est composé de l’encodeur d’un ResNet-18, suivi d’un perceptron.
Nous cherchons alors à minimiser la fonction de coût :
LDistillation =Dc(hg, hˆg) (5.4.1)
avec Dc la similarité cosinus (i.e. Dc(A,B) = A.B∣∣A∣∣.∣∣B∣∣ ).
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FIGURE 5.4.1 –
Enfin, une fois l’encodeur Egunique entraîné sur dg, il suffit d’extraire hˆg pour chaque image du domaine
de la connaissance cible, puis d’entraîner un MLP (de la même manière que nous l’avons fait pour l’AE).
De plus, il est possible de raffiner l’ensemble du modèle, ce qui peut amener à une meilleure adap-
tation au domaine cible [67]. Lors du processus d’évaluation, nous parlerons d’adaptation pour désigner
le fait de ré-entraîner tous les paramètres.
Pourquoi une distillation et non une compression classique de modèle ? En effet, il existe de nom-
breuses méthodes différentes pour "compresser" un modèle de manière à le faire fonctionner en temps
réel. Par exemple, la littérature récente distingue 4 grandes catégories [64] : élagage et/ou partage de
paramètres, factorisation à rang faible, filtres convolutifs compacts et distillation.
Dans notre cas, les approches de distillation, comparées aux autres catégories, permettent notamment
de choisir n’importe quel modèle pour l’encodeur Egunique. De plus, une fois cet encodeur E
g
unique obtenu,
il est possible d’effectuer une adaptation de domaine classique en ré-entraînant facilement l’ensemble
du modèle sur un nouveau domaine [67], ce qui peut s’avérer beaucoup plus difficile avec les six enco-
deurs et l’AE. Notons également qu’en disposant d’une architecture connue, il est plus facile d’appliquer
certaines techniques de régularisation telles que l’augmentation de données.
Enfin, le fait que le modèle élève puisse dépasser le modèle professeur est une idée qui n’est pas
nouvelle. Par exemple, les FitNets proposés par Romero et al. [237], sont des modèles élèves plus
profonds que leur professeur et qui atteignent alors de meilleures performances. Notre modèle professeur
n’est finalement que peu profond, puisque seul l’AE est entraîné sur dg, tandis que l’encodeur Egunique peut
disposer d’une profondeur bien plus importante, partant de l’image x.
5.4.2 Lien avec une approche multi-tâche
La présentation de cette méthode peut alors amener à un questionnement important : n’aurait-il pas
été plus simple d’entraîner directement Egunique à prédire les (hi)i∈(1..M) (voire les sorties finales des mo-
dèles pré-entraînés) sur dg, en suivant donc une approche dite MT.
Nous verrons en pratique (cf. Table 5.4.2) qu’une telle approche MT, avec exactement la même
architecture (y compris la même architecture de MLP que le décodeur R˜ de R pour prédire les hi),
n’aboutit pas à d’aussi bons résultats. Cela peut venir de difficultés supplémentaires à faire converger
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l’ensemble, comparé à une méthode en deux étapes. Cela rejoindrait les approches progressives [145],
consistant à ajouter petit à petit les différentes couches du modèles lors de l’entraînement et assurant une
(meilleure) convergence qu’un entraînement direct et simultané de toutes les couches.
5.4.3 Validation expérimentale
Nous étudions dans cette section les différentes propriétés de l’encodeur Egunique, à la fois en compa-
raison avec l’AE, son professeur mais aussi avec des méthodes de l’état de l’art spécialisées à chaque
fois sur une des connaissances cibles.
Comparaison avec l’AE et connaissances sources Un premier aspect important est de savoir si la re-
présentation hˆg extraite par Egunique permet elle aussi de restituer correctement les connaissances sources.
Pour cela, nous proposons d’entraîner un décodeur (identique à celui de l’AE) à prédire les hi à partir de
hˆg. Ainsi, la Table 5.4.1 rapporte les rRMSE obtenus par l’AE (pour comparaison), par la représentation
extraite par Egunique et par l’approche MT (qui consiste, comme expliqué dans la sous-section précédente,
à apprendre directement un modèle composé de la même architecture que Egunique, mais avec un décodeur
comme celui de l’AE et prédisant donc directement les hi, en multi-tâche). Nous pouvons tout d’abord
constater que le MT n’a pas réussi à converger sur toutes les tâches des connaissances sources, obtenant
une reconstruction plus mauvaise que le hasard (qui a un score de 1.0) sur Identité-MS et Genre-IMDb.
Dans le cas de Egunique, les performances sont beaucoup plus uniformes d’une connaissance à l’autre et
sont, pour plusieurs d’entre elles, assez proches de celles obtenues par le hg extrait par l’AE. Le score
moyen de Egunique reste tout de même éloigné de celui de l’AE, montrant que hˆg a donc été apprise avec
un certain bruit. Ce bruit pourrait présager une perte de performance sur les connaissances cibles, tout
comme un gain de généralisation.
Conaissance AE MT Egunique
Expression-AffectNet 0.23 0.55 0.39
Identité-MS 0.22 1.12 0.35
Objet-ImageNet 0.26 0.67 0.44
Age-IMDb 0.19 0.77 0.38
Attributs-CelebA 0.27 0.97 0.35
Genre-IMDb 0.25 1.22 0.30
Moyenne 0.24 0.92 0.37
TABLE 5.4.1 – rRMSE obtenues sur l’ensemble de test de dg pour chacune des connaissances sources et
en moyenne par l’AE, l’approche MT et Egunique
Puisqu’il est difficile d’analyser à ce stade son impact, nous proposons donc d’évaluer hˆg sur les
connaissances cibles, de manière à pouvoir comparer la capacité de généralisation de hˆg et hg. En
consultant alors la Table 5.4.2, et plus particulièrement la colonne (Egunique,hˆg) et la colonne hg, nous
pouvons observer que les résultats obtenus par les deux représentations sont globalement similaires, hg
étant légèrement plus performante sur Attributs-CelebA, AgeReg-FG, Douleur-UNBC, Ethnie-UTK et
Identité-LFW, tandis que hˆg l’est sur AgeReg-UTK, Genre-UTK, Expression-SFEW et Expression-RAF.
Ainsi, le bruit qui sépare hˆg et hg possède un impact modéré en termes de transfert vers les connaissances
cibles. Cela peut également s’expliquer par le fait que les représentations hi que nous avons cherché à
reconstruire sont elles-mêmes bruitées, puisque les modèles pré-entraînés associés aux connaissances
sources ne sont pas parfaits.
Comparaison avec l’état de l’art Nous avons donc illustré que Egunique permet d’atteindre également de
bonnes performances sur les connaissances cibles et cela avec un nombre de paramètres bien plus faible.
Nous proposons maintenant d’étudier les performances obtenues en comparaison de diverses autres mé-
thodes, chacune dédiée et à l’état de l’art pour une connaissance cible uniquement.
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Pour cela, nous proposons dans la Table 5.4.2, en plus des résultats de l’état de l’art spécifique,
d’étudier différentes approches. Ainsi, l’approche de référence CNN correspond à un CNN possédant la
même architecture que Egunique (ResNet-18), mais directement entraîné sur la connaissance cible (ce qui
permettra de vérifier le bénéfice apporté par la distillation sur D).
Ensuite, la colonne MT correspond à l’approche MT décrite dans les deux sous-sections précédentes
et Egunique à notre réseau distillé. Notons que pour chacune des deux méthodes, nous proposons deux sous-
colonnes : la première correspondant à l’entraînement d’un MLP à partir de la représentation hˆg−MT ou
hˆg extraite au préalable de l’image, et la seconde correspondant à une adaptation de tous les paramètres
sur le domaine de la connaissance cible.
Enfin, la colonne hg rappelle les scores obtenus par la représentation extraite par l’AE.
Notons que le cas d’Identité-LFW est particulier, car une adaptation de domaine n’est pas autorisé par
le protocole que nous avons choisi. C’est pourquoi les modèles MT-Adaptation et Egunique-Adaptation ont
leurs scores entre parenthèse et ont été préalablement ré-entraînés sur 100 000 visages de VGGFace2 [50]
en classification de l’identité.
La première observation que nous pouvons faire est que l’approche de référence CNN est dépassée
par toutes les autres et sur toutes les connaissances cibles, conduisant même à une absence de conver-
gence dans certains cas (e.g. AgeReg-FG avec un domaine de seulement 1002 visages). Cela valide
l’intérêt d’une approche par transfert de connaissances pour l’acquisition de toutes ces connaissances
cibles.
Si nous comparons maintenant les performances entre MT et Egunique, nous pouvons confirmer que la
différence de performance sur les connaissances sources préalablement observées dans la Table 5.4.1 se
propage aux connaissances cibles. De plus, la même comparaison peut être faite entre hˆg−MT et hg, ce
qui confirme l’intérêt d’une bonne convergence vers les connaissances sources si l’on souhaite obtenir
une bonne généralisation sur les connaissances cibles.
Un autre point important vient de l’intérêt de l’adaptation de domaine (colonnes MT-Adaptation
et Egunique-Adaptation), qui améliore toujours les performances (exception faite de AgeReg-FG, où une
légère dégradation est observée, pouvant s’expliquer par la très faible taille du domaine). Cette amélio-
ration s’explique notamment par la possibilité d’adapter plus de paramètres à la spécificité du domaine
cible, mais également par l’utilisation plus aisée de technique d’augmentation des données.
Le modèle Egunique-Adaptation finalement obtenu dépasse donc presque toujours son professeur (co-
lonne hg), sauf dans le cas très particulier de AgeReg-FG. Il est alors pertinent de comparer ces résultats
à ceux de méthodes état de l’art (qui utilisent pour la majorité des transferts depuis une connaissance
bien choisie et des aides à la convergence spécifiquement adaptées à la connaissance cible).
Connaissance Métrique CNN MT Eg
unique
hg État de l’art (# paramètres)
hˆg −MT Adaptation hˆg Adaptation
Attributs-CelebA Erreur 8.60 8.12 8.04 7.81 7.67 7.70 7.02 [49](16 M)
AgeReg-UTK MAE 6.38 4.70 4.42 4.24 4.05 4.39 5.39 [51](21.8 M)
AgeClassif-UTK Accuracy 57.80 67.90 68.40 68.80 70.40 68.80 70.10 [73](5 M)
Genre-UTK Accuracy 90.00 93.15 94.4 97.58 97.90 97.20 98.23 [73] (5 M)
AgeReg-FG MAE 11.10 3.95 3.12 2.95 3.05 2.85 2.81-3.00 [241] [13] (25 M)
Expression-SFEW Accuracy 22.00 50.20 52.20 54.00 57.2 52.10 55.40-58.14 [2] (1.7 M/5 M)
Expression-RAF Accuracy 69.00 82.40 87.20 87.30 89.3 86.51 86.77 [312] (35 M)
Douleur-UNBC MAE 0.89 0.64 0.72 0.56 0.52 0.54 0.51 [322] (0.0001 M)
Ethnie-UTK Accuracy 62.20 81.20 82.20 88.2 91.20 89.20 90.10 [73] (5 M)
Identité-LFW Accuracy (98.40) 94.27 (99.1) 98.92 (99.42) 99.10 99.65-99.87 [248](25 M)
TABLE 5.4.2 – Résultats obtenus par différentes méthodes sur les connaissances cible. Egunique est com-
posé de 2.2 millions de paramètres.
Nous pouvons vérifier que Egunique-Adaptation atteint alors des performances proches voire supé-
rieures à ces méthodes dédiées, adressant ainsi une large variété de connaissances cibles et validant sa
bonne capacité de généralisation.
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Retour aux sources Nous avons observé que le Egunique-Adaptation permet d’atteindre des perfor-
mances encore meilleures que le modèle professeur sur les connaissances cibles. Néanmoins, lors des
premières comparaisons sur la reconstruction des connaissances sources (début de cette sous-section),
les scores obtenus par l’AE étaient tout de même meilleurs que ceux obtenus par un décodeur appliqué
à hˆg. Ainsi, une question importante est de savoir si cette différence est encore visible en termes de
performance sur les connaissances sources, avec de véritables annotations et non les hi.
Connaissance Source hg Egunique-Adaptation
Expression-AffectNet 63.5 64.0 64.4
Attributs-CelebA 8.03 7.7 7.67
Genre-UTK 96.5 97.2 97.9
AgeReg-IMDb 2.85 2.85 3.05
Identité-LFW 99.65 99.1 99.42
Objet-TinyImageNet 76.2 71.8 56.5
TABLE 5.4.3 – Performance des modèles pré-entraînés des connaissances sources, du professeur et de
l’élève sur les connaissances sources.
Nous proposons donc à travers la Table 5.4.3 une comparaison entre les scores obtenus sur les
connaissances sources par les modèles des connaissances sources (colonne "Source"), la représentation
hg et Egunique-Adaptation. Sur les connaissances relatives à l’expression faciale, les attributs et le genre,
Egunique-Adaptation donne de meilleurs résultats que hg, qui donne elle-même de meilleurs résultats que
les modèles sources. Ainsi, cela valide à la fois l’intérêt d’une adaptation de domaine et de la recherche
d’une connaissance générale, pouvant ensuite bénéficier à la fois sur les connaissances cibles mais aussi
sur les connaissances sources. Néanmoins, pour AgeReg-FG (entraînement sur IMDb), la performance
est légèrement dégradée pour Egunique-Adaptation et aucune amélioration n’est visible par hg, ce qui pour-
rait éventuellement être dû à une saturation de la performance sur cette connaissance qui possède un
domaine de très faible taille. Il est également intéressant de rappeler qu’un MAE inférieur à 3 corres-
pond à un score bien meilleur que ce dont l’être humain est capable (MAE de 4.6 [118]). De même,
dans le cas de l’identité l’apprentissage d’une représentation générale ne semble pas avoir conduit à une
amélioration de la performance. La dégradation reste tout de même marginale et le modèle original de
l’identité compte tout de même 25 millions de paramètres et une représentation de taille 2048, ce qui
peut expliquer qu’il encode plus d’information relative à l’identité.
Enfin, nous avons étudié le cas particulier d’Objet-ImageNet (entraînement et évaluation sur TinyI-
mageNet [303] du fait de la taille difficile à gérer d’ImageNet), particulier dans le sens où le domaine
général dg ne contient que des images de visages et spécialise donc indirectement la représentation hg à
ce type de contenu. De manière assez logique, une dégradation comparée modèle source est observée. De
plus, hg garde tout de même de bonnes performances, ce qui n’est pas le cas de Egunique-Adaptation avec
56.5% d’accuracy, à peine plus performant qu’un CNN entraîné directement sur TinyImageNet et qui
donnera 52% d’accuracy. Cette différence pourrait s’expliquer par l’impact plus important du contenu de
dg sur Egunique, qui considère directement l’image x en entrée et se spécialise donc pour ce type d’entrée
au contraire des ESi qui sont figés et conservent donc leur comportement d’origine et permettent à l’AE
de garder certains éléments pertinents relatifs à ImageNet.
Paramètres Nous avons déjà expliqué en fin de Section 5.3 et avec la Table 5.2.1 que l’approche
utilisant l’ensemble des (ESi )i=1..6 combiné à un AE présentait le défaut d’un grand nombre de para-
mètres (130 millions), rendant complexe une conservation du modèle en mémoire, tout comme une
application en temps réel. Le modèle final que nous proposons, Egunique-Adaptation, permet d’atteindre de
meilleures performances mais présente également l’avantage d’utiliser 2.2 millions de paramètres, per-
mettant l’usage d’un unique GPU. Il est également intéressant d’observer que les méthodes de l’état de
l’art pour les différentes connaissances cibles utilisent souvent un bien plus large nombre de paramètres,
impliquant donc des contraintes plus lourdes en termes d’application et possiblement une moins bonne
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généralisation.
Temps d’entraînement La Figure 5.4.2 illustre également le temps de calcul nécessaire pour l’en-
traînement de 4 méthodes. CNN, l’approche de référence consistant à entraîner un nouveau CNN pour
chacune des connaissances cibles, reste la méthode la moins coûteuse, mais s’avère également beaucoup
moins efficace.
La méthode nommée "Sélection" correspond à la méthode de sélection de la meilleure combinaison
de connaissances sources décrite dans la sous-section 5.3.3 et s’avère extrêmement coûteuse dès lors
qu’il existe plusieurs connaissances cibles à acquérir.
CNN Sélection (Em)i= 1. . 6+AE Eg-Adaptation
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FIGURE 5.4.2 – Temps d’entraînement en heures (échelle logarithmique) avec un GPU P-100 pour diffé-
rentes méthodes présentées dans cette section. Nous distinguons la phase d’entraînement non supervisée
sur dg en bleu et la phase d’entraînement pour chacune des connaissances cibles en rouge.
Ensuite, nous reportons les temps d’entraînement de la combinaison (ESi )i=1..6 et AE et de Egunique-
Adaptation. Le temps passé sur les connaissances cibles est alors plus faible que dans le cas même du
CNN, le pré-entraînement permettant de consacrer la convergence à une simple adaptation au domaine
cible. En revanche, un nombre d’heures important est consacré à l’apprentissage non supervisé sur dg
(en bleu). Notons tout de même que l’entraînement sur dg de Egunique-Adaptation comptabilise à la fois
le processus de distillation mais également l’entraînement préalable de l’AE. Les méthodes de l’état de
l’art ne comptabilisent probablement pas autant d’heures d’entraînement pour un modèle mais demande
beaucoup de temps en termes de préparation, puisque à chaque connaissance cible une méthode très
spécifique est associée. Ainsi, nous pouvons considérer que le fait d’utiliser Egunique-Adaptation permet
de gagner du temps dans la résolution d’une grande diversité de tâches d’analyse de visage, sur différents
domaines.
Enfin, en comparaison avec une recherche exhaustive des solutions de transfert, Egunique-Adaptation
est non seulement au moins aussi performant, mais présente également un temps d’entraînement total 4
fois moins important. Dans le cas où le nombre de connaissances sources et le nombre de connaissances
cibles à acquérir augmenteraient, un entraînement sur dg se révélerait alors de plus en plus rentable. Par
exemple, en doublant le nombre de connaissances cibles à acquérir, nous doublerions l’écart de temps de
calcul entre la méthode de "sélection" et Egunique-Adaptation.
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5.5 Conclusions
5.5.1 En résumé
À travers ce chapitre, nous avons construit un problème de transfert de connaissances multisource
et multicible, dans le contexte de l’analyse faciale. Pour cela, nous avons tout d’abord défini la notion
de connaissance comme un couple (domaine, tâche). À partir de cette notion, nous avons pu associer
à une connaissance donnée un modèle entraîné (sur le domaine et par la tâche). Nous avons alors pro-
posé comme problématique le fait d’utiliser différentes sources de connaissances, i.e. différents modèles
pré-entraînés, afin d’apprendre une connaissance générale, i.e. un unique modèle, permettant à la fois de
restituer les connaissances sources mais également d’acquérir de nouvelles connaissances cibles. Pour
cela, nous avons alors identifié deux étapes essentielles : le rassemblement de l’ensemble des connais-
sances sources et la création d’un modèle unique.
Pour la première étape, nous avons entraîné de manière non supervisée, sur un large corpus (noté dg)
de visages, un opérateur de réduction de la dimensionnalité, ayant pour tâche de rassembler les représen-
tations hi, issues des six modèles associés aux six connaissances sources, en une unique représentation
hg, six fois plus compacte. Nous avons alors illustré les bénéfices de cette réduction de dimensionnalité
à travers les différentes propriétés de la représentation créée, celle-ci permettant de retrouver à la fois les
connaissances sources, mais généralisant également bien sur les connaissances cibles. En effet, en utili-
sant hg comme une description des visages issus du domaine d’une connaissance cible et en entraînant
un MLP à résoudre la tâche associée, nous avons obtenu de bonnes performances sur une large variété
de connaissances cibles liées aux visages.
Pour compenser le nombre de paramètres très importants représenté par les six modèles sources
donnant les hi et par l’AE les projetant en hg, nous avons appris un unique encodeur Egunique, prenant en
entrée une image et extrayant une représentation hˆg. Pour cela, nous avons appliqué une approche de
distillation, consistant à entraîner Egunique à extraire une représentation hˆg la plus proche de hg. Le modèle
ainsi obtenu peut alors être utilisé comme un extracteur de description hˆg, obtenant des performances
sur les connaissances sources similaires à celles obtenues avec hg. Mais il est également possible de
ré-entraîner l’ensemble des paramètres de Egunique (i.e. seulement 2.2 millions de paramètres, comparés
au 130 millions utilisés pour extraire hg) pour ainsi mieux adapter le modèle au nouveau domaine de la
connaissance cible, ce qui permet d’améliorer encore les résultats et d’être compétitif avec des résultats
de l’état dédié spécifiquement à chacune des connaissances cibles. Ainsi, le modèle unique que nous
avons obtenu permet d’obtenir des performances au niveau de l’état de l’art sur une large diversité de
tâches d’analyse faciale et peut être vu comme un premier pas vers une connaissance plus générale, bien
que restreint à un domaine spécifique.
Notons qu’effectuer les deux étapes, réduction et distillation, s’est avéré également plus efficace que
de directement apprendre un modèle unique dit multi-tâche, i.e. entraîné à prédire directement les hi
sur dg. Cela pourrait simplement s’expliquer par la difficulté à faire converger ce modèle multi-tâche,
qui mélange les deux étapes en un entraînement et n’arrive possiblement donc pas à satisfaire les deux.
Notre approche en deux étapes peut alors être interprétée comme une technique progressive, déjà utilisée
pour faciliter la convergence d’AE et de GAN [145].
5.5.2 Perspectives
Opérateur de réduction, architecture L’opérateur de réduction utilisé est un simple auto-encodeur.
Bien qu’ayant expérimenté avec des variantes de l’auto-encodeur (en Section 5.3) et n’ayant pas obtenu
de meilleurs résultats, il serait pertinent d’évaluer des méthodes plus sophistiquées, telles qu’utiliser une
fonction de perte adverse, utiliser une approche "démêlante" (disentangling) [272] ou encore un réseau
de type hourglass [208] ou U-net [238].
De même, l’architecture choisie pour Egunique est purement arbitraire et pourrait être améliorée, no-
tamment car le ResNet-18 extrait une représentation de taille 512 que nous avons étendue linéairement
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vers les 1024 de hg, ce qui rend probablement la tâche de distillation moins facile que si nous avions
utilisé un réseau aboutissant sur une couche cachée de dimension 1024.
Lien avec l’apprentissage auto-supervisé Dans la section 2.1.6, nous avons vu qu’il existe des mé-
thodes d’entraînement dite auto-supervisées. Celles-ci consistent à formuler une tâche non coûteuse en
annotation, qui permet d’apprendre un modèle qui obtiendra de bonnes performances en transfert de
connaissances. Il existe par exemple un grand nombre de tâches différentes relatives aux images [318,
319, 214, 215, 106, 231], consistant à perturber celles-ci (par exemple avec une rotation) et à chercher
alors à reconstruire les images d’origine.
Dans notre cas, nous avons utilisé des encodeurs ESi pour extraire différentes vues d’une même image.
Ces vues pourraient être considérées comme des versions "modifiées" de l’image, au même titre que les
tâches des méthodes auto-supervisées. Il serait alors intéressant de formuler comme tâche pour l’auto-
encodeur non de chercher à reconstruire les hi mais directement l’image d’origine, à partir de ces hi.
Extension des connaissances En fin de section 5.4.1, nous avons considéré le cas où nous augmen-
terions le nombre de connaissances sources et cibles et avons évoqué le fait que cela n’augmenterait
que relativement peu le temps de calcul sur les connaissances cibles. En revanche, en disposant d’un
large panel de connaissances sources, possiblement entraîné sur des domaines véritablement différents,
il serait probablement nécessaire de rajouter encore plusieurs étapes, en hiérarchisant par exemple les
apprentissages et reconstruction des différentes tâches sources par similarité. Cela impliquerait alors de
construire au préalable un espace des tâches (comme cela a été fait par exemple dans [309]), puis de
ré-appliquer une méthode similaire de manière hiérarchique, en rassemblant petit à petit les hg obtenus
en un unique hG final.
Vers une fusion multimodale ? Nous avons évoqué en introduction la possibilité de formuler le pro-
blème abordé dans ce chapitre comme un problème multimodal, chaque représentation hi apparaissant
comme une modalité avec un haut niveau de sémantique, que nous fusionnons alors par simple conca-
ténation. Nous verrons dans le Chapitre 6 que des architectures de fusion à différents niveaux peuvent
grandement améliorer les performances et qu’à chaque problème multimodal, une architecture de fusion
spécifique peut être plus adaptée. Il serait donc intéressant d’utiliser différentes représentations issues
des ESi et d’utiliser les techniques de fusion, que nous allons voir par la suite, pour les combiner et en
extraire une représentation hg d’autant plus pertinente.

Chapitre 6
Recherche d’architectures de fusion
multimodale
Table des matières
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.2 Génération d’un problème multimodal et expériences préliminaires . . . . . . . . . . . . 95
6.2.1 Génération d’un problème multimodal "jouet" . . . . . . . . . . . . . . . . . . . . 95
6.2.2 Différentes approches appliquées à MNIST Multimodal . . . . . . . . . . . . . . 96
6.2.3 Expériences préliminaires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.3 CentralNet : une fusion multi-niveau centralisée . . . . . . . . . . . . . . . . . . . . . . . 100
6.3.1 Construction du modèle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
6.3.2 Validation expérimentale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.3.3 Analyse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4 Recherche automatique d’architectures de fusion multimodale . . . . . . . . . . . . . . . 108
6.4.1 Reformulation du problème . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.4.2 Recherche d’architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.4.3 Validation expérimentale . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.4.4 Architectures trouvées . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4.5 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.4.6 Temps de calcul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.5.1 En résumé . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.5.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
93
94 CHAPITRE 6. RECHERCHE D’ARCHITECTURES DE FUSION MULTIMODALE
6.1 Introduction
Résoudre un problème dit multimodal consiste à tirer parti de différentes modalités ou vues d’un
même signal, pour estimer celui-ci au mieux. Par exemple dans le Chapitre 3, nous avons formulé un
problème multimodal concret, visant à déterminer l’émotion ressentie par une personne à partir de deux
modalités, le son et l’image. Le fait de disposer de ces deux modalités permet d’obtenir plus d’infor-
mation sur le signal caché qu’est l’émotion et d’ainsi obtenir de meilleurs résultats qu’en exploitant une
seule modalité. Nous avons également retrouvé le concept de multimodalité dans le Chapitre 5, où nous
avons cherché à obtenir une représentation compacte et générale d’un visage en se servant des représen-
tations de différents réseaux de neurones pré-entraînés, pouvant être considérées comme autant de vues
différentes du même visage.
Vers la fin du Chapitre 2, en Section 2.3, nous avons pu observer qu’il existe une grande diversité
de stratégies pour fusionner deux modalités (e.g. image et son). Un des choix cruciaux est la manière
de fusionner les représentations unimodales. Deux choix classiques sont illustrés en Figure 6.1.1 : une
fusion tardive consiste à fusionner les représentations unimodales lorsqu’elles sont proches du niveau
sémantique, tandis qu’une fusion précoce va exploiter des représentations beaucoup plus proches des
entrées. Enfin, une fusion hybride consisterait à utiliser à la fois des représentations proches des entrées
et des représentations proches du niveau sémantique.
Prédiction Prédiction
Fusion tardive Fusion précoce
Prédiction
Fusion hybride
Opérateur de fusion
Modèle
Représentation interne
au modèle
FIGURE 6.1.1 – Exemple de trois stratégies de fusion multimodale : fusion tardive, fusion précoce et
fusion hybride. Figure issue du Chapitre 2
Il se trouve que cette diversité de méthode de fusion pourrait provenir du fait qu’une stratégie de
fusion multimodale qui fonctionne bien sur une base de données et une tâche précise peut ne pas donner
les mêmes résultats lorsqu’elle est confrontée à un nouveau problème.
Une illustration de cette dépendance au problème traité apparaît notamment dans le Chapitre 3, en
section 3.3 (Table 3.3.6), lorsque différentes méthodes de fusion, qui obtiennent des résultats à l’état
de l’art sur d’autres problèmes, sont testées dans le cas particulier de la reconnaissance d’émotion sur
AFEW [81]. Elles n’atteignent alors pas les performances d’une méthode basique, consistant par exemple
à utiliser la moyenne des prédictions obtenues par chaque modalité.
Dans ce Chapitre, nous souhaitons analyser plus en détail cette hypothèse que la stratégie de fusion
à adopter dépend du problème traité. C’est pourquoi nous nous intéressons dans la section 6.2 à la si-
mulation de "plusieurs" problèmes multimodaux, en jouant sur deux aspects : la qualité de chacune des
modalités et l’information qu’elles partagent. Et en étudiant différentes architectures et techniques de
fusion multimodale sur les problèmes générés, nous analysons alors plus finement cette dépendance.
Ensuite, ce problème d’adaptation de la stratégie est traité à travers deux solutions. Dans la sec-
tion 6.3, les bénéfices d’une approche utilisant un réseau central de fusion à plusieurs niveaux sont
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d’abord mis en avant, puis nous faisons le choix de reformuler le problème de la fusion multimodale
comme un problème de recherche d’architectures à travers la Section 6.4.
6.2 Génération d’un problème multimodal et expériences préliminaires
Cette partie propose une méthode pour générer un problème multimodal paramétrable (cf. Sec-
tion 6.2.1), de manière à ensuite pouvoir facilement étudier différentes méthodes de fusion face à une
large variété de problèmes générés (cf. Section 6.2.2).
6.2.1 Génération d’un problème multimodal "jouet"
Nous cherchons dans cette partie à simuler un problème multimodal, ou plus simplement bimodal.
Nous désirons donc disposer de deux modalités x et y, qui sont deux vues d’un même signal s. Pour cela,
plusieurs méthodes existantes [11, 206, 56, 170] proposent d’utiliser comme signaux s des images de
chiffres manuscrits (de 0 à 9) de la base de données MNIST [167].
Une première approche [11, 56] consiste à proposer pour chaque modalité une moitié (gauche et
droite) de l’image, ce qui permet d’assurer une certaine corrélation entre les deux vues. Une seconde
approche [206, 170] quant à elle, suit le même principe mais en divisant l’image en quatre parties égales
au lieu de deux. De plus, certaines des quatre modalités ainsi créées peuvent être bruitées au moment du
test pour étudier la robustesse des modèles utilisés. Enfin, certaines approches [18] proposent de créer
des données totalement synthétiques en générant des exemples où une seule des deux modalités contient
de l’information (à partir d’un modèle génératif et d’une loi de Bernoulli).
Nous avons fait le choix de ré-utiliser la base de donnée MNIST comme point de départ. Notre but
est de pouvoir contrôler le recouvrement de l’information entre x et y, et d’également pouvoir modéliser
des modalités plus ou moins bruités.
Nous avons alors cherché à exhiber les composantes indépendantes dans notre base de données. Pour
cela, nous avons effectué une PCA sur les images aplaties en vecteurs de taille 784 de MNIST, ce qui
nous a permis d’obtenir un ensemble de vecteurs singuliers vi, associés à chacune des valeurs singulières
i. Ces vecteurs sont ordonnés par énergie, formant une matrice V :
(v1 v2 ... vN) (6.2.1)
Il est alors possible de projeter une image donnée s dans l’espace des vecteurs singuliers par le
produit matriciel M s, avec M = VDV T où D est une matrice diagonale avec des 0 et des 1. Afin de
contrôler l’énergie totale contenue par les modalités et le recouvrement entre celles-ci, nous avons fait le
choix de définir deux matricesMx etMy, issues deM, en remplaçant les vecteurs singuliers que nous ne
désirons pas par des zéros.
Définissons e comme le pourcentage d’énergie totale (équitablement répartie entre les deux modali-
tés) et r le recouvrement entre les deux modalités.
Pour obtenir une énergie proche de e2 dans chaque modalité et un recouvrement proche de r en termes
de composantes, nous attribuons les vecteurs singuliers entreMx etMy suivant les règles suivantes :
1. Si r = 0 (pas de recouvrement), soit Ne tel que ∑Nei E(vi) < e2 (avec E(vi) l’énergie associée à vi).
Alors parmi les Ne premiers vecteurs, les indices pairs (i.e. v2i) sont conservés dans Mx et les
indices impairs (i.e. v2i+1) dansMy.
2. Si 1 > r > 0, nous définissons Nr = rNe. Les Nr premiers vi sont attribués à la fois à Mx et à My,
tandis que les Ne −Nr restants sont attribués avec la règle précédente (pairs pour Mx et impairs
pour My). Notons qu’augmenter le recouvrement va augmenter l’énergie attribuée par modalité
dans la mesure où les vi partagés correspondent aux plus hautes valeurs d’énergie.
Il est important de remarquer que l’énergie et le recouvrement sont approximatifs, dans les sens où les
valeurs E(vi) ne décroissant pas linéairement, ce qui implique que E(v2i) peut être fortement supérieure
à E(v2i+1).
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FIGURE 6.2.1 – (a) Exemple de génération des deux modalités x et y pour chacune des 10 classes de
MNIST Multimodal avec 100% d’énergie totale et aucun recouvrement entre les deux modalités. (b)
Exemple de génération des modalités x et y en faisant varier les valeurs d’énergie et de recouvrement.
Une fois les matricesMx etMy créées, l’obtention des modalités x et y est directe. s est projeté dans
l’espace de représentation, puis x et y sont rétro-projetés à partir des matrices précédemment définies :
x =MxMT s (6.2.2)
y =MyTMT s (6.2.3)
La base de données ainsi créée, que nous appellerons par la suite MNIST Multimodal (e, r), contient
70 000 paires d’images x et y de résolution 28x28 (55 000 pour l’entraînement, 5 000 pour la validation
et 10 000 pour le test), associées à un label de chiffre entre 0 et 9. Un grand nombre de variations de
MNIST Multimodal (e, r) peut alors être généré, en utilisant différentes valeurs d’énergie e et de recou-
vrement entre modalités r. Cela permet donc de simuler une variété de différents problèmes bimodaux.
La Figure 6.2.1 en illustre plusieurs configurations : (a) un cas particulier pour e = 50% et r = 0% et (b)
les modalités x et y issues d’une même image s pour diverses valeurs de e et r. Nous pouvons noter que
l’effet d’un recouvrement important (e.g. 50%) des modalités dans le cas d’une énergie à 100% entraîne
des x et y visuellement très similaires à l’image d’origine s, bien que des différences fines subsistent
(invisibles pour le cas (e = 50% et r = 90%)).
6.2.2 Différentes approches appliquées à MNIST Multimodal
Approche de base Une fois les différentes variations de base de données générées, nous avons choisi
l’architecture LeNet-5 [167], classiquement utilisée sur MNIST, pour traiter chacune des modalités. Ce
réseau de petite taille comprend deux couches convolutives (avec max-pooling), suivies de deux couches
entièrement connectées. Pour assurer une meilleure convergence, nous avons modifié l’architecture ori-
ginale en ajoutant une BN entre chaque couche et du masquage des connections ou dropout [260] (dro-
pout) en sortie de la première couche entièrement connectée. Le réseau ainsi construit est entraîné sur les
images originales de MNIST pendant 100 epochs avec un taux d’apprentissage de 0.001 et une taille de
batch de 128. Il atteint une performance moyenne sur 50 expériences de 66 erreurs sur les 10 000 images
de l’ensemble de test (soit 99.34% d’accuracy).
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Réseau unimodal Les images x et y générées sont chacune de dimension 28x28. Ainsi, nous consi-
dérerons qu’un réseau unimodal peut être appliqué sur chacune de ces modalités, en reprenant le réseau
LeNet-5 précédent.
Fusion multimodale Pour combiner les deux réseaux multimodaux, nous allons pouvoir modéliser
différentes stratégies. Ainsi, nous proposons de paramétrer les différentes méthodes par deux variations
possibles :
— l’opération de fusion en elle-même, qui peut être par exemple une soustraction, une somme ou un
produit des deux représentations unimodales (cf. Chapitre 2 pour des cas d’usage de ces opéra-
teurs).
— la profondeur à laquelle la fusion est effectuée (illustrée en partie dans la Figure 6.2.2, allant de 0
lorsque les prédictions unimodales sont fusionnées à 4 lorsque x et y sont directement fusionnés).
Opérateur de fusion
Conv 1
Conv 2
P1
P2
Conv 1 bis
Conv 2 bis
P1 bis
P2 bis
Conv 1 Conv 1 bis
Conv 2
P1
P2
Fusion Profondeur = 0 Fusion Profondeur = 3Approche de base (LeNet-5)
Conv 1
Conv 2
P1
P2
Conv 1 bis
Conv 2 bis
P1 bis
P2 bis
Multi-tâche
Conv 1
Conv 2
P1
P2
Fonction de coût
ConcatP2 ter
Conv 1
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P1
P2
Conv 1 bis
Conv 2 bis
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ConcatP2 terProfondeur = 0
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FIGURE 6.2.2 – De gauche à droite : l’approche de base, consistant en un réseau LeNet5 traitant le
MNIST original, la fusion effectuée à une profondeur = 0, i.e. au niveau des prédictions, la fusion ef-
fectuée à une profondeur = 3, i.e. au niveau de la sortie de la première convolution, la méthode dite
"Multi-tâche", qui consiste à rajouter deux fonctions de coût unimodales. L’opérateur de fusion peut être
une somme ou un produit.
Nous préciserons par la suite la méthode de fusion utilisée en donnant systématiquement son opérateur
(e.g. somme) et sa profondeur (e.g. 2).
Multi-tâche Une approche que nous avons choisi de nommer "Multi-tâche" consiste à optimiser les
deux réseaux unimodaux en parallèle, chacun avec sa fonction de coût. En plus de cela, une fonction
de coût générale est ajoutée pour optimiser une couche entière connectée qui prend en entrée la conca-
ténation des prédictions unimodales et sort une prédiction finale, utilisée pour évaluer le réseau. Cela
revient donc presque à une fusion de profondeur 0 mais avec un opérateur de fusion particulier (couche
entièrement connectée) et l’ajout de deux fonctions de coût (multi-tâche).
Fusion + Multi-tâche L’approche Fusion et Multi-tâche consiste à combiner les deux méthodes pré-
cédentes en utilisant à la fois la fonction de coût multi-tâche mais aussi en effectuant une fusion à une
profondeur donnée (e.g. profondeur = 3 dans la Figure 6.2.2). Cette opération de fusion permet d’obtenir
une représentation multimodale, qui est dupliquée et ré-injectée en entrée des parties finales des deux
réseaux unimodaux (dans la Figure 6.2.2, les couches P1 et P1-bis prennent donc en entrée la même
représentation issue de la fusion qui précède). Ainsi, dans les premières couches (avant la fusion), nous
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sommes dans le cas multimodal, puis dans les couches après fusion (e.g. P1, P1-bis et P2, P2-bis dans le
cas de la Figure 6.2.2), nous sommes dans une approche de type ensembliste.
6.2.3 Expériences préliminaires
Nous nous intéressons maintenant à l’impact des variations de MNIST Multimodal sur les résultats
des différentes méthodes. Tout d’abord, il est essentiel de préciser que toutes les évaluations reportées ici
sont systématiquement une évaluation moyenne sur 50 entraînements avec des initialisations différentes
et avec un écart-type de l’ordre de 2 erreurs sur 10 000 (ou 0.02% en accuracy). Dans une première
sous-section, nous cherchons plus spécifiquement à identifier l’impact des deux paramètres (énergie et
recouvrement). Puis nous profitons du cadre "contrôlé" de MNIST Multimodal pour mieux étudier les
différentes méthodes présentées dans la sous-section précédente.
6.2.3.1 Variations de MNIST Multimodal
Effet de l’énergie Une première observation, cohérente avec l’effet désiré, est que plus une modalité
contient d’énergie, plus le réseau qui la traite va être performant. Ainsi les deux réseaux unimodaux
appris séparément sur les modalités x et y donnent des performances assez proches (dans les premières
colonnes de la Table 6.2.1). Cette notion d’amélioration de la performance lorsque l’énergie augmente
est également présente dans la Figure 6.2.3, où la méthode de fusion est impactée (quel que soit le
recouvrement entre modalité) par l’énergie : diviser l’énergie par deux implique une importante baisse
de performance (courbe orange versus courbe bleue).
Cet effet de l’énergie peut être simplement vu comme un niveau d’information contenu au sein
de chacune des modalités, une énergie à 100% correspondant à l’intégralité de l’information présente
(i.e. environ 50% dans chacune des deux modalités), tandis qu’une énergie plus basse va correspondre à
une perte d’information.
Énergie Unimodal x Unimodal y Multi-tâche Fusion soustraction profondeur=2
0.2 30 % 25 % 44 % 46.2 %
0.5 61.1 % 72.5 % 88.2 % 94.1 %
1.0 97.7 % 97.5 % 98.6 % 98.8 %
TABLE 6.2.1 – Variations de l’accuracy (pourcentage de réponses correctes) sur l’ensemble de test pour
les différentes méthodes à différents niveaux d’énergie et sans recouvrement d’information.
Effet du recouvrement entre modalité Le recouvrement entre modalités semble également avoir un
impact sur la performance, bien que plus léger. En effet, en observant la Figure 6.2.3, la performance aug-
mente avec le recouvrement, jusqu’à un recouvrement de 50% (tout du moins pour une énergie à 100%).
Lorsque les modalités sont pratiquement identiques (90% de recouvrement), la méthode est proche d’un
simple problème d’ensemble et la performance de la fusion devient légèrement plus faible. Cette baise
de performance pourrait s’expliquer par le fait que les dernières valeurs singulières trouvée par la PCA
correspondent à des éléments n’aidant pas à résoudre le problème, le fait de les supprimer ayant alors un
effet débruitant.
6.2.3.2 Choix d’architectures de fusion
Profondeur optimale de la fusion Une stratégie de fusion est souvent dépendante du choix de la
profondeur à laquelle l’opération de fusion entre réseaux unimodaux est effectuée. La Figure 6.2.4 nous
permet de modéliser les profondeurs donnant les meilleures performances (avec un écart significatif)
pour différentes combinaisons d’énergie et de recouvrement. Ainsi, nous pouvons retrouver des "lignes
de niveaux", dans le sens où la profondeur de fusion va diminuer lorsque l’énergie et le recouvrement
augmentent conjointement. En termes de stratégies de fusion, cela revient à dire que plus nous disposons
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Évaluation pour la méthode fusion somme.
d’information en entrée, plus la fusion doit être tardive et vice versa. Ces observations illustrent donc que
malgré des changements relativement mineurs en termes de nature, des variations inter et intra modalités
peuvent impliquer des stratégies de fusion totalement différentes.
Opérateur optimal de la fusion Mis à part la profondeur, il est également intéressant d’observer l’im-
pact d’un opérateur de fusion. Nous avons implémenté les méthodes avec les opérateurs de soustraction,
de somme et de produit terme à terme. Les résultats obtenus en avant-dernier groupe de lignes de la
Table 6.2.2 permettent de comparer les meilleurs résultats obtenus par ceux-ci. Les différences sont rela-
tivement minimes et nous pouvons noter que la profondeur optimale est toujours située au même niveau,
ce qui laisse penser que l’impact de l’opérateur sur la profondeur à laquelle effectuer la fusion n’est que
limité.
Fusion, Multi-tâche et Fusion+Multi-tâche Nous nous intéressons maintenant à l’ensemble des mé-
thodes et les comparons dans la Table 6.2.2.
Le premier groupement de lignes correspond à des approches de base, tandis que les autres traitent
MNIST Multimodal pour des valeurs d’énergie de 100% et de recouvrement de 50%. Une première
observation réside dans le gain relativement important entre la Fusion et la Fusion+Multi-Tâche. Cette
différence se retrouve également sur un changement de la profondeur optimale de fusion, qui pousse
à une fusion très précoce (ce qui n’est pas surprenant dans le cadre d’entrées présentant beaucoup de
similarités). La méthode Multi-Tâche seule donne également d’excellents résultats pour des modalités
particulièrement propres et non bruitées, dépassant les méthodes de fusion dans ce cas. Notons en re-
vanche que dans le cas de modalités incomplètes (par exemple 50% d’énergie), la méthode Multi-Tâche
est largement dépassée par une méthode de fusion (resp. 88.2% versus 94.1%, cf. Table 6.2.1).
Ensuite, le score de l’approche de base est également intéressant, lorsqu’il est comparé aux résul-
tats obtenus par les méthodes de fusion. En effet, celui-ci est inférieur à ceux obtenus par la méthode
de Fusion+Multi-Tâche. Cela pourrait être expliqué facilement par le nombre de paramètres qui a été
presque doublé ou par le peu de bruit occasionné par les paramètres élevés d’énergie et de recouvre-
ment. Pourtant, utiliser un ensemble de deux LeNet-5 avec des initialisations différentes (appliqué aux
images originales) nous a seulement permis d’atteindre un score de 99.36 %, tandis qu’un ensemble de 3
LeNet-5 plafonne à 99.40%. Cela peut être vu comme un effet débruitant de la suppression des dernières
composantes de la PCA, conduisant à une amélioration de la capacité de généralisation, car en diminuant
l’énergie, il pourrait être plus difficile d’exploiter des biais d’apprentissage.
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Méthode Accuracy Profondeur
Approche de base (1 LeNet-5) 99.34
Ensemble (2 LeNet-5) 99.36
Ensemble (3 LeNet-5) 99.40
Unimodal x 97.51
Unimodal y 97.72
Multi-Tâche 99.38
Fusion
Soustraction 99.36 2
Somme 99.32 0 et 2
Produit 99.29 2
Fusion + Multi-Tâche
Soustraction 99.37 3
Somme 99.42 4
Produit 99.37 2
TABLE 6.2.2 – Résultats obtenus par les différentes approches pour des valeurs d’énergie de 100% et de
recouvrement de 50% (excepté pour les trois premières lignes, appliquées sur les images originales). La
profondeur, lorsqu’elle est précisée, correspond à la profondeur optimale.
Vers une architecture de fusion multimodale indépendante du problème Les résultats obtenus
montrent dans un contexte contrôlé que (a) la stratégie de fusion multimodale dépend énormément du
problème à aborder, (b) les approches multi-tâche et multimodales ne sont pas incompatibles (e.g. Fu-
sion+ Multi-tâche) et (c) la fusion multimodale permet un gain particulièrement important dans le cas de
modalités bruitées (signal d’origine incomplet).
Dans cette partie, nous avons recherché la profondeur de fusion optimale en testant toutes les possi-
bilités. Comme évoqué dans le Chapitre 2, il pourrait être pertinent de chercher à apprendre à quelle(s)
profondeur(s) une fusion serait la plus bénéfique, ce qui serait un premier pas vers une automatisation du
choix d’une stratégie de fusion.
6.3 CentralNet : une fusion multi-niveau centralisée
A partir de l’intuition développée dans la partie précédente, il serait intéressant d’être capable d’adap-
ter la stratégie de fusion (i.e. dans notre cas, nous nous restreignons à identifier les niveaux auxquelles la
fusion est effectuée) à chaque problème. Pour cela, nous proposons dans cette partie de créer un modèle
qui centralise les différentes représentations unimodales en des représentations multimodales.
Pour définir un tel modèle, considérons tout d’abord des travaux spécifique au domaine de la vi-
sion. Escorcia et al. [95] défendent l’idée que les attributs visuels (permettant de répondre à une tâche
donnée) sont répandus dans l’ensemble des représentations extraites par un réseau de neurones. Ainsi,
chacune des représentations cachées peut apporter potentiellement une information utile pour une tâche
donnée. Or les attributs visuels nécessaires à la résolution de différentes tâches sont par nature diffé-
rents : par exemple, la couleur des cheveux ne servira absolument pas à déterminer l’émotion, tandis
qu’elle permettra d’aider à l’estimation de l’âge. Une manière de justifier alors l’intuition de modèles dit
résiduels [122] serait de considérer qu’en conservant l’information d’une couche à l’autre, la représen-
tation finale obtenue permettrait de considérer l’ensemble des attributs visuels utiles à la tâche, et non
d’ordonner de manière sémantique les différents niveaux du réseau. Si on définit une couche neuronale
classique comme une fonction p transformant une entrée hi en une sortie hi+1, alors son équivalent ré-
siduel consiste à considérer p˜ = p+ id avec id la fonction identité, permettant de forcer p à apporter une
information dite "résiduelle".
Si nous revenons à un problème dit multimodal, nous pouvons tout à fait transposer le raisonnement
précédent, en considérant que nous souhaitons conserver au cours du processus de fusion l’information
unimodale utile pour notre tâche, contenue dans les représentations des réseaux unimodaux. Ainsi, nous
pourrions facilement définir un réseau multimodal composé de couches ayant une entrée hi, fusion de
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deux représentations unimodales xi et yi et ayant pour sortie une représentation hi+1 +xi+1 +yi+1. Il est
néanmoins nécessaire de prendre en compte l’aspect multimodal : le fait de disposer de deux modalités
potentiellement très différentes peut entraîner des incompatibilités à combiner certaines représentations
d’une modalité avec celles de l’autre modalité. Il devient alors intéressant de définir un système de
"portes", de manière à éviter de transmettre l’information unimodale lorsqu’elle est néfaste au réseau
multimodal.
Nous proposons de définir un tel modèle de fusion multimodale, que nous nommerons CentralNet.
Nous nous limiterons dans la description de ce modèle à un problème de classification bimodale pour
simplifier les notations, mais il est également possible d’appliquer cette méthode avec plus de deux
modalités et à des problèmes de régression par exemple.
6.3.1 Construction du modèle
Formulation du problème Nous considérons donc que la fusion multimodale consiste ici à com-
biner les informations issues de différentes modalités et à différents niveaux. De manière plus for-
melle, nous définissons deux modalités x et y, leurs représentations très bas niveau x0 et y0, et leurs
réseaux unimodaux associés f et g, possédant N + 1 couches, respectivement ( fi)0...N et (gi)0...N . f
et g permettent alors d’extraire deux représentations unimodales finales, respectivement définies par
xN = ( fN ○ ...○ fi+1 ○ fi ○ ...○ f0)(x0) et yN = (gN ○ ...○gi+1 ○gi ○ ...○g0)(y0), chacune permettant d’obtenir
une décision unimodale, zˆx et zˆy. Le but d’un procédé de fusion est alors d’obtenir une meilleure décision
zˆc = zˆx,y, en tirant parti des deux modalités.
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FIGURE 6.3.1 – Schéma représentant l’approche CentralNet : les réseaux f et g unimodaux voient leurs
représentations xi et yi traitées par un réseau central C. À chaque étage i du réseau central, une pondéra-
tion α est attribuée à chacune des représentations, puis la somme pondérée est traitée par le bloc suivant
Ci du réseau central.
Un réseau central Nous disposons donc de (N+1) représentations unimodales pour chacune des mo-
dalités. Nous supposons qu’à chaque niveau i les représentations xi et yi sont de même dimensions, si
nécessaire en complétant par des zéros.
Nous définissons alors un réseau centralC, que nous nommerons CentralNet, illustré en Figure 6.3.1,
et qui à chaque niveau prend comme entrée une somme pondérée de xi et yi, ainsi que sa propre re-
présentation ci issue de la couche précédente. Notons l’intérêt de cette somme pondérée, permettant
de grandement réduire le nombre de paramètres utilisés et de permettre certaines interprétations, par
exemple en annulant la contribution d’une modalité dont la représentation n’apporte rien à cet étage i. La
sortie de la nouvelle couche peut alors s’écrire :
ci+1 =Ci(αcici+αyiyi+αxixi) (6.3.1)
avec α des poids scalaires appris pour chacun des termes de la somme et Ci une couche neuronale
similaire à gi ou fi.
Concernant l’entrée du réseau central, il n’existe alors pas de représentation centrale c−1 et nous
proposons donc simplement d’écrire c0 = αy0y0 +αx0x0. Le CentralNet permet d’obtenir une dernière
représentation cN+1 = αcNcN+αyNyN+αxNxN, qui correspond alors à la décision zˆc.
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Optimisation L’ensemble des poids des réseaux unimodaux f et g, ceux du CentralNet C ainsi que
les paramètres scalaires α sont optimisés par descente de gradient stochastique avec une approche
Adam [155]. La fonction de coût totale Ltotale est alors définie telle que :
Ltotale = λ2L(zˆc,z)+λ1L(zˆx,z)+λ1L(zˆy,z) (6.3.2)
avec L une fonction de coût appropriée pour le problème et z le label (ou la vérité terrain) associé à
l’échantillon (x,y).
Dans un premier temps (que nous considérons comme déjà accompli dans le reste de la section),
les modèles f et g ont été pré-entraîné, i.e. λ1 = 1 et λ2 = 0. Puis, pour entraîner le CentralNet, nous
considérons que λ1 = λ2 = 1.
Ainsi, la fonction de coût totale permet d’optimiser à la fois la fusion des modalités mais également
de conserver une bonne performance des réseaux unimodaux. Cet objectif multi-tâches est proche dans
l’esprit de Neverova et al. [206], qui proposent de pré-entraîner les réseaux unimodaux avant d’autoriser
de la fusion entre ceux-ci. De plus, les expérimentations sur MNIST Multimodal de la partie précédente
(cf. Fusion+Multi-tâche versus Fusion dans la Table 6.2.2) laissent également penser qu’il en découle un
réel bénéfice sur la performance.
Implémentation Les poids scalaires α sont initialisés avec les mêmes valeurs et une somme unitaire.
Ainsi, avant entraînement, la somme pondérée de l’équation 6.3.1 correspond à une simple moyenne.
Durant l’entraînement, les poids scalaires ne sont pas contraints, les représentations sommées ayant été
préalablement normalisées par une couche de BN.
Ensuite, CentralNet peut notamment s’insérer sur des architectures unimodales existantes et déjà
performantes. Un des problèmes majeurs des approches multimodales à plusieurs niveaux combinant
directement toutes les modalités à tous les niveaux résident dans le nombre de paramètres trop impor-
tants [115], impliquant des difficultés de convergence et une tendance à mal généraliser (et donc le
besoin d’utiliser une régularisation très spécifique). Le fait d’utiliser de simples portes modélisées par
des scalaires réduit grandement le nombre de paramètres supplémentaires dédiés à la fusion. Et même si
la somme pondérée est effectivement une opération linéaire, les blocs neuronaux Ci la suivant sont des
opérateurs non-linéaires permettant donc d’apprendre des représentations multimodales complexes.
Interprétation Enfin, les valeurs finales des différents α peuvent amener à certaines interprétations,
en analysant quels niveaux semblent les plus utilisées pour la fusion. Par exemple, obtenir en fin d’en-
traînement des αxi et αyi avec des valeurs proches de 0 dès que i > 0 correspond à une stratégie de fusion
précoce, tandis que des poids αci proche de zéros jusqu’à la dernière couche peut être vu comme une
stratégie de fusion tardive.
6.3.2 Validation expérimentale
Nous proposons maintenant de valider cette approche sur différentes bases de données, en la com-
parant avec d’autres stratégies de fusion multimodales mais aussi en essayant d’interpréter les stratégies
adoptées.
Bases de données Nous avons utilisé sept bases de données avec différents types de modalités et atta-
chées à différentes tâches, de manière à pouvoir étudier finement les changements de stratégie de fusion
multimodale d’un problème à l’autre.
— MNIST Multimodal : est décrite dans la section 6.2. Cela nous permet de pré-valider le modèle
et le comparer à d’autres stratégies dans des conditions contrôlées.
— AV-MNIST a été créé en combinant une modalité image issue de MNIST Multimodal (avec 50%
de l’énergie) et une modalité son, consistant en un spectrogramme bruité. La modalité son corres-
pond à une prononciation des différents chiffres, issue de la base de données Tidigits augmentée
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en la combinant aléatoirement avec les sons urbains d’ESC-50 [223]. Le but est toujours de prédire
le chiffre associé à la paire audiovisuelle et la métrique utilisée est l’accuracy sur un ensemble de
test de 10 000 éléments.
— Montalbano version 2, RGB+D+audio (Montalbano) [94] contient 14 000 vidéos de gestes
italiens. Les vidéos sont enregistrées avec une Kinect, permettant d’obtenir plusieurs modalités.
Nous avons utilisé les mêmes modalités que Neverova et al. [206] : audio, capture dynamique du
squelette, et description RGB+D de la main gauche et de la main droite. Le but est de prédire le type
de geste parmi 21 classes. Nous nous évaluons sur l’ensemble de test avec une métrique d’accuracy
(diffère du protocole usuel se basant sur un index de Jaccard mais celui-ci impliquerait d’entraîner
un classifieur préalable pour identifier les périodes où des gestes sont effectués, la définition de ce
classifieur pouvant d’ailleurs impacter significativement les performances observées).
— mmIMDb [18] contient 25 959 films, décrits par leur affiche (image RGB) et leur synopsis (texte),
extraits de Internet Movie Database (IMDb) 1. Le but est de prédire à partir de cette paire image et
texte le genre du film, parmi 23 possibilités non exclusives. Ce problème de classification multi-
label sera évalué suivant le protocole officiel [18, 149], qui correspond à utiliser un F1-Score sur
l’ensemble de test. La métrique utilisée est l’accuracy.
— AFEW [81] contient 1 156 vidéos courtes extraites de films et de télé-réalité, contenant au moins
une personne exprimant une émotion. Le but est de prédire l’émotion parmi 7 classes (cf. Cha-
pitre 3), en se servant à la fois du visage et du son.
— Audioset, sous-ensemble des animaux (Animaux) [103] est un sous-ensemble d’Audioset [103]
et contient 19 842 vidéos de 10 secondes de différents animaux (nommés "animaux domestiques"
dans l’ontologie d’Audioset). Le but est de prédire le type d’animal, mais également certains élé-
ments de contexte (e.g. sonnerie de téléphone) parmi 211 classes non exclusives. La métrique
utilisée est un F1-Score Micro.
— NTU-RGB+D [250] contient 56 880 vidéos RGB+D+Squelettes, capturées à partir de 40 sujets
différents avec différents points de vue et 60 classes d’activités différentes (pouvant impliquer une
ou deux personnes, e.g. manger, boire, tomber, serrer la main, frapper). Nous appliquons le proto-
cole usuel de mesure de l’accuracy à travers les sujets, en utilisant uniquement deux modalités :
RGB et Squelette.
Une première validation expérimentale sur MNIST Multimodal Si nous revenons à la base de
données et aux expérimentations préliminaires, nous avions observé que la stratégie optimale de fusion
semblait varier suivant les valeurs d’énergie par modalité et de recouvrement entre modalités choisies.
Ainsi, nous reportons en Figure 6.3.2 les résultats obtenus par CentralNet pour différentes configurations
deMNISTMultimodal et les comparons à différentes références, notamment en considérant les méthodes
de Fusion et de Fusion+Ensemble avec une profondeur optimale (i.e. nous testons toutes les profondeurs
et reportons le meilleur résultat). La partie gauche de la Figure 6.3.2 montre que sur cette base de données
simple, Centralnet permet d’atteindre des performances similaires voire supérieures à toutes les autres
méthodes proposées, en s’adaptant donc à différents niveaux de bruits. La partie droite de la Figure 6.3.2
permet également de valider la méthode, excepté lorsque les modalités ont un recouvrement nul, la
méthode de Fusion+Multi-tâche semblant alors apporter un réel gain.
Ces observations constituent une première validation de l’objectif du CentralNet : malgré des chan-
gements de configurations importants et donc une modification du problème multimodal à résoudre, nous
n’observons pas de chute de performance. De plus, une fusion à plusieurs niveaux semble même plus
bénéfique que simplement choisir un niveau de fusion optimal.
Les techniques de fusion présentées ici restent simples et pour valider la qualité du CentralNet, nous
proposons de continuer à étudier ces premières intuitions plus en détail en se comparant à des approches
à l’état de l’art sur divers problèmes multimodaux.
1. https://www.imdb.com/
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FIGURE 6.3.2 – Évaluation sur MNIST Multimodal. À gauche : représentation de l’accuracy comme une
fonction de l’énergie (à recouvrement constant de 0.5) pour différentes méthodes. À droite : représen-
tation de l’accuracy comme une fonction du recouvrement entre modalités (pour une énergie constante
à 100%). "Unimodal", le meilleur réseau unimodal, Multi-tâche, la méthode décrite en première partie,
Fusion et Fusion+Multi-tâche les méthodes décrites en première partie avec une profondeur optimale et
une somme comme opérateur de fusion.
Comparaison avec d’autres méthodes de l’état de l’art Nous nous proposons de nous comparer aux
méthodes suivantes afin d’évaluer notre approche. Suivant les problèmes considérés, celles-ci permettent
d’atteindre des résultats à l’état de l’art.
— Meilleure modalité : choisir la modalité qui obtient les meilleurs résultats sur l’ensemble de
validation.
— Fusion précoce : fusion au niveau de la première couche.
— Fusion tardive : fusion par concaténation des prédictions et classifieur linéaire.
— ModDrop : notre implémentation de la méthode proposée par Neverova et al. [206], décrite dans
le Chapitre 3.
— GMU : notre implémentation de la méthode proposée par Arevalo et al. [18], proche d’un méca-
nisme d’attention multimodale.
AV-MNIST Montalbano [94] mmIMDb [18] AFEW [81] Animaux [103] NTU-RGB+D [250]
Accuracy Accuracy F1-Score Accuracy F1-Score Accuracy
Meilleure moda. 74.52 88.0 60.2 52.5 55.2 85.2
Précoce 72.3 97.8 63.0 40.1 50.1 85.4
Tardive 87.8 97.5 63.5 55.3 58.3 88.6
ModDrop [206] 87.8 98.2 62.4 53.2 57.9 88.4
GMU [18] 83.4 98.0 63.0 55.1 58.7 85.8
CentralNet 87.9 98.3 63.9 57.2 59.1 89.4
TABLE 6.3.1 – Résultat obtenus par les différentes méthodes sur toutes les bases de données. Les résultats
sont des moyennes sur 10 entraînements. Les meilleurs résultats sont en gras, les deuxièmes meilleurs
sont soulignés.
Le détail des architectures unimodales choisies ainsi que le nombre de couches du CentralNet pour
chaque base de données sont reportés en Annexe A, de manière à faciliter la lecture. La Table 6.3.1
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nous permet d’observer que les méthodes de fusion choisies dépendent bien de la base de données choi-
sie. Par exemple, la GMU donne de bons résultats sur mmIMDb, AFEW et Animaux, mais atteint des
performances beaucoup plus basses sur les autres problèmes. De même, la fusion tardive semble per-
mettre d’obtenir souvent de meilleurs résultats que sa variante précoce, comme déjà observé dans la
littérature [255].
Nous pouvons également noter qu’une technique de fusion multimodale peut ne pas toujours être
bénéfique, puisque lorsque la stratégie semble mal adaptée au problème, la performance obtenue peut
être inférieure à celle de la meilleure modalité seule (e.g. fusion précoce sur Animaux).
Enfin, CentralNet permet d’obtenir des résultats à l’état de l’art sur l’ensemble des problèmes et en
utilisant les mêmes modalités que les autres méthodes. Cela vient confirmer nos premières observations
sur MNIST Multimodal. Néanmoins, la justification de cet écart de performance reste très empirique et
il serait intéressant d’isoler quels facteurs permettent au CentralNet d’atteindre ces performances.
6.3.3 Analyse
Nous proposons donc plusieurs interprétations, tout d’abord en analysant l’impact de certains facteurs
sur la convergence du CentralNet. Puis en essayant de comprendre si les poids scalaires du CentralNet
permettent d’identifier différentes stratégies.
Fonction de coût Nous avons choisi, lors de la description du CentralNet, d’ajouter à la fonction de
coût basée sur le réseau central de fusion, les fonctions de coût unimodales, avec pour intuition d’ainsi
empêcher la dégradation des performances initiales des réseaux unimodaux. Les courbes grises de la
Figure 6.3.3 permettent d’observer l’impact de cette approche "multi-tâche". En, effet, la convergence
semble plus difficile et plus bruitée dans le cas d’un CentralNet optimisé sans "multi-tâche" que dans le
cas contraire. Nous pouvons également noter que cette différence s’amenuise après un nombre important
d’itérations.
Un autre élément d’importance que souligne la Figure 6.3.3 réside dans les variations des α au
cours de l’entraînement et à travers les différentes couches. Ainsi, dans les deux dernières couches du
réseau, le poids central αc (qui pondère la représentation centrale de la couche précédente) présente une
valeur bien plus importante que les poids accordés aux représentations unimodales. En revanche, pour
les deux premières couches, seuls les poids accordés au texte sont très faibles, tandis que les valeurs des
poids accordés aux représentations visuelle et centrale sont du même ordre en fin de convergence. Une
explication plausible est que, bien que le texte seul apporte des performances excellentes sur cette base de
données, sa représentation est très compacte et une fois qu’elle a été absorbée par la couche centrale après
la première somme pondérée, extraire des informations supplémentaires visuelles, tâche plus difficile
mais complémentaire, devient alors plus pertinent. Enfin, nous pouvons observer une tendance générale
à la stabilisation des α en fin de convergence du réseau.
Stratégie et valeurs des α La stabilisation des α en fin d’entraînement permet également d’aboutir à
des interprétations au sujet de la stratégie de fusion optimale à adopter pour un problème donné.
Ainsi, à partir de la Figure 6.3.4, nous pouvons dans certains cas identifier des stratégies, i.e. des
architectures de fusion particulières.
En effet, si nous reprenons l’exemple de mmIMDb, nous retrouvons les valeurs des poids visuel,
textuel et central pour chacune des couches. Ainsi, dans les premières couches, les réseaux unimodaux
apportent une contribution importante, tandis que dans les couches 2 et 3, le réseau utilise principalement
la représentation centrale. Ainsi, cela peut être vu comme une stratégie de fusion ni précoce ni tardive
(principalement au niveau de la couche 2).
Pour les bases AV-MNIST, AFEW, Animaux, et NTU-RGB+D, il est difficile d’identifier une stra-
tégie de fusion tranchée, mais nous pouvons tout de même retrouver la même tendance à donner de plus
en plus de poids à la représentation centrale en allant vers les couches supérieures. De plus, dans le cas
d’Animaux, la représentation centrale ne possède aucun poids dans les premières couches, ce qui peut
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FIGURE 6.3.3 – Illustration de l’évolution des proportions des α (Image, Texte et Central, renormalisés
pour une somme unitaire) lors de la convergence sur mmIMDb pour les 4 couches du CentralNet. No-
tons également les deux courbes des F1 Scores obtenus sur l’ensemble de test respectivement pour un
entraînement de CentralNet et un entraînement de CentralNet privé de la fonction de coût "multi-tâche".
s’expliquer car les entrées sont un spectrogramme et une image et leur fusion très précoce n’a que peu
de sens.
Enfin, dans le cas particulier de Montalbano, qui comporte 4 modalités, le poids très important donné
à la représentation centrale dans la couche 1 correspond à une fusion très précoce, même si les représen-
tations unimodales de plus haut niveau sont ensuite ré-utilisées et que le dernier poids central correspond
à une valeur nulle et donc à une fusion relativement tardive.
Ainsi, les α adoptent des stratégies de fusion souvent progressives et ressemblant à celles trouvées
manuellement dans la littérature [255]. Néanmoins, il y a un gain réel à fusionner les représentations à
plusieurs niveaux de profondeur, comme nous l’avons vu en Table 6.3.1.
Discussion Le CentralNet permet donc d’obtenir des performances à l’état de l’art sur des problèmes
de fusion différents et adopte des stratégies qui sont en partie interprétables. Notre approche présente
tout de même deux limitations importantes :
— nous sommons les représentations et devons donc adapter au préalable leurs dimensions, ce qui
peut amener à la création d’une représentation centrale non pertinente.
— nous supposons qu’il existe N couches dans les deux réseaux unimodaux et que les représentations
xi et yi correspondent à des niveaux compatibles. Ce n’est pas toujours le cas et il pourrait par
exemple être plus pertinent de fusionner xi avec yi+1.
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FIGURE 6.3.4 – Valeurs finales des αi pour les différentes couches i, sur 6 problèmes différents.
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6.4 Recherche automatique d’architectures de fusion multimodale
En introduction de la section 6.3, nous avons présenté l’analogie entre CentralNet et une approche
résiduelle. Il se trouve que les techniques de type ResNet [122] ont par exemple été étendues en Den-
seNet [133], consistant à connecter à chaque couche donnée n toutes les couches i < n précédentes. Une
telle approche, transposée au domaine multimodal, permettrait alors de résoudre le problème posé par
CentralNet, qui ne garantit pas de fusionner des représentations unimodales compatibles. Mais cela im-
pliquerait d’adapter les tailles de représentations utilisées et donc de construire un grand nombre de
connexions supplémentaires, ce qui serait particulièrement lourd.
Pour pallier le problème posé par la complexité d’approches telles que le DenseNet [133], il est
pertinent d’explorer l’espace des architectures possibles et de trouver par exemple une sous-configuration
de ce DenseNet qui soit tout aussi performante et bien moins lourde à utiliser. Il est alors même possible
de rechercher des architectures plus variées, avec des activations différentes et successions de blocs plus
élaborées. Il existe une grande variété de méthodes pour rechercher des architectures optimales pour
un problème donné [92], présentant toutes un point commun : il est nécessaire de définir un espace
de recherche des architectures constructibles, i.e. il faut pouvoir définir une architecture comme une
configuration d’éléments de base.
Nous proposons dans cette partie de construire un tel espace de recherche pour une architecture de
fusion multimodale, qui consiste finalement à une reformulation plus générale des architectures expri-
mables par CentralNet. La recherche d’architectures en elle-même est alors effectuée en appliquant l’ap-
proche Recherche Progressive et Efficace d’Architectures Neuronales ou Efficient Progressive Neural
Architecture Search (EPNAS) de Perez et al. [219] et l’efficacité des architectures obtenues est validée
sur différentes bases de données.
6.4.1 Reformulation du problème
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FIGURE 6.4.1 – Formulation du problème comme
un problème de combinaisons
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FIGURE 6.4.2 – L’opérateur de fusion paramé-
trable.
Reformulation Reprenons les réseaux unimodaux f et g et considérons maintenant qu’ils possèdent
respectivement un nombre de couches N et M. Il existe donc pour les modalités x et y respectivement
N et M représentations unimodales. Notre but est finalement de savoir comment tirer au mieux parti de
6.4. RECHERCHE AUTOMATIQUE D’ARCHITECTURES DE FUSION MULTIMODALE 109
ces représentations pour construire la meilleure décision zx,y possible. Une illustration plus visuelle en
Figure 6.4.1 nous ramène à rechercher un modèle central permettant de combiner les représentations de
manière optimale. Pour effectuer cette recherche, il faut tout d’abord revoir la formulation du problème
et les opérations qu’il est possible d’effectuer, i.e. définir un espace de recherche approprié.
Espace de recherche Pour définir l’espace de recherche, nous proposons de revenir à une opération
de fusion de base, inspirée de ce qui a été fait pour le CentralNet, mais en la rendant plus générale.
L’opération de fusion possède trois entrées : xγm , yγn des représentations unimodales respectivement
sélectionnées parmi les (xi)1...N et les (yi)1...M et c, la représentation centrale issue de l’opération de
fusion précédente. Ces trois entrées sont alors concaténées (permettant d’éviter le problème rencontré
par CentralNet des représentations de tailles différentes), puis traitées par un perceptronW , suivie d’une
non-linéarité σ γ p choisie parmi P fonctions d’activations. La somme pondérée utilisée par le CentralNet
n’est alors qu’un sous-cas particulièrement simple, oùW possède de nombreuses valeurs identiques.
Il est finalement possible de construire un réseau à partir d’une succession de ces opérations, qui
peuvent être plus formellement écrites, pour une couche i :
cl = σ γ p
i
̂
̂̂
̂
Wi
̂̂
̂̂
̂̂
̂̂
xγm
i
yγn
i
ci−1
̂̂
̂̂
̂̂
̂̂
̂
̂̂
̂
Par la suite, nous noterons une configuration d’architectures de fusion comme une séquence de tri-
plets (γmi ,γni ,γ pi ), avec i l’indice de la représentation centrale (i.e. le numéro du triplet), γmi l’indice de la
représentation venant de x, γni de y et γ
p
i la non-linéarité utilisée.
Il est intéressant de noter que l’espace des architectures que nous pouvons construire contient no-
tamment des architectures similaires au CentralNet. Le nombre total de configurations possibles dépend
alors du nombre N de représentations issues de x, du nombreM de représentations issues de y, du nombre
d’activations possibles P et du nombre L d’opérations de fusion (ou couche du réseau central). Il s’écrit
simplement (N ×M ×P)L et, pour N =M = 16, P = 2, L = 5 avoisine les 3.51∗1013 configurations. Ce
nombre énorme a pour conséquence de proscrire toute approche directe consistant à seulement explorer
toutes les configurations possibles.
6.4.2 Recherche d’architecture
Recherche progressive C’est pourquoi nous proposons d’adapter un algorithme de recherche progres-
sive d’architectures [178, 220], de manière à pouvoir réduire l’exploration (et donc le temps de calcul)
nécessaire. Cette approche consiste à explorer l’espace de recherche progressivement, en le divisant en
différents niveaux de complexité. Elle conduit à d’aussi bons résultats finaux que des approches plus
directes [330, 331] (et donc beaucoup plus coûteuses). Et cela s’explique par le fait que le problème de la
recherche d’architectures est facile à diviser en des étapes de complexité croissante (les différents blocs
du réseau peuvent être vus comme des "micro-espaces" de recherche [178, 220, 331]). Ainsi, l’idée est
d’échantillonner les architectures de manière séquentielle, au sens de la complexité, i.e. de la plus simple
vers la plus complexe. De la même manière, dans notre cas, nous commençons notre recherche en échan-
tillonnant uniquement un seul opérateur de fusion, puis en construisant des modèles plus complexes en
ajoutant de plus en plus d’opérateurs, jusqu’à atteindre une profondeur L du réseau central. Il est impor-
tant de noter que l’espace que nous avons construit précédemment est suffisamment contraint et présente
de bonnes propriétés pour ce type de recherche.
Algorithme L’idée principale de l’algorithme est d’apprendre un modèle permettant de prédire l’accu-
racy d’un échantillon d’architecture donné. Ce modèle, dit "fonction auxiliaire", est entraîné au fur et à
mesure de la recherche progressive de l’espace et permet finalement de réduire le nombre d’architectures
de fusion à entraîner et évaluer en prédisant la performance de configurations non observées.
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Algorithm 1 Algorithme MFAS
1: procedure MFAS
2: pi : fonction auxiliaire
3: f,g : réseaux unimodaux
4: L : nombre maximal de couches de fusion
5: Esearch : nombre d’itérations de recherche
6: Etrain : nombre d’epochs d’entraînement
7: K : nombre d’échantillons d’architectures de fusion
8: Strain,Sval : ensemble d’entraînement et de validation
9: Tmax,Tmin : valeur maximale et minimale de la température
10:
11: T ← Tmax // Fixer la température
12: B,A← {} // Ensemble des architectures et de leur performance associée.
13: for e = 1ȂEsearch do
14: F1← Γ1 // Ensembles des architectures de fusion pour (L = 1)
15: M1← buildFusionNets(S1,f,g)
16: C1← train(M1,Strain,Etrain)
17: A1← evaluate(C1,Sval)
18: B,A←B∪S1,A∪A1
19: pi ← updateSurrog(S1,A1)
20: for l = 2ȂL do
21: F ′l ← addLayer(Fl−1,Γl)
22: Aˆ′l ← predAccuracies(F ′l ,pi)
23: Pl ← computeProbs(Aˆ′l,T)
24: Fl ← sampleKArchi(F ′l ,Pl,K)
25: Ml ← buildFusionNets(Sl,f,g)
26: Cl ← train(Ml,Strain,Etrain)
27: Al ← evaluate(Cl,Sval)
28: B,A←B∪Fl,A∪Al
29: pi ← updateSurrog(Sl,Al)
30: T ← updateTemp(T,Tmax,Tmin)
31: end for
32: end for
return topK(B,A,K)
33: // Return best K from all sampled archs.
34: end procedure
Nous proposons d’utiliser comme "fonction auxiliaire" un réseau récurrent, puisque les échantillons
d’architectures de fusion ont des longueurs variables ([γ i]i∈{1,Ȃ,L}). Par la suite, nous l’appellerons pi . Les
paramètres de pi sont mis à jour à l’itération i par descente de gradient stochastique sur un sous-ensemble
de Γi avec des valeurs observées d’accuracy Ai.
Notre procédure, nommée MFAS, est décrite dans l’algorithme 1. Celui-ci se base en partie sur
les approches progressives précédentes [178]. Ainsi, l’algorithme commence avec un modèle de fusion
le plus simple possible, i.e. à L = 1. Puis, des niveaux de complexité supplémentaires sont ajoutés les
uns après les autres en échantillonnant K architectures avec une probabilité qui est une fonction des
prédictions de pi (lignes 23 and 24).
Nous avons également implémenté des itérations de recherche (Esearch) et un échantillonnage basé
sur une température (Tmax,Tmin) de la même manière que dans l’approche EPNAS [220]. Cela permet de
faire en sorte que la fonction auxiliaire ne guide pas la recherche à partir de prédictions biaisées à cause
d’observations trop partielles, notamment lors des premières itérations. L’usage de la température permet
en effet d’avoir un degré de confiance progressif en la fonction auxiliaire : en début d’entraînement,
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Méthodes AV-MNIST mmIMDb [18] NTU-RGB+D [250]
CentralNet 87.86 % 0.6223 89.36 %
MFAS 88.38 % 0.6250 90.04%
TABLE 6.4.1 – Comparaison des performances obtenues par nos deux méthodes sur trois bases de don-
nées multimodales.
Method Modalités Accuracy sur le validation
5 meilleures architectures trouvées aléatoirement
[(3,3,2),(5,3,2)] image + spect. 0.9174
[(1,1,2),(4,3,1),(5,2,1)] image + spect. 0.9190
[(5,3,1),(4,1,2)] image + spect. 0.9196
[(5,2,1),(5,3,1)] image + spect. 0.9224
[(5,3,1)] image + spect. 0.9222
Moyenne (écart-type) 0.9203 (0.0021)
5 meilleures architectures trouvées par MFAS
[(3,3,2),(5,2,1),(1,3,1),(1,1,2)] image + spect. 0.9258
[(5,2,1),(5,2,2),(5,1,1)] image + spect. 0.9260
[(5,3,1),(4,2,1),(5,3,1)] image + spect. 0.9270
[(5,3,1),(4,2,1),(3,3,2)] image + spect. 0.9266
[(4,3,1),(5,3,1),(4,3,1),(5,3,1)] image + spect. 0.9268
Moyenne (écart-type) 0.9264 (0.0004)
TABLE 6.4.2 – Évaluation de notre méthode de recherche (en bas) et d’une méthode par exploration
aléatoire (en haut) sur AV-MNIST. Les configurations sont décrites par des séquences de triplets dans
l’espace de recherche avec M = 3,N = 5,P = 2.
on favorise une exploration, puis en réduisant la température, on donne de plus en plus de poids aux
prédictions de pi (ligne 30).
Enfin, pour gagner en temps de calcul, les échantillons d’architectures sont entraînés pendant très
peu d’epochs (comme dans ENAS [221]) et les poids appris sont si possible partagés entre les différentes
architectures. Traiter des réseaux de fusion multimodale demande énormément de ressources de calcul
et ces techniques de réduction sont donc essentielles dans notre cas.
6.4.3 Validation expérimentale
Détails d’implémentation Nous avons fait le choix d’utiliser P = 3 activations : sigmoïde, ReLU et
LeakyReLU. Les modèles unimodaux sont les mêmes que ceux utilisés pour CentralNet (décrits en
Annexe A) et impliquent que N etM changent suivant les bases de données. Enfin le nombre maximal L
de couches de fusion est fixé à 4 pour toutes les bases de données.
Bases de données Comme nous le verrons par la suite, les temps de calcul pour MFAS sont consé-
quents. C’est pourquoi nous avons choisi de limiter notre étude à trois bases de données sur lesquelles
nous avions déjà évalué CentralNet (et qui sont donc décrites dans la partie précédente) : AV-MNIST
(chiffres en image + son), mmIMDb (genre d’un film à partir de son affiche et de sa synopsis), et NTU-
RGB+D (actions à partir d’une vidéo + squelette).
La Table 6.4.1 permet d’attester que la méthode MFAS, tout comme CentralNet, atteint d’excellentes
performances sur plusieurs problèmes différents. De plus, elle dépasse systématiquement CentralNet
d’une marge statistiquement significative.
Comparaison avec une recherche par exploration uniquement Un premier élément que nous sou-
haitons vérifier est l’efficacité de la méthode de recherche comparée à un échantillonnage aléatoire. La
Table 6.4.2 reporte les résultats obtenus pour une exploration aléatoire (partie haute) et pour MFAS (par-
tie basse). Les deux approches utilisent le même nombre d’échantillons (180 configurations). Nous mon-
trons la configuration et l’accuracy des 5 meilleures architectures trouvées par chacune des méthodes.
Dans le cas de la méthode d’exploration aléatoire, nous constatons un écart-type entre les différents
scores beaucoup plus important que dans le cas de MFAS. De plus, la méthode MFAS permet d’obtenir
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Méthode Modaltiés Accuracy (%)
Approches unimodales
LSTM [250] squelette 60.69
part-LSTM [250] squelette 62.93
Spatio-temp. attention [259] squelette 73.40
Inflated ResNet-50 + Glimpse Cloud [26] vidéo 86.6
Approches multimodales
Shahroudy et al. [251] vidéo + squelette 74.86
Shahroudy et al. [251] vidéo + squelette 74.86
Bilinear Learning [127] vidéo + squelette 83.30
Bilinear Learning [127] vidéo + squelette + profondeur 85.40
2D/3D Multitask [187] vidéo + squelette 85.50
Coopération + fusion tardive produit [284] vidéo+squelette 86.4
Réseaux unimodaux f et g
f : Inflated ResNet-50 [26] vidéo 83.91
g : Co-occurrence [169] squelette 85.24
Nos approches
Fusion tardive [252] vidéo + squelette 88.60
CentralNet vidéo + squelette 89.36
MFAS vidéo + squelette 90.04
TABLE 6.4.3 – Résultats des approches MFAS et CentralNet et d’approches à l’état de l’art (fin 2018)
sur NTU-RGB+D.
en moyenne des résultats plus compétitifs, soulignant donc l’intérêt de la recherche progressive d’une
configuration optimale.
Comparaison avec l’état de l’art (fin 2018) sur NTU-RGB+D Pour le cas de la base de données
NTU-RGB+D qui est très utilisée par la communauté, nous avons également étudier la position de nos
deux solutions comparée à l’état de l’art.
Ainsi la Table 6.4.3 souligne tout d’abord la compétitivité des deux réseaux unimodaux f et g sur
lesquels nous nous sommes basés. Ensuite, nous pouvons noter que les méthodes multiniveaux que nous
proposons permettent d’atteindre des performances proche ou même dépassant l’état de l’art.
6.4.4 Architectures trouvées
La Figure 6.4.3 illustre l’architecture de fusion trouvée par MFAS pour deux des bases de données.
Dans le même esprit que pour CentralNet, nous pouvons retrouver des différences importantes entre
les architectures obtenues. En revanche, il est beaucoup plus difficile de trouver une interprétation aux
architectures échantillonnées, bien qu’il soit possible de faire quelques liens entre par exemple la com-
plexité du modèle et celle du problème à résoudre. En effet, NTU-RGB+D est un problème beaucoup
plus complexe et avec beaucoup plus de dimensionnalité que mmIMDb, ce qui implique alors d’exhiber
des relations beaucoup plus complexes entre les représentations unimodales.
6.4.5 Convergence
La Figure 6.4.4 montre le comportement de notre procédure de recherche en traçant l’erreur sur
l’ensemble de validation de NTU-RGB+D obtenue par les architectures échantillonnées.
Nous pouvons observer que les architectures échantillonnées présentent des performances de plus
en plus stables au fur et à mesure que la recherche est effectuée. Cette stabilisation s’explique par deux
éléments. Les poids partagés entre les différentes itérations sont de plus en plus efficaces au cours de la
recherche. Et le fait d’utiliser une température décroissante permet de donner de plus en plus de confiance
à la fonction auxiliaire, qui sélectionne alors des modèles de plus en plus pertinents et semblables. Enfin,
nous pouvons noter que, lors des dernières itérations de l’algorithme, l’erreur moyenne (étoiles) sur
l’ensemble de validation est beaucoup plus faible qu’au départ.
Un autre effet propre à notre espace de recherche est le fait que même lors des premières itérations de
l’algorithme, il est possible d’aboutir à certaines configurations fournissant de bonnes performances sur
l’ensemble de validation. Comme les architectures échantillonnées ne sont entraînées que pour quelques
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FIGURE 6.4.3 – Architectures de fusion obtenues pour mmIMDb (gauche) et NTU-RGB+D (droite).
epochs, cet effet n’est pas nécessairement un indicateur clair de la qualité d’une architecture échantillon-
née. En effet, il est possible d’échantillonner une opération de fusion très simple mais de l’appliquer à
des représentations unimodales très profondes et d’ainsi obtenir de meilleures performances que d’autres
architectures plus complexes, qui donneront pourtant dans les prochaines itérations de meilleurs résultats
du fait de la mise à jour de leur poids.
C’est pour cette raison que notre approche d’échantillonnage par température offre la possibilité
de s’échapper de ces fausses configurations optimales, qui peuvent être vues comme de faux optima
locaux. Ainsi, cela souligne encore une fois l’importance de reposer sur la fonction auxiliaire qu’une fois
l’exploration bien avancée, afin d’éviter de rester bloqué sur les premiers résultats biaisés. Nous avons
choisi de manière empirique (par comparaison avec une décroissance linéaire) d’utiliser une décroissance
exponentielle pour la température d’échantillonnage (illustrée dans la partie gauche de la Figure 6.4.4).
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FIGURE 6.4.4 – Descente de température (gauche) et son effet sur les écarts d’erreur dans les modèles
échantillonés (droite). Un point correspond à l’erreur obtenue par une architecture échantillonnée, une
étoile correspond à la moyenne des erreurs des architectures échantillonnées et l’aire bleue permet de
visualiser l’intervalle de confiance.
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6.4.6 Temps de calcul
La Table 6.4.4 résume les temps de calcul et le matériel utilisé lors des différentes expériences. Une
approche mutli-GPU a été nécessaire pour effectuer des entraînements sur NTU-RGB+D en conservant
des tailles de batch ne perturbant pas la convergence. Les temps de calcul plus importants sur NTU-
RGB+D s’expliquent donc notamment par la dimensionnalité importante des entrées, qui implique alors
des modèles plus complexes et donc un espace de recherche plus large.
Bien que ces temps de calcul soient importants, il faut garder à l’esprit qu’ils sont effectués qu’au mo-
ment de l’entraînement, donc une seule fois. Trouver manuellement une méthode permettant d’atteindre
ce type de performance impliquerait un coût bien plus important qu’une semaine de calcul.
Enfin, bien que les résultats obtenus soient particulièrement bons, les architectures trouvées pré-
sentent le défaut d’être beaucoup moins interprétables que celles proposées par CentralNet. Les deux
méthodes peuvent donc être pertinentes, suivant que le besoin tende plus vers un besoin d’interprétation
de la stratégie ou vers un besoin de performance maximale.
Base de données GPUs Esearch×L Temps de recherche Temps moyen par
(P100) (itération) (heures) itération (heures)
AV-MNIST 1 3∗4 = 12 3.42 0.285
mmIMDb 1 5∗3 = 15 9.24 0.616
NTU-RGB+D 4 3∗4 = 12 150.91 12.57
.
TABLE 6.4.4 – Temps de calcul
6.5 Conclusions
6.5.1 En résumé
Ce chapitre a permis d’apporter trois contributions au domaine de la fusion multimodale. Tout
d’abord, nous avons proposé une méthode pour simuler une base de données multimodale en jouant
sur deux facteurs : le bruit propre à chaque modalité et le recouvrement de l’information entre les moda-
lités. Cette base de données nous a alors permis d’évaluer différentes stratégies de fusion et de confirmer
que la stratégie optimale dépend du problème à traiter.
Cela nous a naturellement amenés à nous concentrer sur une méthodologie pour adopter automatique-
ment la meilleure stratégie pour un problème donné. Nous avons donc construit dans un premier temps
CentralNet, composé d’un modèle de fusion multiniveau, centralisant les représentations des réseaux
unimodaux. Pour permettre de choisir quelles représentations utiliser, nous avons utilisé des "portes"
modélisées par des scalaires, appris en même temps que l’ensemble du réseau. Cette approche a obtenu
des résultats à l’état de l’art sur sept bases de données multimodales différentes et a également permis
d’interpréter différentes tendances en termes de stratégie.
Enfin, nous avons étendu le principe de CentralNet en proposant de formuler la construction de ce
réseau central de fusion multimodale comme un problème de recherche d’architectures. Pour cela, il nous
a fallu définir un espace de recherche des architectures multimodales qui soit pertinent et qui permette
d’appliquer des techniques de recherche progressives, i.e. qui soit décomposables en blocs très simples.
Nous avons donc arbitrairement formaliser l’opération de fusion, de manière à définir une architecture
multimodale comme une composition de ce type d’opérations. Les résultats obtenus dépassent également
ceux de CentralNet et sont donc à l’état de l’art sur les trois bases ayant servi pour l’évaluation. Bien
que très performante, cette dernière méthode présente le désavantage d’être plus coûteuse en temps de
calcul (pour l’entraînement) et moins interprétable que CentralNet. Il y a donc également un compromis
à trouver entre ces deux méthodes, chacune pouvant être utile suivant les besoins d’un utilisateur.
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6.5.2 Perspectives
Extension de l’espace de recherche Dans MFAS, nous avons volontairement énormément simplifié
le bloc de fusion à la base de toute architecture. Les architectures explorées sont donc tout de même
limitées à certains comportements spécifiques. Or certaines méthodes particulièrement efficaces en fu-
sion multimodale impliquent d’utiliser des techniques telles que des mécanismes d’attention multimo-
dale [125, 182], consistant à repondérer les représentations unimodales en fonction d’un contexte multi-
modal. Il serait donc intéressant d’autoriser ce type de comportements, ainsi que d’autres opérateurs, tels
que des produits bilinéaires.
Tirer le meilleur parti des deux approches CentralNet et MFAS présentent tous deux des avantages et
des inconvénients. En s’inspirant de méthodes de recherches d’architectures récentes [179], il serait pos-
sible de trouver un meilleur compromis entre performance et interprétation, en effectuant une recherche
d’architectures multimodales mais en se basant sur des "portes" (i.e. des poids sur chaque branche du
réseau). De plus, il serait alors possible d’initialiser la recherche d’architecture à partir d’une première
configuration trouvée par CentralNet.
Problèmemultimodal et temporel Les problèmes multimodaux, dont certains que nous avons abordés
dans ce Chapitre, sont parfois également temporels. Pour NTU-RGB+D par exemple, nous avons évacué
ce problème en considérant les représentations moyennes temporelles. Mais la notion de d’ordre créé
par la temporalité possède dans certains cas un impact important (e.g. pour reconnaître une séquence
d’actions) et le prendre en compte permettrait sûrement d’atteindre de bien meilleures performances.
Une méthode usuelle pour traiter des entrées séquentielles est le réseau récurrent (évoqué dans le
Chapitre 2 et illustrée par la Figure 2.1.5), qui peut tout à fait être appliqué dans le cas d’entrées multi-
modales. De nombreux aspects entrent alors en jeu, comme le niveau de la fusion temporelle comparé
à celui de la fusion multimodale, certains préconisant une fusion multimodale avant la fusion tempo-
relle [308], d’autres après [196]. Et finalement nous retombons sur le même problème de recherche
d’architectures que celui que nous venons d’aborder pour la fusion multimodale. Il serait donc pertinent
d’adapter nos deux méthodes à ce type de problématique, en intégrant par exemple la fusion temporelle
comme une opération supplémentaire à prendre en compte.
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Nous proposons de conclure ce manuscrit à travers un résumé des contributions apportées face aux
problématiques soulevées en introduction. Des limitations de ces contributions seront ensuite discutées
et ouvertes à perspectives en Section 7.2.
7.1 Contributions
Les travaux qui ont été présentés dans ce manuscrit se sont inscrits dans le contexte des réseaux de
neurones profonds et de leur application à des données dites multimodales. Lors de cette thèse et comme
souligné en Section 1.2 de l’introduction générale, nous avons été confrontés à différentes probléma-
tiques inhérentes aux problèmes multimodaux. Ainsi, nous avons cherché à adresser celles-ci à travers
diverses contributions, que nous résumons en reprenant les problématiques abordées en Section 1.2 de
l’introduction générale.
7.1.1 Fusion entre modalités
Étant données la grande variété de problèmes multimodaux et les nombreuses méthodes de fusion
multimodale qui y sont associées, face à un nouveau problème multimodal il est particulièrement diffi-
cile de sélectionner une stratégie de fusion efficace. Nous avons donc proposé différentes contributions,
notamment pour vérifier que la stratégie optimale de fusion dépend du problème à traiter mais aussi pour
être capable d’adapter la stratégie de fusion à chaque problème.
Contributions Nous avons validé cette observation dans les Chapitres 3 et 6, où différentes méthodes
de fusion de l’état de l’art ont été évaluées et ont obtenu des résultats très variables suivant les problèmes
abordés. Ainsi, nous avons proposé dans le Chapitre 3 de nous limiter à une fusion particulièrement
simple et tardive, de manière notamment limiter les effets de la faible taille de l’ensemble d’entraîne-
ment. Dans le Chapitre 6, nous avons ensuite proposé deux nouvelles solutions de fusion multimodale
(CentralNet et MFAS), permettant de s’adapter au problème multimodal et d’ainsi dépasser l’état de l’art
sur une variété de problèmes. CentralNet (cf. Section 6.3) consiste en la définition d’un réseau de neu-
rones central qui fusionne les représentations issues de réseaux unimodaux pré-entraînés en apprenant à
les combiner via une pondération adéquate. Cette fusion par pondération permet alors de modéliser dif-
férentes architectures et d’ainsi trouver une configuration plus adaptée pour le problème donné. MFAS
a permis d’étendre cette idée en définissant un plus grand nombre de configurations et en utilisant une
méthode de recherche d’architectures progressive pour sélectionner les meilleures architectures pour le
problème donné.
Enfin, nous avons abordé dans le Chapitre 5 un problème de transfert de connaissances multi-sources,
pouvant être vu comme un problème multimodal très particulier. En effet, les représentations extraites par
les différents modèles pré-entraînés peuvent être perçues comme autant de modalités décrivant le signal
d’origine (i.e. le visage qui a été traité par les modèles). Rassembler ces représentations et en tirer une
information sémantique correspond alors à la définition d’un problème multimodal telle que donnée en
Chapitre 2, mais dans un cas où le nombre de modalités est important et où l’on possède peu d’exemples
annotés. C’est pourquoi nous avons proposé un apprentissage non supervisé sous la forme d’un auto-
encodeur, rejoignant des méthodes de fusion multimodales cherchant à réduire la dimensionnalité en
exploitant les corrélations entre modalités.
Limitations Les méthodes de recherche d’architectures de fusion proposées correspondent à des temps
d’entraînement pouvant devenir très importants (cf. MFAS), pour des gains de performances pouvant être
perçus comme relativement marginaux. Notons néanmoins que le temps nécessaire à la conception ma-
nuelle d’une bonne stratégie de fusion multimodale peut être conséquent et devrait être pris en compte
dans ce contexte. Comme évoqué dans les perspectives du Chapitre 6, l’aspect temporel a été également
très peu traité par nos approches de fusion multimodale. En effet, lorsque nous étions confrontés à des
représentations séquentielles (e.g. NTU-RGB+D), nous nous sommes contentés d’utiliser une moyenne
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temporelle des représentations extraites. Bien que se révélant efficace, cette opération est destructrice et
pourrait amener pour certains problèmes multimodaux une perte importante de performance. Ainsi, tem-
poralité et multimodalité pourrait être explorée conjointement, en ré-utilisant des techniques similaires à
celles du Chapitre 6. Il est également important de noter, que bien que les évaluations des méthodes de
fusion ont été effectuées sur de nombreux ensembles de données et se sont révélées très performantes,
nous nous sommes tout de même restreints à une définition spécifique d’un problème multimodal. En
effet, les problèmes que avons présenté dans ce manuscrit supposent une perception simultanée des dif-
férentes modalités. Dans le cadre d’une interaction, il est plus probable que la perception des modalités
soit séquentielle, une modalité pouvant piloter le traitement d’une autre. Par exemple, le Visual Question
Answering consiste à répondre à une question (modalité textuelle) à partir d’une modalité visuelle. Appli-
quer des méthodes tels que CentralNet et MFAS serait alors plus difficile et impliquerait une adaptation
importante, en prenant en compte les techniques très différentes utilisées. Nous détaillerons dans les
perspectives générales quelques propositions d’adaptation et piste de réflexion pour relier ces différents
problèmes multimodaux.
7.1.2 Grande dimensionnalité du signal d’entrée et faible quantité de données
L’utilisation de contenus multimodaux implique souvent des entrées avec une dimensionnalité élevée
et des bases de données contenant peu de données annotées (particulièrement dans le cas de l’émotion
multimodale). Nous avons donc proposé différentes méthodes pour éviter les effets négatifs dus à cette
haute dimensionnalité, tels que la difficulté à converger ou le sur-apprentissage.
Contributions Pour pallier le faible nombre de données et à leur importante dimensionnalité, nous
avons exploré des techniques de transfert de connaissances et de réduction de la dimensionnalité, au sens
large, dans l’ensemble des chapitres. Avec les Chapitres 3 et 6, nous avons illustré l’intérêt d’utiliser
des modèles pré-entraînés pour extraire des représentations pertinentes des différentes modalités et ainsi
limiter l’effet de sur-apprentissage dû à la grande dimensionnalité des entrées. Par exemple, le Chapitre 3
relate nos deux participations à une compétition internationale de reconnaissance multimodale de l’émo-
tion. Il a permis de distinguer une variété de modèles pré-entraînés sur d’autres tâches et d’autres bases
de données, afin d’extraire de manière robuste des représentations de plus faible taille des modalités
visuelles et audio. Le choix des modèles pré-entraînés à utiliser s’est révélé crucial, puisque les trans-
ferts de connaissances effectués en 2018, avec des modèles pré-entraînés sur des données plus variées
et des tâches plus proches de la reconnaissance d’émotion ont conduit à des performances supérieures à
celles de 2017. Cette importance du choix des modèles pré-entraînés s’est également manifestée dans le
Chapitre 6, qui a consisté en la fusion multimodale de représentations issues de modèles pré-entraînés et
étant déjà particulièrement performants sur une modalité donnée.
Le Chapitre 4 a permis également de s’intéresser à des approches d’apprentissages multi-domaines,
en entraînant un modèle avec la même tâche (reconnaissance d’expressions faciales) sur 3 bases de
données très différentes (taille, type d’images, qualité des annotations), permettant de montrer qu’un
changement de domaine peut avoir beaucoup d’impact sur la performance. De plus, ce chapitre nous
a permis d’affiner la notion de représentation de l’expression faciale et d’ainsi proposer l’utilisation de
modèles avec des couches cachées de dimensions très réduites, conduisant à une bonne généralisation et
une meilleure interprétation des résultats obtenus. Enfin, au lieu de chercher à sélectionner (de manière
heuristique ou automatique) le meilleur modèle pour un transfert de connaissances, le Chapitre 5, a été
l’occasion de proposer une nouvelle approche de transfert multi-source (i.e. dans le cas où nous souhai-
tons transférer simultanément les connaissances contenues par plusieurs modèles pré-entraînés). Nous
avons ainsi proposé une méthode en deux étapes, consistant tout d’abord en à rassembler les représen-
tations extraites par les différents modèles pré-entraînés en une unique représentation de dimension plus
réduite. Ensuite, nous avons utilisé une approche de distillation pour ré-entraîner un modèle unique et
plus léger à prédire cette représentation unique. Cette approche en deux étapes a permis de transférer la
connaissance contenue dans différents modèles d’analyse faciale vers un unique réseau de neurones, don-
nant d’excellents résultats sur des tâches liées à cette connaissance et permettant donc une représentation
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compacte et robuste des visages.
Limitations Nous avons proposé de résoudre le problème de la grande dimensionnalité du signal (à
la vue du faible nombre de données d’entraînement) en utilisant des approches de transfert de connais-
sances. Celles-ci peuvent finalement être vues comme une manière d’augmenter implicitement le nombre
de données d’entraînement et d’ainsi aider à la généralisation. En revanche, ces techniques nécessitent
que la tâche et le domaine à traiter présentent des liens avec ceux utilisés pour pré-entraîner des mo-
dèles. En effet, nous avons eu la chance d’être confronté à un problème d’analyse faciale, qui est un
sujet déjà très exploré et où de nombreuses tâches ont été résolues. En revanche, il pourrait exister éga-
lement des problèmes avec des entrées hautement dimensionnelles et où un transfert de connaissances
devient plus difficile, peu de tâches avec un domaine très large se révélant réellement pertinentes pour
le transfert. Il serait alors plus pertinent de favoriser d’autres techniques (telles que les approches semi-
supervisées [266, 17, 135], de l’augmentation des données [71, 174, 27], etc. ).
7.1.3 Performances et complexité des modèles
Le fait de traiter des signaux de grandes dimensions et de disposer d’un grand nombre de données
implique aussi de disposer d’une bonne capacité d’apprentissage de la part du modèle et donc souvent
d’une complexité importante et d’un large nombre de paramètres. Or, cette complexité peut rendre le
modèle inapte (notamment en termes de temps de calcul) à être ré-utilisé dans des applications réelles
par la suite, voire l’amener à ne pas généraliser au-delà des données vues pendant son entraînement. Il
est donc intéressant de chercher à réduire cette complexité, tout en conservant, voire en améliorant les
performances.
Contributions C’est pourquoi nous avons abordé cette notion de sélection de modèles et de réduc-
tion de la complexité à travers différents chapitres. Dans le Chapitre 3 nous avons repris le principe
du rasoir d’Occam, consistant à choisir systématiquement pour deux solutions ayant des performances
équivalentes celle qui est la plus simple (e.g. au sens du nombre de paramètres, du nombre d’opérations
nécessaires, etc. .). Cette heuristique visant à réduire drastiquement le nombre de paramètres a conduit à
un gain de performance et à une réduction du temps de calcul, permettant d’envisager un usage en temps
réel de la reconnaissance automatique de l’émotion.
La représentation cachée de très faible taille et le nombre de paramètres réduits du modèle ResNet-
disc utilisé dans le Chapitre 4 se sont également avérés concluants, montrant qu’il est possible d’atteindre
des performances élevées avec des modèles particulièrement légers. Le processus de distillation utilisé
dans le Chapitre 5 a été une autre manière de résoudre ce problème de sélection des modèles, en rassem-
blant et distillant la connaissance de plusieurs modèles en un seul réseau de neurones avec un nombre de
paramètres réduits. Le réseau de neurones obtenu a obtenu des performances du niveau de l’état de l’art
sur différentes tâches
Enfin, bien que les approches de fusion multimodale utilisées dans le Chapitre 6 soient relativement
lourdes en nombre de paramètres, si nous ne considérons que l’opération de fusion et non les opéra-
tions unimodales, la complexité des modèles reste réduite. Particulièrement dans le cas de CentralNet
(cf. Section 6.3), l’opération de fusion en elle-même ne comporte qu’un seul paramètre par modalité et
un paramètre pour la représentation qui précède, tandis que le réseau central conserve un nombre de
paramètres inférieurs à celui des réseaux unimodaux déjà entraînés.
Limitations Bien que nous nous soyons intéressés à la complexité de nos modèles et que nous ayons
recherché un compromis entre performances et taille de modèle, nous n’avons aucune certitude d’avoir
trouvé le compromis optimal, du fait de l’impossibilité de tester l’ensemble des configurations de mo-
dèles. Par exemple, les dimensions des représentations utilisées dans les Chapitres 4 et 5 ont été sélec-
tionnées par validation croisée, mais nous sommes loin d’avoir testé toutes les possibilités, puisque ces
représentations dépendent également de la profondeur du modèle utilisé pour les extraire et des données
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utilisées pour l’entraînement. Il serait donc intéressant de repartir de méthodes de sélection de modèle
heuristiques tels que le critère d’Akaike [5]) et de les adapter dans le cadre particulier de ce manuscrit.
En effet, nous pourrions par exemple modifier la recherche d’architectures effectuées au Chapitre 6 en
ne mesurant non pas une performance classique sur l’ensemble de validation, mais en prenant également
en compte la configuration d’architecture choisie (notamment la complexité de celle-ci), structurant ainsi
plus facilement l’espace de recherche et poussant la sélection des modèles simples et performants.
7.1.4 Interprétabilité
Le fait d’utiliser un apprentissage neuronal peut souvent conduire à un effet "boîte noire", i.e. à une
difficulté à interpréter les décisions produites par le modèle et à analyser ses représentations cachées.
Nous avons proposé des solutions permettant d’obtenir des informations plus complètes sur la qualité de
l’apprentissage qu’un simple indicateur de performance.
Contributions Dans les Chapitres 3 et 4 nous avons étudié différents protocoles d’évaluation des mo-
dèles dans le cadre de la classification, en prenant notamment en compte des différences de distributions
entre les ensembles d’entraînement et de test.
Nous avons également introduit des mesures des performances plus complètes en réalisant plusieurs
entraînements avec des initialisations différentes et en conservant la valeur moyenne et la variance des
performances obtenues, ce qui s’est révélé être un indicateur précieux dans le cadre de la comparaison de
différentes méthodes (e.g. en comparant différentes méthodes de fusion très proches dans le Chapitre 6).
En proposant une couche cachée de dimension très réduite dans le Chapitre 4, nous avons pu facile-
ment visualiser et interpréter des directions au sein de l’espace créé par cette représentation cachée. De
plus, l’utilisation d’un GAN nous a permis de confirmer des liens avec des directions psychologiques de
l’émotion, permettant ainsi de mieux comprendre la nature des représentations apprises par un réseau de
neurones lors de la reconnaissance des expressions faciales.
Dans le Chapitre 6, nous avons aussi cherché à interpréter les choix de stratégies obtenues par notre
modèle CentralNet, en étudiant les valeurs des poids accordés à chaque modalité. Cela a permis de
valider le fait que les stratégies de fusion les plus optimales varient avec les problèmes multimodaux à
résoudre. Quant à notre méthode MFAS, bien que les architectures obtenues soient moins interprétables,
nous avons pu identifier certaines tendances en termes de choix de stratégies, notamment en termes de
complexité des fusions suivant le problème à résoudre.
Limitations Il est important de garder à l’esprit que les interprétations que nous avons effectuées l’ont
été dans des contextes précis et en restant tout de même à un niveau élevé d’interprétation. Cette expli-
cabilité limitée est inhérente à de nombreuses approches d’apprentissage profond, même si des pistes
d’amélioration existent [317, 211]. Pour pouvoir améliorer les interprétations de ce qui a été appris par
nos modèles, il faudrait poursuivre des efforts d’explicabilité, en combinant nos approches à des analyses
du processus de décision. Par exemple, il est possible de construire des CNN [316] dont le processus de
décision est plus interprétable et il serait donc intéressant de distiller nos approches dans ce type de
modèles explicables, comme cela a été fait pour d’autres travaux [62].
7.1.5 Émotion dans le monde réel
La reconnaissance des émotions est un problème résolu dans un cadre contrôlé et en se basant sur des
expressions faciales exagérées [185]. En revanche, les techniques qui obtiennent d’excellents résultats
dans ce contexte deviennent bien moins efficaces lorsque les expressions sont plus naturelles et dans des
conditions plus réalistes (mouvements, occlusions du visage, etc. ) [80], ce qui implique l’utilisation de
nouvelles approches, permettant notamment de construire des représentations plus robustes des émotions.
122 CHAPITRE 7. CONCLUSION GÉNÉRALE
Contributions Cette notion de robustesse a été traitée dans les Chapitres 3 car nous avons été confronté
à des vidéos enregistrées dans des conditions très réalistes et nécessitant une véritable perception mul-
timodale pour être correctement analysées. De plus, nous nous sommes concentrés sur la modalité par-
ticulière de l’expression faciale et avons veillé à obtenir un modèle avec une meilleure robustesse de
représentation, avec notamment une meilleure stabilité temporelle des prédictions, mais également une
représentation capable de généraliser sur différents domaines, comme étudié dans le Chapitre 4.
Nous avons également utilisé des ensembles de données très larges disposant d’une annotation de
l’expression faciale issue de l’espace latent d’un réseau de neurones préalablement entraîné à reconnaître
des émotions discrètes (e.g. colère, joie). Cette annotation automatique et continue a notamment permis
d’obtenir un modèle de modification de l’expression faciale applicable dans des conditions réelles, du
fait du très grand nombre d’exemples observés. Le Chapitre 5 a permis de dépasser l’état de l’art actuel
(2019) en reconnaissance d’expression faciale sur RAF, notamment car celui-ci exploite des connais-
sances issues de diverses modèles, permettant potentiellement de compenser plus facilement le bruit dû
à des conditions réalistes.
Enfin, l’exploitation de la multimodalité de l’émotion a également été étudiée rapidement dans les
Chapitre 6, permettant d’obtenir des résultats encourageants sur la base de données AFEW, bien que
ceux-ci n’aient pas pu être validés sur l’ensemble de test officiel mais seulement sur l’ensemble de
validation disponible.
Limitations Nous avons proposé une solution de reconnaissance de l’expression faciale particulière-
ment robuste et performante. Pour améliorer notre approche multimodale de reconnaissance de l’émo-
tion, nous pourrions consacrer autant d’attention à d’autres modalités, telles que les expressions vocale
ou corporelle. De plus, les évaluations de reconnaissance multimodale de l’émotion ont été produites
à partir d’une base de données de faible taille, avec des biais spécifiques (distribution des classes très
déséquilibrée, bruit d’annotation, etc. ). Pour complétement valider notre modèle, il serait donc pertinent
de chercher à l’appliquer sur d’autres bases de données multimodales [45, 168], de la même manière que
nous l’avons fait pour la reconnaissance d’expression faciale.
7.2 Perspectives générales
Après avoir détaillé nos contributions et certaines de leurs limitations, ouvrant à quelques perspec-
tives à court terme, nous présentons des perspectives plus générales qui en découlent. Nous proposons
tout d’abord d’élargir et d’améliorer notre système de reconnaissance de l’émotion, en considérant de
nouvelles expressions et de nouveaux contenus. Ensuite, un élément observable de manière récurrente
dans nos approches est la prise en compte limitée de la séquentialité. Cela nous conduit naturellement
vers une extension de nos contributions pour explorer cette dimension essentielle à la résolution de
nombreux problèmes. Nous proposons également quelques pistes relatives à la formulation même d’un
problème multimodal, avec la nécessité de prendre en compte une interaction séquentielle entre les mo-
dalités. Enfin, nous revenons sur la question du transfert des connaissances et de l’apprentissage d’un
modèle plus général.
7.2.1 Intérêt des expressions de l’émotion
Dans ce manuscrit, bien qu’utilisant différentes expressions de l’émotion à travers le Chapitre 3,
nous nous sommes concentrés plus spécifiquement sur l’expression faciale. Comme explicité dans les
limitations, il serait donc intéressant d’apporter des contributions sur des modalités moins exploitées
dans la littérature. Un point important est alors d’identifier les raisons pour lesquelles les expressions
vocales et corporelles ont été peu utilisées (par les approches neuronales) jusqu’ici.
Cela peut d’abord s’expliquer par le fait que la plupart des bases de données contenant du son ou des
corps entiers sont de faibles tailles ou ne sont pas annotées en émotion. Il est alors difficile d’apprendre
un réseau de neurones sur celles-ci. Au contraire, pour l’expression faciale, nous disposons de larges
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bases de données de visages statiques, dont la tâche d’annotation a été beaucoup plus aisée que pour
les autres modalités. Une autre raison est le fait qu’il est difficile de mesurer une émotion qu’à partir
de l’expression corporelle, celle-ci pouvant se révéler beaucoup plus subtile qu’une simple expression
faciale.
Des solutions pour améliorer la reconnaissance de l’expression vocale [6] ont consisté à annoter
un large ensemble de vidéos de célébrités (VoxCeleb [201]) grâce à un modèle de reconnaissance de
l’expression faciale, puis à apprendre à partir de ces annotations un réseau de neurones utilisant la partie
audio des vidéos, construisant ainsi à faible coût un modèle de reconnaissance de l’expression vocale.
Une méthode similaire pourrait être utilisée dans le cadre de l’expression corporelle, à condition
d’identifier suffisamment de données contenant des corps entiers dans un contexte émotionnel. Il serait
alors possible d’apprendre à reconnaitre des expressions corporelles en se basant sur des annotations de
l’expression faciale.
Enfin, pour mieux comprendre les différentes expressions et pouvoir créer certains liens entre elles,
le contexte (e.g. la scène visuelle, les objets présents, la scène audio) pourrait se révéler extrêmement
utile. C’est ce que cherchent à illustrer Lee et al. [168], qui ont notamment proposé très récemment
une base de données de 13 000 vidéos annotées en émotion discrète et contenant des éléments contex-
tuels nécessaires à la compréhension de l’émotion. Une perspective prometteuse serait alors d’adapter
un processus de distillation mutuelle [321] au contexte multimodal, à partir de ces 13 000 vidéos, en
entraînant simultanément : (a) un modèle de reconnaissance de l’expression faciale déjà pré-entraîné,
(b) un modèle de reconnaissance de l’expression vocale (pouvant être pré-entraîné par exemple sur Vox-
Celeb), (c) un modèle de l’expression corporelle (pouvant être pré-entraîné sur des tâches de détection
de squelettes [169]), (d) un ou des modèles contextuels (pouvant être pré-entraînés sur des tâches de
reconnaissances d’objets, de description de scènes, de reconnaissance de son, etc. ).
Les modèles ainsi entraînés permettraient probablement d’améliorer les performances en reconnais-
sance de l’émotion, mais également de mieux étudier les liens entre les différentes modalités d’expression
de l’émotion, en s’approchant d’un processus de traitement plus humain ou tout du moins véritablement
multimodal.
7.2.2 Prise en compte des données séquentielles
Nous avons été confrontés à différents types de données temporelles tout au long du manuscrit : son,
séquences d’images RGB de différents type (visages, scène avec des êtres humains, animaux), d’articu-
lation du corps, de cartes de profondeur, etc. . Nous avons consacré une partie du Chapitre 3 à l’exploita-
tion de cette temporalité, i.e. cet ordre temporel et nous avons abouti dans le cas de la reconnaissance des
émotions à une conclusion déjà observée par les gagnants de la compétition Youtube8M [196] et assez
surprenante : l’ordre dans lequel la séquence de visages est observée ne change pas la performance. Et
l’apprentissage de modèles temporelles complexes telles que les LSTM n’aboutit donc pas à une amélio-
ration dans le cas de AFEW. Nous nous sommes donc contentés tout au long du manuscrit de résoudre
le problème de la réduction temporelle en moyennant toutes les représentations en une seule. Des tech-
niques assimilables à du clustering, telles que NetVLAD [15] ont été employées avec succès dans des
contextes comme le challenge Youtube8M et pourraient s’avérer pertinentes dans notre cas.
Néanmoins, il est tout à fait possible que cette absence de bénéfice dans l’exploitation de l’ordre
temporel soit spécifique à certaines problématiques. En effet, les deux tâches où l’ordre ne semble que
peu importer sont la classification d’émotion et la classification d’objet (au sens large) dans des vidéos.
Il s’agit de tâches très particulières et évaluées sur des bases de données spécifiques, avec des vidéos
relativement courtes. Par exemple, comme proposé notamment par Barros et al. [31], la reconnaissance
d’émotion pourrait être considérée à une échelle plus longue et avec des transitions plus continues entre
différents états émotionnels. Pour ce type de tâches, il semble probable que l’ordre temporel deviendrait
tout à fait pertinent et apporterait beaucoup. Notons que les bases de données permettant de résoudre ce
type de problèmes restent malgré tout de faible taille, du fait du coup important de l’annotation, ce qui
implique forcément des difficultés à entraîner un modèle sans sur-apprentissage. Comme évoqué dans
les perspectives du Chapitre 3, il serait possible d’utiliser des approches semi-supervisées pour diminuer
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ce problème.
Une autre explication possible serait que l’absence d’ordre temporel provient de l’extracteur de la
représentation. En effet, dans les deux exemples que nous avons cités, l’ordre temporel était recherché
au niveau de représentations extraites par un réseau déjà entraîné. Ces représentations ont été apprises à
partir d’images, par nature statiques et il est donc possible qu’elles effacent implicitement des éléments
pertinents pour déterminer un ordre temporel entre les images. Nous pouvons donc entrevoir à nouveau
un problème similaire à celui que nous avons cherché à résoudre dans le cadre multimodal : existe-t-il un
niveau de représentation plus pertinent que les autres pour effectuer la fusion temporelle ? Faut-il utiliser
différentes couches de représentations de l’extracteur de représentations ?
1
2
3
N
?
FIGURE 7.2.1 – Illustration de configurations de fusion temporelle : différents niveaux de représentations
extraits par un CNN peuvent être utilisés et différents opérateurs de fusion temporelles (correspondant ici
au point d’interrogation entouré) peuvent y être appliqués. Les visages sont issus de la base de données
AFEW
Pour répondre à ces questions, il serait possible d’exploiter une méthode de recherche d’architecture,
par exemple similaire à EPNAS. L’espace de recherche consisterait alors en différentes configurations
illustrées en Figure 7.2.1 définies par (a) un choix du niveau i de représentation à utiliser et (b) un
opérateur de fusion temporelle f (moyenne, moyenne pondérée, LSTM, attention, NetVLAD, etc. ). Il
serait alors possible de construire progressivement une configuration plus complexe, en combinant les
représentations fusionnées obtenues par différents couples (i, f ).
De plus, comme évoqué dans la conclusion du Chapitre 6, il serait alors possible d’intégrer cette re-
cherche de fusion temporelle au sein de la recherche d’une architecture de fusion multimodale, en cher-
chant notamment à résoudre le problème non trivial de l’ordre dans lequel les deux opérations doivent
être effectuées : fusion temporelle sur les réseaux unimodaux puis fusion multimodale ? Ou fusion mul-
timodale pour chacun des composants des séquences, puis fusion temporelle des représentations résul-
tantes ? Voire peut-être un procédé hybride, permettant de mêler les deux types de fusions.
7.2.3 Des liens avec d’autres types de problèmes multimodaux
Comme déjà évoqué dans les limitations relatives à nos contributions en fusion multimodale, les
problèmes que nous avons présentés ont supposé une perception simultanée des différentes modalités.
Mais cette perception n’est pas systématique dans le monde réel, puisque beaucoup de comportements
sociaux découlent d’une interaction. Il est alors plus probable que la perception des modalités soit sé-
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quentielle, i.e. qu’une modalité soit perçue en amont d’une autre, afin d’en piloter la perception. Par
exemple, le Visual Question Answering [14] consiste à répondre à une question (modalité textuelle) à
partir d’une modalité visuelle. Il est alors nécessaire de développer d’autres techniques de fusion permet-
tant de construire des liens spécifiques entre les modalités et d’ainsi retrouver les informations visuelles
souhaitées. Une variété de méthodes différentes est ainsi proposé dans ce domaine. Des extensions telles
que le Video Question Answering [313] sont aussi proposées, consistant à rechercher la réponse à une
question à partir de contenus temporels et multimodaux (séquence d’images + texte par exemple).
L’ensemble des techniques utilisées pour résoudre ces problèmes (fusion bilinéaire [153], méca-
nismes d’attention [10], factorisation [34]) présentent tout de même des points communs avec certaines
approches appliquées à des problèmes plus classiques. Il serait donc intéressant de chercher à analyser
les causes de cette différence d’utilisation : est-ce uniquement dû à la nature du problème ? Ou cela
pourrait-il provenir d’une non-communication entre les deux communautés (i.e. fusion audiovisuelle et
VQA) ?
Pour répondre à ces interrogations, il serait pertinent d’effectuer des recherches d’architectures multi-
modales dans le cadre du VQA, ou tout du moins en incluant les différents opérateurs de fusion proposés
par les méthodes de VQA, et d’ainsi pouvoir mieux identifier si les améliorations apportées par ces opé-
rateurs s’appliquent à un domaine spécifique ou peuvent également s’étendre à d’autres problématiques.
Nous avons utilisé le cadre du VQA comme perspective, puisqu’il s’agit d’un problème actuellement
très exploré et donc où de nombreuses ressources sont à disposition. Néanmoins, il existe de nombreuses
autres extensions vers d’autres types de problèmes multimodaux où il est nécessaire d’avoir une percep-
tion multimodale asynchrone. Nous pouvons plus spécifiquement citer le domaine large des interactions
dyadiques [52], i.e. des dialogues, qui cherche à prendre en compte le fait que nos expressions (voire
notre "manière d’être") sont influencées par notre interlocuteur, et vice versa.
En revenant au cas d’application particulier de l’analyse des émotions, cela permettrait par exemple
de mieux les différencier en leur donnant un contexte social et réaliste, amenant à des distinctions liées
à de véritables mécanismes internes, i.e. physiques. De plus, des recherches récentes [36] ont montré
que la composante couleur seule du visage permettrait de déterminer très facilement si une expression
faciale est suscitée par une émotion réelle ou jouée, cela s’expliquant par le fait que l’émotion aurait
des conséquences physiques sur notre visage, au-delà de simples activations musculaires. Il serait alors
possible de reconsidérer nos approches actuelles dans un contexte de dialogue, en considérant émotion
réelle et jouée et en donnant ainsi un degré de complexité supérieure aux émotions reconnues.

Annexe A
Architectures unimodales pour
CentralNet
Notations spécifiques à l’annexe Conv désigne un bloc convolutif, composé d’une convolution, d’une
BN et d’une activation (reLU si non précisé). Perceptron N.L. désigne un perceptron suivi d’une BN et
d’une activation (reLU si non précisé). Perceptron désigne un perceptron classique.
AV-MNIST Nous avons utilisé un réseau LeNet-5 [167] pour l’image. Pour l’audio, nous avons implé-
menté un réseau similaire au LeNet-5, mais avec deux blocs convolutifs supplémentaires au niveau de
l’entrée, pour passer du spectrogramme en 112×112 à la sortie de la conv3 de dimension 14×14×32,
dimension égale à celle en sortie de la conv1 du LeNet-5.
Image Fusion Audio
Couche Dimensions Couche Dimension Couche Dimension
Conv1 56 x 56 x 8
Conv2 28 x 28 x 16
Conv1 14 x 14 x 32 Conv3 14 x14 x 32
Conv2 7 x 7 x 64 Conv 7 x 7 x 64 Conv4 7 x 7 x 64
Perceptron N.L. 1024 Perceptron N.L. 1024 Perceptron N.L. 1024
Perceptron 10 Perceptron 10 Perceptron 10
TABLE A.0.1 – Architecture complète pour AV-MNIST
Montalbano Les architectures de fusion sont identiques pour chacune des quatre modalités. Il s’agit
d’un MLP composé de 3 couches de perceptron N.L. , passant par les dimensions 400, 128, 42 et d’un
perceptron passant de 42 à 21. The fusion architecture includes one multilayer perceptron per modality,
each having 3 layers of size : 400×128, 128×42, 42×21. De même pour le réseau central.
mmIMDb Nous avons utilisé la même approche que les auteurs de mmIMDb et avons donc appliqué
des MLP sur les modalités extraites sous forme de descripteurs compactes.
Texte Fusion Image
Couche Dimensions Couche Dimensions Couche Dimensions
Perceptron N.L. 2048 Perceptron N.L. 2048 Perceptron N.L. 2048
Perceptron N.L. 512 Perceptron N.L. 512 Perceptron N.L. 512
Perceptron 23 Perceptron 23 Perceptron 23
TABLE A.0.2 – Architecture complète pour mmIMDb.
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AFEW Nous avons utilisé le ResNet-18 du Chapitre 3 comme base pour la modalité Image et un simple
extracteur de descripteurs OpenSmile [97] pour la modalité audio. L’ensemble est traité par des MLP.
Image Fusion Audio
Couche Dimensions Couche Dimensions Couche Dimensions
Perceptron N.L. 512 Perceptron N.L. 2048 Perceptron N.L. 512
Perceptron N.L. 128 Perceptron N.L. 128 Perceptron N.L. 128
Perceptron 7 Perceptron 7 Perceptron 7
TABLE A.0.3 – Architecture complète pour AFEW.
Animaux Le modèle visuel est un Inflated Resnet-50 [54] et le modèle audio est composé de six conv,
d’un pooling (7 par 7) et d’un perceptron. Le réseau central possède la même architecture que le réseau
audio en enlevant les deux premiers conv. . Pour gérer la dimension temporelle dans la somme pondérée,
les représentations sont moyennées sur l’axe temporel.
NTU-RGB+D Le modèle visuel est un Inflated Resnet-50 [54] tandis que le modèle appliqué au sque-
lette est un réseau convolutif avec un module dit de co-occurence [169], permettant de prendre en compte
plus particulièrement la différence entre deux instants t. Le modèle central est un réseau convolutif si-
milaire au modèle appliqué au squelette, mais sans le module de co-occurence et sans les deux premiers
conv. .
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