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Abstract
To date, most offshore wind farms are deployed in coastal regions including both
well-mixed regions and other areas where water-column stratification plays an
important role such as regions of freshwater influence and seasonally stratified
shelf seas. In the UK for example, a number of offshore wind farms have been
commissioned and approved in Liverpool Bay, which is a key region of freshwater
influence, and approved in regions of the North Sea where the water column can
stratify seasonally. While there has been significant work on determining the
local environmental impacts of offshore wind farms, in particular when they
relate to the structural integrity of the turbines (e.g. scour), there has been far
fewer studies focusing on the water column dynamics in complex regions such as
regions of freshwater influence, even though they have a significant control on
the ecosystem.
This project addresses both issues: assessment of the modelling techniques;
and impact of offshore wind farms on the dynamics of regions of freshwater in-
fluence. This is achieved via a numerical modelling study in which a new module
was developed to simulate the impacts of offshore structures in the Proudman
Oceanographic Laboratory Coastal Ocean Modelling System (POLCOMS). The
overall model was then applied to a case study in Liverpool Bay, which is a salin-
ity driven, hyper-tidal region of freshwater influence with complex dynamics in
the North West of the UK and where an increasing number of offshore windfarms
have been deployed since 2003.
This new module is based on a modified drag force approach, which takes
xix
both momentum and turbulence effects into account by introducing impact equa-
tions and additional terms to the governing equations of the momentum solver in
POLCOMS and of the k-e turbulence model (General Ocean Turbulence Model,
GOTM). The updated coupled model is then implemented for Liverpool Bay
with numerical simulations covering the full year 2008 and with 55 turbines rep-
resented in the model. It is validated using mooring data over the same period at
selected locations in Liverpool Bay. A yearly time series of temperature, salinity,
velocity and density shows that the model predicts the hydrodynamics well, and
that inclusion of the wind farms in the model results in a slight improvement
of numerical predictions based on skill values. A number of sensitivity tests ad-
dress the influence of the modelling techniques used on the numerical results.
These include a model-model comparisons considered the relative effect of tak-
ing into account changes to momentum and turbulence equations. The results
demonstrate that using only one equation change (either momentum or turbu-
lence) overestimates the effects of a structure in the water column and that both
momentum and turbulence should be considered when assessing the impacts of
structures in a 3D model. Finally, numerical results from the best simulation
are analysed to determine the impact of the offshore wind farms on the region of
freshwater dynamics. The position of the wind farms controls the level of impacts
in the region of freshwater influence. When the wind farm is positioned in an
area were the ambient velocity is high, the velocity is affected. In contrast, where
the velocity is lower, the salinity and temperature is more affected. The main
conclusions are: even a small number of structures do have a discernible impact
on the dynamics of a region of freshwater influence; the representation of offshore
wind farms in the model, considering momentum and turbulence modifications
to governing equations, is critical for predictions of the total impact on the water
column in a 3D model.
xx
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Chapter 1
Introduction
1.1 Background
Society has been built on power and is reliant on a continuous, stable source of
energy with various generation methods having been developed and used through
history. As such, energy production has been a key research area for many
centuries. With the booming global population exceeding 7 billion people, the
demand for energy has never been higher. Old and new emerging global markets
as well as increased demands on food and transport have given rise to energy
consumption levels of 524 × 1015 Btu in 2013. The U.S Energy Information
Administration produces the International Energy Outlook (IEO) report which
presents historical values of global energy demand and produces a forecast up to
2040.
1
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Figure 1.1: World Consumption (EIA 2013 Report, [26]), Btu ×1015 against
year. Black represents the OECD countries and red represents the non-OECD
countries.
Figure 1.1 splits both historical values and projections into Organisation
for Economic Cooperation and Development (OECD) countries (black) and non-
OECD countries (red). For information, the OECD (Organisation for Economic
Cooperation and Development (www.oecd.org, 2016 [32]) include countries with
generally mature economies, while non-OECD countries tend to have emerging
economies. EIA IEO, 2013, [26] estimates a 58% increase in energy consumption
by 2040, which is mostly driven by the increase in non-OECD countries.
There are many forms of energy used in modern society, however we will only
focus on electricity generation methods in the United Kingdom. Figure 1.2 shows
the energy production by generation methods in the UK in the second quarter of
2013. The Figure shows that electricity is predominately generated by so called
fossil fuels, coal 35% and gas 28.5%. These are generally one of the cheapest
and reliable methods of production and have been used for decades in the UK.
However, when using fossil fuels, harmful by-products are released which can
contribute to climate change.
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Figure 1.2: Electricity Production by type (UK Energy Roadmap update,
2013, [28])
While our main focus of this thesis is on the marine renewable sector, in this
section we briefly discuss the background of energy production in the UK.
1.1.1 Power and Energy
In fundamental physics, power is a measure of the work used in time. The conser-
vation of energy states; ‘Energy cannot be created or destroyed, only converted
from one form to another’. An example includes the conversion of calories in our
food to energy used by our bodies to move. This principle can be seen through-
out the universe, sunlight to heat and gravitational potential to kinetic energy
are just a few simple examples.
Humans have become capable of using this conversion to their advantage.
Throughout history, a range of methods for converting energy to forms that are
useful to mankind were discovered and developed, for example water mills were
used to power mill stones to produce flour, these used river flows to turn a wheel.
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The steam engine was one of the largest leaps in history; the patent in 1769
of the first commercial engine which is widely credited for starting the indus-
trial revolution in the UK. Over this period, the UK experienced unprecedented
growth and provided the foundations for modern society (www.bbc.co.uk, 2014
[77]).
Human society is closely intertwined with energy availability, Figure 1.3
shows the population growth with predictions up to the year 2025. The pop-
ulation boost around the beginning of the 1800’s was due to the start of the
industrial revolution and increase of available energy. The graph shows the pop-
ulation levels over the last ten thousand years. What is very obvious is this
jump from under one billion to over seven billion in 300 years. The energy has
been used in many industries including farming, providing people with food and
increases in medicine allowing people to live longer and healthier lives.
Figure 1.3: Population Growth (Holtz, 2011 [37])
Modern day society is entangled with the supply of energy. This is emphasized
when countries go to war; much of the war effort is focused towards providing
energy. The Arctic convoys in WW2 by the Merchant navy are considered one
of the major reasons for winning the war which mainly comprised of fuel and
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food. The average cost of living in the UK has increased steadily year on year
the overarching reason for which can be linked to the cost of oil.
Finding new sources of energy is one of the most important tasks for many
engineers and scientists all over the world. Renewable methods are one option,
the advantage being renewable energy is continuously regenerating and has low
environmental impacts. This could refer to sources such as sunlight, wave power,
tidal power and geothermal energy, each provides a seemingly infinite energy
source. There are other more advanced sources that also provide a stable energy
supply however they have greater environmental impacts, the nuclear industry
being one such method. Nuclear power is not a renewable energy because it
uses uranium which is limited however the environmental impacts are low if
the issue with nuclear waste is dealt with carefully. Nuclear waste and safety
issues provide an issue for many people, nuclear disasters such as Chernobyl set
public opinion against the nuclear industry even though the major events are
rare (www.world-nuclear.org, 2016 [8]).
1.1.2 Fossil Fuels
Oil, gas and coal are used in various different technologies and industries around
the world. Figure 1.2 shows the energy production by type, it shows 64.3% of
electricity in the UK was generated by fossil fuels in 2013.
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Figure 1.4: World Electricity generation by fuel type (IEA, 2011 [3])
Figure 1.4 shows the UK is consistent with the world average production
which favours fossil fuels. There are two major issues with this, firstly the sources
of fuel are depleting and secondly the process of converting the fuel into electricity
creates greenhouse gases. The industrial revolution came about because the UK
had vast amounts of coal in large seams. During the last 200 years, these seams
have become less profitable to mine because of access becoming too difficult and
as a result, expensive. There is debate within the industry about the levels of
fossil fuels remaining and reports present conflicting ideas. However the general
conclusions are that they will run out and new sources need to be found as soon
as possible.
1.1.3 Climate Change
Climate change is one of the major issues for society in the 21st Century. A major
side effect from the energy generation process is exhaust gases, predominately
carbon dioxide (CO2). CO2 is a major contributor towards global warming due
to its ability to reflect the heat, increasing the greenhouse effect between the
Earth’s surface and the atmosphere. The climate change conference in Doha,
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Qatar 2011 revealed the CO2 emissions had risen by 2.6% on 2010 levels to a
total of 35.6 billion tonnes. It was also revealed that some 80% of the total
increase was due to emerging markets (Non-OECD) (Gray, 2012 [30]).
Figure 1.5 shows the increase on CO2 concentrations in the atmosphere us-
ing historical ice measurements and direct records from the 1960’s. The graph
clearly shows a correlation to the population graph (Figure 1.3), therefore there
is a possible link between the industrial revolution and the increase in global
population. In simple terms, more people, more energy required. When fossil
fuels are burnt, a by-product is CO2 therefore it is important to find methods of
production that have limited greenhouse by-products.
Figure 1.5: CO2 concentration, (Mackay,2008 [48])
There is an obvious correlation between the patent of the James Watt steam
engine (which burns coal, releasing CO2 into the atmosphere) and the concentra-
tion increase of CO2. The Watt steam engine permitted the mines to dig deeper
and at a significantly lower cost than before meaning it became widely used.
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Therefore as more engines and new methods such as steam driven turbines are
used, the emissions increase. It can be concluded from this, that reducing the
emissions from energy generation methods could decrease the global CO2 output
and help to decrease the rate of climate change.
1.1.4 Renewable Energy
Hydro power, which includes any system that uses a water head difference as
the driving force is one of the oldest renewable sources known to man. Water
wheels have been around for hundreds of years, the Hoover Dam, built during
the depression in the USA at the end of the Grand Canyon provides energy into
the grid. All these methods use the kinetic energy in the water to turn turbines.
Other methods such as wind farms, solar and geothermal provide alternatives.
This sector provides a whole new area for humans to continue developing into
major sources of power. As the projects develop, the environmental consideration
must be quantified, for example building a large concrete dam across a river
produces large amounts of energy however it also fundamentally changes the local
environment. Large areas of land upstream are flooded and the river downstream
is then controlled by the flow through the dam. Balancing the need for energy
and environmental concerns has become a large part of the planning process.
Many energy systems are available for use to produce renewable energy. Some
of the more common, commercially viable methods include on and offshore wind
farms, solar panels, geothermal techniques and hydroelectric dams. There are
other methods in research and development stages which include tidal turbines
and wave energy converters that have proven themselves at single device level
and now being tested in array form to produce a commercially viable option in
some locations where the water flows are large enough.
Europe is at the forefront of the renewable industry; we host some of the
leading research institutes and have a geographical position which consists of
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high wind speeds on and offshore, the second highest tidal range in the world
and some of the fastest flowing tidal flows. Across the entire industry, the UK
was able to generate 4% of all energy used by renewable sources (UK Energy
Roadmap, 2013 [28]). Since 2003, the UK has had an offshore wind industry
which has grown to become the largest in the world. Investment has led to
a total of 3.5 GW capacity which can generate 9.7 TWh in 2013 (UK Energy
roadmap, 2013 [28]).
1.2 Marine Environment and Energy Systems
As Britain is an island nation with some of the largest tides in the world, it is in a
position to harvest tidal energy for all around its shores giving a strong position
in the marine renewable energy market. Within the marine environment, the
main source of energy is the kinetic energy of the tides, wind and the waves.
Essentially, the energy systems exploit the kinetic energy in the fluid whether air
or water. This can be achieved either directly by converting kinetic energy from
fluid (wind turbines, tidal turbines) or indirectly by first storing the fluid and
then releasing it to generate power, for example the proposed Swansea Lagoon
in Wales. Many different methods have been proposed over the last 50 years,
examples include tidal barrages, which are developed with particular sites in
mind. Others such as wave energy converters that can be deployed where ever
there are large enough waves. The wave energy converter creates electrical energy
from the vertical motion of the waves. There are a number of concept machines
in development, one such device was the Pelamis wave converter. This device
was consists of a number of cylindrical modules connected by hydraulic rams.
Using the tides to generate power has been used for generations. Within the
last 25 years, large investments in tidal energy converters have seen a full size
tidal turbine installed in Strangford Lock in Northern Ireland. There are two
types of turbines; the horizontal axis and the vertical axis turbines commercially
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available. Typically the horizontal axis turbine is the preferred method because
of the greater efficiency. Pentland firth in Scotland is the site of the first offshore
tidal turbine array, which will provide electricity into the National Grid and vital
research data for further development.
More experimental designs for TEC’s include the oscillating paddle. When
the water moves over an aerofoil an area of low pressure is created and lift
is produced, causing a boom to rise and fall. This creates torque in a drive
shaft to turn a generator. These devices have not been developed past academic
assessments.
1.2.1 Offshore Wind Farms
Offshore wind has grown to become one of the major renewable energy sources
used in the UK currently meeting around 5% of the UK electricity annual re-
quirement (www.thecrownestate.co.uk, 2016, [24]) which equals almost 15 TWh
generated. There are currently 1465 turbines across 28 projects with a total
installed capacity of 6GW. A further 14.3 GW is in construction or planned
approval stage and 3GW in planning. The UK currently has the largest offshore
installed capacity anywhere in the world as of 2013 (UK Energy roadmap, 2013
[28]).
The UK offshore wind-farm industry is one of the fastest growing renewable
energy sectors in the country. Government subsidies have lead to more than 20
fully commissioned or partially operational sites in UK waters. The sites were
categorized in three rounds of planning. Round one were the first to be given
permission, these were used as experimentation sites.
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Figure 1.6: UK windfarm map, 2012, showing the sites of all windfarms
deployed and in development on the UK continental shelf, shown by the light
brown line, The Crown estate, [24]
Figure 1.6 shows the existing and planned OWF sites around the UK. The
large purple areas represent the large round three developments planned. Smaller
sites are plotted however the scale difference means that are not immediately ob-
vious. Several of these sites have been cancelled in recent years, most notably the
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large round 3 wind-farm in the Northern Irish Sea. Guidelines allowed a max-
imum of 30 turbines over a total area of 10km2, this gave the industry a good
indication of the limitations of the devices. The signs were promising, giving
confidence to the Crown Estate to continue with the round two sites, which are
much larger. Currently all round one farms are fully commissioned, many round
two sites are partially constructed and round three are in the detailed planning
stage. The Renewables Obligation (RO) was first set to 20% of electricity gen-
eration by 2020, then power was given to ministers to extend the RO. This was
then increased to 30% of electricity generation by 2020 to help to provide the
UK EU Renewable Directive of 15% of all energy by 2020 (Toke, 2010 [71]).
A wind turbine is a device that converts wind motion to electrical energy
supported on a vertical support structure fixed to a foundation either in the
seabed for offshore or concrete foundations for onshore applications.
Figure 1.7: An offshore wind turbine in situ, AnHolt Denmark,
www.offshorewind.biz [78]
OWF are generally made of vertical cylindrical foundations piles which are
anchored to the seabed. The construction costs are directly linked to the water
Chapter 1. Introduction 13
depth due to the amount of material needed to support the turbine above the
water column. This can be seen on Figure 1.6 which shows OWF’s are limited
to the relatively shallow UK waters on the continent shelf (thin brown line).
Due to the size of the round one wind-farms (typically 3m-7m diameter
monopiles) a small impact on the hydrodynamics in the water column could
be seen on the hydrodynamics. Most of the computer models used to test the
effects have either relied on 2D with a momentum reduction or 3D with a seabed
momentum sink term. In this thesis we will test this theory by comparing a
momentum sink method to the full effects model developed for this project.
Wind farms, naturally need to be in areas of high and consistent winds.
This also means the wind will interact with the seas more than any other area,
because of this the wind turbines need to be engineered to withstand the forces.
This would usually mean larger foundations and as a direct result of this, more
momentum will be lost from the water flow. This can cause the local environment
to change dramatically as well as effecting the areas away from the site itself.
This does not necessarily mean it changes the environment in a detrimental way,
a news article by Mark Fischetti, [27] reports the work of Mark Jacobson who
is suggesting that using wind turbines to reduce the momentum could result is
them stalling hurricanes before they make landfall. However, to accomplish this,
over 78000 turbines were needed. In theory, this could be a good thing, however
the cost of development would far exceed any benefits. Not to mention, most of
the turbines will barely produce any power when hurricanes force winds are not
present due to necessary spacing between structures.
Wakes
Wakes behind OWF turbines are common place both above and below the water
column. Wakes are generated by the interference in flow due to a structure.
Wind turbine structures have foundation piles below the water and a spinning
blade in the air flow which both cause wakes.
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Figure 1.8: Picture of air wakes behind wind turbines, Horns Rev windfarm,
Denmark. (www.noaanews.noaa.gov, 2011 [53], credit to Vattenfall)
Figure 1.8 shows the wakes of wind turbines in the air, a phenomenon usu-
ally invisible but caught on camera at the Horns Rev wind farm in Denmark.
Air wakes generally are studied using computer simulation methods due to the
difficulty in gaining in situ air flow measurements to fully test the wake. Air
wake effects can be felt many diameters downstream of the turbine (Barthelmie
et al, 2009 [11]) the direction of which is fully dependant of the direction of the
flow speed at the time. Various studies have been conducted investigating flow
patterns around offshore wind farms (Rethore, 2009, [63], Stovell et al, 2010,
[68]) over the years.
Wind turbines rely on an unaffected air flow in order to generate the maximum
possible power therefore array layout has a direct effect on the total power output.
Several studies have been conducted to predict the most efficient layouts to ensure
the best case scenario is used (Barthelmie, 2010, [12], Kusiak, 2010 [45]).
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Figure 1.9: Offshore wind turbine wake trails,
www.americansgeophysicalunion.tumblr.com, [50]
More recently, focus has changed towards the environmental impacts of re-
newable devices on the water column and bathymetry. Aerial photography can
capture wakes behind turbine structures in the correct conditions. Figure 1.9
depicts darker wakes in water behind the turbines. These are attributed to the
mixing in the water column caused by the turbine foundation which increases the
amount of sediments through the water column. This is a common sight behind
any man made structure in a marine environment making wakes that are visible
to satellite imaging. Vanhellemont and Ruddick, 2014 [74] used Landsat 8 (Roy
et al, 2014 [62]), a joint NASA and USGS collaboration satellite to compare
the wakes behind offshore wind farms in the southern North Sea. This study
looks at 7 placements totalling 2186 MW installed capacity and predominately
focuses on the suspended particulate matter in the water column. The resolution
of Landsat 8 (approximately 30m) means the darker matter filled wakes can be
seen clearly behind the turbines, the direction of which is dependant on the tidal
flow direction. The study reports plumes are 30m to 150m wide and typically
extend 1km+ downstream.
Chapter 1. Introduction 16
Baeye and Fettweis, 2014 [10] used an experimental approach to confirm the
hypothesis presented in Vanhellemont and Ruddick, 2014 [62]. The study utilizes
an acoustic profiling method by using a Doppler current profiler (ADCP) to infer
spatiotemporal sediment plume dynamics. The paper confirms a link between
sediment plumage and turbines in the OWF. The planned increase of OWF’s
will lead to continuing effects on the hydrodynamics in coastal ocean systems.
Turbine structures also effect the local wave field by redirecting the reflection
and refraction (van der Molen et al, 2015 [73]).
The engineering aspects of the turbine have been studied for many years, to
the point where the turbines are as efficient as is physically possible taking the
Betz Limit into account and losses in the conversion process. The Betz Limit is
a numerical limit stating the the maximum energy that can be extracted from a
turbine is 59.3% in free flow/unrestricted water. This law is derived from the con-
servation of mass and momentum of a fluid stream flow and an idealised actuator
disk. Typically, a turbine can achieve 10-30% conversion of kinetic energy. It is
only recently that the impacts of putting very large structures into the marine
environment been studied in any details. With the development of mathematical
models, sediment flow around the foundations have been investigated. Harris
et al, [32], use a mathematical model to chart the development of scour over a
period of time and compare this to physical data collected at the site.
Scour pits develop when the structures change the flow dynamics, which
causes sediment movement and creates the pits around the structures. This may
then require intervention to stop scour exposing the foundations. Several options
are available to the constructors however all are costly therefore the models are
important to assess the correct level of scour protection needed on a case by case
basis.
There is a lot of interest in the modelling community on structure impact in
the coastal environment. This is because currently we are reliant on simulation
techniques to predict the impacts of offshore structure due to the lack of large
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scale arrays. This means there is a lack of field data surrounding any offshore
array that can be used. The two common methods of modelling turbines are the
momentum sink approach and the bottom friction method. The bottom friction
method increases the bottom friction term to approximate the presence of a
structure in the water column, the increase is averaged over the water column.
This method is predominantly used in 2D simulations because of the average
through the water column is suitable for this model type (Atwater and Lawrence,
[9], Garrett and Cummings,[70] and Sutherland et al, [69]). The second approach,
the momentum sink method which using a momentum sink/source term in the
governing equations to simulate the presence in a water column. This can be an
average throughout the water column or it can be calculated through the water
column in a 3D model. The latter is the more comprehensive method, however
requires greater computer power. Therefore depending on the application either
method can be used.
As computer power has become cheaper, models are able to use ever more
complicated techniques. There is work being carried out to update existing
models with turbine inclusion modules, for example Yang and Wang, 2011 [82]
have compared the bottom friction to the momentum sink method to represent
tidal turbines in an enclosed bay for the purpose of analysing the effects on
the hydrodynamics. The authors have developed a turbine module for FVCOM
(finite volume coastal ocean model), quantifying the effects on the hydrodynamics
and power outputs. This shows that hydraulic modelling can be an effective way
of studying the impacts of structures in the coastal environment.
There is a distinct lack of research investigating the effects of structures on the
hydrodynamics in the wakes. This work aims to address this gap in knowledge.
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1.2.2 Region of Freshwater influence
A Region of Freshwater Influence (ROFI) is the name for an area of a coastal
ocean with significant freshwater input. The name, first coined in the 1993
by J. Simpson, (Simpson et al, 1993 [66]) is the generalisation of river plume
terminology. ROFI’s are a vital link between the saline, coastal water and the
fresh fluvial water from river estuaries which typically experience strong salinity
gradients at the freshwater front.
ROFI’s are an area of research that is in its infancy with only a small number
of studies over the last 20 years that have quantified some of the physical processes
which drive the flux of freshwater and in turn carbon, nutrients and pollutants
from land to the ocean. Work such has been carried out to define the effects of
vertical mixing and tidal straining (De Boer et al, 2006 [15], Simpson et al, 1990
[66]).
Strain Induced Periodic stratification (hereafter known as SIPS) (Simpson et
al, 1990 [66]) was a key process in freshwater/saline water interaction in Liver-
pool Bay (a ROFI) conducted prior to the construction of any offshore structures.
Classic theory assumed that the exchange flow was a gravity-driven circulation,
However SIPS introduces the hypothesis that offshore and onshore flow direc-
tions change the stratification due to shear effects. When the flow is onshore, the
shear in the tidal current structure interacts with the offshore salinity gradient
which induces stratification, in contrast when the flow is offshore the shear acts
as destabilising force destroying the stratification. In the context of this work,
applying an additional obstruction at this sensitive salinity front may cause in-
stabilities in the vertical structure. This is one of the questions this study aims
to investigate.
The ability to measure turbulent kinetic energy in the marine environment
has led to the evolution of the understanding of structure of dissipation in a
ROFI (Rippeth et al, 2001 [60]). The evidence presented in this paper supports
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the SIPS theory by showing enhanced dissipation levels on the flood phase of the
tide by processing ADCP measurements in Liverpool Bay. These measurements
counter the traditional theory that stratification is caused purely by density.
SIPS has since been used to describe the freshwater interaction in other ROFI’s
and estuaries throughout the world (Simpson et al, 2005 [65], Palmer, 2010, [56],
Burchard, 2009 [21], Monismith, 1996 [51]). Each of these papers concludes that
SIPS must influence the vertical structure in the ROFI and has measurements
that support this theory.
As the ROFI is an unexplored area of science with the exception of the phys-
ical processes discussed above, there are numerous knowledge gaps that require
some research. One such gap is the effect of OWF’s on the Hydrodynamics which
will be affected. In a ROFI, physical processes are not always intuitive, as is the
case with the SIPS theory therefore a study to assess the impacts of physical
structures would be beneficial. This work therefore aims in part to fill the gap
and attempts to identify the influence of the OWF’s to the ROFI.
1.3 Project description, Methodology and Ob-
jectives
The aim of this project is two-fold; firstly we aim to develop a validated structure
impact model which can be used to simulate any structure in the fixed grid ocean
circulation model, POLCOMS. Secondly, we aim to comprehensively study the
effects of the offshore renewable energy structures deployed in Liverpool bay
in 2008. The Proudman Oceanography Laboratory Coastal Ocean Modelling
System (POLCOMS) is a 3D Baroclinic, coastal ocean circulation model used
extensively to study circulation on the European continental shelf. It has the
origins in a paper by James, 1986[42] and has been in constant development
leading to various improvements such as a piecewise parabolic advection scheme
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(James 1996 ([43]). POLCOMS has also been coupled to other models such
as the general ocean turbulence model (GOTM) (Holt and Umlauf [34]). We
use the impact equations derived from the drag force equation for a structured
grid (Rennau, 2012 [59]) which take into account the effects of structures on
momentum and turbulence. We do this by modifying the equations for time split
primitive momentum equations and we take advantage of the coupled GOTM
model to include the turbulence impact equation in the governing equations
for a k − ε turbulence model. We intentionally use a generic coding technique
which provides the user with flexibility and leaving further module development
a possibility.
We then use the impact module and apply it to a case study in Liverpool Bay,
a region of freshwater influence. Liverpool Bay is situated in the Northern Irish
sea and has been subjected to major offshore renewable development leading
to the area containing over 250 offshore wind turbines and been the focus of
tidal turbine development off the northern coast of Anglesey and tidal barrage
schemes in the Mersey. We will look at the impacts of a small number of turbine
structures which is consistent with the total number deployed in 2008. The
reason why this time period was chosen is we have access to validated inflow
conditions for the time period which consist of atmospheric data, sea boundary
forcing and freshwater inflow (details of this are discussed in section 3.5). In this
time period we also have access to water column field data recorded in the bay
at various different sites throughout the Bay. This data is used to validate the
model with the structures included and comment on the effects the structures
have on the model accuracy.
We complete a comprehensive study of the effects structures have on the
hydrodynamics in Liverpool Bay. This is completed by simulating the total
number of structures in Liverpool Bay and using surface plots to analysis the
impacts. We also use the module to simulate the momentum and turbulence
impacts of the 2008 set up and compare to a momentum sink model. We comment
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on the overall effect on the accuracy of the hydrodynamic simulation and then
on the contributions of the momentum and turbulence impacts individually.
1.3.1 Objectives
Specific objectives of this PhD are:
• Develop a module to be used with the POLCOMS ocean circulation model
that has the capability to simulate any structure in the fixed grid which
calculates the impacts to momentum and turbulence kinetic energy.
• Validate the module using the 2008 numerical model for Liverpool Bay
with simulated Offshore Wind Farm (OWF) foundation structures.
• Perform a sensitivity analysis to investigate the different methods of using
simulating the OWF’s in the module equations
• Perform a comprehensive study of the hydrodynamic (velocity components,
salinity, temperature and density) effects caused by the deployed structures
using 2008 as a case study.
• To test the module against a momentum sink only simulation over the 2008
period and compare the model accuracy, hydrodynamic effects and make
comments on the most appropriate method of the simulation of structures
in Liverpool Bay.
1.4 Thesis Overview
This thesis represents the 4 year PhD, ’Impacts of Windfarm Structures on a
Region of Freshwater Influence’. In the report we will introduce the new mod-
ule written for POLCOMS-GOTM (chapter 3). We will describe the numerical
model equations and show the development of the impact equations and where
they are applied in the governing equations. We will go on to discuss Liverpool
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Bay and apply the new module to simulate the impact of the simple vertical
structures from the foundation piles of the offshore wind farms which are present
in 2008. We will discuss the validation method using this set-up by comparing
field data taken at various points across the full year 2008 using the salinity,
temperature and density as a comparison.
Once the model is validated we move on to discuss the way we simulate the
structures in the domain. The impact model equations are written to average
the impact across a structured grid, using this method we initially represent
the turbines on wind farm spatial scale. In this study we compare this wind
farm spatial scale to a turbine scale which represents each structure individually
allowing unrestricted water flow through the middle of the offshore wind farm.
We move on to compare the full structure model developed in this thesis
to a momentum sink only model. This study is to compare another common
approach to structure modelling. We look at the impacts on the typical month
of December and compare salinity, temperature and density and make comments
on the accuracy of each modelling method and look at the added impacts of
turbulence kinetic energy.
Using the validated 2008 set up, we assess the impact of the wind farm struc-
tures in Liverpool Bay. We will discuss the impacts on velocity, temperature,
salinity and density by comparing the impact model to a control model which
has no structures. The 2008 set up has been shown to be a typical year therefore
we make comments on potential past and future impacts.
Finally, we discuss an attempt at simulating the much larger number of tur-
bines as of 2015 and make comments on the objectives of this study to describe
how each has been met. We will also discuss future work and possibilities of this
model.
The aim of this work is to address the knowledge gap specifically in the region
of freshwater influence, Liverpool Bay.
Chapter 2
Literature Review
We are using the 3D Proudman Oceanography Laboratory Coastal Ocean Mod-
elling System (POLCOMS) for a numerical study to investigate the impacts of
offshore structures in a coastal ocean. In this chapter we briefly discuss the
origins and development of coastal ocean models.
2.1 Introduction
Ocean modelling is the branch of fluid dynamics that focuses on studying the
hydrodynamics of a large body of water which can range spatially for several
miles to large global circulation models. These models all use variations of the
Navier-Stakes equations, applied to fluids of varying density in a rotating frame
of reference.
Consider a fluid in static equilibrium with horizontal homogeneity producing
purely vertical stratification. It is fair to say, that when a heavier particle is
above a lighter particle the fluid is unstable. If a particle at a reference height
ρ(z), in the fluid column, is displaced by z+ h where the density is ρ(z+ h) and
taking only incompressible fluid into account, the fluid particle retains its original
density resulting in a force equalling its weight minus buoyancy (Archimedes’
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Buoyancy Principle). Hence the weight of the displaced fluid is:
g[ρ(z)− ρ(z + h)]V (2.1)
where V is volume. Using Newton’s second law, equation 2.1 can be written to
equal:
ρ(z)V
d2h
dt2
= g[ρ(z)− ρ(z + h)]V (2.2)
In geophysical flows the density differences are relatively small when com-
pared to the reference densities. This is the basis of the Boussinesq approxi-
mation. A Taylor expansion can be used to approximate the density difference
which equals:
ρ(z)− ρ(z + h) ' dρ
dz
h (2.3)
Dividing through by V gives:
d2h
dt2
+N2 = 0 (2.4)
where;
N2 = − g
ρ0
dρ
dz
h (2.5)
Equation 2.4 is an oscillatory character with frequency N, The Brunt-Vaisala
Frequency. It causes the particles to be pulled towards a stable position in
the fluid where the forces on the particle are balanced. However, as the particle
approaches that position inertia causes it to overshoot. N2 then changes sign and
causes the particle to change direction and return back to the stable position.
The Coriolis force is the name given to the force generated by the Earth’s
rotation on a fluid and plays a part in many atmospheric/fluid models. As the
oceans are the biggest volumes of water on the planet, the force will be of greater
magnitude therefore it is an essential part of a Geophysical Model.
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The Coriolis force, defined as:
f = 2Ωsinϕ (2.6)
f∗ = 2Ωcosϕ (2.7)
where Ω is angular velocity.
f is the Coriolis force and f∗ has no name so for this report it will be referred
to as the reciprocal Coriolis force, similar to Cushman-Roison [25]. The Corolis
force, f is positive, n the northern hemisphere, zero at the equator and negative
in the southern hemisphere. Whereas f∗ is positive in both hemispheres and
zero at the poles however due to the importance of other terms in the governing
equations, f∗ is small and can be neglected.
2.2 Hydrodynamics
The introduction of the Coriolis force and stratification in the standard Navier-
Stokes governing equations lead to the Boussinesq approximation fluid equations.
In the Boussinesq approximations for the rate of change of momentum and mass,
density variations are neglected unless they are coupled with the gravitational
acceleration of the buoyancy force (Spiegel and Veronis, 1960, [52]). Computer
models of geophysical systems are limited by the horizontal resolution. This
means they are only capable of resolving the largest turbulence fluctuations and
motions smaller than the mesh size are unresolved. A subgrid-scale parametriza-
tion must be used to simulate the unresolvable scales. Boussinesq proposed a
method to replace the molecular viscosity µ with a much large eddy viscosity A
in the horizontal and νE in the vertical. A covers a much larger span of unre-
solved motions and therefore needs to be significantly higher than the νE. The
governing momentum equations that are used are:
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x-component:
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
− fv
=
1
ρ0
∂p
∂y
+
∂
∂x
(
A∂u
∂x
)
+
∂
∂y
(
A∂u
∂y
)
+
∂
∂z
(
νE
∂u
∂z
) (2.8)
y-component:
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+ fu
=
1
ρ0
∂p
∂y
+
∂
∂x
(
A∂v
∂x
)
+
∂
∂y
(
A∂v
∂y
)
+
∂
∂z
(
νE
∂v
∂z
) (2.9)
Hydrostatic z-component:
0 = −∂p
∂z
− ρg (2.10)
The continuity equation:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (2.11)
The Energy equation:
∂ρ
∂t
+ u
∂ρ
∂x
+ v
∂ρ
∂y
+ w
∂ρ
∂z
=
∂
∂x
(
A∂ρ
∂y
)
+
∂
∂y
(
A∂ρ
∂y
)
+
∂
∂z
(
κE)
∂ρ
∂z
)
(2.12)
where u, v, and w are velocity components,A is the horizontal eddy viscosity,νE
is the vertical eddy viscosity and ρ is the water density.
These equations form the primitive equations that are fundamentally the
basis of all geophysical flow computer models.
2.3 Turbulence Modelling
While it remains extremely difficult to precisely define turbulence, we can list
a number of important characteristics. In the Reynolds experiment, a coloured
dye was introduced into a fluid flow. At low velocities, the dye formed in ordered
layers. This was due to the viscous forces being more dominant over the inner
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shear stresses, subduing the disturbances from the effects of the walls and pipe.
At high velocities, the dye is mixed in a random manner. With the use of
computers in turbulence research, this interaction is researched using a number
of models that have been developed to investigate the effects of turbulence.
Some of the important features in turbulent flows allow for an understanding
of how turbulence interacts with the water column.
• Randomness of parameters with respect to time and space.
• Strong mixing in the flow because of interaction of transport values
• Wide range on length and time scales, making modelling challenging.
In turbulent flow the basic entity is the eddy, a volume of rotating fluid. The
eddies can be up to the size of the system, therefore these have the system length
scale and can be as small as a molecular length scale. The largest eddies extract
kinetic energy from the mean flow of the water and then pass it down to smaller
and smaller eddies until the smallest eddy where the energy is taken due to the
viscous dissipation, as shown in Figure 2.1. Large eddies cannot dissipate as the
viscous forces are negligible due to high shear effects. As the energy cascades to
smaller and smaller eddies, the high shear forces reduce until the smallest eddy
size where the shear forces and the viscous forces are of the order of 1, therefore
the forces are balanced. After this point, the energy of the eddy is dissipated
due to the higher viscous forces.
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Figure 2.1: Energy cascade of eddies
investigating turbulence is impossible without the aide of computers and in-
creasingly sophisticated simulation techniques within the ocean environment.
When calculating the turbulence, the velocity, u is split into a mean component
and fluctuating component:
u = u¯+ u′ (2.13)
In turbulence models the momentum and continuity equations need to be
averaged. Starting with the continuity equation in the j direction;
∂v
∂y
= 0; (2.14)
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Substituting 2.13 gives;
∂v¯
∂y
= 0; (2.15)
for the continuity of the mean flow and;
∂v′
∂y
= 0; (2.16)
for the continuity of the fluctuating flow.
The Navier-Stokes equation;
ρ
[
∂u
∂t
v
∂(uv)
∂y
]
= −∂p
∂x
+
∂
∂y
(
µ
∂u
∂y
)
(2.17)
Substituting in;
ui = u¯+ u
′, v = v¯ + v′, p = p¯+ p′ (2.18)
When substituting 2.18 into 2.17 and using simplifying rules the equation can
be manipulated to;
ρ
[
∂u¯
∂t
+ v
∂(uv)
∂y
]
= −∂p¯
∂x
+
∂
∂y
(
µ
∂u¯
∂v
)
− ∂
∂v
(ρ(u′v′)) (2.19)
When the equation is averaged, an extra term emerges, −ρu′v′. This is know
as the Reynolds stresses and cause the turbulence in the fluid flow. The Reynolds
stresses can be written as a stress tensor;
− ρu′iu′j =

u′2 u′v′ u′w′
u′v′ v′2 v′w′
u′w′ v′w′ w′2
 (2.20)
This shows that there are six different unknowns in the tensor, u′2, v′2, w′2,
u′v′, u′w′ and v′w′. This rises the closer problem where there are 10 unknowns
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and only 4 equations. These are the focus of the turbulence models.
Two such methodologies that can be followed are;
• Eddy viscosity model;
• Reynolds stress transport model.
The commonly used eddy viscosity models include;
• Mixing Length
• Spalart-Allmaras model
• Standard k − ε model
• RNG k − ε model
• Realizable k − ε model
• k − ω model
The Reynolds stress transport model tends to be too expensive because they
solve the Reynolds stresses −ρu′v′ directly. In ocean model applications this
is too computationally complex resulting in long run times therefore the eddy
viscosity method is often the preferred method.
Eddy viscosity models split −ρu′v′ into two parts: isotropic and anisotropic.
− ρu′v′ = −2ρ
3
kδuv + µT
(
∂v¯
∂y
+
∂u¯
∂x
)
(2.21)
Substituting equation 2.21 in the Navier-Stokes equations simplifies the right-
hand side to;
− P¯effδuv + µeff
(
∂u¯
∂y¯
+
∂v¯
∂x
)
(2.22)
Where P¯eff = p+
2
3
ρk and µeff = µ+µT . This introduces k and µT which is the
kinetic energy and eddy viscosity respectively. It is this that the eddy viscosity
models calculate.
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In addition to the above, several turbulence models have been specifically de-
rived with ocean applications in mind, for example the general ocean turbulence
model, GOTM (Umlauf and Burchard, 2005 [72]) which will be discussed later
in chapter 3 .
Ocean models can use any turbulence model to simulate the effects of tur-
bulence. Commonly used models types are a two equation models, for example;
k − ε or k − ω for studies that require more detail and the Mixing length model
for simple representations because the computation time is shorter than its two
equation counterparts.
Mixing Length model
This model attempts to link the characteristic velocity fluctuations with the mean
flow properties because there is a strong connection between the mean flow and
the behaviour of the larger eddies. Through a series of physical connections,
−ρu′v′ can be written;
− ρu′v′ = ρl2m
∣∣∣∣∂u¯∂y
∣∣∣∣ ∂u¯∂y = µT ∂u¯∂y (2.23)
Where ρ is density, u′ and v′ are fluctuating velocity components and lm is
the mixing length. By manipulating equation 2.23 equations from µT and by
extension νt’;
µT = ρl
2
m
∣∣∣∣∂u¯∂y
∣∣∣∣ (2.24)
νt = l
2
m
∣∣∣∣∂u¯∂y
∣∣∣∣ (2.25)
lm has a k absorbed in because of the proportionality of u
′ and v′. Algebraic
expressions can be used for simple flows and has several advantages include it
being easy to implement, cheap on computation resources and can produce a
good representation. However there are several disadvantages such as its inabil-
ity to describe varying length scales and only calculates mean flow properties
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and turbulent shear stresses, which are unsuitable for simulating flow around
structures.
Turbulent and Kinetic Energy Models
The instantaneous kinetic energy k(t) of a turbulent flow is the sum of the mean
kinetic energy k and the turbulent energy k;
k =
1
2
(
u21 + u
2
2 + u
2
3
)
(2.26)
k =
1
2
(
u′21 + u
′2
2 + u
′2
3
)
(2.27)
k(t) = k + k (2.28)
and the dissipation rate of k is equal to:
ε = v
∂u′i
∂xJ
∂u′i
∂xJ
(2.29)
Equations need to be formulated for k and ε. The starting point comes from
the Reynolds averaged Navier-Stokes equation (RANS). The objective is to get
RANS in terms of u′. To do this, the RANS equations are subtracted from the
Navier-Stokes:
∂u′i
∂t
+
∂
∂xj
(u¯iu
′
j + u¯iu
′
i + u
′
iu
′
j − u′iu′j) = −
1
ρ
∂p′
∂xi
+
∂
∂xi
(
u
∂u′i
∂xj
)
(2.30)
The next step is to write equation 2.30 in terms of kinetic energy. To do this, it
is multiplied by u′j. After manipulation an average is taken:
∂k
∂t
+ u¯j
∂k
∂xj
= − ∂
∂xj
(
1
2
u′ju
′
iu
′
i +
1
ρ
u′jp′ − vu′i
∂u′
∂xj
)
+u′iu
′
j
∂u¯i
∂xj
−v ∂u
′
i∂u
′
i
∂xj∂xj
(2.31)
Each term can be defined as: Rate of change of k + Transport by advection
= (Transport of k by stresses + Transport by pressure - Transport by viscous
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forces)+Turbulence production-Rate of dissipation of k.
The dissipation rate equation can also be written in a similar form and will
be discussed in the later.
k − ω model
The k − ω model solves a modified equation for k and an equation for ω with is
defined as the dissipation per unit kinetic energy, ω = ε
k
.
k =
∂k
∂t
+ u¯j
∂k
∂xj
=
∂
∂xj
[
ν +
νt
σk
∂k
∂xj
]
+ νt
(
∂u¯i
∂xj
+
∂u¯i
∂xi
)
∂u¯j
∂xi
− β′kω (2.32)
ω =
∂ω
∂t
+ u¯j
∂ω
∂xj
=
∂
∂xj
[
ν +
νt
σω
∂ω
∂xj
]
+ ανt
(
∂u¯i
∂xj
+
∂u¯i
∂xi
)
∂u¯j
∂xi
− β2ω2 (2.33)
The constants are:
Constant Value
β2 0.075
β′ 0.09
ut 0.533
σk 2
σω 2
and the eddy viscosity is calculated by:
µt = ρ
k
ω
(2.34)
k − ε model
The k − ε model uses equations for k and ε to calculate the µT . The model
equation for turbulent kinetic energy k is:
Dk
Dt
=
∂k
∂t
+ u¯i
∂k
∂xi
=
∂
∂xj
[
νt
ωk
∂k
∂xj
]
+ P − ε (2.35)
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and the equation for turbulent diffusion ε is:
Dε
Dt
=
∂ε
∂t
+ u¯j
∂ε
∂xi
=
∂
∂xj
[
νt
σε
∂ε
∂xj
]
+ Cε1
Pε
k
− Cε2 ε
2
k
(2.36)
Where Cε1,Cε2,Cµ,σk and σε are model stability constants. The Reynolds stresses
are calculated using equation 2.21. Velocity and Length scales are represented
for large scale turbulence, which are defined as:
Constant Value
Cε1 1.44
Cε2 1.92
Cµ 0.09
σk 1.0
σε 1.3
ϑ ∼ k 12 (2.37)
` ∼ k
3
2
ε
(2.38)
νt ∼ ϑ` (2.39)
µT = ρCµ
k2
ε
(2.40)
The advantages of the k − ε model include the relative simplicity to implement
and has stable outputs. The other benefit of the k − ε model is that it is widely
used and therefore validated for many flow types.
2.4 Models Techniques
Through the years, many different ocean modelling techniques have been devel-
oped for a variety of applications and areas. In this section we discuss several
ocean models and give examples of uses and studies for each. Computer models
Chapter 2. Literature Review 35
require a discretization technique to split the domain into a grid pattern. Funda-
mentally, the computational power required to solve the equations increases as
the number of mesh points increase. Therefore choosing the grid is essential to
ensure accurate results. There are two kinds of grid pattern on which the equa-
tions are solved, structured and unstructured. A structured grid is one where
the domain is split in to cells which all the same size. These grids are typically
used for large scale circulation models in which very high horizontal resolutions
are not required. Such a grid is typically used by a finite difference decretization
method. The structured grid is generally very good at providing useful results
for large coastal ocean circulations with realistic computational time. The major
drawback using the structured method is the inability in resolving of fine detail
in the flow where high detail is required. In most ocean circulation models, the
grid size tends to be greater than 100m and therefore any flow characteristics
with size smaller than that is not simulated.
Unstructured grids are split up into cells each potentially different number
of neighbouring cells. This provides freedom for the user to specify areas within
a domain where high spatial resolutions are required. Unlike structured grids
which tend to be rectangles, unstructured grids can be either quadrilateral or
triangular which allows different sized grid cells to fit together. Unstructured
grids tend to be used in studies where fine detail in a particular area of the
domain is required, allowing a fine resolution in the area of interest and a coarser
one further away to save the overall computing power.
The Finite Volume Community Ocean Model (FVCOM) (Chen et al, 2003
[22]) uses an unstructured grid, finite volume method to solve primitive ocean cir-
culation equations. FVCOM is well suited to simulate the circulation from global
to estuarine scales and due to the unstructured nature is particularly capable at
predicting complex areas such as coastlines, islands and inter-tidal zones. FV-
COM was initially developed by the University of Massachusetts for the study of
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estuarine wetting/drying processes and tidal, buoyancy and wind -driven circu-
lation in coastal regions (FVCOM website, [80]). Further developments includes
a sediment module, a biological module and a spherical coordinate system for
basin and global applications. FVCOM has become a very competent ocean
circulation model with is used for many ocean circulation models.
The Regional Ocean Modelling System (ROMS) is a free-surface, terrain fol-
lowing, primitive equations ocean model with is applied to a framework of re-
gional ocean domains to simulate the ocean circulations (ROMS website, [41]).
ROMS has been coupled with several models for biogeochemical, bio-optical,
sediment and sea ice applications. The model uses a split-explicit time-stepping
scheme on a structured grid domain. ROMS is generally used for large spatial
scale models for example, sea-ice applications.
POLCOMS is a 3D fully baroclinic ocean model with the ability to simulate
areas that include both deep and coastal ocean domains (POLCOMS Documen-
tation, [46]). We are using POLCOMS as the base hydrodynamic solver for this
work. The main advantages of using POLCOMS are the local expertise and the
open access to all the source code so modification is easier. POLCOMS will be
discussed in detail in chapter 3.
The modelling systems discussed above are all academic only methods which
are open source software available for anyone to use for scientific purposes.
There are also a multitude of commercial models available which are licensed
for engineering and consultancy purposes such as TUFLOW (www.tuflow.com,
2016 [47]), MIKE suite (www.mikepoweredbydhi.com, 2016 [81]), Flood modeller
(www.floodmodeller.com, 2016 [79]) for example which all use the primitive shal-
low water equations to provide engineering solutions to problems. These systems
tend to be ‘black box’ type programs which are only developed by the owner
of the software and cannot be modified without prior permission, therefore for
academic study these models tend to be used less.
Chapter 3
Modelling Method
In this chapter, we present the new module developed for use in the Proudman
Oceanographic Laboratory Coastal Ocean Modelling System (POLCOMS) to
simulate the effects of any structure present in the water column. POLCOMS
uses a fixed grid (Arakawa-B, Arakawa, 1972 [6]), finite difference method to solve
the 3D momentum equations coupled with the General Ocean Turbulence Model
(GOTM) for a selection of turbulence options (POLCOMS Documentation, [46]).
In this chapter, we utilize a parametrization technique which represents the struc-
tures as an average impact across the numerical cell. The parametrization tech-
nique is used because it is appropriate when the model resolution is significantly
greater than the structure (see chapter 4 for details). It has the added benefit
of dramatically reducing computational resources needed when compared to a
direct resolve method (Copping et al. 2014 [23], Yang et al. 2013 [83]).
We use the equations developed for structured coastal models (Rennau, 2012
[59]) which modifies the drag equation (Fluid Mechanics, Sixth Edition, White,
[75]) and apply them to the incompressible, hydrostatic, Boussinesq equations
of motion and k-ε governing equations. We take the impact equation as dis-
cussed in this chapter for momentum and turbulence, modify and include them
in POLCOMS-GOTM model.
37
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We present the POLCOMS model used in this study and a detailed plan of
how the parametrization technique is applied to the model. We go into detail
on how the equations are derived and how they are modified to be included
in POLCOMS-GOTM. Finally the model with offshore wind farms (hereafter
referred to as OWF’s) is validated. To achieve this, the hydrodynamic effects by
comparing a numerical simulation using a 2008 set up (section 4.2) to validation
data (Polton et al, 2011 [57]) recorded over the same time period.
3.1 POLCOMS-GOTM
The POLCOMS-GOTM model is used in this thesis as the underlining hydrody-
namic model for all the studies that are conducted. Here we discuss the origin
and development of each model individually.
The Proudman Oceanographic Laboratory Coastal Ocean Modelling System
(POLCOMS) is a 3D baroclinic ocean model with the ability to simulate areas
that include both deep and coastal ocean domains (POLCOMS Documentation,
[46]). POLCOMS has its origins in James, 1986 [42] where the model was de-
veloped as a simple eddy resolving model (POL3DB). This 3D model included a
free surface and employed a simple hybrid advection scheme (also found in other
stock models of that time); which had the ability to resolve tidal fronts (areas
of sharp density changes). The hybrid advection scheme was then superseded in
James 1996 ([43]) by a Piecewise Parabolic Method, which was found to resolve
the tidal fronts more accurately (Proctor and James 1996 [58]). The ‘horizontal’
discretization is based on the Arakawa B-grid (Arakawa 1977, [6]). Both the
B-grid(Figure 3.1)and C-grid arrangements were considered, however the C-grid
was found to have a detrimental impact on the results, therefore the B-grid was
selected (POLCOMS Documentation, [46]). The POLCOMS time step is limited
by the Courant-Friedrichs-Lewy number (Courant et al, 1967, translated from
1928 [61]).
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Figure 3.1: 3D B-grid arrangement
As a result, POLCOMS is solved by mode splitting the momentum equations
are split in the baroclinic part and the remaining terms known as the barotropic
part. The baroclinic part has the time step dt and barotropic part has a time step
equal to the baroclinic part multiplied by a factor. The model uses a leapfrog fi-
nite difference scheme to resolve the momentum equations. Boundary conditions
can be applied to any boundary which can either be set as fixed points or can
be used to force the model using input data from a variety of sources. Exter-
nal forcing terms can be included which include freshwater inflow, atmospheric
forcing and sea boundary inflows.
The modelling system has seen continuous development over a number of
years. This includes coupling with various other models, WAM (Bender, 1996
[14]), GOTM (GOTM.net [31]), FABM (FABM Documentation [44]) and a sedi-
ment transport module (Amoudry and Souza 2011, [5]) which have all been used
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for a variety of applications using the hydrodynamics from POLCOMS. Exam-
ples such as Howarth and Proctor, 2005 [40] discuss the use of POLCOMS to
understand the coastal response in Liverpool Bay due to natural forcing and hu-
man activity in the area. The paper discusses the origins of the 3 model nesting
system. The continental shelf model used to provide forcing for the Irish Sea,
which in turn is used to force the boundaries in the Liverpool bay domain used
in this thesis (section 3.5). The method is shown in this paper to be an effective
way to model the coastal ocean area around Liverpool to get the detail required
for the study. The paper also discusses the use of the nested POLCOMS model in
collaboration with the Met Office providing daily runs for forecasting purposes.
In that paper POLCOMS is coupled with WAM to provide the surface waves and
ERSEM to provide nutrient transport through the domain. This paper shows
the model capability when in use in the public sector and also highlights the
flexibility when coupling to other models.
Holt et al, 2003, ([36]) discusses the use of POLCOMS in the MET Of-
fice’s larger, deep ocean model FOAM and the subsequent use of the SST in the
weather prediction models to forecast coastal ocean fog. This paper discusses the
flexibility of the POLCOMS modelling system used in a variety of studies and
the continued use in weather forecasting in and around the UK. Ashworth et al,
2004 ([7]) show the development of a multi-core code for use on clusters. This
development has provided POLCOMS with the ability to solve the equations
much faster, therefore allowing longer model runs within a practical time. This
is an important development for future uses of the modelling system allowing
more complicated and detailed results, as well as coupling modelling systems
and calculating in a reasonable time, i.e. not real time or greater.
We intend to use POLCOMS as the hydrodynamic solver, as such the only
parameters that will be changed are regarding the structures which are simulated.
Below is a list of initial parameters that are used in all POLCOMS-GOTM
simulations from here on.
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Parameter Value
Model grid, latitude (l) 576
Model grid, Longitude (m) 474
Model grid, Vertical (n) 22
Barotropic time step 1 second
Baroclinic time factor 3 seconds
Wetting and Drying on
Initial Salinity 35.1 PSU
Initial Temperature 7 ◦C
Horizontal resolution 180m
Table 3.1: Initial POLCOMS parameters applied to all simulation runs.
Salinity and temperature apply for spin up month, December 2007
POLCOMS uses sigma coordinate system in the vertical direction. The
barotropic time step is set to 1 second and the baroclinic equations are solved
at every three seconds. Table 3.1 shows the parameters used in the simulations,
the initial set up refers to a spin up month of December 2007 which is used to
provide forcing terms for the full year run (section 3.5). These parameters will
be used in all simulations conducted in this study.
3.1.1 POLCOMS
Here we present the model equations solved in POLCOMS model. Firstly, POL-
COMS solves the continuity equation:
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (3.1)
where u, v, and w are velocity components, and x, y, x are the direction
components.
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The governing equations for momentum solved in POLCOMS are based on the
Navier-Stokes equation with the Boussinesq Approximation (Cushman-Roisin
and Jean-Marie, 2011 edition [25]). Navier-Stokes Equations are derived from
Newton’s second law of motion, F = M/A and expressed in 3D Cartesian co-
ordinates to calculate fluid flow. The Boussinesq Approximation equations were
derived for large scale ocean flow by Joseph Boussinesq including terms for the
coriolis and stratification (section 2.1). As discussed previously in the chapter,
the momentum terms are split into Barotropic and Baroclinic equations,
Barotropic equations:
∂u¯
∂t
= fv¯ − (Rcosφ)−1
[
g
∂ζ
∂χ
+ ρ−0 1
∂Pa
∂χ
]
+H−d 1[Fs − Fb] +NLBχ (3.2)
∂v¯
∂t
= fu¯−R−1
[
g
∂ζ
∂φ
+ ρ−0 1
∂Pa
∂φ
]
+H−d 1[Gs −Gb] +NLBφ (3.3)
Depth varying, Baroclinic equations:
∂ur
∂t
= −L(u)− ur − uvtanφ
R
− Πχ +D(u)−H−1d [Fs − Fb]−NLBχ (3.4)
∂vr
∂t
= −L(v)− ur − u
2tanφ
R
− Πφ +D(v)−H−1d [Gs −Gb]−NLBφ (3.5)
Where u and v are the horizontal velocity components, North-South and
East-West respectively. ur and vr are the baroclinic velocity components, u¯ and
v¯ are depth-average velocity components, f is the coriolis term, R is the radius
of the Earth, g is the gravitational constant, ζ is the elevation above reference
sea level, χ and φ are spherical polar coordinates (east and west respectively), ρo
is reference density, Hd is total water depth, F and G are bed and surface shear
stresses, D is the diffusive term and Π represents the buoyancy term (see Holt
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and James [35] and POLCOMS documentation [46] for detailed description of
equations). NLB is the non-linear and buoyancy terms;
NLBχ =
∫ 0
−1
[
−L(u) + uvtanφ
R
− Πχ
]
dσ (3.6)
NLBφ =
∫ 0
−1
[
−L(v) + u
2tanφ
R
− Πφ
]
dσ (3.7)
Where L represents the advection terms and σ is the vertical spherical po-
lar coordinate (See POLCOMS documentation for details). Equations 3.2, 3.3,
3.4, 3.5 are the fundamental equations along with the continuity equation are
currently employed in POLCOMS as the basis of all solutions.
3.1.2 GOTM
Turbulence modelling in POLCOMS is limited to the Mellor-Yamada-Galperin
2.5 turbulence closure scheme (Mellor and Yamada 1974 [49], Galperin et al,
1988 [29]) with an algebraic mixing length (POLCOMS Documentation, [46]).
The General Ocean Turbulence Model (GOTM) is a one-dimensional stand-alone
ocean model which has been developed specifically to be coupled with 3D ocean
models and provide higher order turbulence models for use when solving hydro-
dynamic model equations (GOTM.net, [31]). Based on Umlauf and Burchard,
2005 [72], GOTM has been developed to solve a variety of turbulence schemes
including k− ε and k−ω by inputting different parameters to the general equa-
tion case, as a standalone model or as a coupled model for turbulence modelling
as is the case here.
POLCOMS was first coupled to GOTM in Holt and Umlauf [34] and has
been used in various studies such as Brown et al, 2011 [20] and Bolan˜os et al.
2011 [16], showing the good validation against various field datasets, particularly
in Liverpool Bay. In the present study, we use the k − ε turbulence equations
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in the GOTM code to simulate the structure impact through the water column
for a number of reasons. Firstly, the two-equation turbulence models has been
proven to provide a good approximation in previous studies (Brown et al, 2015,
[19], Holt and Umlauf, 2008, [34]). We carried out an early analysis not included
in this thesis which compared k − ε, k − ω and the mixing length models and
concluded that the k − ε and k − ω preformed better than the mixing length
model. There were negligible differences between the model outputs k − ε and
k−ω from therefore when combined with the accuracy shown in the other uses of
the POLCOMS-GOTM, the logical choice is to continue with the k−ε turbulence
model.
Parameter Value
Cε1 1.44
Cε2 1.92
Cε3− -0.4
Cε3+ 1.0
σk 1.0
σε 1.11
Table 3.2: Initial GOTM parameters applied to simulations, Rodi, 1980 [61],
Umlauf and Burchard, 2005 [72]
Table 3.2 shows the turbulence options that apply to all model runs in this
study and will not change.
POLCOMS has a heavy bias on the vertical component due to the horizontal
spatial scales which is in line with other coastal ocean models. The model domain
used for this study has a 180m horizontal resolution and vertical resolution of 22
equally space terrain following sigma layers. This leads to several neglected terms
which do not warrant the increase in computer resources needed. Horizontal
turbulence advection is a neglected term in the standard POLCOMS-GOTM
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model, this simulates the horizontal movement of the turbulence through the
water. In this study, we simulate the impacts on turbulence therefore this term
is a necessary part of the simulation. We discuss this model development in
section 3.6.
3.2 Structure Module
The purpose of this thesis is to develop the coding for POLCOMS-GOTM to
simulate the impacts of any structure positioned in the water. Here we discuss
the equations derived in Rennau et al, 2012, [59] and how they are modified to be
applied into the POLCOMS and GOTM governing equations. Firstly, we focus
on the momentum equations in POLCOMS because momentum loss is the first
step in modelling the effects of offshore structures.
Momentum Equations
The levels of impact from the structure on fluid flow can be represented by using
the drag force. The drag force equation takes into account the velocity and
density of the surrounding fluid and the size of the object. Based on dimensional
analysis, the drag force is found:
D =
1
2
CDρAU
2 (3.8)
Where A is the reference area of a structure, U is the velocity and ρ is density.
Cd is the drag coefficient determined by experimentation taking skin friction and
form drag into account. In this case, it is assumed that the marine structures
present a solid orthographic projection perpendicular to the dominant flow of
the water.
When applying the momentum loss equation to a structured ocean model
and the horizontal resolution is greater than the size of structure, i.e. they are
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not directly resolved, a spatial averaging method is needed. This means a force
balance across the control volume to simulate the number of structures in any
one grid is used.
Following the derived equations in Rennau 2012 [59], a drag equation modified
for geophysical ocean models is obtained.
Starting with the standard drag equation;
D =
1
2
CDρADu
2 (3.9)
The mass of the water in the cell equals;
mass = ρhAs (3.10)
Where h is height of the water column and AD is area of drag and As is
horizontal area of the cell.
mass
unit height
= Asρ (3.11)
G =
1
2
CDρdU
√
u2 + v2
As
(3.12)
G =
1
2
CDdU
√
u2 + v2
Asρ
(3.13)
Where G is total impact term, u and v are velocity components, east-west
and north-south respectively, U is velocity. For multiple structures in one cell,
equation 3.13 can be multiplied by the number of structures, N .
Gd =
1
2
CDaU
√
u2 + v2 (3.14)
Chapter 3. Modelling Method 47
Where:
a =
Nd
As
(3.15)
Where d is the diameter of the structures and As is the horizontal face area
of the cells. The area of influence is the spatial area in which structures are
impacting, for example given one structure in a POLCOMS grid cell, the area of
influence would be the horizontal area of that grid (180m×180m). This equation
can simulate the effects of structures present in the water column by considering
a force balance over a control volume corresponding to the grid size. As a result,
a structure that is relatively small compared to the cell size can be represented
without the need to reduce the grid size.
The method used to implement the equations into the model has been in-
tentionally kept simple to reduce computational time. In the first time step of
the model simulation we create a global CD map. This map is the size of the
domain and contains CD values where structures are present and zero elsewhere.
This eliminates the need for if statements for every calculation step to deter-
mine where the structures are and allows the user to input individual CD terms
at each sigma level giving maximum flexibility. A large part of the momentum
reduction equations are the same in both directions, therefore this part can be
calculated only once for each time step.
Gd(partial) =
1
2
CDa
√
u2 + v2 (3.16)
Equation 3.16 represents the part of the modified drag equation that is solved
only once for each cell at the time step. This leads to equation 3.17 which
represents the full equation, simply multiply Gd(partial) by the appropriate velocity
component, vij or uij.
Gud = u×Gd(partial), Gvd = v ×Gd(partial) (3.17)
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This method is the most efficient method of calculation of the drag effects.
The FORTRAN subroutine calculates this for each cell and subtracts it in the
governing equations to produce the momentum loss effects for the structures.
Gud =
1
2
CDau
√
u2 + v2 (3.18)
Gvd =
1
2
CDav
√
u2 + v2 (3.19)
These equations are applied directly into the geophysical momentum equa-
tions as a sink term.
Du
Dt
− fv +Gud = −
1
ρ0
∂p
∂x
+
∂
∂x
(
A
∂u
∂x
)
+
∂
∂y
(
A
∂u
∂y
)
+
∂
∂z
(
νE
∂u
∂y
)
(3.20)
Dv
Dt
− fu+Gud = −
1
ρ0
∂p
∂x
+
∂
∂x
(
A
∂v
∂x
)
+
∂
∂y
(
A
∂v
∂y
)
+
∂
∂z
(
νE
∂v
∂y
)
(3.21)
By mode splitting 3.18 and 3.19 and applying directly in the momentum equa-
tions in POLCOMS for u and v, the structures are simulated in the momentum
across all sigma levels. Barotropic equations:
∂u¯
∂t
= fv¯ − (Rcosφ)−1
[
g
∂ζ
∂χ
+ ρ−0 1
∂Pa
∂χ
]
+H−1[Fs − Fb] +NLBχ (3.22)
∂v¯
∂t
= fu¯−R−1
[
g
∂ζ
∂φ
+ ρ−0 1
∂Pa
∂φ
]
+H−1[Gs −Gb] +NLBφ (3.23)
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Depth varying, Baroclinic equations:
∂ur
∂t
= −L(u)−ur− uvtanφ
R
−Πχ +D(u)−H−1 [Fs − Fb]−NLBχ−Gud (3.24)
∂vr
∂t
= −L(v)−ur− u
2tanφ
R
−Πφ +D(v)−H−1 [Gs −Gb]−NLBφ−Gvd (3.25)
NLBχ =
∫ 0
−1
[
−L(u) + uvtanφ
R
− Πχ +Gud
]
dσ (3.26)
NLBφ =
∫ 0
−1
[
−L(v) + u
2tanφ
R
− Πφ +Gvd
]
dσ (3.27)
Where NLB is the term dealing with mode splitting of non-linear terms such
as the advection, L term. The impact term, Gd (equation 3.18 and 3.19) are non-
linear terms, therefore we utilize this method in POLCOMS to mode split the
equations. At this stage, POLCOMS can simulate the impacts of structures in
the momentum governing equations at all water levels. The next step is to look
at the GOTM k− ε equations and include the structures effect on the turbulence.
Turbulence impacts
The balance equation for TKE impact in the turbulence model can be derived
from the momentum equations, Additional terms in the momentum equations
will thus result in additional terms in the turbulence balance (k and ε for the
k− ε model).
To simulate the impact of structures in GOTM we include a production term
Pd (equation 3.28) directly into the turbulence equations. The term is obtained
when the k equation is derived from the momentum equations (3.20), (3.21)
and Pd is constituted from the components which are included to simulate the
momentum loss.
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Pd =
1
2
CDa
(
u2 + v2
) 3
2 (3.28)
This equation is applied directly into the production term in the turbulent
equations in GOTM by applying equation 3.28 into the turbulent kinetic energy
and dissipation equation:
∂k
∂t
+ u
∂k
∂x
+ v
∂k
∂y
+ w
∂k
∂z
− ∂
∂z
(
Av
σk
∂k
∂z
)
= P + Pd +B − ε (3.29)
∂ε
∂t
+ u
∂ε
∂x
+ v
∂kε
∂y
+ w
∂ε
∂z
− ∂
∂z
(
Av
σε
∂ε
∂z
)
=
ε
k
(c1P + c4Pd + c3B − c2ε) (3.30)
P is extra production term and B is the buoyancy production. Using this
method, the effects are simulated through the water column.
Rennau 2012, [59] uses a calibration method to determine the value of c4 in
stratified flow which includes simulating a range of froude numbers and a range
of c4 values which resulted in using 0.6 for the high mixing scenario and 1.4 as
the low mixing scenario. A high mixing environment is generally considered to
be an area of high vertical instabilities such as a ROFI. This method uses the
assumption that the mean kinetic energy transfers directly into mean turbulence
kinetic energy ignoring the energy cascade process. As a direct result we assume
that the wake recovery is less than the horizontal representation. This is a
reasonable assumption because typical wake recovery lengths behind a device are
less than 10 diameters of the cylinder (Batten et al, 2013 [13]). The coefficient c4
is taken as 0.6 as the high turbulence case (Rennau 2012, [59]) for the remainder
of this project, this is because Liverpool Bay is an area of high mixing.
This module has been specifically designed to be as generic as possible al-
lowing us to use the module for as many different scenarios as necessary. There
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are several parameters that are required for the simulations to work. Table 3.3
provides details of those parameters and which are hard coded and which are
input parameters for the model run with OWF present.
Parameter Input method
Diameter of OWF Hard coded (input system in place)
Area of influence Retrieved from coding
Number of Turbines User input
Drag coefficient hard coded (input system in place)
Cells with structures User input
Number of Turbines User Input
Table 3.3: Turbine module parameter input method
Table 3.3 shows the list of input conditions and how they are submitted in
the module used in this study. User input refers to terms that can be specified in
the ’turb.dat’ file which controls the number of arrays and the position in terms
of i,j points in the domain. Hard coded terms have to be changed before the
program is compiled. There is scope to replace these hard coded terms as user
inputs in the future. The input file structure used is such that we can specify
any number of impacted cells in the domain allowing the user to create several
arrays containing a differing number of structures of the same type, for example
two separate wind farm placements (section 3.5). As such we now have a flexible
analysis tool which is used in the Liverpool Bay region of freshwater influence.
3.3 Turbine Representation
The parameterization technique used here means the structure being simulated
is averaged across the horizontal grid (in this study 180m x 180m). We use a
4m diameter cylinder through the water column as the representation for the
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structures in this study, this size is a typical size of OWF foundations, but very
small compared to the grid size. This is a reasonable size to simulate as OWF
foundation structures range from 4m to 7m depending on size of turbine and
size restraints. However turbines are positioned further apart to accommodate
the swept areas which are between 100m-200m in diameter and wake recovery,
taking this into consideration two methods of simulating an array in the domain
have become possible.
A so-called control volume method uses the spatial area of the OWF and
averages the total impacts of all the turbines across the area of influence.
Figure 3.2: Example control volume for OWF representation in domain.
Blue dots represent turbine structures, blue shading represents impacted cells
Figure 3.2 shows the control volume method, where the blue shaded area
represents the impacted cells and structures are blue dots. This method has
many benefits including this being the simplest to represent an OWF. Using
this method the OWF becomes the smallest unit of impact. Another added
benefit is that this method reduces the shock generated in the governing equations
particularly in the early simulation run, which is particularly important at the
beginning of a simulation where the gradient increases significantly due to the
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sudden change in momentum and turbulent kinetic energy. Using this method the
impacts from all the turbines are averaged across a larger spatial area, therefore
reducing the gradients involved.
The second method is to represent each turbine individually, this means there
are free un-impacted flow cells through the OWF.
Figure 3.3: Example individual cell representation method. Blue dots rep-
resent turbine structures, blue shading represents impacted cells
Figure 3.3 is a pictorial representation of the individual volume method, im-
pacted cells are represented by a blue shade and the structures are represented
as a blue dot. This method represents the OWF in greater resolution by hav-
ing one turbine per cell. In the Liverpool Bay domain used in this study the
mesh resolution is 180m, which means we can simulate two clear cells between
turbines and the flow within the arrays can be modelled. This method simulates
the hydrodynamic impacts on the same resolution of the model. This removes
the assumption that all cells within the OWF footprint are affected. However, it
has great effects on the model stability.
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In this study we will do a sensitivity analysis (Chapter 4) to assess the hydro-
dynamic effects of both methods of parametrization and give reasons for carrying
on with one method.
3.4 Liverpool Bay
We now discuss the study area that will form the basis of this study. Liverpool
Bay is a semi-enclosed hyper tidal (spring tidal amplitude in excess of 10m)
coastal sea located in the eastern Irish Sea (Figure 3.4). The area is surrounded
by land on two sides, North West England to the east and the North Wales coast
to the south and has two open sea boundaries to the west and north. The area
is a salinity driven region of freshwater influence (ROFI) which gives rise to a
sharp salinity front resulting from the freshwater inflow from The Mersey, Dee,
Ribble, Conwy and Clywd and several smaller rivers (Hopkins and Polton, 2012
[38]. There have been previous studies on the dynamics of Liverpool Bay for
a number of years. Strain-induced Periodic Stratification (SIPS) was initially
tested using Liverpool Bay as the test case (Simpson et al, 1993, [66]) which
proves to be an ideal case for the theory. Experimental measurements (Sharples
and Simpson, 1995 [64], Bolanos and Souza, 2010 [17]) have been used to analyse
the ocean circulation by either mobile CTD instruments towed behind ships or
stationary acoustic rigs used to measure a variety of hydrodynamic properties.
These datasets have been used to make observations of the ocean circulation in
the region, which have ultimately led to a detailed understanding of the processes
contributing to the flow patterns in Liverpool Bay.
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Figure 3.4: Map of the United Kingdom, red square highlights Liverpool
Bay.
The tide in the bay is a near-perfect standing wave resulting from a Kelvin
wave reflecting on the Sefton coast (Rippeth et al, 2001 [60]). The tidal ellipse
is almost completely rectilinear with a dominant east-west component (Simpson
et al, 1990 [67]) and a horizontal salinity gradient flows through the area due to
the freshwater influence.
Recently, Liverpool Bay has seen significant development of offshore wind-
farms. North Hoyle was the first OWF commissioned in UK waters; it has 30
deployed turbines situated north-west of the Dee estuary (Figure 3.5). Burbo
Bank was commissioned later in 2007 containing 25 structures situated in the
Mersey freshwater plume close to the deep water shipping channel from the Port
of Liverpool (Figure 3.10). Both sites were part of the first round of leasing
(www.renewableuk.com [2]) which limited OWF’s to 90 MW capacity spread
over a 10 km2 spatial area.
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Up to date, there are over 250 installed OWF in Liverpool Bay spread over
four OWF sites to date with further extensions at various stages of planning
(www.4coffshore.com, 2014 [1]). At a simple conceptual level, OWF’s may have
an effect on the dynamics simply because they will obstruct the water flow, and
the flow-structure interaction will generate drag and turbulence. In 2008, North
Hoyle and Burbo Bank were the only OWF’s constructed in the area and they
are situated near the outflow of the Dee and Mersey estuaries and close to the
freshwater front. Using this arrangement allows us to simplify the set-up and
enables a rigorous assessment of the model’s ability to study OWF’s impacts.
Year 2008 is understood to be a typical year, atmospheric and hydrodynamic
inputs prove to be consistent with the 7-year average (Norman et al. 2014 ([54]))
and thus provides a valuable background for extrapolating the analysis of model
results to other years. This study employs the simple set up in order to under-
stand the baseline impacts a number of structures has on hydrodynamics and
testing our conceptual understanding that such structures do have an effect on
environmental dynamics in coastal and shelf seas. Figure 3.5 shows the positions
of the OWF’s in 2008 which were at various stages of development.
Figure 3.5: Liverpool Bay windfarms, 2008, www.offshorewind.biz, 2015
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3.5 Model Set up
We now discuss the model domain used in POLCOMS. The freshwater is applied
at a single point as daily averages, Figure 3.6 shows the positions for the five
major sources in the domain.
Figure 3.6: Domain showing the freshwater input conditions, A) Conwy, B)
Clywd, C) Dee, D) Mersey, E) Ribble.
To represent the ROFI process, its crucial to get accurate input of fresh water
in the domain. The freshwater input is provided by the Environmental agency,
via CEH at daily averaged intervals (Brown et al [19]) . Below the yearly inflow
is plotted for the large estuary systems which provide the greatest proportion of
freshwater into the bay in Figure 3.7 to 3.9.
Chapter 3. Modelling Method 58
Figure 3.7: River Dee input forcing for 2008.
Figure 3.8: River Mersey input forcing for 2008.
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Figure 3.9: River Ribble input forcing for 2008.
Due to the wetting and dry element of the code that simulates inter-tidal flats
along the coast, the freshwater is introduced as a timeseries in an area that is
permanently wet. The point is fixed at 0 PSU which mixes very quickly to form
estuarine brackish waters over a few horizontal grid cells, Brown et al, (2015) [19].
The freshwater is included under the assumption that the river temperature is
equal to the inland atmospheric temperature at the river source. Which leads to
the possibility to include a seasonal river temperature.
Parameter Source
Atmospheric Forcing 3 hourly intervals from the UK Met Office
Sea boundaries (water levels and velocities) Atlantic Margin Model
River boundaries Environmental Agency
Table 3.4: Source of boundary conditions and forcing
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Table 3.4 shows the sources of the boundary condtions. Atmospheric forcing
is provided at 3 hourly intervals from the UK Met Office operational Mesoscale
model hindcast at 12km horizontal resolution (Brown et al. 2015 [19]). Water
level and flow velocities along the open sea boundaries are provided following a
one-way nesting method (e.g. Howarth et al. 2005 [39]) in the Irish sea model
which is forced using hourly inflow data for velocity, salinity and temperature
from the pre-operational Coastal Observatory (COBS) Atlantic Margin Model
(Neil et al. 2012 [55]) and in turn provides the sea boundary forcing for Liverpool
Bay model used in this study.
The calculation is spun up from initial conditions generated from the COBS
pre-operational modelling suite and ran from November 2007 using the climato-
logical rivers across the Irish sea (Brown et al, 2015 [19]). Then the Liverpool
Bay model is spun up in December 2007, to reach a new equilibrium with the
more realistic river inflows and the structure inclusions.
To reduce the mathematical shock induced by the structures, we use a pa-
rameter ramping method which over the period of December 2007 gradually
introduces the structure sink term so by the end of the month the model reached
equilibrium with full structure effects activated.
We make one assumption in this study that there is no effects from the struc-
ture in airflow. In reality wind turbine foundations have a wind turbine structure
above the water which will have impacts of the wind. However, on order to fully
represent such effects, POLCOMS would need to be two way coupled with an
atmospheric model, itself with modifications to simulate the structures above the
sea surface. In the present state POLCOMS-GOTM uses the 12km resolution
atmospheric model using a one way coupling method Developing a two way cou-
ple atmospheric-hydrodynamic model with structure impact from wind turbines
is beyond the scope of this project.
The Liverpool bay domain we use here has a horizontal resolution of 180m×
180m and uses vertical terrain following sigma layers to simulate the vertical
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flow characteristics, we use 22 layers for this study. The horizontal resolution
is based on the approximate rosby radius ( 200m) and the vertical resolution is
a balance between vertical resolution and computational efficient. Figure 3.10
shows the bathymetry domain map used in this study which was obtained using
depth measurements and ranges from 3.8◦W to 3◦W horizontally and 53.25◦N to
53.65◦N vertically. In total there are 576 in the eastern and 474 in the northern
direction.
Figure 3.10: Bathymetry domain, Liverpool Bay showing site A (small red
cross) and centre of two wind farms, North Hoyle to the left and Burbo Bank
in the right represented by the blue squares.
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3.6 Horizontal Turbulence Advection
As part of the initial set up for this thesis, we need to develop POLCOMS to
include the horizontal turbulence advection term. This is used to simulate the
horizontal turbulence transport which is vital to show the turbulence impacts in
the wake of the offshore structures. As such, we utilized the piecewise parabolic
method (PPM) (James 1996, [43]) used to solve the momentum advection and
applied that here. The following results show a simple comparison between
two models, one with horizontal turbulence advection (hereafter known as WA)
and a control model containing no horizontal advection (hereafter known are
CA). All other parameters are as described in table 3.1 for POLCOMS and 3.2
for GOTM, wind forcing and freshwater inflow are as described above. This
study was used to assess the impacts in numerical results due to the horizontal
turbulence advection..
The model results has been obtained using the model set-up for 2008 (section
3.5) in Liverpool Bay for the advection and non-advection model. We focus on the
time series in March of the vertical profiles of Velocity and Turbulence Kinetic
Energy (TKE) taken at the location of Site A where mooring was deployed
(Polton et al, 2011 [57]).
3.6.1 Results
All figures present water elevation in the top panel, simulation with advection in
the second panel, simulation without advection of turbulence in the third panel
and the differences induced by the addition of the turbulence advection term in
the bottom panel. Each panel is plotted against time in days. We have selected a
period of time in March ranging for a spring tide to neap tide. This was selected
because it was the period of time where the results are at maximum effects for
the study period.
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Figure 3.11: Comparison of u component at Site A, a) Elevation, b) u with
Advection, c) u without Advection, d) u difference, WA − CA. Plot is the
time series taken at the Site A located in Liverpool Bay.
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Figure 3.12: Comparison of v component at Site A, a) Elevation, b) v with
Advection, c) v without Advection, d) v difference, WA − CA. For plot
description see 3.11
Figures 3.11 and 3.12 shows the u and v velocity components respectively at
Site A over a 4 day time period. The difference plot on Figure 3.11 shows WA-
CA which shows a decrease in u during surface ebb and a slight change in timing
phase due to the inclusion of advection. The early flood and ebb stratifications
are intensified in contrast to the late flood and ebbs which are weakened. Towards
the neap tide the velocity differences between the models decrease. Figure 3.12
shows the V component changes are small, the only obvious effects can be found
near the surface towards the neap tide. A reason for this is that the u velocity
component (East-West current) is the tidally dominant component and as such
Chapter 3. Modelling Method 65
the largest changes can be found due to the inclusion of horizontal turbulence
advection.
Figure 3.13: Comparison of Turbulent Kinetic Energy component at Site A,
a) Elevation, b) TKE with Advection, c) TKE without Advection, d) TKE
difference, WA− CA
Figure 3.13 shows the comparison of TKE for with and without advection
term as previous. The bottom plot on the Figure shows the difference between
WA and CA. Horizontal turbulence advection has caused a higher level of TKE
through the point at the monthly high spring tide. This shows the horizontal tur-
bulence advection does have an impact on the TKE therefore it will be included
from now on.
We have shown here that although there are changes in computed velocities
and tke, the amount of change has a minimal impact on the domain in this
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model. However, it is essential to consider the full impacts on turbulence from any
structure therefore the inclusion of this term in the hydrological calculations is
paramount to fully consider the effects of the local source of turbulence generated
by the structure.
Chapter 4
Impact of the Spatial Averaging
Scale in Parameterisation of
OWF’s in Coastal Ocean Models
Two parameterisation approaches are presented, a so-called ‘farm-averaged’ pa-
rameterisation and an ‘intra-tidal resolving’ approach, each of which has its ad-
vantages and disadvantages. We will now provide a comprehensive comparison
of these two modelling approaches, with the aim to determine which method
enables the best compromise between result accuracy and model stability. To
that end, we will investigate the impacts obtained using each method following
the model setup described in section 3.5.
Specifically, this comparison will enable testing whether having unaffected
grid cells within the wind farm without sufficient resolution to fully resolve the
structure flow patterns around structures will lead to erroneous numerical results.
4.1 Two Spatial Averaging Schemes
We use the Liverpool domain described in section 3.4. We will simulate the
OWF’s, North Hoyle and Burbo bank in the domain using the two methods
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introduced in section 3.3.
Model Representation No. of OWF’s No. of impacted cells
F Farm (wide spatial) averaged 2 578
T Single turbine (spatial) average 2 55
Table 4.1: Sensitivity model set up shows model and parameters for T and
F using representation methods discussed in section 3.3.
The main difference between the two methods is the scale of the implied
spatial averaging. The Farm Average method calculates an average value over
the cells within the OWF boundary, whereas the Single Turbine Average method
applied the impact of each structure in the cell where it is situated (for further
details see section 3.3).
First we will discuss the advantages and disadvantages of the Farm Average
method. The main advantage of this method when compared to the ‘Single
Turbine Average’ method is it preserves some continuity through the spatial
discretization. While this would also be satisfied with a fully resolved model
ie sufficient resolution to resolve intra-tidal farm motions, the Single Turbine
Average approach at sufficient resolution may introduce errors in the and thus
generate numerical error and instabilities.
The total number of physical structures is the same in both models, the
difference between the methods comes in the number of cells the impact is spread
across, which leads to a second advantage. The farm average method has 578
cells with the impacts from 55 turbines involved, across allowing the horizontal
gradient between the affected cells and unaffected cells at the OWF boundary
to be minimised. Another advantage is that this method is more appropriate
when the horizontal scales are very large. In particular, using the farm average
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method would be have to be used where the horizontal grid is greater than the
gap between the two turbines.
The single structure method in the Liverpool Bay domain represents each
structure in the cell where the turbine is placed. This method can also create
the correct pattern of the OWF and can use the resolution to potentially see fine
details of the flow. There are several drawbacks to apply this method in Liverpool
Bay. The main drawback revolves around the potential errors discussed above
that this method can potentially create. The gradients between unaffected cells
and impacted cells are amplified in comparison to the farm average method. In
the following section, we will provide a comprehensive validation of the structure
model used in this study.
4.2 Validation of the Structure Model
The model domain contains two wind farms, North Hoyle and Burbo Bank (table
4.2) which is in line with the total number of turbines present in 2008. North
Hoyle contains 30 turbines and Burbo Bank contains 25 turbines. We have set
the diameter at 4m for all the structures with drag coefficients (CD) of 0.63
which is the coefficient for a 3D cylindrical structure. The coefficient the engi-
neering drag coefficient for a 3D cylinder. Freshwater from the Environmental
Agency (EA) and UK Met Office atmospheric forcing are used as described in
3.5. We parametrize the OWF using the Farm Averaged method for this vali-
dation by comparing a vertical profile at site A (Figure 3.10) from experimental
data (Polton et al, 2011 [57]) water profile data from a mooring recording in
the water column. Salinity and temperature were recorded by CTD probes and
velocity measured by ADCP’s. There is data for most of the year, however due
to the nature of Liverpool Bay the experiment fails at several times for the bot-
tom hydrodynamics. Site A is a useful site due to its proximity to both OWF’s
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placements and the freshwater plumes from the Mersey, Dee and Ribble estuar-
ies. As a consequence the site data are used on numerous occasions in the study
to investigate the vertical intertidal response.
OWF Centre Position Number of Structures Footprint
North Hoyle -3.448◦N, 53.417◦W 30 10km2
Burbo Bank -3.187◦N , 53.488◦W 25 10km2
Table 4.2: Offshore wind farm information in Liverpool Bay in 2008 used in
this study
We use the set up for the full impacts (discussed in section 3.5) for the turbine
structures to validate the new module. In the Figures below we plot the salinity,
temperature and density model data and field data at three levels in the water
column, 5m below the surface, 10m below the surface and 0.5m above the seabed.
Figure 4.1: Salinity comparison; a) 5m below surface b) 10m below surface
c) 0.5m above seabed, Site A, Blue is field data and red is the model data.
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Figure 4.1 shows the salinity time series profile at site A. The blue line is
the field data and the red line is the model data at the locations in the water
column. The model initially fails to predict the salinity, this is in line with
other studies using the POLCOMS-GOTM modelling system over this period of
time (Bolan˜os et al, 2011 [16], Brown et al, 2015 [19]) and is probably due to
imperfect initial conditions. There are a variety of ways this could be caused
most revolving around initial conditions and forcing. Solving this issue is not
the focus of this study therefore for the remainder of this project we discount
the first two months of the year. March through to December yearly trend of
salinity at site A is predicted very well all throughout the water column. Some
tidal fluctuations in the autumn months are not modelled well, this is could be
due to the meteorological forcing terms or the inability for the model to replicate
the such large changes because of some unforeseen condition. This could be a
large storm event that is not simulated in the atmospheric model hence is not
replicated.
Chapter 4. Spatial Averaging Scale in Parameterisation of OWF’s 72
.
Figure 4.2: Temperature comparison; a) 5m below surface b) 10m below
surface c) 0.5m above seabed, Site A, Blue is field data and red is the model
data.
Figure 4.2 shows the temperature time series profile at site A. As in Figure 4.1
the blue time series is field data and the red time series is the model data. The
model data predicts the temperature very well through the entire water column.
There is a slight over prediction during the summer period however this is very
small.
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Figure 4.3: Density comparison time series; a) 5m below surface b) 10m
below surface c) 0.5m above seabed, Site A, Blue is field data and red is the
model data.
Figure 4.3 plots the density profiles through the water column calculated from
the salinity and temperature using the UNESCO equation of state (POLCOMS
Documentation, [46]). The initial period in the year are under predicted, this is
due to the salinity contribution which is under-predicted across the same time
period early in the year. Liverpool Bay is salinity driven region of freshwater
influence therefore salinity does have a larger effect on the density. The density
predictions recover to levels that can be used at the beginning of March, as with
the salinity case, we consider the data from March through December. Over this
period the model predicts the density profile reasonably well. We plot here the
25-hour moving average to filter density to show the effects without the tidal
differences.
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Figure 4.4: Density comparison time series, 25 hour filtering process; a) 5m
below surface b) 10m below surface c) 0.5m above seabed, Site A, Blue is field
data and red is the model data.
Figure 4.4 confirms the argument that POLCOMS-GOTM with structures
does predict the density well with only a few fluctuations that are missed.
Figure 4.1, 4.2, 4.3 and 4.4 presents a graphical representation of the ability of
the POLCOMS-GOTM model to predict the hydrodynamics. Now we consider a
statistical analysis comparison using the skill values (Willmott 1981, [76]). This
provides a statistical comparison on which to evaluate the ability of the models
and to see which is more statistically accurate. We chose Skill values to compare
because they were specifically designed for tidal analysis.
1−
∑ |Xmodel −Xobs|∑(|Xmodel −Xobs|+ |Xobs −Xobs|) (4.1)
Where Xobs is equal to observational data, Xobs is the associated time mean
and Xmodel is the model data. A Skill value of 1 is a perfect match and complete
disagreement is 0.
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Parameter Control Full
U 0.97 0.97
V 0.79 0.80
rho5 0.82 0.83
rho10 0.84 0.76
rhoB 0.76 0.76
T5 0.99 0.99
T10 0.99 0.99
TB 0.99 0.99
S5 0.54 0.55
S10 0.54 0.55
SB 0.47 0.49
Table 4.3: Skill Values (Willmott 1981, [76]) for C, M and F simulation
runs at site A. U and V represent velocity components. rho5, rho10 and rhoB
represent density at 5m below water level, 10m below water level and 0.5m
above seabed respectively. T5, T10 and TB represent temperature at 5m
below water level, 10m below water level and 0.5m above seabed respectively.
S5, S10 and SB represent salinity at 5m below water level, 10m below water
level and 0.5m above seabed respectively.
Table 4.3 shows the skill values calculated using equation 4.1 for different
parameters for a control model and the full impact model. The control model
has the identical set-up as the full model described in section 3.5 however there
are no structures present. This is a numerical comparison between two models,
comparing each to the field data. A skill value of 1 is considered to be identical
therefore the closer to 1 the value is that better the prediction. In most of the
parameters we can see a slight improvement in skill values in the Full model
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result in comparison with those from the control results. This shows the full
impact model does in fact slightly improve the accuracy of the prediction.
In the various hydrodynamics and statistical analysis using skill values we
have carried out, we can conclude that the 2008 POLCOMS model that contains
the turbine representation predicts the hydrodynamics reasonably well in the
months March to December. When using the skill values to compare to a control
model which has been previously validated we show that the turbines do not
make the simulation worse. In fact it is possible to say it improves the model
slightly. Once the initial issues in the early months of 2008 are resolved, the
model started to predict the hydrodynamics with sufficient accuracy to be able
to use the model in further work.
4.3 Comparison of the two methods
The relative performance of each method is assessed via model-model compar-
isons. Additional comparison to field data (Polton et al, 2011 [57]) is used to
determine the effect at up to the yearly scale. We then plot the impacts for the
velocities in March, giving particular attention to the U and V velocity compo-
nents. March is chosen in this study because it is a period of time when the
average monthly river inflows for the Dee (45.8m3/s) is closest in value to the
average for the year (47.2m3/s). The OWF’s impacts are particularly sensi-
tive to the Dee freshwater inflow so using a representative month gives a good
understanding of the impacts on average year (Norman et al, 2014 ([54]).
We also compare the monthly-averaged surface salinity and temperature in
March to December using the following equation 4.2.
φresidual =
1
(te − ts)
∫ te
ts
φ(t)dt (4.2)
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Where φresidual is average value, te and ts are the start time and end time
and φ is the hourly value. December provides a comparison with a monthly
inflow which is higher than average Dee river flow rate (53.2m3/s). Using these
comparison salinity and temperature impacts of simulations T and F can be
discussed in terms of greater freshwater inflow.
4.3.1 Yearly time Series
We first show the yearly time series salinity, temperature and density anomaly.
Each plot shows a time series of data at site A (see Figure 3.10) at 3 positions
in the water column. Field data is represented in all plots by the dark blue line,
Red represents simulation F and blue represents simulation T.
Figure 4.5: Time series of salinity comparison , at site A at different eleva-
tions in the water column a) 5m below surface, b) 10m below surface c) 0.5m
above seabed. Dark blue is field data and red is model data (F) and light blue
is model data (T).
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Figure 4.6: Time series of temperature comparison, see Figure 4.5 for plot
details.
Figure 4.5 shows the yearly salinity plots at Site A for the two numerical simu-
lations (F in red and T in light blue) and the observations in dark blue. T trends
to slightly over predict the salinity over the year when compared to F and in
plots showing salinity at the surface and in the water column (A and B), T tends
to under predict most of the tidal fluctuations that appear in the observational
data. In 4.5 C, showing the seabed salinity, both F and T struggle to predict the
tidal fluctuations in the early months, where the salinity is dramatically reduced.
This can be attributed to the model equalizing to the impacts from the OWF’s
which in T creates larger gradients than F. Throughout the year, T captures the
overall trend of the salinity at the bottom of the water column well, however
there are sudden fluctuations in PSU which isn’t consistent with the field data.
The initial three months show erroneous data prediction consistent with the val-
idation section 4.2, T slightly out performs F in these early months by returning
to the general trend faster however this is most likely due to the wrong reasons
as the overall yearly prediction is slightly worse.
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Figure 4.6 shows the yearly temperature plots at Site A for the two numerical
simulations (F in red and T in light blue) and the observations in dark blue. The
temperature trend is generally predicted well at all levels in both models. The
main comparison that can be drawn in similar to salinity in that T is under
predicting fluctuations at the sea surface and in the middle of the water column
and at the seabed, T tends over predict fluctuations at site A.
Figure 4.7: Time series of density anomaly (ρ-1000), see Figure 4.5 for plot
details.
Figure 4.7 shows the density anomaly, calculated as ρ−1000 at Site A for the
two numerical simulations (F in red and T in light blue) and the observations in
dark blue. The density is calculated using the UNESCO equation of state with
uses salinity, temperature and pressure. Liverpool Bay is a salinity driven ROFI
(section 1.2.2), the density time evolution follows closely that of salinity. The
density at the sea surface and in the middle of the water column (Figure 4.7 A
and B) shows T (light blue) barely picks up the fluctuations throughout the year
when compared to F (red). This is seen in salinity and temperature, however it
is possible that because of the combined effect on density, the errors in salinity
and temperature compensate to give a good density.
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In the salinity, temperature and density plots, we can see many localised areas
of fluctuation caused by T representation of OWF’s. Figure 4.8 shows the yearly
time series for the density after applying a 25-hour moving average, which aims
to filter out intra-tidal fluctuations.
Figure 4.8: Time series of density anomaly (ρ-1000) 25 hour filtering, see
Figure 4.5 for plot details.
We plot the 25 hour density anomaly, Figure 4.8 for F (red) and T (light blue).
Removing the tidal fluctuations shows that both models predict the observational
data fairly well. T tends to recover for the initial salinity under prediction,
reaching equilibrium around day 60 where as F is slightly under predicting over
this period but is picking up the pattern more accurately through all the water
column. In contrast, at the end of the year F is predicting the density more
accurately than T. It appears that T tends to reach the density values faster
than F but cannot simulate the details as well as F at site A.
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4.3.2 Velocity comparison
We have looked at the computed salinity, temperature and density on yearly
temporal scales at site A. We now take a shorter temporal period and examine
monthly average velocity at the surface, we use March as it is close to yearly av-
erage river inflows from the Dee. Monthly averages are calculated using equation
4.2 and plotted in Figure 4.9.
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(a) F simulation
(b) T simulation
Figure 4.9: Liverpool Bay Surface u Component(West-East) Plot for March
2008 average, North Hoyle to the left and Burbo Bank to the right represented
by blue squares positioned at the OWF centres
Chapter 4. Spatial Averaging Scale in Parameterisation of OWF’s 83
Figure 4.9(a) and 4.9(b) shows the U component for F and T respectively. U
is positive West to East and as such where red is plotted shows a West-East flow.
Figure 4.9(a) shows a flow structure emulating from the North Hoyle (western
OWF). There is a circulation near North Hoyle with the water travelling in
two directions. The deep water Mersey channel which exits the Mersey estuary
and travels north of Burbo Bank (Eastern OWF) is clearly visible, magnitudes
of 0.2m/s are visible near OWF’s and in the Mersey channel. North Hoyle in
particular shows the impact at the centre of the OWF. In Figure 4.9(b) with
shows the U component for T, this shows the impacts extend further into the
bay in comparison to F (Figure 4.9(a)).
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(a) F - control model
(b) T - control model
Figure 4.10: Liverpool Bay Surface u Component (West-East) Difference
Plot for March 2008 average, North Hoyle to the left and Burbo Bank to the
right represented by blue squares positioned at the OWF centres
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Figure 4.10(a) and 4.10(b) show the magnitude in u component differences
using a model with no turbine structures as a control. First, the velocity magni-
tude shows that the single structure method has the same magnitudes of impact
on the U velocity. This is likely to be because the total number of structures
are the same hence the numerical impact is equal in both models. When we
compare the two models, the major difference is the spatial area over which the
impact can be seen in T compared to F. This is likely due to strong flow between
unaffected cells within the OWF in T simulation, which advecting any influence
further away. Numerical errors may also cause these differences because the in-
dividual wakes are not resolved completely due to the assumption that all wakes
are resolved in the grid distance.
Next we consider the v component of the velocity by plotting surface v ve-
locities on Latitude/Longitude domain. The freshwater flow from the Dee is
predominately in the North-South and as such using the v velocity direction plot
we can highlight the local impacts on the freshwater.
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(a) F simulation
(b) T simulation
Figure 4.11: Liverpool Bay Surface v component (North-South) Plot for
March 2008 average, North Hoyle to the left and Burbo Bank to the right
represented by blue squares positioned at the windfarm centres
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Figure 4.11(a) and 4.11(b) shows the V component contribution for F and T
respectively. While the time-varying East-West current component is dominant
as being the main tidal component, the North-South component results show sig-
nificant (time-averaged) residuals due to baroclinic effects in the Bay (Palmer,
2010 [56]). Our numerical results suggest that the ”Single turbine (spatial) av-
erage” generates a larger area of influence North of the OWF.
As with Figure 4.9(a), the magnitudes of impact are similar when comparing
F and T. As the total number of structures is the same, the total impact is no
difference therefore it is unlikely for the magnitude to change.
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(a) F - control model
(b) T - control model
Figure 4.12: Liverpool Bay Surface U Velocity (East-West) Plot for March
2008 average, North Hoyle to the left and Burbo Bank to the right represented
by blue squares positioned at the OWF centres
Chapter 4. Spatial Averaging Scale in Parameterisation of OWF’s 89
(a) T-F
(b) T-F
Figure 4.13: Liverpool Bay speed difference and direction (T-F) showing the
change in speed due to the different representation methods.
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Figure 4.12(a) and 4.12(b) show the U component absolute difference using
a model with no turbine structures as a control. Figure 4.13(a) shows the clear
increase in speed near North Hoyle. This shows that the single structure method
causes velocity effects further from the OWF centres when comparing to F. This
shows again that the single turbine method causes effects on the residual velocity
further from the OWF when compared to F. Even though the instantaneous
velocity in unaffected cells is increased, there is little impact on residuals within
the OWF. There is, however, a clear impact on the extent of the affected spatial
area due to the velocity increase in unaffected cells in the OWF. A consequence
is that the eddy generated near North Hoyle is larger (Figure 4.13(b)). The
scalar transport (salt, nutrients etc) is also likely to be affected therefore we now
consider the salinity and temperature average surface plots.
4.3.3 Salinity Comparison
Here we introduce the surface salinity average which is plotted on a latitude/lon-
gitude domain with OWF centres. As discussed above Liverpool bay is a salinity
driven ROFI therefore it is particularly sensitive to changes in salinity.
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(a) F simulation
(b) T simulation
Figure 4.14: Liverpool Bay surface Salinity average plots for March 2008,
North Hoyle to the left and Burbo Bank to the right represented by blue
squares positioned at the OWF centres, Site A is indicated by a blue cross
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(a) F - control model
(b) T - control model
Figure 4.15: Liverpool Bay Surface Salinity average difference plots for
March 2008, North Hoyle to the left and Burbo Bank to the right represented
by blue squares positioned at the OWF centres, Site A is indicated by a blue
cross
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Figure 4.14(a) and 4.14(b) show the surface salinity for F and T respectively.
The Figures also show the positions of the OWFs, and this confirms that Burbo
Bank (eastern OWF) is close to the salinity front from the Mersey and Dee
outflows.
Figure 4.15(a) and 4.15(b) shows F - control and T - control for average
monthly surface salinity. There are several areas that have been affected due to
the parameterisation method, firstly the area around site A. There is an increase
in average salinity across this area. This is consistent with what is seen in Figure
4.5 which shows at site A, the salinity over March is higher in T than in F, this
also is closer to the observational data at this time. This effect is likely to be a
consequence of the increased velocity impacts seen in Figure 4.13(a) which allows
the saline water to be blocked from moving near the estuary. We can see the Dee
estuary has a large increase in surface salinity in T, there could be several reasons
for this. It could be due to the blockage of the OWF’s which have allowed saline
water in on the flood tide which fails to flush out on the ebb tide because of the
blockage. The more likely reason for this increase considering the magnitude of
the increase (5 PSU, Figure 4.16) is an error with the coupling from the initial
conditions and the increased gradients caused by the structure impacts.
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Figure 4.16: River Dee Surface Salinity Residual for March 2008, Zoomed
in to focus on the river inflow errors
Figure 4.16 shows a zoomed plot of the Dee estuary. THe POLCOMS Liver-
pool Bay setup has been extensively used to study the dynamics and processes of
the Dee Estuary (Bolanos et al, 2011 [16], Amoudry et al, 2014 [4]). In particu-
lar, the model has been validated against observational data for hydrodymanics,
turbulence and sedimetn transport. The large increase in salinity in T (see Fig-
ure 4.16 zooming on the Dee estuary) due to the presence of ‘single structure’
highlights some of the erroneous results generated.
The approach, T seems to over predict the Dee estuary when compared to F
approach, as a result using the farm average method seems to be able to provide
the better results in the estuaries.
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4.3.4 Temperature Comparison
Here we consider the surface temperature average for March using the latitude/-
longitude domain used to represent the salinity. Each plot has the OWF centres
and site A marked.
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(a) F simulation
(b) T simulation
Figure 4.17: Liverpool Bay average surface temperature plots for March
2008, North Hoyle to the left and Burbo Bank to the right represented by blue
squares positioned at the OWF centres, Site A is indicated by a blue cross
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(a) F - control model
(b) T - control model
Figure 4.18: Liverpool Bay average surface temperature plots for March
2008, North Hoyle to the left and Burbo Bank to the right represented by blue
squares positioned at the OWF centres, Site A is indicated by a blue cross
Chapter 4. Spatial Averaging Scale in Parameterisation of OWF’s 98
Figure 4.17(a) and 4.17(b) shows the monthly average temperature for F and
T respectively. The OWF’s are close to the temperature front which is consistent
with the salinity plots, particularly Burbo Bank which is in the freshwater plume
from the Mersey. Due the scale of the temperature profile, a better understanding
can be obtained from the difference plots.
Figure 4.15(a) and 4.15(b) shows F - control and T - control for average
monthly temperature salinity. Temperature is shown to increase around site A,
this is consistent with the finding in 4.6 which shows T tends to over predict
the temperature. This is likely due to the blockage of freshwater to these areas
because of the increase in velocities near North Hoyle. This effect can also be
seen in the salinity plots in section 4.3.3.
4.3.5 Conclusions
In this study, we have compared the numerical results from a simulation using two
different parameterisation techniques, the Farm Average method and the Single
Structure method. The Farm Average method represents OWF’s as one area of
influence in the shape of the spatial area covered by the whole array. This method
leads to a smoother transition between affected and unaffected cells because
the total impact from the structures is averaged across a large number of cells.
This method is also appropriate for use in models with horizontal resolutions
greater than the distance between the individual structures such as for a full
European Continental Shelf model. The single structure method simulates the
structures within the OWF as individual areas of influence, this leads to localised
cells with larger impacts when compared to the farm average method and cells
within the OWF that are simulated with no impact terms. As such this leads
to the possibility to accurately model the structure positions within the domain
depending on the horizontal grid resolution.
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We found that Single Structure method tends to over predict the hydrody-
namics at site A when compared to Farm Average method which is corroborated
in the analysis of the March monthly average where an area of increased salinity
and temperature can be clearly seen. This is likely due to the increased veloci-
ties seen in the velocity and speed plots which provides greater scalar transport
through Site A in Single Structure method. We also found that Single Structure
method dramatically increases the flow in the Dee estuary. We have attributed
this to the continuity errors caused due to the high localised changes at the OWF
sites with the input conditions and as such leading to saltier, warmer water pool-
ing in the estuary.
In the analysis we conclude that for this set up in Liverpool bay the best and
most appropriate method to carry forward into a full comprehensive study of the
impacts in Liverpool bay is the Farm Average method.

Chapter 5
Parameterisation of OWF’s in
POLCOMS Governing
Equations: The Influence of
Turbulence Sources
Momentum only methods are commonly used to simulate offshore structures
in ocean models. An example of this is can be seen in Wang and Yang, 2011
[82] and Wang et al, 2013 [83] which uses the FVCOM modelling system with a
momentum sink to simulate energy extraction. Built in land points are employed
to represent the offshore structures. These land points in FVCOM effectively are
any points within the domain that do not get wet. When simulating a structure
the elevation is set to be higher than the water surface. This method has its
origins in the 2D bottom friction method which uses an increase in bottom friction
to represent structures. This method was extended to 3D models by changing
the bottom friction, however this may lead to simulation errors as the structure
is only represented in the bottom sigma layer therefore misses out on some of the
effects present higher in the water column. This led on to the structures being
simulated as momentum sinks through the water column, which in most cases
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simulated as land points unstructured grids. The bottom friction method does
create an increase in turbulence, however this is focuses near the seabed and its
effects are reduced up through the water column.
In this chapter, we apply the numerical model described in section 3.5 to a
ROFI, Liverpool Bay and compare the numerical results to a momentum sink
only model described in this chapter applied over the same domain. The objective
of the work presented here is to assess the additional turbulence generation/dis-
sipation effects impacts each method of simulation. We consider the numerical
results obtained by simulating two wind farms, North Hoyle and Burbo Bank by
using the structure model described in section 3.5 which applies the momentum
and turbulence impact of a structure through the water column. We compare
this to numerical data using the momentum sink model, which simulates offshore
structures by modelling the momentum impact only.
This chapter contains a description of the mathematical equations used in
the momentum sink model. Here we also provide a brief description of the
hydrodynamics in Liverpool bay and the model set-up which is used to evaluate
the impacts of OWF’s. Reasons for the differences in the numerical results are
discussed by considering near (defined as array radius plus 500 metres) and far-
field effects and showing the change if impact due to the turbulence impact model
(section 3.5).
Here we are using the momentum impact term discussed in section 3.2 to
develop the momentum sink model used here.
Gd =
1
2
CDaU
√
u2 + v2 (5.1)
where : a =
Nsd
Acell
(5.2)
Where G is total impact term, u and v are velocity components, east-west and
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north-south respectively, U is the velocity component u or v. For multiple struc-
tures in one cell, equation 3.13 can be multiplied by the number of structures,
Ns, d is the diameter of the structures and Acell is the area of influence.
Equation 5.1 is the momentum impact equation derived in section 3.2 and
is applied to the POLCOMS governing equations which leads to the momentum
sink being applied through the water column. We use this application of the
momentum equation which as momentum sink model and as such gain numerical
results for comparison to the method described in section 3.2.
In this chapter, we compare two mathematical representations of structure
representation to test the conceptual understanding that simulating structures
using momentum and turbulence impacts is more accurate when compared to
using only momentum impacts. We use model to model comparison to assess the
differences on salinity, temperature and density.
5.1 Numerical Model Setup
We use the full impact model described in section 3.5 which uses POLCOMS-
GOTM equations with added structure model as described in section 3.2 and
use the built-in switch to turn off any numerical impact on the k − ε equations
in GOTM (hereafter known as M). We will also use a control model (hereafter
known as C) as a comparison to assess the overall capability of the structure
models to experimental data to assess the accuracy using skill values (Willmott
1981,[76]). We will also compare to observation field data (Polton et al, 2011
[57])used to valid the structure model (section 4.2) using the data at site A in
Liverpool Bay.
We use the farm averaged method to represent the OWF in the domain
(section 3.3), this is in line with the conclusions in Chapter 4 which is suitable
for studying the far-scale effects of structures. This area represents the full
spatial area of the OWF and uses an average method to apply the effects of
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the structures. We use the 4m representative diameter to simulate the size of
the cylindrical structure which is a typical size for an average offshore turbine.
The drag coefficient is to be taken as 0.63, a cylindrical object in a water flow.
The coefficient used in the turbulence closure scheme is set to 0.6 (section 3.2)
as defined in Rennau et al, 2012 [59] as the high turbulence scheme which is
justified for such strong tidal currents present in Liverpool Bay.
5.2 Yearly Time Series at Site A
Here we present results from M and F simulations and compare to assess the
impact of the numerical simulation method. Table 5.1 uses the statistical skill
values (Willmott 1981, [76]) to numerical compare the accuracy of the M and F
compared to a control model for the yearly timeseries at site A.
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Parameter C M F
U 0.97 0.96 0.97
V 0.79 0.76 0.80
rho5 0.82 0.79 0.83
rho10 0.84 0.82 0.76
rhoB 0.76 0.79 0.76
T5 0.99 0.99 0.99
T10 0.99 0.99 0.99
TB 0.99 0.99 0.99
S5 0.54 0.43 0.55
S10 0.54 0.42 0.55
SB 0.47 0.37 0.49
Table 5.1: Skill Values (Willmott 1981, [76]) for C, M and F simulation
runs at site A. U and V represent velocity components. rho5, rho10 and rhoB
represent density at 5m below water level, 10m below water level and 0.5m
above seabed respectively. T5, T10 and TB represent temperature at 5m
below water level, 10m below water level and 0.5m above seabed respectively.
S5, S10 and SB represent salinity at 5m below water level, 10m below water
level and 0.5m above seabed respectively.
Table 5.1 shows that M has a lower skill value than F for most parameters.
This suggests that using the momentum only approach to structure simulate in
Liverpool tends to lead to a reduction in accuracy when comparing the obser-
vational data. We can also see looking at table 5.1 that M tends to incorrectly
predict the salinity when compared to the control model. This shows that by us-
ing just momentum to simulate structures in Liverpool bay the overall prediction
accuracy is reduced, where the full model (F) generally improves the numerical
results. We can use this table to conclude that at in Liverpool Bay using the
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momentum and turbulence to represent structures is slightly more accurate. We
now move on to plot the yearly time series of salinity, temperature and density
at site A at difference points in the water column.
Both simulation results are compared to observational data from site A at
site A at 5m below surface, 10m below the surface and at the seabed. We show
the hourly data for salinity, temperature and density and the 25 hour moving
average of the density to remove the intra-tidal fluctuations.
Figure 5.1: Salinity (PSU) yearly time series comparison at site A for F
(light bule) and M (red) plotted against observational data Blue; A) 5m below
sea level, B) 10m below sealevel, C) 0.5m above sea bed
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Figure 5.2: Temperature (◦C); see Figure 5.1 for plot details
Figure 5.1 and 5.2 show the yearly timeseries at 5m below, 10m below and
0.5m above the seabed respectively. We plot the observational data as the dark
blue line, red is the M model data and light blue is the F model data. In Figure
5.1, we can see the high frequency salinity fluctuations due to the tidal motion
in Liverpool Bay, we can see M (red) tends to underestimate these fluctuations
throughout the water column more than F does. We can see in the initial months
the lack of accuracy which is in line with chapter 6.
M tends to generally over predict the salinity at site A, particularly in Novem-
ber and December where M fails to predict the fluctuations and is the salinity
is larger than both observational data and F model data. This is consistent
throughout the water column as shown in Figure 5.1 A), B) and C) which all
show a lack of fluctuations predicted on the timeseries. These results for high
frequency salinity data imply that the OWF effects are represented more accu-
rately using momentum and turbulence. This also confirms the statistical metric
values in table 5.1.
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We can conclude that at site A in Liverpool bay 2008, structures are repre-
sented more accurately using both momentum and turbulence when considering
the salinity through the water column.
In Figure 5.2 the temperature at site A for M is predicted well. The general
overall pattern is simulated well throughout the year and the water column.
There is a slight increase in simulated temperature in the summer months in
both modelling methods, F and M however M results tend to under predict the
tidal fluctuations in temperature when compared to both F and the observational
data. This is again consistent through the water column (Figure 5.2 A), B) and
C)). The reasons could be due to the lack of additional mixing caused by the
turbulence.
Figure 5.3: Density (kg/m3), calculated using the UNESCO equation of
state, (POLCOMS Documentation, [46]); see Figure 5.1 for plot details
Figure 5.3 shows the density yearly time series at 5m below, 10m below and
0.5m above the seabed respectively. We plot the observational data as the dark
blue line, red is the M model data and light blue is the F model data. We can see
the initial discrepancy mentioned previously (Chapter 4), however from March
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onwards we can see the overall trend in density through the water column is
simulated reasonably well. When we compare the M and F, it is clear that M
fails to predict the intra-tidal fluctuations due to the salinity fluctuations. At the
seabed, Figure 5.3 C) M completely fails to pick up any of the tidal fluctuations
which are seen in the observational data and F model data.
Figure 5.4: Locations of the investigation points
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(a)
(b)
Figure 5.5: Surface tke differences (M-C) on the surface at 5 points within
Liverpool Bay
Figure 5.5 shows the surface TKE differences for M-C at the locations in
Figure 5.4. Line plot 1 shows that the momentum reduces the TKE at location
1, this shows that the momentum impacts extend into the Bay.
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(a)
(b)
Figure 5.6: Surface tke differences (F-M) on the surface at 5 points within
Liverpool Bay
Figure 5.6 shows the surface TKE differences for M-C at the locations in
Figure 5.4. Comparing Figure 5.5 line 1 and Figure 5.6 Line 1 it is clear that the
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use of both turbulence and momentum impacts reduces the impact at location
1. It is also clear that the momentum is the cause of the impacts at locations
3 and 5 near the freshwater outflow. A reason for this could be because the
water column is unstable naturally in these areas as the freshwater is mixing
with the saline water and adding an additional mixing term will create further
instabilities.
The impacts on the momentum and turbulence could potentially cause a
change in salinity and temperature. To that end, salinity and temperature are
now considered.
5.2.1 Surface Salinity Comparison
We now consider the monthly surface average for December. We select December
because it is an area of particularly large differences between M and F both in
magnitude and fluctuations. We consider monthly averaged salinity calculated
using equation 4.2 which sums the surface hourly output and divides by the
number of hours in the month. This is done by comparing the F and M to
the control simulation and shows the simulated impacts from each mathematical
method.
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Figure 5.7: Surface Salinity difference, F - C. Plotted on a latitude/longitude
domain with OWF centres represented with a blue box and site A represented
by the red cross
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Figure 5.8: Surface Salinity difference, M - C. See Figure 5.7 for plot details
Figure 5.7 and 5.8 shows the impacts due to the F and M salinity respectively.
The first major observation is that M (Figure 5.8)has a much larger change in
surface salinity due to the OWF’s. Figure 5.7 shows localised impacts which will
be discussed in chapter 6. Figure 5.8 shows the change in surface salinity due
to the momentum only representation. This shows the salinity increase across
a large area in the bay. There is a clear increase of salinity in the area where
the Ribble, Mersey and Dee freshwater inflows. This is likely due to the momen-
tum blockage locally at the OWF sites which then prevents the salinity flushing
out of the river estuaries. Burbo bank in both Figure 5.7 and 5.8 both show
that the largest impacts are near Burbo Bank OWF (eastern OWF). As both
models have the same momentum input, this effect is caused by the turbulence
which is coupled together with the momentum. As this is also seen in Figure
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5.8, we can conclude the localised impact is predominately due to the impacts
on the momentum with the turbulence impacts having an opposing effect. Con-
ceptually, such oppsoing effects between the two contributors (momentum and
turbulence) is consistent with the physical representation in the governing equa-
tions (see chapter 3): a momentum sink reduces tidal energy and thus turbulent
energy opposed to the extra turbulent production is introduced. Conversely, ex-
tra turbulence corresponds to more efficient transfer of momentum, opposed to
the momentum sink.
5.2.2 Surface Temperature Comparison
Figure 5.9: Temperature impacts due to Momentum and Turbulence model,
M - C
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Figure 5.10: Temperature impacts due to the Momentum model, F - C.
In Figure 5.9 and 5.10 we present the surface temperature impacts due to the
OWF’s from F and M respectively. Figure 5.9 shows the impacts are far less
when considering both momentum and turbulence impacts than when just con-
sidering momentum, Figure 5.10. When we look are M (Figure 5.10) we can see
the effects of the OWF’s can be seen throughout the domain, there are two large
areas of increased surface temperature which are located near the OWF centres.
This shows the warmer waters are staying in these areas instead of moving freely
around the domain. There is also a large area of reduced temperature in the
centre of the domain, suggesting that the colder waters emerging from the estu-
aries are being pooled in this area. When we consider the results from F, (Figure
5.9) we can see that the area between the OWF’s that experiences a reducing
in surface temperature. It can be assumed that the increased mixing due to the
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OWF’s allows the fresher, colder water to flush out of the estuaries where as in M
this water is being blocked. This would again suggest that the increase in mixing
that the turbulence impact equations introduces directly opposes the momentum
impacts caused by the OWF’s. To investigate this point further, we consider the
momentum and turbulence contribution by plotting them individually.
Here we plot the turbulence impact contribution to F. We calculate it by sub-
tracting M from F leaving the difference between the two models. This means the
turbulence contribution we present is that from a model that also has momen-
tum impacts simulated along side. As a result it represents the change in impact
that are attributed to the Pd term in the impact equations (section 3.2). In the
impact equations discussed in section 3.2 Pd and Gd have opposing signs which
leads to the turbulence and momentum working against each other to balance
the equations.
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Figure 5.11: Salinity TKE impacts for December calculated by F - M, Lati-
tude/Longitude Domain, Windfarms marked as squares, Site A and B marked
as triangles
Figure 5.11 shows the surface salinity impacts due to the turbulence mixing.
We can compare this with Figure 5.8 which shows the momentum contribution.
As we predicted the turbulent impacts are opposing the momentum impacts.
Figure 5.11 reduces the majority of the impact that is in the bay from which
we can conclude that for the salinity in Liverpool bay, modelling structures with
only momentum tends to over predict the impact on salinity. As Liverpool bay
is a salinity driven ROFI this is likely to have a big effect on the density which
is also supported by the differences seen in Figure 5.3
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Figure 5.12: Temperature TKE impacts, see Figure 5.11 for details
Figure 5.12 shows the turbulent impacts on the surface temperature once
again this shows the temperature change due to the turbulence is directly op-
posing that of momentum in Figure 5.10. The impacts are similar to the salinity
discussed above in the sense that the major effects on the temperature tend to
reduce the overall impact in the far field ranges of the OWF’s. This backs up
the fact that using only a momentum sink with over predict the impacts of the
simulation.
5.3 Temperature Fronts
We use the 7◦C temperature line to measure the effects due to M and F on the
front in the ROFI. The 7◦C temperature front can be used as a diagnostic variable
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for freshwater inflows (Bricheno et al, 2014 [18]) which shows the position of a
front in a ROFI. We present the data for C, F and M for December plotted on
the latitude/longitude domain.
Figure 5.13: 7◦C temperature front for December, Latitude/Longitude Do-
main, OWF’s marked as squares
Figure 5.13 show the December 7◦C for C, F and M respectively. There are
very small differences in the fronts in F and C showing that the OWF’s simulated
using momentum and turbulence has limited effects on the temperature front.
However, M shows a large effect near on the temperature front near the Ribble
estuary. This is consistent with the decrease in temperature in Figure 5.10 which
shows once again that representing structures are momentum sinks tends to
change the hydrodynamics in the far field more than when using the momentum
and turbulence method.
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5.4 Conclusions
In this section we compared the results from a momentum sink structure simu-
lation method and full turbulence and momentum structure simulation method.
We use the parametrization technique which is applied to the POLCOMS-GOTM
numerical model discussed in section 3.2. We use the setup We used field data
measurements (Polton et al, 2011 [57]) at site A as a validation and use skill
values to assess model accuracy. We found that for most hydraulic parameters
F tends to preform better when simulating the hydrodynamics with structures
in Liverpool Bay. This is shown in the skill values (table 5.1) which highlights
a small increase in accuracy. On the intra tidal scale, M does not preform well
when compared to F. It can be concluded that the assumptions made when us-
ing the momentum sink (ie no turbulence mixing)cause the model to not predict
many of the fluctuations seen in density for observational data (Figure 5.3). F
in comparison does manage to simulate them with better accuracy.
We have shown that using the momentum sink leads to over predictions for
salinity and temperature is terms of absolute value change (Figures 5.10 and 5.10)
and spatial extent of OWF influence. This moves the 7◦C temperature creating
additional areas of fresher water near the Ribble and higher salt intrusion near the
Dee and Mersey. In the equations, the momentum and turbulence impact terms
are numerically opposing. This is highlighted by the reduction in magnitude and
area of influence of the full model compared to the momentum sink model.
This chapter shows that it is important to consider both the momentum and
turbulence impacts when simulating structures in Liverpool bay otherwise the
total impact on surface salinity and temperature is over estimated and the intra-
tidal fluctuations are not modelled accurately. This has potential ramifications on
impact studies for engineering purposes that could lead to under use of planned
areas of commercial development.

Chapter 6
Impacts of OWF’s on Liverpool
Bay Dynamics
We now use the numerical model described in chapter 3 and apply it to a region
of freshwater influence (ROFI) where OWF’s have been deployed. The objective
of the work presented hereafter is to assess the impacts of two wind farm deploy-
ments on the complex dynamics of Liverpool Bay in 2008 using the best model
setup, as identified in the previous chapter.
This chapter contains a brief description of the hydrodynamics in Liverpool
bay and the simulation set-up which is used to evaluate the impacts of OWF’s on
salinity, temperature and density at different spatio-temporal time scales; yearly,
monthly and daily. Reasons are given for the changes by looking at inflow data
and considering vertical mixing. Conclusions are drawn on the effects of the
OWF’s on the vertical profile of the water column at near and far spatial scales.
6.1 Numerical simulation
We use POLCOMS-GOTM coupled system (Holt and Umlauf, 2008 [33]) with
the structure module described in section 3.2 and apply it to Liverpool Bay using
the model described in section 3.5.
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The OWF’s are represented by applying a control area corresponding to full
spatial area of the OWF (section 3.3), this is because the individual represen-
tation fails to predict the hydrodynamics (chapter 4) and the control method is
representative of the method needed in large scale models where the horizontal
resolution is greater than device scale. Also fully resolving the gradients and flow
patterns within the OWF’s is computationally more expensive and impractical
using structured grid. A representative 4m diameter is used to simulate the cylin-
drical structure as their diameter ranges from 3m to 7m. The drag coefficient is
taken to be 0.63, i.e. a cylindrical object in a water flow. The coefficient used
in the turbulence closure scheme is set to 0.6 (section 3.5) as defined in Rennau
et al, 2012 [59] for the high turbulence scheme which is justified for the strong
tidal currents present in Liverpool Bay.
We present numerical results highlighting impacts of OWF’s on complex dy-
namics of Liverpool Bay. The impacts of the OWF are determined by consid-
ering the difference between a control simulation (hereafter called C) containing
no wind farms and a simulation including the full effects (hereafter called F) of
OWF’s in the domain.This will allow us to quantify any effects caused by the in-
clusion of structures and discuss what impacts these have on the near-field, here
defined as array radius plus 500 metres (100 times diameter) and the far-field.
6.2 Results
We present and compare the numerical output from the model simulations to
assess the impact of OWF’s on the ROFI dynamics at different spatio-temporal
scale. We will first focus on the year long time series at site A in Liverpool
Bay. This specific site is chosen for two reasons, firstly extensive field data was
collected as part of the Irish Sea Coastal Observatory program (Howarth and
Palmer, 2011 [40]) and has been used for validation purposes (Polton et al, 2011
[57]), section 4.2). Secondly, the position of the site is such that we expect it to
Chapter 6. Impacts of OWF’s on Liverpool Bay Dynamics 125
be impacted by effects from both OWFs. We then select month averages where
we consider the effects of surface dynamics due to the turbines. Finally, we zoom
in both in space and time and study the inter-tidal response in the bay via a
model-model comparison at site A.
6.2.1 Yearly Time series comparison
We present comparisons of yearly time series in order to assess the OWF impact
over the 2008 full annual cycle and select months for closer analysis.
Figure 6.1: Time series of Salinity difference (PSU) between C and F,
(∆PSU = PSUF −PSUc) at site A at different elevations in the water column
a) 5m below surface, b) 10m below surface c) 0.5m above seabed. The shaded
areas represent March and December which are the time periods used for the
monthly averages.
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Figure 6.2: Time series of temperature difference, see Figure 6.1 for caption
details
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Figure 6.3: 25 hour filtered time series difference, Density. See Figure 6.1
for details
We use the model data (F) validated in section 4.2 (Figure 4.1, 4.2, 6.3) to
compare the impacts of F for salinity (Figure 6.1), temperature (Figure 6.2) and
25-hour water density (Figure 6.3) at site A (Figure 3.10). Figure 6.1 shows the
impact of OWF’s on salinity and Figure 6.2 shows the OWF impacts on tem-
perature by plotting the difference between F and C (F − C). Fluctuations are
observed throughout the year with a few particular periods of strong impacts.
However, we disregard the first two months (Jan-Feb) as the hydrodynamic pre-
dictions were significantly biased (Figure 4.1, 4.2) and discussed in section 4.2.
Figure 6.3 shows the 25 hour filtered density difference at various levels to
remove intra-tidal fluctuations present in Figure 6.1 and 6.2. Once again the
first two month are of little significance due to the poor quality of the numerical
simulations (Figure 4.2, 4.2). We consider two time periods in this year for further
analysis. March shown in Figures by the first red box shows the largest positive
difference which extends throughout the water column. December, highlighted
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in the second red box shows the largest negative difference (post February) at
the seabed and can be seen at a decreasing rate up the water column. We intend
focus the analysis on these periods of time to give reasons from these larger
fluctuations. There are other areas where differences are present however they
are either at one or two water levels or smaller in magnitude that the two areas
selected.
Position Density Average Salinity Average Temperature Average
-5m from surface -0.041 -0.0590 -0.0413
-10m from surface -0.039 -0.0567 -0.0424
-0.5m from seabed -0.040 -0.0591 -0.0499
Table 6.1: Yearly average density difference, (F-C)
Table 6.1 shows the yearly average difference for the three positions in the
water column at site A. The average effect on the density due to the OWF’s
appears to be a consistent reduction in average density through the water column
of 0.04 kg/m3. This could suggest the potential slight increase in fresher and
cooler water (table 6.1).
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(a) River Dee
(b) River Mersey
Figure 6.4: River Input forcing for 2008 with highlighted March and De-
cember
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River March (m3/s) December(m3/s) Yearly average
The Dee 45.77 53.93 47.20
The Mersey 22.15 28.07 22.82
Table 6.2: Average River monthly discharge, (x¯ =
P
i xi
n )
Figure 6.4(a) and 6.4(b) show the yearly river inflow from the River Dee and
Mersey (See Figure 3.6 for input location) with highlighted months for closer
study. We look at shorter time periods to consider the monthly effects of the
OWF’s. March and December have been specifically chosen for a number of
reasons. In the model validation plots (Figure 4.1, 4.2), the model starts to
predict the overall trend well from March, it was important to investigate this
time period to see the impacts as early in the year as possible. March was
also chosen because the presence of a higher difference in the model comparison
plots, Figure 6.3 which highlights the large difference in March which extends
throughout the water column, which is the largest positive difference for the Year.
Finally, Figure 6.4(a) shows the inflow is in gradual increase to a peak of over
100 m3/s from the Dee river. Average flow rate from the Dee through March is
45.77m3/s (table 6.2). The Mersey (Figure 6.4(b)) has an average discharge in
March, 22.15m3/s (table 6.2). We can use this month to make comments on the
effects of OWF’s in a month that experiences average freshwater discharge.
The reason December time period was chosen is two-fold, firstly we wanted to
look for reasons for salinity and temperature (Figure 6.1, Figure 6.2) fluctuations
seen through the water column. Fluctuations which are also be seen in the 25-
hour density (Figure 6.3). Secondly, the outflow from the River Dee shows a rise
in flow to a peak of over 100m3/s and falls off at the end of the month. The Dee
inflow shows an average of 53.93m3/s and Mersey is 28.07m3/s (table 6.2) which
is consistently higher than both inflows in March. We can use December to view
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the impacts of OWF’s across Liverpool Bay in a month where the freshwater flow
is greater than the yearly average.
We haven’t focused on the late autumn months (September, October and
November) where the inflow from the rivers tends to be much larger because
there are no large visible effects when comparing the two different model’s C and
F (Figure 6.3). This could be due to a change in the dominant dynamics which
are not affected by the OWF’s.
6.2.2 Speed and Turbulent Kinetic Energy Comparison
We present the surface1 speed plots for March 2008. Each chart represents the
surface speed for C (Figure 6.5(a)), F (Figure 6.5(b)) and the difference (Figure
6.6(a)). The results are obtained using the surface U and V velocity monthly
residuals to calculate the surface velocities for March. Monthly residuals are
calculated by equation 4.2. All surface plots hereafter are plotted on latitude
and longitude domain for Liverpool Bay with wind farm centres represented.
1All mentions of ’surface’ refers to the surface sigma layer
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(a) March monthly residual for surface current speed from C simulation. The wind farm locations
are indicated by the square crosses
(b) March monthly residual for surface current speed for F simulation. The wind farm locations are
indicated by the square crosses
Figure 6.5:
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(a) Surface Speed Magnitude Difference (C − F ) in Liverpool bay for March 2008 with wind farm
centres marked, (∆U = UF − UC)
(b) Surface Speed Direction Difference (C − F ) in Liverpool bay for March 2008 with wind farm
centres marked, (∆U = UF − UC)
Figure 6.6:
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Figure 6.5(a) and 6.5(b) show the magnitude of the surface speed residual
for the C and F model respectively. Both plots show similar spatial patterns, in
particular the large values in the estuary channels of the Mersey, Dee and Ribble.
We calculate the difference by taking of the speed plot for F from the speed plot
for C (SpeedF − SpeedC) and plotting the directional difference, Figure 6.6(b).
The presence of the OWF’s has a local (hereafter defined as 1km from the
edge of the area of influence) effect in (Figure 6.6(a)). The largest impacts are
caused by North Hoyle OWF (Western OWF with changes in residual speed of
over 10 cm/s, which is similar in magnitude to the background residual (Figure
6.5(a)). Burbo Bank (eastern OWF) seems to have a weaker absolute impact,
which may be due to its location in a region of weaker residual current. However,
changes in residual speed of approximately 5 cm/s are still produced in the outer
Mersey estuary channel. This corresponds to about 20 to 25% of the background
residual and is likely that this effect is mostly due to the presence of Burbo Bank.
The impact on the rest of the bay is small and mostly negligible. This confirms
that the speed is principally affected locally and then recovers downstream as
expected in wake behaviour (Neill et al, 2012 [52]).
The turbulent kinetic energy is one of the fundamental variables that cause
the changes in salinity and temperature. Below are the surface line plots for tke
at 5 locations in Liverpool Bay show on Figure 5.4. Two points are in the middle
of the domain and three are along the coastline near the mouth of the Dee.
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(a)
(b)
Figure 6.7: Surface tke differences (F-C) on the surface at 5 points within
Liverpool Bay
Figure 6.7 shows the surface tke differences at the locations show in Figure
5.4. Line plot 1 and 2 shows that the model is sensitive to tke changes in the bay.
These plots are outside of the area of significant influence of freshwater from the
Chapter 6. Impacts of OWF’s on Liverpool Bay Dynamics 136
rivers. The two line plots, 3 and 5 are located at the mouth of the Dee. There is
a large change in tke at these locations. This shows that the OWF placements
have a greater impact on the tke where the freshwater is discharging into the
bay. All the line plots show that in most cases the tke is increased in the region
of freshwater influence by the presence of the OWF.
6.2.3 Monthly Surface salinity
Monthly residuals of surface salinity for both March and December (Figures
6.8(a), 6.8(b), 6.11(a), 6.11(b)) are used to investigate the impact on the surface
of the OWF’s. March and December averages are plotted for C and F model re-
sults followed by an absolute difference and percentage difference plot calculated
by F - C.
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(a) C simulation
(b) F simulation
Figure 6.8: Surface Salinity Monthly residual for March, latitude/longitude
Domain, OWF’s marked as squares
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(a) F − C
(b) Percentage difference 100 ∗ ((F − C)/C)
Figure 6.9: Surface Salinity Differences, latitude/longitude Domain. OWF’s
marked as squares, March
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Figure 6.8(a) and 6.8(a) show the plotted monthly residual for C and F re-
spectively. Both these plots show the positions of the wind farms modelled in
this study. It is clear from these results that the Burbo Bank windfarm is located
in the region of influence of the Mersey freshwater outflow. This has an effect on
the impact on surface salinity as is shown in Figure 6.9(a) where the maximum
impact on the monthly residual is in the near field of Burbo Bank with values
of around 0.9 PSU (Figure 6.9(b): 3%) corresponding to a 0.6kg/m3 increase in
density at the surface. The presence of Burbo bank in this area is likely to cause
greater shear diffusion due to the proximity to the strong horizontal gradients
near the Mersey freshwater plume.
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(a) East-West component
(b) North-south component.
Figure 6.10: Surface Salinity Gradient plotted on a Latitude/Longitude
domain with OWFs marked as squares.
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Figure 6.10(a) and 6.10(b) show the difference (F-C) in surface salinity gra-
dients in the east-west and north-south directions. The gradients are calculated
from the average surface salinity for March. Figure 6.10(a) shows that the im-
pacts are spatially varying. The OWF appear to increase gradients locally (yel-
low/red areas) but decrease gradinets further away (Blue). This suggests (combi-
nation with Figure 6.6(a)) spatially varying changes to the balance between tidal
mixing (changes to the currents) and buoyancy forcing (changes to the salinity
gradients). For both, increases and decreases are observed and this has impor-
tant implications for the dynamical behaviour of the Bay which is controlled by
this balance.
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(a) C Simulation
(b) F simulation
Figure 6.11: Surface salinity monthly residual for December, Latitude/Lon-
gitude Domain, OWFs marked as squares
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(a) F − C
(b) Percentage difference 100 ∗ ((F − C)/C)
Figure 6.12: Surface salinity residual difference for December, latitude/lon-
gitude Domain. OWFs marked as squares
Figure 6.11(a) and 6.11(b) show the average surface salinity for C and F in
December respectively. The Burbo Bank wind farm is in fresher water when
compared to March (Figure 6.8(b)). One reason for this is the average flow rate
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from the River Dee (Figure 6.4(a)) and the Mersey (Chapter 3) is greater in
December.
Figure 6.12(a) and 6.12(b) show the absolute difference (F-C) and the percent-
age difference respectively. The Burbo Bank wind farm has the largest impact
with values around 0.9 PSU (Figure 6.12(b): 3%) corresponding to a 0.6kg/m3
increase in density at the surface, this is in line with the largest impacts seen
in March (Figure 6.9(a)). Effects in the estuaries of the Dee and Mersey are
smaller in December than in March. However there are important difference be-
tween March and December. First, the freshwater plume extents slightly further
offshore in December, likely due to the higher freshwater discharge. The spa-
tial extent of the OWF effect in salinity (Figure 6.12(a) and Figure 6.12(a)) is
also significantly different between March and December. Effects in the estuaries
(Dee and Mersey) are smaller in December, which may be explained by higher
freshwater discharge blocking propagation of effects up the estuary. December
salinity plots overall, the numerical results suggest that the spatial extent of the
impact of OWF on salinity is reduced under increased freshwater impact. This is,
however, not entirely consistent with the year long comparison at Site a, where
little change was observed (numerically) for the summer months (ie reduced fresh-
water impact). The consistently large spatial variability may help reconcile the
time series at a single point and the spatial maps. Another possible explanation
would be the effects are maximum where the competing forcings (tidal mixing
and buoyancy) are near there average values, but that when buoyancy either
decreases or increases significantly (due to changes in freshwater for example),
either mechanism controls the overall dynamics and effects are reduced.
6.2.4 Monthly Surface Temperature
Monthly Temperature plots 6.13(a), 6.13(b), 6.15(a) and 6.15(b) show the surface
temperature for March and December. All plots show the freshwater inflow is
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cooler than the saline water. This is due to the assumption that the freshwater
inflow is in equilibrium with the inland atmospheric temperature at the river
source and as such a seasonal temperature can be included (Brown et al, 2015
[19].
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(a) C simulation
(b) F simulation
Figure 6.13: Surface temperature monthly residual for March. Latitude/-
Longitude Domain, OWF’s marked as squares
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(a) F − C
(b) Percentage difference 100 ∗ ((F − C)/C)
Figure 6.14: Surface temperature residual difference for March. Latitude/-
Longitude Domain. OWF’s marked as squares
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Figure 6.13(a) and 6.13(b) show the average absolute temperatures for the
full model and control model respectively. The temperature front is visible,
showing the warmer saline water interacting with the cold, fresher water from
major estuaries. Burbo Bank is situated in a sharp temperature gradient, to that
end the OWF site produces a larger impact on the temperature locally.
Figure 6.14(a) and 6.14(b) show the absolute difference and the average per-
centage difference. Burbo Bank, with its position in the ROFI shows the high
localised increased of temperature (3%). The effects are similar to that seen in
salinity plots, with the localised impacts around the windfarm sites. However,
Figure 6.14(a) shows a drop in temperature between the two sites. One further
difference between temperature and salinity is the increase in temperature along
the Welsh coast, this is most likely due to the blockage effect of the wind farm
slowing the flow in the area.
The temperature appears of be more sensitive to change when compared to
salinity. However, this difference is having a limited effect on the density, inline
with a salinity driven system such as this.
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(a) C simulation
(b) F simulation
Figure 6.15: Surface temperature monthly residual for Decem-
ber.Latitude/Longitude Domain, OWFs marked as squares
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(a) F − C
(b) Percentage difference 100 ∗ ((F − C)/C)
Figure 6.16: Surface temperature residual difference for December. Lati-
tude/Longitude Domain. OWFs marked as squares
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Figures 6.15(a) and 6.15(b) show the temperatures in Liverpool bay in De-
cember 2008 for C and F respectively. This shows the two OWF’s in position in
the bay, North Hoyle is near the temperature front, however the average tem-
perature in Burbo Bank seems consistent across the full size of the OWF. This
shows that the river discharges are pushing the freshwater further offshore past
the OWF’s as seen in the salinity maps. Figure 6.16(a) and 6.16(b) show the
absolute difference and percentage difference between C and F. These Figures
show the most dramatic differences in the study, what appears to happen is with
the increase in river discharge from both the Dee an area of colder, freshwater
is forcing its way into the bay. This shows a difference between the area to the
left of North Hoyle where the surface water temperature has increased and the
colder outflows in the Dee estuary. This creates differences of around 1◦C or 10%
between the two areas. This confirms that the surface temperature is very sensi-
tive to the positions of the OWF’s and leads to the possibility that the position
of North Hoyle has a direct impact on the freshwater plume into the bay.
6.2.5 Monthly Temperature Fronts
Here we plot the 7◦ temperature front profiles to show the impact on the front due
to the presence of wind farms over the same time periods, March and December.
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Figure 6.17: 7◦C temperature front in March. OWFs marked as squares
Figures 6.2.5 shows for C and F in March. The majority of the front is
unaffected as would be expected however the wind farms have caused the tem-
perature front to move closer to the Dee estuary near North Hoyle. This means
the freshwater is not intruding into the bay as far with the turbines present in
F. This confirms the previous discussion that the fresh water is not penetrating
the bay as far as is mentioned in the salinity and temperature plot sections.
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Figure 6.18: 7◦C temperature front line for December, OWF’s shown as
squares
Figures 6.18 shows the temperature front for C and F 7◦C temperature fronts
in December. As in March, the front is relatively unaffected through most of the
bay and a small effect showing around North Hoyle. In December F shows that
the fresh water is penetrating through into the bay than C, and compared to
March. This suggests that the increased average flow rate from the Dee has an
effect on the position of the temperature front confirming that the temperature
is very sensitive to the wind farm effects.
6.2.6 Site A comparison
We now focus on the intratidal dynamical processes that contribute to the overall
residual behaviour in the Bay. To that end, we analyse numerical results for
time dependent vertical profiles at site A. The aim is to determine the impact of
OWF’s on the intratidal processes which are otherwise averaged in the previous
sections.
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Here we present vertical timeseries at site A, to investigate the impacts of
OWF’s at Site A in Liverpool Bay (Figure 3.10) at a short 3 day timescale. Each
plot contains Elevation in the top panel, timeseries for F in the second panel and
timeseries of C in the third panel. A three day period in March after spring tides
is chosen because it represents a particularly active time. The period includes
approximately six tidal cycles of decreasing amplitude with time, as we move
from spring tide to neap tide.
Figure 6.19: Site A, March U component comparison, top panel (A); Eleva-
tion, Second Panel (B); Model with turbine F, Third panel (C); Model without
Turbines C
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Figure 6.20: Site A, March V component comparison, top panel (A); Eleva-
tion, Second Panel (B); Model with turbine F, Third panel (C); Model without
Turbines C
Figure 6.19 and 6.20 show the East-West (close to the major axis) and North-
South velocity components through the water column at site A. Both theses
plots highlight little distinguishable impacts at Site A which is consistent with
the time-averaged results for surface velocity (Figure 6.6(a)). From these time
averaged results, the impact on velocity remains localised around the OWF’s and
site A is located out of the zone of velocity influence. Even in regions of higher
time-averaged impact, the effects at the intra-tidal scale would be very small in
comparison to the dominant tidal currents (less than 1 m/s). When averaged
over time, these very small effects can result in significant impacts for residual
flow which is some cases can be in the order of cm/s (Figure 6.6(a).
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Figure 6.21: Salinity time series at Site A, top panel (A); Elevation, Second
Panel (B); Model with turbine F, Third panel (C); Model without Turbines C
Figure 6.22: Temperature time series at Site A, top panel (A); Elevation,
Second Panel (B); Model with turbine F, Third panel (C); Model without
Turbines C
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Figure 6.23: Density time series at Site A, top panel (A); Elevation, Second
Panel (B); Model with turbine, Third panel (C); Model without Turbines
Figures 6.21, 6.22 and 6.23 show the impacts on the salinity, temperature
and density respectively at Site A. Each shows that the OWF’s have had an
impact that can be seen through the water column. All three Figures show
similar behaviour for this ROFI and we will focus our discussion on the density
time-series. There is an overall increase in density, due to salter, warmer offshore
waters. Without OWF structures (bottom panel) the numerical results indicate
that, over the three day period the water column goes from permanently well
mixed (first tide) to periodically stratified (SIPS) as tidal forcing reduces. This
is consistent with previous studies in Liverpool Bay (eg Simpson et al, 1990 [67]
and Palmer et al, 2010 [67]). During the SIPS periods, the water column is well
mixed in later flood to high water and stratified during ebb and low water (last
tidal cycle in Figures).
With the OWF (middle panels), the behaviour is significantly altered as nu-
merical results indicate that over the three day period, the water column goes
from already periodically stratified to permanently stratified. Early on during
the time series, tidal straining and ebb stratification occur. In addition, flood
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stratification is clearly visible. This is probably due to a salt wedge intrusion
during flood. As tides diminish, the stratification intensifies and reaches a state
of permanent stratification by the end of the timeseries.
Such a behaviour at Site A may not be directly intuitive given the changes
in the governing equations, but reflects their coupled, non-linear behaviour. The
overall increase in tidal mixing that could reasonably be expected for increases
in current speed (Figure 6.6(a) and additional turbulence production competes
with an increase in the horizontal density gradient.
Figure 6.23 shows a clear overall increase in Density over the entire period,
this is attributed to the increase in salt water in the area. At the spring tide
(day 73) the water column shows very little stratification having saline water
through the entire water column. This pattern in consistent in F and C at day
73. F shows the clear salt intrusion effect on the density in the second tidal
cycle, indicative of an intensified salt wedge through the site. As the plot tends
towards the neap tide (day 76) the stratification becomes intensified, creating
clear boundaries between salt and fresh water. This makes sense because the
impact equations reduce the kinetic energy in the system close to the turbine
sites. This gives rise to increased mixing due to the buoyancy which in turn
sharpens the stratification.
6.2.7 Conclusions
This chapter has focused on the core study of this project where several conclu-
sions have been drawn. Firstly, even a small number of OWF’s with few turbine
structures has a measurable impact on the hydrodynamics in a complex ROFI
such as Liverpool Bay. Impacts of 3% in salinity and temperature can be seen
locally due to increased shear dispersion which leads to change further into the
bay of around 1%. This study has also shown that the impacts are sensitive to
the ambient hydrodynamic parameters. This can be seen clearly when comparing
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North Hoyle and Burbo Bank sites. At North Hoyle, the velocities are affected
due to the increase in ambient flow which is in contrast Burbo Bank position as
the affects the salinity and temperature are due to its position near the Mersey
fresh water plume. Another conclusion that can be drawn from this study is the
importance of the river inflows. When comparing the months of March and De-
cember where December has consistently higher freshwater inflow, the impacts
are predominately around North Hoyle and the effects to the Dee estuary are
reduced because the stresses caused by the estuary discharge. This shows that
the OWF’s impacts are heavily dependant on the freshwater inflow, particularly
when considering the surface parameters. When considering inter tidal temporal
scales in March, we can see the salt wedge intrusion and the strengthening of
the stratification which in turn allows the 7◦C temperature front to come closer
to the coastline. This shows that the OWF’s can have an impact of the struc-
ture of the water column caused by blockage of the freshwater out of the Dee.
Altogether, even though the impacts indicated by the numerical results may not
be very large, they remain large enough to fundamentally alter the complex be-
haviour of a ROFI, which is determined by the delicate balance between tidal
mixing and buoyancy forcing. This assessment shows the model is sensitivity to
velocity changes at the freshwater boundary where the flows are greater strength,
this is in line with the impact equations which are dependant on the ambient.
The model with OWF’s is sensitivity to TKE at the mouth of the Dee where the
freshwater enters the bay.
Finally, although the impacts shown and discussed here are relatively small
(3-4%), it is important to bare in mind that the number of turbines simulated
in this model is 1/5 of the total that are present in 2015 when the Gwent y
Mor OWF(www.4coffshore.com, 2014 [1]) was fully commissioned. This shows
that the impacts now can be assumed to be greater through the ROFI and does
require further investigation beyond the scope of this project. This study has
confirmed the basic conceptual understanding that a small number of structures
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do have an impact on the hydrodynamics because it causes vertical instabilities
mixing fresh and saline water through the water column.
Chapter 7
Conclusion
In this chapter we conclude the thesis by summarising the conclusions in each
chapter ensuring we have met the initial objectives set out in the introduction
(section 1.3.1). This will be completed in two sections; firstly we will discuss
the effects on Liverpool Bay dynamics caused by the OWF structures. We will
summarise our findings showing the effects on salinity, temperature and velocity
due to the placement of the OWFs (chapter 6). We will discuss the need for this
type of structure model which includes momentum and turbulence combined
effects. The second part of this chapter will conclude the model development.
We will discuss further development opportunities that could make use of the
model.
7.1 Liverpool Bay Hydrodynamics
In this thesis we have conducted two separate studies to look at the impacts of
OWF structures on Liverpool bay. In the 2008 setup, North Hoyle and Burbo
Bank have been modelled in-situ (chapter 6). In the validation process we chose
a site where field data had been recorded. This site is positioned close enough
to both OWF sites, therefore it was considered an appropriate site of a model
data-field data comparison study. This analysis showed the model predicts the
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full year Salinity, temperature and water density pattern well. We discounted
the results from January and February as the model fails to predict the salinity
pattern. This is consistent with recently published studies in Liverpool Bay and
is the subject of an investigation at NOC at the time of writing this thesis and
is not in the scope of this project. The results for March to December show a
good approximation of the dynamics through the site for salinity, temperature
and density for 2008.
We found that the largest impacts on salinity and temperature were in the
local area around Burbo Bank when we considered the monthly surface residuals.
Increases of 3% were seen in the surface salinity in March, and 3% in December.
One observation we make when comparing December and March is that the
peak impact is very similar in magnitude. However the spatial range of impacts
changes significantly between the two months, December shows a larger area of
influence which extends along the Welsh coast.
When comparing sites of the two OWFs, we can see that the highest impacts
on salinity and temperature are near Burbo Bank. We have attributed this to
the increase in vertical mixing caused by the structure which is added to the
ambient instabilities due to the freshwater flow from of the Mersey. North Hoyle
in contrast is in an area that has greater ambient vertical stability, as it is out
of the main fresh water plume from the Dee is directed to the East of the OWF.
The increased mixing causes warmer-saline water to mix up through the water
column. The major conclusion we have drawn from this is that the position of
the OWFs are important to the total impacts on the hydrodynamics in the near
and far-scale ranges in this area where freshwater input is important.
When we compare the surface velocities we can see a change in the velocity
residual near the North Hoyle OWF. In comparison, Burbo Bank shows very
little in the way of impacts on velocity residual. This is likely due to the ambient
velocity residuals in the North Hoyle area is much higher therefore the impacts
are greater, this can be attributed to the momentum equation dependant on the
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velocity of the water. This is around 100% increase in surface velocity residual
close to the OWF’s. The blockage has caused a large eddy flow pattern to form
north of the North Hoyle OWF.
We also focused on intra-tidal dynamics at the mooring site in the Bay via
plotting a 3 day time period showing the hydrodynamics in the water column
to access intra-tidal and sub-tidal time scales. There is a clear impact on the
vertical structure through the water column. The density structure shows a
Strain-Induced Periodic Stratification (SIPS) pattern that is creating a stratified
environment at low tide. This shows that the structures have increased the
density through the site and intensified stratification by tidal straining and salt
wedge intrusion.
One of the most important objectives of this thesis was to show the impacts
on the momentum and turbulence caused by any structure. To test this theory we
conducted a study to compare the momentum sink method to the full momentum-
turbulence representation method. We concluded that the full representation
method does provide a better approximation, which we showed numerically by
using skill values as a comparison across 2008. When looking at the monthly
surface hydrodynamic plots, we can conclude that when using only momentum
or only turbulence the total impact is significantly over-estimated. This is due to
the turbulence/momentum balance within the governing equations. The decrease
in momentum locally is countered by the increase in mixing. This is an important
conclusion that shows the use of momentum and turbulence reduces the total
impact shown therefore using the method is beneficial to many applications and
therefore should be used in all future studies through the Liverpool bay area and
other areas.
This work has focused on the impacts on salinity, temperature, density and
velocity. We have shown that the structures do have a measurable impact of the
surface hydrodynamics and shown that the structures cause an increase in tidal
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straining and considering both momentum and turbulence impacts is beneficial
within a salinity driven ROFI.
7.2 Structure Module
The main aim of this project was to develop a structure impact model capable
of simulating any man-made structure in a structured grid coastal ocean model.
We have developed a module which simulates the impacts in the momentum and
turbulence governing equations. This has been accomplished by using a modified
drag equation which applies an impact of a structure to the fixed grid. This allows
the user to simulate structures that are several orders of magnitude smaller than
the smallest resolution of the fixed grid model. Using this approach is beneficial
because it is most suited to large spatial resolution models without causing the
assumptions made in the governing equations to become flawed or increased
computational time by having to increase the resolution. These relatively course
models are still needed, in particular to investigate cumulative large scale (up
to whole UK waters and NW European shelf) impacts. We have applied an
averaged drag force to the momentum equation and the impact equation used
for the turbulence comes from the momentum impact terms when the k equation
is derived. This is then directly applied to the k-ε turbulence equation to simulate
the increased mixing. In this thesis, we have coded the module to be as generic
as possible. This means that the user can have as much flexibility as required
for the study. We conducted several sensitivity studies to assess the best set up.
Firstly we did a sensitivity study to assess the method we used to simulate the
OWFs. There were two options to test, farm-averaged and intra-farm resolving,
each method has benefits and are discussed in this thesis. The Farm-Averaged
method simulates the OWF as one area that has the complete influence of all
the structures averaged across the footprint. The Intra-farm resolving method
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individually picks out the structures and simulates the impacts on a cell by cell
basis.
In the study we found that the farm-averaged method provided the best
approximation when compared to the hydrodynamics at site A. In comparison,
the intra-farm resolving method fails to predict the tidal variations through the
year. This is likely due to the assumptions made in the derivation of the impact
equations that mean the resolution is at the same time too high and too low, as
it does not properly resolve the length scales withing the OWF and thus causes
numerical errors. The farm-averaged method is also the most valid for any larger
scale model therefore using this method to validate the model is appropriate and
this is the conclusion we can draw from the results.
7.3 Further Work
As part of this thesis we tested a 2015 set up which included the four OWF’s
which are currently in position in Liverpool Bay. Figure 7.1 shows the positions
and sizes of the OWF set up used in 2015. The number of turbine structures
has increased dramatically in the 7 years between the 2008 and 2015, increasing
from 55 to 240 due to the large site at Gwynt y Mor which has 160 turbines.
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Figure 7.1: 2015 surface salinity, Liverpool Bay showing site A (small red
cross) and centre of four wind farms, represented by the blue squares. from
left to right; Rhyl Flats, 25 structures, Gwynt y Mor, 160 structures, North
Hoyle, 30 structures, Burbo Bank, 25 structures
We tested the 2015 set up using the 2008 initial conditions as described in
this thesis to see if the module can cope with the greater shock imposed by the
larger number of structures in its current state described in 3.5. Figure 7.1 show
the surface salinity impact simulated by the module.
It is possible that the proximity of the OWF to the boundary has caused nu-
merical errors. This shows that the Liverpool domain is too restricted to simulate
the 2015 set up correctly. This is where further work would be necessary to simu-
late this setup correctly. Several options could be investigated, firstly increasing
the size of the domain. This can be achieved by using the POLCOMS Irish
Sea domain and applying the structure module at the correct places. Another
potential method is to create a two way coupling at the boundary of Liverpool
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Bay. This will show Liverpool Bay effects in detail however it is likely to cause
a significant increase in computing time.
The module lends itself to being scaled to larger domains, for example to
simulate the OWF’s on the continental shelf model domain POLCOMS used.
This could be achieved by applying the average impacts from all the OWF’s and
the number of structures averaged across the footprint of each farm. This would
show the far-scale impacts across the continent shelf on the hydrodynamics.
When creating the module we intentionally coded in a framework that can be
used to simulate each layer independent of the others, this means with further
work it is possible applied different drag coefficients to difference layers. This
would create a situation where the structure is not the same through the water
column. This framework will also allow for tidal turbines to be included which
could apply a drag force at the specified layer.
In conclusion, this project has developed a highly flexible working module
that utilises the hydrodynamic solver POLCOMS and turbulence model k-ε from
GOTM to simulate any man-made structure with a fixed grid domain. We have
intentionally created a frame-work that can be modified in the future to create
a varied structure impact module. We have validated the module using the 2008
offshore wind farm set up in Liverpool Bay in 2008, this consisted of 2 OWF’s
containing 55 structures simulated as cylindrical pylons extending through the
water column. We compared the numerical results with field data at site A and
have shown that the module can improve the accuracy of the Liverpool Bay
model pre-structures. We conducted a study on the method of representation,
‘farm-averaged’ and ‘intra-farm resolving’ which has shown the farm-averaged
method provides the best approximation. We compared the full momentum
and turbulence impacts to a momentum sink model. This has shown the full
impact model improves the overall accuracy of the simulation when compared to
the momentum sink model and we recommend using the full impact method is
appropriate when simulating structures in Liverpool Bay. Finally we investigated
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the 2008 set up in Liverpool Bay and have seen the local increase in surface
salinity and temperature monthly residual and effects can be seen further away
along the Welsh coast. The position of the OWF is important in the effects
because of the positions of the freshwater fronts.
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