Tracing by automatic program source instrumentation has major advantages over compiled code instrumentation: it is more portable, it bene ts from many compiler optimizations, it produces traces in terms of the original program, and it can be tailored to speci c debugging needs.
Introduction
There are four basic ways to trace executions 4]: manual program source instrumentation, automatic program source instrumentation, instrumentation of meta-interpreters, and compiled code instrumentation. Manual program source instrumentation is tedious and error-prone, and instrumentation of meta-interpreters is notoriously too ine cient. No comparison of automatic program source instrumentation and compiled code instrumentation exists.
Source instrumentation has major advantages over compiled code instrumentation. Firstly, it is more portable than compiled code instrumentation as it is independent from the low-level implementation details of any particular compiler. Secondly, the instrumented programs are compiled and therefore they can bene t from many of the available compiler optimizations.
Thirdly, the instrumented program is traced at the level of the original program. Specht 11] showed that this feature is particularly adapted to tracing deductive databases programs as they presented at the IJCSLP'98 Post-conference workshop on Implementation Technologies for Programming Languages based on Logic. Proceedings can be found at http://www.cs.kuleuven.ac.be/ kostis/proceedings.ps.gz. 1 are heavily transformed during compilation. This is also the case for plain Prolog. Indeed, many optimizations are made at compile time and the resulting code is quite di erent from the original one. A low-level tracer cannot always reverse the optimizations to give the information in terms of the original program.
Fourthly, source instrumentation can be tailored to speci c debugging needs, and therefore be more e cient. Indeed, in general not the whole trace information is needed for a given application or a given debugging request. A good example is an abstract tracer of a programming language whose compiler is implemented in Prolog. Producing the Prolog trace and then ltering it to get the abstract trace is not the most e cient way of processing. The instrumentation can be adapted to directly trace at the abstract level.
While source instrumentation has advantages over compiled code instrumentation, the usual argument in favor of compiled code instrumentation is its e ciency.
Beside Specht, Calejo 2] uses source instrumentation by program transformation to trace logic programs. No performance measurements are available for any of the systems.
Tolmach and Appel 14] designed and implemented a tracer for Standard ML based on automatic program source instrumentation. The resulting code runs only 3 times slower than optimized code. They conjectured that a low-level tracer would run at about the same speed. However they had no reasonable low-level tracer at their disposal with which they could compare their results.
We have performed such a comparison in the context of Prolog, using two quite di erent systems: ECLiPSe 8, 5] , and SICStus 12] . As far as source instrumentation is concerned, it is based on an extension of O'Keefe's advice utility 1 . The instrumentation takes built-in predicates into account and provides the user with a more complete trace model.
We have executed classical Prolog benchmark programs 10] collecting trace information without displaying it. On average, collecting trace information by program instrumentation is only about twice slower than using a low-level tracer when using ECLiPSe and has similar performance when using SICStus. Even a slowdown of two is a minor penalty to pay, compared to the advantages of the approach. Actually, such a slowdown is, in many cases, negligible, either because only part of the execution is traced, or because the execution is dominated by input/output (be it as part of the application or as part of displaying trace information).
To our knowledge, this is the rst time that a quantitative comparison of both approaches is made for any programming language.
In the following we rst introduce the trace model used by both tracers. We then informally present the instrumentation by program transformation. The transformation can deal with predicates which are traced or skipped. The di erence is that the execution of the subgoals of skipped predicates is, unlike the execution of the subgoals of traced predicates, not traced. Some counters which help to analyze the trace are then introduced. Finally, we present our experiments. The methodology is described followed by some of the results and a discussion.
Modeling Prolog executions
A Prolog trace is a sequence of events which gives a picture of a program execution. We use an execution model close to the classical box model of Byrd 1] in which execution events are bound to goals. There are di erent types of events, called ports. A call event tells that g is invoked and gives the instantiation of its arguments at the moment of the invocation. A f ail event tells that g 1 The advice utility is part of the DEC10 Prolog library, available by anonymous ftp from the AIAI of the University of Edinburg (aiai.edinburgh.ac.uk). mem(X, List, Y, Z) Y and Z are consecutive elements of List such that their sum is equal to X. The predicate mem/4 is transformed to produce trace information. fails. An exit event tells that g succeeds and gives the resulting instantiation of the arguments. A redo event tells that the execution is backtracking either to g or to one of its subgoals. We have added the unif y event 6] which tells when the execution nds a clause that uni es with g and gives the resulting instantiation of the arguments, it also gives the uni ed clause.
In an exhaustive trace, the events related to a given goal are not necessarily consecutive. They are intertwined with events related to subgoals and siblings. A more detailed description of the trace model can be found in 3].
Informal presentation of the instrumentation
The rst subsection presents a transformation which is basically the one of the advice package of the DEC10 Prolog library, extended in order to deal with the unify port. The next subsection extends the transformation to deal with skipped predicates. Speci c transformations for the cut and meta-calls are presented. Useful counters are then introduced.
3.1 Instrumentation of a single predicate The predicates trace/2/3 can, for example, display their arguments on the standard output or they can send them to a trace analyser such as Opium 3] . The three important properties of the predicates trace/2/3 are that they (1) succeed exactly once, (2) bind no variable of the original program and, (3) have no side e ect on the original program.
With this scheme, the displayed values of the variables depend on the stage of the execution which is traced. The call trace gives the value of variables at invocation time; the unify trace gives the value of variables resulting from a uni cation; the exit trace gives the value of variables resulting from the execution of the goal; the redo trace gives the same values as the previous exit
unify (1) Figure 2 shows a trace related to one predicate, mem/4. In order to see information related to other predicates one can transform them, if their de nition is available. This is unfortunately not the case for built-in predicates. Indeed, their source code is usually not available and, moreover, they are often not even implemented in Prolog.
Skipped predicates
Yet, a detailed trace of built-in predicates is not desirable. They are normally not under scrutiny while debugging user programs. What is interesting is to trace the fact that they are called and which result they return. The same applies to user-de ned predicates which have been tuned and are assumed correct. We call these predicates skipped. Built-in predicates are handled in the same way as skipped predicates.
In the following, the predicates whose de nitions are transformed are called traced to distinguish them from skipped (and built-in) predicates.
We therefore introduce a special transformation for skipped predicates. The principle is to use the same wrapper as for traced predicates, but instead of wrapping the de nition, the transformation wraps the invocation. Figure 3 shows the modi cations of the instrumentation for the skipped predicate is/2, and the resulting di erences on the trace. The invocation of X is Y+Z is replaced by the invocation is$trace(X, Expr) :-( trace(call,is(X, Expr)) ; trace(fail,is(X, Expr)), fail), is(X, Expr), trace(exit,is(X, Expr)).
The portion of trace 19 unify (1) 
Cut, conditionals and meta-calls
The wrapping of an invocation of the built-in predicate !/0 cannot be folded into a predicate !$trace, otherwise the scope of the cut operation would be incorrect. The wrapping is therefore done in place as illustrated by Figure 4 . Note that, in the transformed program, the cut operation correctly cuts the choice points attached to the goals q$proc and s. It does not cut the choice points attached to the wrapping of q, nor the ones attached to the goal t. When the execution backtracks to t, the redo information of line 12 correctly informs that there is some backtracking inside the box of q. The same in-place wrapping is done for conditional constructs.
The goals which are arguments of meta-call predicates have also to be wrapped, especially if they are skipped. Moreover, most of the time their value is not known at transformation time, in that case the wrapping is postponed until execution time. This is illustrated by Figure 5 . The predicate wrap_goal/2 is called at execution time. Note that in the general case, with the counters introduced in the following, the predicate wrap_goal/2 requires additional arguments. It is therefore slightly more complicated and costly.
The call number and depth counters
Considering lines 18-26 of Figure 2 , one can see that they only deal with predicate mem/4. However, all the lines do not relate to the same goal. Indeed, line 18 relates to goal mem(5, 2,4],Y,Z) while line 23 relates to mem (5, ] ,Y,Z). As it is necessary to be able to easily distinguish between di erent 2 In this case the redo is useless, as is/2 is known not to be resatis able. q is basically transformed into q(X) :-trace_call_fail(q(X)), q$proc(X), trace_exit_redo(q(X)).
q$proc(X) :-trace_unify(q(X), 1), wrap_goal(X, WrappedX), trace_call_fail(call(X)), call(WrappedX), trace_exit_redo(call(X)). Figure 5 : Transformation of a predicate with a meta-call, and its corresponding trace. goals, some information about the invocation number must be introduced in a trace line/event, namely the call number. The depth of execution is also very useful when reconstructing search and proof trees. We therefore add another counter which represents the size of the invocation stack. Figure 6 shows the transformation of mem/4 in order to get the call number and depth counters. The predicates mem$proc and is$trace are also modi ed. A new predicate, mem$trace/5, is created. It initializes the depth to 1 while keeping the same external interface for predicate mem/4. The predicate incr call/1 dynamically increments the global counter which handles the call number. Depth is incremented into NewDepth, which is passed to the subgoals by mem$proc/7. We introduce the trace call fail/3 and trace exit redo/3 predicates to ease the presentation. Figure 6 also shows a portion of trace taking skipped predicates and counters into account. The rst number in a line is the invocation number (call number), the second one, in brackets, is the depth. Note that the indentation has been calculated according to the depth information, starting with an indentation of 0 for depth 3.
Experimental Results

Methodology
In order to get a feel for the relative performance of program source instrumentation versus compiled code instrumentation, we have implemented, using ECLiPSe, the program transformations described above. We have also implemented, both in ECLiPSe and SICStus, the kernel of an interactive tracer, hereafter referred to as Poppy.
A trace can therefore be generated in two ways, through compiled code instrumentation or The portion of trace equivalent to the lines 18-26 of Figure 2 with skipped predicates and counters is now through source code instrumentation. In order to use compiled code instrumentation, the program is compiled and then executed in debug mode (the interpretation of the instructions by the virtual machine produces trace information). Note that, when using ECLiPSe, the program must be compiled in a special debug compilation mode (speci c ECLiPSe virtual machine instructions are produced). This makes it possible to mix, in debug mode, fast optimized code, and slower debuggable code. As far as SICStus is concerned, we have used SICStus version 3.7 beta 12]. This version makes it possible to trace compiled code (previous versions were relying on interpreted code for debugging) but debugging support is hidden to the compiler.
In order to use source code instrumentation, the program is rst instrumented through program transformation. The instrumented program is then compiled and executed in optimized (non debug) mode. The trace is produced through calls to Poppy, i.e., basically, calls to the predicates trace call/3, trace call fail/3, trace exit/3, trace exit redo/3, and incr call/1. The predicate trace call/3 is a specialization of trace call fail/3, used for built-in predicates which are known not to fail (e.g. write/1) and trace exit/3 a specialization of trace exit redo/3 used 8 for built-in predicates which are known not to be resatis able (e.g. is/2).
In order to capture the cost associated to managing several tracing modes, as well as spied predicates, a subset of the usual tracing facilities has been implemented: step by step mode, leap mode (no trace is displayed until a spied predicate is encountered), skip mode (no trace is displayed until a trace line referring to the same call is encountered), and trace disabling.
The trace generated by ECLiPSe, SICStus, and Poppy have been made as close as possible. The leashing modes 3 of ECLiPSe have been set so that next events, speci c to ECLiPSe, are not traced but so that unify events, not traced by default, are traced. As both ECLiPSe and SICStus do not explicitly trace disjunctions and conditional constructs, producing speci c tracing predicates for these constructs has been disabled from our transformations. Tracing usual sequences consisting of a type checking predicate followed by a cut, used for indexing purposes, has also been disabled. Indeed, such sequences are not shown by ECLiPSe nor by SICStus (tracing them would mean deteriorating indexing).
However, discrepancies between both traces remain. Sometimes ECLiPSe and SICStus do less work. SICStus does not deal with unify ports and ECLiPSe does not show the results of successful uni cation of a fact. Neither ECLiPSe nor SICStus show pseudo backtracking (as redo events) into deterministic subtrees of the execution tree. Sometimes, they do more. Having direct access to the run-time data structures, both ECLiPSe and SICStus have the possibility of displaying information such as the determinacy of an exit. Moreover, when tracing a cut, all the goals made deterministic are shown by ECLiPSe.
All our measures have been made in leap mode, without any spy point set. This means that the trace information is produced but not displayed. Indeed the time spent displaying the trace would dominate the time spent in the tracing machinery.
Our comparisons are based on the Aquarius benchmark suite. This is a set of benchmark programs put together, from a number of di erent sources, as part of the Aquarius project (University of California, at Berkeley). This suite is well known in the Prolog community; it has, among others, been used to assess the performance of the BAM processor 7], the KCM machine 9], the Aquarius Prolog Compiler 10], and Parma 13], a Prolog compiler for the MIPS RISC architecture. It is also interesting in that it includes programs of di erent sizes and programming styles and does not discard the use of important built-in predicates such as arg/3, functor/3, or write/1, which often represent an important share of the execution time. Note that new versions of three programs, atten, reducer and sdda, without calls to write/1, have been added to the initial benchmarks to get a better feel for the weight of this predicate. They are distinguished by a nw su x.
The programs were executed on a lightly loaded SUN Ultra-1/SunOS 5.5.1 workstation, using ECLiPSe version 3.5.2 and SICStus 3.7 beta, with garbage collection on. When using SICStus, both the compactcode and the fastcode compilation mode have been measured. The rst mode produces byte-coded abstract instructions whereas the second one produces native machine instructions.
The execution times (user cpu time including garbage collection time) have been obtained by incrementally compiling and running each program one after another in a repeat/fail loop such that each program runs about 20 seconds. This guarantees that the timing intervals are well above the clock accuracy and reduces cache e ects. 
Results
The main results of our experiments are shown in gure 7. This gure gives for each compilation environment, ECliPSe, SICStus in compact compilation mode, and SICStus in fast compilation mode, the ratios between the execution times for producing a program trace with the native tracer and with Poppy, using the methodology previously described. A ratio greater than one means that Poppy is slower than the corresponding native tracer.
The corresponding average ratios are 1.18 (SICStus fast), 1.26 (SICStus compact), and 2.18 (ECLiPSe) with standard deviations of 0.62, 0.53, and 0.73, respectively. These results show that source instrumentation is a viable alternative to compiled code instrumentation.
Actually, it may be in some extreme cases, the only alternative. This is illustrated by the program tak. Using the standard con guration of ECLiPSe, running this program in debug mode, using the tracer of ECLiPSe and its ad-hoc data structures, results on a heap over ow, while Poppy handles the tracing without any problem. This is the reason why there is a bar missing for tak.
Looking at the results obtained with ECLiPSe, another bad result is obtained for nreverse. The result was somehow predictable; naive reverse is a totally deterministic program with no failure and no built-in predicate. The transformation introduces two choice points per invocation (one via trace call fail/3 and one via trace exit redo/3). Assuming the transformation could tell that the program was deterministic, through program analysis, or user annotation, these choice points could be eliminated by replacing calls to trace call fail/3 by calls to trace call/3, and calls to trace exit redo/3 by calls to trace exit/3. Running the corresponding program almost halves the ratio. Looking at the results obtained with SICStus, however, nreverse behaves very well. Analyzing theses discrepancies requires further work. Figure 8 gives relative average speedups, using SICStus in fast compilation mode as a reference.
This gure shows the very signi cant slowdown resulting from setting debugging on 4 . As for source instrumentation, the slowdown is not surprising when looking at the static and dynamic e ects of instrumentation. Indeed, the compiled instrumented programs are on average 3.06 (SICStus fast), 3.75 (SICStus compact), and 3.56 (ECLiPSe) times bigger than the compiled initial programs. As far as the execution is concerned, the ECLiPSe pro ler shows that, on average, the number of goal invocations is multiplied by 17.6 and the number of choice points by 11.6. Nevertheless, debugging compiled code is faster than debugging interpreted code. The gure additionally shows that the debug mode of ECLiPSe is quite e ective. The relative slowness of Poppy on SICStus comes, at least partly, from the slowness of the blackboard (see 12]), compared to the global variables of ECLiPSe. Indeed, the blackboard in SICStus and global variables in ECLiPSe are used to implement the call number, whose handling has, according to preliminary pro ling, a signi cant weight.
When tracing in a standard way, i.e. mainly on a step by step basis, so much time is taken by the display of the data that the time taken by tracing through instrumentation, even if twice longer than tracing at the abstract machine level, should not be an issue. When looking at elapsed times vs cpu times, it is signi cant that, compared to their \no write" version, the elapsed time ratios of the three programs atten, reducer, and sdda are quite good (on ECLiPSe, the ratios are around 1 or below).
When used together with a trace analyzer such as Opium 3], the context is di erent. The whole trace may have to be examined by the trace analyzer before the user sees any result. Thus the time taken by the tracing mechanism may be an issue. A solution may be, as previously mentioned, to resort to user annotation or better compiler technology to improve the transformation. Another interesting path could be to customize the instrumentation depending on the user request.
Conclusion
We have presented a program transformation making it possible to trace Prolog programs without resorting to a low-level tracer.
As far as e ciency is concerned, we have shown that a typical slowdown of 2 is observed, in the less favorable environment, when generating the trace of standard benchmark programs. Considering the advantages in terms of portability and versatility, this slowdown is quite acceptable. We do not expect it to be signi cant when dealing with \standard" tracing, dominated by input/output. This may be more of an issue when connecting tracing to a trace analyser such as Opium 3] . Indeed, large fractions of the execution may need to be analysed and therefore traced. We are currently extending our rst prototype with a connection to Opium to check the issue.
If performance turns out to be an issue, it could be interesting to resort to program analysis to improve the transformation. Another possibility would be to customize the instrumentation according to the user requests.
We are currently working on the prototype, adding some more basic tracing facilities and making the implementation more portable. This would provide Prolog systems without proper tracing facilities with a standard tracer. This would also make it possible to assess the approach in di erent Prolog environments, comparing it with other trace extraction approaches, and looking at the in uence of the compilation technology.
