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ABSTRACT
Smart cities use various deployed sensors and aggregate their
data to create a big picture of the live state of the city. This
live state can be enhanced by incorporating the affective
states of the citizens. In this work, we automatically detect
the emotions of the city’s inhabitants from geo-tagged posts
on the social network Twitter. Emotions are represented
as four-dimensional vectors of pleasantness, arousal, domi-
nance and unpredictability. In a training phase, emotion-
word hashtags in the messages are used as the ground truth
emotion contained in a message. A neural network is trained
by using the presence of words, hashtags and emoticons in
the messages as features. During the live phase, these fea-
tures are extracted from new geo-tagged Twitter messages
and given as input to the neural network. This allows the
estimation of a four-dimensional emotion vector for a new
message. The detected emotions are aggregated over space
and time and visualized on a map of the city.
Categories and Subject Descriptors
I.2.7 [Artificial Intelligence]: Natural Language Process-
ing—Text analysis
General Terms
Algorithms
Keywords
Affect-Aware City; Emotion Detection; Twitter; Emotion-
word Hashtag; Dimensional Emotional Model
1. INTRODUCTION
A smart city’s main objective is to increase the quality
of life for its citizens and to make the city more attractive,
lively and greener [12]. To meet this goal, physical sensors
are deployed throughout the city to monitor various aspects
such as environmental parameters (weather, pollution, etc.),
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traffic and the consumption of resources. These sensors are
interconnected into a computing framework to create a big
picture of the live state of the city. This live state, however,
only includes measurable quantities and disregards how the
citizens actually feel. It is likely that there exist correla-
tions between the affective states of the citizens and relevant
statistics like well-being of the city’s inhabitants or quality
of living. When urban planners use the collected data to op-
timize parts of the city, the affective state of the inhabitants
can thus serve as valuable implicit feedback. This gives rise
to our vision of an “Affect-Aware City” with the ability to
understand and utilize the affective states of its citizens to
enable improved planning and decision making [10]. Rele-
vant affective states in this scenario include emotion, feel-
ings, personality, mood and subjective well-being. In this
paper, we focus specifically on emotion.
Affective states can be detected from various sources that
are available in a smart city. Examples are hard sensors such
as cameras and environment sensors, or soft sensors such as
information extracted from social networks or smartphones.
Online social networks are used frequently by millions of peo-
ple to share their current thoughts, observations and opin-
ions. Social networks have been shown to provide more reli-
able and trustworthy information than traditional methods
like questionnaires and other sources [16]. Moreover, social
networks provide a huge amount of publicly accessible data
without requiring any specialized equipment or particular
participation of the citizens. Twitter is a popular example
of such a social network where individuals send short mes-
sages called tweets about what they are feeling and thinking.
The result is a large corpus of public real-time data that is
rich with emotional content. Twitter has been used success-
fully in studies about disasters and emergencies [13], public
health monitoring [2], events exploration [15], and more re-
cently, in sentiment and emotion analysis. It is also possible
to add meta data including location and time when posting
a message. The location can be inferred from internet access
points that are being used, directly given as geographical co-
ordinates (latitude and longitude) if the tweet is sent from
a mobile phone, or provided as additional user information.
For these reasons, we decided to use Twitter as a source of
geo-tagged affective data in our work.
Hashtags are keywords prefixed with the # symbol used
by Twitter users as a way to categorize their tweets and to
search for tweets that have relevant topics. They are also
frequently used as a form of user-added meta data to express
other aspects, including emotion, that cannot be expressed
by the tweet directly. We use emotion-word hashtags as
search criterion to obtain emotion-annotated textual data
from Twitter. This data is used to train a neural network
to detect emotion from a number of textual features. In the
online phase of our system, geo-tagged tweets are obtained
from Twitter. The neural network then automatically de-
tects the emotion contained in the tweets. The result is
geo-tagged emotion data that is aggregated and visualized
on a map of the city. The neural network is necessary, be-
cause the percentage of tweets containing both location data
and emotion-word hashtags at the same time is too low to
provide a sufficient amount of data.
This paper is structured as follows. Section 2 discusses
the related work in the field of affect detection from social
networks. Our system to detect and visualize emotion is
presented in Section 3. Section 4 contains the experimental
results of the training phase of our neural network. Conclu-
sions of the paper and an outlook to future work are given
in Section 5.
2. RELATEDWORK
The detection of affect from social networks, especially
from Twitter, has recently received widespread interest. The
types of affective states being detected range from pure sen-
timent, which is either positive or negative, to mood and
emotion. The latter is the most closely related to our work.
A method for sentiment analysis has been proposed by
Go et al. [8]. They automatically classify the sentiment of
any Twitter message into either positive or negative by us-
ing distant supervision learning. Twitter messages contain-
ing emoticons are used as labeled dataset to train different
classifiers. The classifiers are: keyword-based, Naive Bayes,
maximum entropy, and support vector machines. The best
classifier reached an accuracy of 83%.
In another approach, the sentiments of tweets from 573
real Twitter profiles from London are extracted and ana-
lyzed using word count and maximum entropy classifiers.
After comparing the result to the Index of Multiple Depriva-
tion obtained from the UK National Statistics, it was proven
that the sentiment of the community’s tweets can reveal its
socio-economic well-being [20].
To the best of our knowledge, all works in the field of emo-
tion detection from social networks use Ekman’s discrete
model to represent emotion [5]. The model uses six basic
emotion labels that are universal among different cultures.
The basic emotions are anger, disgust, fear, happiness, sad-
ness and surprise. More labels are added in other works
as needed. There is an ongoing controversy in the field of
psychology about how adequately discrete labels categorize
emotion [11]. As an alternative, dimensional models of emo-
tion have been proposed, where an emotion is expressed by a
number for each dimension. In its most simple form, the two
dimensions pleasantness (P) and arousal (A) are being used.
Pleasantness corresponds to the common intuition of good
and bad emotions. High pleasantness is indicative of a situa-
tion that is in agreement with a person’s own goals. Arousal
denotes the level of physiological change the emotion causes
in a person. High levels of arousal are characterized by a
faster heartbeat and the readiness for action which is also
found in emotions like stress and anger. This is in contrast
to low arousal states like contentment [22]. In our work, we
use the four-dimensional model proposed by Fontaine et al.
which adds the two dimensions dominance (D) and unpre-
dictability (U). The former is characterized by the feeling of
control, the impulse to act and changes in speech. Exam-
ples for emotions with high dominance are pride and anger,
which are in contrast to low dominance emotions like sad-
ness and shame. Unpredictability describes the novelty of
the emotion eliciting stimulus. This dimension opposes be-
haviors like jaw dropping and raised eyebrows to the feeling
of expectedness and familiarity [7]. The paper by Fontaine
et al. lists 144 statements and their relationship to the four
dimensions which is helpful for their interpretation.
In this paper, we refer to an emotion represented in the
four-dimensional emotion model as 4D emotion vector or
PADU values. We believe that using a more fine-grained
dimensional model to represent emotion is less “black and
white” than using coarse emotion labels as it allows blends
of different emotional states. Another benefit of a dimen-
sional model is its natural inclusion of the neutral emotional
state (zeros in all dimensions) and any value between neu-
tral and full emotion. The challenges brought forth by the
fuzzy boundary between neutral and emotional text mes-
sages have been previously identified in [1]. Note that as-
signing a discrete emotion to a textual message is a problem
of classification, whereas assigning a 4D vector requires re-
gression. This means that our scenario belongs to a different
family of machine learning problems than the related work,
and existing techniques cannot be applied easily.
In [6], a learning approach has been proposed that com-
bines textual sentiment and affect analysis techniques in a
hierarchical classification scheme. The hierarchy consists of
three levels: neutrality, polarity and emotions. In the first
step, data is classified based on neutrality versus emotional-
ity. Next, the polarity of the emotional messages is inferred
(sentiment analysis). The messages with negative polarity
are further divided into five basic emotions.
Nagarsekar et al. [19] classified tweets into the six basic
emotions using supervised learning with two different ma-
chine learning algorithms. Both classifiers were trained and
tested on three datasets that varied in their distribution of
emotions. The maximum accuracy of 83% was achieved for
a Naive Bayes classifier trained on a dataset that had an
equal distribution of emotions.
The authors of [21] collected a corpus of emotional tweets
using 14 popular topics with their corresponding list of hash-
tags. With the aid of a developed annotation tool, they man-
ually labeled 7000 tweets with a finer-grained set of Ekman’s
six basic emotions plus love.
To avoid the high effort of manual annotation, [17] and
[18] created a large corpus of emotional tweets by specifi-
cally searching for Twitter messages containing one of the
six emotion words as hashtags. This corpus is used to train
and cross-validate support vector machines that classify the
six basic emotions. Their experiments demonstrate that
self-labeled hashtag annotations created from thousands of
users are consistent and can be effectively used for auto-
matic emotion detection. Also using the approach of har-
nessing emotion-word hashtags, the authors of [25] auto-
matically created a large and high quality emotion-labeled
dataset covering Ekman’s six basic emotions plus thankful-
ness. After collecting 5 million tweets from 131 twitter emo-
tional hashtags, they applied a set of developed heuristics to
filter out all but the emotion-relevant tweets (about 2.5 mil-
lion). The two machine learning algorithms LIBLINEAR
and Multinomial Naive Bayes were then used to identify
emotion and to study the effectiveness of various features
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Figure 1: Overview of the proposed system to detect and visualize
emotions from geo-tagged Twitter messages.
including n-grams, n-gram positions, emotion lexicons, and
part-of-speech. By combining these features, the classifier
performance was improved and their approach achieved an
accuracy of 65.57%. Due to their successful use in creating
training data for machine learning algorithms, we decided to
also use emotion-word hashtags to train the neural network
in our work.
The Twitter hashtags approach has also been used to de-
tect mood. For instance in [4], a systematic method to
identify different moods from social networks is presented.
203 mood hashtags were used to collect messages. They
were analyzed for affective experience in the two dimensions
valence and activation and subsequently used to train auto-
matic classifiers. The classifiers reached an accuracy of 83%.
The authors of [3] studied how public mood is affected by
popular events of social, economic and/or cultural impor-
tance that are occurring at the same time. They performed
a sentiment analysis of public tweets using an extended ver-
sion of the Profile of Mood States (POMS) to extract six
dimensions of mood (tension, depression, anger, vigor, fa-
tigue and confusion). Instead of using machine-learning al-
gorithms, each tweet is scored based on key terms from the
set of POMS adjectives. Similar to our idea of character-
izing places based on emotion, [14] introduced a mobile in-
terface that harvests real-time and geo-located information
generated by the users of multiple social networks. Natural
language analysis techniques are used to automatically infer
the emotion in the text. A compass guides the users towards
areas of the selected emotion.
3. DETECTION AND VISUALIZATION OF
EMOTION
In this section, we present our system to automatically de-
tect and visualize emotions from Twitter messages. See Fig-
ure 1 for an overview of the system. It works in two different
phases: the offline training phase and the online phase. In
the offline training phase, we collect messages from Twitter
that contain emotion-word hashtags. The messages are pre-
processed and features are extracted from them. The fea-
tures, together with the emotion derived from the emotion-
word hashtags are used to train a neural network. In the
• I was actually falling asleep, but I stayed up
#proud
• There’s something beautiful about happy people
:) #smile #joy
• Aww that is so sad :’( #disgusting #sad
• So this just showed up via UPS #surprise
• I hope you have a fantastic time! #jealous
• Safe travels. Have fun!! #jealous
• Argentina won on penalties #angry
Figure 2: Examples of Twitter messages that contain emotion
word hashtags. The last three examples illustrate some of the
difficulties of emotion detection. The negative emotion jealousy
is used in a positive context as a compliment. Without the hash-
tag #angry, the pleasantness dimension of the last message is
ambiguous.
online phase, the system collects live geo-tagged tweets from
the area of interest, e.g., a city. The trained neural network
is used to detect emotion in these new tweets. The geo-
tagged emotion data is then aggregated and visualized on a
map. Details of each of the processing steps are given in the
following.
3.1 Obtaining Training Data
In order to produce the training data for our neural net-
work, we use the approach presented in [17]. Users of Twit-
ter sometimes add hashtags containing emotion-words to
their messages to express their current feelings. Figure 2
shows some examples of such Twitter messages. It has been
shown that these emotion-word hashtags are consistent and
reliable. They correspond well with the labels a trained
external annotator would assign to the message. Emotion-
word hashtags are thus well-suited for the use as training
data for a machine learning algorithm. For the reasons men-
tioned in Section 2, we choose the four-dimensional model of
emotion to represent the emotion in a tweet, rather than the
commonly used discrete model. The paper by Fontaine et al.
contains a list of 24 emotion-words with their corresponding
four-dimensional emotion vector [7]. An excerpt of this list
is given in Table 1. We use the list as search terms to obtain
tweets containing the desired emotion-word hashtags. The
emotion in a tweet is then the four-dimensional emotion vec-
tor corresponding to the emotion-word, or their average if
multiple emotion-words are present in a message. In addi-
tion, we use 18 variations of the terms in the list that are
more commonly found in Twitter messages than the original
ones. For example, Twitter users are more likely to use the
adjective angry as a hashtag than the original noun anger
contained in the list. Five extra emotion-words were added
that are commonly found in tweets, but are not contained
in the original list (e.g., nervous, smile). Their 4D emotion
vector was derived from the table of features given in [7].
3.2 Pre-Processing
We use the filter endpoint of the public stream Twitter
API to download the messages from Twitter. The API pro-
vides a stream of English tweets that is filtered for the 47
emotion-words. At this point, we do not require the mes-
Emotion P A D U
#anger -1.1 1.4 1.3 0.1
#contempt -1.5 -1.0 1.2 -0.3
#contentment 1.2 -1.2 0.7 -0.7
#disgust -1.1 -0.9 0.2 1.6
#jealousy -1.0 0.5 0.6 -0.6
#pleasure 1.5 0.1 0.5 -0.2
#pride 0.9 -0.2 1.0 -0.8
#sadness -0.3 -1.0 -1.5 -0.2
#shame -0.2 0.3 -1.6 -0.8
#surprise 0.7 0.6 -0.1 3.2
Table 1: Subset of the emotion-word hashtags that are used as
search terms to obtain training data for our neural network. A
message containing one of these hashtags is assigned the four-
dimensional emotion vector as given in the table. The emotion
words and the PADU values are taken from [7].
sages to be geo-tagged. In addition to the message body, the
tweets come with a time stamp, a unique ID, the ID of the
sender and may contain location information. Hashtags, ex-
ternal links and usernames in the message body are marked
seperately, which is convenient for later processing.
Before they can be used as training data, the tweets need
to be pre-processed. This procedure is identical for the
training data and in the online phase. The first step of
pre-processing is text normalization. Tweets are short text
messages that are no longer than 140 characters and are
often written on mobile devices. As a consequence, they
typically contain a large number of abbreviations, colloquial
expressions and non-standard words. The goal of text nor-
malization is to remove the variety from the messages, which
constitutes noise in the training data.
The English language does not contain any words where
the same letter is repeated more than twice in a sequence.
However, longer runs of the same letter are often used in
tweets for emphasis (for example: “I am boooored!”). We
replace such runs with a single occurrence of the repeated
letter. In our experiments this heuristic more often led to the
correct spelling of the word than replacing it with a double
letter. Next, all contractions are expanded, like “aren’t” to
“are not” and “they’ve” to “they have”. We also expand a
list of common chat acronyms and abbreviations into their
original long form (e.g., “rn” to “right now”). The same is
done for colloquial expressions like “gonna” (“going to”). As
a last normalization step, all messages are transformed into
lowercase. In this fashion, a large portion of the variety in
the text is removed.
A similar problem is the large variety of emoticons con-
tained in the messages. An emoticon is a short sequence of
symbols like :) or a single Unicode character. They resemble
small pictures and are another widely used tool to express
emotion in a text message. They are thus very relevant to
our task. Due to the flexibility of Unicode, there exists a
large variety of emoticons, with many of them expressing
very similar concepts. In previous experiments, we identi-
fied 130 of the most commonly used emoticons and classified
them into 30 general categories. Examples for these cate-
gories are: hearts, smiling, frowning, etc. The emoticons in
the tweets are replaced with their category to unify them.
Twitter gives users the ability to forward tweets that were
sent by someone else. Such forwarded messages are called
retweets. Since a retweet repeats a message from someone
other than the poster of the retweet, we ignore them for
emotion detection. They are easily identified by the “RT”
prefix in the message. Similarly, we ignore messages with
less than three English words and those containing overly
inappropriate content.
The last pre-processing step is the tokenization of the mes-
sage to simplify feature extraction. Our system identifies the
following tokens: hashtag, word, emoticon, link, username
and symbol. Hashtag and word tokens have the correspond-
ing text string attached to them. The value of an emoticon
token is one of the 30 categories. Links are URLs to various
media. Username tokens are references to other users. Sym-
bol tokens are punctuation and special characters. Links,
usernames and symbols are ignored in the later processing.
3.3 Feature Extraction
From the pre-processed and tokenized messages, we ex-
tract 110 features. The features are the same for the training
and the online phase. Each feature is a numerical value that
is set to either 1 if an emoticon, word or hashtag is present in
the message or 0 otherwise. The first 30 features denote the
presence of emoticons from the 30 categories. The next 40
features are the presence of common words, and the remain-
ing 40 are common hashtags. In the training and testing
phase, the 47 emotion-word hashtags are excluded as fea-
tures to not bias the results. Hashtags that are surrounded
by words are counted as words, because they are not suit-
able as emotion labels. This is in line with the findings of [9]
and [17].
The vector of 110 features for each tweet and its four-
dimensional emotion vector derived from the emotion-word
hashtags are then used as the training data for our neu-
ral network. The network is trained with the Levenberg-
Marquardt algorithm. More details about the training of
the network can be found in Section 4.
3.4 Online Phase
In the online phase, the system collects live data from
Twitter. The process of obtaining the tweets, pre-processing
and feature extraction is similar to the training phase. In
the online phase, only geo-tagged tweets are collected, re-
gardless of whether they contain emotion-word hashtags or
not. Requiring both location and emotion hashtags at the
same time would be too limiting to obtain enough data. In-
stead, the trained neural network is used to estimate a 4D
emotion vector from the features extracted from each mes-
sage. Like this, latitude, longitude and a four-dimensional
emotion vector is available for each tweet which can then be
visualized.
3.5 Aggregation and Visualization
In the live phase of our system, it obtains real-time geo-
tagged tweets. They are annotated with a 4D PADU vector
by the neural network. Depending on the size and the pop-
ulation of the chosen region of interest, the system will ac-
quire in the order of one tweet per second for a large city or
about 50 tweets per second for the entire world. Visualizing
this steady stream of data on a map requires aggregation
of tweets over space and time. Aggregation over space is
accomplished by dividing the area to be visualized into rect-
angular cells. Based on the latitude and longitude of a tweet,
it belongs to exactly one map cell. Each time a new tweet is
sent from within a cell, its PADU values are averaged with
all other tweets in the cell. In a study about the duration of
Figure 3: Visualization of geo-tagged emotional Twitter messages
originating from Chicago1.
Figure 4: Aggregated emotion detected from tweets from the
USA1.
emotional experience, 80% of the emotional episodes were
found to last for less than 30 minutes [24]. We use this
finding as the basis for our aggregation over time. The emo-
tional tweets in a cell remain valid for 30 minutes. After this
time period, they are discarded and no longer considered for
averaging.
We decided to visualize the aggregated 4D emotion vec-
tor of each cell as four concentric disks. Their center point
coincides with the center of the cell. The radii of the four
disks differ and they are stacked like the towers of Hanoi (see
Figure 3 for an example). The overall radius of the stack of
disks is chosen in proportion to the amount of active tweets
in the cell, so a bigger circle represents a higher number of
tweets that were being sent. The order of the disks was
chosen based on their importance as outlined in [7]. Pleas-
antness is considered to be the most meaningful of the four
dimensions. It is thus visualized as the center disk, which is
the most visible one. Unpredictability is considered to have
the least significance and is shown in the outermost ring.
We created a color model to determine the color of each
of the four disks representing the PADU dimensions. For
each dimension disk, we chose a base color. Pleasantness
is associated with the color grey, arousal is shown in green,
dominance is red, and unpredictability is displayed in blue.
The brightness of the color expresses the value of this dimen-
sion, with brighter colors representing higher values. All of
the colors representing values in between the extremes are
calculated by interpolation. Refer to Section 2 for the inter-
Figure 5: Overview of all 3 million emotional tweets used in this
visualization example1.
pretation of the four dimensions.
With the colors of the four disks calculated, the stacks
corresponding to map cells that contain at least one tweet
are then drawn on a map at the size corresponding to the
number of tweets. We use the Google Maps API for the
final drawing step. Figures 3, 4 and 5 show three example
views. The data that was used for the images consists of 3
million tweets that were processed by the system over the
course of 20 hours. The areas for visualization were chosen
to be the city of Chicago in Figure 3, the USA in Figure 4
and the entire world in Figure 5. Depending on the zoom
level, emotions can be explored at resolutions comparable to
the size of entire cities, city districts or individual blocks of
houses.
4. EXPERIMENTAL RESULTS
50,000 Twitter messages with emotion-word hashtags were
obtained over the course of 36 hours to train the neural net-
work. As described above, 110 features were extracted and
a PADU emotion vector was assigned to each message. 8000
of the messages were reserved for validation. The rest was
used for supervised training of a neural network with one
hidden layer. The network has 110 input nodes, 10 hidden
nodes and 4 output nodes.
After training, the network was used on the 8000 unused
samples. The average mean square error (MSE) between the
PADU values of the messages and those calculated by the
network was 0.55. The achieved correlation was 0.51, which
is very close to the inter-annotator agreement found in other
works [23]. In one of our experiments predating the training
of the neural network, three annotators manually assigned
PADU values to 250 tweets. Only 42% average agreement
was achieved in this experiment. The highest level agree-
ment was reached for the pleasantness dimension (70%) and
the lowest for arousal (only 17%). The low levels of agree-
ment found throughout the literature are due to the inherent
difficulty of assigning emotion values to text messages.
To determine the optimal number of hidden nodes for the
network, we varied the number between 5 and 50. No sig-
nificant improvement of the mean square error and the cor-
relation was found. The maximum MSE difference between
node numbers above 10 was 0.05. However, the training
time increased by a factor of 10 at the same time.
1Map Data c©2014 Google
In the last experiment, we analyzed the impact of the
number of messages used for training on the error of the
trained network. We increased the number of training mes-
sages from 10% to 100% of the available data. The MSE
decreased from 0.63 to 0.55 when going from using 5000
messages for training to using all 50,000.
Note that due to the fundamental difference between the
dimensional and the discrete model of emotion, it is difficult
to compare our results to the related work. From the fea-
tures of a text message, we obtain a 4D vector by regression.
The resulting MSE of 0.55 denotes the average distance to
the real coordinates of the message from the training data.
Existing approaches classify a message into a discrete cate-
gory. This classification can be either correct or wrong, and
there exists no metric to describe the distance to the cor-
rect category. Likewise, clustering the 4D space into discrete
subspaces would undo the benefits of using a continuous di-
mensional model to represent emotion.
5. CONCLUSIONS AND FUTUREWORK
We presented a system to detect emotions and visualizing
them on a map. Twitter is used as data source. Emotions
are detected from geo-tagged tweets by using a neural net-
work. Our system is intended to be a tool for attaining a
more complete view of the live state of a city that goes be-
yond what the physical sensors of a smart city can provide.
It can assist decision making processes and urban planning
by providing a form of implicit feedback from the citizens.
Our work is limited in that we require tweets to be geo-
tagged by the sender. This limits the amount of usable
messages, because adding location is an optional feature of
Twitter. In future work, we would like to infer location by
other means to overcome this limitation. Furthermore, bad
spelling in tweets constitutes a problem for consistent fea-
ture extraction which may be tackled by employing a dictio-
nary of the English language. We would also like to explore
the possibility of tracking a user’s emotion over time to in-
crease the accuracy of the system.
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