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Abstract Entropy noise remains as a largely unexplored mechanism of combustion generated noise. 
Currently, little is known about the production sources of entropy waves in flames. To address this 
issue, the present work puts forward a theoretical investigation of the generation of entropy waves in a 
one-dimensional, ducted flow. A linear theory is developed for the dynamic responses of different 
sources of unsteady entropy generation including thermal, hydrodynamic, pressure and chemical 
irreversibility. For the first time in literature, dynamics of chemical sources of unsteady entropy 
generation are investigated extensively. It is found that the mixture fraction fluctuations are 
responsible for the production of almost all unsteady chemical entropy and that the effect of chemical 
potential is negligibly small. For the Strouhal numbers less than unity, fluctuations in pressure are the 
most significant source of the overall generation of unsteady entropy. However, at higher frequencies, 
mixture fraction fluctuations dominate the generation of entropy wave. The cut-off frequency for the 
generation of entropy wave is shown to depend not only on the thermal and hydrodynamic 
characteristics of the flame, but also on the chemical properties of the downstream gases. It is further 
argued that the transfer function of entropy generation for a thin flame may feature an unrealistically 
high amplitude. This study shows that neglecting the chemical sources of entropy wave can result in 
wrong predictions of the combustor acoustics and impede suppression of combustion  instabilities and 
noise.  




𝑐𝑝 Specific heat constant (kJ/kgK)  Chemical potential (kJ/kmol) D Mass diffusivity (m2/s) Δ Flame length (m) 
𝐸 Total energy (kJ) 𝛹 Chemical potential function (-) 
 Internal energy per mass (kJ/kg) 𝛾=𝑐𝑝/𝑐𝑣 Heat capacity ratio (-) 
 Body force (kN) 𝜆 Acoustic wavelength (m) 
𝑘 Thermal conductivity (kJ/kgK) 𝜉 Distance from flame (m) 
Le Lewis number  Density (kg/m3) 
𝑀𝑊𝑖 Molar mass (kg/kmol) 𝜶 Thermal diffusivity  (m2/s) 
 Pressure (Pa) 𝜐 kinematic viscosity (m2/s) 
𝑅 Gas constant (kJ/kg/K) 𝜔 Angular frequency (2π/s) 
𝑅𝑒 Reynolds number (-) 𝜙 Entropic transfer function (-) 
 Heat addition rate per unit volume (kJ/sm3) Superscripts 
𝑞 Heat flux ((kJ/sm2) ' Temporal part 
𝑄 Heat release (kJ) 0 Standard status 
𝑠 Entropy per unit mass (kJ/kgK) Subscripts 
Time (s) 1 Flame upstream 
𝑇 Temperature (K) 2 Flame downstream 
𝑢 Velocity (m/s) 𝑐 Chemical 
𝑢𝐷,𝑖 Flow diffusive velocity (m/s)  Thermal 
𝑌𝑖 Mass fraction (-) 𝑚 Mean 
𝑍 Mixture fraction (-) 𝑝 Fluctuated 
Greek symbols 𝑢 Universal 
 
1. Introduction 
The aero-engine core noise is now a major environmental concern, particularly at low-power 
engine conditions during approach and landing [1]. Mitigation of the core noise has gained an 
increasing attention as the latest European regulatory strategy aims to reduce the noise at its inception 
[1]. The core noise can be broadly divided into self-noise, as the direct generation of acoustic waves 
by the engine components, and that associated with the induced noise, produced by the flow 
inhomogeneities [2,3,4]. The main purpose of the current study is to understand the dynamics of 
generation of those flow inhomogeneities that are of chemical composition nature.    
It is now well-established that combustion noise is the second powerful source of noise 
emission in the aero-engines after fan and jet noise [5]. Despite subsiding the aerodynamic sources of 
noise by employing ultra-high bypass ratio turbofan engines and aerodynamic optimization, the core 
noise has been continuously bound to increase [1,6]. This is primarily due to the intensification of 
combustion noise in low-pollution combustors, which are currently in extensive use [6-8]. Direct 
combustion noise is associated with flame fluctuations induced by the interactions between flow 
turbulence and combustion process [9,10]. However, indirect combustion noise is generated 
downstream of the flame as inhomogeneities in the flow, e.g. velocity, pressure, temperature and 
mixture composition, pass through a region of mean pressure gradient [1,3,11,12]. Such 
inhomogeneities are collectively referred to as entropy waves, and are usually produced in the reactive 
region of the flow. Nonetheless, their conversion to sound often occurs at the exit nozzle or first stage 
of the turbine stator [13,14]. Once either of direct or indirect combustion noise is generated, the 
resultant acoustic wave can contribute to the core noise by propagating out of the engine. Further, the 
reflected acoustic waves may trigger thermoacoustic combustion instability, characterized by 
destructive, large-amplitude pressure fluctuations [1,15,16]. Despite verification of its contribution to 
combustion instability and noise emission, indirect combustion noise is still the lesser understood 
mechanism of sound generation in gas turbine combustors [16-23]. This could be due to the intricate 
physics and the complex interactions of entropy waves with the flow and thermal fields [13].  
Conversion of entropy waves to sound by passing through nozzles has been the subject of 
several analytical, numerical and experimental studies. The compact-nozzle theory [3] based on a one-
dimensional and linear analysis has been traditionally the key method for calculating the acoustic 
conversion of entropy waves. In recent years, some subsequent efforts have been made to extent the 
analysis and relax the assumptions made in Ref. [3]. These include implementation of the effective 
nozzle-length method [24, 25], linear nozzle element techniques [26, 27] and expansion methods [28]. 
Compact nozzle theories have been also developed for the low frequency range of entropy noise 
through a non-isentropic nozzle with pressure losses [29] and spatially decaying and stretching 
entropy waves [30]. It is important to note that most previous numerical and theoretical studies on 
entropy waves were carried out on the basis of Euler equations [24,24,31]. Due to the absence of 
diffusion, these equations are unable to fully simulate the generation and decay of entropy waves. A 
series of experimental analyses on the conversion of entropy noise were provided by Bake et al. 
[32,33]. Using a similar set-up, Domenico et al. [29] separated direct and indirect reflective noise 
upstream of the nozzle. Yet, none of these experimental studies were focused on the production or 
annihilation of entropy waves. 
Recently, large eddy simulations in simplified geometries [34,35], convergent-divergent 
nozzles [36] and real combustors [37] provided further information on the propagation of entropy 
waves. For example, several investigations indicated that entropy waves are annihilated during 
downstream advection [19,38,39,40]. However, other studies asserted that the entropy waves could 
readily reach the exit nozzle of combustor [41,42]. Fattahi et al. [34] showed that the contradicting 
conclusions arise from the thermal boundaries and hydrodynamic conditions of the combustors and 
both sets of conclusions could be valid. Further, in their experimental study, Hosseinalipour et al. [43] 
predicted the decay dynamics of entropy waves by comparing the wavelength and the characteristic 
length of the combustor. Most recently, Christodoulou et al. [44] developed a low-order dynamical 
model to predict the evolution of entropy waves based on the high-order computation of the early 
stages of wave propagation. These works shed some light on the spatiotemporal dynamics of entropy 
wave propagation in combustors. Nevertheless, they were entirely concerned with hot spots or 
temperature disturbances as entropy waves and ignored other possible sources of entropy 
perturbations. More importantly, they excluded the generation of entropy waves.  
In 1970’s, Sinai [45] introduced a novel extra source of entropy disturbances and indirect 
noise. He extended Lighthill analogy and showed that convection of a chemical blob in a steady and 
low Mach number flow could produce sound [46]. A much more recent attempt was made by Magri et 
al. [47] to formulate the indirect noise of inhomogeneities in mixture composition or the so-called 
‘compositional noise’. These authors extended the compact nozzle theory for a multi-component gas 
mixture. It was found that compositional noise is strongly depended on the mixture composition and 
could exceed direct and conventional entropy noise for supercritical nozzles. Magri et al. [48] also 
calculated the indirect compositional noise by relaxing the compact nozzle assumption for Helmholtz 
number up to 2 and showed that the compact theory overestimates the indirect noise. Rolland et al. 
[49] measured compositional noise produced by injection of helium into an airflow and reported good 
agreement with the theory of Magri et al. [47]. In addition, indirect compositional noise in a Rolls-
Royce combustor engine was investigated by Guisti et al. [50] revealing that oxygen, water and 
carbon dioxide are respectively the most dominant sources of compositional noise. This study 
concluded that compositional inhomogeneities are a non-negligible source of noise [50]. 
Although the general area of indirect combustion noise has received some attention, the 
production sources of entropy wave in flames are still largely unexplored. In an early work, Bloxsidge 
et al. [51] presented a differential equation, containing unsteady heat release, pressure and velocity 
fluctuations as the sources of entropy waves. Assuming a compact flame, Dowling [52] presented a 
more precise equation in which heat release rate and velocity were the dominant sources of unsteady 
entropy generation in the flame. Later, Karimi et al. [53] showed that the equations derived by 
Bloxsidge et al. [51] and Dowling [52] act as a low-pass filter with a floating corner frequency. 
Numerical solutions of mass, momentum and energy at both sides of the flame were conducted to 
determine the strength of entropy waves [54,55]. Further, Dowling and Mahmoudi [4] showed that 
fluctuations of heat and mass flow rate act as the source of entropy wave in the flame region. 
However, Chen et al. [56,57] argued against the assumption of stationary flame front to derive sources 
of entropy wave. They claimed that in a perfectly premixed flame, the heat release is the only source 
of unsteady entropy generation with low amplitude.  
Clearly, these findings are scattered and do not provide a coherent view on the generation 
mechanisms of entropy waves in gas turbine combustors. Nonetheless, suppression of the core noise 
requires an in-depth understanding of the generation of the entropy wave formed by thermal, 
hydrodynamic and chemical inhomogeneities. Under the assumption of linearity, this is provided by a 
transfer function, which relates the production of entropy waves to various flow disturbances. In a 
recent theoretical study, Yoon [58] analytically derived such transfer function immediately 
downstream of the flame. Importantly, however, only non-chemical sources under Eulerian flow 
assumptions were considered in that work [58]. To release this limitation, the current study aims to 
capture all sources of entropy wave in the flame region. The transfer functions for the chemical 
entropy wave immediately downstream of the flame are derived analytically. Zero flame length, 
commonly used in the earlier related studies, is avoided as this assumption overestimates the strength 
and frequency content of the entropy wave [58].   
 
2. Governing equations 
The investigated configuration includes a plain one-dimensional channel, formed between 
two parallel plates, as shown in Fig. 1.  
 
 
Fig. 1. The schematic configuration used in the current study. 
 
The inlet temperature and pressure of the flow without entropy wave is respectively 300K and 
1bar. The channel is adiabatic with the inlet Reynolds number of 1000 based on the channel height 
and bulk flow velocity. 
The governing equations correspond to a one-dimensional, continuous flow in a duct with an 
arbitrary cross section and length. The flame heat release is limited to a narrow interval of 
[𝑥𝑓−,𝑥𝑓+]. Considering two known and different velocities at the flame upstream (𝑥𝑓−) and 
downstream (𝑥𝑓+), there is no need to solve the momentum equation. The following assumptions are 
made throughout the proceeding analysis.  
- The flow is laminar.  
- Thermophysical properties of the fluid are constant and time-independent.  
- The investigated flow includes a diffusion flame.  
- The analysis holds for single-step, infinitely fast chemistry (Shvab-Zeldovich limit) [59]. 
- Soret and Dufour effects are negligible.  
- The gaseous mixture is ideal and calorifically perfect. 
- All constituent species have equal diffusivities.  
The general form of energy equation is [9] 
𝜌𝐷𝑒𝐷𝑡=−𝛻.𝑞+𝛻.(𝑝𝑢)+𝛻.(𝑢.𝜏)+𝜌𝑖=1𝑁𝑌𝑖(𝑢+𝑢𝐷,𝑖).𝐹𝑖, (1) 
where the last three terms on the right hand side are respectively related to work done on the fluid at 
the surfaces by pressure, viscous and body forces. Using Gibbs equation (Eq. (2)), the material 
derivative of entropy is presented in Eq. (3).  
𝑑𝑒=𝑇𝑑𝑠+𝑝𝑑𝜌𝜌2−𝑖=1𝑁𝜇𝑖𝑀𝑊𝑖𝑑𝑌𝑖, (2) 
𝑇𝐷𝑠𝐷𝑡=𝐷𝑒𝐷𝑡−𝑝𝜌2𝐷𝜌𝐷𝑡−𝑖=1𝑁𝜇𝑖𝑀𝑊𝑖𝐷𝑌𝑖𝐷𝑡. (3) 
Substituting Eq. (3) into Eq. (1) and neglecting the viscous and body forces, the energy equation in 
terms of entropy is extracted. After some algebraic manipulations, this reduces to 
𝑇𝐷𝑠𝐷𝑡=−𝑞𝜌−𝑖=1𝑁𝜇𝑖𝑀𝑊𝑖𝐷𝑌𝑖𝐷𝑡, (4) 
in which, 𝑇, 𝑠, 𝜌 and 𝑞 are, respectively, temperature (K), entropy per unit mass (kJ/kgK), density 
(kg/m3) and rate of heat addition per unit volume (kJ/m3s). Further, 𝜇𝑖 is the chemical potential 
(kJ/kmol), 𝑌𝑖 mass fraction (-) and 𝑀𝑊𝑖 molar mass (kg/kmol) of ith species in a mixture containing 
𝑁 chemical components. 
Considering mass fraction of the species as a single function of mixture fraction in a diffusion 
flame with infinitely fast chemistry [47,59] and utilizing the chain rule of differentiation, the material 
derivative of mass fraction of each species becomes, 
𝐷𝑌𝑖𝐷𝑡=𝐷𝑌𝑖𝐷𝑍𝐷𝑍𝐷𝑡,  (5) 
where 𝑍 is the mixture fraction. Setting 𝜉=𝑥−𝑥𝑓− as the coordinate translation and assuming the 
exponential variation of density and mixture fraction across the flame, 
𝑑𝜌𝑑𝜉=−𝜅𝜌,𝑑𝑍𝑑𝜉=−𝛽𝑍, (6) 
the distributions of density and mixture fraction are given by 
𝜌=𝜌1exp(−𝜅𝜉),𝑍=𝑍1exp(−𝛽𝜉), (7) 
where the index 1 denotes the variable at the flame initiation position. It is worth noting that by proper 
curve fitting on the kinetic results of mass fractions, derived by USC-Mech II [60], the exponential 
variation of mass fraction was verified in the narrow region of the n-dodecane-air flame. For the flow 
under investigation, a linear relation exists between the mixture fraction and mass fraction [59]. 
Therefore, the spatial variation of mixture fraction is also assumed to be exponential. Further, a curve 
fitting allows for the exponential variation of density across the flame to be derived from the work of 
Yoon [58].  
Invoking the assumption of equal diffusivities (D (𝑚2/𝑠)), the governing equation for the 
mixture fraction is given by [9] 
𝜌𝜕𝑍𝜕𝑡+𝜌𝑢.𝛻𝑍−𝛻.(𝜌D𝛻𝑍)=0. 
(8) 
Considering the definition of material derivative, Eq. (8) is re-written as 
𝜌𝐷𝑍𝐷𝑡−𝛻.(𝜌D𝛻𝑍)=0. 
(9) 
Applying the definition of chemical potential (Ψ), presented in Eq. (10), and combining Eqs. 




In Eq. (11), 𝑢, involved in the material derivative, is the longitudinal flow velocity (m/s) and 
𝑐𝑝 is the heat capacity (kJ/kgK).   
Decomposing entropy disturbance into two parts of thermal (𝑠 ) and chemical (𝑠𝑐) yields  
𝐷𝑠 𝐷𝑡=𝑞𝜌𝑇, (12) 
𝐷𝑠𝑐𝐷𝑡=−𝑐𝑝𝛹D(𝛽2𝑍+𝜅𝛽𝑍). 
(13) 
Substituting the flow variables, 𝑔, by the summation of steady and perturbation parts, such 
that 𝑔=𝑔+𝑔′ and neglecting the second order terms, the linearized equation for the transport of entropy 
is expressed by  
𝐷𝑠𝐷𝑡=𝐷𝑠 𝐷𝑡+𝐷𝑠𝑐𝐷𝑡=𝑞𝑝𝑅(𝑞′𝑞+𝑅′𝑅−𝑢′𝑢−𝑝′𝑝)−𝑐𝑝D(𝛽2+𝜅𝛽)𝛹𝑍(𝛹′𝛹+𝑍′𝑍−𝑢′𝑢). 
(14) 
Eq. (14) clearly shows all sources of entropy wave generation. According to this equation, 
fluctuations in thermal, velocity and chemical properties of the flow can lead to the generation of 
entropy waves.  
Dividing both sides of Eq. (14) by 𝑢 and using an elementary differential identity, the 
following more compact form of the linearized transport equation of entropy disturbances is obtained.  
1𝑢𝜕𝑠′𝜕𝑡+𝜕𝑠′𝜕𝑥=(𝑞𝑅𝑝𝑢)′−𝑐𝑝D(𝛽2+𝜅𝛽)𝛹𝑍(𝛹𝑍𝑢)′. 
(15) 
The first source term of Eq. (15) is similar to that derived by Yoon [58], being 𝑞𝐴/𝑚 for the constant 
temperature distribution in a duct with the cross sectional area of 𝐴 and mass flow rate of 𝑚. 
Fluctuations of the gas mixture constant due to mixing process can further produce entropy 
disturbances. The second source term shows the contribution of chemical inhomogeneities with the 
unsteady generation of entropy. It is inferred from this term that the chemical production of entropy 
wave does not exist when Ψ𝑍=𝑐.𝑢, where 𝑐 is a constant. Importantly, this term illustrates the role of 
flow velocity fluctuations in the generation of chemical part of an entropy wave. Chemical entropy 
disturbance may exist even under zero fluctuations of mixture fraction and chemical potential, if their 
mean values are non-zero and the flow contains velocity perturbations. Such condition can be readily 
encountered in the post flame region of a combustor in which acoustic waves propagate. Further, Eqs. 
(10) and (11) indicate that in addition to the mixture fraction variation, the chemical potential 
fluctuation can be another source of chemical entropy wave. It should be noted that this is different to 
the source of chemical entropy wave presented by Magri et al. [47]. As the chemical potential is 
dependent on the fluid temperature, 𝜇𝑖=𝜇𝑖0+𝑅𝑢𝑇𝑙𝑛(𝑝𝑖/𝑝0) [47], a fluid flow with no variation in 
mixture fraction but encountering temperature fluctuations can be an example of this source.  
As expected, in the limit of negligibly small diffusion coefficient, the chemical entropy 
generation approaches zero (see Eq. (13)). This is because no Lagrangian variation in the mixture 
fraction, i.e. 𝐷𝑍𝐷𝑡=0 (see Eq. (9)), cancels the variations of steady and unsteady parts of 𝑍. This 
also indicates 𝑑𝑌𝑖𝑑𝑍=0, due to linear relation between 𝑌𝑖 and 𝑍, causing Ψ=0 (see Eq. (10)). 
Therefore, all chemical sources of entropy generation become ineffective.  
3. Solution of the transport equation of unsteady entropy  
In this section, the transfer function of entropy wave decompositions is derived analytically. 
Here, subscripts 1 and 2 respectively denote the conditions before and after the flame. Further, it is 
assumed that the flame heat release includes steady and unsteady components [58], 
 
𝑞′(𝑥,𝑡)=𝑞𝑥′(𝑥).𝑞𝑡′(𝑡), (16) 




It is also assumed that the steady pressure remains constant across the flame [58], as the flow is low-
Mach number. That is 
𝑝(𝑥)=𝑝1=𝑝2. (19) 
Before commencing the solution process, the following assumptions are further made. 
- The flame is acoustically compact, implying Δ 𝜆𝑎𝑐𝑜𝑢𝑠𝑡𝑖𝑐𝑠. 
- Gas mixture constant, 𝑅, is assumed to remain steady. This assumption in conjugation with 
the constancy of specific heat capacity yields, 
𝑅𝑐𝑝=𝛾−1𝛾=1𝜂. (20) 
- Assuming a constant mean heat release, 𝑄𝑚, a linear relation between the temperatures at the 
upstream and downstream of the flame can be found. Further, for an exponential density 
distribution, the numerical solution of the governing equations across the flame region also 
gives a linear velocity variation (see Eq. (7)) [58]. Considering the linear velocity and 
temperature distributions across the flame and assuming 𝑢2=𝑚𝑢1 and 𝑇2=𝛼𝑇1, it follows that 
𝑢(𝜉)=(𝑚−1)𝑢1𝛥𝜉+𝑢1=𝑟𝜉+𝑢1,𝑇(𝜉)=(𝛼−1)𝑇1𝛥𝜉+𝑇1=𝑓𝜉+𝑇1. (21) 
According to Magri et al. [47,48], the slope of variation of the specific Gibbs energy of the 
mixture is constant at a narrow range of mixture fraction. Thus, 
𝛹=1𝑐𝑝𝑇𝜕𝑔𝜕𝑍=𝑒𝑐𝑝(𝑓𝜉+𝑇1). (22) 
Applying Laplace transformation on Eq. (14) with an initial condition of 𝒔′𝜉,0=0 results in an 
ordinary non-linear differential equation for entropy disturbance. This reads  
1𝑢s𝑠′+𝑑𝑠′𝑑𝑥=𝐴𝑢(𝜉)+𝐵𝑢2(𝜉), (23) 
in which  
𝐴=−𝑄𝑝𝑅𝑝𝛥𝑞′(𝑠)𝑄𝑚𝑅𝑝2𝑝′−𝑐𝑝D(𝛽2+𝜅𝛽)(𝛹′𝑍+𝑍′𝛹),𝐵=−𝑄𝑚𝑅𝛥𝑝𝑢′+𝑐𝑝D(𝛽2+𝜅𝛽)𝛹𝑍𝑢′. 
(24) 
Solving the differential Eq. (23) (Bernoulli’s type for 𝑛=0) gives an algebraic equation for the 
unsteady part of the entropy wave, 𝑠′, which can be written as 
𝑠′𝑒∫𝑠𝑢(𝜉)𝑑𝜉=∫(𝐴𝑢(𝜉)+𝐵𝑢2(𝜉))𝑒∫𝑠𝑢(𝜉)𝑑𝜉𝑑𝜉+𝐶. (25) 
By substituting 𝐴 and 𝐵 from Eq. (24) into Eq. (25) and some algebraic manipulations, the entropy 






The viscous and body forces in the momentum equation and their effects on energy equation are 
ignored. Further, the gas constant, 𝑅, and the specific heat constant, 𝑐𝑝, of the mixture across the 
flame zone are assumed to be steady. These allow for finding a relation between the velocity and 
temperature fields [58].  
𝑢(𝑥)−𝑢1=𝛾−1𝛾𝑝−𝜌𝑢2𝑥𝑓−𝑥𝑄𝑚𝛥𝑑𝑥=𝛾−1(𝛾𝑝−𝜌𝑢2)𝛥𝑥𝑓−𝑥𝑐𝑝𝜌1𝑢1(𝑇−𝑇1)𝑑𝑥. (28) 
Assuming low values for the square of Mach number, i.e. 𝛾𝑝 𝜌𝑢2, Eq. (28) yields 𝑚=𝛼. 
 


















where subscripts , 𝑝, 𝑢, Ψ and 𝑍 correspondingly denote heat release, pressure, velocity, chemical 
potential and mixture fraction. 
 
3.1.  Transfer functions stability 
The values of poles and zeros of a system determine whether the system is stable, or how the 
system treats instability. All the transfer functions given in Eqs. (29)-(33) have their own poles and 
zeros. However, after pole-zero cancellation they turn into the functions with no common poles and 
zeros. Therefore, the zero values of the transfer function are of high importance for the system 
stability. Substituting the investigated case parameters into all transfer functions shows that the 
transfer function of velocity (𝜙𝑢) has a zero with a positive real part, called non-minimum phase 
transfer function. This type of transfer function arises significant stability concerns in the control 
theory [61], as it can potentially induce a feedback instability [62]. This indicates that the entropy 
waves generated by velocity fluctuations are reflected back to the combustor, stimulate velocity or 
chemical potential fluctuations and launch the feedback loop of combustion instability [38,63]. The 
same conclusion holds for the real parts of the poles.   
 
4. Validation  
The noise produced by compositional part of entropy wave has been introduced quite recently 
[48] and there is still no adequate experimental data to validate the current analysis against. Further, to 
calculate the chemical transfer functions, chemical potential function of the combustion product 
components should be primarily accessible. Yet, such information can be rarely found. The 
exceptions are the limited works of Magri et al. [47,48], which involved chemical data for n-
dodecane. However, no transfer functions for chemical decompositions of the entropy wave were 
presented in those works. Therefore, the current analytical results are compared against the numerical 
simulations of the entropy wave in the same configuration shown in Fig.1. Appendix A provides the 
details of the conducted numerical simulations. Further, as shown in Appendix B, all the non-
chemical transfer functions (𝜙 , 𝜙𝑝 and 𝜙𝑢) in the current study can be systematically reduced to 
those presented by Yoon [58] under the Eulerian flow assumption. 
To generate the entropy wave in the numerical simulation (Appendix A), a pocket of products 
of n-dodecane with different velocity, temperature and pressure compared to the base flow enters the 
domain depicted in Fig. 1. The ratio between the amplitude of fluctuations and mean values for non-
chemical incoming decompositions is held at 30 percent, while the chemical divisions depended on 
the product mixture composition, varying by the excess air values. Applying Parseval's theorem [64], 
Eq. (34) defines the energy of a continuous signal, 𝑓, in the time domain at the first equality and, 
frequency domain at the second equality. In the current study, energy of the entropy wave was 
calculated using Eq. (34) by setting the integration intervals between −1000𝜋 and 1000𝜋.      
 
𝐸=−∞+∞|𝑓(𝑥𝑓+,𝑡)|2𝑑𝑡=12𝜋−∞+∞|𝐹(𝑥𝑓+,𝑗𝜔)|2𝑑𝜔. (34) 
The energy of entropy wave, which is a summation of energy of all decompositions, namely 
velocity (𝜙𝑢), pressure (𝜙𝑝), heat release (𝜙 ) and chemical parts (𝜙𝑍 and 𝜙Ψ), was calculated. Fig. 
2 shows a comparison between the numerical and analytical results for three different excess air 
values. Evidently, there is a good agreement between the two datasets with an average difference of 
less than 10 percent. This small disparity arises from the simplifications in one-dimensional flow 
field, numerical errors and the assumptions made to enable analytical solution of the differential 
equations. The contents of Fig. 2 along with the analytical comparison with the work of Yoon [58] 
(shown in Appendix B) confirm validity of the analytical derivations presented in Sections 2 and 3. It 
should be noted that to provide a clear means of comparison, the flame lengths are given the same 
values as those in the work of Yoon [58]. However, we note that this was termed flame thickness in 
Ref. [58].    
 
 
Fig. 2. The energy of entropy wave versus flame length for three excess air values of 0,12% and 25%: 
comparison between the analytical result and numerical simulation. 
 
5. Results and discussions 
As stated earlier, the flame zone in Fig. 1 is considered as a narrow region generating the 
products of complete combustion of a mixture of air and n-dodecane (C12H26), a surrogate of 
Kerosene. This region includes a spatial gradient of temperature, heat addition, density, mixture 
fraction and chemical potential (see Eqs. (7), (17), (21) and (22)). The chemical properties of the 
mixture were taken from Ref. [48] for three excess air values of 25%, 12% and 0. The physical and 
chemical properties of the flame region also vary with the changes in excess air. For instance, the ratio 
between the mean temperature immediately downstream and upstream of the flame, (T2T1), will be 
6.623, 6.714 and 6.880, respectively for the stated values of excess air. These temperature ratios were 
chosen from the numerical results of Magri et al. [47,48] for an infinitesimal dissipation rate n-
dodecane-air flame. This is because the flames that generate entropy waves are usually affected by 
large perturbations. These values subsequently make changes in the mean heat addition to the flow 
field in accordance with 𝑄𝑚=𝑐𝑝𝜌1𝑢1𝑇1(𝛼−1). However, the mean value of the heat release 
fluctuation is considered to be constant at 𝑄𝑝=1𝑘𝑊/𝑚2 for all values of excess air. The flame length 
(see Fig. 1) is assumed to be 0.04m and the mixture fraction under stoichiometric condition (𝑍𝑠𝑡) is 
0.063 [48]. Further, the mean upstream temperature (𝑇1) and mean pressure (𝑝) at the flame zone are 
300K and 1.01×105 Pa.  
For graphical presentation of the results, a non-dimensional frequency or Strouhal number 
(𝑆𝑡) is introduced based on the length of the flame zone (Δ) and mean inlet flow velocity (𝑢1):  
𝑆𝑡=𝜔𝛥2𝜋𝑢1, (35) 
where 𝜔 is the angular frequency (𝑟𝑎𝑑/𝑠) and 𝒔=𝑗𝜔. Fig. 3 shows the magnitude and phase of the 
transfer functions of entropy wave decompositions (Eqs. (29)-(33)) versus Strouhal number for three 
different vales of excess air. In keeping with the previous studies [58], Fig. 3 depicts the low-pass 
filter characteristic of all transfer functions [38, 65, 66 67]. Clearly, as the Strouhal number increases, 
the amplitude of the transfer functions diminishes. For all investigated cases, the amplitude of the 
transfer function of chemical potential is negligibly small. However, the amplitude of the transfer 
function for the mixture fraction is of considerable value, showing that mixture fraction is the only 
dominant contributor to the chemical mechanisms of entropy wave generation. Further, as predicted 
by Hield et al. [38], the peaks of heat release and pressure transfer functions occur at almost the same 
Strouhal number.  
Expectedly, increasing the excess air results in higher amplitude of the mixture fraction 
fluctuations, while amplitudes of the other transfer functions remain almost unaffected. Increasing 
excess air in the lean combustion regime implies larger fuel mass fraction, which can introduce 
stronger variation in mass flow of the fuel. As the mixture fraction and fuel mass fraction are linearly 
related [68], the fluctuations in mixture fraction are quite pronounced. Pressure disturbances appear to 
be the most powerful mechanism of entropy wave generation at low frequencies (𝑆𝑡<1), which can 
lead to the so-called Rumble instability [19,23,63], as also supported by Refs. [58,69]. However, at 
higher frequencies (𝑆𝑡>10) the generation of entropy wave becomes dominant by mixture fraction as 
the amplitude of transfer function of this quantity is up to three times larger than those of other 
sources. Further to 𝜙 , 𝜙𝑝 and 𝜙𝑢, having the characteristics of a low-pass filter, 𝜙𝑧 represents 
similar response with a wider range of passing frequency. This is raised from the slow diffusion 
mechanism, which dominantly affects the mixture fraction variation and could be the reason for the 
domination of 𝜙𝑧 at larger 𝑆𝑡. The cut-off frequency is slightly different amongst the various transfer 
functions (see Appendix C). The derived cut-off frequencies indicate that they are different from those 
presented by Karimi et al. [53] and Yoon [58], due to the involvement of chemical component of 
entropy wave. As also stated by Yoon [58], increasing the flame length increases the cut-off 
frequency regardless of the interactions amongst different sources of entropy generation.  
Fig. 3 further presents the phases of transfer functions. The general trend of phase variations 
remains unchanged by increasing the excess air. The phase of the transfer function of mixture fraction 
is shifted towards lower values by approaching stoichiometric condition. However, the phase of 
transfer function for chemical potential shows an inverse trend in comparison with that of mixture 
fraction. Phase variation of the chemical transfer functions is strongly affected by the considerable 
changes in the chemical compositions of combustion products at different excess air values. Strong 
fluctuations of the phase at high frequencies is a result of significant dispersion of entropy wave 
[14,30]. In general, lower amplitudes of the transfer functions at high frequencies result in negligible 
contribution with the system behavior. An exception to this is the transfer function of mixture fraction 
that could be representative of the system response at high frequencies. The phase of velocity transfer 
function features a higher range of fluctuations than those of other transfer functions, showing the 
behavior of a non-minimum phase function [70]. It covers the entire range of phase variation and 
features a rapid response, which raises concerns for the control of combustion system [9]. 
Comparatively, the phase of chemical transfer functions, i.e. 𝜙𝑧 and 𝜙Ψ, fluctuates considerably less. 
Slight phase variation can postpone the system response being on the opposite phase, which may 







Fig. 3. Amplitude and phase of the transfer functions of entropy generation versus Strouhal number 
for three values of excess air: (a) 25%, (b) 12% and (c) 0%. 
 
Fig. 4 illustrates the amplitude of transfer functions, versus Strouhal number of resonance 
frequencies (𝑆𝑡𝑅), defined at the local maxima of the transfer function amplitude. Five different 
values of flame length between Δ=0.04m and Δ=0.12m have been investigated in this figure. To 
demonstrate the significance of variations, the flame lengths were chosen to be the same as those 
selected by Yoon [58]. Since 𝜙Ψ has a negligibly small amplitude in the frequency domain (see Fig. 
3), it has been excluded from Fig. 4. It is found that the resonance frequency is a complicated function 
of flame length and other chemical, thermal and hydrodynamic variables, as they can all potentially 
alter the system response. The low-pass filter characteristic of the transfer functions is, once again, 
apparent in this figure. Referring to Eq. (35), the same Strouhal number for cases with various flame 
length does not indicate the same frequency. Therefore, the amplitudes presented in Fig. 4 are not 
comparable at the same Strouhal numbers. Nonetheless, the decline of amplitude by increasing flame 
length is evident. Fig. 4 further confirms the major contribution of the mixture fraction fluctuations 
with the generation of entropy wave. Pressure, velocity and heat release fluctuations are respectively 
ranked as the next effective sources. Compared to those of other transfer functions, the mixture 
fraction and pressure show stronger dependency on the variations of flame length.  
As already presented in Fig. 2, the energy of entropy wave has an inverse relation with the 
flame length. Making the flame length thinner from 0.12m down to 0.01m leads to the increment of 
the wave energy by a factor of 4.5. The thinner flame tends to resemble a theoretical impulse, exciting 
the responses at all frequencies [70]. This indicates that more energy, stored in a wide range of 
frequency spectrum, can be released by a thinner flame. The flame of higher excess air generates 
stronger entropy waves in the temporal domain. This is caused by intensifying the transfer function of 
mixture fraction, and confirms the substantial role of chemical transfer function in the wave response.  
It shows that the mixture fraction fluctuations can act as a dominant source of entropy waves, which 
then influence the process of conversion of entropic energy to acoustics. Thus, if neglected, it can 






Fig. 4. Amplitude of entropy wave transfer functions at resonance Strouhal number at excess air of 
25% for (a) heat release, (b) pressure, (c) velocity and (d) mixture fraction. 
 
Assuming an infinitesimally thin flame leads to certain simplifications in solving the 
governing equations in the flame region. Most notably, it indicates that the flame length is much 
smaller compared to all other length scales in the reacting flow [71]. By approaching the limit of thin 
flame, the entropy wave becomes a time-invariant function. The flame thin limit is approached by 
Δ→0 or (𝑚−1)𝑢1Δ→∞, which means 𝑆𝑡→0, implying an acoustically compact region for the flame. 
Under the assumption of thin flame and employing Taylor series expansion, the transfer functions, 
presented in Eqs. (29) to (33), are reduced to the followings in which subscribe “TFL” denotes “thin 
flame limit”.  
 






Fig. 5 shows that, for an infinitesimally thin flame and regardless of the temperature ratio, the 
magnitude of transfer function of heat release is by far larger than those of other two. Therefore, the 
major contribution of the transfer function of heat release with entropy generation of a thin flame is 
confirmed. The magnitude of all the transfer functions approach nearly the same value at higher 
values of temperature ratio. This is an indicator that a flame with high temperature ratio under the thin 
length assumption makes no relative extremum for any transfer function. The rate of magnitude 
change with temperature ratio is steeper for the pressure transfer function. This can be emanated from 
the direct effect of mean temperature variation on pressure fluctuations through the ideal gas law by 
considering constant value of mean pressure. Both pressure and velocity take the least values of 
magnitude. Further, the absence of chemical effects on the system response makes a thin flame 
different to a real flame. Comparing Figs. 3 and 5 illustrates higher amplitude of the transfer function 
of thin flame limit in comparison to those for flames with finite length. It follows that this assumption 
overestimates the energy contained in the flame, resulting in an unrealistic intensification of the 
transfer functions of entropy generation. Furthermore, although the absolute magnitudes are shown in 
Fig. 5, the values of pressure and velocity transfer function were found to be negative. This indicates 
that the pressure and velocity fluctuations unrealistically reduce the generation of unsteady entropy by 
the flame.  
 
 
Fig. 5. Absolute values of the transfer function of entropy wave in the limit of thin flame. 
 
6. Conclusions 
A linear theory was developed to predict the dynamics of entropy wave generation. Transfer 
functions were derived analytically for the generation of entropy wave by chemical and non-chemical 
sources in a one-dimensional, laminar, ducted flow. The analysis assumed single-step and infinitely 
fast chemistry for a diffusion flame at Shvab-Zeldovich limit. The analytical results were validated 
against a computational model and it was shown that they could be reduced to the existing 
expressions for simpler configurations. This work extended a recent theoretical study on the 
generation of entropy waves [58] to include chemical sources and molecular diffusion. The key 
findings of the current study are summarized as follows. 
• The analysis revealed that the fluctuations responsible for unsteady production of entropy are heat 
release, pressure, velocity, mixture fraction and chemical potential.   
• All components of the transfer function of entropy wave generation appeared to have a low-pass 
filter character. Analysis of zeros of the transfer functions showed that the velocity-entropy 
decomposition could be important in the onset of combustion instability.  
• Mixture fraction was found to be the most significant production source of entropy wave for 
𝑆𝑡>10, while chemical potential had the least contribution over the entire frequency range. 
Ignoring mixture fraction as a source of entropy wave could result in the erroneous calculation of 
the unstable modes and incorrect prediction of entropy wave conversion.  
• It was argued that thin flames produce unrealistically large entropy waves with the largest 
amplitude of transfer function of heat release.   
• Consideration of the chemical sources of unsteady entropy generation led to variation of the 
entropic cut-off frequency. This reflects the importance of these sources in low-order modelling 
of indirect combustion noise and stability analysis of combustors.   
• For 𝑆𝑡<1, the transfer functions of entropy waves downstream of the flame could be arranged 
from the highest to the lowest value by the inlet fluctuations in pressure, velocity, heat release and 
mixture fraction. 
In future, the turbulent dissipation and shear dispersion of the entropy wave could be further added to 
the analysis. 
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Appendix A: Numerical procedure 
The governing unsteady equations of continuity of mass, momentum and energy as well as 
conservation of species were discretized using a second order scheme for spatial and temporal terms. 
The two-dimensional computational domain was depicted in Fig. 1, bounded with two parallel 
adiabatic and solid walls with no-slip velocity boundary conditions. In this configuration, air 
continuously enters the channel under laminar flow regime with Reynolds number of 1000 and it is 
assumed that the flow is discharged to the ambient environment. A hot pocket of the combustion 
products of n-dodecane is injected into the channel at the moment that the air flow is completely zero, 
with a temporal width that makes the spatial value of Δ, shown in Fig. 1. The products correspond to 
lean combustion of the fuel, with excess air values of 25%, 12% and 0. The computational grid 
consisted of 88000 cells, determined through grid independency tests. PISO algorithm was adopted to 
couple the velocity and pressure fields through using a finite volume method. The simulation was ran 
for five times of the flow residence time to ensure the washout of any transience before introducing 
the hot and compressed pocket of combustion products.    
 
Appendix B: Reducing the transfer functions for a single component fluid flow 
In this appendix, it is shown that the derived equations in Sections 2 and 3 can be reduced to those 
presented by Yoon [58] for single species fluid flow. As Yoon [58] did not consider combustion 
product for the flame region, gas constant is completely fixed in the flame region. That is 𝑅1=𝑅2 and 
therefore, 𝜌2𝜌1=𝑇1𝑇2. According to Eq. (7), 𝜅=−1Δ𝑙𝑛𝜌2𝜌1, and by incorporation of Taylor series, it 
turns into 𝜅=1Δ𝜌1𝜌2−1=1Δ𝑇2𝑇1−1. Further, Eq. (21) yields 𝑓𝑇1=1Δ𝑇2𝑇1−1. This concludes that 
𝜅=𝑓𝑇1 and subsequently the non-chemical transfer functions, 𝜙 , 𝜙𝑝 and 𝜙𝑢, presented in Eqs. (29) 
to (31) reduce to those presented in the work of Yoon [58].  
 
Appendix C: Cut-off frequencies 
Conventionally, the cut-off frequency is found if the transfer function magnitude meets the value of 
0.707 or -3db [62]. However, in the current work, the entropic cut-off frequency is simply obtained 
using the zeros, due to the monotonic decrease in the transfer function approaching 𝜔𝑐, similar to Ref. 






To find these frequencies, Taylor series expansion is applied. The cut-off frequency for the chemical 
potential is not presented here, as its amplitude takes the lowest values that are near zero (see Fig. 3).  
