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Economic and technical changes force manufacturers to redesign and enhance their operational systems. 
The implications of such changes within a complex system such as manufacturing and the supply chain can 
be very challenging. In particular, where the number of system elements and their connections result in a 
high level of complexity, the potential effects of a change can be expensive concerning the delivery time 
and cost targets, as a change to one part or element of a design requires additional changes throughout the 
system.  
Companies need to understand the characteristics of their manufacturing systems that make them resilient 
to change. Considered from a system perspective, the structures of the system, and its elements and 
connections, contribute greatly to the characteristics and behaviour of the system and hence potential 
resilience. A change prediction method can help to analyse the change properties and improve complex 
systems by focusing on the underlying structural elements and dependencies.  
This thesis proposes a novel system change method that can enable the review of the current manufacturing 
system and understand how to design a more robust or adaptable system which addresses resilience. This 
method is a combination of matrix-based approaches and methods to assess the interaction between 
elements of the product and its manufacturing process in order to understand the risk of changes propagating 
through the system. Risk assessment across layers of a system can give valuable insight into how an element 
change interacts within the system. The goal of this thesis is to contribute to gaining fundamental 
understanding of manufacturing systems resilience by developing a method to evaluate capabilities of 
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1 Introduction  
 
The competitive manufacturing environment forces companies to respond rapidly and in a cost-efficient 
manner to their change requirements. It is challenging to cope with the required changes in the 
manufacturing industry. Manufacturing systems and their associated Supply Chains are complex systems 
due to the high connectivity of elements and subsystems such as people, processes, and products. In a 
complex system where all parts and systems are closely connected, changes to one part of a system are 
highly likely to result in a change to another part, which in turn can propagate changes further (Eckert et 
al. 2004; Wickel and Lindemann 2015). This makes managing change a challenging problem because the 
time, cost, and resources that need to be allocated to effect the change are dependent on its potential impact 
(Wickel and Lindemann 2015). 
 
Change is universal. All systems subject to change whether planned or not. Resilience of system is described 
is ability to respond to change design resilience in the system. The ability to change is associated with the 
attributes of resilience. Resilience is strongly related with the whole life-cycle of a system. Resilience is an 
evolution of the dependability concepts including robust to evolving requirements for the reliable system 
performances (Heisel et al. 2013). Resilience is mostly measured with robustness or adaptability in the 
context of manufacturing systems (Abech et al. 2006, Allen et al. 2006, Madni and Jackson 2009, 
Hoffmann et al. 2011). A Resilient Manufacturing System (RMS) is a new research area in the system 
ability to cope with changes and evolve emphasizes the resilience aspect. It was also noted that the area of 
resilience engineering incompetent in how various proposed methods and tools can enable the design of 
resilient systems to guide the designers of resilient systems (Heisel et al. 2013).  
 
To address designing resilience, novel models and methods are needed that modelling of resilience aspects 
of a manufacturing system. This thesis aims to define resilience in modelling languages for requirement 
analysis and system design resilience in implementation and frameworks. In addition, it aims to verify and 
assessing resilience using a probabilistic model to understand resilience mechanisms at the architectural 
and implementation level.  
 
This chapter is structured into five sections. Section 1.1 provides the background and motivation of the 
research. Section 1.2 briefly outlines the research gap. Section 1.3 states the research questions. Section 1.4 





1.1 Background and Motivation 
Manufacturing systems are complex and constantly changing business environment. This complexity may 
cause errors (e.g., human, operational, system) which in turn impact system performance (Hu et al. 2013). 
Given these challenges, a manufacturer reduces the complexity of their manufacturing systems by 
redesigning manufacturing systems to improve manufacturing performance such as product delivery time, 
cost, and quality. 
 
Models of complexity can be used to assist in designing systems with robust performances (Hu et al. 2013). 
An adaptable manufacturing system that is responsive to change is essential for a manufacturer to operate 
in dynamic markets. Manufacturing system resiliency is a term used frequently to describe a company that 
can adapt robustly to deal with all kinds of changes (Thomas et al. 2012; Heinicke 2014). Evaluating change 
effects and change propagations, with a supporting method and tools, can provide an understanding of 
manufacturing system resilience (Heisel et al. 2013). Modelling and analysis of Resilient Manufacturing 
Systems (RMS) are thus significant to manufacturers in a competitive business environment (Gu et al. 
2015).  
 
1.1.1 Designing a Manufacturing System 
The objective of any design of a manufacturing system is to achieve a set of strategic objectives which 
includes making a series of decisions over time. Making these decisions requires an understanding of how 
design issues affect the interactions among various elements of a manufacturing system (Cochran et al. 
2001). The achievement of business objectives through the assessment of change impacts within 
manufacturing system design (MSD) needs effective communications of those impacts across the 
manufacturing system domains that deliver an integrated system (Kim 2002; Cochran et al. 2001). 
 
Change is one of the most powerful driving factors of design because changes result in improvements to 
systems. In some cases, the change is necessary to archive an initially defined standard for the product, 
which has not previously been met because of a problem. Other changes may be undertaken to adapt the 
product to new needs and requirements (Eckhert et al. 2004). Systems must be designed to meet change 
requirements and constraints in their systems affect its operational context throughout their entire lifecycle.  
 
A resilient architecture leads to lower costs of change, compared to a very constrained, in-resilient 
architecture. A higher upfront effort at the design stage to incorporate changeability will lead to a lower 




degree of changeability (Fiksel 2003). This thesis attempts to formalise the idea of changeability into the 
system architecture. Robustness or adaptability is the key characteristics of the manufacturing system 
changeability; these will be defined and described in detail in the literature review chapter.  
 
The design of a system must provide for the continuous evolution of its architecture, either by upgrading a 
system already in service or releasing a new version (Fricke and Schulz 2005). The integration of (a) design 
and development activities and (b) products and production systems into one system enables existing skills 
and knowledge to be used more efficiently (Naylund et al. 2009). It can offer a wide knowledge and 
information base to be used in decision-making processes. Thus, a model of integrated manufacturing 
systems involves manufacturing elements of products, process and organisations which have different parts 
in the manufacturing system. To this end, this research intends to integrate manufacturing system domains 
into one system through the efficient use of existing skills and knowledge to examine change propagation 
and reduce the complexity of the system design.  
 
The relationship and dependencies between change requirements and system elements are fundamental and 
modelling information needs to be captured to fully describe the propagation of changes. Such information 
can support the development of change prediction methods (Koh et al. 2012). A conceptual method needs 
to understand and analyse changes within a complex manufacturing system and underpins the design of a 
resilient manufacturing system (RMS). The following sub-sections, therefore, provide theoretical 
perspectives on an RMS and change management within such a system. 
 
1.1.2 Resilient Manufacturing Systems 
Resilience is a key driver in system design in an uncertain operational environment. Resilience is a new 
concept in manufacturing systems and has rarely been considered in design and implementation (Madni 
and Jackson 2009; Jin and Gu 2016). Resilient engineering systems should enable the system's capabilities 
to cope with changes in a predictable way, and ensure that robust behaviours are maintained despite faults 
(Heisel et al. 2013). Rydzak et al. (2006) describe the concept of resilience in production systems is the 
maintenance of functionality when disturbances are experienced. Rydzak et al. (2006) address Resilience 
as the dynamics of dealing with disturbance - how a system absorbs the impacts of stress or shock and how 
it re-organizes afterward with these temporary changes. Ahern (2011) considers change and disturbance, 
deeming adaptability as fundamental to the emerging science of resilience, the capacity of systems to 





are "safe to fail."  In addition, Heinicke (2014) explains resilience as the capability of a system to recover 
from failure autonomously. 
 
According to Hollnagel et al. (2007), failure is a result of the interactions and adaptations that characterize 
complex systems behaviour in the real world. Resilience addresses the need to deal with failure - how a 
system absorbs the impacts of pressure and how it subsequently re-organises. In other words, it is defined 
as the capacity of the system to experience disturbance and still maintain its functions and structures. 
 
Most manufacturing systems fail to sustain productivity when changes or uncertainties occur because the 
manufacturers lack a robust and adaptable system to cope with the changes. Therefore, it is necessary to 
develop resilient manufacturing systems with the ability to roll back to the previous stage or move on to the 
desired stage. Resilience can be broadly assessed by three system characteristics: (1) the amount of change 
the system can undergo and remain in the same configuration (retain the same controls on structure and 
function), (2) the degree to which the system is capable of self-organization, and (3) the degree to which 
the system can build the capacity to learn and adapt (Carpenter et al. 2001; Walker et al. 2004; Rydzak et 
al. 2006).  
 
The difficulties of designing resilient systems are discussed from both theoretical and practical perspectives 
in the literature. In theory, the aim is to design a system that can respond to unexpected failures in a 
‘predictable’ way. In practice, partial failures can occur in several system elements. The failure rate can be 
extremely small, and the distribution time to failure is unknown and that can lead to uncertainty (Liu et al. 
2009). A systematic presentation of MSD can help manufacturing engineers and designers capture and 
examine resilience and changes through the interrelationships of the different system domains and elements. 
Understanding the attributes and characteristics that emerge from the interactions of elements and 
subsystems in the design stage is very important (Mehrpouyan et al. 2015). Hence, the objective of this 
research is to develop techniques and supporting tools to enhance the resilience of complex manufacturing 
systems during the design stages. This thesis particularly focuses on the resilience as an ability of a system 
to cope with change effectively in manufacturing systems.  
 
Changes in manufacturing systems always interrupt normal production conditions and are a cause of 
production loss. To meet manufacturing requirements, an adequate architecture of manufacturing and 
supply chain systems in terms of an increased resilience of system elements is vital (Heinicke 2014). The 
integration of manufacturing systems and supply chain aims to improve operational resilience in terms of 




manufacturing loss during changes and settle itself to the steady-state quickly after each disruption (Gu et 
al. 2015). Analysis and understanding changes systematically, manage changes effectively are crucial to 
design a robust or adaptable manufacturing system.  
 
1.1.3 Change Management for Resilient Manufacturing Systems 
Manufacturing systems operate in an uncertain environment with constant changes in customer demands, 
product innovations, and processing technologies. Changes in manufacturing systems usually increase the 
complexity of the system (Whindehal 2005; ElMaragyh et al. 2012). “Complex” term is defined in Oxford 
dictionaries is “consisting of many different and connected parts”. A system is considered more complex if 
more system domains and elements exist with more connections between them (ElMaragyh et al. 2012). 
Elements within a manufacturing system are connected by a complex network of relations such as material 
flow, information flow, technological dependencies so on. The manufacturing domains such as engineering, 
procurement, logistics, or business strategy may affect by the changes. Due to complex network relations 
within systems, the change impact is difficult to predict. Decision support tools are needed for change 
analysis within manufacturing systems (Plehn et al. 2016). 
 
In a complex manufacturing system, a single initiating change can uncontrollably propagate throughout the 
system, resulting in severely degraded performance or complete failure (Mehrpouyan 2015). The desire to 
capture and manage changes within complex manufacturing systems requires modelling of changes such as 
through using an integrated model (Ahmad et al. 2013). Modelling of changes supports the understanding 
of the relationship and dependencies between change requirements and system elements. Therefore, the 
principle of change needs to be considered in the modelling process to support the development of change 
prediction methods, for instance, the types, properties, and interrelationships of the entities which are 
fundamental to a particular domain or elements (Koh et al. 2012).   
 
The proposed novel method in this thesis for designing a Resilient Manufacturing System (RMS) is a case 
study approach constructed around the ideas of the Multi-Domain Matrix (MDM) (Maurer 2007) and 
Change Prediction Method (CPM) (Clarkson et al. 2001a; Clarkson et al. 2004). The multi-domain 
dependency model helps to analyse network-based connections within system domains and system 
elements while the change prediction method provides a quantitative change propagation analysis. a system 
is broken down to capture the system dependencies with the change being propagated along with the 
linkages of a system's network model. Change risk is calculated using the CPM algorithm that computes all 




prerequisite to this process required information (i.e., direct change likelihood and impact results) must be 
produced by experienced engineers. The concept of the model reduces input information preferences when 
creating hierarchical risk models. The model building practice is relying on prediction information from 
experts; thus, it is challenging to avoid subjectivity during the model building. The design concept is 
capable to prevent the unnecessary inputs data of elements and systems. It's ability reducing the risk of 
changes by the consistent estimation of risk across all hierarchy levels of a system. 
 
1.1.4 The Motivation of the Research 
This research is supported by two companies from two different industries. The UOP Honeywell (Oil & 
Gas) and Laing O’Rourke (Construction) companies are based in the United Kingdom and both need to 
effectively model and manage changes within their manufacturing systems. As part of this PhD research, 
follow-up interviews and meetings were subsequently conducted at the two companies to further understand 
the need for change modelling. 
 
UOP Honeywell is interested in the development of methods that can adapt to changes within the 
organisation (while implementing the Honeywell Operational System) or changes external to the company 
(due to customer requirements). However, there was concern about the deployment and acceptance of such 
methods. In UOP Honeywell, as described by the Brimsdown plant manager, the expectation is that change 
management should help to reduce costs, increase resilience and boost plant performance. In particular, 
manufacturing employees need (1) to know who is interacting with the system and (2) smart change analysis 
to understand the change propagation process when changes have been made. This helps to minimise errors 
stemming from changes and improve operator productivity while providing an integrated view of complex 
interactions. The company expects effective management of change for better decision-making and, in the 
end, to improve operational effectiveness. 
 
Laing O’Rourke is looking for a way to improve the resilience of novel construction elements and their 
associated design and manufacturing processes. Fundamental to this requirement is the importance of 
project management decision making, and the cross-team and cross-company information flow, design, 
manufacturing and assembly approaches and tools necessary to support effective decisions, which was 
stated at their quarterly AMSCI (Advanced Manufacturing Supply Chain Integration) consortium meeting. 
From the interview with a supply chain manager at Laing O’Rourke, it is clear that change propagation is 
unwanted and there is a need to understand its effects on the system. The company employee stated the 





Laing O’Rourke particularly focuses on customer choice in different kitchen layouts and dimensions. The 
complexity of the kitchen assembly process of a module is determined by whether they contain a kitchen, 
an appliance, a utility cupboard, or a combination of the three. A module containing a kitchen requires extra 
work on the finishing line to install the required units and appliances and to make the required electrical 
and plumbing connections. Modules containing a utility cupboard require extra work due to the high volume 
of MEP (Mechanical, Electrical, and Plumbing) services in these modules. As a result, the investigation of 
this project has focused on developing the kitchen assembly process and design. This is because kitchen 
assembly is one of the governing factors of the complexity of a module, and as such can act as a bottleneck 
process. For that reason, improvements in the kitchen assembly process will lead to improvements in overall 
module assembly.  
 
Kitchen assembly is also an area for which little prior work has yet been conducted by Laing O’Rourke, 
with test modular buildings so far having had kitchens installed using a traditional process. As such, there 
is a high potential in this area to have an impact on a project. It was also noted that having a system that 
could model the impact of change propagation on the organisation, and not only in one domain, could be 
useful in providing insights into the whole system. From the discussion above, change propagation is a 
problem which affects state-of-art manufacturers across different industries. Hence, there is a need to 
increase the understanding of manufacturing change propagation. Such a need provides the fundamental 
motivation for this PhD research. The intention of this research is to develop a method to integrate the 
manufacturing system domains and elements (i.e. product, process, and organisation) into one system by 
the efficient use of existing skills and knowledge to examine change and possible change propagation and 
reduce the system complexity 
 
1.2 Research Gap 
Research in reducing the impact of changes for Resilient Manufacturing Systems (RMS) has not been 
widely undertaken (Zhang, W. and Luttervelt, C.A.,2011; Gu et al. 2015). The elaboration of these gaps is 
detailed in the literatures review section from the selected key published literatures on resilient 
manufacturing systems (Table 2.2, page 21). Several challenges need to be overcome to map and integrate 
system domains (i.e. product, process, and organization) from different perspectives: 
1. The approaches introduced to improve resilience are mainly about planning matters. Although some 
studies are using mathematical methods, such as those on a computer network, they are still too specific to 




systems, but the solutions are still too limited and cannot provide operation strategies which can deal with 
changes (Zhang and Luttervelt 2011). 
2.Increase of system resilience by reducing   manufacturing systems complexity by the redesign of the 
system elements and domains is needed to make the system either more robust or adaptable to change 
(Abech et al. 2006; Hoffmann et al. 2011)  
3.There is a lack of tools to help system engineers to model a system change, complexity, and changeability 
of systems in manufacturing systems by using empirical data exception from industrial case studies in the 
industry. So, visualisation techniques and tools need to be developed to help designers work with the large 
volume of information that can be generated by the change propagation processes operating on integrated 
models (Giffin et al.2009). 
 
1.3 Research Questions 
The overall aim of this research is to understand how to design a Resilient Manufacturing System (RMS) 
while the system is subject to change. The thesis aims to highlight the need for a design strategy that is 






This thesis aims to answer the main question through literature and develop a method by researching the 
current engineering change management (ECM) methods.The review of manufacturing change 
management described in Section 1.1 helped to answer the questions.This thesis sets out to answer the main 
research question by redesigning the current understanding of designing an RMS, modelling and managing 
changes as described in the literature. To establish an understanding of resilience and manufacturing change 






Systematic literature reviews were conducted in the description study to answer this research question by 
reviewing the key publications on Manufacturing System Design (MSD), Resilient Manufacturing System 
The Main Research Question: 
How can change prediction inform the design of resilient 
manufacturing systems? 
RQ1: What are the characteristics of a manufacturing system that 




(RMS), Engineering Changes (ECs) and Engineering Change Management (ECM) subjects. Finding the 





These questions were answered through a systematic literature search and categorisation and these results 
were used to identify available RMS methods. While the answer to RQ1 created the understanding of 
resilience, manufacturing system design (MSD), resilient manufacturing system (RMS), engineering 
changes (EC), and engineering change management (ECM), the answer to RQ2 delivered the EC methods 
for RMS. 
 
1.4 The Scope of the Research 
This research focuses only on the process of design of an RMS which has to withstand the effects of change 
propagation. This research aims to investigate the natural principles of change in response to MSD changes. 
Three interrelated research areas are proposed to simulate the design enhancements to existing 
manufacturing system (MS) architectures. These research areas involve:  
• Construction models of the existing MS architecture design to identify potential improvements. 
• Assessment of the complexity of the existing MSs to establish a reference standard when making 
decisions to redesign the existing architectures.  
• Generating a methodology to redesign the MS to better design solutions at different levels of detail in 
a set of data (in terms of elements). 
The direct stakeholders of this research are the system engineer, process engineer, managers and researchers 
involved in activities in the design of the RMS. 
 
 
1.5 Chapter Summary 
This chapter has introduced the research area of this thesis. It has summarised the background and 
motivation of designing manufacturing systems, resilient manufacturing systems (RMS) and change 
management for RMSs. This chapter has also presented the research questions to be addressed in the thesis 
and described the structure in which the work is presented. This thesis is structured in nine chapters that is 
illustrated in Figure 1.1 regarding the main stages of the research methodology discussed in more detail in 
Chapter 3. In the next chapter, the literature review for this PhD research is discussed in further detail. 
RQ2: What is the role of engineering change prediction approaches in 





















2.1 The Need for Resilience  
The previous chapter highlighted the research area of this thesis. It has also answered the main research 
question and the two supported questions to be addressed in the thesis and described the structure in which 
the work is presented. Therefore, one of the aim of this research is to explore an appropriate system change 
method for designing a Resilient Manufacturing system (RMS) and two research questions (RQs) are 
framed, RQ1: What are the characteristics of a manufacturing system that make it resilient to change? And 
RQ2: What is the role of engineering change prediction approaches in the long-term delivery of resilient 
manufacturing systems? This chapter addresses those questions by reviewing the literature on resilience, 
manufacturing system design, resilient manufacturing systems, engineering change, engineering change 
management, and engineering change models. 
The chapter consists of seven sections. Section 2.2 discusses resilience in the literature. Section 2.3 explores 
resilience in the context of the manufacturing system. Section 2.4 presents guidelines for manufacturing 
system design (MSD) and designing a resilient manufacturing system (RMS). Section 2.5 presents the 





2.2 Research on Resilience  
The Oxford English Dictionary defines “resilience” as “the elasticity and act of rebounding or springing 
back and the capacity to recover quickly from difficulties”. The term resilience was used for the first time 
in ecological systems, introduced by Holling (1973). Holling (1973) defines the word resilience for 
ecosystems as a measure of the ability of the systems to absorb changes and still persist in their 
functionality. Holling (1973)  focuses on maintaining the existing function of the system by absorbing 
influences. Further resilience research was undertaken in the study of the dynamics of ecological systems 
by, for example, Gunderson and Holling (2000), Walker et al. (2004), Fiksel (2003) and Folke (2006). 
Resilience in engineering first appeared as a new approach for both system design and system safety 
(Holling et al. 2002). One of the first publications on resilience as applied to engineering was "Resilience 
Engineering: Concepts and Precepts" (Hollnagel et al. 2007). The authors developed the basic concepts 
behind resilience engineering in order to cope with the complexity of the real world.   
The idea of resilience has been applied in a variety of settings (e.g., psychology, biology, ecology, 
agriculture, safety management, information technology, business, and engineering). However, the term 
does not include specified concepts which have been broadly shared: different approaches and definitions 
are created by different authors. The literature review explores books, journal articles and conference 
papers. “Google Scholar” was used with a keyword search such as “Resilience”. 120 papers were selected 
to examine resiliency from different viewpoints. The most cited 18 papers are listed in Table 2.1 which 
have a direct link to the concept of ‘resilience' and which were thus considered for review. The table gives 
a diverse definition of resilience and also highlights the characteristic resilience behaviours by different 
authors and contents. 
Table 2.1: Definition of resilience in the different disciplines 
Author Content Characteristics of 
Resilience 
Resilience definition 
Carpenter et al. 
2001 




Resilience is the amount of change the system can 
experience and still remain within the same domain; the 
amount to which the system is capable of self-organisation 
and the system can build the capacity to learn to adapt.  




Resilience is the number of disturbances that a system can 
absorb before it changes state.  
Fiksel 2003,  
Walker et al. 2004 
Ecology Adaptability  
Absorption 
The capacity of a system to absorb a disturbance and 
reorganise while experiencing change while retaining the 
same function, structure and identity. 




Resilience is the ability to remain within a stability domain, 
continually changing and adapting yet remaining within 
critical thresholds. 




Resilience is the capacity of a farming system to adapt to 
change in the environment and maintaining productive 




Table 2.1: Definition of resilience in the different disciplines continues. 






Safety Management Adaptability 
Recovery 
Resilience is the ability of a system to keep or recover 
quickly to a stable state, allowing it to continue operations 
during and after a major accident or in the presence of 
continuous significant stresses. 
Khan et al.  
2009 




Resilience is the ability of systems, infrastructures, 
government, business, and citizenry to resist, absorb, and 
recover from or adapt to an adverse occurrence. 
Ahmed and Kanike 
2007 
Information systems Adaptability 
Absorption 
Recovery 
Resilience refers to a system's capability to ‘provide, and 
maintain an acceptable level of service in the face of various 
faults and challenges to normal operation to absorb shocks, 
avoid failures, and recover rapidly. 
Bahamra et al. 
2011a 
Organisational Adaptability  
Vulnerability 
Resilience is a function of both the vulnerability of a system 
and its adaptive capacity. 
Herman et al. 2011 Psychology Adaptability 
Recovery 
Vulnerability 
Resilience is the overcoming of stress or adversity, and it is 








Resilience refers to a capacity for continuous 
reconstruction. 
Berkley and 







Resilience is the ability to reduce the magnitude and/or 
duration of disruptive events and to anticipate, absorb, 
adapt to, and/or rapidly recover from a potentially 
disruptive event. 
Hollnagel et al. 
2006 
Engineering  Adaptability 
Absorption 
Robustness 
Resilience is an ability to sense, recognise, adapt and absorb 
variations, changes, disturbances, disruptions and surprises 
and feedback  
Chalupnik, Wynn 
and Clarkson. 2013   




The ability of a system, as-built/designed, to do its basic job 
or jobs not originally included in the definition of the 
system’s requirements is uncertain or changing 
environments. 




Engineering  Adaptability,  
Robustness 
Sustainability 
Resilience is a dependable system adaptability from a 
multi-phase process that includes graceful degradation and 
time-constrained recovery, re-stabilization, and prevention 
of catastrophic failure. 




Resilience is as a way to deal with uncertainty and 
disturbances. 







Resilience is an ability of a system to return to its original 
state or move to a new one, more desirable, after being 
disturbed  
 
The definition of resilience in ecology, biology and agriculture contexts is the dynamics of dealing with 
disturbances, how a system absorbs the impacts of stress or shock and while retaining the same function, 
structure and identity (Carpenter et al. 2001; Fiksel 2003; Walker et al. 2004; Folke et al. 2010; Shadbold 
et al 2011). The characteristic ability of a resilient system as described in the literature is to resist 
degradation by absorbing effects (as in Persistency, Adaptability, Transformability, Self-Organising and 
Sustainability). Ecosystem types of systems have an adaptive capacity in response to the influences 
(Martin-Breen and Anderies 2011). So, the system’s ability to absorb the influences depends on the capacity 
of a system. The capacity of the system responds to changing external drivers and internal processes by 




2010). However, transformability is the capacity to create a fundamentally new system (Walker et al. 2004) 
such as computers have been replaced by tablets. The self-organising ability also enables the creation of 
new systems in response to influences, and continual change and adaptation to remain within a stability 
domain. Additionally, a system is able to sustain resilience through adaptive or transformable system life-
cycle properties (Sustainability). 
Resilience in safety systems (e.g. infrastructures, government, business, and community) and information 
systems mainly refers to adaptability, absorption and recovery which are linked to preventing, protecting, 
responding to and recovering missions (Ahmed et al. 2007; Zhang and VanLuttervelt 2011). After major 
harm or destruction to a system, it recovers quickly to a stable state with resilience ability (Khan et al. 2009; 
Zhang and VanLuttervelt 2011). Adaptability and risk-informed planning are critical considerations 
(planning resilience) in advance and are particularly key in complex safety systems before systems suffer 
undesired consequences (Zhang and VanLuttervelt 2011). 
However, resilience in the business environment usually takes a performance improvement to prompt the 
work of renewal and refers to an adaptive capacity for continuous reconstruction (Hamel and Valikangas 
2003). In contrast, at the organisational level, system stability is significant for an element to return to a 
stable state after a disturbance. Similarly, in psychology, the vulnerability is central to resilience. The 
vulnerability of an individual drives resilience by overcoming stress to arrive at positive adaptation, 
maintaining mental health and recovering from adversity. The adaptive system approach is mainly applied 
to models of individual dynamics (Herman et al. 2011). 
 
The resilience in Engineering and manufacturing/production systems commonly refers to Adaptability, 
Robustness, Reliability and Flexibility (Table 2.1). Resilience is defined as dependable system adaptability 
from a multi-phase process that includes recovery, re-stabilization, and prevention of failure (Urken et al. 
2012). The concept of resilient systems was investigated and extended to the manufacturing/production 
system; it emerged as the ability of a system to return to its original state or move to a new one, more 
desirable, after being disturbed in an uncertain environment (Abech et al. 2006; Rydzak et al. 2006).  
 
The various contexts of research are assessed for resilience descriptions. Although the meaning of the term 
may change across all of these contexts, the concept of resilience is mainly associated with the capability 
and ability of a part to return to its original state after a change. Still, a clear definition of resilience is 
needed for manufacturing systems which not only explicitly define, but also describe the characteristics of 
resilience within the manufacturing system in order to effectively manage changes. Manufacturing system 




following sub-sections reviewed: (1) manufacturing system definitions, which is discussed in Section 2.3.1; 
(2) a deep understanding of resilience in the manufacturing system context which is explored in Section 
2.3.2; (3) an appropriate definition of manufacturing resilience and resilience properties, presented in 
Section 2.3.3.   
 
2.3 Manufacturing Systems Resilience 
Research on manufacturing system resilience has not been paid much attention until recent years (Zhang 
and Luttervelt 2011; Hu and Holloway 2013; Heisel 2013; Gu et al. 2015). Resilience in manufacturing 
systems is defined as a natural behaviour response to a variety of external disruptive events from natural 
disasters (e.g., hurricanes, earthquakes) to man-made accidents (e.g., terrorism, supplier bankruptcy) 
(Sheffi and Rice 2005). Many of these studies focus on supply chain networks where risk management tools 
are developed to reduce the impact of supply chain disruptions (Sheffi and Rice 2005). However, tools for 
designing a resilient manufacturing system (RMS) for customer requests, supplier changes or process 
change etc. are still missing, although the field of RMS is still growing in both academic research and 
industrial practice.   
 
2.3.1 Manufacturing Systems 
The definition of Manufacturing systems in a comprehensive review of studies published literature are 
described differently. Manufacturing systems definition in the most related literature with this thesis 
objective are described for instances: (1) a manufacturing system is a collection or arrangement of 
operations and processes that are related to each other to produce valuable products (Kim 2002); (2) a 
manufacturing system as an arrangement and operation of machines, tools, material, people and information 
to produce a value-added physical, informational or service product whose success and the cost is 
characterised by measurable parameters (Cochran et al. 2001); (3) a manufacturing system consists of 
machines, inspection stations, and intermediate buffers, that are interconnected to perform required 
operations for the end product (Gu et al. 2015). Slight differences are observed in these definitions.  
 
A manufacturing system includes interacting sub-systems and elements. In a manufacturing environment, 
a reactor or the extraction process could be a sub-system of the overall manufacturing system and elements 
could be job activities. The interactions between the system elements are defined by material flows and 
information flows through the system. However, Cochran (1994) differentiates manufacturing systems 
from production systems. Production systems include the manufacturing system along with additional 




In order to define a manufacturing system, probably the best way is to first understand the system and the 
system approach. Vaughn et al. (2002) describe the system as comprised of elements that interact with one 
another to do something or perform a specific function. The function of systems cannot be accomplished 
by the elements of the system alone (Vaughn et al. 2002). Naylund and Andersson (2012) address a 
“holistic” system perspective which means individual elements are viewed not only in terms of their 
interactions with other elements of a system but in terms of the overall objectives, or functions of the system. 
The International Council on Systems Engineering (INCOSE) Handbook (2011) defines a system as “an 
integrated set of elements, subsystems, or assemblies (i.e. people, processes, information, organisations and 
services, as well as software, hardware and complex products) that accomplish a defined objective”.   
The main idea in the system approach is that the individual of system parts, as well as the relations between 
the parts, may affect the whole system (Checkland 1999). Seliger et al. (1989) define the system in three 
system aspects which are illustrated in Figure 2.1. (1) The functional aspect (A), which describes the 
behaviour of a specified system and its understanding. The system is considered as inputs are converted 
into outputs; (2) the structural aspect (B), which describes the system as a set of elements that are connected 
by relations (Seliger et al. 1989); (3) the hierarchical aspect (C), which considers the system as a part of a 
larger system in which a complex whole is divided into a hierarchical system (Seliger et al. 1989). The 
challenges in designing manufacturing systems consider a functional aspect as well as the subsystems and 
elements which include a structural and hierarchical perspective of systems. When applying a hierarchical 
perspective, the division starts from the largest function and thereafter the system is divided into smaller 






Figure 2.1: System aspects (Seliger et al. 1989) 





A manufacturing system includes interacting sub-systems and elements. In a manufacturing environment, 
a reactor or the extraction process could be a sub-system of the overall manufacturing system and elements 
could be job activities. The interactions between the system elements are defined by material and 
information flows through the system. Cochran (1994) differentiates manufacturing systems from 
production systems. Production systems include the manufacturing system along with additional functions 
such as product development, marketing, supply chain management and finance. The definition of a 









A system is a group of elements, having interactions and interrelated 
entities that are surrounded and influenced by its environment. 
A manufacturing system is to produce a value-added product by 
converting input raw materials by processing them. The elements of 
manufacturing systems are resources that are necessary for this 




As discussed previously, anufacturing systems are complex systems which involve other subsystems and 
elements and connections to manufacture the required products (Algeddawey and ElMaraghy 2011). Hence, 
the manufacturing system should be viewed in a holistic way that utilizes the principles of systems 
engineering (Vaugen et al. 2002; Naylund and Andersson 2012). For instance, Figure 2.2 illustrates a 
general representation of the manufacturing system elements (product, resource and order) and their 
connecting domains (process, production, and business) with the purpose of connections (e.g. Planning, 
Scheduling, Methods) (Naylund and Andersson 2012). As seen in the figure, the structure of a 
manufacturing system contains elements with different roles as well as their related domains and activities. 
The key point in Figure 2.2, the structure of a manufacturing system contains elements with different roles 
as well as their related domains and activities. For instance, in the figure, Products symbolize the 
manufacturer's offers to its customers.  Resources indicate availability to manufacture the products. Orders 
link to products that are ordered by customers. The process domain represents the capabilities that are 
needed to manufacture the products.  The production domain defines the capacity to manufacture in 
customer orders. The business domain is responsible for markets in order to the customers obtain thei orders 
(Naylund and Andersson 2012). 
 
















2.3.2. Resilience in Manufacturing Systems 
Complex systems require ‘resilient abilities’ to sustain normal operations when faced with internal or 
external changes (Zhang and Luttervelt 2011) for today’s manufacturing systems. Changes in 
manufacturing systems interrupt normal operation conditions and cause operation cost. Managing the 
complexities effectively and systematically requires building more resilient systems. In Table 2.2, twenty 
most relevant research studies have been analysed to understand the characteristic resilience abilities of 
manufacturing systems in response to manufacturing changes alongside the models or frameworks used to 
design resilience.  
The resilience of the manufacturing systems has been assessed by researchers in various industries and the 
majority of the papers appear in oil and gas, petrochemical, biofuel production, chemical production, 
pharmaceuticals (see Table 2.2). Secondly, resilience behaviour is reviewed further in the automotive, 
aircraft, aerospace industries. In the subject matter, few researchers focus on resilience in machine 
performance, machine capability, manufacturing performances that refer to the machine’s capability to 
recover its functions after partial damage to lead to successes from failures. The other manufacturing 
businesses which focus on resilience is paper tissue manufacturing, office equipment production, 
distribution process, steel processing. 
 
Changes can be predictable or unpredictable and either internal or external and can influence the 
manufacturing system’s ability to perform its objectives. Internal changes arise due to defective processes 
within the business. According to the literature listed in Table 2.2, changes can arise internally from various 
sources such as material shortages, machine reliability and capability, an explosion in a reactor, natural or 
man-made disruptions changes (e.g. Gardner and Colwill 2016; Heinicke 2014b; Hu et al. 2013; Rydzak et 
al. 2006). On the other hand, external changes arise from, for example, production planning scheduling and 
control, technology changes, networking disruptions, customer preferences, changes in revenues and costs, 
system design and structural changes (e.g. Thomas et al. 2015; Dinh et al. 2012; Abech et al. 2006; Fiksel 
2003). 
 
Fiksel (2003) proposes the concept of resilience as enabling organisational survival and that resilience is to 
be viewed as a characteristic system property within aircraft and nuclear plants. The author considers that 
a design system with characteristic resilience takes advantage of properties such as ‘diversity, efficiency, 
adaptability, and cohesion’. Resilience is explored in the context of ‘Sustainability’ to improve the 
manufacturing system conditions and the capability of a business element of adapting to changes (e.g. 




The other key literature in Table 2.2 focuses on both ‘Reliability and Robustness’ abilities in complex 
industrial systems. This increased the safety level of systems and the efficiency of organisations. The speed 
of responding to disturbances is critical to building resilience systems in the high-risk environment. Rydzak 
et al. (2006) and Zhang and Luttervelt (2011) suggest reliability and robustness properties support long-
term functionality and effectiveness of industrial organizations in an uncertain world. In this way, resilience 
addresses the dynamics of dealing with disturbance and how a system absorbs the impacts of stress or shock 
and how it re-organizes afterwards. Thomas et al. (2015) and Heinicke (2014b) suggest ‘Robustness and 
Agility’ with respect to the resilient system are properties to be considered in terms of a closed-loop control 
system in a manufacturing environment Ismail et al. (2011) outline an approach that builds on the principle 
that manufacturing supply chain resilience occurs as a result of the implementation of operational and 
strategic capabilities. In Table 2.2, the authors argue that manufacturing-based small companies involve the 
impact of the potential changes on revenues and cost that link into the overall strategy of the company to 
be resilient when they are both strategically and operationally agile.  
According to some of the key literature in the table 2.2, product and process development are potentially 
high-impact disruption stages, therefore manufacturing systems must be flexible to absorb the impact of 
disruptions and quickly recover to normal conditions (e.g. Gu et al. 2015; Azadeh and Salehi 2014). 
Flexibility is a strategic and operational attribute for manufacturing performance (e.g. Gu et al. 2015; 
Azadeh and Salehi 2014). On the other hand, chemical design and process are complex hazardous technical 
operations, wherein resilience abilities are described as including flexibility and recovery to improve 
quickly after an upset (Dinh et al. 2012). Zhang and Luttervelt (2011) address resilience in engineered 
systems, referring to their capability to recover their functions after partial damage to achieve success from 
failures. The authors propose the resilience properties of a manufacturing system as recovery and 
adaptation in machine performance and emergency evacuations. Similarly, Madni and Jackson (2009) refer 
to building resilient systems that are able to avoid accidents by anticipation and survive disruptions through 
recovery, and grow through adaptation. Hu et al. (2013) introduce a model framework to address the 
resilient operations of manufacturing networks and solve the optimal operation for downstream storage of 
serial networks. The authors describe resilience as the ability of an enterprise to survive potentially high-
impact disruptive events and which is characterised by the absorbing capability of the enterprise and its 
recovery capability such as quick restarting of production. 
Hu et al. (2013) characterise resilience as including redundancy to reduce the negative impact of change 
and enable a system to quickly resume production or transportation by redistributing its resources.  Such 




desired operation when the change causes loss of capacity. Gu et al. (2015) define resilience as the ability 
of a system to tolerate potentially high-impact disruptions, and it is characterized by the capability of the 
system to absorb the impact of disruptions and quickly recover to normal conditions. Their findings show 
that built-in redundancy and flexibility can improve system resilience performance, especially when the 
disruption is long, or the system has a small number of parallel machines in each stage (see table 2.2). 
Table 2.2: Summary of resilient manufacturing systems in the literature 
Author Characteristic 
of Resiliency 
Industry Change Model or 
Framework 













 Framework Resilience: “the capability 
and ability of an element (in 
this case a business), to 
return to a pre-disturbance 
state after a disruption.” 
 









occur on one 
machine and 
causes the 
machine to be 
down for a 





Resilience is defined as the 
ability of a system to 
withstand potentially high-
impact disruptions and it is 
characterized by the 
capability of the system to 
absorb the impact of 
disruptions and quickly 






















data analysis and 
industry survey 
Resilience is the ability of a 
company to be able to return 
to its original state or to 
move towards a new 



















Business resiliency is a term 
used frequently to describe a 
company’s ability to adapt 











Functional Map The concept of resilience is 
the ability of a system to 





















Resilience can increase the 
reliability and safety level in 
a high-risk environment, the 
resilience-based system is 
responding to disruptions 







Industry Change Model or 
Framework 
The Definition of 
Resiliency 














Resilience is the capacity of 
a system to maintain 
structure and function 
against sometimes large and 
unexpected disturbance. 









The framework, A 
Mathematical 
Model  
Resilience is the ability of a 
system or enterprise to 
minimize the effects of 
disruption. 
 




















Resilience, which is the 
ability to recover quickly 
after an upset, has been 
recognized as an important 

























Model, DSM and 
Task Flow Chain 
Resiliency is the ability to 
deal with faults (abnormal 
situations) and unexpected 
changes that emerge 























companies are resilient 





















Twin-FBS model Resilience is applied to 
engineered systems, 
referring to their capability 
to recover their functions 
after partial damage and 








ng Sensors  
Design change A query-based 
approach that is 







 Resiliency is the rapid 
redesigning of platform-
based architecture and is 








Industry Change Model or 
Framework 




















Resilience engineering is 
concerned with building 
systems that are able to 
circumvent accidents 
through anticipation, survive 
disruptions through 















supported with a 
case study  
 
Resilience refers to the level 
of persistence of 

















Resilience refers to the 
dynamics of dealing with 
disturbance, how a system 
absorbs the impacts of stress 
and how it re-organizes 
afterwards. 
















The ability of resilience is to 
recover from mishaps, but 
as a proactive, structured 
and integrated exploration 
of capabilities within the 
system to resist and prevail 

















Resilience is the capability 
to adapt to handle disrupting 
events especially those that 















The Fuzzy Logic 
Theory 
Resilience is the ability to 
return, rapidly, to the initial 
stage or to an improved one, 


















Proposes the concept of 
resilience enabling 
organisational survival and 
that resilience is to be 
viewed as an inherent 
system property rather than 
an abstract goal 
 
2.3.3 Comparing Resilient Manufacturing System Lifecycle Properties 
The key resilience literature for manufacturing systems has been comprehensively examined and listed in 




flexibility, agility, sustainability, reliability, recovery and redundancy (Figure 2.3). In order to define the 
meaning of resilience and the characteristics of resilience in the manufacturing system context, the 
resilience properties must be structured by considering manufacturing system reactions to change or the 
ability of manufacturing system to change.  
 
 
Figure 2.3: Characteristics of resilience in manufacturing systems from the literature 
 
Sustainability, Reliability, Recovery, Redundancy 
Reliability and resilience are both frequently seen in a system, however, their responses in a system towards 
changes is different. Reliability is associated with system performance where systems are either functional 
or failed. Reliability may be the goal of a system; resilience may be realistic cooperation that reflects the 
nature of changes. Sustainability and resilience are both used to describe a system in terms of life-cycle 
analysis and structure analysis (Carpenter et al. 2001). However, sustainability is about the achievement of 
the system to continue to function in the future (Chalupnik et al. 2013; Urken et al. 2012) and tends to focus 
on preserving traditional methods of resource use (Marchese et al. 2018). In contrast, resilience initiatives 
tend to focus on adapting to new conditions. In addition, sustainability is a broader concept than resilience 
and the literature mainly consider it in the context of ecological issues (Fiksel 2003) and it may be supported 
in ways that don’t involve resilience such as risk aversion, crisis recovery, increased efficiency (Martin-
Breen and Anderies 2011). Figure 2.4 illustrates how the resilience of a system can impact that system's 
sustainability and addresses how a resilient system can become sustainable after recovering from disruption 





Figure 2.4 Representations of the Resilience and Sustainability, Recovery and Adaptation (Marchese et al. 2018) 
 
Recovery is one of the adaptive elements of resilience which resilient systems can build to tolerate impact 
disruptions through the capability of the system to absorb the impact of disruptions (i.e. a capability of 
speed increase) (Gu et al. 2015). In engineering research, the concept of resilience is rarely used to focus 
on a system’s recovery (Fiksel 2007). Redundancy is also different from resilience. Redundancy is related 
to putting alternative resources in place in response to changes rather than a system being able to quickly 
gain stability and adaptability by itself, which resilience implies.  This thesis, therefore, does not consider 
resilience as system life-cycle properties of sustainability, reliability, recovery, and redundancy. 
 
Adaptability, Robustness, Flexibility, Agility 
These concepts are often confused, and they are characteristically different, and which strategy would work 
best depends on the manufacturing system. According to the key literature, it is essential to distinguish that 
robustness and adaptability are different from flexibility and agility: the ability to change movement 
(flexibility/agility), ability to quickly gain stability (robustness) and ability to self-organise (adaptability) 
are system behaviour to response changes. However, flexibility and agility are strategic characteristics of 
systems which have their roots in robustness and resilience (Jackson, 2009). Fricke and Schulz (2005) 
classify the aspect of changeability in a diagram with these four system life cycle properties (Figure 2.5). 
The clear difference between the left side and right-side properties is whether external influences are 



























Figure 2.5 Aspects of changeability with four engineering lifecycle properties (Fricke and Schulz 2005) 
 
A considerable amount of literature about engineering resiliency states that robustness is in a way the 
foundation for the resilient manufacturing organization (see Table2.2). However, agility enables a reaction 
to those severe disturbances which cannot be tolerated by the robustness of a production system (Heinicke 
2014). Many illustrative examples compare a wide range of these lifecycle properties. For instance, 
Heinicke (2014) demonstrates in Figure 2.6 that the differences between the robustness with minor 
disruption of the system and disturbances that require a quick reconfiguration of the system are based on 
its agility property. Agility refers to a quick reaction to unexpected changes and thus is similar to flexibility 
(Ivanov and Sokolov 2013). Resilient behaviour combines two dimensions: agility, which expresses 
reactive strategies, and robustness which suggests proactive strategies. Manufacturing systems need to be 
more proactive in rapid or planned changes. Flexibility or agility can be seen as the characteristic capability 
to transform a current direction to adapt to changes, whereas robustness refers to the ability to tolerate such 
changes without adapting.  
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Figure 2.6.: Comparison of robust and agile behaviours (Heinicke 2014) 
 
A robust system can effectively maintain a given set of capabilities in response to external changes to 
deliver desired functions in spite of changes in the environment or internal variations (Ross et al. 2008. 
Adaptable and flexible systems are often differentiated by whether the change agent is within the system 
or whether it is internal or external changes to the system (Ross et al. 2008). A flexible system is usually 
modified from outside the system by an agent (McManus, 2008). An adaptable system, on the other hand, 
may undergo self-modification and be continuously adaptive. Flexible designs thus enable a system to be 
modified to meet different needs and, relating to concepts from ecological literature, achieve different 
states.  
 
As seen that in Table 2.2, it can be interpreted that robustness is in a way a foundation for resilient 
organisations. The ability to change and adapt is therefore linked with the attributes of resilience. Chalupnik 
et al. (2013) compare robustness and adaptability which is shown by an explanation on the right-hand side 
in Figure 2.7. The ability to survive (robustness) is likely to be more important in a business setting than 
the ability to change course (flexibility or agility).  
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Figure 2.7: Comparison between robustness and adaptability (Chalupnik, Wynn and Clarkson 2013) 
 
In conclusion, robustness and adaptability come very close to the term of resilience in the manufacturing 
system context. Due to the operational/strategic effects of the manufacturing systems considered here, the 
terms of flexibility and agility are not within the scope of resilience in this study. A manufacturing system 
can behave resiliently if it is properly functioning with regard to changes such as technological innovation, 
changes in customer needs, new legislation (Hollnagel et al. 2007). The key literature describes the 
resilience behaviour in the relationship between change reaction and system performance under the change. 
RMSs need to quickly return to their previous or improved or more desirable state through changeability 
behaviour after disruptions (Fricke and Schulz 2005; Ross 2006). Frequent changes on such as customer 
preference, standards/regulation, technologies, structural changes and major innovation within the 
manufacturing environment require robustness or adaptable ability to deal with change effects quickly and 
efficiently. The integrated and restructuring capabilities of the system keep resisting changing and 
succeeding to change towards robust or adaptable properties (e.g. Hoffmann et al. 2011; Madni and Jackson 
2009).  While a variety of definitions of the term resilience in a manufacturing system context has been 


























Resiliency is the ability of manufacturing systems to respond to change 
through a rapid redesign using an architectural approach and 
determines the ability and robustness of the whole manufacturing 
enterprise 





2.4  Manufacturing System Design 
Manufacturing systems operate in a constantly changing environment (Whindehal et al. 2005).  Pressures 
from globalisation have forced manufacturing enterprises to respond rapidly to changes such as the constant 
innovation of products, technology or requirements from customer demands, reducing product cycle and 
cost (Nylund et al. 2009). Manufacturing businesses need a strategy to design a robust and adaptable 
manufacturing system to respond to changes rapidly and efficiently (Hamraz et al. 2013).  In order to 
achieve these changes, a manufacturer needs to understand the interrelationships among the different 
system elements and integrate these properly with the rest of the manufacturing system elements through 
system design (Cochran et al. 2001; Vaughan et al. 2002).   
 
The definition of the system design is the planning of the overall set of elements and actions establishing a 
system, together with the rules for their relationships in time and capacity (CIRP, 1990). Design of 
manufacturing systems includes defining the problems, objectives and outlining the problem-solving and 
detailed design of proposed manufacturing systems for decision-making (Bellgran and Safsten 2004). Some 
systems are very complex and hard to design and operate because they have elements, and those elements 
interact in complex and sometimes unpredictable ways. It takes a long time for a manufacturer to learn all 
the interactions that are known, and even longer to find the hidden ones (Benkamoun et al. 2014). 
 
Cochran et al. (2001) define manufacturing system design (MSD) as a means to understand: (1) the 
relationships between high-level system objectives (i.e. increasing customer satisfaction, reducing system 
throughput time) and the interrelationships between design decisions (i.e. equipment design and selection, 
system layout), (2) the interrelations, and dependencies among various elements of a system design that 
determine its ability to meet high-level requirements and objectives. A similar approach but the different 
interpretation is framed in Figure 2.8 by Vaughan et al. (2002). The authors divide MSD into two parts, the 
top half representing the manufacturing system infrastructure design (including the decision making or 
strategy formulation activities such as Business Unit, Corporate Level, Stakeholders) and the lower half the 
structure design (including the detailed design, piloting and modification of the manufacturing system). 




Figure 2.8: Representation of the manufacturing system design (Vaughan et al. 2002) 
 
All definitions of MSD show that a holistic approach is needed to enable the design of a manufacturing 
system, and this covers all subsystems and elements as well as the relations between the elements (Bennett 
and Forrester 1993). A systematic representation of MSD is of benefit to integrate the system elements 
functionally. Evaluation of MSD elements and the effective communication of those elements across the 
MSD domains need an integrated approach which could greatly increase the effectiveness and efficiency 
of the MSD (Cochran et al. 2001; Kim 2002; Naylund et al. 2009). The following section, therefore, 
discusses challenges in MSD by reviewing all aspects of operating a manufacturing system that is necessary 







2.4.1 Challenges in Manufacturing System Design 
Manufacturing systems engineering is significantly affected by advances in technology alongside the low-
cost target of companies (Gershwin 2006). The change requirements lead manufacturers to look for a better 
systematic way of rapidly and constantly adapting to new innovative technologies and to be more 
responsive to changing global markets. Designing a manufacturing system to achieve a set of strategic 
objectives involves making a series of decisions over time (Hayes and Wheelwright 1979; Cochran et al. 
2001). Making these decisions requires an understanding of the interactions among various elements of 
manufacturing systems. In order to support the company’s business strategy, designing a manufacturing 
system is a difficult challenge in practice. The challenge is to understand the detailed design of 
manufacturing systems (Cochran et al. 2001). Liu et al. (2009) raise a discussion about the challenges of 
designing systems of resilience from both theoretical and practical viewpoints. Gershwin (2006) describes 
three main practical challenges in manufacturing system design as (1) a lack of a decent understanding of 
the complex system in a practical way; (2) developing good computational tools, and (3) obtaining the 
required data.  
 
Implementation of a change may become ten times costlier in terms of time and resources invested to plan. 
(Clark and Fujimoto, 1991; Fricke and Schulz 2005). The challenge is that the time, cost, and resources that 
need to be allocated to effect the change are dependent on its potential impact (Eckert et al. 2004; Wickel 
and Lindemann 2015). Due to rapid changes in recent market demands, reducing product cycle and 
improving quality highlight the importance of MSD. Ceglarek and Jin (2004) describe the challenges are 
related to manufacturing system failures and quality problems during the downstream phase as (1) lack of 
accurate methodologies for predictability of process performance during early product development stages; 
(2) system failures and long fault recovery during a ramp-up phase; and (3) lack of advanced maintenance 
and system evaluation methodologies of complex manufacturing systems. Thomas et al. (2015) also 
highlight the methodological challenges in some of the previous frameworks/models where the lack of 
integration of business improvement methods results in an incomplete strategic view. A methodological 
approach can support identifying  the architectural constraints and the relationships between system 
elements and other architectural properties in designing resilient systems  systematically (Thomas et al. 
2015) 
 
Consequently, based on the literature, manufacturing systems design has two main challenges (Figure 2.9): 
(A) Financial and (B) Technical. The first financial challenges in responding to customer need lead to 




architecting of manufacturing systems with quality improvement and these are expensive and time-
consuming. The second financial challenge is industry needs which are: (1) practical techniques to assess 
the performance of manufacturing designs, (2) experts to understand manufacturing complex systems. The 
third financial challenge is manufacturing system failures (i.e. failures in material or information flow 
cycle). On the other hand, the technical challenges are (1) complexity, (2) changeability which is reviewed 
in detail in Section 2.5.1.  
 
Figure 2.9: Challenges in manufacturing system design 
 
 
Improving manufacturing efficiency by Adaptive artificial intelligence (AAI) to leverage advanced 
concepts such as machine learning and predictive maintenance is out of the scope of this thesis. In addition, 
using digital technology in a manufacturing environment such as Industry 4.0 to optimize the manufacturing 
system is out of the scope of this thesis. This thesis focuses on designing a resilient manufacturing system 
to achieve the challenges of manufacturing changes. In order to meet these challenges, this thesis is planned 
to address three points: (1) understand the manufacturing system design process (Section 2.4.2); (2) 















































2.4.2 Manufacturing System Design Process 
The term process is defined by the Business Dictionary (2018) as “sequence of interdependent and linked 
procedures which, at every stage, consume one or more resources (employee time, energy, machines, and 
money) to convert inputs (data, material, parts, etc.) into the output. These outputs then serve as inputs for 
the next stage until a known goal or end result is reached”. The manufacturing system design (MSD) process 
integrates many elements into a smoothly functioning system, which is a critical step in system design 
(Cochran et al. 2001).  ElMaraghy (2009) classifies the combination of manufacturing systems into four 
levels: the system, factory, machine and product. Each level has a related set of activities as part of the 
MSD process. A fundamental part of the design process is the combination design activity. A strategic 
decision needs to be taken to arrange design activities in order to design systems well and to understand 
their behaviour (Benkamoun et al. 2014). 
 
A system design process provides a conceptual solution to the system development requirements (Framinan 
and Ruiz 2010). A critical step in the system design process is to map physical solutions with their 
functional requirements (Benkamoun et al. 2014), for instance, multi-domain system integration for 
customer requirements. Usually, a system design process can be broken down into two parts: (1) the 
description of elements of a system and their relationships (what it is called the architecture of the system), 
and (2) the detailed design of these system elements (Framinan and Ruiz 2010)  
 
Due to the complexity of the interconnections of system parts when changes happen, the manufacturer may 
be unable to understand systems and their behaviours properly. Thus, there is a need to understand structural 
complexity. Structural complexity is subjective and requires experienced users of the system (Crawley et 
al. 2004). Architectural design is a way to understand and manage complex systems. An architecture 
framework increases the representation of a system and a systematic design process across different 
physical and functional viewpoints in a frame that may support understanding of the complexity 
Architectural Design of Systems 
The system architecture is the conceptual model that defines different views of a system (structural, 
behavioural). The system architecture can consist of system elements and sub-systems with their 
relationships and constraints between them (Alleman 2002). Jackson (2010) defines in his book: 
architecture as a structure in terms of elements, connections and constraints of a product, process, or 
element. Ulrich (1995) describes product architecture as a collection of three parts within the physical 
domain: (1) the arrangement of functional elements; (2) the mapping from functional elements to physical 




differentiates the process architecting with four types of architecture based on system requirements: (1) 
functional architecture (representation of activities or functions that are needed to accomplish the system’s 
requirements), (2) physical architecture (representation of physical resources and their interconnections), 
(3) technical architecture (the physical architecture that includes the arrangement, interconnections, and 
interdependence of the elements, to achieve the system requirements), (4) dynamic operational architecture 
(how the elements operate and interact over time while achieving the goals).  
 
The impact of any engineering change depends heavily on the system architecture, its complexity, and the 
degree of innovation present within the design (i.e., past experience may not predict performance). Most 
assessment tools focus on supporting changes to a given design but do not tie the impact of these changes 
to system performance (Jarratt et al. 2011; Eckert et al. 2004). In recent years, several studies in engineering 
change management have been conducted to address the challenges of manufacturing system design. The 
studies are limited to the application of developed models for changes in redesigning system architecture. 
A model needs to assess key performance, changes within system architecture, and design to the new 
optimal solution (Rydzak et al. 2006; Hu 2013).   
Nadge et al. (2012) discuss the representation of architectural design process under three topics: (1) 
modelling of the dependency; (2) assessing the impacts of engineering changes in terms of complexity in 
the redesign, process yield, and cost; (3) redesigning the system by using the design task sequence 
generated. One design task can be dependent on other design tasks; and so, changing the architectural design 
can be very challenging in terms of early architectural decisions or on the integration of new solutions into 
existing architectures. Therefore, this thesis aims to develop a novel approach to design manufacturing 
systems that allows a co-evolution of architectures of manufacturing systems. 
The process of creating architecture often follows a process of decomposition, in which a top-level concept 
of the system's required functions is broken down into sub-functions, and is further broken down into 
subsystems capable of performing the sub-functions (Cochran et al. 2001).  A methodological approach 
needs to decompose and analyse system architecture in a systematic way, for instance using Design 
Structure Matrix (Browning 2001) and methods for mapping (e.g. Axiomatic Design) tools. In architectural 
system design, the hierarchy high-level decomposition of the system requirements to create separate 
manageable parts that can be worked on independently. A major challenge is to understand the many 
interactions between parts of the hierarchy. These interactions may cause problems during the integration 





Hierarchical Decomposition of System Architecture 
The use of hierarchies is a means of system structuring. The assessment of hierarchical decomposability of 
a system helps to understand the requirements for building the hierarchical model. Hierarchies are a well-
known concept for managing complexity (Jones 1969). Likewise, Simon (1981) clarifies that complex 
systems almost always have a hierarchical structure; otherwise, they would be difficult to understand.  The 
simple structure of an aspect of engineering design (i.e. products, process and people) is hierarchical.  
 
Marden et al. (2009) propose to divide the control of manufacturing system design (MSD) into 
hierarchically ordered layers which structure the functional decomposition into subsystems, which can then 
be easily further decomposed but also integrated and managed in bigger systems as well. In the layered 
structure specification, the particular subsystems logically represent some layers (e.g., planning and 
planning control layer). Different structure types of architecture representations help the designer to capture 
and analyse the system from a different perspective. This thesis considers hierarchical architecture which 
defines the influences within the layers of manufacturing systems consisting of different physical elements 
such as informational or material with different functionalities. Figure 2.10 represents three hierarchical 
levels in the physical manufacturing system (Scholz and Reiter 2007). 
 
Figure 2.10: Physical hierarchal levels illustration (Scholz and Reiter 2007) 
 
Architecture’s ability to influence the functions and connected system life-cycle properties drive resilience 
(Crawley et al. 2004). Resilience from an architectural perspective is the capability of a system to maintain 




functionality. However, the architectural design of a resilient system is limited in response to ongoing 
internal and external changes and a crucial factor is to determine resilience characteristics (robustness or 
adaptability) of systems (Codes and Hulsmann 2013). Three key aspects of future system design which 
must be met by the design of system architectures are that: (1) the system should be able to be changed 
quickly and effortlessly; (2) the system should be robust or adaptable towards changing environments; (3) 
the complexity of the system should be represented (Fricke and Schulz 2005). Consequently, a deeper 
understanding of changes and change behaviours will help the designer to structure an RMS. The next section 
reviews findings from the key literature about the operational resiliency models and frameworks. 
2.4.3 Designing a Resilient Manufacturing System 
The design of system life cycle properties like resilience means preparing systems for an expected or desired 
performance during changing requirements. This must be considered in the early stages of the product 
design (Kissel and Lindemann 2012). A system architect determines the system life cycle properties 
intentionally or unknowingly by converting the stakeholders’ needs to technical specifications. System life-
cycle properties can transform a company's business strategy in the phase of architectural design (Haskins 
et al. 2010). Gao (2010) presents an approach for modelling and analysing the resilience characteristics. 
The concept is to examine a system network. The system performs a function and even when the network 
is reduced, still the system carries out the same function.  
Research on designing resilience in engineering systems is relatively rare, and mainly focused on the 
organisational concepts and qualitative analysis of system resiliency rather than intended at providing 
quantitative estimation models (Zhang and Luttervelt 2011; Heinicke 2014b, Fraccascia et al. 2017, Ivanov 
et al. 2017, Ungar 2018, Caputo et al. 2019). The approaches introduced to improve resilience are mainly 
about planning matters. Although some studies are using mathematical methods, such as those on a 
computer network, they are still too specific to apply to the entire system. Some others are focused on 
modelling for manufacturing and supply chain systems.  
 
Key findings relevant to considering the design and development of an operational resiliency model are 
provided in Table 2.2 (Section 2.3.2). A review of frameworks/models from Table 2.2 highlights the 
following limitations from the RMS literature:   
• Few frameworks are developed as a result of industry collaboration. Most were developed from an 




• Mainly the frameworks and models are focused on the application of a single example towards 
achieving supply chain resiliency only. A model that effectively connects the key elements and 
strategies into one framework within a manufacturing system is missing.  
• Only a few models focus on the application of tools and techniques for resilience at an operational 
level, and there is little focus on integration with the strategic objectives of the business.  
• Although the developed frameworks are new, they did not entirely verify the business improvement by 
created strategies for manufacturing operations.  
 
An analysis of the wider literature relating to resiliency shows that little information exists about designing 
a resilient manufacturing system. Largely, the literature focuses on resilience from a theoretical standpoint. 
Research on designing an RMS model/framework and subsequently implementing its effectiveness is 
limited. This thesis thus focuses on the concept of designing an RMS to achieve to answer the main research 
questions as mentioned before. The aim of the thesis is as follows: (1) to present the concept of resilience 
in the context of manufacturing systems along with a new conceptual model of them, (2) to present 
strategies for designing and managing an RMS. A systematic representation of MSD can help 
manufacturing engineers and designers to capture and examine changes in the interrelationships among the 
different elements of a system for decision-making. The following section, therefore, provides a theoretical 
investigation of modelling change within MSD. A systematic way is then presented to examine the 
connection between manufacturing system domains and elements to predict the impact of change.  
2.5 Modeling System Change 
As established in Chapter 1, manufacturing systems are a constantly changing environment (Whindehal et 
al. 2005); accordingly, manufacturers need an efficient way to examine changes because many 
manufacturing industries are subject to a high level of change that requires considerable time and cost to 
implement (Cahlarek and Jin 2004).  Eger et al. (2003) argue that a significant cause of the problem in 
managing change originates from a lack of understanding of the connectivity between products and process 
in the industry. The key to successful change management lies in understanding the state of design and the 
connectivity between parts of the design (Reddi and Moon 2009).  
 
Eger et al. (2007b) address the impact of changes in the domains of product, process, organisation and 
External factors. Likewise, Myklebust (2002) divides a manufacturing system and service design into three 
key domains: product domain, process domain (a manufacturing process), and resource domain 
(organisation) as shown in Figure 2.11. The links between these domains in a project and wider business 




domains are manageable processes in most cases. These three dimensions or domains are suggested to the 
analysis of design processes that integrate manufacturing systems and services (Myklebust 2002; Haq et al. 
2011; Vashanta et al. 2012).  
 
The point in figure 2.11, the integrated design and manufacturing process can be modelled to 
manage changes (Myklebust 2002). Process Domain, which characterises the set of processes, 
considered by the process planning activities. This domain contains also mechanisms for resource 
selection and the connections to the product domain. The product domain which characterises the 
part geometry, raw material and technical characteristics of the part which will be addressed by 
the process planning activities. As seen in the figure, the process domain connects product data 
with the organisation domain. Decisions of production change can more easily be visualised to a 
designer. The designer will get production knowledge structured to view manufacturing processes. 
Organisation Domain, which characterises the available resources e.g., machine tools, fixtures, 
tools etc. in given potential shop floor(s). The organisation domain must support the feasible 






Figure 2.11: A design manufacturing model (adapted from Myklebust 2002) 
 
Ahmad et al. (2013) demonstrate an integrated model to capture and manage changes and change 
propagation within manufacturing systems. Integrated models increase the understanding of a 
manufacturing system structure to manage changes systematically. The integrated model for manufacturing 
systems consists of manufacturing elements which are connected through the process, production, and 
organisation domains (Naylund et al. 2009).  Integrating design and development activities with products 
and production activities into one system enables existing skills and knowledge to be used more efficiently 
 
To model a system change, complexity and changeability of systems are explored in the following 
subsection. To better understand change management in a manufacturing environment, subsection 2.5.2 
reviews engineering change (EC) and engineering change management (ECM) in the related literature. 
Accordingly, a comprehensive literature review for the modelling and management of change in subsection 
2.5.3 aims to choose the most suitable model for this thesis. Lastly, subsection 2.5.4 provides an 




2.5.1 Complexity and Changeability  
Complexity 
The Business Dictionary (2018) defines complexity as “consisting of many diverse and independent but 
interrelated and interdependent elements or parts linked through many interconnections”. Exploring the 
design requirements for complexity, it is crucial to understand first complex systems, sources of complexity, 
Complex system structure and behaviour, controlling and managing complexity. Complexity in a 
manufacturing environment is categorised in different viewpoints. For instance, Weber (2005) simply 
classifies complex manufacturing processes in three parts: (1) complexity of manufacturing parts; (2) 
complexity in assembly; (3) complexity in costs due to the product range, whereas ElMaraghy et al. (2012) 
differentiate manufacturing enterprises into design, manufacturing and business standpoints such as (1) 
complexity of engineering design and the product development process; (2) complexity of manufacturing 
processes and systems; (3) complexity of the business and market, as illustrated in Figure 2.12. The 
researchers agree that the complexity of a system increases if more sub-systems or elements exist, and with 
more connections in between them. The scope of complexity may be classified as (1) part, (2) product, (3) 
system elements and (4) sub-system. 
 
Figure 2.12 Complexity of the design & product development, manufacturing and business & market 































Source of complexity 
The complexity of manufacturing, technological and engineering systems increases due to constant changes 
in product design, processing technologies and manufacturing systems. Managing and controlling 
complexity in manufacturing businesses requires the understanding of the sources of complexity and, 
accordingly, developing appropriate methodologies. Earl et al. (2005) specify the potential source of 
complexity in the design process with four domains: (1) product; (2) process; (3) designer and (4) user. 
However, the complexities in design often arise from the relations between these four domains and their 
elements. Complex products, processes and manufacturing systems cost more when designing, 
implementing, planning, operating, controlling and maintaining systems. A complex product is much harder 
to control all the relevant parameters of, and their impacts on each other (Fricke et al. 2000). Suh (1990) 
addresses two types of complexity that are linked with products as (1) complexity by information and (2) 
complexity by connectivity. The author states that managing the amount of information and connectivity 
within elements is associated with the complexity of the design process. ElMaraghy et al. (2006) discuss 
the manufacturing product range, customer demands and their effects as a source of increasing product 
complexity which propagates throughout its life cycle.  
 
Differently, Danilovic and Sandkull (2002) address the source of complexity in project management context 
as technology, people, and functionality; also, they differentiate the origins of complexity by internal and 
external reasons. A comprehensive classification of the types and source of complexity is put forward by 
Weber (2005) which is illustrated in Figure 2.13. The author splits product/systems and process 
complexities into five dimensions and links them to the elements of the technical strategy of companies 






Figure 2.13: Strategy and dimensions of complexity (Weber 2005; Maurer 2007) 
 
Complex system structure and behaviour 
Complex systems show properties that appear from the interaction of their parts and which cannot be 
predicted from the properties of the parts. Complexity in a system is always connected with (1) the 
connection of system elements, (2) their influence on the system, and (3) the system’s connections with its 
external surroundings. How these connections occur and how they allow the system to change (by creating 
new structural paths and structures) need to be understood (adapted from Business Dictionary 2018).  
Weaver (1947) summarises two kinds of complexity in design: (1) structural (organised); (2) behavioural 
(disorganised). Likewise, Eckert et al. (2004) describe complexity in two areas: (1) the structural 
complexity of parts and connections; (2) the dynamic complexity of behaviour. It can be said that complex 
systems may be dynamic because they are changing and evolving. A question arises as to how the different 
elements of connectivity define constraints on behaviour. Holland (1998) simply provides an answer that 
understanding ‘emergent’ behaviours between connected elements are a crucial concept for understanding 
complexity. Simon (1981) describes structural complexity as the organisational structure of a complex 
reality. The author also argues that the ultimate structures of a complex system have to have a hierarchical 
nature which is essential for any complex system practically decomposable but not fully decomposed into 
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separate, independent parts (Simon 1981). A hierarchical breakdown of a system provides a useful structure 
to a complex problem, especially support the discovery of hidden dependencies between elements and 
systems.  
 
In a complex system, the elements are connected through linking factors such as geometry, material, 
function, and behaviour so changing any one of these factors may require a change in numerous other 
factors within the system (Eckert et al. 2001, 2004). The connectivity between parts is a static setting 
whereas dynamics represent behaviour (Eppinger et al. 1994). ElMaraghay et al. (2012) address 
engineering complexity in two domains: (1) engineering complexity in the physical domain; (2) complexity 
in the functional domain e.g., the axiomatic design complexity theory. For instance, Suh (2001) and 
Summers & Shah (2010) promotes the idea that complexity must be defined in the functional domain as a 
measure of uncertainty in achieving a set of tasks.  
 
The manufacturing system itself is a product to be designed, manufactured or redesigned and it has its 
lifecycle (ElMaraghy et al. 2006). Jarratt et al. (2004b) state the complexity of a product can be measured 
by the connectivity among a product’s elements and their interaction. Managing a complex manufacturing 
system and an MSD require a very high level of decomposition to break into more subsystems, process 
steps, workers, machines, inspections, assembly steps and a robust control system (Suh 2001; Vaughn 
2002). Reducing complexity requires a thorough understanding of connectivity within systems.  
 
Controlling and managing complexities 
Clarkson et al. (2001a) propose that an effective system for controlling complexity can predict the impact 
of change. Existing products adapt to a new requirement through change prediction which helps shorten 
system cycles time. Thus, the possibility of controlling change dependencies in product development may 
allow more comprehensive adaptations, as the resulting consequences can be quickly identified (Lindemann 
et al. 2009). The changes resulting from such adaptations may have an unexpected impact on several 
interconnected elements which may create iteration loops. However, manufacturing systems are designed 
to satisfy functional requirements and customer demands in a robust and adaptable manner. A systematic 
approach is needed to manage and control complexity when interacting with systems containing multiple 
domains, e.g., interrelations of components, processes, and people. Papakostas and Mourtzis (2007) present 
a novel approach for modelling the adaptability of a manufacturing system using a mathematical model for 
quantifying the adaptability and robustness of a system using real manufacturing data. The main objective 
is to quantify the ability of a manufacturing system to adapt to requirements and to establish different 




dependencies (ElMaraghy et al. 2012). Lindemann and Maurer (2007) suggest a matrix-based approach 
such as the multi-domain matrix (MDM) for analysing complex systems involving of interdependencies 
between several domains.More information with regards to MDM can be found on section 2.5.4 
Connectivity Models. The purpose of this thesis is to link between manufacturing system complexity 
and strategic manufacturing objectives and then to design robust or adaptable manufacturing systems. 








Complexity can be linked to changes. The nature of change behaviour increases the complexity of system 
design by creating additional connectivity within system elements (Eckert et al. 2005). Changeability is 
desirable in complex engineering systems. The next section explores understanding changeability 
behaviour within manufacturing systems to manage complex systems systematically. 
 
Changeability 
Wiendahl et al. (2006) state changeability have become a key characteristic of manufacturing system design 
(MSD) in recent decades. The authors define changeability as “the characteristic to accomplish early and 
foresighted adjustments of the manufacturing structures and processes on all levels to change impulses 
economically”. In the literature, products with good changeability are sometimes described as “easy to 
change” (e.g. de Weck 2007). The motivation for changeability over a system lifecycle is categorized into 
three major drivers described by Fricke and Schulz (2005): (1) dynamic marketplace; (2) technological 
evolution and (3) variety of environments. These drivers suggest two key aspects of system architectures: 
they must be able to be changed easily and rapidly, and they must be insensitive or adaptable towards 
changing environments (Schulz et al. 2000). Ross et al. (2008) refer to the main concept of changeability 
as a combination of three things, change agents, the effects of change and change mechanisms. Changeable 
systems enable value transfer over different stages of system lifecycle (Ross et al. 2008).  
 
The literature addresses semantic and conceptual topics associated with changes, which could be reduced 
by using effective system life-cycle properties. ElMaraghy and Wiendahl (2009) define a system life cycle 
process with two changeability phases, a design and implementation phase and a performance phase. Fricke 
1. Multi-layered hierarchical decomposing of a system into its 
smallaer parts (sub-systems) and an elements towards system 
architecture is basically representing the degree of complexity. 




and Schulz (2005) suggest Design for Changeability (DfC) as a solution strategy to address the changes to 
build the following four concepts into the entire design process and the product: Robustness (Taguchi 
1993), Flexibility, Agility and Adaptability. This suggests that the term ‘changeability’ can be used to point 
toward ‘robustness and adaptability’ only in this research.  
 
Changeability in manufacturing system design places many challenges on the stakeholders (Francalanza et 
al. 2014). Establishing a changeable system design process needs the development and the deployment of 
changeable system strategies in the industry. A changeable manufacturing system design addresses the 
results of the functional activities of product design, process planning and planning decisions which occur 
concurrently and continuously. Designers can assess manufacturing system structure and activities from 
the different perspectives such as: “Functional View, Changeability View, Change Enabler View, and 
Object View”. These views are represented in Figure 2.14 (Francalanza et al. 2014). This research focuses 
on the changeable manufacturing system as a robust, adaptable and architectural approach. 
 
Figure 2.14: A viewpoint of changeable manufacturing system structure (adapted from Francalanza et al. 2014) 
 
Shuh et al. (2009) propose an object-oriented design technique for changeability based on four steps: (1) 
identify, (2) analyse and classify the dynamic change drivers, (3) specify the manufacturing system, and 
(4) control the complexity of manufacturing systems. However, the technique is highly dependent on the 
real-world validation of the changeability. Ross et al. (2008) state designing systems for changeability can 
be achieved if there is an approach in the quantification of changeability. Koh et al. (2012) examine the 
changeability of complex engineering systems by five ways: (1) the initiating points of change; (2) the 




the impact or effort of change. The technique developed uses a matrix-based approach and the change 
prediction method (CPM) described by Clarkson, Simons, and Eckert (2004) to model the direct and 
indirect change dependencies between system elements. System changeability is subsequently estimated by 
analysing the likelihood and impact of potential changes 
 
This research outlines changeability as an attribute and enabler to robustness and adaptability at various 
stages of a manufacturing enterprise. The measures of changeability as an attribute are not well defined. 
(Windehal et al. 2006). Further research should focus on the appropriate engineering change models within 










This research thus aims to develop an appropriate system change method in manufacturing environment 
through understanding engineering change (EC) and engineering change management (ECM) concepts, 
which are addressed in the next section. 
 
2.5.2 Engineering Change (EC) and Engineering Change Management (ECM) 
Engineering Change (EC)  
This section describes an EC meaning, explores when EC processes occur during the system life cycle and 
discuss the elements that make up the characteristic EC process. ECs are defined differently in many design 
contexts. The existing definitions for EC related to this research and frequently cited papers are listed in 
Table 2.3. 
Table 2.3: Existing definitions of engineering change 
Authors Definition 
Wright 1997 ‘An engineering change (EC) is a modification to a component of a product after 
that product has entered production’ 
Huang and Mak 1999 ‘Engineering changes are the changes and modifications in forms, fits, materials, 
dimensions, functions, etc. of a product or a component.’ 
Terwiesch and Loch 1999 ‘Engineering change orders (ECOs) - changes to parts, drawings or software that 
have already been released.’ 
3. A change model/framework is needed to analyse connections of 
system elements to predict change risks with direct and indirect 
change propogations. 
4. A change model/framework is needed to design a changeable 
system through achieving robustness and adaptability (resilience) 





Jarratt et al. 2004c ‘An engineering change is an alteration made to parts, drawings or software that 
has already been released during the product design process. The change can be of 
any size or type; the change can involve people and take any length of time.’ 
Hamraz 2013 ‘ECs are modifications to released structure (fits, forms and dimensions, surfaces, 
materials etc.), behaviour (stability, strength, corrosion etc.), function (speed, 
performance, efficiency, etc.), or the relations between functions and behaviour 
(design principles), or behaviour and structure (physical laws) of a technical 
artefact.’ 
 
Wright (1997) defines ECs as ‘a modification to a component of a product after that product has entered 
production’. Huang and Mak (1999) explore the term modification in more detail by clarifying that these 
concerns forms, fits, materials, dimensions or functions of a product or component. Also, Terwiesch and 
Loch (1999) include a product’s software; however, these Jarratt et al. (2004) consider a change in product 
development. Jarratt et al. (2004) utilise the definitions of Huang and Mak (1999) and Terwiesch and Loch 
(1999) and add the time aspect to ECs with people involved and taking the length of time. Hamraz (2014) 
describes a definition of EC taken from Jarratt et al. (2004c) taking structural, behavioural and functional 
aspects. The definition valid throughout this specific thesis is based on that from Jarratt et al. (2004). A 







Management of EC may insufficient due to determination and involvement of all change and process 
elements within the design process. For instance, people, organizational structure, technology and processes 
are important supports of change and must interact properly to manage its complex nature. The next 
subsection provides a definition of ECM which has been extracted from the most related literature. 
 
Engineering Change Management (ECM) 
The management of change in manufacturing systems addresses the ECM and assigns it to the 
manufacturing domain in the literature (Koch et al. 2016). Jarratt et al. (2004a) describe ECM is as the 
organizing and controlling of the process of making modifications to a product. Based on these definitions, 
the term ‘Manufacturing Change Management (MCM)’ is defined as ‘organizing and controlling the 
process of modifying manufacturing (e.g. adaptation of plan, select, implement and control manufacturing 
Engineering changes are modifications in forms, fits, materials, 
dimensions, functions, drawings or software of a product that has already 
released during the manufacturing design process. Engineering Changes 
include the connected process changes and can be of any size or type, 




changes’. In this perspective making modifications in manufacturing such as production elements, 
manufacturing suppliers, or policies come under manufacturing change. 
A system-based model for MCM developed by Koch et al. (2014) considers the manufacturing elements 
and their relations for the MCM-domain. Each element can be a sub-system itself and contains 
hierarchically arranged elements and their relations. As shown in Figure 2.15, the model is divided into two 
segments (1) MCM and (2) ECM which are interconnected and operate individually. Both segments 
comprise the same kind of elements: change management process, change itself, and the object of change. 
In addition, their connections are linked by change cause and the supporting framework (Koch et al. 2014). 
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Engineering change management (ECM) has been defined as the process by which an organisation 
proposes, evaluates, implements, and audits changes (Huang and Mak 1999). ECM deals with the evolution 
of a design which is consistently changed to satisfy customer requirements, correct design problems, and 
meet a good engineering solution. Any company involved in the design of complex manufacturing systems 
must perform ECM to deal with the desire and need for design changes (Clarkson et al. 2004). The 
definitions of ECM in the related literature share the same ideas that the objects of observation (change in 
manufacturing) deal with different procedures to better cope with change. The ECM definition that is used 
in this thesis is adopted from Huang and Mak (1999) as this one includes the design changes aspect of an 








Engineering Change Process 
The literature describes a change management process in a system engineering context: the direction of 
requesting, defining, planning, implementing, and assessing system changes to support the processing and 
traceability of changes. Ulrich and Eppinger (2010) propose a generic product development process and 
Jarratt et al. (2004c) add engineering changes in the product design and development process which needs 
to be controlled and managed. In this way, an engineering change processes arise in the design and 
production of the product, which is illustrated in Figure 2.16.  
 
 


























Engineering change management (ECM) is the process by which an 
organization proposes, evaluates, implements and audits changes to the 




Jarratt et al. (2004) propose a generic change process as illustrated in Figure 2.17 which suggests a 
determination of the complete life cycle of ECs. The authors present the 6- Steps process organised into 
three stages and the change process initiated by a change trigger. In Step 1, a request outlining the reason, 
priority, type, and extent of change is created by the change initiator and sent to a design team. In Step 2, 
possible solutions to the change request are explored. The impact and risk of implementing each solution 
are then assessed in Step 3. This is followed by a review session conducted by an EC team in Step 4. In Step 
5, the selected solution is implemented either immediately or at a later given date. The timing of change 
will depend on various factors, such as the nature of the change. Caution should also be taken to ensure that 
relevant documentation is updated. Finally, in Step 6, the change should be reviewed to assess if the planned 
objectives have been achieved. The two most likely iterations and four possible breakpoints, at which the 
change process can be brought to a stop by the control mechanism, are marked in the process map. Possibly 
the most critical step is Step 4: the selection and approval of a solution by the team due to choosing an 
accurate solution. In this phase, various evaluations have to be made by the EC team to come to a decision.  
 
Figure 2.17: A generic engineering change process (Jarratt et al. 2004c) 
 













ECs are not always managed as requested (Huang et al. 2003) or there may be changes that are sometimes 
not suitable for the application. Huang and Mak (1999) reveal that about 90% of the manufacturing 
companies surveyed agreed that the most important attribute of a formal EC management system is to have 
a well-structured guideline to improve issues such as poor communication among parts which are involved 
in the product development process. A more general set of EC guidelines is suggested by Terwiesch and 
Loch (1999) in their four key strategies to reduce the negative impacts of ECs: (1) avoid unnecessary 
changes; (2) reduce the negative impacts of an EC; (3) detect ECs early; and (4) speed up the EC 
administrative process. Completely avoiding ECs in a system not preferred as ECs provide the chance of 
improving the product’s quality or being innovative.  
 
The source of engineering changes 
A change request may occur at any stage in the engineering system lifecycle.  Designing a system may 
continually change to meet stakeholder requirements and successfully respond to the requirements. Change 
management capability depends on types or the source of changes, for instance, the internal (e.g. 
manufacturing) and external (e.g. supplier) elements becoming involved in the process. Changes may thus 
occur externally or internally (Eckert et al. 2004). The authors specify two sources of change: (1) emergent 
changes and (2) initiated changes. Emergent changes are triggered by problems with the design and 
development of a product, which are illustrated in the top half of Figure 2.18. Some of the motivations for 
emergent changes are product quality, design and manufacturing. In contrast, initiated changes are triggered 
from an outside source such as changing requirements from customers or a change carried out for process‐
related reasons, and is represented in the lower half of Figure 2.18. Some of the motivations for initiating a 
change are customer requests, legislation, new technology, and marketing. 
 
Understanding EC effects to unplanned parts of a design are crucial. Changes may propagate, so what is 
meant by change propagation? The following sub-section provides a review of the definition as well as 










Propagation is a key potential impact on a system or product while implementing engineering changes 
(Fricke et al. 2000; Clarkson et al. 2001). The impact of change propagation occurs within the design 
process as well as other downstream and upstream processes, thus causing unwanted time delays. Change 
propagation is an occurrence by which one change initiates a series of other changes (Clarkson et al. 2004). 
Jarratt et al. (2004) argue that change propagates mostly due to three key assumptions which are also the 
inspiration of the CPM technique: (1) the dependency between elements that share significant levels of 
interaction; an assessment of dependency between elements potentially should identify more possibilities 
of change propagating than an assessment of connectivity; (2) the presence of constraints on elements 
interactions is part of the design; the assessment of constraints on design provides a good indication of the 
paths along which a change is likely to propagate; (3) Insufficiencies in the change process such as system 
knowledge and experience, design decisions, communication efficiency. Likewise, Terwiesch and Loch 
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(1) between elements and the system; (2) between elements within the same subsystem; and (3) between 
elements in different subsystems. 
 
One particular aspect of changes in engineering design is their risk of change propagating through a system. 
There are dependencies within the system and thus a change to one part of the system will trigger subsequent 
changes in other parts which create change propagation (Yang and Duan 2011). For example, Clarkson et 
al. (2004) explain that a change made to the blade of a helicopter would require an important redesign of 
the entire aircraft, because of the functional dependence of the rest of the aircraft. The ECM process of an 
organisation cannot avoid that possible propagation effects when evaluating and implementing a change to 
a single part of a system. Particularly as product designs become more and more complex and elements are 
increasingly linked to each other, both directly and indirectly (Giffin 2007); changes to one part are more 
likely to call for a change in at least one other element.  
 
Eckert et al. (2004) describe EC propagation as “the process by which a change to one part or element of 
an existing system configuration or design results in one or more additional changes to the system when 
those changes would not have otherwise been required”. Meanwhile, Koh et al. (2012) define EC 
propagation as “the process by which an EC to parts of a product results in one or more additional ECs to 
other parts of the product, when those changes would not otherwise have been required”. Both Eckert et al. 
(2004) and Koh et al. (2012) describe EC propagation as a process by which an EC leads to more additional 
ECs in other parts of the product which wouldn’t have been required if it wasn’t for the initiating change. 











Types of change propagation 
Eckert et al. (2004) classify change propagation into two types: ending and unending change propagation. 
Ending change propagation means that the change finishes within the required time (see Figure 2.19). In 
contrast, unending change propagation cannot be finished on time The authors distinguish between three 
potential effects of EC propagation as illustrated in Figure 2.19:  
Engineering change propagation originates from  the relationships 
or dependencies between elements, parameters, functions, etc., and 
describes the process by which a change to one part or element of an 
existing system architecture or design results in one or more additional 





1. Ripples are propagation paths with a constantly reducing number of ECs. Change ripples are most likely 
when only a few elements are affected and the change propagation effects are manageable. 
2. Blossoms are propagation paths with a growing number of ECs at the beginning that can be carried to 
a close within predictable time limits.  Change blossoms consist of a higher number of essential changes 
which are even so still predictable. 
3. Avalanches are unending propagation paths with a growing number of changes. They are frequently 
the result of major unpredicted emergent changes which are not defined in the problem scope. 
Terwiesch and Loch (1999) refer to this propagation type as a snowball effect.  
 
Figure 2.19: Types of change propagation (Eckert et al. 2004) 
 
ECM literature refers to dependency-based models for managing and controlling these possible effects of 
change propagation (Ollinger and Stahovich 2004). The change of a sub-system can dramatically turn into 
an expensive redesign that requires adaptations to a wide range of elements (Jarratt et al. 2002).  Clarkson 
et al. (2001) highlight a company's capability to manage change can be significantly affected by their 
understanding of the connections between different parts of the product or system the impact on the 
propagation of change. The accurate prediction of change propagation is challenging in risk management 
of the redesign process (Clarkson et al. 2001). Additionally, the impact of a change may become more 
expensive. So, it is essential to be able to predict the risk of change propagation by analysing change 
behaviour at the early stage of design (Clarkson et al. 2001).  
 
A correct assessment of change impact on a system is challenging given the involvement of many elements. 
The system must be decomposed into understandable and manageable representations of the parts (Ariyo 




could help the designing of an RMS in the presence of change. Modelling the system supports capturing 
and managing changes and change propagation within manufacturing systems in a systematic way. 
Subsequently, the following subsection reviews the selected methods or frameworks for the modelling and 
management of changes which are most related to the aim of this research. 
 
2.5.3 Methods for Management of Changes 
Assessing change impact and predicting the change propagation within a system design requires an 
effective change management supporting tool. ECM literature focuses on various methods for change 
management. In a review of the literature, Hamraz et al. (2013a) identify 54 methods of supporting change 
management. Most literature is based on product structure models (networks, graphs, matrices), which 
describe the dependency of elements on each other. Ahmed et al. (2013) identify 23 methods to focus on 
cross-domain approaches (i.e. requirements, function structure, component structure, detail design process, 
including parameters and tasks) for change impact assessment. Koh et al. (2010) compare 24 methods to 
enable a cross-domain analysis of change propagation by assessing the capability of the modelling 
techniques. Additional approaches use product attributes or design constraints to design the relations 
between elements or enhance the model by adding different levels (Cohen et al. 2000; Ollinger and 
Stahovich 2004; Ariyo et al. 2007a).  
 
Reasonably, modelling change within manufacturing systems supports designers in the decision-making 
process through the risk assessment of change impact. Analysing the relations and patterns of changes 
increases the understanding of the system. A systematic dependency method with multiple levels of analysis 
allows greater insight into the connections of system elements. Accordingly, ECM methods such as a 
dependency analysis method and change propagation analysis method can describe the connection between 
system elements and domains and translate them into a system (Olmez et al. 2018b). This thesis focuses 
and classifies the ECM methods in two aspects to assessing the complexity and changeability of 
manufacturing systems: (1) methods for managing complexity and (2) methods for assessing changeability. 
 
1. Methods for managing complexity 
Chen and Li (2005) propose The Change Favorable Representation (C-FAR) model as a representative 
model for controlling and reducing design change propagation. Fundamentally, C-FAR is a matrix which 
computationally determines the effect of one attribute to another by using its matrix relationship of a product 
(Chen and Li 2005). The method is structured in three steps: (1) a redesign problem integrates constraints 
(physical or behavioural) and functions (interrelations). These relations are captured in the binary so-called 




solution is selected. C-FAR uses an existing product information model to model change representation, 
propagation, and qualitative evaluation. Unfortunately, product information may not always be available 
during the design process. This model may appropriate for small and relatively simple products due to its 
computational complexity (Clarkson et al. 2005).  
Matrix-based system representations can increase the understanding of system complexity by presenting a 
holistic view of connectivity. The most recognized the matrix model is the Design Structure Matrix (DSM) 
which models the design and structure (architecture) of a system (Eppinger and Browning 2012). Steward 
(1981) was the first to introduce DSM, which can be applied to represent the interactions between design 
requirements for the product, process and organization.  The DSM has become increasingly popular in 
planning product development, project planning and management, systems engineering, and organizational 
development (Browning, 2001).  Mapping the design process accurately in a DSM is challenging because 
dependencies are difficult to capture among the different domains, and the DSM cannot directly define in 
an exact state.  
 
Maurer (2007) has taken the Design Structure Matrix (DSM) approach further to model whole systems 
consisting of multiple domains, each having multiple elements, connected by various relationship types and 
this is termed the Multiple Domain Matrix (MDM). An MDM consists of DSMs and DMMs (Domain 
Mapping Matrix). The MDM allows a system’s structure to be analysed across multiple domains, 
condensing every single analysis into one DSM that represents multiple domains at one time. Based on the MDM 
approach, Pasqual and de Weck (2011) propose a multi-domain change propagation network model including 
the product, change (process), and network domains. Here, the product domain is a network of the elements; 
the change domain, a network of change requests; and the social domain, a network of people. The authors 
suggest using existing tools and metrics for change examination within these networks.  
 
Suh (2001) introduces the theory of Axiomatic Design, which is considered the domain in the product design 
stage when changes in the physical domain elements. However, the changes in the functional domain and 
their effects on the physical domain have not been considered. Guenov and Barker (2005) and Janthong 
(2011) used the Axiomatic Design Matrix (DM) to estimate the effects of changes by mapping the layers of 
design parameters (DP) to functional requirements (FR).  
 
Another multi-layer method proposed by Fei et al. (2011b) supports tracing change propagation between 
the functional requirement layer and the physical structure layer. The authors suggest further work in 




assessed for impact on time, risk and cost (Fei et al. 2011b). In industry, there is a strong need for 
experienced designers to make an accurate assessment of the impacts of these design changes. 
 
Rouibah and Caskey (2003) suggest a change method which is a network model of parameter 
interdependencies. The method assesses the effects of EC throughout the design process of several 
companies. Information on dependencies between parameters, parts, documents and roles must be created 
in advance based on experience in similar products. Changes in the structure of systems must also be 
recorded during the design process (Rouibah and Caskey 2003). However, new parameters and their 
dependencies are not covered because they are not defined previously. 
 
2. Methods for managing changeability 
Kocar and Akgunduz (2010) propose the Active Distributed Virtual Change Environment (ADVICE) 
method to use visualisation (graphical) and data mining techniques to represent the product. The techniques 
support uncovering dependencies between product elements while examining the EC requests. A designer 
can capture and predict the potential change propagation through the impact on the change database with 
these techniques (Kocar and Akgunduz 2010). The critical part of the method is the creation of a virtual 
platform before change analysis, which highly influences the design solution. 
 
CPM–HoQ is suggested by Koh et al. (2012) which is integrated the House of Quality and the Change 
Prediction Method for the different change options. Each change option is assessed on its effect on product 
attributes so that the best change option can be chosen by the designer. The change may propagate between 
elements due to the physical structure of the product. Initially, the method was developed by Hauser and 
Clausing (1988) as a conceptual map that provides functional planning. Koh et al. (2012) only add the roof 
of the HoQ, a triangular matrix, in their method. The roof specifies the dependencies of different product 
parameters to understand the interchanges among them. The method needs a broad set of change options. 
However, the roof model only symmetrical connections, but is not able to map asymmetrical connections 
like a multi-domain matrix. The approach is also limited to the assessment of attribute performance and 
does not consider the impact of implementing redesign structures.  
 
Redesign IT developed by Ollinger and Stahovich (2004) addresses the key assignments of change 
propagation in developing redesign plans of a product. The tool aims to accomplish redesign objectives 
which are (1) to define physical quantities referring to both physical assets of the product’s elements and 
operations; (2) to introduce constraints on quantities describing design requirements on quantities; (3) to 




The authors specify the quantities and the direction in which these quantities have to be adapted to achieve 
a specified performance objective (Ollinger and Stahovich 2004). The tool helps the designer to understand 
the possible consequences of a redesign by indicating the key product parts that will be affected by a change. 
However, the application of the tool is limited to a specific redesign goal, during the redesign of a specific 
function.  
 
An approach proposed by Morkos et al. (2012) assesses interdependencies between documented 
requirements with keyword analysis by using a binary DSM. The requirement pairs share at least one 
keyword and the binary DSM identifies possible propagations when a requirement is changed. The authors 
observe the specific set of requirements that are not directly connected (Morkos et al. 2012). Thus, to 
manage a change properly, the indirect connections must be considered if requirements are to be met 
successfully.  
 
The analytic network process (ANP) method was developed by Lee et al. (2010). The method is the 
integration of informal and unstructured disconnected relationships with structured online workflows. This 
method determines how semantic web knowledge can characterise and share many types of EC-related 
information in a context. The method determines both (1) the likelihood of each element in a product and 
(2) whether the changes propagate directly or indirectly to other elements. This two-level analysis 
accomplishes a similar result to CPM, through a more difficult and probably more time-consuming data 
collecting process.  
 
Rutka et al. (2006) develop the Change Propagation Method (CPA) to support the decision-making process 
of ECM at the design stages. The model collects information on dependencies between product elements 
and identifies the impact and risk of changes. However, the model captures the dependencies between the 
systems but ignores the dependencies between the product attributes and the systems. Due to the ignoring 
of the attribute-element dependency on a product, the model needs more involvement of experienced 
designers to define changes and product attributes in detail.  
 
Reddi and Moon (2009) propose that changes may propagate differently between elements dependent on 
the type of changes (e.g. material, shape, and geometry). The dependencies are valued on differently (i.e. 
low, medium, and high). The model uses a database of potential propagation steps. Each entry in the 
database includes an initiating element and type of change (ToC). However, the implementation of a model 
too complex system is very dependent on the model’s level of detail. Tang et al. (2010) also suggest a 




management to define the property of dependency (e.g. material or geometry), and dependency strength of 
two elements. The technique includes three different domains to support the modelling of ECs. It maps the 
interactions between product, process and organisation elements and domains. Change propagation paths 
are shown graphically, drawing on the concept of the CPM. The overall risk sources are considered and 
visually illustrated with scatter graphs. The main objective of this method is to increase the traceability of 
ECs across these three domains during product development. However, the assessment of change 
propagation effects on the product attributes is not considered. 
 
The change prediction method (CPM) developed by Clarkson et al. (2001), which is a matrix-based change 
method, uses a design structure matrix (DSM) to model connections between elements in a complex 
product. Each connection is qualified with the likelihood and impact of a change in one element propagating 
to the others along the dependencies presented. By outlining all possible propagation paths, CPM displays 
the likelihood and impact of propagation between all elements through a created matrix. Clarkson et al. 
(2004) achieved notable success with CPM in predicting change propagation in a few real-world scenarios 
at Westland Helicopters (a UK company).  
 
The 15 existing engineering change methods  drawn from a broad literature review listed in Table 2.4  . 
The methods address managing complexity and changeability by predicting change prorogation in 
designing an RMS. The capabilities of the tools were assessed in two categories: (1) managing complexity; 
and (2) managing changeability. To assess the tools strategically and effectively, these two suggested 
categories are divided into multi-layered hierarchical structuring (decomposing architectural systems), 
dependency analysis, direct/indirect change prorogation, risk analysis, quantifying connections and results, 
visualising change propagation, and change modelling capability. The Table 2.4 compares and evaluates 
the methods with rating scale in Poor (1), Fair (3), Average (5), Good (7), Excellent(10). The sum 
assessment results of  managing complexity and managing changability are stated on the right side of the 
two categories which support to compare the methods adequatly.   
 
The weighted sum results on managing changeability shows that CPM (sum assessment result 33) is the 
most suitable of all methods. On the other hand, as Table 2.4 shows, some of methods score as better as the 
CPM in certain managing changeability criteria. CPM (sum assessment result 8) is one of the lowest score 
within the 15 methods in the managing complexity. Followed by C-Far (sum assessment result 25), Chen 
&Li (sum assessment result 20), Redesign IT (sum assessment result 20) and ADVICE (sum assessment 




However, according to results of DSM/MDM is not able to manage changeability (sum assessment result 
16).  
 
Acknowledging the difficulty of such a detailed scoring under the condition of various amount of available 
information for different methods, the results of this assessment are indicative rather than definitive. 
Making adequate comparisons is quite difficult due to the different information being available for each 
method. In addirion, the scoring has been assessed by only one person and so might be affected by 
subjective decision and experience of the assessor. It should be emphasized that this scoring approach 
involves a certain amount of unavoidable subjectivity and might be biased because it was conducted by 
only one person. For the use in this thesis, this comparison is sufficient. For other purposes, the assessment 
could be conducted by more assessors.  
 
Table 2.4: Engineering change management tools for predicting change propagation. 
No Method  Author (s) 
and year of 
publications 










































Suh et al. 
(2007) 
Total likelihood of an element 
causing change is equal to be the sum 
of the likelihood of a causing change 




    
 
14 
3 C-FAR Cohen et al. 
(2000) 
Indicating possible change 





    
 
25 
4 Chen and Li Cheng & Li 
 (2005) 
 
Pattern-based redesign planning 
  
10 









Clarkson et al. 
(2004) 
Change Prediction Method based on 
numeric component DSMs and 
stochastic propagation analysis. 
  
8 
    
33 
6 ΔDSM Morkos and 
Summers 
(2010) 













Tseng et al. 
(2008) 
Evaluating a design change and 
distributed manufacturing operations 

















Flanagan et al. 
(2003) 
Searching for possible change 
propagation paths through the link 
between functions and elements, to 
evaluate them and to select the 












Lee et al. 
(2010) 
Relative change impact analysis 




















A system’s structure to be analysed 




    
16 
11 Fei et al. Fei et al. (2010) 
 
Model-driven and knowledge-based 
method  
 
   
8 
    
12 
12 Redesign IT  Ollinger and 
Stahovich  
(2001) 
Model-based reasoning to generate 




    
20 
13 REDM - 




Lough et al. 
(2006) 
Reducing dependence on expert 
knowledge (by using a more 
automated risk generation) 
  
8 
    
18 
14 Reddi & Moon Reddi and 
Moon (2009) 
Rules recursively map elements 
/change type pairs onto possible 
direct and indirect propagation 
effects.   
10 
    
18 




Change propagates through 
parameter with links to elements, 
people, and documents. 
  
6 
    
18 
 
Rating Scale        
Poor (1)           Fair (3)        Average (5)      Good (7)      Excellent (10) 
 
The Methods Selected for this Research 
In the remainder of this section, the multi-domain matrix-based system change method is adopted which 
applies a systematic process to the modelling of designing an RMS: The Change Prediction Method (CPM) 
described by Clarkson et al. (2004) and Multi-Domain Matrix (MDM) described by Maurer (2007) is used 
as a method for this thesis. This research aims to use a change prediction-based method, which captures the 
factors that may influence the design of an RMS (Olmez et al. 2018b). A multi-domain change propagation 
model can support the assessment of connectivity. Here, the MDM and CPM are chosen for several reasons:  
• The network structure of the process is modelled in all its aspects. This way, most process models can 
be converted into an MDM with the information concerning their structure. 
• Capable of decomposing and integrating different domains; this way, it is possible to check how well-
aligned the different structures that are modelled (e.g. product, process and people).  
• Display the qualitative design information in MDM.  
• CPM is capable to model the dependencies between element pairs to quantify and visualise the overall 
risk of change propagation. 
• CPM provides a vision to different stakeholders through the combined risk matrix which supports the 








2.5.4 Connectivity Model 
1. Design Structure Matrix (DSM) 
Design Structure Matrix (DSM) is a matrix to model the design and structure (architecture) of a system 
(Eppinger et al. 2012). Steward (1981) was first introduced DSM, which can be applied to represent the 
interaction between design requirements for product, procss and organization.  The DSM has become 
increasingly popular in planning product development, project planning and management, systems 
engineering, and organizational development (Browning, 2001). DSM reflects the interaction between 
similar tasks in the form of N-order square matrix. Tasks form a matrix with the same ordered sequence as 
the matrix rows and columns (Mengqi 2012). 
 
As shown in Figure 20, a DSM a square matrix presents the system elements  (the shaded cells along the 
diagonal) and their interactions (the off-diagonal marks). One reads across an element’s row to see its inputs 
and down its columns to see its outputs. For instance, the DSM in Figure 2.20 shows element A receiving 
inputs from elements  C and D and providing an output to element C. 
 A B C D E 
A A   X X   
B   B   X   
C X   C   X 
D   X   D   
E     X   E 
 
Figure 2.20: A DSM showing five elemts of a system and their relationship 
This research is particularly interested the advantages of the DSM for System Architecture Modeling 
Browning (2009) highlights in his book; DSM is only one important tool in a system designer's or modeler's 
tool kit to represent architectural modeling and the some advantages of DSM; The structured arrangement 
of elements and interactions can meaningfully represent a fairly large, complex system in a relatively small 
space. DSM provides a system-level view that can support optimal decision making and help focused on 





A complementary form of DSM to overcome its characteristic single-domain limitations is known as 
Domain Mapping Matrix (DMM) (Becker et al). A DMM is very similar to a DSM. However, since columns 
and rows of the matrix represent the same domain, a DSM has to be symmetric along the diagonal elements 
and is always square, whereas a DMM is non-symmetric along the diagonal and is always a rectangular 
matrix. In a DMM each row represents design intent from one domain and each column represents design 
intent from another domain such as organization, customer requirements, and processes can be linked with 
each other. The DMM method can be used to represent the mapping between design functions and 
subsystems, and the mapping of subsystems to critical component types. (Oduncuoglu & Vince 2011). 
 
2. Multi Domain Matrix (MDM) 
The challenge is to map the process accurately in a DSM because dependencies are difficult to capture, and 
the DSM cannot be directly defined in an exact state(Giffin at al. 2009). The MDM extends the capabilities 
of the DSM by integrating multiple domains and enabling the deduction of indirect dependencies (Furtmeier 
and Tormmelien 2010) within domains and across domain boundaries. In this thesis, an approach towards 
a matrix-based system model is presented which applies a systematic process to the modelling of a whole 
system. The resulting multi-level system elements and the hierarchical system  decomposition can be used 
to simulate manufacturing system property changes and their propagation throughout the system. 
 
a Multiple Domain Matrix (MDM) as presented in Figure 2.21 is to illustrate the flow of connection. A 
MDM is an incorporation of Design Structure Matrices (DSMs) and Domain Mapping Matrices (DMMs. 
DSMs are square matrices which serve to model the asymmetrical dependencies between inputs of a 
provided domain. In difference, DMMs are non-square matrices which link related connection across 
different domains. When these matrices are linked together into a MDM as shown in Figure 2.21, the 
outcome is a square matrix which models the dependencies within and between different domains. The 
diagonal of the MDM are DSMs and the rest of the areas are DMMs. For example, Square 2 lies on the 
diagonal of the MDM and thus is a DSM which examines the dependencies within the Process domain. On 
the other hand, square 1 does not lie on the diagonal of the MDM and hence is a DMM which examines the 
dependencies between the Process domain and the required Organisation domain. More details on mapping 



























Product  1 2   
Process 3 4   
Organisation   5   
 
Figure 2.21: An illustration of a Multi Domain Matrix (MDM) 
 
2.5.5 Change Prediction 
The change prediction literature in system design discusses that change propagates between two elements 
of a system if there is a dependency between them. Eckert et al. (2006) mention correcting change 
prediction by identifying the knock-on effects of changes and a change prediction process. Predicting the 
knock-on effect of changes is to determine or estimate whether a particular change could propagate. Change 
prediction process involves two main challenges: risk assessment and propagation paths (Eckert et al. 
2006). Computation of change risks of using CPM technique addresses these challenges. Risk of change 
propagating between two elements is computed through the combination of all the branches in such a tree. 
To overcome the challenges of predicting change risk within a system, multi-layered hierarchically 
structured system descriptions can be used to support risk assessments. Understanding change prediction 
in a systematic way can be categorised in three aspects to the research aims of this thesis: (1) to define 
strategies or theories used in predicting change propagation; (2) to identify change prediction needs; and 
(3) to describe the CPM technique. 
 
1. Strategies / Theories used in predicting change propagation  
Eckert et al. (2006) propose that the capability to predict the impact of the change is relatively dependent 
on the degree of understanding of the nature of interactions between product elements. The authors present 
two strategies for the prediction of change propagation through knowing the nature of connections between 
elements (as illustrated in Figure 2.22): (1) Depth-first search:  exploring with the analytical approach the 
effect of the change, (2) Experience-based heuristic search: using the experience of the designer. Another 




through which a change to one element may lead to change in another. In this way, there are risks associated 
with overdependence on the experiences of experts in predicting potential propagation paths. 
 
Figure 2.22: Reasoning strategies on change prediction (Eckert et al. 2006) 
 
Jarratt (2004b) addresses two objectives of change prediction to support designers and managers in decision 
making while creating change implementation process plans: (1) assessing the consequences of a change, 
such as estimating the risk associated when making a change (see also Clarkson et al. 2001); (2)  identifying 
the system elements that may be affected when making a change. Eckert et al. (2006) argue that 
probabilistic and deterministic predictions are not practical due to the many sources of uncertainty. 
However, tools can provide an estimation of possible propagation paths, which are often derived from 
assessments of system properties and the relation between system elements. The types of dependencies 
between system elements are an important factor when assessing a change of design system (Ariyo 2011). 
Clarkson et al. (2004) categories two types of dependencies. Figure 2.23 (a) illustrates the difference 
between the two types of dependencies, and Figure 2.23 (b) give the routes of a propagation tree between 
sub-systems a and b. 
1. Direct dependency is a type of interaction that arises between two elements only. The interaction 
between the elements is a result of the architecture of the chosen system. A direct dependency refers to 
the propagation of change between end-to-end sub-systems. 
2. An indirect dependency exists between any two elements if it requires at least one intermediate element 






(a)                                                   (b) 
Figure 2.23: (a) Direct and indirect dependencies, (b) Partial change propagation tree (Clarkson et al. 2004) 
The dependencies between the structural elements are identified through the knowledge of designers. The 
change prediction method has some advantages; it helps the designer to predict the affected elements by 
changing initiating elements and to estimate the likelihood and impact of the change. These dependencies 
can be characterised qualitatively (Cohen et al. 2000; Furtmeier and Tormmelien, 2010) and/or 
quantitatively (Clarkson et al. 2004). Elements within the complex system also have hidden dependencies 
which may cause change propagation. These dependencies arise from long chains of connections and 
constraints on both the system’s design and its implementation process. Exceptionally, change may 
propagate between connected elements despite their not being directly connected. Change propagates 
because the overall system goal is not achieved. Hidden dependencies also need to be modelled to for the 
prediction to be successful. 
  
2. The needs for change prediction 
A change prediction technique should be capable of meeting the following requirements while predicting 
change propagation and meeting the research objectives of this thesis. 
• A multi‐level risk estimation method should enable consistent decomposition of systems to a 
manageable level which is useful for change propagation assessments. 
• A multi‐level risk estimation method should enable consistent estimation of risk across all hierarchy 
levels of the system description. 
• A technique for propagation path investigation should support investigations into alternative paths 
along which a change may be allowed to propagate. 
• A propagation investigation technique is required to account for both the direct and the indirect 
dependencies as well as hidden dependencies that exist between elements. 
• A prediction technique is required to draw attention to elements critically subject to the effects of 
proposed changes. 




3. The Change Prediction Method (CPM) 
Clarkson et al. (2004) introduced the CPM (Change Prediction Method) for predicting change propagation 
risks based on product or system connectivity models which are presented in a Design Structure Matrix 
(DSM). A connection between two elements means a change initiator can affect the change recipient in a 
directed matrix. The system connectivity models are structured by modelling the system elements and 
dependencies between elements, forming a matrix-based representation that allows visual identification of 
high risks in the element architecture, supporting designers in making decisions about whether changes can 
be implemented or not. 
 
CPM supports identifying risks of emergent changes resulting from knock-on effects from other changes 
before these changes are implemented. So, an assumption can be made that if one element is changed, this 
can only have effects on directly connected elements. These changes can, in turn, again affect another 
directly connected element (knock-on effects). Each connection includes a direct change likelihood value 
that captures the probability of a change propagating from the initiating element of the effect to the receiving 
element. Likelihood and impact values on a connection specify how much of the initiating element has to 
be changed when a change propagates through this element’s connection. In this way, CPM creates a 
computation of risk by using the system of the likelihood of impact data.  
 
The CPM method has been part of other research projects. Jarratt (2004b) introduced connection types as 
a way to reason about change dependencies between elements and applied the method in several industrial 
contexts (Eckert et al. 2004; Jarratt et al. 2004b). Flanagan et al. (2003) looked into how to integrate 
functions into the basic change prediction model. Similarly, Hamraz (2013) used CPM by integrating 
functional reasoning with change prediction. The author modelled a product as a network of its functional, 
behavioural, and structural attributes, and then assessed change propagation as it spreads between the 
elements along with the connections of the network. 
 
Keller (2007) developed a change prediction methodology for the assessment of change impact with the 
CPM, which involves three key stages as shown in Figure 2.24. These are (1) construction of a model (Data 
Gathering); (2) computation of change risks (Compute Risks) and (3) assessment of change requests 
(Analyse Risks). In stage 1, the collected data are modelled using a DSM (Steward 1981). In stage 2, the 
CPM technique estimates the risk associated with change propagating between a pair of elements using a 
risk computation algorithm developed by Clarkson et al. (2004). The estimate is assessed concerning the 
average design effort associated with making a change. The output of the computation process is referred 




from element a to element b, which is presented in Appendix 6). The combined risk represents the other 
influential factors accounted for when estimating risk values. In this thesis, the term risk is used only to 
refer to this combined risk estimate. In stage 3, change requests are analysed by using risk estimates and 
identified connections of elements. The risk estimates indicate process‐related implications of change as 
the average risk involved in making a change, while the direct connections indicate product‐related 
implications by identifying potential propagation paths (Keller 2007).  
 
Figure 2.24: A methodology for change prediction (Keller 2007) 
 
Another change prediction methodology was developed by Clarkson et al. (2004), illustrated in Figure 2.25. 
The methodology supports the decomposition of a product into a set of systems and sub-systems and their 
related dependencies. Those dependencies are quantified and risk of change propagation is presented in a 
DSM, where risk is defined as the product of the likelihood and impact of change propagation. CPM 
developed at the Engineering Design Centre (EDC) in Cambridge (UK) accompanies the engineering 
change process in three steps. The approach is structured in three stages: an initial analysis: a case by case 
analysis; and the actual redesign. The first step is the initial analysis. It includes the construction of the 
product model, the combining of the dependency matrices and the CPM algorithm computing the predictive 
likelihood and impact matrices to develop a product risk matrix. In the second step, an analysis of the 
specific case contributes to identifying, initiating, and predicting changes with direct dependencies. The 
result of the case analysis is a case risk plot which presents the predicted likelihood and impact of change 
effects to compare the risk of change to different elements. The last stage represents the redesign of a 






















































Figure 2.25: The change prediction methodology (Clarkson et al. 2004) 
 
Clearly, the change prediction methodology of the product shows that CPM has the potential to identify 
and manage changes within a manufacturing system.  The CPM can be applied within a single domain or 
across multiple domains and can also identify the impact on specific decision criteria. The main limitation 
of the proposed CPM method is that the quality of the analysis results depends on the accuracy and 
completeness of the information stored in the model (Rutka et al. 2006). Since all relevant information is 
usually distributed over many domain experts and knowledge bases, capturing all information can be very 
time-consuming. Thus, it is necessary to maintain the right balance between time spent to create a model 
and time spent using the model.  
 
2.5.5 Literature Gaps 
Six main gaps have been identified from the selected key published literature on resilient manufacturing 
systems (Table 2.2, page 22): 
1. Some frameworks have been developed to deal with a broader resilience purpose in manufacturing 




2. More empirical studies are needed to develop, understand and validate any association between 
resilience and the manufacturing system. 
3. Assessment of manufacturing changes in real manufacturing systems is not broadly supported by a 
quantitative model or software tools.  
4. Future empirical studies need to take into account what has worked, to get a deeper understanding of 
how resilience occurs. 
5. Current research on manufacturing systems has largely been carried out in a range of complex 
workplaces (such as oil and gas, nuclear power plants, the automotive industry). There is a lack of 
empirical studies from modern high-risk businesses such as in the construction industry.  
6. There seems to be very little literature available which identifies manufacturing systems in the 
application and implementation of manufacturing resiliency and resiliency models, tools and 
techniques to achieve robust and adaptable systems.  
The main contributions of this thesis to address the literature gap on resilience within manufacturing 
systems are: (1) a strategically focus on resilience increasing robustness and adaptability supported by a 
quantitative model or software tools, and (2) the provision of an empirical study that focuses on the 
operational level to achieve a resilient manufacturing system. 
 
2.6 Revisiting the Research Questions 
This thesis proposes to the answer the research questions by first investigating the current understanding 
of resilient manufacturing systems (RMS), their management and support methods, and subsequently 
developing and evaluating a broad method for modelling and analysing RMSs based on the initially 
established knowledge. Thus, at first, two questions, RQ1 and RQ2 were derived from the main research 
question (How can change prediction inform the design of resilient manufacturing systems?) 
(Chapter 1).  RQ1 and RQ2 have led the systematic literature review on RMSs and existing support methods 
that have been presented in Chapter 2. While RQ1 explores the motivation, categories and significance of 
RMSs, RQ2 considers how they are currently modelled and analysed to understand the relevant properties 





RQ1: What are the characteristics of a manufacturing system that 








Systematic literature reviews were conducted within the Descriptive Study 1 of Research Methodology to 
answer these research questions by reviewing the key publications on Resilience, Manufacturing System 
Design (MSD), Resilient Manufacturing Systems (RMS), Engineering Changes (ECs) and Engineering 
Change Management (ECM), and ECM methods. Finding the answer to RQ1 led to the definition of the 
second research question. The answers to RQ1 and RQ2 provided both a motivation and a useful basis for 
the development of a comprehensive approach to designing an RMS and led to the formulation of four other 
detailed research questions, RQ3 to RQ6. RQ3 concerns requirements for a method to design an RMS, 
which were extracted from the investigations of RQ1 and RQ2. The resulting requirements were 
continuously revised when carrying out industrial studies (Chapter 7). The answer to RQ3 (Chapter 4) 
delivered the requirements for a system change method for designing an RMS and an evaluation of current 
EC methods against these requirements. The evaluation of EC methods identifies potential limitations and 
the conceptual design of an RMS, which refer to RQ4 (Chapter 5). This concept was expanded in detail by 
exploring RQ5 (Chapter 6). Lastly, RQ6 explores the application to practice and asks for an evaluation of 















RQ3 What are the requirements for the system change method to be 
used in the context of designing a resilient manufacturing system? 
 
RQ4 What are suitable concepts for a system change method to support 
the delivery of resilient manufacturing system? 
 
RQ5 What are the detailed elements required to understand the chosen 
change method concept for resilient management system? 
 
RQ6 How well does the developed system change method perform in 
real case studies? 
 
RQ2: What is the role of engineering change prediction approaches in 




2.7 Chapter Summary 
This chapter has reviewed the literature relevant for this thesis in six main sections. 
Section 2.1 The need for Resilience gives direction  on reviewing the literature on resilience, manufacturing 
system design, resilient manufacturing systems, engineering change, engineering change management, and 
engineering change models.an appropriate system change method for designing a Resilient Manufacturing 
system (RMS) to answer two research questions. Section 2.2 Research on Resilience assess the various 
contexts of research for resilience descriptions and investigates a clear definition of resilience for 
manufacturing systems which not only explicitly define, but also describe the characteristics of resilience 
within the manufacturing system in order to effectively manage changes. Section 2.3 Manufacturing System 
Resilience  explors in order to achieve a successful move towards RMS. For this reason: (1) manufacturing 
system (MS) definitions, which is discussed and a definition of a system and MS are developed for this 
thesis; (2) a deep understanding of resilience in the MS context which is explored in literature; (3) an 
appropriate definition of manufacturing resilience and resilience properties are described. 
Section 2.4 Manufacturing system design identifies requirements: (1) to present the concept of resilience in 
the context of manufacturing systems along with a new conceptual model of them, (2) to present strategies 
for designing and managing an RMS. Section 2.5 Modelling system change explores to model a system 
change, complexity and changeability of system;. to better understand change management in a 
manufacturing environment,; engineering change (EC) and engineering change management (ECM) in the 
related literature.; a comprehensive literature review for the modelling and management of change to choose 
the most suitable model for this thesis. Section 2.6 Revisit the research questions  describes the answers to 
RQ1 and RQ2 and a useful basis for the development of a comprehensive approach to designing an RMS 
and led to the formulation of four other detailed research questions, RQ3 to RQ6. 
 
This chapter formed the basic understanding for this research, upon which all the following chapters can 
build. Thus, it has answered the first and second research question. (1) Robustness or adaptability may be 
the key system life-cycle property for a manufacturing system that makes it resilient to changes. (2) In 
overview, it was learned that manufacturing changes and their propagation are essential for manufacturing 
system designs and that support for managing changes is provided by ECM methods. The next chapter 
reviews current research methodologies to select the most suitable methodology for this research project to 



























3.1 Chapter Overview 
This chapter reviews well known research methodologies used for design research and selects the most 
appropriate method for this work. Thus, the right methodology is a key factor in delivering high-quality 
research work. This chapter reviews well-known research methodologies which are used for design 
research. The research methodology supports systematically addressing the research questions described in 
Chapter 2. This chapter also explores the main scientific research challenges that any researcher faces 
during the research process. The remainder of this chapter is structured as follows: Section 3.2 investigates 
the research challenges; Section 3.3 reviews the common research methodologies for design and the 




3.2 Research Challenges 
Desing research can be a paticularly challanging process. s. Eckert et al. (2003) review some practical 
challenges of design research, which is subject to unpredictable requirements and objectives such as (1) 
procedures for industry-supported research; (2) having practical applications; (3) reliable and validated 
tools; (4) creating reports from projects; (5) achieving effective contributions; (6) achieving independence 
in own research, and achieving in large-scale, long-term results; (7) achieving results in a realistic time. 
Research in the context of designing resilient manufacturing systems (RMS) is subject to difficulties. Some 
of the research challenges in this research study are described below. 
 
Methodology in Design 
 
Applying design methodology in real industrial cases is challenging process. Especially the limitations in 
current research methodologies with regards to a clear definition of the research purposes, problems and 
procedure at an appropriate level of detail.  The time limitation was especially challenging for 
manufacturing design research. The timing of case studies weren’t fit appropriately within this PhD 
projects. The time limitation provides a particular challenge in this study in justifying the work empirically. 
 
Establishing a Case Study 
The key challenging factors when establishing the case studies in this research is lack of user availability 
prevents the gathering of information from interviews so that the researcher has to extract information from 
documents. Due to this, inappropriate information is sometimes collected. In addition, running the empirical 
study is required additional skills to understand the methodology of research, such as understand the 
patterns of the methodology, observation skills, and analytical assessment skills. 
 
Achieving Stakeholder Engagement 
Engaging with stakeholders within the manufacturing system was difficult due to the limited time available 
to develop a relationship and provide opportunities for discussion. 
 
Data Collection  
Having a close model link to the change system and estimating the probabilities are significant challenges. 
Ensuring the availability of precise information is challenging when developing the system change method. 
Even though acquiring accurate data is difficult, this is somewhat mitigated as the task is risk area 
identification, not exact quantification. Data inaccuracies mean that risk prediction for the second case study 






This research was undertaken as an academic research project collaboration between the Engineering 
Design Centre (EDC) and two industrial manufacturing companies: UOP Honeywell and Laing O’Rourke. 
The most up-to-date version of the CPM tool has been used in this thesis, applying it to several change 
requirements. Nevertheless, the CPM results should be assessed against historical change cases. Due to the 
Honeywell UOP manufacturing plant in the UK having been closed down, the method application could 
not be validated in the third case study. However, the evaluation of the method application was made in the 
first and second case studies. 
 
3.3 Research Methodology for Design  
This section reviews design research and some of the common research approaches that are mainly used in 
design research alongside the research methodology which has been selected for this PhD study. 
 
3.3.1 Design Research  
Before reviewing the research methodologies, the role and purpose of design research need to be well-
understood. Blessing (2002) defines design research in engineering by integrating two aims to improve the 
design research process): (1) the formulation and validation of models and theories about the occurrence of 
design, as well as (2) the development and validation of knowledge, methods and tools founded on these 
models and theories. Design research, in common, purposes at making design better productive and 
effective and improving design applications. Design research supports to understand and improve the 
design process in the industry. Developing effective tools and methods requires understanding and 
investigation at the various levels of design to see the big picture (Eckert et al. 2003). 
 
The primary focuss of research in this thesis are (1) to determine the interaction of the product, process and 
organisation with the change requirements within a manufacturing system design process, and (2) to 
systematically capture the interconnection and integration of system elements and system domains. Figure 
3.1 illustrates the aims of engineering design research and visualises the various parts that are involved in 
the design research process.  A design research process has to be able to develop and validate knowledge 
systematically, which requires a research methodology (Blessing 2002). The next section, therefore, 
describes the most recognised research methodologies within the field of design research, and then selects 






Figure 3.1: Design Research (Blessing 2002) 
 
3.3.2 Common Research Methodologies for Design  
The term methodology is defined by the Oxford English Dictionary in general terms as “a system of 
methods used in a particular area of study or activity”. Collis and Hussey (2003) use the term methodology 
for the overall approaches to a research process. Blessing and Chakrabrati (2009) describe a research 
methodology as a systematic way that helps to develop and validate knowledge. Hence, a research 
methodology is needed for research by providing a roadmap.  
 
The importance of knowing the methodology of the research is to develop disciplined thinking, to observe 
the field objectively, to evaluate and use research results for action and enable the researcher to make 
rational decisions (Kothari 2004). The methodology provides an appropriate approach and specific 
techniques to make research more effective and efficient in achieving the research goals (Blessing and 
Chakrabarti 2009).  Methodologies for design research lead to the formulation of hypotheses and to finding 
the answers to the research questions through descriptive and prescriptive studies (Duffy and O’Donnell 
1999; Eckert et al. 2003; Blessing and Chakrabarti 2009). In the following section, design research 
methodologies were reviewed to select the most suitable one for this research.  
 
Six-step design research methodology 
This design research framework was proposed by Duffy and Andreasen (1995) and consists of six steps of 
methodology (Figure 3.2). This approach argues that a design problem should be supported by literature 















hypothesis, formulate a research problem, and develop a solution for the design problem. The design 
problem is used to generate the hypothesis which is described in a research problem. After that, the solution 
and formal evaluation is generated with the design practice and then documented. Note that the six-step 
design research methodology is a linear process and doesn’t provide any possible iteration to support 
refinements to the research. 
 
Figure 3.2: Six-step design research methodology (Duffy and O’Donnell 1999) 
 
Grounded Theory 
An example of a systematic research methodology is Grounded Theory, first introduced by Glaser and 
Strauss (1967), and Glaser (1998) for design research. Grounded theory is a methodological approach to 
build a theory with the qualitative data analysis that is largely used in Social Science research. The theory 
proposes the constant comparison between data analysis and the developed hypotheses. It is divided into 
four steps.The data collected with (1) codes, (2) categories (3) patterns, and (4) developing a theory based 
on the analysis results in stages 1 to 3. It should be noted, however, that while Grounded Theory is well 
used for creating theories, this methodology is context-based explanatory research and is more commonly 
associated with the social science viewpoint. In addition, this theory develops a model at increasing levels 

















Spiral Theory (The eight-fold model) 
The eight-fold model or the spiral of applied research was introduced by Eckert et al. (2003) to support 
design research. The eight-fold model categorises design research into four critical phases as illustrated 
Figure 3.3: (1) empirical studies of design behaviour; (2) the development of design theory; (3) the 
development of design support tools and procedures; and (4) the introduction of support tools and 
procedures. Separate evaluation after each phase is also required. The spiral indicates that every phase is 
followed by reflection and evaluation. The spiral of design research does not prescribe a methodology or 
knowledge within engineering design research but provides a methodology for other analytical disciplines 
such as psychology and sociology (Eckert et al. 2004).  
 
Figure 3.3: The Spiral of Applied Research: the eight types of research objective (adapted from Eckert et al. 2004) 
 
Design Research Methodology (DRM) 
The most recognised and specialised methodology for design research in engineering is the Design 
Research Methodology (DRM) first developed by Blessing and Chakrabarti with Professor Ken Wallace at 
the Cambridge Engineering Design Centre. Since then, it has gone through continuous development as 
documented in numerous publications (e.g. (Blessing and Chakrabarti 2009). The DRM proposes a 




as well as its aims and objectives (Blessing et al. 1995). Specifying success criteria and metrics are 
described at the beginning of the research (Blessing and Chakrabarti 2002). However, the validation phase 
may not be descriptive and should also question the criteria established at the beginning; iterations are 
possible between description and prescription.  
 
DRM describes basic requirements, main outcomes and deliverables for each of the four research stages 
(as shown in Figure 3.4). Initially, in the Research Clarification goals and hypotheses are defined and 
research questions are developed by reviewing the literature. The Descriptive Study I involves reviewing 
existing empirical studies and/or undertaking exploratory case studies. Accordingly, a reference model is 
developed to understand the problem systematically in the Prescriptive Study by identifying and assessing 
influences which are likely to affect the research study. Furthermore, success criteria are defined and 
evaluated in the effects of the design model. The model is then evaluated concerning functionality and 
consistency (support evaluation). Finally, the Descriptive Study II evaluates whether the developed model 
can be used for the planned state (application evaluation) and whether it is useful in contributing to 
achievement (success evaluation) (Blessing et al. 1995). 
 
Figure 3.4: The Design Research Methodology (DRM) framework and connections  
(adapted from Blessing and Chakrabarti 2002) 
 
In contrast of the described research methodologies, in the step-wise, the Design Research Methodology 




different natures of research projects. DRM supports the need for formulating measurable success criteria; 
the importance of descriptive studies to increase our understanding of design processes for a researcher; the 
systematic development of design and the various types of evaluation; this is expected to improve the 
industrial changes of manufacturing system (see Figure 3.4). 
 
3.3.3 The Methodology for this Research (DRM) 
The Design Research Methodology (DRM) has been selected for this research study (Blessing and 
Chakrabarti 2009) due to its detailed elaboration including methods, deliverables and potential iteration 
ability. An in-depth study of a research project may require a comprehensive study or a review-based study 
that only a literature review is conducted at this stage., Blessing and Chakrabarti (2009) develop seven 
design research types Table 3.1). The first four are recommended for PhD projects, however, research 
projects of Type 5 and 6 are highly desirable but often unattainable in PhD projects due to time and resource 
constraints. Although, research projects described as Type 7 involve a comprehensive study involving three 
of the DRM stages. The other types are preferable but resource-consuming, potentially going beyond the 
scope of a PhD (Table 3.1). In Table 3.1, a comprehensive study states that a combination of literature 
review and additional work done by the researcher (e.g. empirical study) is carried out for the specific stage. 
An initial study indicates that only the initial steps related to a given stage are performed in preparation for 
use by others. The broken arrows point to possible next steps.  
 
Type 5 is selected as this project’s scope. Despite the limited existing support work, it was likely that 
adequate literature could be reviewed to gain an understanding of the subject of resilient manufacturing 















Table 3.1 Types of research projects and their focuses on design research methodology (DRM) 
(adapted from Blessing and Chakrabarti 2009) 










study into criteria 
 
Success and measurable 









study of the existing 
situation 
 
Criteria can be established, 
but a better understanding 
of the existing situation is 
necessary to identify the 
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from the literature review 
and reasoning is sufficient 
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an evaluation of its 












support based on a 
comprehensive 
study of the existing 
condition 
 
The aim is to develop 
support, but the 
understanding of existing 















The understanding of the 
existing situation obtained 
from the literature review is 
sufficient, and the project 
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Figure 3.6 shows a broad view of the DRM stages with related research questions within the structure of 
this thesis.  
2. Research Clarification: This stage started with exploring manufacturing and engineering design 
literature to focus on designing resilient systems and change management in resilient systems to 
understand the key subjects in the fields. Frequent discussions with the thesis supervisor and with 
industrial contacts (UOP Honeywell and Laing O’Rourke) have supported the development of this 
research project (for instance, enabling the management of change while implementing the company’s 
specific operation system by designing a resilient manufacturing system in Honeywell UOP). 
Accordingly, research questions and scope, and also the first two detailed research questions, which 
directed the Descriptive Study-I, were formulated and an overall research plan was developed. The 
results of this stage have been outlined in Chapter 1 and further discussed in this chapter. 
3. Descriptive Study-I: A systematic literature review on RMS and existing supported engineering 
change methods was conducted based on the Research Clarification which increases the understanding 
of the research problem in-depth within a typical design organisation using a reference model and 
theories. Descriptive Study-I was achieved through the research supervisor and company interviews 
with an extensive literature review. Motivated by the lack of research in the field of design 
manufacturing systems and methods, the literature review was conducted within a broad field of 
engineering design and EC methods and included modelling and simulation Some of the findings were 
presented in Chapter 1 under the research background and motivation. The outcome of Descriptive 
Study-I attempted to address the research question 1 and 2 engineering change methods which are 
drawn from a broad literature review. However, more research regarding the requirements of the 
method is needed to understand the problem at hand.  
4.  Prescriptive Study: Based on the Descriptive Study I, the design requirements were developed for a 
comprehensive evaluation of a system change method to answer research question 3 (Chapter 4). The 
requirements were derived to develop a suitable design concept to support the delivery of RMS, which 
addresses research question 4 described in Chapter 5. The conceptual description of the method was 
then converted into detailed definitions which can be specified in practice and implemented 
computationally, resulting in the proposed SCM (Chapter 6). The detailed elements and the detailed 
application of the analysis toolbox were defined to understand the chosen change method for RMS 
which provides the answer to the research question 5.  
5. Descriptive Study-II comprises the stages of applying and evaluating the method in an industrial 
setting. The proposed method is verified by applying it to three case studies in real-time and reviewing 




the research via application in industry. The modelling framework and software tool was validated by 
application to three industry cases, which extended the approach as part of the novel research (Chapter 
8). In each case, a different user applied the approach over several months to support two system 
improvement cases in collaboration with Laing O’ Rock and Honeywell. It has thus been possible to 
evaluate the approach within its intended application context. During this stage, the supervisor and 
industry interviews supported empirical studies wherein the method and the design concept was applied 
to industry. In addition, through many informal discussions with experienced researchers, this was 
combined with an objective evaluation of the usage of the CAM software. 
 
 





3.4 Chapter Summary 
The general methodological challenges of this research are discussed in this chapter. Design Research 
Methodology (DRM) was adopted as a research methodology which provides a systematic direction to both 
the theoretical and empirical parts of this research project. It structures design research, taking it through 






































4.1 Chapter Overview 
This research has established the requirements to develop a system change method (SCM) for designing 
resilient manufacturing systems (RMSs). Chapter 2 explored the potential engineering change management 
(ECM) methods based on comprehensive literature analysis and understandings from industrial case 
studies. Using the change method development process illustrated in Figure 4.1, this chapter identifies the 
method requirements for assessment of the six ECM methods with the highest potential. This chapter relates 
to the key research question RQ3: What are the requirements for designing a Resilient Manufacturing 




Figure 4.1: The System Change Method (SCM) Development Process 
 
Hereafter, the chapter is structured into three remaining sections. Section 4.2 presents a requirement 
identification and information management process to support the generation of a broad list of requirements 
of Engineering Change Methods (ECM). Section 4.3 describes an assessment of current ECM methods 




4.2 The Identification of Requirements for Engineering Change Methods  
The method requirements are critical in the selection of an adequate method (Ulrich and Eppinger 1995; 
Pahl and Beitz 1998; Otto and Wood 2001; Ullman 2003, Hull et al. 2004; Morkos et al. 2012). Method 
requirements are defined against project goals and are often updated due to the iterative behaviour of the 
design process, (Hein et al. 2015). These requirements are frequently caused by changes to stakeholder 
expectations, so a systematic approach can support better determining the expectations of the stakeholders 
(Hull et al. 2004). It is difficult to predict the impact of any change just based on the available information 
and how requirements are structured, formalized and documented (Rios et al. 2007). Change requirements 
are expected to occur at any stage of the product lifecycle and may cause undesired uncertainty and 
complexity within the design process (Clarkson et al. 2004).  
 
Despite the researcher focus on the requirement analysis and formalisation of methods and tools (Zhang et 
al. 2014), there is little published on model requirements for designing resilient manufacturing systems 
(RMS). Nevertheless, the related publications typically describe requirements of the selected engineering 
change methods (listed in Table 4.3 in Section 4.3). Reviewing this literature wisely supports the 
recognition of the main structures of the ECM methods that provide a requirement list for a reference 
method for system change management. A requirement identification process should recognise change 
progress from conceptual design to detailed design phases (Morkos et al.2012).   
 
To develop a comprehensive list of requirements for a system change method, a requirement identification 
and management process diagram was developed and followed as illustrated in Figure 4.2. The purpose of 
the diagram is to give a direction to designers regarding capturing the requirements of engineering changes 
adequately. In the requirement identification process is to develop requirements data from key stakeholders, 
project objectives, and already developed requirements. The purpose of the diagram (Figure 4.2) gives a 
direction to assist designers step by step regarding capturing the requirements of engineering changes. The 
requirements data were developed from key stakeholders, project objectives, and already developed 
requirements from the related literature. First, the author reviewed engineering changes with stakeholders 
to clearly understand the purpose of changes, causes of changes, the impact of changes, etc. The selected 
references are listed in Table 4.1 were analysed to draw up requirements based on the stakeholder’s 
expectations on engineering changes for the purpose of developing a resilience model. 
 
The listed requirements don’t have to be perfect at this step, just documented. Each identified requirement 




refined list of requirements was allocated to categorized and validated with the thesis supervisor and EDC 
researchers. The reviewed and approved requirements are framed into the specific context to help facilitate 
the understanding of the relationship among requirements in relation to the engineering change (see Figure 
4.3). In order to assure consistency of model requirements were evaluated with the support of the thesis 
supervisor and EDC researchers. Before comparing the current engineering methods alongside the 
identified requirements (Figure 4.2), the framed requirements were reviewed whether meet the overall 
objective of the system as well as the stakeholders' needs in the validation step. 
 
 
Figure 4.2: Requirements Identification and Information Management Process 
 
Subsequently, the author strategically evaluated the list of 21 requirements into five categories and 
developed a holistic contextual framework (Figure 4.3). The core of the framework is to define the 
requirements of a reference model for designing resilient systems. The framework presents the inputs of 
the five types of requirements, which are Functional, Operational, Technical, Physical, Model 
Development. Functional requirements were considered in the model requirements to see if the systems, 




reviewing system performance and resilience to understand a system's ability to cope with change, model 
availability, and change-cost impact analysis are vital in the operational view of model requirements. In 
model development, a visual representation of a system should be considered in the first step in terms of 
understanding the complex system architecture and the connectivity of system elements. As stated in Figure 
4.3, the Eight most common Model Development and Application requirements were gathered from the 
related literature and listed in Table 4.1. 
 
Figure 4.3: A Framework for classifying requirements of a system change method (SCM) 
 
The thesis advisor and author listed requirements with final review and placed them in Table 4.1, with 21 
requirements under 5 categories. The table states the related references for the rationale of each requirement. 
Some model requirements were added from the extensive requirements-based development of an 
Engineering Change Method (ECM) tool by Hamraz et al. (2013b) and Shapiro (2016) transferred from the 
product-domain and process-domain into the system-domain. In the research literature, other EDC authors 
(Jarratt 2004; Ariyo 2007; Ahmad 2011; Koh 2011) revived the selected requirements in their PhD thesis 





 The 21 requirements were used as criteria to rate a collection of the most influential existing ECM methods 
(Table 4.2) The requirements are simply grouped into the five categories. Altogether, these requirements 
ensure that the change method is usable to support the management of engineering changes in the industry 
(operational requirements), competency of modelling for designers in practice (functional), reliability and 
availability of the model (technical requirements), visualising system interface (physical requirements), and 
easy to develop & apply (model development). 
 
Table 4.1: The list of requirements for a reference system change method 





















• System design process  
• Managing system complexity  
• System domains, elements  and interaction  
• Structural and behavioural viewpoint  
• Functional system structure 
• Functional  and different level of decomposition 
• System analysis and design techniques 
 
Wiesner et al. 2017 
Holder et al. 2017 
Zhang et al. 2014 
Vallhagen et al. 2013 
Morkos et al. 2012 
Albers et al. 2011 
Fiksel 2000 
Morkos and Summers 2010  







• Model changes in system life-cycle properties 
• Structural changes (adding removing activities) 
• Modelling capability 
• Change propagation capability 
• The range of different changes covered 
• Predicting change propagation capability 
 
 
Clarkson et al. 2004 
Koch et al. 2016 
Hein et al. 2015 
Ahmad et al. 2013 
Hamraz et al. 2013 
Wynn et al. 2010 
Giffin et al. 2009 
Eckert et al. 2004 










• Provides analyses to systematically identify high-risk 
elements and system improvement, 
• Quantitative an expression of change and constraints. 
Predicts propagation paths, 
• Change impact analysis to improve system 
performance. 
• Domain base system analysis, dependency analysis 
 
Clarkson et al. 2004 
Spena et al. 2016 
Hamraz et al. 2013 
Koh et al. 2012 
Yang and Duan 2012 
Reddi and Moon 2009 
Kilpiner et al. 2009 
Aryani 2009 
Ollinger and Stahovich 2004 




















and Execution   
 
 
• Product and process requirements, structure, 
organisation performance, 
• Techniques applied during a systems development 
life cycle 
• System Execution  
 
Fiksel 2000 
Chalmeta et al.1997 







• The system capability to recover their functions after 
partial damage to lead to successes from failures,  
• System ability to cope with change 
Gu et al. 2015 
Zhang and Luttervelt 2011 
Fiksel 2000 







• Identify changed elements, read imposed change risk 
to other elements, 





Clarkson et al. 2004 
Hamraz et al. 2013 






• Change -cost impact analysis 
(i.e. material cost, personal cost) 
 
Clarkson et al. 2004 





















• Traced throughout the life cycle of product, process, 
and organisation. 
 







• Information for System life-cycle. 
• Sufficient qualitative data from expert interviews. 
• Results from the different users 




• Requirements are identified, documented, 
maintained, communicated, validated and tracked 
throughout the life cycle of a system, product, or 
service. 
Holder et al. 2017 
Maalem and Zarour 2016 












System Design  
 
• System Design Process. 
• System design objects and activities, 
• System control and recovery. 
• Complex system representation 
Morkos et al. 2014 
Zhang et al. 2014 
Vallhagen et al. 2013 
Rios and Lopez 2007 




















• The representation of the desired or existing physical 
solutions, 
• Architectural representation. 
• Functional structure 
• Process architecture 
Hein et al. 2015 
Benkamoun et al. 2014 
Nadge et al. 2012 
Fei et al. 2011b  
De Weck et al. 2004 








• Modelling element interactions on large systems, 
• Dependencies between parameters, parts, documents 
and roles must be developed in advance based on a 
similar system, 
• Inter-layer connectivity between domains  
• intra-layer connectivity between elements 
Clarkson et al. 2004 
Ahmed et al. 2009 
Bock and Feeney 2013 
ElMaraghy et al. 2012 
Furtmeier and Tormmelien 
2010 
Rouibah and Caskey 2003 





• The systematic use of decomposition, abstraction, 
and projection allows complexity to be dealt with by 
making problems simpler  
• Integrated development tools for a complex solution,  
• Functional decomposition, 
• Hierarchical decomposing. 
• The range of levels of decomposition supported. 
 
Brace and Cheuter 2012 
ElMaraghy et al. 2012 
Fei et al. 2011b 
Marden et al. 2009 





































Resources: Tools,  
Software 
 
• Expert interviews, documentation and tools to 
capture data, 
• Information (from Stakeholders, market analysis, 
colleagues, expected solution, and designers own 
documents),  
• Artefacts information: existing specification, 
proposed solution, existing product (i.e. benchmark), 
previous projects, design guidelines, and user 
guidelines), 
• MSD is determined based on products and process 
plans information, quality, and customer satisfaction,  
• Constraints (i.e. financial and technological ) 
• Simulation,  
• Organisational information,  
• Process integration, 
• Business practice and resources 
 
Hamraz et al. 2013 
Brace and Cheutet 2011 
Kocar and Akgunduz 2010 
Hu et al. 2011 
Clarkson et al. 2004 
Gu et al. 2001 
Deno 2001 
Cohen et al. 2000 






Easy to Model 
Development 
• Built and analyse the method by any design manager, 
engineer or researcher, given that a sufficient manual 
is provided. 
 
Hamraz et al. 2013 




• The method application approach ensures that 
resulting system models are internally consistent and 
also consistent with other existing system 
representations and/or the design teams. 
 
Hamraz et al. 2013 










Results for Solution 
• Enable the development and testing of alternative 
solutions 
• Solution finding capabilities 
• Solution selection process 
 
Ahmad et al. 2010a 
Ollinger and Stahovich 2004 
Koh and Clarkson 2009 





• A model of an existing system can be adapted to 
analyse a new one (i.e. existing models can be re-
used easily). 
• The model can easily be changed or updated. 
 
Clarkson et al. 2004 
Ahmad et al. 2010a 
Hamraz et al. 2013 




• Numerical connection values and algorithm for 
change risk calculation 
• Quantitated results 
 
Clarkson et al. 2004 






• The benefits of method development (e.g., alignment 
of stakeholders, decision support information 
development) 
• Cost of model development (i.e. personnel costs) 
Clarkson et al. 2004 
Hamraz et al. 2013 
Ahmad et al. 2013 
Reddi and Moon 2009 
Rios and Lopez 2007 
 
 
The main point is to develop a reference change method to manage changes in the manufacturing and supply 
chain environment effectively and efficiently. Accordingly, the selected method should be applicable, 
provide valuable solutions and be economical to users. The defined method requirements are addressed to 
the design process requirements that support the development of a conceptual design for a systematic 
change analysis process (Chapter 5). The synthesis of the design process requirements and system change 
method requirements indicate the system change method, which was also checked in the practical relevancy 
based on the three industrial studies (Chapter 7). 
 
4.3 Comparative Assessment of current ECM Methods  
This section identifies and compares different conceptual ideas to fulfil each identified requirement using 
a comparison table to develop an alternative concept for designing an RMS for changes. The 21 
requirements and five categories described in Table 4.2 were used as standards to rate the most capable 6 
ECM methods. These methods were selected from the identified 16 ECM methods through the literature 
review (Chapter 2) and consist of ADVICE, C-FAR, CPM, DSM/MDM, Redesign IT, and the methods 
from Chen & Li. These six methods were carefully reviewed based on the available information which 
included all publications. The comparison of the methods against the identified model requirements is 
presented in Table 4.2. 
 
The weighted sum scores show the relative gaps between the methods (Table 4.2). The weighted sum scores 
mean items with lower loadings on the factor have the same weight as the items with higher loadings. So, 
all items have the same weight when the factor scores are computed. However, items with higher loadings 




were reviewed and a colour shade scale is used from poor (1) to excellent (10) to rate these concepts. For 
each requirement, weighted sum assessment result (Good + Excellent) are stated at last row of Table 4.2. 
The colour code rating outcome recommends that CPM (103 in the weighted sum assessment result) is the 
most suitable of all, followed by the method from DSM/MDM (90 in the weighted sum assessment result),  
Chen &Li (66 in the weighted sum assessment result) and Redesign IT (56 in the weighted sum assessment 
result). However, the weighted sum assessment results in Table 4.2 shows that some methods score better 
than CPM consider weighting some of the criteria. CPM could be improved in terms of System Performance 
and Execution  (requirements 4), levels of decomposition (requirements 14), System Elements and 
Dependency (requirements 13), and  Results for Solution (requirements 18). The MDM method can 
improve the CPM with regard to physical representation (requrememts 12, 13, 14) where CPM has 
competitive gaps. Furthermore, it can be taken from the rating that for the 15 criteria, the best mark of 
excellent (5) is not achieved by any method. For each of these methods, a detailed evaluation table was 
prepared. The detailed assessment of the justification of CPM is shown in Table 4.3. The equivalent tables 
for the remaining five methods can be found in Appendix 3, 4, 5, 6 and 7. 
 
Acknowledging, the constructing adequate comparisons is quite demanding due to different amounts of 
available information for different methods. Additionally, the ranking was assessed by only one person, 
and therefore the assessment might be affected by subjective decisions according to personal experience 
and might be biased because the rating was led by only one person. Although, this comparison is sufficient 
for the use in this thesis. For consultancy or other purposes, the assessment could be led by more assessors.  
 
Table 4.2: Requirements identification for Engineering Change Method 



















     
 
2 Change Modelling 
Competency 
     
 
3 Change Analysis 
Competency 
 








System Performance and 
Execution   
     
 
5 Built Resiliency 
(Robustness and 
Adaptability) 





























The range of Product,  
Process, Organisational 
 
     
 





     
 
10  Documentation, 
Regulation. 







System Design  




     
 
13 System Elements and  
Dependency 











Resources: Tools,  
Software 
 
     
 
16 Easy to Model 
Development 




     
 
18 
Results for Solution 




      20 Numerical Analysis 
Competency 
      21 Cost-Benefit of Model 
Development 
      Weighted sum assessment result 
(Good + Excellent) 
 
110 90 66 56 38 14 
 
Rating Scale      
Poor (1)           Fair (3)        Average (5)      Good (7)      Excellent (10) 
 
  
It is important to note the CPM method has been part of other research projects. Clarkson et al. (2004) 
focused on components and structural interactions between them for change propagation with CPM. The 
technique has been used in numerous industry case studies with promising results, for instance: a helicopter 
(Clarkson et al. 2001a), a railway valve (Jarratt et al. 2002), a diesel engine (Jarratt et al. 2004a) and an 
injector (Keller 2007). Jarratt (2004b) applied the method in several industrial contexts by presenting 
connection types about change dependencies between elements. Flanagan et al. (2003) and Hamraz (2012b) 
explored how to integrate functional reasoning into the change prediction model. Hamraz (2012b) modelled 




propagation as it spreads between the elements along with the connections of the network. Ariyo et al. 
(2008) have improved the approach by developing a hierarchical method which allows risk prediction 
across multiple levels of decomposition (i.e. components, systems, and product). Koh et al. (2012) 
combined the method with the house of quality to assess different change options in the light of product 
requirements. Ahmad et al. (2013) enhanced the method by incorporating the information domains of 
requirements, functions, components, and the detail design process. Maier et al (2014) applied the technique 
in the combined effects of progressive iteration, rework and change propagation during the design of 
interconnected parts in a product architecture. 
 
Some other researchers used methods that are related to CPM techniques. The well-known approach is that 
the Change Propagation Analysis replaces the direct likelihood and impact values with relations dependent 
on the type and level of change (Rutka et al. 2006). In addition, the method proposed by Reddi and Moon 
(2009) considers different types of changes. Their model captures dependencies rated on discrete levels 
(i.e. low, medium, and high) between component attributes for different types of changes (e.g. material, 
shape, and geometry). Another approach which has similarities to the CPM was suggested by Cheng and 
Chu (2011). They proposed a change impact analysis based on the theory of weighted networks and three 
changeability indices derived from it. A product is modelled as a weighted network of parts, subassemblies, 
or subsystems. While in CPM dependency relationships between those items are captured by change 
likelihood and impact values, this approach uses coupling degrees. 
 
Table 4.3 illustrates, the detailed assessment of CPM for five categories and 21 requirements with the 
rationals for score. The method has excellent score in four categories: One in technical representation of 
the range of Product, Process, Organisational due to the relative simplicity of technique makes it applicable 
to products, process, and organization of very high complexity. CPM has better score in three categories of 
model development and application: Resources- Tools, Software [CAM tool and CPM module are freely 
available, to capture two matrices (DSMs) can be used]; Easy to Model development [two DSMs with direct 
likelihood and impact values are elicited]; Numerical Analysis Competency[in numerical connection values 









Table 4.3: Rating and rationales of CPM 
No Category Requirements  CPM 






System Modelling Competency 
 
 Average: system model shows the connections between elements or 
systems, but at a high level only without hierarchical 
decomposition. 
 2 
Change Modelling Competency 
 Good: change propagation along with all possible connections; but 
only at the element level 




 Good: based on estimated direct likelihood and impact values; 
considering all direct and indirect connections, but limited accuracy 





System Performance and 
Execution   
 
Fair: only one level  of a system can be executed 
5 Built Resiliency (Robustness 
and Adaptability) 
 Good: quantify and examine the system abilities to engage to 
change and to demonstrate that different operational policy. 
6 
Model Usability 
 Good: run calculation; identify the changed element, read 
compulsory change risk to other elements. 
7 
Economic Viability 
 Average: the relationship of operational change to cost was highly 






The range of Product,  
Process, Organisational 
 
 Excellent: relative simplicity of technique makes it applicable to 
products, process, an organisation of very high complexity 
9 Available Information, Data 
etc. 
 











System Design  
 
Good: manually modified to adapt to other systems 
12 
Architectural 
 Average: not able to show multiple connection  types between 
elements 
13 System Elements and 
Dependency 




 Fair: only one level at a time which could be systems or elements 





Resources: Tools,  
Software 
 
 Excellent: any tools to capture two matrices (DSMs) can be used, 
CAM tool and CPM module are freely available 
16 
Easy to Model Development 
 Excellent; two DSMs with direct likelihood and impact values need 
to be elicited 
17 
Consistency 
 Good: couple connectivity development without any sources of 
discrepancy 
18 
Results for Solution 
 
Poor: only predicts change paths and shows no solutions 
19 
Adaptability 
 Good: existing models can be used to a certain extent and need to 
be manually modified to adapt to other systems 
20 Numerical Analysis 
Competency 
 Excellent: numerical connection values and algorithm for change 
risk calculation 
21 Cost-Benefit of Model 
Development 
 Good: low cost (only expert interviews but no buying or 
programming of tools needed) and high benefit (change model; 
product model, communication support etc.)   
 
Rating Scale:    




4.4 Chapter Summary 
Through representing the literature review and industrial experiences, this chapter has identified 21 
requirements for ECM methods. These requirements were classified into the five categories relating to (1) 
functional (2) operational, (3) technical, (4) physical representation and (5) model development. Following 
this, these requirements were used as standards to evaluate current ECM methods. The rating of six selected 
methods suggests that CPM is overall relatively the most suitable method, but for some criteria, the 
standards are established by other methods. Thus, this chapter has responded to the third research question, 
which is “RQ3: What are the requirements for delivering an engineering method for RMSs? And to what 
extent do existing change methods satisfy these requirements?” The next chapter plans to investigate a 
suitable concept(s) for the application of the system change method that meets the requirements for 




























5.1 Chapter Overview 
A combination of the Change Prediction Method (CPM) and the Multi-Domain Matrix (MDM) has been 
selected as the system change method, as discussed in the previous chapter. This chapter develops a design 
concept to implement the system change method (SCM). The exploration of the most suitable concepts 
relates to the fourth research question (RQ4: What are the suitable concepts for a change approach to 
support the delivery of a Resilient Manufacturing System (RMS)?). As Figure 5.1 illustrates, the design 
process requirements support assessing existing concepts to select the most suitable one. 
 
 
Figure 5.1: The concept development process 
 
This chapter is structured as follows.  Section 5.2 presents a systematic concept selection process to decide 
on the most suitable concept. Then, each step of the selection process is reviewed in Section 5.3 which 
explores identifying the design criteria to answer ‘What are the design process requirements? Section 5.4 
takes us from creating a solution to address ‘How can the design process requirements be met? through to 
assessing the selected concepts against the design process requirements. Section 5.5 evaluates the selected 
concept to determine ‘How well are the design processes requirements met?’ Section 5.6 considers ‘What 
should we do next?’ to manage the concept for the implementation of the system change method. Lastly, 
























5.2 Concept selection process 
The proposed method assists designers in predicting undesired change propagation effects, especially those 
which can influence the system life-cycle properties during the introduction of new changes. For a system 
change process to be successful, a systematic way of guiding the researcher is needed. Therefore, this 
section suggests a strategic way to develop a concept to set up a change management process in the 
manufacturing environment. A concept selection process has been adapted from the Inclusive Design 
Toolkit (the University of Cambridge) which supports the selection of the most suitable concepts for 
implementing a change method in the process of designing an RMS. The process involves four steps:  first 
step is to explore the design process requirements, gaps and the success criteria that the design solution 
should satisfy. In the second step, create a possible solution to meet the identified requirements. The third, 
the evaluation step, is about examining the selected concept to determine how well it meets the requirements 
and, lastly, manage is about what should be done next.  
 
5.3 Explore ‘What are the design process requirements?’ 
The motivation of this section is to develop a broad understanding of the design criteria for implementing 
a system change method. One major theoretical issue that needs to be addressed in designing a resilient 
system is the design requirements of dealing with system complexity and system changeability. From the 
perspective of a Resillient Manufacturing Systems (RMS), the property of resiliency is related to the ability 
of a system to identify changes that can affect it to know how to identify the occurrence of changes, how 
to provide better support to reduce the negative impact of the change (Hollnagel and Woods 2006), and 
how to the change behaves within the system. Therefore, this section explores the design criteria of 
resilience-driven systems to design complex engineered systems. As discussed in Chapter 2 indicates that 
a system change method in a multi-layered system can be determined by understanding the mechanism of 
predicting change propagation. The principle of the system change method (SCM) is illustrated in Figure 
5.2. Accordingly, in this thesis, the design process requirements of the system change method set up the 
understanding behind predicting change propagation through modelling and change analysis, dealing with 






Figure 5.2: The principle of the system change method (SCM) 
 
The following subsections search the design process requirements to deal with complexity, changeability 
and predicting change propagation. The design process requirements will thus subsequently be assessed 
using the identified method requirements presented previously in Chapter 4. 
 
5.3.1 Design process requirements for ‘Managing Complexity’  
As systems continue to grow in size and complexity, they develop increasingly greater risk management 
challenges (Madni and Jackson 2008).  Given this size and complexity, it is also a challenge for the system 
architecture to embrace the company’s business strategies. The need to manage complexity is met by using 
such a method for the analysis, control, and optimization of complex systems. Managing and controlling 
complexity in manufacturing businesses involves an understanding of the types and sources of complexity 
and, accordingly, developing appropriate methodologies. Two types of complexity in the design are 
described by the authors Simon (1996), Holland (1998), and Eckert et al. (2006): (1) the structural 
complexity of parts and connections; and (2) the dynamic complexity of behaviour. Below, these two types 
of complexity are defined separately to better understand and generate the design process requirements. 
1. Structural Complexity The complexity of manufacturing systems increases due to constant changes 
within the system design process. The impact of any engineering change heavily depends on the system 
architecture and its complexity within the design. An architectural representation of manufacturing system 
design (MSD) enables the capture of complex system structure and degree of complexity among the 
different domains alongside their connectivity (e.g., product, functions, processes, or people and the 
connectivity between them). A design concept can increase understanding of the architectural system design 
process at different levels through different domains and, all through the process, can define how change 
may propagate between them. Thus, representing the manufacturing system design process across different 
Predicting Change 
Propagation 



















It is desirable to examine the connections, elements and the system life-cycle properties within complex 
manufacturing systems. As noted in Chapter 2, the structural complexity of a system depends largely on 
the architectural forms at various levels of system decomposition, and a hierarchal decomposition of the 
architectural system is a well-known method for understanding structural complexity. 
 
The requirements of hierarchical decomposability of a system help determine the design process of complex 
systems. The aspect of a concept is to decompose systems into a more manageable level of complexity: for 
instance, manufacturing systems can be decomposed into three levels: product complexity, process 
complexity and organisational complexity. The design of a concept for a system involves the relevant 
elements and their connections within these three levels of manufacturing complexity. Each element can be 
a sub-system itself and contains hierarchically arranged elements (and connectivity where necessary), 







Clarkson et al. (2004) classify the types of connectives between pairs of elements as being either direct or 
indirect dependencies. Complexity usually arises from the high quantity of indirect elements and 
dependencies. In addition, complex systems are frequently characterised by a lack of knowledge concerning 
the systems’ dependencies. Manufacturers need to understand how design issues (or changes) interact with 
various elements and the interrelation among the elements of a manufacturing system to make a strategic 
decision. A concept needs to address the identification and analysis of the type of dependencies (e.g. direct) 
that can exist between two or more system elements. In addition, the concept enables the integration of the 
core system layers (domains) (e.g. product, process, and organization) into one system to examine the 
system design process. The high level of connectivity between parts, product, system and subsystems may 
Design Process Requirements-I (DPR-1):  
A concept is capable of visualising the design process architecturally 
to capture the system domains, its elements and connections. 
 
Design Process Requirements-II (DPR-1I):  
A concept enables the structural decomposition of a system 





create complexity because the time, cost, and resources that need to be allocated to effect the change are 







1. Behavioural Complexity: The nature of change behaviour increases the complexity of system 
design by creating additional connectivity among system elements (Eckert et al. 2005). It is difficult to 
predict how a complex system will evolve. The key desirable emerging behaviours of complex 
manufacturing systems are robustness or adaptability (Chapter 2). Manufacturing systems are designed 
to satisfy customer demands in a robust or adaptable manner. The demand for robust or adaptable 
systems is directly related to the control of its complex interdependency network. A requirement arises 
as to how the different element connections can define constraints on behaviour. A novel approach 
needs to capture the resilient behaviours of a complex manufacturing system by assessing the 






5.3.2 Design process requirements for ‘Managing Changeability’ 
Manufacturing systems operate in a constantly changing environment and changeability is desirable in 
many engineering systems. Changes occur over time in dynamic changing environments (Simon 1996; 
Holland 1998; Eckert et al. 2006). So, in a dynamically changing environment, designing a changeable 
system supports meeting the company’s business strategies and the stakeholders’ needs. To this end, the 
design of a system requires a continuous evolution of system architecture (Fricke and Schulz 2005). The 
evaluation of system architecture through connectivity between the system layers and elements involves 
analysis and identification of the dependencies (direct or indirect) that can exist between two or more system 
layers and elements. A systematic dependency analysis can increase the understanding of the change 
patterns through the network of elements allowing insight into connections. The dependencies between the 
system elements and layers are identified through the knowledge of designers. A dependency analysis 
Design Process Requirement-III (DPR-III):   
A concept capable of capturing dependencies between system 
elements and system layers (domains). 
 
Design Process Requirement-IV (DPR-IV):   
A concept is capable of defining characteristic system behaviours that 




method or an effective change prediction analysis method assists in characterising the relationship between 






Designing systems for successful changeability can be achieved by understanding the complex system 
behaviours (Ross and Rhodes 2008). As stated in Chapter 2, robustness or adaptability as a key system 
behaviour for changeability in designing an RMS. A connectivity modelling concept is capable of 
quantifying and examining the changeability behaviours to develop a tangible value-added decision. A 
network-based analysis can be used to quantify and examine system architecture by Understanding the 








One significant cause of the problem in managing change originates from a lack of understanding of the 
possible risk estimation through the connectivity between products, processes and organisation in a 
manufacturing business. Risk estimation and assessing changeability behaviour requires systematic, 
analytical support to understand changeability across system architecture. An integrative change approach 









Design Process Requirement -V (DPR-V):  
A concept enables the identification of direct and indirect connected 
elements with an effective change prediction analysis. 
 
Design Process Requirement-VI (DPR-VI):  
A concept enables quantification and examination of the connectivity 
within the system architecture to define the elements that are to be 
affected by changes 
Design Process Requirement-VII (DPR-VII):   





Measuring the predictability of change propagation paths between the elements is desired to design a robust 
or adaptable system. Given this, how do changes propagate, and unwanted behaviours emerge into the 
system architecture? These behaviours can be taken into consideration during change propagation path 
investigations. A technique needs to be able to identify the most affected elements through change 





The eight design process requirements have thus been developed through an analysis of managing 
complexity and changeability in system design. A concept can link to the modelling requirements that 
support the development of change prediction methods (Koh et al. 2012). Table 5.1 presents the link 
between the design process requirements and the system change method requirements. 
 
Table 5.1: Design process requirements addressee to the method requirements 
  
No 


















A concept is capable to visualise the design process 
architecturally to capture the system domains, its elements 
and connections. 
System Design,  
System Modelling Competency 
Architectural Representation,  




A concept enables to structurally decompose system 
architecture hierarchically into the more manageable level. 
 
System Design 
System Modelling Competency,  
Decomposing 
Available Data/ Information 
Architectural Representation,  
The range of product, process and organisation 
System Elements and Dependency,  
DPR-III A concept is capable to capture dependencies between 
system elements and system layers (domains). 
 
System Design,  
System Modelling Competency  
System Elements and Dependency,  
Architectural Representation,  
The range of product, process and organisation 
Available Data/ Information 
DPR-IV A concept is capable to define characteristic system 
behaviours that responses to changes. 
 
System Design 
Model building and application 
Ease to model building,  
Model Usability  
Built Resiliency (Robustness and Adaptability) 























DPR-V A concept enables to identify direct and indirect connected 
elements with an effective change prediction analysis. 
 
Architectural Representation, 
Available Data/ Information 
Change Modelling Competency 
Change Prediction Analysis Competency 
Resources: Tools, Software, 
Design Process Requirement-VIII (DPR-VIII):   




Results for solution 
Numerical Analysis Competency 
DPR-VI 
A concept enables to quantify and examine the connectivity 




Available Data/ Information 
Change Modelling Competency 
Change Prediction Analysis Competency 
Numerical Analysis Competency 
Resources: Tools, Software, 
Model Usability 
DPR-VII A concept enables risk estimation within multi-layered 
system connectivity. 
 
Change Modelling Competency 
Change Prediction Analysis Competency 
Numerical Analysis Competency 
Resources: Tools, Software, 
Model Usability 
Numerical Analysis Competency 
DPR-VIII  
A concept enables propagation path investigation. 
 
 
Change Modelling Competency 
Built Resiliency (Robustness and Adaptability) 
Change Prediction Analysis Competency 
Resources: Tools, Software, 
Numerical Analysis Competency 
Model Usability 
Results for Solution 
System performance and Execution 
Benefit-Cost of Model Development 
 
 
5.4 Create Concept 
This section answers the question how can the design process requirements be met? (Create).  The design 
process requirements (DPR) identified in Section 5.3 will be assessed against the potential concepts. The 
concept is capable of supporting the system change method to assess change risk in multi‐levelled system 
descriptions. In the previous chapter, CPM and MDM met the method requirements in the method selection 
process and their combination was chosen as a system change method (SCM) for this thesis. On the other 
hand, CPM (Clarkson et al. 2004) and DSM/MDM (Steward 1981; Maurer and Lindemann 2007) 
approaches are also used as a prediction methodology in the context of Engineering Change Management. 
The following briefly reviews these two in the context of design process requirements. 
 
5.4.1 Concepts of change method  
 
CPM approach 
CPM developed at the Engineering Design Centre EDC in Cambridge (UK) accompanies the engineering 
change process in three steps. The approach is structured in three stages: an initial analysis: a case by case 
analysis; and the actual redesign. The initial analysis includes the construction of the product model, the 
completion of the dependency matrices, and the computation of the predictive likelihood and impacts 




specific case contributes to identifying the initiating changes and predicting those changes with direct 
dependencies. The result of the case analysis is the creation of a case risk plot which presents the predicted 
likelihood and impact of change effects to compare the risk of change to different elements. The last stage 
represents the redesign of a prototype product based on the predicted change 
 
MDM Approach  
The Multi-domain Matrix (MDM) is an extension of DSM modelling in which two or more DSM models 
in different domains are represented concurrently. DSM-based models have now been extended to two or 
more domains, which have been termed MDM models by Maurer (2007). The MDM and DSM are often 
used to examine the structure of a system design process. Though, the DSM cannot handle among the 
complex system elements in various expectations. MDM provides a system’s structure across multiple 
domains, summarising each s analysis into one DSM that represents multiple domains at a time (Eichinger, 
Markus & Maurer, Maik & Lindemann, U. 2006, Maurer and Lindemann 2007).  
 
MDM is characterised by the ability to decompose systems and capture functions and parameters; 
hierarchical decomposition of the approach can only be built by an expert and could be very complicated. 
The redesign strategies could be useful for decision making and efficient change management. Change 
propagates only between parameters and functions but not within each of these domains (Clarkson et.al. 
2005). The solution finding capability of the concept is very good when designing strategies and it supports 
identifies parameters that need to be changed to meet new requests.  
The illustration of DSM / MDM with detailed explanation can be found in the literature - section 2.5.4 
Connectivity Model. 
 
5.4.2 Review the concepts with the design process requirements 
A concept with well-defined stages guides the designer in implementing methods. The design process 
requirements were defined according to the specific needs of the suggested method, which describe 
conditions for method inputs, applications and outputs. The two conceptual ideas (CPM, DSM/MDM) were 
rated against the eight identified design process requirements as presented in Table 5.2.  
 
The weighted sum scores show the relative gaps between the methods (Table 5.2). The weighted sum scores 
mean items with lower loadings on the factor have the same weight as the items with higher loadings. So, 
all items have the same weight when the factor scores are computed. However, items with higher loadings 




were reviewed and a colour shade scale is used from poor (1) to excellent (10) to rate these concepts. For 
each requirement, weighted sum assessment result (Good + Excellent) are stated at last row of Table 5.2. 
It should be noted that this rating was led only by one person and the assessment is subjective. Nevertheless, 
for the comparison of two concepts for this thesis, it is adequate. The results of the rating including brief 
justifications for each concept and were summarised: the weighted sum assessment scores for a CPM 
approach is (41) and DSM/MDM is (34). The rating results in Table 5.2 show that: 
1. DSM/MDM approach is better in managing complexity, on the other hand CPM approach is better in 
managing complexity (DPR-V, DPR VI; DPR VII, DPR VIII). The both approaches are capable to 
define characteristic system behaviours that responses to changes (DPRIV) 
2. DSM/ MDM, Multi-domain or Multi-layered matrix as a network-based approach has strong capability 
in design process requirements of managing complexity than the CPM approach concerning visualising 
the design process and structurally decomposing system architecture hierarchically (DPR I). The 
techniques also support propagation of properties across levels of hierarchically structured description 
during the connectivity modelling required (DPR II). DSM/MDM approach is a better capability to 
capture dependencies between system elements and system domains (DPR III). 
3. The CPM approach is more capable of estimating and reducing the risk of changes with connectivity 
modelling ability and estimation of risk across all hierarchy levels of a system (DPR-V, DPR VI; DPR 
VII, DPR VIII) 
 







Potential concepts for the 























A concept is capable to visualise the design process 
architecturally to capture the system domains, its 





A concept enables to structurally decompose system 
architecture hierarchically into a more manageable 
level.  
 
DPR-III A concept is capable to capture dependencies (direct 
dependencies) between system elements and system 
layers (domains).  
 
DPR-IV A concept is capable to define characteristic system 
























DPR-V A concept enables to identify direct and indirect 




DPR-VI A concept enables to quantify and examine the 
connectivity on system architecture to define the 
elements that affected by changes. 
  








The weighted sum assessment result 
41 34 
 
Rating Scale:         




5.5 Evaluate ‘How well is the design process requirements met?’ 
The section evaluates the selected concepts to determine how well the design process requirements are met.  
The results are presented in Table 5.3.  
 
Table 5.3.The evaluation of design requirements with the selected concepts 























A concept is capable to 
visualise the design process 
architecturally to capture the 
system domains, its elements 
and connections. 
MLN 
A Multiple-Layered Network matrix decomposes a system into 
its key parts (which may include elements, subsystems) and 




A concept enables to 
structurally decompose 
system architecture 
hierarchically into a more 
manageable level. 
MLN 
Multiple-Layered Network matrix approach combines relevant 
groundwork for managing complex system structures to allow 
for a comprehensive, layer analysis, control and optimization of 
the structural network. The resulting multi-level system elements 
and the hierarchical system decomposition can be used to 
simulate manufacturing system property changes and their 
propagation throughout the system. 
DPR-III 
A concept is capable to 
capture dependencies between 





The flow of information captured in the Multi-layered matrix 
can be used to support the prediction of change propagation 
effects. 




Robustness and adaptability are defined by connectivity within 
manufacturing systems. The demand for robust systems is 




behaviours that responses to 
changes. 
network. MLN and CPM enable to define the ability of a 
manufacturing system to adapt to demand and to demonstrate 




















A concept enables to identify 
direct and indirect connected 
elements with an effective 
change prediction analysis. 
CPM 
The CPM predicts the likelihood of change propagation between 
elements by modelling the direct and indirect dependencies 
between elements in a single layer. MLN expands to view in 
multiple layers.  
 
DPR-VI 
A concept enables to quantify 
and examine the connectivity 
on system architecture to 
define the elements that 
affected by changes. 
CPM 
The data stored in the connectivity model used to predict change 
propagation consists of quantitative values describing the direct 
change likelihood and impact of changes propagating directly 
from one component to another. 
CPM provides an algorithm that allows the calculation of 
combined likelihood and combined impact of change 
propagation based on direct and indirect links. The calculation of 
combined likelihood and impact is the combination of change 
propagation paths. 
DPR-VII A concept enables risk 
estimation within multi-
layered system connectivity. 
CPM 
The CPM is a numerical method which uses an MDM model of 
dependencies between elements to visualise the overall risk of 
change being propagated to other elements when one element is 
changed. CPM produces the Combined Risk Plot which can 








CPM tool generates a prioritised list of all affected elements. 
Every line in that list can then be further detailed and the risk 
numbers can be traced back to causal propagation paths on the 
attribute level using MLN. 
 
 
5.6 Manage ‘What should we do next?’ 
The design process requirements have been generated and assessed with the incorporation of the multi-
layered network (MLN) and change prediction (CPM) approaches in the sections above. The eight design 
process requirements provide an outline of the overall concept suggested for the system change method 
(SCM). Hereafter, the selection rationale for each conceptual stage is discussed according to the 
correspondingly addressed design process requirements. 
1. Define stage reflects the design process requirement I (DPR-I) and II (DPR-II). Decompose the system 
into its elements and layers to create a Multi-layered Network (MLN) matrix from these elements and 
layers. A system can be systematically defined and analysed when broken down hierarchically into its 
layers and elements, allowing the system to be viewed as a collection of parts whose designs can affect 
one another. A designer’s experience with the original design can help to elicit how a system may be 
broken down into an appropriate number of sub-systems. Identifying the right level of detail in 
developing a model is critical; a model with fewer than 50 components is recommended (Clarkson et 
al. 2004); 
2. Identify stage represents the design process requirements III (DPR-III) and IV (DPR-IV). Capture 




mirror these dependencies; the demand for robust or adaptable systems is directly related to the control 
of its complex interdependency network. MLN and CPM can determine the ability of a manufacturing 
system to adapt to demand robustly. 
3. Quantify stage incorporates the design process requirements V (DPR-V) and VI (DPR-VI). Quantify 
the Multi-layered connectivity. The predictive matrix is computed by populating each connection with 
an estimate for the likelihood and impact of changes between the connected elements. The resulting 
matrix represents the direct and indirect risk of change propagating between linked elements within 
the multi-layered system;  
4. Analyse stage covers design process requirement VII (DPR-VII) Compute the combined change 
propagation by applying the CPM algorithm for a specific number of steps. In this stage, it is important 
to understand what elements of the system are subject to direct changes and how such changes can 
propagate to impact elements that have no direct dependencies. The CPM toolbox of CAM is used to 
analyse how the level of compound risk is correlated with both the level of element interconnectivity 
and to the likelihood and impact assigned to direct connections between elements; 
5. Use stage contains the design process requirements VIII (DPR-VIII). Use the change risk model for 
decision making by identifying which elements could have the biggest impact if changed elements are 
most likely to be impacted by changes to any other element. The model supports the decision-making 
process by reviewing the effect change effect on each layer in terms of the total combined risk of 
elements on different likelihood outputs. The CAM modeller is used to identify the riskiest elements 
and those elements that are most responsive to the problem that arises as a result.   
 
The concept integrates the defined design process requirements into a coherent approach.  The fundamental 
idea of the concept (as illustrated in Figure 5.3) is that the occurrence of most system changes can be 
modelled by adapting the effort invested in design activities. The concept proposed in this research defines 
a procedure for the creation of Multi-layer Network (MLN) and CPM matrices based on the five stages 
below: 
 
Figure 5.3: The concept for the system change method (SCM) 
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Decompose 

























the change risk model 







5.7 Chapter Summary 
This chapter has developed the concept for the system change method (SCM). Drawing on the comparative 
assessment in Chapter 4, the MLN approach was selected as a starting point for the development of the 
concept after which the CPM was taken. This concept prescribes the integration of the CPM approach with 
a multi-layered network approach. Thus, this chapter has answered the fourth research question RQ4: What 
are the suitable concepts for a change method to support the delivery of Resilient Manufacturing Systems 
(RMS)? The following chapter progresses the suggested concept into a change method by presenting the 

































6.1 Chapter Overview 
This chapter answers the fifth research question (RQ5: What are the detailed elements required to deliver 
the chosen change method concept for Resilient Manufacturing Systems (RMS)?) by presenting the detail 
design of the selected concept. Figure 6.1 illustrates the phases of the detail design for the concept 
development process. The conceptual design proposes a multi-layered network of change propagation 
approach through the combination of two methods: The Multi-layer Network (MLN) and the Change 
Prediction Method (CPM). This chapter explains how this multi-layered network change propagation 
approach overcomes the challenges of complexity and changeability in a system. 
 
Figure 6.1: The detailed design of the selected concept  
The chapter is structured as follows. Section 6.2 discusses how MLN and CPM are combined. Section 6.3 
and Section 6.4 describes the detail of design for complexity and changeability Lastly, Section 6.5 
























6.2 Integration of Multilayer Network Method (MLN) into the Change Prediction 
Method (CPM) 
As explored in Chapter 4, to reduce complexity and to make a system more changeable, it is essential to 
understand the system complexity and system changeability. Therefore, in Chapter 5, a concept was 
proposed to examine the potential changes and their effects. The proposed approach will aid to visualise 
system connectivity and support connectivity analysis of a system for decision-making, for instance, 
looking at how employees connect to each other and how information flows through networks, or how 
materials flow within a manufacturing process. Additionally, visualising system connectivity can support 
identifying where dependencies can be reduced, which can reduce system complexity. A structured 
representation of changes within a system architecture can be created by the proposed concept, as well as, 
the connectivity of system networks can be quantified and change propagation can be analysed with a risk 
model. However, establishing and quantifying system connectivity among its elements, analysing change 
propagation requires technical knowledge and expertise through established processes for subsystem design 
and integration. 
 
The multi-layered network change propagation strategy is the foundation of the proposed concept which is 
defined in two contexts: designing for complexity and designing for changeability. The concept is the 
integration of Multi-layered Network (MLN) with Change Prediction Method (CPM) which describes how 
to predict and analyse change propagation based on the dependencies and connectivity that can exist within 
the system elements and layers. In this way, the integration enables an examination of the risks of changes 
impacting a system. The MLN approach represents the structure and connectivity of systems, and the CPM 
approach to quantify and simulate the connectivity of networks. 
 
Figure 6.2 outlines the stages of the system change method concept to analyse system complexity and 
system changeability. The first two stages support understanding the system complexity by collecting the 
change data associated with individual elements and layers. The process starts with the Define stage which 
is the hierarchical system decomposition enabling visualisation of the system complexity. MLN 
representations can increase understanding of the system by providing a holistic view of connectivity and 
change propagation within the layers and elements. The definition of the dependency between the elements 
and layers provides information to predict the combined (direct and indirect) change propagation between 
the elements captured in the Identify stage. Experts produce the values for the likelihood and impact 
propagation parameters in the Quantify stage: the values for the risk parameter is then computed by using 




stage, change indices for each system element are computed and plotted on a chart to classify the elements 
according to their change characteristics by using the information established in the Quantify stage. Once 
this is done, an assessment of system changeability can be made along with design suggestions for each 




Figure 6.2: Stages of the system change method concept 
 
 
6.3 Designing for Complexity  
This section aims to visualise and understand the system complexity to describe the detail design stages. 
6.3.1 Decompose the system into layers and elements (Define):  
The first step of the concept is to decompose the complex system into more manageable parts. If a complex 
system is NOT decomposed with all of the associated details in one diagram, it would quickly become too 
large and unmanageable (Oliver et al. 1997). Hence, dividing a system into a hierarchical order provides a 
method of reducing complexity through an understanding of individual parts of the system and their 
connectivity (Merdan et al. 2011). A hierarchically ordered system addresses a compositional relationship, 
whereby one system is a sub-element of another system (e.g. in the way that a Kitchen can be a part of a 
Kitchen Assembly System). Manufacturing systems can be decomposed based on different characteristics 
of the system in response to the requirements, and there is no right or wrong system breakdown (Wiendahl 
et al. 2007).  
 
The use of hierarchies is a means of structuring a system. The structure viewpoint of a complex system can 
be determined by the architectural system decomposition. A system is broken down into sub-systems that 
allow the system to be viewed as a collection of parts (Simon 1996).  The hierarchical structure of a system 
depends on how elements are grouped into systems; a multi‐layer system representation can have an upright 
hierarchical structure. Dividing a manufacturing system design (MSD) into hierarchically ordered layers 
that structure the functional decomposition into subsystems, which can then be easily further decomposed 
Define
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the change risk model 






but also integrated and managed in bigger systems as well (Marden et al. 2009).The most common 
architectural pattern, layered architecture, focuses on the concept of layering for developing systems. An 
operating system is split into various layers, where each layer has a specific well-defined task to perform. 
The layered system structure enables functional decomposition into subsystems. Structuring a system into 
sub-layers means these layers can be logically represented (e.g. product, process and organisation). The 
limit of layers within a system depends on their role and the design perspective (Merdan et al. 2011). An 
illustration that represents three hierarchical levels in a manufacturing system can be found in Figure 2.10.  
 
The decomposition process can be driven by the aim of building the hierarchical decomposition which must 
satisfy the system needs. A multi-layered system decomposition and change risk assessments can be 
interpreted: (1) A practical level of detail must be selected for product or system representation to satisfy 
mathematical requirements; (2) Each level of the hierarchy should complete the representation of the same 
individual but at a different degree of complexity; (3) Each element should be assigned to a layer. 
 
Applying the decomposition process in kitchen design is challenging, especially in the hierarchical 
representation of kitchen design.  Figure 6.3 shows an assembled kitchen decomposed to its parts. The 
assembled kitchen is displayed in a module as shown in Figure 6.3. The description of the kitchen consists 
mainly of single elements such as Tall Cabinet and Worktop. This level of decomposition comprising 7 
elements is shown in Figure 6.2 (b). Smaller elements such as fixing elements were abstracted at the level 
of sub‐assemblies. The middle level consists mainly of sub‐systems and sub‐assemblies such as the Base 
Cabinet Assembly System. The highest-level descriptions consist mainly of systems such as the Electrical 
or Water Supply System. 
 
Figure 6.3: Decomposition of Kitchen to its parts 
 





6.3.2 Capturing Dependencies between Layers and Elements (Identify) 
The ‘Identify’ stage consists of two processes: (1) how the method captures the interactions within and 
across the three or more layers; (2) how the method captures change propagation effects. An MLN 
visualises the connections between different layers to identify any change requirements which can be 
directly mapped to the related elements and tasks. Examining the connections reveals how changes 
propagate between the elements: a change to one element might impact other elements if they are connected. 
Connectivity between elements in a layer can be direct or indirect; in addition, connectivity can be one-
sided (such as dependency) or two-sided (such as interaction) as shown in Figure 6.6.  The modelling of 
direct and indirect dependencies may be through intra-layer connectivity: the connection between elements 
within the same layer as illustrated in Figure 6.6 (a); or Inter-layer connectivity: the connections between 
the elements of two distinct layers as shown in Figure 6.6 (b).  
 
Figure 6.4: (a) Intra-layer connectivity (b) inter-layer connectivity (adapted from Ariyo et al. 2007) 
 
The connectivity between layers and elements can be examined with four different connectivity 
approaches (Figure 6.7) when a change occurs in the design process. 
 
• Intra-layer direct connectivity: Examining connectivity is derived from direct intra-layer between the 
elements of two distinct layers. The single-layer tools allow designers to analyse the individual layer 
of the MLN. Only direct relations are allowed in a Design Structure Matrix (DSM) to receive 
information from experts. 
 
• Intra-layer indirect connectivity: Indirect relations are defined as connections that are caused by a 
dependency series that includes one or more elements. Team members that take part in a matrix filling 
process often are not able to differentiate between direct and indirect relations, as the underlying 
structure is naturally known (mostly by experience). The designer may only know that two elements 




the intermitting element. Dependencies between two elements are indirectly linked (without direction) 
because they work on or access the same layer. 
 
• Inter-layer direct connectivity: The connectivity can happen between multiple layers; the concept of 
direct inter-layer connectivity means the direct connectivity which represents the critical dependencies 
between the layers. Connectivity can be directed one way (dependency) or be two-sided (interaction). 
The multi-layer network (MLN) model captures the dependency and interactions within and across the 
three or more layers of change propagation. MLN analysis of a direct relationship between two elements 
presents if many other elements are connecting these elements. The algorithm makes it possible to focus 
on significant elements within the matrix that are connected through multiple other matrix elements. A 
dependency relation between layers describes how the existence of an element is dependent on another 
element. This could mean that one element can influence the existence of another. 
 
• Inter-layer indirect connectivity: In multiple layers, indirect relations may be caused by relations across 
different layers of the matrix. These indirect relations are even harder to identify because the designer 
has to compare different contexts and meanings of elements. Nevertheless, multiple layers provide new 
possibilities for the analysis of cross-layer relations. Indirect relations between layers are significant in 
practice for the difference between direct and indirect relations within a layer. 
 





Investigating the connectivity of changes through the network of dependency needs a systematic multiple-
level dependency analysis. This allows greater insight into connections, which in turn increase the 
understanding of the system. MLN represents the dependency connections between three and more sets of 
elements. The aim is to identify the direct dependencies between the elements and create connections within 
the CPM matrix to reflect these dependencies. The different relations represent the architecture of a system 
provide for a clarification of many different structures depending on the viewpoint taken (Layer A to Layer 
B connectivity; Layer A to Layer C connectivity; Layer B to Layer C connectivity) as shown in Table 6.1. 
 
Table 6.1: Intra/Inter-connectivity of Multilayer Network Model (MLN) (adapted from Pasqual 2010) 
MLN 
Matrix 








Layer A affected by 
Layer B 
Layer A affected by 
Layer C 








Layer B affected by 
Layer C 
Layer C Layer C affected by 
Layer A 









6.4 Designing for Changeability  
Resilient system design has been shown to have the characteristic of “changeability”, a core concept 
discussed in Chapter4 Section 2.5.1, which is described by the change requirements and change effects. 
The change requirements are internal and take into account system resilience. The resilience of the system 
is embedded in its architectural design; each element of the system employs robust design principles and 
together the overall system maintains resiliency. Designing resilient, changeable systems makes it possible 
to maintain value delivery over the system lifecycle, throughout changing contexts. The principle of the 




companies to understand the changeability position for individual elements of their system so that they can 
be value-added accordingly. 
 
A system is affected by changes within its operational context, and system architectures need to incorporate 
the ability to adapt to changes within its environment. System architectures which can be changed are more 
resilient in changing environments (Fricke and Schultz 2005) if the system architecture can be restructured 
to rearrange the layers and the connectivity of the system (Pimmler and Eppinger 1994; Browning 2001; 
Frickle and Schulz 2005). The structure of an MLN involves the design of a system, its variety and its 
changeability across the system life cycle.  
 
6.4.1 Quantify the Multi-layered Network to compute Predictive Matrix (Quantify)  
In the Quantify stage, the CPM described by Clarkson, Simons, and Eckert (2004) is used as a basis to 
predict the combined (direct and indirect) change propagation between system elements. The prediction is 
further refined in Analyse when the influence of planned changes is examined and taken into account. A 
technique needs to support prediction and quantification of the likelihood, impact and risk values of each 
connection that is captured from the hierarchy levels of MLN. So, this section explores techniques for 
finding the essential likelihood and impact estimates vital for risk estimation in a multi‐levelled model. 
Multi-Layer Likelihood Estimation 
As a way of estimating likelihoods and risks within a hierarchical model, a context for defining the degree 
of interaction between systems was developed. This procedure considers that there is a direct dependency 
between two systems if such a connection occurs between elements. System‐level direct dependencies are 
considered as a combined of three basics: (1) element‐level inter‐system direct dependencies, (2) element‐
level intra‐system indirect dependencies, and (3) element‐level inter‐system indirect dependencies. 
 
The first step of the algorithm is to compute the combined likelihoods of changes propagating between two 
elements across a system boundary (Ariyo et al. 2007b). As Figure 6.6 shows, a change initiating in 
elements ai in layer LA may propagate via a ‘boundary’ element ask, which is connected to element bj in 
layer LB. The combined intra-layer element-to-boundary-element is calculated with the CPM algorithm 
described by Clarkson et al. (2004). Multiplying this value with the direct likelihood (L) of changes 
propagating from boundary elements to elements in layer LB, yields the likelihood of elements ai in layer 
LA affecting elements bj in layer LB through a specific boundary element ak  in layer LA as in the equation 









Figure 6.6: Estimating the system level likelihood combination setting (adapted from Ariyo et al. 2007b) 
 
Based on this, the likelihood (L) of a change in ai affecting bj via all possible boundary elements ak can be 
determined by equation 6.2: 





In the next section, using a similar approach, equations for estimating elements to layer, layer to elements 
and layer to layer are described. 
 
 
I. Element to Layer direct likelihood assessment 
This inter-layer elemen to element likelihood L (ai - bj) is then used to calculate element to layer, layer to 
element and layer to layer likelihoods (Ariyo et al. 2007b). Figure 6.7 illustrates how these likelihoods are 
estimated. The likelihood of a change propagating from an element ai to layer LB is calculated by 
multiplication. 
 





The likelihood of a change propagating from an element ai to layer LB is calculated by computing a 
multiplication over L (ai - bj) obtained from Equation 6.3 for any element in LB: 
 






II. Layer to Element direct likelihood assessment 
Estimating layer-to-elements likelihoods is conceptually more difficult because a change to a layer does 
not affect all of its elements (Ariyo et al. 2007b) (Figure 6.8). It is thus important to also consider the 
probability of a change initiating within a system.  
 
Figure 6.8: Estimating the layer to element likelihoods (adapted from Ariyo et al. 2007b) 
 
Ariyo et al. (2007b) note that logical problems would result from combining likelihoods as in the two 
previous equations and suggest using numerical averages to prevent the need for Equation 6.4 below: 
 
𝐿(𝐿𝐴  →  𝑏𝑗) =
1
𝑛









III. Layer to Layer direct likelihood estimation 
Likewise, the layer-to-layer likelihood is the average of all element-to-layer likelihoods, as calculated in: 
 
𝐿(𝐿𝐴  →  𝐿𝐵) =
1
𝑛













Figure 6.9: Estimating the element to element likelihoods (adapted from Ariyo et al. 2007b) 
 
Multi-Layer Direct Impact Estimation 
System impact is determined by combining the direct impact values of elements ai on elements bj of other 
systems. The assumptions made in cases of element‐to‐layer and layer‐to-element impact estimation are 
slightly different. Element‐to‐layer impact estimation is based on a prediction of change, while layer‐to‐
element estimation is based on the occurrence of the change. 
 
I. Element to Layer direct impact estimation 
In the estimation of the element‐to‐layer impact, only the direct interactions between an element and the 
affected layer are considered, as shown in Figure 6.10. Impact values are calculated from the propensity for 
elements within a target system to be affected by the change. The element‐to‐system impact may be derived 
from the numerical average of the effects of this element on the entire system, using equation 6.6 below: 
 
𝑖𝑚𝑝𝑎𝑐𝑡(aj to 𝐵) =
1
𝑛












II. Layer to Element direct impact estimation 
Theoretically, the layer‐to‐element impact is more complex to estimate than element‐to‐layer impact. 
Depending on the particular “edge” element in a layer, the strength of each element’s ai coupling to element 
bj varies. In such situations, the impact value depends on the frequency with which each element within the 
layer interacts directly with the affected element. As a result, the layer‐to‐element impact may be estimated 
by computing a weighted average impact of each element ai of layer A on element bj. The weight factor is 




 𝑖𝑚𝑝𝑎𝑐𝑡(aj to 𝐵) =











III. Layer-to-Layer direct impact estimation 
The impact associated with change propagating directly between two layers can be computed by combining 
the effect of layer A on each element bj of system B (see Equation 6.8 in Layer-to-element direct impact 
estimation). The impact of layer A on element b can be calculated using in the following equation:  
 
𝑖𝑚𝑝𝑎𝑐𝑡(𝐴 to 𝐵) =
1
𝑛





Multi-Layer Risk Estimation 
This section describes an algorithm which enables risk computation in multi‐layered network connectivity. 
The concept of creating a hypothetical propagation tree is central, not just to likelihood estimation but also 
to risk computation. The risk is computed using two variables: (1) the likelihood that a change may 
propagate from an identified source element to an object element; (2) the impact of change propagating 
from a penultimate element u in the path. The CPM algorithm computes the risk that changing a component 
a may affect another component b by aggregating each trail in the propagation tree as for likelihood 
estimation (the Forward CPM algorithm calculates the combined risk of change propagation from element 
a to element b, presented in Appendix 6). The risk of change propagating between elements of a multi‐
layered connectivity model is estimated by applying the following equation 6.9 (i.e. the CPM algorithm) to 









Rating the likelihood and impact connection between pairs of elements 
A dependency analysis method or an effective change propagation analysis method requires characterising 
the relationship between elements and layers and translating it into a system. These dependencies can be 
characterized qualitatively (Cohen et al. 2000; Furtmeier and Tormmelien 2010) and/or quantitatively 
(Clarkson et al. 2004; Hamraz et al. 2012b).  Qualitative connections indicate approximately how much 
interaction there can be between two items. However, quantitative connections describe the dependencies 
that can automatically identify how much the elements are affected (Rutka et al. 2006). These quantitative 
relationships or dependencies can be visualised in the MLN matrix. In Figure 6.11, the quantitative 
likelihood MLN data and the impact MLN data first separately define, then connected and displayed in 
MLN. 
 
Figure 6.11: Quantitative representation of connected likelihood and impact values. 
 
The change likelihood and change impact of each system element is captured and presented in change 
matrices. The entries along the diagonal of the change matrices are associated with the planned changes, 
 
Figure 6.11: Quantitative Representation of Connected Likelihood and Impact Value in MLN 
Direct Likelihood










while the entries in the off-diagonal cells are associated with the propagation of changes between system 
elements that are directly connected. This information represents the primary change influences related to 
each system element. However, an analysis based on this information can be inadequate as it does not 
consider the indirect change propagation between system elements. Using the connectivity defined, the 
direct change propagation likelihood and impact between the elements are rated by the experts. In this 
thesis, the scale used is ‘Low’, ‘Medium’, and ‘High’, which are then converted into a quantitative {0.3; 
0.5; 0.7} scale. The value '0' was assigned when there was no dependency between elements. The choice 
of input scale was investigated in detail by Koh (2011) concerning the sensitivity of results in a related case 
study. He found that a moderately-spaced input scale such as {0.25; 0.5; 0.75} or {0.3; 0.5; 0.7} is more 
appropriate in this respect. 
 
6.4.2 Compute Combined Change Propagation (Analyse Stage) 
In the Analyse stage, the aim is to compute the predictive matrix by populating each connection with an 
estimate of the likelihood and impact of changes between the connected elements. This captures the 
elements of the system which are subject to direct changes and how such changes can propagate to impact 
elements that have no direct dependencies. The CAM toolbox use for risk assessment is associated with the 
connectivity of elements (the likelihood and impact connections). 
The Multiple Layer Matrix (MLN) as shown in Figure 6.14 is used in this work to illustrate the flow of 
information. The MLN is a combination of DSMs and DMMs. DSMs are square matrices which serve to 
model the asymmetrical dependencies between objects of a given domain. In contrast, DMMs are non-
square matrices which connect associated information across different domains. When these matrices are 
combined into an MLN as shown in Figure 6.12, the outcome is a square matrix which models the 
dependencies within and between different domains. The diagonals of the MLN are DSMs while the rest 
of the fields are DMMs. For instance, Fields 1, 3, and 5 lie on the diagonal of the MLN and thus a DSM 
which examines the dependencies within the design-features layer. On the other hand, Fields 2, 3, 4, 6, 7 
and 8 do not lie on the diagonal of the MLN and hence are a DMM which examines the dependencies 
between the design-features layers and the required-characteristics layer. More details on a mapping 







Figure 6.12: The representation of the dependency matrix for the multilayers network 
 
 
6.4.3 Use the Change Risk Method for Decision Making (Use Stage) 
This stage supports decision-making by identifying which elements could have the biggest impact if 
changed and/or which elements are most likely to be impacted by changes to any other element. The model 
can be used to assist in the decision-making process by reviewing the effect of the change on each domain 
in terms of the total combined risk to elements and the combined risk variation across different likelihood 
outcomes. The CAM modeller can be used to identify the riskiest elements (those which are most likely to 
initiate problems) and those elements that are most sensitive to issues that arise as a result. The results of 
such analyses will vary depending on the number of change propagation steps that are applied. 
 
The Risk Assessment of System Changeability and Decision Making 
Computing the combined change propagation supports the assessment of system changeability and enables 
design suggestions to be provided based on this assessment. Figure 6.15 visualise the change indices of 
each system element computed in a risk plot chart. The horizontal axis represents the changing likelihood 
(CL) axis, while the vertical axis represents the change impact (CI) axis. Figure 6.13 illustrates those system 
elements which fall on the left side of the chart have low CL. This suggests that these system elements are 
relatively less likely to change when compared with the other system elements. Likewise, system elements 
that fall on the lower half of the chart have low CI and thus have a lower change impact when compared 
with other system elements. Based on this, the chart can be further divided into four areas as follows:  
1. System elements that fall on the lower left of the chart have a comparatively low CI and CL. This means 
that these system elements are the least critical as they are unlikely to be changed and the impact would 
be minimal even if a change were required. These elements are categorised as more robust and more 
adaptable to changes when compared with the rest of the elements. 
2. System elements that fall on the lower right of the chart have comparatively low CI and high CL. This 
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is needed. So, these elements are categorised as more adaptable but less robust to changes when 
compared with the rest of the elements. 
3.  System elements that fall on the upper left of the chart have comparatively high CI and low CL. This 
indicates that these system elements are unlikely to be changed. But, if a change is needed, the impact 
of implementing the change will be high. Hence, these elements are categorised as more robust but less 
adaptable to changes when compared with the rest of the elements. 
4. System elements that fall on the upper right of the chart have comparatively high CI and CL. These 
system elements are the most critical as both the likelihood of and the impact of change is high. Thus, 
they are categorised as less robust and less adaptable to changes when compared with the rest of the 
elements. 
 
Figure 6.13: Combined risk plot (adapted from Koh 2011) 
 
Based on Figure 6.15 and the classification scheme above, those system elements on the left of the CI versus 
CL chart are less likely to change and hence are more suitable for standardisation compared with those on 
the right. Also, as the system elements on the upper left of the chart are harder to change, they should be 
made even less likely to change. Similarly, it follows that system elements on the lower half of the CI versus 
CL chart have lesser change impact and thus are comparatively easy to change. However, given that the 
system elements on the lower right of the chart are more likely to be changed, it is suggested that they 
should be made even more adaptable to changes to further reduce the impact of future changes. 
Suggestions for elements that fall on the upper right of the CI versus CL chart are less obvious as these 
elements are both likely to be changed and hard to change. The elements falling on this part of the CI versus 




these elements more changeable to improve the overall changeability of the system. However, it is not clear 
whether they should be made more adaptable or robust to changes based on the incoming change 
characteristics alone (CI and CL). Therefore, further analysis is essential for these elements. This is carried 
out by examining the Change Risk (CR) of these elements to evaluate their effect on other parts of the 
system. 
Elements with high CR have a strong effect on other elements and therefore should be made more robust 
or adaptable to changes to avoid propagating changes to others. Likewise, elements with low CR do not 
affect other elements as much so should be made as adaptable as possible to future changes. It should be 
added here that even though any element that falls above or on the right of another element is comparatively 
less adaptable or robust to changes, and therefore more critical in comparison, it does not necessarily mean 
that the former would finally be selected for improvement as the cost and potential benefit of making the 
element more robust or adaptable can vary between elements and is dependent on improvement methods. 
Hence, further research processes may be essential to be able to make the best decision with the available 
resources. However, the method described above can be used to facilitate a more focused discussion and 
support the identification of appropriate elements for improvement from a changeability viewpoint. 
6.5 Chapter Summary 
This chapter described the detail design of a multi-layered change propagation approach to analysing 
change impacts within a system design process. The technical contribution of the method in relation to the 
state-of-the-art are listed in Table 6..2 
Table 6.2: The technical contribution of the system change method 
Thesis 
Section 
The design process 
requirements 
Implementation of SCM 
6.3.1 Decompose the system 
into layers and elements 
SCM method is better than CPM in a multi-layered system 
decomposition with level of detail for a system representation to 
satisfy mathematical requirements: Each level of the hierarchy can 
complete the representation of the same individual but at a 
different degree of complexity; Each element can be assigned to a 
layer. 
6.3.2 Capturing Dependencies 
between Layers and 
Elements 
The method visualises the connections between different layers to 
identify any change requirements which can be directly mapped to 
the related elements and tasks. Examining the connections reveals 
how changes propagate between the elements through the method 
The method supports investigating the connectivity of changes 




dependency analysis. This allows greater insight into connections, 





layered Network to 
compute Predictive 
Matrix 
The technique supports the prediction and quantification of the 
likelihood, impact, and risk values of each connection that is 
captured from the hierarchy levels of MLN. The advantage of this 
method over CPM is a better understanding of the changeability 





The method computes the predictive multilayer matrix by 
populating each connection with an estimate of the likelihood and 
impact of changes between the connected elements. This captures 
the elements of the system which are subject to direct changes and 
how such changes can propagate to impact elements that have no 
direct dependencies. In this way, the model May represent more 




Use the Change Risk 
Method for Decision 
Making 
The model can be used to assist in the decision-making process by 
reviewing the effect of the change on each layer in terms of the 
total combined risk to elements and the combined risk variation 
across different likelihood outcomes. The technique captures the 
design concept and thus supports developing solutions to change 
requests. SCM may be better than CPM in supporting the 
identification of solution plans and redesign strategies. 
 
Thus, this chapter has answered the fifth research question: “What are the detailed elements required to 
understand the chosen change method concept for resilient manufacturing systems?”. The next chapter 



































7.1 Chapter Overview 
This chapter addresses the sixth research question (RQ6: How well does the developed system change 
method perform in real case studies?) by presenting three different case studies and an application of the 
system change method. The following three sections present three case studies with two different industrial 




A Kitchen Assembly System, a Kitchen Design Application in an E5+ Module Apartment. Section 7.4 
presents a case study in UOP Honeywell: Customer Requirements.  Section 7.5 summarises this chapter. 
 
7.2 Case Study 1 – Kitchen Assembly System, Laing O’Rourke 
This section presents a case study in a Kitchen Assembly System (KAS) by applying the system change 
method. The study is part of a broader research programme involving a consortium of 22 associates from 
research and industry, directed by a UK-based construction company. Laing O’Rourke Corporation Ltd 
(LOR) is a multinational construction and engineering company, with operations directed through two 
major geographic centres, Europe and Australia. Laing O’Rourke has operations in engineering expertise, 
infrastructure construction, building construction, investment and development, modular manufacturing 
and support services.  
 
This study aims to address the UK’s housing capacity gap with the development of a new modular 
construction system, state-of-the-art off-site manufacturing and intelligent supply chain management. The 
modules are prefabricated and transported to the construction site where they are assembling. The 
significant parts-controlled manufacturing setting with purpose managing the constraints of time, cost and 
quality in project delivery. The complexity of the assembly process of the modules is determined by whether 
they contain a kitchen, a bathroom, a utility cupboard, or a combination of the three. For instance, modules 
containing a kitchen require extra work on the finishing line to install the required units and appliances, and 
to make the necessary electrical and plumbing connections. As a result, the investigation of this project has 
focused on developing the kitchen assembly system as kitchen assembly is one of the significant factors in 
the complexity of a module, and as such acts as a bottleneck to the process. Therefore, improvements in the 
kitchen assembly process will lead to improvements in overall module assembly. 
As a part of the plan, the ensuing risks of changes to parts of the system are exploring. The study focuses 
on the effects of changes to the design; in particular, how their knock-on effects impact the structure of the 
KAS. Reviewing change propagation behaviour of the system aims to improve the robustness or 
adaptability of the system design process. Based on the connectivity of system elements, changes can 
propagate through various paths, which can lead to complex change networks (Eckert et al. 2004).  
Predicting how the changes will propagate is theoretically an advantage and involves two tasks: (1) the 
causes of changes have to be predicted for an overview of a change; (2) changes that result from these 
initiating changes have to be predicted. So, for a series of changes, the initiating change and all the, directly 




The proposed system change method (SCM) has been used to characterise changes (requested by internal 
or external customers or stakeholders) in terms of their impact on the assembly time of a module. This 
characterisation of change type will enable the manufacturer to reduce the operation time on their main 
assembly line, and increase the volume of modular buildings that can be produced. The case study 
demonstrates the application of the MLN as both a process-mapping tool and a decision support tool that 
can improve the understanding of the relationship between product, process, and organisation as a whole 
system.   
Adam Robinson assisted the modelling of the Kitchen Assembly System; he is an expert in Laing O’Rourke 
(LOR) Corporation Ltd. Mr Robinson has been a Senior Process Engineer for three years in the company. 
He is specialised in the process of manufacturing module sections in the facility for assembly at a remote 
building site.  
The following sections describe the application of the system change method to the first case study by using 
the system design concept as shown in Figure 1. 
 
 
Figure 7.1: The system design concept for case study 1 
 
 
7.2.1 Decompose the system into layers and elements 
The proposed layout for the new advanced manufacturing facility shows in Figure 7.1. The majority of this 
area is for module assembly, but a proportion is also for Smart Wall assembly. Smart Walls were then used 




as one of the input materials on the main module assembly line. The kitchen assembly area of the proposed 
facility with the kitchen as a product displays on the right side at the top of Figure 7.2, which is on the 
finishing line in the rectangle, immediately before the inspection stations. This thesis focused on the work 
carried out in the area of the facility. 
 
Figure 7.2: Proposed layout of the new advanced manufacturing facility, with the kitchen assembly on the finishing 
line in the rectangle (adapted from Bryden Wood 2015) 
 
The specific method proposed here is to combine three primary layers: namely, the product layer, the 
process layer, and the organisational layer with an additional requirement layer also incorporated into the 
model. Based on several discussions with the expert, 4 layers (Kitchen Requirements, Kitchen Installation, 
Kitchen Assembly Process and Manufacturing Organisation) and 18 elements (listed in Table 7.1) were 
identified to represent the entire a kitchen assembly system. The identification criteria are a balance between 
















7.2.2  Capture dependencies between layers and elements 
Each system element can be affected by both planned changes and change propagation. The identification 
of connections between elements and the assessment of their change propagation likelihood and impact is 
the next step and resulted in 87 direct connections between the four layers and 18 elements held in an MLN. 
Each direct relationship between two elements could be made up of more than one connection, and the 
expert indicated the likelihood and impact of change propagation on each connection. Table 7.1 shows the 
dependencies between the elements identified in the case study mapped onto the MLN (Figure 7.3). 
 
Table 7.1: Dependency between the elements of the kitchen assembly system 
Element 
No 
Elements Depends upon elements 
1 Kitchen Assembly Cycle Time 2,6,7,8,9,11,12,14,18 
2 Kitchen Style (grade of quality) 1,3,4,5,15,17 
3 Kitchen Layout 5,6,7,9,15,17 
4 Suppliers 2,5,8,17 
5 Appliances 2,4,6,7,8,13,16 
6 Electrical Supply 15 
7 Water Supply & Waste 15 
8 Kitchen units are supplied pre-assembled in a bank from the 
manufacturer 
1,5,6,7,9,11,12,14,18 
9 Place kitchen bank of units into the module 1,3,5,8,14,17 
10 Kitchen smartwalls in the module None 
11 Kitchen units connected to smartwall and each other 3,6,7,8,9,14 
12 Pipework and electrics connected between wall and units 5,6,7,14 
13 Install splashback 2,6,14,16 
14 Assembly Operators 9,10,11,12,13,17 
15 Assembly Planner 8,18 
16 Designer 2,3,4,5,15,18 
17 Quality Controller 8,9,10,11,12,13,18 
18 Factory Logistics 3,8,9,14 
 
Figure 7.3 illustrates the complete network for a pilot KAS which presents the direct relationship between 
the 4 layers and 18 elements. For the qualitative use of the system change approach, an interactive network 




broad view of how the KAS operates, which can also be used for knowledge management and training 
purposes within an organisation. The designer may have a better assessment of which elements are impacted 
by the specified change.  
 
 
Figure 7.3: Network relationship for the elements of the kitchen assembly system  
 
 
7.2.3. Quantify the Multilayer Network Method to Change Prediction Method 
A detailed understanding of the connections between elements and each connection is characterised by two 
values – the likelihood (frequency) of change and its predicted impact. in Figure 7.4, the value on the top 
is the likelihood, and on the bottom impacts in each cell. To estimate these values, the relations between 
directly linked characteristics can be investigated for common changes. The network representation is more 
valuable for this stage. For instance, in the KAS, if the Suppliers (E4) changes, it will require likelihood 
and impact change propagations to Kitchen Style (E2), Appliances (E5), Kitchen units are supplied pre-




analysis (Table 7.1 and Figure 7.3). If there is no connection between the elements, no values state in the 
cells. 
 
Figure 7.4: A numerical representation of the connected Likelihood & Impact values in a multilayer 
network for the kitchen assembly system of Laing O’Rourke Company 
 
Once this information has been extracted from the case study assessment, it is transferred into the MLN 
using CAM Software. The data are then analysed by the CPM tool. The CPM predicts the likelihood and 
impact of change propagation between elements by modelling the direct dependencies between them 
(Figure 7.4). 
 
7.2.4 Compute Combined Change Propagation 
This stage determines the combined change propagation likelihood and impact of planned changes for the 









Figure 7.5: The numerical representation of the directly connected risk values in the multilayer network  
for kitchen assembly system of Laing O’Rourke Company 
 
Applying the CPM algorithm to the case study, the indirect connections between the 18 elements can be 
generated by using the maximum change propagation steps (six-step propagation analysis) to calculate the 
combined change risks. The detailed results are demonstrated in the risk MLN in Figure 7.6. This MLN 
includes risk values for all different pairs of elements. This combined matrix contains the maximum 
combined risk values of 4 square DSMs as well as the 12 DMMs (Domain Mapping Matrix) between them, 




highest risk into account. It can be combined in different ways to generate specific high-level views of 
change propagation. For example, the blocks within the kitchen requirements and kitchen installation layers 
can be combined to generate an element-to-element change risk plot, similar to the result of the CPM (Keller 
et al. 2009). In Figure 7.5, the colour scale specifies the risk values as follows: the red cells are the higher 





Figure 7.6: Running change prediction method algorithm to represent the indirect risk values for the element of the 
kitchen assembly system 
 
 
For high-level analysis, the layers of the combined risk MLN were combined consider the element-element 




other (Keller et al. 2009). The colour scale of Figure 7.7 shows that the core elements are critical about 
receiving changes from other elements (i.e rows Kitchen style, to Water supply & Waste) as well as in 
initiating changes to other elements (i.e columns Designer, Kitchen Style, Appliances, Kitchen Assembly 
Cycle Time) and between each other. The overall average of the risk values is 31% (risk values range from 
min 0 to max 91%) with the given conversion of assessed risk to the numerical value. Large parts of the 
connections contain low-risk values in the matrix. The connectivity between non-core elements is less 
critical. The matrix provides a view of the KAS that is an entirely combined system with all elements being 











7.2.5 Use of the change risk model for decision making 
Comparing direct and indirect risk values with the company expert 
This MLN matrix consists of the dependency connectivity of 4 DSMs (1, 6, 11, 16) and 12 DMMs (2 3, 4, 
5, 7, 8, 9, 10, 12, 13, 14, 15) (Figure 7.8).  Figure 7.8 (a) and (b) present the computed results of the direct 
and indirect change propagations. Field 1, 6, 11, 16 subsequently show the interaction between Kitchen 
Requirements, Kitchen Installation, Kitchen Assembly System and Manufacturing Organisation. Fields 5, 
9, 13 indicate the performance rating of elements that are associated with the kitchen requirements. Fields 
2, 10, 14 indicate the performance rating of elements that are connected with the kitchen installation 
elements. Fields 3, 7, 15 indicate the performance rating of elements which are related to the kitchen 
assembly process. Fields 4, 8, 12 indicate the performance rating of elements which are attendant on the 
manufacturing organisation (Figure 7.8).   
    
(a)                                                                         (b) 
Figure 7.8: Numerical representation of them directly (a) and indirectly (b) connected risk values for  
the element of the kitchen assembly system 
 
 
Table 7.2 shows the differences between the original input data and the final results. The comparison was 
done by the company expert whose comments are stated in the brackets. While comparing the risk values, 












Table 7.2: The comparison of the direct and indirect risk values for the kitchen assembly system 
No 
 
The input data 
(the direct connected Risk=Likelihood x 
Impact values) 
The CPM Algorithm results 
(the indirectly connected risk values) 
Comparison of the input data and 
final results with Laing O’Rourke 
1 
  
Undesirable change propagation 
towards the Kitchen Layout and 
Suppliers when changes initiated in 
Kitchen assembly cycle time and 
Kitchen Style. 
 
“If we have got the change on the 
kitchen assembly cycle time that the 
kitchen layout and suppliers would 
have got high in the indirect effect. 
So this shows us if we want to reduce 
the assembly cycle time then it would 
have big implicated on the Kitchen 
Layout and Suppliers” 
No 
 
The input data 
(the direct connected Risk=Likelihood x 
Impact values) 
The CPM Algorithm results 
(the indirectly connected risk values) 
Comparison of the input data and 
final results with Laing O’Rourke 
2 
  
All Kitchen Requirements are at risk 
through changes on Appliances.  
 
“The Appliances don't have direct 
connections on the Kitchen 
Assembly Cycle Time and Kitchen 
Layout however indirect 
connections between them are 53% 
and 52%; Maybe kitchen cycle time 
appointed these results. Changing 
the Appliances, for instance, rather 
put this dishwasher instead of 
another dishwasher it shouldn't have 
the direct effect on how the 
dishwasher probably there are 
factors taken over it. Changes 
Appliances rather than putting in 
different dishwasher here it 
shouldn’t have a direct effect on the 
kitchen delivery time”.  
3 
  
Changes to the process elements of 
Kitchen units are supplied pre-
assembly. Place kitchen bank of 
units into the module cause 
unexpected change propagation on 
all elements of the Kitchen 
Requirements  
 
“Probably the indirect connections 
on Suppliers are coming through 
from the design elements. When you 
back on the designer, the bank of a 
unit rather being in any kitchen 
could have an impact on the Kitchen 
Style which will not take from CAM 
assembly process cause directly 
doesn’t affect us as long as come to 
The bank of units. When you look at 
the wider picture can understand the 
supply chain process. We described 
the direct effects on the assembly 









Extremely undesirable change 
propagation from Designer to the all 
Kitchen Requirement elements. 
 
“I would expect that if we change the 
Designer overall impact of the 
Kitchen Requirements. Changing 
Designer means that the designer 








The input data 
(the direct connected Risk=Likelihood x 
Impact values) 
The CPM Algorithm results 
(the indirectly connected risk values) 
Comparison of the input data and 
final results with Laing O’Rourke 
5 
  
Kitchen Installation elements at high 
risk from changes to Kitchen Style 
and Kitchen cycle time. 
 
“Changing the Kitchen Style that has 
quite an impact on the Appliances 
directly. This gives us a direction, 
for instance, Kitchen Style changes 
on a low ends council type houses 
flats may not costly, but we don’t 
have it change in the high rent 
private rental then you get a big 
impact. The direct impact 40% 
would be right everything else will 
come along with that results” 
6 
  
Changes to Appliances can seriously 
affect the other Kitchen Installation 
elements 
 
“Which is I was expected to see on 
Appliances develop high risks on 







The Kitchen Installation elements 
are at high risk especially if changes 
are made to Kitchen units are 
supplied pre-assembled in a bank, 
Place kitchen bank of units into the 
module and Install splashback. 
 
“Its big numbers but I wouldn’t say 
wrong. If we change what is a unit in 
effect all the changes are in different 
degrees it could have effected on 
target plan to where Electrical 
Supply and Water Supply & Waste 
feed, if Kitchen bank of units where 
are the pluming bank of units if we 
change that then obviously we don’t 
have plumbing giving up the bank of 
units rather than somewhere else. 
The indirect effects on the other 
processes to get the water and 
electric to feed the bank of units. It is 
a difficult one.” 
8 
  
Undesirable change propagation to 
all Kitchen Installation elements is 
associated with a change in 
Designer. 
 
“We know why the Designer behind 
the risk of Kitchen Installation. 
Previously the Dishwasher and 
Washing machine was not in the 
factory but now it is in the factory. 
So Appliances effected by the 
Designer. Then If you change 
Appliances or the location of 
appliances, it would affect Electrical 
Supply and Water Supply. So If you 
have any change on Quality Control 
and Factory Logistics person then 
the kitchen installation can be quite 






Any changes to the elements of 
Kitchen Requirement will impact on 
the elements of the Kitchen 
Assembly Process except the 
Kitchen Smartwall. 
 
“If we change the Kitchen assembly 
cycle time so we go from probably 
we don’t need to Suppliers in the 
bank of units which would have 
quite an indirect impact. If you 
change the Kitchen Style to one 
which didn't suit the bank of units it 
could have quite impacted on very 
use of elements. If change a supplier 
to a new supplier, it could have a 
direct impact hired kitchen comes in 
rather being the bank of four units or 
bank of three units. We also by end 
up paying extra or maybe extra 
design worker works on that. 
Kitchen units connected Kitchen 
Style that it is drastic changes the 
style of different connection types so 
different connection points which 









Changes on Appliances affect all 
elements of the Kitchen Assembly 
Process. 
 
“If we change Appliances, the 
kitchen units come in one big bank, 
if we change dishwasher in the 
middle of the process then we need 
to separate banks of space, so direct 
effect 24%, but indirect effects that 
would be twice as long it takes units 
that one. I think that effect the 
assembly cycle time.” 
No 
 
The input data 
(the direct connected Risk=Likelihood x 
Impact values) 
The CPM Algorithm results 
(the indirectly connected risk values) 
Comparison of the input data and 





Direct changes to only a few 
elements of the Kitchen Assembly 
process create an indirect impact on 
the other process elements. 
 
“Install splashback not sure where it 
is come from, potentially part of the 
designer or supplier type. Genuinely 
speak last things to do. 49% and 50% 
connections that on the top left; I was 
expected. The results in the first two 
columns (32%, 33%, 39%, 40%): If 
you get units first line bank of units 
than you have got more connection 
make in it. if I don’t get a house of 
kitchen units, we affect the bank of 
units, potentially we can get more 
connections. Place kitchen bank of 
the unit is quite close to Kitchen 
units are supplied. The matrix 
picked it up where we do not get the 
connections. The questions are 
doing it worth if changes the missing 
direct connections on the second 
column of Kitchen units’ 







12   
 
Unexpected change propagations 
occurring on all elements of the 
Kitchen Assembly Process is 
associated with change on Designer. 
 
“The indirect impact of the Designer 
is huge which is probably right, I 
mean we wouldn’t any direct 
changes we want the Designer to be 
able to directly impact on the 
assembly process. The element of 
Designer itself changing elements of 
all over products. For example, we 
order walls going to modules we 
always bang on the floor of the 
internal walls then the long walls, 
short walls and ceiling. When we 
change the design sequence would 
affect what we order. The Assembly 
Planner in my eyes the person who 
decide to build production 
sequences, the direct effects should 
be zero the order we make module 
shouldn’t affect how we make 
modules. It may be good to explain 








The input data 
(the direct connected Risk=Likelihood x 
Impact values) 
The CPM Algorithm results 
(the indirectly connected risk values) 
Comparison of the input data and 




The highest risks are to Assembly 
Operators and Quality Controller if 
changes are made on all the elements 
of Kitchen Requirements. 
Additionally, changes to Kitchen 
cycle time and Kitchen Style 
indirectly have a high impact on all 
elements of the Manufacturing 
Organisation. 
 
“On the top of the left: Kitchen 
cycles time against the Assembly 
Operators. "The quicker works by 
the operators may reduce the cycle 
time". Changes Kitchen cycle time 
against the Assembly Planner: the 
direct effect has on that individual 
doing the job does not link. The 
indirect effect of having to change of 
the cycle time to the planning 
processes is more on the Assembly 
Planner if we change the cycle time 
still do the same activities indirectly, 
we need to do same activities 
indirect effect of.  
Kitchen Requirements always an 
indirect effect on the Quality 
Controller. I am not sure we missed 
or consider the numbers of the 
Kitchen Cycle Time against the 
Designer and QC because you 




affect the quality. A general 
principle we all have QC after every 
operation step because we couldn’t 
afford it. Every operation has cycle 
time but the factory has takt time 
10min. I don’t know where the 
number is 70% coming from 
between Kitchen Style and Assembly 
Operators. Changing Kitchen Style 
shouldn’t affect the designer; the 
Designer should affect the Kitchen 
Style.  
Factory Logistic should expect when 
the kitchen arriving at the work, the 
style of the kitchen shouldn’t affect 
directly. I can understand what 
indirect effect: if say when from 
solid granule worktop being 
indirectly the effect of it.  
Previously Kitchen Layout did have 
quite impact on the certain elements 
which would have a direct impact on 
the process back on the people. 
Kitchen bank of units coming from 
the different Suppliers which could 






Unexpected highest risks are to 
Assembly Operators and Quality 
Controller if changes are made to the 
Appliances. 
“This is quite interesting; we missed 
the direct link but software picked 
the numbers. We might miss the 
numbers on the first line on the left-
hand side. Appliances on the Quality 
Controller could be linked back to 
connections to Water Supply & 
Waste and Electrical Supply.  
Factory Logistics: if not received the 
appliances than the logistics impact 
on that. Assembly Operators: you 
got to more difficult in Appliances. I 
was expected less on the Assembly 
Planner but still, know what would 
it affect. Based on the indirect matrix 
we cannot say Appliances is more 
concern but more get to do.”The 
expert suggested that for another 
trial: to put in a number for AO/ AP/ 







When changes on all elements of the 
Kitchen Assembly Process; 
Assembly Operator and Quality 
Controller are more affected 
elements of the Manufacturing 
Organisation. 
“The missing for Quality Controller 
0.3/0.7 to all Kitchen Assembly 
Process elements. Why Kitchen 
Smartwalls has no numbers at all on 
the vertical side. I think the column 
empty that ways: if we change the 
wall behind the kitchen that might 
affect the kitchen next to if we 
change the kitchen against the wall 
might be effected on highly. It is a 
difficult one; there is a hard number 
on the first matrix and the second 




All elements of the Manufacturing 
Organisation are extremely affected by 
changes in Designer. Changes to 
Quality Controller and Factory 
Logistic affect Assembly Operators, 
Assembly Planner and Quality 
Controller. 
Any changes on the Designer might 
indirectly affect the Manufacturing 
Organisation in the information level. 
Factory Logistic:  if you change 
Quality Controller, for instance, when 
you stop checking the product or 
process control that might have an 
impact on the Factory Logistics. 
However, where material delivered 
from the supplier to the factory side, 
there is no link to the Quality 
Controller. Assembly Operator: If you 
change Designer activities these not 
directly affect Operator differently. It 
may affect when the way of designing 
the kitchen differently. 
 
The risk model for decision making 
In this case study, “Kitchen assembly cycle time” (1) is selected as a specific change option and a possible 
scenario created. After the reduction of the kitchen assembly cycle time how to manage change propagation 
was discussed. The connections of KAS can be mapped onto a combined risk plot by using CAM software 
which enables the user to simultaneously change the characteristics of the direct relationships between 
elements and evaluate the impact of these changes on the indirect relationships. that fall within the top-left 
region of the Combined Risk Plot (Figure 7.9) have a low likelihood of change propagation but will incur 
a high amount of redesign effort if a change is required. Therefore, elements that fall within this region 
should be standardised. If a change is required, the connectivity between these elements and the rest of the 
elements should be reduced to further decrease the likelihood of changes through propagation. The elements 
that fall within the bottom-right region of the risk plot (Figure 7.9) have a high likelihood of change 




these components can be redesigned as flexible elements. This is to reduce the impact of future changes, as 
these elements are very likely to be changed. The elements that fall within the bottom-left region have low 
likelihood and impact of change propagation. These are the least critical elements and platform strategies 
are optional. The elements with the number are listed in Table 7.3. 
 
Table 7.3: Elements of the Kitchen Assembly Cycle Time 
Element No Elements 
1 Kitchen Assembly Cycle Time 
2 Kitchen Style (grade of quality) 
3 Kitchen Layout 
4 Suppliers 
5 Appliances 
6 Electrical Supply 
7 Water Supply & Waste 
8 Kitchen units are supplied pre-assembled in a bank from the manufacturer 
9 Place kitchen bank of units into the module 
10 Kitchen smartwalls in the module 
11 Kitchen units connected to smartwall and each other 
12 Pipework and electrics connected between wall and units 
13 Install splashback 
14 Assembly Operators 
15 Assembly Planner 
16 Designer 
17 Quality Controller 






Figure 7.9: The combined risk plot to the kitchen cycle time (Element 1) 
In this plot, any elements are placed above or to the right of other system elements have a relatively higher 
change impact or likelihood and are, therefore, more subject to change. System elements with high axis 
plot have a high impact on other system elements and so should be made more resistant to change to avoid 
propagating further changes to others. System elements lower down do not affect other system elements as 
much and therefore changes to them are easier to accommodate. Overall, the proposed approach reflected 
an acceptable outcome in addressing change propagation prediction in the kitchen assembly system. 
Providing reliable MLN (avoiding unnecessary connectivity) data and the collected data associated with 










































































The CPM approach presented in this section enables a designer to explore a scenario for how changes on 
“Kitchen Assembly Cycle Time” (1)  element can affect the other elements and overall system performance. 
The key relationships in a large system are often over multiple levels across different layers. It can be seen 
from the Figure 7.9, the “Combined impacts (CI) versus combined likelihood (CL)” chart, that those system 
elements such as “Kitchen smartwall in the module”(10) and “Install Splashback”(13) have low CI and CL, 
suggesting that these elements have less change impact compared with the rest of system elements. 
Therefore, this could suggest that these two elements are suitable for standardization. On the other hand, 
“Designer”(16) has high CI and low CL value which suggests that although they are not very likely to 
change if the change is required it should be considered with caution. Approaches to reduce the impact of 
changing the Designer can also be considered; however, the benefit of doing this would be minimal as the 
likelihood of change is quite small. Possible suggestions for system elements with moderate CI and CL are 
less clear.  
 
The system elements in the upper right quadrant of the risk plot (Figure 7.9) such as “Quality Controller” 
(17), “Assembly Operator”(14), and “Kitchen units are supplied pre-assembled in a bank from the 
manufacturer” (8) are most likely to be changed and have a high change impact if a change is required. 
The expert’s comment makes sense with regard to why Quality Controller (17) has a high change impact if 
a change is required:  effects of reducing cycle time on the quality can be missed during the planning stage. 
As a general principle, every operation has QC steps and may not be affordable. In addition that, the expert's 
review explains in a high change impact of Assembly Operators (14) when a change initiative on the 
Kitchen cycle time with the quicker works by the operators may reduce the cycle time. However, the expert 
commented that changes on the Kitchen Assembly Cycle Time (1) would have the most impact on the the 
Kitchen Layout (3) and Suppliers (4) indirectly than the other elements. On the other hand, E3 and E4 are 
still in the upper right quadrant of the risk plot (Figure 7.9) and they are likely to be affected. 
 
The combined risk method can be used for the change propagation investigation. For every element, a 
prioritised list of all affected elements can be prepared based on the DSM direct connectivity. For example, 
Table 7.3 shows such a prioritised change risk list for “Kitchen assembly cycle time”. The prioritised list 
may help to avoid oversight of change impacts on the high-risk elements. The list states that “Quality 
Controller”(17), “Assembly Operator”(14). “Kitchen units are supplied pre-assembled in a bank from the 
manufacturer” (8), “Electrical Supply”(6), Appliances” (5) and “Water Supply & Waste”(7) are at over 




elements in the mid-array of the risk values are not always clear because these elements are usually only 
indirectly connected. 
Table 7.4: Prioritised change risk list for the change initiator: kitchen assembly cycle time (Element 1)  
Priority 
No 
Affected Elements Risk value % 
Name Element No 
1 Quality Controller 17 70 
2 Assembly Operator 14 66 
3 
Kitchen units are supplied pre-assembled in a bank from the 
manufacturer 
8 59 
4 Electrical Supply 6 58 
5 Appliances 5 58 
6 Place kitchen bank of units into the module 9 57 
7 Water supply & Waste 7 56 
8 Pipework and electrics connected between wall and units 12 49 
9 Factory Logistic 18 49 
10 Kitchen Style 2 46 
11 Supplier 4 46 
12 Kitchen Layout 3 45 
13 Assembly Planner 15 43 
14 Kitchen Units connected to smartwall and each other 11 38 
15 Designer 16 36 
16 Install splashback 13 28 
17 Kitchen smartwalls in the module 10 18 
 
Figure 7.10 presents small, abstract system connectivity between “Kitchen assembly cycle time” and 
“Kitchen style” that consists of nine elements and eleven change propagation paths. This propagation path 
examination delivers the risk value of how initiating a change. It is important to understand that more 
connection exists. This figure does not contain direct impact values, and the method allows for a comparison 
of only the combined likelihood values computed by the CPM Algorithm. The shortest path length between 
E1 and E2 is shown with the green line, which indicates that the two elements are directly connected. The 
other coloured line shows the indirect connectivity between E1 and E2. The detail of the propagation paths 


















7.3 CS 2–Kitchen Design System in an E5+ Module Apartment, LOR 
The second case study focuses on the installation of kitchen design in an E5+ module apartment. Installing 
a kitchen in a module means that several individual kitchen units will be supplied to the assembly line and 
grouped in one assembly. There is, therefore, the potential to reduce the kitchen installation process by 
redesigning the individual units into a module apartment. Figure 7.11 shows the supply chain mapping for 
kitchen design system suppliers within the AMSCI (Advanced Manufacturing Supply Chain Initiative) 
partnership. Close collaboration is required with suppliers for the redesign of kitchen units, to take 
advantage of the increased factory installation. Such redesign has the potential to benefit the supplier, 
through reduced installation costs, and also Laing O’Rourke (LOR), through reduced installation time. It is 
therefore in the interests of both parties to work closely together in the development of such changes and a 
partnership helps to achieve this. The suggested supply chain for kitchen units is based on the capabilities 
of AMSCI partner Saint-Gobain, which owns both Jewson and Internal Decorating Services. 
 
Figure 7.11: Kitchen design supply chain map (Bryden Wood 2015) 
 
In this case study, there is a need for knowledge of and expertise in the kitchen design process to capture 
the constraints in the model by setting up a conceptual experiment to make an assumption. The challenge 
is to conceptually exercise flexibility before LOR fix the kitchen in their module apartments. The proposed 
model helps to visualise the impact of variation on the overall architecture of kitchen design. Basically, in 
the kitchen design experiment, the aim is to understand how the kitchen dimension is impacted by following 
different customer's design choices. 
Discussions for this case study were held with representatives from Jewson and Internal Decorating 





by Brian East who is a kitchen design expert at Jewson Ltd. Mr East is a Sector Director with 30 years of 
experience in kitchen design. The expert knowledge enabled constraints in the proposed model to be 
captured by setting up the conceptual experiment with reasonable starting assumptions.  
During the beginning of the detail design phase of the system change method (SCM), a kitchen design 
project was developed to explore issues of feasibility as well as to uncover challenges and opportunities 
relating to employing the kitchen design system in practice. The proposed SCM can be applied in the design 
stage of a kitchen to take into account the implications of aspects such as kitchen installation, kitchen 
assembly process, and the manufacturing organisation. To investigate this, kitchen design and a solution 
for a kitchen design system scenario were modelled. The design of the ‘E5+’ building is based on an existing 
building that was constructed in a modular way (i.e. in a non-traditional way).  
 
7.3.1  Decompose the system into layers and elements 
The kitchen design architectures form a varying number of sub-systems, which make up the core structure 
and are customised features like the kitchen as a product, kitchen design process, and stakeholders. Building 
the model by defining the kitchen design sub-systems and elements helps to visualise the impact on the 
overall architecture of the kitchen design system. To aid in understanding the case study, Figure 7.12 (a) 
illustrates the E5+ module apartment plan with a fitted kitchen, Figure 7.12 (b) portrays the decomposition 
of an L-shaped kitchen into individual parts, and Figure 7.12 (c) illustrates the L-shaped kitchen installation 
steps (Bryden Wood 2015).  
 
(a)                                                                        (b) 
(c) 
Figure 7.12: Kitchen design system decomposition and integration on L-shape kitchen layout 




The decomposition strategies provide customer preference options regarding different kitchen appliances 
or units. In terms of the variation that arises when fitting the kitchen units, what is the impact when a 
customer chooses a different type or size of fridge freezer, or if change the supplier is changed, what 
constraints may appear?  The architecture of kitchen design decomposition criteria was a balance between 
a manageable number of elements and the right level of detail for meaningful analysis. Based on the 
discussion with the kitchen design expert, the case model was verified with 3 layers and 24 elements. The 
3 layers are Kitchen, Kitchen Design Process, and Stakeholders and their elements are listed in Table 7.4. 
 
7.3.2  Capture dependencies between layers and elements 
In the second stage, the connection between elements and layers of the KDS was defined. The design 
changes and their knock-on effects onto the L-shape kitchen layout were reviewed with the kitchen design 
expert. 122 direct connections were developed by assessing the relations between 24 elements. Table 7.4 
placed the identified direct connections between the elements for further specified indirect connections. 
Each direct connection between two elements could be made up of more than one connection and the expert 
indicated the likelihood and impact of change propagation on each connection as he analysed each 
connection. All layers, elements and connections were transferred into DSMs/DMMs to generate a 
multilayer network matrix (MLN). 
Table 7.5: Dependency between the elements of the kitchen design system 
No Elements (E) 
 
Depends upon 
1 Tall cabinet assembly 16,17,18,20,21 
2 Free standing (FF) USA 1,5,6,7,8,10,11,16 
3 Free standing (FF) EU 1,5,6,7,8,10,11,16 
4 Plinth None 
5 Base cabinet 1,4,6,7,8,11,16,17,18,20,21 
6 Sink cabinet 1,4,5,7,8,11,16,17,18,20,21 
7 Oven cabinet 1,4,5,6,8, 11,16,17,18,20,21 
8 Draw unit (pac) 1,4,5,6,7,11,16,17,18,20,21 
9 Worktop 19 
10 Appliances None 
11 Wall cabinets 1,4,5,6,7,8,16,17,18,20,21 
12 Cornice - pelmet  None 
13 Electrical supply 2,3,7,10 
14 Gas supply 2,3,7,10 
15 Water supply & Waste 2,3,6,10 
16 Fitting and Assembling a kitchen corner posts 24 
17 Assembling kitchen cabinet 24 
18 Fixing kitchen units to the wall 24 
19 Cutting the worktops 24 
20 Attaching kitchen doors and drawers 24 
21 Fitting coordinated end panels 24 
22 Suppliers 1,5,6,7,8,11,16,17,18,19,20,21 
23 Customers 1,2,3,5,6,7,8,9,10,11,12,13,14,15,22 





Figure 7.13 illustrates the complete interactive network for the developed kitchen design experiment, which 
represents the direct dependencies between the elements based on Table 7.4. A broad view of complex 
network relations supports understanding the architecture of kitchen design elements and how they are 
connected. 
 
Figure 7.13: Network relationship for the elements of the kitchen design system 
 
7.3.3  Quantify the Multilayer Network Method to Change Prediction Method 
The system elements in Table 7.4 served as the basis for a preliminary kitchen design model, capturing 
dependencies between the elements including the kitchen design. Each connection was assessed and the 
total 122 likelihood and 122 impact values were determined. In general, each connection between two 
elements was quantified separately as described in the previous case study (Section 7.2). The relations 
between directly linked characteristics can be investigated for common changes. For instance, if the Free 
Standing (FF) USA (E2) element changed, it will require likelihood and impact change propagations to Tall 
cabinet assembly (E1), Base cabinet (E5), Sink cabinet (E6), Oven cabinet (E7), Drawer Unit (8), 
Appliances (E10), Wall cabinet (E11), Fitting and Assembling a kitchen corner posts (E16) stemming from 






Once this information has been extracted from the case study assessment, it is transferred into the MLN 
using CAM Software. Then the data are analysed by the CPM tool. The CPM predicts the likelihood and 
impact of change propagation between elements by modelling the direct dependencies between them 
(Figure 7.14). 
 
Figure 7.14: A numerical representation of the combined likelihood &impact values for the elements of the 
kitchen design system 
7.3.4  Compute Combined Change Propagation 
As described in Case 1, understanding the change propagation through the Change Prediction Method 
(CPM) algorithm (Clarkson et al. 2004) six-step propagation analysis is applied to generate combined 
change risks. The model explicitly contains detail on the intra-layer level and includes the expert input. 
Figure 7.15 and 7.16 shows the resulting matrix before and after the CPM analysis was performed, 
respectively. The rectangles in the cells of the matrix indicate impact (height) and likelihood (width) of 




should be noted: firstly, the size of the rectangles increases, i.e. the risk of change propagation between 
elements is higher than the original matrix; and secondly, the matrix is more populated, i.e. there is a risk 
of change propagation even between elements which were not previously thought to be dependent on each 
other. This preliminary example illustrates that the resulting change propagation network is more complex 
than initially assumed and that changes to one part of the design can potentially weave through the whole 
design, requiring extensive rework.  
 
Figure 7.15: The numerical representation of the directly connected risk values for the elements of  
the kitchen design system 
 
Applying the CPM algorithm to the case study, the indirect connections between the 18 elements can be 
generated by using the maximum change propagation steps (six-step propagation analysis) to calculate the 
combined change risks. The detailed results are given in the risk MLN presented in Figure 7.15. This MLN 





specific high-level views of change propagation. For example, the blocks within The Kitchen, Kitchen 
Design Process and Stakeholders layers can be combined to generate an element-element change risk plot, 
similar to the result of CPM. In Figure 7.16, the colour scale specifies the risk values as follows: the red 
cells are the higher risk (R>70%), the yellow cells are the medium risk (30% < R<70%) and the green cells 




Figure 7.16: After change prediction method algorithm (six-step propagation) to represent direct and indirect 
connected likelihood & impact values for the elements of the kitchen design system 
 
For high-level analysis, Figure 7.17 is generated by using CPM analysis tools in the highest row first and 
highest columns of the risk values. This results in 209 risk values with all elements being affected 
simultaneously when taking the highest risk into account. The colour scale shows that the core elements 
are critical in terms of receiving changes from other elements (i.e rows Integrators, Fitting and Assembling 





initiating changes to other elements (i.e columns Customers, Free Standing (FF) the US, Electrical supply, 
Gas supply, Water supply & Waste) and between each other. The overall average of the risk values is 29.7% 
in the range from min 0% to max 99%  (include the distribution of low 0.3; medium 0.5; high 0.8 ). The 
majority of connections in the matrix are low-risk values. The connectivity between non-core elements is 
less critical. The matrix provides a view of the kitchen design system as an entirely combined system, with 





Figure 7.17: Combined risk design structure matrix for the elements of the kitchen design system  



































































































































































































































































Installers 96 99 67 67 67 59 60 46 46 46 46 46 13 9 9 9 9 9 9 3 1
Fitting and Assembling a kitchen corner posts 96 97 69 69 69 60 57 43 43 43 43 43 12 9 1
Fitting coordinated end panels 96 96 66 66 66 56 57 43 43 43 43 43 12 9 1
Attaching kitchen doors and drawers 96 96 66 66 66 56 57 43 43 43 43 43 12 9 1
Fixing kitchen units to wall 96 96 66 66 66 56 57 43 43 43 43 43 12 9 1
Assembling kitchen cabinet 96 96 66 66 66 56 57 43 43 43 43 43 12 9 1
Tall cabinet assembly 96 96 71 71 71 59 55 43 43 43 43 43
Plinth 90 71 56 56 56 41 37 30 30 30 30 30
Oven cabinet 90 91 63 63 56 33 30 21 21 21 21
Sink cabinet 90 91 56 56 63 33 30 31 21 21 21
Wall cabinets 90 91 56 56 56 33 30 21 21 21 21
Base cabinet 90 91 56 56 56 33 30 21 21 21 21
Draw unit (pac) 99 64 52 52 52 42 30 21 21 21 21
Cutting the worktops 65 46 29 29 29 24 31 17 17 17 17 17 4 9
Appliances 66 40 43 43 43 9
Free standing (FF) USA 44 25 25 25
Free standing (FF) EU 44 25 25 25
Worktop 25
Suppliers 25







7.3.5. Use of the Change Risk Model for Decision Making 
 
Comparing direct and indirect risk values with the company expert  
 
For high-level analysis, the layers of the combined risk MLN were combined to gain the element-to-element 
risk. This combined matrix contains the maximum combined risk values of 3 square DSMs (1, 5, and 9) as 
well as the 6 DMMs (2, 3, 4, 6, 7, and 8) between them, as illustrated in Figure 7.18. In Figure (a) and (b), 
the computed results of the direct and indirect change propagations are illustrated. Fields 1, 5, and 9 
subsequently show the interaction between Kitchen, Kitchen Design Process and Stakeholders. Fields 4 
and 7 indicate the performance rating of elements that are connected with the kitchen. Fields 2, 8 and 15 
indicate the performance rating of elements related to the kitchen design process. Fields 3 and 6 indicate 
the performance ratings of elements which are attendant on the stakeholders. 
 
 
                    
(a)                                                                                    (b) 
Figure 7.18: The numerical representation of the directly (a) and indirectly (b) connected risk values 
for the elements of the kitchen design system 
 
Figure 7.18 (a) and (b) carried out by the use of Table 7.5 illustrate the differences between the original 
input data and the final results. The comparison was done by the company expert whose comments are 
quoted in speech marks. In comparing the risk values, the yellow and red risk values were considered which 











Table 7.6: Comparison of the direct and indirect risk values for the kitchen design system 
 
No 
The input data  
(the direct connected Risk=Likelihood x Impact 
values) 
The CPM Algorithm results  
(the indirectly connected risk values) 
Comparison of the input data and 
final results 




“The Free Standing (FF) the US that 
changes the dimension, because it is 
much bigger than change any kitchen 
base cabinets.  
If you change the position of this tall 
cabinet that would be expected to 
highly affect indirectly by the 






Any changes in the Kitchen Design 
Process do not affect any of the Kitchen 
elements. The software also did not get 




“Customer gives high risks which 
makes sense. For instance, change the 
tall cabinet by a customer and the 
choice impacts on the installation 




























“It is surprising to me! Because how 
changes Free Standing Fridge (FF) the 
US will affect for instance the attaching 
kitchen doors and cabinet. 
 
“Electrical, Gas, Water supply and 
Waste medium risks on the Kitchen 
Design Process: talking about the 
position rather than the nature of them. 
If the position of changes yes that may 
affect the kitchen design process. If 
Electrical, Gas and Water supply & 
Waste moved after the design that has 





“Kitchen Design Process does not 
affect each other. The indirect 




The input data  
(the direct connected Risk=Likelihood x Impact 
values) 
The CPM Algorithm results  
(the indirectly connected risk values) 
Comparison of the input data and 
final results 
With Jewson Ltd. 
6 
  
“I am wondering how a Customer 
would effect on Kitchen Design 
Process does not make sense. I assume 
Customers affect Fitting and 
Assembling kitchen corner posts. Two 
corners or one corner might affect the 
Corner unit, Customer not affecting 
materials. Might be customers choice 
on the kitchen style can impact 
indirectly. 
Fitting units and the walls: different 
supplier has different types, for 
instance, hanging rackets or some 
suppliers attached the doors of units 





“Free Standing (FF) the US to 
Installers may affect but I don't think so 
it is a major effect. I don't see any 
threatening or risk.” 
 
“If Electrical, Gas and Water supply & 
Waste are done in an early stage that 
cannot affect the Installer but after the 



















The input data  
(the direct connected Risk=Likelihood x Impact 
values) 
The CPM Algorithm results  
(the indirectly connected risk values) 
Comparison of the input data and 
final results 





“Installers have been low affected in 
changes in the Kitchen Design Process. 
The indirect connections are quite low 
and can be eliminated” 
9 
  
 “When a Change come from 
Customers, Installers is under the 98% 
high risk on it can be expected; 
Customers would affect the designer of 
the kitchen.  
 
Suppliers can affect the Installer 
because of the type of units, which the 
CAM software found the risk value as 
60%. However, I don't think there is a 




The risk model for decision making 
The simulation results for a kitchen design change were run and a prioritised change risk list was developed 
which enables the user to assess the characteristics of the direct relationships between elements and the 
impact of the changes on the indirect relationships. Table 7.6 indicates such a prioritised change risk list 
for a Customer (23) preference for the Freestanding US Fridge Freezer (15) . When a customer chose the 
US fridge instead of the EU one, the kitchen design elements in the bold red colour are at a high risk of 
impact (such as “Tall cabinet assembly”(1), “Installers”(24), “Fitting and assembling a kitchen corner 
post (18) and “Assembling kitchen cabinet”(17) are most likely to be changed.). However, the expert did 
not agree with the change effects of Customers on the Kitchen Design Process directly. On the other hand, 
his reviews on some elements of the design process support the results of the risk plot. For instance, a 
chosen tall cabinet by Customer (23) gives high risks, and the choice may impact the installation process 
and individual Kitchen Units. Similarly Customers Choise of two corners or one corner kitchen might affect 
Fitting and Assembling Kitchen Corner Posts (16). Customers' choice of the kitchen style can impact some 
elements of the kitchen design processes indirectly. In addition, despite the risk plot, the expert mentioned 
















Table 7.7: Prioritised change risk list for Customers 
Initiating change: Customers (E23)  
Priority 
No 
Affected Elements Risk 
value % 
Name Element No 
1 Tall cabinet assembly E1 98 
2 Installers E24 96 
3 
Fitting and Assembling a kitchen 
corner posts 
E16 96 
4 Assembling kitchen cabinet E17 96 
5 Fixing kitchen units to the wall E18 96 
6 Attaching kitchen doors and drawers E20 96 
7 Fitting coordinated end panels E21 96 
8 Oven cabinet E7 90 
9 Sink cabinet E6 90 
10 Plinth E4 90 
11 Base cabinet E5 90 
12 Wall cabinet E11 88 
13 Draw unit (PAC) E8 66 
14 Appliances E10 65 
15 Freestanding (FF) US E2 44 
16 Freestanding (FF) EU E3 44 
17 Worktop E9 25 
18 Water supply & Waste E15 25 
19 Suppliers E22 25 
20 Cornice - pelmet E12 9 
21 Electric supply E13 9 
22 Gas supply E14 9 
 
Figure 7.19 indicates the possible paths between E23 (Customers) and E2 (Free Syanding Fridge US), 
which incorporates five elements and seven links. This figure includes direct and indirect combined 
likelihood values. The green direct line (E23-E2) is the shortest path (0.5) between the two elements and 
indicates the two elements directly connected. The figure also indicates the number of common neighbours 
(E13, E14 and E15) between the elements that share links with these two elements (E23 and E2). The more 
neighbours in common that two elements have, the more likely it is that a change will propagate between 
them. The higher the changing likelihood is given, the more likely that change will propagate along this 
route. In the figure, the most likely path line between two elements is E23-E15-E2 (0.5-0.5). Specific 
challenges of the method when applied to the case study will be detailed as part of the method evaluation 





Figure 7.19: Selected change propagation paths from kitchen customers (E23) to freestanding (FF) US (E2) 
 
7 Case Study 3 – Change Requirements, UOP Honeywell 
This case study explores the application of the proposed system change method to the production system 
in the refining and petrochemical plant of UOP Honeywell, which is UK-based. The petrochemical industry 
is more global, competitive and complex than ever before and sometimes quick solutions are needed to 
meet changing requirements or regulations. Demands on the Honeywell UOP manufacturing plant are to 
produce high performing catalysts and absorbents for the customer’s refinery processes. The company 
wants to create a more efficient manufacturing change process to avoid possible change propagations to 
meet the expectation of change requirements coming from customers. The opportunity of the project as a 
whole also includes manufacturing and supply chain management. The case study considers the design 
stages of a manufacturing system with a characteristically decomposed hierarchical architecture. In 
particular, how changes to one part of the design would propagate to other parts was investigated. The 
challenge was to select an opportunity and level of detail applicable for this type of analysis and to 
continually model hierarchical systems decomposition while keeping the modelling work sensible. 
 
The production system architecture consists of many sub-systems and elements. The method was initially 
generated with data estimated based on documentation and then a workshop was run for model building by 
engaging production experts who had a good experience of the complex environment (Table 7.7). Each was 
aware of the perception of risk assessment and had an experience of giving subjective estimates of risks 
based on their professional decisions. Each person had different degrees of participation in the exercise 
dependent on the nature of the task being executed during the model development process. Change, change 
propagation and associated risks were investigated in a range of modelling development activities, mostly 
based on a Multi-layered Network (MLN), which captures the dependencies between parts of the design on 
different levels. The Change Prediction Method (CPM) provides insights into the company’s production 
plant to investigate the implications of multilayer hierarchical system decomposition as well as to undertake 


















Table 7.8: The participants in the study to model development 
Person Job Function Experience 
I. Production Planner 30 years at various departments at UOP Honeywell 
Brimsdown Plant, UK 
II. Process Engineer 4 years’ experience in the operational process. 
 
III. Production Supervisor 15 years’ experience in various process sections 
 
IV. Warehouse Operator 19 years’ experience in the warehouse department. 
 
 
7.4.1 Decompose the system into layers and elements 
The multilayered production system architecture decomposes into 19 system elements. The criteria are 
having a more manageable number of elements and staying at the right level of the detail to satisfy the risk 
analysis. Based on the change requirements from the past experiences, the catalyst or absorbent production 
system was divided into four layers: Requirements, Product Specifications, Production Process and 
Personnel, which consist of 19 elements as shown Figure 7.20.  
 
Figure 7.20:  Decomposition of the Production System of UOP Honeywell Brimsdown Plant 
 
7.4.2 Capture dependencies between layers and elements 
The second stage of the design concept was to capture the connectivity between the 19 elements in a multi-
layer network matrix. The information was collected from current documents and through interviews with 














































the manufacturing staff. A production system is subject to potential changes associated with subsystems 
and system elements. Each system element can be affected by both planned changes and change 
propagation. The identification of connections between elements and the assessment of their change 
propagation likelihood and impact, the next step, resulted in 164 direct connections between the 4 layers 
and 19 elements held in a Multilayer Network (MLN) matrix. Each direct connection between two elements 
could be made up of more than one connection and the manufacturing personnel indicated the likelihood 
and impact of change propagation on each connection. Table 7.8 shows the connectivity between the 
elements resulting from the dependency analysis. 
 




Elements Name Depends upon elements 
1 Recipes 2,4,10,11,12,16,18 
 2 Materials 1,4,5,6,7,8,9,10,11,12,16,17,18 
3 Equipment 4,10,11,12,13,14,15,16,17,18 
4 Instructions 2,3, 10,11,12,13,14,15,16,18,19 
5 Activation 1,2,4,6,10,16,18 
6 Metal content 1,2,4,5,7,8,10,11,12,13,16,18 
7 Hardness 1,2,4,6,8,9,10,12,16,18 
8 Impurity content 1,2,4,5,6,9,10,11,12,16,18 
9 Surface Area 1,2,4,6,7,10,11,13,16,19 
10 Production Planning 12,13,14,15,17,18,19 
11 Product Development 1,2,4,5,6,7,9,10,16,17,18 
12 Impregnation 3,4,6,10,13,18 
13 Oxidation & Drying 3,4,9,10,15,18 
14 Drumming 4,10,15,18,19 
15 Reduction 3,4,5,10,14,18 
16 Product Designer 1,5,6,7,8,9,11,17 
17 Supply Chain Planner 10,16,18,19 
18 Production Staff 1,3,4,12,13,15,17,19 
19 Warehouse Staff 2,10,14,17,18 
 
 
7.4.3. Quantify the Multilayer Network Method to Change Prediction Method 
The information gained from Table 7.8 was complemented by estimates of the likelihood and impact of 




likelihood estimation strategy is based on the frequency with which the element is changed. Some elements 
are less frequently changed than others regardless of their dependency properties. 
 
In general, each link between two elements can be quantified individually and separately for each direction 
as in the previous case studies. The values for each connection initially were linked then quantified by 
likelihood and impact values on a case-by-case basis analysis. The connections are quantified using three 
different thresholds, namely 0.3 for low, 0.5 for medium, and 0.8 for high impact. To estimate these values, 
the relations between directly linked attributes were investigated for common changes. The computations 




Figure 7.21: The numerical representation of the directly connected change risk values in a multilayer network for 




7.4.4 Compute Combined Change Propagation 
The Change Propagation Method (CPM) is used to estimate the ‘combined risk matrix’. This matrix 
indicates the total risk of change initiated in one element (in the column) propagating to any other element 
in the system (in the row), either directly or through a chain of intermediate connections. The risk is 
calculated as Risk=Likelihood x Impact. The likelihood and impact values were drawn and quantified as a 
combined risk value using CPM software (Figure 7.22). The shading colours from dark green to yellowish 
indicate the lower to highest risk values. Figure 7.22 also indicates each layer (domain) of the system and 
their network relations, for instance, ‘Change Requirements’ has relations with ‘Product Specifications’ or 
‘Production Process’.   
 
 
Figure 7.22: Numerical representation of the directly connected change risk values in a multilayer network for the 





Applying the CPM algorithm to the case study, the indirect connections between the 19 elements can be 
generated by using the three-step propagation analysis to calculate the combined change risks. The risk 
values are given for different pairs of elements within MLN in Figure 7.23. The results reveal that all 
elements are affected simultaneously when taking the highest risk into account. The colour scale specifies 
the risk values as follows: the red cells are the higher risk (R>70%), the yellow cells are the medium risk 
(30% < R<70%) and the green cells are low risks (R< 30%). This combined matrix contains the maximum 
combined risk values within the 4 square DSM (Design Structure Matrix) and the 12 DMMs (Domain 
Mapping Matrix) (Figure 7.23). A different view of the combined risk can be generated. For instance, the 
blocks within the change requirements and product specifications can be combined to generate an element-
to-element change risk plot, similar to the result of CPM (Keller et al. 2009). This will be discussed in the 
model evaluation section 8.  
 
Figure 7.23: Results of running the change prediction method algorithm to represent the indirectly connected risk 




7.4.5. Use of the Change Risk Model for Decision Making 
 
Comparing direct and indirect risk values by the author 
This MLN matrix consists of the dependency connectivity of 4 DSMs (1, 6, 11, 16) and 12 DMMs (2 3, 4, 
5, 7, 8, 9, 10, 12, 13, 14, 15) (Figure 7.24).  Figure 7.24 (a) and (b) provide the computed results of the 
direct and indirect change propagations. Fields 1, 6, 11, and 16 subsequently show the interaction between 
Change Requirements, Product Specifications, Production Process and Personnel. Fields 5, 9, and 13 
indicate the performance rating of elements that are associated with the elements of change requirements. 
Fields 2, 10, and 14 indicate the performance rating of elements that are connected with the elements of 
product specifications. Fields 3, 7, and 15 indicate the performance rating elements which are related to the 
elements of the production process. Finally, fields 4, 8, and 12 indicate the performance rating of elements 
which are attendant on the elements of the manufacturing personnel (Figure 7.24).  
 
             
Figure 7.24: Numerical representation of them directly (a) and indirectly (b) connected risk values for  
for the element of the production system 
 
 
Figure 7.24 (a) and (b) based on data in Table 7.9 indicates the differences between the original input data 
and the final results. Unfortunately, due to plant closure, the comparison could not be assessed by 
manufacturing personnel and was undertaken instead by the author. Only those risks at the high end of the 









Table 7.10: The comparison of the direct and indirect risk values for the element of the production system 
No 
 
The input data 
(the direct connected Risk=Likelihood x 
Impact values) 









Unexpected change propagation towards the 
Materials, Equipment and Instruction when 
changes initiated on all the elements of 
Change Requirements.  
This result makes sense, for instance, the 
company changed one of the reduction 
reactors but considered only possible impact 
on the Instruction and it was updated. But 
the reactor start-up process required some 
changes on the process temperatures and 
pressures, so Recipes also updated. The 
software picked it up. 
2 
  
CPM algorithm found unexpected change 
propagation on Equipment with initiated 
changes on all Production Specifications. 
However, it did not receive direct change 











Unexpected change propagation on 
Equipment and Instructions with changes on 




















The input data 
(the direct connected Risk=Likelihood x 
Impact values) 










Change propagation towards Product 
Designer to the Materials, Equipment and 
Instructions. Changes on Warehouse Staff 
give an unexpected 46% of the risk on 










CPM algorithm predicts unexpected risk 
through Recipes, Equipment and 







The elements of Product Specification 
propagate risk between each other. For 
instance, change initiating on Impurity 
Content of a catalyst, such as a reduction in 
impurity, will affect the Hardness of catalyst 
that CAM software picked up with the 55% 
risk. In addition, increasing the Metal 
Content of the catalyst indirectly may affect 
the Surface Area of the catalyst. Catalyst 












The input data 
(the direct connected Risk=Likelihood x 
Impact values) 





Comparison of the input data and final results  
7 
  
Any changes coming from the Product 
Development process surely must affect the 














Undesirable change propagation on 
Production Specifications elements of 
Activation and Metal Content is associated 
with change on Production Staff.  
In catalyst production, the Metal Content 
and Activation are the most critical specs of 
catalyst. The experience of Production Staff 
may significantly affect the product quality 









Any change initiating within the elements of 
Change Requirements will significantly 
impact Production Planning.  
Recipes and Materials changes impact the 
Production process of Oxidation & Drying, 







The input data 
(the direct connected Risk=Likelihood x 
Impact values) 





Comparison of the input data and final results  
 10 
  
Unexpected results obtained with changes 
initiating in any Product Specifications 
affecting Production Process of Oxidation 
& Drying, Drumming and Reduction. In 
addition, changes to the Surface Area of 
catalysts created a 74% risk to the 
Impregnation process.  
 
If we look at the whole production system 
if any request coming from product 
improvement that requires changes in the 
product specifications as well as recipes 
and instructions these affect the Production 
Process.  In this view, product 




The Catalyst Production Process is semi-
continuous and the elements may directly 
affect each other in sequence, for instance, if 
the stirrer of Reduction reactor is broken 
then the Drumming process has to stop. But 
it indirectly may influence in the quality of 
catalysts: for instance, any changes to the 
reduction process may not affect 
Impregnation process physically, but if the 
catalyst has an impurity during the 
Reduction process, the problem may come 
from the Impregnation process. The 





Based on the CAM results, Product 
Designer and Production Staff significantly 
affect the Production Process, which makes 











Any changes to the elements of Change 
Requirements developed unexpected risks 





Unforeseen highest risks received on Supply 
Chain Planner and Warehouse Staff when 
changes occurred on any the elements of 
Product Specifications.  
Probably these indirect risks can come about 
out in related to the failed products that 
required taking action by the Supply Chain 
Planner on the SAP system. 
 The movement of the out-off specs products 
to the blocked location of Warehouse by the 





Unpredicted results towards Supply Chain 
Planner, Warehouse Staff and Product 
Designer received when initiating changes 





Any changes in any Personnel element 
indirectly create a big impact on the Product 
Designer and Production Staff. 




The risk model for decision making 
A risk model illustrated in Figure 7.2.3 is a graphical representation that is used to develop prioritisation 
arrangements identify high and low-risk events. The evaluation of design work through ordering risk 
estimates enable solutions to be selected relatively effortlessly. In this case study, due to various change 
requirements (e.g. process, material changes) within the manufacturing site, updating the Operational 
Instruction is always being required. Therefore, in this section, a combined risk plot was developed to 
review the initiating change towards Instruction to Material elements. In Figure 7.25, the initiating changes 
on ‘Instructions’ affect the elements that fall on the lowest left side of the chart with a low likelihood. This 
suggests that ‘Impurity Content’ is relatively more robust to changes when compared with other elements; 
this also appears on the low middle part of the chart, indicating low impact, and thus is relatively robust or 
adaptable to changes when compared with other elements. So, impurity content of the catalyst is the least 
critical as it is unlikely to be changed, and the impact of change is low even if a change is required.  There 
are no elements that fall on the lower left of the chart having a relatively low impact and likelihood. 
Activation, Surface Area, Materials and Hardness of catalyst or absorbent have less than 50% of the 
combined risk and reside in the low part of the upper top left of the chart. They are at moderate risk of 
change and impact relatively mildly if a change is required. The elements with over 75% of the combined 
risk, such as ‘Production Staff’, ‘Production Planning’, ‘Reduction’, fall on the upper right of the 3-step 
change analysis chart and have relatively high impact and likelihood; these elements are the most critical 
as they are both likely to be changed and causes a high impact to other elements when a change is required.  
 
Table 7.11: The elements for the change requirements of the production system 






6 Metal content 
7 Hardness 
8 Impurity content 
9 Surface Area 
10 Production Planning 
11 Product Development 
12 Impregnation 
13 Oxidation & Drying 
14 Drumming 
15 Reduction 
16 Product Designer 
17 Supply Chain Planner 
18 Production Staff 






Figure 7.25: The Combined Risk Plot for the Instruction (E4) 
 
CAM software enables the conversion of the combined risk plot to the prioritised change risk list for a 
change initiator. The prioritisation list separates high and low-risk elements and supports the design effort: 
when ordering risk estimates, designers can select solution proposals which require less effort to implement. 
For instance, Table 7.10 shows such a prioritised change risk list for changes resulting from Instructions 
(E4) of production. From the list, it can be seen that the Production Staff (E18), Production Planning (E10) 
and Reduction (E15) are at the highest risk if the operational Instructions are changed. The purpose of using 
prioritisation schemes also supports propagation path examination to identify elements that are critically 










































































the only basis for identifying elements for assessments, it is still possible to take on risk beyond that which 
is desired. Such a prioritised list can help avoid oversight of change impacts on those elements. However, 
manufacturing experts can use their experience to put things into context and provide better change 
assessment. For example, given that the ‘Instructions’ is also closely connected to the ‘Warehouse Staff’ as 
well as ‘Production Staff’, the changed dependency between them also should be ‘higher’. However, the 
combined risk elements path said dependency was ‘low’. 
 
Table 7.12: Prioritised change risk list for the change initiator: Instruction (E4) 
Priority 
No 
Affected Elements Risk value 
% Name Element 
No 
1 Production Staff E18 91 
2 Production Planning E10 84 
3 Reduction Process E15 76 
4 Impregnation Process E12 69 
5 Supply Chain Planner E17 68 
6 Oxidation & Drying 
Processes 
E13 66 
7 Warehouse Staff E19 66 
8 Recipes E1 61 
9 Product Designer E16 59 
10 Metal Content of Catalyst E6 57 
11 Drumming E14 57 
12 Equipment E3 57 
13 Product Development E11 54 
14 Activation of Catalyst E5 46 
15 Surface Area of Catalyst E9 41 
16 Materials E2 39 
17 Hardness of Catalyst E7 38 
18 Impurity Content of Catalyst E8 23 
 
 
The core of the study consists of the network analysis of change requests, and the development of a set of 
indices that make possible a quantification of change activity by subsystem area. Based on the results from 
the CAM software, some of the operation elements are not robust or adaptable to changes. The companies 
can thus re-evaluate the suitability of standardising such elements and try to improve their change 
robustness or adaptability based on the prioritised change risk. In general, the results from the case study 
suggest that the changeability assessment can provide insights for industrial application. This case study 
using the developed method demonstrates that assessing the changeability of system elements is feasible in 





The applications of the system change method (SCM) not only support examining change prediction but 
also capture knowledge, support systematic process management and potentially improve manufacturing 
productivity by employee’s engagement. In this case study, experts systematically reviewed the 
connectivity in the system and change example is selected from the experience. The model building 
application provides for capturing past knowledge of the change. The multi-layered matrix allows 
employees to be able to understand the different levels of the system as a whole.  
 
7.5 Chapter Summary  
This chapter introduced three case studies where the CPM method and the software tool have been applied. 
The software tool was also formally verified and tested against the requirements stated in Chapter 4. The 
first case study was performed at a UK construction manufacturing company and was focused on risk 
assessments of changes to a kitchen assembly system to satisfy business process improvement through 
reducing kitchen cycle time. The second case study was completed for the kitchen supplier of the 
construction company and assessed the impacts of possible customer preference on the kitchen units. The 
final case study was executed at a petrochemical manufacturing company analysing instruction changes in 
production. The experts’ reviews of the method applications showed that CAM software may be a valuable 
tool, allowing analyses to achieve further insights into change propagation. However, it should be 
considered that more users reviews are needed for the reliability of the method application. The specific 










































8.1 Chapter Overview 
The previous chapter presented the answer to the sixth question of this thesis (RQ6: How well does the 
developed system change method perform in real case studies?) by presenting three case studies. This 
chapter evaluates the proposed system change method through three types of evaluation: the support 





8.2 Method Evaluation 
The Design Research Methodology (DRM) (Blessing and Chakrabarti 2009) distinguishes three types of 
evaluation of a developed method.  
1. The support evaluation process comprises a regular assessment of the functionality, reliability and 
completeness of the utility of the plan. 
2. The application evaluation process involves the evaluation of the practice of the proposed method, 
assessing whether the technique is usable or feasible for the planned change. 
3. The success evaluation process looks at the benefit of the proposed method and improvements in the 
defined success criteria.  
The 'support evaluation' was planned for all four DRM stages include the method was utilised in the 
verification of the practice. Meanwhile, the 'application evaluation' involves the technique of usability that 
can refer to both verification and validation of the method. However, the 'success evaluation' more considers 
the effectiveness of the technique about the method validation (IEEE 2012). 
 
The requirement of ECM methods developed in Chapter 4 refers to all three types of evaluation proposed 
in DRM (Blessing and Chakrabarti 2009). The review of the system change method (SCM) is made against 
the derived requirements (Chapter 4) by following the three DRM evaluation types, adapted from Hamraz 
(2013). Input related requirements are evaluated during the support and application evaluation. An 
evaluation of the method against the elements for ECM methods created in Chapter 4 will be assessed for 
the SCM and referred to the application evaluation n.  On the other hand, the output related requirements 
are evaluated during the success evaluation. The output-associated needs, such as the author's view on the 
value of method output for each case study, the author's opinion on the added benefit of including addition 
layer in the CPM analysis and the company's view of the value of method output, are included.  In the next 
three subsections, the outcomes of these evaluations will be reviewed for the proposed SCM.  
 





Application Evaluation Success Evaluation






In Figure 8.1, “Application Evaluation” refers to the verification of this study, which is includes all the 
activities associated with the system change method, assessing whether the technique is usable or feasible 
for the planned change. Rigorous applications of case studies of cause and effect are subjected to strong 
methods of verification. On the other hand, “Success Evaluation”  addresses the validation of this study, 
which is checking whether the proposed method applicable to the industrial needs. 
 
8.2.1 Support evaluation 
The internal functionality, reliability and completeness of the system change method (SCM) have been 
reviewed continuously and enhanced all through the development stage of the Prescriptive Study.  The 
research project followed the DRM stages. The parts of this review process marked in blue relate to the 
support evaluation. The aspects of the support evaluation are classified as follows: 
 
• Academic review: The SCM was reviewed monthly with the thesis supervisor as well as occasionally 
discussed with the experts and other researchers from academia. The work was reviewed more formally 
by the thesis supervisor. After the second year, the work was discussed with the supervisor again. The 
work was presented at the Graduate Student Conference at Cambridge University Engineering 
Department. Two conference papers were developed and published based on this work (Olmez and 
Clarkson 2013; Olmez et al. 2017). 
 
• Industrial review: A regular review meeting was set up with the UOP Honeywell stakeholders. The 
smaller model was first built and tested for the UOP Honeywell case study (Olmez and Clarkson 
2017a). Secondly, the application of the method was discussed at a case study meeting with the design 
experts at Laing O'Rourke and the method applied to a Kitchen Assembly System (KAS) (Olmez et al. 
2018). Another case study was reviewed with the kitchen design expert from Jewson Ltd for the Kitchen 
Design System (KDS). The work was presented at the LOR Graduate Development Program and 
Innovation event at the University of Cambridge. 
 
The feedback from the academic and industrial support was used to improve and develop the final version 








8.2.2 Application evaluation  
The application evaluation aims to assess whether or not the developed system change method can be used 
for the planned task, i.e. the focus is on its utilitiy and usability. The system change approach is proposed 
to be applied to complex manufacturing systems and supply chain systems by system engineers or designers 
who are responsible for manufacturing changes. The model building requires knowledge about the system 
design structure and working techniques of the method. The method instruction plays a vital role for the 
method users. The implementation of the Change Prediction Method (CPM) into the Cambridge Advanced 
Modeller (CAM) software has already been used frequently in research and industry (Wynn et al. 2006; 
Wynn 2007; Wynn et al. 2010). Training and instruction have been taken from the EDC software engineer. 
CPM enables the system change method (SCM) is successfully applied as a module in CAM. 
 
To assess whether it is practical to apply the proposed method to complex manufacturing systems, three 
different case study examples in two very different industries were chosen: Kitchen Assembly System and 
Kitchen Design System in a construction company, and Change Requirements for production systems in a 
petrochemical manufacturing company. The method successfully was applied to all three case studies, but 
only the effectiveness of the first two cases was evaluated because, unfortunately, the petrochemical 
company closed. In this case, the application evaluation, assessing SCM against the developed set of 
requirements in Chapter 4, was undertaken only by the author. 
 
Requirements-based evaluation  
The assessment results of the system change method (SCM) compares with the change prediction method 
(CPM) and multi-layer network (MLN) methods in Table 8.1. The methods were rated against 21 design 
requirements under five categories. For this rating, the related publications are listed in Chapter 4 (Table 
4.1) and application of case studies were reviewed and a colour shade scale is used from poor (1) to excellent 
(10) to rate these concepts. It should be noted that this rating was led only by one person and the assessment 
is subjective. Nevertheless, for the comparison of these methods for this thesis, it is adequate.  
 
The unweighted score shows that CPM and MLN decrease with SCM capacity from 27 and 35 to 15. 
Basically, SCM which is the combination of CPM and MLN may support a better in functional, physical, 
operational and technical representation. Although SCM is not good as CPM in model development 
especially in Resources: Tools, Software and Easy to Model Development. The proposed method may 
improve system performance and execution both at one level and across multiple levels. The representation 




connectivity of the system elements and dependencies. The SCM can be used to find solutions to changes, 
thereby considering system behaviors it may be better than CPM in the ability of architectural representation 
of the system domains, elements, and their connectivity. 
 
In spite of MLN is being better in decomposing systems and determining propagation paths and developing 
solutions with expert knowledge, the SCM allows change modeling and change analysis by quantifying and 
examining system ability to engage in change, and in identifying different operational policies, it may be 
better than MLN. SCM may support better numerical linkage values and algorithm for change risk 
calculation, and capture the inter-layer connectivity of system elements and dependency. On the other hand, 
the relationship of a functional change to cost was highly evident; the commercial importance of effective 
change management is not practical for SCM as well as CPM and MLN. In building the proposed method, 
undertaking expert interviews, finding the necessary information, retrieving available documentation about 
the system's architecture, and undertaking the dependency analysis were all highly demanding, but 










































   
Good: system model shows the links between elements or systems, 







Good: change propagation along with all possible links; but only at 
the component level 
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Average: based on estimated direct likelihood and impact values; 
considering all direct and indirect links; but limited accuracy and only 








   







Good: quantifies and examines the system's abilities to engage in 
change and demonstrates different operational policies. 
6 Model Usability  
 
 
Good: runs calculation, identifies the changed element, read imposed 
change risk to another element, but expert knowledge is required to 
determine propagation paths and develop solutions 
7 Economic Viability  
 
 
Average: the relationship of operational change to cost was highly 











Excellent: relative simplicity of the technique makes it applicable to 





   Average; expert interviews; necessary information; available 















   
Good: manually modified to adapt to other systems 
12 Architectural 
   




   Excellent: to capture the inter-layer connectivity of system elements 
and dependency 
14 Decomposing 
   




Resources: Tools,  
Software 
 
   Good: any tools to capture two matrices (DSMs) and MDM can be 
used, the CAM tool and CPM module are freely available 
16 
Easy to Model 
Development 
   Average; expert knowledge is required to determine propagation paths 
and develop solutions 
17 Consistency 
   
Good: definition of system elements and connections  
18 Results for Solution 
   Good: the SCM could be used to find solutions for changes, taking 
into account system behaviours. 
19 Adaptability 
   Good: existing models can be used to a certain extent and need to be 









   Good: any system model can use for change modelling, and average 
cost: no need to buy the tools.  




27 37 15  
Rating Scale:    




8.2.3 Success evaluation 
The success evaluation aims to identify whether or not the developed system change method (SCM) has 
the expected influence and thus can support success; i.e. the focus is on its usefulness. The suggested 
method can be applied to predict manufacturing changes and sustain their execution. The success of the 
change method is to assess the historical data (Clarkson and Hamilton 2000). Therefore, this thesis focuses 
on historic change cases and reviews predicted changes and their change propagation. The outcomes are 
compared in practice with the results from the data that applied the SCM against the effect of the condition 
without the model. Evaluation of real practical implementation in manufacturing environments is expensive 
and a potential risk to companies, so it is not achievable in practice. However, researchers can utilise 
experiment groups for this process. (e.g. Clarkson and Hamilton 2000, Wyatt et al. 2012). The change 
record has to distinguish between initiated and affected changes (Giffin et al. 2009) to demonstrate the 
SCM for investigating the change propagation; change effects predicted using direct connections are 
distinguished from those predicted using indirect links. These results of case studies in this thesis show that 
predictability can be improved by considering the indirect relationships between elements (Cohen et al. 
2000; Ollinger and Stahovich 2004; Keller 2007).  
 
The strategy is for evaluating historical change cases with change tools by building prediction change paths 
to find out actual change paths. A similar approach was also applied to the helicopter case study by Clarkson 
et al. (2004). The change request data has to differentiate between initiated and effected changes. To 
evaluate the performance of the SCM, as to whether the prediction is sensible, the following assessments 
were considered: (1) Author's view on the value of method output for each case study; (2) Author's view 
on the added benefit of including addition layer in the CPM analysis; (3) Company's view of the value of 
method output. 
 
1. Author’s view on the value of method output for each case study  
The value of the system change method (SCM) was reviewed by evaluating the outcome of case studies for 
insight into system structure. The method was performed treating the pilot change cases separately: the 
Kitchen Assembly System and the Kitchen Design System. The model building and evaluation were 
supported by the companies' experts. The SCM suggested for the change cases was found to be “beneficial” 
in cases where there are dependencies between the initiating and affected elements within the database, 
which supports the answer of the main research question in Chapter 1 that predicting changes in designing 




of a resilient manufacturing system (RMS). The author reviewed the change propagations on a case‐by‐
case basis, enabling proposed solutions to be compared for a single change problem. 
The change propagation paths between any two elements can be assessed with SCM, which determines 
whether a change can be allowed to spread between a pair of elements. The purpose is to examine the effects 
of change propagating through different paths particularly in conditions where a propagation path is 
considered relevant to the company's risk acceptance. The propagation path investigation for the kitchen 
assembly system is presented in Figure 8.2 and 8.3. An example is that an initiating change on Kitchen Style 
(E2) can directly propagate six changes within the kitchen assembly system [Figure 8.2 (a)]; the potential 
eleven propagation paths with the red arrows were discovered after the CAM application [as shown in 
Figure 8.2 (b)].  
    
(a) Direct likelihood connection of E2  (b) Direct and Indirect likelihood connections of E2 
Figure 8.2: Change propagation paths of E1 due to the direct connections. 
Some elements will not be affected by a proposed change, but a lack of awareness of the connections in 
design work is likely to have significant implications for the entire change process: some elements are 
highly likely to be affected. For example, Figure 8.3 illustrates the likelihood of change propagating along 
paths between E2 and E4, E2 and E17, and E2 and E6. The DSM in Appendix 2 as well as Figure 8.3 (a) 
and (b) indicate that E2 is interconnected with direct connections to E4 with a low degree (0.3) and with a 
very high degree to E17 (0.8) and with indirect connections to all other elements. 
Although there are no direct connections between E2 to E6 [Figure 8.3 (c)], indirect connections to all other 

































possible solution for a single change problem. A different way of solving the same issue may follow 
different propagation paths. The benefit of analysing these change cases with the proposed method may 
appear questionable because the technique suggests that all elements are directly or indirectly affected; the 
advantage, however, comes from a systematic approach to identifying the effects and avoiding oversights. 
The propagation paths assessment through the CPM application supports decision making and brings value 
to system design. 
  
      (a) 
 
 


































Figure 8.3: Direct likelihood connections for the selected 3-step change propagation paths  
 
The author assessed the success of the CAM algorithm and how the combined likelihood numbers give rise 
to big indirect numbers by using the multi-layer likelihood equations of CPM Algorithm, described in 
Chapter 6, Section 6.4.1 and Appendix 1. Table 8.2 compares the direct likelihood values with the combined 
likelihood values of the 3-step CAM application (Appendix 2) and the combined likelihood values 
calculated by using the likelihood equations for the selected system elements (details of the calculations are 
presented in Appendix 2). The comparison strategy is to assess the lower and higher direct likelihood values 
as well as the propagation paths between any two elements in the same layer and different layers. The small 
variations between the two different combined likelihood values (Table 8.2) come from the fact that the 
simulation only produces approximate results (Ariyo et al. 2007). Based on the direct likelihood values 












































of change propagating between two parts is estimated by counting how frequently the elements within the 
system are affected by a changed initial component (Ariyo et al. 2007). 
 
Table 8.2: Comparison of the combined likelihood values of CAM and the author 





by the author) 
E2 to E4 [Figure 8.3 (a)] 0.3 0.79 0.80 
E2 to E17 [Figure 8.3 (b)]  0.8 0.93 0.90 
E2 to E6 [Figure 8.3 (c)]  0 0.68 0.72 
 
In principle, combined likelihood values result from going through all propagation paths. It counts how 
often elements that are part of a particular system are affected by an initiating change.  In addition, supports 
the identification of the potential volume of change. In Table 8.3, three alter-native connected elements 
examined with their likelihood values. 
• The direct likelihood value between E2 to E4 is 0.3 but the indirect likelihood value from CAM is 0.79. 
A change to Kitchen Style (E2) automatically implies a change to the Suppliers (E4) as a direct effect. 
The reason for obtaining a high indirect likelihood value, as Figure 8.3 (a) reveals, is that there is a 
propagation path through E2-E5-E4 (Kitchen Style, Appliances, and Suppliers), which, drawn using 
red arrows, has extraordinarily high likelihood values (0.8-0.8). An investigation of changes between 
the Kitchen Style and Suppliers indicates a high potential for effects on the Appliances and Suppliers, 
more than the other elements, which shows that the indirect likelihood values between the two elements 
lead to changes through the intermediate parts. This connection is an example of intra-system 
connectivity (Chapter 6), which describes a relationship between two elements within the same layer. 
• The direct likelihood value between E2 to E17 is 0.8 while the indirect likelihood value obtained from 
CAM is 0.93. The intermediate elements have mainly low influences, but the direct connection 
likelihood value dominates the combined likelihood results [Figure 8.3 (b)]. This connection is an 
example of the inter-system connectivity (Chapter 6), which refers to the connections between elements 
of two separate layers.  
• There is no direct likelihood connection between E2 to E6, yet the indirect likelihood value obtained 
from CAM is 0.68. E6 has no direct dependency on the initiating element (E2). Although some 
intermediate elements have a single causal influence, some have multiple causes [Figure 8.3 (c)]. As a 




combined likelihood values.  When a design engineer is sure that an initiated change will not affect 
another element, then such propagation path should be excluded from the assessment. This connection 
is also an example of the inter-system connectivity referring to elements being connected in two 
separate layers. 
 
The CPM technique enables identification of influences during likelihood estimation by accounting for 
direct connections and indirect connections between elements. This information is useful when prioritising 
assessments of large numbers of potential propagation paths. The design change effects for evaluations are 
helpful in cases where design engineers are required to analyse alternative ways to carry out a change to a 
complex system. To this end, it is significant that the CPM tool enables us to accept or reject the change 
and the possibilities of change propagating along specific paths. It is essential to ignore unnecessary 
propagation paths. During the propagation analysis, design engineers should also consider the elements 
with low likelihood values but which, however, have functional dependencies on the changed element.  
 
2. Author’s view on the added value of including an additional layer in the CPM analysis: 
The method explores how changes impact on system design. For example, each element and layer 
contributes to the deeper understanding the design connections. In the method validation, added each layer 
affects the other layers within the system, which may give more connections because of the added layers. 
In the single-layer change propagation, focusing only the first layer on inspecting how the system layers 
contribute to the prediction capability of the system change model (SCM), the corresponding risk matrices 
were calculated and compared for four model matrices. For instance, in Case Study 1(CS1):  
1. Direct risk of all layers, 
2. Single-layer change propagation using only the kitchen requirements layer (Forward CPM(L1)),  
3. Double-layer change propagation using the kitchen requirements and kitchen installation layers 
(Forward CPM(L1L2)),  
4. Triple-layer change propagation using the kitchen requirements, kitchen installation, and kitchen 
assembly process layers (Forward CPM (L1L2L3)).  
5. Four-layer change propagation using the kitchen requirements, kitchen installation, kitchen assembly 
process layers and the manufacturing organisation layers (Forward CPM (L1L2L3L4)) 
 
The CPM algorithm was applied using six steps of propagation to obtain the combined risk matrices. The 
results within the layers were combined to the element level using the maximum operation. Table 8.3 
summarises the metrics calculated for all the alternative combinations of matrices. Figure 8.3 represents the 




Table 8.3: Risk matrices calculated taking different numbers of layers into account 
System Matrix Sum of 
connectivity  
risk values 




































Direct risk (L1) 57 5 12 11.4 4.8 42 
CPM L1  75 9 12 8.3 6.3 75 
CPM L1 in L1L2  146 12 12 12.2 12.2 100 
CPM L1in L1L2L3 273 12 12 22.8 22.8 100 
CPM L1 in 
L1L2L3L4 




Direct risk (L1) 1064 56 210 19.0 5.1 27 
CPM L1  3200 76 210 42.1 15.2 36 
CPM L1 in L1L2  3200 76 210 42.1 15.2 36 







Direct risk (L1) 141 7 12 
 
20.1 11.8 58 
CPM L1  161 12 12 13.4 13.4 100 
CPM L1 in L1L2  268 12 12 22.3 22.3 100 
CPM L1in L1L2L3 502 12 12 41.8 41.8 100 
CPM L1 in 
L1L2L3L4 
676 12 12 56.3 56.3 100 
 
 
Figure 8.4: Comparison of single-layer to multi-layer change propagation analysis for the cases 
 
Assessment of Figure 8.3 and Table 8.3: the effect of layers on the risk propagation: 
• For the CS1and CS3, the distribution of the average connectivity value shows steadily increasing values: 
the more layers considered in the change propagation model, the higher the average connectivity value. 































layers are added to the CPM application, and its profile is flattened (Figure 8.3). The reason is, as seen 
in Figure 7.14, that there are many parts of the matrix not directly connected; for instance, there are no 
connections between the elements of L2 & L1; L2 & L2; or L1 & L3. Figure 7.14 clearly shows that L1 
connects to L2, but L2 cannot connect to L1. 
• Similarly, L3 is connected L1, but L1 cannot connect to L3. Therefore, these loops are broken. This 
particular case shows that change propagation does not give more information. The example shows that 
if these layers are one-directional, the propagation expected may not be seen. For future work, the direct 
connections in CS2 need to be reviewed again. 
• The density of the input matrix reflects the average connectivity value for direct risk. In CS2, the 
frequency of connectivity population compared to that of CS1 and CS3 is quite low, due to some parts 
of the matrix being directly linked to each other. 
• The shape of the curve in CS1 and CS3 indicates how many additional connections between the elements 
become available when considering other layers. The gradient depends on the characteristics of the four 
different layers of the network reflected in the connectivity population density in Table 8.4 This analysis 
indicates how each layer adds additional information to the model and highlights the benefit of a multi-
layer approach over a single-layer approach. However, as most single-layer approaches such as CPM 
consider influences from other layers indirectly in the connection values of their single-layer, it is  
challenging to compare multi-layer methods to single-layer methods directly. 
 
Unexpected change propagation 
Comparing the findings from the three case studies shows that there are two main reasons why changes 
may unexpectedly propagate within a system during the engineering systems change process: 
• Propagation due to forgetfulness or oversight (Direct); 
• Propagation due to insufficient system knowledge because the role played by an element in a system is 
not known, or because there is a lack of overview of the system (Indirect). 
 
3. Company’s view of the value of method output 
In separate meetings, the method was presented and the method analysis was carried out with company 
experts in Laing O’Rourke and Jewson Ltd. After a presentation, a discussion and question and answer 
session were held to ascertain that the experts adequately understood the method, who were then asked to 
give feedback. Each meeting took around two hours and was recorded. The important opinions were 
transcribed and analysed. It should be considered that the company representatives comments on method 




Case study 1 (Laing O’Rourke) 
The first meetings for the KAS were held with Senior Process Engineer Adam Robinson at Laing 
O'Rourke's manufacturing site. The change method was introduced, and he appreciated interested in the 
method's concept and process which allows viewing a system at different levels of decomposition. The 
second meeting was conducted with the following participants: the general manager of LOR; Steve Jones, 
Adam Robinson, and Dr Tariq Masood from IFM at the University of Cambridge. The dependency analysis 
was developed in the meeting. Adam Robinson highlighted the challenges of the numerical use of the model 
in particular: "the quantification of the connections is quite demanding because every element has different 
associations and influences that exist between a change element.” The third meeting was held with 
participants Adam Robinson and Dr Tariq Masood once more. The participants were asked to give feedback 
for the method application of the case.  
 
Overall, Mr Robinson found beneficial at the results of the system change method, and he stated: "It is quite 
a useful tool; it is interesting for me because you can get quite narrow-minded when you look at the 
processes. The model can be applied to different cases with involvement of everybody else’s experiences. 
When you look at the module you can see by doing a little change here you make a huge impact elsewhere. 
I think the tool is quite useful; it gives you different angles to think of the system. Otherwise in daily life 
don't have time stop to think." Mr Robinson also indicated that the system change method could be used in 
practice to review changes. "When we are looking at the kitchen example, the tool makes me think about 
every part of the kitchen design system that involved in it. For instance, if I request a change from a designer, 
such as moving water pipes somewhere else. I can think to change in water supply impact on x, w, z than 
assess the effect with the team. Certainly, it is beneficial for a bigger team. Also, when you consider a small 
change with no planning, it will be good to use the tool. The model can be used in any design practices.”  
 
Case Study 2 (Jewson LTD) 
The second case study evaluation meetings were conducted with Brian East, who supported the early phases 
of Kitchen Design model building. He is a sector director at Jewson Ltd who are the assembly partners for 
LOR kitchen designs and now modularises these designs. Mr East was involved in decomposing the kitchen 
design system (KDS) into layers and elements. 
 
Mr East was convinced that a tool would be useful to support KDS: "The benefits that I can see with this 
type of approach. Assuming that the engineers are working on a new kitchen development process having 
this type of model can capture the knowledge of how a change in one part of a kitchen could propagate to 




of kitchen development. I think that’s a good use of the tool.” He went on to compliment the capability of 
the model to capture tacit knowledge and make it available: “I think the way the designer traditionally dealt 
with the impact of design changes is just from knowledge, which is a way of capturing knowledge a design 
engineer can use to make sure they consider several manufacturing processes. But that's very much at a 
component level and is not considering how that component might affect other components within the 
systems. So, I think this tool is something different to what we are trying to do at the moment, and I can 
see that it would be useful, but I still do have concerns how to implement it practically."  
He referred to the necessary effort as his primary concern: "The difficulty of it, having implemented it, is 
just the overheads that it requires to create and maintain the tool. For it to be useful, it requires quite an 
investment of time, and the resources that would be required to create the model are the experts - the experts 
that are working on other stuff and are the most difficult people to free out to work on this." Furthermore, 
he added the complexity of developing a model as a challenge: "in fact, the matrices and dependencies, 
even I am struggling with some of it. So, I think the complexity of the tool is a challenge. I can see certainly 
some potential, but I have some hesitations." He concluded: "So, while I can see it being essential and 
useful, there are some practical difficulties that I have with actually being able to implement it at the 
moment."  
Would you prefer to use this software in the future: "I suppose in the real world I live in, the risk of 
customers will always be there? We already know changes coming from the customer will already affect 
the other design elements. If after the design, the customer says I don't like that wall that height yes, it gives 
a high risk to the other elements. I can say right straightforward if the customer says I want to change US 
fridge freezer this may affect the whole kitchen. It is like a jigsaw - when you change one position; it 
changes all of them; it is quite straightforward. People who have less experience can get the benefit of the 
software, but experienced can pick the possible changes easily without software. The model shows 
everything connected to everything. I suppose small changes may not be high risk.” 
To summarise the company's views, the model provided a broad, integrated overview of a system and 
presented how all systems interact with each other. In addition, it helps to see what has not been seen before. 
Moreover, it provides a way to predict change impact and detect possible changes earlier. The method can 
be a potential tool to improve decision making in engineering change management. The cost of building 
the model is acceptable; the idea is to develop a generic model for the particular type of product of supply 
chain in the forms of ongoing product development. In this way, there would be no need to create a model 





8.3 Chapter Summary  
This chapter has described the application of the multi‐levelled system description for risk assessments and 
practice in a case‐by‐case change propagation investigation of the evaluation of change requests. The results 
suggest that the proposed method may improvethe predictability of change. 
In summary: 
1. The Support evaluation continuously confirmed internal reliability and completeness of the method. 
2. The Application evaluation showed that the method could be used in the situations for which it is 
intended.  
3. The Success evaluation indicated that the method contributes to an improvement in change 


















































9.1 Chapter Overview 
This chapter summarises and concludes the thesis. Section 9.2 outlines the key outcomes and research 
contributions from the answers to the six research questions addressed. In Section 9.3, the benefit of the 
system change method (SCM) is presented by revisiting the introduction to discuss the outcomes based on 
the objectives and hypotheses of this research. The research limitations are discussed in Section 9.4, and 





9.2 Key Findings and Research Contributions 






Designing a resilient manufacturing system as described in Section 1.1.3 helped to focus on the research 
area to meet this aim. The main research question is driven by the following research questions (Chapter 






The systematic literature review (Chapter 2: Table 2.1 and Table 2.2) of approximately 800 publications 
that were conducted to answer RQ1 identified 37 relevant papers, leading to the first research questions.  
Characterisation of resilient to manufacturing change: This thesis found that robustness or adaptability 
is the key characteristic of manufacturing systems that make the system resilient in the presence of change 
(Section 2.4.2). Resiliency is the ability of manufacturing systems to respond to changes through a rapid 
redesign of the architectural approach. Three key aspects lead the design of engineering systems to make 
them more resilient: (1) having a robust or adaptable system behaviour towards changes; (2) changing 
quickly and effortlessly; (3) understanding system complexity.  
 
The second research question focuses on a systematic literature search and categorisation and these results 






The systematic literature review (Section 2.5) was used to answer to RQ2 and can be summarised under 
the following research contributions: 
The Main Research Question: 
How can change prediction inform the design of resilient 
manufacturing systems? 
RQ1 What are the characteristics of a manufacturing system that 
make it resilient to manufacturing change. 
RQ2 What is the role of engineering change prediction approaches in 




Engineering Change Prediction approaches: 15 existing ECM methods were drawn from an extensive 
literature review. Table 2.4 in Chapter 2 provides an overview and brief description of current ECM methods 
with their references for modelling and analysing RMSs which were identified and classified according to 
the change management strategies (managing complexity and changeability). The most weighted sum 
assessment results generated six engineering change methods, tools needed to design a robust or adaptable 
manufacturing system by predicting the effect of changes. Change prediction tools can be used for change 
assessments. The prediction tools must encompass and quantify risk estimation. The Change Prediction 
Method (CPM) technique has several key benefits (Chapter 4, Chapter 5). For example: 
• Dependency models can reduce the effort required to build a change prediction model (Chapter 5). 
• Hierarchically structured multi-layered network risk models support more change queries than 
comparable single‐levelled models (Chapter 8). 
• Models of indirect dependency improve prediction of propagation paths between elements (Chapter 8). 
 
The answers to RQ1 and RQ2 provided both a motivation and a useful basis for the development of a 
comprehensive design for an RMS and directed the formulation of four other detailed research questions, 
RQ3 to RQ6. Overall, the main research question was thus decomposed into six logically successive 
questions, RQ1 to RQ6, to direct this research. RQ3 concerns the design requirements for a change method 





The answer to RQ3 includes the development of a set of 21 requirements for ECM methods and the 
comparative assessment of six possible ECM methods against them (Chapter 4). So, the main contributions 
of the answer of the RQ3 can be described below:  
 
ECM methods requirements: A comprehensive set of 21 requirements for ECM methods were developed 
(Table 4.1 in Chapter 4). These requirements were obtained from the publications on the 15 unique ECM 
methods identified (Chapter 2) with industrial experiences from the case studies. The defined requirements 
can provide direction for the development of future methods. The answer to RQ4 covers the conceptual 
design of a system change method (SCM) for RMS (Chapter 5). The contributions of this answer are 
summarised below. 
RQ3 What are the requirements for the system change methods to be 










Searching the most suitable concept for the system change method (SCM) supports the evaluation of the 
most appropriate engineering change methods (ECM). The selected concept is capable of supporting the 
system change method to assess change risk in the multi‐levelled system description. 
The assessment of six possible ECM methods: A comparative evaluation of the six most likely ECM 
methods was made using the set of requirements as standard criteria. These six methods were selected from 
the list of 15 unique ECM methods. For each technique, a detailed assessment table including the scores 
and justifications was reviewed (Table 4.2, Appendix 2, 3, 4, 5, 6) and in the end, all scores were 
summarised in a combined table (Table 4.3, Chapter 4). This table highlights the relative strengths and 
weaknesses of each method for each requirement. The method which best meets any particular requirements 
can thus be selected using this table. The table can also be used to generate ideas to, so the table can be used 
to generate ideas to improve any of the six compared methods.  
 
Conceptual design of the system change method (SCM): A concept was created according to method 
requirements were developed systematically. A broad engineering change management concept was 
synthesised from conceptual ideas which were identified through the comparison to meet each model 
requirement of manufacturing system complexity and changeability. The proposed system change method 
is a combination of two approaches: (1) using MLN as a network-based model to represent the structure 
and connectivity of systems and their elements (2) using CPM to quantify and simulate changes. This novel 
approach can assist engineers in predicting undesired change propagation effects, especially those that can 
influence the system characteristics with the introduction of new changes. The conceptual design can act as 





RQ4  What are the suitable concepts for a system change method to 









The answer to RQ5 includes the detail design of the SCM, including the presentation of how the multi-
layered network within the change propagation method overcomes the challenges of manufacturing system 
complexity and changeability (Chapter 6). Accordingly, the contributions of this answer can be summarised 
under the following heading.  
Detail design of the system change method: The novel method supports to describe how to analyse change 
propagation and identify the connectivity and dependencies that can exist within the manufacturing system 
layers and elements. The SCM consists of 5 stages as illustrated in Figure 6.1: Stage 1, Decompose the 
system; Stage 2, Capture dependencies between layers and elements; Stage 3, Quantify the MLN 
connectivity to compute predictive matrix; Stage 4, Compute combined change propagation; and Stage 5, 
Use the change risk method for decision making. The key role of the SCM is to predict and analyse the 
MLN of change propagation in the context of the system complexity and changeability. 
 





The answer to RQ6 comprises the application of the developed method to three industrial cases studies and 
subsequent evaluation (Chapter 8). The main contributions of this answer can be summarised under four 
headings.  
1.Application of the system change method to a Kitchen Assembly System: The novel technique was 
developed for kitchen requirements in the assembly process (Figure 7.2). The system connectivity with 
elements and layers was quantified, and the combined risk within the MLN matrix was calculated (Figure 
7.6). Subsequently, the risk model was used for numerical change propagation analysis.  
2. Application of the system change method to design a Kitchen Design System: The novel 
method(SCM) was also used for kitchen design changes (Figure 7.12). The method provides a broad view 
of a kitchen design system and aids in understanding and predicting change impacts on the system elements 
(Figure 7.17).  
RQ5  What are the detailed elements required to understand the 
chosen change method concept for resilient manufacturing systems? 
RQ6  How well does the developed system change method perform 




3.Application of the system change method to change requirements: The novel method was developed 
for change requirements of the catalyst production system (Section 7.19). The case study shows that the 
suggested method can be used for assessing system complexity and changeability, so using an SCM is a 
feasible method to understand and predict change impacts on the production system elements (Figure 7.22). 
These three case studies in two different industries contribute to the understanding of the role of designing 
an RMS in practice.  The first and second case studies are made up of new arrangements of the original 
design. The SCM was applied to possible required changes from the customer requirements. In the third 
industrial case study, the method was applied to changes in past experiences.  The time spent in applying 
this method reflects the challenge of designing an RMS to better understand change propagation networks.  
4.Evaluation of the system change method: The SCM method was evaluated using the evaluation types 
of DRM (Section 8.2). It was shown that the technique is feasible, with reasonable modelling effort, for 
complex manufacturing system designs, and valuable to improve engineering change methods. An 
assessment of the method against the requirements emphasised that this SCM improves on CPM in three 
aspects: (1) it enables the prediction of risk across multiple layers and at different levels of detail in the 
system architecture; (2) prediction of change propagation can be made through dependency analysis; and 
(3) modelling changes revealed different characteristics of systems such as robustness and adaptability. The 
method helps assess the degree of interactions within elements in a network structure. The SCM needs 
accurate data to run CPM, and thus, it requires skill to formulate and put it into practice. 
 
9.3    Contribution of the System Change Method 
The novel contribution of this research is described in four aspects below:  
1. Explore key characteristics of the resilient manufacturing system: The thesis describes resiliency 
as the ability of manufacturing systems to respond to changes through a rapid redesign using an 
architectural approach and determines the adaptability and robustness of the whole manufacturing 
enterprise. So, robustness or adaptability is the key system life-cycle properties for a manufacturing 
system that makes it resilient to changes (Chapter2 - Section 2.3). 
2. Understanding engineering change prediction methods to establish key characteristics of the 
resilient manufacturing system: One of the challenges is ensuring that risk estimates are consistent 
between and across systems and elements. The strength of the change prediction method is in its 
capability to assess interactions between systems and their elements. It is essential to understand what 
elements of the system are subject to direct changes and how such changes can propagate to impact 
elements that have no direct dependencies. Risk assessment across layers of a system can give valuable 




between the product, the process, and the organisation in change propagation and describes how these 
interactions influence the way a change propagates. The needs to satisfy limitations from functional, 
operational, technical and physical requirements were highlighted as the critical drivers for propagating 
changes (Chapter 4). The strategy of manufacturing system breakdown shows that a system 
decomposition process is applicable for change prediction. The system description has a vital role when 
assessing connectivity between the change initiator and affected elements. The thesis provides a 
theoretical insight into the hierarchical decomposition of architectural structure for complex systems.  
3. Propose a novel model to use in the resilient manufacturing systems design is presented in Figure 
5.5 (Chapter 5). It supports a better understanding of the system design process according to method 
requirements which were developed systematically in Chapter 4. The concept is designed using a 
combination of two methods: the MLN approach as a network-based model to represent the structure 
and connectivity of systems, and the CPM approach to quantify and simulate the connectivity of 
networks. The concept of the model reduces input information preferences when creating hierarchical 
risk models. The proposed method is a novel approach which models manufacturing systems as a 
network of its subsystems and elements and uses their relations to describe and predict change 
propagation. The model building practice is relying on prediction information from experts; thus, it is 
challenging to avoid subjectivity during the model building. The design concept is capable to prevent 
the unnecessary inputs data of elements and systems. Its ability reducing the risk of changes by the 
consistent estimation of risk across all hierarchy levels of a system.  In overview, it was learned that 
manufacturing changes and their propagation are essential for complex system design, and change 
prediction method (CPM) may appropriate tool for change management. 
4. Verify/ validate the model in case studies: Change management practices in all sectors, the effort 
required to build connectivity model is a significant barrier to the use of matrix‐based tools. In this 
research, a novel approach to building the connectivity model was proposed. The proposed novel 
concept may reduce the effort per person that goes into the model construction..  
 
9.4 Research Limitations 
This section discusses the methodological limitations of the research, which fall into several areas. 
Method Development:  
• The level of detail in system decomposition: The study does not provide a direct reason for the level 
of information for system decomposition. The required data for the prediction method has a 
significant influence on the quality of change propagations. A broad understanding of fundamental 




assessment in practice is influenced by factors such as knowledge across an organisation, 
constraints in protocols for proposing change requests, team structures and time pressures.  
• The accuracy of data: Having a close model link to the change system and estimating the 
probabilities are significant challenges. Ensuring the availability of precise information is 
challenging when developing the system change method. Even though it’s hard to get accurate data, 
it doesn’t matter too much as you are identifying risk areas, and not trying to give an exact 
quantification of risk.  But if the data isn’t accurate, risk prediction can’t be made.  This research is 
limited in that a quantified accurate prediction of risk is not possible. 
 
Method Application: 
• More case studies: Risk is currently estimated based on the design effort associated with the 
propagation of changes. However, in some cases, this estimation does not reflect the actual value 
of carrying out a change. To fully understand indirect dependencies in predicting change using the 
system change method (SCM), it is essential to repeat change experiments with different systems 
or case studies to optimise the technique. Future work should include applying the methods 
developed in this research to more case studies to strengthen its standardisation empirically (see 
also Section 9.5 below, Future Work). 
• Limited time: The time limitation is especially challenging for manufacturing design research. 
Successful design research requires more involvement and validation of industrial practices. 
However, the timing of case studies might not always fit appropriately within PhD projects. The 
time limitation provides a particular challenge for researchers in justifying the work empirically.  
 
Method Evaluation:  
• The verification of change predictions: Verifying change predictions during a manufacturing 
change process is complicated. Although a possible alternative is to compare the prediction against 
records of change cases, such information is also rarely available in practice. For instance, neither 
of the case study companies described in this thesis maintain such records. Therefore, the 
practicality of this work can only be evaluated through expert interviews. 
• Quantitative evaluation: Evaluation of change propagation results quantitatively would repeatedly 
require producing correct predictions until improved results are seen. It is extremely difficult for 
one to collect enough data for case studies as this would be unfeasibly time-consuming. 
• The validation of the method: This research was undertaken as an academic research project 
collaboration between the Engineering Design Centre (EDC) and two industrial manufacturing 




has been used in this thesis, applying it to several change requirements. Nevertheless, the CPM 
results should be assessed against historical change cases. Due to the Honeywell UOP 
manufacturing plant in the UK having been closed down, the method application could not be 
validated in the third case study. However, the evaluation of the method application was made in 
the first and second case studies. 
 
9.5 Future Work 
1. Method and Tools 
• The software tool: Continue to improve the software system that has already been implemented. 
The application of the software tool can support investigating how to indicate characteristic system 
behaviours such as the robustness or adaptability of a system. The CAM software and the method 
will thus continue to be evaluated and validated,  
• Alternative data sources: The data was collected from technical documents and expert interviews 
to automate the process for prediction model building.  Further research is required to develop 
alternative data sources: techniques which facilitate or even partly automate information collecting 
can significantly reduce the model-building effort.  
• The method:  It is of interest to design manufacturing systems with different attributes (such as 
flexibility), and as the SCM developed here provides a representation of the manufacturing system 
architecture, it could thus be applied to optimise it. The application of the MLN approach to flexible 
system architecture is a very encouraging research area that could be further explored.  
• Identification of change request: It is crucial to anticipate the sources of change to avoid its 
occurrence. Further research is needed to develop systems for early identification of change 
requests based on high priority issues at each stage of the system lifecycle.  
 
2. Change Analysis 
• A better understanding of change propagation: Change propagation can affect different aspects of 
a system and a complete model of change propagation can involve several thousand elements and 
dependencies, making it unrealistic to create and maintain. This is especially true for matrix-based 
approaches. One approach to deal with this issue is to develop purpose-driven modelling supports 
that address specific requirements. In this way, only a set of predefined factors would be considered 




• Risk quantification methods: Future work will concentrate on improving and developing 
standardised risk quantification methods and defining standard work procedures to reduce the 
variability in estimating dependency, likelihood and impact values.  
• Change impact profile: The CPM tool enables the assessment of the implication of change 
propagation in terms of the associated design effort, but the analysis shows that design does not 
always reflect the actual cost of making a change. A better understanding of the effects of change 
propagation may help to create a "change impact profile" for proposed changes. In addition, the 
economic feasibility and organisational implications of the change should be considered. 
3. Case Studies  
• Method applications to more industrial case studies: For testing and evaluation purposes, the SCM 
was applied to three case studies. For further evaluation and improvement, it must be used in more 
industrial case studies at different levels of detail.  
• Day-to-day manufacturing changes: The techniques developed in the course of this research have 
been evaluated against past cases of change; a better assessment of the usefulness of the predictive 
tool may be accomplished by testing the technique against day‐to‐day industrial manufacturing 
changes. The evaluation of historical data may not necessarily reflect the exact conditions under 
which changes occur. Continuously assessing engineering changes in practice with this method can 
increase the reliability of the validation.  
 
9.6 Chapter Summary 
Designing a resilient manufacturing system (RMS) is vital to ensure against any changes to the success and 
continuity of a manufacturing organisation in a competitive environment. This thesis has primarily focused 
on developing a method to evaluate the design of RMSs. Modelling manufacturing changes might influence 
decisions. Manufacturing engineers and designers can interact with the method in early detection of 
engineering changes in a variety of contexts. This support is an effective and efficient solution to achieve 
successful change management. 
 
Based on research in engineering and manufacturing change management, this thesis contributed with a set 
of requirements for a comparative assessment of current engineering change methods. As a result of the 
evaluation, the system change method (SCM) was proposed. Thereby, the thesis provides a theoretical 
viewpoint to understand the nature of modelling in designing an RMS. The application of this novel method 
was successfully demonstrated in three industrial case studies of two widely-respected manufacturing 




predictability of change propagation was enhanced through the use of hierarchical structured multi-layered 
system descriptions. By assessing historical change cases, it was shown that there are benefits in using 
multi-layered network system descriptions in change predictions.  
 
In summary, the contributions of this thesis have implications beyond engineering change methods (ECM), 
and several advantages of the method have been highlighted. The thesis advances the current understanding 
of manufacturing changes and indicates that the system change method (SCM) has the potential to improve 
the current practice of a manufacturing change management by designing a resilient manufacturing (RMS), 




















Appendix 1: CPM Algorithm (Clarkson et al. 2004) 
The Forward CPM algorithm calculates the combined risk of change propagation from element a to 
element b as follows: 
 
 
Where      
     
Indices:   a – change initiating component (sender) 
b – change propagation affected component (target) 
p – propagation path from sender to target 
s,t – components in the propagation path; component s is a predecessor to t 
u – penultimate component in the propagation path from component a to b (intermediate) 
Variables: cl- the combined likelihood 
cr-combined risk 
i– direct impact 




Appendix 2: 3-Steps indirect likelihood CAM results for Kitchen Assembly System 
 
 
Calculation of the indirect likelihood between the Kitchen Style (E2) to Suppliers (E4): 
L42= 1-{(1-l42) (1-l32*l53*l45) (1-l52*l45) (1-l52*l165*l416)} 
L42=1- {(1- 0.3) (1-0.3*0.3*0.3) (1-0.8*0.8) (1-0.8*0.3*0.8)} = 0.80  
 
 
Calculation of the indirect likelihood between the Kitchen Style (E2) to Electrical Supply (E6)  




(1-l42*l54*l65) (1-l42*l84*l68) (1-l52*l85*l68) (1-l52*l65) (1-l52*l135*l613)  (1-l172*l817*l68)  
(1-l172*l1117*l611) (1-l172*l1117*l611) (1-l172*1217*l612) (1-l172*l1317*l613) 
 
L62=1- {(1-0.5*0.3*0.3) (1-0.5*0.3) (1-0.5*0.3*0.3) (1-0.5*0.5*0.3) (1-0.3*0.3) 
 (1-0.3*0.5*0.3) (1-0.3*0.5*0.3) (1-0.3*0.3*0.3) (1-0.3*0.3*0.3) (1-0.8*0.3*0.3) (1-0.8*0.3) 
(1-0.8*0.3*0.3) (1-0.8*0.3*0.3) (1-0.8*0.3*0.3) (1-0.8*0.3*0.3) (1-0.8*0.3*0.3)} = 0.72 
 
 
Calculation of the indirect likelihood between the Kitchen Style (E2) to Quality Controller (E17): as 
stated in the propagation paths: 
L172= 1- {(1-l172) (1-l12*l91*l179) (1-l12*l141*l1714) (1-l32*l93*l179) (1-l32*l173)  
(1-l32*l143*l1714) (1-l42*l174) (1-l52*l45*l174) 
 
L172= 1- {(1-0.8) (1-0.5*0.3*0.3) (1-0.5*0.3*0.3) (1-0.3*0.3*0.3) (1-0.3*0.3) (1-0.3*0.3*0.3) 
















Appendix 3 Rating and rationales of DSM/MDM 




D S M / M D M 
S c o r e 







 Good: product model shows the links between elements or 
systems; at high-level hierarchical decomposition and 
capturing working mechanisms 2 Change Modelling 
Competency 
 Fair: does not show how changes propagate through the matrix 









System Performance and 
Execution   
 Good: multi-level  of a system can be executed 
5 Built Resiliency (Robustness 
and Adaptability) 
 Fair:: the system abilities cannot be quantified and examined 
to engage to change 
6 
Model Usability 
 Good: DSM-based techniques can provide a well-structured 
approach to model EC propagation, 
7 
Economic Viability 
 Average: the relationship of operational change to cost was 
highly evident and the commercial importance of effective 





The range of Product,  
Process, Organisational 
 
 Excellent: applied to structure-, task-, organization-, and 
parameter analysis 
9 Available Information, Data 
etc. 
 Average: subjective information from expert interviews;  
10 
Documentation, Regulation. 








System Design  
 Good: visualization of complex network structures 
12 
Architectural 
 Good: highlighting the system's architecture (or designed 
structure 
13 System Elements and  
Dependency 




 Excellent: visualization of complex network structures can be 





Resources: Tools,  
Software 
 
 Good: any tools to capture two matrices (DSMs) can be used 
16 
Easy to Model Development 
 Good: identify domains, elements, connections 
17 
Consistency 
 Average: rely on expert knowledge 
18 
Results for Solution 
 Average: the solutions generated can be abstract depending on 
the level of granularity used for the analysis 
19 
Adaptability 
 Good: existing models can be used to a certain extent and need 
to be manually modified to adapt to other systems 
20 Numerical Analysis 
Competency 
 Fair: the matrix generated as an abstract, without specified 
numerical values. 
21 Cost-Benefit of Model 
Development 
 Good: Good: low cost (only expert interviews but no buying 






Appendix 4: Rating and rationales of the method from Chen & Li (Li and Chen 2010) 
No Category Method Requirements  
Chen &Li 
S c o r e 








 Good: Applied on a range of complex products, with DSM/ 
DMM can identify the connections within the system 
2 Change Modelling 
Competency 
 Fair: not modelling change propagation within each of the 
domains 











System Performance and 
Execution   
 Average: Change propagation only between parameters and 
functions but not within each of these domains 
5 Built Resiliency (Robustness 
and Adaptability) 




 Average: when an element change is requested, the method 
suggests redesign strategies based on decomposition patterns 
in DDM 7 
Economic Viability 
 Average: the model can be built only by an expert could be 






The range of Product,  
Process, Organisational 
 
 Good: applied on air-cooled condenser; potentially applicable 
to complex systems 
9 Available Information, Data 
etc. 








System Design  
 Good: the capability of  Design Dependency Matrix  
12 
Architectural 
 Average: Design Dependency Matrix needs more information 
13 System Elements and  
Dependency 
 Average: Design Dependency Matrix needs more information 
14 
Decomposing 






Resources: Tools,  
Software 
 
 Good: Matlab-based software available and need support to 
capture the dependency 
16 
Easy to Model Development 
 Average: determine change element, apply decomposition, 
select redesign policy 
17 
Consistency 
 Average: not clear how to model connections, this could cause 
inconsistencies 
18 
Results for Solution 




 Good: existing models can be adapted to other products 
20 Numerical Analysis 
Competency 
 Fair: inadequate to the matrix 
21 Cost-Benefit of Model 
Development 






Appendix 5: Rating and rationales of the Redesign IT method (Ollinger and Stahovich 2004) 












 Average: only  causal change propagation along with connections 
between quantities;  
3 Change Analysis Competency 
 
 
 Average: causal change propagation along with links between 





System Performance and 
Execution   
 Fair: presumably limited; not specified in the paper 
5 
Built Resiliency (Robustness 
and Adaptability) 
 Good: abstract change plans as solutions 
6 
Model Usability 
 Good: identify the quantity to be changed, run the program, 
choose proposed change options 
7 
Economic Viability 
 Excellent:  in change prediction, solution support and low cost in 





The range of Product,  
The process, Organisational 
cover 
 
 Good: broad; applied on diesel engine; potentially applicable to 
more complex products 
9 
Available Information, Data 
etc. 
 Average: expert interviews; detailed information needed;  
10 
Documentation, Regulation. 





System Design  
 Excellent: it generates alternative redesign plans 
12 
Architectural 
 Fair: only one level; 'quantities' may refer to elements, attributes, 
behaviours, or flows 
13 
System Elements and  
Dependency 




 Fair: only one level; 'quantities' may refer to components, 






Resources: Tools,  
Software 
 
 Poor: RedesignIT computer program not available (no link in the 
paper, Google search shows no results) 
16 
Easy to Model Development 
 Average: quantities, their constraints, and relations need to be 
mapped; not clear how to select quantities 
17 
Consistency 
 Average: causality assures consistency; not clear which quantities, 
constraints, and relations to include 
18 
Results for Solution 
 Good: abstract change plans as solutions 
19 
Adaptability 
 Good: existing models can be used to a certain extent and need to 




 Fair: the redesign plans it generates are abstract, without specified 
numerical values. 
21 
Cost-Benefit of Model 
Development 
 Average: cost (much information is needed and potentially buying 

















 Average: attribute-component product model; difficult for 
complex products 
2 Change Modelling 
Competency 
 Average: change propagation along with connections 
between attributes, but only for the pre-selected path 




 Average: change prediction considering multiple indirect 




System Performance and 
Execution   
 Average: Due to the limitation of the techniques the 
performance capability average 
5 Built Resiliency (Robustness 
and Adaptability) 
 Average: the attribute relation graphs could be used to find 
solutions for changes 
6 
Model Usability 
 Poor: change path depiction and impact estimation for 
source-target selection; no critical paths etc. 
7 
Economic Viability 
 Poor: the very high cost (extensive information and 




The range of Product,  
The process, Organisational 
cover 
 
 Average: limited to average complexity concerning the 
extreme amount of data and calculations 
9 Available Information, Data 
etc. 
 Average: expert interviews; detailed information;  
10 
Documentation, Regulation. 






System Design  
 Average: identify the path, multiply matrices along the 
path very complicated 
12 
Architectural 
 Good: architectural representation of elements and 
subsystems 
13 System Elements and  
Dependency 









Resources: Tools,  
Software 
 
 Good: any tools to capture matrices, but if  graphs needed 
then a graphics editor software required 
16 
Easy to Model Development 
 Fair: complicated entity relations and matrices (C-FAR 
matrix, Semi-C-FAR matrix) 
17 
Consistency 
 Average: building a connection between elements; not 
clear which characteristics to include; change receiver path 
could be inconsistency 
18 
Results for Solution 
 Average: the characteristic relation diagrams could be used 
to find solutions for change 
19 
Adaptability 
 Good: existing models can be used to a certain extent and 
need to be manually modified to adapt to other products 
20 Numerical Analysis 
Competency 
 Excellent: numerical linkage values and algorithm for 
change impact calculation 
21 Cost-Benefit of Model 
Development 
 Fair: the high cost (extensive information and potentially 


















 Fair: cannot support in the case of uncommon changes 
where no similar experience is available 
2 Change Modelling 
Competency 
 Average: Change modelling capability can capture change 
details and patterns, but does not show how changes 




 Fair: prediction capability depends on historic change data 




System Performance and 
Execution   
 Average: change prioritisation and graphical representation 
useful; interactive; supports the whole EC lifecycle; but 
much manual input/evaluation required 5 Built Resiliency (Robustness 
and Adaptability) 
 Average: probably changeable to keep up-to-date, but with 
a certain amount of effort 
6 
Model Usability 
 Average: change prioritisation and graphical representation 
useful; interactive; supports the whole EC lifecycle; but 
much manual input/evaluation required 7 
Economic Viability 
 Average: medium benefit (supports communication, 
graphical representation, data mining etc.) and medium-
cost (moderate amount of manual analysis required if 




The range of Product,  
Process, Organisational 
 
 Fair: only applied on a table; probably not applicable to 
more complex products 
9 Available Information, Data 
etc. 
 Average: average; extensive information needed for 










System Design  
 Average:  
12 
Architectural 
 Good: using the BOM structure 
13 System Elements and  
Dependency 
 Good: visualization and pattern mining technique to 




 Good: to support the level of decomposition: product, 





Resources: Tools,  
Software 
 
 Fair: expensive tools required and not accessible, i.e. 
virtual reality platform, 3D CAD, the data mining software 
16 
Easy to Model Development 
 Fair: complicated set up of all parts, e.g. prioritisation 
agent, propagation agent 
17 
Consistency 
 Good: consistency based on BOM and CAD information  
18 
Results for Solution 
 Poor: no solutions provided 
19 
Adaptability 
 Average: average; potentially much content of the model 
has to be re-done 
20 Numerical Analysis 
Competency 
 Average: priority indices; uses probabilities and impacts 
from CPM, but not further elaborated 
21 Cost-Benefit of Model 
Development 
 Fair: the high cost (much information and programming 





Appendix 8: Kitchen Assembly System risk matrix calculated considering different numbers of 
layers 
   
Direct risk of Layer 1           CPM - Layer 1  
   
CPM L1 in L1L2       CPM L1 in L1L2L3




Appendix 9: Kitchen Design risk matrix calculated considering different numbers of layers 
 
   
Direct risk of Layer 1           CPM - Layer 1  
 
 
   
 






Appendix 10: Change Requirements risk matrix calculated considering different numbers of layers 
    
Direct risk of Layer 1           CPM - Layer 1  
   
CPM L1 in L1L2       CPM L1 in L1L2L3 
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