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ABSTRACT. Thedesignor realizationof anyconsequentprojectimpliestheinvolvementof several
people, andsometimesevenof several teamsor companies.In additionto thefact that they all
workon thesameproject,thevariousactors cooperateandcollaborate. Indeedtherealization
of any project is not simply a successionof stepscarried out by oneactor at a time, but is
the resultof cooperating actors aimingat the realizationof a commongoal. It is theconcept
of concurrent engineering. Concurrent engineeringrequirescooperation betweenthevarious
actors andexchange of thedataproducedby each oneof them.More andmore are companies
usingthe Internet for data exchanges, the variousactors are no longer forcedto work in the
samegeographicalplace. Onespeaksthenaboutvirtual enterpriseor project-enterpriseif joint
work lastsas long as a project. However, it is not enoughjust to exchange data for working
together, it is alsonecessaryto control andmanage theseexchanges. Collaboration involving
someconcurencein the work of several actors, the productionof variousversionsof the ex-
changed documentsimpliesa control of theseexchanges. Theobjectiveof this article is the
descriptionof a reallydistributedsystemfor cooperation. Theoverall philosophyof our system
is thedistribution of theexchangescontrol andtheaccessto theexchangeddatain a standard
way. Thepaper’s kernelis theformalizationof theexchangescontrol. Adoptinga transactional
approach for therealizationof our systemfor cooperation,weformalizeour cooperativetrans-
actionalsystemandour distributedcriterion of correction(DisCOO-serializability)in ACTA.
We usea supportexampleto illustrateour discourseandto apply this formalizationto a con-
cretecase. Wesupplementdescriptionby thepresentationof theDisCOOprototype(realizedin
JavaandProlog uponan ORB)which implementsour system.
KEYWORDS: Cooperativesystems,advancedtransactionmodels,distributedsystems
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1. Intr oduction
Thedesignor therealizationof any consequentprojectimpliestheinvolvementof
severalpeople,andprobablyevenof severalteamsor companies.Differentandvarious
competenciesarerequired.If weconsidertheAECdomain(Architecture,Engineering,
andConstruction)which will provideuswith thesupportexamplefor illustratingour
approach,competenciesto build a simplehouserangefrom thedesignof volumesby
thearchitectto the specificationof the structuralelementsby thestructuralengineer
andencompasskills for air-conditioningrealizationby theHVAC engineer.
To say that thesevariousbuilding tradeactorswork on the sameproject is not
enough.In additionto the fact that they all work, thesevariousactorscooperateand
collaborate.Indeedthe realizationof any project is not simply a successionof steps
carriedout by one actorat a time but is the result of cooperatingactorsaiming at
the realizationof a commongoal. It is the conceptof concurrentengineeringwhich
allows thevariousactorsto work in synergy andpermitsa reductionof thetime-limit
for deliveryandthebestuseof theskills of eachactor.
This concurrentengineeringrequirescooperationbetweenthevariousactorsand
anexchangeof thedataproducedby eachoneof them.Thedataexchangehasexisted
for a longtimein simpleforms(mail, fax,exchangeof floppy disks,.. . ) in business.In
thecurrentcontext, with thedemocratizationof theInternet,moreandmorecompanies
usethis mediumfor dataexchanges.Thevariousactorsareno longerforcedto work
in the samegeographicalplace.Onespeaksthenaboutvirtual enterpriseor project-
enterpriseif joint work lastsaslong asa project(for examplea building achievement
in AEC).
However, theseuncontrolledexchangesdo not allow a real synergy betweenthe
variousactors.It is not enoughjust to exchangedata,it is alsonecessaryto control
andmanagetheseexchanges.Back to our supportexample,sendinga versionof the
architect’splanto theHVACengineeris notenoughto solvetheproblemsinstigatedby
theircollaboration.Indeedtheplansentby thearchitectatagivenmomentcorresponds
to oneversion.Cooperationimplying someconcurrencein thework of thetwo actors,
the productionof variousversionsof the exchangeddocumentsimplies a control of
theexchanges.Thisexchangecontrolis currentlypossiblein cooperativesystems,but
generallythis control is centralized.In the AEC domainfor instance,systemssuch
as"cell of synthesis"or "electronicstoreof plans"provide actorswith a centralized
controlandarelimited to specificaccessrightsmanagement.
Theobjectiveof this paperis thedescriptionof a really distributedsystemfor co-
operation.Westartby presentingthevariouscategoriesof environmentsdevelopedto
assistthe cooperation(section2). Thenwe presentin section3 the supportexample
whichwill enableusto clarify ourapproach.Sections4 and5 show theoverallphilo-
sophyof our system,namely, thedistribution of theexchangecontrolandtheaccess
to theexchangeddatain a standardway. Section6 constitutesthepaper’s kerneland
presentsthe formalizationof theexchangecontrol:we startby clarifying our choice
of a transactionalapproachfor therealizationof our systemfor cooperation,thenwe
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graduallyformalizethevariouselementsof ourcooperativetransactionalsystem(local
history, localbases,transferoperation,. . ) andfinally we describeourdistributedcri-
terionof correction(DisCOO-serialisability)in ACTA. Throughoutthis presentation,
we usethesupportexampleto illustrateour discourseandto applythis formalization
to a concretecase.Section7 allows us to presentthe implementationof our system
thanksto theDisCOOprototyperealizedin JavaandPrologon topof anORB.We fi-
nally concludeby presentingtheresultsof ourapproachandthepossibleperspectives
for suchanapproach.
2. Existing envir onmentsto assistthe cooperation
In thecaseof arelativelycomplex application,thereis noactorwhohastheintegral
knowledgeof theoverall activity carriedout andwho maycontrol its achievement.It
is thusextremelydifficult for any oneactorto "manually"foreseeall theconsequences
of a modificationmadeto a documentof theapplication.All thesereasonsimply that
is essentialto useenvironmentsproviding sophisticatedmechanismsfor coordination
andcommunication,thusallowing notificationandpropagationof thechangesto the
concernedactors.This is donewith the aim of coordinatingthe actorsand thenof
reducingtheimpactof a documentmodificationon theoverallactivity.
Theseenvironmentscanbeclassifiedin four categoriesaccordingto theway they
tacklecooperationproblems.First,wehave theconfiguration managementsystems
whoseobjective is to managethe versionsand the successive configurationsof the
variousshareddata(datacoherency). Processcenteredenvir onmentsaim to control
thesuccessivestatesof theshareddataand/orthesequencingof activities. In thedata
basesfield, transaction systemsensurethattheparallelexecutionof severalactivities
(encapsulatedwithin transactions)doesnot introduceinconsistency into their results.
Finally CSCW tools ("ComputerSupportedCooperativeWork") areorientedtowards
communicationandhumanrelationsof thecooperation.
2.1. Configurationmanagementsystems
In order to control the concurrentupdatescarried out by the various activi-
ties of a distributed system,it is possibleto usea configurationmanagementool
(RCS[TIC 89], ClearCase[ATR 94], Continuus,Adèle[BEL 94]). Its role is to ensure
storageof the shareddata,calledresources,while keepinga traceof their evolution
(generallythroughtheir successive versions)andcontrolling theconcurrentaccesses
to thedatamadeby theactivities. For example,if two activities modify thesamere-
sourcein parallel,eachoneof themwill developa branchof versions,startingfrom
aninitial versionof this resource.In this way, eachactivity workson its own copy of
theresource,without beingdisturbedby themodificationsmadeby theotheractivity.
Whenthey bothcompletetheirwork, anactivity (possiblyathird one)will becharged
to mergethesetwo branchesin orderto produceonly onenew version,meaningthat
themodificationsmadeby oneactivity will notcrushtheotheractivity’smodifications.
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The role of the configurationmanagementsystemwill be thento memorizethe fact
thatthis new versionis derivedfrom thetwo precedingones.
However, themajorityof existingconfigurationmanagementsystemsarebasedon
a client/server architecture(centralizedrepository, possiblyreplicatedand/orsplited
on several hosts).Thusthey do not correctlyanswerthe requirementof distribution
andautonomyof theactivities.Moreover, theconfigurationmanagementsystemsare
primarily concernedwith theproblemsof concurrentaccessesto acommonrepository:
managementof theversionsandtheconfigurationsof sharedresources.They do not
defineany controlfor thecooperationbasedon theexchangesamongactivities.
2.2. Processcenteredenvironments
Distinct from theconfigurationmanagementtools,theprocessmanagementtools
aremainly directedtowardsthedescriptionof thecorrectexecutionsin termsof suc-
cessive statesof a resourceor correctsequenceof the variousactivities: workflow
models[COA 97, ALO 96], contractmodel[WAC 92], event/condition/actionrulesin
MARVEL [BAR 92a, BAR 92b] or Adèle-Tempo[BEL 94]. This approachgenerally
requiresto describethecompleteapplication,i.e. takingcareof all theactivitiesandall
theresources.If weaddtheproblemsimpliedby thesynchronizationof thedistributed
activities,theobtainedmodelbecomescomplex becauseof theinherentcomplexity of
theworking context to model.
Contraryto theexistingprocessmanagementtools,ourobjectiveis not to describe
how the activities mustwork to be able to cooperate,but simply to definehow the
exchangesbetweentheseactivities mustbedone.We wantto enforcecontrolson the
exchangesof resultsbetweenactivities,but noton theactivities themselvesnoron the
way they producetheseresults.
2.3. CSCWtools
TheComputerSupportedCooperativeWork (CSCW)aimsto allow groupsof users
to collaboratefor achievementof commongoalsthanksto collaborative systemsor
groupwares.However, contraryto the configurationmanagementsystems,the pro-
cessmanagementtoolsor thetransactionsystems,aCSCWenvironmentis not solely
directedtowardsthe maintenanceof the sharedobjectscoherency (managementof
the concurrentaccesses).Suchan environmentalso takesinto account"human"as-
pectsof thecooperationsuchasthemanagementof agroupof people,thenotification
mechanisms,the communicationtechniques(electronicmail, videoconference,.. ).
BSCW[BEN 97a, BEN 97b] (sharingof informationthroughcentralizedrepository),
Wiki 1 (collectiveauthoringof documentsvia theWeb)andMicrosoftNetMeeting(vi-

. Wiki: 
		  !"##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deo/ audioconference,sharingof applications,white board,synchronousforumsof
discussion)areexamplesof suchgroupwares.
For theconsistency control,groupwareapplicationsusethemechanismsdeveloped
for the distributed systemsor the configurationmanagementsystems:locks on the
objects,tokenpassing(or "turn taking"),dependenciesdetection(conflictsaresolved
by theusers).Thesetechniquesaim to ensurethecoherenceof thesharedobjectsand
not to coordinatetheactivitieswhich cooperate.
2.4. Transactionalsystems
Within a transactionprocessingsystem[AGR90, BER97], eachactivity is encap-
sulatedin atransactionthathidesproblemsof concurrentaccessesto sharedobjects.A
transactionis thenrepresentedby thesequenceof operations(eg: read,write) invoked
onsharedobjects.A transactionis theunit of control:eitherthetransactioncompletes
andall its changesto thestateof objectshappen(thetransactioncommits),or thetran-
sactionis abortedandappearsashaving noeffectsonobjects(thetransactionis rolled
back).This "all or nothing"property, alsocalledatomicity, preservestheconsistency
of distributedsystemsdespiteconcurrentaccessesandfailures.
Themainideabehindtransactionalsystemsis to ensurethat if all transactionsin-
dividually executecorrectly, thentheir interleaving (dueto their concurrentaccesses
on sharedobjects)doesnot introduceinconsistenciesin thestateof sharedobjects.It
is thepurposeof acorrectnesscriterion,whichdefinesontheexecution(historyof the
operationsinvoked by transactions)somepropertiesthat characterize"correct" exe-
cutions.Within thecontext of administrationandbankingapplications,a well known
correctnesscriterionis the"serializability". It considersthattheconcurrentexecution
of sometransactionsis correctif this executionproducesthesameresults(in termsof
stateson sharedobjects)thanaserialexecutionof thesetransactions.
However, thiscorrectnesscriterionis notsuitablefor usbecauseit forcesisolation
of transactions:intermediatestatesof transactions(i.e.valuesof sharedobjects)cannot
bevisible for theothertransactions.Thus,theserializabilitydoesnotsupportourneed
of cooperationamongtransactionsin termsof intermediateresultsexchangesduring
theirexecution.In theliterature,new correctnesscriteriaandtransactionmodelswere
proposedto relaxtheisolationpropertybetweentransactions.
Nested transaction model: Within the nestedtransactionmodel introduced
in [MOS 81], a nestedtransactionis a treeof transactions.Startingat the root, each
transactioncan createlower-level transactions(called subtransactions2), which are
embeddedin thesphereof controlof theparent.Transactionsat theleaf level areflat
transactions,except that they lack the durability of non-nestedflat transactions:the
commitof a subtransactionwill not takeeffectunlesstheparenttransactioncommits.
$
. A subtransactionbeginsafterits parenttransactionandendsbeforeit.
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By induction,therefore,any subtransactioncanfinally commit only if the root tran-
saction(correspondingto thewholeacivity) commits.
Multi-le vel transaction model: Multi-level transactions[BEE 88] area generali-
zedandmoreliberal versionof nestedtransactions.They allow for theearlycommit
of a subtransaction(alsocalledpre-commit).They assumethe existenceof a com-
pensatingtransaction(it canbeanothernestedor multi-level transaction),which can
semanticallyreversewhattheoriginalsubtransactionhasdonein casetheparenttran-
sactiondecides(or is forced)to roll back.Whereasnestedtransactionsaresimply an
executionmodelthatplacesno restrictionon what thesubtransactionsdo andwhich
objectthey manipulate,multi-level transactions,however, requirea hierarchyof abs-
tract datatypes.First, the entiresystemconsistsof a strict hierarchyof objectswith
their associatedoperations(abstractionhierarchy).Second,theobjectsof layer % are
completelyimplementedby using operationsof layer %'&)( (layeredabstraction).
Lastly, thereareno shortcutsthatallow layer % to accessobjectsona layerotherthan
%*&'( (discipline).
The main differencebetweenall otherextendedmodelsandmulti-level transac-
tions is that they arethe only onesthat have all the ACID properties,becausetheir
schemeof layeringobjectimplementationmakesit possibleto protectupdatesat lower
layersby isolatinghigher-layerobjects.Thisachievesisolationfor theroottransaction,
andtherebythepossibilityof executingtheroot transactionatomically. Thisguarantee
doesnot hold for theother(not flat) transactionmodels.
Sagamodel: This model[GAR 87] allows to relaxtheisolationpropertyfor long
lived transactions.A sagais a chainof ACID transactions,and this modelusesthe
compensationideafrom multi-level transactionsto maketheentirechainatomic.Rules
for concurrency controlarethe following. First, sagasarenot isolatedonefrom one
another. It meansthat a subtransactionof onesagacanview intermediateresultsof
anothersaga.Second,thecommitof asubtransactionis notconstrainedby thecommit
of its parentsaga.Lastly, when a subtransactionis rolled back, the whole sagais
aborted(usingcompensatingtransactionsto semanticallyundoresultsof committed
subtransactions).
Cooperative transaction model: Thecommontrait of all thesemodels(flat, nes-
tedor multi-level transactions,sagas)is that they arefoundedon thenotionof struc-
tural anddynamicdependencies.In otherwords,all theadditionalstructurethatdis-
tinguishesthedifferenttransactionmodelssimply denotesdifferentprotocolsfor de-
ciding if andwhenstatetransitionscanbeexternalized(committed).
In the literature,therearesuggestionsfor othertransactionmodelsthataremuch
morecomplex. In particular, theirstructureisdefinedbymorecriteriathanjustcontrol-
ling thecommitof updates.As anexample,cooperativetransactions[NOD 92] allow
for explicit interactionsamongcollaboratinguserson shared(design)objects.At that
level of cooperation,though,notionssuchasatomicity arenot powerful enoughto
modelthecomplex rulesof statetransitionstheapplicationwantsto support.All this
becomesverymuchdependenton theapplicationsemantics.
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Atomic objects: Anotherapproachto achieve transactionatomicity is to confine
concurrency controlandrecovery mechanismswithin thesharedobjectsthemselves.
Suchobjects,calledatomicobjects[WEI 89, WEI 84], enhancetheirmodularitysince
they canbedesignedandtestedlocally, andcanincreasetransactionconcurrency by
providing appropriatemechanismsto their useandsemantics.Then,someglobalse-
rializationprotocolensuresthatall atomicobjectsmanipulatedby atransactiondefine
thesameserializationorderfor this transactionwith regardto othertransactions.
3. Presentationof the support example
To illustrateour approach,we reusetheexampledevelopedin [BIG 98, BEN 99]
(which is derivedfrom the examplepresentedin [ROS96]). It consistsin designing
a one-storyapartmentcontaininga living room with a glasswall. Several designers
cooperateto achieve this work, thus forming a project-enterprise.Thesedesigners
sharethreedocuments:the plan jointly authoredby the architectandthe structural
engineer, theadvicewrittenby thetown-plannerand,to alesserextentin thisexample,
thespecificationof the glasswall definedby theHVAC engineer. Aiming to simplify,
eachpartnerwill berepresentedby a singleactivity (figure1).
Structural
Engineer
Fireman
HVAC
Engineer
Architect
Town
Planner
Advice
Picture
Window
Plan
shared
documents
Figure1. Partnersandshareddocuments
– thearchitect: He hasto designandrepresentheapartment’s spatialorganiza-
tion with its walls,windows,andsoon.To constructhis plan,thearchitecttakescare
only of volumes,spacesandluminosityof theapartment.
– the structural engineer: His activity consistsin specifyingthe structuralele-
mentsof theapartment.Suchelements(crosswalls, beams,ansoon) will bechosen
to respect,asfar aspossible,the choicesmadeby the architectandthe overall har-
mony of thebuilding. Suchanactivity leadsto modificationof theplanprovidedby
thearchitect.
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– theHVAC engineer: Heis normallyin chargeof theair-conditioningof thebuil-
ding(heating,heatinsulation...)andall building fluid management.In ourexample,he
will only interveneto specifytheglasswall (materials,thickness)accordingto climate
andapartmentexposure.
– the town planner: He controlsthearchitectandgivesopinionor advicein re-
turn.Thearchitecthasto considerthisadviceandpossiblymodify his planaccording
to it. Thetown plannerhasto validatethefinal plan.Thetown plannertakescareonly
of thetown planningaspectsof theapartment.
– thefir eman: Beforegiving his opinionor advice,thetown plannercanconsult
afiremanto checkif theapartmentis in conformitywith thefire emergency standards
(numberandlocationof theemergency exits, numberandlocationof thetrapdoorsof
smokeclearing,.. . )
Thevariousdataexchangesbetweenthepartnersarenot constrainedby thesame
rules.If it is desirable,in certaincases,to encouragecooperationamongpartners,in
someother casesit can be necessaryto restrainthis cooperation.It is the casefor
examplefor the cooperationbetweenthe town plannerandthe architect:they share
somedocuments,but only to read;nooneis allowedto modify thedocumentsof ano-
ther. Thecooperationrulesnegotiatedto control thesedocumentexchangesbetween
thevariouspartnersarepresentedin figure2.
town
planner
plan
advice
plan
plan
plan
fireman
architect
cooperative
write
cooperative
write
client/
server
writer/
reviewer
HVAC
engineer
structural
engineer
Figure2. Cooperationpatternsnegotiatedfor exchangingdocuments
– client/server: Thearchitect(the"server") providesvarioussuccessive versions
of theplanto theHVAC engineer(the"client"). Exchangesareonly from thearchitect
towardstheHVAC engineer.
– writer/r eviewer: Thetown planner(the"reviewer") reads,but doesnot modify
theplanwhich is providedto him by thearchitect(the"writer"). He simplywriteshis
opinionor advicehecouldtransmitto thearchitectwhocanupdatehisplanin return.
Thisprocesscaniterate.
– cooperative write : The architectand the structuralengineerwork togeheron
thedrawing of theplan(samelogicalobject).Duringall thedurationof theactivity of
designthey modify it, possiblysimultaneously, integratingthemodificationsmadeby
oneor theother. Thegoalis to produceafinal versionof thisplanwhichsatisfiesboth
of them.
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Ourobjective is to conceiveaninfrastructureto coordinate, via theuseof various
cooperationpatterns, thedata exchangesbetweenvariousactivities.In thisaim,it is
necessaryto beableto storedataonanactivity level, to defineprotocolsfor exchange
of dataandto applytheseprotocolsto controltheinteractionsamongtheactivities.
4. Control of the exchanges
Whenan activity wantsto sharea given objectwith anotheractivity, a phaseof
negotiationstartsto definethecooperationpatternswhich will controlall exchanges
concerningthis objectbetweenthesetwo activities. We have, at least,to ensurethat
the patternthat one activity wishesto use is known by the other one. The result
of this negotiation is a contract agreedby the two activities. This contractsetsthe
cooperationrules to respectfor the sharingof the concernedobject. For example+-, %/.10243.5 20 37698;:<69=4243 :?>A@CB2%ED: 3BF81G%/. _HG0=4G0I representstheagreedcontractbetween
thearchitectandtheHVAC engineerto sharetheobject JCKLM accordingto thecoope-
ration pattern"client/server". Thus,eachactivity of the systemowns a cooperation
table containingall thecontractssignedby this activity.
activity partner objects pattern roleN "7 O"7 !7P"P N QO7RSC T N RU cooperative write VN "7 O"7 WX YZQO7RS T N RU client/server serverN "7 O"7 #7R[Q\ N RRO TT N RU]1T N^_ "O UU writer/reviewer V
activity partner objects pattern role
WX Y ZQO7RS N "7 O "7 T N RU client/server client
Figure3. Cooperation tablesfor figure2
During a dataexchangebetweentwo activities, eachactivity controlslocally (i.e.
usingthe informationcontainedin its tableof cooperation)that this exchangeis cor-
rectaccordingto the contractthey negotiated.If a violation of the contract(or more
exactlyaviolationof thecooperationpatternspecifiedonthecontract)is detected,this
exchangeis refused.Thusanactivity encompassestwo componentsdedicatedto the
controlof its exchangeswith theotheractivities: a protocol in chargeof themanage-
mentof theactivity cooperationtable;a coordinator controllingthatall theaccesses
to its documentsrespectheprotocol.
5. Data accesses
The local repositoryof an activity is composedof two parts:a public part, na-
medcooperationspace, andaprivatepart,namedworkspace. Thecooperationspace
containsobjectversionsmadepublicby theactivity, i.e. versionsthatanotheractivity
canimport. This cooperationspacealsocontainsthe relationsbetweenthesevarious
versions.Dataexchangesbetweenactivitieswill occurastransferoperatoinsbetween
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their respective cooperationspaces.The workspaceallows to presentto the userthe
objectsof thecooperationspacein aform usableby its existingapplications( `1a4b4c files
for Autocador `1aedf files for Word for example).It is theplacewheretheapplications
will indeedhandlethedata.
v1.0 v1.1
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another
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Figure4. Cooperationspaceandworkspace
Thus,thelocal repositoryof anactivity is representedby two distinctcomponents:
a zoneof exchange,the cooperationspace,accessibleto the otheractivities and in
whicharestoredthesharedobjects;aprivatezone,theworkspace,whichprovidesthe
dataonwhichtheactivity canwork (useof existingor legacy tools)to achieveits task.
Thetransfersbetweenthesetwo zonesarecarriedout on the initiative of theactivity
(andthusof the user).In otherwords,it is the userwho decideswhenhe publishes
his results(intermediateor final) ashedecideswhenheintegrates,in his workspace,
the modificationsmadeby the otheractivities on the sharedobjects(previously im-
portedin his cooperationspace).Our systemandour approachhaving for objective
to allow cooperationandcollaborativework without changingthetoolsandthe indi-
vidual modesof production,we only managethe datain thecooperationspace.The
workspaceis only consideredasadestinationfor atransferfrom thecooperationspace
or asa sourceof a publicationinto thecooperationspace.Fromthepoint of view of
the actorsof the system,i.e. the users,it is necessarythat they canusetheir actual
applications(Autocad,Word, emacs,GCC,. . . ) on theshareddata.Thus,thesedata
mustbeaccessiblein theirnativeformat,i.e. `1a4b4c or `1aedf files,or evenin theform of
tuplesin a databaseor objectbasein anobjectorientedenvironment(ex: CORBA).
As representedin figure4, theuserstartsby importingthedocument(in theform
of an object)from the cooperationspaceof anotheractivity andstoresit in his own
cooperationspace.In orderto beableto handleit (in the form of a file for example)
with his actualapplications,hehasto transfer( fgehei jekdl[m operation)this document
into hisworkspace.As theworkspaceis aprivatespace,hisupdatesarenotvisibleby
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otheractivities.Whenheconsidersthathiswork iscompleted,hepublishes( fgehei jek9nM
operation)anew versionof thisdocument,meaninganupdateof thedocumentstored
in his cooperationspace.Fromthis moment,this document(in theform of anobject)
canbeimportedby otheractivities.
6. Formalization of the control of the exchanges
Within suchacooperationcontext in distributedapplications,it seemsdifficult for
a programmeror a setof programmersto havea globalview of thewholeapplication
and to programexplicitly all the interactionsbetweenactivities: it is necessaryto
releaseprogrammersfrom the burdenof interactionprogramming.In otherterms,it
mustbe possibleto programa large part of cooperatingactivities independentlyof
eachother:applicationprogrammersshouldbeconcernedwith thebehavior of each
activity individually, notwith theinteractionswith otheractivities.In relationto these
remarks,webelieve thataconcurrency controlapproachis betteradaptedto ourclass
of applicationsthan a concurrentprogrammingone. Thus, we basecorrectnessof
cooperative executionson a correctnesscriterion in the spirit of criteria definedfor
concurrency controlpurposes,i.e acriterionwhich is asfaraspossiblenotdepending
on thesemanticsof theapplicationbeingsynchronized[BER 81, RAM 96]. Another
argumentin favor of the concurrency control approachis that, on onehand,dueto
their uncertainty, it is not possibleto assertcorrectnessof executionsof cooperative
applicationsa priori ; on theotherhand,dueto their longduration,it is notpossibleto
do it a posteriori: it mustbedoneincrementally.
6.1. A transactionalapproach
Following a transactionalapproach[BER 97] we view a cooperative application
asa setof transactionsaccessingat the sametime to a setof objects.Eachactivity
of the applicationis encapsulatedin a transactionthathidesproblemsof concurrent
accessesto sharedobjects.A transactionis thenrepresentedby thesequenceof ope-
rationsinvokedon sharedobjects.However, theway of synchronizingthesetransac-
tions is more complex than in classicaltransactionalsystems(administration,ban-
king, . . . ) [GRA 93] in which all activities are mainly concurrent,that meansthey
executein isolationandareunawareof theothers.In ourcase,weshouldspeakrather
abouta cooperationcontrol approachthana concurrencycontrol approach.
Althoughexisting transactionmodelsandcorrectnesscriteria integratesomefea-
turesneededfor cooperationsupport,noneof themsimultaneouslydealwith ourneeds
for cooperation (transactionsarenot isolated),for distrib ution (eachtransactionis
providedwith its own copy of objectsit manipulates),andfor autonomy (decentrali-
zedinteractioncontrolperformedlocally by transactionsthemsleves).Thus,in thevein
of [ELM 92, JAJ 97], we work on thedefinitionof a new extendedtransactionmodel
12 Networking andInformationSystemsJournal.Volume2 - n

5-6/1999
that could supportdistributedcooperative applicationsby relaxing one (or several)
ACID 3 propertiesensuredin classicaltransactionmodels[MUN 98, BEN 99].
6.2. Local repositories,local histories,transfer operations
Thefirst stepin definingourtransactionmodelaimsto dealwith thedistributionof
thetransactions(eachactivity of thesystemexecuteswithin a long-livedtransaction).
We provide eachof themwith a local repository to storeits own copiesof objects
it uses.Objectsareno longerkept in a singleglobal repositoryaccessedby all the
transactions.So,unlike classicaltransactionmodels,a "logical" objectin our model
will possiblyhave several "physicalinstances"we have to distinguish.We alsoneed
to definethe local history for a transaction,thatmeansthe systemeventswhich the
transactionhave to beawareof.
As eachtransactionownscopiesof theobjectit uses,dataexchangesamongtran-
sactionswill not be implicit (throughconcurrentaccessesto a commonrepository),
but explicit instead.Transactionswill invoke transfer operationsbetweentheir res-
pectivelocalrepositories.Thepurposeof suchanoperationis to synchronizethevalue
of two instancesof a samelogical object.Using transferoperationsalongwith local
repositoriesandhistoriesnotions,we canthendefinecooperationrulesfor anobject
sharedby two transactions.Sucha rule is only basedon informationthat is local to
eachtransaction,andaimsto controltheir (transfer)operations.
Then,we will detail the impactof thesechangeson traditional"global" correct-
nesscriteria, i.e. correctnessdefinedon the completehistory of the whole system
(cycledetectionof dependenciesbetweentheactivities,for instance).Ournew advan-
cedtransactionmodelwill bespecifiedwith thesenew notionsin orderto get"local"
correctnesscriteriadefinedon local historiesof transactions.Thecoreideais thefol-
lowing: if we ensurethecorrectnessof theexecutionfor eachtransactionwith regard
to all the transactionsdirectly connectedto it, this shouldensure,implicitly, thecor-
rectnessof thewholeexecution.
Transaction local repository: First, we needto formalizeexplicitly, within our
transactionmodel,thatweprovideeachtransactionwith its own local repository, ins-
teadof using a single (global) commonrepository. As we explainedbefore,when
several transactionsshareanobject(simultaneousaccesses),eachonestoresits own
copy of this objectin its own local repository. Thus,a singlelogical object will have
several instances(onefor eachtransactionit is usedby), andwe needto distinguish
betweenthem.Theseinstancesarenot duplicateswhich areautomaticallysynchroni-
zedby theunderlyingsystem,but trueindependentcopiesthat transactionswill syn-
chronizeontheirown by explicitly exchangingvaluesof theseinstances.Moreover, at
somepointsduringtheexecution,severalcopiesof thesamelogicalobjectcouldhave
differentvalues.
o
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Whenatransaction. invokesanoperation, @ ontheobject,p (classicallyexpressed
by
, @eq5 ,p I in theACTA formalism[CHR 94] to denotethisevent),weneedto specify
which copy of the object
,p
is concernedby this operation
, @ . We use , @eq5 ,p qFrsI to
denotethe invocationof the event
, @eq5 ,p I on the copy of the object ,p owned by
the transaction.ut . Thesetof all the objects,p q is namedthe local repository of the
transaction. .
For instance,whenthe HVAC engineerreadsthe plan producedby the architect
in his/herlocal repository, this event correspondsto the 0 G24vwxyz5 @CB2%{y|\z1w}~I opera-
tion. To updatehis/herown copy of this plan, the HVAC engineerthenperformsa 08.uG wxyz5 @CB2%{wxyzuI operation.
Transaction local history: Usingthis new syntax,we canexpressthata transac-
tion caninvoke an operationnot only on objectswithin its own local repository, but
alsoon objectsstoredin local repositoriesof theothertransactions(eg:
, @ qF 5 ,p qs I or
0G24v4wxy7z5 @B2%{y|;z1w}~I ). Theselast operationspreciselyallow us to formalize interac-
tions amongtransactions,andespeciallydatatransfersbetweentheir respective local
repositories.
We cannow definethelocalhistoryof a transaction. . It is thesetof all theevents
that thetransaction. hasto beawareof. TheACTA formalism[CHR 94] is basedon
two eventtypes:significantevents( 9hM , f[
m , em , . . . ) andobjectevents(in-
vocationsof operationsonobjects).Here,wearemainlyconcernedwith objectevents
to control the view of a transaction.In ACTA, the view of transaction. , represen-
ted by 81G  q , definesthe objectsandtheir statesthatarevisible to transaction. . In
otherwords,theview of a transactionidentifiestheoperationstheeffectsof which(on
objects)arevisible for this transaction.Moreover, asa subsetof the (global) current
history  z q of thesystem,the view of a transactionpreservesthe partialorderingof
theoperations.Herearethevisibleoperationsfor a transaction. :
1. operationsinvoked by the transaction. it-
self,whateveraretheobjectsimplied(localor dis-
tant): >A@Cq\5 ,p q r I
 z q\D
...
t
t’1 t’2
p [ob  ]t t’1
q [ob’ ]t t’2
2. operations invoked by some transac-
tions .ut . on objects stored in the local
repositoryof thetransaction. : >\@ qFr 5 ,p q I{z q D
...
t
t’1 t’2
p  [ob ]tt’1
q  [ob’ ]tt’2
For instance,whenthe HVAC engineerreadsthe plan producedby the architect
in his/herlocal repository, thecorrespondingevent 0 G24vwxyz5 @CB2%{y|\z1w}I is loggedby
bothtransactions6e=243 and 20 376e8 . TheHVAC engineerlogsthiseventbecausehe/she
is the invoker of this operation(cf. item 1). Thearchitectwrites this event in his/her
historybecausethis operationconcernsoneof theobjectsof his/herlocal repository
(cf. item2).
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Figure5. Sampleexecution
Figure5 depictsasampleexecutionwherethearchitectandthestructuralengineer
collaboratetodraw aplan.Thisfigureusesaspace-timemessagediagram4 to represent
theexecutionof transactions20 376e8 and H7.103. . Eachhorizontalline correspondsto the
executionof onetransaction(timegoingfrom left to right), i.e. thelocalhistoryof this
transaction.An arrow betweentwo transactionsrepresentsa dataexchangebetween
them,thesendeventbeingat therootof thearrow (eg: readoperation),andthereceive
eventbeingat theheadof thearrow (eg: write event).
Within our transactionmodel, the view of a transaction. (denoted 8G  q ) is
definedas follows: 81G  q  >\@ q 5 ,p q r I{z q D>\@ q r 5 ,p q I{z q D . This identifies,
amongall the operationsof the whole history, thoseof which the transaction. is
aware.  z qq denotesthissetandcorrespondsto the local history of thetransaction. .
For instance,the executionshown by figure 5 resultsin the following historiesfor
bothtransactions203698 and H.103. :
archi struct+-, %/.10243.5 20 37698;:<H.103.:?>A@B2%ED: +¡ ¢ I +-, %/.10 243.5 203698;:<H7.103.:?>A@CB2%ED: +¡ ¢ I 08.uG y|;z1w}5 @CB2%{y|;z1w}I:
0 G24v£ q |A¤ z q 5 @CB2%{y|;z1w}~I: 0 G24v£ q |A¤ z q 5 @B2%{y|;z1w}I: 08.uG£ q |A¤ z q 5 @B2%{£ q |\¤ z q I: 08.uG £ q |A¤ z q5 @B2% £ q |\¤ z qI:
0 G24v y|\z1w} 5 @CB2% £ q |A¤ z qI: 0 G24v y|\z1w} 5 @CB2% £ q |A¤ z qI: 08.uG y|;z1w} 5 @CB2% y|;z1w} I¥  08.uG £ q |A¤ z q5 @B2% £ q |\¤ z qI¥
Thus,an history  (local or global) is a seriesof objectevents(operationinvo-
cations).§¦  \¨© denotesprojectionof the history  onto the object ,p . For instance
§¦  \¨©  @/ª¬«
@C­®«¯¥¥7¥ «
@C° representsboththeorderof theoperationsinvokedon the
object
,p
(i.e. the operation@ } occursbeforethe operation@ }?± ª , andwe write this
@C}{²³@}?± ª ) andtheir functionnalcomposition.In otherwords,the state H of the ob-
´
. Usedin the field of distributedsystems,suchdiagramsshow exchanges(messagepassing)
amongnetwork distributedprocesses.
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ject
,p
within thehistory §¦  \¨© is theresultof theinvocationof successiveoperations
in §¦  \¨© (accordingto therelation ² ) fromaninitial stateHµ (i.e. H  H.u2.uG4¶Hµ: §¦  \¨©u· ,
or simply H  H.u2.uG4¶§¦  \¨©u· ).
Within theACTA formalism,atransactionaccessesobjectsof somecommonrepo-
sitory throughtheinvocationof operationsspecificto objects.Eachoperationreturns
a valueandproducesanew state.Let H bethestateof anobject. 0 G.10%¬¶H: @ · denotes
theresultof theinvocationof theoperation@ onthisobject.Thestateprocucedby the
operation@ is representedby H.u2.uG4¶H: @ · . Two operationsconflict for thestate §¦  \¨©
(wewrite this 3 , %{¸BF813.¶¹¦  A¨© : @{: º · or simply 3 , %{¸B813.¶»@¼5 ,p I: º[5 ,p I · ) if theireffectson
this stateor their returnedvaluesarenot independentof the orderin which they are
invoked.Two operationsthatdonot conflict arecompatible.
As objectstatechangesareviewedthroughthereturnvaluesof operations,wecan
definedependenciesbetweenoperationsthat conflict. Whentwo operationsconflict
(i.e. the predicate3 , %{¸B813.¶ ¦  A¨© : @
: º · returns m4l9h ), then the following predicate
0 G.1C0% _=424BFG _8%vG\@CG%vG%/.¶§¦  \¨© : @{: º · is m4leh if thereturnvalueof theoperationº
doesnot dependon the operation@ to be invoked before or after º . We can de-
notethis with 0 G.1C0%¬¶§¦  \¨© «
@
:º ·  0 G.10%¬¶§¦  A¨© : º · . Otherwise,the operationº
is "return-valuedependent"on theoperation@ andwe denotethis with thepredicate
0G.10% _=42BG _vG\@CG%vG%/.¶§¦  \¨© : @{: º · .
It is obviousthatthesetwo definitionsintroducedby theACTA formalismarenot
based,from our transactionmodelpoint of view, on "physical" instancesof objects
(eg
,p q ), but on "logical" objectsinstead(eg ,p ). For instance,at the level of the lo-
gical object @CB2% , the readingoperationinvokedby the HVAC engineeron the plan
of the architect(representedby 0 G24vwxyz5 @CB2%I ) conflictswith any updateoperation
invokedby the architecton his/herplan (  08.uGy|\z1w}5 @CB2%I ). Moreover, the predicate
0G.10% _=42BG _vG\@CG%vG%/.¶§¦<½¾ y ° © :  08.uG y|\z1w}A5 @B2%I: 0 G2v4wxyz5 @B2%I · returnsm4leh .
As 3 , %{¸B83.¶»@
5 ,p I: º[5 ,p I · wasa shortcutfor 3 , %{¸B83.¶»@eq  5 ,p I: º7q  5 ,p I · 5, a first step
is to consider3 , %{¸BF813.¶¿@eq  5 ,p I: ºq  5 ,p I · asashortcutfor 3 , %{¸BF813.¶»@Cq  5 ,p qÀI: ºq  5 ,p qÀI · 6.
For the time being, it meansthat two operationscan only conflict when they are
invoked on the samecopy of a logical object. Later, we will give the meaningof
3 , %{¸BF813.¶¿@eq  5 ,p q ÀÁ I: º7q  5 ,p q À1Â I · . In otherwords,we will definethe notion of conflict
betweentwo operations@ qF and º qs invokedon two distinctcopiesof a samelogical
object
,p
. And soon for thepredicate0 G.1C0% _=24BFG _8%vG\@CG%vG%/.¶»@ qF 5 ,p I: º qs 5 ,p I · .
Our first needis to find, whena transaction. invokesan operation@ on an ob-
ject
,p qFr , all the operationsinvokedby any othertransactionthat couldconflict with
@ q 5 ,p qFr I (theACTA formalismuses+-, %{¸B83.ÃÄG. q to denotethisset).Thus, 81G  q and+-, %{¸B83.ÃÄG. q operationsetsdefinetheeventsthatthetransaction. will beallowedto
invoke.Moreprecisely, whenatransactionwantsto invokeanew event,preconditions
of thisevent(derivedfrom theaxiomaticdefinitionof theinvokertransaction)areeva-
Å
. OperationsÆ and Ç (invoked by any two transactionsÈ1É and ÈsÊ respectively) conflict on the
object Ë7Ì .Í
. OperationsÆ[Î  and ÇÎ  conflict on any copy Ë7Ì;Î À of thelogicalobject ËÌ .
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luatedagainstthesetwo sets.If all of themaresatisfied,thenew eventis executedand
thenloggedin local historiesof implied transactions(cf. transactionview definition).
Otherwise,if one(or more)preconditionfails, theeventinvocationis denied.
Within our transactionmodel,operationsthatcouldconflictwith thoseinvokedby
atransaction. aredefinedbelow (thepredicateÏ%[@C0 ,Ð 0 G HH¶¿@ · usedbelow meansthat
theoperation@ is executingandis neithercommittednor canceled).
– operations invoked by
any transaction .ut  . on ob-
jects
,p q of the transaction . :
>A@eq r 5 ,p qI{ z q§ÑÒÏ%[@C0 ,Ð 0 G HH¶¿@eq r 5 ,p qI · D
...
t
t’1 t’2
p  [ob ]tt’1
q  [ob’ ]tt’2
For instance,an operationinvokedby the architectcanpossiblyconflict with an
operation0G24v wxy7z 5 @CB2% y|\z1w} I invokedby theHVAC engineeron thecopy of the
object@CB2% ownedby thearchitect.
– operationsinvoked by any transac-
tion .utÓ . on objectsof a third transac-
tion .ut t¬ . if theseobjectsappearin some
operationsinvokedby thetransaction. :
>A@ qFr 5 ,p qFr r I
z q ÑÔ¶F. t  . ·Õ ¶Ö9º®º q 5 ,p qFr r I{z q ·Õ Ï%[@e0 ,Ð 0G HH¶»@ qFr 5 ,p qFr r I · D
...t’
t"
t
p [ob  ]t t" q  [ob’ ]t’ t"
For instance,anoperation0 G24vwxyz5 @CB2%{y|\z1w}I invokedby theHVAC engineercan
possiblyconflict with anoperation0 G24v£ q |A¤ z q 5 @CB2%{y|;z1w}~I invokedby the structu-
ral engineerbecausethey both accessthe copy of the object @B2% ownedby the
architect.
Thus,within our transactionmodel,thesetof operationsthatcanconflict with an
operationinvokedby a transaction. is:× Ë7ØCÙ4Ú~ÛFÜAÈuÝ/Þ;È1Î{ßáàuÆ Î r1â Ë7Ì;ÎFãäæå¡çÎ*èÄé ØÆêËëêÞ7ììí<Æ Î râ Ë7Ì;Îãîuïð àuÆ Î r â Ë7Ì Î r r ãeäå çÎ èñíÈò¼óßÈuîôõíöÇÄÇ Î\â Ë7Ì Î r r ãeäå çÎ î÷ôøé ØÆ4ê7Ë7ëêÞ7ì7ìí<Æ Î r â ËÌ Î r r ã~îuï
We cannotethatwhenwe put all theobjectswithin a singlecommonrepository
(insteadof usinglocal repositories),thedefinitionsof 81G  q and +-, %{¸B813.ÃÄG.1q be-
comeequivalentto thosefoundin theaxiomaticdefinitionof atomictransactions:
– 81G  q  z q where z q denotetheglobalcurrenthistory
–
+-, %{¸BF813.ÃÄG.1q  >A@eq r 5 ,p IÑù.utÄ .: Ï%[@C0 ,Ð 0 G HH¶¿@eq r 5 ,p I · D
We have introducedthenotionsof local repository(several"unsynchronized"co-
pies
,p q for a logical object ,p ) andlocal history (eachtransactiononly hasa partial
view of thesystem)andstayedcompliantwith theACTA formalism.Basedon them,
thenext sectionformalizestheconceptof explicit datatransferamongtransactions.
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Transfer operations:Now, eachtransactionof ourmodelis providedwith its own
local repositoryin which it canstorelocal copies(instances)of objectsit needto ac-
cess.For instance,whentwo transactions20 376e8 and 69=4243 sharea logicalobject@B2% ,
they bothhave their own copy of this object(@B2% y|;z1w} and@CB2% wxyz respectively) in
their localrepository. Thissectiondetailsthewaythesetwo transactionscanexchange
valuesof object@B2% .
As explainedwhenweintroducednew notationsto identify variouscopiesof logi-
cal objects,a transactionis not limited to theinvocationof operationson its own ob-
jects.For instance,thetransaction6e=243 caninvokea 0 G24v operationonthecopy of the
object@CB2% storedin thelocalrepositoryof thetransaction20 376e8 ( 0G24v4wxy7z5 @B2%{y|;z1w}~I
denotesthis operation).Suchoperationsnamedtransfer operationsenabletransac-
tionsto exchangedatabetweentheir respective local repositories.
Within a classicaltransactionmodel,an interactionbetweentwo transactions.u}
and .ú on theobject ,p is denotedby ¶»@ qF 5 ,p I²ûº qs 5 ,p I ·üÕ 3 , %{¸B813.¶»@ qF 5 ,p I: º qs 5 ,p I · .
It meansthattransactions. } and . ú invokedoperations@Cq  5 ,p I and º7q  5 ,p I on thesame
object
,p
, that the operation@eq  5 ,p I occurredbeforethe operationºq  5 ,p I (partial or-
der definedin  z q ), and that both operationsconflict together. Basedon notations
introducedto identify copiesof logical objects,whatis themeaningfor thefollowing
expression¶»@eq  5 ,p q ÀÁ I/²ûº7q  5 ,p q ÀuÂ I ·üÕ 3 , %{¸BF813.¶»@Cq  5 ,p q ÀAÁ I: ºq  5 ,p q À1Â I · ?Wehavetwo
cases:
– eitherit is thesamecopy
,p qÀ of thelogical object ,p andwe comebackto the
case¶¿@eq  5 ,p qÀI²ýºq  5 ,p qÀI ·üÕ 3 , %{¸BF813.¶¿@eq  5 ,p qÀI: ºq  5 ,p qÀI · ,
– or
,p qÀ Á and ,p qÀ Â are two distinct copies of the logical object ,p ,
¶»@eq  5 ,p qÀ Á I²ûº7q  5 ,p qÀ Â I ·üÕ 3 , %{¸BF813.¶»@Cq  5 ,p qÀ Á I: ºq  5 ,p qÀ Â I · with .þ Á  .þ Â
It is easyto dealwith thefirst caseaswe canreuseexisting definitionsfor theor-
derrelationship² andfor thepredicate3 , %{¸B83. . So,wearemoreconcernedwith the
secondcase,andmorepreciselywith themeaningof 3 , %{¸B813.¶»@Cq  5 ,p qÀ Á I: ºq  5 ,p qÀ Â I · .
Intuitively, we canunderstandthis asfollows: "the valueof the object
,p
ownedby
the transaction.þ Â (i.e. ,p qÀ Â ) dependson the valueof the object ,p ownedby the
transaction.þ Á (i.e. ,p q ÀAÁ )". In otherwords,we got a sequenceof operationsasthe
onedepictedonfigure6 wheretransactions. ¾  let us"propagate",transactionby tran-
saction,thevalueof theobject
,p q ÀAÁ to theobject ,p q ÀuÂ .
Figure6 usesa space-timemessagediagramto representhe executionof three
transactions.Usingsuchagraphicalrepresentation,it is easyto determineif two events
arecausallydependent:if we canfind a pathfrom oneof the eventsto the otherby
going from left to right all alonghorizontallines ("transaction-order"within a local
history) and by following arrows ("read-from" relationshipsbetweentransactions),
theneventsarelinked;otherwisethey areindependentonefrom eachother.
To bemoreformal,a transferoperationis a setof two "basic"operationsinvoked
by asingletransaction. ¾ , oneto accessthevalueof theobject
,p qÀ  (eg: 0G24vqÿA5 ,p qÀ  I ),
the other to modify the value of the object
,p qÀ  (eg:  08.uGqÿ\5 ,p qÀ  I ). In his way,
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Figure6. Propagationof changes
the transaction. ¾ transfersthe contentof onecopy of
,p
(
,p qÀ  ) insideanothercopy
(
,p qÀ  ). Suchanoperationis representedby .102%{H¸G0 qÿ 5 ,p qÀ  : ,p qÀ  I andcorresponds
to a setof two operations,i.e. .10 2%{H¸G0qÿ\5 ,p qÀ  : ,p qÀ  I  ¶ºqÿ\5 ,p qÀ  I: @eqÿA5 ,p qÀ  I · with
¶º   G24ve¦  A¨©u·Õ ¶»@ ¢ 08.uG¦  A¨©1·Õ ¶º7qÿA5 ,p Iæ² @Cqÿ5 ,p I · , where G24v9¦  \¨© denotesthe
setof operationsthataccessbut do not changethevalueof theobject
,p
, andwhere¢ 08.uG¦  \¨© denotesthesetof operationsthatupdatethevalueof theobject ,p .
Thesetransferoperationsallow us synchronizethe local historiesof the tran-
sactions.Read-fromdependenciesbetweentransactionsarebuilt whenan operation
@ qÿ 5 ,p qÀ I is loggedby bothtransactions. ¾ (theonethat invokestheoperation)and . þ
(theonethatownstheobjectimplied in theoperation).
We cannow definethesemanticdependency relationship  ½&² amongtheobjects.
For anobject,this relationshipdeterminesif thevalueof onecopy wasproducedfrom
thevalueof anothercopy. Thissemanticdependency relationship  ½&² expressesat the
objectlevel the causaldependency relationshipthatexists at the event level. Hereis
the meaningof a conflict betweentwo operationsinvoked on two distinct copiesof
logical object
,p
:
3 , %{¸BF813.¶¿@ qF 5 ,p qÀ  I: º qs 5 ,p qÀ  I · 3 , %{¸BF813.¶¿@ qF 5 ,p I: º qs 5 ,p I ·Õ ¶ ,p qÀ   ½&² ,p qÀ  ·
In practice,thenotionof conflict betweentwo operations@ qF 5 ,p qÀ  I and º qs 5 ,p qÀ  I
invoked on two distinct copies
,p qÀ  and ,p qÀ  of the samelogical object ,p only
serveasabasisto provethatpropertiesensuredby ourdistributedcorrectnesscriteria
presentedin this sectionareidenticalto theonesensuredby classicalcentralizedcor-
rectnesscriteria.As ourdistributedcorrectnesscriteriaarebasedonlocal informations
only (localhistoriesof transactions),they mainlyusethetraditionalnotionof conflict
betweentwo operationswithin a singlelocal history. We provided the readerwith a
generalconflict definition to emphasizethe differencesbetweenthe centralizedand
distributedapproaches.
Let usgo backto oursupportexampleandto theexecutiondepictedin figure6. 
1. Thestructuralengineermakessomechangeson the copy of theplanhe/sheowns
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in his/herlocal repository:this is denotedby the operation 08.uG £ q |\¤z q 5 @CB2%{£ q |A¤ z q I . 2. The architect imports this new version of the plan: this is denotedby the
operation .102%{H¸G0 y|;z1w} 5 @CB2% £ q |A¤ z q\: @B2% y|;z1w} I or, more precisely, by the two ope-
rations 0 G24v y|\z1w} 5 @CB2% £ q |A¤ z qI and  08.uG y|\z1w} 5 @CB2% y|\z1w} I . So, the object @B2% y|;z1w}
dependson the object @B2%{£ q |\¤ z q , i.e. @B2%{£ q |\¤z q ½&² @B2%{y|;z1w} .  3. Now, the
town plannerimports this new versionof the plan availablefrom the architect:this
is the operation .102%{H¸G0 q  
	 ° 5 @B2%{y|;z1w}u: @B2% q  	 ° I or, more precisely, operations
0G24v q  	 ° 5 @CB2%{y|\z1w}I puis  08.uG q  	 ° 5 @CB2% q  
	 ° I . So,theobject @CB2% q  	 ° dependson
theobject@CB2%{y|\z1w} , i.e. @CB2%{y|\z1w}  ½&C² @B2% q  	 ° .
Thus, the predicate3 , %{¸B83.¶  08.uG £ q |A¤ z q 5 @CB2%{£ q |\¤ z q I: 0G24v q  	 ° 5 @CB2%{y|\z1w}~I · eva-
luatesto mleh aswehave 3 , %{¸BF813.¶  08.uG£ q |A¤ z q 5 @B2%I: 0 G24v q  
	 ° 5 @B2%I · for thelogical
object @B2% and,by transitivity, we have @B2% £ q |\¤z q ½&C² @CB2%/q  
	 ° for copiesof this
object.
Wecannow presentwo specialcasesof transferoperations:a transactionimports
(respectively exports)anobjectfrom (respectively towards)anothertransaction:
– Import : If we have . ¾   .þ  Á , then.10 2%{H¸G07qÀ  Á45 ,p qÀ  : ,p qÀ  ÁI8æ@ , 0.1qÀ  Á45 ,p qÀ  I ,
i.e. the transaction.þ  Á imports (inside its object,p q À  Á ) thevalueof theobject ,p availablefrom the
transaction.þ  (i.e.of theobject ,p q À  ).
t i+1t i
Readt i+1 Write t i+1
import
– Export : If we have . ¾   . þ; , then.10 2%{H¸G0 qÀ  5 ,p qÀ  : ,p qÀ  ÁI G@ , 0. qÀ  5 ,p qÀ  ÁI ,
i.e. the transaction . þ; exports the value of the
object
,p
(i.e.
,p qÀ  ) towards the transaction. þ; Á
(i.e. insidetheobject
,p qÀ  Á ).
t i+1t i
Readt i Write t i
export
Intuitively, themeaningof animport is "the consumerdecidesto get theinforma-
tion from the producer", whereasthe meaningof an export is "the producerput the
informationto theconsumerby force".
For instance,when the town plannerimports the versionof the plan produced
by the architect,two operationsoccur: the readingof the plan from the architect
( 0 G24vq  
	 °/5 @B2% y|;z1w} I ) andthe updateof the plan in the local repositoryof the town
planner(  08.uGq  	 °/5 @CB2%/q  	 °I ). When the structuralengineerexports his/her plan
to the architect,the situationis quite the same:0G24v £ q |A¤ z q5 @CB2% £ q |A¤ z qI followed by 08.uG £ q |\¤ z q5 @B2% y|;z1w} I .
Please note that when we force all the objects of the system to be
stored within a single repository common to all the transactions (as it
is in classical transaction models), we get back the traditional notation
20 Networking andInformationSystemsJournal.Volume2 - n

5-6/1999
¶»@ qF 5 ,p I/²ûº qs 5 ,p I ·Õ 3 , %{¸BF813.¶¿@ qF 5 ,p I: º qs 5 ,p I · . Once again, the notions of local
repositoryandlocalhistoryextendtheACTA formalismandstaycompliantwith it.
6.3. Distributedinteractioncontrol
To allow transactionsto cooperatethrough intermediateresult exchanges(that
meansresultsproducedwhile transactionsarerunning,proneto furtherchanges,and
possiblyinconsistentfor thesystem),[MOL 96] defineda new correctnesscriterion:
COO-serializability. By removing the isolation propertybetweentransactions,this
criterion supportsmany interestingexecutionswhich arenot serializable,and three
new cooperationpatternsin particular:client/server, writer/reviewer, andcooperative
write. However, even if transactionscanexecuteon geographicallydistributedsites,
the control of their interactionsremainscentralizedbecausethe COO-serializability
criterionis definedon theglobalhistoryof thewholesystem.Usingdistribution faci-
lities providedby our new transactionmodel,this sectiondefinesa new criterion,the
DisCOO7-serializability, thatensuresthesamepropertiesthanCOO-serializabilityon
thewholesystem,but in adecentralizedway.
First,weremindthereaderof theaxiomaticdefinitionof theCOO-transactions(fi-
gure7). Then,wedetailanotheraxiomaticdefinitionwhich is equivalent(bothcriteria
acceptthe samesetof cooperative executions),but basedon eventsloggedin local
historiesof transactionsonly.
COOcorrectnesscriterion:
The COO-serializabilitywasdefinedin [MOL 96] to supportcooperative execu-
tionsof transactionsby relaxingtheisolationproperty. It meansthat transactionscan
cooperate,during their execution,throughdataexchangeswithin a commonreposi-
tory. COOdefinestwo kindsof results:intermediate resultsproducedby transactions
atsometimesof theirexecutionbut proneto furtherchangesandpossiblyinconsistent
for thesystem,andfinal resultsthat transactionsproduceat commit time.TheCOO
criterioncanbeviewedasanextensionof aclassicalcorrectnesscriterion,theserializa-
bility, to supportthenotionof intermediateresult.Intuitively, a cooperativeexecution
is correctwith regardto theCOO-serializabilityif thefollowing synchronisationrules
aresatisfied:
1. A transactionthatproduceda intermediateresulthasto producethecorrespon-
dingfinal result.
2. If a transactionreadsan intermediateresultproducedby a transaction,thenit
hasto readthe correspondingfinal resultbeforeit cancommit (andproduceits own
final results).Whenatransactionreadsanintermediateresultfromanothertransaction,
it setsadependency onthis transaction.Whenthetransactionreadsthecorresponding
final result,thedependency is removed.
. DisCOOstandsfor DistributedCOO.
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3. Whenthesystemfindsa cyclewithin thegraphof dependenciesbetweentran-
sactions(bidirectional intermediateresult exchangesbetweentwo transactions,for
instance),it groupsall the transactionsimplied in the cycle. Transactionsof sucha
group(denotedby  z  \  ) haveto commitin anatomicway.
1. Cooperationleadsto repeatedoccurrencesof thesameoperationsappliedto the
sameobjects.Thus,in general,thehistoryof acooperativeexecutioncontainsseveral
sequencesof identicaloperations.For sucha sequence,only thelastoccurenceneeds
to becommitted.This definesa"useful" sub-historyof theexecution.
í! Î{äåüî#"%$[Ë7Ì&$('ÔÎ â Ë7ÌAã
öÇ¯ä)'ÒÎ/í$4Ç ò ä)'ÔÎ&*Ç ò óß§Ç+*Ç òÎ â Ë7ÌAã, ÇÎ â ËÌãî÷ôõí × Ë.-/-æÛsÈ1Î â ÇÎ â ËÌã»ãäåüî
2. Whenanoperationis committed,all the operationswhich it dependson have
to becommittedtoo.í × Ë!-)- ÛsÈ Îuâ Ç Î\â ËÌã¿ãCäåüî0"
öÆ íêÞ;È1êØ _243Ú1[Þ _5Þ1Æí<Æ Î r â Ë7ÌAã* Ç Î\â Ë7ÌAã~î÷ô)í<Æ Î r â Ë7ÌAã,Ç Îâ Ë7ÌAã~îî"
í × Ë!-)- ÛFÈ Î r1â Æ Î r1â ËÌã¿ãCäåüî
3. Within a group, all the transactionshave to reacha commonfinal statefor
sharedobjects.
í! Î äåüîô ÈEä/6 ç8797 ":$4ËÌ&$4Ç
íÝÈ3 ÈÞíFå<; 7
=8> î óßáÝÈ?3ÈÞ íFå<; 7=?>A@ Çî1îôõí × Ë.-/-æÛsÈ Î  â Ç Î  â Ë7ÌAã»ãäåüîô)íÈÉ¬óßÈ1î"
öÆ íêÞ;È1êØ _243Ú1[Þ _5Þ1ÆísÇÎ  â Ë7ÌAã* Æ[Î â Ë7ÌAã~îôõíÝÈ?3 È1Þ íFå ; 7=?> îß ÝÈ?3 È1Þ íFå ; 7=?> @ Æ9î1îô
ísÇ Î  â Ë7ÌAã, Æ Îuâ Ë7ÌAã~îôõí × Ë.-/-æÛsÈ Îâ Æ ÎAâ ËÌã»ãäæåüî
î
4. Within a group,eitherall the transactionscommit ( f[4
m ), or noneof them
commit( 94m ). A groupbehaveslikea singletransaction.$4È É * È Ê ä/69ç8797B*È É óßÈ Ê *íÈ ÉDCFE(G È Ê îô)íÈ ÉDHIG È Ê î
5. Whenan operationis aborted,all the operationsthat dependon it have to be
abortedtoo.íJ®Ì\Ë7ê7È Îâ Æ Îuâ ËÌã»ãäåüî"
ísêÞ;È14ê7Ø _243Ú1[Þ _5Þ1Æí<Æ[Î â ËÌãK* ÇÎ  â Ë7ÌAã~îCôüí<Æ[Î â Ë7ÌAã, ÇÎ  â Ë7ÌAã~î1î" íJ®Ì\Ë7ê7ÈÎ  â ÇÎ  â Ë7ÌAã»ãäåüî
Figure7. Fundamentalaxiomsof COO-transactions
DisCOOdistrib uted correctnesscriterion:
The COO-transactionmodeldoesn’tvary from classicaltransactionmodelswith
regardto theway transactionsaccessobjects(througha commoncentralizedreposi-
tory) andthe interactioncoordinationdefinedby theCOO-serializabilitycorrectness
criterion (basedon theglobalhistoryof thewholesystem).In otherwords,this mo-
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del needsto beawareof all theoperationsinvoquedby all thetransactionson all the
objectsto coordinateinteractionsamongtransactions.
Our work aimsto decentralizethis control towardstransactionsthemselvesin the
form of smallpiecesof controldefinedfor eachtransactionwith regardto eventslog-
ged in its local history. The DisCOO-serializability can be viewed as a distributed
versionof the COO-serializability. Our "correctnesscriterion distribution" approach
meansthat local propertiesto becheckedby eachtransactionwith regardto its part-
nersaredefinedin sucha way that,whenthey aresatisfiedon all transactions,they
ensurethe samebehavior of the whole systemthan propertiesof the initial "cen-
tralized" correctnesscriterion. This sectionpresentsa new axiomaticdefinition for
cooperative transactionswhich is equivalentto 7 but basedon local histories(cf. fi-
gure8). Equivalentmeansthat whenthe DisCOO-serializability is satisfiedon each
nodeof thetransactiongraph,thewholeexecutionconformsto theCOO-serializability
(aDisCOO-serializableexecutionis COO-serializabletoo).
A1
A3
A4
A2
Ax bxActivity Local repositoryof the activity
Interaction
control
A1
b1
A3
b3
A4
b4
b2
A2
Document
transfer
DisCOO
DisCOO
DisCOO
DisCOO
COO
schéma
Cooperation
rules to be
verified
common
repository
definition of "local" axioms
+
proof DisCOO -> COO
COO
Figure8. Howto decentralizetheCOOcorrectnesscriterion
Intuitively, thefirst two axiomsof theCOO-transactionspreventatransactionfrom
committing( f[4
m ) if it isn’t "up to date", i.e. if, for someobject,this transaction
readsanintermediateresultbut didn’t rereadthecorrespondingfinal result(produced
by acommittedoperation).In otherwords,if anoperationº dependsonanoperation@
(i.e. 0 G.1C0% _=24BFG _vGA@¼¶»@
: º · ), thenthe lastoccurenceof º hasto dependon the last
occurenceof @ . This is the purposeof the predicate@ _. , _v2.uG definedbelow 8. It
denotesthat the transaction. ú is "up to date" with regard to the transaction.þ for
objectsin theset L .
M
. Weuse ê!245 asa shortcutfor êÞ;È?14êØ _243Ú1[Þ _5Þ1Æ[ÞØ(5ÞØ[È .
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1Æ _ÈË _543ÈÞ íÈ Ê * È9NO* PÔîRQS$4ËÌ ä#P $'ÒÎ  â Ë7Ì;Î À ã
í[ö È1É9ö7ÆÒê!245[í<Æ Î  â Ë7Ì Î À ã* TR3ì\ÈUPùÜAÜí' Î  â ËÌ Î À ã~î1îô)í<Æ Î  â Ë7Ì Î À ãV,WTX3ì\ÈUPùÜ\Üí' Î  â ËÌ Î À ãî1îîR"
íó ö7Æ ò äÝ/ÞÇ.14ÞØ9Ü\Þí<Æ Î  â ËÌ Î À ãî íTX3ì\ÈUPùÜ\Üí' Î  â ËÌ Î À ã~îF,)Æ òÎ  â Ë7Ì Î À ã~îî
Figure9 presentsa sampleuseof the @ _. , _v2.uG predicatebasedon our support
example.At step1, the last readoperationinvoked by the architecton the plan of
thestructuralengineeroccurredafterthelastwrite operationinvokedby thestructural
engineeronhis/herplan.Thus,thearchitectis "up to date"with regardto thestructural
engineer. At step2, the structuralengineerupdatedhis/herplan after the architect
accessedit. At this time, the architectis no longer "up to date" with regard to the
structuralengineer.
The structural engineer
imports the plan from
the architect
The architect imports
the plan from the
structural engineer
cooperative
write
architect
structural
engineer
write         [plan        ]
archi archi
read         [plan        ]
struct archi
read         [plan        ]
struct archi
write         [plan        ]
struct struct
write         [plan        ]
struct struct
read         [plan        ]
archi inge
write         [plan        ]
struct struct
write         [plan        ]
archi archi
read         [plan        ]
archi struct
1 2
Figure9. Sampleuseof the @ _. , _v2.uG predicate
The definition of the @ _. , _v2.uG predicateis basedon two new functions:Y 2[H.L-33 and Ã¬GºG%3G . The former returnsthe last occurencewhitin the sequence
for an operation.The latter returnsthe orderedsetof all the occurences(namedthe
sequence)for a givenoperation.Thesefunctionsaredefinedbelow.
Occurencesequencefor an operation: An operation@eq  5 ,p q  I can be invoked
several times during the execution.Even if they are all denotedby @ qF 5 ,p qs I in the
history, they aredistinctoccurencesof thesameoperation.Thesetof all theoccurences
of the operation@ qF 5 ,p qs I (orderedby the ² relationship)is namedthe sequenceof
theoperation@ qF 5 ,p qs I andis representedby Z qF 5 ,p qs I . Givenanoperation,thepurpose
of the ÃÄGºG%37G functionis to returnthesequenceof this operation,i.e.
ÃÄGºG%3G4¶ , 33 ·  >A@ qF 5 ,p qs I¼ Ñ , 373[§@ qF 5 ,p qs ID
architect
write         [plan        ]
archi archi
read         [plan        ]
struct archi
write         [plan        ]
archi archi
read         [plan        ]
archi struct
a1 a2
Figure10. Sampleoccurencesequence
Look at thearchitectfor instance.He/shewill updatehis/herplanof theapartment
several times.Within the local history of the transaction20 376e8 , several successive
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 08.uG y|;z1w}5 @CB2%{y|\z1w}I operationsarelogged(cf. operations2 ª and 2 ­ onthefigure10,
extractedfromthefigure5).Theorderedsetof theseoccurencesisnamedthesequence
of theoperation 08.uG y|\z1w} 5 @B2% y|;z1w} I andis denotedby ¢  ÏA[\ y|;z1w} 5 @B2% y|;z1w} I .
Last occurenceof an operation: Giventhesequenceof occurencesfor anopera-
tion, thefunction
Y 2[H.L-33 returnsthelastoccurence(with regardto the ² relation-
ship)within thissequence,i.e.Y 24H.L-33¶Ã ·  , 33¡Ã suchthat  Ö , 33tÃá¶ , 33t¬ , 33 · , 33Ô² , 33t
Ontheexampledepictedin figure10,thelastoccurenceof theoperationsequence¢  ÏA[\Òy|;z1w}15 @B2%{y|;z1w}sI correspondsto thesecondoperation 08.uG y|;z1w}A5 @CB2%{y|\z1w}~I .
DisCOOcorrectnesscriterion: Thetwo following axiomsexpressthata transac-
tion will be allowed to f[
m only if it is @ _. , _v2.uG with regardto all the tran-
sactionson which it depends,and if all thesetransationsarecommitted(andso on
recursively).
¶K]^_D_F`aq   q À ·cbed ,p @ _. , _v2.uG4¶F. ú : .þ4:?> ,p D ·
¶K]^_D_F`a qs  qÀ ·cb
¶Ö @{: º¶F0=v¶»@ qF 5 ,p qÀ I: º qs 5 ,p qÀ I ·ÓÕ ¶»@ qF 5 ,p qÀ I/²ûº qs 5 ,p qÀ I ··¼·fb
¶K]^_V_R`a qF  qÀ ·
Whenever the 0 G.1C0% _=424BFG _vG\@CG%vG%/. introducesa cycle within the graphof
dependenciesamongtransactions(groupsituationfor theCOOmodel),it meansthat
transactionsimplied in the cycle have to be @ _. , _v2.uG with regard to eachother
beforethey commit. In otherwords,they needto reachan agreementon sharedob-
jects(groupconvergence).Take carethat,whena transaction. ú dependson a tran-
saction. } , thesecondaxiomonly imposesto have ]^_V_F`aq  æqÀ when . ú commits
( ]^_V_R`aq   qÀ ). Especially, thereis noneedfor ]V^_V_F`aq  to occurbefore]^_V_R`aq 
(i.e. ]^_V_R`aq  ²hgji À ]^_V_F`aq  ). They canoccurat the sametime. Thus,it avoids
deadlocksin caseof cycle asa solutionis to have f[4
m operationsof all the tran-
sactionsimplied in thecycle to appearat thesametime in thehistory.
Lastly, we needto ensurethat whenever an operation@ is aborted,all the ope-
rations º that dependon it (i.e. 0 G.1C0% _=24BFG _vGA@¼¶»@
: º · ) areabortedtoo, andso on
recursively. A sideeffect is that all transactionsof a groupareabortedwhenoneof
themaborts.
¶Kk p, 0.1q  5 @Cq  5 ,p qÀI?I{æqÀ ·cb
0=v¶»@Cq  5 ,p qÀI: ºq  5 ,p qÀI ·üÕ ¶¿@eq  5 ,p qÀI²ûº7q  5 ,p qÀI ·lb
¶Kk p, 0.1q  5 º7q  5 ,p q À I?I¼æq À ·
Figure11 sumsthe DisCOO-serializablityup in threeaxioms.This new correct-
nesscriterionprovidestransactionswith moreautonomy. Eachtransactioncontrolsby
itself its own interactions(dataexchanges)with its partners,and thesecontrolsare
exclusively basedon eventsloggedinside its local history. Especially, it meansthat
the DisCOO-serializablityno longerusesthe notion of cycle in the the graphof de-
pendenciesamongtransactions(we needa global view of the whole systemto find
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cycles).TheDisCOO-serializablityworkstransactionby transaction.Thus,evenif we
speakaboutgroupsof transactionsto denoteinter-dependenciesamongtransactions,
groupsdon’t explicitely exist within theDisCOO-transactionmodel.
1. í4m Î  äæå-Î À î"n$4ËÌo1Æ _ÈË _543 È1Þ íÈ Ê * ÈUNp* àË7Ìïî
2.
í4m Î  äæå Î À î"
í[ö7Æq* Çñísê!245[í<Æ[Î  â Ë7Ì;Î À ã* ÇÎ  â ËÌ\Î À ã~î÷ôõí<Æ[Î  â Ë7Ì;Î À ã, ÇÎ  â Ë7Ì;Î À ã~î1îîX"
í! Î  äæå Î À î
3.
íJ Ì\Ë7êÈ1Î  â Æ[Î  â Ë7Ì;Î À ã¿ãCäå-Î À î"
ê!245[í<Æ Î  â Ë7Ì Î À ã* Ç Î  â Ë7Ì Î À ã~îô)í<Æ Î  â ËÌ Î À ã(, Ç Î  â ËÌ Î À ã~îF"
íJ®Ì\Ë7ê7È Î  â Ç Î  â Ë7Ì Î À ã»ãäæå Î À î
Figure11. Fundamentalaxiomsof DisCOO-transactions
To concludethis sectiondedicatedto theDisCOOcorrectnesscriterion,hereis an
exampleof DisCOO-serializableexecution(depictedin figure12) basedon our sup-
port examplepresentedin thesection3. On theonehand,thearchitectandthestruc-
tural engineersharethedocumentJCKLM with regardto the"cooperativewrite" pattern
(DisCOOcorrectnesscriterion).Ontheotherhand,thearchitectandthetown planner
collaboratethroughducomentsJCKLM and LDrDsih with regardto the"writer/reviewer"
pattern(DisCOOcorrectnesscriterionwith someadditionalconstraintsto dir ectdata
exchanges).
1. Thearchitectworkson his/herplan.Then,hedecidesto publisha new version.
We denotethisoperationwith  08.uG y|;z1w}A5 @CB2%{y|\z1w}I .  2. Thestructuralengineerim-
portsthisnew versionto synchronizehiscopy of theplan.  3. Thestructuralengineer
updateshis planandthenpublisha new version. 4. Thearchitectsynchronizeshis
copy of the planby importing the versionof theplan producedby the structuralen-
gineer.  5. Now, the architectcanmergehis changesto the copy of the plan stored
in his local repository.  6. Meanwhile,thetown plannerimportedtheversionof the
planavailablein the repositoryof thearchitect. 7. In this way, he/shecanbegin to
review theplanof thearchitectandcanproduceapreliminaryversionof hisadvice.
8. Whenthetown planneris awareof thenew versionof theplanin therepositoryof
thearchitect,hedecidesto synchronizehis copy of theplan.  9. Now, hecanupdate
hisadvicewith regardto thisnew versionof theplanandthenpublishesanew advice. 10.Thearchitectimportswithin his localrepositorytheadviceproducedby thetown
planner.  11.Meanwhile,thestructuralengineerimportedtheplanupdatedby thear-
chitect.  12.At this time,thearchitectwantsto commithisacivity. As thetransaction
203698 hadinteractionwith transactionsH7.103. and . ,  % , it needsto evaluatethethree
axiomsof theDisCOO-serializability(figure11)with regardto thesetwo partners.
– On the side of the transactionH.103. , the last readoperationinvoked by the
architectontheplanin thelocal repositoryof thestructuralengineer(step4) occurred
after the last write operationperformedby the structuralengineeron the samecopy
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Figure12. Exampleof DisCOO-serializableexecution
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of the plan (step3). Thus the transaction203698 is "up to date" with regard to the
transactionH7.103. (cf. axiom %   1):
¶K]^_D_F`ay|;z1w}E£ q |A¤ z q ·cbd ,p  >\@CB2%ED @ _. , _v2.uG4¶20 376e8\:<H.103.:?> ,p D ·
Dueto this 0=4v dependency developpedby operationsof steps3 and4, thetransac-
tion 20 37698 will notbeableto commitbeforethecommitmentof thetransactionH.103.
(cf. axiom %   2). It meansthat the following axiomhasto besatisfied,especiallyfor
@   08.uG , º  0 G24v , ,p  @CB2% and .u}  H.103. :
¶K]^_D_F`a y|;z1w}  £ q |A¤ z q ·cb
¶Ö @{: º¶F0=v¶»@Cq  5 ,p £ q |\¤ z qI: º y|;z1w} 5 ,p £ q |\¤ z qI ·üÕ
¶»@ qF 5 ,p £ q |A¤ z q I²ýºy|;z1w}5 ,p £ q |A¤ z q I ··¼·lb
¶K]^_V_F`a qF £ q |\¤ z q ·
As thetransactionH.103. hasto wait for thecommitmentof thetransaction20 376e8
too (dueto steps1 and2), both transactionswill have to commit at the sametime.
Pleasenotethatat thetimebeing(step12), thetransactionH7.103. is "up to date"with
regardto thetransaction20 376e8 abouttheplan,i.e.:
¶K]^_D_F`a£ q |\¤ z q y|;z1w} ·cbd ,p  >\@CB2%ED @ _. , _v2.uG4¶H.103.: 20 376e8\:?> ,p D ·
– The transaction20 376e8 is "up to date"with regardto the transaction. ,  % too
(cf. axiom %   1) becausethelastreadoperationinvokedby thearchitecton theadvice
of thetown planner(step10) occurredafterthelastwrite operationperformedby the
town planneron his advice(step9). At step12,pleasenotethat thetransaction. ,  %
is "up to date"with regardto thetransaction20 376e8 too abouttheplan(steps7 and8).
As in thepreviouscase,theaxiom %   2 will forcetransactions20 376e8 and . ,  % to be
committedat thesametime.
Thus,at step12, all the threeaxiomsof the DisCOO-serializabilityaresatisfied
on the local history of eachtransaction.It meansthat the transaction20 37698 canbe
committed,on conditionthat we commit (at the sametime) transactionsH.103. and
. ,  % too.
In order to illustrate the axiom %   3, let us supposewe want to abort the opera-
tion  08.uG y|;z1w} 5 @CB2% y|\z1w} I invoked at setp7. This axiom forcesus to abort all the
operationswhosereturnvaluedependson thiswrite operation,i.e.:
¶Kk p, 0.y|\z1w}\5  08.uG y|;z1w}A5 @B2%{y|;z1w}I?I
y|;z1w} ·cbt 0=4v¶  08.uG y|\z1w};5 @CB2%{y|;z1w}I: º qF 5 @B2%{y|;z1w}~I ·Õ ¶  08.uG y|\z1w}\5 @B2%{y|;z1w}I²ûº qF 5 @B2%{y|;z1w}sI ·b ¶8k p, 0. qF 5 º qF 5 ,p y|\z1w}I~I{y|\z1w} ·
Within thelocalhistoryof thetransaction20 376e8 , theoperationº qF 5 @B2%{y|;z1w}~I could
bereplacedwith operations0G24v q  	 ° 5 @CB2%{y|\z1w}~I and0G24v4£ q |A¤ z q 5 @CB2%{y|\z1w}I . Theabort
of thesetwo operationswill be loggedin the local history of transactions. ,  % and
H7.103. respectively. Then,accordingto theaxiom %   3, we have to abortwrite opera-
tionsof step8 and11 too.And soon little by little.
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7. Our prototype: DisCOO
In the perspective of not yet programminganotherproprietarysystemto support
cooperation,we decidedto implementour transactionmodelon top of a CORBA 9
ObjectRequestBroker which providesuswith transparency with regardto program-
ming languages,operatingsystemsandhardware.Our architecture(cf. figure 13) is
definedby four main cooperationservicesneededto build cooperative applications:
a cooperation spaceserviceto manageresourcesin the local repositoryof an acti-
vity; a workspaceserviceto let userscall their legacy tools (Word, Autocad,emacs,
gcc,. . . ) ontheirressourcesviewedasfilesandrepositories;acoordination serviceto
ensurethatall interactionsfrom or towardthecooperationspaceareapprovedby the
protocolservice(cf. "interactioncontrol" layer);aprotocolservicewhichcontainsall
the mechanismsfor the distributedcorrectnesscriteriapart of our transactionmodel
(localhistory, negotiatedcooperationschema,methodsto checkcooperationschemas
againstthelocalhistoryof theactivity).
Activity  A3Activity  A1
Coordinator
Cooperation
Space Protocol
Activity A2
API
Private
Workspace
- Files
- Database
(JDBC,NFS,...) A2 A1 client/server
A2 A3 cooperative write
.
.
.
.
.
.
.
.
.
Cooperation Table for Activity A2
.
.
.
doc1
doc2
.
.
.
client
~
Use of
shared
documents
Legacy tools
(Autocad, Word,...)
M
e
d
i
a
t
o
r
Management
of the activity
Partner
Notifications
Object Request Broker
Figure13. Our architectureon topof an ORB
Obviously, asintroducedbefore,we aremainly concernedwith coordinationand
protocol services.They are describedbelow. For cooperationspaceandworkspace
services,our DisCOOprototypeonly providesprogrammerswith somebasicmecha-
nismsto manageresourcesin orderto validatethecoordinationandprotocolservices.
Especially, wedid notcareaboutresourceversionandconfigurationmanagementand
thatactivities canonly sharesimplefile resourcesthatwe canexternalizein a works-
u
. CommonObjectRequestBroker Architecture [OMG 95, WEI 96]
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pace(a directory)on the harddisk. Thus,userscancall their legacy applicationsto
accesstheir resources(in theform of standardfiles).
Coordination service: It is oneof themostimportantcomponentsin thedesignof
anactivity becauseit controlsall theinteractionsof thisactivity with theotheractivities
of thesystem.In otherwords,whenanexchangeoccurs,therole of thecoordinatoris
to checkif this operationsatisfiescooperationschemas(correctnesscriteria)foundin
theprotocolcomponentof the activity. In caseof success,theoperationis passedto
thecooperationspaceof theactivity to performcorrespondingactions.Otherwise,the
operationis deniedandhasno effectson thecooperationspaceof theactivity. Thus,
an exchangeinvoked between(the cooperationspacesof) two activities is executed
only if bothactivities allow this operation.
Protocol service: Obviously, the coreof the DisCOO prototypeis the protocol
service,andmorepreciselythecomponentsin chargeof localhistorymanagementand
of cooperationschemasevaluation.Rememberwedefinedsuchacooperationschema
asa setof cooperationrulesor predicatesbasedon eventsloggedin thecurrentlocal
historyof theactivity. As anexample,thecooperationschema"cooperativewrite" is
denotedby thepredicatev8uH + LwL (which usesthepredicate@ _. , _v2.uG ):1Æ _ÈË _543ÈÞ íÈFÊ* È N * PÔîRQx$[Ë7Ì äP $' Î  â ËÌ Î À ã
í[ö È1É9ö7ÆÒê!245[í<Æ Î  â Ë7Ì Î À ã* TR3ì\ÈUPùÜAÜí' Î  â ËÌ Î À ã~î1îô)í<Æ Î  â Ë7Ì Î À ãV,WTX3ì\ÈUPùÜ\Üí' Î  â ËÌ Î À ãî1îîR"
íó ö7Æ ò äÝ/ÞÇ.14ÞØ9Ü\Þí<Æ Î  â ËÌ Î À ãî íTX3ì\ÈUPùÜ\Üí' Î  â ËÌ Î À ã~îR, Æ ò Î  â Ë7Ì Î À ã~îî
y Ûì × P+P-íÈ É * È Ê * PÔîRQ
z{{{{{{{{{{{{{{{{| {{{{{{{{{{{{{{{{}
$4È
~* È9¬íÈ~¬äüà;È1ÉU* ÈFÊï4*È9 äüàÈ1É* ÈFÊïf*È
~î
í4V! Î Á äæå Î î"1Æ _ÈË _543 ÈÞíÈ
~* È9.* PÔî
$[Ë7Ì ä)P $4È~* ÈU®íÈ
~ÄäÓàÈÉ9* ÈsÊï*È9 äÓà;È1É* ÈFÊïfÓÈ~uî$4È N íÈ N óßÈ~Aî
í4V! Î Á â Ç Î Á â Ë7Ì Î ã»ãäå Î î"
ê!245[í<Æ Î À â Ë7Ì Î ã* Ç Î Á â Ë7Ì Î ã~îô)í<Æ Î À â ËÌ Î ã(,c i  Ç Î Á â ËÌ Î ã~î"í4! Î À â Æ[Î À â Ë7Ì;Îã»ãäå-Îî
$[Ë7Ì ä)P $4È ~ * È  íÈ ~ äÓàÈ É * È Ê ï*È  äÓà;È É * È Ê ïfÓÈ ~ î$4È N íÈ N óßÈ ~ î
íJ ÌAËêÈ1Î Á â Æ[Î Á â Ë7Ì;Îã»ãäå-Îî"
ê!245[í<Æ[Î Á â Ë7Ì;Îã* Ç;Î À â Ë7Ì;Îã~îô)í<Æ4Î Á â ËÌ\Îã,  i  Ç;Î À â ËÌ\Îã~îR"íJ®Ì\Ë7ê7È Î À â Ç Î À â ËÌ Î ã¿ãCäå Î î
Insteadof programmingspecificalgorithmsto implementall thesecooperation
rules,we decidedto translate them in Prolog predicates. In this way, cooperation
schemasandruleswe definedin ACTA arereally usedasproperties(Prologpredi-
cates)evaluatedon thelocal historyof theactivities.Thus,it is very easyto addnew
cooperationschemaswithin DisCOOor to changeexisting ones.
Technical aspects:All the componentsof DisCOO were developedin Java on
top of an ORB which is itself codedin Java (JacORB),and the Prolog interpreter
we useis written in Java too.We chosetheJava programminglanguageto beableto
deploy ouractivities in heterogeneousenvironmentsfor whichanJavavirtual machine
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exists (Windows 98/NT, Unix, MacOS,. . . ). It meansthat our prototypeis neither
concernedwith aparticularoperatingsystem(Javabytecode)norwith communication
aspects(CORBA). For instance,we managedto launchseveralDisCOO-activities on
a network wheresomestationsuseWindows NT while someothersrun Solarisor
Linux.
8. Conclusion
This paperpresentsa modelto supportcooperationamongdistributedactivities,
and two resultsin particular. First, it is the formal definition of a new extended
transaction model, DisCOO, as well as a distrib uted correctnesscriterion , the
DisCOO-serializability(thatsupportsthreecooperationschemas:"cooperativewrite",
"client/server", "writer/reviewer"). Second,we designeda framework to developco-
operative applicationsby "connecting"distributedactivities together. Sucha connec-
tion betweentwo activities definesthecooperationschemausedby theseactivities to
sharea givenobject.This architecturewasput into practiceascooperationservices
within theDisCOOprototype.
Distrib uted cooperative transaction model: As we pointed out in section2,
existing environmentsassistingthe cooperationare not suitablefor distributed ap-
plications.Mostdistributedsystemsarebasedonaclient/serverarchitecturein which,
thoughsingleactivitiesmaybeexecutedatgeographicallydistributednodes,theknow-
ledgeabouttheprocessesbeingexecutedis keptin acentralizeddatabaseat theserver
level. This centralizationmakesit easierto synchronizeandmonitor theoverall exe-
cutionasall decisionsaretakenon this server which hasa globalview of thewhole
system.The main drawbackis that clientshave to be connectedto this server at all
times.
A seconddrawbackof theseenvironmentsconcernsmechanismsthey useto coor-
dinatetheactivities.Configurationmanagementsystemsonly dealwith thestorageof
sharedobjects,theirversionsandconfigurations,locksto controlconcurrentaccesses.
Processcenteredenvironmentsforceusto describethewholeapplicationandto make
provision for all thepossibleinteractionsamongactivities, a taskthatcouldbecome
very complex. As for transactionalsystems,they encapsulate achactivity within a
transactionandensurethatif all transactionsindividually executecorrectly, thentheir
interleaving (dueto their concurrentaccesseson sharedobjects)doesnot introduce
inconsistenciesin thestateof sharedobjects.However, if existing correctnesscriteria
arewell suitedfor classicaltransactions(isolated,shortduration),they aretoo strong
for distributedcooperativeactivities.
In opposition,we developeda distributedapproach.Startingfrom work donein
COOaboutthesyntacticcorrectnessof cooperative interactions,our first goalwasto
go from a control of concurrentaccesses(implicit interactions)to a control of data
exchangesbetweentransactions(explicit interactions).For that purpose,we defined
the notionsof local repository for a transaction,of local history for a transaction,
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of transfer operation betweentransactions.The main ideais that we provide each
transactionwith its own copy of theobjectsit needto access,andtransactionscoope-
rateby exchangingvaluesof their copiesbetweentheir respective local repositories.
Moreover, thesetransferoperationsallow usto synchronizelocalhistoriesof thetran-
sactions.It wasthe stepautonomyfor data accesses(section6.2). Our secondgoal
aimedto definedistrib uted correctnesscriteria . In otherwords,a transactionshould
be ableto coordinateby itself its exchangeswith the other transactions.Whereasa
classicalcorrectnesscriteriondefinespropertieson thewholehistoryof thesystem,a
distributedcorrectnesscriterion is designedto beevaluatedby eachtransactionwith
regardto its local view of thesystem(its localhistory).Wegaveanexampleof sucha
distributedcorrectnesscriterion: theDisCOO-serializability . If satisfiedon the local
historyof eachtransaction,it ensuresthesamepropertieson thesystembehavior than
its centralizedparent,theCOO-serializability. It wasthestepautonomyfor interaction
control (section6.3).
As a result,within our model,transactionsarestructuredasa graphwherenodes
denotetransactionsandedgesdenotescooperationschemasnegotiatedbetweentran-
sactions.This is a peer-to-peerarchitecturewhereeachtransactionis responsiblefor
thecontrolof its own interactionswith theothers.
DisCOOprototype: Whenwedesignedourprototype,weavoideddevelopingyet
anotherproprietarysystem.We thoughtratherin termsof basicmechanismsneeded
to supportcooperationamongactivities in distributedapplications.To achieve this
goal,webuilt our framework (figure13)on topof aCORBA objetrequestbrokerand
we definedfour main cooperation services: a cooperationspaceto storecopiesof
sharedobjectson activities,a workspaceto accesssharedobjectswith legacy tools,a
protocolfor interactioncontrol,acoordinatorwhich is theinterfaceof theactivity for
otheractivities.
Futur e work: In section6 we statedthat two transactionshave to negotiatea co-
operationschemabeforethey canexchangedata.We wereonly concernedwith the+-, %/.10243.5 . } : . ú :Læ:<HI event in the local history of transactions.Oneof our prospects
is to work on thenegotiationstepwhich resultsin suchanevent.In otherwords,we
now wantto know how andwhy activities choosea particularcooperationschemato
control their exchanges.Suchinformationscouldbevery usefulwhenseveralcoope-
ration schemasconflict (for an activity, someoperationsallowed by oneschemaare
deniedby anotherschema).Onesolutionis to replace,on the fly, oneof the coope-
ration schemasusedby the activity, i.e. to renegotiateoneof the contracts.Another
prospectis to analysecooperationbehaviors to deducenew cooperationschemasthat
wecanformalizeascorrectnesscriteriaandimplementwithin ourprototypeDisCOO
(asPrologpredicates).
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