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HEISENBERG’S UNCERTAINTY PRINCIPLE IN THE SENSE OF BEURLING
HAAKANHEDENMALM
Abstract. We shed new light on Heisenberg’s uncertainty principle in the sense of Beurling, by
offering an essentially different proof which allows us to weaken the assumptions substantially.
The new formulation is essentially optimal, as can be seen from examples. The proof involves
Fourier andMellin transforms. We also introduce a version which applies to two given functions.
We also show how our method applies in the higher dimensional setting.
1. Introduction
We will write
fˆ (y) := lim
T→+∞
∫ T
−T
e−2piiyt f (t) dt, y ∈ R,
for the Fourier transform of the function f , wherever the limit converges. For f ∈ L1(R) the
integral converges absolutely, and fˆ is continuous on R with limit 0 at infinity (the Riemann-
Lebesgue lemma); writing C0(R) for the Banach space of all such functions, we are merely
saying that fˆ ∈ C0(R) whenever f ∈ L1(R). By extending work of Hardy [4], Beurling (see [1],
p. 372, and Hörmander [5]) obtained a version of Heisenberg’s uniqueness principle which is
attractive for its simplicity and beauty. The assertion is the following. If f ∈ L1(R) and
(1.1)
∫
R
∫
R
| f (x) fˆ (y)| e2pi|xy|dxdy < +∞,
then f = 0 a.e. onR. Trivially, 1 ≤ e2pi|xy|, so that if f ∈ L1(R) with (1.1), then we must also have
that
‖ f ‖L1(R)‖ fˆ ‖L1(R) =
∫
R
∫
R
| f (x) fˆ (y)|dxdy < +∞.
We see that the assumption (1.1) presupposes that f and fˆ are both in L1(R). As a result, f is
in the space L1(R) ∩ C0(R), which is contained in Lp(R) for all p with 1 ≤ p ≤ +∞.
Our analysis of Beurling’s theorem is based on the observation that under (1.1), the function
(1.2) F(λ) :=
∫
R
∫
R
f¯ (x) fˆ (y) e2piiλxydxdy
defines a bounded holomorphic function in the strip
S := {z ∈ C : |Im z| < 1}
which extends continuously to the closed strip S¯. Indeed, the complex exponentials e2piiλxy are
holomorphic in λ, and we have
|F(λ)| ≤
∫
R
∫
R
| f (x) fˆ (y)| e−2pixy Imλdxdy ≤
∫
R
∫
R
| f (x) fˆ (y)| e2pi|xy|dxdy, λ ∈ S¯,
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fromwhich the claim is immediate, by, e.g., uniform convergence. Next, in view of the Fourier
inversion theorem, ∫
R
fˆ (y) e2piiλxydy = f (λx), x, λ ∈ R,
so the function F(λ) given by (1.2) may be expressed in the form
(1.3) F(λ) =
∫
R
f¯ (x) f (λx) dx, λ ∈ R.
It is easy to see that F(λ) is continuous onR× since f ∈ L2(R). Here,R× is shorthand forR \ {0}.
Moreover, let D := {z ∈ C : |z| < 1} denote the open unit disk in the complex plane C, and let
D¯ denote its closure (the closed unit disk). We let dA denote the area element in C.
Theorem 1.1. Suppose f ∈ L2(R), and let F(λ) be given by (1.3) for λ ∈ R×. Suppose that F(λ) has a
holomorphic extension to a neighborhood of D¯ \ {±i}, such that∫
D
|F(λ)|2|λ2 + 1|dA(λ) < +∞.
Then
(a) F(λ) ≡ c0(1 + λ2)−1/2 for some constant c0 ≥ 0, and
(b) if, in addition, we have c0 = 0, then F(λ) ≡ 0, and consequently f = 0 a.e.
In comparison with Beurling’s result, we assume analytic continuation of F(λ) to a much
smaller set, and the a priori assumption that f ∈ L2(R) is weaker. Also, in Beurling’s setting,
the weighted square integrability of F(λ) is trivially fulfilled because the function F(λ) is then
bounded on the strip S, which also shows that the infimum is 0 under the heading (b) above.
To seewhat case (a) of Theorem 1.1means for the function f , we introduce theMellin transform
M0 as follows:
(1.4) M0[ f ](τ) :=
∫
R×
|x|− 12+iτ f (x) dx, τ ∈ R.
Theorem 1.2. Suppose f ∈ L2(R), and let F(λ) be given by (1.3) forλ ∈ R×. Then F(λ) ≡ c0(1+λ2)−1/2
holds for some constant c0 ≥ 0 if and only if f is even (i.e., f (−x) = f (x) holds a.e.), and
|M0[ f ](τ)| =
√
c0
pi1/4
|Γ( 14 + i2τ)|, τ ∈ R.
Remark 1.3. To better appreciate how much weaker the assumptions of Theorem 1.1 are com-
pared with those of Beurling’s result, we may consider the assertion (a) of Theorem 1.1 (a)
combined with Theorem 1.2. The Mellin transform M0[ f ] is then determined only to its mod-
ulus, which leads to the existence of a multitude of functions f which solve (1.3) for the given
F(λ) = c0(1 + λ
2)−1/2; e.g., the linear span of all such f is infinite-dimensional. This contrasts
with the analogues of Beurling’s theorem where the constant (or polynomial) multiples of a
Gaussian e−αx
2
(with α > 0) are the only solutions [2].
Remark 1.4. It is of interest to analyze the sharpness of the above results (Theorems 1.1 and
1.2). Let us look at the example
f (x) = e−piβx
2
,
where Re β > 0. Then f ∈ L2(R), and the associated function F(λ) is
F(λ) =
∫
R
f¯ (x) f (λx)dx = β¯−1/2
(
1 +
β
β¯
λ2
)−1/2
.
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This function F(λ) is holomorphic in D but it possesses two square root branch points at the
roots of λ2 = −β¯/β. These roots lie on the unit circle T = {z ∈ C : |z| = 1}. This means that
permitting just two such square root branch points along T in the formulation of Theorem 1.1
already falsifies the assertion of the theorem. In particular, if, in the formulation of Theorem
1.1, the unit disk D is replaced by a proper open convex subset, then the conclusion of the
theorem is no longer valid.
2. A family of bilinear forms
Let us consider the bilinear forms
(2.1) B[ f , g](λ) :=
∫
R
f (t) g(λt) dt, λ ∈ R×,
for f , g ∈ L2(R). The function B[ f , g] is then continuous on R×. It has the symmetry property
(2.2) B[ f , g](λ) =
1
|λ|B[g, f ]
(
1
λ
)
, λ ∈ R×,
as we see by an elementary change of variables. It also enjoys the complex conjugation
symmetry
(2.3) B[ f , g](λ) = B[ f¯ , g¯](λ), λ ∈ R×.
It is well-known that the multiplicative convolution
f1 ⊛ f2(x) :=
∫
R×
f1(t) f2
(
x
t
)
dt
|t| ,
understood in the sense of Lebesgue, is commutative (i.e., f1 ⊛ f2 = f2 ⊛ f1). The relationship
with the above bilinear forms B[ f , g](λ) is
B[ f , g](λ) = g ⊛ f˜ (λ) =
1
|λ| f ⊛ g˜
(
1
λ
)
, λ ∈ R×,
where
f˜ (t) :=
1
|t| f
(
1
t
)
, g˜(t) :=
1
|t| g
(
1
t
)
.
3. The proofs of the first set of theorems
Proof of Theorem 1.1. A comparison of (1.3) and (2.1) reveals that F(λ) = B[ f¯ , f ](λ) for λ ∈ R×.
In view of (2.2) and (2.3), F(λ) has the symmetry property
(3.1) F(λ) =
1
|λ| F¯
(
1
λ
)
, λ ∈ R×.
Let J(λ) be the function
J(λ) :=
√
1 + λ2,
which defines a single-valued holomorphic function in the slit complex plane C \ i(R\]−1, 1[)
with value 1 at λ = 0. Next, we consider the function Φ := FJ, which is a well-defined and
continuous along R, while it defines a holomorphic function in (a neighborhood of) D¯ \ {±i}.
Along the real line, we have, in view of (3.1),
(3.2) Φ(λ) = F(λ)J(λ) =
1
|λ| J(λ)F¯
(
1
λ
)
=
√
1 + λ2
|λ| F¯
(
1
λ
)
=
√
1 +
1
λ2
F¯
(
1
λ
)
= Φ¯
(
1
λ
)
= Φ¯
(
1
λ¯
)
, λ ∈ R×.
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As a consequence, Φ is real-analytic on R, and has two holomorphic extensions, one to (a
neighborhood of) D¯ \ {±i}, and the other to (a neighborhood of) D¯e \ {±i}; here, D¯e := C \D is
the closed exterior disk. These two holomorphic continuations must then coincide. So, we see
that Φ extends to a holomorphic function in C \ {±i}, which is bounded in a neighborhood of
infinity, by inspection of (3.2). The integrability assumption of the theorem says that
∫
D
|Φ(λ)|2dA(λ) < +∞,
and the symmetry property (3.2) gives the corresponding integrability in the exterior disk
De = C \ D¯: ∫
De
|Φ(λ)|2dA(λ)|λ|4 < +∞.
In particular, Φ is square area-integrable in a neighborhood of {±i}. But then Φ extends
holomorphically across ±i (one explanation among many: a two-point set has logarithmic
capacity 0, see [3]). Now Φ is entire and bounded, so Liouville’s theorem tells us that Φ is
constant: Φ(λ) ≡ c0. That c0 ≥ 0 follows from
c0 = Φ(1) = J(1)F(1) =
√
2
∫
R
f¯ (x) f (x)dx =
√
2
∫
R
| f (x)|2dx ≥ 0.
This gives us the first assertion as well as the second. The proof is complete. 
Proof of Theorem 1.2. We need to show that if
F(λ) =
∫
R
f¯ (x) f (λx)dx ≡ c0(1 + λ2)−1/2,
on R×, then the Mellin transform M0[ f ] has the indicated form. We need the complementary
Mellin transform
M1[ f ](τ) :=
∫
R×
|x|− 12+iτsgn(x) f (x) dx,
as well. Here, we write sgn(x) = x/|x|. The L2 theory for the Mellin transforms is analogous
to that of the Fourier transform (the Mellin transform is associated with the multiplicative
structure, while the Fourier transform is related with the additive structure). We remark that
the multiplicative group R× is isomorphic to the additive group R × Z2, where Z2 = Z/2Z.
By symmetry, we see that M1[F](τ) ≡ 0, while a computation reveals that
M0[F](τ) = c0
∫
R×
|λ|− 12+iτ(1 + λ2)−1/2dλ = c0√
pi
|Γ( 14 + i2τ)|2,
If we apply the Mellin transforms M0,M1 to (1.3), we find that M1[ f ] ≡ 0 and that
M0[F](τ) = |M0[ f ](τ)|2 = M0[F](τ).
Here, the natural way to verify the right-hand side equality is to apply the inverse Mellin
transform to the two sides. The assertion that M1[ f ] ≡ 0 holds if and only if f is an even
function. The proof is complete. 
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4. An extension involving two functions
We consider two functions f , g ∈ L2R), and introduce the functions
(4.1) F1(λ) :=
∫
R
f¯ (x)g(λx)dx, F2(λ) :=
∫
R
g¯(x) f (λx)dx.
We quickly observe that if f is even and g is odd, then F1(λ) = F2(λ) = 0 on R
×. The same
conclusion holds if f is odd and g is even. This means that we cannot hope to claim that one
of the functions f , g must vanish. But sometimes this combination of even and odd is the only
obstruction, as we shall see.
Theorem 4.1. Suppose f , g ∈ L2(R), and let F j(λ) be given by (1.3) for λ ∈ R× and j = 1, 2. Suppose
that both F j(λ) have a holomorphic extensions toD such that∫
D
|F j(λ)|2|λ2 + 1|dA(λ) < +∞, j = 1, 2.
Suppose, moreover, that one of the functions, say F1, has a holomorphic extension to a neighborhood of
D¯ \ {±i}. Then
(a) F j(λ) ≡ c j(1 + λ2)−1/2 for j = 1, 2, for some constants c1, c2 ∈ C with c2 = c¯1, and
(b) if, in addition, we have c1 = 0, then F1(λ) ≡ F2(λ) ≡ 0.
The application of the Mellin transforms leads to the following result.
Theorem 4.2. Suppose f , g ∈ L2(R), and let F1(λ) be given by (4.1) for λ ∈ R×. Then F1(λ) ≡
c1(1 + λ
2)−1/2 holds for some constant c1 ∈ C if and only if
M1[ f ](τ)M1[g](τ) = 0, a.e. τ ∈ R,
and
M0[ f ](τ)M0[g](τ) =
c1√
pi
|Γ( 14 + i2τ)|2, a.e. τ ∈ R.
The assertion of Theorem 4.2 gives a very precise answer as to what f , g can be in the setting
of Theorem 4.1. It may however at times be difficult to see what the conditions actually say
when f , g are explicitly given. So we will explain a couple of cases when we can be more
precise. The support of a function f ∈ L2(R) – written supp f – is the intersection of all closed
sets E ⊂ R such that f = 0 a.e. on R \ E. Let us agree to say that a function f ∈ L2(R) has
dilationally one-sided support if (i) supp f is bounded in R, or if (ii) supp f ⊂ R× = R \ {0}.
Theorem 4.3. Suppose f , g ∈ L2(R), and let F1(λ) be given by (4.1) for λ ∈ R×, and suppose that
F1(λ) ≡ 0. If f has dilationally one-sided support, then either: (a) f is even and g is odd, (b) f is odd
and g is even, or (c) f = 0 a.e. or g = 0 a.e.
5. Proofs of the theorems involving two functions
Proof of Theorem 4.1. A comparison of (1.3) and (2.1) reveals that F1(λ) = B[ f¯ , g](λ) and F2(λ) =
B[g¯, f ](λ) for λ ∈ R×. In view of (2.2) and (2.3), F j(λ), for j = 1, 2, have the symmetry property
(5.1) F1(λ) =
1
|λ| F¯2
(
1
λ
)
, λ ∈ R×.
If we put Φ j := F jJ, where J(λ) = (1 + λ
2)1/2 as before, then (5.1) says that
Φ1(λ) = Φ¯2
(
1
λ¯
)
, λ ∈ R×.
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The given assumptions on F1, F2 show thatΦ1 has a holomorphic extension to C \ {±i}, which is
area-L2 integrable locally around {±i}. As a consequence, the singularities at {±i} are removable
(see, e.g., [3]), and Liouville’s theorem tells us that Φ1 is constant. The remaining assertions
are easy consequences of this. 
Proof of Theorem 4.2. The proof is immediate by taking the Mellin transforms, as in the proof of
Theorem 1.2. We omit the details. 
Proof of Theorem 4.3. In view of Theorem 4.2, we have that
(5.2) M0[ f ](τ)M0[g](τ) = M1[ f ](τ)M1[g](τ) = 0, a.e. τ ∈ R.
The assumption that f has dilationally one-sided support means in terms of Mellin transforms
that the functions M j[ f ], j = 0, 1, both extend to a function in H
2 of either the upper or the
lower half-plane. In any case, Privalov’s theorem guarantees that for a given j ∈ {0, 1}, either
M j[ f ] = 0 a.e. on R, or M j[ f ] , 0 a.e. on R. This leaves us with four different possibilities.
CASE 1. M0[ f ] = 0 a.e.and M1[ f ] = 0 a.e.. Then f = 0 a.e.is immediate, so we find purselves
in the setting of (c).
CASE 2. M0[ f ] = 0 a.e. and M1[ f ] , 0 a.e. Then (5.2) gives that M1[g] = 0 a.e., so that f is
odd and g is even, and we are in the setting of (b).
CASE 3. M0[ f ] , 0 a.e. and M1[ f ] = 0 a.e. Then (5.2) gives that M0[g] = 0 a.e., and we
conclude that f is even and g is odd, and we are in the setting of (a).
CASE 4.M0[ f ] , 0 a.e. and M1[ f ] , 0 a.e. Then (5.2) shows that M0[g] = M1[g] = 0 a.e., so
that g = 0 a.e., and we are in the setting of (c). 
6. A higher dimensional analogue
We present an analogue of Theorem 1.1 for Rn, n = 1, 2, 3, . . .; dvoln is volume measure in
R
n. For f ∈ L2(Rn), let F(λ) be the function
(6.1) F(λ) =
∫
Rn
f¯ (x) f (λx) dvoln(x), λ ∈ R×.
This function arises if we write
F(λ) =
∫
Rn
∫
Rn
f¯ (x) fˆ (y)e2piλi〈x,y〉dvoln(x)dvoln(y),
where
fˆ (y) =
∫
Rn
e−2pii〈x,y〉dvoln(x)
is the usual Fourier transform. Here,
〈x, y〉 = x1y1 + · · · + xnyn, x = (x1, . . . , xn), y = (y1, . . . , yn),
is the usual inner product in Rn.
Theorem 6.1. Suppose f ∈ L2(Rn), and let F(λ) be given by (6.1) for λ ∈ R×. Suppose that F(λ) has
a holomorphic extension to a neighborhood of D¯ \ {±i}, such that∫
D
|F(λ)|2|λ2 + 1|n dA(λ) < +∞.
Then
(a) F(λ) ≡ c0(1 + λ2)−n/2 for some constant c0 ≥ 0, and
(b) if, in addition, we have c0 = 0, then F(λ) ≡ 0, and consequently f = 0 a.e.
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7. Proof of the higher dimensional analogue
Proof of Theorem 6.1. We indicatewhat differs from the case n = 1, which is covered by the proof
of Theorem 1.1. An exercise involving a change of variables shows that F(λ) has the symmetry
property
(7.1) F(λ) =
1
|λ|n F¯
(
1
λ
)
, λ ∈ R×.
Let Jn(λ) be the function
Jn(λ) := (1 + λ
2)n/2.
Next, we consider the function Φ := FJn, which is a well-defined and continuous along R,
while it defines a holomorphic function in (a neighborhood of) D¯ \ {±i}. Along the real line,
we have, in view of (7.1),
(7.2) Φ(λ) = F(λ)J(λ) =
1
|λ|n J(λ)F¯
(
1
λ
)
=
(1 + λ2)n/2
|λ|n F¯
(
1
λ
)
=
(
1 +
1
λ2
)n/2
F¯
(
1
λ
)
= Φ¯
(
1
λ
)
= Φ¯
(
1
λ¯
)
, λ ∈ R×.
As a consequence of the assumptions, Φ extends to a holomorphic function in C \ {±i}, which
is bounded in a neighborhood of infinity, by inspection of (7.2). The integrability assumption
of the theorem says that Φ is area-L2 integrable near {±i}, so that the singularities at ±i are
removable. Liouville’s theorem tells us that Φ is constant: Φ(λ) ≡ c0. That c0 ≥ 0 follows from
c0 = Φ(1) = Jn(1)F(1) = 2
n/2
∫
R
f¯ (x) f (x)dvoln(x) = 2
n/2
∫
R
| f (x)|2dvoln(x) ≥ 0.
This gives us the first assertion as well as the second. The proof is complete. 
References
[1] Beurling, A., The collected works of Arne Beurling. Vol. 2. Harmonic analysis. Edited by L. Carleson, P. Malliavin, J.
Neuberger and J. Wermer. Contemporary Mathematicians. Birkhäuser Boston, Inc., Boston, MA, 1989.
[2] Bonami, A., Demange, B., Jaming, Ph. Hermite functions and uncertainty principles for the Fourier and the windowed
Fourier transforms. Rev. Mat. Iberoamericana 19 (2003), no. 1, 23–55.
[3] Carleson, L., Selected problems on exceptional sets. Van NostrandMathematical Studies, No. 13. D. VanNostrand Co.,
Inc., Princeton, N.J. – Toronto, Ont. – London, 1967.
[4] Hardy, G. H., A theorem concerning Fourier transforms. J. London Math. Soc. 8 (3), 227–231.
[5] Hörmander, L., A uniqueness theorem of Beurling for Fourier transform pairs. Ark. Mat. 29 (1991), no. 2, 237–240.
Hedenmalm: Department ofMathematics, KTH Royal Institute of Technology, S–10044 Stockholm, Sweden
E-mail address: haakanh@math.kth.se
