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Abstract
Local asymptotic mixed normality (LAMN) of a class of transformed Gaussian models for discretely
observed random fields is proved. The original Gaussian random field is assumed to be the product of
a deterministic process and a process with independent increments. The transformed process is observed
only on discrete lattice points in the unit cube and fixed domain asymptotics is investigated. This model is
useful for modeling random fields with non-Gaussian marginal distributions.
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1. Introduction
In this paper, we prove the local asymptotic mixed normality (LAMN) of a class of
transformed Gaussian models for random fields on [0, 1]d with discrete observations, where d is
a positive integer.
The transformed Gaussian model for random fields is an important model for processes with
non-Gaussian marginal distributions. Several geostatistical methods including trans-Gaussian
kriging (see e.g. [6], Subsection 3.2.2) assume this model. The transformed model was initiated
by Box and Cox [4], who applied it to factorial experiments. A Bayesian prediction procedure
for the transformed Gaussian models was treated by De Oliveira et al. [7].
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We suppose that the process is observed at discrete lattice points in the unit cube and
investigate fixed domain asymptotics, in which the observed points increase densely in a fixed
domain. This kind of asymptotics is important for geostatistical data. For reviews of fixed domain
asymptotics, see Cressie [6, Section 5.8], who called it infill asymptotics, and Stein [20]. They
treated mainly Gaussian random fields. Chan and Wood [5] studied increment-based estimators
of the fractal dimension of transformed Gaussian models under the framework of fixed domain
asymptotics. They showed that these estimators converge to a mixed normal random variable.
The original Gaussian random field of our transformed Gaussian models is assumed to be
the product of a deterministic process and a process with independent increments. A stationary
random field called the Ornstein–Uhlenbeck sheet is included in our setting as explained in
Section 4. Sacks et al. [18], Ying [23] and Van der Vaart [21] dealt with this random field
for modeling of computer experiments (see Section 4 for details). We assume that the original
Gaussian process is known and that only the transformation function is unknown. Estimation of
the transformation function is important when the marginal distribution is of interest.
The LAMN property implies the convergence of the likelihood ratio to the corresponding
mixed normal model [22, Theorem 9.8]. The property allows us to reduce statistical problems
to those of the mixed normal model asymptotically. Several rigorous results including the
convolution theorem and the local asymptotic minimax theorem were proved from this point
of view (see e.g. [16, Section 6.6]). Sei and Komaki [19] derived an information criterion for
LAMN models and discussed its performance.
Our result is a generalization of the one-dimensional time-parameter case of Dohnal [8],
Genon-Catalot and Jacod [9,10] and Gobet [11], who proved the LAMN property of
discretely observed diffusion models with unknown diffusion coefficients. Our result is also
a generalization of the Gaussian case of van der Vaart [21], who proved the local asymptotic
normality (LAN) of the discretely observed Ornstein–Uhlenbeck sheet.
The paper is organized as follows. In Section 2 we describe the transformed Gaussian models.
In Section 3 we state our main theorem of LAMN (Theorem 1). Some notation and several
regularity conditions are introduced in this section. In Section 4 the quantities that appeared in
Theorem 1 are calculated for several examples. We will see a possible application to computer
experiments in this section. Section 5 is devoted to the proof of Theorem 1. A lemma for the
theorem is proved in the Appendix A. Finally we give some discussion in Section 6.
2. Transformed Gaussian model
Let us consider a d-dimensional time-parameter Gaussian random field Y = (Yt | t ∈ [0, 1]d)
on the unit cube [0, 1]d defined by
Yt = γt
∫
(−∞,t]
βsν(ds) (1)
for t = (t1, . . . , td) ∈ [0, 1]d , where (−∞, t] = ∏di=1(−∞, ti ], β and γ are non-negative
deterministic functions, and ν is a white noise on Rd . The regularity conditions for β and γ are
described in Section 3.2. The white noise ν on Rd is defined as a Gaussian process on the Borel
field B(Rd) of Rd with E[ν(A)] = 0 and E[ν(A)ν(B)] = Leb(A ∩ B) for all A, B ∈ B(Rd),
where Leb is the Lebesgue measure on Rd . The covariance matrix of Y is given by
E[YtYs] = γtγs
∫
(−∞,tuprises]
β2udu,
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where tuprises = (t1∧s1, . . . , td∧sd) and ti∧si = min(ti , si ). The process (γ−1t Yt ) has independent
increments. For example, the Brownian sheet and the Ornstein–Uhlenbeck sheet are examples of
this class of processes as described in Section 4.
The transformed Gaussian model for a random field X = (X t | t ∈ [0, 1]d) is defined by
g(X t ; t, θ) = Yt , t ∈ [0, 1]d ,
where θ ∈ Θ = [θ, θ ] ⊂ R is an unknown parameter, Y = (Yt | t ∈ [0, 1]d) is defined by
(1) with known functions β and γ , and g : R × [0, 1]d × Θ → R is a function satisfying the
regularity conditions described in Section 3.2. Since g depends on t , we can always assume that
γt = 1 without loss of generality. However, γt is left for convenience (see examples in Section 4).
We assume that the process X is discretely observed at (n + 1)d equipartitioned lattice points
D¯dn = {0, n−1, 2n−1, . . . , 1}d in [0, 1]d . Thus we treat a model
g(X t ; t, θ) = Yt , t ∈ D¯dn . (2)
This model is useful for modeling processes with non-Gaussian marginal distributions. Another
advantage of the model is that the likelihood function is explicitly expressed.
3. Main result
3.1. Notation
Let (Ω ,F,P) be a probability space on which the white noise ν is defined. If the parameter θ is
specified, the probability measure induced by X will be denoted by Pθ . All random fields treated
in the paper are real-valued and d-parameter, that is d-dimensional time-parameter, processes
unless otherwise stated. Furthermore, we always assume almost sure continuity of the processes.
For any positive integer k, let [k] = {1, 2, . . . , k} and [k] = {0, 1, 2, . . . , k}. For any finite set
S, ]S denotes the cardinality of S. The function I(A) takes the value 1 if a proposition A is true,
0 otherwise.
Let us introduce the order  on Rd as: for s = (s1, . . . , sd) and t = (t1, . . . , td) ∈ Rd , we
write s  t if s j ≤ t j holds for any j ∈ [d]. The infimum of s and t with respect to the order
 is s uprise t . Rectangles∏di=1[si , ti ] and∏di=1(si , ti ] generated by s and t (s  t) are denoted by[s, t] and (s, t], respectively.
In the present paper, discrete observations of a d-parameter stochastic process X = (Xs | s ∈
[0, 1]d) are considered. Let n be a positive integer and δ = 1/n. The set of observed points is the
lattice points D¯dn = {0, δ, 2δ, . . . , nδ}d in the cube [0, 1]d . Let Ddn = {δ, 2δ, . . . , nδ}d .
For t ∈ Rd and a ⊂ [d], the a-marginal (t j ) j∈a of t is denoted by ta . For t, u ∈ Rd and
a ⊂ [d], t+ua denotes (t j +u j I( j∈a))dj=1. For λ ∈ R, the vector (λ, . . . , λ) ∈ Rd is abbreviated
as λ if there is no confusion. For example, t − δ + δa denotes a vector whose j th component is
t j if j ∈ a, t j − δ otherwise.
The symbol ∂x denotes the partial derivative with respect to the argument x , that is, ∂x =
∂/∂x .
3.2. Regularity conditions
We consider a transformed Gaussian model (2) for discretely observed values (X t | t ∈ D¯dn ).
The original Gaussian process (Yt | t ∈ [0, 1]d) is defined by (1). The space of the unknown
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parameter is Θ = [θ, θ ] ⊂ R. We assume the true parameter is an interior point of Θ for
simplicity.
The functions β and γ in (1) are assumed to satisfy the following conditions:
[Y1] The function β is positive, continuous and square integrable on (−∞, 1]d .
[Y2] The function γ is positive and differentiable d + 1 times on [0, 1]d .
The transformation function g : R × [0, 1]d × Θ → R is assumed to satisfy the following
regularity conditions:
[g1] For each (t, θ) ∈ [0, 1]d ×Θ , the function g(·; t, θ) : R→ R is one-to-one.
[g2] For each (i, j, k) ∈ [d + 2] × [d + 2]d × [4], g has continuous partial derivatives
∂ ix∂
j
t ∂
k
θ g(x; t, θ) on R × [0, 1]d × Θ , where the multi-index notation ∂ jt = ∂ j1t1 · · · ∂ jdtd
for t and j is used.
[g3] For all (x, t, θ) ∈ R× [0, 1]d ×Θ , |∂xg(x; t, θ)| > 0 and |∂x∂θg(x; t, θ)| > 0.
From the condition [g1], there exists the inverse function g−1(·; t, θ) of g(·; t, θ) for each t and θ .
The former condition in [g3] is needed for regularity of the variation of X and the latter condition
is needed for non-degeneracy of the random Fisher information defined later.
The condition [g4] below will be useful for the proof of Theorem 1 but it is not needed since
a truncation method is available as discussed in Section 5.2.
[g4] The derivatives ∂ ix∂
j
t ∂
k
θ g(x; t, θ) for all (i, j, k) ∈ [d + 2] × [d + 2]
d × [4] \ {(0, . . . , 0)}
and 1/∂xg are bounded over R× [0, 1]d ×Θ .
We always assume the process Yt , and therefore X t , has the continuous path almost surely
without loss of generality.
3.3. Local asymptotic mixed normality
We prepare some additional notation. Let Ln(θ) be the likelihood function for the model (2)
of X . Let Ap be the set of all partitions of [d] into p subsets, that is,
Ap = {{a1, . . . , ap} | ∅(ai ⊂ [d]; ai ∩ a j = ∅(∀i 6= ∀ j); ∪pj=1 a j = [d]}. (3)
For each t ∈ [0, 1]d and θ ∈ Θ ,
Fθ (y; t, θ) = (∂θg ◦ g−1)(y; t, θ) = (∂θg)(g−1(y; t, θ); t, θ).
For each a ⊂ [d] and t ∈ [0, 1]d ,
qa(t) = γ 2t
∫
(−∞,t[d]\a ]
β2u
∣∣∣
ua=ta
du[d]\a . (4)
In particular, q[d](t) = γ 2t β2t .
The next theorem is our main result. The proof is given in Section 5.
Theorem 1. Assume the conditions [Y1], [Y2] and [g1]–[g3]. Then the model (2) has the
LAMN property, that is, for any θ ∈ Θ , there exist random variables ξn , Jn and J such that
log Ln(θ + δd/2h)− log Ln(θ)−
(
h Jnξn − h
2
2
Jn
)
P→ 0, (5)
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Jn
P→ J, (6)
(ξn, Jn)
w→ (ξ, J ) (7)
uniformly in h ∈ I for any bounded interval I ⊂ R under Pθ . Here ξ |J ∼ N (0, J−1). The
random Fisher information J is given by
J =
∫
[0,1]d

 d∑p=1(∂ py Fθ (Yt ; t, θ))2
∑
{a j }∈Ap
p∏
j=1
qa j (t)
q[d](t)
+ (∂yFθ (Yt ; t, θ))2
 dt, (8)
where {a j } is an abbreviation of {a j }pj=1. 
Remark 1. Although we restrict Θ ⊂ R for simplicity, a generalization of Theorem 1 to the
case of Θ ⊂ Rk (k ≥ 2) can be proved.
Remark 2. Dohnal [8] proved the LAMN property for univariate one-parameter diffusion
processes. If the stochastic differential equation is integrable, Dohnal’s model results in our
model with d = 1. Genon-Catalot and Jacod [10] generalized Dohnal’s result to multivariate
one-parameter Markov processes with random-sampling schemes. Although Genon-Catalot and
Jacod [10] assumed an integrability condition for the diffusion coefficients, Gobet [11] proved
the LAMN property without this restriction.
4. Examples and applications
4.1. Examples of Y
We consider two examples of Gaussian processes Y and calculate the “weight” w({a j }) =
(
∏p
j=1 qa j (t))/q[d](t) in expression (8) of the random Fisher information. Note that this quantity
is always 1 when d = 1.
Example 1 (Ornstein–Uhlenbeck Sheet). Let λ j > 0 for all j ∈ [d]. If βt = γ−1t =
exp(
∑d
j=1 λ j t j ) in (1), then Yt is called the Ornstein–Uhlenbeck sheet (e.g. [2]) whose
covariance matrix is E[YtYs] = ∏dj=1 exp(−λ j |t j − s j |). Since qa(t) = ∏ j 6∈a(2λ j )−1, the
weight is w({a j }) = (2d ∏dj=1 λ j )−(p−1). This is independent of each partition {a1, . . . , ap} and
time t .
Example 2 (Brownian Sheet). If βt = I(t0) and γt = 1 in (1), then Yt is the Brownian sheet
(e.g. [15]) whose covariance matrix is E[YtYs] = ∏dj=1 t j ∧ s j . Since qa(t) = ∏ j 6∈a t j , the
weight is w({a j }) = (∏dj=1 t j )p−1. This does not depend on each partition {a1, . . . , ap} but
depends on time t . In the example, the proof of Theorem 1 should be slightly modified since βt
does not satisfy [Y1]. However, the modification is straightforward and omitted.
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Fig. 1. For each n ∈ {30, 100, 300, 1000}, an empirical cumulative distribution function (ecdf) of Jn obtained by the
Monte Carlo method is shown. The original Gaussian process is the two-parameter Ornstein–Uhlenbeck sheet with
λ1 = λ2 = 1 and the transformation function is g(x; θ) = x/
√
θ . The model is LAN. The true parameter is θ = 1. The
number of samplings is 500 for each n.
4.2. Examples of g
We give two examples of the function g and elucidate some features of the random Fisher
information J . A quantity Jn = −δd∂2θ log L [d]n (θ) as an approximation of J is numerically
evaluated, where L [d]n is the conditional likelihood of (X t | t ∈ Ddn ) given (X t | t ∈ D¯dn \ Ddn )
(see Section 5.3). Since both the examples of g are independent of the time parameter t , the
argument t of the functions is omitted.
Example 3 (Scale Family). Put g(x; θ) = h(x)√
θ
with a sufficiently smooth one-to-one function
h. Then h(X t ) is a scale-transformed random field of Yt . The function Fθ (y; θ) used in
Theorem 1 is Fθ (y; θ) = −y/(2θ). The random Fisher information J = 1/(2θ2) is
deterministic and independent of the covariance function of (Yt ). In this case, local asymptotic
normality (LAN) holds. Fig. 1 shows the distribution of Jn for each n ∈ {30, 100, 300, 1000}
obtained by the Monte Carlo method, where the original Gaussian process is the two-parameter
Ornstein–Uhlenbeck sheet with λ1 = λ2 = 1 (d = 2) and the transformation function is
g(x; θ) = x/√θ . The distributions tend to a degenerate distribution as n →∞.
Example 4 (Location Family). Let g be a location family given by g(x; θ) = h(x − θ) with
a sufficiently smooth one-to-one function h. The function Fθ (y; θ) used in Theorem 1 is
Fθ (y; θ) = −h′ ◦ h−1(y), where h′ is the first derivative of h. The random Fisher information
J has a common distribution to all θ ∈ R. Fig. 2 shows the distribution of Jn for each
n ∈ {30, 100, 300, 1000} obtained by the Monte Carlo method, where the original Gaussian
process is the two-parameter Ornstein–Uhlenbeck sheet with λ1 = λ2 = 1 (d = 2) and the
transformation function is g(x; θ) = log((ex−θ + e2(x−θ))/2). The distributions tend to a non-
degenerate distribution as n →∞.
Remark 3. The Box–Cox transformation
g(x; θ) =
{
(xθ − 1)/θ if θ 6= 0,
log(x) if θ = 0
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Fig. 2. For each n ∈ {30, 100, 300, 1000}, an empirical cumulative distribution function (ecdf) of Jn obtained by the
Monte Carlo method is shown. The original Gaussian process is the two-parameter Ornstein–Uhlenbeck sheet with
λ1 = λ2 = 1 and the transformation function is g(x; θ) = log((ex−θ + e2(x−θ))/2). The model is LAMN but not LAN.
The true parameter is θ = 1. The number of samplings is 500 for each n.
is widely used in spatial statistics. However, this function is not consistent with our assumption
since the image of g is a proper subset of R when θ 6= 0. Generalization that allows the Box–Cox
transformation is a future task.
Remark 4. There exist LAN models other than the scale families described in Example 3 if
d > 1. For example, let d = 2, Y be the Ornstein–Uhlenbeck sheet with λ1 = λ2 = 2−3/2
and g be the unique solution of ∂θg = sin g with the boundary condition g(x; θ = 0) = h(x),
where h is a sufficiently smooth one-to-one function. From the relations ∂yFθ (y; θ) = cos(y),
∂2y Fθ (y; θ) = − sin(y) and q{1}(t)q{2}(t)/q{1,2}(t) = 2, the random Fisher information J is 2 for
any realization of Y . Therefore the model is LAN. However, the model with the same g and any
other covariance function of Y is not LAN in contrast to the scale families.
4.3. Applications
We discuss possible applications of the LAMN property. The transformed Gaussian model for
random fields is used to analyze the spatially correlated data. There are at least two important
applications. One is the geostatistical modeling [6,7] and another one is the modeling of computer
experiments [18]. We consider the second example, in which the multiparameter t ∈ [0, 1]d is the
d inputs of a computer experiment and X t is the output corresponding to t . The observed points
D¯dn correspond to the set of the inputs in the experiments. Estimation of the model parameter for
X t is important if one needs to predict the unobserved X t (t 6∈ D¯dn ). In the example treated by
Ying [23], X t is Gaussian and
E[X t Xs] = σ 2
d∏
i=1
exp(−λi |ti − si |).
If the parameter λi is known, the model is considered as our transformed Gaussian model with
the Ornstein–Uhlenbeck sheet Yt (Example 1) and the linear transformation g(x; t, σ ) = x/σ .
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The maximum likelihood estimator for σ 2 and λi is consistent and asymptotically normal [23],
and asymptotically efficient [21] in the sense of the LAN.
Let us consider the case where X t is non-Gaussian. Let Yt be any Gaussian process described
as (1) and let
g(x; θ) = log(ex−θ + e2(x−θ))
as considered in Example 4. The function g is approximated as
g(x; θ) ∼
{
2(x − θ) (x →∞),
x − θ (x →−∞).
Hence this model can describe heteroscedasticity in the sense that the variation of X t (t 6∈ D¯dn )
becomes small if the observed output (Xs | s ∈ D¯dn , |s − t |  1) around t is larger than the
“threshold” θ . For the prediction problem, estimation of this threshold is important because the
variation of X t determines the accuracy of the prediction. The inverse of the random Fisher
information given in Theorem 1 provides the lower bound of the mean square error of any
estimator. The maximum likelihood estimator is expected to attain this bound although this is
not proved in this paper. We can, of course, consider any other transformation for the modeling
of computer experiments.
5. The proof of Theorem 1
Some lemmas are prepared before giving the proof of Theorem 1. Sections 5.1–5.3 are devoted
to simplification of the proof and Sections 5.4–5.8 give technical lemmas.
We use a notation concerning the rate of convergence as follows. Let (zn)∞n=1 be a random
sequence. The expression zn = r2(un) (zn = r(un)) for a positive sequence (un)∞n=1 denotes
that u−1n zn converges to 0 in L2 (resp. in L p for any p ≥ 1). The expression zn = R2(un)
(zn = R(un)) denotes that u−1n zn is L2-bounded (resp. L p-bounded for any p ≥ 1). When a
random sequence zn depends on t ∈ [0, 1]d and θ ∈ Θ , a statement that zn = r2(un) uniformly
in t and θ is simply denoted by zn = r2(un). The abbreviation for stating uniformity is also used
for r , R2, R and the orders o and O.
5.1. Reduction to the case of γt = 1
We reduce the proof to the case of γt = 1. Assume that Theorem 1 was proved for when
γt = 1. Let γt be any positive-valued continuous function. Put Y ′t = γ−1t Yt , g′(x; t, θ) =
γ−1t g(x; t, θ), q ′a(t) = γ−2t qa(t) and F ′θ (y′; t, θ) = (∂θg′ ◦ (g′)−1)(y′; t, θ). The process
X defined by (2) is invariant under these transformations. Since g′ satisfies [g1]–[g3] and
Y ′t =
∫
(−∞,t] βsν(ds) satisfies [Y1] and [Y2], the theorem for g
′ holds by the assumption. The
random Fisher information is
∫
[0,1]d
 d∑p=1((∂ py′F ′θ )(Y ′t ; t, θ))2
∑
{a j }∈Ap
p∏
j=1
q ′a j (t)
q ′[d](t)
+ ((∂y′F ′θ )(Y ′t ; t, θ))2
 dt
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=
∫
[0,1]d
 d∑p=1 γ 2(p−1)t ((∂ py Fθ )(Yt ; t, θ))2
∑
{a j }∈Ap
p∏
j=1
qa j (t)
γ
2(p−1)
t q[d](t)
+ ((∂yFθ )(Yt ; t, θ))2
 dt = J,
since F ′θ (y′; t, θ) = γ−1t Fθ (γt y′; t, θ). This means that the theorem for g also holds. Thus we
assume γt = 1 without loss of generality.
5.2. Truncation
We explain a truncation method that reduces the proof of the theorem to one with the
additional regularity condition [g4]. The reduction is easily done because the domain of the
observed points is bounded.
Fix a function g that satisfies [g1]–[g3]. Let K be any positive number. Then there exists
a function gK that satisfies the conditions [g1]–[g4] and gK (x; t, θ) = g(x; t, θ) for all
(x, t, θ) ∈ [−K , K ] × [0, 1]d ×Θ . We say that to take gK is a truncation of g because, roughly
speaking, the derivatives of gK are truncated functions of the derivatives of g. We define a
process XK = (XKt | t ∈ [0, 1]d) by XKt = g−1K (Yt ; t, θ). It holds that XKt = X t for any
K > supt∈[0,1]d |X t |, and such a number K exists almost surely since X has a continuous path
almost surely.
Let Zn be a sequence of measurable functionals from all real-valued continuous functions
C([0, 1]d;R) to a metric space (S, ρ). Since
lim
K→∞ lim supn→∞
P[ρ(Zn(XK ), Zn(X)) ≥ ] ≤ lim
K→∞P[X
K 6= X ] = 0
for any  > 0, the assumption of the next lemma holds.
Lemma 1. Let ZKn and Zn be S-valued random variables. Suppose
lim
K→∞ lim supn→∞
P[ρ(ZKn , Zn) ≥ ] = 0
for any  > 0. Then
(i) If ZKn
P→ ZK for any K and ZK P→ Z, then Zn P→ Z.
(ii) If ZKn
w→ ZK for any K and ZK w→ Z, then Zn w→ Z.
Proof. (i) Let n →∞ and then K →∞ in the following inequality: for any  > 0,
P[ρ(Zn, Z) ≥ ] ≤ P
[
ρ(Zn, ZKn ) ≥

3
]
+ P
[
ρ(ZKn , Z
K ) ≥ 
3
]
+ P
[
ρ(ZK , Z) ≥ 
3
]
.
(ii) See Theorem 3.2 in [3]. 
From the above lemma, we can assume the additional condition [g4] in order to prove
Theorem 1. Specifically, we shall take Zn as the left hand side of (5), (6) and (7), separately.
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5.3. Conditional likelihood function
Let Dan = {(t j I( j∈a)) j∈[d] | t ∈ Ddn } for a ⊂ [d]. It holds that D¯dn = ∪a⊂[d] Dan and
Ddn = D[d]n . The likelihood function Ln(θ) is decomposed as Ln(θ) =
∏
a⊂[d] Lan(θ), where
Lan(θ) is the conditional likelihood function of (X t | t ∈ Dan ) given (X t | t ∈ Dbn , b ( a). Only
L [d]n (θ) affects the LAMN property. In fact, if we show
log L [d]n (θ + δd/2h)− log L [d]n (θ)−
(
h Jnξn − h
2
2
Jn
)
P→ 0, (9)
then we can also show, in the same way,
log Lan(θ + δ]a/2h)− log Lan(θ)−
(
h J an ξ
a
n −
h2
2
J an
)
P→ 0
with some tight sequences ξan and J
a
n for all non-empty a ( [d]. Since this convergence is
uniform in h, we replace h by δ]([d]\a)/2h to obtain
log Lan(θ + δd/2h)− log Lan(θ) P→ 0
for all non-empty a ( [d]. The convergence holds also for a = ∅ by direct calculations. Thus it
suffices to show (9) instead of (5).
5.4. A difference operator
We define a difference operatora for each subset a ⊂ [d]. Let φ be any real-valued function
on D¯dn . For each t ∈ Ddn , we put
aφt =
∑
b⊂a
(−1)](a\b)φt−δ+δb .
The inclusion–exclusion formula holds:∑
a⊂b
aφt = φt−δ+δb .
The operator a is useful for describing Taylor’s expansion as will be shown in the next section.
In particular, { j}φt for j ∈ [d] is the partial difference of φt along the j th axis and [d]φt is
the increment of φt [15, p. 40].
For example, if d = 3 and a = {1, 2}, then
{1,2}φ(t1,t2,t3) = φ(t1,t2,t3−δ) − φ(t1,t2−δ,t3−δ) − φ(t1−δ,t2,t3−δ) + φ(t1−δ,t2−δ,t3−δ).
The domain whose volume is aφt is shown in Fig. 3 for when φt = Leb([0, t]).
Let Ia,t be a rectangular set
Ia,t =
{
u | u j ∈ (t j − δ, t j ] for j ∈ a, u j ∈ (−∞, t j − δ] for j 6∈ a
}
.
Put
q˜a(t) = δ−]a
∫
Ia,t
β2s ds.
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Fig. 3. The domain whose volume is aφt is shown, where φt = Leb([0, t]).
From the condition [Y1], the quantity q˜a(t) is approximated by qa(t) uniformly in t , where qa(t)
is defined by (4) with γt = 1.
For the Gaussian process Y , the next lemma holds.
Lemma 2. Let Y be a Gaussian process given by (1) with γt = 1. Assume [Y1]. Fix a point
t in Ddn . Then aYt (a ⊂ [d]) are independently distributed and aYt ∼ N (0, δ]a q˜a(t)). In
particular, aYt = R(δ]a/2).
Proof. A formula aYt =
∫
Ia,t
βuν(du) holds. The independence follows from the fact that
Ia,t for a ⊂ [d] are disjoint subsets. The L p-boundedness of (δ−]a/2aYt ) holds since q˜a(t) is
approximated by qa(t) uniformly in t ∈ [0, 1]d . 
5.5. Taylor’s expansion
Lemma 3. Let Y be a Gaussian process (1) with γt = 1. Assume [Y1]. Let f be a function from
(y, t) ∈ R×[0, 1]d to f (y, t) ∈ R with continuous derivatives ∂ py ∂qt f (y, t) for p ∈ [d + 1] and
q ∈ [d + 1]d . Assume that ∂ py ∂qt f (y, t) for p +
∑
j q j = d + 1 are bounded over R × [0, 1]d .
Then
[d] f (Yt , t) =
d∑
p=1
(∂
p
y f )(Yt−δ, t − δ)
∑
{a1,...,ap}∈Ap
p∏
j=1
(a jYt )+ r(δd/2),
where Ap is defined by (3). In particular, [d] f (Yt , t) = R(δd/2).
Proof. We prove only the case where f is independent of t ∈ [0, 1]d . The dependent case
is similarly proved. Put ∆{a1,...,ap} =
∏p
j=1(a jYt ). From the inclusion–exclusion formula,
Taylor’s expansion, Lemma 2 and boundedness of the derivatives of f ,
f (Yt−δ+δa ) = f
(
Yt−δ +
∑
∅(b⊂a
bYt
)
= f (Yt−δ)+
d∑
p=1
f (p)(Yt−δ)
p!
( ∑
∅(b⊂a
(bYt )
)p
+ r(δd/2)
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= f (Yt−δ)+
d∑
p=1
f (p)(Yt−δ)
p!
∑
a1,...,ap⊂a,
]a1+···+]ap≤d
C{a1,...,ap}∆{a1,...,ap} + r(δd/2),
where C{a1,...,ap} is the number of the term ∆{a1,...,ap}. In particular, C{a1,...,ap} = p! if{a1, . . . , ap} ∈ Ap. Then, [d] f is calculated as
[d] f (Yt ) =
∑
a⊂[d]
(−1)]([d]\a) f (Yt−δ)+ S( f )+ r(δd/2)
= S( f )+ r(δd/2),
where
S( f ) =
∑
a⊂[d]
(−1)]([d]\a)
d∑
p=1
f (p)(Yt−δ)
p!
∑
a1,...,ap⊂a,
]a1+···+]ap≤d
C{a1,...,ap}∆{a1,...,ap}
=
d∑
p=1
f (p)(Yt−δ)
p!
∑
a1,...,ap⊂[d],
]a1+···+]ap≤d
C{a1,...,ap}∆{a1,...,ap}
∑
b⊂[d]\(a1∪···∪ap)
(−1)]b
=
d∑
p=1
f (p)(Yt−δ)
p!
∑
a1,...,ap⊂[d],
]a1+···+]ap≤d
C{a1,...,ap}∆{a1,...,ap}I([d]\(a1∪···∪ap)=∅)
=
d∑
p=1
f (p)(Yt−δ)
∑
{a1,...,ap}∈Ap
∆{a1,...,ap}.
Thus the lemma follows. 
5.6. Commuting filtration
For each t ∈ [0, 1]d , we define a σ -field Ft = σ(ν(A) | A ∈ B((−∞, t])). Recall that ν is
the white noise in (1).
Lemma 4. The set of σ -fields (Ft | t ∈ [0, 1]d) forms a d-parameter commuting filtration, that
is, it holds that
(1) s  t H⇒ Fs ⊂ Ft ,
(2) ∀Z , ∀s, t ∈ [0, 1]d : E[E[Z |Ft ]|Fs] = E[E[Z |Fs]|Ft ] = E[Z |Fsupriset ].
Proof. See Theorem 2.4.1 of Chapter 7 in [15]. 
5.7. A lemma on convergence in L2
Lemma 5. Let (Gni )0≤i≤n be a filtration on the probability space (Ω ,F,P). Let (χni )ni=1 be a
(Gni )-adapted process. Assume χni = r2(n−1/2) uniformly in i . Then
∑n
i=1 χni
L2→ Z if and only if∑n
i=1 E[χni |Gni−1]
L2→ Z.
Proof. Put ξni = χni −E[χni |Gni−1]. Since (ξni )ni=1 is a martingale difference array, E[(
∑
ξni )
2] =∑
E[(ξni )2] ≤
∑
E[(χni )2] = o(1). This implies
∑
ξni
L2→ 0. 
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Fig. 4. The definition of ξ ( j)t . The arrows denote the martingale differences ξ
( j)
t . The sum of {ξ (1)s | s1 = t1} is η(1)t1 .
The next lemma is a multiparameter version of Lemma 5.
Lemma 6. Let (Ω ,F,P, (Ft )t∈D¯dn ) be a multiparameter filtered probability space and (χnt ) be
an (Ft )-adapted process. Suppose that the filtration (Ft ) is commuting. If∑
t∈Ddn
E[χnt |Ft−δ] L
2→ Z (10)
and
χnt = r2(δd−1/2), (11)
then
∑
t∈Ddn χ
n
t
L2→ Z.
Proof. For each j ∈ [d], put
ξ
( j)
t = E[χnt |Ft−δ[ j−1] ] − E[χnt |Ft−δ[ j] ],
η
( j)
t j =
∑
s∈Ddn :s j=t j
ξ
( j)
s ,
F ( j)t j = σ(Fs | s ∈ Ddn , s j = t j )
(see Fig. 4). The filtration F ( j)t j is called a marginal filtration. The random variables η
( j)
t j are
not symmetrically defined with respect to j . Since χnt is decomposed as χ
n
t = E[χnt |Ft−δ] +∑d
j=1 ξ
( j)
t for any t ∈ Ddn ,
∑
t
χnt =
∑
t
E[χnt |Ft−δ] +
d∑
j=1
∑
t j∈Dn
η
( j)
t j . (12)
The first term on the right side of (12) converges in probability to Z by the assumption (10). Thus
it suffices to show that∑
t j∈Dn
η
( j)
t j
L2→ 0
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for each j ∈ [d]. To do this, we use Lemma 5 in which we replace χni , Gni and Z with η( j)i/n , F ( j)i/n
and 0, respectively. From the commuting property,
E[ξ ( j)t |F ( j)t j−δ] = E
[
E[χnt |Ft−δ[ j−1] ] − E[χnt |Ft−δ[ j] ] | F ( j)t j−δ
]
= E [χnt |Ft−δ[ j]]− E [χnt |Ft−δ[ j]]
= 0.
This implies that
E[η( j)t j |F ( j)t j−δ] =
∑
s:s j=t j
E[ξ ( j)s |F ( j)s j−δ] = 0.
Therefore the condition of Lemma 5 is satisfied with Z = 0. Next, by the assumption (11),
E[(η( j)t j )2] =
∑
s:s j=t j
∑
u:u j=t j
E[ξ ( j)s ξ ( j)u ] = n2d−2o(δ2d−1) = o(δ).
Thus the assumption of Lemma 5 is satisfied. 
5.8. A lemma on stable convergence
We give a lemma on stable convergence of multiparameter martingales. The lemma is essential
for proving Theorem 1. The proof of the lemma and a more general result is given in the
Appendix A. The proof is different from that for the one-parameter case [13].
We recall the concept of stable convergence (see e.g. [1]). Let G be a sub-σ -field of our
probability space (Ω ,F,P). We say a sequence (Zn)∞n=1 of G-measurable random variables
converges G-stably to Z if for any G-measurable random variable σ the sequence (Zn, σ )
converges in distribution to (Z , σ ).
Recall that ν is a white noise on [0, 1]d and that Ft = σ(ν(A) | A ∈ B((−∞, t])) for each
t ∈ [0, 1]d . For t ∈ [0, 1]d let Ddn (t) = Ddn ∩ [0, t]. For t ∈ Ddn let Fn−t = σ(ν(A) | A ∈
B((−∞, t] \ (t − δ, t])).
Lemma 7. Let χnt be an (Ft )t∈D¯dn -adapted martingale difference array, that is, assume that
E[χnt |Fn−t ] = 0 for any t ∈ Ddn . Assume that there exists a non-negative (Ft )t∈[0,1]d -adapted
continuous process ( ft )t∈[0,1]d such that∑
s∈Ddn (t)
E[(χns )2|Fs−δ] P→
∫
[0,t]
fsds ∀t ∈ [0, 1]d , (13)
∑
s∈Ddn (t)
E[χns ν([s − δ, s])|Fs−δ] P→ 0 ∀t ∈ [0, 1]d , (14)
χnt = R(δd/2). (15)
Then
∑
χnt converges to
∫
[0,1]d
√
ft B(dt) F(1,...,1)-stably, where B is a white noise independent
of ν.
5.9. The proof of Theorem 1
We abbreviate [d] as . We assume γt = 1 for the reason mentioned in Section 5.1.
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First we derive an explicit expression for the conditional likelihood function L [d]n (θ) of
(X t | t ∈ Ddn ) given (X t | t ∈ D¯dn \ Ddn ) introduced in Section 5.3. Note that the process Yt has
the independent increments Yt ∼ N (0, q˜(t)), where q˜(t) is an abbreviation of q˜[d](t) defined
in Section 5.4. Thus the conditional density function of (Yt | t ∈ Ddn ) given (Yt | t ∈ D¯dn \ Ddn )
is ∏
t∈Ddn
1√
2piδd q˜(t)
exp
[
− (Yt )
2
2δd q˜(t)
]
.
Then, by changing the variables, the logarithm of the conditional likelihood function is explicitly
expressed as
`n(θ) := log L [d]n (θ) =
∑
t∈Ddn
`n,t (θ),
`n,t (θ) := − (g(X t ; t, θ))
2
2δd q˜(t)
+ log ∂xg(X t ; t, θ) =
[
− (g)
2
2δd q˜
+ log ∂xg
]
t,θ
,
where we use the symbol [·]t,θ instead of displaying all the arguments X t , t and θ . Note that
`n,t (θ) is the conditional log likelihood function of X t given (Xs | s ∈ D¯dn , s ≺ t). By
differentiating `n,t (θ), we obtain
∂θ`n,t (θ) =
[
− (g)(∂θg)
δd q˜
+ ∂θ∂xg
∂xg
]
t,θ
, (16)
∂2θ `n,t (θ) =
[
− (∂θg)
2
δd q˜
− (g)(∂
2
θ g)
δd q˜
+ ∂
2
θ ∂xg
∂xg
−
(
∂θ∂xg
∂xg
)2]
t,θ
, (17)
∂3θ `n,t (θ) =
[
−3(∂θg)(∂
2
θ g)
δd q˜
− (g)(∂
3
θ g)
δd q˜
+ ∂2θ
(
∂θ∂xg
∂xg
)]
t,θ
. (18)
It suffices to prove (9), (6) and (7)with
Jn = −δd∂2θ `n(θ), (19)
Jnξn = δ d2 ∂θ`n(θ). (20)
Since the quantities `n , Jn and ξn are measurable functions of the path X , we assume the
additional condition [g4] without loss of generality by Lemma 1.
(9) : `n(θ + δd/2h)− `n(θ) = h Jnξn − h22 Jn + oP(1).
Proof. By Taylor’s formula and the definition (19) and (20), it suffices to prove that
sup
h:|h|≤M
δd |∂2θ `n(θ + δ
d
2 h)− ∂2θ `n(θ)| = oP(1) (21)
for all M > 0. By using Taylor’s formula again, we obtain
δd [∂2θ `n(θ + δ
d
2 h)− ∂2θ `n(θ)] = hδ
3d
2 ∂3θ `n(θ + ψδ
d
2 h),
where ψ is a (0, 1)-valued random variable. We can easily prove that ∂3`n,t (θ) = R(1)
from the formula (18), the condition [g4] and Lemma 3. Recall that the symbol R(1) denotes
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L p-boundedness (uniformly in t and θ ) for all p. Thus
sup
h:|h|≤M
|δ 3d2 ∂3θ `n(θ + ψδ
d
2 h)| ≤ δ d2 sup
θ∈Θ
sup
t∈Ddn
|∂3θ `n,t (θ)| = R(δ
d
2 ) = oP(1)
for any M > 0, and (21) has been proved.
(6) : Jn P→ J .
Proof. Recall that Jn =∑t∈Ddn (−δd∂2θ `n,t (θ)) from (19). The next formula will be useful:
∂y( f ◦ g−1(y; t, θ)) = ((∂x f/∂xg) ◦ g−1)(y; t, θ) (22)
for any function f : x 7→ f (x). Let F(y; t, θ) = g ◦ g−1(y; t, θ) (= y), Fθ (y; t, θ) =
(∂θg)◦g−1(y; t, θ), and Fθθ (y; t, θ) = (∂2θ g)◦g−1(y; t, θ). Denote ∂ py Fθ and ∂ py Fθθ by F (p)θ and
F (p)θθ , respectively. By multiplying (17) by −δd , substituting in X t = g−1(Yt ; t, θ) and applying
formula (22), we obtain
−δd∂2θ `n,t (θ) =
[
q˜−1(Fθ )2 + q˜−1(F)(Fθθ )− δdF (1)θθ + δd(F (1)θ )2
]
t,θ
. (23)
We use the symbol [·]t,θ instead of displaying all the arguments Yt , t and θ . By using the formula
(22) recursively and the condition [g4], it is shown that the derivatives ∂ py ∂
q
t Fθ and ∂
p
y ∂
q
t Fθθ
for any (p, q) ∈ [d + 1] × [d + 1]d are bounded over the region R × [0, 1]d × Θ . Therefore
Lemma 3 implies
F = ∆{[d]},
Fθ =
d∑
p=1
F (p)θ−
∑
{a1,...,ap}∈Ap
∆{a1,...,ap} + r(δd/2),
Fθθ =
d∑
p=1
F (p)θθ−
∑
{a1,...,ap}∈Ap
∆{a1,...,ap} + r(δd/2),
where F (p)θ− and F
(p)
θθ− are abbreviations of F
(p)
θ (Yt−δ; t − δ, θ) and F (p)θθ (Yt−δ; t − δ, θ),
respectively, and ∆{a1,...,ap} =
∏p
j=1(a jYt ). By the relation Yt − Yt−δ = r(1), formulas
F (1)θθ (Yt ; t, θ) = F (1)θθ− + r(1),
F (1)θ (Yt ; t, θ) = F (1)θ− + r(1)
hold. By substituting these into (23), we obtain
−δd∂2θ `n,t (θ) =
d∑
p,q=1
q˜(t)−1F (p)θ− F
(q)
θ−
∑
{a1,...,ap}∈Ap
∑
{b1,...,bq }∈Aq
∆{a1,...,ap}∆{b1,...,bq }
+
d∑
r=1
q˜(t)−1F (r)θθ−∆{[d]}
∑
{c1,...,cr }∈Ar
∆{c1,...,cr }
− δdF (1)θθ− + δd(F (1)θ− )2 + r(δd).
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In the following, we use Lemma 6 to show
∑
(−δd∂2θ `n,t (θ))
P→ J . The sequence χnt in Lemma 6
corresponds to −δd∂2θ `n,t (θ). From Lemma 2,
E[∆{a1,...,ap}∆{b1,...,bq }|Ft−δ] = I({a1,...,ap}={b1,...,bq })
p∏
r=1
E[(arYt )2]
= I({a1,...,ap}={b1,...,bq })δd
p∏
r=1
q˜ar (t)
and therefore∑
t∈Ddn
E[−δd∂2θ `n,t (θ)|Ft−δ]
=
∑
t∈Ddn
δd
(
q˜(t)−1
d∑
p=1
(F (p)θ− )
2
p∏
r=1
q˜ar (t)+ (F (1)θ− )2
)
+ r(1)
L2→
∫
t∈[0,1]d
(
q[d](t)−1
d∑
p=1
(F (p)θ (Yt ; t, θ))2
p∏
r=1
qar (t)+ (F (1)θ (Yt ; t, θ))2
)
dt
= J, (24)
where L2-convergence comes from almost sure convergence of the Riemannian sum and its
boundedness due to [g4]. This proves the condition (10). On the other hand, (11) holds because
of the condition [g4] and Lemma 2. Hence
∑
(−δd∂2θ `n,t (θ))
L2→ J .
(7) : (ξn, Jn) w→(ξ, J ).
Proof. Since Jn
P→ J and J is F(1,...,1)-measurable, it is sufficient to prove that Jnξn ,
F(1,...,1)-stably, converges to Jξ . From (20) we have Jnξn = ∑t∈Ddn δ d2 ∂θ`n,t (θ). We
use Lemma 7 to show the stable convergence of this sum. The variables χnt and ft
in Lemma 7 correspond to δ
d
2 ∂θ`n,t (θ) and the integrand of J (see (8)), respectively.
We first show that E[δ d2 ∂θ`n,t (θ)|Fn−t ] = 0. Recall that Fn−t = σ(ν(A) | A ∈
B((−∞, t] \ (t − δ, t])). Put X n−t := σ(Xs | s ∈ D¯dn , s ≺ t). Since ∂θ`n,t (θ) is
the first derivative of the conditional log likelihood function of X t given X n−t , we have
E[∂θ`n,t (θ)|X n−t ] = 0. But ∂θ`n,t (θ) and Fn−t are conditionally independent given X n−t , so
that E[∂θ`n,t (θ)|Fn−t ] = 0. Next let us check the conditions (13)–(15) of Lemma 7. The
condition (13) is written as
∑
t E[(δ
d
2 ∂θ`n,t (θ))
2|Ft−δ] P→ J . Note that the left hand side is
equal to
∑
t E[−δd∂2θ `n,t (θ)|Ft−δ] because `n,t (θ) is the conditional log likelihood function
of X t given X n−t . Hence the proof is the same as that of (24). Next we prove the condition (14),∑
t E[δ
d
2 ∂θ`n,t (θ)ν([t − δ, t])|Ft−δ] P→ 0. In fact, by (16) and Lemma 3, we have an expansion
δ
d
2 ∂θ`n,t (θ)ν([t − δ, t])
= δ d2
−
∆{[d]}
d∑
p=1
F (p)θ−
∑
{a1,...,ap}∈Ap
∆{a1,...,ap}
q˜(t)δd
+ F (1)θ−
 ∆{[d]}√q˜(t) + r(δd),
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where F (p)θ− and ∆{a1,...,ap} are defined in the proof of (6). We take the conditional expectation
given Ft−δ and use the formulas E[∆{[d]}|Ft−δ] = 0 and E[∆2{[d]}∆{a1,...,ap}|Ft−δ] = 0 to obtain
(14). The condition (15) is proved by Taylor’s expansion (Lemma 3). 
6. Some discussion
We studied the LAMN property of a class of transformed Gaussian models. We assumed
that the original Gaussian process is the product of a deterministic process and a process with
independent increments and that data is observed on regular lattice points. We expect that these
assumptions can be relaxed. Furthermore, as a referee commented, it is important to consider
locally (not globally) invertible transformations g for multivariate processes.
We concentrated on proving the LAMN property and did not discuss the asymptotic properties
of estimation, prediction, model selection and other statistical inference. Their properties are also
important and further investigation is required.
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Appendix A
A.1. Proof of Lemma 7
Lemma 7 is a corollary of Theorem 2 in the following. The theorem is a generalization of the
one-parameter case [13] but the proof is more elementary even than that for the one-parameter
case.
Let (Ω ,F,P) be a probability space and W = (W j )mj=1 be an m-dimensional white noise on
[0, 1]d . For t ∈ [0, 1]d let Ft = σ {W (A) | A ∈ B([0, t])}. We use the notation Fnt := Ft for
t ∈ Ddn and Ddn (t) := Ddn ∩[0, t] for t ∈ [0, 1]d . Let Fn−t = σ {W (A) | A ∈ B([0, t]\[t−δ, t])}.
Theorem 2. Let χnt be an (Fnt )-adapted martingale difference array, that is, E[χnt |Fn−t ] = 0
for any t ∈ Ddn . Assume that there exists a non-negative (Ft )t∈[0,1]d -adapted continuous process
( ft ) such that∑
s∈Ddn (t)
E[(χns )2|Fn−s ] P→
∫
[0,t]
fsds ∀t ∈ [0, 1]d , (A.1)
∑
s∈Ddn (t)
E[χns W ([s − δ, s])|Fn−s ] P→ 0 ∀t ∈ [0, 1]d , (A.2)
∑
s∈Ddn
E[(χns )21{|χns |>}|Fn−s ]
P→ 0 ∀ > 0, (A.3)
max
ti∈Dn
∑
s:si=ti
E[(χns )2|Fn−s ] P→ 0 ∀i ∈ [d]. (A.4)
Then
∑
χnt converges to
∫
[0,1]d
√
ft B(dt) G-stably, where B is a white noise independent of W
and G = σ(W ).
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We first give the proof of Lemma 7 by using Theorem 2.
Proof of Lemma 7. Assume (13)–(15). Let us check the conditions (A.1)–(A.4). The condition
(A.1) is proved by (13) and (15) and Lemma 6. In fact, the first condition (10) of Lemma 6 is
shown as∑
t
E[E[(χnt )2|Fn−t ]|Ft−δ] =
∑
t
E[(χnt )2|Ft−δ] P→
∫
ftdt.
The second condition (11) is written as E[(χnt )2|Fn−t ] = R(δd), which comes from (15).
Similarly, the condition (A.2) is proved by (14) and (15) and Lemma 6. The condition (A.3)
is obtained by (15) as∑
t
E[(χnt )2I(|χnt |>)|Fn−t ] ≤
∑
t
−2E[(χnt )4|Fn−t ] = −2
∑
t
R(δ2d) = R(δd).
The condition (A.4) is obtained also by (15) as∑
s:si=ti
E[(χns )2|Fn−s ] =
∑
s:si=ti
R(δd) = R(δ).
Thus Lemma 7 is proved. 
To prove Theorem 2, we introduce a generalization of stable convergence.
Definition 3. Let (Ω ,F,P) be a probability space and G0 ⊂ G(⊂ F) be sub-σ -fields. We
say that the sequence of random vectors Zn converges G|G0-stably to a random vector Z if
E[eiλ>Zn+iσ |G0] converges in probability to E[eiλ>Z+iσ |G0] for any λ and any G-measurable
random variable σ . If G0 = {∅,Ω}, then G|G0-stable convergence coincides with G-stable
convergence.
For example let (X i , Yi )∞i=1 be an i.i.d. sequence of the standard normal random variables. Put
Zn = (∑ni=1 X2i )−1/2(∑nj=1 Y j ), G0 = σ(X i | i ≥ 1) and G = σ(X i , Yi | i ≥ 1). Let B be a
standard normal random variable independent of (X i , Yi )∞i=1. Then Zn converges G|G0-stably to
B.
If Zn converges G|G0-stably, then Zn converges G-stably due to the bounded convergence
theorem. But the converse is not true. A trivial counter-example is Zn = (−1)nZ with G = G0 =
σ(Z) where Z is a random variable having any non-degenerate symmetric distribution.
We give simple lemmas on convergence. Let b(G) be the set of all bounded G-measurable
random variables and u(G) be the set of all uniformly bounded G-measurable random sequences.
Lemma 8. Let {σn} ∈ u(G). Then E[σn|G0] converges to zero in probability if and only if
E[σnξn] converges to zero for any {ξn} ∈ u(G0).
Proof. “only if”: Let E[σn|G0] → 0 and {ξn} ∈ u(G0). Since E[σn|G0]ξn is uniformly bounded
and converges to zero in probability, the bounded convergence theorem implies E[E[σn|G0]ξn] →
0.
“if”: Let ξn = E[σn|G0]. Then we have E[ξ2n ] → 0 from the assumption. 
Lemma 9. The following conditions are equivalent.
(a) Zn converges G|G0-stably.
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(b) For any η ∈ b(G) and {ξn} ∈ u(G0), E[(eiλ>Zn − eiλ>Z )ηξn] converges to zero for each
vector λ.
Proof. Denote as σ any G-measurable random variable. Assume (a). From Lemma 8 E[(eiλ>Zn−
eiλ
>Z )eiσ ξn] converges to 0 for any {ξn} ∈ u(G0). This implies weak-L1 convergence of
(eiλ
>Zn − eiλ>Z )ξn to 0 (see Proposition 1 of [1]). Thus (b) follows. Conversely, assume (b)
and let η = eiσ . Then we have (a) from Lemma 8 again. 
The following lemma is essential for proving Theorem 2.
Lemma 10. Let K ≥ 2 and G0 ⊂ G1 ⊂ · · · ⊂ GK (⊂ F) be sub-σ -fields. Assume that
for each k ∈ {1, . . . , K } a sequence of random vectors Z (k)n converges Gk |Gk−1-stably. Then
the random vector (Z (1)n , . . . , Z
(K )
n ) converges GK |G0-stably and the limit (Z (1), . . . , Z (K )) is
mutually independent conditionally on GK .
Proof. We assume K = 2. The other case is derived by induction. Furthermore we only consider
the univariate case: Z (k)n are one-dimensional. The multivariate case is immediately obtained.
For simplicity of notation, define Xn = Z (1)n and Yn = Z (2)n . From the definition of stable
convergence and Lemma 9, there exist random variables X and Y such that
E[(eiλXn − eiλX )ηξn] → 0 ∀λ ∈ R,∀η ∈ b(G1),∀ξn ∈ u(G0) (A.5)
and
E[(eiµYn − eiµY )η′ξ ′n] → 0 ∀µ ∈ R,∀η′ ∈ b(G2),∀ξ ′n ∈ u(G1). (A.6)
We can suppose that X and Y are conditionally independent given G2 because the Eqs. (A.5) and
(A.6) determine only the marginal distributions of X and Y given G2. It is enough to prove
E[(eiλXn+iµYn − eiλX+iµY )η′ξn] → 0 ∀λ,µ ∈ R,∀η′ ∈ b(G2),∀ξn ∈ u(G0).
The left hand side is decomposed into
E[(eiµYn − eiµY )η′ξneiλXn ] + E[(eiλXn − eiλX )eiµY η′ξn].
The first term converges to 0 since η′ ∈ b(G2) and ξneiλXn ∈ u(G1). The second term is
E[(eiλXn − eiλX )E[eiµY |G2, X ]η′ξn] = E[(eiλXn − eiλX )E[eiµY |G2]η′ξn]
= E[(eiλXn − eiλX )E[eiµY η′|G1]ξn].
This converges to zero because E[eiµY η′|G1] ∈ b(G1) and ξn ∈ u(G0). 
We give a sufficient condition that implies stable convergence.
Lemma 11. Let Zn and ZKn be random vectors and assume that
lim
K→∞ lim supn→∞
P
[∣∣∣ZKn − Zn∣∣∣ > ] = 0 ∀ > 0.
If ZKn converges G-stably to some ZK as n →∞ for each K , and ZK converges in probability
to Z as K →∞, then Zn converges G-stably to Z.
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Proof. Let λ ∈ Rm \ {0} and σ be a G-measurable variable. For arbitrary  > 0 we have
|E[(eiλZn − eiλZ )eiσ ]|
≤ E|eiλZn − eiλZKn | + |E[(eiλZKn − eiλZK )eiσ ]| + E|eiλZK − eiλZ |
≤ 2 + P[|Zn − ZKn | > /|λ|] + |E[(eiλZ
K
n − eiλZK )eiσ ]| + P[|ZK − Z | > /|λ|],
where an inequality |eix − eiy | ≤ |x − y| is used. Letting n → ∞, K → ∞ and  → 0 in this
order, we obtain the result. 
We now prove Theorem 2.
Proof of Theorem 2. We first remark that, for fixed n, the multiparameter process (χnt ,Fnt )t∈Ddn
can be identified with a one-parameter process. Specifically, let us order the elements of Ddn as
{t (i) ∈ Ddn | i = 1, . . . , nd} such that i ≤ j whenever t (i)  t ( j). Define Hni = σ(Fnt ( j) |
j ≤ i). Then (χnt (i),Hni )n
d
i=1 is a one-parameter martingale difference array because Fnt is
made from the white noise. Furthermore, if Z is an Fnt (i)-measurable variable, then a property
E[Z |Hni−1] = E[Z |Fn−t (i)] holds. The problem is that the limit process cannot be identified with
the one-parameter continuous process.
For each positive integer K let us order the elements of [K ]d as {l(k) ∈ [K ]d | k ∈ [K d ]}
such that k ≤ k′ whenever l(k)  l(k′) (for example, the lexicographical order). We partition
[0, 1]d into K d boxes Uk = [(l(k) − 1)/K , l(k)/K ] (k ∈ [K d ]). Let GKk = σ(W (A) | A ∈
B(∪k′≤k Uk′)). Define T (k, n) := {t ∈ Ddn | [t − δ, t] ⊂ Uk} for each k ∈ [K d ].
Fix K ≥ 1 and k ∈ [K d ]. We first prove that ∑t∈T (k,n) χnt converges to B(Uk) GKk |GKk−1-
stably under the condition where
∫
Uk
ftdt = Leb(Uk), the Lebesgue measure of Uk . From
Definition 3 it is sufficient to prove that (
∑
t∈T (k,n) χnt , σ ) converges in distribution to (B(Uk), σ )
conditionally on GKk−1 for any GKk -measurable random variable σ . From the continuous mapping
theorem we can assume that E[σ 2] < ∞ without loss of generality. Moreover, from Wiener’s
chaos expansion (see e.g. [17]) and the continuous mapping theorem, we can assume that σ
has the form σ = ∫Uk a>t W (dt), where at is an Rm-valued GKk−1-measurable process. Let
ηnt =
∫
[t−δ,t] a
>
s W (ds). We shall prove that the sequence
∑
t∈T (k,n)(λχnt + ηnt ) converges to∫
Uk
(λB(dt)+ a>t W (dt)) in distribution. From the assumptions (A.1)–(A.4) we have∑
t∈T (k,n)
E[(λχnt + ηnt )2|Fn−t ] P→
∫
Uk
(λ2 + a>t at )dt,∑
t∈T (U,n)
E[(λχnt + ηnt )21{|λχnt +ηnt |>}|Fn−t ]
P→ 0 ∀ > 0.
Thus the usual martingale limit theorem (e.g. [12]) implies that
∑
t (λχ
n
t + ηnt ) converges to
N (0,
∫
Uk
(λ2 + a>t at )dt) given GKk−1.
Next we prove that
∑
t∈Ddn χ
n
t converges in distribution to
∫
[0,1]d
√
ft B(dt) under the
condition where min[0,1]d ft > 0 almost surely. For each k ∈ [K d ] let t∗(k) be the minimal
element of Uk with respect to . Since t 7→ ft is uniformly continuous, we have
lim
K→∞P
[
max
k∈[K d ]
sup
t∈Uk
∣∣∣√ ft −√ ft∗(k)∣∣∣ > ] = 0 ∀ > 0. (A.7)
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We approximate χnt by a martingale difference array χ
n,K
t defined as follows:
χ
n,K
t :=
{√
ft∗(k)/ ft−δ χnt if t ∈ T (k, n) for some k,
0 otherwise.
Define the variables Zn , ZKn , Z and Z
K by Zn := ∑t χnt , ZKn := ∑t χn,Kt , Z := ∫ √ ft B(dt)
and ZK := ∑k √ ft∗(k)B(Uk), respectively. Recall that G = σ(W ) = GKK . By Lemma 11 it is
enough to show
ZKn → ZK (G-stably) as n →∞, (A.8)
ZK
P→ Z as K →∞, (A.9)
lim
K→∞ lim supn→∞
P[|ZKn − Zn| > ] = 0 ∀ > 0. (A.10)
The formula (A.9) is immediate. Let us prove (A.8). For each k the quadratic variation of χn,Kt
is given by∑
t∈Uk∩Ddn
E[(χn,Kt )2|Fn−t ] =
∑
t∈T (k,n)
ft∗(k)
ft−δ
E[(χnt )2|Fn−t ] P→ ft∗(k)Leb(Uk)
where the convergence in probability is due to the condition (A.1). The right hand side is constant
under GKk−1 because the variable ft∗(k) is GKk−1-measurable. Then it is easily confirmed that the
sequence (χn,Kt ) satisfies (A.1)–(A.4), in which χnt and ft is replaced with χ
n,K
t and ft∗(k). From
the first step of the proof we obtain∑
t∈Uk∩Ddn
χ
n,K
t →
√
ft∗(k)B(Uk) (GKk |GKk−1-stably).
Thus Lemma 10 implies (A.8). Next we prove (A.10). The variable ZKn − Zn is decomposed into
two terms:
ZKn − Zn =
∑
t∈∪k T (k,n)
(χ
n,K
t − χnt )+
∑
t∈Ddn \(∪k T (k,n))
(χ
n,K
t − χnt ).
The quadratic variation of the first term is∑
t∈∪k T (k,n)
E[(χn,Kt − χnt )2|Fn−t ]
=
∑
t∈∪k T (k,n)
(
√
ft∗(k)/ ft−δ − 1)2E[(χnt )2|Fn−t ]
P→
∑
k
∫
Uk
(
√
ft∗(k)/ ft − 1)2 ftdt =
∑
k
∫
Uk
(
√
ft∗(k) −
√
ft )2dt
and the quadratic variation of the second term is∑
t∈Ddn \(∪k T (k,n))
E[(χn,Kt − χnt )2|Fn−t ] P→ 0
as n →∞ by the condition (A.4). Hence, for any η > 0,
lim sup
n→∞
P
[∣∣∣∣∣∑t E[(χn,Kt − χnt )2|Fn−t ]
∣∣∣∣∣ ≥ η
]
≤ P
[∣∣∣∣∣∑
k
∫
Uk
(
√
ft∗(k) −
√
ft )2dt
∣∣∣∣∣ ≥ η
]
.
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By letting K →∞ and noting (A.7) we have
lim
K→∞ lim supn→∞
P
[∣∣∣∣∣∑t E[(χn,Kt − χnt )2|Fn−t ]
∣∣∣∣∣ ≥ η
]
= 0.
Applying Lenglart’s inequality (see e.g. [14, I.3.30]) to the martingale difference array (χn,Kt −
χnt ), we obtain for any  > 0
P
[∣∣∣∣∣∑t (χn,Kt − χnt )
∣∣∣∣∣ > 
]
≤ η

+ P
[∣∣∣∣∣∑t E[(χn,Kt − χnt )2|Fn−t ]
∣∣∣∣∣ ≥ η
]
.
By letting n →∞, K →∞ and η→ 0 in this order, we obtain (A.10).
Lastly we consider any non-negative continuous ft . Let us introduce a one-dimensional White
noise W˜ on [0, 1]d independent ofW and B. Put χn,Kt = χnt +K−1/2δ−d/2(W˜ ([t−δ, t])2−δd).
We put Zn = ∑χnt , ZKn = ∑χn,Kt , Z = ∫ √ ft B(dt) and ZK = ∫ √ ft + K−1B(dt). Let
us check the three conditions of Lemma 11. It is easily obtained that ZK → Z in L2. Since
E[(W˜ ([t − δ, t])2 − δd)2] = 2δ2d , we have
lim
K
lim sup
n
P[|ZKn − Zn| > ] ≤ limK lim supn
∑
t
E[(χn,Kt − χnt )2]
2
= lim
K
2
K 2
= 0.
Put W = (W>, W˜ )> and Fn−s = σ(W (A) | A ∈ B((−∞, t] \ (t − δ, t])). One can easily prove
that ∑
s∈Ddn (t)
E[(χn,Ks )2|Fn−s ] P→
∫
[0,t]
( fs + 2K−1)ds ∀t ∈ [0, 1]d ,
∑
s∈Ddn (t)
E[χn,Ks W ([t − δ, t])|Fn−s ] P→ 0 ∀t ∈ [0, 1]d ,
∑
s∈Ddn
E[(χn,Ks )21{|χn,Ks |>}|F
n−
s ] P→ 0 ∀ > 0,
max
ti∈Dn
∑
s:si=ti
E[(χn,Ks )2|Fn−s ] P→ 0 ∀i ∈ [d].
Since min[0,1]d ( ft+2K−1) > 0 almost surely, we can apply the second step of the proof to prove
the convergence ZKn → ZK (G-stably). Then Lemma 11 implies Zn → Z (G-stably). 
Remark 5. Remark that the condition (A.4) is not needed in the proof if we consider a nested
subsequence of Ddn as the sampling points, e.g., by taking n = 2m .
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