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Abstract
In this paper, we present a systematic scheme for derivations of asymptotic expansions
including higher-order terms, with estimates, of the effective electrical conductivity of periodic
dilute composites in terms of the volume fraction occupied by the inclusions. The conductivities
of the inclusion and the matrix may be anisotropic. Our derivations are based on layer potential
techniques, and valid for high contrast mixtures and inclusions with Lipschitz boundaries. The
asymptotic expansion is given in terms of the polarization tensor and the volume fraction of the
inclusions. Important properties, such as symmetry and positivity, of the anisotropic polarization
tensors are derived.
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1. Introduction
In this paper, we derive in a mathematically rigorous way an asymptotic formula
for the effective property, in the context of electrical conductivity, of the medium
∗ Corresponding author. Fax: +82 2 887 4694.
E-mail addresses: ammari@cmapx.polytechnique.fr (H. Ammari), hkang@math.snu.ac.kr (H. Kang),
kgsun@math.snu.ac.kr (K. Kim).
1 Supported by Grant R02-2003-000-10012-0 from the Korea Science and Engineering Foundation.
0022-0396/$ - see front matter © 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2004.09.010
402 H. Ammari et al. / J. Differential Equations 215 (2005) 401–428
consisting of inclusions of one material of known shape embedded homogeneously
into a continuous matrix of another having material property different from that of
the inclusions. One of the signiﬁcant features of this work is that the shape of the
inclusion may be arbitrary and conductivities of the inclusion and the matrix phase are
anisotropic.
The problem we are considering in this paper can be formulated in the following
way: Let Y =] − 1/2, 1/2[2 denote the unit cell and D = ,  < 1, where  is a
reference domain containing 0 whose volume, ||, is 1. Let  be periodic with the
periodic cell Y, and on Y we set  = Y\DA+DA˜ where A and A˜ are positive-deﬁnite
symmetric matrices, and D is the characteristic function of D. We always assume that
A˜ − A is either positive or negative deﬁnite. For a small parameter , ( x ) makes a
highly oscillating conductivity and represent the material property of the composite.
We consider the problem to determine the effective property of the composite with the
conductivity 
(
x

)
, or the limit of 
(
x

)
as → 0.
The determination of the effective or macroscopic property of a two-phase medium
has been one of the classical problems in physics. When conductivities of the inclusion
and the continuous matrix phase are isotropic, i.e., A = I and A˜ = ˜I , and D is a
disk, the effective electrical conductivity, ∗, of the composite medium is given by the
well-known Maxwell–Garnett formula 2 [22]
∗ = 
[
1+ f 2(˜− )
(˜− )+ 2 + 2f
2 (˜− )2
((˜− )+ 2)2
]
I + o(f 2), (1.1)
where f is the volume fraction of the inclusions, i.e., f = |D|.
This formula has been generalized in many directions: To include higher power terms
of f for spherical inclusions, [13,22]; To include other shape of the inclusion such as
ellipses, [24,9,11,18,8,14,12,20,4]; To include the case when f = O(1), see [19] and
the references therein. Quite recently, the Maxwell–Garnett formula has been extended
to include inclusions of general shape with Lipschitz boundaries [3] (see also [14]).
The formula is given by
∗ = I + fM
(
I − f
2
M
)−1 +O(f 3), (1.2)
where M is the Pólya–Szegö polarization tensor associated with  and the conductivity
 and ˜. When  is a disk, then M = 2(˜−)˜+ I , and hence it is the same as the
Maxwell–Garnett formula. In [3], the authors also derive higher-order terms of the
formula in terms of (generalized) polarization tensors deﬁned in [2].
All the work mentioned above deal with isotropic conductivities. It is the purpose
of this paper to extend the Maxwell–Garnett formula or (1.2) to the case when A
and A˜ are genuine anisotropic matrices. We will present a general scheme to de-
rive very accurate asymptotic expansions, including all the higher-order terms, of the
2 To this formula several different pairs of names are attached. For this see [19].
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electrical effective property of dilute composite materials. The scheme of this paper
yields as one of the examples that if A is diagonal, then the effective conductivity is
given by
∗ = A+ fM
(
I − f
2
A−1(I + c(A)E)M
)−1 +O(f 3), (1.3)
where E =
(
1
0
0
−1
)
and c(A) is the number explicitly determined by A (see (4.10)).
Here M is the (anisotropic) polarization tensor associated with  and conductivities A
and A˜. Formula (1.3) already exhibits an interesting feature of the effective conductivity
of anisotropic composite materials: the presence of the factor c(A)E. It will be shown
that c(A) = 0 when and only when A is isotropic. If A is non-diagonal, then the
formula is even more complicated. See Theorem 5.2.
As for the isotropic case, the asymptotic expansion of the effective property of
the anisotropic composite material is given in terms of polarization tensors. So we
ﬁrst deﬁne anisotropic polarization tensors (APT) associated with a domain  with
anisotropic conductivity A˜ embedded in the free space R2 whose conductivity is A.
We then prove symmetry and positivity of APT, with estimates, using the Hashin–
Shtrikman variational method as appeared in [16,5]. The same properties of (isotropic)
polarization tensors (PT) were established in [6,20] for the ﬁrst-order tensors and in
[2] for higher-order ones. We note that the ﬁrst-order APT was introduced in [15] in
connection with an inverse problem to detect anisotropic inclusions.
The notion of PT appears naturally in many contexts; not only in the theory of com-
posite materials but also in inverse problems to detect small inclusions. It turned out
that we can reconstruct from boundary measurements the PT associated with the un-
known inclusion to be detected. Some of important characteristics of the inclusion, such
as size and orientation, can be extracted from the reconstructed PT. See a forthcoming
book [1] and the references therein for recent development in this direction.
The organization of the paper is as follows. Sections 2 and 3 are to deﬁne anisotropic
polarization tensors and to prove symmetry and positivity of APT. In Section 4, we
give some useful facts on the periodic Green’s function and periodic layer potentials. In
Section 5, we present a general scheme to derive asymptotic expansion of the effective
conductivity, and derive ﬁrst few terms of the asymptotic expansion. The appendix at
the end of this paper is to prove Lemma 4.1.
2. Anisotropic polarization tensor
In this section we deﬁne and prove some important properties of the (generalized)
APT associated with an anisotropic inclusion embedded in an anisotropic background.
Let  be a bounded Lipschitz domain in Rd , d = 2, 3. Suppose that the conductivity
of  is A˜ and that of Rd \ is A, where A and A˜ are constant d × d positive-deﬁnite
symmetric matrices with A = A˜. Throughout this paper, it is always assumed that
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A˜ − A is either positive-deﬁnite or negative-deﬁnite. The conductivity proﬁle we are
considering is
 := Rd\A+ A˜, (2.1)
where  is the characteristic function corresponding to .
We now introduce the notion of single layer potential associated with the matrix A
and the domain . Let A∗ be the positive-deﬁnite symmetric matrix such that A−1 = A2∗
and A(x) be the fundamental solution of the operator ∇ · A∇:
A(x) =

1
2
√|A| ln ||A∗x||, d = 2,
− 1
4
√|A|||A∗x|| , d = 3,
(2.2)
where |A| is the determinant of A, and || · || is the usual norm of the vector in Rd . The
single layer potential associated with A of the density function 	 on  is deﬁned by
S	(x) :=
∫

A(x − y)	(y) ds(y), x ∈ Rd . (2.3)
The following jump formula is well known:
n(x) · A∇S	(x)|+ − n(x) · A∇S	(x)|− = 	(x), a.e. x ∈ , (2.4)
where n is the outward unit normal to  and the subscript + and − denote the limit
from outside and inside , respectively. We will use S˜ as a notation for the single
layer potential associated with the matrix A˜.
The following result of Escauriaza and Seo [10] is of importance to us.
Theorem 2.1. For each (F,G) ∈ H 1() × L2(), there exists a unique solution
(f, g) ∈ L2()× L2() of the integral equation
{ S˜f − Sg = F
n · A˜∇S˜f |− − n · A∇Sg|+ = G on . (2.5)
Moreover, there exists a constant C depending only on the largest and smallest eigen-
values of A˜, A, and A˜− A, and the Lipschitz character of  such that
‖f ‖L2() + ‖g‖L2()C(‖F‖H 1() + ‖G‖L2()). (2.6)
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One can easily see that if G ∈ L20() := {f ∈ L2() :
∫
 f ds = 0}, then the
solution g of (2.5) lies in L20(). In fact, if G ∈ L20(), then∫

n · A∇Sg|+ ds =
∫

(n · A˜∇S˜f |− −G) ds = 0.
It then follows from the jump formula (2.4) that∫

g ds =
∫

(n · A∇Sg|+ − n · A∇Sg|−) ds = 0.
Moreover, if G = 0 and F = constant, then g = 0. To see this, let
u = (S˜f − F) + (Sg)Rd\.
Then u is the solution to the problem
{ ∇ · (∇u) = 0 in Rd ,
u(x) = O(|x|1−d) as |x| → ∞.
So, by the uniqueness of the solution to the above problem, we obtain that u ≡ 0.
Therefore we get Sg = 0 in Rd \ and hence Sg = 0 on . Since ∇ · (A∇Sg) = 0
in , Sg ≡ 0 in  and hence g = 0 by the jump formula (2.4).
We summarize these facts in the following lemma.
Lemma 2.2. Let (f, g) be the solution to (2.5). If G ∈ L20(), then g ∈ L20().
Moreover, if F is constant and G = 0, then g = 0.
We now deﬁne APT. Here and afterwards we will use the usual notation for multi-
indices: for multi-index 
 = (
1, · · · , 
d), x
 := x
11 · · · x
dd , 
 := 
11 · · · 
dd , etc.
Deﬁnition 2.3. For a multi-index 
 with |
|1, let (f
, g
) ∈ L2() × L2() be
the unique solution to
{ S˜f
 − Sg
 = x

n · A˜∇S˜f
|− − n · A∇Sg
|+ = n · A∇x
 on . (2.7)
For a pair of multi-indices 
,, deﬁne the generalized APT associated with the domain
 and anisotropic conductivities A˜ and A, or  := Rd\A+ A˜, by
M
 =
∫

xg
(x) ds(x). (2.8)
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When 
 = ei and  = ej for i, j = 1, · · · , d, where ei is the standard basis for Rd ,
denote M
 by Mij , i.e.,
Mij =
∫

xjgi(x) ds(x), (2.9)
with fi = f
 and gi = g
 with 
 = ei .
We note that the ﬁrst-order APT was ﬁrst introduced in [15] and it is proved there that
Mij is symmetric and positive (negative, resp.) deﬁnite if A˜− A is positive (negative,
resp.) deﬁnite. We will show that the generalized APT enjoys the same properties in
the next section. Before doing that, we ﬁrst demonstrate that APT is a natural extension
of the notion of the polarization tensors for the isotropic case.
For i = 1, . . . , d, let
i := (S˜fi) + (Sgi)Rd\.
Then i is the solution to the transmission problem
∇ · (A∇i ) = 0 in Rd \ ,
∇ · (A˜∇i ) = 0 in ,
i |− − i |+ = xi on ,
n · A˜∇i |− − n · A∇i |+ = n · A∇xi on ,
i (x) = O(|x|1−d) as |x| → ∞.
(2.10)
The last condition is fulﬁlled since
∫
 gi ds = 0 by Lemma 2.2. It then follows from
(2.4) and (2.7) that
Mij =
∫

xjgi ds
=
∫

xj (n · A∇Sgi |+ − n · A∇Sgi |−) ds
=
∫

xj (n · A˜∇S˜fi |− − n · A∇xi) ds −
∫

n · A∇xj (S˜fi − xi) ds
=
∫

(n · (A˜− A)∇xj )i |− ds.
In particular, if A and A˜ are isotropic, or A = I and A˜ = ˜I , where I is the identity
matrix, then
Mij = (˜− )
∫

xj

i ds = (˜− )
[
ij || +
∫

xj
i

∣∣∣+ ds
]
,
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which is exactly (up to a multiplicative constant) the polarization tensor as deﬁned in
[21,23,6].
We now show that the perturbation of electrical potential due to the presence of the
inclusion is completely described by APT, which naturally illustrates usefulness of the
notion of APT.
Theorem 2.4. Let H be a solution of ∇ · (A∇u) = 0 in Rd , and let u be the solution
to the following problem:
{∇ · (∇u) = 0 in Rd ,
u(x)−H(x) = O(|x|1−d) as |x| → ∞. (2.11)
Then we have
u(x) = H(x)+
∞∑
|
|,||=1
1

!!
A(x)
H(0)M
, |x| → ∞. (2.12)
Proof. Let (f, g) ∈ L2() × L2() be the solution to (2.5) with F = H and
G = n · A∇H . Since H(x) = ∑∞|
|=0 1
!
H(0)x
 uniformly on , we get from the
linearity of the integral equation (2.5)
f =
∞∑
|
|=0
1

!


H(0)f
(x), g =
∞∑
|
|=0
1

!


H(0)g
(x). (2.13)
Observe that the solution u to (2.11) is given by
u(x) = (H(x)+ Sg(x))Rd\ + S˜f (x), x ∈ Rd . (2.14)
Since A(x − y) =
∞∑
||=0
1
!
A(x)y if |x| → ∞ and y ∈ , we get
Sg(x) =
∞∑
||=0
1
!
A(x)
∫

yg(y) ds(y)
=
∞∑
|
|,||=0
1

!!
A(x)
H(0)
∫

yg
(y) ds(y).
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Thus we obtain for |x| → ∞,
u(x) = H(x)+
∞∑
|
|,||=0
1

!!
A(x)
H(0)
∫

yg
(y) ds(y). (2.15)
We now show that those terms corresponding to |
| = 0 or || = 0 in (2.15) vanish,
and hence complete the proof. 
In fact, if |
| = 0, then g0 = 0 by Lemma 2.2 while if || = 0, then
∞∑
|
|=0
1

!


H(0)
∫

yg
(y) ds =
∫

g ds = 0,
by Lemma 2.2 again.
We ﬁnish this section by writing a transformation formula for the ﬁrst-order APT.
We denote by M = (Mij )1 i,jd the ﬁrst-order APT associated with the conductivity
distribution  = A˜ + Rd\A by M(A, A˜;). Then the following lemma can be
proved by a simple change of variables.
Lemma 2.5. For any unitary transform R the following holds:
M(A, A˜;) = RM(RtAR,Rt A˜R;R−1())Rt , (2.16)
where t denotes the transpose.
3. Properties of APT
In this section, we prove some important properties of the APT such as symmetry and
positivity. For the ﬁrst-order APT these properties were obtained in [15]. The estimates
for positivity of general APT give better results than the ones in [15].
Deﬁnition 3.1. The function H is called A-harmonic in an open set D if H is the
solution to
∇ · (A∇H) = 0 in D. (3.1)
Theorem 3.2 (Symmetry). Let J1 and J2 be ﬁnite sets of multi-indices and let {a
|
 ∈
J1} and {b| ∈ J2} be such that
∑

∈J1 a
x

 and
∑
∈J2 bx
 are A-harmonic. Then
∑

∈J1
∑
∈J2
a
bM
 =
∑

∈J1
∑
∈J2
a
bM
. (3.2)
In particular, Mij = Mji , i, j = 1, · · · , d.
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Proof. Let
v1(x) =
∑

∈J1
a
x

, v2(x) =
∑
∈J2
bx
,
1(x) =
∑

∈J1
a
f
(x), 2(x) =
∑
∈J2
bf(x),
	1(x) =
∑

∈J1
a
g
(x), 	2(x) =
∑
∈J2
bg(x),
where (f
, g
) is the solution to (2.7). Then, we get
∑

∈J1
∑
∈J2
a
bM
 =
∫

∑
∈J2
bx

∑

∈J1
a
g
(x)
 ds = ∫

v2(x)	1(x) ds.
One can see from the linearity of the integral equation that (i ,	i ), i = 1, 2, is the
solution to
{ S˜i − S	i = vi
n · A˜∇S˜i |− − n · A∇S	i |+ = n · A∇vi on . (3.3)
It then follows from (3.3) and jump relations that
∑

∈J1
∑
∈J2
a
bM

=
∫

v2(n · A∇S	1|+ − n · A∇S	1|−)
=
∫

v2
(
n · A˜∇S˜1|− − n · A∇v1
)− ∫

v2n · A∇S	1|−
=
∫

(S˜2 − S	2) n · A˜∇S˜1|− − ∫

v2n · A∇v1 −
∫

S	1n · A∇v2
=
∫

S˜2n · A˜∇S˜1|− −
∫

S	2
(
n · A∇S	1|+ + n · A∇v1
)
−
∫

v2n · A∇v1 −
∫

S	1n · A∇v2.
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Thus we arrive at
∑

∈J1
∑
∈J2
a
bM

=
∫

A˜∇S˜1 · ∇S˜2 +
∫
Rd\
A∇S	1 · ∇S	2
−
∫

A∇v1 · ∇v2 −
∫

(S	2n · A∇v1 + S	1n · A∇v2) . (3.4)
Similarly, we get
∑

∈J1
∑
∈J2
a
bM

=
∫

A˜∇S˜2 · ∇S˜1 +
∫
Rd\
A∇S	2 · ∇S	1
−
∫

A∇v2 · ∇v1 −
∫

(S	1n · A∇v2 + S	2n · A∇v1) . (3.5)
Since A and A˜ are symmetric matrices, the proof is completed. 
Formula (3.4) says, in particular, that
∑

,∈J
a
aM
 =
∫

A˜∇S˜ · ∇S˜+
∫
Rd\
A∇S	 · ∇S	
−
∫

A∇v · ∇v − 2
∫

S	n · A∇v ds, (3.6)
where J = J1 = J2,  := 1 = 2, 	 := 	1 = 	2, and v = v1 = v2 in the proof of
Theorem 3.2. Deﬁne
w =
{ S˜− v in ,
S	 in Rd \ .
(3.7)
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It then follows from (3.6) that∑

,∈J
a
aM

=
∫

A˜∇(w + v) · ∇(w + v)+
∫
Rd\
A∇w · ∇w
−
∫

A∇v · ∇v − 2
∫

wn · A∇v ds
=
∫
Rd
∇w · ∇w + 2
∫

(A˜− A)∇w · ∇v +
∫

(A˜− A)∇v · ∇v. (3.8)
Observe from (3.3) that w satisﬁes
{∇ · (∇(w + v)) = 0 in Rd ,
w(x) = O(|x|1−d) as |x| → ∞. (3.9)
Since n · A∇v|+ = n · A∇v|− on , it follows from (3.9) that∫
Rd
(∇w + (I − A˜−1A)∇v) · ∇f (3.10)
=
∫

(A˜∇w + (A˜− A)∇v) · ∇f +
∫
Rd\
A∇w · ∇f
=
∫

(
n · A˜∇(w + v)|− − n · A∇(w + v)|+
)
f ds = 0
for all f ∈ H 1(Rd). It then follows from (3.10) that w is the minimizer of the functional
I (f ) =
∫
Rd
(∇f + (I − A˜−1A)∇v) · (∇f + (I − A˜−1A)∇v), (3.11)
namely,
I (w) = inf
f∈H 1(Rd )
I (f ). (3.12)
Moreover, by substituting w in place of f in (3.10), we get∫

(A˜− A)∇w · ∇v = −
∫
Rd
∇w · ∇w (3.13)
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and hence
I (w) =
∫
Rd
(∇w + (I − A˜−1A)∇v) · (∇w + (I − A˜−1A)∇v)
=
∫
Rd
∇w · ∇w + 2
∫
Rd
∇w · (I − A˜−1A)∇v
+
∫

(A˜− A)∇v · (I − A˜−1A)∇v
= −
∫
Rd
∇w · ∇w +
∫

(A˜− A)∇v · (I − A˜−1A)∇v. (3.14)
It then follows from (3.8), (3.13), and (3.14) that
∑

,∈J
a
aM
 = −
∫
Rd
∇w · ∇w +
∫

(A˜− A)∇v · ∇v
= I (w)+
∫

(A˜− A)∇v · A˜−1A∇v.
In conclusion, we obtain
∑

,∈J
a
aM
 = inf
f∈H 1(Rd )
I (f )+
∫

(A˜− A)∇v · A˜−1A∇v. (3.15)
Theorem 3.3. Let {a
 |
 ∈ J } be the set of coefﬁcients such that v(x) = ∑
∈J a
x

is A-harmonic. Then we obtain the following bounds:
∫

(A˜− A)∇v · A˜−1A∇v
∑

,∈J
a
aM

∫

(A˜− A)∇v · ∇v. (3.16)
Proof. We obtain the ﬁrst inequality since I (f )0 for all f ∈ H 1(Rd) and the second
one by applying f = 0. 
By taking v(x) =  · x for  ∈ Rd , we get the following corollary for the ﬁrst-order
APT:
Corollary 3.4. Let M = (M
)|
|=||=1 be the matrix of the ﬁrst-order APT. Then
||(A˜− A) · A˜−1AM ·  ||(A˜− A) · ,  ∈ Rd . (3.17)
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In particular, M is positive (negative, resp.) deﬁnite if A˜ − A is positive (negative,
resp.) deﬁnite.
As an immediate consequence of (3.16) we obtain the following estimates for the
isotropic case. We note that these estimates are improvements over those in [1,2].
Corollary 3.5. Let A = I and A˜ = ˜I for positive constants  and ˜ with  = ˜ and
let {a
|
 ∈ J } be the set of coefﬁcients such that v =∑
∈J a
x
 is harmonic, where
J is the set of multi-indices. Then we get the following inequalities:

˜
( ˜− )
∫

|∇v|2
∑

,∈J
a
aM
( ˜− )
∫

|∇v|2. (3.18)
In particular, if  is an eigenvalue of M = (M
)|
|=||=1, then

˜
( ˜− )||( ˜− )||. (3.19)
4. Periodic Green’s function and transmission problem
In this section and sections to follow we derive an asymptotic formula for the
effective property of the dilute anisotropic composite material. The method of derivation
is based on Layer potential techniques and similar to that in [3]. However, there are
some technical difﬁculties due to the anisotropy. For simplicity we only consider the
case d = 2.
Let Y = (− 12 , 12 )2 be the unit cell in R2, D = , and  = Y\DA+DA˜. It is well
known (see, for example [14,19]) that the effective conductivity ∗ = (∗ij ) is given by
∗ij =
∫
Y
∇ui · ∇uj , i, j = 1, 2, (4.1)
where ui , i = 1, 2, is the solution to
∇ · (∇ui) = 0 in Y,
ui − yi periodic,∫
Yui = 0.
(4.2)
The Green’s function G(x) for the periodic problem (4.2) is given by
G(x) = −
∑
n∈Z2\{0}
e2in·x
42An · n. (4.3)
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In fact, in the sense of distributions,
∇ · (A∇G(x)) =
∑
n∈Z2
e2in·x − 1.
It then follows from the Poisson summation formula
∑
n∈Z2 e
2in·x =∑
n∈Z2 (x + n)
that
∇ · (A∇G(x)) =
∑
n∈Z2
(x + n)− 1. (4.4)
It follows from the regularity of the elliptic problem that G(x)− A(x) is smooth in
the unit cell Y. Moreover, we show that there exists a symmetric matrix K such that
G(x) = C + A(x)− x ·Kx +O(|x|4), |x| → 0.
We write down an explicit form of K here leaving the proof to the end of this paper.
This matrix K plays an essential role in deriving our asymptotic expansion.
Let us ﬁrst ﬁx some notations. Let
A =
(
a b
b c
)
, a, c > 0 and ac − b2 > 0
and

 := −b
c
+ i
√|A|
c
and  := −b
a
+ i
√|A|
a
,
where |A| is the determinant of A. We also deﬁne real-valued functions  and  by
(z)+ i(z) :=
∞∑
n=1
n
1− e−2inz , z > 0. (4.5)
Observe that (z) = 0 if z is purely imaginary.
We get the following lemma.
Lemma 4.1. There exists a smooth function R(x) in the unit cell Y such that
G(x) = A(x)+ R(x) (4.6)
and R(x) takes the form
R(x) = R(0)− x ·Kx +O(|x|4), |x| → 0, (4.7)
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where K is given by
K = 1
4
( 1
a
0
0 1
c
)
+ √|A|
(
1
24
+ (
)
)( 1 − b
c
− b
c
2b2−ac
c2
)
+ √|A|
(
1
24
+ ()
)( 2b2−ac
a2
− b
a
− b
a
1
)
+(
)
c
(
0 −1
−1 2b
c
)
+ ()
a
( 2b
a
−1
−1 0
)
. (4.8)
In particular, u(x) = −x ·Kx satisﬁes ∇ · A∇u = −1.
Since ∇ · A∇(x · Bx) = 2trace(AB) for any symmetric matrix B, we infer that the
quadratic polynomial deﬁned by the ﬁrst matrix in the right-hand side of (4.8) satisﬁes
∇ · (A∇u(x)) = 1 while those deﬁned by the other matrices satisfy
∇ · (A∇u(x)) = 0.
If A is diagonal, then the formula is particularly simple. If b = 0, then 
 = i
√
a
c
and  = i
√
c
a
, and hence (
) = () = 0 and K takes the form
K = 1
4
A−1(I + c(A)E), (4.9)
where E =
(
1
0
0
−1
)
and
c(A) := 4√|A|
(
a
24
+ a
(
i
√
a
c
)
− c
24
− c
(
i
√
c
a
))
. (4.10)
Remark 4.2. Observe that c(A) = 0 when a = c, i.e., A is isotropic. In fact, c(A) = 0
only when A is isotropic. To see this, write c(A) as c(A) = g
(√
a
c
)
− g
(√
c
a
)
where
g(x) = 4x
[
1
24
+
∞∑
n=1
n
1− e2nx
]
, x > 0.
One can easily see that g is monotonically increasing. Thus c(A) = 0 if and only if
a = c.
For a domain D compactly contained in Y, the periodic single layer potential of the
density function  ∈ L20(D) is deﬁned by
GD(x) =
∫
D
G(x − y)(y) ds(y) for x ∈ R2.
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Observe that GD is A-harmonic in D and Y \ D provided that  ∈ L20(D), and is
periodic. In fact, by (4.4), we get for x ∈ D ∪ (Y \D)
∇ · (A∇GD)(x) = −
∫
D
 ds = 0,
provided that  ∈ L20(D).
Let SD and S˜D be the (non-periodic) single layer potentials corresponding to con-
ductivities A and A˜, respectively. By Lemma 4.1, we have
GD(x) = SD(x)+RD(x), x ∈ Y, (4.11)
where RD is deﬁned to be
RD(x) =
∫
D
R(x − y)(y) ds(y). (4.12)
We note that since R(x) is a smooth function in Y, RD is smooth in Y for any
 ∈ L2(D). Therefore, we get, in particular,
n · A∇G(x)|+ − n · A∇G(x)|− = (x), a.e. x ∈ . (4.13)
Lemma 4.3. Let D be a bounded Lipschitz domain compactly contained in Y. Then the
map Tp : L2(D)× L2(D)→ H 1(D)× L2(D), deﬁned by
Tp(f, g) = (S˜Df − GDg, n · A˜∇S˜Df |− − n · A∇GDg|+), (4.14)
is invertible, and there exists a constant C such that
‖(f, g)‖L2(D)×L2(D)C‖Tp(f, g)‖H 1(D)×L2(D), (4.15)
for all (f, g) ∈ L2(D)× L2(D).
Proof. Because of (4.6), Tp(f, g) = T (f, g)− TR(g), where
T (f, g) = (S˜Df − SDg, n · A˜∇S˜Df |− − n · A∇SDg|+) (4.16)
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and
TR(f, g) = (RDg, n · A∇RDg). (4.17)
Observe that n · A∇RDg ∈ X := {n · F |F ∈ H 1(D)} and X is compact in L2(D).
Therefore TR is a compact operator on L2(D) × L2(D). Since T is invertible by
(2.5), it sufﬁces to show that Tp is injective on L2(D) × L2(D) by the Fredholm
alternative.
Suppose that Tp(f, g) = (0, 0). Then∫
D
n · A∇GDg|+ ds =
∫
D
n · A˜∇S˜Df |− ds = 0
and hence we get from (4.13) that ∫D g ds = 0. Now let u = S˜Df D + GDgY\D .
Then u is periodic and satisﬁes ∇ · (∇u) = 0 in Y. So u = C, a constant. In particular,
GDg = C in Y \D and so GDg = C on D. Since GDg is A-harmonic in D, GDg = C
in D and hence g = 0 on D by (4.13). Observe that if g = 0, then Tp(f, g) = T (f, g)
and hence T (f, g) = 0. By the invertibility of T, we get (f, g) = (0, 0). This completes
the proof. 
Lemma 4.3 gives us a representation of the solution to (4.2).
Lemma 4.4. Let (fi, gi) ∈ L2(D)× L2(D), i = 1, 2, be the solution to
Tp(fi, gi) = (xi, n · A∇xi), (4.18)
where Tp is deﬁned in (4.14). Then the solution ui to (4.2) can be represented as
ui(x) = ci + (xi + GDgi(x))Y\D(x)+ S˜Dfi(x)D(x), (4.19)
where ci is chosen so that
∫
Yui dx = 0.
Proof. It is enough to show that gi ∈ L20(D) so that GDgi is A-harmonic in Y \D.
But since n · A∇xi ∈ L20(D), we get n · A∇GDg|+ ∈ L20(D). By the jump relation
(4.13) we get g ∈ L20(D) as before. 
5. Derivation of the effective conductivity
We now derive the effective conductivity using the representation formula
(4.19). According to (4.1) and (4.19), the effective conductivity ∗ = (∗ij )i,j=1,2 can be
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written as
∗ij =
∫
Y
ujn · A∇ui ds
=
∫
Y
(yj + cj + GDgj )n · A∇(yi + GDgi) ds
=
∫
Y
yjn · A∇yi ds +
∫
Y
yjn · A∇GDgi ds. (5.1)
The last equality in the above holds because of the periodicity of GDgi .
Lemma 5.1. If D = , then for i, j = 1, 2,∫
Y
yjn · A∇GDgids = 2
∫

yji (y) ds, (5.2)
where i (y) = gi(y), y ∈ .
Proof. By Green’s formula∫
(Y\D)
[
yjn · A∇GDgi(y)− GDgi(y)n · A∇yj
]
ds = 0
and hence we get from the jump relation (4.13) and the change of variable y → y,∫
Y
yjn · A∇GDgi ds
=
∫
D
yjn · A∇GDgi |+ ds −
∫
D
n · A∇yjGDgi ds
=
∫
D
yj (gi + n · A∇GDgi |−) ds −
∫
D
yjn · A∇GDgi |− ds
=
∫
D
yjgi(y) ds(y)
= 2
∫

yjgi(y) ds(y).
This completes the proof. 
By (5.2), (5.1) now takes the form
∗ = A+ 2H, (5.3)
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where
Hij =
∫

yji (y) ds, i, j = 1, 2. (5.4)
Thanks to (4.11), (4.18) becomes
{ S˜Dfi − SDgi −RDgi = xi
n · A˜∇S˜Dfi |− − n · A∇SDgi |+ − n · A∇RDgi = n · A∇xi on D. (5.5)
Making a change of variables y → y and letting 	i (y) = fi(y) and i (y) = gi(y),
the system of equations above becomes

S˜	i − Si −
∫
 R((x − y))i (y) ds(y) = xi
n · A˜∇S˜	i |− − n · A∇Si |+
− ∫ n(x) · A∇xR((x − y))i (y) ds(y) = n · A∇xi
on . (5.6)
Since R is smooth, we get from the Taylor expansion for a given integer m,
R(x) = R(0)+ Rm(x)+ Em(x), (5.7)
where
Rm(x) =
∑
2 |
|2m
r
x

 and Em(x) = O(|x|2(m+1)).
Moreover, since ∇·A∇Em = 0 in Y by Lemma 4.1, there exists a constant C independent
of x and m such that
|Em(x)| C|x|
2m+2
(2m+ 2)!r2m+3 for all x ∈ D, (5.8)
where r = dist(D, Y ). Notice that the terms of odd degrees vanish because of the
periodicity of G(x). Suppose that
Rm(x − y) =
∑
|p|+|q|2m
apqx
pyq. (5.9)
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Here we use p, q for multi-indices. Since
∫
 ids = 0, we get∫

R((x − y))i (y) ds(y)
=
m∑
k=1
2k
∑
|p|+|q|=2k
|p|,|q|>0
apqx
p
∫

yqi ds + C +O(2(m+1)),
where the constant C is given by
C =
m∑
k=1
2k
∑
|q|=2k
apq
∫

yqi ds.
We also get

∫

n(x) · A∇xR((x − y))i (y) ds(y)
=
m∑
k=1
2k
∑
|p|+|q|=2k
|p|,|q|>0
apq(n · A∇xp)
∫

yqi ds +O(2(m+1)).
Observe from (5.8) that the O(2(m+1)) term is bounded by
C2(m+1)2m+2
(2m+ 2)!r2m+3 (5.10)
for some constant C where  is the diameter of . Let
Hiq :=
∫

yqi ds. (5.11)
Deﬁne T : L2()× L2()→ H 1()× L2() by
T
(
f
g
)
=
( S˜f − Sg
n · A˜∇S˜f |− − n · A∇Sg|+
)
.
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It then follows from (5.6) that
T
(
	i
i
)
−
m∑
k=1
2k
∑
|p|+|q|=2k
|p|,|q|>0
apqHiq
(
xp
n · A∇xp
)
−
(
C
0
)
+O(2(m+1)) =
(
xi
n · A∇xi
)
and hence(
	i
i
)
= T −1
(
xi
n · A∇xi
)
+
m∑
k=1
2k
∑
|p|+|q|=2k
|p|,|q|>0
apqHiqT
−1
(
xp
n · A∇xp
)
+ T −1
(
C
0
)
+O(2(m+1)).
Notice that we use the fact that the second entry of T −1
(
C
0
)
is zero which was proved
in Lemma 2.2. Let (
	˜p
˜p
)
= T −1
(
xp
n · A∇xp
)
.
Then we have
i = ˜i +
m∑
k=1
2k
∑
|p|+|q|=2k
|p|,|q|>0
apqHiq ˜p +O(2(m+1)). (5.12)
Since T −1 is bounded, the O(2(m+1)) term in (5.12) is also bounded by the quantity
in (5.10) with a different constant C. Observe that (	˜p, ˜p) is the solution to (2.7)
with x
 = xp and hence APT Mpq is given by
Mpq =
∫

xqp ds.
Substituting (5.12) to (5.4) yields
Hij = Mij +
m∑
k=1
2k
∑
|p|+|q|=2k
|p|,|q|>0
apqHiqMpj +O(2(m+1)), (5.13)
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where O(2(m+1)) is bounded by the quantity in (5.10) with a different constant C.
Notice that this formula includes Hiq in its expression. In order to remove Hiq in
(5.13), we can use the following formula:
Hiq = Miq +
m∑
k=1
2k
∑
|p|+|l|=2k
|p|,|l|>0
aplHilMpq +O(2(m+1)), 1 |q|2m− 1, (5.14)
which can be obtained by substituting (5.12) to (5.11). Since  is small, one can solve
(5.14) for Hiq in terms of Mpq and by (5.13) Hij can be expressed solely by Mpq .
Thus we obtain the following theorem from (5.3) and (5.13).
Suppose that m = 1 and let f := 2 = |D|, the volume fraction of the inclusions.
According to (4.7), R1(x) = −x ·Kx. Hence
R1(x − y) = −x ·Kx + 2x ·Ky − y ·Ky.
Therefore in this case (5.13) reads
Hij = Mij + f
2∑
k,l=1
aklHilMkj +O(f 2),
where 2K = (akl). In other words,
H = M + 2fHKM +O(f 2)
and hence
H = M(I − 2fKM)−1 +O(f 2). (5.15)
Thus we obtain the following theorem from (5.3).
Theorem 5.2. Let K be the matrix deﬁned by (4.8). Then we have an asymptotic
formula for the effective conductivity
∗ = A+ fM(I − 2fKM)−1 +O(f 3), (5.16)
where M = (Mij )1 i,j2 is the matrix of the ﬁrst-order APT corresponding to A˜+
Rd\A.
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Remark 5.3. In particular, if A is diagonal, then K is given by (4.9) and hence we
obtain (1.3) mentioned in the introduction, namely
∗ = A+ fM
(
I − f
2
A−1(I + c(A)E)M
)−1 +O(f 3), (5.17)
where c(A) is the number deﬁned by (4.10) and E =
(
1
0
0
−1
)
. If A is isotropic, or
A = I , then c(A) = 0 and above formula becomes
∗ = I + fM
(
I − f
2
M
)−1 +O(f 3). (5.18)
This formula generalizes the classical Maxwell–Garnett formula and was obtained in [3].
Let us now compute the case when m = 2 to derive a few more higher-order terms
of the asymptotic expansion. According to (5.14),
Hiq = Miq +O(f ).
Substituting this to (5.13) we obtain
Hij = Mij + f
2∑
k,l=1
aklHilMkj + f 2
∑
|p|+|q|=4
|p|,|q|>0
apqHiqMpj +O(f 3)
= Mij + f
2∑
k,l=1
aklHilMkj + f 2
∑
|p|+|q|=4
|p|,|q|>0
apqMiqMpj +O(f 3).
Thus we obtain the following theorem from (5.3).
Theorem 5.4. Let K be the matrix deﬁned by (4.8). Then we have an asymptotic
formula for effective conductivity
∗ = A+ fM(I − 2fKM)−1 + f 3Q+O(f 4), (5.19)
where Q = (Qij ) is deﬁned by Qij =∑ |p|+|q|=4|p|,|q|>0 apqMiqMpj , i, j = 1, 2.
We note that the higher-order term is written in terms of higher-order APT.
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Appendix. Proof of Lemma 4.1
Suppose that
A =
(
a b
b c
)
, a, c > 0 and ac − b2 > 0.
Then, we have
42G(x) = −
∑
n∈Z2\{0}
e2in·x
an21 + 2bn1n2 + cn22
= −
∑
n1 =0
∞∑
n2=−∞
e2in·x
an21 + 2bn1n2 + cn22
−
∑
n2 =0
e2in2x2
cn22
. (A.1)
Since
∞∑
n=1
cos(nx)
n2
= 
2
6
− 
2
x + 1
4
x2
whose proof can be found in [7, p. 813], we have
∑
n2 =0
e2in2x2
cn22
= 1
c
(
2
3
− 22x2 + 22x22
)
. (A.2)
To compute the ﬁrst term in (A.1), we use a general formula from [7, p. 815]: If
P(z) is a holomorphic polynomial and 
 is real, then
∞∑
n=−∞
ei
n
P (n)
= −2i
∑
: zeros of P(z)
Residue
(
ei
z
P (z)(e2iz − 1) , 
)
. (A.3)
Let P(z) := cz2 + 2bn1z+ an21. Then the zeros of P(z) are 
n1 and 
n1 where

 := −b
c
+ i
√|A|
c
.
It then follows from (A.3) that
∞∑
n2=−∞
e2in2x2
an21 + 2bn1n2 + cn22
= 2i
c(
− 
)
[
e2i
n1x2
n1(e2i
n1 − 1) −
e2i
n1x2
n1(e2i
n1 − 1)
]
.
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Since c(
− 
) = 2i√|A|, we get
∑
n1 =0
∞∑
n2=−∞
e2in·x
an21 + 2bn1n2 + cn22
= √|A|
∑
n1 =0
[
e2i(x1+
x2)n1
n1(e2i
n1 − 1) −
e2i(x1+
x2)n1
n1(e2i
n1 − 1)
]
= − 2√|A|
∑
n1 =0
e2i(x1+
x2)n1
n1(e2i
n1 − 1) . (A.4)
We have
∑
n1 =0
e2i(x1+
x2)n1
n1(e2i
n1 − 1) = −
∑
n1>0
e2i(x1+
x2)n1
n1
+ r1(x), (A.5)
where
r1(x) :=
∑
n1>0
e2i(x1+
x2)n1
n1
e2i
n1
e2i
n1 − 1 +
∑
n1<0
e2i(x1+
x2)n1
n1
1
e2i
n1 − 1
=
∞∑
n1=1
e2i(x1+
x2)n1 + e−2i(x1+
x2)n1
n1
e2i
n1
e2i
n1 − 1 .
Observe that since 
 > 0, above series converges absolutely and uniformly thanks to
the factor e2i
n1 and r1(x) is a smooth function in x1 and x2 for |x2| < 1. Moreover,
one can see from the Taylor expansion that
r1(x) = C1 + 42(
)(x1 + 
x2)2 +O(|x|4), |x| → 0, (A.6)
where
(
) = (
)+ i(
) :=
∞∑
n=1
n
1− e−2i
n .
In order to compute the ﬁrst term in the right-hand side of (A.5), we invoke one
more formula from [7]:
∞∑
n1=1
cos(2n1x1)
n1
e−2n1x2 = x2 − ln 2− 12 ln(sinh
2 x2 + sin2 x1).
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Since
ln(sinh2 x2 + sin2 x1) = ln 2 + ln(x21 + x22 )+
2
3
(x22 − x21 )+O(|x|4),
we get
∞∑
n1=1
cos(2n1x1)
n1
e−2n1x2 = x2 − ln 22 − 12 ln(x
2
1 + x22 )+
2
6
(x21 − x22 )+O(|x|4).
Thus we obtain

∑
n1>0
e2i(x1+
x2)n1
n1
=
∞∑
n1=1
cos 2(x1 − bc x2)n1
n1
e−2
√|A|
c
n1x2
=
√|A|
c
x2 − ln 22 − 12 ln
[(
x1 − b
c
x2
)2
+ |A|
c2
x22
]
+
2
6
[(
x1 − b
c
x2
)2
− |A|
c2
x22
]
+O(|x|4).
Let A∗ =
√
A−1 as before. Then one can see that(
x1 − b
c
x2
)2
+ |A|
c2
x22 =
|A|
c
(x · A−1x) = |A|
c
‖A∗x‖2
and hence

∑
n1>0
e2i(x1+
x2)n1
n1
= C +
√|A|
c
x2 − ln ‖A∗x‖
+
2
6
[(
x1 − b
c
x2
)2
− |A|
c2
x22
]
+O(|x|4) (A.7)
for some constant C. It now follows from (A.1), (A.2), (A.4), (A.5), and (A.7) that
42G(x) = C + 2√|A| ln ‖A∗x‖ −
3
3
√|A|
[(
x1 − b
c
x2
)2
− |A|
c2
x22
]
−2
2
c
x22 −
83√|A|((
)(x1 + 
x2)
2)+O(|x|4) (A.8)
for some constant C.
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In order to obtain a formula for G(x) in a symmetric form, we now use
42G(x) = −
∑
n2 =0
∞∑
n1=−∞
e2in·x
an21 + 2bn1n2 + cn22
−
∑
n1 =0
e2in1x1
an21
and interchange the role of x1 and x2. Then we get
42G(x) = C + 2√|A| ln ‖A∗x‖ −
3
3
√|A|
[(
x2 − b
a
x1
)2
− |A|
a2
x21
]
−2
2
a
x21 −
83√|A|(()(x2 + x1)
2)+O(|x|4) (A.9)
for some constant C where
 := −b
a
+ i
√|A|
a
.
By taking the average of the formulae in (A.8) and (A.9), we ﬁnally arrive at
G(x) = C + A(x)− x ·Kx +O(|x|4), |x| → 0, (A.10)
where C is a constant and K is the symmetric matrix given by
x ·Kx = 
12
√|A|
[
a2 + b2 − |A|
2a2
x21 −
(
b
a
+ b
c
)
x1x2 + c
2 + b2 − |A|
2c2
x22
]
+1
4
(
x21
a
+ x
2
2
c
)
+ √|A|((
)(x1 + 
x2)
2
+()(x2 + x1)2). (A.11)
Formula (4.8) now follows from (A.11) through elementary but tedious computation.
This completes the proof.
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