The circadian system integrates environmental cues to regulate physiological functions in a temporal fashion. The suprachiasmatic nucleus, located in the hypothalamus, is the master clock that synchronizes central and peripheral organ clocks to orchestrate physiological functions. Recently, molecular clock machinery has been identified in the cochlea unravelling the potential involvement in the circadian regulation of auditory functions. Here, we present background information on the circadian system and review the recent findings that introduce circadian rhythms to the auditory field. Understanding the mechanisms by which circadian rhythms regulate auditory function will provide fundamental knowledge on the signalling networks that control vulnerability and resilience to auditory insults.
is an explicit predictor of the daily cycle, as well as the seasonal cycle (length of day fluctuations). However, the biological clock being an endogenous timing system is capable of generating biological rhythms even in the absence of environmental cues. This ability ensures that the physiological functions of an organism will continue even in temporal isolation.
When zeitgebers are not present, the biological clock sustains a rhythm of about 24 h which is called circadian rhythm (from the Latin words "circa" and "diem", meaning approximately one day), with a corresponding circadian time (CT). In order to produce an accurate 24 h period, the clock adjusts its rhythm on a daily basis. This adjustment is mediated mainly through entrainment to the daily light-dark cycle, meaning synchronization of the circadian time to the external time (Box 1). Consequently, the clock time relies on the rhythm of the zeitgeber and is referred as a zeitgeber time (ZT).
The molecular clock: how clocks tell time
Circadian rhythms are innate and are governed by genetically programmed mechanisms. The discovery of genes encoding circadian behavioral rhythms in Drosophila melanogaster (Konopka and Benzer, 1971 ) initiated an intense scientific effort to identify genes that regulate the clock machinery, known as clock genes, and led to the hypothesis that rhythms are generated at the molecular level. An autoregulatory mechanism was proposed where clock gene mRNA is translated into protein, which then translocates into the nucleus and suppresses its own transcription (Hardin et al., 1990) . Reduced levels of mRNA will then lead to reduced protein and eventually increased transcription, thereby restarting the cycle. Although simplified, this model represents the basic principle of the molecular clock.
In mammals, the generation of circadian rhythms is a cellular process that involves interlocked autoregulatory transcriptional/ translational feedback loops (Albrecht, 2002; Golombek and Rosenstein, 2010; Kondratov et al., 2007) . At the core loop, the positive elements CLOCK and BMAL1 form heterodimers and induce the transcription of the negative-feedback elements Period (Per1 and Per2) and Cryptochrome (Cry1 and Cry2), by binding to Ebox elements at the promoter and enhancer regions of these genes.
Their protein products, CRY and PER, form heterodimers that translocate to the nucleus where they inhibit the CLOCK/BMAL1 action by removing this complex from the E-box motifs of Cry and Per, and thus repress their own transcription (Fig. 1A) . In an interlocking loop, the CLOCK/BMAL1 complex also activates the ROR (RORa, RORb and RORg) and REV-ERB (REV-ERBa and REV-ERBb) proteins. These proteins bind to ROR response elements (RORE) within the Bmal1 and Clock genes and activate or repress their expression respectively (Fig. 1B) . The tight coordination of the positive and negative elements of transcription, as well as posttranscriptional and post-translational modifications, impose time delays that produce an accurate and robust cellular oscillator with a 24 h periodicity (Reppert and Weaver, 2002) . Cell autonomous clocks are ubiquitously expressed throughout the mammalian body (Yoo et al., 2004) . The rhythm generated by these individual oscillators at the cellular level results in a coherent rhythmic output of the tissue that finally elicits a rhythmic behavior or physiological function. In that perspective, the incorporation of time information within the molecular clock serves one major purpose: to impose a temporal organization of key physiological processes. This is done through the circadian regulation of specific downstream genes, called clock-controlled genes (CCGs) that are involved in physiological functions such as metabolism and cell cycle (Panda et al., 2002b; Storch et al., 2002b) . In fact, 10e20% of mRNA transcripts are found to be regulated in a circadian fashion in various tissues (Akhtar et al., 2002; Hughes et al., 2009; Panda et al., 2002a; Storch et al., 2002a; Ueda et al., 2002) . The transcription cycles of CCGS are controlled by core clock components such as BMAL1 (Rey et al., 2011) , as well as by transcription factors of the bZIP family (DPB, TEF, HLF and E4BP4) whose rhythmic expression is governed by core clock proteins (Gachon et al., 2006; Mitsui et al., 2001) . The mechanism of this rhythmic transcriptional control resembles that of the molecular clock: the binding of transcriptional factors to cisregulatory elements presented on the promoter areas of CCGs in order to activate or repress their expression (Fig. 1C ).
The circadian system: a symphony of rhythms
Although the generation of circadian rhythms is a property of individual cells, the behavioral output requires the coordination of a complex clock network, which constitutes the circadian system. At the top of the system's hierarchy is the suprachiasmatic nucleus (SCN), a structure located in the hypothalamus. Classical lesion and transplantation studies (Moore and Eichler, 1972; Ralph et al., 1990; Stephan and Zucker, 1972) revealed that the SCN is both necessary and sufficient for the generation of behavioral rhythmicity, and was therefore named the master clock of the body. The SCN receives photic information from the retina, directly through retinohypothalamic fibers, in order to adjust its rhythms to environmental signals. This timeerelated information is then transmitted to other clocks in the brain, such as the olfactory bulbs and the hippocampus (Guilding and Piggins, 2007) and clocks in the periphery, including liver, muscle and adrenal glands (Richards and Gumz, 2012) . The communication between the SCN and the peripheral clocks is mediated through the autonomic system and systemic cues such as body temperature, hormonal signaling and feeding (Challet, 2015; Mohawk et al., 2012) (Fig. 2) . Finally, feedback information from peripheral clocks travel back to the SCN to provide a representation of the internal status of the body. Although the SCN functions as a master synchronizer of the circadian system, peripheral clocks are shown to be autonomous and self-sustained. This was clearly demonstrated in the study of Yoo et al. (Yoo et al., 2004) . Where peripheral clocks of SCN-lesioned mice showed persistent circadian rhythms. However, these rhythms become desynchronized in the absence of SCN, meaning that they no longer tell the time correctly (Yoo et al., 2004) . Overall, these findings support a hierarchical relationship between the SCN and the peripheral clocks as the one found in an "orchestra" e the SCN being the conductor and peripheral clocks being the instruments that follow the conductor's directions in order to provide a synchronous or "well-orchestrated" rhythmic circadian physiology.
Circadian physiology: why we need the peripheral clocks
The role of the circadian system in mammalian physiology has been extensively studied in the past 15 years and it is now wellestablished that a large number of physiological functions are subjected to temporal regulation. Sleep and wake cycle, feeding behavior, metabolism, immune responses, blood pressure, urine production, detoxification and hormone release are a few overt examples (Gachon et al., 2004; Richards and Gumz, 2013) . In anticipation of the resting phase, core body temperature falls, anabolic processes increase and melatonin is secreted, whereas in anticipation of the active phase catabolism increases and glucocorticoids rise to prepare animals for the physiological demands of (B) bind to E-box DNA motifs and induce the transcription of Per and Cry genes (Per1, Per2, Cry1 and Cry2). Accumulation of PER/CRY complexes inhibit the transactivation potential of C and B, thereby repressing their own transcription. As a consequence, PER and CRY levels decline, allowing C and B to initiate a new cycle of gene expression. Per1 and Per2 transcription can be additionally induced by systemically regulated transcriptional factors: Heat shock factor (HSF) binding to heat shock elements (HSE), cAMP responsive element (CRE)-binding protein (CREB) and glucocorticoid receptor (GR) binding to glucocorticoid responsive elements (GRE). B) Interlocking loop: CLOCK and BMAL1 activate the orphan nuclear receptor genes Ror (Rora, Rorb and Rorg) and RevErb (Rev-Erba and Rev-Erbb). The transcription of Bmal1 and Clock is then regulated through competition between REV-ERB repressors and ROR activators, acting on retinoid-related orphan receptor response elements (RORE). C) Regulation of clockcontrolled genes (CCGs): CLOCK and BMAL1 can regulate the transcription of CCGs by binding to E-box elements on their promoter area. These genes are then translated into CCG protein products and regulate physiological processes in a temporal way. Fig. 2 . Organization of the circadian system. The suprachiasmatic nucleus (SCN) is the major pacemaker of the circadian system that receives photic information directly from the retina and synchronizes peripheral oscillators found in other brain areas and peripheral tissues (entrainment). This is mediated through autonomic innervation, humoral signals, hormones and the regulation of body temperature and feeding.
the day.
The discovery of peripheral clocks, initially in fibroblasts (Balsalobre et al., 1998) and later in a variety of organs (Yamazaki et al., 2000; Yoo et al., 2004) , was of major importance for the circadian field because of their critical role in regulating circadian physiology. The ability of peripheral tissues to maintain cellautonomous circadian oscillations, together with the hierarchical structure of the circadian system, suggests that circadian programming of physiology is to a large degree controlled by peripheral oscillators. In support of this notion, a study by Panda et al. compared the overlap between cyclic transcripts in the SCN and liver (total 650 transcripts) and found only 28 in common (Panda et al., 2002b) . Therefore, the circadian regulation of the majority of output genes is tissue-specific and each peripheral clock is responsible for a specific output programme matched to the local needs. As discussed in the previous Section 1.2, the temporal arrangement of tissue-specific functions is mediated through the expression of CCGs. Cis-regulatory elements, present throughout the genome, can activate or suppress the expression of CCGs. By a combination of these elements, the peak time of CCG expression is appropriately regulated, creating a wide distribution of cyclic activity within the tissue. Subsequently, this allows distinct biological pathways to operate at particular time windows. For instance, this is what allows the liver to separate two chemically antagonistic processes in time, such as gluconeogenesis and glycolysis.
The regulation of circadian physiology is to a large degree independent of the SCN. An example is a study showing that a targeted deletion of the clock in pancreatic islets results in reduced insulin secretion and leads to diabetes (Marcheva et al., 2010) . Indirect control of tissue-specific physiology can be imposed by the SCN via endocrine signals (e.g. glucocorticoids), temperature and feeding cues. The circadian organization ensures tissue homeostasis and thus a temporal misalignment between the SCN and the peripheral clocks can jeopardize the optimal function of the various organs. This situation is reflected very well in the pathologies caused by jet lag, including immune dysfunction and metabolic syndrome (Brown and Azzi, 2013) . Finally, the peripheral clockdependent circadian physiology will consequently lead to a circadian variation in disease susceptibility. In humans, cardiovascular episodes peak in the morning hours and are linked to the circadian fluctuations in blood pressure, heart rate and vasodilation (Casetta et al., 2002; Muller, 1999) . Humans with polymorphisms in core clock genes (e.g. hPER2, hCRY1, hCLOCK, hBMAL1) display a great number of metabolic symptoms that highlight the translational relevance of the experimental findings (Dibner and Schibler, 2015) . Thus, a better understanding of the interplay between the circadian system and physiological systems is of great clinical importance.
Circadian regulation of auditory function

Sensory regulation of circadian function
Although the light-dark cycle is the primary zeitgeber of the circadian system, social cues through auditory and olfactory stimuli can serve as synchronizers of circadian rhythms. These social signals are aiming to synchronize the members of a social group, thus increasing their survival rate (Davidson and Menaker, 2003) . Auditory cues can act as strong zeitgebers in a variety of animals as well as humans. For instance, the behavioral rhythms of the house sparrow (Passer domesticus) can be entrained by conspecific bird songs (Menaker and Eskin, 1966) and even by white noise (Reebs, 1989) . Mice also show circadian responses to social cues, while other rodents like rats and hamsters do not (Davidson and Menaker, 2003) . The efficacy of auditory stimuli entrainment thus varies among different species. In humans, nocturnal presentation of an auditory stimulus can phase shift circadian rhythms of melatonin and core body temperature (Goel, 2005) , as well as synchronize activity rhythms (Davidson and Menaker, 2003) . Taken together, these studies demonstrate that the auditory system is involved in circadian entrainment. However, little is known about circadian regulation in the auditory system. Earlier studies in rats has shown a circadian regulation of acoustic startle response (Chabot and Taylor, 1992; Frankland and Ralph, 1995) and a diurnal sensitivity to antibiotic-induced ototoxicity (Soulban et al., 1990; Yonovitz and Fisch, 1991) . Finally, in a 1958 study of audiogenic responses in mice, an increased susceptibility to convulsion was observed during the nocturnal phase (Halberg et al., 1958) . Recently, our group revealed diurnal effects on noise sensitivity and otoprotection (Meltser et al., 2014 ) that we will discuss in the following paragraphs.
Diurnal variation in acoustic startle response
The mammalian acoustic startle response (ASR) is a fast motor reflex elicited by a sudden, unexpected high-intensity acoustic stimulus that can provide information about an animal's hearing sensitivity (Heffner et al., 2006) . The reflex involves activation of the cochlea root neurons and subsequently the motor neurons and skeletal muscles of the body (Lee et al., 1996) . Circadian modulation of the ASR amplitude has been described in rats and was shown to be persistent under constant dark conditions, suggesting an endogenous mechanism (Chabot and Taylor, 1992; Frankland and Ralph, 1995) . Recently, we found that mice also demonstrate diurnal ASR responses. Mice display greater startle responses (15%) when exposed to a short acoustic stimulus of 120 dB SPL in the morning (ZT 3-6) in comparison to the evening (ZT 14-16) (Fig. 3A) . In addition, the startle latency (time until maximal response) is greater in the evening than in the day (Meltser et al., 2014) . Mice are nocturnal rodents, thus being more active during the night and at rest during the daytime. In this respect, these findings demonstrate that during the active phase, the startle reflex is slower with lower magnitude responses than during the resting phase. These results are consistent with the notion that motor activity reduces startle amplitude. However, in rats, this phenomenon is inversed: the amplitude of locomotor activity correlates with ASR amplitude (Frankland and Ralph, 1995) . These findings imply that locomotor activity and the startle reflex are probably independently modulated. In humans, the ASR differences are similar to those found in Fig. 3 . Diurnal variation of auditory function. A) Acoustic startle response (ASR) in CBA mice is greater in the morning (ZT 3-6, red) compared to night (ZT 14-16, blue). B) Auditory brainstem response (ABR) of CBA mice exposed to noise in the morning (ZT 3e5, red) or at night (ZT 14e16, blue) show similar levels of hearing damage when measured 24 h post exposure. However, 2 weeks later the morning group shows complete recovery of their threshold shifts, whereas the night group still shows high threshold shifts, thereby permanent hearing damage. Modified with permission from Cell Press (Meltser et al., 2014 ). mice albeit inverted in time since humans are diurnal (Miller and Gronfier, 2006) . More specifically, there is a 50% increase in startle amplitude in the evening, when cortisol levels are suppressed (Miller and Gronfier, 2006) . In normal conditions, cortisol levels show a circadian pattern with a peak time in the morning followed by a drop in the evening. These finding are in line with reports demonstrating that pharmacological treatment with cortisol in the evening, when endogenous levels are low, reduces the startle response in humans (Buchanan et al., 2001; Liang et al., 1992) .
Diurnal sensitivity to noise trauma
There are a variety of factors that can modulate auditory sensitivity to noise trauma such as genetic background (Lavinsky et al., 2015) , stress (Canlon et al., 2007) and age (Li, 1992) . We recently discovered that auditory sensitivity to noise trauma varies over the day. We found that challenging mice with a mild noise exposure at two different times of the day, in the morning (ZT3) and in the evening (ZT15), resulted in different degrees of hearing recovery. These two time points were selected because they correspond to the peak and trough levels of cochlear Per2 mRNA and protein expression as well as locomotor activity. CBA mice exposed to a noise trauma (6e12 kHz broadband noise of 100 dB SPL, for 1 h) in the morning display complete recovery of their hearing thresholds after two weeks whereas those exposed in the evening still have 10e20 dB hearing threshold shifts, revealing a permanent damage (Fig. 3B) . We previously described this noise paradigm to trigger a temporary threshold shift (TTS) with no loss of auditory hair cells when delivered during the day (Meltser et al., 2010) . This unexpected permanent threshold shift (PTS) observed in the night noise exposed group indicates that the auditory system is more vulnerable at night. This report revealed that the capacity to recover from a noise trauma depends on the time exposure. It has been shown that diurnal sensitivity to noise is independent of behavior since animals displayed similar locomotor activity during day and night noise exposure (Park et al., 2016) . Performing additional noise traumas at different time points throughout the day could demonstrate how the recovery of the auditory system to noise trauma behaves around the clock. Measures of wave I amplitude responses before and after noise trauma would give information about circadian variations in synaptic activity. Moreover, studies in humans have shown a 24-h variability of frequency for spontaneous optoacoustic emissions (SOAE) (Haggerty et al., 1993) and distortion product otoacoustic emissions (DPOAE) (Cacace et al., 1996) , indicating a circadian influence on normal outer hair cell function. The inclusion of DPOAE threshold and input/output function would further characterize the circadian effects in the auditory system. Investigating the molecular pathways involved in the differential sensitivity to noise-induced hearing loss (NIHL) will increase our knowledge of the mechanisms involving resilience or vulnerability upon noise overexposure.
The molecular clock in the cochlea
PER2::LUC oscillations in cochleae explants
The transgenic PERIOD2::LUCIFEREASE (PER2::LUC) reporter mice (Yoo et al., 2004) allows real-time monitoring of gene expression rhythms. In these mice, the luciferase reporter (LUC) is fused in-frame to the C-terminal of the endogenous mPer2 locus, thus creating a mPER2::LUC fusion protein. This reporter system is very unique because it allows real-time luminescence monitoring of transcriptional and post-transcriptional regulation of the endogenous mPER2 protein.
Using PER2::LUC mice, we developed an organotypic culture that allowed real-time monitoring of PER2 dynamics in the cochlea (Meltser et al., 2014) . These studies revealed that the isolated adult mouse cochlea is capable of generating robust, self-sustained PER2 oscillations that persist for at least one week, without medium exchange or other pharmacological manipulations. Interestingly, the rhythm amplitude of cochlear clock is higher than that of the liver clock, indicating that the cochlea possesses a very vigorous oscillator (Fig. 4) (Meltser et al., 2014) . The period and phase of the cochlea clock is similar to that of the liver and the SCN (Meltser et al., 2014) . PER2 is mainly located in the sensory cells of the organ of Corti (inner and outer hair cells) and in the spiral ganglion neurons (SGN) (Fig. 4) , suggesting that the PER2 oscillations are likely to originate from these cell populations. These findings show that the cochlea contains a molecular clock which is capable of sustaining strong oscillations in culture. This is consistent with the study of Yoo et al. showing that some peripheral tissues, such as liver and pituitary gland, can generate self-sustained rather than damped circadian rhythms in the absence of rhythmic input, suggesting the existence of organ-specific synchronization mechanisms (Yoo et al., 2004) . In contrast, some other peripheral oscillators (e.g kidney) seem to require entrainment signals or else their rhythms fade out rapidly in vitro (Yoo et al., 2004) . This difference suggest that the requirements for sustained oscillations vary among different peripheral clocks, with some clocks having greater capacity for autonomous oscillations than others, as it is the case for the cochlea.
Circadian gene expression rhythms in the cochlea
The PER2::LUC real-time reporting of circadian dynamics is a useful method for studying the function of the molecular clock. However, the PER2 is only one of many core clock proteins that contribute to the generation of circadian oscillations. As described earlier, the molecular clock machinery involves genes that act as transcriptional activators or repressors and they are common in all clock systems of the body. In spite of the universal presence of these clock genes, their expression levels may vary between different tissues, and each tissue may also have complementary clock genes that can specifically modulate clock output genes. Subtle variations in clock gene expression patterns may be very important for tissuespecific functions. It is not surprising that 10% of a given transcriptome is rhythmic, but the overlap of rhythmic transcripts between 2 tissues may be not more than 20% (Panda et al., 2002b) . Thus, understanding the tissue-specific circadian networks is important for unravelling the mechanisms of circadian physiology in a given organ.
In the cochlea, we revealed by quantitative real-time polymerase chain reaction (qRT-PCR) circadian regulation of a variety of clock mRNA transcripts including Per1, Per2, Bmal1, Clock, and RevErba (Meltser et al., 2014) . These results confirmed the reversed phase correlation between the positive (Bmal1 and Clock) and the negative (Per1 and Per2) elements of the molecular clock. In addition, using the Nanostring nCounter technology (Geiss et al., 2008; Vikhe Patil et al., 2015) , which is an ultrasensitive method to measure mRNA transcript abundance, we identified the circadian expression of the transcription factors Dbp, HIF, and Tef (unpublished observations). They belong to the PAR-B-ZIP (proline-and acidic amino acid-rich basic leucine zipper) family and they are controlled by the CLOCK and BMAL1 proteins that bind to E-box elements within these genes (Ripperger et al., 2000) . In liver, they are known to regulate the circadian expression of CCGs involved in metabolism, through binding to D-box motifs of downstream targets (Gachon et al., 2006) . Therefore, many CCGs are indirectly controlled by the molecular clock through rhythmically expressed transcription factors. In the cochlea, Dpb is shown to be downregulated after noise trauma (Gratton et al., 2011) , and could thus be an important regulator of the circadian cochlear response to noise. Furthermore, we examined the temporal expression patterns of several early-response genes involved in cochlear function and found rhythmic transcript levels of Jun-B and Zif268 (unpublished observations). They are involved in synaptic plasticity and induction of long term potentiation (LTP) (Cole et al., 1989; Wisden et al., 1990) . In birds, zenk (the homologue of zif268) is upregulated in auditory regions in response to novel songbird learning (Gentner et al., 2004) and an upregulation of Jun-b occurs in the mouse cochlea after noise exposure (Gratton et al., 2011) . Whether clockcontrolled genes determine noise sensitivity at different times of the day remains to be uncovered.
Circadian clock control of noise sensitivity
Cochlear clock response to noise
In mice, recovery of ABR thresholds is dependent on the time of noise exposure, with more damage occurring after being delivered at night. There is a clear correlation between noise sensitivity throughout the day and the presence of a circadian clock in the cochlea. Although the role of the clock machinery on noise sensitivity remains to be established (e.g. by knocking down core clock genes), we found that noise alters the cochlear clock responses in mRNA and protein (Meltser et al., 2014) . For example, cochlear explants from night-stimulated mice, cultured for a period of 6 days, show a 27% decrease in PER2::LUC rhythm amplitude compared to the sham group (Fig. 5A) . Similarly, the amplitude of Per2 mRNA transcripts decreases by 30% in cochleae from night exposed mice (Fig. 5B) . Moreover, amplitude suppression is found in Per1 and Rev-Erba mRNA transcripts. Finally, the amplitude of Bmal1 increases following night exposure, suggesting reduced negative feedback from Rev-Erba (Fig. 5B) . Together, these findings show that the increased sensitivity to damage after night noise is correlated with a suppression of circadian transcript profiles in the cochlea.
The next step in understanding the circadian regulation of noise sensitivity would be the identification of clock output genes that are involved in susceptibility/protection against noise damage and those involved in recovery processes. Due to the amount of potential circadian target genes, transcriptome analysis of the cochlea after day or night noise injury would be needed to reveal the whole circadian network in the cochlea. However, by narrowing down possible mechanisms of auditory damage, we were able to identify a strong candidate that links the cochlear clock to the recovery of synaptic function, following a nocturnal noise exposure. Permanent auditory damage in absence of hair cell loss could derive from several mechanisms such as damage at the level of the stereocilia, damage at the level of outer hair cell's electromotile abilities, damage at the Fig. 4 . Circadian PER2::LUC rhythms in the adult cochlea. Representative bioluminescence recordings of circadian PER2::LUC expression from cultured cochlea, liver and SCN explants. In the adult cochlea PER2 is mainly expressed in inner hair cells, outer hair cells and in the spiral ganglion neurons. Modified with permission from Cell Press (Meltser et al., 2014) . Fig. 5 . Effects of noise exposure on the cochlear clock. A) Cochlear PER2::LUC rhythm amplitude after exposure to a morning (ZT 3-5, red) or a night (ZT14-16, blue) noise trauma. Night noise significantly reduces the rhythm amplitude of the PER2::LUC oscillation, whereas day noise does not. B) Temporal expression of Per2, Per1, Rev-Erba, and Bmal1 mRNAs in cochlea from non-exposed mice (white circles) or exposed to a morning (ZT 3, red circles) or night (ZT 15, blue circles) noise trauma. Night noise suppresses the amplitude of Per2, Per1 and Rev-Erba rhythms and increases the amplitude of Bmal1 rhythms. Modified with permission from Cell Press (Meltser et al., 2014) .
inner hair cells-afferent neuron synapse (Kujawa and Liberman, 2015) . We privileged the latter since neurotrophic factors such as the brain derived neurotrophic factor (BDNF) are known to display a circadian expression pattern in the brain (Liang et al., 1998) and BDNF has a longstanding importance in cochlear neurogenesis and synaptic homeostasis (Singer et al., 2014) . In the following paragraph, we will discuss how the circadian control of BDNF has emerged as a circadian repair mechanism after noise damage.
Circadian regulation of BDNF activation mediates otoprotection
Using the NanoString nCounter technology we found peak mRNA expression for the Bdnf variants 1 and 4 at ZT 16 (unpublished observations). We next measured the transcriptional response to day or night noise trauma and found a striking 35 fold change in Bdnf mRNA transcript levels after day noise exposure, whereas night noise exposure only triggered a 2-fold increase. We thus hypothesized that the ability of the hearing system to recover from day noise trauma was linked to the capacity of the cochlea to produce more Bdnf in response noise. BDNF and neurotrophin-3 (NT-3) are two major neurotrophins involved in cochlear neuroand synapto-genesis (Ramekers et al., 2012) . NT-3 null mice display severe spiral ganglion neuronal loss (84%) whereas BDNF null mice mainly lose vestibular neurons (Fritzsch et al., 2004) . In the cochlea, loss of BDNF function yields a loss of high-frequency neurons and as a consequence, the function of NT-3 appears to be predominant over that of BDNF regarding auditory neuron survival. However, genetic studies in mice have convincingly shown that BDNF overexpression could restore auditory neuronal growth in NT-3 mutant mice (Fritzsch et al., 2004) . BDNF and NT-3 receptors, TrkB and TrkC respectively, are expressed in auditory neurons. Quite similar to the phenotype of the NT-3 and BDNF mutants, loss of TrkC function is much more severe than loss of TrkB function resulting in a loss of 50% of auditory neurons. However, knock-out of TrkB in a TrkC À/À background causes a complete absence of auditory neurons. Overall, these studies highlight the importance of BDNF/TrkB signaling in cochlear neurogenesis (Fritzsch et al., 2004) . In vitro studies in the post-natal cochlea have shown that both neurotrophins trigger the regeneration of synapses after excitotoxic injury (Wang and Green, 2011) .
Pharmacological screenings have identified a powerful and selective agonist of the TrkB receptor, namely 7,8 dihydroxyflavone (DHF) (Jang et al., 2010) , which is a potential alternative to BDNF that has a very short life-span. DHF has been found to be a potent ligand of TrkB, activating TrkB signaling in neurons but not in those lacking a functional TrkB. DHF also prevents glutamate-mediated apoptosis (Jang et al., 2010) . In the cochlea, DHF has been shown to promote auditory protection in mice lacking connexin 26 (Yu et al., 2013) , which indicates that DHF can cross the ear-blood barrier and target cochlear TrkB. We tested whether DHF would be able to protect auditory function from night noise exposure. We found that systemic administration of DHF prior to night noise exposure prevents from permanent damage and that hearing thresholds recover to normal levels (Fig. 6) . At the synaptic level, DHF can rescue, albeit not completely, from the loss of presynaptic ribbons commonly found after moderate noise overexposure (Meltser et al., 2014) .
Conclusions
The discovery of a clock machinery in the cochlea is of critical importance since it opens the path towards a completely new area of research likely applicable to most aspects of auditory physiology. It remains to be determined if alterations in circadian rhythms increase vulnerability to a broad spectrum of auditory insults other than noise trauma shown here (e.g. ototoxic drugs, ischemia). These . Regulation of diurnal noise sensitivity by Bdnf. A) Bdnf mRNA expression in the cochlea after a noise exposure in the morning (ZT 3-5, red) or at night (ZT 14-16, blue). Day noise trauma increases Bdnf mRNA by 35-fold. B) ABR threshold shifts from mice exposed to noise in the morning (ZT 3-5, red) or at night (ZT 14-16, blue), measured 24 h post (left panel) and 2 weeks post (right panel). DMSO-treated animals (white circles) and DHF-treated animals (filled circles). DHF administration prevents from permanent hearing loss in the night exposed group, as hearing thresholds return to normal levels 2 weeks after noise exposure. The lack of Bdnf induction after night noise and the hearing threshold rescue by DHF suggest that BDNF signaling contributes to the diurnal sensitivity to noise damage. Modified with permission from Cell Press (Meltser et al., 2014) .
findings are undoubtedly of major relevance for humans, due to the well-established relationship between experimental and clinical work on circadian rhythms. The emerging importance of hidden hearing loss, accompanied by the evidence that de-afferentation in the cochlea is an early indicator of auditory alterations, stresses the need for investigating auditory functions in humans with circadian disruptions such as shift workers, or flight crew operating in longdistance longitudinal flights. Finally, what are the environmental cues that modulate the cochlear clock? What are the molecular components of the clock machinery that drive vulnerability or resilience to noise? It would also be valuable to know if these effects are auditory-specific, or whether they involve system-wide changes. Addressing these important questions will provide new avenues for understanding the mechanisms underlying auditory damage and optimize preventive and therapeutic interventions adapted in time.
