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We demonstrate that weakly coupled, large N , d-dimensional SU(N) gauge theories on a
class of compact spatial manifolds (including Sd−1× time) undergo deconfinement phase
transitions at temperatures proportional to the inverse length scale of the manifold in
question. The low temperature phase has a free energy of order one, and is characterized
by a stringy (Hagedorn) growth in its density of states. The high temperature phase
has a free energy of order N2. These phases are separated either by a single first order
transition that generically occurs below the Hagedorn temperature or by two continuous
phase transitions, the first of which occurs at the Hagedorn temperature. These phase
transitions could perhaps be continuously connected to the usual flat space deconfinement
transition in the case of confining gauge theories, and to the Hawking-Page nucleation
of AdS5 black holes in the case of the N = 4 supersymmetric Yang-Mills theory. We
suggest that deconfinement transitions may generally be interpreted in terms of black hole
formation in a dual string theory. Our analysis proceeds by first reducing the Yang-Mills
partition function to a (0 + 0)-dimensional integral over a unitary matrix U , which is the
holonomy (Wilson loop) of the gauge field around the thermal time circle in Euclidean
space; deconfinement transitions are large N transitions in this matrix integral.
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1. Introduction
The thermodynamics of large N SU(N) gauge theories is interesting for at least two
different reasons. On the one hand, these theories are believed to share many qualitative
features with the finite N non-Abelian gauge theories which are relevant to real-world QCD
(or GUTs), including confinement at zero temperature and a deconfinement transition as
the temperature is increased. On the other hand, large N gauge theories are believed [1,2]
to be dual to weakly coupled string theories, which display Hagedorn behavior (reviewed
below) [3] associated with singularities in various thermodynamic quantities. Thus, by
studying large N gauge theory thermodynamics, one may hope to achieve a better un-
derstanding of both deconfinement transitions in gauge theory and Hagedorn behavior in
string theory and, possibly, some relationship between the two.
Unfortunately, asymptotically free gauge theories in Minkowski space are strongly
coupled except at very high temperatures, so direct analysis of the thermodynamic behavior
usually relies on numerical or lattice techniques. However, by placing the theory on a
compact space, one obtains a tunable dimensionless parameter RΛQCD (where R is the
size of the compact space and ΛQCD is the dynamically generated scale of the gauge
theory1) which gives back the Minkowski space theory when it is large, but gives a weakly
coupled theory when it is small2. In this weak coupling limit the thermodynamics can
be studied at all temperatures in perturbation theory, and this analysis is the goal of the
present paper. Specifically, we investigate the thermodynamics of d-dimensional U(N) (or
SU(N)) gauge theories with arbitrary adjoint-valued matter fields3 on compact spatial
manifolds, such as Sd−1, in the limit of weak coupling. This theory is simple enough to
analyze exactly in the large N limit; we will find that it has a surprisingly rich structure
with many of the expected features of strongly coupled gauge theory thermodynamics,
including stringy Hagedorn behavior and a deconfinement transition.
We should start by emphasizing that even at very weak coupling, SU(N) Yang-Mills
theory on a compact manifold behaves very differently from (N2 − 1) copies of the U(1)
1 We use here, and throughout the paper, notations which are appropriate for four dimensional
gauge theories. For lower dimensional gauge theories, ΛQCD should be replaced by a scale which
is an appropriate power of the ’t Hooft coupling constant g2YMN .
2 A similar dimensionless parameter appears also in conformal gauge theories like the d = 4
N = 4 supersymmetric Yang-Mills theory, which can also be studied at weak coupling.
3 Our methods can be easily generalized to include also matter fields in other representations.
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theory. The excitations of the U(1) theory are arbitrary numbers of photons; in contrast
(for example) a single SU(N) gluon is not an allowed excitation on a compact manifold,
as gluons source lines of color electric flux. Due to Gauss’ law, the only allowed excitations
of an SU(N) theory on any compact manifold are combinations of gluons (and any other
charged particles in the theory) that are grouped into SU(N) singlets.
As we will see below, the projection onto the singlet sector introduces effective inter-
actions between the gluons. It will turn out that these interactions are negligible at high
energies, but they dominate the dynamics at low energies. As a consequence, in theN →∞
limit, the gauge theories under study in this paper have at least two distinct phases. The
lowest temperature phase (dominated by states with E/N2 ≪ 1/R) has a strongly stringy
flavor; it is characterized (see [4,5] for the free theory) by a Hagedorn-like density of states
ρ(E) that grows exponentially with energy, ρ(E) ∝ eE/TH with TH = C/R, where C is a
constant depending on the matter content of the theory and on the shape of the compact-
ification manifold. On the other hand, the high temperature phase (dominated by states
with E/N2 ≫ 1/R) behaves qualitatively like a gas of free particles; the free energy F
takes the form F = N2f(T ), where f(T ) ∝ T d for T ≫ 1/R. In some cases these two
phases may be separated by a more mysterious intermediate temperature phase.
The free gauge theory undergoes precisely one phase transition as a function of the
temperature; this transition is of first order and it occurs precisely at the Hagedorn tem-
perature TH . As far as we know, this result was first found by [6] in a specific case, and
was derived more generally in a beautiful paper by Sundborg [4].4 For finite N , this phase
transition is smoothed out, as it must be for any theory with a finite number of degrees of
freedom at finite volume.
Turning on a small ’t Hooft coupling λ ≡ g2YMN qualitatively alters the behavior of
the free gauge theory. It turns out that the interacting theory displays one of two possible
behaviors, depending on the sign of a coefficient determined by two-loop and three-loop
vacuum diagrams. When varying the temperature, this theory either undergoes a single
first order transition below the Hagedorn temperature, or it undergoes two continuous phase
transitions, one at the Hagedorn temperature and the second one slightly above it. Note
that, in the first case, the phase transition shields the Hagedorn spectrum of the theory in
4 Sundborg’s results do not seem to have received wide attention; in particular, we learned
of his paper only after we had independently rederived all of its results, which have substantial
overlap with section 3 and parts of section 5 of our paper.
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the sense that there is no temperature at which string excitations of arbitrarily high energy
dominate the partition function. In the second case the first of the two phase transitions is
truly Hagedorn-like; the singularities in the neighborhood of the phase transition directly
encode the high-energy density of states of stringy oscillators.5
We derive the results described in the previous paragraphs by reducing the thermal
partition function to an integral over a single unitary U(N) (or SU(N)) matrix
Z(β) =
∫
[dU ] exp[−Seff (U)], (1.1)
where U = eiβα (α is the zero mode of A0 on M× S1, M is the spatial manifold in
question, and β ≡ 1/T ). The mode α is the lightest mode6 of the gauge theory on
M× S1; Seff (U), the quantum effective action for this light mode, may be computed by
integrating out all other fields in the theory. This procedure (integrating out the heavy
modes) may be explicitly performed in perturbation theory, generating an expression for
Seff (U) as a power series in the ’t Hooft coupling λ. The lowest term in this power
series, corresponding to the free gauge theory, is particularly easy to compute, either by
evaluating one-loop vacuum diagrams or by explicitly counting gauge-invariant states in
free Yang-Mills theory using a projection onto the singlet sector of the theory.7 For the
free theory we obtain an expression (of the form (1.1)) for Z(β) which is exact, even at
finite N , and applies to any gauge theory with any matter content. The computation of
higher order terms is straightforward in principle but tedious in practice.
Having computed Seff we proceed to evaluate (1.1) in the usual manner, by changing
the integration variable to the eigenvalues eiθ of U . For the adjoint theories we consider,
the resulting effective action in the free limit is simply the sum over a pairwise potential
between the eigenvalues with a temperature-independent repulsive term and an attractive
term that increases from zero to infinite strength as the temperature increases from zero
to infinity. In the large N limit, the integral is determined by a saddle point characterized
5 This is consistent with the general arguments of [7,8], that a large N second order decon-
finement transition must always be accompanied by a Hagedorn-like spectrum and occur at the
Hagedorn temperature.
6 We assume that there are no additional zero modes for any of the fields. This is not always
true, since, for instance, the gauge field may have additional zero modes when the compactification
manifold is not simply connected. We will not discuss such examples here.
7 This second method was already used to derive similar expressions in [6,4].
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by a density of eigenvalues ρ(θ) that minimizes the effective action. At sufficiently low
temperatures, the repulsive term dominates and ρ(θ) is constant on the circle. At high
enough temperatures, the attractive term forces the eigenvalues to bunch together and
ρ(θ) vanishes outside a narrow interval on the circle [4]. In the free theory, these two
regimes are separated by a first order transition at the Hagedorn temperature in which the
eigenvalue distribution jumps discontinuously from the uniform distribution to a sinusoidal
distribution. However, it turns out that depending on the details of the interactions in
Seff , the nature of this transition may be modified at arbitrarily weak non-zero coupling.
Based on the general form of Seff , we show that two classes of behavior are possible
at weak coupling, as noted earlier. In the first case, we have a single first order phase
transition at which the uniform low temperature distribution jumps discontinuously to a
non-uniform distribution. This is similar to the behavior in the free theory, but the transi-
tion happens strictly below the Hagedorn temperature for non-zero coupling. The second
possibility is that the eigenvalue distribution evolves continuously as a function of temper-
ature, changing from a uniform to a non-uniform (but nowhere vanishing) distribution at
a first critical temperature, and then developing a gap (on which the distribution vanishes)
at a second critical temperature. Consequently, the corresponding theory undergoes two
phase transitions as a function of temperature; the first of these is a second order transition
at the Hagedorn temperature, while the second is a third order transition closely related
to the Gross-Witten phase transition [9] of two dimensional lattice gauge theories.
Which of these two possibilities is realized depends on the sign of a particular coeffi-
cient in Seff which appears to depend on the details of the field content and interactions
of the theory in question. We are currently involved in a computation of this coefficient
for the d = 4 pure Yang-Mills theory and for the d = 4 N = 4 supersymmetric Yang-Mills
(SYM) theory; we hope to report the result of this computation soon [10].
The phase transition at (or near) the Hagedorn temperature has a natural interpreta-
tion in the gauge theory8; it is simply a deconfining transition. The low-temperature phase
can be thought of as a gas of singlet ‘glueballs’, with the free energy scaling as N0, while
the high temperature phase, with the free energy scaling as N2, is a plasma of gluons (and
other particles). Indeed, the traditional deconfinement order parameter, the Polyakov loop
in the fundamental representation 1
N
〈tr(Pei
∮
A0)〉 ≃ 1
N
〈tr(U)〉, is a good order parameter
8 As we have described above, in some situations the theory undergoes two phase transitions
upon raising the temperature. The discussion in this paragraph applies to the first of these.
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for the phase transitions described in this paper. It is zero in the confining phase, and
non-zero in the deconfining phase9.
The phase transitions we discuss in this paper could potentially be continuously related
to several other interesting phase transitions – at least, the values of all the order param-
eters are consistent with such a continuous relation. In the case of the 3 + 1-dimensional
N = 4 SU(N) SYM theory compactified on a sphere, our analysis applies to the deconfine-
ment transition at weak ’t Hooft coupling; the deconfinement transition at strong coupling
is related [11] by the AdS/CFT correspondence [12] to the Hawking-Page transition [13] of
gravitational theories on asymptotically anti-de Sitter (AdS) spaces. For asymptotically
free gauge theories, our weakly coupled results apply when the scale R of the compactifica-
tion manifold is much smaller than the strong coupling scale 1/ΛQCD. However, when we
take RΛQCD ≫ 1, our phase transitions could turn into the infinite volume deconfinement
transition.
We propose a set of phase diagrams for gauge theories as a function of coupling (λ or
RΛQCD, respectively) and temperature that interpolate between our weakly coupled results
and the known strong coupling behavior. We are led to speculate on a dual interpretation
of deconfinement transitions; in particular, we conjecture that deconfinement transitions
are always associated with black hole formation in a dual string theory. We argue that the
mysterious intermediate temperature phase associated with second order deconfinement
transitions (if such a phase is realized in some theory) would be dual to a string theory in
a background dominated by a strange new type of stable black hole.
The paper is organized as follows. We begin in §2 with a review of some of the relevant
background concerning Hagedorn behavior in string theory, deconfinement transitions,
and the relation between them. In §3, we show that large N free gauge theories have a
Hagedorn-like behavior of their spectrum and provide a first derivation of the matrix model
expression for the thermal partition function of compactified gauge theories by explicitly
summing over gauge-invariant states. In §4, we derive the same expression by using a
path integral formalism. In §5, we describe the solution of this matrix model, exhibit the
phase transition, and both compute and discuss the relevant order parameters. In §6, we
9 Strictly speaking, the Polyakov loop is zero in both phases as flux conservation forbids placing
a single quark on a compact space. In §5.7 we actually define our order parameter more carefully;
it is either 1
N
〈tr(U)〉 in an infinitesimal deformation of the gauge theory corresponding to an
infinitesimal Higgsing of the theory, in the limit that the deformation goes to zero, or we can use
1
N2
〈tr(U)tr(U †)〉.
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generalize the path integral derivation of (1.1) to interacting gauge theories and determine
the general form of Seff in perturbation theory. Utilizing these results, we discuss the
different possibilities for the phase structure of the theory at weak coupling. In §7, we
suggest extrapolations of our results to strong coupling and propose a set of possible phase
diagrams for gauge theories as a function of coupling and temperature. We also speculate
on the interpretation of deconfinement transitions in terms of black hole formation in a
dual string theory. We end in §8 with a summary of our results and a discussion of some
possible future directions. Three appendices contain useful technical results.
2. Background
2.1. Hagedorn behavior in string theory
A single free closed string has an infinite number of vibration modes, each of which
may be excited to arbitrary level. Each vibrational state of the string corresponds to a
distinct particle species in space-time. In fact (for strings in Minkowski space), the number
of particle species grows exponentially with their mass.
To be specific, consider a free type II superstring whose worldsheet is the direct sum of
the free SCFT on IRd−1,1 and a compact unitary SCFT C′ with central charge ĉ = 10− d.
Let N(M) denote the number of particle species in this theory with mass less than M .
For M2 much bigger than the string tension 1/2πα′,
dN
dM
=
Ke2π
√
2α′M
Md
+ subleading, (2.1)
where K is a constant. In the zero coupling limit, each particle species is described by
its own free quantum field theory. The finite temperature partition function Z of such a
system of free quantum fields is easily computed; the contribution of highly excited string
states (particle species of large mass, α′M2 ≫ 1) is given by10
ln(Z(T )) = K ′T
d−1
2
∫
dM
eM(2π
√
2α′− 1
T
)
M
d+1
2
(2.2)
10 Note that d in (2.1) is the number of noncompact directions on the space IRd−1,1 × C′.
It is possible that (2.1) (and the other formulas of this section) apply to more general string
backgrounds (for instance with a warped space-time geometry) upon replacing d by deff , the
effective number of noncompact space-time dimensions in such spaces. In particular, deff = 1 on
a space like AdS5 in global coordinates on which particle propagation is gapped.
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for some constantK ′. Note that Z(T ) diverges for T larger than the Hagedorn temperature
TH =
1
2π
√
2α′
. As T approaches this critical temperature from below, the partition function
develops a singularity
ln(Z(T )) ∝
{
(δT )
d−1
2 ln(δT ) d odd
(δT )
d−1
2 d even
(2.3)
where δT = TH − T . 11
It is useful to understand the origin of the divergence in (2.2) from an alternate point of
view. Recall that, for any system, the thermal partition function may be computed by the
Euclidean partition function with the time direction compactified on a thermal circle S1T
of circumference β = 1/T (bosons have periodic boundary conditions and fermions have
anti-periodic boundary conditions around a thermal circle). For free string theory, this
means that Z(T ) in (2.2) can be computed by the string theory torus partition function on
the Euclidean space-time IRd−1×S1T ×C′. If we now take the time direction to be in IRd−1,
we can reinterpret Z(T ) as the one-loop contribution to the vacuum energy of string theory
on the 9 dimensional space IRd−2 × S1T × C′. The one-loop contribution to the vacuum
energy of any theory is determined completely by its spectrum; in particular it diverges
if the spectrum includes a tachyon. Indeed, superstrings winding a thermal circle an odd
number of times have a tachyonic mode when the size of the circle is small enough [14]; this
is because modular invariance forces the imposition of the opposite GSO projection, one
that projects in the identity operator, on states of odd winding. Specifically, the ground
state of a superstring that winds once around the thermal circle has mass
m2W =
2
α′
(
1
8π2α′T 2
− 1
)
, (2.4)
and becomes tachyonic for T > TH , providing an alternate explanation for the divergence
of Z(T ) for T > TH .
For the theory with strictly vanishing string coupling gs the partition function is simply
ill-defined at T > TH . However, for any finite gs, the perturbative analysis of the spectrum
11 Note that the expectation value of the energy density at T = TH is convergent for d > 3 but
diverges when d ≤ 3. Note also that states of very high energy contribute significantly just below
the Hagedorn temperature. Consequently, the properties of the theory at fixed energy E
√
α′
(microcanonical ensemble) may differ significantly from the properties of the theory at any fixed
temperature (canonical ensemble).
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breaks down at sufficiently high energies (of order 1/g2s), so the behavior as T → TH is
difficult to analyze directly (recall that thermodynamics near the Hagedorn temperature
receives non-negligible contributions from states with arbitrarily high energy). It has been
speculated [14] that at any finite coupling, no matter how small, the divergence of the free
Z(β) above the Hagedorn temperature may be replaced by a phase transition to a new high
temperature phase. According to this suggestion, the string mode W winding the thermal
circle is the order parameter for this transition [15,14]. The phase transition occurs when
this mode condenses. This could occur either below the Hagedorn temperature (which is
the temperature at which this mode becomes massless), in which case the transition is of
first order, or at the Hagedorn temperature, in which case the transition is second order.
Unfortunately, in general we know very little about this conjectured high temperature
‘phase’ of string theory. In [14] it was argued that, were such a phase transition to occur
in flat space, it must be of first order. However, thermodynamics and phase transitions
in gravitational systems in flat space are at best approximate notions (see [14] for a nice
discussion of this issue). The high temperature ‘phase’ in flat space seems likely to be ill
defined; in this phase energy densities are O( 1
g2
) and would (since the Jeans instability is
triggered at these energy densities) appear to involve black holes. As the density of states
of Schwarzschild black holes grows even faster than exponential, the existence of such a
phase seems problematic.
The picture is much clearer for type IIB string theory on AdS5 × S5. At small
curvatures, the spectrum of single string states in this theory exhibits a Hagedorn growth,
with Hagedorn temperature TH =
1
2π
√
2α′
and deff = 1 (see §7.2). However, this theory
(with temperature conjugate to global time) undergoes a first order phase transition12
well below its Hagedorn temperature [13,11]. As in flat space, energy densities in the
high temperature phase are O( 1g2 ), and the high temperature phase is dominated by a
big black hole sitting at the center of AdS space. In Euclidean space this black hole
may indeed be thought of as a condensate of winding modes13, so the Atick-Witten order
12 As the space is effectively compact, the phase transition is sharp only in the limit gs → 0.
13 Recall that the Euclidean time cycle is contractible in any black hole. Thus the ‘time winding
number’ symmetry, present in global AdS, has been spontaneously broken in the black hole phase,
implying that the formation of the black hole must involve the condensation of winding modes.
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parameter analysis seems to apply, at least qualitatively, to this situation.14 Note that the
entropy of big black holes grows relatively slowly with energy in AdS space (S ∝ E 34 ), and
thermodynamics is well defined at all temperatures.
In this paper we demonstrate that the thermodynamics of weakly coupled large N ,
SU(N) gauge theories at finite volume (for instance gauge theories on a sphere) has some
striking similarities to string thermodynamics on the weakly curved AdS space described
above. The theories we study all undergo a phase transition as a function of temperature.
The low temperature phase has a Hagedorn growth in the density of states with deff = 1.
Finally, the high temperature phase in Euclidean space may be thought of as a condensate
of winding modes.
2.2. Deconfinement transitions in gauge theories
In this paper we will study the thermodynamics of gauge theories on compact man-
ifolds of size R. On taking R to infinity our theories reduce to gauge theories on flat
space, whose thermodynamics has been studied extensively (see [16] for a review). In this
subsection we review the thermal behavior of gauge theories on IRd−1,1. We start with a
discussion of confining gauge theories, and at the end of this section we briefly mention
the situation with the d = 4 N = 4 supersymmetric Yang-Mills theory.
It is widely believed that pure SU(N) gauge theories in d = 4 confine at zero tem-
perature (see [17] and [2] for reviews); the low energy spectrum of the theory may be
thought of as a Fock space of interacting glueballs.15 Consequently, it is expected that in
such theories the low temperature (T ≪ ΛQCD) dynamics may be understood in terms of
a sparsely populated thermal bath of glueballs. On the other hand, asymptotic freedom
permits a reliable computation of the T ≫ ΛQCD behavior of such theories16, revealing
14 Note, however, that it is not possible to use this analysis to predict (in this case) the order of
the transition, as the Atick-Witten analysis, applied to string theories with a mass gap, could be
consistent with either a first order or a second order phase transition, depending on the coupling
constants of the theory (see appendix C).
15 Similar expectations hold for gauge theories in lower dimensions, and for four dimensional
gauge theories with a sufficiently small amount of charged matter fields; for QCD, the SU(3)
gauge theory describing the strong interactions, they are experimentally verified. For simplicity
of terminology we will restrict the discussion of this subsection to pure gauge theories in d = 4.
16 In infinite volume this statement is far from trivial due to infrared divergences which affect
finite-temperature perturbative computations. These problems do not appear at finite volume so
they will not be relevant for us.
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that this high temperature phase may be understood as a weakly coupled gas of gluons
[18,19]. The high and low temperature phases appear qualitatively different; we will now
review the argument showing that they are distinguished by an order parameter, and so
are separated by a phase transition at some intermediate temperature.
It is a defining property of a confining theory (with no fields in the fundamental
representation of SU(N)) that a single external particle in the fundamental representation
(a “quark”) can be inserted into this theory only at an infinite cost in energy. Heuristically,
such a quark forms one end of a QCD string which is infinitely long because it has nowhere
else to end. In the low temperature confining phase this long string also has infinite
positive free energy. Let Fq(T ) represent the Yang-Mills free energy at temperature T in
the presence of an external quark. It follows from the form of the coupling of an external
quark to the gauge fields that e−Fq(T )/T = 〈P〉, where P = 1
N
trP exp[− ∮ A] is the so
called Polyakov loop (sometimes called the Polyakov-Susskind loop [19,20]), the trace of a
Wilson loop around the compactified Euclidean thermal time circle. Thus, 〈P〉 = 0 in the
low temperature confining phase.
On the other hand, asymptotic freedom permits reliable computations that establish
〈P〉 6= 0 at high enough temperatures. Thus, 〈P〉 constitutes an order parameter that
sharply distinguishes the low temperature confining phase from the high temperature de-
confined phase. From a low temperature point of view, the transition that separates these
two phases is associated with the condensation of flux tubes whose effective free energy is
driven negative at high enough temperatures (when the energy of these strings is overcome
by the entropy of their vibrations).
In the large N limit (with fixed ’t Hooft coupling, or equivalently fixed ΛQCD)
the deconfinement phase transition has yet another order parameter [21]. The confined
phase is dominated by gauge-invariant bound states and so its free energy F (T ) scales
like N0 at large N . On the other hand, the deconfined phase is described by free glu-
ons, and consequently its free energy scales as N2 at large N . Thus, in the large N
limit, limN→∞ F (T )/N2 constitutes a second order parameter for deconfinement; like the
Polyakov loop this new order parameter vanishes in the confined phase but is finite in the
deconfined phase.
Next, we turn to a discussion of the order of the deconfinement phase transition. To
study the phase transition one may generate an effective action for the Polyakov loop P
by integrating all other fields out of the path integral that generates the Yang-Mills free
energy. P is a complex scalar field on IR3; note also that P → e 2piiN P is a symmetry of
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the SU(N) Yang-Mills path integral [22] (it is generated by gauge transformations that
are single valued only up to an element of the center of the gauge group ZZN ; such gauge
transformations act trivially on the dynamical fields of the pure Yang-Mills theory), which
is spontaneously broken in the deconfinement phase transition.
The effective action for P completely determines the nature and properties of the
deconfinement transition. If this transition turns out to be first order then its properties
depend on the details of the theory under consideration. However, if the deconfinement
transition is of second order then the phase transition point has universal behavior; it must
be described by a ZZN -invariant fixed point of a complex scalar field on IR
3 [23,24]. Only
a small number of fixed points with the required properties are known. For N = 2 the
conditions above uniquely pick out the Wilson Fischer fixed point (the d = 3 Ising model).
For N = 3 no attractive fixed point with the symmetries listed above is known. For N ≥ 4
the only known fixed point is U(1) invariant (all operators of the form ϕkN for integer k
and N ≥ 4 are irrelevant at this fixed point, hence the enhanced symmetry).
The arguments of the paragraph above apply to all confining SU(N) gauge theories
with adjoint matter. In the rest of this subsection, however, we will describe what is known
about the deconfinement transition of the pure gauge theory on IR3,1. Since this phase
transition is a strong coupling phenomenon, we cannot study it in perturbation theory, and
most knowledge about it comes from lattice simulations. Lattice simulations indicate that
the SU(2) deconfinement phase transition is second order and is indeed in the Ising model
universality class. The SU(3) deconfinement phase transition is first order, in agreement
with the predictions above. However, the SU(N) deconfinement phase transitions for
N ≥ 4 (at least for N = 4, 5, 6) also appear to be first order; in particular the U(1)
invariant (d = 3 XY fixed point) appears not to be attained in pure Yang-Mills17 (see, for
instance, [25], but see also [26]).
As the final topic in this subsection we review the thermodynamics of the N = 4
SYM theory in flat space. We focus on the limit N →∞ with λ = g2YMN held fixed. As
this theory is conformal (and from large N counting) the free energy density F must take
the form F = −π2
6
N2f(λ)T 4. Perturbative computations [27] establish that, at small λ,
17 However, it is entirely possible that this beautiful fixed point describes the phase transition of
some other confining gauge theory – say, for instance, N = 1 supersymmetric Yang-Mills theory.
The critical exponents of this fixed point imply that the singular piece of the free Energy scales like
F ∝ (δT )2.08 (where δT = T − Tc) upon approaching the phase transition, implying deff ≈ 5.16,
see (2.3). It would be fascinating to find a stringy interpretation or confirmation of this result.
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f(λ) = 1− 3λ2π2 , while computations using the AdS/CFT correspondence [28] show that, at
large λ, f(λ) = 3
4
+ 45
32
ζ(3)
(2λ)
3
2
. It is generally assumed (see, e.g., [29]) that f(λ) is analytic
on the positive real line (i.e. that one encounters no phase transitions in extrapolating
the N = 4 SYM coupling from zero to infinity; more about this in §7). In summary, the
thermodynamics of the N = 4 SYM theory in flat space is qualitatively rather boring.
The same theory has much more interesting thermodynamics on a sphere as was pointed
out in [11,4]; we will discuss this issue in great detail below.
2.3. Hagedorn versus deconfinement
’t Hooft has argued [1] that it should be possible to recast any gauge theory, in the
limit of large N with fixed g2YMN , as a string theory with string coupling gs ∝ 1/N . If we
accept this conjecture, then it is reasonable to expect that the gauge theory deconfinement
transition has a dual description as a stringy thermal transition of the sort described in
§2.118. Indeed, stringy and gauge thermodynamics have many points of similarity [21,8,14];
in each case the low temperature phase is a gas of weakly interacting thermally populated
stringy particles whose free energy is O(1) in the relevant coupling constants ( 1N or gs).
The phase transition is driven by a condensation of these particles, and is marked by an
order parameter that winds around the thermal time circle (Polyakov loop or Euclidean
winding string). The high temperature phase has a free energy that scales like the inverse
square of the relevant coupling.
If we accept that stringy thermodynamics can be understood in terms of deconfine-
ment, it follows that the relation ρ(E) ∼ exp(E/TH) must break down in the energy range
which is relevant for the high temperature deconfined phase. We can explain this break-
down as follows. In the high temperature phase of asymptotically free gauge theories, the
density of states is approximately that of a 3+1 dimensional free field theory with N2 de-
grees of freedom on a space of volume V , ρ(E) ∼ exp(E3/4N1/2V 1/4). A crude estimate of
the energy at the point of transition between the two phases may be obtained by equating
these two formulas for ρ(E), yielding E ∼ N2V T 4H . Note that this energy is proportional
to N2 ∼ 1/g2s . Gravitational effects are large at these energies for every gs, no matter how
small, explaining the failure of the free string estimate.
18 As we have commented in §2.1, this transition may occur below the Hagedorn temperature.
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So far we lack a quantitative demonstration that large N gauge thermodynamics
exhibits sharp stringy features19. The deconfinement transition in flat space occurs at
strong coupling and has so far resisted efforts at quantitative analysis. In this paper we
will make progress on this important problem by analyzing confining gauge theories on
compact spaces20 of size R rather than flat space, taking RΛQCD ≪ 1. The thermal
behavior of such a theory may be computed reliably at all values of the temperature; we
will demonstrate that it displays stringy features.
2.4. Large N deconfinement on compact spaces
As we have argued at the end of the previous subsection, there are several good
motivations to study the thermodynamics of Yang-Mills theories on compact manifolds.
The AdS/CFT correspondence forces us to address this problem. In a confining theory the
finite size of the manifold cuts off the running of the coupling at the scale 1/R, introducing
a dimensionless coupling constant into the problem.
In the case of a conformal theory like the N = 4 SYM theory the new scale permits
nontrivial temperature dependence of thermodynamic quantities. In this subsection we
will take a first look at the thermal behavior of gauge theories on such spaces.
Clearly, the thermodynamical properties of an SU(N) gauge theory on a compact
space of size R ≫ 1/ΛQCD closely resemble those of the theory in flat space. This re-
semblance cannot be perfect at finite N , however, as the transition between confined and
deconfined behavior must be smooth rather than sharp for any system with a finite number
of degrees of freedom. In the N → ∞ limit, on the other hand, the number of degrees of
freedom is infinite even at finite volume, and the deconfinement transition mimics its flat
space counterpart more closely; in particular it remains sharp.
Note that the Polyakov loop is no longer a good order parameter in the finite volume
theory because its expectation value vanishes for kinematical reasons (Gauss’ law makes
it impossible to put a single fundamental quark on a compact manifold, independently
of the phase the theory is in). However, as we will explain in §5.7, it is possible to
19 A notable exception is the case of two dimensional gauge theories, which one can explicitly
solve in the large N limit in many cases (see, for instance, [30,31]). In this limit one obtains a
Hagedorn-like spectrum with Regge trajectories. Moreover, there is also a stringy description of
two dimensional QCD [32].
20 The AdS/CFT correspondence, which establishes a duality between a gauge theory on a
sphere and a string theory, motivates this study.
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define related order parameters, either by looking at the norm of the Polyakov loop or
by introducing an infinitesimal amount of fundamental matter. Alternately, one can use
the second order parameter discussed in §2.2 above; the high and low temperature phases
are sharply distinguished by the fact that the free energy scales as O(N2) and O(1),
respectively, in these phases. It is still reasonable to write the effective Landau-Ginzburg
free energy for this theory as the theory of a complex scalar field (P) on the compact space,
and we will use a variant of this description in our analysis later in this paper.
We have argued above that a large N confining gauge theory, compactified on a space
of size R≫ 1/ΛQCD, undergoes a phase transition at a temperature of order ΛQCD. In this
paper we will study the opposite limit RΛQCD ≪ 1. The gauge theory is weakly coupled
in this limit (recall that the gauge coupling stops running at scale 1R on a compact space),
and the thermodynamics may reliably be computed at all values of the temperature. We
will find that the phase transition persists in this limit at a temperature of order O( 1
R
).
In the case of the d = 4 N = 4 SYM theory on S3, the AdS/CFT correspondence has
established [11,13] that, at strong coupling λ, the theory undergoes a phase transition at
a temperature of O( 1
R
). We will establish that this phase transition continues to occur at
weak coupling λ at a temperature of the same order.
The weak coupling nature of the phase transitions we describe in this paper (at
RΛQCD ≪ 1 for confining theories, and at λ ≪ 1 for the N = 4 SYM theory) allows
us to analyze them in detail. Quite remarkably we will find sharp signatures of stringy
thermodynamics in these theories. In particular, we will demonstrate that the low temper-
ature phase is always characterized by a Hagedorn growth in the density of states (see also
[4,5]). We view this result as evidence for the existence of string duals for weakly coupled
gauge theories on compact manifolds.
3. Partition function for free Yang-Mills theory on a compact space
We now proceed to directly analyze the thermodynamics of weakly coupled Yang-
Mills theory on a compact space, beginning in this section (and the next two) with the
free theory. For simplicity, we restrict here to spaces (such as Sd−1) for which all modes
of the various fields are massive. In most of this section we will discuss the specific case of
a U(N) gauge theory with fields in the adjoint representation, but it is easy to generalize
our arguments to more general theories. In particular, our exact results for the partition
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function in §3.3 will be completely general. As usual, the behavior of thermodynamic
quantities in the canonical ensemble is governed by the partition function
Z(β) =
∑
physical states
xEi =
∫
ρ(E)xEdE, (3.1)
where ρ(E) is the density of states and we define x ≡ e−β = e−1/T . As we discussed
earlier, it is essential to keep in mind that the constraint from Gauss’ law for a gauge
theory on a compact space implies that the physical states over which we sum must be
gauge-invariant.
3.1. Two matrix harmonic oscillators give Hagedorn behavior for large N
By expanding the fields into modes on the compact space (e.g. spherical harmonics on
S3), our field theory may be viewed as a quantum mechanical system with infinitely many
degrees of freedom (one for each mode). In the free theory, these degrees of freedom are
decoupled harmonic oscillators, each in some representation of the gauge group. Before
embarking on our detailed analysis of this theory, we present a simple demonstration that
even restricting to two such oscillators in the adjoint representation of U(N) yields a theory
that displays Hagedorn-like behavior in the large N limit21.
Thus, we consider two such modes, each with unit energy, created by operators A†
and B† in the adjoint of U(N). Physical states are gauge-invariant and correspond to
traces of products of these operators acting on the Fock space vacuum. Single-trace states
of energy E are specified by a series of E A†’s and B†’s inside the trace. The number of
such states satisfies
2E/E < n(E) ≤ 2E , (3.2)
where the upper bound arises since for each of the E positions in the trace we may choose
A† or B†, and the lower bound comes because cyclicity of the trace equates a given state
to at most E − 1 others. In the large N theory all of these states are independent, so the
density of independent single-trace states is Hagedorn-like :
ρ(E) =
∂n
∂E
∼ EαeβHE , (3.3)
where the Hagedorn temperature in this case is TH = 1/βH = 1/ ln(2).
21 Hagedorn-like behavior in free large N systems was also observed in [33].
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For finite N , we cannot have Hagedorn behavior at all energies, since the high temper-
ature behavior must be that of a field theory (or quantum mechanics in the toy example
described above) with finitely many fields. The departure from Hagedorn behavior at
high energies comes about because the oscillators have only finitely many gauge-invariant
degrees of freedom (of order N2), so that only a number of traces of order N2 give inde-
pendent states22. Thus, at energies of order N2, trace relations will cut off the exponential
growth of states, resulting in a cross-over to field theory (or quantum mechanics) behavior.
In the limit of large N , this cross-over becomes a sharp transition, as we will see explicitly
in the next sections.
3.2. Exact partition function for N =∞
We now show that the exact partition function of our free gauge theory in the strict
N = ∞ limit (where no trace relations exist) may be obtained by simple counting argu-
ments, following [4,5].
We consider a model with m ≥ 2 matrix-valued bosonic harmonic oscillators; the
number m can be finite or infinite, as in the example of a compactified d-dimensional gauge
theory. Let the ith oscillator have energy Ei. We encode the spectrum of oscillators in a
“single-particle partition function” z(x) ≡∑i xEi where the sum goes over all oscillators23.
Examples of such single-particle partition functions for compactified 3 + 1 dimensional
theories will be provided in §3.5 below.
Following the discussion above, the partition function of single-trace states with k
oscillators is given by
Zk =
z(x)k
k
+ (positive) (3.4)
where the factor of 1/k compensates for cyclicity in the trace, and the +(positive) acknowl-
edges that this is an over-compensation in cases where the trace breaks up into repeated
sequences of oscillators. Since in the large N limit a single-trace state can have any number
of oscillators, we need to sum this result over k to find a partition function for single-trace
states,
ZST =
∞∑
k=1
Zk = − ln(1− z(x)) + (positive). (3.5)
22 For example, for a single N × N matrix, tr(AN+1) may be expressed as a combination of
products of traces of lower powers of A.
23 To be precise, this is the single-particle partition function for the U(1) theory, since in general
the single oscillator states are non-physical.
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Actually, it is not too difficult to promote (3.5) to an exact expression which correctly
accounts for repetitions inside the trace. This careful counting utilizes Polya theory and
was already performed in [4,5]. For the convenience of the reader we reproduce it in
appendix B. The exact result in the large N limit is
ZST = −
∞∑
q=1
ϕ(q)
q
ln(1− z(xq)), (3.6)
where ϕ(q) represents the number of positive integers which are not larger than q and are
relatively prime to q. Note that the first term in (3.6) is precisely the term we explicitly
wrote down in (3.5).
Using (3.6), we may now write the full partition function of our model, summing over
states with arbitrarily many traces. The space of multi-trace states is simply the Fock
space of single-trace states, so the full multi-trace partition function Z is easily obtained
from ZST (taking into account the fact that the single-trace states behave as identical
bosonic particles),
ln(Z) =
∞∑
n=1
1
n
ZST (x
n) =
= −
∞∑
n=1
1
n
∞∑
q=1
ϕ(q)
q
ln(1− z(xqn)) =
= −
∞∑
k=1
1
k
(
∑
q|k
ϕ(q)) ln(1− z(xk)) =
= −
∞∑
k=1
ln(1− z(xk)),
(3.7)
where we have used the formula
∑
q|k ϕ(q) = k. It is easy to generalize this result to
include also fermionic oscillators; denoting by zB the single-particle partition function of
the bosonic oscillators, and by zF the single-particle partition function of the fermionic
oscillators, we obtain
ln(Z) = −
∞∑
k=1
ln(1− zB(xk) + (−1)kzF (xk)). (3.8)
The inclusion of fermions does not change the qualitative behavior, so it is sufficient to
assume that all oscillators are bosonic for the purposes of qualitative discussions.
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Equation (3.8) gives the exact partition function in the strict N =∞ theory. It is not
correct for the finite N theory because we have assumed all traces to be independent.24
However, as long as the thermodynamics is dominated by states for which the number
of oscillators in a trace is small compared to N2 (which will certainly be true for low
enough temperatures), trace relations will be unimportant and (3.8) should give a very
good approximation to the correct behavior.
In order to understand the dynamics of (3.7) we note some obvious properties of the
“single-particle partition function” z(x), namely that z(0) = 0, z(x) is a monotonically
increasing function of x, and that (since m ≥ 2) z(1) > 1. It follows that the equation
z(x) = 1 has a unique solution (which we will denote by x = xH) for 0 < x < 1. If we
denote the corresponding inverse temperature by βH (e
−βH = xH), then ln(Z(β)) is well
defined for β > βH , but diverges like − ln(β − βH) as β tends to βH from above. For
β < βH (high temperatures) Z(β) in (3.7) is ill defined. All these features are reproduced
by the formula 25
Z(β) =
∫
dEρ(E)e−βE, (3.11)
where ρ(E) ≈ eβHE at high energies. Consequently, our system of oscillators has Hagedorn-
like thermodynamics with the inverse Hagedorn temperature βH . Note that z(x) = 2x for
the two oscillator model of the previous subsection, yielding xH = 1/2 and βH = ln(2) in
agreement with the discussion in that subsection.
The fact that Z(β) diverges for T > TH = β
−1
H indicates that TH is a limiting
temperature if N is set strictly equal to infinity. Of course, this cannot be correct at any
finite N , no matter how large. Indeed, a system of mN2 harmonic oscillators (or even a
compactified field theory for which m is infinite but there is a finite number of oscillators
24 When the number of fields in a trace is of order N2 trace identities relate various states
that are assumed to be different in (3.7). For example, any 2 × 2 Hermitian matrix M obeys
tr(M3) = 1
2
(3tr(M)tr(M2)− tr(M)3).
25 Let
ln(Z) =
∫
dEρ′(E)e−βE (3.9)
and
ZST =
∫
dEρST (E)e
−βE. (3.10)
Then, ρ′(E) ∼ ρST (E) ∼ eβHE/E at high energies. Note that (3.9) and (3.10) match (2.2) and
(2.1), respectively, upon setting d = deff = 1 in those formulas.
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below any fixed energy) can certainly be heated to any temperature. It must instead be the
case that at high temperatures (T > TH), the condition for the validity of (3.8) (namely,
that the number of fields contained in the typical state is much smaller than N2) fails;
we will see in §5 that this is indeed the case. Thus, in the high temperature phase, trace
relations invalidate the analysis above, and traces no longer provide a useful basis for U(N)
singlets in the high temperature phase. This is true at any finite N and so it is also true
in the large N limit of principal interest to us. In the next subsection we therefore turn to
a more generally applicable method of dealing with the U(N) singlet condition.
3.3. Exact partition function for free Yang-Mills theory
In this section, we will derive an exact expression for the partition function of free
Yang-Mills theory with arbitrary gauge group and matter content, on any compact space
for which all modes of the various fields are massive. As we have discussed, the basic
excitations of such a theory are single-particle states, corresponding to oscillators which
arise by expanding the various fields into physical modes on the space. The general physical
state is obtained by acting with arbitrary collections of these oscillators on the Fock space
vacuum, with the constraint that the total state should be a singlet of the gauge group.
To obtain an explicit expression for the partition function, suppose we have bosonic
modes with energies Ei in representations Ri of the gauge group and fermionic modes with
energies E′i in representations R
′
i of the gauge group.
26 Then, the partition function may
be expressed as a sum over the occupation numbers of all modes, with a Boltzmann factor
e−βE corresponding to the total energy, and a numerical factor counting the number of
singlets (physically allowed states) in the corresponding product of representations,
Z(x) =
∞∑
n1=0
xn1E1
∞∑
n2=0
xn2E2 · · ·
∞∑
n′
1
=0
xn
′
1E
′
1
∞∑
n′
2
=0
xn
′
2E
′
2 · · ·×
{# of singlets in symn1(R1)⊗ symn2(R2)⊗ · · · ⊗ antin′1(R′1)⊗ antin
′
2(R′2)⊗ · · ·}.
(3.12)
Note that in order to correctly account for particle statistics, we must symmetrize (an-
tisymmetrize) representations corresponding to identical bosonic (fermionic) modes. An
explicit expression for the group theory factor may be obtained by using the fact that the
number of singlets in a product of representations is simply the integral over the group
26 Prior to this subsection we have assumed that all modes are in the adjoint representation.
We relax that assumption in this subsection.
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manifold of the product of characters for these representations, as reviewed in appendix
A. Thus, we find
Z(x) =
∫
[dU ]
∏
i
{ ∞∑
ni=0
xniEiχsymni (Ri)(U)
}∏
i

∞∑
n′
i
=0
xn
′
iE
′
iχ
anti
n′
i (R′
i
)
(U)
 . (3.13)
The sums in brackets are generating functions for the characters of symmetrized (antisym-
metrized) products of arbitrarily many copies of a given representation Ri (R
′
i). As we
show in appendix A, these turn out to have simple expressions given by equation (A.8).
Using this equation, we find that
Z(x) =
∫
[dU ] exp

∞∑
i;m=1
1
m
xmEiχRi(U
m)
 exp

∞∑
i;m=1
(−1)m+1
m
xmE
′
iχR′
i
(Um)
 .
(3.14)
Finally, since the sums over i in the exponentials are simply sums over the single-particle
modes, it is convenient to define bosonic and fermionic single-particle partition functions
for each representation R, counting the single-particle states in this representation without
the degeneracy coming from the dimension of the representation and without any gauge-
invariance constraints,
zRB(x) =
∑
Ri=R
xEi , zRF (x) =
∑
R′
i
=R
xE
′
i . (3.15)
With these definitions, we may express our final result for the partition function as [4]
Z(x) =
∫
[dU ] exp
{∑
R
∞∑
m=1
1
m
[
zRB(x
m) + (−1)m+1zRF (xm)
]
χR(U
m)
}
. (3.16)
Thus, the partition function for an arbitrary free field theory (with no zero modes) on a
compact space may be expressed as a single-matrix integral, with the action determined
in a simple way by the single-particle modes of the theory.
3.4. Generalization to arbitrary chemical potential
Before considering specific gauge theories, we note that the result (3.16) may be easily
generalized to the case of a non-zero chemical potential. For a set of commuting charges Qa
which commute with the Hamiltonian, we may introduce chemical potentials µa ≡ ln(qa)
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simply by replacing xEi → xEi∏a qQaia in (3.12), where Qai is the ath charge of the ith
mode. The resulting partition function is
Z(x, {qa}) =
∫
[dU ] exp
{∑
R
∞∑
m=1
1
m
[
zRB(x
m, {qma }) + (−1)m+1zRF (xm, {qma })
]
χR(U
m)
}
,
(3.17)
where the generalized single-particle partition functions are now given by
zR(x, {qa}) =
∑
Ri=R
xEi
∏
a
q
Qai
a . (3.18)
3.5. U(N) gauge theories with adjoint matter on S3 × IR
For most of the remainder of this paper, we will focus on U(N) gauge theories on a
sphere with adjoint matter. In this case, using χadj(U) = tr(U)tr(U
†) (where we denote by
tr without a subscript the trace in the fundamental representation), we obtain the unitary
matrix model
Z(x) =
∫
[dU ] exp
{ ∞∑
m=1
1
m
(zB(x
m) + (−1)m+1zF (xm))tr(Um)tr((U†)m)
}
. (3.19)
It is straightforward to work out explicit expressions for the single particle partition func-
tions for various types of fields on a sphere of unit radius. In appendix B (see also [4,5])
we find that for (3 + 1)-dimensional scalars, vectors, and chiral fermions on S3 × IR,
zS4(x) =
x+ x2
(1− x)3 , zV 4(x) =
6x2 − 2x3
(1− x)3 , zF4(x) =
4x
3
2
(1− x)3 . (3.20)
In a 3 + 1 dimensional free U(N) gauge theory with nS scalar fields, nV vector fields
and nF chiral fermions (all in the adjoint representation), we should use in (3.19)
zB(x) = nSzS4(x) + nV zV 4(x), zF (x) = nF zF4(x). Note that all of these functions (and
the single-particle partition functions in general) increase monotonically from z = 0 at
x = 0 (zero temperature), and in all dimensions above 0+1 they diverge at x = 1 (infinite
temperature)27.
For SU(N) gauge theories, the only difference (beyond the fact that U must have
determinant one) is that every tr(U)tr(U†) in (3.19) should be replaced everywhere by
(tr(U)tr(U†)− 1), the character of the adjoint representation in SU(N).
27 For a d dimensional field theory compactified on Sd−1, z(x) diverges as 2N dof/(1 − x)d−1,
where N dof is the number of single-particle degrees of freedom.
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4. Path integral derivation of the matrix integral and an order parameter
In the previous section we computed the partition function of free Yang-Mills theory
on a compact space M by counting gauge-invariant states. However, Z(T ) may also be
computed by the vacuum path integral of Euclidean Yang-Mills theory28 onM×S1T where
the circumference of the thermal circle S1T is β = 1/T . In this section we will rederive
the expression (3.19) for the partition function by computing this path integral for gauge
theories on an S3 of unit radius.
Though it gives an identical final result for the partition function, the path integral
derivation provides a physical interpretation for the unitary matrix U as the Wilson loop
of the gauge field (averaged over the compact space) around the thermal circle. Con-
sequently, 1
N
tr(U) is precisely the Polyakov loop operator described in §2.2; a standard
order parameter for deconfinement. We will see in the next section that 1
N
tr(U) is also
the natural order parameter for a large N phase transition of the matrix model (3.19).
A further advantage of the path integral derivation is that it generalizes easily to the
calculation of the large N partition function Z(T, λ) at weak ’t Hooft coupling λ ≡ g2YMN
when the theory is no longer free. In §6.2 we analyze the general structure of Z(T, λ) at
small λ. An explicit calculation of the weak-coupling partition function, in specific gauge
theories, is postponed to a future paper [10].
4.1. Basic set-up
We work in the gauge
∂iA
i = 0, (4.1)
where i = 1, 2, 3 runs over the sphere coordinates, and ∂i are covariant derivatives. The
choice (4.1) fixes the gauge freedom only partially; it leaves spatially independent but time
dependent gauge transformations unfixed. We fix this residual gauge-invariance with the
condition
∂tα(t) = 0, (4.2)
where
α ≡ 1
ω3
∫
S3
A0, (4.3)
28 We thank Nima Arkani Hamed for emphasizing the utility of this approach to us, and for
several extremely enjoyable and productive conversations on related issues.
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where ω3 is the volume of S
3.
The mode α will play a special role in what follows because it is the only zero mode
(mode whose action vanishes at quadratic order) in the decomposition of Yang-Mills theory
into Kaluza-Klein modes on S3 × S1. Consequently, α fluctuations are strongly coupled
at every value of λ, including in the limit λ → 0. In particular, they cannot directly be
integrated out in perturbation theory.
In order to proceed with the perturbative evaluation of the partition function we will
adopt a two step procedure. In the first step, discussed in this section, we integrate out
all non-zero modes29 and generate an effective action Seff (α) for α. Seff (α) is non-trivial
even at zero coupling and, as we will discuss in §6, it is further modified perturbatively in
λ. Once we have obtained Seff (α), we must then proceed to perform the integral over α
in order to obtain Z(T ). This is the subject matter of §5.
4.2. The integration measure
In this subsection we will define Seff (α) more carefully. Recall that the Yang-Mills
free energy may be written as
e−βF =
∫
dα
∫
DA∆1∆2e−SYM (A,α), (4.4)
where ∆1 is the Fadeev Popov determinant conjugate to (4.1), ∆2 is the Fadeev Popov
determinant conjugate to (4.2), and SYM is the Yang-Mills action. It is not difficult to
explicitly evaluate ∆2 (see later in this subsection) and verify that it is independent of A.
Consequently, (4.4) may be rewritten as
e−βF =
∫
dα∆2 exp[−Seff (α)], (4.5)
where
exp[−Seff (α)] =
∫
DA∆1 exp[−SYM (A, α)]. (4.6)
In the rest of this subsection, we will explicitly evaluate ∆2 and so determine the effective
measure of integration (4.5).
It follows from (4.2) that
∆2 = det
′ (∂0 − i [α, ∗]) , (4.7)
29 As α is a zero mode this is a standard Wilsonian procedure. Note the parallel with the
discussions in §2.2 and in appendix C.
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where the prime asserts that the determinant is over non-zero modes of A0. Denoting by
λi (i = 1, · · · , n) the eigenvalues of α, and choosing a convenient basis of matrix functions
whose time-dependence is given by exp(2πint/β), the determinant is easily evaluated as
the product
∆2 =
∏
n6=0
∏
i,j
[
2πin
β
− i (λi − λj)
]
=
=
∏
m 6=0
2πim
β
∏
i,j
2
β (λi − λj) sin
(
β (λi − λj)
2
)
.
(4.8)
Notice that up to an overall constant,
dα∆2 = [dU ], (4.9)
where
dα =
∏
i
dλi
∏
i<j
(λi − λj)2 (4.10)
is the left-right invariant integration measure over Hermitian matrices α, and
[dU ] =
∏
i
dλi
∏
i<j
sin2
(
β (λi − λj)
2
)
(4.11)
is the left-right invariant integration measure in the integral over the unitary matrices
U ≡ eiβα. (4.12)
We will see in the next section at one loop order and argue generally in §6 that Seff may
be regarded as a function of U rather than α, so that (4.5) may be written as
e−βF =
∫
[dU ]e−Seff (U) (4.13)
where Seff (U) is defined in (4.6).
4.3. Evaluation of Seff at one-loop
The path integral in (4.5) may be evaluated diagrammatically, generating an expansion
of Seff (U) in powers of the gauge coupling. In this subsection we use this method to
evaluate Seff (U) to lowest order in λ (O(λ0)). This evaluation is rather simple as only
one-loop graphs in the expansion of (4.5) contribute to Seff at this order.
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We first consider the pure gauge theory. The Fadeev-Popov determinant for gauge-
fixing (4.1) is
det ∂iD
i =
∫
DcDc¯e−c¯∂iDic, (4.14)
where Di denotes a gauge covariant derivative
Dic = ∂i − i[Ai, c] (4.15)
and c and c¯ are complex ghosts. Consequently, the action of the free gauge theory may be
written as
e−Seff (U) =
∫
DAiDA0DcDc¯δ(∂iAi) exp
[
−
∫
Tr
(
1
2
Ai(D˜
2
0 + ∂
2)Ai +
1
2
A0∂
2A0 + c¯∂
2c
)]
,
(4.16)
where
D˜0X ≡ ∂0X − i[α,X ]. (4.17)
To proceed further we note that any vector field on the sphere may be decomposed as
Ai = ∂iϕ+Bi (4.18)
where ∂iB
i = 0. The integral over ϕ in (4.16) is easily performed using the δ function,
yielding 1/
√
det′(∂i∂i) where the derivatives act on scalar functions on S3 and the prime
denotes omission of the zero mode. The integral over A0 yields the identical factor (the
zero mode is α which is not integrated over). The integral over the ghosts, on the other
hand, evaluates to det′(∂i∂i). These three factors cancel nicely, so that (4.16) simplifies to
e−Seff (U) =
∫
DBi exp
[
−1
2
∫
Tr
(
Bi(D˜
2
0 + ∂
2)Bi
)]
. (4.19)
Thus,
Seff =
1
2
ln(det(−D˜20 − ∂2)), (4.20)
where the operator acts on the space of divergenceless vector functions on the sphere, i.e.
the space of vector functions spanned by the vector spherical harmonics. Consequently
Seff =
1
2
∑
∆
n(∆) lndet(−D˜20 +∆2), (4.21)
where ∆2 are the eigenvalues of the Laplacian acting on vector spherical harmonics on
the compact manifold and n(∆) is the degeneracy of each eigenvalue. When the compact
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space is an S3 of unit radius we have ∆ = h+ 1 (for integer h ≥ 0) and n(∆) = 2h(h+ 2)
(see the counting of vector spherical harmonics in appendix B).
The determinant of (−D˜20 +∆2) is easily evaluated by passing to Fourier space in the
time direction, yielding the infinite product
detU(N)
[ ∞∏
n=−∞
(
4π2n2
β2
+
4πn
β
α+ α2 +∆2
)]
. (4.22)
The infinite product of matrices may be rewritten as
(
α2 +∆2
)∏
m 6=0
β
2πm
−2 ∏
n6=0
(
1 +
βα
πn
+
(
α2 +∆2
)
β2
4π2n2
) =
=
(
α2 +∆2
)∏
m 6=0
β
2πm
−2 [ ∞∏
n=1
(
1− β
2(α+ i∆)2
4π2n2
)(
1− β
2(α− i∆)2
4π2n2
)]
=
=
∏
m 6=0
β
2πm
−2( 4
β2
)
sin
[
β(α+ i∆)
2
]
sin
[
β(α− i∆)
2
]
=
=
2
β2
∏
m 6=0
β
2πm
−2 [cosh(β∆) − cos(βα)] =
= N eβ∆(1− e−β∆+iβα)(1− e−β∆−iβα),
(4.23)
where
N =
 1
β2
∏
m 6=0
β
2πm
−2
 . (4.24)
The divergent factor N is a constant independent of both ∆ and α, and we set it to
unity to reproduce the free energy of the harmonic oscillator. Thus
ln(det(−D˜20 +∆2)) = Tr
(
β∆+ ln(1− e−β∆+iβα) + ln(1− e−β∆−iβα)) , (4.25)
where the trace is over N2×N2 dimensional matrices and α acts in the adjoint representa-
tion. Expanding the logarithms in a power series, summing over ∆, and passing from the
adjoint to the fundamental (Tradj(e
inβα)→ tr(Un)tr(U−n)) and using (4.20) we obtain
Seff =
1
2
βN2
∑
∆
∆n(∆)−
∞∑
n=1
zV (x
n)
n
tr(Un)tr(U−n). (4.26)
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For the case of an S3 of unit radius the first term (appropriately regularized) is equal to
11
120βN
2, where 11120 is the Casimir energy
∑∞
0 h(h+1)(h+2) for a vector field on the unit
sphere.30
It is a simple matter to generalize this calculation to include the contributions from
free conformally coupled scalar and spinor fields. When the compact manifold is S3, the
contribution to Seff from a single additional scalar field is
δSeff =
1
2
ln(det(−D˜20 − ∂2 + 1)), (4.29)
where the operator acts on scalar fields on S3 × S1 and the constant piece of the operator
is a consequence of the Rϕ2 term in the Lagrangian for conformally coupled scalars. As
above, this determinant is easily evaluated to yield
Seff =
1
240
βN2 −
∞∑
n=1
zS(x
n)
n
tr(Un)tr(U−n), (4.30)
30 See equation (64) of [34]. This equation, and the other Casimir energies in this subsection,
may be justified as follows. On a sphere of radius R we wish to compute
∑∞
m=1
(m2 − 1)(m/R),
where E = m/R is the energy of the mode in question. We regulate this sum by multiplying
the summand with a cutoff function f(E/Λ), where f is a smooth function such that f(0) = 1,
f ′(0) = 0 and f(∞) = 0. We now evaluate the regulated sum using the Euler-MacLaurin formula
1
2
F (0) + F (1) + F (2) . . . =
∫ ∞
0
F (x)dx+ ζ(−1)F ′(0) + ζ(−3)F
′′′(0)
3!
+ · · · (4.27)
with F (m) = (m2 − 1)(m/R)f( m
RΛ
), and we find
Λ4R3
∫ ∞
0
x3f(x)− Λ2R
∫ ∞
0
xf(x) +
−ζ(−1) + ζ(−3)
R
+O( 1
Λ2
). (4.28)
In order that the vacuum energy of the theory be zero in flat space (a necessary condition, for
instance, for conformal invariance), the two divergent terms above must be cancelled by counter-
terms; indeed, counterterms of the form aΛ4
∫ √
g and bΛ2
∫ √
gR (with suitable values for a and
b) achieve this cancellation. The remaining finite piece of the energy is 11/120R. Finally, note
that we have been careful to choose a ‘general coordinate invariant’ regulator; one that cuts off
modes in a manner that depends only on their proper energy. It would be incorrect, for instance,
to regulate the summand above with the smoothing function f((m − 1)/ΛR); in this regulation
scheme theories with the same Lagrangian and same Λ but different R are not identical in the
UV. See chapter 6 of [35] for an interesting and extensive discussion of related issues.
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where 1240 =
1
2
∑∞
n=0(n+ 1)
3. A Weyl spinor field on S3 contributes 31
Seff =− ln(det(−∂˜0γ0 − ∂/)) =
=
17
960
βN2 −
∞∑
n=1
(−1)n+1zF (xn)
n
tr(Un)tr(U−n),
(4.31)
where 17960 = −
∑∞
n=1 n(n+ 1)(n+
1
2 ).
Thus, we have rederived the expression for the free partition function (3.19), but this
time with a physical interpretation for the matrix U as the holonomy around the time
circle, and for 1N tr(U) as a Wilson loop around the time circle, or a Polyakov loop (in the
fundamental representation).
5. Solution of the free Yang-Mills matrix model
In this section we proceed to directly analyze the unitary matrix model (3.19) for the
exact partition function of free U(N) Yang-Mills theory in order to extract the thermody-
namic behavior.
We begin by recalling that any unitary matrix model with gauge-invariant action and
measure may be rewritten entirely in terms of the eigenvalues of the unitary matrix, which
must lie on the unit circle. Denoting these eigenvalues by {eiαi} (with −π < αi ≤ π), we
may rewrite the partition function (3.19) in terms of the eigenvalues by the replacements∫
[dU ]→
∏
i
∫ π
−π
[dαi]
∏
i<j
sin2
(
αi − αj
2
)
; tr(Un)→
∑
j
einαj . (5.1)
With only adjoint matter, we find from (3.19) that the effective theory for the eigenvalues
is governed entirely by a pairwise potential,
Z(x) =
∫
[dαi]e
−
∑
i 6=j
V (αi−αj) (5.2)
where
V (θ) = − ln | sin(θ/2)| −
∞∑
n=1
1
n
[
zB(x
n) + (−1)n+1zF (xn)
]
cos(nθ) =
= ln(2) +
∞∑
n=1
1
n
(1− zB(xn)− (−1)n+1zF (xn)) cos(nθ) .
(5.3)
31 We take the spinor field to be anti-periodic on the S1 in order to compute the trace of e−βH
rather than the trace of (−1)F e−βH .
29
In the first line, the first term coming from the measure is a temperature-independent
repulsive potential, while the remaining terms provide an attractive potential which in-
creases from zero to infinite strength as the temperature increases from zero to infinity.32
This suggests that at low temperatures, the minimum action configurations will corre-
spond to eigenvalues distributed evenly around the circle, while at high temperatures, the
eigenvalues will tend to bunch up.
For finite N , the partition function receives contributions from all configurations of
eigenvalues and depends smoothly on the temperature. On the other hand, it is well
known that in the large N limit, the matrix model partition function is dominated by the
minimum action configurations, with the exact leading and subleading terms in the 1/N
expansion of the free energy given, respectively, by the minimum of the action and by the
Gaussian integral about the minimum action configuration. When this minimum action
configuration (or its derivatives) changes abruptly as a function of temperature, we may
have a phase transition in the large N limit (see, for example, [9]). We will now see that
exactly this behavior occurs and leads to a phase transition for our model.
We begin in §5.1 by analyzing the low temperature phase. In §5.2 we analyze the be-
havior near the phase transition temperature, and in §5.3 we analyze the high temperature
limit. In §5.4 we write down the solution of the matrix model in the high temperature
phase, and in §5.5 we provide a perturbative expansion of this solution around the phase
transition temperature. In §5.6 we summarize the thermodynamical behavior of the the-
ory. In §5.7 we discuss how the Polyakov loop may be used as an order parameter at finite
volume, and we end in §5.8 with an application of our results to some interesting 3 + 1
dimensional gauge theories.
32 To see that the second term in the potential is always attractive, note that we may rewrite
it as
V2(θ) =
1
2
∫
dE
{
ρB(E) ln(1− 2xE cos(θ) + x2E)− ρF (E) ln(1 + 2xE cos(θ) + x2E)
}
, (5.4)
where ρB and ρF give the single-particle density of states for bosonic and fermionic modes . This
potential is always attractive since for any value of E and x the integrand is decreasing in the
interval θ ∈ [−π, 0] and increasing in the interval θ ∈ [0, π].
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5.1. Low temperature behavior
Consider first the theory at low temperatures, where the effective potential between
the eigenvalues is dominated by the repulsive term. In this case, we expect that the
pairwise repulsion drives the eigenvalues to spread uniformly around the circle. In fact,
since there is no difference between displacing any individual eigenvalue in the uniform
distribution to the left and displacing it to the right, the uniform eigenvalue distribution
will always be a stationary point of the action for a pairwise potential. To see when this
stationary point is a minimum, it is convenient to introduce an eigenvalue distribution ρ(θ)
proportional to the density of eigenvalues eiθ of U at the point θ. Note that ρ must be
everywhere non-negative, and we may choose its normalization so that∫ π
−π
dθρ(θ) = 1 . (5.5)
With this definition, the effective action for the eigenvalues becomes
S[ρ(θ)] = N2
∫
dθ1
∫
dθ2ρ(θ1)ρ(θ2)V (θ1 − θ2) =
=
N2
2π
∞∑
n=1
|ρn|2Vn(T ),
(5.6)
where in the second line, we have defined ρn ≡
∫
dθρ(θ) cos(nθ) and Vn ≡
∫
dθV (θ) cos(nθ)
to be the Fourier modes on the circle of ρ and V , respectively, and we assume without
loss of generality that the eigenvalue distribution is symmetric around θ = 0. From the
latter expression, it is clear that the uniform distribution (ρn≥1 = 0) will be an absolute
minimum of the potential as long as all Vn are positive. From (5.3) we see that
Vn =
2π
n
(1− zB(xn)− (−1)n+1zF (xn)), (5.7)
so the uniform distribution is an absolute minimum if and only if
zB(x
n) + (−1)n+1zF (xn) < 1 (5.8)
for all n. But, since the single-particle partition functions are monotonically increasing,
and 0 ≤ x < 1, the n = 1 condition is always strongest, and the uniform distribution will
be stable for temperatures T < TH = −1/ ln(xH) where xH is the solution to
z(xH) ≡ zB(xH) + zF (xH) = 1 ; (5.9)
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note that this is precisely the Hagedorn temperature we discussed in §3.2. As long as we
have more than a single quantum-mechanical mode, equation (5.9) always has a unique
solution with 0 < x < 1, so the uniform distribution becomes an unstable extremum
beyond some finite temperature TH determined by the single-particle partition function.
For T < TH , we may now evaluate the free energy at leading and subleading order in
N . Since tr(Un) vanishes for any n ≥ 1 for the uniform distribution, the classical value for
the action (3.19) (and thus the leading O(N2) contribution to the free energy) vanishes.
The first non-zero contribution to the free energy thus arises from the Gaussian integral
around this configuration. From the quadratic action (5.6),(5.7), we see that the leading
contribution to the partition function is 33
Z(x) =
∞∏
n=1
1
1− zB(xn)− (−1)n+1zF (xn) , (5.10)
where the normalization has been arbitrarily fixed by choosing the vacuum free energy to
vanish, Z(x = 0) = 1 (more physically, we could choose Z(0) to account for the Casimir
energy of the vacuum, see the previous subsection). This is precisely the same as the result
(3.8) that we found above by counting the states with E ≪ N2; we see that this is indeed
the leading large N behavior as long as T < TH .
This partition function diverges at T = TH , as should be expected, since this is the
point where the quadratic action (5.6) develops an unstable direction. The corresponding
divergence in the free energy F = −T ln(Z) goes like
F → TH ln(TH − T ) (5.11)
as T approaches TH from below. By the general discussion in §2, we may conclude that
this divergence is associated with a Hagedorn density of states,
ρ(E) ∝ E0eβHE , (5.12)
as we also found by counting states in §3. Thus, just as for perturbative string theory, we
have a Hagedorn divergence which is associated with an unstable mode in the Euclidean
path integral; note that the power of the energy is also the same as in string theory at finite
volume. In this case, the “tachyon” causing the divergence is the lowest “momentum” fluc-
tuation mode ρ1 of the eigenvalues. In the next subsection, we will be able to see explicitly
what the endpoint of this tachyon condensation brings as we raise the temperature beyond
the Hagedorn temperature.
33 The ‘Jacobian’ for the ‘change of variables’ from λi to ρn appears to be irrelevant at every
order in the 1/N expansion, see [36].
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5.2. Behavior near the transition
At the temperature T = TH , V1 vanishes and the mode ρ1 (the lowest momentum
fluctuation in the eigenvalue distribution) becomes massless. Since the action is quadratic,
this corresponds to an exactly flat direction in the potential, and the corresponding family
of minimum action configurations are given (up to overall translations of θ) by
ρ(θ) =
1
2π
(1 + t cos(θ)), 0 ≤ t ≤ 1, (5.13)
which interpolate between the uniform distribution and a sinusoid vanishing at a single
point. For T > TH , the quadratic form S has negative coefficients, so all minimum
action configurations must lie at the boundary of configuration space, at a point where a
hyperboloid of constant S lies tangent to this boundary. Since this boundary is provided by
the positivity condition ρ(θ) ≥ 0, these minimum action eigenvalue distributions necessarily
vanish on a subset of the circle.
In the limit of small, positive ∆T = T − TH , the action contour S = 0 is a cone with
opening angle going to zero. The contours of smaller S are hyperboloids inside this cone,
so the minimum action configuration lies on the boundary of the configuration space inside
the cone. Finally, it is easy to see that the region of allowed ρ’s is convex (if points {ρn}
and {ρ′n} are in the region then all points {tρn+(1− t)ρ′n} are in the region for 0 ≤ t ≤ 1).
Thus, the boundary region interior to the cone is a simply-connected neighborhood of the
t = 1 configuration in (5.13) whose size goes to zero as T → TH . We conclude that the
minimizing configuration changes continuously from the t = 1 configuration in (5.13) for
T in some interval above TH .
The leading behavior of the free energy in this vicinity of TH is then given by evaluating
the V1 term in the action (5.6) on the t = 1 configuration in (5.13), since the effects of
changing the eigenvalue distribution come in at higher orders.
Thus, the leading result for the minimum action is
SminT>TH (x) =
N2
8π
(T − TH) V ′1(TH) + . . . (5.14)
from which we may obtain the free energy as F = TSmin. The leading behavior near the
transition is therefore given by
lim
N→∞
1
N2
FT→TH (T ) =
{
0 T < TH
−1
4
(T − TH)z′(xH)xHTH T > TH
(5.15)
so we have a first order phase transition at the Hagedorn temperature. Note also that
the behavior is characteristic of a deconfinement transition, since the free energy is O(1)
below the transition and O(N2) above the transition. This will be verified in §5.7 below
when we discuss the behavior of a second order parameter for confinement, related to the
Polyakov loop.
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5.3. High temperature behavior
For general values of T > TH , we will not be able to write down an exact expression
for the free energy, though we describe in the next subsection a formal solution that may
be used to evaluate the free energy to arbitrary accuracy. However, the theory simplifies
again in the large temperature limit, where the potential becomes strongly attractive34. In
this case, the action is minimized by a tightly clustered configuration of eigenvalues that
approaches a delta function in the limit of infinite temperature. Thus, we should have
ρn = 1 to leading order, and
S =
N2
2π
∞∑
n=1
Vn(T ≫ 1). (5.16)
The high temperature limit of the single-particle partition functions depends only on the
space-time dimension d and the number of physical polarizations N dof of the fields in the
theory,
zi(x)→ 2N dofi T d−1 +O(T d−2) . (5.17)
Using (5.7), we find that the high temperature limit of the free energy is
F (x→ 1) = −2N2T dζ(d)
[
N dofB +
(
1− 1
2d−1
)
N dofF
]
+O(T d−1). (5.18)
The limiting free energy density here coincides with that of the flat space theory, which
should be expected since in the free field analysis we are dealing with a scale-invariant
theory, so taking the dimensionless temperature TR to infinity is equivalent to taking
the limit of large volume at fixed temperature (see [38,39,40] among others for the high
temperature expansion of the free energy for the U(1) theory).
5.4. Exact solution for T > TH
Having understood the qualitative features of the T > TH behavior, we now describe
an exact solution for the matrix model at arbitrary temperatures above the transition. Just
beyond the Hagedorn temperature, we have seen that the eigenvalue distribution becomes
sinusoidal, vanishing at θ = π as the lowest momentum fluctuation mode condenses. As the
34 The high temperature regime and its relation to string theory was discussed for uncompact-
ified theories in [37] in a very similar language to the one we are using here, and this discussion
was applied to two dimensional QCD in [31].
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temperature is increased further, the attractive term in the pairwise potential continues
to increase in strength, so the eigenvalues will become increasingly bunched together,
occupying only a finite interval I = [−θ0, θ0] on the circle (we arbitrarily choose the
middle of this interval to be at θ = 0 for convenience).
The precise distribution may be determined by the condition that a single additional
eigenvalue added in the interval I experiences no net force from the other eigenvalues,∫ θ0
−θ0
V ′(α− θ)ρ(θ)dθ = 0, α ∈ I. (5.19)
Substituting in our potential (5.3), we obtain∫ θ0
−θ0
cot
(
α− θ
2
)
ρ(θ)dθ = 2
∞∑
n=1
anρn sin(nα), (5.20)
where on the right hand side, an ≡ zB(xn)+(−1)n+1zF (xn), and we have used the fact that
the eigenvalue distribution should be symmetric about θ = 0 and therefore be orthogonal
to sin(nθ) for all n. As before, ρn are the moments of the eigenvalue distribution,
ρn =
∫ π
−π
ρ(θ) cos(nθ)dθ. (5.21)
To solve for ρ(θ), it is convenient treat the moments ρn as independent variables, and
self-consistently solve for ρ(θ) and ρn together using the two equations (5.20) and (5.21).
Fortunately, the equations (5.20) provide the equilibrium conditions for a matrix model
with action
S = N
∞∑
n=1
anρn
n
(tr(Un) + tr(U†n)), (5.22)
that has been solved exactly in [41]. The solution for ρ(θ) is35
ρ(θ) =
1
π
√
sin2
(
θ0
2
)
− sin2
(
θ
2
) ∞∑
n=1
Qn cos((n− 1
2
)θ) (5.23)
for −θ0 < θ < θ0 and ρ(θ) = 0 otherwise, where
Qn ≡ 2
∞∑
l=0
an+lρn+lPl(cos(θ0)) (5.24)
35 In the language of [41], the solution we are looking for is of type A1.
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and the angle θ0 that bounds the eigenvalue distribution is determined by the condition
Q1 = Q0 + 2 . (5.25)
In the formula (5.24) for Qn, the Pl are Legendre polynomials, defined by
∞∑
l=0
Pl(x)z
l = (1− 2xz + z2)− 12 . (5.26)
We may now eliminate ρ(θ) to obtain a linear system of equations for the ρn from (5.21)
and (5.25). To describe these, we define a matrix R and a vector A whose elements are
polynomials in s2 ≡ sin2(θ0/2),
Rml ≡ al
l∑
k=1
(Bm+k−
1
2 (s2) +B|m−k+
1
2
|(s2))Pl−k(1− 2s2),
Am ≡ am(Pm−1(1− 2s2)− Pm(1− 2s2)),
(5.27)
where
Bn−
1
2 (s2) =
1
π
∫ θ0
−θ0
dθ
√
sin2
(
θ0
2
)
− sin2
(
θ
2
)
cos((n− 1
2
)θ) (5.28)
are polynomials defined by the generating function
∞∑
n=0
Bn+
1
2 (x)zn =
1
2z
(
√
(1− z)2 + 4zx+ z − 1). (5.29)
The determining equations (5.21) and (5.25) for the eigenvalue moments and the angle θ0
are then simply
R~ρ = ~ρ; ~A · ~ρ = 1. (5.30)
Thus, the vector of moments of the eigenvalue distribution must be an eigenvector of the
matrix R with eigenvalue 1, normalized so that its dot product with A is 1 (ensuring that
the eigenvalue distribution integrates to 1). The condition
det(R− 1) = 0 (5.31)
that the matrix R has such an eigenvector determines the angle θ0. Note that while this
equation is a complicated function of θ0, it is linear in each of the coefficients an, so it is
convenient to parameterize the solution in terms of (sin(θ0/2), {an>1}), solving for a1 in
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terms of these variables using (5.31). With (5.31) satisfied, the explicit solution for the
unit eigenvector may be given as
ρ =M−1e1, (5.32)
where M is a matrix obtained by replacing the first row of the singular matrix (1 − R)
with the vector A, and e1 = (1, 0, 0, . . .).
This solution is rather formal for the general case when R is an infinite matrix. How-
ever, in the case when an>k vanishes for some k, the matrix M takes the form
M =
(
Mk×k 0
L 1
)
, (5.33)
so the explicit solution may be obtained by inverting a finite matrix,
~ρ =
(
M−1k×k 0
−LM−1k×k 1
)
e1. (5.34)
Note that once we evaluate the moments ρn≤k, the full eigenvalue distribution is given
by (5.23) since Qn>k = 0 in this case. Similarly, only the upper k × k submatrix of R
contributes to the condition (5.31) determining θ0.
In our model, the coefficients an die off with n (exponentially for x ≪ 1, and like a
power law as x → 1) so we may obtain an arbitrarily good approximation to the exact
eigenvalue distribution by truncating such that an>k = 0 for sufficiently large k. It turns
out that even restricting to k = 1 retains the same qualitative behavior of the model.36 In
this case, the angle θ0 is determined by
0 = det(R1×1 − 1) = a1(2s2 − s4)− 1, (5.35)
while ρ1 is determined by
ρ1 =M
−1
1×1 · 1 = (2a1s2)−1. (5.36)
The full distribution is then determined from ρ1 using (5.23) (noting that Qn>1 = 0).
Parameterizing the solution by s = sin(θ0/2), the final result is
ρ(θ) =
1
π sin2
(
θ0
2
)√sin2(θ0
2
)
− sin2
(
θ
2
)
cos
(
θ
2
)
, (5.37)
36 In this case, the auxiliary theory (5.22) is exactly the model studied in [9]. The truncation
to k = 1 was also considered in [4].
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with θ0 determined in terms of a1 by (5.35), or explicitly
sin2
(
θ0
2
)
= 1−
√
1− 1
a1(T )
. (5.38)
As T increases from TH to infinity, a1 increases from 1 to infinity, so θ0 decreases from π
to 0, such that the eigenvalue distribution (5.37) eventually approaches a delta function.
Using (5.37), we may evaluate the free energy in the approximation an>1 = 0 and find
that
− 1
N2
ln(Ztrunc) = −
(
1
2s2
+
1
2
ln(s2)− 1
2
)
. (5.39)
Near the transition, we find
F
N2
= −TH
4
(a1 − 1) +O((a1 − 1)2) = −TH
4
(T − TH)∂a1
∂T
∣∣∣∣
T=TH
+O((T − TH)2), (5.40)
which gives the same leading behavior (5.15), characteristic of a first order transition, as
we found in the full model.
5.5. Perturbative expansion slightly above the Hagedorn temperature
Using the general solution above, it is also possible to determine explicitly the exact
behavior near the transition as a perturbation expansion in (T − TH). To determine θ0 as
a function of temperature, it is convenient to define ∆ ≡ a1 − 1 and ǫ ≡ cos2(θ0/2), and
to expand R = R0 + δR where
R0 ≡ diag(a1, a2, a3, . . .), (5.41)
so that δR will be small for small (T − TH). We may then solve the condition (5.31)
perturbatively for ∆ as a function of ǫ by writing
0 = det(1− (1−R0)−1δR) (5.42)
and expanding the determinant out in terms of traces. This expansion in powers of δR
may further be expanded as a power series in ǫ and ∆, and finally solved perturbatively
for ∆ as a power series in ǫ. Using the fact that
δRml = (−1)m+l+1l2malǫ2 +O(ǫ3) , (5.43)
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and that the lowest power of ∆ appearing in (5.42) is 1/∆ (from (1 − R0)−111 ), it follows
that ∆ may be obtained to order ǫ2k+1 by keeping terms to order δRk in (5.42). Explicitly,
we find that the leading terms are
∆ = ǫ2 + ǫ4(1−
∞∑
n=2
n3an
1− an ) +O(ǫ
5) . (5.44)
When an>1 = 0, this correctly reduces to the leading orders of the truncated model result
(5.38)
∆ =
∑
n≥1
ǫ2n. (5.45)
To find perturbative expressions for the moments of the eigenvalue distribution near
the transition, we use the general result (5.32), expanding M =M0 + δM with
M0 =

A1 A2 A3 · · ·
1− a2
1− a3
. . .
 M−10 =

1
A1
−A2
A1(1−a2)
−A3
A1(1−a3) · · ·
1
1−a2
1
1−a3
. . .
 ,
(5.46)
so that the explicit perturbative solution is
ρ =M−10 (1 + δMM
−1
0 )
−1e1 = (M−10 −M−10 δMM−10 + . . .)e1 . (5.47)
Note that
δMml =
{−δRml m > 1,
0 m = 1,
(5.48)
so from (5.43) we see that δM starts at order ǫ2. Thus, we may obtain the eigenvalue
moments to order ǫ2k−1 by keeping the first k terms here. Using the first two terms shown
and the expansions of a1 and An in powers of ǫ, we find
ρ1 = (M
−1
0 )11 +
∞∑
n=2
(M−10 )1nδRn1(M
−1
0 )11 +O(ǫ4) =
=
1
2
+
ǫ
2
+
ǫ2
2
∞∑
n=2
nan
1− an +O(ǫ
3),
ρn>1 = (M
−1
0 )nnδRn1(M
−1
0 )11 +O(ǫ4) =
=
ǫ2
2
(−1)n n
1− an +O(ǫ
3).
(5.49)
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The result for ρn>1 seems at first somewhat surprising since it appears that the moments
increase without bound as n is increased. However, it turns out that the leading terms
(5.43) in the expansion of δRn1 in ǫ provide a good approximation only for ǫ ≪ 1/n2.
To obtain an approximation valid for all n at some fixed value of ǫ, we should use the
complete expression δRn1 = a1(B
n+ 1
2 (1− ǫ) +Bn− 12 (1− ǫ)), which does fall off for large
n. Alternately, we note that the perturbative expansion of the difference between the
moments of the exact distribution and those of the truncated k = 1 model is well behaved
for large n,
δρ1 = ρ1 − ρ1(an>1 = 0) = ǫ
2
2
∞∑
m=2
mam
1− am +O(ǫ
3),
δρn = ρn>1 − ρn>1(an>1 = 0) = ǫ
2
2
(−1)n nan
1− an +O(ǫ
3),
(5.50)
due to the exponential decay of an for large n.
Using the expressions (5.49) for ρn, we may finally evaluate the free energy from (5.6)
and (5.7). To avoid subtleties associated with the apparent growth in the moments (5.49)
for large n, it is again convenient to express the result as a correction to the truncated
model free energy. The final result, taking into account all corrections to the truncated
model, is
− 1
N2
ln(Z) =
∞∑
n=1
1
n
(1− an)(ρn(an>1 = 0) + δρn)2 =
= − 1
N2
ln(Ztrunc) +
ǫ4
4
∞∑
n=2
n(n2 − 1)an
1− an +O(ǫ
5) =
= −ǫ
2
4
− ǫ
3
3
− ǫ4
(
3
8
− 1
4
∞∑
n=2
n(n2 − 1)an
1− an
)
+O(ǫ5),
(5.51)
where Ztrunc is the partition function (5.39) of the k = 1 truncation computed earlier in
this section. 37 If desired, the free energy may be rewritten in terms of ∆ using (5.44), or
explicitly in terms of temperature using
∆ = a1(T )− a1(TH) = a′1(TH)(T − TH) +
1
2
a′′1(TH)(T − TH)2 + · · · . (5.54)
37 While the perturbation expansion about the k = 1 truncated model in the second line of
(5.51) is perfectly well behaved, the naive evaluation of ln(Z) using (5.49) yields the divergent
40
N    
2lim (F/N )
TTH
Figure 1: Free energy as a function of temperature in free Yang-Mills
theories.
5.6. Summary of thermodynamic behavior
We are now in a position to present a reasonably detailed picture of the behavior of
the free energy of the free gauge theory at all temperatures, depicted in figure 1.
expression
− 1
N2
ln(Z) =
∞∑
n=1
1
n
(1− an)ρ2n =
= − ǫ
2
4
− ǫ
3
2
+
ǫ4
4
∞∑
n=2
n− ǫ
4
2
+
ǫ4
4
∞∑
n=2
n(n2 − 1)an
1− an + · · · .
(5.52)
The divergence in the third term of (5.52) is unphysical; it is a consequence of the (apparent)
linear growth in the moments observed in (5.49). As we noted earlier, this linear growth is actually
cut off beyond n ∼ 1/√ǫ, where it is replaced by a decaying behavior. Thus, the divergent sum in
(5.52) should be cut off at n = C/
√
ǫ, resulting in a contribution that scales like C2ǫ3/8; a finite
contribution to a lower order of perturbation theory. Indeed, it is easily verified that the (finite)
ǫ3 term in (5.52) disagrees with the exact ǫ3 term in the expansion of the solution (5.39)
− 1
N2
ln(Ztrunc) = − ǫ
2
4
− ǫ
3
3
− 3ǫ
4
8
+O(ǫ5), (5.53)
as our analysis above would suggest. We conclude that the divergent sums at higher orders in
the naive perturbation theory conspire to give finite contributions ǫ3/6+ ǫ4/8+ · · ·. A systematic
understanding of this naive perturbation theory would be an intricate task; one that may, however,
be avoided by choosing the correct starting point for the perturbation expansion, as we have done
above. The smarter perturbation expansion (5.51) is entirely divergence free; this follows since
the an decay exponentially with n, whenever x < 1.
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We find that the uniform eigenvalue distribution provides an absolute minimum of
the matrix model potential for all temperatures below some TH determined by the single-
particle partition function as
z(TH) = 1 . (5.55)
The free energy in this regime, given by (5.10), is O(1) and decreases monotonically to a
logarithmic divergence (5.11) at T = TH , characteristic of a Hagedorn density of states
(5.12).
As T increases past TH , the uniform eigenvalue distribution develops an unstable
mode which condenses to give a pure sinusoid distribution (5.13) for T just above TH , and
a distribution with a gap for T > TH . For small (T −TH), the O(N2) free energy decreases
linearly in T −TH , so the first derivative of the free energy is discontinuous and we have a
first order phase transition. The free energy as a function of temperature may be written
as a perturbation expansion in T − TH with the leading terms given in (5.51).
In the high temperature limit, the pairwise potential between eigenvalues becomes
strongly attractive, and the eigenvalue distribution approaches a delta function. In this
regime, the free energy asymptotes to (5.18) which corresponds to the expected flat-space
free-energy density. Using the formal exact solution of the previous section, it should be
possible to work out the high temperature behavior as a perturbation expansion in 1/T ,
as we did explicitly for the behavior near the transition.
5.7. The Polyakov loop as an order parameter at finite volume
In the theory we analyzed above, the Polyakov loop 〈 1N tr(U)〉 vanishes in both the
high temperature and the low temperature phases. However, the reason for this vanishing
is rather different in the two phases. The low temperature phase is governed by a single
saddle point (uniform distribution of eigenvalues); the Polyakov loop vanishes on this saddle
point. On the other hand the high temperature phase is governed by a one parameter set
of saddle points (related to each other by the U(1) rotation U → eiαU , which acts on the
eigenvalue distribution by shifting θ periodically). The value of 〈 1N tr(U)〉 is non-zero when
evaluated on each saddle point individually but vanishes upon integrating over α (averaging
over all saddle points38), since the phase varies over a complete circle39. To obtain an order
38 Witten [11] has described a rather similar phenomenon in the bulk dual to the strongly
coupled N = 4 Yang Mills.
39 For SU(N) theories this is not an integral but a sum over N discrete saddle points, but it
has the same effect.
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parameter which correctly distinguishes the two phases, it is therefore sufficient to use the
squared magnitude of the Polyakov loop, 〈|P|2〉 = limN→∞〈 1N2 |tr(U)|2〉.
This order parameter may be given a nice physical interpretation by the following
alternative definition. Define 〈 1N tr(U)〉ǫ as the expectation value of 〈 1N tr(U)〉 upon per-
turbing the effective action in (3.19) by the infinitesimal term Nǫ(tr(U) + tr(U†)). Note
that this perturbation breaks the U(1) symmetry (or the ZZN symmetry for SU(N)); in
the presence of this perturbation, the high temperature phase is also governed by a single
saddle point40. Consequently, the order parameter
Peff = lim
ǫ→0
lim
N→∞
〈 1
N
tr(U)〉ǫ (5.56)
is zero in the low temperature phase but non-zero in the high temperature phase41. It is
easy to show that in the large N limit, 〈|P|2〉 = |Peff |2, so the two definitions of the order
parameter are equivalent.
The construction presented in the previous paragraph may be understood physically
as follows. As discussed in §2.4, 〈tr(U)〉 vanishes in both phases for purely kinematical
reasons; Gauss’ law does not allow the introduction of a quark on a compact space. How-
ever, the perturbation described in the previous paragraph effectively adds a condensate
(or plasma) of classical quarks and anti-quarks to the theory; in the presence of such a
condensate the constraint from Gauss’ law is circumvented (recall that flux lines decay in
a Higgs phase). In the high temperature phase the additional classical quark has finite free
energy even in the limit that the classical Higgsing is taken to zero. On the other hand,
in the low temperature phase the Polyakov loop vanishes as this Higgsing is taken to zero.
The analysis above shows that Peff = 1/2 immediately after the phase transition,
and it goes up to Peff → 1 at high temperatures. In fact, Peff is exactly the variable ρ1
discussed in §5.4, so the exact behavior of the order parameter is given formally by the
first component of ~ρ in (5.32), while the behavior near the transition is given by (5.47), or
explicitly to leading orders by (5.49).
40 Of course at any finite N there is some finite ǫ0(N) that is so small that when ǫ ≤ ǫ0(N)
the path integral receives significant contributions from the entire manifold of ‘almost’ saddles.
However ǫ0(N) → 0 as N → ∞. Consequently, if we take the N → ∞ limit first, only a single
saddle point contributes to the path integral for any ǫ no matter how small.
41 Note that this construction is rather similar to the definition of the order parameter of a fer-
romagnet in 3 dimensions. Naively, the magnetization of the ferromagnet vanishes due to SO(3)
symmetry in both the high and low temperature phases. However if we define |M |ǫ to be the mag-
netization in the presence of a small magnetic field in the z direction, then limǫ→0 limV→∞ |M |ǫ
(where V is the volume) is the standard order parameter for the ferromagnet.
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5.8. Results for specific theories
Before closing this section, we explicitly apply our results to two interesting 3 + 1
dimensional theories, pure Yang-Mills theory and the N = 4 SYM theory. Using the
single-particle partition functions given in (3.20), we may write down explicit expressions
for the transition temperature using z(xH) = 1, for the behavior of the free energy near
the transition using (5.51), and for the high temperature behavior using (5.18).
For pure d = 3+ 1, U(N) (or SU(N)) Yang-Mills theory on an S3 of unit radius, the
single-particle partition functions are given by
zB(x) =
6x2 − 2x3
(1− x)3 , zF (x) = 0. (5.57)
Solving z(xH) = 1, we find that the Hagedorn temperature is given by xH = 2 −
√
3,
TH = −1/ ln(2 −
√
3) ≃ 0.759326. The free energy below the Hagedorn temperature
may be obtained from the partition function Z in (3.8) using (5.57) and recalling that
x = exp(−1/T ). Just above the phase transition, the free energy is given by
1
N2
FN=0(T → T+H ) = −0.9877(T−TH)−3.004(T−TH)
3
2−5.980(T−TH)2+O((T−TH) 52 ),
(5.58)
while the high temperature free energy is
FN=0(T ≫ TH)→ −π
2
45
N2T 4VS3 , (5.59)
where VS3 = 2π
2R3 is the volume of the sphere (restoring a general value for the S3
radius).
For the d = 3 + 1 N = 4 SYM theory on an S3 of unit radius, the single-particle
partition functions are
zB(x) =
6x+ 12x2 − 2x3
(1− x)3 , zF (x) =
16x
3
2
(1− x)3 , (5.60)
so from zB(xH) + zF (xH) = 1 we find that the Hagedorn temperature is given by
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xH = 7 − 4
√
3, TH = −1/ ln(7 − 4
√
3) ≃ 0.379663. The free energy below the Hagedorn
temperature may be obtained from the partition function Z in (3.8) using (5.60), with
42 Curiously, xH for theN = 4 theory is exactly the square of xH for the pure Yang-Mills theory,
and TH in N = 4 SYM is precisely half of TH in pure Yang-Mills. This arises from the even more
peculiar fact that the single-particle partition functions are related by zN=0(x) = zN=4(x
2).
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x = exp(−1/T ). The free energy immediately above the phase transition temperature is
given by
1
N2
FN=4(T → T+H ) = −0.9877(T−TH)−4.248(T−TH)
3
2−11.696(T−TH)2+O((T−TH) 52 ),
(5.61)
while the high temperature free energy is
FN=4(T ≫ TH)→ −π
2
6
N2T 4VS3 . (5.62)
6. Phase structure at weak coupling
In this section we turn to an analysis of the phase transition at non-zero ’t Hooft
coupling43. We will see that an arbitrarily small non-zero coupling qualitatively changes
the behavior of the transition. In §6.1 we deduce the most general form of Seff (U, λ)
allowed by gauge invariance. In §6.2 we analyze the structure of Seff (U, λ) in perturbation
theory. In §6.3 we study the structure of the deconfinement transition (discussed in detail
for the free theory in the previous section) at weak coupling. In §6.4 we verify the general
analysis of §6.3 in an exactly solvable toy model. We end in §6.5 with a description of the
implications of our results for the microcanonical ensemble.
6.1. General properties of the effective action
For any value of the coupling constant, gauge invariance imposes tight constraints on
the form of the effective action Seff (α) (4.6) for the zero mode of the gauge field; Seff (α)
should be invariant under all space-time gauge transformations that
(1) Are single valued (up to an element of the center of U(N)) on M× S1,
(2) Preserve the gauge-fixing conditions (4.1) and (4.2).
We will restrict attention to gauge transformations U(t) that are independent of the
position on the compact space. Under such a transformation
A0 → V (t)A0V †(t)− i∂tV V †, (6.1)
43 Some of the key ideas underlying this section and the next one arose in discussions with
R. Gopakumar. We thank him in particular for emphasizing the qualitative difference between
the two scenarios depicted in figure 4, and for forcing us to understand the order parameter in a
clearer fashion.
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so that
α→ V (t)αV †(t)− i∂tV V †. (6.2)
V (t) obeys the condition (2) above (and (6.2) makes sense) only when the right-hand side
of (6.2) is independent of time.
Constant (time independent) gauge transformations clearly satisfy the requirements
(1) and (2) above. Consequently, Seff (α) is invariant under α → V αV †. We may use
this invariance to diagonalize α. Once this has been done, we consider the further gauge
transformations
V (t) = eitD, (6.3)
where D is a diagonal matrix, whose eigenvalues are all integral multiples of 2π/β. α
transforms under the gauge transformation generated by (6.3) as α→ α+D. This implies
that Seff (α) is invariant under separate shifts of any of the eigenvalues of α by multiples
of 2π/β. It follows from these invariances that Seff is really a function only of tr(U
n) (for
all n) where U = eiβα (see (4.12)) is the zero mode holonomy around the time circle.
Finally, consider V (t) = e
2piikt
βN where k is an integer if the gauge group is SU(N),
and arbitrary for U(N). V (t) obeys the single-valuedness condition (1), as e
2piik
N belongs
to the center of the gauge group. Under the gauge transformation generated by V (t),
α → α+ 2πkNβ . Consequently, Seff should be invariant under U → e
2piik
N U , for all integers
k if the gauge group is SU(N), and for any k for U(N). In the limit N → ∞ the two
cases coincide, and Seff (U) must be invariant under U → eiθU for arbitrary θ. Putting
everything together, we conclude that Seff may depend on U only in combinations of the
form
tr(Un1) · · · tr(Unk)tr(U−n1−...−nk) . (6.4)
6.2. The general form of the effective action in perturbation theory
In large N perturbation theory, Seff is generated by planar vacuum diagrams ob-
tained by integrating out the massive modes. In this calculation, α is a background field,
which appears diagrammatically via external line insertions on the index loops of diagrams.
Planar diagrams at order λk−1 include (k + 1) index loops, each of which leads to a trace
in the final result (which may contain arbitrarily many factors of α). From the discussion
of the previous subsection, the only terms with (k+ 1) traces allowed by gauge invariance
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take the form (6.4). It follows that the most general form of the planar contribution to
Seff in perturbation theory is
Seff (U) = N
2[
∑
n
m2n(x)|un|2 + λ
∑
m,n
Fm,n(x)(umunu−n−m + c.c.)
+ λ2
∑
m,n,p
Fm,n,p(x)(umunupu−m−n−p + c.c.) + · · ·] ,
(6.5)
where we have defined un ≡ tr(Un)/N (note that u∗n = u−n and u0 = 1). This agrees, of
course, with the quadratic form of the one-loop effective action that we found in sections
3 and 4. Also, the un coincide with the variables ρn used in §5 for eigenvalue distributions
which are symmetric about θ = 0, so the values of m2n in the free field theory may be read
off from equation (5.7).
6.3. Possible phase structures at weak coupling
Recall from §5 that, at λ = 0, u1 is massless at the phase transition temperature TH ,
while the other un’s are all massive. Consequently, u1 will continue to be the lightest mode
in the vicinity of the phase transition also at weak coupling. Thus, for analyzing the phase
transition at weak coupling, it is useful to obtain an effective action for u1 by integrating
out the un’s with n > 1
44. It follows from (6.5) that the leading large N terms in the
resulting effective action are of the form
Seff (u1) = N
2
(
m21(x, λ)|u1|2 +
∞∑
n=2
λ2n−2Bn(x, λ)|u1|2n
)
, (6.6)
where m21 and the Bn’s are functions of the temperature and power series in λ starting
(generically) from a λ0 term.
In particular, to O(λ2) we have
Seff (u1) = N
2
(
m21|u1|2 + b|u1|4
)
, (6.7)
where b(x) = B2(x, 0)λ
2 is a function of temperature which is generically non-zero. It is
not difficult to compute B2(0) starting from (6.5). The only terms in (6.5) that contribute
are
S′eff (U) = N
2
(
m21|u1|2 +m22|u2|2 + λI(u−2u21 + u2u2−1) + λ2A|u1|4
)
. (6.8)
44 As we are interested in the largeN limit, it is sufficient to integrate out these modes classically.
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At this order, u2 may be integrated out from (6.8) by setting it to be equal to its classical
value u2 = −Iλu21/m22 45, yielding (6.7) with b = (A − I2/m22)λ2. Note that because the
eigenvalue density (6.9) has to be non-negative everywhere, our expressions for the effective
action (6.6) and (6.7) are valid only for u1 such that |u1| ≤ 12 +O(λ).
As in §5, the one-loop contribution to the free energy coming from integrating over
u1 diverges at the temperature TH(λ) at which m
2
1(x, λ) goes to zero and u1 becomes
massless. For any value of the coupling, at leading order in the distance from this tem-
perature, we have m21 ≃ K(TH(λ) − T ) for some positive constant K. This divergence
signals a Hagedorn behavior of the single-particle spectrum of the theory with Hagedorn
temperature TH (computable in perturbation theory), so this behavior persists (at least
in the microcanonical ensemble) even at non-zero ’t Hooft coupling.
As the saddle point at u1 = 0 is unstable for T > TH , the theory described by (6.7)
clearly undergoes a phase transition (to another saddle point) at some T ≤ TH . Whether
this phase transition occurs at T < TH or T = TH depends on whether the value of b
(defined in (6.7)) at the Hagedorn temperature TH is positive or negative, as we now argue
in detail 46. The formulas in the remainder of this section are all correct only to leading
order in b (or in λ).
First, consider the case b > 0. For T < TH , u1 = 0, corresponding to the uniform
eigenvalue distribution, is clearly a global minimum of the effective action (6.7). For
T > TH , however, u1 = 0 is unstable and Seff is minimized at |u1|2 = |m1|2/2b. The
value of the effective action at this minimum is Seff = −N2|m1|4/4b, which is of order
(T − TH)2, and so the phase transition at T = TH is of second order. As the temperature
is raised above TH , the eigenvalue distribution smoothly becomes non-uniform until we
reach |u1|2 = 1/4; this occurs at m21 = −b/2. At this point, ρ(θ) vanishes at some θ and
we have reached the boundary of the space of eigenvalue distributions and the edge of the
validity of (6.7). As the temperature is further raised the eigenvalue distribution develops
a gap on the circle, and the theory undergoes a further phase transition similar to the
45 Thus setting the eigenvalue distribution to
ρ(θ) =
1
2π
(
1 + 2|u1| cos(θ + α)− 2λI
m22
|u1|2 cos(2θ + 2α)
)
(6.9)
for some α.
46 See [26] for a similar discussion in a related context.
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Figure 2: Plots of Seff (u1) as a function of u1 for small positive b, in units
of N2b, at several values of m21 (from top to bottom) : m
2
1 = 0 (Hagedorn
temperature and first phase transition temperature), m21 = − b4 , m21 = − b2
(second phase transition temperature), and m21 = −3b4 .
Gross-Witten transition [9]. This second phase transition (at T = TH +
b
2K ) is of third
order. The behavior above this second transition temperature is no longer captured by the
effective action (6.6), and the full action is required to analyze it.
In the case where b is negative, Seff develops a new local minimum at |u1| = 12 (the
boundary of our order parameter space) when m21 < |b|/2; note this happens below the
Hagedorn temperature. When m21 > |b|/4, the free energy at this new local minimum is
positive, and the saddle point |u1| = 12 is disfavored compared to u1 = 0. However, when
we raise the temperature to m21 < |b|/4, the free energy at |u1| = 12 becomes negative, and
so this saddle dominates over the u1 = 0 saddle point. Consequently, at T = TH − |b|2K ,
|u1| jumps discontinuously from zero to 12 and the theory undergoes a first order phase
transition. When the temperature is further raised, the eigenvalue distribution develops
a break on the circle and the theory is no longer described by (6.6). This behavior is
qualitatively similar to that of the free theory which we analyzed in §5, except that the
phase transition now happens below the Hagedorn temperature TH .
If b vanishes exactly then the higher order terms in (6.6) are required for analyzing
the phase transition, but generically b will not vanish at the Hagedorn temperature. In
our discussions above we assumed that b was constant in a range of temperatures near the
49
0.10.20.30.40.5
-0.025
0.025
0.05
0.075
0.1
0.125
Figure 3: Plots of Seff (u1) as a function of u1 for small negative b, in units
of N2|b|, at several values of m21 (from top to bottom) : m21 = 3|b|4 , m21 = |b|2
(new phase nucleated), m21 =
|b|
4 (first order phase transition temperature),
m21 =
|b|
8 , and m
2
1 = − |b|8 .
Hagedorn temperature; this is consistent at weak coupling since the range of temperatures
which is relevant for the discussions above is of order λ2, so the changes in b within this
range are of higher order in λ.
6.4. Toy model
The varieties of behavior described in the previous subsection may be illustrated using
a simple toy example, given by the matrix model
Z(β) =
∫
[dU ] exp
[− (|tr(U)|2(m21 − 1) + b|tr(U)|4/N2)] . (6.10)
Based on the previous discussion, we expect this toy model to give a good picture of the
behavior of the full theory for small λ near the phase transition, since the un’s for |n| > 1
are all small there. Readers who believe our general discussion above may skip directly to
the next subsection.
Our toy model may be solved exactly using the methods of §5.4. Since the action
in (6.10) depends only on tr(U) and not on traces of higher powers of U , the possible
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forms of the saddle point eigenvalue distribution for the integral (6.10) (up to an overall
shift in θ) are the same as those in [9] (and in our truncated model in §5). The possible
distributions may be parametrized by a positive number g, and they are given by one of
the two expressions
ρ(θ) =
1
2π
(
1 +
2
g
cos(θ)
)
g ≥ 2,
ρ(θ) =
2
πg
cos
(
θ
2
)√
g
2
− sin2 θ
2
g ≤ 2,
(6.11)
where for the matrix model (6.10) we have
g−1 = u1(1−m21 − 2bu21) (6.12)
with
u1 =
tr(U)
N
=
∫
dθ ρ(θ) cos(θ). (6.13)
Note that u1 is real since we assumed in (6.11) that the eigenvalue distribution is symmetric
about θ = 0.
We search for simultaneous solutions to (6.11), (6.12) and (6.13). It is easy to check
that the constant distribution u1 = 0 (g = ∞, ρ(θ) = 1/2π) is always a solution; we call
this solution Phase I. The free energy in Phase I is zero. From the discussion of §5 we
know that this solution is a local minimum when m21 > 0.
An additional solution (Phase II) is obtained by using the first distribution in (6.11)
(with g ≥ 2), upon solving (6.12) and (6.13) for this case. This gives
u1 = (1−m21)u1 − 2bu31, (6.14)
with the solution
u21 = −
m21
2b
. (6.15)
Obviously, this only makes sense if m21/b ≤ 0; consistency of the solution also requires
g−2 =
∣∣∣∣m212b
∣∣∣∣ ≤ 14 , (6.16)
so this phase exists and is a local minimum for b > 0 and −b/2 ≤ m21 ≤ 0 (such a phase
exists also for m21 > 0 and b < 0, but in that case its free energy is positive and so this
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phase is sub-dominant compared to Phase I). The free energy F = −T ln(Z) evaluated on
this saddle point is
F (T ) = −N
2Tm41
4b
, (6.17)
which is quadratic in (T − TH) near the Hagedorn temperature (where m21 ∝ TH − T ).
To find solutions using the second distribution in (6.11) (with g ≤ 2), we must once
again solve (6.12) and (6.13) with the appropriate distribution, and we find
u1 = 1− g
4
= 1− 1
4(u1(1−m21)− 2u31b)
. (6.18)
Given the solution for u1, the free energy evaluated on this saddle point is
F (T ) = N2T
[
(m21 − 1)u21 + bu41 +
1
4
− 1
2
ln (2(1− u1))
]
(6.19)
(the first two terms come from the potential in (6.10) evaluated on the saddle, while the
remaining two terms come from the measure).
The exact solution to the quartic equation (6.18) is easily obtained, though it is
not particularly illuminating. It may be checked that there are no physical solutions for
m21 > − b2 , while for m21 = − b2 we find u1 = 12 . The discussion of the previous subsection
suggests (and we will demonstrate this below) that this solution represents the phase
transition point from Phase II to Phase III when b > 0, and a phase nucleation point (the
creation of a new phase at the boundary) when b < 0.
To understand the behavior near this value of m21, we analyze the solutions to (6.18)
in the neighborhood of this special point. For this purpose we introduce a new variable
y ≡ −m21− b2 which is linear in δT , the increment over the phase transition (or nucleation)
temperature. We also introduce a variable δ ≡ b2(4u21 − 1) that measures the deviation of
u1 from its value at the phase transition (or nucleation) point. In terms of these variables,
(6.18) may be rewritten as
2
√
1 +
2
b
δ
(
1− 1
2
√
1 +
2
b
δ
)
(1 + y − δ) = 1. (6.20)
The explicit solution for y in terms of δ follows immediately from this; this solution may
be expanded in a power series in δ and inverted to obtain 47
δ = y − y
2
b2
+
2 + b
b4
y3 −
(
5
b6
+
5
b5
+
9
4b4
)
y4 +O(y5). (6.21)
47 The following three formulas are only correct for b > 0; for b < 0 there is another solution to
(6.20) which gives the leading contribution [42]. We thank L. Alvarez-Gaume, C. Gomez, H. Liu
and S. Wadia for pointing this out to us.
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Using our definition δ ≡ b2 (4u21 − 1) we now find
u1 =
1
2
(
1 +
1
b
y − 2 + b
2b3
y2 +
4 + 4b+ b2
2b5
y3 +O(y4)
)
, (6.22)
and inserting this into (6.19) we obtain
F (T ) = N2T
[
− b
16
− y
4
− y
2
4b
+
1
6b3
y3 +O(y4)
]
=
= N2T
[
− 1
4b
(y +
b
2
)2 +
1
6b3
y3 +O(y4)
]
=
= N2T
[
−m
4
1
4b
+
1
6b3
y3 +O(y4)
]
.
(6.23)
In summary, Phase I exists for all values of m1 and b. Its free energy is zero. Phase
II exists when 0 < −m21/b ≤ 1/2. Its free energy is F = −N2Tm41/4b. Finally, Phase III
exists whenever there is a solution with u1 ≥ 1/2 to (6.18) and has a free energy given by
(6.19) (for b > 0 this phase exists when −m21/b ≥ 1/2, and for m21 close to −b/2 it has a
free energy given by (6.23)). Recall that m21 = K(TH − T ) where K is positive.
It is now clear that the dynamics of our toy model near the Hagedorn temperature
m21(TH) = 0 depends sensitively on the sign of b at this temperature. First consider b > 0.
For T < TH (m
2
1 > 0), Phase I with u1 = 0 is the only saddle point, and it has vanishing free
energy. As T rises above TH (for small negative m
2
1) a new phase (Phase II) comes into
existence. Simultaneously Phase I becomes unstable, and the theory executes a second
order phase transition into Phase II at T = TH . Finally, at a still higher temperature
(m21 = −b/2) Phase II evolves continuously into Phase III; this transition is of third order,
due to (6.17), (6.23), and the fact that y in (6.23) is linear in δT . As the temperature is
raised further, the theory remains in Phase III.
On the other hand, if b < 0, Phase I is the only saddle point for m21 ≥ −b/2. At
this temperature (below the Hagedorn temperature) a new phase comes into existence.
As the temperature is further raised, this new phase splits into two different saddle points
(Phase II and Phase III). Phase II has positive free energy whenever it exists, and is always
unstable. Phase III is locally stable; however its free energy is positive in the neighborhood
of m21 = −b/2, and so (at this point) this saddle is sub-dominant compared to Phase I.
Upon further raising the temperature, F (T ) of Phase III becomes negative at some positive
value of m21, which may be obtained by solving (6.18) and (6.19) simultaneously for u1 and
m21; note that this happens below the Hagedorn temperature. Finally, as the temperature is
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raised above the Hagedorn temperature, Phase II disappears and Phase I becomes unstable,
so the theory remains in Phase III at all higher temperatures.
In conclusion, the exact solution of the toy model (6.10) verifies, in complete detail,
the general results of the previous subsection.
6.5. Density of states as a function of energy
In the previous subsections we discussed the canonical partition function as a function
of temperature for Yang-Mills theories at weak coupling. We found three qualitatively
different classes of Z(β) depending on whether b (see (6.7)) is negative, zero or positive.
In this subsection we will qualitatively describe the corresponding Yang-Mills theories in
the microcanonical ensemble, seeing how the density of states depends on the energy in
each of these three different classes of models.
In order to make contact with the canonical ensemble discussed in previous sub-
sections, we will find it convenient to characterize the microcanonical density of states
S(E) = ln(ρ(E)) in a rather peculiar way. We will find it convenient to plot the logarithm
of the effective temperature ln(T (E)) = − ln(∂S(E)/∂E) as a function of ln(E) 48; such
plots were used for very similar purposes in [43].
λ = 0
Log(T)
TH
Log(T)
TH
T1
Log(T)
Log(E/N )2
T2
Log(E/N )2
TH
Log(E/N )2
λ > 0
b < 0
λ > 0
b > 0
Figure 4: Plot of log(T ) as a function of log(E) (for energies of order N2,
in the microcanonical ensemble), for λ = 0 and for λ > 0 with b > 0 and
b < 0.
48 We thank R. Gopakumar for suggesting this to us.
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The behavior of the density of states (or ∂S∂E ) as a function of temperature may be
deduced directly from the behavior of F (T ) using the relation E = ∂β(βF ). However, this
information is incomplete where there are first order phase transitions, since these corre-
spond to temperatures at which the energy jumps discontinuously in going from one phase
to another (non-zero latent heat). For the case λ = 0, we have seen that the first order
transition is a Hagedorn transition, so we may conclude that for microcanonical energies
intermediate between the two phases, the density of states is Hagedorn, corresponding to
a horizontal line in the graph of ln(T ) as a function of ln(E). Thus, the F (T ) behavior
depicted in figure 1 leads to the microcanonical behavior shown on the left in figure 4. For
small λ > 0, the density of states should be a small perturbation of this behavior, and
we may deduce from the results of §6.3 that the qualitatively different behavior obtained
for b > 0 and b < 0 corresponds to whether the flat Hagedorn region in the λ = 0 plot
tilts upwards (b > 0), resulting in two continuous phase transitions at TH and some higher
temperature T1, or downwards (b < 0), preserving the first order transition (dashed lines
in figure 4 indicate points not accessible in the canonical ensemble).
The plots in figure 4 correspond to energies of order N2, and they are drawn in the
large N limit where the canonical ensemble exhibits sharp transitions and the boundaries
between phases in the microcanonical ensemble are distinct. To understand in more detail
the phases available in the microcanonical ensemble at general energies (including energies
of order one), it is convenient to stretch out the low energy regions of the three diagrams
for large but finite N, as we do in figures 5, 6, and 7 below.49
In the case b > 0 this plot is displayed in figure 5. As is apparent from the figure, at
any given temperature the theory has exactly one phase available to it; this is consistent
with the behavior described by the series of Landau-Ginzburg diagrams in figure 2 and
with the analysis of the toy model of the previous section. For T < TH the theory is in
Phase I. At TH , the theory undergoes a second order Hagedorn phase transition, emerging
into Phase II (the energy after the transition is of order N2). At a still higher temperature,
the theory undergoes yet another continuous phase transition into Phase III.
Note that Phase I corresponds to u1 = 0, Phase II corresponds to the minimum of (for
instance) the second plot in figure 2, and Phase III is at the boundary of the configuration
space of eigenvalue distributions.
49 Strictly speaking, the boundaries between phases are smoothed out when N is finite, but for
large enough N these should look sharp as shown.
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Log(E)
= Log(T)
−Log(dS/dE)
Phase I
Hagedorn 
Phase III
Phase II
Figure 5: Plot of log(T ) as a function of log(E) (in the microcanonical
ensemble) when b > 0.
Phase III
Hagedorn
Phase I
Log(E)
−Log(dS/dE)
= Log(T)
Figure 6: Plot of log(T ) as a function of log(E) (in the microcanonical
ensemble) in the free Yang-Mills theory.
The density of states of the free theory may be obtained from the limit b → 0 of the
previous discussion; the relevant plot takes the form shown in figure 6. As is apparent from
this figure, the free theory makes a phase transition (of first order) directly from Phase I
to Phase III at the Hagedorn temperature, in agreement with the analysis of §5.
When b < 0, we believe50 that the density of states is characterized by the plot
50 As noted above, when a theory undergoes a first order transition, Z(β) is insufficient to
reproduce the full density of states of the theory. In order to obtain figure 7 we use one additional
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Hagedorn 
Log(T_1)
= Log(T)
−Log(S’(E))
Log(T_2)
Log(E) Log(E_1) Log(E_2)
Figure 7: Plot of log(T ) as a function of log(E) (in the microcanonical
ensemble) when b < 0.
displayed in figure 7. The thermodynamics induced by the density of states plotted in
figure 7 is consistent with the behavior described by the Landau Ginzburg plots in figure
3. In particular, the five graphs shown in figure 3 (from top to bottom) should be taken to
represent Seff (u1) for T < T1, T = T1, T = T2, T2 < T < TH and T > TH , respectively.
Phase I lies at u1 = 0 in figure 3. Phase II is the unstable maximum in the 3rd and 4th
graphs in figure 3, and Phase III is the saddle point at the boundary u1 =
1
2 . Note that,
according to both figures 7 and 3, Phase III exists only for T > T1, and Phase II exists
only for T1 < T < TH .
In ending this section we would like to emphasize that adding interactions has two
qualitatively different effects on the spectrum of weakly coupled Yang-Mills theories. First,
single-trace states involving a number of fields which is much smaller than N pick up
corrections to their energy, starting at first order in λ (for conformal field theories on
Sd−1 these corrections are equivalent to the anomalous dimensions of the single-trace
operators). These corrections result in a renormalization of m21(T ), and hence of the
Hagedorn temperature. However, the physics of the phase transition (and, in particular,
the crucial sign of the coefficient b) is governed by a different effect, which is the deviation
assumption, that the unstable saddle points appearing in the Landau Ginzburg diagram of figure
3 (see also the toy model of the previous subsection) may be interpreted as an unstable phase (of
negative specific heat) at the corresponding temperature, in the microcanonical ensemble.
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from Hagedorn-type behavior in states which involve a number of fields of order N2. 51
This effect appears even in the free Yang-Mills theory, and it appears to be modified in a
qualitatively important fashion by coupling constant effects at O(λ2), as shown in figure
4. These modifications determine the sign of b and the nature of the phase transition at
finite coupling.
7. Extrapolation to strong coupling and the dual description
In this section we will present possible extrapolations of the results of section 6 to
strong coupling. We will also discuss the possible interpretation of these results in a
stringy dual description. Much of this section is rather speculative; we will present some
questions and outline possible answers.
7.1. Possible phase diagrams for large N Yang-Mills theories
Consider the deconfining transition of a d-dimensional confining large N Yang-Mills
theory on a compact space of size R, at large values of RΛQCD →∞. As we reviewed in
§2.2, this transition may be either of first order (as seems to be the case for pure Yang-Mills
theory) or of second order (in which case, for d = 4 it must be in the universality class of
the d = 3 XY model).
On the other hand, as we saw in the previous section, at weak coupling (small RΛQCD)
the transition may be of either first or second order, depending on the (perturbatively
computable) sign of b for the theory in question. For each of the four possibilities for the
order of the phase transitions at large and small RΛQCD we have sketched the simplest
possible interpolation between the two limits, and the corresponding phase diagrams are
displayed in figures 8-11. Recall that Phase I is a confined phase, characterized by a uniform
distribution of eigenvalues for the holonomy matrix U .52 On the other hand Phases II and
51 When the number of fields is of order
√
N or larger, single-trace and multi-trace states mix,
and one cannot distinguish between them. This was highlighted recently in the study of the effects
of non-planar graphs in the Yang-Mills/plane wave duality [44].
52 In confining theories away from weak coupling, when the size of the compact space becomes
large compared to the scale set by ΛQCD, it is not as useful to focus on the zero mode of the
gauge field, since other modes become light compared to ΛQCD. However, while Seff (U) may be
less relevant in these more general cases, we can consider instead the effective action Seff (U(y)),
where U(y) is a spatially-dependent unitary matrix given by the Wilson loop around the thermal
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R  ΛQCD
T R
PHASE I 
PHASE III
Hagedorn  Temperature 
Figure 8: The simplest phase diagram for a compactified confining theory
with negative b and a first order phase transition at R =∞ . Only solid lines
represent phase transitions.
PHASE I
PHASE II
Hagedorn 
Hagedorn
PHASE III
ΛQCDR
RT
Figure 9: The simplest phase diagram for a compactified confining theory
with positive b and a first order phase transition at R =∞ . Only solid lines
represent phase transitions.
circle at a point y (see [45] for a related discussion). For large N theories, we expect that the
saddle point configurations for every temperature (in all phases) should be spatially homogeneous,
so that the corresponding U(y) is constant. Thus, we may still characterize the various phases by
a single eigenvalue distribution corresponding to this constant U .
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PHASE I
PHASE II
Hagedorn
Hagedorn
PHASE III
ΛQCDR
RT
Figure 10: The simplest phase diagram for a compactified confining theory
with negative b and a second order phase transition at R = ∞ . Only solid
lines represent phase transitions.
TR
R QCDΛ
PHASE III
PHASE II
PHASE I
Hagedorn
Figure 11: The simplest phase diagram for a compactified confining theory
with positive b and a second order phase transition at R =∞ .
III are both deconfined phases, which are distinguished by the fact that in Phase II the
eigenvalue distribution is non-vanishing on the whole unit circle, while it vanishes outside
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an interval in Phase III. 53
Note that in each of the figures 8-11 all phase transition temperatures at strong
coupling are of O(ΛQCD); consequently, in this regime the dimensionless phase transition
temperature TR increases linearly with the coupling parameter RΛQCD.
Since lattice data indicates that 3 + 1-dimensional pure Yang-Mills theory undergoes
a single first order deconfining phase transition at large N , the simplest possibilities for
the phase diagram of the 3 + 1-dimensional large N pure Yang-Mills theory on a compact
space such as S3 are depicted in either figure 8 or figure 9; as above, the value of b for this
theory (which we will report on in [10]) will distinguish between these two options.
Above we drew the simplest possible interpolations between the weak coupling and
strong coupling behaviors. These simple interpolations are consistent with the values of
all of the order parameters we discussed at weak and strong coupling, but several other
rather natural phase diagrams may also be drawn. For instance, figures 8-11 do not apply
to any theory that undergoes a phase transition as a function of the coupling at zero
temperature. Such a phase transition is certainly possible, and could be inserted into any
of the diagrams of figures 8-11 as a vertical line that divides Phase I into two regions,
distinguished, presumably, by an order parameter unrelated to the Polyakov loop. A
case where we know that this happens is when the infinite volume theory exhibits global
symmetry breaking due to quantum effects (for example, the d = 4 N = 1 SU(N) SYM
theory, in which a chiral ZZ2N symmetry is spontaneously broken to ZZ2 at infinite volume).
Since we see no sign of such a symmetry breaking in our analysis at weak coupling54, it
seems clear that in such cases there are additional phase boundaries separating weak
coupling and strong coupling regimes at low temperature. In general, we do not expect
any such boundaries for asymptotically free gauge theories at high temperatures, since in
this limit, the theories may be studied perturbatively for all values of RΛQCD.
We now turn to the large N SU(N) N = 4 SYM theory on an S3 of unit radius and at
strong ’t Hooft coupling λ. Using the AdS/CFT correspondence, this theory is equivalent
to type IIB string theory at weak string coupling on an AdS5 × S5 space (using global
53 Alternatively, as mentioned for instance in [46], they can be distinguished by the behavior
of the Polyakov loops for higher representations of the gauge group, such as the k’th product of
fundamental representations for large k.
54 Of course, as in our discussion above of the breaking of the ZZN symmetry associated with
confinement, we do not expect to see symmetry breaking at finite N and finite volume, but we
expect to see a sum over different configurations in which the symmetry is broken.
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coordinates for AdS) with a large radius of curvature. The thermodynamical analysis
of this theory shows that it undergoes a single first order phase transition as a function
of temperature, which occurs at THP =
3
2π
≃ 0.477465 [13,11]. In addition, since the
string coupling is small, we have a large range of energies with a Hagedorn behavior of
the spectrum, with the Hagedorn temperature scaling as TH ∝ 1/
√
α′ ∝ λ1/4 and going
to infinity in the limit of strong ’t Hooft coupling.
On the other hand, as we have described in detail above, at λ = 0 this theory also
undergoes a single phase transition as a function of temperature. This phase transition, at
the temperature TH = −1/ ln(7−4
√
3) ≃ 0.379663, coincides with the Hagedorn transition
and it is weakly of first order. And, as discussed in §6, the behavior of the theory at small
λ depends crucially on the sign of b (defined in (6.7)). If b turns out to be negative, the
theory undergoes a single first order phase transition below the Hagedorn temperature. If
b > 0, the theory undergoes two continuous phase transitions, the first of which is at the
Hagedorn temperature.
TR
PHASE III
λ
Hagedorn Temperature
PHASE I
Figure 12: Conjectured phase diagram for the N = 4 SYM theory on a
sphere if b is negative. Only solid lines represent phase transitions.
As we have described above, the value of b for this theory is determined by a set of
two-loop and three-loop graphs. We will present the result of this computation in [10].
If b turns out to be negative, the behaviors at weak and strong coupling are similar and
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Hagedorn
HagedornPHASE II
PHASE III
R
PHASE I
λ
T
Figure 13: Conjectured phase diagram for the N = 4 SYM theory on a
sphere if b is positive. Only solid lines represent phase transitions.
the phase diagram of the theory has a natural interpolation (shown in figure 12) for all λ
(though more complicated phase diagrams are also possible).
On the other hand, if b turns out to be positive, the simplest possible phase diagram
takes the form shown in figure 13. Note the existence of a tri-critical point at a special
value of the ’t Hooft coupling, at which the deconfinement phase transition changes from
being second order to being first order, and the existence of a new phase at weak coupling
and intermediate temperatures. 55
Figures 12 and 13 are very similar to figures 8 and 9, with one important difference :
the phase transition temperature, measured in units of 1/R, has a finite strong coupling
limit for the N = 4 theory, but increases without bound for confining theories.
Note that the interaction potential between a quark and an anti-quark, at a distance
L≪ R, is expected to behave rather differently in the various phases described above. In
the case of confining gauge theories at low temperatures, this potential will be Coulomb-
like at weak coupling (RΛ≪ 1) but linear (string-like) for RΛ≫ 1, as long as L ≫ 1/Λ.
55 Figures 12 and 13 have been drawn under the assumption that the large N N = 4 theory
in flat space does not undergo a phase transition as a function of the coupling. Such a transition
could perhaps occur, and then it would be depicted by a vertical line that would divide Phase
III into two different regions in figures 12 and 13. We thank R. Gopakumar for emphasizing this
possibility to us. Similarly, it is possible in principle that Phase I would be divided into different
regions.
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However, in Phase III (and presumably in Phase II as well) the quark-anti-quark force is
exponentially screened by the intervening plasma. In the case of the N = 4 SYM theory
the quark-anti-quark force is Coulomb-like at every coupling in the ‘confining’ Phase I,
but decays exponentially at sufficiently large distances (compared to a scale set by the
temperature) in the deconfined phases.
7.2. Dual interpretation of the N = 4 SYM thermodynamics at strong coupling
We noted in §2 that it should be possible to understand the possible phase diagrams
presented earlier in this section in terms of a dual string theory description of the relevant
gauge theories. Unfortunately, among the 3 + 1 dimensional gauge theories with adjoint
fields, the only one whose string dual is known is the N = 4 supersymmetric Yang-Mills
theory (and theories related to it by renormalization group flows), and this dual is mostly
understood only in the limit of strong ’t Hooft coupling. In this subsection we will argue
that, at least in this one case, the thermodynamics of the string theory dual fits rather
nicely with the picture presented in this paper. Previous discussions of the thermodynamics
of N = 4 SYM as a function of the coupling, which are consistent with ours, appear in
[47], and a detailed discussion of the transitions discussed in this subsection appears in
[48,43,49].
The string dual to N = 4 SYM on S3× IR (where the S3 is taken to be of unit radius)
is type IIB string theory on AdS5 × S5, whose metric may be written as
ds2 = R20
(− cosh2 ρ dτ2 + dρ2 + sinh2 ρ dΩ23 + dΩ25) . (7.1)
Under this duality the Hamiltonian of the Yang-Mills theory is identified with the generator
of global time translations ∂τ in the geometry (7.1). The energy E of the gauge theory
on a sphere of unit radius is related to the proper energy in string theory at ρ = 0 by
Eprop = E/R0. The radius R0 of the AdS5 × S5 space is related to the ’t Hooft coupling
λ and the inverse string tension α′ by R0 ≃ λ 14
√
α′ (we will ignore all numbers of order
unity in the qualitative discussion of this subsection).
For large R0/
√
α′ (large ’t Hooft coupling) the density of states ρ(E) of type IIB
string theory on (7.1) has four distinct regimes (see [50] and references therein). The only
states in the spectrum with proper energy56 smaller than the string scale, E ≪ λ1/4, are
56 Recall that states of finite energy on (7.1) are all localized about ρ = 0. AdS5 space behaves
effectively like a four dimensional box of physical radius R0, as is apparent from the fact that the
spectrum of ∂τ is discrete with discretization step unity.
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ten dimensional supergravitons57 whose entropy scales as S(E) ∝ E9/10. For E ≫ λ1/4,
excited string states are added to the spectrum; the contribution of these states to the
entropy is S ≃ Eprop
√
α′ ≃ λ−1/4E (see §2.1), and this contribution dominates over the
graviton gas for E ≫ λ5/2. When the proper energy exceeds the Planck mass (namely,
E ≫ msR0/g1/4s = N1/4) small ten dimensional Schwarzschild black holes are also added
to the spectrum (note that these energies are inaccessible in the strict N → ∞ limit).
The entropy of such black holes is proportional to S ∼ (lPE/R0)8/7 =
(
E/N1/4
)8/7
; they
have negative specific heat and positive free energy. This entropy of black holes dominates
over that of the Hagedorn strings for E ≫ N2/λ7/4. Finally, at an energy E1 ∼ N2
(an energy at which the radius of these Schwarzschild black holes becomes comparable
to the AdS radius R0) the black hole horizon covers the whole S
5, and the specific heat
of these black holes becomes positive. For E > E1 these black holes are referred to as
AdS-Schwarzschild or big black holes. At a higher energy E2 (also of O(N2)) the free
energy of these black holes becomes negative. Finally, for E ≫ N2, the entropy of these
black holes is S ∝ N1/2E3/4, so the thermodynamics of these big black holes resembles
that of a four dimensional conformal field theory.
Log(T_1)
Black Holes
Big AdS
Gravitons
Small Black Holes
Hagedorn 
Log(T_2)
= Log(T)
−Log(S’(E))
Log(E) Log(E_1) Log(E_2)
Figure 14: log(T ) as a function of log(E) (in the microcanonical ensemble)
for all the ‘phases’ of type IIB string theory on AdS5×S5, when R0 ≫
√
α′ .
57 In terms of the gauge theory, the only states in this regime are those created by the chiral
primary operators, their products and their descendants.
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For comparison with the canonical ensemble it is most convenient (see §6.5) to display
the density of states described in the previous paragraph as a plot (see figure 14) of
ln(T (E)) = − ln(S′(E)) [43]. Quite remarkably, figure 14 is identical in its general form to
figure 7, even though figure 7 was derived for a general gauge theory (with b < 0) at weak
coupling while figure 14 applies to the N = 4 Yang Mills theory at strong coupling, and
has been derived using its stringy dual.
To complete this subsection we now use figure 14 to discuss the behavior of the N = 4
SYM theory at strong coupling in the canonical ensemble [43] (see §6.5 for a very similar
discussion). For T < T1(=
√
2
π ) the only available saddle point is the thermal gas of
gravitons. Over the temperature range T1 < T < TH ≃ λ 14 the theory has three saddle
points to choose from. One of these saddle points (small black holes) is unstable, so
it cannot appear in the canonical ensemble. The other two saddle points are stable and
compete with each other. The gas of gravitons has lower free energy for T1 < T < T2(=
3
2π ),
while the big black hole dominates the canonical ensemble for T2 < T < TH . Consequently,
the theory should undergo a first order phase transition at T = T2, which (as we mentioned
above) is indeed the case [13,11]. T = TH is the Hagedorn temperature at which the
graviton gas saddle point stops existing. For T > TH the generic state of the theory
continues to be a big black hole, which is now the only available phase.
7.3. Deconfinement and black holes
We do not, as yet, understand the string dual of weakly coupled gauge theories, such
as pure Yang-Mills or N = 1 supersymmetric Yang-Mills on a small S3, or even the N = 4
SYM theory at weak ’t Hooft coupling. Nonetheless, each of these theories is continuously
related to the N = 4 theory at strong coupling, so the AdS/CFT correspondence provides
a demonstration (in the physicist’s sense of the term) of the existence of string duals for
all these gauge theories. Furthermore, these string duals may be expected to qualitatively
resemble type IIB string theory on AdS5 × S5, in the sense that they should all include
at least one additional “holographic” dimension beyond the dimensions of the Yang-Mills
theory. Consequently, even though we understand little about the details of the string
duals of arbitrary gauge theories, we will use intuition from the previous subsection to
boldly speculate on the stringy dual interpretation of the phase diagrams in figures 8-13.
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As we reviewed above, the deconfined phase of the strongly coupled N = 4 theory
admits a dual description in terms of black holes 58. We would now like to argue that this
is a general feature (see [4] for related comments): large N deconfined phases (Phases II or
III in figures 8-13) should always be associated with black holes 59. Our simple argument
follows directly from ideas presented in [11].
In order to measure the Polyakov loop we need to put an external quark on a trajectory
that wraps around the circle of the time direction. Since in the large N gauge/string
correspondence quarks appear at the boundaries of the worldsheet, we expect the Polyakov
loop in string theory to be realized as the partition function (in Euclidean space) for a
string whose boundary wraps around the time-like loop, and this is indeed the case in
the AdS/CFT correspondence [56,57]60. This partition function clearly vanishes if the
Euclidean time circle is non-contractible61, but it is generically non-zero (when suitably
defined, as in our discussion of §5.7 and the analogous discussions in [11,60]) if the time
circle is contractible. In all the examples that we know of, a static Euclidean time cycle is
contractible in general relativity only when the corresponding Minkowskian solution has
a horizon. Outside the range of validity of general relativity it would seem reasonable
to define black holes by this requirement. Putting all this together, we conclude that
suitably defined Polyakov loops are non-zero only in a black hole phase. Thus, we generally
expect that the string theory (at finite temperature) in Phases II and III will be in a
generalized black hole background, while the theory in Phase I (where the time cycle is
58 The connection between deconfinement transitions and black holes has also been verified in
examples of confining field theories in flat space, such as the duality between a cascading d = 4
SU(N + M) × SU(N) N = 1 supersymmetric gauge theory and type IIB string theory on a
manifold which includes the resolved conifold [51,52]. Similar results for the Maldacena-Nunez
background [53] were obtained in [54], and for other theories in (for example) [55].
59 By this we mean that if the background has a geometrical interpretation it would resemble
a black hole; we generalize this to other backgrounds by calling such phases “black holes”.
60 In this case the boundary of the string is actually not precisely the Polyakov loop, as it
contains also couplings to scalar fields. We expect that these additional couplings will not change
the qualitative features of the order parameter, and that these “generalized Polyakov loops” will
vanish if and only if the usual Polyakov loop vanishes. Computations of such “generalized Polyakov
loops” in the AdS/CFT correspondence first appeared in [11,58,59].
61 Again, this is true when we have a good geometrical description of the background, and
otherwise we take the vanishing of the Polyakov loop to be the definition of a non-contractible
circle.
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non-contractible) should be in a background similar to the naive gauge theory background
(in which the time direction is simply compactified).
A similar conclusion follows by analyzing the other order parameter for confinement,
limN→∞ F (T )/N2. In string theory this order parameter maps to the sphere partition
function, which naively always vanishes. However, this is not true even in the low-energy
general relativity approximation for some types of unbounded spaces [13,11], where the
naive classical action diverges and one needs a subtraction procedure to define it. This can
lead to a non-zero result for the relative classical partition function between two spaces
with the same asymptotics but a different interior. This again suggests that deconfined
phases must involve different space-times than the confined phase (which are the same
asymptotically but differ in the interior), which have different classical actions. The dis-
cussion of the previous paragraph suggests that these spaces should be generalized black
holes.
7.4. Dual description at a general point in the phase diagram
At any fixed value of the coupling in each of the diagrams of figures 8-13, the com-
pactified large N gauge theory either
(1) Undergoes a single first order phase transition as a function of the temperature away
from a tri-critical point.
(2) Undergoes a single first order phase transition as a function of the temperature at a
tri-critical point.
(3) Undergoes two successive continuous phase transitions as a function of the tempera-
ture.
It is possible (see below for a caveat) that the density of states takes the form shown in
figures 7, 6 and 5, respectively, in every realization of the three cases listed above. We
have already argued that this statement is true at weak coupling (see §6.5), and for the
N = 4 SYM theory at strong coupling.
If this picture turns out to be correct, it would be tempting to further speculate that
the dual description of Phase III always involves a stable ‘big black hole’. Following this
train of thought, one would also be led to speculate (following §7.2) that Phase II has a
dual description in terms of a different type of strange ‘black holes’ (see §7.3 for our usage
of the term black holes). It would then follow that the discovery of theories of type (3)
(theories with a second order large N deconfinement phase transition) would imply the
existence of a new class of stable ‘strange black holes’ in a class of string theories. This
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would certainly be intriguing; it would be very interesting to understand the string theory
interpretation of the distinction between the two classes of ‘black holes’ (Phase II and
Phase III).
Before concluding this section, we should note that the different theories and phases
which we grouped together in our discussion above do seem to have some qualitative
differences, despite sharing some similar features. Let us first study the behavior of a
confining gauge theory (like d = 4 pure Yang-Mills theory) as a function of coupling
in more detail. On a very large compact space (in units set by ΛQCD) the pure Yang-
Mills theory behaves locally just like the infinite volume theory, and we expect that the
deconfinement transition proceeds (as energy is added to the system at the transition
temperature) by nucleation of bubbles of the deconfined phase, which grow and eventually
coalesce to cover the whole space. In particular, in this strong coupling limit there should
be stable configurations at the transition temperature characterized by the coexistence of
confined and deconfined phases covering different regions of the compact space.62 In such
mixed configurations we would expect the size of every phase bubble to be at least of order
Λ−1QCD; in particular, mixed phases may be expected to be absent on a compact space that
is small in QCD units, namely at weak coupling ΛQCDR ≪ 1.63 This is consistent with
the analysis in our paper; recall that the order parameter we used for the phase transition
is (roughly) the constant mode of 〈 1N tr(U(y))〉 on the compact space, and that at weak
coupling modes that describe inhomogeneous configurations of tr(U(y)) are massive with a
mass of the same order as the phase transition temperature, and may safely be integrated
out, as we have done.
The situation is completely different in the case of the d = 4 N = 4 SYM theory. In
this theory the existence of a phase transition relies upon the compactness of the space at
all values of the coupling, and the behavior at weak coupling and at strong coupling seem
similar. Recall that, in the strongly coupled N = 4 theory, the dual description of the high
62 Note that in our discussion above of microcanonical phase diagrams (and, indeed, in our
whole analysis which was based on the effective action Seff (U)), we were implicitly discussing
only homogeneous phases. It seems that at least in some cases non-homogeneous configurations
dominate at strong coupling (in the microcanonical ensemble) over the configurations we described
above.
63 The fact that the qualitative behavior of Yang-Mills theories changes in this respect in the
transition from weak coupling to strong coupling may indicate that the naive interpolation we
suggested between these two regimes is too optimistic.
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temperature phase is a single large black hole. Since there would seem to be no such thing
as half of a black hole, the high temperature phase cannot coexist with a low temperature
phase at the transition temperature at strong coupling.
The contrasting behaviors of the systems described in the previous two paragraphs
suggest that the “large black hole” phase (Phase III) of strongly coupled pure Yang-
Mills theory may be significantly different from the large AdS black hole. It would be
interesting to understand what sort of bulk description the coexistence of confined and
deconfined phases in confining theories such as the pure Yang-Mills theory could have.
One is reminded of the appearance of non-homogeneous configurations in the context of
the Gregory-Laflamme transition [61].
8. Discussion and future directions
In this paper we have analyzed the thermodynamics of weakly coupled large N gauge
theories compactified on a sphere of radius R, or any other compact manifold on which the
theory has no zero modes. Our analysis applies both to conformal gauge theories at small
values of a tunable coupling constant (such as the N = 4 SYM theory) and to confining
theories (such as pure orN = 1 Yang-Mills theory) with RΛQCD ≪ 1. We have shown that
in the microcanonical ensemble these theories exhibit an exponential (Hagedorn) density
of states, which is cut off at an energy of order E ∼ N2 (this was previously shown
for free gauge theories in [4,5]). The Hagedorn temperature at zero coupling is easily
determined from the field content of the theory, and the corrections to it can be computed
in perturbation theory. We have demonstrated that these theories undergo deconfinement
phase transitions, with different possible phase diagrams discussed in §6.
Our analysis has several points of interest. First, putting a confining gauge theory
on a compact space introduces a new dimensionless parameter into the game; varying this
parameter may continuously deform the flat space deconfinement transition into a regime
where the transition (which remains non-trivial) may be reliably studied in perturbation
theory64. The analysis of this weakly coupled problem leads to several insights. For
instance, we have argued that if the large N deconfining phase transition is of second order
then it must be Hagedorn-like (as first shown from different arguments in [8]), and it must
64 This is somewhat analogous to the continuous relation between confining phases and
perturbatively-accessible Higgs phases which can occur [62] in theories with fields in the funda-
mental representation upon changing coupling constants or vacuum expectation values of fields.
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be followed by a second phase transition at a higher temperature (where the eigenvalue
distribution corresponding to a holonomy around the thermal circle develops a gap). This
suggests that a second order deconfining transition in any large N gauge theory implies the
existence of a previously unsuspected intermediate temperature phase. Our analysis of the
weak coupling deconfinement transition led to us suggest the four simplest possible phase
diagrams (figures 8-11) for confining large N gauge theories; which diagram is actually
implemented depends on the details of the theory, including the sign of a perturbatively
computable number. More speculatively, we have also suggested a stringy interpretation
(in terms of nucleation of black holes in the dual string theory) of this deconfinement
transition.
Turning now to the N = 4 supersymmetric Yang-Mills theory, our results imply that
the thermal phase transition in this theory at weak coupling is either of first or second order,
depending on the sign of a coefficient that we are now in the process of computing. If the
transition turns out to be of first order, the simplest possible conclusion would be that the
Hagedorn spectrum of string theory on AdS5×S5 does not dominate the thermodynamics
of N = 4 SYM at any temperature and at any non-zero value of the coupling – this was
called “Hagedorn censorship” in [47]. In such a case our computations would enable us
to study an unstable saddle point representing substringy unstable (‘Schwarzschild’) black
holes in this background. On the other hand, if the weak coupling transition turns out to
be of second order, that would suggest the existence of a tri-critical point at some finite
’t Hooft coupling (probably of order one) in this supersymmetric Yang-Mills theory, as
well as the existence of a previously unsuspected intermediate temperature phase in this
theory at weak coupling. This new intermediate temperature phase should then have a
dual description in terms of a new set of bulk objects: mysterious new stable black holes.
The picture we present in this paper supports the view that ’t Hooft’s relation between
large N gauge theories and string theories [1] may extend also to weakly coupled gauge
theories. The naive picture of this relation is that at strong coupling the sum over pla-
nar Feynman diagrams is dominated by graphs with arbitrarily many interactions, which
become dense and close up the holes in the worldsheet of the Feynman diagram to form
a continuous 1 + 1 dimensional field theory on a spherical Riemann surface. This view
has already been seriously challenged by the AdS/CFT correspondence, which establishes
a relationship between string theories and gauge theories on a sphere at all values of the
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gauge coupling65, and by the consequent derivation of dualities between (topological) open
and closed string theories [70,71]. Our findings provide further evidence for the existence
of a stringy dual of weakly coupled gauge theories. We have found that weakly coupled
gauge theories on compact manifolds share at least one qualitative feature of string theory
in flat space, namely a string-like spectrum, in a regime in which the Feynman diagrams
do not seem to look like continuous Riemann surfaces. It would be very interesting to un-
derstand more directly how and why weakly coupled gauge theories manage to rearrange
themselves as string theories (see [72-74] for some attempts in this direction).
It is an interesting challenge to identify the string theories which are dual to various
weakly coupled (or free) gauge theories. For the free gauge theories our analysis of §3 gives
us an explicit formula (3.6) for the spectrum of (free) single-string states, and perhaps in
some cases this may be enough to reconstruct the corresponding worldsheet theory. By
expanding our result for the partition function in a power series in 1/N2, we can also extract
information about string coupling corrections in the putative dual string theory (though
it may turn out that real string interactions always involve the Yang-Mills interaction, as
in the study of string interactions on plane waves [44]).
The results of the computations in this paper (and our upcoming work [10]) may
turn out to have independent interest. For conformal theories such as the d = 4 N = 4
supersymmetric Yang-Mills theory, the partition function computed in this paper and in
[10] encodes, in principle, the scaling dimension of every operator in the theory, to the order
of computation (in λ) 66. The information about these anomalous dimensions is packaged
in an interesting fashion in Seff and may lead to insights, perhaps in combination with
recent speculations on integrability and on the existence of a large Yangian symmetry in
the N = 4 SYM theory [75].
The techniques of this paper may find application to several theories not explicitly
considered in this paper. It would be interesting to compare our results to known results
in strongly coupled two dimensional gauge theories [30,31,32]. On another note, recall that
large N gauge theories in d = 1 with a single scalar field are believed to be holographically
dual to the c = 1 and ĉ = 1 string theories. Our analysis of free one-matrix positive-sign
65 Although the worldsheet theories dual to perturbative gauge theories are strongly coupled,
as a consequence of large background curvatures, they presumably exist, as they may be ob-
tained from the well-understood duals to strongly coupled gauge theories by tuning worldsheet
parameters. See [63-69] for recent attempts to understand this weakly coupled limit.
66 This is true at least in the absence of first order phase transitions.
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harmonic oscillators at zero coupling shows that they have neither phase transitions nor a
Hagedorn-like spectrum; however, the matrix models dual to the c = 1 and ĉ = 1 strings
are ‘negative mass’ harmonic oscillators, and it is possible that they somehow undergo a
‘deconfining transition’ of the sort studied in this paper, described by some effective action
Seff (u1), and that their high energy behavior is dominated by two dimensional black holes
(whose spectrum is Hagedorn-like).67 Another interesting example is provided by the ’t
Hooft limit of the maximally supersymmetric plane-wave deformation of Matrix theory,
argued in [76] to be dual to a little string theory compactified on S5. For a small sphere,
this theory is weakly coupled, and one may study the little string theory thermodynamics
explicitly in this limit using methods similar to this paper. This analysis is the subject of a
paper [77] to appear shortly. Another interesting relation between the thermodynamics of
string theory, black holes and the thermodynamics of compactified gauge theories appears
in the context of Matrix theory (see, for instance, [78]). It would be interesting to try to
relate our discussion to the results for toroidal compactifications which are relevant there.
When we compactify a gauge theory on a space with a non-zero fundamental group, we
necessarily have additional zero modes coming from the non-trivial Wilson loops. It would
be interesting to generalize our results to include such additional degrees of freedom. Some
recent results on the deconfinement transition of the large N gauge theory on a torus in
the strong coupling limit appear in [79].
We should also note that the connection between Hagedorn transitions, black hole
formation and some sort of ‘deconfinement’ transition in a dual field theory seems more
general than the specific example of gauge theories. For instance, string theory on AdS3 is
known to undergo a phase transition as a function of temperature both at ‘weak coupling’
[80] (at the orbifold point) and at strong coupling (in a geometric phase for the bulk). At
weak coupling this transition (between a single “long string” phase and a multiple “short
string” phase) is Hagedorn-like [81], while at strong coupling it is a first order Hawking
Page transition [13] of the sort reviewed in this paper. It would be interesting to analyze
the extrapolation between these two behaviors.
Finally, several technical and conceptual issues remain to be addressed even within
the direct line of attack of our paper. The coefficient b should certainly be computed
for several gauge theories [10]. The analysis of this paper can be extended to search for
67 Several people, including A. Adams, P. Ho, G. Mandal, and S. Wadia, have suggested a
variant of this idea.
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interesting features in generalized partition functions 68. And, last but not least, the dual
interpretation of deconfining phase transitions and their intriguing connection with black
holes certainly deserves further study.
Acknowledgements
We would like to thank T. Banks, R. Dijkgraaf, A. Das, S. Elitzur, D. Gross, M. Head-
rick, C. Johnson, S. Kachru, I. Klebanov, J. Maldacena, G. Mandal, L. Motl, A. Neitzke,
B. Pioline, J. Polchinski, E. Rabinovici, A. Schwimmer, A. Sen, T. Senthil, S. Sethi, Y.
Shamir, S. Shenker, A. Strominger, T. Takayanagi, W. Taylor, A. Vishwanath, A. Yarom,
X. Yin and especially N. Arkani Hamed, R. Gopakumar, G. Semenoff, and S. Wadia for
useful discussions. We would like to thank Stanford University and the Stanford-Weizmann
workshop (partly financed by the Israel-U.S. Binational Science Foundation) for hospitality
during the genesis of this project. OA would like to thank the University of Chicago, the
second Crete regional meeting on String Theory, the Strings 2003 conference in Kyoto, the
Aspen Center for Physics, and the University of British Columbia for hospitality during
the work on this project. JM would like to thank PIMS and UBC for hospitality during the
FMP school. SM would like to thank the Tata Institute of Fundamental Research, ICTP
Trieste, the organizers of the regional summer school at Villa de Levya, Columbia, the
second Crete regional meeting on String Theory, the Benasque post-Strings workshop, and
the Indian Institute for the Cultivation of Sciences for hospitality while this work was in
progress. MVR would like to thank the Korean Institute for Advanced Study and the Asia
Pacific Center for Theoretical Physics for hospitality while this work was in progress. The
work of OA was supported in part by the Israel-U.S. Binational Science Foundation, by
the ISF Centers of Excellence program, by the European network HPRN-CT-2000-00122,
and by Minerva. OA is the incumbent of the Joseph and Celia Reskin career development
68 For instance, the partition function generalized by the addition of a chemical potential for an
R-symmetry charge in the strongly coupled N = 4 SYM theory undergoes a phase transition as a
function of the chemical potential even at zero temperature [82,83]. By generalizing our analysis
of this paper to this case, using the results of §3.4, we find that this zero temperature phase
transition is absent in the free Yang-Mills theory. Note that for finite temperature our analysis
breaks down at a critical value of the chemical potential when additional degrees of freedom
become light and charged scalars may condense [84]. So (as noted for the compactified gauge
theory in [85]) the strong coupling and weak coupling regimes seem qualitatively different in this
case. Similar considerations may allow us to make contact with string thermodynamics on plane
waves [86].
74
chair. The work of JM was supported in part by an NSF Graduate Research Fellow-
ship. The work of SM was supported in part by DOE grant DE-FG01-91ER40654 and a
Harvard Junior Fellowship. The work of KP was supported in part by DOE grant DE-
FG01-91ER40654. The work of MVR was supported in part by NSF grant PHY-9870115,
by funds from the Stanford Institute for Theoretical Physics, by NSERC grant 22R81136
and by the Canada Research Chairs programme.
Appendix A. Properties of group characters
In applications of group theory, it is often necessary to determine the set of irreducible
representations obtained in the tensor product of some collection of other representations
Ri. Characters provide a powerful tool to achieve this. Given a group G, we may associate
with any representation Ri a character χRi : G→C, defined such that χRi(U) is equal to
the trace of the group element U in the representation Ri. From this definition, it follows
that the characters for sums and products of representations are given by
χR1⊕R2 = χR1 + χR2 , χR1⊗R2 = χR1 · χR2 . (A.1)
The utility of the characters in decomposing tensor products follows from the orthogonality
of characters for irreducible representations RIi :∫
[dU ]χ∗RI
1
(U)χRI
2
(U) = δRI
1
RI
2
, (A.2)
where [dU ] is the invariant (Haar) measure on the group manifold normalized so that∫
[dU ] = 1. Thus, the number of irreducible representations of type RI in the tensor
product of the representations R1, . . . , Rn is given by
nRI =
∫
[dU ]χ∗RI (U)
n∏
i=1
χRi(U). (A.3)
For the special case of the trivial (singlet) representation, we have χsinglet(U) = 1, so that
the number of singlets in the product of representations Ri is simply
nsinglet =
∫
[dU ]
∏
i
χRi(U). (A.4)
Finally, for the applications of this paper, we require the character formulae for the sym-
metrized and antisymmetrized products of n identical representations R. To obtain these,
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let UR be the matrix representation of the group element U in the representation R. Then
the trace of the matrix representation of U in the (anti)symmetrized tensor product of n
copies of R is
(UR)
a1
[a1
· · · (UR)anan]± , (A.5)
where the [· · ·]± indicates symmetrization or anti-symmetrization of the indices with unit
weight. This expression is exactly the tn term in the expansion of the integral
G±(U, t) =
1
πdim(R)
∫
[dφ±]e−φ¯±φ±±tφ¯±URφ± (A.6)
in powers of t, where φ+ and φ− are complex bosonic or fermionic variables, respectively,
in the representation R. Thus, the result of this integral
G±(U, t) = (det(1∓ tUR))∓1 (A.7)
serves as a generating function for the characters of (anti)symmetrized products of arbitrary
copies of the representation R. More explicitly, by expanding the determinant we may
express the results directly in terms of the character for the representation R as
G+(U, t) ≡
∞∑
n=0
tnχsymn(R)(U) = e
∑∞
l=1
tl χR(U
l)/l,
G−(U, t) ≡
∞∑
n=0
tnχantin(R)(U) = e
∑
∞
l=1
(−1)l+1tl χR(Ul)/l.
(A.8)
Appendix B. Counting states in U(N) gauge theories
In this appendix we derive the precise formula (3.6) for the counting of gauge-invariant
states in a large N theory with adjoint fields, and we discuss the single-particle partition
functions for theories on a sphere with various field contents.
B.1. Counting gauge-invariant states precisely
In order to count the number of independent operators corresponding to traces of prod-
ucts of fields in the large N limit, we wish to count the number of different arrangements
of objects subject to an identification of arrangements related by a cyclic permutation.
This can be done using Polya’s theorem [4,5].
Consider a set of m types of objects, and associate a weight xi with each of these
objects. The weight associated with a collection of these objects is simply the product
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of the weights associated with each of the individual objects. Polya solved the general
problem of summing over weights for all sets of k of these objects, two sets being treated
as identical if they are related to each other under the action of a specified subgroup of the
permutation group. The subgroup relevant to us is simply the cyclic subgroup of order k;
we will state Polya’s result for this case. Define the polynomial
pk(y1, y2, . . . , yk) =
1
k
∑
π
y
n(π)1
1 y
n(π)2
2 . . . y
n(π)k
k , (B.1)
where the summation in (B.1) runs over all elements π of the cyclic subgroup, and n(π)i
is the number of cycles of length i in the permutation π. The answer to the question
addressed earlier in this paragraph is simply
pk(
m∑
i=1
xi,
m∑
i=1
x2i , . . . ,
m∑
i=1
xki ). (B.2)
Applying this result to our problem, we find that the large N partition function of
single-trace states with k oscillators is precisely given by
Zk = pk(z(x), z(x
2), z(x3), · · · , z(xk)), (B.3)
where, as in §3, z(x) is the single-particle partition function. This implies that
ZST =
∞∑
k=1
pk(z(x), z(x
2), z(x3), · · · , z(xk)) =
=
∞∑
k=1
1
k
k∑
l=1
z(x)n(k,l)1z(x2)n(k,l)2 · · · z(xk)n(k,l)k ,
(B.4)
where n(k, l)q refers to the number of cycles of length q in the cyclic permutation by l
shifts of k objects.
It is easy to convince oneself that for specific values of k and l, n(k, l)q is non-zero for
only one value of q. At that value of q it is given by G(l, k), the greatest common divisor of
l and k. It then follows that the q for which n(k, l)q is non-zero is given by q = k/G(l, k).
Consequently, (B.3) may be rewritten as
ZST =
∞∑
k=1
1
k
k∑
l=1
z(xk/G(l,k))G(l,k). (B.5)
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We now group together all terms with the same (fixed) q = k/G(l, k), so that k = G(l, k)q.
Denoting j = G(l, k), we change the sum over l and k to a sum over j and q, where
each term appears once for every l ≤ jq such that G(l, jq) = j. The number of such
l’s is precisely ϕ(q), the number of positive integers which are not larger than q and are
relatively prime to q. Thus, we obtain
ZST =
∞∑
j=1
∞∑
q=1
ϕ(q)
jq
z(xq)j = −
∞∑
q=1
ϕ(q)
q
ln(1− z(xq)), (B.6)
as in (3.6).
B.2. Evaluating single-particle partition functions on spheres
Next, we turn to a different topic which is the evaluation of the single-particle partition
functions for d-dimensional field theories compactified on Sd−1 × IR, with unit radius for
Sd−1. This may be carried out directly by noting that the Laplacian on the sphere (or
the spatial parts of the other wave operators corresponding to particles with spin) may be
written directly in terms of angular momentum generators, which may be diagonalized in
the usual way.
Alternatively, since free field theories are conformally invariant, and we are interested
in conformally coupled fields (though it is easy to generalize our results also to other cases),
we can use the conformal transformation that relates Sd−1×IR to IRd. This transformation
takes states of the field theory on Sd−1 × IR to local operators on IRd, with the energy
of the state becoming the scaling dimension of the operator. Thus, an equivalent way to
define the partition function in such a case is by z(x) =
∑
local operators x
∆, where ∆ is
the scaling dimension of the operator.
We begin by considering a free scalar field ϕ. The local operators in the theory are ϕ,
∂iϕ, ∂i∂jϕ, and so on, modulo the equation of motion. Ignoring the equation of motion
for a moment, these operators are all generated by repeated application of the d different
derivative operators ∂1, ∂2 . . . ∂d, each of which is of unit dimension and so has the partition
function 1
(1−x) , on the free field ϕ of dimension (d/2−1). Multiplying the various partition
functions we find
z′S(x) =
xd/2−1
(1− x)d . (B.7)
In order to obtain zS(x) we must subtract from this the partition function for operators
that vanish by the equation of motion ∂2ϕ = 0. Such operators are generated by acting
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with an arbitrary number of derivatives on ∂2ϕ, so their partition function is x2z′S(x).
Thus, we find
zS(x) = (1− x2)z′S(x) =
x
d
2 + x
d
2
−1
(1− x)d−1. (B.8)
As a check, we note that in d = 4 the operators that we get by acting with k derivatives are
in the kth traceless symmetric representation of SO(4) which has j1 = j2 =
k
2 , and they
have dimension ∆ = k + 1. These are simply the scalar spherical harmonics on S3. This
implies that the number of operators of dimension ∆ is nS(∆) = (2j1 + 1)(2j2 + 1) = ∆
2,
consistent with the Taylor expansion of (B.8) for d = 4.
Next, we turn to the free vector field. The number of gauge-invariant operators is
independent of the gauge, so we can fix an arbitrary gauge for the counting. We will use
the gauge A0 = 0 on S
d−1 × IR, which becomes the gauge xµAµ = 0 after the conformal
transformation to IRd (recall that, according to the state-operator map, all operators are
to be evaluated at x = 0). Differentiating the gauge condition at the point x = 0 we find
the relations
Aµ = 0, ∂µAν + ∂νAµ = 0, · · · , ∂{i1∂i2 . . . ∂inAin+1} = 0, · · · (B.9)
where the brackets {} denote symmetrization. To start with we ignore both (B.9) and the
equation of motion – this leads to a single-particle partition function z′V (x) = x
2− d
2 dz′S(x)
(since the gauge field must have scaling dimension one in any space-time dimension).
Operators of dimension ∆ that are set to zero by (B.9) are given by symmetric ten-
sors of rank ∆; based on the previous paragraph the corresponding partition function is
x1−
d
2 z′S(x)− 1, where the last subtraction comes because there are no tensors of rank zero
in (B.9). With the condition (B.9), the Maxwell equation (at x = 0) simply reduces to
∂2Aµ = 0. The number of independent operators set to zero by the equation of motion
is, therefore, counted by dx4−
d
2 z′S(x). Finally, the number of operators set to zero by
both the constraint (B.9) and the equation of motion is encoded in the partition function
x5−
d
2 z′S(x). Putting it all together, using (B.7), we find
zV (x) =
dx
(1− x)d −
1
(1− x)d −
dx3
(1− x)d +
x4
(1− x)d + 1 =
= 1− (1 + x)(1 + x
2 − dx)
(1− x)d−1 .
(B.10)
As a check, we note that in four dimensions, the set of operators formed by acting with
k derivatives on Aµ, obeying (B.9) and the equation of motion, transform in the SO(4)
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representation (j1, j2) = (
k+1
2 ,
k−1
2 )⊕(k−12 , k+12 ). These are the vector spherical harmonics
on S3. It follows that the number of operators at dimension ∆ is nV (∆) = 2(∆
2 − 1),
consistent with (B.10).
Finally, we turn to free fermions. For concreteness we work in even dimensions with
complex spinors of no chirality restrictions. Such a spinor has 2
d
2
+1 real components. Ig-
noring the equation of motion, the partition function for spinors is z′F (x) = 2
d
2
+1
√
xz′S(x).
The partition function that counts the operators which are set to zero by the Dirac equa-
tion, is 2
d
2
+1x
3
2 z′S(x). Subtracting the second from the first we find
zF (x) =
2
d
2
+1x
d
2
− 1
2
(1− x)d−1 . (B.11)
Of course, (B.11) should be divided by two for chiral spinors or real spinors, and by four
for spinors that are both chiral and real. As a check on (B.11), note that, in d = 4, the
operators made from a complex chiral fermion field, at dimension k + 12 , transform in the
SO(4) representation with (j1, j2) = (
k
2 ,
k−1
2 ); there are 2k(k + 1) such operators (the
factor of 2 is because the spinors are complex), in agreement with (B.11).
Note that each of (B.8), (B.10), and (B.11) tends as x → 1 (the high temperature
limit) to
z(x)→ 2N
dof
(1− x)d−1 , (B.12)
where N dof is the number of physical real degrees of freedom in the corresponding field.
The formulas in this section, used for d = 4, imply the formula (3.20) of §3.
Appendix C. Hagedorn transitions at finite string coupling
There have long been speculations that at finite values of the string coupling gs, one
could have a phase transition at (or near) the Hagedorn temperature, with a different
description of the theory at high temperatures. In this appendix we analyze, following
[14], the effect of turning on a small string coupling gs on the partition function. Recall
that, as reviewed in §2.1, the Euclidean partition function includes a winding modeW that
becomes tachyonic above the Hagedorn temperature. On general grounds, the perturbative
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effective action that describes the interaction between W and all other modes (let us call
them ϕn) takes the form
Seff =
∫
ddx
(
|∂W |2 + 2
α′
(
1
8π2α′T 2
− 1)|W |2 +
∑
n
1
2
(∂ϕn)
2 +
M2n
2
ϕ2n + · · ·
)
+
+
(
gs
∑
n
Inϕn|W |2 + g2sθ|W |4 + · · ·
)
.
(C.1)
If all other fields ϕn are massive we can integrate them out, and remain with an effective
action for W near the Hagedorn temperature. After rescaling W this takes the form
Seff =
1
g2s
∫
ddx
(
|∂W |2 + 2
α′
(
1
8π2α′T 2
− 1)|W |2 + b|W |4 + · · ·
)
+ · · · , (C.2)
where
b = θ −
∑
n
I2n
2M2n
. (C.3)
The dynamics of this theory depends crucially on the sign of b. For b > 0, Seff is the
Landau Ginzburg free energy for a system that undergoes a second order phase transition
at T = TH . In this case, for T < TH , Seff is minimized at W = 0. The ‘saddle point’
contribution to the free energy vanishes and the leading O(g0s) contribution to ln(Z) is
given by the free string theory partition function. However, at temperatures just above
TH , Seff is minimized at
|W |2 = T − TH
4π2bα′2T 3H
, (C.4)
and the O(g−2s ) saddle point contribution to the free energy is
ln(Z)
V
=
1
g2s
· (T − TH)
2
32π4α′4T 6Hb
. (C.5)
On the other hand, for b < 0, Seff is the Landau Ginzburg free energy for a system
that potentially undergoes a first order phase transition at a temperature lower than TH .
The O(g0s) free energy below the phase transition temperature is once again computed
by free string theory. In this case the high temperature behavior is dominated by large
values of W , so it cannot be controlled in string perturbation theory; if there exists a high
temperature saddle point, ln(Z)V is again of O(g−2s ), but its precise value depends on the
details of the terms we denoted by “· · ·” in (C.2).
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For string theory in flat space the massless dilaton is always one of the modes ϕn,
giving an infinite negative contribution to b in (C.3), so one expects that if there is a phase
transition in this case it would be of first order. Unfortunately, presumably in this case
(and for any string theory with finite coupling in IRd−1,1) no sensible high-temperature
phase exists, both because there is a Jeans instability which cannot be ignored once the
free energy is of order 1/g2s [14], and because we expect the high-energy spectrum to
include black holes with a density of states growing faster than exponential (see, e.g.,
[87]). However, while the formulas we wrote above strictly apply only to the flat space
case, a similar Hagedorn behavior may be found in other spaces as well, including spaces
like anti-de Sitter space where the spectrum effectively has a mass gap, and where these
problems do not occur. We expect that a similar effective action would arise also in these
cases69. In such cases, for example in type IIB string theory on AdS5×S5, the arguments
presented above may apply, with the value of b being either positive or negative, depending
on the dynamics. It turns out that the specific case of string theory on anti-de Sitter space
in global coordinates corresponds to the case of b < 0, since it is known to exhibit a
first order phase transition which occurs (at small curvatures) well below the Hagedorn
temperature [13,11]. As expected from the discussion above, this phase transition is not
visible in string perturbation theory around the AdS5 background but requires additional
input.
It is interesting to note the similarity between the analysis here and the analysis of §6
of the Hagedorn transition in weakly coupled large N gauge theories.
69 Though, in theories that effectively have finite volume, we do not expect to find strict phase
transitions at finite coupling.
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