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Abstract
We prove that a complete multipartite graph K with n > 1 vertices and m edges can be
decomposed into edge-disjoint Hamilton paths if and only if m
n−1 is an integer and the maximum
degree of K is at most 2m
n−1 .
There has been interest in problems concerning decompositions of graphs into Hamilton cycles,
or into Hamilton paths, for many years. A well-known construction of Walecki (see [1, 12]) can be
used to obtain a decomposition of any complete graph of odd order into Hamilton cycles, and a
decomposition of any complete graph of even order into Hamilton paths. A complete multipartite
graph has its vertices partitioned into parts and two vertices are adjacent if and only if they are from
distinct parts. In 1976, Laskar and Auerbach [10] showed that a complete multipartite graph can
be decomposed into Hamilton cycles if and only if it is regular of even degree, a condition which is
obviously necessary. In this paper we prove a corresponding result for decompositions of complete
multipartite graphs into Hamilton paths.
If K is any graph with n > 1 vertices and m edges that can be decomposed into Hamilton paths,
then clearly t = m
n−1
is an integer, equal to the number of Hamilton paths in the decomposition, and
the degree of each vertex of K is at most 2t, because each Hamilton path has maximum degree 2. We
∗This research was supported under the Australian Research Council’s Discovery Projects funding scheme, project
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say that a complete multipartite graph with n > 1 vertices and m edges is admissible if and only if it
satisfies these conditions. The trivial complete multipartite graph with one vertex is also admissible.
Our main result is that a complete multipartite graph has a decomposition into Hamilton paths if
and only if it is admissible (see Theorem 10).
Admissible complete multipartite graphs are plentiful and arise in no obvious regular pattern,
although there are a few easily described infinite families. The number of admissible complete mul-
tipartite graphs with at least two parts and having order at most 20, at most 40, and at most 60
is 53, 275, and 917, respectively. Below we list some examples of admissible complete multipar-
tite graphs, including a few infinite families. We use the notation KA1,...,Ar , where A1, . . . , Ar are
non-empty sets, to denote the complete multipartite graph with parts A1, . . . , Ar, and we use the
notation Kax1
1
,a
x2
2
,...,a
xs
s
, where a1, . . . , as and x1, . . . , xs are positive integers, to denote any complete
multipartite graph having xi parts of cardinality ai for i = 1, . . . , s. In the list below we write just
ax11 , a
x2
2 , . . . , a
xs
s rather than Kax1
1
,a
x2
2
,...,a
xs
s
.
14, 2, 3; 23, 32, 4; 35, 4, 6; 66, 72, 10; 86, 104;
98, 102, 12, 13; 106, 1127, 122, 13; 938, 102, 12, 132, 21; 5724, 612, 633; 7519, 7622, 78, 79, 87;
1x where x > 2 is even; a, (a+ 1)x where a, x > 1 and (a + 1)x is even;
1(a−1)
2
, a for a > 2; a2a−1, 2a for a > 1.
Throughout the paper, our graphs are allowed to have edges of multiplicity greater than 1 and
loops are permitted. A graph with no edges of multiplicity greater than 1 and with no loops is called
simple. Let G be a graph. The number of vertices, number of edges and number of components in G
are denoted by v(G), e(G) and c(G), respectively, and the degree in G of the vertex x is denoted by
degG(x). We assume that a loop on vertex x contributes 2 to the degree of x. The number of edges
in a path is called its length.
A decomposition of a graphK is a set {G1, . . . , Gt} of subgraphs ofK such that E(Gi)∩E(Gj) = ∅
for 1 6 i < j 6 t and E(G1) ∪ · · · ∪ E(Gt) = E(K). A spanning subgraph is called a factor and
a decomposition into factors is called a factorisation. If S ⊆ V (G), then G is almost regular on S
if |degG(x) − degG(y)| 6 1 for all x, y ∈ S, and G itself is almost regular if G is almost regular on
V (G). In an edge colouring of G with colours c1, . . . , ct, the colour class ci refers to the spanning
subgraph of G whose edges are assigned colour ci. An edge colouring is almost regular on S if each
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of its colour classes is almost regular on S.
Let G be a graph. The degree partition of V (G) is the partition where vertices x and y are in
the same part if and only if they have the same degree. For any partition S = {S1, . . . , Sr} of V (G),
we define the graph GS as follows. The vertex set of GS is {S1, . . . , Sr} and for each edge e of G
there is a corresponding edge eS in GS such that the endpoints of eS are Sx and Sy if and only if the
endpoints of e are in Sx and Sy.
A brief outline of the proof of our main theorem is as follows. We begin (see Lemma 8) by
constructing a factorisation of any admissible KA1,...,Ar with the property that each factor F is the
vertex disjoint union of cycles and a single path and F B is connected, where B is the degree partition of
the vertices of KA1,...,Ar . Thus, although each F is not necessarily connected, if we group the vertices
of F according to the cardinalities of their respective parts in KA1,...,Ar (equivalently according to
their degree in KA1,...,Ar) and collapse each of these groups into a single vertex, then the resulting
graph is connected. To achieve this, we prove that KBA1,...,Ar contains a spanning, or near-spanning,
star of multiplicity 2t where t is the number of Hamilton paths we require in our decomposition (see
Lemma 6), and the result is then an easy consequence of Petersen’s 2-factor Theorem and Lemma 2.
A star of multiplicity µ is a graph with one central vertex u and a (possibly empty) set V of other
vertices such that u is joined to each vertex in V with an edge of multiplicity µ.
From the factorisation described in the preceding paragraph, we then use Lemma 3 to obtain a
new factorisation of KA1,...,Ar with the property that each factor F is the vertex disjoint union of
cycles and a single path and FA is connected, where A is the partition {A1, . . . , Ar} (see Lemma 9).
Thus, if we now group the vertices of F according to their respective parts in KA1,...,Ar and collapse
each of these groups into a single vertex, then the resulting graph is connected (so each factor is
connected under a finer partition than previously). Finally, in the proof of Theorem 10 we again
use Lemma 3 to modify our factorisation so that each factor becomes connected. Thus, each factor
consists of a single path and hence is a Hamilton path.
We now briefly discuss some existing work on path decompositions and some related results.
There is a well-known conjecture of Gallai from 1966 that every simple connected graph of order n
can be decomposed into ⌈n
2
⌉ or fewer paths. In 1968, Lova´sz [11] proved that every simple connected
graph of order n can be decomposed into ⌊n
2
⌋ or fewer paths and cycles. A consequence of Lova´sz’s
result is that Gallai’s conjecture holds for graphs in which every vertex has odd degree. See [3, 8]
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and the references therein for some recent progress on Gallai’s conjecture.
A lot is known about path decompositions of complete graphs. In 1983, Tarsi [15] proved that
a complete graph of order n and multiplicity λ, denoted λKn, can be decomposed into paths of
length m if and only if m 6 n − 1 and m divides e(λKn). Tarsi [15] also conjectured that λKn can
be decomposed into t paths of lengths m1, . . . , mt if and only if mi 6 n − 1 for i = 1, . . . , t and
m1+ · · ·+mt = e(λKn). Tarsi’s conjecture was proved in 2010 [5]. Parker [13] has proved necessary
and sufficient conditions for the existence of a decomposition of a complete bipartite graph into paths
of any fixed length.
By alternately colouring the edges of each path, from any decomposition of a graph K into t
paths we can obtain a proper edge colouring of K with 2t colours. We show in Lemma 4 that
admissible complete multipartite graphs with n vertices and m edges are either complete graphs or
have maximum degree 2t where t = m
n−1
. Thus, by showing that admissible complete multipartite
graphs of maximum degree 2t can be decomposed into t Hamilton paths, we show that they have
proper edge colourings with 2t colours. This represents a special case of the result of Hoffman and
Rodger that complete multipartite graphs are class 1 if and only if they are not overfull [9].
Since Thomassen’s paper [16], which shows that 171-edge-connected graphs of size divisible by 3
can be decomposed into paths of length 3, there has been considerable interest in path decompositions
of highly connected graphs (also see [17]). In [4] it is shown that for any fixed length k, there is a
constant C(k) such that any C(k)-edge-connected graph G has a decomposition into paths of length
k if and only if k divides the size of G.
We will use a theorem from [6] which concerns almost-regular edge colourings of hypergraphs.
The following lemma is an immediate consequence of the result in [6], as it applies to ordinary graphs.
Also see [7] for the same result in the case of edge colourings of complete graphs. As noted in [7],
this result has some similarities and connections with the method of graph amalgamations [2], and
could be proved by that method.
Lemma 1 ([6]) If G is a graph, γ is an edge colouring of G, and S ⊆ V (G) such that any permutation
of S is an automorphism of G, then there exists an edge colouring γ′ of G such that
(a) for each colour c, the number of edges of colour c is the same for γ and γ′;
(b) for each v ∈ V (G) \ S and each colour c, the number of edges of colour c incident with v is the
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same for γ and γ′;
(c) the colour of any edge of G that has both endpoints in V (G) \ S is the same in γ and γ′; and
(d) γ′ is almost regular on S.
The next two results are proved using Lemma 1, and will be used in the proofs of Lemmas 8 and
9 and Theorem 10.
Lemma 2 If {G1, . . . , Gt} is any factorisation of KA1,...,Ar and A = {A1, . . . , Ar}, then there exists
a factorisation {F1, . . . , Ft} of KA1,...,Ar such that for i = 1, . . . , t,
(1) FAi = G
A
i ; and
(2) for j = 1, . . . , r, Fi is almost regular on Aj.
Proof Define an edge colouring γ of KA1,...,Ar with colours c1, . . . , ct by colouring the edges of Gi
with colour ci for i = 1, . . . , t. Now let γ
′ be the new edge colouring of KA1,...,Ar obtained from γ
by applying Lemma 1, first with S = A1, then with S = A2 and so on. Let {F1, . . . , Ft} be the
factorisation of KA1,...,Ar in which for i = 1, 2, . . . , t, Fi contains precisely the edges that are assigned
colour ci by γ
′. Property (1) follows immediately from (b) and (c) of Lemma 1 and property (2)
follows from (d) of Lemma 1. 
Lemma 3 Let G be a graph, let α, β ∈ V (G) such that the transposition (αβ) is an automorphism
of G, let {G1, . . . , Gt} be a factorisation of G such that for i = 1, . . . , t either α and β are in the
same component of Gi or at least one of α and β is in a cycle of Gi. Then there exists a factorisation
{F1, . . . , Ft} of G such that for i = 1, . . . , t,
(1) e(Fi) = e(Gi);
(2) for each v ∈ V (G) \ {α, β}, degFi(v) = degGi(v);
(3) Fi − {α, β} = Gi − {α, β};
(4) Fi is almost regular on {α, β}; and
(5) α and β are in the same component of Fi.
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Proof Define an edge colouring γ of G with colour set {c1, . . . , ct} ∪ {c
′
1, . . . , c
′
t} as follows. For
i = 1, . . . , t,
• if α and β are in the same component of Gi, then the edges of a path from α to β in Gi are
assigned colour c′i, and every other edge of Gi is assigned colour ci;
• if α and β are in distinct components of Gi, then there is a cycle C in Gi that contains either
α or β, the edges of C are assigned colour c′i, and every other edge of Gi is assigned colour ci.
Let γ′ be the edge colouring of G with colour set {c1, . . . , ct} ∪ {c
′
1, . . . , c
′
t} that is obtained from γ
by applying Lemma 1 with S = {α, β} and for i = 1, . . . , t let Fi be the factor of G containing the
edges of colour ci or c
′
i in γ
′.
It follows that the edges of colour c′i in γ
′ form a path from α to β in Fi, and hence that α and
β are in the same component of Fi. So we have proved that (5) holds. Properties (1), (2), (3) and
(4), respectively, follow from (a), (b), (c) and (d), respectively, of Lemma 1. To see that (4) holds,
observe that in γ′, there is exactly one edge of colour c′i incident with each of α and β and that colour
class ci is almost regular on {α, β}. 
Lemmas 4 and 5 are required only for the proof of Lemma 6. Lemma 4 was mentioned earlier,
and implies that in any Hamilton path decomposition of a complete multipartite graph, that is not
a complete graph, there is a vertex that is not the endpoint of any path. Lemma 5 is a somewhat
technical result that says that if there is a unique part of smallest cardinality a, then all the other
parts have cardinality a + 1, and that if there is more than one smallest part, then the number of
vertices is at most r(a + 1) − 2 where a is the cardinality of smallest part and r is the number of
parts.
Lemma 4 If KA1,...,Ar is admissible with r > 2, n = v(KA1,...,Ar) and t = e(KA1,...,Ar)/(n− 1), then
KA1,...,Ar is either a complete graph or it is not regular and has maximum degree 2t.
Proof Let Σ denote the sum of the degrees of the vertices in KA1,...,Ar . Since Σ = 2e(KA1,...,Ar) and
t = e(KA1,...,Ar)/(n− 1) we have 2t =
Σ
n−1
. If KA1,...,Ar is not a complete graph, then Σ < n(n − 1)
from which it follows that Σ > n( Σ
n−1
− 1) = n(2t − 1). Thus, KA1,...,Ar has maximum degree 2t.
Also, having maximum degree 2t means that KA1,...,Ar is not regular, because if it were regular, then
we would have Σ = 2tn which contradicts 2t = Σ
n−1
. 
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The argument used in the proof of Lemma 4 shows that every simple non-complete graph that
has a decomposition into Hamilton paths is not regular, and that in any such decomposition there
is a vertex that is not the endpoint of any path.
Lemma 5 Let KA1,...,Ar be admissible with r > 2, let ai = |Ai| for i = 1, . . . , r, and let a1 6 · · · 6 ar.
If a1 < a2, then ai = a1 + 1 for i = 2, . . . , r, and if a1 = a2, then a1 + · · ·+ ar 6 r(a1 + 1)− 2.
Proof If KA1,...,Ar is a complete graph, then the result holds (since r > 2) so we can assume
otherwise. Let a = a1 and let p = |{i : ai = a, i = 1, . . . , r}| and let σ =
∑r
i=p+1 ai. The number of
vertices in KA1,...,Ar is n = pa + σ, the number of edges is m =
(
p
2
)
a2 + paσ +
∑
p+16i<j6r aiaj and
the maximum degree is ∆ = (p − 1)a + σ. Since KA1,...,Ar is admissible, we know that t =
m
n−1
is
an integer and by Lemma 4 we know that ∆ = 2t (since KA1,...,Ar is not a complete graph). Thus,
∆(n− 1) = 2m. Substituting the above expressions for n, m and ∆ into this equation we obtain
((p− 1)a+ σ)(pa+ σ − 1) = p(p− 1)a2 + 2paσ + 2
∑
p+16i<j6r
aiaj
which simplifies to
r∑
j=p+1
a2j = σ + (p− 1)a+ aσ.
By the Cauchy-Schwarz Inequality, σ2 6 (r−p)
r∑
j=p+1
a2j , and so we have (using the fact that r−p > 0,
which holds because Lemma 4 tells us that KA1,...,Ar is not regular)
σ2
(r − p)
6 σ + (p− 1)a+ aσ.
which is equivalent to
σ − (r − p)(a+ 1) 6
(p− 1)(r − p)a
σ
.
If a1 < a2, then p = 1 and we have σ 6 (r − 1)(a + 1) which implies ai = a1 + 1 for i = 2, . . . , r.
On the other hand, if a1 = a2, then p > 1, and using the fact that (r − p)a < σ we obtain
σ−(r−p)(a+1) < p−1 which means that σ−(r−p)(a+1) 6 p−2 and hence that σ+ap 6 r(a+1)−2.
The completes the proof because σ + ap = a1 + · · ·+ ar. 
Lemma 6 Let K = KA1,...,Ar be admissible with r > 2, let n = v(K), let t = e(K)/(n−1), and let B
be the degree partition of V (K). Then KB contains a star S of multiplicity 2t such that V (KB)\V (S)
is either empty or is {Ax} for some x ∈ {1, . . . , r}.
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Proof If K is a complete graph, then KB has a single vertex, and the result holds trivially. Thus,
we may assume thatK is not a complete graph and so by Lemma 4 we know thatK is not regular and
has maximum degree ∆ = 2t. Let B = {B1, . . . , Bs}, let bi = |Bi| for i = 1, . . . , s, and let M be the
multiset M = {b1, . . . , bs}. We define bmax = max(M), bmin = min(M), and b
′
min = min(M \ {bmin})
(it is possible that b′min = bmin). To prove the lemma, it suffices to show that
(i) bmaxbmin > 2t; or
(ii) bmaxb
′
min > 2t and bmin = |Ax| for some x ∈ {1, . . . , r}.
For then we can take the central vertex of S to be {By} for some y such that |By| = bmax. If (i)
holds, then S will be a spanning star, and if (ii) holds, then we can take V (S) = V (KB) \ {Ax} so
that V (KB) \ V (S) = {Ax}.
Let |Ai| = ai for i = 1, . . . , r and assume a1 6 . . . 6 ar. For simplicity of notation, let a = a1 be
the cardinality of a smallest part, and let p = |{ai : ai = a, i = 1, . . . , r}| be the number of parts of
cardinality equal to the cardinality of a smallest part. Observe that p < r because K is not regular.
If p = 1, then a1 < a2 and by Lemma 5 we have ai = a + 1 for i = 2, . . . , r. Thus, we have
2t = ∆ = bmax = (r − 1)(a+ 1) and bmaxbmin > 2t, so (i) holds. We can henceforth assume p > 2.
Our next goal is to prove inequalities (4) and (5) below, which will be used repeatedly in the
remainder of the proof. Since a vertex of maximum degree in K is contained in a part of smallest
cardinality, we have
2t =
r∑
i=2
ai. (1)
Since p > 2 we have a1 = a2 and so by Lemma 5 we have a1 + · · ·+ ar 6 r(a + 1) − 2. Let εi = 0
for i = 1, . . . , p, and εi = ai − (a + 1) for i = p + 1, . . . , r. It follows (using a1 + · · ·+ ap = ap and
a1 + · · ·+ ar 6 r(a+ 1)− 2) that
r∑
i=1
εi 6 p− 2. (2)
We now show that if I ⊆ {1, . . . , r} and min{ai : i ∈ I} > a+ 2, then
∑
i∈I
ai 6
min{ai : i ∈ I}
min{ai : i ∈ I} − a− 1
∑
i∈I
εi. (3)
Write
∑
i∈I
ai as c0a
∗ + c1(a
∗ + 1) + · · · + cq(a
∗ + q) where a∗ = min{ai : i ∈ I}, q is given by
a∗ + q = max{ai : i ∈ I}, and cj = |{ai : ai = a
∗ + j, i ∈ I}| for j = 0, . . . , q, and define
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ε∗ = a∗ − (a + 1). Then we have
∑
i∈I
ai = c0a
∗ + c1(a
∗ + 1) + · · ·+ cq(a
∗ + q)
6 c0a
∗ + c1a
∗( ε
∗+1
ε∗
) + · · ·+ cqa
∗( ε
∗+q
ε∗
) since ε∗ 6 a∗ implies a
∗+j
a∗
6
ε∗+j
ε∗
= a
∗
ε∗
(c0ε
∗ + c1(ε
∗ + 1) + · · ·+ cq(ε
∗ + q))
= a
∗
ε∗
∑
i∈I
εi
and (3) holds. It follows easily from (1), (2) and (3) that if I ⊆ {1, . . . , r} and min{ai : i ∈ I} > a+2,
then
2t 6
∑
i∈{2,...,r}\I
ai +
min{ai : i ∈ I}
min{ai : i ∈ I} − a− 1
(p− 2). (4)
In particular, when i∗ = min{i : ai > a + 2} and I = {i
∗, . . . , r}, then by (4) we have
2t 6
∑
i∈{2,...,i∗−1}
ai + (a + 2)(p− 2) (5)
because ai∗ > a+ 2 implies
ai∗
ai∗−a−1
6 a+ 2.
The proof now splits into Case 1 where bmax = ap and Case 2 where bmax > ap. In each case, we
show that either (i) or (ii) holds.
Case 1. Suppose bmax = ap. We consider two subcases, namely bmin = a+ 1 and bmin > a+ 2.
(a) Suppose bmin = a+1. First assume a > 2. Then there is exactly one part of cardinality a+1
and so by (5) we have
2t 6 a(p− 1) + a+ 1 + (a+ 2)(p− 2) = 2ap− 2a + 2p− 3. (6)
If 2ap− 2a + 2p− 3 > ap(a + 1), then p(a2 − a − 2) + 2a + 3 < 0, which is a contradiction. Thus,
2t 6 2ap− 2a+ 2p− 3 6 ap(a + 1) = bmaxbmin, so (i) holds.
Now assume a = 1, which implies bmin = 2 and bmax = p. We aim to show that (ii) holds with
x = p + 1. Note that if p = 2, then bmin = bmax = 2 which implies K = K12 or K = K12,2. But K12
is complete and K12,2 is not admissible. So p > 3 and K has exactly one part of cardinality 2. Thus
b′min > 3. This means that (6) simplifies to 2t 6 4p − 5 < 4p. Hence we can assume that b
′
min = 3
because (ii) holds if b′min > 4. If p = 3, then bmax = b
′
min = 3 and so K = K13,2 or K13,2,3. Since
neither of these is admissible, we can assume p > 3. Hence K has exactly one part of cardinality 3,
and by (4) with I = {p+3, . . . , r} we have 2t 6 (p−1)+2+3+ 4
2
(p−2) = 3p = bmaxb
′
min, and again
(ii) holds.
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(b) Suppose bmin > a+ 2. By (5), and since bmax = ap, we have
2t 6 a(p− 1) + ap+ (a+ 2)(p− 2) = 3ap− 3a + 2p− 4.
If 3ap − 3a + 2p − 4 > ap(a + 2), then p(a2 − a − 2) + 3a + 4 < 0, which is a contradiction for all
a > 2. Thus, (i) holds for all a > 2, and hence we can assume a = 1. Now, with a = 1, we have
bmax = p and 2t 6 5p− 7 < 5p, and so clearly (i) holds for bmin > 5. Hence we only need to consider
bmin ∈ {3, 4}.
If bmin = 4, then K has exactly four parts of cardinality 1, or exactly two parts of cardinality 2,
or exactly one part of cardinality 4. Moreover, the number of parts having cardinality 3 is either 0
or at least 2. If K has exactly four parts of cardinality 1, then p = 4 and bmax = bmin = 4. This
implies that K = K14 , K = K14,22 , K = K14,4, or K = K14,22,4. The graph K14 is complete and
none of K14,22, K14,4, or K14,22,4 is admissible. Thus, we can assume p > 5. If K has exactly two
parts of cardinality 2, then by (5) we have 2t 6 (p − 1) + 4 + 3(p − 2) = 4p − 3 < 4p = bmaxbmin
and (i) holds. Hence we can assume that K has exactly one part of cardinality 4 and b′min > 5.
Noting that there are at most bmax = p vertices in the parts of cardinality 2 and at most bmax = p
vertices in the parts of cardinality 3, by (4) with i∗ = min{i : ai > 5} and I = {i
∗, . . . , r} we have
2t 6 (p− 1) + p+ p+ 4 + 5
3
(p− 2) < 5p 6 bmaxb
′
min and so (ii) holds.
If bmin = 3, then p > 3 (since a = 1). Note that if p = 3 then by (2) we have
∑r
i=1 εi 6 1
and so K = K13 or K = K13,3 (recall that bmax = p = 3). The graph K13 is complete and the
graph K13,3 is not admissible. Hence we can assume that p > 4. Since bmin = 3, K has exactly
one part of cardinality 3 and so by (4) with i∗ = min{i : ai > 4} and I = {i
∗, . . . , r} we have
2t 6 (p− 1) + p+ 3 + 4
2
(p− 2) = 4p− 2 < 4p 6 bmaxb
′
min. Thus, (ii) holds.
Case 2. Suppose bmax > ap. Let Bx ∈ B such that bx = bmax and let j be such that a + j is the
cardinality of the parts of K contained in Bx. Let ℓ = bx/(a+ j) so that ℓ is the number of parts of
cardinality a + j in K.
Note that bmin > a+ 1 (since p > 2). By (5) we have
2t 6 a(p− 1) + (a+ j)ℓ+ (a+ 2)(p− 2)
< (a + j)ℓ
(
3 +
2
a
)
− 3a− 4, (7)
where the last inequality follows from the fact that p < (a+j
a
)ℓ (recall that ap < bmax = (a + j)ℓ).
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If (a + j)ℓ
(
3 + 2
a
)
− 3a − 4 > (a + j)ℓ(a + 1), then (a + j)ℓ
(
a− 2− 2
a
)
+ 3a + 4 < 0, which is a
contradiction for all a > 3. Thus (i) holds for a > 3, and we only need to consider a ∈ {1, 2}.
(a) Suppose a = 2. By (7) we have 2t 6 4(2 + j)ℓ− 11 6 4bmax and clearly (i) holds if bmin > 4.
So we can assume bmin = 3, and hence that K has exactly one part of cardinality 3. Thus, by (5),
2t 6 2(p− 1) + 3 + 4(p− 2) = 6p− 7 < 6p < bmaxbmin (since bmax > 2p) and so (i) holds.
(b) Suppose a = 1. By (7) we have 2t 6 5(1 + j)ℓ− 8 < 5bmax and clearly (i) holds if bmin > 5.
So we can assume bmin 6 4. In fact, since p > 2, we have bmin ∈ {2, 3, 4}; we consider these three
options in turn.
Suppose bmin = 2. First we consider p ∈ {2, 3}. If p = 2 then from (2) we have
∑r
i=1 εi = 0
and hence K = K12,2ℓ , which is not admissible; if p = 3 then from (2) we have
∑r
i=1 εi 6 1 and
hence K = K13,2 or K = K13,2,3, which are not admissible. Hence we can assume that p > 4. Since
bmin = 2, K has exactly one part of cardinality 2. Now by (5) we have 2t 6 p− 1 + 2 + 3(p− 2) =
4p − 5 < 4p < 4bmax. Clearly (ii) holds if b
′
min > 4. On the other hand, if b
′
min = 3, then K has
exactly one part of cardinality 3 and so by (4) with i∗ = min{i : ai > 4} and I = {i
∗, . . . , r} we have
2t 6 p− 1 + 2 + 3 + 4
2
(p− 2) = 3p < bmaxb
′
min and again (ii) holds.
Suppose bmin = 3. First we consider p = 3. From (2) we have
∑r
i=1 εi 6 1 and hence K = K13,2x
or K = K13,2x,3, for some integer x. But K13,2x,3 is is not admissible, so K = K13,2x and (i) holds.
Hence we can assume that p > 4. Since bmin = 3, K has exactly one part of cardinality 3, and
b′min > 4. Now by (4) with i
∗ = min{i : ai > 4} and I = {i
∗, . . . , r}, and since p < bmax, we have
2t 6 p− 1 + bmax + 3 +
4
2
(p− 2) < 4bmax − 1 and thus (ii) holds (since b
′
min > 4).
Suppose bmin = 4. First we consider p = 4. From (2) we have
∑r
i=1 εi 6 2, and since K cannot
have exactly one part of cardinality 3 (since bmin = 4), it follows that K = K14,2x or K = K14,2x,32 or
K = K14,2x,4, for some integer x, but these are not admissible. Hence we can assume that p > 5. Since
bmin = 4, either K has exactly two parts of cardinality 2 or exactly one part of cardinality 4. If K has
exactly two parts of cardinality 2, then by (5) we have 2t 6 p−1+4+3(p−2) = 4p−3 < 4p < bmaxbmin
and (i) holds. So we can assume that K has at least three parts of cardinality 2 and exactly one part
of cardinality 4 (and so b′min > 5). Now, by (4) with i
∗ = min{i : ai > 3} and I = {i
∗, . . . , r} \ {ℓ}
where aℓ = 4, and since p < bmax, we have 2t 6 p− 1+ bmax +4+ 3(p− 2) < 5bmax− 3 and (ii) holds
(since b′min > 5). 
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Before proceeding with the next major step in the proof of our main result, namely Lemma 8, we
need the following easy consequence of the result of Petersen [14] (see [18]) that every regular graph
of even degree contains a 2-factor (spanning 2-regular subgraph), and hence has a 2-factorisation
(decomposition into 2-factors).
Lemma 7 If K is a graph and t is a positive integer such that 2t divides degK(v) for each v ∈ V (K),
then there exists a factorisation {F1, F2, . . . , Ft} of K such that degFi(v) =
degK(v)
t
for each v ∈ V (K)
and each i ∈ {1, . . . , t}.
Proof Split each vertex v into degK(v)
2t
vertices of degree 2t (arbitrarily choosing which edges go with
each vertex). The resulting (2t)-regular graph has a 2-factorisation, and recombining the vertices
yields the required factorisation of K. 
Lemma 8 Let KA1,...,Ar be admissible with r > 2, let n = v(KA1,...,Ar), let t = e(KA1,...,Ar)/(n − 1),
and let B be the degree partition of V (KA1,...,Ar). There exists a factorisation {F1, . . . , Ft} of KA1,...,Ar
such that for i = 1, . . . , t,
(1) Fi is the vertex-disjoint union of cycles and a single path; and
(2) F Bi is connected.
Proof Let s = |B|, let B = {B1, B2, . . . , Bs} and for j = 1, . . . , s let bj = |Bj |. Let K
B
denote the graph KBA1,...,Ar . Adjoin a new vertex B∞ to K
B and for j = 1, . . . , s join B∞ to
the vertex Bj of K
B with an edge of multiplicity 2tbj − degKB(Bj). Let K
B
∞ be the resulting
graph. Thus, degKB∞(Bj) = 2tbj for j = 1, . . . , s. We now show that degKB∞(B∞) = 2t. By
definition, degKB∞(B∞) =
∑
j=1,...,s(2tbj − degKB(Bj)) = 2t
∑
j=1,...,s bj −
∑
j=1,...,s degKB(Bj). But∑
j=1,...,s degKB(Bj) = 2e(K
B) = 2t(n − 1) and
∑
j=1,...,s bj = n. Thus we have degKB∞(B∞) =
2tn− 2t(n− 1) = 2t. For convenience define b∞ = 1 so that degKB∞(Bj) = 2tbj for j ∈ {1, . . . , s,∞}.
Note that e(KB∞) = e(K
B) + 2t = t(n + 1).
By Lemma 6, KB contains a star S of multiplicity 2t such that V (KB) \ V (S) is either empty or
is {Ax} for some x ∈ {1, . . . , r}. Since 2t divides the degree of each vertex of K
B
∞ and each vertex of
S, we have that the degree of each vertex in the graph KB∞−E(S) obtained from K
B
∞ by deleting the
edges of S is also divisible by 2t. Hence by Lemma 7, KB∞ − E(S) has a factorisation {Z1, . . . , Zt}
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such that for j ∈ {1, 2, . . . , s,∞}, degZx(Bj) = degZy(Bj) for 1 6 x 6 y 6 t. Let {S1, . . . , St} be
a factorisation of S where each Si contains exactly 2 edges from each set of 2t parallel edges in S,
and for i = 1, . . . , t let Z ′i = Zi ∪ Si so that {Z
′
1, . . . , Z
′
t} is a factorisation of K
B
∞. It follows that for
j ∈ {1, 2, . . . , s,∞}, degZ′x(Bj) = degZ′y(Bj) for 1 6 x 6 y 6 t, and hence that for i = 1, . . . , t and
j ∈ {1, 2, . . . , s,∞}, degZ′i(Bj) = 2bj . Thus, for i = 1, . . . , t we have e(Z
′
i) = e(K
B
∞)/t = n + 1.
For i = 1, . . . , t let Hi be the factor of K
B obtained by deleting B∞ from Z
′
i. Since each Hi
contains Si as a subgraph, we have e(Z
′
i) = n+1, degZ′i(Bj) = 2bj and degZ′i(B∞) = 2, and it follows
that for i = 1, . . . , t,
(a) degHi(Bj) 6 2bj for j = 1 . . . , s;
(b) e(Hi) = n− 1; and
(c) Hi is connected.
To see that each Hi is connected, observe that Hi contains the edges of Si. Thus it is clear that Hi
is connected if Si is a spanning star. If Si is not a spanning star, then there is a component of Hi
(namely, the component of Hi containing the edges of Si) containing all the vertices of K
B, except
possibly some vertex Bx = Ax. Thus, Hi is again connected unless it is the case that in Z
′
i, all the
edges incident with Ax are joined to B∞. This could happen only if Z
′
i has a 2-cycle on Ax and
B∞ (because degZ′i(B∞) = 2) and |Ax| = 1 (because we have Ax = Bx and degZ′i(Bx) = 2bx which
implies bx = 1). But if |Ax| = 1, then Ax is not joined to B∞ in K
B
∞. So this situation does not arise.
Now, for i = 1, . . . , t, let Gi be the factor of KA1,...,Ar that contains the edge e of KA1,...,Ar if and
only if eB is in Hi. Thus, for i = 1, . . . , t, we have G
B
i = Hi and it follows that {G1, . . . , Gt} is a
factorisation of KA1,...,Ar such that for i = 1, . . . , t,
(d)
∑
v∈Bj
degGi(v) 6 2bj for j = 1, . . . , s;
(e) e(Gi) = n− 1; and
(f) GBi is connected.
Now let {F1, . . . , Ft} be the factorisation of KA1,...,Ar obtained from {G1, . . . , Gt} by applying
Lemma 2. It follows from (d) and (and from (2) in Lemma 2) that for i = 1, . . . , t, we have
degFi(v) 6 2 for each vertex v of KA1,...,Ar . Thus, since e(Fi) = e(Gi) = n − 1, each Fi is the
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vertex-disjoint union of cycles and a single path. Finally, it follows from (f) (and from (1) in Lemma
2) that F Bi is connected. Thus, {F1, . . . , Ft} is the required factorisation of KA1,...,Ar . 
Lemma 9 Let KA1,...,Ar be admissible with r > 2, let n = v(KA1,...,Ar), let t = e(KA1,...,Ar)/(n−1) and
let A = {A1, . . . , Ar}. There exists a factorisation {F1, . . . , Ft} of KA1,...,Ar such that for i = 1, . . . , t,
(1) Fi is the vertex-disjoint union of cycles and a single path; and
(2) FAi is connected.
Proof Let B be the degree partition of KA1,...,Ar and let {H1, . . . , Ht} be a factorisation KA1,...,Ar
such that for i = 1, . . . , t, Hi is the vertex-disjoint union of cycles and a single path and H
B
i is
connected. Such a factorisation exists by Lemma 8. Let C =
∑
i=1,...,t c(H
A
i ) so that C is the number
of components in the factors of the factorisation {HA1 , . . . , H
A
t }. If C = t, then each H
A
i is connected
and letting Fi = Hi for i = 1, . . . , t gives the required factorisation. Thus, we can assume C > t,
which means that there exists a k such that HAk is disconnected.
Since HBk is connected this implies that there exist x, y ∈ {1, . . . , r} such that |Ax| = |Ay| and Ax
and Ay are in distinct components of H
A
k . We now show that we can apply Lemma 3 with α = Ax
and β = Ay to the factorisation {H
A
1 , . . . , H
A
t } of K
A
A1,...,Ar
. Clearly, the transposition (AxAy) is an
automorphism of KAA1,...,Ar , and it follows from the fact that Hi is the vertex-disjoint union of cycles
and a single path that for i = 1, . . . , t either Ax and Ay are in the same component of H
A
i or at least
one of Ax and Ay is in a cycle of H
A
i . Thus, we can indeed apply Lemma 3, and we let {G1, . . . , Gt}
be the resulting factorisation of KAA1,...,Ar .
Let C ′ =
∑
i=1,...,t c(Gi). It follows from (1)-(3) and (5) of Lemma 3 that c(Gi) 6 c(H
A
i ) for
i = 1, . . . , t and c(Gk) < c(H
A
k ). Thus, C
′ < C. For i = 1, . . . , t, let Xi be the factor of KA1,...,Ar
that contains the edge e of KA1,...,Ar if and only if e
A is in Gi, and then let {Y1, . . . , Yt} be the
factorisation of KA1,...,Ar obtained from {X1, . . . , Xt} by applying Lemma 2. Thus, for i = 1, . . . , t
we have Y Ai = X
A
i = Gi and Yi is almost regular on each Aj . Note that
∑
i=1,...,t c(Y
A
i ) = C
′ < C
(since Y Ai = Gi).
We will show that each Yi is the vertex-disjoint union of cycles and a single path, and that each Y
B
i
is connected. Thus, if C ′ = t, then {Y1, . . . , Yt} is the required factorisation of KA1,...,Ar . Otherwise,
we can repeat the above procedure (each time reducing the number of components in the factors of
the factorisation) until we obtain the required factorisation {F1, . . . , Ft} of KA1,...,Ar .
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For i = 1, . . . , t and j = 1, . . . , r, we have
∑
v∈Aj
degYi(v) = degY Ai (Aj) = degGi(Aj). Thus, since
each Yi is almost regular on each Aj , if we can show that degGi(Aj) 6 2|Aj| then we have that each
Yi has maximum degree at most 2. Since we know that e(Yi) = e(Hi) = n− 1, this implies that each
Yi is the vertex-disjoint union of cycles and a single path.
Now, for i = 1, . . . , t and j = 1, . . . , r, we have degHAi (Aj) =
∑
v∈Aj
degHi(v) 6 2|Aj| (because
Hi is the vertex-disjoint union of cycles and a single path). But for j /∈ {x, y} and for i = 1, . . . , t,
we have degGi(Aj) = degHAi (Aj) and so we have degGi(Aj) 6 2|Aj| as required for j /∈ {x, y}. For
i = 1, . . . , t we also have degGi(Ax) + degGi(Ay) = degHAi (Ax) + degHAi (Ay) 6 2|Ax| + 2|Ay| (the
equality degGi(Ax) + degGi(Ay) = degHAi (Ax) + degHAi (Ay) following from (1)-(3) of Lemma 3). It
follows from degGi(Ax) + degGi(Ay) 6 2|Ax| + 2|Ay| and the fact that each of G1, . . . , Gt is almost
regular on {Ax, Ay} that degGi(Ax) 6 2|Ax| and degGi(Ay) 6 2|Ay| (recall that |Ax| = |Ay|). Thus,
each Yi is indeed the vertex-disjoint union of cycles and a single path.
It remains only to show that each Y Bi is connected. Since Y
A
i = X
A
i = Gi and Gi − {Ax, Ay} =
HAi − {Ax, Ay} (by (3) of Lemma 3), we have Y
A
i − {Ax, Ay} = H
A
i − {Ax, Ay}, and it follows that
Y Bi = H
B
i (because the elements of Ax ∪ Ay are all in the same part of B). Thus, Y
B
i is connected
because HBi is connected. 
Theorem 10 A complete multipartite graph K with n > 1 vertices and m edges can be decomposed
into edge-disjoint Hamilton paths if and only if m
n−1
is an integer and the maximum degree of K is
at most 2m
n−1
.
Proof It was noted earlier in the paper that if K has a Hamilton path decomposition, then t = m
n−1
is an integer and K has maximum degree at most 2t. We now show that these conditions are sufficient
for the existence of a Hamilton path decomposition of K. The proof is somewhat similar to the proof
of Lemma 9. Let K ∼= KA1,...,Ar be admissible, and let {H1, . . . , Ht} be a factorisation of KA1,...,Ar
such that each Hi is the vertex-disjoint union of cycles and a single path and each H
A
i is connected.
Such a factorisation exists by Lemma 9.
Let C =
∑
i=1,...,t c(Hi) so that C is the number of components in the factors of the factorisation
{H1, . . . , Ht}. If C = t, then each Hi is connected and letting Fi = Hi for i = 1, . . . , t gives the
required Hamilton path decomposition. Thus, we can assume C > t, which means that there exists
a k such that Hk is disconnected. Since H
A
k is connected this implies that there exist x ∈ {1, . . . , r}
and u, v ∈ Ax such that u and v are in distinct components of Hk.
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We now show that we can apply Lemma 3 with α = u and β = v to the factorisation {H1, . . . , Ht}
of KA1,...,Ar . Clearly, the transposition (u v) is an automorphism of KA1,...,Ar , and since Hi is the
vertex-disjoint union of cycles and a single path, for i = 1, . . . , t we have either u and v are in the
same component of Hi or at least one of u and v is in a cycle of Hi. Thus, we can indeed apply
Lemma 3, and we let {G1, . . . , Gt} be the resulting factorisation of KA1,...,Ar . Observe that G
A
i = H
A
i
for i = 1, . . . , t.
It is clear that each Gi is the vertex-disjoint union of cycles and a single path, and that each
GAi is connected (because G
A
i = H
A
i ). Let C
′ =
∑
i=1,...,t c(Gi). It follows from (1)-(3) and (5) of
Lemma 3 that c(Gi) 6 c(Hi) for i = 1, . . . , t and c(Gk) < c(Hk). Thus, C
′ < C. If C ′ = t, then
{G1, . . . , Gt} is the required Hamilton path decomposition of KA1,...,Ar . Otherwise, we can repeat the
above procedure (each time reducing the number of components in the factors of the factorisation)
until we obtain the required Hamilton path decomposition of KA1,...,Ar . 
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