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This report compares the convergence behavior of the Metropolis-
Hastings and an alternative Markov Chain Monte Carlo sampling al-
gorithm targeting unnormalized, discrete distributions with countably
infinite sample spaces. The two methods are compared through a
simulation study in which each is used to generate samples from a
known distribution. We find that the alternative sampler generates
increasingly independent samples as the scale parameter is increased,
in contrast to the Metropolis-Hastings. These results suggest that,
regardless of the target distribution, our alternative algorithm can gen-
erate Markov chains with less autocorrelation than even an optimally
iv
scaled Metropolis-Hastings algorithm. We conclude that this alternative
algorithm represents a valuable addition to extant Markov Chain Monte
Carlo Methods.
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1. Introduction
The purpose of this report is to compare the convergence behavior of two
Markov Chain Monte Carlo (MCMC) algorithms. One, the Metropolis-
Hastings, is one of the most popular of such methods (Cowles & Carlin,
1996), while our proposed alternative algorithm is new and relatively
untested (Walker, 2014). The goal is to explore through simulation
study how the two algorithms perform under different circumstances
and in which instances, if any, the alternative appears to be preferable
to the Metropolis-Hastings. We find that the alternative algorithm
displays consistently decreasing autocorrelation as the scale parameter
increases. This is more easily exploited when the target distribution is
highly monotone, but holds for the less monotone distributions simulated
here and can theoretically be extended to most if not all unnormalized
discrete distributions over infinite space. The Metropolis-Hastings, in
contrast, appears to have a finite set of optimal scale parameters for a
given target distribution that minimize the autocorrelation. The ability
of the alternative to produce significantly less correlated samples need
to be explored more formally, but could make it a valuable addition to
extant MCMC techniques.
We begin by providing a brief introduction to Bayesian inference
and MCMC to provide the necessary context to appreciate this study.
Both algorithms are then described in detail in section 2. Section 3 char-
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acterizes the unnormalized Poisson distribution used in the simulation
study. Sections 4 and 5 each describe a component of the simulation
study and present its findings. The first component of the simulation
study involves generating multiple, independent Markov chains from
each algorithm. The second compares the two algorithms’ performance
through the generation of long, dependent chains. In section 6 we
discuss our findings in aggregate and offer a theoretical justification and
outline future research, and section 7 concludes the report.
Markov Chain Monte Carlo methods have in large part been de-
veloped in order to solve problems arising from Bayesian statistical
inference (Gelfand & Smith, 1990). For this reason, we will provide a
brief introduction to this topic before explaining what MCMC is and
how it is used. We note here that this introduction to Bayesian statistics
is at best cursory. The information presented here can be found in
Bernardo and Smith (1994) and this source should be consulted for
further reading.
Bayesian inference is a class of statistical reasoning in which the pa-
rameters of a statistical model, traditionally considered fixed, unknown
constants, are treated instead as random variables themselves. Bayes’
rule is then applied in order to obtain the probability distribution of the
parameters conditioned on the observed data. Recall that Bayes’ rule
refers to the following statistical identity about conditional probabilities
2
p(A|B) = p(B|A)p(A)
P (B)
Consider a generic statistical problem in which we have observed
data y we believe to be distributed according to some probability dis-
tribution based on parameter θ. Here θ is unknown and we wish to
estimate it based on the data observed. We can consider the likelihood
function, written L(y|θ) as the probability of observing our data given a
particular value of θ. In traditional, frequentist statistics often the value
of θ that would maximize this likelihood is then taken as the estimate
of the unknown parameter.
To the Bayesian, however, this θ is itself a random variable which is
believed–before looking at the data–to be distributed according to some
probability distribution pi(θ). This initial pi(θ) is referred to as the prior
distribution, or simply the prior. This prior should be constructed based
on previous experimentation and or expert opinion and such that the
support of θ corresponds to the range of possible values of the parameter
in our probability model.
Bayes’ rule can be applied to obtain what is referred to in Bayesian
statistics as the posterior distribution, here called pip(θ|y). The posterior
then reflects our updated belief about the distribution of the parameter
of interest θ after having seen our data. We now have
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pip(θ|y) = L(y|θ)pi(θ)
p(y)
The posterior distribution now represents a combination of our
preconceived notions (the prior) with the information revealed to us
by the data (the likelihood). Because the marginal distribution in
the denominator, p(y), will be a constant and only contribute to the
normalizing constant of our posterior distribution, the posterior is often
left simply as
pip(θ|y) ∝ L(y|θ)pi(θ)
As long as our likelihood and prior are valid probability measures,
this will result in a valid posterior distribution. However, depending on
the distributions of the prior and likelihood, the posterior may not be
easily integrated.
Often we are interested in functions integrated over the posterior
distribution. For instance, it would be natural to use the mean of the
posterior distribution as a point estimate of θ, or to want to know the
variance of the posterior distribution.
If the posterior distribution has a form for which the integral is
difficult or impossible to solve, we turn to numerical estimation. A very
efficient way of estimating the integral of a probability distribution is
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to approximate numerous samples from said distribution. There are
numerous ways to do this, but MCMC is one of the most efficient and
therefore widely used methods (Gamerman & Lopes, 2006).
Markov Chain Monte Carlo is an area of statistics concerned with
simulating samples from a probability distribution that is difficult or
impossible to sample from directly (Geyer, 1992). MCMC works through
iterating a stochastic, or Monte Carlo, process to generate a Markov
chain that converges to the desired, or target, distribution. We note
here that this is at best a cursory introduction to MCMC and point to
Gamerman and Lopes (2006) for further reading.
A Markov chain is defined as a sequence of random variables in
which each variable in the sequence is dependent only on that variable
immediately preceding it. This can be written mathematically as
p(θ(t+1)|θ(0), . . . , θ(t)) = p(θ(t+1)|θ(t)) t = 1, . . . ,∞
Here θ(t) represents random variable θ at point t in the sequence. Let
us also define here the state space, or support, S of θ, as the set of all
possible values the random variable can take. Formally we have
θ(t) ∈ S t = 1, . . . ,∞
This conditional probability, p(θ(t+1)|θ(t)), defines the Markov chain.
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Note that in a Markov chain the first component of the sequence, here
θ(0), needs to be drawn from some other probability distribution. Note
as well that here and throughout this report we will consider Markov
chains over a discrete time and state space, as this is both convenient
for introduction and the most relevant to the analysis conducted.
The Markov chains used in MCMC have another property, namely
that they possess a defined stationary, or limiting distribution. What
this means is that as the sequence continues infinitely, the marginal
distribution of the tth random variable approaches some probability dis-
tribution, here called pi(·), that may or may not be equal to the Markov
chain’s transition probability (Gamerman & Lopes, 2006). Mathemati-
cally we can say that pi(·) is the stationary distribution for the Markov
chain defined by transition probability p(θ(t+1)|θ(t)) if
∑
θ(t)∈S
pi(θ(t))p(θ(t+1)|θ(t)) = pi(θ(t+1))
If a Markov chain has a limiting distribution, as the number of
iterations t approaches infinity, the marginal distribution of the tth
random variable in the sequence will approach pi regardless of the
initial value of the sequence or what distribution it was generated from.
Therefore as we continue the Markov chain for an increasing number of
steps, the sequence of random variables will increasingly approximate,
or converge to, random variables from the limiting distribution.
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Certainly not all Markov chains have limiting distributions, and
proving a given transition probability will converge to a target distri-
bution can be difficult. In this paper we use three sufficient conditions
to show a given chain has the desired limiting distribution, namely
reversibility, positive recurrence, and aperiodicity (Tierney, 1994).
Reversibility, also referred to as the detailed balance condition,
means that the probability of moving from state θ to state φ is equal
to the probability of moving from state φ to state θ. A Markov chain
is positive recurrent if it can move from any state to any other state
in a finite number of steps with non-zero probability. A Markov chain
is aperiodic if it has no period greater than 1, meaning that the chain
can always return to its current state in the next step and that there
is no set number of iterations greater than one for which there is zero
probability of returning to its current state. These conditions will be
shown to hold for the MCMC algorithms used in this report.
We can now see how Markov chains are used in Bayesian inference.
When the integral of the posterior distribution does not have a closed
form solution, we can simulate values of this distribution with a Markov
chain to estimate the integral. This is done by constructing a transition
probability we are able to sample from that has our desired distribution
as its limiting distribution and sampling from that transition probability
numerous times. After a sufficient number of iteration we have an
7
approximate sample from the desired posterior distribution. We have
not yet, however, specified how quickly a Markov chain approaches its
target distribution.
The question of how many Monte Carlo samples are required to be
considered valid approximations of samples from the target distribution
is of paramount importance in stochastic simulation (Cowles & Carlin,
1996). In general a researcher faces the tradeoff between wanting to have
as many samples from the target distribution as possible on one hand
and a finite amount of time and computing power on the other. The
optimal number of samples taken then depends on the desired number
of samples, the computational complexity of the sampling process, the
time available to the researcher, and how quickly a given Markov chain
converges to its stationary distribution. These factors will all vary, but
in all cases a faster converging–also referred to as mixing–Markov chain
is preferred.
This is the primary concern of this report; to determine which of two
MCMC algorithms, the Metropolis-Hastings or our proposed alternative
algorithm, converges to the target distribution in fewer iterations.
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2. Background
2.1 Metropolis-Hastings
The Metropolis-Hastings algorithm, first described in papers by Metropo-
lis et al. (1953) and Hastings (1970), is an MCMC method for generating
samples from a distribution that is otherwise difficult to sample from.
It is an iterative algorithm, drawing each new sample from a transition
density conditioned on its current state. As such, it is by definition a
Markov random process.
The popularity of the Metropolis-Hastings algorithm is due in part
to it’s wide range of applications (Gelman, Roberts, & Gilks, 1996).
It can be used to sample both discrete and and continuous data, and
works well in high dimensions (Hastings, 1970). Here we are only
concerned with its use on discrete data, as the alternative proposed is
only applicable to discrete distributions. Another positive feature of
the Metropolis-Hastings is that the target probability distribution only
needs to be known up to the normalizing constant.
The Metropolis-Hastings differs from other MCMC methods in
that it’s transition density is comprised of a proposal and acceptance
probability. The algorithm works by generating proposals from some
proposal density, and either accepting or rejecting them based on an
acceptance probability.
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Suppose we want to generate samples of random variable θ with
support S and probability distribution characterized by pi(θ). To simu-
late draws form this distribution with a Metropolis-Hastings algorithm,
we first construct proposal density q(φ, θ), that will generate a proposed
new value, φ, given current state θ. Then define acceptance probability
α(φ, θ) such that
α(φ, θ) = min
1, pi(φ)q(θ, φ)pi(θ)q(φ, θ)

We pause to note here why the target distribution need only be
known up to the normalizing constant as pi(·) appears in both the nu-
merator and denominator of the acceptance probability. The algorithm
then proceeds iteratively as follows:
1. Select arbitrary initial value θ(0), initialize iteration counter (t).
2. Draw φ ~ q(φ, θ(t))
3. θ(t+1) =

φ with probability α(φ, θ(t))
θ(t) with probability 1− α(φ, θ(t))
4. Repeat from 2 until desired number of samples are acquired.
As stated in the introduction, Markov chain is valid and has lim-
iting distribution pi(·) if the transition probability has the qualities of
reversibility, positive recurrence, and aperiodicity. We now show that
these conditions hold for the Metropolis-Hastings described here.
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The construction of the acceptance probability α(φ, θ) assures the re-
versibility of the Metropolis-Hastings. The Metropolis-Hastings satisfies
the detailed balance condition if the following statement is true
pi(θ)q(φ, θ) min
1, pi(φ)q(θ, φ)pi(θ)q(φ, θ)
 = pi(φ)q(θ, φ) min
1, pi(θ)q(φ, θ)pi(φ)q(θ, φ)

Here the α(·, ·) function is spelled out to demonstrate how the acceptance
probability ensures the equality.
Now so long as q(φ, θ) is constructed such that the chain is positive
recurrent and aperiodic we know the Markov chain has a unique limiting
distribution. The proposal function used for our Metropolis-Hastings
sampler study is based a scale or spread parameter k > 1 defined as
follows
• If θ− k+ 1 ≥ 1, sample with equal probability from {θ− k+ 1, θ−
k + 2, . . . , θ + k − 2, θ + k − 1}
• If θ − k + 1 < 0, sample with equal probability from {1, 2, . . . , θ +
k − 2, θ + k − 1}
It is fairly trivial to show this proposal function makes the algorithm
positive recurrent. For any current state θ ∈ S, and any other state
φ ∈ S there must be a finite distance between θ and φ. Further, the
structure of the algorithm guarantees that there is always positive
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probability of remaining in state θ and of moving at least one integer
in the direction of φ. Therefore there is always positive probability of
moving from any θ to any φ in S in a finite number of steps. Proof of
aperiodicity is similarly trivial, as there is clearly no cyclical nature to
the proposal distribution.
We can now formalize that the transition probability of the
Metropolis-Hastings algorithm as
pM (θ(t+1)|θ(t))=q(θ(t+1),θ(t))α(θ(t+1),θ(t))+I{θ(t+1)=θ(t)}(1−∑θ(t+1) q(θ(t+1),θ(t))α(θ(t+1),θ(t)))
and are satisfied this transition has limiting distribution pi(θ) and will
approach this distribution as the number of samples approaches infinity.
One aspect of the Metropolis-Hastings worth discussion here is
its sensitivity to scaling (Gelman, Roberts, & Gilks, 1996). In our
application, this refers to how large a value of k we select for the
proposal distribution. The algorithm will function for any k that is
greater than 1, but different values of this scale parameter will affect
how quickly the the Markov chain converges to the target distribution.
Setting k too low limits our proposals to a small area around the
current state. This results in a high acceptance rate, but slows the
movement through the sample space. Setting k too large means there
are a wide range of potentially proposed values around any current
state. Theoretically there is some optimal scaling, or set of scalings,
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that balance this tradeoff and provide the most efficient traverse of the
sample space.
The optimal scale setting for a Metropolis-Hastings here would be
the value of k which results in a Markov chain that converges to the
target distribution in the fewest iterations. It is difficult to formally
prove that one Markov chain is converging faster than another, making
this hard to define. This topic has been the subject of a considerable
body of generally work without a clear answer emerging. Practically we
are left with the general rule that the optimal scaling is the one resulting
in an acceptance rate of roughly 20% to 50%, with one-dimensional
problems on the higher end of that spectrum (Gamerman & Lopes,
2006). We bring this up now as this characteristic of the Metropolis-
Hastings is not present in the alternative algorithm, and we believe this
difference can explain the difference in performance in the simulation
study.
2.2 Alternative Algorithm
The alternative algorithm proposed here, introduced by Walker (2014),
is another MCMC algorithm that can be used to sample from a discrete
distribution for which the normalizing constants are unknown. Like the
Metropolis-Hastings algorithm, it is a stochastic process that simulates
samples from a target distribution through iterative sampling of a
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transition probability.
Unlike the Metropolis-Hastings, the alternative sampler’s use is
limited to simulating discrete distributions with infinite sample space.
Applying this alternative algorithm to a continuous state space, as will be
seen below, would require the ability to integrate the target distribution.
If we had this ability, we would no longer need this algorithm to simulate
the target distribution. If the sample space of the target distribution
were bounded, we would be able to calculate the normalizing constant
and therefore would not need to use the alternative algorithm.
The alternative algorithm proposed here works differently from the
Metropolis-Hastings in that it does not involve a proposal-acceptance
routine. Rather, for a specified scale parameter k > 1 the algorithm
constructs a local approximation of the target distribution of some
length between k and 2k − 1 around the current state θ and samples
from the values over that range. That is, for a given k and current state
θ, probability of moving to state φ is given by
pA(φ, θ) =
pi(φ)
k
min{θ+k−1,φ+k−1}∑
i=max{θ,φ}
1∑i
j=max{1,i−k+1} pi(j)
where pi(·) again represents the unnormalized target distribution. The
alternative algorithm then proceeds iteratively as follows:
1. Set initial value of θ(0), begin iteration count (t)
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2. Calculate pA(φ, θ) for φ ∈ Sk where Sk =

{θ−k+1,...,θ+k−1} if θ−k+1≥1
{1,...,θ+k−1} if θ−k+1<1
3. Sample φ from Sk according to the probabilities calculated and
take θ(t+1) = φ
4. Repeat from 2 until the desired number of samples are acquired
The transition probability represents a valid probability measure
over the range from {max {1, θ − k + 1} , . . . , θ + k − 1} as it can be
seen that:
θ+k−1∑
φ=max{1,θ−k+1}
pA(φ|θ) = 1
As with the Metropolis-Hastings, we need to show that this alter-
native algorithm generates samples that will asymptotically approach
the target distribution. Again we will do this by demonstrating its
reversibility, positive recurrence, and aperiodicity.
The reversibility of this transition density is easily proven. Again,
we have reversibility if
pA(θ, φ)pi(φ) = pA(φ, θ)pi(θ) ∀θ, φ ∈ S
Inserting the relevant expressions gives us:
pi(θ)
k
∑min{θ+k−1,φ+k−1}
i=max{θ,φ}
1∑i
j=max{1,i−k+1} pi(j)
pi(φ)=pi(φ)k
∑min{φ+k−1,θ+k−1}
i=max{φ,θ}
1∑i
j=max{1,i−k+1} pi(j)
pi(θ)
15
The bounds of the summations are identical on both sides of the equality
[max {θ, φ} = max {φ, θ}, etc.] and the remaining terms are clearly
equal.
The proof of positive recurrence is similar to that used for the
Metropolis-Hastings. Again, for any current state θ ∈ S, and any other
state φ ∈ S there must be a finite distance between θ and φ. Further,
the structure of the algorithm guarantees that there is always positive
probability of remaining in state θ and of moving at least one integer
in the direction of φ. Therefore there is always positive probability of
moving from any θ to any φ in S in a finite number of steps, and by
definition this alternative is positive recurrent. Proof of aperiodicity is
similarly trivial, as there is clearly no cyclical nature to the proposal
distribution.
The feature of this algorithm that most separates it functionally
from the Metropolis-Hastings is how it responds to scaling. It is easy to
see that as k approaches infinity, the transition probability distribution
will approach the normalized target distribution. As discussed previously,
the Metropolis-Hastings has some set of scale parameters which allow for
the fastest mixing Markov chain. The alternative algorithm, however,
will more closely approximate the target distribution at every iteration
the larger the scale. There exists no theoretically optimal scale of
the alternative algorithm, as with the Metropolis-Hastings. Rather,
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increasing k should always yield a faster mixing Markov chain. This is
reflected in our results, particularly in section 5, and expounded upon
more in section 6.
Now that we have provided an introduction and justification of our
two algorithms, we next describe the simulation study used to compare
them.
17
3. Unnormalized Poisson
In our simulation study the target distribution is defined piN(θ) ∼
Poisson(λ), where λ represents the mean and variance characterizing
a Poisson distribution. This distribution was selected for two reasons.
First, it is a discrete distribution with a countably infinite state space,
making it appropriate to simulate using the alternate algorithm. Second,
depending on λ, the Poisson distribution can be more or less monotone.
This allows for a richer comparison of the two algorithms over differently
shaped target distributions.
Supposing we understood the weighting function of the Poisson
distribution but not did not know it’s normalizing constant, we define
the unnormalized Poisson distribution
pi(θ) ∝ λ
θ
θ! θ ∈ {0, 1, . . .}, λ > 0
and use this kernel for both simulation studies. We note here that all
analysis was conducted using R statistical software (R Development
Core Team, 2010).
18
4. Independent Chains
The first component of our study looks at the speeds at which both
algorithms converge by looking at their behavior in numerous, short,
independent chains. Simulating in this manner is outlined by Gelfand
and Smith (1990). The idea is to generate N independent chains of
length n from each algorithm. While each new sample in a chain is
dependent on the previous one, the samples in two separate chains will
be independent of one another, by the definition of a Markov chain.
Here we set the starting point to be the same for each chain,
selecting a value relatively far from the true mean of the distribution.
We then take the mean of all N samples at every iteration from 1, . . . , n.
The idea is that after n iterations of the chain, the algorithms should
have converged to be close to the target distribution. Therefore our
sample of N independent draws should increasingly resemble the target
distribution at each successive iteration. By setting both chains to have
the same starting point for all N runs, the mean at iteration 1 will be
exactly equal to the starting point for both chains. We can then plot the
movement of the means from the initial value towards the mean of the
target distribution. This allows for a visual inspection of the apparent
speed at which each algorithms mean approaches the true mean.
This comparison is done at a 3 different levels of our spread param-
eter k, for 2 different levels of λ. In this way we can look at results for
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both a more and less monotone target distribution, with narrow and
wide proposal densities.
Figure 1 shows the results for a less monotone Poisson distribution
with λ = 10 with the spread parameter, k, set to 3, 10, and 20. Each
algorithm was run for 200 iterations 1000 times, and with all samples set
to start at 0. With k = 3, the Metropolis-Hastings appears to converge
at a faster rate, with its means hitting close to 10 several iterations
ahead of the alternative algorithms. For k = 10 and k = 20, both
algorithms approach the mean in only a few iterations and seem to get
there at nearly the exact same pace.
Figure 2 shows the results generated when targeting a more mono-
tone distribution. Here λ = 2, with k again set to 3, 10, and 20,
respectively. Again we generated 1000 chains, this time only for 50
iterations each as they tended to converge more quickly, with all chains
beginning at 9.
Here the alternative sampler performs better at for all values of k,
especially as k increases. When k = 3, the difference appears marginal,
although the alternative means are closer to 2 for all of the early
iterations. But when k equals 10 and 20, the alternative means settle
around 2 almost immediately. The Metropolis-Hastings performs best
when k = 10, but it still takes approximately 10 more iterations to see
means as close to 2 as the alternative.
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The findings here suggest that for a less monotone distribution,
or one with greater variance, the Metropolis-Hastings and alternative
algorithm converge at nearly the same rate. The only possible exception
is for small values of k, in which case the Metropolis-Hastings appears
to converge faster. For the monotone distribution, however, we see the
alternative algorithm out-performing the Metropolis-Hastings for all
values of k tested here, and especially when k is large.
Figure 1: Means of 1000 Independent Chains for less Monotone Target Distribution
0 50 150
0
2
4
6
8
10
1000 Ind. Chains
k = 3
Iteration
M
ea
n 
of
 S
am
pl
es
Alt
M−H
Mean
0 50 150
0
2
4
6
8
10
1000 Ind. Chains
k = 10
Iteration
M
ea
n 
of
 S
am
pl
es
Alt
M−H
Mean
0 50 150
0
2
4
6
8
10
1000 Ind. Chains
k = 20
Iteration
M
ea
n 
of
 S
am
pl
es
Alt
M−H
Mean
21
Figure 2: Means of 1000 Independent Chains for more Monotone Target Distribution
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5. Dependent Chains
The second component of the simulation involves generating one long,
dependent chain of from each algorithm. This is an approach proposed
by Geyer (1992). We then look at the autocorrelation from each sample,
and at trace plots to see the mixing and compare the autocorrelation
between samples.
Trace plots are a basic visual inspection used to see how a Markov
chain is moving around its sample space–also referred to as mixing. They
are generated simply by plotting the Monte Carlo samples generated
over their iteration, so the progress of the random process can be
visualized. Trace plots are used, in part, to diagnose if a Metropolis-
Hastings is scaled correctly. Too low a scale parameter and we will
see the sampler taking very small steps and therefore many iterations
to cover a meaningful range of the sample space. Too high a scale
parameter and we can see the algorithm staying in one place for several
iterations as it rejects many proposals.
The structure of a Monte Carlo sampler guarantees a certain amount
of autocorrelation, but too high a degree of autocorrelation can be prob-
lematic as more iterations are necessary to provide a valid sample (Geyer,
1992). If a Markov chain is run long enough, the whole sample will
eventually wash out the local autocorrelation. However, it is not always
easy to run a sampler for long enough to assure the autocorrelation is not
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an issue. Therefore in general the lower the degree of autocorrelation,
the faster a Markov chain converges and the more efficient the algorithm.
The autocorrelation function, for the lth lag, is defined (Box & Jenkins,
1976)
ρl =
∑N−l
i=1 (Yi − Y¯ )(Yi+l − Y¯ )∑N
i=1(Yi − Y¯ )2
and here is computed for every sample from lags l = 0, 1, . . . , 30. The
autocorrelation is another diagnostic of the scaling for the Metropolis-
Hastings algorithm. Setting k too small or too large will result in
higher autocorrelation. When scaled too small, the small step size
produces high autocorrelation, while when the scale is too large high
autocorrelation results from the many rejected proposals.
As in the first component of the simulation study, we compare
the algorithms performance for both a less and more monotone target
distribution at various levels of k. Each algorithm is run for 1000
iterations at each level setting. The results of these diagnostics appear
in figures 3-5.
Figures 3-5 show trace plots and autocorrelation results for different
values of k when targeting a Poisson with a mean of 10. When k =
3, both the trace plots and autocorrelations are very similar. Both
trace plots show slow progress through the sample space, and the
autocorrelations are high. This indicates the value of k is lower than
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it should be for both algorithms. For k = 10 again we see very similar
results between algorithms. Both show a lesser degree of autocorrelation
than when k was three, and it is evident in the trace plots they are taking
larger steps. The Metropolis-Hastings trace plot is slightly less dense
than the alternative algorithms, as the larger k produces more rejections.
Setting k = 20 appears to improve the mixing of the alternative sampler
while worsening that of the Metropolis-Hastings. Here the alternative
sampler shows almost no autocorrelation after the third lag, while the
Metropolis-Hastings continues to show autocorrelation over 0.1 at least
through lag 6. The trace plot of the Metropolis-Hastings shows it is
frequently rejecting proposals, while the alternative sampler is moving
much more frequently.
Figures 6-8 show the trace plots and autocorrelation results for the
same three values of k this time targeting a Poisson with mean 2. Again
both samplers show similar results for k = 3, with the alternative sampler
showing a slightly higher degree of autocorrelation. With k set to 10, the
alternative sampler shows a much lower degree of autocorrelation–nearly
none after the third lag–and is clearly moving much more around the
sample space. We can see the Metropolis-Hastings is rejecting a high
percentage of its proposals, evidenced by its smoother trace plot. When
k = 20 we see a similar but more extreme result, with the Metropolis-
Hastings rejecting the majority of its proposals and demonstrating a
much higher degree of autocorrelation than the alternative algorithm.
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Figure 3: 1000 Iterations of Poisson with Mean 10 and Scale Parameter 3
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We can see from these results that at larger values of k the alterna-
tive algorithm generates samples with lower autocorrelation, while the
Metropolis-Hastings performed best in each situation when k was 10.
However there is no evidence that k = 10 is the optimal scaling for the
Metropolis-Hastings. To check that the alternative can produce samples
with less autocorrelation than an optimally scaled Metropolis-Hastings,
we calculated the acceptance rate for various values of k when targeting
a Poisson with mean 10. For k = 11 the acceptance rate was just over
50%, decreasing to about 32% when k = 20. We then plotted the
autocorrelation for each of those values and found it to bottom out
when k = 15. We then performed the same comparison, this time with
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Figure 4: 1000 Iterations of Poisson with Mean 10 and Scale Parameter 10
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the alternative algorithm scaled to 30 and the Metropolis-Hastings to
15. The results are shown in figure 9. The Metropolis-Hastings displays
marginally lower autocorrelation than when k was set to 10, but it is
still clearly higher than that of the alternative. This is likely the lowest
autocorrelation the Metropolis-Hastings can provide for this specific
problem, while increasing k more for the alternative sampler should
only further reduce the autocorrelation.
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Figure 5: 1000 Iterations of Poisson with Mean 10 and Scale Parameter 20
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Figure 6: 1000 Iterations of Poisson with Mean 2 and Scale Parameter 3
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Figure 7: 1000 Iterations of Poisson with Mean 2 and Scale Parameter 10
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Figure 8: 1000 Iterations of Poisson with Mean 2 and Scale Parameter 20
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Figure 9: 1000 Iterations of Poisson with Mean 10 and Optimally Scaled Metropolis-Hastings
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6. Discussion
6.1 Results
Our simulation studies suggest that the alternative sampler converges
faster than the Metropolis-Hastings for highly monotone data, and that
by increasing the spread parameter k can deliver samples with less
autocorrelation. The question now is why this should be the case, and
whether or not a formal argument can be made to generalize the result.
For any finite k, we are sampling from a subset of the total sam-
ple space S with probabilities proportional to those of the unnormal-
ized target distribution pi(·). We have stated earlier that as k → ∞,
pA(φ|θ)→ piN(φ), where again piN(·) represents the normalized target
distribution. Therefore for any distribution as k increases our tran-
sition probability will more closely resemble a draw form the target
distribution.
We demonstrate this property in Figures 10-12, where the transition
densities of the alternative algorithm are plotted alongside the true target
density from three different starting points with a very large spread
parameter. Here the mean of the target Poisson distribution is 10, and
we plot the Markov transition density from current states of 5, 10, and
20. For all three plots k = 100. Note that here we only evaluate the
density from 0 to 25 and omit the tails. From a current state of 10, the
transition probability is nearly identical to the target density. From the
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starting point of 20 the transition density deviates the most from the
Poisson, but is still a very close approximation. These figures provide
visual evidence of the transition probability’s convergence to the target
distribution.
Figure 10: Transition Density from Current State θ = 5 for Poisson with Mean 10 and Spread
Parameter k = 100
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As we will discuss further below, it is not always practical to increase
k indefinitely. But for a fixed value of k, as our target distribution
becomes increasingly monotone–for our Poisson example this would
mean as λ approaches 0–a greater proportion of the probability mass
will be between 0 and θ + k − 1.
When in our simulation study we had a spread parameter of 20 for
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Figure 11: Transition Density from Current State θ = 10 for Poisson with Mean 10 and Spread
Parameter k = 100
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a Poisson with mean 2, we were drawing from 0 to at least 20 (if the
starting point was 0) with appropriately weighted probabilities. That
minimal sampling range represents very close to 100% of the target
distribution’s probability mass, and therefore it is no surprise that this
offers highly nearly independent samples that very closely resemble the
target distribution.
While increasing k should always lead to lower autocorrelation, it
may not always be practical to simply apply this alternate algorithm
and set the spread to however high of a number is needed to get nearly
independent samples. The tradeoff is that the higher k is, the greater
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Figure 12: Transition Density from Current State θ = 20 for Poisson with Mean 10 and Spread
Parameter k = 100
0 5 10 15 20 25
0.
00
0.
05
0.
10
0.
15
Current State = 20
y
p(y
)
Transition Density
Target Density
the number of operations required of each iteration of the algorithm.
Therefore while it should always be possible to generate more
independent samples with a larger spread, it may not be the best choice.
For a widely dispersed distribution, an appropriately scaled Metropolis-
Hastings with would likely be able to generate more samples in less
time, negating the mild autocorrelative effects of the algorithm.
It is certain that the code used for the alternative algorithm can be
improved upon, so it is possible that a more cleverly programmed routine
could result in more instances in which our alternative algorithm would
be ideal. For now we conclude the alternative algorithm is best suited
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for sampling from highly monotone distributions where a reasonable
selection of k still spans nearly the entire sample space.
6.2 Further Research
The next logical step in the exploration of potential applications of
this new algorithm is to apply it to a real statistical problem. While
illustrative, the simulation study above was performed on a trivial
problem. It remains to be shown that the alternative algorithm can
produce results comparable to or better than the Metropolis-Hastings
in sampling from a distribution we actually cannot directly sample from
before any major conclusions can be drawn.
A more formal argument regarding the asymptotic autocorrelation
of the alternative algorithm as k approaches infinity would be another
endeavor to undertake. We hope to pursue both of these questions in
future works.
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7. Conclusion
This report compared two MCMC methods for sampling unnormalized,
discrete distributions: the Metropolis-Hastings and an alternative algo-
rithm. The two algorithms were evaluated against one another through
a two-part simulation study. The first component of the simulation
study looked at their apparent convergence speed by generating mul-
tiple, independent chains. Here the alternative appeared to converge
faster when using a large spread parameter and targeting a monotone
distribution, while both algorithms fared similarly when a targeting less
monotone distribution. The second component of the simulation study
looked at the autocorrelation of samples from each algorithm. This
suggested that the alternative algorithm is capable of generating samples
with significantly less autocorrelation than the Metropolis-Hastings as
the scale parameter increases. This result is reasonably explained by the
structure of the alternative algorithm but remains to be stated formally.
That withstanding, the findings here suggest this alternative algorithm
shows promise as an addition to our current arsenal of MCMC methods
and merits further investigation.
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