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Abstract
When we study forbidden subgraph conditions guaranteeing graphs to have
some properties, a claw (or K1,3) frequently appears as one of forbidden sub-
graphs. Recently, Furuya and Tsuchiya compared two classes generated by
different forbidden pairs containing a claw, and characterized one of such
classes. In this paper, we give such characterization for three new classes.
Furthermore, we give applications of our characterizations to some forbidden
subgraph problems.
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1 Introduction
Let G1 and G2 be two families of graphs, and let P be a certain property for graphs.
We assume that every member of G2 satisfies P , and consider the problem whether
members of G1 satisfy P or not. If we suppose G1 ⊆ G2, then every member of G1
satisfies P . Now, we suppose a weaker condition than G1 ⊆ G2.
∗This research partially supported by an NSA grant
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KAKENHI Grant number 26800086
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We first suppose that the family G1 − G2 is finite. Then every member of G1
satisfies P with finite exceptions. Since we can check whether finite members of G1
satisfy P or not in finite time, we can regard the desired problem as solved.
We next suppose that the members of G1 − G2 is characterized (not necessary
finite). Then each member of G1 either satisfies P or is characterized. If the charac-
terization has a simple structure, then we may be able to check whether such graphs
satisfy P or not. Thus, in this case, it might be possible to solve the desired problem.
In this paper, we try to apply the above strategy for the forbidden subgraph
problems.
1.1 Definition and preliminary
For a family F of connected graphs, a graph G is said to be F-free if G contains
no member of F as an induced subgraph. We also say that the members of F are
forbidden subgraphs. If G is {F}-free, then G is simply said to be F -free. A family
F of forbidden subgraphs is called a forbidden pair if |F| = 2.
Let K1,3 denote the star with three leaves. Let Kn and Pn denote the complete
graph and the path of order n, respectively. For nonnegative integers k, l and m,
let Nk,l,m be a graph obtained from K3 and vertex disjoint three paths Pk+1, Pl+1,
Pm+1 by identifying one end-vertex of the paths and distinct three vertices of the
K3. Commonly, Nk,0,0 (resp., Nk,l,0) is usually denoted by Zk (resp., Bk,l), and N1,1,1
is usually denoted by N (see Figure 1).
n vertices
Zn B1,n N
n vertices
Figure 1: Graphs Zn, B1,n and N .
As we mentioned, our main aim is to characterize connected F1-free but not F2-
free graphs for two families F1 and F2 of forbidden subgraphs. Such study derives
from [9]. In [9], Olariu considered the case where F1 = {Z1} and F2 = {K3}, and
showed that every connected Z1-free but not K3-free graph is a complete multipartite
graph with at least three partite sets. The result is useful when we investigate the
class of Z1-free graphs (for example, the characterization was used for research of
perfect Z1-free graphs in [9]). Recently, Furuya and Tsuchiya [7] focused on forbidden
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pairs for the existence of a Hamiltonian cycle, and studied characterization similar
to Olariu’s result. A graph H is a generalized comb if H is obtained as follows (see
Figure 2): Let m ≥ 3 be an integer. Let Li (1 ≤ i ≤ m) and C be vertex-disjoint
non-empty cliques with |C| ≥ m, and let Ri (1 ≤ i ≤ m) be disjoint non-empty
subcliques of C. We define the graph H on
(⋃
1≤i≤m Li
)
∪C such that every vertex
in Li is joined to all vertices in Ri for each i (1 ≤ i ≤ m). In this context, Li is called
a leaf-clique and Ri is called the root of Li. The following theorem was proved in [7].
L1 L2 Lm
R1 R2 Rm
C
+ + +
Figure 2: Generalized comb
Theorem A (Furuya and Tsuchiya [7]) Let G be a connected {K1,3, B1,2}-free
graph. Then G is not N -free if and only if G is a generalized comb.
In other words, they solved a characterization problem for F1 = {K1,3, B1,2} and
F2 = {K1,3, N}.
Our notation and terminology are standard, and mostly taken from [5]. In par-
ticular, we shall use the following terminology. Let G be a graph. For v ∈ V (G), we
let NG(v) denote the neighborhood of v in G. For a set U , we let G[U ] denote the
subgraph of G induced by U ∩ V (G).
1.2 Main results
In this paper, we investigate graphs generated by different families of forbidden
subgraphs, and characterize the following classes:
(F1) connected {K1,3, Z2}-free but not B1,1-free graphs,
(F2) connected {K1,3, B1,1}-free but not P5-free graphs, and
(F3) connected {K1,3, B1,2}-free but not P6-free graphs.
We first give a characterization of graphs as in (F1). A generalized comb is
pointed if all of its leaf-cliques consist of exactly one vertex. Let H0 be the family of
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Figure 3: Graphs Hi
pointed generalized combs. For each i (1 ≤ i ≤ 8), let Hi be the graph depicted in
Figure 3. For each integer i (1 ≤ i ≤ 5), the vertices of Hi enclosed with a circle are
called expandable vertices. Also, for an expandable vertex a of Hi, expanding of a to
a clique C is the operation replacing a to C and adding additional edges between
u ∈ V (Hi) − {a} and C if au ∈ E(Hi). Let Ui be the set of expandable vertices of
Hi. For a family C = {Ca | a ∈ Ui} of vertex-disjoint cliques indexed by a, the graph
Hi(C) is obtained from Hi by expanding each vertex a ∈ Ui to the clique Ca (see
Figure 4). Let
extendable
non-extendable
+
+ +
u
v w CwCv
u
Figure 4: Expanding vertices to cliques
Hi = {Hi(C) | C = {Ca | a ∈ Ui} is a family of vertex-disjoint cliques indexed by a}.
Note that Hi ∈ Hi. For each j (6 ≤ j ≤ 8), let Hj = {Hj}.
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Theorem 1.1 Let G be a connected {K1,3, Z2}-free graph. Then G is not B1,1-free
if and only if G ∈
⋃
0≤i≤8Hi.
We next consider giving a characterization of graphs as depicted in (F2) and
(F3). Let l ≥ 5 be an integer, and let L0, L1, . . . , Ll be vertex-disjoint cliques. The
graph Fp = Fp(L1, . . . , Ll) is obtained from L1 ∪ · · · ∪ Ll by joining every vertex of
Li to all vertices of Li+1 for 1 ≤ i ≤ l − 1, and we call Fp a fat l-path (or simply a
fat path). In this context, Li (1 ≤ i ≤ l) are called fundamental cliques of Fp. The
graph Fc = Fc(L0, . . . , Ll) is obtained from L0 ∪ · · · ∪ Ll by joining every vertex of
Li to all vertices of Li+1 for 0 ≤ i ≤ l where the indices are calculated modulo l+ 1,
and we call Fc a fat l-cycle (or simply a fat cycle). In this context, Li (0 ≤ i ≤ l) are
called fundamental cliques of Fc. Note that fat l-paths have l fundamental cliques
but fat l-cycles have l+ 1 fundamental cliques. Let P(l) be the family of fat i-paths
and fat i-cycles for all i ≥ l.
We give the following characterization.
Theorem 1.2 Let G be a connected {K1,3, B1,1}-free graph. Then G is not P5-free
if and only if G ∈ P(5).
Theorem 1.3 Let G be a connected {K1,3, B1,2}-free graph. Then G is not P6-free
if and only if G ∈ P(6).
We prove the following generalization of Theorems 1.2 and 1.3.
Theorem 1.4 Let m ≥ 1 be an integer, and let G be a connected {K1,3, B1,m}-free
graph. Then G is not Pmax{3m,m+4}-free if and only if G ∈ P(max{3m,m+ 4}).
Remark 1 There are infinitely many connected {K1,3, B1,m}-free but not Pmax{3m−1,m+3}-
free graphs which are neither fat paths nor fat cycles: Fix an integer m ≥ 1.
Let F = Fp(L1, . . . , Lmax{3m−1,m+3}) be a fat path, and let K be a clique with
V (F ) ∩K = ∅. Let F ′ be the graph obtained from F ∪K by joining each vertex of
K to each vertex of Lmax{m−1,1}∪Lmax{m,2}∪Lmax{2m,3}∪Lmax{2m+1,4} (see Figure 5).
Then we see that F ′ is a connected {K1,3, B1,m}-free but not Pmax{3m−1,m+3}-free
graph. Therefore the order of the path in Theorem 1.4 is best possible if we require
the targets to be graphs with a simple structure.
We prove Theorems 1.1 and 1.4 in Subsections 2.1 and 2.2, respectively.
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Figure 5: Graph F ′
1.3 Applications
Duffus, Jacobson and Gould [6] proved that every 2-connected {K1,3, N}-free graph
has a Hamiltonian cycle. Since we can verify that every 2-connected generalized
comb has a Hamiltonian cycle, this together with Theorem A implies that every
2-connected {K1,3, B1,2}-free graph has a Hamiltonian cycle. In other words, Duffus-
Jacobson-Gould theorem and Theorem A provide an alternative proof of Theorem D
in Subsection 1.3.1. Our main results have similar applications.
For our argument, we introduce a notation related to forbidden subgraphs. For
two families H1 and H2 of forbidden subgraphs, we write H1 ≤ H2 if for every
H2 ∈ H2, there exists H1 ∈ H1 such that H1 is an induced subgraph of H2. Note
that if H1 ≤ H2, then every H1-free graph is also H2-free.
1.3.1 Hamiltonian cycles
In the study of forbidden subgraphs, it is a fundamental problem to characterize
the forbidden pairs assuring some properties P . When we consider such problems,
we often assume a trivial necessary condition of P (for example, when we consider
the existence of a Hamiltonian cycle, it is natural to assume the 2-connectedness).
Bedrossian [1] characterized the forbidden pairs for the existence of a Hamiltonian
cycle as follows:
Theorem B (Bedrossian [1]) Let H be a forbidden pair. Then every 2-connected
H-free graph has a Hamiltonian cycle if and only if either H ≤ {K1,3, N} or H ≤
{K1,3, B1,2} or H ≤ {K1,3, P6}.
Bedrossian’s characterization depends on, for example, the following theorems.
Theorem C (Broersma and Veldman [3]) Every 2-connected {K1,3, P6}-free graph
has a Hamiltonian cycle.
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Theorem D (Bedrossian [1]) Every 2-connected {K1,3, B1,2}-free graph has a Hamil-
tonian cycle.
Since any 2-connected fat i-paths and any 2-connected fat i-cycles have a Hamil-
tonian cycle for i ≥ 6, Theorems 1.3 and C give an alternative proof of Theorem D.
1.3.2 Halin graphs
A graph is planar if it can be embedded in the plane without edge-crossing, and such
an embedded graph is called a plane graph. A Halin graph, defined by Halin [8], is a
plane graph consisting of a tree T without vertices of degree 2 and a cycle C induced
by the leaves of T (and we often write a Halin graph H as H = T ∪ C). If a graph
G contains a Halin graph as a spanning subgraph, then it is called a spanning Halin
subgraph of G. In [4], the following conjecture was proposed.
Conjecture 1 (Chen, Han, O, Shan and Tsuchiya [4]) Let H be a forbidden
pair. Then every 3-connected H-free graph has a spanning Halin subgraph if and
only if either H ≤ {K1,3, Z3} or H ≤ {K1,3, B1,2}.
The “only if” part of Conjecture 1 was already proved in [4]. Also, as a partial
answer for “if” part of the conjecture, the following theorem was proved.
Theorem E (Chen, Han, O, Shan and Tsuchiya [4]) Every 3-connected {K1,3, P5}-
free graph has a spanning Halin subgraph.
As corollaries of Theorems 1.1, 1.2 and E, we obtain other partial answers for
“if” part of Conjecture 1 (and we give those detail in Appendix).
Theorem 1.5 Every 3-connected {K1,3, B1,1}-free graph has a spanning Halin sub-
graph.
Theorem 1.6 Every 3-connected {K1,3, Z2}-free graph has a spanning Halin sub-
graph.
1.3.3 Independence numbers
The independence number of a graphG is the maximum cardinality of an independent
set of G. In [2], Brandsta¨dt and Hammer found a polynomial-time algorithm for
determining the independence number of {K1,3, P5}-free graphs.
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Let H be a graph belonging to P(5), and let Q be an induced path of H having
three vertices. Then any maximal induced paths and any maximal induced cycles
containing Q pass through each fundamental cliques of H exactly once. By using the
fact above, for a given graph G, we can decide whether G belongs to P(5) or not in
polynomial-time (and we omit its precise algorithm). This together with Theorem 1.2
assures that we can determine the independence number of {K1,3, B1,1}-free graphs
in polynomial-time.
2 Proof of main results
In this section, we prove Theorems 1.1 and 1.4.
2.1 Proof of Theorem 1.1
Lemma 2.1 Let G be a connected {K1,3, Z2}-free graph which contains an induced
subgraph N . Then G is a pointed generalized comb.
Proof. Since G is Z2-free and Z2 is an induced subgraph of B1,2, G is also B1,2-free.
This, together with Theorem A, implies that G is a generalized comb. We only
show that every leaf-clique consists of a single vertex. Let Li (1 ≤ i ≤ m) be the
leaf-cliques of G, and let Ri be the root of Li. On the contrary, we may assume
that |L1| ≥ 2. Let a1, a2 ∈ L1 with a1 6= a2, a3 ∈ R1, a4 ∈ R2 and a5 ∈ L2. Then
G[{a1, a2, a3, a4, a5}] ∼= Z2, giving a contradiction. Hence G is a pointed generalized
comb. 
In the following lemmas (Lemmas 2.2–2.8), we follow the labels given in Figures 3
and 4.
Lemma 2.2 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H1({Cs3, Cs4, Cs5}), where Cs3, Cs4 and Cs5 are vertex-disjoint
cliques. Then for each vertex a ∈ V (G)− V (H) with NG(a) ∩ V (H) 6= ∅, one of the
following holds:
(i) G[V (H) ∪ {a}] ∈ H1,
(ii) for some i ∈ {1, 2}, NG(a) ∩ V (H) = {si} ∪ Cs5 and |Cs5−i| = 1 (and so
G[V (H) ∪ {a}] ∈ H2) ,
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(iii) for some i ∈ {3, 4}, NG(a)∩V (H) = {s1, s2}∪Csi and |Cs7−i| = |Cs5| = 1 (and
so G[V (H) ∪ {a}] ∈ H3), or
(iv) NG(a)∩V (H) = {s1, s2}∪Cs3∪Cs4 and |Cs5| = 1 (and so G[V (H)∪{a}] ∈ H4).
Proof. For each i ∈ {3, 4, 5}, we take a vertex bi as follows: If NG(a) ∩ Csi 6= ∅, let
bi ∈ NG(a) ∩ Csi; otherwise (i.e., NG(a) ∩ Csi = ∅), let bi ∈ Csi.
Case 1: NG(a) ∩ Cs5 6= ∅.
If as1, as2 ∈ E(G), then G[{a, s1, s2, b5}] ∼= K1,3, giving a contradiction. Thus
as1 6∈ E(G) or as2 6∈ E(G). We may assume that as1 6∈ E(G).
If NG(a) ∩Cs3 6= ∅ and ab 6∈ E(G) for some b ∈ Cs4, then G[{b3, a, b, s1}]
∼= K1,3;
if NG(a) ∩ Cs4 6= ∅ and ab 6∈ E(G) for some b ∈ Cs3, then as2 ∈ E(G) because
G[{b4, a, b, s2}] 6∼= K1,3, and hence G[{a, s2, b4, b, s1}] ∼= Z2. In either case, we get a
contradiction. This implies that either Cs3∪Cs4 ⊆ NG(a) or NG(a)∩(Cs3 ∪Cs4) = ∅.
Subcase 1.1: Cs3 ∪ Cs4 ⊆ NG(a).
If ab 6∈ E(G) for some b ∈ Cs5, then G[{b3, a, s1, b}]
∼= K1,3, giving a contradiction.
Thus Cs5 ⊆ NG(a). If as2 ∈ E(G), let C
′
si
= Csi (i ∈ {3, 5}) and C
′
s4
= Cs4 ∪ {a}; if
as2 6∈ E(G), let C
′
si
= Csi (i ∈ {3, 4}) and C
′
s5
= Cs5 ∪ {a}. Then G[V (H) ∪ {a}] =
H1({C
′
s3
, C ′s4, C
′
s5
}) ∈ H1.
Subcase 1.2: NG(a) ∩ (Cs3 ∪ Cs4) = ∅.
Since G[{a, s1, s2, b5, b3, b4}] 6∼= N , we have as2 ∈ E(G). If ab 6∈ E(G) for some
b ∈ Cs5, then G[{b, b3, b4, s2, a}]
∼= Z2, giving a contradiction. Thus Cs5 ⊆ NG(a),
and hence NG(a) ∩ V (H) = {s2} ∪ Cs5. If |Cs3| ≥ 2, then G[{b3, b, b4, s2, a}]
∼= Z2
where b ∈ Cs3 − {b3}, giving a contradiction. Thus |Cs3| = 1.
Case 2: NG(a) ∩ Cs5 = ∅ (i.e., ab5 6∈ E(G)).
Claim 2.1 For each i ∈ {3, 4}, if NG(a) ∩ Csi 6= ∅, then NG(a) ⊇ {s1, s2} ∪ Csi.
Proof. We may assume i = 3. Since G[{b3, a, b5, s1}] 6∼= K1,3, we have as1 ∈
E(G). By the same argument, if NG(a) ∩ Cs4 6= ∅, then as2 ∈ E(G). Since
G[{a, s1, b3, b4, s2}] 6∼= Z2, we have as2 ∈ E(G) or ab4 ∈ E(G). In either case,
we have as2 ∈ E(G). If ab 6∈ E(G) for some b ∈ Cs3, then G[{b5, b, b3, a, s2}]
∼= Z2,
giving a contradiction. Thus Cs3 ⊆ NG(a). 
Suppose NG(a) ∩ (Cs3 ∪Cs4) = ∅. Since NG(a) ∩ V (H) 6= ∅, we have asi ∈ E(G)
for some i ∈ {1, 2}. Hence G[{b5, b5−i, bi+2, si, a}] ∼= Z2, giving a contradiction. Thus
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NG(a) ∩ (Cs3 ∪Cs4) 6= ∅. We may assume that NG(a) ∩Cs3 6= ∅. This together with
Claim 2.1 forces {s1, s2} ∪ Cs3 ⊆ NG(a). If |Cs5| ≥ 2, then G[{b5, b, b3, a, s2}]
∼= Z2
where b ∈ Cs5 − {b5}, giving a contradiction. Thus |Cs5| = 1.
If NG(a)∩Cs4 6= ∅, then Cs4 ⊆ NG(a) by Claim 2.1, and hence (iv) holds. Thus we
may assume that NG(a)∩Csi = ∅ (i.e., NG(a)∩V (H) = {s1, s2}∪Cs3). If |Cs4| ≥ 2,
then G[{b4, b, s2, a, s1}] ∼= Z2 in G where b ∈ Cs4 − {b4}, giving a contradiction.
Hence |Cs4| = 1, and so (iii) holds. 
Lemma 2.3 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H2({Ct3 , Ct4}), where Ct3 and Ct4 are vertex-disjoint cliques.
Then for each vertex a ∈ V (G)−V (H) with NG(a)∩V (H) 6= ∅, one of the following
holds:
(i) G[V (H) ∪ {a}] ∈ H2,
(ii) for some i ∈ {3, 4}, NG(a) ∩ V (H) = {t1, ti+2} ∪ Cti and |Ct7−i | = 1 (and so
G[V (H) ∪ {a}] ∈ H5), or
(iii) NG(a) ∩ V (H) = {t1, t2, t5, t6} and |Ct3 | = |Ct4 | = 1 (and so G[V (H) ∪ {a}] ∈
H6).
Proof. For each i ∈ {3, 4}, let bi ∈ Cti . For each i ∈ {5, 6}, we note that the graph
Bi := H − ti belongs to H1.
Case 1: NG(a) ∩ (Ct3 ∪ Ct4) = ∅.
Since NG(a)∩V (H) 6= ∅, NG(a)∩V (Bi) 6= ∅ for some i ∈ {5, 6}. We may assume
that NG(a) ∩ V (B5) 6= ∅. Since NG(a) ∩ (Ct3 ∪ Ct4) = ∅, we have NG(a) ∩ V (B5) =
{t1, t2, t6} and |Ct4 | = 1 by Lemma 2.2. In particular, NG(a) ∩ V (B6) 6= ∅. Then
again by Lemma 2.2, NG(a) ∩ V (B6) = {t1, t2, t5} and |Ct3 | = 1. This implies that
NG(a) ∩ V (H) = {t1, t2, t5, t6} and |Ct3| = |Ct4 | = 1, as desired.
Case 2: NG(a) ∩ (Ct3 ∪ Ct4) 6= ∅.
We may assume that NG(a)∩Ct3 6= ∅. If NG(a)∩V (B5) = {t6}∪Ct3 , then either
NG(a) ∩ V (B6) = Ct3 or NG(a)∩ V (B6) = {t5} ∪Ct3 , which contradicts Lemma 2.2.
Thus, by Lemma 2.2, we have either G[V (B5) ∪ {a}] ∈ H1, or NG(a) ∩ V (B5) =
{t1} ∪ Ct3 and |Ct4 | = 1.
Subcase 2.1: G[V (B5) ∪ {a}] ∈ H1.
We see that {t2} ∪ Ct3 ∪ Ct4 ⊆ NG(a). Since G[{a, t2, b4, t6, t5}] 6
∼= Z2, we have
at5 ∈ E(G) or at6 ∈ E(G). We may assume that at5 ∈ E(G). If at1 ∈ E(G), then
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G[{a, t1, b4, t5}] ∼= K1,3, giving a contradiction. Thus at1 6∈ E(G). So, at6 6∈ E(G)
because G[{t5, t6, a, t2, t1}] 6∼= Z2. Hence we get NG(a) ∩ V (H) = {t2, t5} ∪Ct3 ∪Ct4 .
Consequently, G[V (H)∪{a}] = H2({C
′
t3
, C ′t4}) where C
′
s3
= Cs3∪{a} and C
′
s4
= Cs4,
as desired.
Subcase 2.2: NG(a) ∩ V (B5) = {t1} ∪ Ct3 and |Ct4 | = 1.
Since G[{b3, a, t2, t5}] 6∼= K1,3, we have at5 ∈ E(G). Hence NG(a) ∩ V (H) =
{t1, t5} ∪ Ct3 and |Ct4| = 1. 
Lemma 2.4 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H3({Cu6}), where Cu6 is a clique. Then for each vertex
a ∈ V (G)− V (H) with NG(a) ∩ V (H) 6= ∅, one of the following holds:
(i) G[V (H) ∪ {a}] ∈ H3,
(ii) NG(a) ∩ V (H) = {u1, ui, u7−i} for some i ∈ {2, 3} and |Cu6| = 1 (and so
G[V (H) ∪ {a}] ∈ H6), or
(iii) NG(a) ∩ V (H) = {u4, u5} (and so G[V (H) ∪ {a}] ∈ H5).
Proof. For each i ∈ {2, 3}, we note that the graph Bi := H−ui belongs toH1. Since
NG(a)∩ V (H) 6= ∅, NG(a)∩ V (Bi) 6= ∅ for some i ∈ {2, 3}. If au4, au5 6∈ E(G), then
NG(a)∩ V (Bi) ⊆ {u1, uu5−i}∪Cu6 for each i ∈ {2, 3}, which contradicts Lemma 2.2.
Thus, au4 ∈ E(G) or au5 ∈ E(G). We may assume that au4 ∈ E(G). Then by
Lemma 2.2, we have either G[V (B3) ∪ {a}] ∈ H1, or NG(a) ∩ V (B3) = {u1, u4} and
|Cu6| = 1, or NG(a) ∩ V (B3) = {u4, u5}.
Case 1: G[V (B3) ∪ {a}] ∈ H1.
In this case, we have {u2, u4} ∪ Cu6 ⊆ NG(a). Then again by Lemma 2.2, we
have either G[V (B2) ∪ {a}] ∈ H1 or NG(a) ∩ V (B2) = {u1, u4} ∪ Cu6 or NG(a) ∩
V (B2) = {u1, u3, u4}∪Cu6 . If NG(a)∩V (B2) = {u1, u4}∪Cu6 (i.e., NG(a)∩V (H) =
{u1, u2, u4}∪Cu6), then G[{u2, a, u1, u3, u5}]
∼= Z2; if NG(a)∩V (B2) = {u1, u3, u4}∪
Cu6 (i.e., NG(a) ∩ V (H) = {u1, u2, u3, u4} ∪ Cu6), then G[{u2, u4, a, u3, u5}]
∼= Z2.
In either case, we get a contradiction. Thus G[V (B2) ∪ {a}] ∈ H1. Since au4 ∈
E(G), we see that NG(a) ∩ V (B2) = {u3, u4, u5} ∪ Cu6, and hence NG(a) ∩ V (H) =
{u2, u3, u4, u5} ∪ Cu6. Consequently, G[V (H) ∪ {a}] = H3({C
′
u6
}) where C ′u6 =
Cu6 ∪ {a}.
Case 2: NG(a) ∩ V (B3) = {u1, u4} and |Cu6| = 1.
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Since au2 6∈ E(G) and G[{u1, u2, u3, a}] 6∼= K1,3, we have au3 ∈ E(G). Hence
NG(a) ∩ V (H) = {u1, u3, u4} and |Cu6| = 1.
Case 3: NG(a) ∩ V (B3) = {u4, u5}.
Since G[{u3, u1, b, a}] 6∼= K1,3 for any b ∈ Cu6 , we have au3 6∈ E(G). Hence
NG(a) ∩ V (H) = {u4, u5}. 
Lemma 2.5 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H4({Cv4 , Cv5, Cv6}), where Cv4 , Cv5 and Cv6 are vertex-disjoint
cliques. Then for each vertex a ∈ V (G)− V (H) with NG(a) ∩ V (H) 6= ∅, G[V (H)∪
{a}] ∈ H4.
Proof. For each i ∈ {4, 5, 6}, let bi ∈ Cvi. For each i ∈ {5, 6}, we note that the
graph Bi := H − Cvi belongs to H1.
Suppose NG(a) ∩ {v1, v2, v3} = ∅. Since NG(a) ∩ V (H) 6= ∅, we may assume
that ab4 ∈ E(G). Then G[{b4, a, v1, v2}] ∼= K1,3, giving a contradiction. Thus,
NG(a) ∩ {v1, v2, v3} 6= ∅. We may assume that av1 ∈ E(G). Then, by Lemma 2.2,
we have G[V (B5) ∪ {a}] ∈ H1 or NG(a) ∩ V (B5) = {v1, vi} for some i ∈ {2, 3}.
Suppose that NG(a) ∩ V (B5) = {v1, vi} for some i ∈ {2, 3}. In this case, we
may assume that NG(a)∩ V (B5) = {v1, v2}. Then by Lemma 2.2, NG(a)∩ V (B6) =
{v1, v2}. In particular, NG(a) ∩ V (H) = {v1, v2}. Then G[{b5, v3, b6, v1, a}] ∼= Z2,
giving a contradiction. Thus G[V (H) ∪ {a}] ∈ H1.
Hence we haveNG(a)∩V (B5) = {v1}∪Cv4∪Cv6 orNG(a)∩V (B5) = {v1, vi}∪Cv4∪
Cv6 for some i ∈ {2, 3}. If NG(a)∩V (B5) = {v1}∪Cv4∪Cv6 , then ab5 ∈ E(G) because
G[{a, v1, b6, b5, v2}] 6∼= Z2, and hence G[{b5, a, v2, v3}] ∼= K1,3, giving a contradiction.
Thus NG(a) ∩ V (B5) = {v1, vi} ∪ Cv4 ∪ Cv6 for some i ∈ {2, 3}. We may assume
that NG(a) ∩ V (B5) = {v1, v2} ∪Cv4 ∪ Cv6. Since {v1, v2} ∪Cv4 ⊆ NG(a) ∩ V (B6) ⊆
{v1, v2} ∪ Cv4 ∪ Cv5 , we have Cv5 ⊆ NG(a) by Lemma 2.2. In particular, NG(a) ∩
V (H) = {v1, v2} ∪ Cv4 ∪ Cv5 ∪ Cv6 . Therefore G[V (H) ∪ {a}] = H4({C
′
v4
, C ′v5, C
′
v6
})
where C ′s4 = Cs4 ∪ {a} and C
′
si
= Csi (i ∈ {5, 6}). 
Lemma 2.6 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H5({Cw7}), where Cw7 is a clique. Then for each vertex
a ∈ V (G)− V (H) with NG(a) ∩ V (H) 6= ∅, one of the following holds:
(i) G[V (H) ∪ {a}] ∈ H5, or
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(ii) NG(a) ∩ V (H) = {w1, w2, wi, w9−i} for some i ∈ {3, 4} and |Cw7| = 1 (and so
G[V (H) ∪ {a}] ∼= H7).
Proof. For each i ∈ {1, 2}, we note that the graph Bi := H − wi belongs to H3.
Since NG(a) ∩ V (H) 6= ∅, NG(a) ∩ V (Bi) 6= ∅ for some i ∈ {1, 2}. We may assume
that NG(a)∩V (B1) 6= ∅. If NG(a)∩V (B1) = {w3, w5}, then either NG(a)∩V (B2) =
{w3, w5} or NG(a) ∩ V (B2) = {w1, w3, w5}, which contradicts Lemma 2.4. This,
together with Lemma 2.4, implies that either G[V (B1) ∪ {a}] ∈ H3 or NG(a) ∩
V (B1) = {w2, wi, w9−i} for some i ∈ {3, 4} and |Cw7| = 1.
Case 1: G[V (B1) ∪ {a}] ∈ H3.
Note that we have either NG(a) ∩ V (B2) = {w3, w4, w5, w6} ∪ Cw7 or NG(a) ∩
V (B2) = {w1, w3, w4, w5, w6}∪Cw7. This, together with Lemma 2.4, leads to NG(a)∩
V (H) = {w3, w4, w5, w6} ∪ Cw7. Hence, G[V (H) ∪ {a}] = H5({C
′
w7
}) ∈ H5 where
C ′w7 = Cw7 ∪ {a}.
Case 2: NG(a) ∩ V (B1) = {w2, wi, w9−i} for some i ∈ {3, 4} and |Cw7| = 1.
We may assume that NG(a) ∩ V (B1) = {w2, w3, w6}. Then NG(a) ∩ V (B2) =
{w3, w6} or NG(a)∩ V (B2) = {w1, w3, w6}. This, together with Lemma 2.4, leads to
NG(a) ∩ V (H) = {w1, w2, w3, w6}. 
Lemma 2.7 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H6. Then for each vertex a ∈ V (G) − V (H) with NG(a) ∩
V (H) 6= ∅, NG(a) ∩ V (H) = {xi, xi+1, x7} for some i ∈ {1, 3}. Consequently,
G[V (H) ∪ {a}] ∼= H7.
Proof. We note that the graph B := H − x1 belongs to H3, and the graph B
∗ :=
H − x5 belongs to H2.
We first suppose that axi, axi+2 ∈ E(G) for some i ∈ {1, 2}. We may assume that
ax1, ax3 ∈ E(G). Then by Lemma 2.3, we have NG(a) ∩ V (B
∗) = {x1, x3, x6, x7},
and hence either NG(a) ∩ V (B) = {x3, x6, x7} or NG(a) ∩ V (B) = {x3, x5, x6, x7},
which contradicts Lemma 2.4. Thus,
for each i ∈ {1, 2}, either axi 6∈ E(G) or axi+2 6∈ E(G). (2.1)
If NG(a) ∩ V (B
∗) 6= ∅, then |NG(a) ∩ V (B
∗)| ≥ 2 by Lemma 2.3. In particular,
we have NG(a) ∩ V (B) 6= ∅. If NG(a) ∩ {x1, x2, x3, x4} = ∅, then NG(a) ∩ V (B) ⊆
{x5, x6, x7}, which contradicts Lemma 2.4. Thus we may assume that ax1 ∈ E(G).
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By (2.1), ax3 6∈ E(G). Since G[{x1, a, x2, x3}] 6∼= K1,3, we have ax2 ∈ E(G). So,
ax4 6∈ E(G) by (2.1). Then, by Lemma 2.4, NG(a)∩V (B) = {x2, x7}. Consequently,
NG(a) ∩ V (H) = {x1, x2, x7}. 
Lemma 2.8 Let G be a connected {K1,3, Z2, N}-free graph which contains an in-
duced subgraph H = H7. Then for each vertex a ∈ V (G) − V (H) with NG(a) ∩
V (H) 6= ∅, NG(a) ∩ V (H) = {y1, y2, y7, y8}. Consequently, G[V (H) ∪ {a}] ∼= H8.
Proof. For each i ∈ {1, 2}, we note that the graph Bi := H−yi is isomorphic to H6.
Since NG(a) ∩ V (H) 6= ∅, we have NG(a) ∩ V (Bi) 6= ∅ for some i ∈ {1, 2}. We may
assume that NG(a)∩V (B1) 6= ∅. Then, by Lemma 2.7, NG(a)∩V (B1) = {y2, y3, y5}
or NG(a)∩V (B1) = {y2, y7, y8}. In particular, {y3, y5} ⊆ NG(a)∩V (B2) or {y7, y8} ⊆
NG(a)∩V (B2). This, together with Lemma 2.7, leads to NG(a)∩V (B1) = {y2, y7, y8}
and NG(a) ∩ V (B2) = {y1, y7, y8}. So, NG(a) = {y1, y2, y7, y8}. 
Proof of Theorem 1.1. By routine but tedious argument, we can verify that every
graph in
⋃
0≤i≤8Hi is {K1,3, Z2}-free but not B1,1-free (and we omit its detail). Thus
it suffices to show that, if a connected {K1,3, Z2}-free graph G is not B1,1-free (i.e.,
G contains B1,1 as an induced subgraph), then G belongs to
⋃
0≤i≤8Hi.
Assume that G contains B1,1 (∈ H1) as an induced subgraph. Then G contains
a graph H ∈
⋃
0≤i≤8Hi as an induced subgraph. Choose H so that |V (H)| is as
large as possible. It suffices to show that G = H . By way of contradiction, suppose
that G 6= H (i.e., V (G) − V (H) 6= ∅). Then by Lemma 2.1, G is N -free. Since G
is connected, there exists a vertex a ∈ V (G) − V (H) which is adjacent to a vertex
in V (H). By the maximality of H , G[V (H) ∪ {a}] 6∈
⋃
0≤i≤8Hi. This, together
with Lemmas 2.2–2.8, gives H = H8. For each i ∈ {7, 8, 9}, we note that the graph
Bi := H−zi is isomorphic toH7. Since NG(a)∩V (H) 6= ∅, we have NG(a)∩V (Bi) 6= ∅
for some i ∈ {7, 8}. We may assume that NG(a) ∩ V (B7) 6= ∅. Then by Lemma 2.7,
NG(a)∩V (B7) = {z3, z4, z8, z9}. In particular, az3 ∈ E(G). On the other hand, since
NG(a) ∩ V (B9) 6= ∅, NG(a) ∩ V (B9) = {z1, z2, z7, z8}, and so az3 6∈ E(G), giving a
contradiction.
This completes the proof of Theorem 1.1. 
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2.2 Proof of Theorem 1.4
In order to prove Theorem 1.4, we give a further definition. For two integers s and
t, we let [s, t] = {i ∈ N | s ≤ i ≤ t}. Note that if s > t, then [s, t] = ∅.
Here we prove Theorem 1.4. We can easily verify that every graph in P(max{3m,m+
4}) is {K1,3, B1,m}-free but not Pmax{3m,m+4}-free. Thus it suffices to show that
if a connected {K1,3, B1,m}-free graph G is not Pmax{3m,m+4}-free (i.e., G contains
Pmax{3m,m+4} as an induced subgraph), then G belongs to P(max{3m,m+ 4}).
Assume that G contains Pmax{3m,m+4} as an induced subgraph. Then G contains
a graph H ∈ P(max{3m,m+4}) as an induced subgraph. Choose H so that |V (H)|
is as large as possible. It suffices to show that G = H . Otherwise, there exists
a vertex a ∈ V (G) − V (H) such that NG(a) ∩ V (H) 6= ∅. Let l be the integer
so that H is either a fat l-path or a fat l-cycle. Then we can write either H =
Fp(L1, . . . , Ll) or H = Fc(L0, . . . , Ll) for some vertex-disjoint cliques L0, . . . , Ll. Let
I = {i | NG(a) ∩ Li 6= ∅}.
Claim 2.2 |I| ≤ 4.
Proof. Suppose that there are five fundamental cliques L(1), . . . , L(5) of H with
NG(a) ∩ L
(i) 6= ∅ (1 ≤ i ≤ 5). For each i (1 ≤ i ≤ 5), let b(i) ∈ NG(a) ∩ L
(i).
Since max{3m,m+ 4} ≥ 5, if H is a fat cycle, then H has at least six fundamental
cliques. Thus G[{b(i) | 1 ≤ i ≤ 5}] has no cycle, and so is a forest of order five and
maximum degree at most two. Then we can easily check that G[{b(i) | 1 ≤ i ≤ 5}]
has an independent set B with |B| = 3, and hence G[{a} ∪ B] ∼= K1,3, giving a
contradiction. 
If H is a fat cycle, then NG(a) ∩ Li = ∅ for some 0 ≤ i ≤ l by Claim 2.2. By
relabeling L0, . . . , Ll if necessary, we may assume that
(L1) 0 6∈ I, and
(L2) subject to (L1), |I ∩ {1, l}| is as small as possible.
Thus, ifH is a fat cycle and there exists an integer i (1 ≤ i ≤ l−2) with i, i+1, i+2 6∈
I, then I ∩ {0, 1, l} = ∅.
For each i (1 ≤ i ≤ l), we take a vertex bi as follows: If i ∈ I, let bi ∈ NG(a)∩Li;
otherwise (i.e., i 6∈ I), let bi ∈ Li. Note that, by our choices of indices, b1bl 6∈ E(G)
regardless of H being a fat path or a fat cycle.
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Claim 2.3 Assume that there exists an index j (2 ≤ j ≤ l−2) such that I∩[2, l−1] =
{j, j + 1}. Then either j = 2 and ab1 ∈ E(G) or j = l − 2 and abl ∈ E(G).
Proof. Recall that l ≥ max{3m,m+4}. We first consider the case l−m− 1 ≤ j ≤
m+1. Then l ≤ 2m+2. Since l ≥ 3m, we havem ≤ 2; since l ≥ m+4, we havem ≥ 2.
Hence m = 2, and this forces l = 6 and j = 3. By the assumption of the claim,
ab2, ab5 6∈ E(G). Since G[{b2, b3, a, b4, b5, b6}] 6∼= B1,2 and G[{b5, b4, a, b3, b2, b1}] 6∼=
B1,2, we have ab1, ab6 ∈ E(G). Then G[{a, b1, b3, b6}] ∼= K1,3, giving a contradiction.
Thus either j ≥ m+ 2 or j ≤ l −m− 2.
We now consider the case j ≥ m + 2 (i.e., j − m ≥ 2). Then abi 6∈ E(G) for
every j−m ≤ i ≤ j−1. Since G[{bj+2, bj+1, a, bj, bj−1, . . . , bj−m}] 6∼= B1,m, this forces
bj+2 = bl (i.e., j = l − 2) and abl ∈ E(G), as desired. Thus we may assume that
j ≤ l−m−2 (i.e., j+m+1 ≤ l−1). Then abi 6∈ E(G) for every j+2 ≤ i ≤ j+m+1.
Since G[{bj−1, bj , a, bj+1, bj+2, . . . , bj+m+1}] 6∼= B1,m, this forces bj−1 = b1 (i.e., j = 2)
and ab1 ∈ E(G), as desired. 
Claim 2.4 For each j ∈ I, there exists an index j′ (j′ 6= j) such that |j − j′| = 1
and j′ ∈ I.
Proof. If 2 ≤ j ≤ l− 1 and j− 1, j+1 6∈ I, then G[{bj , a, bj−1, bj+1}] ∼= K1,3, giving
a contradiction. Hence if 2 ≤ j ≤ l − 1, then the desired conclusion holds. Thus we
may assume that j ∈ {1, l}.
For the moment, we assume that j = 1 and 2 6∈ I. We further suppose that there
exists an index i (3 ≤ i ≤ l−1) with i ∈ I. Choose i so that i is as small as possible.
Then, i+1 ∈ I since 3 ≤ i ≤ l− 1. If i+1 ≤ l− 1 and I ∩ [3, l− 1] = {i, i+1}, then
i = l−2 and l ∈ I by Claim 2.3. This implies that if i+1 ≤ l−1 (i.e., i ≤ l−2), then
there are three indices i1, i2, i3 (3 ≤ i1 < i2 < i3 ≤ l) with i1, i2, i3 ∈ I, and hence
G[{a, b1, bi1 , bi3}]
∼= K1,3, giving a contradiction. Thus i ≥ l−1, and so i = l−1. Note
that I ∩ [1, l] = {1, l− 1, l}. This, together with the fact l−m− 1 ≥ 3, implies that
G[{b1, a, bl, bl−1, . . . , bl−m−1}] ∼= B1,m, giving a contradiction. Thus I ∩ [2, l − 1] = ∅.
By the choice of Li, we see that H is a fat path. If there exists a vertex u ∈ L1
with au 6∈ E(G), then, since l ≥ m + 4, G[{a, b1, u, b2, . . . , bm+2}] ∼= B1,m, giving
a contradiction. Thus L1 ⊆ NG(a). By the symmetry and the fact l − 1 6∈ I, if
l ∈ I, then Ll ⊆ NG(a). Hence either NG(a) ∩ V (H) = L1 or NG(a) ∩ V (H) =
L1 ∪ Ll. If NG(a) ∩ V (H) = L1, then G[V (H) ∪ {a}] = Fp({a}, L1, . . . , Ll); if
NG(a) ∩ V (H) = L1 ∪ Ll, then G[V (H) ∪ {a}] = Fc({a}, L1, . . . , Ll). In either case,
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G[V (H)∪{a}] ∈ P(max{3m,m+4}), which contradicts the maximality of H . Thus
if j = 1, then 2 ∈ I. By the symmetry, if j = l, then l − 1 ∈ I. 
Let i1 = min{i | i ∈ I} and i2 = max{i | i ∈ I}. By Claim 2.4, i1 + 1, i2 − 1 ∈ I.
Claim 2.5 If i1 6= 1, then Li1+1 ⊆ NG(a). If i2 6= l, then Li2−1 ⊆ NG(a).
Proof. If i1 6= 1 and Li1+1 6⊆ NG(a), say u ∈ Li1+1−NG(a), thenG[{bi1 , bi1−1, a, u}]
∼=
K1,3, giving a contradiction. Thus if i1 6= 1, then Li1+1 ⊆ NG(a). By the symmetry,
we have Li2−1 ⊆ NG(a) if i2 6= l. 
Since |I| ≤ 4, we divide the rest of the proof into three cases according to |I| ≤ 2,
|I| = 3, and |I| = 4.
Case 1: |I| ≤ 2.
By Claim 2.4, I = {i1, i2} = {i1, i1+1}. If |I ∩ [2, l−1]| = 2, then either 1 ∈ I or
l ∈ I by Claim 2.3, and so |I| ≥ 3, giving a contradiction. Thus |I ∩ [2, l − 1]| ≤ 1,
which implies either I = {1, 2} or I = {l − 1, l}. We may assume that I = {1, 2}.
By the choice of Li, H is a fat path. If L2 6⊆ NG(a), say u ∈ L2 − NG(a), then
G[{a, b2, u, b3, b4, . . . , bm+3}] ∼= B1,m, giving a contradiction. Thus L2 ⊆ NG(a). This,
together with Claim 2.5, leads toNG(a)∩V (H) = L1∪L2, and hence G[V (H)∪{a}] =
Fp(L1 ∪ {a}, L2, . . . , Ll) ∈ P(max{3m,m+ 4}), which contradicts the maximality of
H .
Case 2: |I| = 3.
In this case, I = {i1, i1 + 1 (= i2 − 1), i2} = {i1, i1 + 1, i1 + 2}. By the choice
of Li, H is a fat path. Since either i1 6= 1 or i2 6= l, Li1+1 (= Li2−1) ⊆ NG(a) by
Claim 2.5. Suppose that either Li1 6⊆ NG(a) or Li2 6⊆ NG(a). We may assume that
Li1 6⊆ NG(a). Let u ∈ Li1 − NG(a). If i1 ≤ l − m − 2 (i.e., i1 +m + 2 ≤ l), then
G[{u, bi1+1, a, bi1+2, . . . , bi1+m+2}]
∼= B1,m; if i1 ≥ m + 2 (i.e., i1 −m − 1 ≥ 1), then
G[{a, bi1 , u, bi1−1, . . . , bi1−m−1}]
∼= B1,m. In either case, we get a contradiction. Thus
l −m − 1 ≤ i1 ≤ m + 1. This, together with the assumption l ≥ max{3m,m+ 4},
leads to m = 2, l = 6 and i1 = 3. Then G[{b1, b2, u, b3, a, b5}] ∼= B1,2, giving a
contradiction. Thus Li1 ∪ Li2 ⊆ NG(a) (i.e., NG(a) ∩ V (H) = Li1 ∪ Li1+1 ∪ Li2).
Hence G[V (H) ∪ {a}] = Fp(L1, . . . , Li1 , Li1+1 ∪ {a}, Li2 , . . . , Ll), which contradicts
the maximality of H .
Case 3: |I| = 4.
In this case, i1 + 1 < i2 − 1 and I = {i1, i1 + 1, i2 − 1, i2}. Let J1 = [1, i1 − 1],
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J2 = [i1 + 2, i2 − 2] and J3 = [i2 + 1, l] (where Ji may be empty). If |J1| ≥ m, then
i1 −m ≥ 1, and hence G[{bi2 , a, bi1+1, bi1 , bi1−1, . . . , bi1−m}]
∼= B1,m; if |J2| ≥ m, then
i1 +m+ 1 ≤ i2 − 2, and hence G[{bi2 , a, bi1, bi1+1, . . . , bi1+m+1}]
∼= B1,m; if |J3| ≥ m,
then i2 + m ≤ l, and hence G[{bi1 , a, bi2−1, bi2, bi2+1, . . . , bi2+m}]
∼= B1,m. In either
case, we get a contradiction. Thus max{|J1|, |J2|, |J3|} ≤ m− 1. On the other hand,
|J1| + |J2| + |J3| = |[1, l]− {i1, i1 + 1, i2 − 1, i2}| = l − 4 ≥ max{3m− 4, m}. Hence
we see that m ≥ 2 and |Ji| = |Ji′| = m − 1 for some i, i
′ ∈ {1, 2, 3} with i 6= i′.
Without loss of generality, we may assume that |J1| = m − 1 (i.e., i1 = m). If
|J2| = m − 1, then G[{bi2−2, bi2−1, bi2 , a, bm, bm−1, . . . , b1}]
∼= B1,m; if |J3| = m − 1,
then G[{bi2+1, bi2 , bi2−1, a, bm, bm−1, . . . , b1}]
∼= B1,m. In either case, we again get a
contradiction.
This completes the proof of Theorem 1.4.
References
[1] P. Bedrossian, Forbidden subgraph and minimum degree conditions for hamil-
tonicity, Ph.D. Thesis, Memphis State University, 1991.
[2] A. Brandsta¨dt and P.L. Hammer, On the stability number of claw-free P5-free
and more general graphs, Discrete Appl. Math. 95 (1999), 163–167.
[3] H. Broersma and H.J. Veldman, Restrictions on induced subgraphs ensuring
Hamiltonicity or pancyclicity of K1,3-free graphs, Contemporary methods in
graph theory, Bibliographisches Inst., Mannheim (1990), 181–194.
[4] G. Chen, J. Han, S. O, S. Shan and S. Tsuchiya, Finding a spanning Halin
subgraph in 3-connected {K1,3, P5}-free graphs, preprint.
[5] R. Diestel, “Graph Theory” (4th edition), Graduate Texts in Mathematics 173,
Springer (2010).
[6] D. Duffus, M.S. Jacobson and R.J. Gould, Forbidden subgraphs and the Hamil-
tonian theme, The theory and applications of graphs, Wiley, New York (1981),
297–316.
[7] M. Furuya and S. Tsuchiya, Claw-free and N(2, 1, 0)-free graphs are almost
net-free, Graphs Combin. to appear.
18
[8] R. Halin, Studies on minimally n-connected graphs, Combinatorial Mathematics
and its Applications, Academic Press, London (1969), 129–136.
[9] S. Olariu, Paw-free graph, Inform. Process. Lett. 28 (1988), 53–54.
Appendix
Let G be a graph. A sequence (C; v;Q1, . . . , Qm; x1, . . . , xm) is a fan-cycle system of
G if
(1) C is a cycle of G,
(2) Q1, . . . , Qm are vertex disjoint paths of order at least two on C,
(3) v, x1, . . . , xm are distinct vertices with V (G)− V (C) = {v, x1, . . . , xm},
(4) |V (C)−
⋃
1≤i≤m V (Qi)|+m ≥ 3,
(5) v is adjacent to every vertex in (V (C)−
⋃
1≤i≤m V (Qi)) ∪ {x1, . . . , xm}, and
(6) for i (1 ≤ i ≤ m), xi is adjacent to every vertex of Qi
(see Figure 6). In [4], the following lemma was proved in order to construct a
x1
x2
x3
Q1
Q2
Q3
v
Figure 6: A fan-cycle system
spanning Halin subgraph.
Lemma 2.9 (Chen, Han, O, Shan and Tsuchiya [4]) If a graph G has a fan-
cycle system, then G has a spanning Halin subgraph.
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Now we show that all 3-connected graphs in
⋃
0≤i≤8Hi (defined in Subsection 1.2)
have a spanning Halin subgraph.
Lemma 2.10 For G ∈
⋃
0≤i≤8Hi, if G is 3-connected, then G has a spanning Halin
subgraph.
Proof. Since all graphs in
⋃
i∈{2,3,5,6}Hi are not 3-connected, G ∈ Hi for some
i ∈ {0, 1, 4, 7, 8}. By Lemma 2.9, it suffices to show that G has a fan-cycle system.
Case 1: G ∈ H0.
Let L1, . . . , Lm be the leaf-cliques of G, and let Ri be the root of Li. For each
i (1 ≤ i ≤ m), let vi ∈ Ri. Since G is 3-connected, |Ri − {vi}| ≥ 2 for all i,
and hence G − {vi | 1 ≤ i ≤ m} has a Hamiltonian cycle C containing m − 1
vertex disjoint paths Q2, . . . , Qm with V (Qi) = Li ∪ (Ri − {vi}) (2 ≤ i ≤ m). Then
(C; v1;Q2, . . . , Qm; v2, . . . , vm) is a fan-cycle system of G.
Case 2: G ∈ H1.
Write G = H1({Cs3, Cs4, Cs5}). For each i ∈ {3, 4}, let ai ∈ Csi. Since G is
3-connected, |Csi| ≥ 3 for i ∈ {3, 4}, and hence G−{a3, a4} has a Hamiltonian cycle
C containing a path Q with V (Q) = (Cs4 − {a4}) ∪ {s2}. Then (C; a3;Q; a4) is a
fan-cycle system of G.
Case 3: G ∈ H4.
Write G = H1({Cv4 , Cv5, Cv6}). Since G is 3-connected, |Cvi ∪ Cvj | ≥ 3 for
i, j ∈ {4, 5, 6} with i 6= j. By symmetry, we may assume that |Cv4| ≥ 2 and
|Cv5 | ≥ 2. For each i ∈ {4, 5}, let ai ∈ Cvi . Then G − {a4, a5} has a Hamiltonian
cycle C containing a path Q with V (Q) = (Cv5 − {a5}) ∪ {v3}, and hence G has a
fan-cycle system (C; a4;Q; a5).
Case 4: G ∈ H7.
Let C = y2y4y7y8y6 be a cycle of G, and Q1 = y4y7 and Q2 = y8y6 be paths on
C. Then (C; y1;Q1, Q2; y3, y5) is a fan-cycle system of G.
Case 5: G ∈ H8.
Let C = z2z4z7z9z8z6 be a cycle of G, and Q1 = z4z7 and Q2 = z8z6 be paths on
C. Then (C; z1;Q1, Q2; z3, z5) is a fan-cycle system of G.
This completes the proof of Lemma 2.10. 
Lemma 2.11 For G ∈ P(5), if G is 3-connected, then G has a spanning Halin
subgraph.
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Proof. We first suppose that G is a fat path, and write G = Fp(L1, . . . , Ll). For
each i (2 ≤ i ≤ l − 1), let ai ∈ Li. Since G is 3-connected, |Li − {ai}| ≥ 2 for i (2 ≤
i ≤ l−1), and hence G−{a2, . . . , al−1} has a Hamiltonian cycle C such that C[Li] has
exactly two components for every i (2 ≤ i ≤ l−1). We take the spanning tree T of G
such that NT (a2) = L1∪ (L2−{a2})∪{a3}, NT (al−1) = Ll ∪ (Ll−1−{al−1})∪{al−2}
and NT (ai) = (Li − {ai}) ∪ {ai−1, ai+1} (3 ≤ i ≤ l − 2). Then T has no vertices
of degree 2 and V (G) − {a2, . . . , al−1} is the set of leaves of T . Hence T ∪ C is a
spanning Halin subgraph of G.
We next suppose that G is a fat cycle, and write G = Fc(L0, . . . , Ll). Since G is
3-connected, G has at most two fundamental cliques of order one. Furthermore, if G
has exactly two fundamental cliques of order one, then such cliques are consecutive.
By symmetry, we may assume that |Li| ≥ 2 for every i (1 ≤ i ≤ l − 1). For each
i (1 ≤ i ≤ l − 1), let ai ∈ Li. Then G − {a1, . . . , al−1} has a Hamiltonian cycle
C such that C[Li] has exactly one component for every i (0 ≤ i ≤ l). We take
a spanning tree T of G such that NT (a1) = L0 ∪ (L1 − {a1}) ∪ {a2}, NT (al−1) =
Ll ∪ (Ll−1−{al−1})∪ {al−2} and NT (ai) = (Li−{ai})∪ {ai−1, ai+1} (2 ≤ i ≤ l− 2).
Then T has no vertices of degree 2 and V (G)− {a1, . . . , al−1} is the set of leaves of
T . Hence T ∪ C is a spanning Halin subgraph of G. 
Theorems 1.1, E and Lemma 2.10 lead to Theorem 1.5. Theorems 1.2, 1.5 and
Lemma 2.11 lead to Theorem 1.6.
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