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Abstract: In the paper, we consider the initial value problem to the Camassa-Holm equation
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1 Introduction
In what follows we are concerned with the Cauchy problem for the classical Camassa-Holm (CH)
equation {
ut − uxxt + 3uux = 2uxuxx + uuxxx, (x, t) ∈ R× R
+,
u(x, t = 0) = u0, x ∈ R.
(1.1)
The CH equation was firstly proposed in the context of hereditary symmetries studied in [21]
and then was derived explicitly as a water wave equation by Camassa–Holm [4]. The CH equation is
completely integrable [4, 7] with a bi-Hamiltonian structure [6, 21] and infinitely many conservation
laws [4, 21]. Also, it admits exact peaked soliton solutions (peakons) of the form ce−|x−ct| with c > 0,
which are orbitally stable [17] and models wave breaking (i.e., the solution remains bounded, while
its slope becomes unbounded in finite time [5, 11, 12]. It is worth mentioning that the peaked
solitons present the characteristic for the travelling water waves of greatest height and largest
amplitude and arise as solutions to the free-boundary problem for incompressible Euler equations
over a flat bed, see Refs. [9, 13, 14, 31] for the details. Because of the mentioned interesting
and remarkable features, the CH equation has attracted much attention as a class of integrable
shallow water wave equations in recent twenty years. Concerning the local well-posedness and
ill-posedness for the Cauchy problem of the CH equation in Sobolev spaces and Besov spaces, we
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refer to [10, 11, 18, 19, 22, 25, 28, 30] and the references therein. It was shown that there exist
global strong solutions to the CH equation [8, 10, 11] and finite time blow-up strong solutions
to the CH equation [8, 10, 11, 12]. The existence and uniqueness of global weak solutions to
the CH equation were proved in [16, 32]. Bressan–Constantin proved the existence of the global
conservative solutions [2] and global dissipative solutions [3] in H1(R).
After the phenomenon of non-uniform continuity for some dispersive equations was studied by
Kenig et.al [27], the issue of non-uniform dependence on the initial data has been the subject of
many papers. Himonas–Misio lek [26] obtained the first result on the non-uniform dependence for
the CH equation in Hs(T) with s ≥ 2 using explicitly constructed travelling wave solutions, which
was sharpened to s > 3
2
by Himonas–Kenig [23] on the real-line and Himonas–Kenig–Misio lek
[24] on the circle. It should be mentioned that Danchin [18, 19] proved the local existence and
uniqueness of strong solutions to the CH equation with initial data in Bsp,r for s > max
{
1 + 1
p
, 3
2
}
and B
3
2
2,1. For the continuity of the solution map of the CH equation with respect to the initial
data, it was proved by Li and Yin [28]. Up to now, to our best knowledge, there is no paper
concerning the non-uniform dependence on initial data for the one dimension CH euqation under
the framework of Besov spaces, which is we shall investigate in this paper.
Before stating our main result, we transform the CH equation (1.1) equivalently into the fol-
lowing transport type equation{
∂tu+ u∂xu = P(u), (x, t) ∈ R× R
+,
u(x, t = 0) = u0, x ∈ R,
(1.2)
where
P(u) = −∂x
(
1− ∂2x
)−1(
u2 +
1
2
(∂xu)
2
)
. (1.3)
Our main result is as follows.
Theorem 1.1 Assume that (s, p, r) satisfies
s > max
{
1 +
1
p
,
3
2
}
, (p, r) ∈ [1,∞]× [1,∞). (1.4)
Then the CH equation (1.2)–(1.3) is not uniformly continuous from any bounded subset in Bsp,r
into C([0, T ];Bsp,r). More precisely, there exists two sequences of solutions St(fn + gn) and St(fn)
such that
||fn||Bsp,r . 1 and limn→∞
||gn||Bsp,r = 0
but
lim inf
n→∞
||St(fn + gn)− St(fn)||Bsp,r & t, ∀ t ∈ [0, T ].
Remark 1.1 The methods we used in proving the Theorem 1.1 are very general and can be applied
equally well to other related systems, such as the Degasperis-Procesi equation.
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Another well-known integrable equation admitting peakons is the Degasperis-Procesi (DP)
equation [15, 20] {
∂tu+ u∂xu = −
3
2
∂x(1− ∂
2
x)
−1u2, (x, t) ∈ R× R+,
u(x, t = 0) = u0, x ∈ R.
(1.5)
Similarly, we also have
Theorem 1.2 Assume that (s, p, r) satisfies
s > 1 +
1
p
, p ∈ [1,∞], r ∈ [1,∞) or s =
1
p
+ 1, p ∈ [1,∞), r = 1.
Then the the DP equation (1.5) is not uniformly continuous from any bounded subset in Bsp,r into
C([0, T ];Bsp,r).
Remark 1.2 Following the procedure in the proof of Theorem 1.1 with suitable modification, we
can prove Theorem 1.2. Here we will omit the details and leave it to the interested readers.
Organization of our paper. In Section 2, we list some notations and known results which will
be used in the sequel. In Section 3, we present the local well-posedness result and establish some
technical lemmas. In Section 4, we prove our main theorem. Here we give a overview of the
strategy:
• Choosing a sequence of approximate initial data fn, which can approximate to the solution
St(fn);
• Considering the initial data un0 = fn+ gn (see Section 3.2 for the constructions of fn and gn),
we shall use a completely new idea. Let us make it more precise: set
wn = St(u
n
0)− u
n
0 − tv
n
0 with v
n
0 = −u
n
0∂xu
n
0 ,
based on the special choice of fn and gn, we make an important observation that the appear-
ance of gn∂xfn plays an essential role since it would not small when n is large enough;
• The key step is to compute the error wn and estimate the B
s
p,r-norm of this error;
• With the approximate solutions St(fn) and St(u
n
0) were constructed, combining the precious
steps, we can conclude that their distance at the initial time is converging to zero, while at
any later time it is bounded below by a positive constant, namely,
lim
n→∞
||fn + gn − fn||Bsp,r = 0
but
lim inf
n→∞
||St(fn + gn)− St(fn)||Bsp,r & t for small t.
That means the solution map is not uniformly continuous.
3
2 Littlewood-Paley analysis
We will use the following notations throughout this paper.
• Given a Banach space X , we denote its norm by ‖ · ‖X .
• The symbol A . B means that there is a uniform positive constant c independent of A and
B such that A ≤ cB.
• Let us recall that for all u ∈ S ′, the Fourier transform Fu, also denoted by uˆ, is defined by
Fu(ξ) = uˆ(ξ) =
∫
R
e−ixξu(x)dx for any ξ ∈ R.
• The inverse Fourier transform allows us to recover u from uˆ:
u(x) = F−1uˆ(x) =
1
2π
∫
R
eixξuˆ(ξ)dξ.
Next, we will recall some facts about the Littlewood-Paley decomposition, the nonhomogeneous
Besov spaces and their some useful properties (see [1] for more details).
There exists a couple of smooth functions (χ, ϕ) valued in [0, 1], such that χ is supported in the
ball B , {ξ ∈ R : |ξ| ≤ 4
3
}, and ϕ is supported in the ring C , {ξ ∈ R : 3
4
≤ |ξ| ≤ 8
3
}. Moreover,
χ(ξ) +
∑
j≥0
ϕ(2−jξ) = 1 for any ξ ∈ R.
It is easy to show that ϕ ≡ 1 for 4
3
≤ |ξ| ≤ 3
2
.
For every u ∈ S ′(R), the inhomogeneous dyadic blocks ∆j are defined as follows
∆ju =

0, if j ≤ −2;
χ(D)u = F−1(χFu), if j = −1;
ϕ(2−jD)u = F−1
(
ϕ(2−j·)Fu
)
, if j ≥ 0.
In the inhomogeneous case, the following Littlewood-Paley decomposition makes sense
u =
∑
j≥−1
∆ju for any u ∈ S
′(R).
Definition 2.1 ([1]) Let s ∈ R and (p, r) ∈ [1,∞]2. The nonhomogeneous Besov space Bsp,r(R)
consists of all tempered distribution u such that
||u||Bsp,r(R) ,
∣∣∣∣∣∣(2js||∆ju||Lp(R))j∈Z∣∣∣∣∣∣ℓr(Z) <∞.
Remark 2.1 It should be emphasized that the following embedding will be often used implicity:
Bsp,q(R) →֒ B
t
p,r(R) for s > t or s = t, 1 ≤ q ≤ r ≤ ∞.
Finally, we give some important properties which will be also often used throughout the paper.
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Lemma 2.1 ([1]) Let (p, r) ∈ [1,∞]2 and s > max
{
1 + 1
p
, 3
2
}
. Then we have
||uv||Bs−2p,r (R) ≤ C||u||Bs−2p,r (R)||v||Bs−1p,r (R).
Hence, for the terms P(u) and P(v), we have
||P(u)−P(v)||Bs−1p,r (R) ≤ C||u− v||Bs−1p,r (R)||u+ v||Bsp,r(R).
Lemma 2.2 ([1]) For (p, r) ∈ [1,∞]2 and s > 0, Bsp,r(R) ∩ L
∞(R) is an algebra. Moreover,
B
1
p
p,1(R) →֒ L
∞(R), and for any u, v ∈ Bsp,r(R) ∩ L
∞(R), we have
||uv||Bsp,r(R) ≤ C(||u||Bsp,r(R)||v||L∞(R) + ||v||Bsp,r(R)||u||L∞(R)).
Lemma 2.3 ([1, 29]) Let (p, r) ∈ [1,∞]2 and σ ≥ −min
{
1
p
, 1 − 1
p
}
. Assume that f0 ∈ B
σ
p,r(R),
g ∈ L1([0, T ];Bσp,r(R)) and
∂xu ∈

L1([0, T ];Bσ−1p,r (R)), if σ > 1 +
1
p
or σ = 1 + 1
p
, r = 1;
L1([0, T ];Bσp,r(R)), if σ = 1 +
1
p
, r > 1;
L1([0, T ];B1/pp,∞(R) ∩ L
∞(R)), if σ < 1 + 1
p
.
If f ∈ L∞([0, T ];Bσp,r(R)) ∩ C([0, T ];S
′(R)) solves the following linear transport equation:
∂tf + u∂xf = g, f |t=0 = f0.
1. Then there exists a constant C = C(p, r, σ) such that the following statement holds
||f(t)||Bσp,r(R) ≤ e
CV (t)
(
||f0||Bσp,r(R) +
∫ t
0
e−CV (τ)||g(τ)||Bσp,r(R)dτ
)
,
where
V (t) =

∫ t
0
||∂xu(τ)||Bσ−1p,r (R)dτ, if σ > 1 +
1
p
or σ = 1 + 1
p
, r = 1;∫ t
0
||∂xu(τ)||Bσp,r(R)dτ, if σ = 1 +
1
p
, r > 1;∫ t
0
||∂xu(τ)||B1/pp,∞(R)∩L∞(R)dτ, if σ < 1 +
1
p
.
2. If σ > 0, then there exists a constant C = C(p, r, σ) such that the following statement holds
||f(t)||Bσp,r(R) ≤ ||f0||Bσp,r(R) +
∫ t
0
||g(τ)||Bσp,r(R)dτ
+ C
∫ t
0
(
||f(τ)||Bσp,r(R)||∂xu(τ)||L∞(R) + ||∂xu(τ)||Bσ−1p,r (R)||∂xf(τ)||L∞(R)
)
dτ.
3 Preliminaries
Before proceeding, we recall the following local well-posedness estimates for the actual solutions.
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3.1 Local well-posedness estimates for the actual solutions
Let us recall the local well-posedness result for the CH equation in Besov spaces.
Lemma 3.1 [18, 19] Assume that (s, p, r) satisfies (1.4) and for any initial data u0 which belongs
to
BR =
{
ψ ∈ Bsp,r : ||ψ||Bsp,r ≤ R
}
for any R > 0.
Then there exists some T = T (R, s, p, r) > 0 such that the CH equation has a unique solution
St(u0) ∈ C([0, T ];B
s
p,r). Moreover, we have
||St(u0)||Bsp,r ≤ C||u0||Bsp,r . (3.6)
3.2 Technical Lemmas
Firstly, we need to introduce smooth, radial cut-off functions to localize the frequency region.
Let φˆ ∈ C∞0 (R) be an even, real-valued and non-negative funtion on R and satify
φˆ(x) =
{
1, if |x| ≤ 1
4
,
0, if |x| ≥ 1
2
.
Next, we establish the following crucial lemmas which will be used later on.
Lemma 3.2 For any p ∈ [1,∞], then there exists a positive constant M such that
lim inf
n→∞
∥∥∥φ2 cos(17
12
2nx
)∥∥∥
Lp
≥M. (3.7)
Proof Without loss of generality, we may assume that p ∈ [1,∞). By the Fourier iversion
formula and the Fubini thereom, we see that
||φ||L∞ = sup
x∈R
1
2π
∣∣∣ ∫
R
φˆ(ξ) cos(xξ)dξ
∣∣∣ ≤ 1
2π
∫
R
φˆ(ξ)dξ
and
φ(0) =
1
2π
∫
R
φˆ(ξ)dξ > 0.
Since φ is a real-valued and continuous function on R, then there exists some δ > 0 such that
φ(x) ≥
||φ||L∞
2
for any x ∈ Bδ(0).
Thus, we have ∥∥∥φ2 cos(17
12
2nx
)∥∥∥p
Lp
≥
φ2(0)
4
∫ δ
0
∣∣∣ cos(17
12
2nx
)∣∣∣pdx
=
δ
4
φ2(0)
1
2nδ˜
∫ 2n δ˜
0
| cosx|pdx with δ˜ =
17
12
δ.
Combining the following simple fact
lim
n→∞
1
2nδ˜
∫ 2n δ˜
0
| cosx|pdx =
1
π
∫ π
0
| cosx|pdx,
thus, we obtain the desired result (3.7).
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Lemma 3.3 Let s ∈ R. Define the high frequency function fn by
fn = 2
−nsφ(x) sin
(17
12
2nx
)
, n≫ 1.
Then for any σ ∈ R, we have
||fn||Bσp,r ≤ 2
n(σ−s)||φ||Lp. (3.8)
Proof Easy computations give that
fˆn = 2
−ns−1i
[
φˆ
(
ξ +
17
12
2n
)
− φˆ
(
ξ −
17
12
2n
)]
,
which implies
supp fˆn ⊂
{
ξ ∈ R :
17
12
2n −
1
2
≤ |ξ| ≤
17
12
2n +
1
2
}
,
then, we deduce
∆j(fn) =
{
fn, if j = n,
0, if j 6= n.
Thus, the definition of the Besov space tells us that the desired result (3.8).
Lemma 3.4 Let s ∈ R. Define the low frequency function gn by
gn =
12
17
2−nφ(x), n≫ 1.
Then there exists a positive constant M˜ such that
lim inf
n→∞
||gn∂xfn||Bsp,∞ ≥ M˜.
Proof Notice that
supp gˆn ⊂
{
ξ ∈ R : 0 ≤ |ξ| ≤
1
2
}
.
Then, we have
supp ĝn∂xfn ⊂
{
ξ ∈ R :
17
12
2n − 1 ≤ |ξ| ≤
17
12
2n + 1
}
,
which implies
∆j
(
gn∂xfn
)
=
{
gn∂xfn, if j = n,
0, if j 6= n.
By the definitions of fn and gn, we obtain
||gn∂xfn||Bsp,∞ = 2
ns||∆n
(
gn∂xfn
)
||Lp = 2
ns||gn∂xfn||Lp
=
∥∥∥φ2(x) cos(17
12
2nx
)
+
12
17
2−nφ(x)∂xφ(x) sin
(17
12
2nx
)∥∥∥
Lp
≥
∥∥∥φ2(x) cos(17
12
2nx
)∥∥∥
Lp
− C2−n.
Thus, the Lemma 3.2 enables us to finish the proof of the Lemma 3.4.
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4 Non-uniform continuous dependence
In this section, we will give the proof of Theorem 1.1. Firstly, based on the special choice of
fn, we construct approximate solutions St(fn) to CH equation, then estimate the error between
approximate solutions St(fn) and the initial data fn.
Proposition 4.1 Under the assumptions of Theorem 1.1, we have for k = ±1
||St(fn)||Bs+kp,r ≤ C2
kn (4.9)
and
||St(fn)− fn||Bsp,r ≤ C2
− 1
2
n(s− 3
2
). (4.10)
Proof The local well-posedness result (see Lemma 3.1) tells us that the approximate solution
St(fn) ∈ C([0, T ];B
s
p,r) and has common lifespan T ≈ 1. Moreover, there holds
||St(fn)||L∞T (Bsp,r) ≤ C.
By Lemmas 2.1–2.3, we have for any t ∈ [0, T ] and for k = ±1
||St(fn)||Bs+kp,r ≤ ||fn||Bs+kp,r +
∫ t
0
||P
(
Sτ (fn)
)
||Bs+kp,r dτ +
∫ t
0
||Sτ (fn)||Bs+kp,r ||Sτ (fn)||Bsp,rdτ
≤ ||fn||Bs+kp,r +
∫ t
0
||Sτ (fn)||Bs+kp,r ||Sτ (fn)||Bsp,rdτ,
which follows from Gronwall’s inequality and (3.6) that
||St(fn)||Bs−1p,r ≤ C2
−n and ||St(fn)||Bs+1p,r ≤ C2
n. (4.11)
Setting u˜ = St(fn)− fn, then we deduce from (1.2) that
∂tu˜+ St(fn)∂xu˜ = −u˜∂xfn − fn∂xfn +
[
P
(
St(fn)
)
−P(fn)
]
+P(fn), u˜0 = 0.
Utilizing the Lemma 2.3 yields
e−CV(t)||u˜||Bs−1p,r .
∫ t
0
e−CV(τ)
∥∥u˜∂xfn,P(St(fn))−P(fn)∥∥Bs−1p,r dτ + t||fn∂xfn,P(fn)||Bs−1p,r (4.12)
where we denote V(t) =
∫ t
0
||St(fn)||Bsp,rdτ .
Combining Lemmas 2.1-2.2 and Lemma 3.3 yields
||u˜∂xfn||Bs−1p,r ≤ C||u˜||Bs−1p,r ||fn||Bsp,r ,
||P
(
St(fn)
)
−P(fn)||Bs−1p,r ≤ C||u˜||Bs−1p,r ||St(fn), fn||Bsp,r ,
||fn∂xfn||Bs−1p,r ≤ ||fn||L∞||fn||Bsp,r + ||∂xfn||L∞||fn||Bs−1p,r ≤ C2
−sn,
||P(fn)||Bs−1p,r ≤ C||P(fn)||Bs−
1
2
p,r
≤ C2n(s−
3
2
)||fn, ∂xfn||L∞||fn, ∂xfn||Lp ≤ C2
( 1
2
−s)n.
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Plugging the above inequalities into (4.12), then by the Gronwall inequality and (3.6), we infer
||St(fn)− fn||Bs−1p,r ≤ C2
( 1
2
−s)n. (4.13)
Applying the interpolation inequality, we obtain from (3.8), (4.11) and (4.13)
||St(fn)− fn||Bsp,r ≤ ||St(fn)− fn||
1
2
Bs−1p,r
||St(fn)− fn||
1
2
Bs+1p,r
≤ C2−
1
2
n(s− 3
2
).
Thus we have finished the proof of Proposition 4.1.
To obtain the non-uniformly continuous dependence property for the CH equation, we need
to construct a sequence of initial data un0 = fn + gn, which can not approximate to the solution
ST (u
n
0).
Proposition 4.2 Under the assumptions of Theorem 1.1, we have
||St(u
n
0)− u
n
0 − tv
n
0 ||Bsp,r ≤ Ct
2 + C2−nmin{s−
3
2
,1}, (4.14)
where we denote vn0 = −u
n
0∂xu
n
0 .
Proof Obviously, we obtain from Lemmas 3.3–3.4 that
||un0 ||Bs+kp,r ≤ C2
kn for k ∈ {0,±1, 2}.
Then, Proposition 4.1 directly tells us that for k = ±1
||St(u
n
0)||Bs+kp,r ≤ C2
kn. (4.15)
Next, we can rewrite the solution St(u
n
0 ) as follows:
St(u
n
0 ) = u
n
0 + tv
n
0 +wn with v
n
0 = −u
n
0∂xu
n
0 .
Using Lemma 2.1 and the fact that Bs−1p,r (R) →֒ L
∞(R), we have
||vn0 ||Bs−1p,r ≤ C||u
n
0 ||Bs−1p,r ||u
n
0 ||Bsp,r ≤ C2
−n,
||vn0 ||Bs+1p,r ≤ ||u
n
0 ||L∞||u
n
0 ||Bs+2p,r + ||∂xu
n
0 ||L∞||u
n
0 ||Bs+1p,r
≤ C2−n22n + C2n ≤ C2n.
Note that wn = St(u
n
0)− u
n
0 − tv
n
0 , then we can deduce that wn satisfy the following equation
∂twn + St(u
n
0)∂xwn = −t
(
un0∂xv
n
0 + v
n
0∂xu
n
0 − 2A1
)
− t2
(
vn0∂xv
n
0 −P(v
n
0 )
)
−wn∂x(u
n
0 + tv
n
0 ) +A2 +A3 +P(u
n
0),
wn(x, t = 0) = 0,
(4.16)
where
A1 = −∂x(1− ∂
2
x)
−1
(
un0v
n
0 +
1
2
∂xu
n
0∂xv
n
0
)
A2 = −∂x(1− ∂
2
x)
−1
(
wnSt(u
0
n) +
1
2
∂xwn∂xSt(u
0
n)
)
A3 = −∂x(1− ∂
2
x)
−1
(
wn(u
0
n + tv
0
n) +
1
2
∂xwn∂x(u
0
n + tv
0
n)
)
.
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The local well-posedness result (see Lemma 3.2) tells us that the approximate solution St(u
n
0 ) ∈
C([0, T ];Bsp,r) and has common lifespan T ≈ 1.
Utilizing Lemma 2.1 to (4.16), for k ∈ {−1, 0}, we have for all t ∈ [0, T ],
||wn||Bs+kp,r ≤ C
∫ t
0
||wn||Bs+kp,r ||u
n
0 ,v
n
0 ,Sτ (u
n
0 )||Bsp,rdτ + Ct||P(u
n
0)||Bs+kp,r
+ C(k + 1)
∫ t
0
||wn||Bs−1p,r ||u
n
0 ,v
n
0 ||Bs+1p,r dτ
+ Ct2||un0∂xv
n
0 ,v
n
0∂xu
n
0 ,A1||Bs+kp,r + Ct
3||vn0∂xv
n
0 ,P
(
vn0
)
||Bs+kp,r . (4.17)
Next, we need to estimate the above terms one by one.
Case k = −1. From Lemma 2.1, we have
||un0∂xv
n
0 ||Bs−1p,r ≤ C||u
n
0 ||Bs−1p,r ||v
n
0 ||Bsp,r ≤ C2
−n,
||vn0∂xu
n
0 ||Bs−1p,r ≤ C||v
n
0 ||Bs−1p,r ||u
n
0 ||Bsp,r ≤ C2
−n,
||vn0∂xv
n
0 ||Bs−1p,r ≤ C||v
n
0 ||Bs−1p,r ||v
n
0 ||Bsp,r ≤ C2
−n,
||A1||Bs−1p,r ≤ C||u
n
0 ||Bs−1p,r ||v
n
0 ||Bsp,r ≤ C2
−n,
||P
(
vn0
)
||Bs−1p,r ≤ C||v
n
0 ||Bs−1p,r ||v
n
0 ||Bsp,r ≤ C2
−n.
Due to un0 = fn + gn, one has
P(un0) = P(fn) +P(gn) + P˜(fn, gn)
where P˜(fn, gn) = −∂x(1− ∂
2
x)
−1
(
2fngn + ∂xfn∂xgn
)
.
By Lemma 2.1, we have
||P(fn)||Bs−1p,r ≤ C2
n(s− 3
2
)||fn, ∂xfn||L∞||fn, ∂xfn||Lp ≤ 2
( 1
2
−s)n,
||P(gn)||Bs−1p,r ≤ C||gn||
2
Bsp,r
≤ C2−2n,
||P˜(fn, gn)||Bs−1p,r ≤ C2
n(s−2)||fn, ∂xfn||Lp||gn, ∂xgn||L∞ ≤ C2
−2n,
which tell us that
||P(un0)||Bs−1p,r ≤ C2
−nmin{s− 1
2
,2}. (4.18)
Gathering all the above estimates together with (4.17) and using the Gronwall inequality yields
||wn||Bs−1p,r ≤ Ct
22−n + C2−nmin{s−
1
2
,2}.
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Case k = 0. From Lemmas 2.1-2.2, we have
||un0∂xv
n
0 ||Bsp,r . ||u
n
0 ||Bs−1p,r ||v
n
0 ||Bs+1p,r + ||u
n
0 ||Bsp,r ||v
n
0 ||Bsp,r . 1,
||vn0∂xu
n
0 ||Bsp,r . ||v
n
0 ||Bs−1p,r ||u
n
0 ||Bs+1p,r + ||v
n
0 ||Bsp,r ||u
n
0 ||Bsp,r . 1,
||vn0∂xv
n
0 ||Bsp,r . ||v
n
0 ||Bs−1p,r ||v
n
0 ||Bs+1p,r + ||v
n
0 ||Bsp,r ||v
n
0 ||Bsp,r . 1,
||A1||Bsp,r . ||u
n
0 ||Bsp,r ||v
n
0 ||Bsp,r . 1,
||P
(
vn0
)
||Bsp,r . ||v
n
0 ||Bsp,r ||v
n
0 ||Bsp,r . 1
||P(fn)||Bsp,r . 2
n(s−1)||fn, ∂xfn||L∞||fn, ∂xfn||Lp . 2
(1−s)n,
||P(gn)||Bsp,r . ||gn||
2
Bsp,r
≤ C2−2n,
||P˜(fn, gn)||Bsp,r . 2
n(s−1)||fn, ∂xfn||Lp||gn, ∂xgn||L∞ ≤ C2
−n,
Gathering all the above estimates together with (4.17) and using the Gronwall inequality yields
||wn||Bsp,r ≤ Ct
2 + Ct2−nmin{s−1,1} + C
∫ t
0
2n||wn||Bs−1p,r dτ
≤ Ct2 + C2−nmin{s−
3
2
,1}.
Thus, we completed the proof of Proposition 4.2.
With the propositions 4.1–4.2 in hand, we can prove Theorem 1.1.
Proof of Theorem 1.1 Obviously, we have
||un0 − fn||Bsp,r = ||gn||Bsp,r ≤ C2
−n,
which means that
lim
n→∞
||un0 − fn||Bsp,r = 0.
Furthermore, we deduce that
||St(u
n
0)− St(fn)||Bsp,r = ||tv
n
0 + gn + fn − St(fn) +wn||Bsp,r
≥ ||tvn0 ||Bsp,r − ||gn||Bsp,r − ||fn − St(fn)||Bsp,r − ||wn||Bsp,r
≥ t||vn0 ||Bsp,∞ − C2
− 1
2
nmin{s− 3
2
,1} − Ct2. (4.19)
Notice that
−vn0 = fn∂xfn + fn∂xgn + gn∂xgn + gn∂xfn,
by simple calculation, we obtain
||fn∂xfn||Bsp,r ≤ ||fn||L∞||fn||Bs+1p,r + ||∂xfn||L∞||fn||Bsp,r ≤ C2
−n(s−1),
||fn∂xgn||Bsp,r ≤ ||fn||Bsp,r ||gn||Bs+1p,r ≤ C2
−n,
||gn∂xgn||Bsp,r ≤ ||gn||Bsp,r ||gn||Bs+1p,r ≤ C2
−2n.
Hence, it follows from (4.19) and Lemma 3.4 that
lim inf
n→∞
||St(fn + gn)− St(fn)||Bsp,r & t for t small enough.
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This completes the proof of Theorem 1.1.
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