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ABSTRACT
An error probability analysis is performed for a noncoherent M-ary
orthogonal frequency-shift keying (MFSK) communication system employing
fast frequency-hopped (FFH) spread spectrum. The signal is assumed to be
transmitted through a frequency-nonselective, slowly fading channel with partial-
band interference. The partial-band interference is modeled as a Gaussian process.
The noise-normalized receiver is employed to minimize partial-band interference
effects, and the effect of inaccurate noise measurement on the ability of the noise-
normalized receiver to reject partial-band interference is examined. Each diversity
reception is assumed to fade independently according to a Ricean process.
Thermal noise is also included in the analysis. It is found that diversity
dramatically reduces the degradation due to partial-band interference, and noise
measurement error does not significantly degrade receiver performance. The
robustness of the receiver with regard to noise measurement error is independent
of the strength of channel fading.
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A spread spectrum system is a type of communication system that produces a
signal with a bandwidth much wider than the message bandwidth. Spread
spectrum systems are useful for secure communizations since they can suppress
the effect of intentional interference, make it difficult for an opponent to detect
the transmitted waveform, extract the message, or jam the intended receiver. There
are three major types of spread spectrum systems: direct-sequence, frequency-
hopping, and time-hopping systems. Hybrids of such systems can also be
obtained[ 11.
One of the applications of frequency-hopped spread spectrum signals is to
reduce receiver performance degradation due to narrowband interference (either
intentional or otherwise). A frequency-hopped spread spectrum system is one
where each data symbol is transmitted at a different carrier frequency according
to some apparently random pattern known only by the transmitter and receiver.
The bandwidth of the frequency-hopped signal is generally much larger than the
signal bandwidth in the absence of frequency-hopping. Consequently, in order to
interfere with the entire spread spectrum band, given a fixed total interference
power, the available noise power spectral density of the narrowband interference
is reduced in comparison with that for a non-hopping signal. Rather than interfere
simultaneously with the entire spread spectrum bandwidth, with the consequent
reduction in noise power spectral density, the narrowband interference can be
designed to affect only a portion of the total spread spectrum bandwidth at any
one time. This portion can be shifted over the total spread spectrum bandwidth in
an apparently random manner. This is referred to as partial-band interference. In
the case of partial-band interference, only some of the transmitted symbols will be
affected by narrowband interference. In this case, receiver performance may be
improved by implementing diversity in the form of fast frequency-hopping- that is,
each information symbol is transmitted multiple times, and each transmission is at a
different, apparently random, carrier frequency within the overall spread spectrum
bandwidth.
B. OBJECTIVE
In this thesis, the performance of a fast frequency-hopped M-ary orthogonal
frequency-shift keying system (FFH/MFSK) with noncoherent, non-ideal noise-
normalized detection is investigated. The channel is modeled as a Ricean fading
channel, and partial-band noise interference is assumed. The FFH/MFSK
transmitter is assumed to perform L (L Ž_ 1) hops per data symbol where the noise
normalization is a method of minimizing the effects of partial-band jamming. This
system is described in Chapter I1. An accurate measurement of the noise power
present in each hop is a challenging problem in fast frequency-hopped spread
spectrum systems. The performance of the FFH/MFSK noncoherent noise-
normalized receiver in a Ricean fading channel with partial band jamming has
been previously investigated [21. In [21 the noise power is assumed to be
estimated without error; hence, the performance obtained for the noise-
normalized receiver is in this sense ideal. This thesis presents an evaluation of the
effect of inaccurate measurement of jamming noise power at the receiver on the
ability of the receiver to reject partial-band jamming. This is accomplished by
introducing non-ideal noise normalization into the model.
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II. DESCRIPTION OF SYSTEM
The fast frequency-hopped M-ary orthogonal frequency-shift keying
(FFH/M4FSK) transmitter is assumed to perform L hops per data symbol where L
is an integer greater than one. This is equivalent to an L-fold frequency diversity.
A block diagram of the FFH/MFSK receiver with noise-normalization combining
is shown in Fig. 1. At the receiver the FFH signals are first dehopped. For eachM-
ary signal waveform the dehopped signal is then quadratically detected. The
detector demodulates the signal by means of two correlators in phase quadrature.
The two correlator outputs are sampled every T seconds where T is the hop
duration. Since the carrier phases are not recovered, the sampled outputs of each
correlator pair are squared and summed to form L detector outputs, X1k through
XMk. These outputs are then divided by the noise normalization factor o'•. Next,
these L normalized diversity receptions, Zk through ZMk, are combined in each
branch to form M decision statistics. These M outputs, Z, through Zf, are then
compared with each other, and the largest is chosen as the transmitted symbol.
This problem was initially investigated for ideal noise-normalized MFSK
demodulators in [2].
In this thesis, the previous work [21 is extended to include non-ideal noise
normalization combining (also referred to as adaptive gain control) [41-[5]. Noise
normalization has the advantage of minimizing receiver performance degradation
due to partial-band noise jamming. The goal of this thesis is to evaluate the effect
of significant error in the noise power estimator on the noise-normalized receiver.
This is an important problem since accurate, real-time noise estimation is difficult






Figue 1.FF1I/MFK nise-ormaize recive
,F + x 4
By modeling the fading channel as Ricean, in which the signal consists of a
direct signal component and a diffuse signal component, a general result is
obtained that is valid in the limit of large direct-to-diffuse signal power ratios for
Gaussian channels and in the limit of small direct-to-diffuse signal power ratios for
Rayleigh fading channels as well as the general case where the effects of both the
direct and diffuse components of the signal must be included in the analysis. The
effect of partial-band interference on communication systems was initially
investigated for standard noncoherent MFSK demodulators in [31; and the effect
of both partial-band interference and channel fading on noise-normalized
FFH/MFSK receiver has been investigated in 121.
Each dehopped signal is assumed to fade independently; that is, the smallest
spacing between frequency hop slots is assumed to be larger than the coherence
bandwidth of the channel [61-[8]. The channel for each hop is also modeled as a
frequency-nonselective, slowly fading Ricean process. Hence, the signal
bandwidth is assumed to be much smaller than the coherence bandwidth of the
channel and the hop duration is much smaller than the coherence time of the
channel [61-[7]. The latter assumption is equivalent to requiring the hop rate to be
large compared to the Doppler spread of the channel As a result, the dehopped
signal amplitude is a Ricean random variable, and the dehopped signal can be
considered as the sum of two components, a nonfaded(direct) component and a
Rayleigh-faded(diffuse) component.
The interference that is considered in this thesis is partial-band interference
which may due to either a partial-band jammer or some unintended narrowband
interference. The interference is modeled as additive Gaussian noise and is
assumed to be present in each branch of the MFSK demodulator for any
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reception of the dehopped signal with probability y . Thus, y represents the
fraction of the spread bandwidth being jammed, and the probability that
narrowband interference is not present in all M detectors is I - y. If N, /2 is the
average power spectral density of interference over the entire spread bandwidth,
then y-'N, /2 is the power spectral density of partial-band interference when it is
present. In addition to partial-band interference, the signal is also assumed to be
corrupted by thermal noise and other wideband interferences which are modeled
as additive white Gaussian noise. The wideband noise is assumed to be
unaffected by the fading channel. The power spectral density of this wideband
noise is defined as N, /2 . Thus, the power spectral density of the total noise is
y,-N,/2+N,,/2 when interference is present and N0/2 otherwise. If the
equivalent noise bandwidth of each branch in the noise-normalized MFSK
demodulator is B Hz, then for each hop the signal is received with noise of
power N,,B with probability I - y when interference is not present and with
noise of power (y-'N, + N,,)B with probability y when interference is present in
each branch of the MFSK demodulator.
The bit rate is designated Rh. Thus, the corresponding symbol rate is
RI, = Rb /log, M where M is the order of the MIFSK modulation. The MFSK signal
is assumed to perform L hops per symbol where L > 1. Therefore, the hop rate is
Rh = LR,. Clearly, when L = I there is no diversity and noise normalization has no
effect. The equivalent noise bandwidth of each branch in the noise-normalized
MFSK demodulator must be at least as wide as the hop rate, and in this thesis is
taken to be B = Ri. This is equivalent to noncoherent matched filter detection.
Matched filter detection is optimum for AWGN (additive white Gaussian noise)
but may not be for colored noise such as partial-band interference. The overall
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system bandwidth is assumed to be very large compared to the hop rate. Note
that for a fixed symbol rate that the hop rate increases as the number of the hops
per symbol increases. As the result, the required minimum equivalent noise
bandwidth of each branch of the MFSK demodulator also increases as the
number of the hops per symbol increases. Hence, as the number of the hops per
symbol increases, the assumption that the channel is frequency non-selective
becomes more restrictive. On the other hand, the assumption that the channel is
slowly fading becomes stronger. Obviously, for a fixed hop rate system, this is not




The performance of the noise-normalized receiver is evaluated in this thesis
by obtaining the bit error probability versus the bit energy-to-interference density
for the receiver in Fig. 1 given the model of the channel as Ricean. The analysis
requires the statistics of the sampled outputs xik,i = 1,2,...,M of the quadratic
detectors for each hop k of a symbol as well as the normalized samples
zik,i = 1,2,...,M that are combined to provide the decision samples zi,i = 1,2,...,M.
The analysis assumes perfect dehopping. For orthogonal MFSK the bit error
probability can be related to the symbol error probability by
Pb-2(M -1) P I
The energy per bit Eb is related to the energy per symbol E, by
El = E. (2)log 2 M
and the energy per bit Eb is related to the energy per symbol E, by
Eb =LEh (3)
A. NOISE POWER ESTIMATOR
Let o'k represent the noise power in a given hop k of a symbol. An accurate
measurement of C.2 is a challenging problem in fast frequency-hopped spread
spectrum systems. In order to perform a complete evaluation of the noise
normalized receiver, a2 is modeled as a random variable. In this thesis, 61 2 is an
9
estimate of o-2 ; hence, the performance obtained for the noise-normalized
receiver is in this sense non-ideal.
From the noise power spectral density and the equivalent noise bandwidth of
each detector branch as discussed in the previous chapter, for each hop each
correlator output has noise power o-.= N0B with probability 1--y when
interference is not present and noise power CZ = (y-'Ni + N,)B with probability
y when interference is present. The output of the noise power estimator is
assumed to be o-2 with probability I - y ; that is, 6' is determined with no error
when only thermal noise is present. This seems reasonable since wideband
thermal noise is essentially the same for all hops. Hence, the noise power in a
given hop k of a symbol is defined
j6-a + 61- with probability y (4)
- = o- with probability I - y
where a2 = NoB , a2 = y-'NB and 6r2 is the estimate of the Co-. The estimate
61 is modeled as a uniform random variable. This model is chosen since it
represents a worst case noise power estimation error.
B. PROBABILITY DENSITY FUNCTION OF THE DECISION
VARIABLES
The signal is assumed to be present in branch I of the MFSK demodulator
without loss of generality due to demodulator symmetry. Then the conditional
probability density function of the random variable X,, at the output of the
branch I before normalization or diversity combining, given a signal amplitude
-%42'a , is 191
I1(
fx(k (a exp xk + 2ak i,, u(Xk (5)2-0-70-
where u(e) is the unit step function and 1,,(o) represents the modified Bessel
function of order zero. The average received signal power of hop k is a• , and
channel fading is modeled by assuming ak to be a Ricean random variable. The
probability density function of the Ricean random variable a, is [9]
fA-(a) exp 2u(a) (6)
where a 2 is the average power of the nonfaded (direct) component of the signal
and 2or is the average power of the Rayleigh-faded (diffuse) component of the
signal. The total average received signal power of hop k is aT = a2 + 2a2 and is
assumed to remain constant from hop to hop. Note that if a 2 = 0 the channel
model is a Rayleigh fading model, and if 2a 2 = 0 there is no fading.
The conditional probability density function of the noise-normalized random
variable ZIk = X1 /&"2 is given by
fr,, ~I ak., k -)(aT2 /b &2a ~ J) px 10Uzlk) (7)
The probability density function of ZIk conditioned only on 61 is found by
integrating (7) with respect to ak
fz,,(z 1k 10-)= (fzk(zA ak,0- )fA (ak)da (a)
Ia
Substituting (6) and (7) into (X) and integrating, we obtain 11]
(Z4 ^') I exp(- Pk- )exp( z'*fz"(z )(Cr)=2(l+ k)o.1/7Z I +• 2(1 + )(/o)
fz 1 4 01(Zk- ZA) 2 l )<U(l ". (9)(9 (~
where Pk = a 2/o.• is the signal-to-noise ratio of the direct component of hop k of
a symbol and 4k = 2a 2 /o'•- is the signal-to-noise ratio of the diffuse component of
hop k of a symbol.
The probability density function of the noise-normalized random variable
Zmk, m = 2,3,...,M of hop k of a symbol that corresponds to the noise-normalized
sampled outputs of the branches m of the demodulator (Fig. 1) that contain no
signal is obtained from (9) by letting Po, = = 0 to yield
f, 2p( Zm, I 6  u) =Z,.k ),m = 2,3,.... M. (10)
As a special case, the ideal estimator has a6 ý = o which yields
.! (l) I x ( Ok )exp - ztk /o( U(lfJ, (z14 ) 2(1 + ýkep 1+ ýk 2(I +ýk) l+ k
and
fz' (zmk) exp( -u( ,k),m2,3 .M. (12)
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Let 4,7I) and Z2) denote the random variable ZIA when hop k of a symbol has
interference and no interference, respectively. Let i be the number of hops of a
symbol that have interference. Then the decision random variable Z, (6' 2) after L
independent hops are combined is given by
L I L
Z k(a= k k kX) . (&l)+ kZ_ k T (13)
k=1 k=1 k=i+l
Let fz( I (z c. 1'&2),n = 1,2 denote the probability density function of the
random variable Z•.'(c, ),n = 1,2 which is obtained from (9) by replacing pA
and •. with pf") and ") , respectively. Thus pp') is the signal-to-noise ratio of
the direct component of hop k of a symbol with interference (n = 1) and without
interference (n =2), respectively, and • is the signal-to-noise ratio of the diffuse
component of hop k of a symbol with interference (n = 1) and without
interference (n =2), respectively.
Now the Laplace transform of fz (z- .2 ),n = 1,2 is
')exp[-sz, k n 1,2 (14)
0
Substituting (9) into (14), we obtain
1+ ( (n )Z' ]2(1 I / 2 )P 1  PI"
"of,- exp ZI-z[s-•2I+ •")•/
+ + 3 I2(1 +n ,I
13
)/ [P26ý (T " pln Z dz,, (15)
The above integral can be evaluated as (101! 11 1
Fzl"' (S 16"")=2 (1 . "exp •
s+ 2(1 + I +





Since all L hops are independent, we obtain the conditional probability
density function for the decision variable Z, given i hops of a bit have
interference from (13) as
fz,(ZlIid•) -. , 2 ) ®,. Z, 2, & 2, )]0,L-,
fZ (Z' O ) Ifz , 1' &21 )I10 [,@ z tk 1Dfk- (17)
where ®N represents a N -fold convolution and [f&1 (z,(" I 6 2.)]@N is obtained
as the inverse Laplace transform of [Fzl,.(s 12.)JN which is given by
N-I
if n 2 )ION= zeIkfZJ;(A l•l ,J I2 ozo ... k+n C2 l,,) . exp +/(2(a /, 6 ))(I + ( n)( Np'! +j" )
_ex 2 ! + k)(r•_ / ) -N-1 u (18)
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From (17), the Laplace transform of fk (z1 1i,6-) is
Fz, (s I i,6'1,) = I 1F,(s & • )lilFz2,(s)-i(L (19)
since 06T2_ = = o'2 is assumed to be known without error. Substituting (16) into
(19), we get
Fz, (s2(1 •+) t 1 exp) +2(k+2 (L'k/ 2 )i(l +•( j
-2(! + S(
• ep 21+•,)20.2/d.) s2(l + ý,,)(°'•-,/&21)k 'l
(1 • 2 •L ''exp (L +•' k2s + 2 1 • )
+ L +~• ik +
o exp (L - ')Pk! (20)2(1+ •k) s-U 2 (! •
In general, except for the special case of all hops jammed (i = L) and no hops
jammed (i = 0), fz, (z, I i,6"^.,) must be obtained from (20) by numerical inversion.
For the two special case mentioned, (18) may be used.
The probability density functions of Z,,,k,m = 2,3,...,M of hop k of a symbol
for the branches that do not contain the signal are a special case of f, (z k Ii,")
I5
with pl"j = 0 and 0 =0. The Laplace transform of Fz. (s I i,C1) is obtained
from (20) with pfl" = "= 0 as




Equation (21) can be inverted analytically, but the computational complexity of
the result leads to problems with round-off error. Consequently, when needed,
(21) is inverted numerically.
C. PROBABILITY OF BIT ERROR
The symbol error probability for the receiver in Fig. I in the presence of
partial-band interference is II
P(-,= -(y)i P•tk) (23)
where P (i,&"•) is the conditional symbol error probability given that i hops of a
symbol have interference and given the estimated noise power for each hop. It is
well known that P,(i,6",) is obtained from [71
• ^'•oo .^• [^.• M-1
P(iir)= -f,,fz,(z, It,6r2)[IfZ (z& k6)dzr.] dz, (24)
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which results from the independence of the decision statistics Z,,j = 1,2,..., M and
the fact that the decision statistics for the non-signal branches are identical
random variables. For the general case of some hops jammed and others free of
interference, (24) must be evaluated numerically. For perfect noise estimation,
6Z= 4'., and the integral in the bracket of (24) can be evaluated to yield
r M-1
P'(i) =1 -Jffz, (z, I i) l-exp I dz2 (25)
By using first the binomial theorem and the multinomial theorem, we can express
the [*]MI" term in (25) as a double summation of powers of Z, . Then, for the
special cases of either all hops jammed or all hops free of interference, (17) reduces
to (18), and replacing the modified Bessel function in (18) with a series
representation, we can integrate (25) analytically term by term [ 121. The result is
in the form of a double summation of the product of powers of rational functions,
exponentials, and confluent hypergeometric functions with arguments depending
on both summation indices. As a result, it is more straightforward to evaluate (25)
numerically for all cases even though an analytic expression is available in two
special cases. For a numerical evaluation of (25), it is preferable to use [0]M-1
rather than its expression as a double summation in powers of Z,.
The numerical evaluation of both (24) and (25) is made substantially easier by
nothing that
iim Z' [ fz. (z. I it, 6)dzM = 1 (26)
ZI
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Hence, by adding and subtracting
Sfz, (zI I i,o &)dz = 1 (27)
on the right-hand side of (24), we obtain a computationally efficient expression
for the conditional probability of symbol error given that i hops of a symbol have
interference as
P(i,6.)=,•fz,(z, lt'o~) - fz,• IZ i, m}d (28k f"&(. ,o6.ý )dz,, .. (28)
since the (-I term in (28) approaches zero as z, -- c. Note that fZ (Z1 I i, 6) and
f,(zm I i,6') are obtained by numerical inversion of (20) and (21), respectively.
The °el term in (28) is evaluated by Fz" (s I i"
S
The remaining analysis problem is to remove the conditioning of P (i, 2) on"2&
o~. In the numerical results chapter, &.2 is used both as a parameter and modeled
as a random variable. When modeled as a random variable, lit is taken to be a
uniform random variable which is the least favorable a priori density function
under the circumstances. A uniform probability density function over
(0.5a•.,l.5u•) and (0,2.0Oa) , allowing up to ± 50% and ±100% noise power
estimation error, respectively, are used. The conditioning on 6" is removed by
CT.
I= J P5(ab)"(c7)da2 (29)
where a2 and k- represent the lower and upper limit of the uniform probability
density function f(it) , respectively. Equation (29) is evaluated numerically.
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IV. NUMERICAL PROCEDURE AND RESULTS
A. NUMERICAL PROCEDURE
Computation of the probability of bit error involves a numerical evaluation of
(28) for each of the possible combinations of jammed and unjammed hops given L
hops per symbol and noise power estimator. In addition, except for the special
cases of either all hops jammed or all hops free of interference, the probability
density function of Z, given that i hops of a bit have interference Z (z1 I i,62)
must be evaluated numerically. Using (20), we have the analytic expression for
Fz, (s I i,o'Z), the Laplace transform of fz4 (z, I Hence, the most efficient way
to evaluate fz, (z, I ioz') ) is to invert Fz, (s I i,&'( ) numerically. This is accomplished
using a variation of the method detailed in [13] where
fý(Z 1 I ia) = exp(az,)2z,fz•Z'((S I i'o'2 ) - 2zk
F (s I/•) + 2(-(-)k Re{Fz, (a+ jk~r/zI i~o'2)}]
+Error (30)
The variable a in (29) is related to the exponential order P of Fz, (s I i,6yz) and
the upper bound of the relative error E by
3 lnE (31)
2 2z,
The magnitude of the error term in (30) is controlled by the choice of the
maximum relative error E
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To obtain worst case partial-band jamming, the jamming fraction y which
maximizes the probability of bit error is found for various values of diversity,
fading conditions, signal-to-noise power density ratios, and order of modulation.
This investigation does not include coding. All results presented in this thesis are
obtained by assuming that the ratio of direct-to-diffuse signal energy a 2 /20-2 is
the same for each hop k of a symbol.
B. NUMERICAL RESULTS
1. Ideal Noise Normalization Case
Receiver performance for specific fractions of partial-band interference
are compared to worst case performance for a relatively strong direct signal
(a2 /20-2 = 10 ) given ideal noise power estimation in Figs. 2-5 for M = 4 and
diversities of L = 2, 3 4 and 6, respectively. In each of these figures, the ratio of
bit energy-to-thermal noise density is Eb / NO = 13.35 dB. This value of Eb/No
corresponds to PF, = 10-' when there is no fading or interference, M = 2, and L =
I. This corresponds to the signal-to-thermal noise density ratio used in [4] and
allows our results to be compared directly to the nonfaded results presented in
[41.
As can be seen in Fig. 2, partial band interference results in significant
degradation in performance over a broad range of bit energy-to-interference
noise density ratios. As a general rule, as ratio of bit energy-to-interference noise
density increases, the degradation due to the partial-band interference increases
as the fraction of the spread bandwidth being jammed y decreases; although, for
both very large and very small bit energy-to-interference noise density ratios,
there is very little degradation due to partial-band interference. As can be seen in
Figs. 3-5, the degradation due to partial-band interference is progressively
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reduced as diversity increases. At this value of E/IN(, , a diversity of four is
sufficient to virtually eliminate any degradation due to partial-band interference.
Hence, for the case of a strong direct component, diversity is capable of
completely eliminating the degradation introduced by partial-band interference. It
is also interesting to note that for bit energy-to-interference noise density ratios
less than about 15 dB, receiver performance improves dramatically when the
interference is partial-band rather than uniform. This is particularly true for L > 2.
Overall worst case receiver performance for various values of diversity with
modulation order fixed is illustrated in Fig. 6. For bit energy-to-interference noise
density ratios less than about 12 dB, fewer diversity receptions gives slightly
better performance, although increasing diversity has significant improvement for
bit energy-to-interference noise density ratios greater than about 12 dB. This
behavior is a consequence of noncoherent combining losses which are greater
for small bit energy-to-interference noise density ratios. This negates performance
improvement due to diversity for bit energy-to-interference noise density ratios
less than about 12 dB. Noncoherent combing losses also account for the
diminishing amount of improvement for increasing diversity when Eb INJ >12 dB.
Receiver performance for specific fractions of partial-band interference are
compared to worst case performance for a very strong direct signal
(a 2 /2o. = 100 ) in Figs. 7-9 for M = 4 and diversities L = 2, 3, 4, respectively.
The ratio of bit energy-to-thermal noise density is also E I N(, = 13.35 dB. As can
be seen in Fig. 7, partial-band interference significantly degrades performance.
From Figs. 8 and 9, increasing diversity is seen to dramatically reduce the effect of
partial-band interference. Overall worst case receiver performance for various
values of diversity with modulation order fixed is illustrated in Fig. 10. It is
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interesting to note that noncoherent combining losses again negates performance
improvement due to diversity for E, / N, > 30 dB.
When there is not a strong direct component to the signal, partial-band
interference results in virtually no degradation of receiver performance. In this
case, the worst case performance is virtually identical to the performance when
interference is uniform. A representative example is shown in Fig. II for M = 4
and diversity L = 3.
Receiver performance for specific fractions of partial-band interference
are compared to worst case performance for a relatively strong signal
(a 2/2"r2 = 10 ) in Fig. 12, Fig. 5, and Fig. 13 for L = 4 and modulation orders of
M= 2, 4, 8, respectively. The ratio of bit energy-to-thermal noise density is again
taken to be Eb / N0 = 13.35 dB. As the order of modulation increases partial-band
interference becomes more effective in degrading relative receiver performance;
however, for each increase in modulation order there is a significant improvement
in overall receiver performance that for outweigths any degradation that is
introduced by partial-band interference.
2. Non-ideal Noise Normalization Case
Receiver performance for specific fractions of partial-band interference
are compared to worst case performance for a relatively strong direct signal
(a 2 /2a.2 = 10 ) with a noise power estimator error of as much as ±50% in Figs.
14-17 for M = 4 and diversities of L = 2, 3 ,4 and 6, respectively. Figs. 18-21
illustrate receiver performance under the same conditions except using a noise
power esimator error of as much as ± 100%. In each of these figures, the ratio of
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bit energy-to-thermal noise density is E,, / N( = 13.35 dB. As mentioned in the last
chapter, the noise power estimator error is modeled a uniform random variable.
The worst case performance for non-ideal noise normalization with
+50% noise power estimator error is basically the same as for the ideal noise
normalization case. Comparing the results obtained with ±50% estimator error
with those obtained with ± 100% estimator error, the performance of receiver
with ± 100% estimator error is only slightly worse than that with ±50% estimator
error. The difference between the two cases due to the partial-band interference
increases as the fraction of the spread bandwidth being jammed y decreases. It is
also found that there is a distinct difference around 25 dB of bit energy-to-
interference noise density ratio due to the degradation of performance with
+ 100% estimator error at small fraction of y and that this difference disappears as
diversity increases. These facts are showh in Figs. 22-24.
Non-ideal noise-normalized receiver performance for a fixed fraction of
partial-band interference (y = 0.25) are compared to the ideal noise normalization
case performance for a relatively strong direct signal (a 2 /2a"2 = 10 ) with ±50%
noise power estimator error in Figs. 25-28 for M = 4 and diversities of L = 2, 3 ,4
and 6, respectively. Here, in addition to modeling the noise power estimate as a
random variable, the noise power estimate is also used as a parameter where a
-50% means that the noise power is underestimated by 50% and +50% means
that the noise power is overestimated by 50%. Figs. 29-30 illustrate the
performance of the non-ideal noise-normalized receiver with ±50% estimator
error for L = 4 and modulation order of M = 2, 8, respectively (y = 0.25). As can
be seen, differences between ideal and non-ideal noise normalization are found
for bit energy-to-interference noise density ratios less than about 20 dB and the
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performance curves are identical above that particular bit energy-to-interference
noise density ratio. As expected, the poorest receiver performance is obtained
when the noise jamming power is underestimated. When the fraction of partial-
band interference is y = 0.01, receiver performance is shown in Figs. 31-33 for L
= 4 and modulation orders of M = 2, 4, 8, respectively. It is interesting to note that
the effect of the noise normalization error becomes smaller as bit energy-to-
interference noise density ratios increase, and at 35 dB receiver performance is
the same as for the ideal noise normalization case when y = 0.01. This behavior is
a consequence of the assumption that wideband noise can be accurately
measured. Comparing Figs. 31-33, we see that the difference between
overestimated noise power and underestimated noise power increases as
modulation order increases; although, the increase in modulation order gives
significant improvement in performance in spite of increased sensitivity to
normalization error.
As previously noted, the sensitivity of the receiver to normalization error
increases as diversity increases. This is not surprising since noise normalization
has no effect on either the all hops jammed case or the all hops free from
interference case. For L=2, for example, this leaves only one case, the one hop
jammed and one not, that is affected by the normalization. As L increases, there
are a greater number of cases affected by the normalization; hence, as L increases
there is greater sensitivity to normalization error. Nevertheless, as can be seen by
examining Figs. 23-33, the difference between ideal performance and non-ideal
performance when the noise power estimate error is modeled as a random variable
is not great. Consequently, we conclude that the noise-normalized receiver is
relatively insensitive to noise power measurement error. In this sense, the noise-
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normalized receiver is very robust in worst case partial-band jamming
environment.
Figs. 34-36 illustrate the performance for a very strong direct signal
(a 2 /2a2 = 100 ) for M = 4 and diversities of L = 2, 3, 4, respectively. Fig. 37-39
display the performance comparison between ideal and non-ideal noise-
normalized case. As was found for a relatively strong direct signal (a 2 /2a-2 = 10),
the worst case performance for non-ideal noise normalization with ±50% noise
power estimator error is basically the same as that obtained for ideal noise
normalization. There is a distinct performance degradation around 25-30 dB of bit
energy-to-interference noise density ratio with ± 100% estimator error. Non-ideal
noise-normalized receiver performance for a fixed fraction of partial-band
interference (y = 0.25) is compared to the ideal noise normalization case
performance for a strong direct signal (a2 /2&a = 100 ) with ±50% noise power
estimator error in Figs. 40-42 for M = 4 and diversities of L = 2, 3, 4, respectively.
Here, as previously, in addition to modeling the noise power estimate error as a
random variable, it is also used a parameter. As can be seen, noise normalization
error does not significantly degrade performance as compared to ideal noise
normalization. As before for a2 /2o.2 = 10, the primary effect of normalization
error is for bit energy-to-interference noise density ratios less than about 20 dB
with essentially no difference in performance above that particular bit energy-to-
interference noise density ratio.
Finally, when there is not a strong direct component to the signal,
partial-band interference results in virtually no degradation of receiver
performance. In this case, the worst case performance is virtually identical to the
performance when interference is uniform. As a example, Figs. 43-44 show the
25
receiver performance for M = 4 and diversity L = 3. Since noise normalization
has no effect on broadband jamming (y = 1), non-ideal noise normalization has no
effect on worst case performance. This is shown in Fig. 45.
From the above observations, it can be concluded that the noise-
normalized receiver is very robust with regard to noise measurement error
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Figure 2. Ideal receiver performance for a Ricean faded signal with M=4,









*...... .. .... . . .. .....
10-5
10-6
0 5 10 15 20 25 30 35 40
Bit Energy-to-Jamming Noise Density Ratio (dB)
Figure 3. Ideal receiver performance for a Ricean faded signal with M=4,
L=3, Eb/NO =13.35 dB and direct-to-dffuse power ratio=10.
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Figure 4. Ideal receiver performance for a Ricean faded signal with M=4,
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Figure 5. Ideal receiver performnance for a Ricean faded signal with M=4,
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Figure 6. Ideal worst case receiver performance comparison for a Ricean
faded signal with M=4, diversities of L=2, 3, 4 and 6,
















0 5 10 15 20 25 30 35 40
Bit Energy-to-Jamming Noise Density Ratio (dB)
Figure 7. Ideal receiver performance for a Ricean faded signal with M-4,
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Figure 8. Ideal receiver performance for a Ricean faded signal with M-4,
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Figure 9. Ideal receiver performance for a Ricean faded signal with M=4,
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Figure 10. Ideal worst case receiver performance comparison for a Ricean
faded signal with M=4, diversities of L=2, 3 and 4,
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Figure 11. Ideal receiver performance for a Ricean faded signal with M=4,
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Figure 12. Ideal receiver performance for a Ricean faded signal with M=2,
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Figure 13. Ideal receiver performance for a Ricean faded signal with M=8,
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Figure 14. Receiver performance for a Ricean faded signal with M=4, L=2,
Eb/NO =13.35 dB, direct-to-diffuse power ratio=10 and ±50%
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Figure 15. Receiver performance for a Ricean faded signal with M-4, L=3,
Eb/NO =13.35 dB, direct-to-diffuse power ratio=10 and ±50%
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Figure 16. Receiver performance for a Ricean faded signal with M=4, L=4,
Eb/NO =13.35 dB, direct-to-diffuse power ratio=10 and ±50%
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Figure 17. Receiver performance for a Ricean faded signal with M-4, L-=6,
Eb/NO =13.35 dB, direct-to-diffuse power ratio=10 and ±50%
estimate error with 6-2 a random variable.
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Figure 18. Receiver performance for a Ricean faded signal with M=4, L=2,
Eb/NO=13.35 dB, direct-to-diffuse power ratio=10 and










S10-4 . .. .. + 4
10-5
10-61
0 5 10 15 20 25 30 35 40
Bit Energy-to-Jamming Noise Density Ratio (dB)
Figure 19. Receiver performance for a Ricean faded signal with M=4, L=3,
Eb/NO=13.35 dB, direct-to-diffuse power ratio=10 and
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Figure 20. Receiver performance for a Ricean faded signal with M=4, L=4,
Eb/NO=13.35 dB, direct-to-diffuse power ratio=10 and
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Figure 21. Receiver performance for a Ricean faded signal with M=4, L=6,
Eb/NO=13.35 dB, direct-to-diffuse power ratio=10 and
±100% estimate error with dk a random variable.
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Figure 22. Worst case receiver performance comparison for a Ricean faded
signal with M-4, L=3, Eb/No = 13.35 dB and direct-to-diffuse
power ratio=10 with &k2 a random variable.
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Figure 23. Worst case receiver performance comparison for a Ricean faded
signal with M=4, L-=4, Eb,/NO =13.35 dB and direct-to-diffuse
power ratio=10 with &t2 a random variable.
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Figure 24. Worst case receiver performance comparison for a Ricean faded
signal with M=4, L-6, Eb /No = 13.35 dB and direct-to-diffuse
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Figure 25. Receiver performance for a Ricean faded signal with M=4, L=2,
EbINo =13.35 dB and direct-to-diffuse power ratio=10 with
-y = 0.25 and ±50% estimate error with 62 a parameter. For
comparison, the performance with E2 modeled as a random
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Figure 26. Receiver performance for a Ricean faded signal with M=4, L=3,
Eb /No = 13.35 dB and direct-to-diffuse power ratio=10 with
y = 0.25 and ±50% estimate error with 42 a parameter. For
comparison, the performance with a2 modeled as a random
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Figure 27. Receiver performance for a Ricean faded signal with M=4, L=4,
EbINo =13.35 dB and direct-to-diffuse power ratio=10 with
y = 0.25 and ±50% estimate error with 6,2 a parameter. For
comparison, the performance with 6*2 modeled as a random
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Figure 28. Receiver performance for a Ricean faded signal with M=4, L=6,
Eb INo =13.35 dB and direct-to-diffuse power ratio=10 with
y = 0.25 and ±50% estimate error with 6", a parameter. For
comparison, the performance with 5, modeled as a random
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Figure 29. Receiver performance for a Ricean faded signal with M=2, L=4,
EbINo =13.35 dB and direct-to-diffuse power ratio=1O with
y = 0.25 and ±50% estimate error with 62 a parameter. For
comparison, the performance with 62 modeled as a random
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Figure 30. Receiver performance for a Ricean faded signal with M=8, L=4,
Eb /No =13.35 dB and direct-to-diffuse power ratio=10 with
y = 0.25 and ±50% estimate error with 62 a parameter. For
comparison, the performance with &2 modeled as a random
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Figure 31. Receiver performance for a Ricean faded signal with M=2, L=4,
Eb / No = 13.35 dB and direct-to-diffuse power ratio= 10 with
' = 0.01 and ±50% estimate error with a. a parameter. For
comparison, the performance with & modeled as a random
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Figure 32. Receiver performance for a Ricean faded signal with M=4, L=4,
Eb INo =13.35 dB and direct-to-diffuse power ratio=10 with
y = 0.01 and ±50% estimate error with 6,2 a parameter. For
comparison, the performance with c.2 modeled as a random
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Figure 33. Receiver performance for a Ricean faded signal with M=8, L=4,
EbINo =13.35 dB and direct-to-diffuse power ratio=10 with
, = 0.01 and ±50% estimate error with e2 a parameter. For
comparison, the performance with &k2 modeled as a random
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Figure 34. Receiver performance for a Ricean faded signal with M=4, L=2,
Eb/No=13.35 dB, direct-to-diffuse power ratio=100 and
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Figure 35. Receiver performance for a Ricean faded signal with M-4, L=3,
EbINo=13.35 dB, direct-to-diffuse power ratio=100 and
±50% estimate error with 52t a random variable.
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Figure 36. Receiver performance for a Ricean faded signal with M-4, L=4,
Eb/NO=13.35 dB, direct-to-diffuse power ratio=100 and
±50% estimate error with a2 a random variable.
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Figure 37. Worst case receiver performance comparison for a Ricean faded
signal with M--4, L--2, Eb /No = 13.35 dB and direct-to-diffuse
power ratio= 100 with 612 a random variable.
62
100











10-8 , a a
0 5 10 15 20 25 30 35 40
Bit Energy-to-Jamming Noise Density Ratio (dB)
Figure 38. Worst case receiver performance comparison for a Ricean faded
signal with M=4, L=3, Eb/NO =13.35 dB and direct-to-diffuse
power ratio=100 with 6 a random variable.
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Figure 39. Worst case receiver performance comparison for a Ricean faded
signal with M=4, L=4, Eb/NO =13.35 dB and direct-to-diffuse
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Figure 40. Receiver performance for a Ricean faded signal with M=4, L=2,
Eb INo =13.35 dB and direct-to-diffuse power ratio=100 with
0.25 and ±50% estimate error with 6,' a parameter. For
comparison, the performance with er& modeled as a random
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Figure 41. Receiver performance for a Ricean faded signal with M-4, L=3,
Eb /No = 13.35 dB and direct-to-diffuse power ratio=100 with
y = 0.25 and ±50% estimate error with 6,2 a parameter. For
comparison, the performance with e.2 modeled as a random
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Figure 42. Receiver performance for a Ricean faded signal with M=4, L=4,
Eb /No = 13.35 dB and direct-to-diffuse power ratio= 100 with
y = 0.25 and ±50% estimate error with 6,2 a parameter. For
comparison, the performance with e"2 modeled as a random
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Figure 43. Receiver performance for a Ricean faded signal with M-4, L=3,
Eb/NO =13.35 dB, direct-to-diffuse power ratio=1 and ±50%
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Figure 44. Receiver performance for a Ricean faded signal with M=4, L=3,
Eb/No =13.35 dB, Direct-to-Diffuse power ratio=1 and ±100%
estimate error with e.2 a random variable.
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Figure 45. Worst case receiver performance comparison for a Ricean faded
signal with M=4, L=3, Eb / NO = 13.35 dB and direct-to-diffuse
power ratio=I with 6 a random variable.
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V. CONCLUSIONS
Receiver perfonnance for specific fractions of partial-band interference with
non-ideal noise normalization having a ±50% error in the noise power estimator
is virtually identical to the ideal noise normalization case. The degradation due to
partial-band interference increases as the fraction of the spread bandwidth being
jammed y decreases. It is also found that this degradation disappears as diversity
increases.
Non-ideal noise-normalized receiver performance for fixed fractions of partial-
band interference shows that underestimation of the noise power degrades
performance while overestimation gives better performance than for ideal
(perfect) noise power estimation. The differences between ideal and non-ideal
noise normalization are found for bit energy-to-interference noise density ratios
less than about 20 dB when the fraction of partial-band interference is 0.25 and
35 dB when y = 0.01. Generalizing, we see that receiver performance will only be
affected by noise power estimation error when E.I/N, < 15dB. The performance
curves for ideal and non-ideal noise-normalized receivers are identical above this
particular bit energy-to-interference noise density ratio. This results is a
consequence of the assumption that wideband noise can be measured with a high
degree of accuracy.
Since noise normalization has no effect when either all hops are jammed or
when all hops are free frorr interference, noise normalization error has an
increasing effect as diversity increases. Even so, the difference between ideal
performance and non-ideal noise normalization performance when the noise
power estimate error is modeled as a random variable is not great. When the noise
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power estimate error is taken to be a parameter, underestimation causes the worst
performance degradation, but in general overall performance is not significantly
different than that obtained with ideal noise normalization. Consequently, we
conclude that the noise-normalized receiver is relatively insensitive to noise
power measurement error. In this sense, the noise normalized receiver is very
robust in a worst case partial-band jamming environment.
It is also found that the robustness of the receiver with regard to noise
measurement error is independent of the strength of channel fading.
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