Thermal dynamics modeling has been a critical issue in building heating, ventilation, and air-conditioning (HVAC) systems, which can significantly affect the control and maintenance strategies. Due to the uniqueness of each specific building, traditional thermal dynamics modeling approaches heavily depending on physics knowledge cannot generalize well. This study proposes a deep supervised domain adaptation (DSDA) method for thermal dynamics modeling of building indoor temperature evolution and energy consumption. A long short term memory network based Sequence to Sequence scheme is pre-trained based on a large amount of data collected from a building and then adapted to another building which has a limited amount of data by applying the model fine-tuning. We use four publicly available datasets: SML and AHU for temperature evolution, long-term datasets from two different commercial buildings, termed as Building 1 and Building 2 for energy consumption. We show that the deep supervised domain adaptation is effective to adapt the pretrained model from one building to another building and has better predictive performance than learning from scratch with only a limited amount of data.
I. INTRODUCTION
Modern buildings have been of crucial importance in daily life for human's activities and can significantly affect the productivity, and physiological and psychological characteristics [1] . One critical function, maintaining occupant thermal comfort in buildings, especially large-scale commercial buildings, heavily depends on the efficacy and efficiency of control and maintenance strategies. To design feasible control strategies, it typically requires sufficiently adaptive environment models to capture the dynamics of thermal zones in buildings and to adjust for the unknown disturbances, either being internal or external. Recently data-driven methodologies have been receiving considerable attention and shown to be effective in capturing the thermal dynamics, such as artificial neural networks [2] , support vector machine [3] , autoregressive models [4] - [6] , and deep neural networks [7] .
While a data-driven model can be adopted easily to describe the thermal dynamics for a specific building in a time interval, there exists difficulty that needs to be addressed on transferring established models to more buildings. Generally speaking, for different buildings or different components within the same building, one may repeatedly derive data-driven models using different data and ignoring already existing models. However, deriving from scratch every time based on different data can be time-consuming and even unfeasible without enough historical data, especially when one building is brand-new and not yet commissioned. Therefore, transferability is quite critical in the building thermal dynamics modeling and has not been sufficiently explored previously. Transfer Learning has received considerable attention recently and been successfully used in various areas, e.g., indoor localization [8] , image-processing [9] , natural language processing [10] , and biological applications [11] . If a model trained in one domain (any variable of interest with a large amount of data) could be adapted in another domain (any variable of interest with a limited amount of data), then one is able to avoid training a model from scratch and some valuable prior knowledge could be transferred accordingly for improving the model learning performance. While autoregressive models are able to represent well the building energy system thermal dynamics, it could be difficult to determine what order of model should be selected properly. Although other aforementioned machine learning methods were shown to be useful for approximating the thermal dynamics, the stochastic nature of real buildings resulting in complex data patterns requires more advanced models. Hence, the model adopted in this paper is a category of deep neural networks (DNN), which have been shown provably efficient for time-series prediction [12] , [13] .
In this context, we propose a deep supervised domain adaptation (DSDA) method for thermal dynamics modeling of building indoor temperature evolution and energy consumption using a deep learning model, Long Short Term Memory Network based Sequence to Sequence (LSTM S2S) [14] scheme. We pre-train the LSTM S2S model using a large amount of data from one building (referred to as source building). Then, we adopt parameters from the pre-trained model to initialize parameters of a model defined for another building (referred as to target building). We use a limited amount of data from the target building to fine-tune the model parameters. To the best of our knowledge, this is the first attempt to address the knowledge transfer using deep transfer learning techniques in building thermal dynamics. We show that the proposed approach outperforms learning from scratch given only a limited amount of data. Our experimental results also imply 978-1-7281-0858-2/19/$31.00 ©2019 IEEE 2019 IEEE International Conference on Big Data (Big Data) 978-1-7281-0858-2/19/$31.00 ©2019 IEEE that useful knowledge can be transferred between different tasks for improving performance.
One key concerning in this paper is that the resultant adaptation is between two close domains. Essentially, the source and target buildings may be required to have similar measured variables and parameters. This concerning can be practically justified as for most buildings, key variables and parameters are quite similar, although sample distributions can be significantly different due to various geographic locations or operation conditions. Nonetheless, our experimental results suggest the sampling frequency between two different domains is not required to be the same for the DSDA, which is practically useful in data collection in real buildings.
Related Work. Grubinger el al. [15] developed a generalized online transfer learning for climate control in residential buildings and showed promising results on the convergence and experiments. They also used Transfer Component Analysis [16] to allow several sources instead of single source to benefit the target task. Although such a framework enables the transferability between different houses, it relies on the physics-based modeling approach, which can be quite complicated and computationally intractable. In building design, Singaravel et al. [17] came up with the component-based machine learning (CBML) to incorporate transfer learning as an approach to predict the cooling and heating energy with high accuracy. In another work [18] , they applied the similar method to conduct the parameterized components learning of the design as well. Mocuna et al. [19] also developed a crossbuilding transfer learning framework for unsupervised energy prediction in a smart grid context.
II. PRELIMINARIES
In this context, we consider two datasets which correspond to the source (S) and target (T ) buildings and denote by D S and D T , respectively. Then, we have
where x which is a realization from a random variable X, represents either a source or target domain input in X , and y which is a realization from a random variable Y , represents either a source or target domain output in Y. Since we focus on time series prediction, specifically, for the source building, x S is defined as
.., L} indicates a p variables of vector at the time-instant t. By following the same definitions, for the target domain,
.., H}. One motivation for us to use transfer learning is that n m, which implies that the number of samples in the target dataset is much smaller than that in the source dataset.
One quite practical issue for thermal dynamics modeling using data-driven techniques is that for some brand-new buildings which are not commissioned yet, modeling cannot be conducted with only a limited amount of data, especially for deep learning models. Therefore, domain adaptation can leverage the transferrability from one building to another building. We consider supervised domain adaptation, which typically refers to different domains resulting in a covariate shift [20] between X S and X T , and the model is pre-trained using D S via the supervised learning way in our problem. Under this setting, the goal is to learn a prediction function mapping from X to Y that is able to perform well on D T . III. DSDA: FROM SOURCE BUILDING TO TARGET BUILDING This section presents how DSDA can be applied to the thermal dynamics modeling with building time series by means of a deep model, i.e., Long Short Term Memory Network based Sequence to Sequence (LSTM S2S) model. Taking the zone temperature evoluation (or energy consumption) as a time series prediction task, we train LSTM S2S as a deep regressor using a large dataset from the source building and then adapt it to the target building involving different but related tasks. Specifically, we consider the following approach to adapt the pre-trained model to an unseen related target task, as shown in Fig. 1 . We first collect data from the source building to do the off-line learning by pre-training the LSTM S2S model; we then use the pre-trained model to initialize the parameters of a model for the target building with some unseen tasks, and fine-tune the model for the target building using a limited amount of data, which is a prior-knowledge aided training. Although some similar ideas were proposed to solve image classification problems [9] , few results have been reported in time series prediction, in particular for building thermal dynamics modeling. To get a limited amount of data for the target building, one can conduct simple system identification experiments. However, due to different outside environment conditions, some variables of interest can be significantly different at different times. In that case, the task adaptation technique can still be applied because periodically retraining the model maintains a certain level of accuracy by incorporating more information of the outside environment condition.
A. Pre-training LSTM S2S
Due to the space limit, we skip the updates for each LSTM cell and refer readers to [21] for more details. For the pre-trained model, the LSTM S2S architecture is adopted accordingly, which maps input x S i ∈ D S to outputŷ S i , as shown in Fig. 2 . Specifically, each input x S i is encoded as a vector, which corresponds to the final state of the encoder denoted by h K e ∈ R c , where c is the number of LSTM units in the hidden layer of the encoder. Then, h K e is used as the initial state for activating the decoder with the current measurement y 0 , on top of which a dense layer with linear activation is used to recursively predict each time step in y S i . In every update, the decoder feeds the predicted outputŷ l obtained from the previous update to the input for the current update. It should be noted that one can either apply the teacher forcing or non-teacher forcing way [22] to train the LSTM S2S architecture. For avoiding the learning becoming "lazy", which means the corresponding predicted output is obtained by making small modification to the corresponding ground truth, non-teacher forcing is adopted. The parameters of the network are obtained by minimizing the mean square error loss given
via some adaptive gradient descent methods.ŷ l is the predicted output at time instant l. For denotation, we move l to the superscript in J 1 . During training, the decoder can directly uses the ground truth y l i as input instead ofŷ l i , which can speed up the training.
B. Fine-tuning LSTM S2S
After pre-training the LSTM S2S model using a larget amount of data from the source building, we adapt the model to the target building for initializing the target task specific LSTM parameters. Different from classification, which may require to freeze parameters of the encoder and decoder and only to fine-tune the parameters of the dense layer, we re-train the whole model using a limited amount of data from the target building in this context. Compared to typical convolutional neural networks using multiple layers to extract features, LSTM S2S can be treated as a nonlinear state-space model which holds the recurrency to model the temporal dynamics and single layer for either the encoder and decoder is practically feasible. Hence, the loss given J 2 can be immediately obtained:
By minimizing J 2 with a limited amount of data, the adapted model for the target building is correspondingly acquired and then can be used for the inference.
IV. EXPERIMENTS
This paper considers four publicly available datasets: SML [23] and AHU [24] for builidng indoor temperature evolution; two long-term datasets from two different commer- cial buildings for energy consumption [25] . Please see the Table I for more details. SML and AHU respectively have 15 different feature inputs and the similar output of interest is indoor temperature, while Buildings 1 and 2 have 4 identical feature inputs (total power consumption, outdoor temperature, day of week, time of day) and the common output of interest is the whole building energy consumption. For completeness, the appendix includes feature details of AHU and SML datasets. For implementation, we use the whole source dataset to pretrain the model, and then split the target dataset into training and testing in chronological time with a ratio being 0.67. The ratio is fixed in this context, while a minimum ratio will be in the future work to figure out the minimum amount of data needed for DSDA. We perform 15 min, 2 hours, 4 hours, and 6 hours ahead prediction and it should be noted that the prediction horizon depends on the target tasks. The architecture of LSTM S2S has one LSTM layer for both the encoder and decoder, respectively. To pre-train LSTM S2S using the data from the source building and to fine-tune the parameters using the data from the target building, we adopt the mini-batch stochastic optimization based on Adam optimizer [26] . We also set the hyperparameters based on the optimal performance we obtain. Tables II and III show the metrics of DSDA used for this study and the comparison with learning from scratch. They are the coefficient of variance of root mean square error (CVRMSE), normalized mean bias error (NMBE), mean absolute percentage error (MAPE), and root mean square error (RMSE).
Case Study 1: temperature evolution. As Table I shows, we use two datasets, i.e., SML and AHU for validating the domain adapatation of temperature evolution. Prediction tasks in the source and target domains are quite related, as both of them are indoor temperature evolution, even with different features. From Table II , which shows predictions of different horizons, it can be observed that with pre-trained model by the AHU data, the predictive performance can be improved in terms of each metric for the SML data. To study the transferability between different tasks, Table IV shows the comparison between cross-task and learning from scratch. We pre-train the model using the Building 2 data to extract temporal dependencies for the energy consumption and then adapt it to learn the temperature evolution for the target task. It should be noted that the number of input features of SML is adjusted such that the prediction task can be conducted accordingly. From Table IV , the results of Building 2→ SML show that even if the pre-trained model is from another different source which has a completely different task, temporal dependencies of the source data can still be extracted to improve the predictive performance in the target task, compared to learning from scratch. Case Study 2: energy consumption. In this case study, we use the total energy consumption data from two different commercial buildings to validate the proposed scheme. Prediction tasks for the source and target domains are the same in this case with identical feature inputs, as mentioned above. As shown in Table III , while DSDA and learning from scratch have close performance, the former one still outperforms by using the pre-trained model. The only slight improvement is attributed to that in the total energy consumption, a single good pattern can be quickly extracted even with a small size of data. It is noted that NMBE in this case does not indicate improvement since based on the definition of NMBE, the error cancellation may take place for the data. Table IV also shows the prediction of energy consumption based on the trained model using temperature features, i.e., AHU→Building 1. Similarly, the trasnferability across different tasks is useful for improving performance, which is consistent with the conclusion made in Case Study 1.
V. CONCLUSION AND FUTURE WORKS
This study proposed a deep supervised domain adaptation for thermal dynamics modeling in smart buildings. It aims at solving the problem of generalizing an established model from one building to another building. We adpat a pre-trained LSTM S2S model from the source building to the target building using the model fine-turning method. Extensive numerical results show that such a proposed scheme outperforms learning from scratch. The approach is critically important in scenarios when buildings don't have enough data for learning a model and allows facility managers to quickly establish maintenance and control strategies for building energy systems. Future directions include how to learn from multiple sources to single target as well as unsupervised domain adaptation for missing variables.
