We investigate the spreading properties of a three-species competition-diffusion system, which is non-cooperative. We apply the Hamilton-Jacobi approach, due to Freidlin, Evans and Souganidis, to establish upper and lower estimates of spreading speed of the slowest species, in terms of the spreading speed of two faster species, and show that the estimates are sharp in some situations. The spreading speed will first be characterized as the free boundary point of the viscosity solution for certain variational inequality cast in the space of speeds. Its exact formulas will then be derived by solving the variational inequality explicitly. To the best of our knowledge, this is the first theoretical result on three-species competition system in unbounded domains. 6 12 Before proceeding to investigate (1.1), it makes sense first to consider the properties of the corresponding ODE system      d dt u 1 = r 1 u 1 (1 − u 1 − a 12 u 2 − a 13 u 3 ),
Introduction 7
Biological invasion (or spreading) is a fundamental and long-standing subject in ecology [55] . Mathematical studies have been so far focused on the single-species and two-species models, to identify the speed with which the species invade into an open environment. To understand the spreading properties on multiple species, in this paper, we study a system consisting of three competitive species, modeled by the Lotka-Volterra system with diffusion, which is non-cooperative. After suitable non-dimensionalization, the system reads        ∂ t u 1 − d 1 ∂ xx u 1 = r 1 u 1 (1 − u 1 − a 12 u 2 − a 13 u 3 ) in (0, ∞) × R, ∂ t u 2 − ∂ xx u 2 = u 2 (1 − a 21 u 1 − u 2 − a 23 u 3 ) in (0, ∞) × R, ∂ t u 3 − d 3 ∂ xx u 3 = r 3 u 3 (1 − a 31 u 1 − a 32 u 2 − u 3 ) in (0, ∞) × R, u i (0, x) = u i,0 (x) on R, i = 1, 2, 3,
where the quantity u i (t, x) represents the population density of the i-th competing specie at time t and location 8
x. The positive constants d i and r i denote the diffusion coefficient and intrinsic growth rate of u i , and positive 9 constant a ij is the competition coefficient of species u j to u i . Throughout this paper, we enforce the following 10 condition on parameters: 11 (H) a 21 < 1 < a 12 and a 31 + a 32 < 1.
Then we define the maximal and minimal spreading speeds as follows (see, e.g. [28, Definition 1.2], for related concepts associated to a single-species model): In our previous papers [43, 44] , we have demonstrated how to determine the spreading speeds of the two 11 faster species u 1 and u 2 . In this paper, we further determine the speed of the third species, based on the following 12 hypothesis:
13 3 (H c1,c2,λ3 ) There exist c 1 > c 2 > 0 such that c 1 = c 1 = c 1 and c 2 = c 2 = c 2 , and that 0 < lim inf x→∞ e λx u 3,0 (x) ≤ lim sup x→∞ e λx u 3,0 (x) < ∞ in case λ 3 ∈ (0, ∞), u 3,0 (x) is compactly supported in case λ 3 = ∞.
The hypothesis (H c1,c2,λ3 ) is verified in Appendix A when the initial date are compactly supported or exponen-1 tially decaying at infinity. Our main result can be stated as follows.
2 Theorem 1.1. Let (u 1 , u 2 , u 3 ) be any solution of (1.1) such that (H c1,c2,λ3 ) holds for some c 1 > c 2 > 0 and λ 3 ∈ (0, ∞]. Assume
.
(1.8)
Then β 3 ∈ [2 d 3 r 3 (1 − a 31 − a 32 ), s nlp (c 1 , c 2 , λ 3 )] and β 3 ≤ c 3 ≤ c 3 ≤ max{s nlp (c 1 , c 2 , λ 3 ), c 3,LLW }.
(1.9)
If, in addition, s nlp (c 1 , c 2 , λ 3 ) ≥ c 3,LLW , then the spreading speed of u 3 can be fully determined by
Furthermore, for each small η > 0, the following spreading results hold:
The main difficulty in determining the spreading speed of the slowest species u 3 is the lack of monotonicity 3 of the full system. To this end, we will use the second species u 2 to control the first species u 1 and use a 4 bootstrapping method to improve the estimate step by step. Theorem 1.1 implies that the estimate (1.9) is sharp 5 in case s nlp (c 1 , c 2 , λ 3 ) ≥ c 3,LLW , some sufficient conditions for which are given in Section 5.2. 6 We also determine the asymptotic profile of u 3 in the final zone {(t, x) : x < c 3 t}, and give explicit formulas 7 of s nlp (c 1 , c 2 , λ 3 ) by solving (1.4 ). These are contained in Sections 4 and 5, respectively. 8 Proposition 1.2. Let (u 1 , u 2 , u 3 ) be a solution of (1.1) with the initial data satisfying u 3,0 ≡ 0. Suppose that a 13 , a 23 > 1. Then for each small η > 0, lim t→∞ sup 0<x<(c 3 −η)t (|u 1 (t, x)| + |u 2 (t, x)| + |u 3 (t, x) − 1|) = 0.
(1.10) Proposition 1.3. Let s nlp (c 1 , c 2 , λ 3 ) be defined by (1.5) for given c 1 > c 2 > 0 and λ 3 ∈ (0, ∞]. Then
for ζ 1 > c2 2d3 , a 31 < a 32 , and λ nlp1 ≤ r3(1−a32) d3 ,
and (i) a 31 < a 32 or (ii) a 31 ≥ a 32 and ζ 1 + ζ 2 < c2 d3 , 2 d 3 r 3 (1 − a 32 ) otherwise,
(1.12) Proposition 1.3 shows that, while the spreading speed s nlp is unaffected by the decays λ 3 of u 3,0 in case 1 λ 3 ≥ c1 2d3 , the speed s nlp is a non-increasing function of λ 3 in case λ 3 < c1 2d3 . In this subsection, we present some numerics to illustrate our main results. First, we shall verify Theorem Set r 1 = r 3 = 1, d 1 = 1.5, d 3 = 0.2, a 12 = 1.2, a 21 = 0.3, a 31 = 0.1, a 13 = 1.1, a 32 = 0.4, a 23 = 1.1. Given compactly supported initial value of u 1 , u 2 , by applying Theorem A.4, we deduce the assumption (H c1,c2,λ3 ) is satisfied with
We consider two cases when λ 3 = 0.8 and λ 3 = 10, under which the speed s nlp can be calculated as follows, 6 where we need to recall definitions in (1.12).
7
(a) For λ 3 = 0.8, by the facts that (i) λ 3 = 0.8 < c1 2d3 ≈ 6.1237; (ii) ζ 1 ≈ 0.7532 < c2 2d3 ≈ 4.2775; (iii) λ nlp2 ≈ 0.5465 < r3(1−a32) d3 ≈ 1.7321, we may apply Proposition 1.3 to derive that s nlp = d 3 λ nlp2 + r 3 (1 − a 32 ) λ nlp2 ≈ 1.2072;
(b) For λ 3 = 10, in view of (i) λ 3 = 10 > c1 2d3 ≈ 6.1237; (ii) ζ 1 ≈ 5.4166 > c2 2d3 ≈ 4.2775; (iii) λ nlp1 ≈ 5.5022 > r3(1−a32) d3 ≈ 1.7321, again we use Proposition 1.3 to give s nlp = 2 d 3 r 3 (1 − a 32 ) ≈ 0.6928.
Observe that 2 d 3 r 3 (1 − a 32 (1 − a 21 )) ≈ 0.7589 ≤ c 3,LLW ≤ 2 √ d 3 r 3 ≈ 0.8944, so that s nlp > c 3,LLW when λ 3 = 0.8 and s nlp < c 3,LLW when λ 3 = 10. A direct application of Theorem 1.1 yields that c 3 = c 3 = s nlp ≈ 1.2072 for λ 3 = 0.8, It is shown that for the case (d) when a 13 = a 23 = 1.1 > 1, the solutions of (1.1) behave as predicted by 3 Proposition 1.2, i.e., species u 1 and u 2 are driven to extinction behind the spreading of u 3 , while for the case (a) 4 when a 13 = 1.1 ≈ 1 and a 23 = 0.9 ≈ 1, species u 2 and u 3 may co-exist, and for the case (b), species u 1 and u 3 5 may co-exist. Figure 2: Asymptotic behaviors of solutions of (1.1) with different a13 and a23, where the other parameters is chosen by r1 = r3 = 1, d1 = 1.5, d3 = 0.45, a12 = 1.2, a21 = 0.4, a31 = 0.2, a32 = 0.4. In case (a), a13 = 1.1 and a23 = 0.9; In case (b), a13 = 0.9 and a23 = 1.1; In case (c), a13 = 0.5 and a23 = 0.7; In case (d), a13 = 1.1 and a23 = 1.1. Besides, the initial value is set as u1,0 = χ [0,10] , u2,0 = χ [0,10] , u3,0 = χ [0,10] .
Definition 2.1. We say that a lower semicontinuous (lsc) functionρ is a viscosity super-solution of (2.1) ifρ ≥ 0 in (0, ∞), and for all test
We say that a upper semicontinuous (usc) functionρ is a viscosity sub-solution of (2.1) if for all test functions
Finally,ρ is a viscosity solution of (2.1) if and only ifρ is a viscosity super-solution and sub-solution of (2.1).
19
The functionsR * andR * appeared above denote respectively the upper semicontinuous (usc) and lower semicontinuous (lsc) envelope ofR. Precisely,
We now present a comparison result associated with (2.1).
20
Lemma 2.1. Fix any c b ∈ (0, ∞]. Let ρ and ρ be a pair of viscosity super-and sub-solutions of (2.1) such that
Proof. If (0, c b ) is a bounded interval, then Lemma 2.1 is a direct consequence of [58, Theorem 2]. It remains to consider the case c b = ∞. To this end, we first claim that w(t, x) = tρ x t and w(t, x) = tρ x t are a pair of viscosity super-and sub-solutions of
where the definitions of viscosity super-and sub-solutions for (2.3) can be referred to [4, Sect. 6.1].
1
Observe that w and w are respectively lower and upper semicontinuous by definitions of ρ and ρ. Let us verify w is a viscosity sub-solution of (2.3). Suppose w − ϕ attains a strict local maximum at (t 0 , x 0 ) such that w(t 0 , x 0 ) > 0. Since w(t, x) = tρ( x t ), we deduce that ρ( x0 t0 ) > 0 and τ → τ t 0 ρ( x0 t0 ) − ϕ(τ t 0 , τ x 0 ) has a strict local maximum at τ = 1, so that letting s 0 = x0 t0 we have
. It can be verified that ρ(s) − φ(s) takes a strict local maximum point s 0 = x0 t0 and ρ(s 0 ) > 0. Moreover, by (2.4), we arrive at
(2.5)
Hence at the point (t 0 , x 0 ), direct calculation yields that
where the last inequality is due to the fact that ρ is a viscosity sub-solution of (2.1). Hence w is a viscosity 2 sub-solution of (2.3). By a quite similar argument, we can deduce w is a viscosity super-solution of (2.3).
3
Then we can verify the boundary condition
by the following calculations:
where we used (2.2). Therefore, we apply [44, Theorem A.1] to deduce that
The proof is completed.
4
Hereafter, we defineR =r − g(s) for any positive constantr and bounded function g. That is, we consider 
Proof. We divide the proof into the following two parts by separating the casesλ ∈ (0, ∞) andλ = ∞.
Part I. In this part, we prove Lemma 2.2 whenλ ∈ (0, ∞), which depends on the construction of viscosity 5 super-and sub-solutions.
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Step 1. We show that there exists the unique viscosity solutionρ of (2.6) in [c g , ∞), and assertions (a) and (b) 7 hold. 8 We first define ρ 1 ∈ C(0, ∞) by
Then it is straightforward to verify that ρ 1 is a viscosity sub-solution (in fact a viscosity solution) of
In view of g ≥ 0, we conclude that ρ 1 is a viscosity sub-solution of (2.6).
11
Denote g max = max sup (0,∞)×R g,
. We define ρ 1 ∈ C(0, ∞) by 12 (i) Ifλ > cg 2d , then
. 14 We shall verify ρ 1 defined above is a viscosity super-solution of (2.6) for case (i), and then a similar verification can be made for case (ii). By definition of g max , it suffices to check ρ 1 is a viscosity super-solution to min{ρ − sρ ′ +d|ρ ′ | 2 +r − g max χ {0<s<cg } , ρ} = 0 in (0, ∞).
(2.7)
By construction, ρ 1 is continuous and nonnegative in [0, ∞). It is easily seen that ρ 1 is a classical (and thus 1 viscosity) solution to (2.7) whenever s = c g . It remains to consider the case when ρ 1 − φ attains a strict local 2 minimum at s = c g , where φ ∈ C 1 (0, ∞) is any test function.
3
Hence, at s = c g , (note that (r − g max χ {0<s<cg } ) * =r at s = c g )
Hence ρ 1 is a viscosity super-solution of (2.7), and thus of (2.6).
4
Therefore, ρ 1 and ρ 1 defined above are a pair of super-and sub-solutions of (2.6). Observe from the expres-5 sions of ρ 1 and ρ 1 that ρ 1 = ρ 1 in [c g , ∞) and satisfies assertions (a) and (b), which turns out to be a viscosity 6 solution of (2.6) in [c g , ∞). In what follows, we shall prove the uniqueness in [c g , ∞).
7
Letρ be any viscosity solution of (2.6). It suffices to show
To apply Lemma 2.1, we shall verify ρ 1 (0) ≤ρ(0) ≤ ρ 1 (0) by the following calculations: for the caseλ > cg 2d ,
where the first inequality is due toλ 1 ≤ 0, and similar verification can be performed for the caseλ ≤ cg 2d .
8 Therefore, by Lemma 2.1, we deduce (2.8).
Step 1 is thus completed.
9
Step 2. By Step 1, to complete Part I, it remains to show min{ρ − sρ ′ +d|ρ ′ | 2 +r − g(s), ρ} = 0 in (0, c g ),
has the unique viscosity solution, whereρ(c g ) is determined in Step 1 bŷ
. The existence can be ensured by [15, Theorem 2], and the uniqueness is a direct consequence of Lemma 2.1.
10
Therefore, Part I is completed.
11
Part II. We prove Lemma 2.2 for the caseλ = ∞.
12
First, we show that for any viscosity solutionρ of (2.6) withλ = ∞,
(2.10)
To do so, we shall adopt the same strategy as in Part I by constructing suitable viscosity super-and subsolutions of (2.6). For any λ > r d , we define ρ λ ∈ C(0, ∞) by 
where letting λ → ∞, together with the expression of ρ λ in (2.11), giveŝ
To proceed further, for any ǫ > 0 and s 0 > c g , we define ρ ǫ,s0 ∈ C([0, s 0 ]) by
(2.13)
is defined in Part I. Similar to Part I, it can be verified that ρ ǫ,s0 defines a viscosity super-solution of (2.6) in (0, s 0 ) for each s 0 > c g . By (2.9), we can check
once again we apply Lemma 2.1 with c b = s 0 to get
Letting ǫ → 0 and then s 0 → ∞, we havê
which, together with (2.12), implies (2.10). 1 Finally, for s ∈ [0, c g ], analogue to Step 2 in Part I, we can get the unique viscosity solution of (2.6). The 2 proof of Lemma 2.2 is now completed.
3 Theorem 2.3. Assume (H g ) holds. Fix anyλ ∈ (0, ∞]. Letw(t, x) be a viscosity super-solution (resp. subsolution) of
Then we havew
whereρ defines the unique viscosity solution of (2.6).
4
Proof. For the caseλ ∈ (0, ∞), since tρ x t is a viscosity solution to (2.14), which can be verified as in Lemma In such a case,w(t, x) is a viscosity super-solution (resp. sub-solution) of
(2.15)
Here the initial condition is to be understood in the sense thatw(t, x) → ∞ if (t, x) → (0, x 0 ) for some x 0 > 0.
Step 1. Letw(t, x) be a viscosity super-solution of (2.15). We show
We first provew(t, x) ≥ tρ x t for x ≥ c g t, where c g is given by (H g ). Recall from Part II in the proof of Lemma 2.2 that ρ λ defined by (2.11) is a viscosity sub-solution to
for all λ > r d , whence, by a standard verification as in Lemma 2.1, we may conclude that tρ λ x t is a viscosity sub-solution to (2.15). Observe that tρ λ (0) = 0 ≤w(t, 0) and lim t→0 tρ λ x t = λx ≤w(0, x).
We may apply [44, Theorem A.1] to deduce that for all λ > r d ,
(2.16) By Lemma 2.2, we deduce that
To complete Step 1, it remains to showw(t, x) ≥ tρ x t for 0 ≤ x ≤ c g t. Note thatw is a viscosity super-solution of min{∂ t w +d|∂ x w| 2 +r − g x t , w} = 0 for 0 < x < c g t, w(t, 0) = 0, w(t, c g t) = tρ (c g ) for t ≥ 0,
(2.17) while, by direct verification, tρ x t defines a viscosity solution to (2.17). Once again we apply [44, Theorem 3 A.1] to derive thatw(t, x) ≥ tρ x t for 0 ≤ x ≤ c g t as desired, which completes Step 1.
Step 2. Letw(t, x) be a viscosity sub-solution of (2.15). We show
Observe that for any ǫ > 0 and s 0 > c g , ρ ǫ,s0 given by (2.13) is a viscosity super-solution to
We may verify easily that tρ ǫ,s0
x t is a viscosity super-solution to (2.15) for 0 < x < s 0 t. By [44, Theorem A.1] again, we arrive atw
whereby letting ǫ → 0 and then s 0 → ∞ (as in the proof of Lemma 2.2), and noting that ρ ǫ,s0 (s) → s 2 4d −r = ρ(s) for s ∈ [c g , ∞), we may deduce that
Then the fact thatw(t, x) ≤ tρ x t for 0 ≤ x ≤ c g t can be proved by the same arguments as in Step 1.
Step 2 is 
Suppose that there exists someμ > 0 such that
Then there exists sĉ such that
Here c 3,LLW is defined in Definition 1.1 and
The proof of Lemma 2.5 can be found in [43, Lemma 2.4] and is thus omitted.
9
Remark 2.6. We mention that λ 3,LLW defined above satisfies
Proof of Theorem 1.1 10
For ease of reading, we suggest the readers to skip the following table and only refer to it when a specific 11 object is being used.
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This section is devoted to the proof of Theorem 1. Proposition 3.1. Let the assumptions in Theorem 1.1 hold. Then c 3 < c 2 < c 1 and for each small η > 0, the following spreading results hold:
To prove Theorem 1.1, we shall apply the idea of large deviation and introduce a small parameter ǫ via the following scaling:
Under the scaling above, we rewrite the equation of u 3 in (1.1) as
To obtain the asymptotic behaviors of u ǫ 3 as ǫ → 0, the basic idea is to consider the WKB-transformation given by w ǫ
which satisfies the following equation:
(3.4)
The link between the convergence of w ǫ 3 and u ǫ 3 as ǫ → 0 can be established by the following lemma:
In particular, lim inf
Proof. The proof is analogous to [44, Lemma 3.1] and we omit the details.
Next, we will pass to the (upper and lower) limits of w ǫ 3 by using the half-relaxed limit method, due to Barles and Perthame [6] . More precisely, we define
Remark 3.3. Let w * 3 and w 3, * be defined in (3.5). Then
Indeed, by definitions (3.2) and (3.3), (3.6) is due to the following observation:
The following lemma, of which the proof can be found in [43, Lemma 3.2] and [44, Lemma 3.2], says that 2 w * 3 and w 3, * are well-defined.
Remark 3.5. By comparison, it is easily seen that lim t→∞ u 3 (t, 0) ≥ (1 − a 31 − a 32 )/2 > 0, whence by definition (3.5), we arrive at w * 3 (t, 0) = w 3, * (t, 0) = 0 for t ≥ 0. Also, if λ 3 ∈ (0, ∞), then one can take t = 0 and then ǫ → 0 in (3.7) to deduce
Definitions and preliminaries 5
Recall that we have fixed throughout the entire section d i , r i , a ij and the initial conditions u i,0 in such a way that (H) holds and (H c1,c2,λ3 ) holds for some c 1 > c 2 > 0 and λ 3 ∈ (0, ∞] satisfying (1.8). We proceed to define the several quantities based on the following quantities d 3 , r 3 , a 21 , a 31 , a 32 , c 3,LLW , c 1 , c 2 , λ 3 .
Definition of ρ
as the unique viscosity solution of the variational inequality 
for some s 0 ≥ 2 d 3 r 3 (1 − a 31 − a 32 ) depending on µ and c 1 , c 2 , which are given in (H c1,c2,λ3 ).
4
Proof.
Step 1. We prove the continuity and monotonicity of ρ µ nlp in µ.
5
Given any 0 ≤ µ 1 ≤ µ 2 ≤ 1, let ρ µ1 nlp and ρ µ2 nlp be the viscosity solutions of (3.8) with µ = µ 1 and µ = µ 2 , respectively. It suffices to show that
To do so, we first apply Lemma 2.2 with c g = c 1 to deduce that
It remains to prove (3.10) for s ∈ [0, c 1 ]. In such a case, ρ µ1 nlp defines the unique viscosity solution of
(3.11)
It is straightforward to check that ρ µ2 nlp and ρ µ2 nlp − r 3 a 31 (µ 2 − µ 1 ) are respectively viscosity super-and sub-6 solutions to (3.11). Since the boundary conditions can be verified readily, by comparison arguments in Lemma 7 2.1, we can derive (3.10).
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Step 2. We show that ρ µ nlp is non-decreasing in s ∈ [0, ∞).
We argue by contradiction by assuming that there exists some s 0 ∈ (0, ∞) such that ρ µ nlp − 0 attains a local maximum at s 0 and ρ µ nlp (s 0 ) > 0. By definition of viscosity solutions (see Definition 2.1 and [4, Proposition 3.1]), we have
Step 2 is completed.
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Step 3. We show that ρ µ
Observe that ρ 2 (s) := max{ s 2 4d3 −r 3 (1−a 31 −a 32 ), 0} is continuous and satisfies ρ 2 ≥ 0 and ρ 2 is a classical super-solution for (3.11) whenever s ∈ 2 d 3 r 3 (1 − a 31 − a 32 ). Let φ ∈ C 1 (0, ∞) be any test function such that ρ 2 − φ attains a strict local minimum atŝ = 2 d 3 r 3 (1 − a 31 − a 32 ). Then at s =ŝ, direct calculation yields
16 Therefore, ρ 2 defined above is a viscosity super-solution of (3.11). 1 Observing also that
we apply comparison principle (Corollary 2.4) to complete Step 3.
2
Since ρ µ nlp is non-negative, non-decreasing in s and ρ µ nlp (0) = 0, we deduce (3.9) for some
We define α 3 = 2 √ d 3 r 3 and
Lemma 3.7. Let β µ 3 be defined by (3.13). Then we have
Proof. By definition of c 3,LLW in Definition 1.1 and the assumption (1.8), it obviously follows that c 3,LLW ≤ 9 α 3 ≤ σ 3 < c 2 . To prove (3.14), it remains to show s µ nlp ≤ σ 3 .
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To do so, we define ρ 2 as the unique viscosity solution of
which is clearly a viscosity sub-solution of (3.8). We apply Corollary 2.4 to deduce that
A direct application of Lemma 2.2 for (3.15) with c g = σ 3 and g = 0, yields 
and s µ nlp is defined by (3.12).
follows from a similar argument. To prove this, let us argue by contradiction by assuming that
It is straightforward to verify that ρŝ is a viscosity sub-solution of (3.18).
(It is in fact a viscosity solution of (3.18).) By Lemma 2.1 again, we deduce that
Therefore, we deduce that
where the first equality follows by definition (3.12) of s µ nlp . This implies that s µ nlp ≤ŝ, a contradiction. Lemma 2 3.9 is proved. For given ℓ > 0, we define
(3.20)
, then ρ µ ℓ defines the unique viscosity solution of (3.20).
Proof. We first verify that ρ µ ℓ is a viscosity sub-solution of (3.20). For this, we rewrite ρ µ ℓ by
. Take a sequence {g j } of smooth functions satisfying g j (r) ր min{r, 0} and
Next, we claim ρ µ ℓ,j is a viscosity sub-solution of (3.20). Indeed, in the region {s :
as desired, where we used (3.21) in the first inequality and convexity of d 3 |s| 2 in the second inequality. By the 1 stability property of viscosity sub-solutions [4, Theorem 4.1], we may let j → ∞ to deduce that ρ µ ℓ is a viscosity 2 sub-solution of (3.20), observing that the boundary conditions are satisfied. Proof of Theorem 7.1]). Since ρ µ ℓ is already a viscosity sub-solution, it is therefore a viscosity solution. Finally, 6 the uniqueness is a consequence of Lemma 2.2.
where β µ 3 < c 2 (as proved in Lemma 3.7) and
Remark 3.11. By construction of ν µ 2 (ĉ) and ν µ 3 , we can rewrite β µ 3 as
(3.25) 
In such a case, by (3.25), direct calculation yields
follows from (3.27). In this subsection, we show that
given in (3.13) and w 3, * is defined by (3.5). See Proposition 3.15 below.
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Lemma 3.13. Let (u 1 , u 2 , u 3 ) be any solution of (1.1) with the initial data satisfying (H c1,c2,λ3 ). 
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Proof. Observe from (3.28) that w 3, * (1,ĉ) > 0 so that (by definition (3.5) of w 3, * ) we have u 3 (t,ĉt) → 0 as t → ∞, i.e.,ĉ ∈ (c 3 , c 2 ]. By (3.1c) in Proposition 3.1, we may choose a sequenceĉ j ∈ (c 3 , c 2 ) such thatĉ j →ĉ as j → ∞ and
with the initial-boundary condition u 2 = min u 2 , 1 − a 21 2 and u 3 = u 3 on ∂{(t, x) : t > t 0 , x ∈ {0,ĉ j t}}.
By (3.29), we have lim t→∞ u 2 (t,ĉ j t) = 1−a21 2 . Obviously, (u 2 , u 3 ) defined by (1.1) is a super-solution of (3.30), so that by comparison we derive that u 2 ≥ u 2 and u 3 ≤ u 3 for 0 ≤ x ≤ĉ j t, t ≥ t 0 .
20
By definition of w 3, * in (3.5) and w ǫ 3 (1,ĉ j ) = −ǫ log u ǫ 3 (1,ĉ j ), for each small ǫ > 0, we have
We may apply Lemma 2.5 to (u 2 , u 3 ) to yield
Here sĉ j can be expressed by
where 0 < λ 3,LLW ≤ r 3 (1 − a 32 (1 − a 21 ))/d 3 is the smaller positive root of λc 3,LLW − d 3 λ 2 − r 3 (1 − a 31 (1 − a 21 )) (see Remark 2.6). Hence, we have c 3 ≤ sĉ j for each j. In view of w 3, * (1,ĉ) ≥ ρ µ nlp (ĉ), we arrive atμ j → ρ µ nlp (ĉ) as j → ∞, since ρ µ nlp is continuous and w 3, * is lower semicontinuous. Therefore, letting j → ∞, we obtain c 3 ≤ sĉ, where sĉ is given by
where we used definition (3.23) of ν µ 2 (ĉ). It remains to verify sĉ ≤ s µ (ĉ). In this case, we use Remark 2.6 to derive
Completing the square, λ 3,LLWĉ − d 3 (λ 3,LLW ) 2 ≤ĉ 2 4d3 and we arrive at
, whence we can invoke (3.26) and the second part of (3.32) to derive
(3.34)
Comparing (3.33) and (3.26), we get
By (3.23) and Remark 2.6, respectively, we have
i.e., ν µ 2 (ĉ) and λ 3,LLW belong to the interval I = (0,ĉ 2d3 ]. By the monotonicity of s →ĉs − d 3 s 2 in I, we deduce from (3.35) that ν µ
Next, we verify sĉ ≤ s µ (ĉ) by dividing into the following two cases.
, then since ν µ 2 (ĉ) ≤ ν µ 3 in (3.37), it follows from (3.22) and (3.34) that 2 sĉ = s µ (ĉ) as desired;
, then s µ (ĉ) = β µ 3 by (3.22). We directly calculate that
where we used (3.25) and (3.34) for the second equality, and r3
The proof is thereby completed.
6
Next, define
where ρ µ nlp is the unique viscosity solution of (3.8). We establish in the next two propositions that c 3 ≤ β µ 3 for 7 all µ ∈ E. Proof. Fix µ ∈ E and define
(3.39)
First we observe that D µ is closed, since ρ µ nlp is continuous and w 3, * is lower semicontinuous. Also, D µ is non-empty by the hypothesis c 2 ∈ D µ (which is in fact equivalent to µ ∈ E). Defineĉ = inf D µ , thenĉ ∈ D µ andĉ ∈ [β µ 3 , c 2 ]. Suppose, for contradiction, that Proposition 3.14 fails. Then we havê c ∈ (β µ 3 , c 2 ] and c 3 > β µ 3 .
Step 
13
To derive a contradiction toĉ = inf D µ , we will find some δ = δ(ĉ) > 0 such thatĉ − δ ∈ D µ in the 14 following three steps. 1 Step 2. We show that w 3, * (1, s) ≥ ρ 1 (s) for all s ∈ [s µ (ĉ),ĉ], where ρ 1 defines the viscosity solution of (for uniqueness see Lemma 2.1)
ρ(s µ (ĉ)) = 0, ρ(ĉ) = ρ µ nlp (ĉ).
(3.40)
By
Step 1, we have c 3 ≤ s µ (ĉ). Thus applying (3.1b) and (3.1c) in Proposition 3.1 yields lim inf
Letting ǫ → 0 in (3.4) and use Remark 3.5, it is standard [4, Sect. 6.1] to see that w 3, * is a viscosity super-solution of We claim that w 3, * is a viscosity super-solution of
First, we check the boundary conditions. Indeed, w 3, * (t, s µ (ĉ)t) ≥ 0 and
hold, where the first equality follows from (3.6) in Remark 3.3, and the last inequality fromĉ ∈ D µ . Next, observe that the first part of (3.42) is the restriction of (3.41) to a subdomain, as
As a result, w 3, * , being a super-solution of (3.41), automatically qualifies as a super-solution of (3.42). Then we may apply Theorem 2.3, which exploits the connection between (3.40) and (3.42), to deduce that
Step 2 is thus completed.
5
Step 3. To proceed further, we show
where we define (consistently with definition of ν 1 (ℓ) in (3.19))
Since s µ (ĉ) > β µ 3 according to Step 1, by (3.22) we deduce that s µ (ĉ) = d 3 ν µ 2 (ĉ) + r3(1−a32(1−a21)) ν µ 2 (ĉ) and moreover that ν µ
This, together with (3.27) in Remark 3.11, implies that
(Note that ρ µ nlp (ĉ) > 0 sinceĉ > β µ 3 ≥ s µ nlp .) We have proved (3.43).
6
Step 4. We show that there exists some δ > 0 such thatĉ−δ ∈ D µ , which contradictsĉ = inf D µ and completes 7 the proof of Proposition 3.14.
1
23
First, we apply Lemma 3.10 with ℓ ′ =ĉ, ℓ = s µ (ĉ) to conclude that
is a viscosity sub-solution of (3.40), where ν µ 4 (ĉ) = ν 1 (s µ (ĉ)) is defined in (3.44). See Figure 3 for a typical profile of ρ 3 . Since ρ 1 is a viscosity solution of (3.40) by definition, we can apply comparison principle (Lemma 2.1) to deduce that
(3.45) By (3.43), it follows by continuity that there exists δ ∈ (0,ĉ − s µ (ĉ)) such that
where the first inequality follows from Step 2, and the second one from (3.45). Sinceĉ ∈ D µ , we already have
Taking (3.46) into account, we thus arrive atĉ − δ ∈ D µ , a contridiction.
3
Step 4 is thereby completed and Proposition 3.14 thus follows. We improve Proposition 3.14 by removing one alternative in its conclusion.
5
Proposition 3.15. Let the initial data of (1.1) satisfy (H c1,c2,λ3 ). If µ ∈ E (i.e., w 3, * (1, c 2 ) ≥ ρ µ nlp (c 2 )), then
where β µ 3 = max{s µ nlp , c 3,LLW } with s µ nlp given by (3.12).
6
Proof. If Proposition 3.15 fails, i.e., c 3 > β µ 3 , then by Proposition 3.14, we have Therefore, we reach c 3 ≤ β µ 3 , a contradiction. This completes the proof. 
Bootstrapping up to µ = 1
We proceed to prove c 3 ≤ β 3 in this section, where β 3 = max{s nlp , c 3,LLW }. In view of Proposition 3.15 3 (see also Remark 3.8), it is enough to show that 1 ∈ E. We will argue with a continuity argument.
4
Lemma 3.16. Let the initial data of (1.1) satisfy (H c1,c2,λ3 ). Then 0 ∈ E.
5
Proof. Observe from (3.1c) in Proposition 3.1 that lim inf
By a standard verification, we assert that w 3, * is a viscosity super-solution of
where λ 3 ∈ (0, ∞] is given in (H c1,c2,λ3 ), and the boundary conditions have been verified in Remark 3.5. A direct application of Theorem 2.3 yields
where ρ 4 (s) is the unique viscosity solution of
(3.49)
We recall from (3.8) that ρ 0 nlp defines the unique viscosity solution of (3.50)
Regarding (3.49) and (3.50), we apply Lemma 2.2 with c g = c 2 and g = r 3 a 32 χ {c3<s<c2} or g = r 3 a 32 χ {s≤c2} to deduce that ρ 4 (c 2 ) = ρ 0 nlp (c 2 ), by which we deduce from (3.48) that w 3, * (1, c 2 ) ≥ ρ 4 (c 2 ) = ρ 0 nlp (c 2 ), so that 0 ∈ E by definition of E in 6 (3.38).
7
We now state the main result of this section.
8
Proposition 3.17. Let the initial data of (1.1) satisfy (H c1,c2,λ3 ). Then
where β 3 = max{s nlp , c 3,LLW } with s nlp = s µ nlp µ=1 , and s µ nlp is given by (3.12).
9
Remark 3.18. By Proposition 3.17, c 3 ≤ β 3 = max{s nlp , c 3,LLW }. Hence species u 1 is controlled by species u 2 in the region {(t, x) : β 3 t ≤ x ≤ c 2 t} for t ≫ 1. Precisely, one may apply (3.1a)-(3.1c) in Proposition 3.1 to deduce that lim sup
Proof of Proposition 3.17. In order to apply Proposition 3.15, we will show 1 ∈ E by a continuity argument.
First, we claim that E is closed and non-empty. First, it is closed since ρ µ nlp (c 2 ) is continuous in µ (see Lemma 1 3.6). Next, E is non-empty because of 0 ∈ E, which is proved in Lemma 3.16. 
where the second inequality follows from (3.52). Letting ǫ → 0 in (3.4) and use Remark 3.5, we may check that w 3, * is a viscosity super-solution of
where R 3 (s) = r 3 (1 − a 31 χ {c2<s<c1} − a 32 χ {s µ M nlp <s<c2} ). By Theorem 2.3 once again, we may deduce that In what follows, we will show that there exists some µ ♯ ∈ (µ M , 1) such that µ ♯ ∈ E. This is in contradiction 4 to µ M = sup E.
5
Step 1. We choose some µ ♯ ∈ (µ M , 1) such that
Indeed, notice that s µM nlp > c 3,LLW ≥ α 3 √ 1 − a 32 . By Lemma 3.9 and definition of λ µM nlp there, we arrive at
Hence, from the continuity of ρ µ nlp in µ stated in Lemma 3.6, we may choose µ ♯ ∈ (µ M , 1) to be sufficiently 6 close to µ M , so that (3.56) holds. 1 Step 2. Let µ ♯ ∈ (µ M , 1) be chosen as in Step 1. We claim that µ ♯ ∈ E, which contradicts the definition of µ M .
2
Observe from Lemma 3.10 that
is a viscosity sub-solution of
is as defined in Step 1. By (3.56) in Step 1, there exists some δ > 0 such that
Then we define
(3.57)
nlp is a viscosity sub-solution of (3.55) in (c 2 − δ, ∞), and that ρ 6 is a viscosity sub-solution 3 of (3.55) in (s µM nlp , c 2 ). Since viscosity solution is a local property, we deduce that ρ 7 (as given in (3.57)) is a 4 viscosity sub-solution of (3.55) in the entire region (s µM nlp , ∞). This, together with (3.54), implies that Lemma 3.19. Let the initial data of (1.1) satisfy (H c1,c2,λ3 ). Then
where ρ nlp is defined as the unique viscosity solution of (1.6).
Proof. Using Remark 3.18 and Proposition 3.1, we have lim sup
and lim sup
Letting ǫ → 0 in (3.4) and use Remark 3.5 to verify boundary conditions, it is standard to verify that w * 3 is a viscosity sub-solution of
where R was defined below (1.6) as
Once again we apply Theorem 2.3 to deduce that
In particular, w * 3 (1, s) ≤ ρ nlp (s) for s ∈ (0, ∞). Lemma 3.19 is thus proved.
3
We now establish the lower bound of c 3 .
4
Proposition 3.20. Let the initial data of (1.1) satisfies (H c1,c2,λ3 ). Then
where β 3 is given by (1.7) . Since 0 ≤ u i ≤ 1 for all (t, x) and i = 1, 2,
We may apply Lemma 3.2 to deduce that
This implies c 3 ≥ β 3 , and Step 1 is completed.
3
Step 2. We claim β 3 ≥ α 3 √ 1 − a 31 − a 32 . Step 3. We claim β 3 ≤ s nlp .
5
It is straightforward to check that ρ nlp = ρ µ nlp µ=1 (as given by (3.8) with µ = 1) is a viscosity sub-solution of (1.6). By Corollary 2.4 once again we get
By definition of β 3 and s nlp (see (1.7) and (3.12) with µ = 1), we deduce β 3 = sup{s : ρ nlp (s) = 0} ≤ sup{s : ρ nlp (s) = 0} = s nlp .
(3.58)
Step 4. We show β 3 = s nlp if s nlp ≥ c 3,LLW .
6
Assume s nlp ≥ c 3,LLW , then β 3 = s nlp . It suffices to show that ρ nlp is a viscosity solution of (1.6). If that 7 is the case, then by uniqueness (see Lemma 2.2) we deduce that ρ nlp = ρ nlp in [0, ∞). Hence equality holds in 8 (3.58), and we derive β 3 = s nlp .
9
To show that ρ nlp is a viscosity solution of (1.6), note that since ρ nlp is already a viscosity sub-solution of (1.6), it is enough to verify that it is a viscosity super-solution of (1.6) in (0, ∞). To this end, suppose that ρ nlp − φ attains a strict local minimum at s 0 > 0. Since ρ nlp ≥ 0, it suffices to show that Since R 1 (s) is continuous at the point β 3 ∈ (0, c 2 ), we have
If s 0 ≥ s nlp , then noting that β 3 = s nlp (which is due to s nlp ≥ c 3,LLW ), we have s 0 ≥ β 3 . Then (3.59) 10 follows from (3.60) and the fact that w nlp is a viscosity solution of (3.8).
11
If s 0 < s nlp , then by definition of s nlp , ρ nlp (s) vanishes in a neighborhood of s 0 , so that φ ′ (s 0 ) = 0, and thus
i.e., (3.59) holds. Therefore, ρ nlp is a viscosity super-solution of (1.6). This proves Proposition 3.20. where s nlp = s µ nlp µ=1 is defined by (3.12) with µ = 1.
Step 1. For each η > 0, we show there exist some T > 0 and δ > 0 such that
Since u 1 , u 2 ≤ 1, u 3 is a super-solution to
By the classical results in Fisher [21] or Kolmogorov et al.[38] , there exists T ≥ T 0 such that is positive. Then u 3 is a super-solution to the KPP-type equation
such that u 3 (t, x) ≥ δ on the parabolic boundary. By the parabolic maximum principle, we derive (4.1) and
Step 8 1 is completed. 1 Step 2. We show that, if where A = 1 − a 31 B 1 − a 32 B 2 .
2 Suppose that (4.6) fails. Then there exists (t n , x n ) such that c n := x n t n → c ∈ (−σ 3 , c 3 ) and lim n→∞ u 3 (t n , x n ) < A.
(4.7)
Denote (u 1,n , u 2,n , u 3,n )(t, x) := (u 1 , u 2 , u 3 )(t n + t, x n + x). Because of 0 ≤ u i,n ≤ 1 in [−t n , ∞) × R for i = 1, 2, 3, by parabolic estimates we assert that (u 1,n , u 2,n , u 3,n ) is precompact in C 2 loc (K) for each compact subset K ⊂ R 2 . Passing to a subsequence, we assume that u 3,n →û 3 in C 2 loc (R 2 ), which satisfies
where we used (4.5). Observe from (4.1) thatû 3 (t, x) > δ for all (t, x) ∈ R 2 . Let U 3 (t) denote the solution of the logistic ODE
Letting T 1 → ∞, we obtainû 3 (0, 0) ≥ A, so that lim n→∞ u 3 (t n , x n ) ≥ A, which is a contradiction to (4.7).
4
Therefore, (4.6) is established.
5
Step 3. We show that, if lim
Since this is analogous to the arguments in Step 2, we omit the details.
7
Step 4. We show that if a 13 ≥ a 23 > 1, then for each η > 0, We only treat the case a 13 ≥ a 23 > 1 and prove (4.10), as (4.11) follows by switching the roles of u 1 and u 2 . We will define B 1,j , B 2,j , A j inductively by applying Steps 2 and 3. First, define B 1,1 = B 2,1 = 1 and apply Step 2, so that (4.6) holds for A = A 1 = 1 − a 31 − a 32 . Then letting A = A 1 in Step 3, we deduce (4.9) with B i = B i,2 = max{1 − a i3 A 1 , 0} for i = 1, 2. Recurrently, if 1 − a 13 A m > 0 for some m > 1, then 1 − a 23 A m > 0 (by a 13 ≥ a 23 ) and we deduce that
(a 31 a 13 + a 32 a 23 ) n A 1 , (4.12) whence (4.6) holds for A = A m+1 . Notice from (4.12) that A m+1 > A m . We shall claim that there exists some 8 m 0 > 1 such that 1 − a 13 A m0 ≤ 0, and then applying (4.9) in Step 3 with A = A m0 , we deduce (4.10).
9
To this end, we argue by contradiction and assume that 1 − a 13 A m > 0 for all m > 1, so that (4.12) holds 10 for all m. We can reach a contradiction by separating the following two cases:
11
(i) If a 31 a 13 + a 32 a 23 ≥ 1, then by choosing some m 0 ≥ 1 a13A1 , it follows from (4.12) that 1 − a 13 A m0 ≤ 1 1 − a 13 m 0 A 1 ≤ 0, which is a contradiction; 2 31 (ii) If a 31 a 13 + a 32 a 23 < 1, then letting m ր ∞ in (4.12) gives A ∞ = A 1 1 − (a 31 a 13 + a 32 a 23 ) = 1 − a 31 − a 32 1 − (a 31 a 13 + a 32 a 23 )
where the inequality follows from a 13 > 1 and a 23 > 1. Hence, we may choose m 0 so large that 3 1 − a 13 A m0 ≤ 0, which is also a contradiction.
4
Therefore, (4.10) follows.
5
Step 5. We show (1.10).
6
The proof is based on classification of entire solutions of (1.1). We only consider the case a 13 ≥ a 23 > 1, since in the case 1 < a 13 ≤ a 23 , (1.10) can be proved by a same way. By (4.10) in Step 4, it remains to prove
(4.13)
Suppose that (4.13) fails. Then there exists (t n , x n ) such that
As before, we also denote (u 1,n , u 2,n , u 3,n )(t, x) := (u 1 , u 2 , u 3 )(t n + t, x n + x). By parabolic estimates, we may assume that (u 1,n , u 3,n ) converges to (û 2 ,û 3 ) in C 2 loc (R 2 ) by passing to a subsequence. Together with (4.10), (û 2 ,û 3 ) satisfies
with initial data (U 2 , U 3 )(0) = (1, δ), so that (U 2 , U 3 )(∞) = (0, 1) due to a 32 < 1 < a 23 .
7
Analogue to Step 1, by comparison we can arrive at (û 2 ,û 3 )(0, 0) (U 2 , U 3 )(∞) = (0, 1), so that lim n→∞ u 2 (t n , x n ) = 0 and lim n→∞ u 3 (t n , x n ) = 1, which is a contradiction. Therefore, (4.13) is established. The proof of Proposition 1.2 is now complete.
8
Remark 4.1. Let hypothesis (H c1,c2,λ3 ) and (1.8) holds. Assume a 13 > a 31 and a 23 < a 32 (instead of a 13 , a 23 > 1), then we claim that for each small η > 0,
is the unique positive equilibria of the ODE system (1.2). In this case, [11, Proposition 1] 9 can be applied to yield a strictly convex Lyapunov function for the ODE system (1.2). One can then proceed 10 similarly as in [65, Lemma 7.7] to fully classify the positive entire solutions of the three-species competition 11 system (1.1). We omit the details. This section is devoted to determining s nlp defined by (3.12) with µ = 1, and proving Proposition 1.3. Some 1 sufficient conditions to ensure c 3 = c 3 will also be given, i.e., the spreading speed of u 3 can be fully determined.
Proof of Proposition 1.3
We recall here ρ nlp is the unique viscosity solution of (1.4) and the speed s nlp is defined by s nlp = sup{s ≥ 0 : ρ nlp (s) = 0}.
(5.1) By Lemma 2.2 (with c g = c 1 ) one can rewrite ρ nlp explicitly as
where we recall α 3 = 2 √ d 3 r 3 and the definition of ζ 1 from (1.12):
2d3 .
(5.3)
In this way, we can also regard ρ nlp as the unique viscosity solution of
We first give the lower bound of s nlp by the following lemma. 1 Lemma 5.1. Let s nlp be defined by (5.1). Then
Proof. The proof depends on the construction of a viscosity super-solution and an application of Lemma 2.1. We define ρ 3 : [0,
We show ρ 3 is a viscosity super-solution of (5.4). Denoting A = c1−c2 4d3 and B = r3(1−a32) c1−c2 , we can verify ρ 3 is continuous in [0, c 1 ] by the following calculations at s = c 2 :
Observe that ρ 3 is a classical super-solution for (5.4) whenever s ∈ {c 2 , α 3 √ 1 − a 32 }. Since ρ 3 ≥ 0 by construction, it remains to consider the case when ρ 3 − φ attains a strict local minimum atŝ = c 2 orŝ = α 3 √ 1 − a 32 , where φ ∈ C 1 (0, ∞) is a test function. In caseŝ = c 2 , direct calculation at s =ŝ yields that
On the other hand, ifŝ = α 3 √ 1 − a 32 , then at s =ŝ, we have
Therefore, ρ 3 defined above is a viscosity super-solution of (5.4).
3
Notice that ρ nlp (0) = 0 = ρ 3 (0). To apply Lemma 2.1, let us verify
First, by (5.2) we can check easily that ρ nlp (c 1 ) ≤
Then apply comparison principle (Lemma 2.1 with c b = c 1 ) to deduce 
In this case, the unique viscosity solution ρ nlp of (5.4) is given by
where λ nlp2 is defined in (1.12) given by
Remark 5.3. Suppose that (5.6) holds. It is straightforward to check that
so that λ nlp2 is well defined. By direct calculation, we can verify that (5.6) is equivalent to (5.8) and λ nlp2 <
Proof of Proposition 5.2. We divide the proof into the following two steps.
Step 1. We assume (5.6) holds and aim to show s nlp > α 3 √ 1 − a 32 .
4
Denote byρ the right hand of (5.7). We prove thatρ is a viscosity solution of (5.4). By construction,ρ is continuous in [0, c 1 ]. Indeed,ρ is a classical solution for (5.4) whenever s ∈ {c 2 , s nlp }. We claim thatρ is a viscosity super-solution of (5.4). For this purpose, supposeρ−φ attains a strict local minimum at s 0 ∈ {c 2 , s nlp }. If s 0 = s nlp , then 0 ≤ φ ′ (s nlp ) ≤ λ nlp2 , and therefore at s = s nlp ,
where we usedρ(s nlp ) = 0 for the first inequality and the last inequality is a consequence of
In case s 0 = c 2 , we have φ ′ (c 2 ) ≤ ζ 1 , so that when evaluated at s = c 2 ,
It remains to show thatρ is also a viscosity sub-solution of (5.4). We assumeρ − φ attains a strict local maximum at s = c 2 for some test function
where the last inequality follows from
Hence,ρ, defined by the right hand side of (5.7), is a viscosity super-and sub-solution, and thus a viscosity solution of (5.4). Since ρ nlp (c 1 ) =ρ(c 1 ) = 0 and ρ nlp (0) =ρ(0), by uniqueness of viscosity solution (from Lemma 2.2), we deduce ρ nlp (s) =ρ(s) for [0, c 1 ).
(5.9) By Remark 5.3, we deduce that s nlp > α 3 √ 1 − a 32 . Step 1 is completed. 1 Step 2. We assume (5.6) fails and aim to show s nlp ≤ α 3 √ 1 − a 32 .
2
Suppose that (5.6) fails, that is
(5.10)
Since ζ 1 ≤ c2 2d3 , the left hand side of (5.10) is increasing in ζ 1 in 0, c2 2d3 , and the right hand side of (5.10) is greater than equal to −r 3 (1 − a 32 ) (since c 2 ≥ α 3 √ 1 − a 32 ), we may choose 0 <ζ 1 ≤ ζ 1 ≤ c2 2d3 to satisfỹ
(5.11)
By the choice ofζ 1 , we have ρ nlp (c 1 ) ≥ ρ 3 (c 1 ). Using the same arguments given in Step 1, we may check that ρ 3 is a viscosity sub-solution of (5.4). Together with ρ nlp (0) = ρ 3 (0), by applying Lemma 2.1 once again, we get
Remark 5.5. The condition (5.12) is equivalent to
which implies λ nlp1 is well defined and
Proof of Proposition 5.4. Under (5.12), by the same arguments as in Step 1 of Proposition 5.2, we can verify ρ nlp given by (5.13) defines the unique viscosity solution of (5.4). Then s nlp > α 3 √ 1 − a 32 follows from Remark 5.5. It remains to assume (5.12) fails and to show s nlp ≤ α 3 √ 1 − a 32 . In this case,
Since ζ → c 2 ζ − d 3 ζ 2 attains maximum value c 2 2 4d3 at ζ = c2 2d3 , we may chooseζ 1 ≥ c2 2d3 to satisfy
Now, we define ρ 4 ∈ C([0, c 1 ]) as follows.
(ii) Ifζ 1 > ζ 1 , then
Let us show that ρ 4 defined above is a viscosity sub-solution of (5.4). Indeed, ρ 4 is a classical solution for (5.4) whenever s ∈ {c 2 , α 3 √ 1 − a 32 } in case (i) or s ∈ {d 3 (ζ 1 +ζ 1 ), c 2 , α 3 √ 1 − a 32 } in case (ii). In both cases, in some small neighborhood of s = c 2 , ρ 4 (s) can be rewritten by
− 2r 3 (1 − a 32 ) are both viscosity sub-solutions to (5.4).
3
Thus ρ 4 is a viscosity sub-solution of (5.4) in this region.
4
It remains to consider case (ii) and assume ρ 4 − φ attains its strict local maximum atŝ = d 3 (ζ 1 +ζ 1 ) for any test function φ ∈ C 1 (0, ∞), and ρ(ŝ) > 0. In this case, we can check
where we used ζ 1 ,ζ 1 ≥ c2 2d3 for the first inequality. Therefore, ρ 4 defined above is a viscosity sub-solution of 5 (5.4).
6
In view of ρ nlp (c 1 ) = ρ 4 (c 1 ) and ρ nlp (0) = ρ 4 (0), Lemma 2.1 says that
Since ρ nlp (s) ≥ ρ 4 (s) > 0 for s > α 3 √ 1 − a 32 , we have s nlp ≤ α 3 √ 1 − a 32 .
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We are now in a position to prove Proposition 1.3. Suppose (H c1,c2,λ3 ) holds for some c 1 > c 2 > 0. The purpose of this section is to give some sufficient 5 conditions to ensure c 3 = c 3 . Throughout this section, we write s nlp (λ 3 ) = s nlp (c 1 , c 2 , λ 3 ).
6
Proposition 5.6. Let the initial data of (1.1) satisfy (H c1,c2,λ3 ).
where c 3,LLW is given by Definition 1.1 and The idea is to prove s nlp (λ
3 ) ≥ α 3 , so that by the monotonicity of s nlp (λ 3 ),
3 , whence assertion (b) follows from Corollary 3.22.
13
Noting that λ
from which we deduce that
This, as in the proof of Proposition 1.3, is equivalent to (5.16), whence by the expression of s nlp in (1.11), we arrive at s nlp (λ
Here λ nlp2 is defined in (1.12), and by (5.18) we can estimate 
where λ
3 is given by (5.17), σ ′ 2 is defined by (A.1) and c 1 , c 2 are determined in Theorem A.1.
in Corollary 5.7 is to ensure
which is assumed in Theorem A.1.
5
Proof of Corollary 5.7. The assumption (H c1,c2,λ3 ) has been verified by Theorems A.1. By Proposition 5.6, it remains to show
3 .
(5.21)
. By definition of λ
3 in (5.17), direct calculation yields that
where we used the fact that c 2 ≥ σ ′ 2 stated in Remark A.3. Hence, (5.21) holds and Corollary 5.7 is proved. 
Then we have c 3,LLW = α 3 1 − a 32 (1 − a 21 ).
Proof. Let (u, v) be any solution of (1.3) in Definition 1.1. Then Observe that (5.22) is equivalent to
whence Lemma 5.9 is a direct consequence of [34, Theorem 1.1].
4
Based on Lemma 5.9, we improve Proposition 5.6 by the following result. Proof. For the case a 21 = 0, by Lemma 5.1, we arrive at
where the last quality is due to Lemma 5.9. Then we may apply item (a) in Proposition 5.6 to derive that 9 c 3 = c 3 = s nlp (λ 3 ) for λ 3 > 0. and thus we omit the details. Corollary 5.10 follows. 13 We conclude this section by a similar result to Corollary 5.7, of which the proof is omitted. Our hypothesis on the initial data u i,0 (i = 1, 2, 3) are stated as follows.
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(H λ ) For i = 1, 2, 3, the initial data u i,0 ∈ C(R; [0, 1]) satisfies u i,0 (x) > 0 for all x ∈ R, and there exists some 12 λ i ∈ (0, ∞) such that u i,0 (x) ∼ e −λix at ∞.
13
(H ∞ ) For i = 1, 2, 3, the initial data u i,0 ∈ C(R; [0, 1]) is non-trivial and has compact support.
14 In this section, we will show that under hypotheses (H λ ) or (H ∞ ), the assumption (H c1,c2,λ3 ) can be verified. Let λ i (i = 1, 2, 3) be defined in (H λ ). Denote
To present our main result, we first introduce the speed c 2,LLW , of which the existence is ensured by [39]. The following result will be proved in subsection A.1.
2 Theorem A.1. Let (u 1 , u 2 , u 3 ) be any solution of (1.1) such that the initial data satisfies (H λ ). Suppose σ 3 < σ ′ 2 < σ 2 < σ 1 . Then (H c1,c2,λ3 ) holds with c 1 = σ 1 and c 2 = max{c 2,LLW , s 2,nlp (σ 1 , λ 2 )}, where c 2,LLW is defined by Definition A.1 and s 2,nlp (σ 1 , λ 2 ) is given by with λ 2,nlp = 1 2 σ 1 − (σ 1 − 2λ 2 ) 2 + 4a 21 .
Remark A.2. In the absence of the competitors, species u i spreads respectively rightward at the speed σ i 4 [36, 49] . In the generic case, the u i 's speeds are distinct, so we can always rename the species to ensure 5 σ 3 < σ 2 < σ 1 holds, i.e., when isolated species u 1 spreads faster than species u 2 , and the latter spreads faster 6 than species u 3 . Hence, the main restriction here is the assumption σ 3 < σ ′ 2 . 7 Remark A.3. It is straightforward to verify that s 2,nlp (σ 1 , λ 2 ) ≥ σ ′ 2 for all λ 2 > 0 according to the expression of s 2,nlp (σ 1 , λ 2 ). Therefore, we conclude that c 2 = max{c 2,LLW , s 2,nlp (σ 1 , λ 2 )} ≥ σ ′ 2 .
The analysis of Theorem A.1 can be focused on the zone {(t, x) : x > c 3 t}, where species u 1 is displaced by 8 u 2 , and species u 3 remains close to 0. In this region, (u 1 , u 2 ) behaves like a solution of first two equations with 9 u 3 = 0. As a result, Theorem A.1 coincides with the main result in [25] for two-species competitive system; see 10 also [43, Theorem 1.5]. The proof of Theorem A.1 is presented in Appendix A.1.
11
A parallel result to Theorem A.1 for the case when the initial data satisfies (H ∞ ) reads as follows.
12
Theorem A.4. Let (u 1 , u 2 , u 3 ) be any solution of (1.1) such that the initial data satisfies (H ∞ ). Suppose that d 3 r 3 < 1 − a 21 < 1 < d 1 r 1 . Then (H c1,c2,λ3 ) holds with c 1 = 2 d 1 r 1 , c 2 = max{c 2,LLW , s 2,nlp (c 1 , ∞)}, and λ 3 = ∞, where c 2,LLW is defined in Definition A.1 and s 2,nlp (c 1 , ∞)} is given by
The proof follows from essentially the same ideas as in that of Theorem A.1 and is thus omitted. This part is devoted to the proof of Theorem A.1, and it is separately shown in Propositions A.5 and A.6 below. For the rest of the appendix, we assume
where they are defined in (A.1).
15
Proposition A.5. Let (u 1 , u 2 , u 3 ) be any solution of (1.1) such that the initial data satisfies (H λ ). Then c 1 = c 1 = σ 1 , c 3 ≤ σ 3 , c 2 ≤ max{c 2,LLW , s 2,nlp (σ 1 , λ 2 )}, and c 2 ≥ s 2,nlp (σ 1 , λ 2 ).
Furthermore, for sufficiently small η > 0, where σ 1 is defined by (A.1) and c 2,LLW is given in Definition A.1.
16
Proof. The proof is a direct application of [44, Theorem 7.1], whereby we are led to estimate c 3 from above 1 roughly.
2
Step 1. We show c 3 ≤ σ 3 . This proves c 3 ≤ σ 3 .
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