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Abstract
Schwinger’s algebra of selective measurements has a natural interpreta-
tion in terms of groupoids. This approach is pushed forward in this paper to
show that the theory of coherent states has a natural setting in the frame-
work of groupoids. Thus given a quantum mechanical system with associ-
ated Hilbert space determined by a representation of a groupoid, it is shown
that any invariant subset of the group of invertible elements in the groupoid
algebra determines a family of generalized coherent states provided that a
completeness condition is satisfied. The standard coherent states for the
harmonic oscillator as well as generalized coherent states for f -oscillators
are exemplified in this picture.
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1 Introduction
1.1 Sudarshan and the foundations of Quantum Mechan-
ics: The discovery of coherent states
George Sudarshan joined the Tata Institute of Fundamental Research (TIFR) in
Bombay in the spring of 1952 as a research student. Two years later, Paul A.M.
Dirac visited TIFR and gave a course of lectures on quantum mechanics. George
collaborated with K.K. Gupta in the preparation of the lecture notes. This work
gave him the occasion to be in close contact with Dirac, a formidable opportunity
to learn the subject from the master himself. This experience shaped George’s
attitude to quantum mechanics all his life.
Later George went to Rochester for his Ph.D. Thesis. Immediately after he
went to Harvard University for two years as a post-doc with J. Schwinger. From
Harvard, George moved back to Rochester and there in 1963 he conceived a way
to describe quantum states close to classical beams of light. He pointed out the
importance of using the coherent states of the photon field in a paper entitled
“Equivalence of Semiclassical and Quantum Mechanical Descriptions of Statistical
Light Beams” (Physical Review Letters, 1963, 10(7) 277) [Su63].
It is with admiration and great affection that we dedicate this paper to his
memory, confident that he would have liked the idea that Schwinger’s approach to
quantum mechanics and coherent states appear to be intimately linked.
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1.2 Coherent states, groups and the foundations of Quan-
tum Mechanics
The discovery of coherent states constituted a leap forward in the understanding of
Quantum Mechanics. In a few years it was clearly realized the connection between
coherent states and group theory. A. Perelomov [Pe72] showed that families of
coherent states can be obtained from irreducible representations of Lie groups,
deepening the understanding of the relation between group theory and Quantum
Mechanics already started by E. Wigner [Wi39] (see also [Ba47] and references
therein) and H. Weyl [We50].
Quite recently Ciaglia et al suggested [Ci17] that the properties of coherent
states could be understood in the broader setting of the ‘quantizer-dequantizer’
formalism put forward by V. Man’ko and G. Marmo [Ma02] showing that, relevant
as it is, the group theoretical background is not strictly necessary to provide a
background for generalized coherent states.
The problem of characterizing ‘canonical’ coherent states remains open though.
That is, given a quantum system, is there any way to assess the existence of a
family of generalized coherent states, that is of a family of states large enough to
provide complete description of the system and compatible in a natural way with
its dynamics? (see more about these notions in the main body of the paper).
Note that even if later on the construction and properties of coherent states
for groups different from the Heisenberg-Weyl group was discussed at length, in
Perelomov’s paper there is no hint on the dynamical setting of the theory.
This problem is deeply related to a bothering question related to the foundation
of Quantum Mechanics: in which way is the abstract Hilbert space used to describe
a quantum system related to its dynamics?
In the many standard presentations of Quantum Mechanics, either the Hilbert
space is constructed using some sort of quantization technique or it is postulated
as an abstract Hilbert space associated to the quantum system (the latter would
be Dirac’s favourite [Di81]).
One way to answer this question would be by considering an algebraic approach
and positing that previous to the introduction of a Hilbert space there is a C∗-
algebra (related to the observables of the system) associated with the system.
Then, any representation π of the C∗-algebra would provide the desired Hilbert
space (by using the GNS construction associated with any state, for instance).
But again, the question remains, how do we determine the C∗-algebra associated
to the given quantum system?
An answer to such conundrum would be to consider that such C∗-algebra is
a primitive notion and must be postulated ab initio. This is reasonable and con-
sistent with R. Haag understanding of the structure of local quantum systems
[Ha96]. However, it would be desirable to be able to build, or at least to ‘guess’,
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the structure of such algebra from the specific experiments performed on our test
system.
There is a natural way to do that and it relies on J. Schwinger’s algebra of
selective measurements. The most relevant feature of Schwinger’s description of
quantum mechanical systems is that it leads naturally to the notion of groupoid
as the basic mathematical structure beneath the description of quantum systems.
1.3 Schwinger’s algebra of measurements and the groupoid
picture of Quantum Mechanics
1.3.1 Schwinger’s algebra of selective measurements
J. Schwinger’s algebra of selective measurements is a “mathematical language that
constitutes a symbolic expression of the properties of microscopic measurements”
[Sc70]. In Schwinger’s algebraic depiction of a quantum mechanical system1, we
will denote by A a family of compatible physical quantitites and by a the outcomes
obtained by measuring the quantities A on the given system. We will call a
selective measurement, and we denote it by M(a′, a), the procedure that rejects
all systems of an ensemble whose outcomes are different from a and those accepted
are changed in such a way that their outcomes are a′. The state of such a quantum
system is established by performing on it a complete selective measurement (see
[Sc70, Chap. 1]). Then it is obvious that the family of selective measurements
M(a′, a) satisfy the obvious relations:
M(a′′, a′) ◦M(a′, a) =M(a′′, a) ,
where the natural composition law of selective measurements M(a′′, a′) ◦M(a′, a)
is defined as the selective measurement obtained by performing first the selec-
tive measurement M(a′, a) and immediately afterwards the selective measurement
M(a′′, a′). If we denote by M(a) the selective measurement M(a, a), that is the
process that filters the systems whose outcomes are a without changing them,
then:
M(a′) ◦M(a′, a) = M(a′, a) , M(a′, a) ◦M(a) = M(a′, a) , (1)
It is clear that performing two selective measurements M(a′, a), and M(a′′′, a′′)
one after the other will produce a selective measurement again only if a′′ = a′.
Otherwise, if a′′ 6= a′, then M(a′′′, a′′) ◦ M(a′, a) = ∅ which is not a selective
measurement of the form M(a′, a).
1Throughout this paper we will be referring to the original edition of Schwinger’s book whose
notation we keep using as it is closer to the spirit of this work.
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Notice that if we have three selective measurements M(a, a′), M(a′, a′′) and
M(a′′, a′′′) then, because of the basic definitions, the associativity of the composi-
tion law holds:
M(a, a′) ◦ (M(a′, a′′) ◦M(a′′, a′′′)) = (M(a, a′) ◦M(a′, a′′)) ◦M(a′′, a′′′) . (2)
Finally it is worth to observe that given a measurement symbol M(a′, a) the mea-
surement symbol M(a, a′) satisfies:
M(a′, a) ◦M(a, a′) = M(a′) , M(a, a′) ◦M(a′, a) = M(a) . (3)
We conclude that the composition law of selective measurements determines a
groupoid law in the collection GA of all measurement symbols M(a
′, a) associated
with the complete family of observablesA, whose objects (the events of the system)
are the possible outcomes a of the observables A.
1.3.2 The groupoid picture of Quantum Mechanics
Schwinger’s observation has deep implications. It shows that the algebraic struc-
ture of the quantities describing quantum systems is that of the algebra of a
groupoid such groupoid determined by the family of physical transitions between
possible outcomes of the system [Ci17].
Thus we will assume in what follows that a quantum system is described start-
ing with a groupoid G whose elements α correspond to physical transitions of
the system (in Schwinger’s conceptualization the ‘transitions’ α are the selective
measurements M(a′, a) described before) and whose objects x represent possible
outcomes of physical magnitudes (again, in Schwinger’s description, the outcomes
x correspond to actual measurements of physical observables). Thus a groupoid
provides the kinematical background for the description of a quantum system (as
we have not yet introduced a dynamics into the picture, see [Ci17],[Ib18a], [Ib18b]
for more details). Hence in what follows we will succinctly review the main notions
on groupoids that will be needed later.
The abstract definition of a groupoid G is that of a category all whose mor-
phisms are invertible. Because the aim of this paper is to present the main ideas
towards a theory of coherent states on quantum mechanical systems constructed
out of first principles we assume for the rest of the paper that we will be deal-
ing with concrete groupoids. For the sake of simplicity and clarity, in describing
the basic notions related to groupoids, we will mainly refer to finite groupoids,
where intuition can be helpful for the understanding of many properties. How-
ever, many of the results presented in what follows can be extended to larger classes
of groupoids, as it will be discussed elsewhere. Moreover, it will be assumed that
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groupoids are small categories, hence a set theoretical notation for families of mor-
phisms and objects will be used without further mention (see [Ib19b] for further
details).
Objects in the groupoid G will be denoted x, y, etc., and its morphisms by
greek letters α, β, etc., adopting a convenient diagrammatic notation α : x → y,
where x is the source of the morphism α and y its target. The family of objects
of G will be denoted by Ω and the family of morphisms will be denoted simply by
G again. The source and target maps sending any morphism into its source and
target will be denoted by s : G → Ω and t : G → Ω respectively. Thus s(α) = x,
t(α) = y indicate that α : x→ y. A groupoid G over the space of objects Ω will be
sometimes denoted as G⇒ Ω to emphasize the source and the target maps s, t.
In this paper the set of morphisms from x to y will be denoted by G(y, x)
(while the standard notation in category theory would be Hom(x, y))2. It is clear
that G(y, x) = s−1(x) ∩ t−1(y). If G is finite, the number of morphisms of G will
be called the order of G and denoted by |G|. Similarly the number of objects will
be denoted by |Ω|.
The composition law of the groupoid will be denoted by ◦ and the morphisms
α and β will be said to be composable if t(α) = s(β) in which case the composition
will be denoted β◦α (again, notice the backwards convention for the composition).
Thus ◦ : G(z, y)×G(y, x)→ G(z, x), β ◦α : x→ z if α : x→ y and β : y → z, and
G(z, y) ◦G(y, x) ⊂ G(z, x). The set of composable morphisms will be denoted by
G2, that is: G2 = {(α, β) ∈ G×G | t(α) = s(β)}.
The composition law ◦ is associative, that is:
γ ◦ (β ◦ α) = (γ ◦ β) ◦ α ,
whenever the composition of α, β and γ makes sense.
The unit morphisms of the groupoid will be denoted by 1x, x ∈ Ω, and they
satisfy 1y ◦ α = α and α ◦ 1x = α for all α : x→ y. The family of units 1x defines
a canonical inclusion map i : Ω → G, i(x) = 1x, such that s ◦ i = t ◦ i = idΩ.
Any morphism α : x → y is invertible, its inverse will be denoted by α−1 and
α−1 : y → x satisfies α−1 ◦ α = 1x and α ◦ α−1 = 1y.
Given an object x of the groupoid G, the family of all morphisms α : x → x
with source and target the element x in Ω, form a group called the isotropy group
at x and denoted by Gx, that is, Gx = G(x, x). We will denote by G+(x) the
family of all morphisms whose source is x. Similarly G−(x) is the family of all
morphisms whose target is x. Then G(y, x) = G+(x)∩G−(y), and Gx = G+(x)∩
G−(x). Notice that if G(y, x) is non-void, then the isotropy groups Gy and Gx
are isomorphic (it suffices to check that if α : x→ y, then the map ϕα : Gx → Gy
2Notice the backwards notation for the source and the target of morphisms α : x → y in the
sets G(y, x).
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given by φα(γx) = α ◦ γx ◦ α−1 is a group isomorphism). In particular, for finite
groupoids |G(y, x)| = |Gx| = |Gy|.
Note that groups G are particular instances of groupoids with the peculiarity
that their object space Ω consists on a single element, usually identified with the
neutral element e of the group.
A subgroupoid H of the groupoid G is a groupoid which is a subcategory of G.
If G is a finite groupoid, a subgroupoid H must be finite too and then, the functor
j : H → G that describes H as a subcategory defines an injective map (denoted
with the same symbol) j : H → G that maps morphisms in H into morphisms in
G, α′ → α = j(α′). The functor j defines also an injective map (again denoted
with the same symbol) between the objects Ω′ of H and the objects Ω of G, that
is j(x′) = x. Moreover j(1x′) = 1j(x′) = 1x. The map j satisfies the obvious
compatibility condition: s ◦ j = j ◦ s′, t ◦ j = j ◦ t′, where s′ and t′ denote the
source and target maps of H respectively.
Given a subgroupoid H of G ⇒ Ω with space of objects Ω′ smaller than Ω,
we may always consider another subgroupoid H˜, that extends H naturally as a
subgroupoid of G, whose space of objets is Ω; H˜ is defined by simply adding the
units 1x, x ∈ Ω\Ω′ to H. Hence, in what follows a subgroupoid H of the finite
groupoid G will be assumed to have the same space of objects as G; it will be
identified with the subset j(H) ⊂ G and its morphisms α′ will be identified with
the corresponding morphisms α = j(α′) of G.
Given two finite groupoids Ga, with object spaces Ωa, a = 1, 2, we define
its coproduct (or disjoint union) as the groupoid, denoted by G1 ⊔ G2, whose
morphisms are the disjoint union of the morphisms in G1 and G2 and whose
objects are the disjoint union of the objects Ω1 and Ω2. The composition law and
source and target maps are the obvious ones. It is clear that both G1 and G2 are
subgroupoids of G1⊔G2 with the canonical inclusion functors ja : Ga → G1⊔G2,
a = 1, 2.
Given an object x ∈ Ω, the orbit Ox of the groupoid G through x is the
collection of objects corresponding to the targets of morphisms in G+(x), that is,
y ∈ Ox if there exists α : x → y or, in other words, Ox = t(G+(x)). We will say
that the groupoid G is connected (or transitive) if it has just one orbit, i.e. G
is connected if for any x, y objects, there is a morphism α : x → y. Notice that
the isotropy groups Gx, Gy corresponding to objects x, y in the same orbit are
isomorphic (even if not canonically isomorphic).
Let G be a finite groupoid over the space of objects Ω. Let us denote by
Ω/G the space of orbits Ox of Ω. The orbits O ∈ Ω/G define a partition of Ω.
We will denote by GO the restriction of the groupoid G to the orbit O, that is
α : x → y ∈ GO if x, y ∈ O. The groupoid GO is a subgroupoid of G and is
a connected groupoid over O. Then the groupoid G is the direct union of the
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connected groupoids GO:
G =
⊔
O∈Ω/G
GO . (4)
Thus any groupoid G is a disjoint union of connected groupoids and its structure
will be described by determining the structure of the corresponding connected
subgroupoids.
1.3.3 Groupoids and representations
An interesting feature of the groupoids picture of quantum mechanics is that they
provide a family of natural representations with support Hilbert spaces that may
be considered as naturally associated with the system.
A unitary representation U of the groupoidG⇒ Ω is a family of Hilbert spaces
Hx, x ∈ Ω and a family of unitary maps U(α) : Hx → Hy, α : x → y ∈ G, such
that:
U(1x) = idHx , U(β ◦ α) = U(β)U(α) , (t(α) = s(β)) , U(α−1) = U(α)† .
The representation U will be said to be locally finite if the Hilbert spaces Hx are
finite dimensional. Note that if the groupoid G is a group, that is the object space
Ω consists of just one element, then the notion of unitary representation above
becomes that of a unitary representation of a group.
We can form the Hilbert space H = ⊕x∈ΩHx, that will be called the total
support space of the representation U and it will be often denoted by (U,H).
Given a groupoid G ⇒ Ω, we may define its groupoid algebra C[G] as the
associative algebra generated by the morphisms α of the groupoid. Thus elements
in C[G] will be finite formal linear combinations a =
∑
α∈G aαα, aα ∈ C. Note
that if the groupoid is finite the algebra C[G] is finite dimensional with dimension
|G|. The natural involution a 7→ a∗ is defined as a∗ = ∑α a¯αα−1 making C[G]
into a ∗-algebra.
The most conspicuous representation of a groupoid is the fundamental repre-
sentation π0, in which case Hx = C for all x ∈ Ω, and π0(α)|x〉 = |y〉, α : x → y,
with |x〉, |y〉 denoting the abstract unitary vectors on the linear spaces Hx and Hy
respectively.
If the groupoid is finite the total support Hilbert space is just H =⊕x∈ΩHx.
In the particular instance of the fundamental representation we will denote the
support Hilbert space as HΩ. Then HΩ =
⊕
x∈ΩC|x〉.
We may use the fundamental representation π0 to define a norm on the groupoid
algebra C[G] as follows: ||a|| = ||π0(a)||Ω, and with || · ||Ω the operator norm in
H. It is a trivial exercise to check that ||a∗a|| = ||a||2, thus making C[G] into a
C∗-algebras.
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Given a unitary representation (U,H) of the groupoid G, there is a natural
C[G]-module structure on H given by a · |ψ〉 =∑α aαU(α)|ψ〉. Conversely, given
a C[G]-module structure on the Hilbert space H there is a unitary representation
U of G defined as U(α)|ψx〉 = α · |ψx〉 with |ψx〉 ∈ Hx = Px(H) and Px is the
orthogonal projector defined by multiplication by 1x. Clearly there is a one-to-
one correspondence between unitary representations (U,H) of the finite groupoid
G and C[G]-module structures on the Hilbert space H. Note that alternatively,
a C[G]-module structure on the Hilbert space H can be thought of as a repre-
sentation of the C∗-algebra C[G], i.e., as a map π : C[G] → End (H), given by
π(a)|ψ〉 = a · |ψ〉 =∑α aαU(α)|ψx〉 (see [Ib19] for a recent exposition of the theory
of representations of finite groupoids).
Previous notions can be extended without pain to discrete countable groupoids.
In such case we will rather use, instead of the fundamental representation π0, the
regular representation to define an associated C∗-algebra of the groupoid G. This
representation will be denoted by λ : C[G]→ End (H), with H = l2(G) as support
space, and (λ(α)ψ)(β) = ψ(α−1◦β), provided that t(α) = t(β) and zero otherwise.
Now consider the von Neumann algebra generated by the family of operators λ(a),
a ∈ C[G], i.e., the double commutant of λ(C[G]). We will denote such algebra by
C∗(G) and we will call it the (reduced) C∗-algebra of the groupoid G.
If the groupoid G is not discrete but it is a topological groupoid with a locally
compact topology, then we may define its associated C∗-algebra in a similar way
as before by using an auxiliary system of Haar measures (see [Re80] and [La98]).
We will illustrate the previous notions by discussing a fundamental example.
1.4 A simple example: the harmonic oscillator
We will discuss now the paradigmatic example of the harmonic oscillator and its
standard coherent states from the perspective of groupoids.
1.4.1 The groupoid G(A∞)
The kinematical description of the harmonic oscillator fits inside a family of system
whose physical outcomes and transitions are described by the graph A∞, that is,
the outcomes are labelled by symbols an, n = 0, 1, 2,..., and the groupoid structure
is generated by the family of transitions αn : an → an+1 for all n (see Fig. 1).
The assignment of physical meaning to the outcomes an and the transitions αn,
that is, their identification with outcomes of a certain observable A and certain
physical transitions corresponding to such outcomes will depend on the specific
system under study.
As a particular instance we may consider that the outcomes are identified with
the energy levels of a given system (the spectrum of the Hamiltonian), an atom,
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or the number of photons of a given frequency in a cavity for example. In the case
of atoms the transitions will correspond to the physical transitions observed by
measuring the photons emitted or absorbed by the system. In the case of an e.m.
field in a cavity, the transitions will correspond to the change in the number of
photons that could be determined by counting the photons emitted by the cavity
or pumping a determined number of photons into it.
At this point, no specific values have been assigned to the events an and tran-
sitions αn, they just represent the kinematical background for the theory. An
assignment of numerical values to them will correspond to determining the dy-
namical prescription of the system. For instance, in the case of energy levels, we
will be assigning a real number En to each event while in the case of photons, it
will be a certain collection of non-negative integers n1, n2, .... In what follows we
will focus on the simplest non-trivial assignment of the number n to the event an.
0 1
α0
α−10
2
α1
α−11
n n + 1
αn
α−1n
Figure 1: The diagram K∞ generating the quantum harmonic oscillator.
The groupoid of transitions G(A∞) generated by this system is the groupoid
of pairs of natural numbers or, in other words, the complete graph with countable
many vertices K∞, labelled by non-negative integers, n = 0, 1, 2, . . . , and they
constitute its space of objects Ω = K∞. Transitions m → n will be denoted by
αn,m or just (n,m) for short. The notation in the picture (Fig. 1) corresponds
to αn := αn+1,n = (n + 1, n). With this notation, two transitions (n,m) and
(j, k) are composable if and only if m = j, and their composition will be given
by (n,m) ◦ (m, k) = (n, k). Notice that (n,m)−1 = (m,n) and 1n = (n, n) for
all n ∈ N. Note that as a set the groupoid G(A∞) is just the Cartesian product
N×N. In what follows we will just denote the groupoid G(A∞) as A∞ for brevity.
The algebra of the groupoidA∞ could be described as a C
∗-algebra of functions
on the groupoid A∞. To construct it we start by considering the set of functions
which are zero except for a finite number of transitions, i.e., of pairs (n,m), and
then we will take the closure with respect to an appropriate topology. Thus, denote
by Falg(A∞) the set of functions on A∞ which are zero except for a finite number
of pairs (n,m). We may write any one of these functions as:
f =
∞∑
n,m=1
f(n,m)δ(n,m) , (5)
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where only a finite number of coefficients f(n,m) are different from zero. The
function δ(n,m) is the obvious delta function δ(n,m)(αjk) = δ(n,m)(j, k) = δnjδmk.
The involution f 7→ f ∗ in the algebra Falg(A∞) is defined in the standard
way f ∗(n,m) = f(m,n) for all n,m. Note that we may interpret functions f in
Falg(A∞) as a formal linear combinations of elements (n,m) ∈ A∞, that is we can
identify Falg(A∞) with the groupoid algebra C[A∞] discussed before.
Given two functions f, g ∈ Falg(A∞) we define its convolution product f ⋆ g as
the function on Falg(A∞) whose (n,m) coefficient is given by:
(f ⋆ g)(n,m) =
∑
(n,j)◦(j,m)=(n,m)
f(n, j)g(j,m) =
∑
j
f(n, j)g(j,m) .
Note that δ(n,m) ⋆ δ(j,k) = δmjδ(n,k). Moreover (f ⋆ g)
∗ = g∗ ⋆ f ∗. Hence, using
Heisenberg’s interpretation of observables as (infinite) matrices, we may consider
the coefficients f(n,m), n,m = 0, 1, . . . , in the expansion (5) as defining an infinite
matrix F whose entries Fnm are the numbers f(n,m). In doing so the convolution
product on the algebra Falg(A∞) becomes the matrix product of the matrices
F and G corresponding to f and g respectively (notice that the product is well
defined as there are only finitely many non zero entries on both matrices).
The fundamental representation π0 of the system will be supported on the
Hilbert space HΩ generated by the vectors |n〉, n = 0, 1, . . ., that is, the fam-
ily of vectors {|n〉 | n ∈ N} defines an orthonormal basis of HΩ. Thus, the
Hilbert space HΩ can be identified with the Hilbert space l2(Z) of infinite se-
quences z = (z0, z1, z2, . . .) of complex numbers with ||z||2 =
∑∞
n=0 |zn|2 < ∞.
The fundamental representation π0 is just given by (recall the definition or the
fundamental representation in Sect. 1.3.3):
π0(αnm)|k〉 = δmk|n〉 ,
that is, π0(αnm) is the operator in H that maps the vector |m〉 into the vector |n〉
and zero otherwise or, using Dirac’s notation π0(αnm) = |n〉〈m|.
We may use the fundamental representation π0 to define a norm on Falg(A∞)
as in Sect. 1.3.3, that is: ||f || = ||π0(f)||H, and consider its completion with
respect to it. It is clear that such completion is a C∗-algebra because:
||f ∗⋆f || = ||π(f ∗⋆f)||H = ||π0(f ∗)π(f)||H = ||π0(f)†π0(f)||H = ||π0(f)||2H = ||f ||2 .
Moreover, by construction, the representation π0 is continuous and has a contin-
uous extension to the completed algebra Falg(A∞). By construction the map π0
defines an isomorphism of algebras between the algebra Falg(A∞) and the algebra
K(H) of compact operators on the Hilbert space H, because compact operators
are the closure in the operator norm of the subalgebra of finite rank operators.
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Unfortunately the C∗-algebra K(H) is too small for the purposes of describing the
dynamics of a quantum system.
Then it is more convenient to proceed as suggested at the end of the previous
section and consider the regular representation instead. However in the case of
groupoids of pairs, this is not strictly necessary as it is possible to show that the
regular representation is nothing else that the fundamental representation (with
the appropriated multiplicity, see for instance [Ib19b]). The identification proceeds
as follows. Let G(Ω) be the groupoid of pairs of the set Ω, i.e., its transitions
are pairs (y, x). Then select an outcome x ∈ Ω and consider the subset G+(x)
of transitions starting from x and the corresponding space of functions W+x =
F(G+(x)). It is clear that the left regular representation λ leaves this subspace
invariant (because we are composing on the left thus leaving the space of transitions
starting at x invariant). Moreover we can define a one-to-one correspondence
between function in W+x and functions in Ω by ψ(y) = Ψ(y, x) where Ψ ∈ W+x
and ψ ∈ F(Ω). This correspondence provides the identification between the left
regular representation λ (restricted to the subspace W+x ) and the fundamental
representation π0.
Then we may consider the algebra of operators π0(Falg(A∞)) as a subalgebra
of the algebra B(HΩ) of bounded operators on HΩ and the von Neumann algebra
generated by it, that is, its double commutant (or the closure on the weak operator
topology, or even in the strong operator topology). It is not hard to check that it
coincides with the full algebra of bounded operators onH because clearly, the com-
mutatnt π0(Falg(A∞))′ consists just in multiples of the identity and, consequently
π0(Falg(A∞))′′ = B(HΩ). Then we conclude that the C∗-algebra C∗(A∞) associ-
ated to the groupoid A∞ is just the unital C
∗-algebra of all bounded operators on
the Hilbert space HΩ, that will be denoted in what follows by A∞.
It is worth to point it out that the set of primary transitions αn generating
the graph A∞ contain all the relevant information of the system. Any transition
αnm can be obtained composing elementary transitions: αnm = αn−1αn+1 · · ·αm
(n > m, similarly if n < m).
1.4.2 The standard harmonic oscillator
We may define the functions a and a† on A∞ as:
a(α−1n ) =
√
n+ 1 , a∗(αn) =
√
n + 1 , (6)
or, alternatively, a and a∗ are given as the formal series:
a =
∞∑
n=0
√
n + 1α−1n , a
∗ =
∞∑
n=0
√
n+ 1αn .
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Strictly speaking a, a∗ are not elements of the C∗-algebra A∞, but are just func-
tions on A∞. Indeed, they define unbounded operators with a dense domain in the
fundamental representation, that is in the Hilbert space HΩ = l2(Z), the operators
being denoted by a† = π0(a
∗) and a = π0(a), such that π0(a)
† = π0(a
∗).
Moreover, as functions on A∞ we can manipulate them and a simple compu-
tation shows that:
[a, a∗] = a ⋆ a∗ − a∗ ⋆ a = 1 ,
with 1 =
∑∞
n=0 1n the unit element in A∞ (note that π0(1) = I, the identity
operator in HΩ). Then we get the standard commutation relations for the creation
and annihilation operators:
[a, a†] = I .
Hence we may define the Hamiltonian function:
h = a∗ ⋆ a+ fa∗ + f¯a + β =
∞∑
n=0
n δn +
√
n+ 1(fαn + f¯α
−1
n ) + β ,
with ω, β, real numbers and f complex, which is the most general form of a Hamil-
tonian function preserving coherent states [Me67] (see below). The corresponding
equations of motion are given by:
a˙ = i[a, h] = −ia − if , a˙∗ = i[a∗, h] = ia∗ + if¯ ,
In particular, when f = 0, β = 1/2, we get the Hamiltonian:
h0 = ωa
∗ ⋆ a +
1
2
=
∞∑
n=0
nδn +
1
2
,
which constitutes the standard harmonic oscillator but written in the abstract
setting of the groupoid A∞, with equations of motion:
a˙ = i[a, h] = −ia , a˙∗ = i[a∗, h] = ia∗ ,
If we use the fundamental representation π0, the Hamiltonian operatorH0 = π0(h0)
may be identified with the Hamiltonian operator of a harmonic oscillator with
creation and annihilation operators a† = π0(a
∗) and a = π0(a) respectively.
In addition to the creation and annihilation functions a, a∗ we may define the
corresponding position and momentum functions q and p on A∞ as:
q =
1√
2
(a+ a∗) , p =
i√
2
(a− a∗)
with commutation relations [q, p] = i1. Then the canonical Hamiltonian becomes
h0 = (p
2 + q2)/2. It is interesting to observe that, by means of the fundamental
representation, the groupoid functions q, p become the standard position and mo-
mentum operators q = π0(q), p = π0(p), which are affiliated to the C
∗-algebra of
the groupoid A∞.
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1.4.3 Coherent states
The functions a, a∗, 1, generate a three-dimensional real Lie algebra w with com-
mutation relations:
[a, a∗] = 1 , [a, 1] = [a∗, 1] = 0 , (7)
and whose elements can be written as ξ = ν1+ i(z¯a− za∗), ν is a real number and
z ∈ C, i.e., the functions ξ are real: ξ∗ = ξ. The Weyl-Heisenberg group W (or
special nilpotent group) is the unique connected and simply connected Lie group
whose Lie algebra is the algebra w, and can be constructed by exponentiating the
algebra w inside the algebra A∞.
Since the operator π0(i(z¯a−za∗)) = i(z¯a−za†) is a densely defined self-adoint
operator on HΩ, one can construct the family of unitary operators D(z) = eza†−z¯a,
and the elements of the Heisenberg-Weyl group have the form:
g(ξ) = exp(ν1 + i(z¯a)− za∗) = eiνeza†−z¯a = eiνD(z) .
(Note that because g(ξ) are unitary operators they belong to A∞). Then clearly
g(ξ)−1 = g(−ξ) or, denoting the Lie algebra element ξ as (ν, z), we have g(ν, z) =
eiνD(z). Hence the Weyl-Heisenberg group W can be considered as a subgroup of
the group of unitary elements of the C∗-algebra A∞.
Using the BCH formula and the commutation relations (7) we get:
D(z)D(w) = eIm zw¯/2D(z + w) .
Hence, g(ν, z)g(ν ′, z′) = ei(ν+ν
′+Im zw¯/2)D(z + z′) = g(ν + ν ′ + Im zw¯/2, z + z′),
that shows that the map g : R3 → W given by g : (ν, x, y) 7→ g(ν, z), z = x + iy,
defines a group isomorphism between the Heisenberg-Weyl groupW and the group
structure defined on R3 by the composition law (ν, x, y) ◦ (ν ′, x′, y′) = (ν + ν ′ +
1
2
(xy′ − yx′), x+ x′, y + y′).
The fundamental representation of the algebraA∞ provides an irreducible ryep-
resentation of the Weyl-Heisenberg group and a projective representation of the
corresponding Abelian group R2 ∼= C (see [Ib09] and references therein). The
Weyl-Heisenberg group W has then a tautological irreducible unitary representa-
tion given by U(g(ξ)) = eiνeza
†−z¯a.
If we consider an arbitrary vector |ψ0〉 ∈ H, and we denote by Γ its stationary
group (in the space of rays) we have that Γ is the subgroup of elements of the form
exp iν1, in which case the quotient space M = W/Γ is the complex space C. The
system of generalized coherent states associated to the Heisenberg-Weyl group is
the set of vectors:
|z〉 = D(z)|ψ0〉 ,
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that obviously satisfy a|z〉 = z|z〉 and we obtain immediately the main identity:
1
π
∫
dz|z〉〈z| = I .
Note that in this case the fundamental representation π0 of the groupoid and the
tautological representation of the Heisenberg-Weyl group obtained from it, are
both irreducible and have the same support space. The states obtained by using
both are quite difrerent. Acting on the state |0〉 with the Heisenberg-Weyl group
we obtain the standard coherent states |z〉, however acting on it with groupoid
elements we obtain the vectors |n〉, i.e., the standard orthonormal basis of the
Hilbert space HΩ.
2 Generalized coherent states and groupoids
In the previous section we have shown that the groupoids formulation of quantum
mechanical systems provides a natural setting to deal with standard coherent states
for the quantum harmonic oscillator. In this section we will push this idea further
to show that the groupoid formulation allows to extend the construction of coherent
states in a rather flexible way.
2.1 Generalized coherent states for groupoids
Let G⇒ Ω be a groupoid and let (U,H) be an irreducible unitary representation
with support on the total Hilbert space H. As before a vector on this space is
denoted by the symbol |ψ〉. Further assumptions on the properties of the repre-
sentation will be introduced as needed.
Given a vector |ψ0〉 ∈ H we can extend the construction of coherent states
sketched in Sect. 1.4.3 by taking advantage of the canonical structures associated
with the groupoid G. In particular we will consider the unital C∗-algebra C∗(G)
associated with the groupoid and its Banach-Lie group of invertible elements, that
is G = {a ∈ C∗(G) | ∃a−1 , a−1a = aa−1 = 1} (see [Ci19] and references therein
for details on Banach-Lie groups).
The unitary representation U of the groupoidG extends to a representation π of
the algebra C∗(G) in H or, in other words, it defines a C∗(G)-module structure on
H, a · |ψ〉 = π(a)|ψ〉. The representation π defines by restriction a representation,
also denoted by π, of the group G . We will denote by |ψa〉 the vector π(a)|ψ0〉.
Note that for any algebraic element a =
∑
α aα α in G , π(a) =
∑
α aαU(α). Then
the definition of the C∗-algebra C∗(G) as the closure in the strong topology of
the algebra C[G] implies that the representation π of G is strongly continuous.
Moreover, if U is irreducible, then π is irreducible too, and in consequence the
15
restriction to G is irreducible. This implies that the family of vectors |ψa〉, a ∈ G
spans H.
Consider now the subgroup G0 ⊂ G that leaves invariant the state associated
with the vector |ψ0〉, that is the set of elements c ∈ G such that π(c)|ψ0〉 =
eis(c)|ψ0〉. Clearly G0 is a closed subgroup of G and the map χ : G0 → C∗ given by
χ(c) = eis(c) defines a one-dimensional representation of G0.
We may define its homogeneous space M = G /G0 which has the structure of
a smooth Banach manifold [Ci19]. We will denote the cosets in M as xa = aG0,
thus the canonical projection G → M = G /G0 reads as a 7→ xa. We will consider
now a section σ of the canonical projection G → M , that is, xσ(x) = x. Given any
a ∈ G , there is a unique element c(a) ∈ G0 that depends on the section σ such
that a = σ(xa)c(a). Clearly we have,
|ψa〉 = π(a)|ψ0〉 = π(σ(xa))π(c(a))|ψ0〉 = es(a)|ψσ(xa)〉 ,
with s(a) = s(c(a)) by definition. If we just denote by |x〉 the vector π(σ(x))|ψ0〉 =
|ψσ(x)〉, we get
|x〉 = e−is(a)|ψa〉 (8)
for any a ∈ G in the same coset as σ(x), that is such that xa = x. In general it
is not possible to guarantee that the family of vectors |x〉 will span H even if π is
irreducible.
Again a simple computation shows that σ(ac) = σ(a) + σ(c), a ∈ G , c ∈ G0
and π(a′)|x〉 = ei(σ(a′a)−σ(a))|a′x〉, with a in the coset x and a′x denotes the natural
action of G on M :
π(a′)|x〉 = e−iσ(a)π(a′)π(a)|ψ0〉 = e−iσ(a)π(a′a)|ψ0〉 (9)
= e−iσ(a)|ψa′a〉 = e−iσ(a)eiσ(a′a)|xa′a〉 = ei(σ(a′a)−σ(a))|a′x〉 .
It is clear that the combination σ(a′a) − σ(a) in the exponent in the last term
in the previous equation does not depend on a but just on the coset x. In what
follows we will denote by |0〉 the vector |ψ0〉. Finally using Eq. (8) we get:
〈x|x′〉 = ei(σ(a)−σ(a′))〈0|π(a∗a′)|0〉 . (10)
The Banach-Lie group G is too large for many applications, in general is an
infinite-dimensional Banach-Lie group and being modelled on an infinite dimen-
sional Banach space is not locally compact. It is not necessary to consider the
orbit {|ψa〉 | a ∈ G } of the full group G of invertible elements to construct a set
of states suitable for the description of a given dynamics.
Given a dynamics h on G with associated flow ϕt of automorphisms of C
∗(G)
it would be much more desirable to consider a subset M ⊂ G compatible with it,
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that is ϕt(m) = mt ∈M and such that the corresponding space of states will span
the Hilbert space H. The last condition is guaranteed if a completeness condition
of the form (compare with [Ci17, Sect. 2]):∫
M
dµ(m)|m〉 〈m| = I , (11)
is satisfied, I denotes the identity map in H and µ is a measure on M . Notice that
if M is invariant under the dynamics of h, then we have:
Ut|m〉 = |mt〉 (12)
with Ut = e
itH = π(exp(ith)), the strongly continuous one-parameter group defined
by the dynamics h with Hamiltonian H .
Thus in many occasions it would suffice to consider a finite-dimensional sub-
group G ⊂ G of unitary elements, as we did for instance in the discussion of
standard coherent states for the harmonic oscillator, Sect. 1.4.3. In that ocassion
we considered the Heisenberg-Weyl group W ⊂ G (H), a subgroup of the group
G (H) of bounded invertible operators in H, defined by the exponentiation of the
Lie algebra w in A∞. Again the restriction of the representation π to G will de-
fine a strongly continuous representation of G and the previous discussion applies
mutatis mutandis except for the fact that even if π is irreducible, the restricted
representation can be reducible. This did not happen with the Heisenberg-Weyl
group but it would have been the situation related to the group SU(2) using the
Jordan-Schwinger map to construct a subgroup of G (H).
In what follows we will assume that we are considering a finite-dimensional lo-
cally compact subgroup G of unitary elements in G and we will restrict ourselves
to an irreducible subrepresentation of the representation defined on it by the re-
striction of the representation π of G that will be denoted without risk of confusion
with the same notation (π,H). It will also be assumed that the representation is
square integrable, then we will denote as before by |m〉 the vector π(σ(mg))|0〉. It
is associated with the choice of a section σ of the canonical projection ρ : G→ M ,
whereM = G/G0 is the homogeneous space consisting of the cosets of the isotropy
group of the state associated to the vector |0〉. The representation π being square
integrable implies that
∫
G
π(g)|ψ〉dµg(g) ∈ H (at least for a dense subspace of H).
We will also assume for simplicity that the group G is unimodular, that is the
canonical left-invariant Haar measure µG on G is right-invariant. Therefore one
can induce an invariant measure, also denoted by µ, on the homogeneous space
M , provided that the volume of G0 is finite, as:
µ(∆) =
1
µG(G0)
µG(ρ
−1(∆)) , (13)
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and ∆ is measurable if ρ−1(∆) is measurable. Equations (8), (9) and (10), become:
|m〉 = e−is(g)|ψg〉 , (14)
π(g′)|m〉 = ei(σ(g′g)−σ(g))|g′m〉 , (15)
and
〈m|m′〉 = ei(σ(g)−σ(g′))〈0|π(g−1g′)|0〉 . (16)
Under such conditions the completeness of the familly of coherent states |m〉
can be assessed as follows. Consider the operator:
C =
∫
dµ(m)|m〉〈m| .
The operator C is well defined because the measure µG is right-invariant and the
subgroup G0 has finite volume. Indeed, using (14) and (13), we have:
C|ψ〉 =
∫
dµ(m)|m〉〈m|ψ〉 =
∫
dµ(m)〈m|ψ〉e−is(g)|ψg〉
=
1
µG(G0)
∫
G
dµG(g)〈m|ψ〉e−is(g)π(g)|ψ0〉 ,
which is well-defined because the representation is square integrable. Now it is clear
that C commutes with the irreducible representation π of the group G. Using (15),
in fact, we get:
π(g)Cπ(g)† =
∫
dµ(m)π(g)|m〉〈m|π(g)† =
∫
dµ(m)|gm〉〈gm|
=
1
µG(G0)
∫
G
dµG(g)|gm〉〈gm| =
∫
dµ(m)|m〉〈m| = C .
Because of Schur’s Lemma, C must be a multiple of the identity:
C = λI
We obtain the factor λ by computing the expected value of C:
λ = 〈0|C|0〉 =
∫
M
|〈0|m〉|2dµ(m) ,
and the family of projectors Pm associated to the generalized coherent states |m〉
provides a resolution of the identity:
1
λ
∫
M
Pmdµ(m) = I .
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Moreover, we get
|ψ〉 = 1
λ
∫
M
〈m|ψ〉|m〉dµ(m) ,
and the function
k(m,m′) =
1
λ
〈m|m′〉 = e
i(σ(g)−σ(g′))
λ
〈0|π(g−1g′)|0〉 ,
defines a reproducing kernel Hilbert space structure on the space of function
F(M) = {f : M → C | f(m) = 〈ψ|m〉 , |ψ〉 ∈ H}. In fact:
k(m,m′) =
1
λ
∫
Ω
k(m,m′′)k(m′′, m′)dµ(m′′) .
and the inner product on the space F(Ω) is given by:
〈f |g〉 =
∫
Ω
f(m)k(m,m′)g(m′)dµ(m)dµ(m′) .
2.2 f-oscillators and other generalized coherent states
An immediate generalization of the results presented in section 1.4 is provided by
the so-called f-oscillators. They were introduced in the [Ma97] in order to study
the effect of non-linear non-canonical trasformations which preserve the dynamics,
both at the classical and the quantum level. In this subsection we will describe
this dynamical system according to the groupoid formulation outlined before.
As already explained in Section 1.4, the starting point is the space of possible
physical outcomes and transitions, which provides the kinematical background in
the groupoid picture. Similarly to the usual harmonic oscillator, f-oscillators have
a discrete countable set of outcomes, an with n ∈ N, with morphisms generated
by the transitions αn : an → an+1. Therefore, the whole family of harmonic
and f-oscillators share the common kinematical background, which is the groupoid
A∞. Analogously, it is possible to build the C
∗-algebra, A∞ associated with the
groupoid A∞ and again this coincides with the unital C
∗-algebra of all bounded
operator over the Hilbert space HΩ = ℓ2(Z). The difference among the different
systems of this family is given by the dynamics, which amounts to assign specific
values to objects and transitions of the groupoids. In particular for a f-oscillator
we can define the following functions Af and A
∗
f (compare with Eq. (6)):
Af (α
−1
n ) = f(n+ 1)
√
n+ 1 , A∗f (αn) = f(n+ 1)
√
n+ 1 , (17)
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which, on the fundamental representation, will define operators whose domains
will depend on the chosen function f(n). Their commutator is the function F
which can be expressed as
F =
[
Af , A
∗
f
]
= Af ⋆ A
∗
f − A∗f ⋆ Af =
∞∑
n=0
(
f 2(n + 1)(n+ 1) + f 2(n)n
)
δn . (18)
The Hamiltonian function, instead, is defined as the function
hf =
ω
2
(
Af ⋆ A
∗
f + A
∗
f ⋆ Af
)
=
∞∑
n=0
ω
2
(
f 2(n+ 1)(n+ 1) + f 2(n)n
)
δn . (19)
In the fundamental representation π0 we can associate to these functions the op-
erators
Af = π0(af ) = af(n) , A
†
f = π0(A
∗
f) = f(n)a
† , Hf = π0(hf ) ,
where n = a†a. The evolution of the operator Af is given in terms of the one
parameter group of unitary transformations U(t) = e−itHf as follows:
Af(t) = U
†(t)af(n)U(t) = af(n)e−iω(n)t ,
where ω(n) = 1
2
((n+ 1)f 2(n+ 1)− nf(n)).
As already explained in the previous part of this section, it is possible to use
unitary operators in G to construct families of states of the Hilbert spaceHΩ. Even
if we focused the properties connected with families of states which are obtained
by means of a unitary representation of some Lie group G, one can consider also
other subsets of states {|m〉} satisfying the completeness and stability conditions
as described by Eqs. (11), (12).
In [Ma97] non-linear f-coherent states were introduced as eigenstates of the Af
operator, having the following expression:
|z, f〉 = Nf,z
∞∑
n=0
zn√
n![f(n)]!
|n〉 . (20)
It is possible to define these states on subsets of the complex plane and for suitable
functions f , such that the normalization factor Nf,z is finite. Moreover, if the
function f is also invertible, a completeness relation can be proven to hold.
Following an analogous procedure to the one used to define coherent states
for the harmonic oscillator, we will consider the strongly continuous map, which
associates to each complex number z ∈ C the unitary operator Df(z) defined as
follows:
Df (z) = e
zAf−z¯A
∗
f . (21)
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Contrarily to the harmonic oscillator case, these operator do not form a projective
representation of the additive group of complex numbers. However, one can define
the set of states {|zf〉} acting on the vacuum state |0〉:
|zf〉 = Df(z)|0〉 . (22)
If the function f is decreasing, we can write the operator Df (z) as a series ex-
pansion and one gets the following expression for this set of generalized coherent
states:
|zf〉 =
∞∑
n=0
n∑
k=0
(−1)k|z|2k
√
(2(n− k))!
(2n)!
(
βn,2kz
2(n−k) [f(2(n− k))]!|2(n− k)〉
−
√
2(n− k) + 1
2n+ 1
βn,2k+1z
2(n−k)+1 [f(2(n− k) + 1)]!|2(n− k) + 1〉
)
,
where [f(k)]! = f(k)f(k − 1) · · ·f(1) and the coefficients βi,j are functions of the
integer variables (n, k). In particular βn,0 = βn,1 = 1, whereas the coefficients βn,2k
and βn,2k+1, with k > 1, can be written in therms of k indices ji, 1 ≤ i ≤ k, as
follows:
βn,2k =
2(n−k)∑
j1=0
j1+1∑
j2=0
· · ·
jk−1+1∑
jk=0
Gj1(1)Gj2(3) · · ·Gjk(2k − 1)
βn,2k+1 =
2(n−k)+1∑
j1=0
j1+1∑
j2=0
· · ·
jk−1+1∑
jk=0
Gj1(2)Gj2(4) · · ·Gjk(2k) ,
where Gk(n) =
∑k
j=0 [F(n+ j)]. The evolution of these states in the Schro¨dinger
picture can be straightforwardly computed, consisting in the multiplication by
the time dependent phase factor e−iE(n)t of any vector |n〉, and one can immedi-
ately notice that only the hamiltonian function h0 of the harmonic oscillator maps
coherent states into coherent states.
Moreover, since the set {Df(z) | z ∈ C} does not form an irreducible unitary
representation of the Heisenberg-Weyl group, its completeness must be assessed
differently and a case-by-careful analysis depending on the properties of the func-
tion f should be performed [Ma97].
3 Conclusions and discussion
It has been shown that the groupoid picture of Quantum Mechanics provides
a natural background to construct families of generalized coherent states. The
fundamental representation of the groupoid describing the given quantum system
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together with a sensible choice of a subgroup of the group of unitary elements in
the C∗-algebra of the groupoid compatible with a given dynamics will provide one
such family. In this sense the classical construction of coherent states from unitary
group representations fits naturally in this description. Beyond this, any other
choice of a subset of elements in the C∗-algebra of the groupoid satifying natural
invariance and completeness conditions will suffice to define generalized coherent
states. This idea is illustrated by deforming the harmonic oscillator dynamics in
the groupoid picture to provide families of f-coherent states.
The completeness property of such generalized families can be characterized by
using the theory of frames (see for instance [An08] an references therein), a task
that will be considered elsewhere.
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