Considering a poset metric as a generalization of Hamming's metric , the packing radius of a code is not necessarily a function of the minimal distance. In this work we show, without any restriction on the poset, that the relation between the weight and the packing radius of a vector is equivalent to a generalization of the classical partition problem. We also generalize the well renown heuristic and deterministic algorithms of Karmakar-Karp and Korf, respectively, using an algebraic approach to the Differencing Method.
I. INTRODUCTION
An important concept of coding theory is that of the packing radius of a code. When using the Hamming metric this concept is overshadowed by that of the minimum distance since it is determined completely by it, i.e. if C is a code and d H (C) is the minimum distance of C in the Hamming metric, it is well known that the packing radius of C is
In this work we will consider the problem of finding the packing radius in the case of poset metrics. These metrics where first introduced by Brualdi et al. [1] generalizing on the work of Niederreiter [11] . Applications for these metrics include: describing the noise process in a wireless fading system [14] , its use for unequal error protection [5] , applications for decoding in parallel wiretap channels and others described in [13] .
An interesting property of these metrics is that the packing radius is not necessarily determined by the minimum distance. What we do have, nonetheless, is the following inequality
It is known that the lower bound is attained for any linear code iff d P = d H and the upper bound is attained for any linear code iff the poset is a chain. The if part of the last assertion is found in [4] and the only if part follows from simple 1-dimensional examples.
Until this work, to the authors' knowledge, the packing radius of a poset code was only known in the following cases: chain posets [4] , hierarchical posets [3] , disjoint union of chains of the same size (see [12] or obtain as a straightforward consequence of the shape in [13] ), and for some other posets, restricting the codes that are considered [5] . In this work we will approach the general poset case. To do this we will divide our problem in two.
The first part consists in determining the packing radius of a single vector. We will see that this is equivalent to solving a generalization (which we will call "the poset partition problem") of a famous NP-hard problem known as "the partition problem". We will then take a look at the best known algorithm for solving the partition problem and generalize it to the poset partition problem. The first time the problem of finding the packing radius of a poset code was identified, in some sense, as a partitioning problem was in [6] .
The second part consists in finding which code-word determines the packing radius of the code. For this, we have developed a method for comparing the packing radii of two vectors without calculating them explicitly.
A full and extended version of this work containing detailed proofs can be found in [2] .
II. THE POSET METRIC
Let [n] = {1, 2, . . . , n} be a finite set and be a partial order on [n]. We call the pair P = ([n], ) a poset and often identify P with [n]. An ideal in P is a subset J ⊆ P with the property that if x ∈ J and y x then y ∈ J. The ideal generated by a subset X ⊆ P is the smallest ideal containing X and is denoted by X . A poset is called a chain if every two elements are comparable, and an anti-chain if none are. The length of an element x ∈ P is the cardinality of the largest chain contained in {x} .
Let F q be a field with q elements and F n q the vector space of n-tuples over F q . We denote the coordinates of a vector x ∈ F n q by x = (x 1 , x 2 , . . . , x n ). A poset P = ([n], ) induces a metric d P , called the Pdistance, in F n q defined as
Note that if P is an anti-chain then d P is the Hamming distance. Because of this, when P is an anti-chain we will denote it by H.
Given a linear code (subspace) C ⊆ F n q and a poset P = ([n], ), we denote the minimum distance of C as d P (C) and 2014 IEEE International Symposium on Information Theory 978-1-4799-5186-4/14/$31.00 ©2014 IEEE the packing radius of C as R d P (C). We remark that, since d P is translation invariant (in the sense that d P (x + z, y + z) = d P (x, y) for all x, y, z ∈ F n q ) if we define the P -weight as ω P (x) = d P (x, 0) then d P (C) = min{ω P (x) : x ∈ C − {0}}. Since C is linear, z = x − y ∈ C and therefore the packing radius is the largest positive integer such that
for every z ∈ C − {0}, where B P (x, r) denotes the ball of center x and radius r.
III. THE PACKING RADIUS OF A VECTOR
We begin this section by defining the packing radius of a vector. Definition 1. Let x ∈ F n q and d be a metric over F n q . The packing radius of x is the largest integer r such that
Note that the packing radius of a vector is not determined by its weight. Example 1. We define a poset P on [3] given by 1 2. Considering the vectors x = 010 and y = 101 we have that
It is easy to prove that the packing radius of a linear code is the smallest of the packing radii of its code-words:
q be a linear code and d a metric over F n q . Then,
Thus, to find the packing radius of a linear code, we need to find the code-word with the smallest packing radius, which we will call the packing vector of the code. We approach the problem of finding the packing radius of a vector proving the following result:
, the set of maximal elements of supp(x).
Therefore, the packing radius of a vector is a property of the ideal generated by its support and determining it can be interpreted as a poset partitioning problem.
Definition 2. Let P be a poset and M P be the set of its maximal elements. We define the packing radius of the poset P as
Applying Theorem 1 to the definition we have that the packing radius of a vector x is
The problem of finding the packing radius of a vector is then equivalent to the problem of finding the packing radius of a poset, which we will call the poset partition problem. This problem is a generalization of the famous NP-hard problem known as "the partition problem" that we present and explore in the next section.
IV. THE PARTITION PROBLEM
The partition problem is defined as follows: Given a finite list S of positive integers, find a partition (
This is equivalent to minimizing the discrepancy
This problem is of great importance both from the practical and theoretical point of view and is one of Karp's classical 21 NP-complete problems [8] .
A. The Karmarkar-Karp Heuristic
The best heuristic known for this problem is the Karmarkar-Karp(KK) Heuristic, also known as the differencing method, first introduced in [7] . The method involves using the differencing operation: select two elements x i and x j from the list being partitioned and replace them by the element |x i − x j |. Doing this is equivalent to making the decision that they will go into different subsets of the partition. After applying this operation n − 1 times a partition will have been made and its discrepancy will be the value of the single element left on the list.
Depending on which criterion is used to choose the two elements in each step to apply the differencing operation, many partitions can be obtained. For the classical partition problem, the best criterion known is the largest differencing method (LDM), which chooses the two biggest elements. Example 2. Let (8, 7, 6, 5, 4) be the list being partitioned. The KK heuristic using the LDM criterion will have the following instances: (8, 7, 6, 5, 4) , (6, 5, 4, 1 = 8 − 7), (4, 1, 1 = 6 − 5), (3 = 4−1, 1), (2 = 3−1), giving a discrepancy of 2 pertaining to the partition (8, 6), (7, 5, 4) . In this case the heuristic does not find the optimal partition (8, 7), (6, 5, 4) .
B. Complete Karmarkar-Karp
In [10] , Korf shows how to extend an heuristic using the differencing operation into a complete anytime algorithm, i.e. an algorithm that finds better and better solutions the longer it runs, until it finally finds the optimal one. This algorithm is known as the Complete Karmarkar-Karp (CKK) algorithm.
At each instance the KK heuristic commits on placing two elements in different subsets, by replacing them with their difference. The only other option would be to commit to place them in the same set, replacing them by their sum. This results in a binary tree where each terminal node (or leaf) represents a possible instance. A left branch on a node will lead to a node where the two chosen elements were replaced with their difference and a right branch to a node where they were replaced with their sum. If the list has n elements, the whole tree will have 2 n−1 terminal nodes corresponding to all the possible partitions. Fig. 1 . Binary tree for partitioning (8, 7, 6, 5, 4) .
If no perfect partition exists (in the sense that the discrepancy is either 0 or 1), the whole tree must be searched. In this (worst case) scenario, the running time of CKK is O(2 n ). If, otherwise, there is a perfect partition, then upon finding it, the search can stop. This being the case the order in which the terminal nodes are searched is important and the best results come from using the LDM criterion and giving preference to left branches. For a discussion on good ways to search the tree, see [9] .
V. THE POSET PARTITION PROBLEM
In the poset partition problem we must minimize not the discrepancy, but what we call the discordancy. The packing radius of a poset can then be written in terms of its minimum discordancy.
Theorem 2. Let P be a poset of size n. Then, the packing radius of P is
It is easy to see that, when P is a chain, it has a unique maximal element hence Λ * (P ) = n and when P is an antichain, every element is maximal, hence Λ * (P ) = 0 or 1, depending on the parity of n and we attain the bounds for R d P (C) presented in the introduction.
A. The Differencing Method for Posets
We now generalize the differencing method and the CKK algorithm. In the poset case, instead of partitioning numbers we will partition vectors and this demands an algebraic generalization of the Differencing Method, defining it as a pair of formal operations on vectors.
Definition 4. Let P = ([n], ) be a poset. Given x ∈ P , we denote its adjacency vector byx where its coordinates are defined asx
where [ ] is the Iverson bracket.
Given the set M P = {x 1 , x 2 , . . . , x m } of the maximal elements of a poset, we have associated to it a list of adjacency vectors (x 1 ,x 2 , . . . ,x m ). We will define two operators, the differencing operator ( ), and the associating operator (⊕) which will operate on the vectors from the list of adjacency vectors in such a way that differencing two vectors becomes equivalent to committing to place the maximal elements they represent in different subsets, and associating two vectors becomes equivalent to committing to place the maximal elements they represent in the same subset, thus generalizing the differencing method used in the classic partition problem. We will need an extra element which we will denote by i which will be treated formally as if it were a complex number, but which represents the case where that element will be in both sets of the partition.
Definition 5. Let X = {0, 1, −1, i}. The differencing and associating operators are defined by the following tables:
The value of x y is found in the x row and y column, for example,
For the associating operator the order is immaterial since
In the case of two vectorsx,ŷ ∈ X n , for some n, the operators are defined coordinate by coordinate: (x ⊕ŷ) i =x i ⊕ŷ i 2014 IEEE International Symposium on Information Theory (x ŷ) i =x i ŷ i . Definition 6. Letx ∈ {0, 1, −1, i} n . We define the sum of entries function as
where i is treated formally as if it where the imaginary unit.
We can therefore refer to the real part of S(x), denoted as (S(x)), and the imaginary part, denoted as (S(x)). We can now find explicitly the discordancy of the terminal nodes of our tree.
Theorem 3. Let P be a poset with maximal elements M P = {x 1 , x 2 , . . . , x m }, (x 1 ,x 2 , . . . ,x m ) be the adjacency vectors associated with M P , andv be an expression using all the adjacency vectors exactly once. If we denote by (A, B) the partition of M P associated tov, then,
Thus, Λ(A, B) = | (S(v))| + (S(v)).
We can now build a tree similar to the one in the CKK algorithm. We will make one modification, nonetheless, we will substitute the lists of vectors for matrices.
Definition 7. Let P be a poset of size n with maximal elements M P = {x 1 , x 2 , . . . , x m }, and (x 1 ,x 2 , . . . ,x m ) be the adjacency vectors associated with M P . We define the radius matrix of P as
This matrix can be obtained from the adjacency matrix 1 of P by removing the columns which do not correspond to maximal elements.
By Theorem 3, the packing radius of a poset is completely determined by its radius matrix. The packing radius can therefore be seen as the property of a matrix.
We can, therefore, extend the definition of discordancy and packing radius to matrices.
We begin by the discordancy of a vector. The discordancy of a matrix will be given recursively. 1 The matrix A such that A ij = [i j]. 
i.e. the matrix M after substituting columns j and k with the column associating their corresponding vectors. The matrix M j,k is defined analogously.
Note that both M ⊕ j,k and M j,k have one column less than M .
Definition 10. Let M be a matrix with elements in {0, 1, −1, i}. The minimum discordancy of M is defined as
where the choice of j and k is irrelevant 2 as long as they are different.
The minimum discordancy of a vector is defined as its discordancy.
We now define the packing radius of a matrix.
Definition 11. Let M be a matrix with elements in {0, 1, −1, i} and n be the number of rows in M where there exists at least one element different than 0. The packing radius of M is defined as
We can now rephrase Theorem 2 in terms of the radius matrix of a poset. Thus to find the packing radius of a single vector, we take its support, think of it as a poset and then write down its radius matrix, which is formed by the columns of the adjacency matrix of the poset correspondent to its maximal elements. Applying the differencing and associating operations on its columns we may construct a tree similar to the one in the CKK algorithm.
To search the tree we need to have a criterion for choosing which vectors to differenciate or associate. In the classical problem the best criterion was LDM. We present now a generalization of the LDM criterion and, despite the inexistence of different criteria, we conjecture that it should perform well in the same context as in the classical partition problem. We call it the Poset LDM (PLDM) criterion. Our first vectorx will be the one that maximizes Λ * (x), and our second one,ŷ, will then be the one that minimizes Λ * (x ŷ). In our examples we will always list these two vectors in the first two columns. This can be done because the packing radius of a matrix is invariant under row or column permutations. Figure 2 shows the search tree due to the differencing method for posets applied to the radius matrix of P . From it we conclude that Λ * (P ) = 3. Thus, R(P ) = 4. Remark 1. To find the packing radius of a poset code we need to find its packing vector, that is, the code-word with minimum packing radius. One way to do this would be to calculate the packing radius of each code-word, but as we have seen that would be an untreatable problem since we would have to solve a poset partition problem for each code-word. This step, however, may be avoided, since it is possible to compare the packing radii of two vectors without calculating them explicitly, using a method described in [2] , a full and extended version of this work.
VI. CONCLUSION
We show that given a poset metric and a vector, finding its packing radius is an NP-hard problem. We generalize Karp's differencing algorithm and Korf's CKK algorithm for the poset case and develop a method for comparing the packing radius of vectors without calculating them explicitly which can be used for proving packing radius inequalities for poset codes.
