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e're witnessing the next major Internet evolution, in which millions of devices will connect to create a new ecosystem called the Internet of Things. With advancements in technology and the arrival of numerous commercial products, the IoT has gained considerable momentum. Application-layer standards such as the Constrained Application Protocol (CoAP) 1 and the Devices Profile for Web Services (DPWS) 2 support the creation of next-generation IoT applications for the Web.
DPWS in particular enables secure Web services capabilities on resourceconstrained devices, thus supporting service-oriented and event-driven applications for networked devices. DPWS has an architectural concept similar to the W3C's Web Services Architecture, 3 but it differs in several ways to better fit in resource-constrained environments (constrained nodes and low-power, lossy networks) and event-driven scenarios.
Thus far, DPWS has been widely used in automation, home entertainment, and automotive systems. 4 It's also applicable for maintaining integration with the Internet and enterprise infrastructures. 5 Strong community support makes it a promising technology for the future IoT. However, IoT systems containing huge numbers of devices, in contrast to the small numbers in industrial and home applications, make some DPWS features -such as dynamic discovery and publish-subscribe eventing -impossible in mass or even global device deployments. We must thus extend DPWS for
Feature: Web Services
The Devices Profile for Web Services (DPWS) standard enables the use of Web services for certain Internet of Things (IoT) applications. DPWS is appropriate for implementing services on resource-constrained devices. However, little investigation has gone into how such services perform in IoT scenarios when it comes to features such as dynamic discovery and publishsubscribe eventing. Moreover, DPWS introduces considerable overhead due to its use of SOAP envelopes in exchange messages. To tackle these problems, the authors extend the DPWS standard using a REST proxy, creating a RESTful Web API that paves the way for developers to invest more in this technology.
IoT scenarios and resolve several problems before it can successfully arrive in the IoT domain. We analyze some of these problems and propose an extension to the DPWS standard that uses a REST proxy.
DPWS and the Internet of Things
The IoT is an ecosystem in which all smart things (sensors and actuators, embedded devices, electronic appliances, and digitally enhanced everyday objects) are connected using Internet protocols to facilitate interoperability. It envisions an era of pervasive applications built on top of these networked devices. IoT scenarios require that devices both connect to the Internet and integrate seamlessly into existing Internet infrastructure, in which Web applications are predominant. The IoT could benefit from the Web services architecture using the DPWS standard. DPWS brings W3C Web services technology into the IoT by defining specifications that provide a secure and effective mechanism for describing, discovering, messaging, and eventing services for resource-constrained devices.
DPWS is based on the Web Services Description Language (WSDL; www.w3.org/TR/wsdl) and SOAP (www.w3.org/TR/soap/), which describe and communicate device services. It doesn't require any central service registry, such as UDDI (http://uddi.org/pubs/uddi_ v3.htm), for service discovery. Instead, it relies on SOAP-over-UDP binding and UDP multicast to dynamically discover device services (http:// docs.oasis-open.org/ws-dd/soapoverudp/1.1/ os/wsdd-soapoverudp-1.1-spec-os.html). DPWS offers a publish-subscribe eventing mechanism, WS-Eventing (www.w3.org/Submission/WSEventing/), that lets clients subscribe to device events -for example, a device switch is on/ off or the environmental temperature reaches a predefined threshold. When w3.org/Submission/WS-Policy/) to define a policy assertion and indicate the device's compliance with DPWS. DPWS's secure Web services, dynamic discovery, and eventing features are its main advantages for event-driven IoT applications. Nevertheless, when applying DPWS on current Internet infrastructure (IPv4), developers face several problems. The main concern is with dynamic discoverythe network range of UDP multicast messages is limited to local subnets; it's impossible to carry out discovery in a large network such as the Internet. With WS-Eventing, establishing separate TCP connections when delivering the same event notification to many subscribers will generate a global, mesh-like connectivity between all devices and subscribers. This requires high memory, processing power, and network traffic and thus consumes considerable energy in devices.
Another issue is overhead from the data representation in XML and from multiple bi directional message exchanges. This isn't a problem when DPWS devices communicate locally, but in a mass device deployment, these messages would generate heavy Internet traffic and increase latency in device and application communication. Furthermore, W3C Web services use WSDL for service description and SOAP for service communication; the former, despite being a W3C standard, requires that developers process poorly structured XML data; the latter is common mostly in stateful enterprise applications, whereas recent Web applications are moving toward the core Web concepts that REST 6 encompasses by offering stateless, unified, and simple RESTful Web APIs.
To solve these problems, we propose extending the DPWS standard using a REST proxy that would enable the following features:
• global dynamic discovery using WS-Discovery (http://docs.oasis-open.org/ws-dd/ns/ discovery/2009/01) in local networks; • a proxy-based topology for the publish-subscribe eventing mechanism; • dynamic REST addressing for DPWS devices;
• a RESTful Web API; and • WSDL caching.
Our REST proxy extension of DPWS unburdens Internet traffic by processing the main load in local networks. It can also extend local dynamic discovery globally via the RESTful Web API. Developers need not parse complex WSDL documents to access service descriptions; they can use the RESTful Web API to control devices.
Use Case
The new ecosystem of networked devices makes many IoT platforms available for building a new generation of Web-based applications that aggregate services. Peter, an IoT developer, chooses DPWS technology for his Web-based home automation system. He wants to make a module controlling a newly purchased DPWS heater. The heater is equipped with a temperature sensor, a switch, memory, a processor, and networking media, and is implemented with a hosted service consisting of seven operations: check the heater status (GetStatus), switch the heater on or off (SetStatus), get the room temperature (GetTemperature), adjust the heater temperature (SetTemperature), and add, remove, and get available policy rules for defining the heater's automatic operation (AddRule, RemoveRule, or GetRules).
Peter connects the heater to the network and tries to control it from his IoT application. We follow Peter's development process to understand the challenges he can encounter when developing, deploying, and communicating the device from his IoT application and how the extended DPWS helps him solve these problems. This use case illustrates a common case in several consumer applications when a new device joins the network.
REST Proxy Design
We introduce the detailed design of the REST proxy to extend DPWS to achieve global dynamic discovery, publish-subscribe eventing, dynamic REST addressing, a RESTful Web API, and WSDL caching.
Global Dynamic Discovery
When an application tries to locate a device or a hosting service in a network, it uses the SOAP-over-UDP binding to send a UDP multicast message. This message carries a SOAP envelope containing a WSDiscovery Probe message with search criteria -for instance, the device's name. All the target devices in the network (local subnet) that match the search criteria will respond with a unicast WS-Discovery Probe Match message (also using the SOAP-over-UDP binding). In our use case, the heater sends the Probe Match message containing the network information. The application can send a series of other messages via the same means to invoke a required operation. At this point, Peter would realize that his IoT application in the current Internet infrastructure can't dynamically discover the heater because the network range is limited to the local multicast message subnet.
If the application uses a REST proxy, it can suppress multicast discovery messages and send a unicast request to the proxy instead. Then, the proxy can representatively send Probe and receive Probe Match messages to and from the network while device behavior remains unmodified; devices still answer to Probe messages arriving via multicast. In networks with frequent changes in the device structure, where several Probe messages appear, the proxy can significantly unburden Internet traffic.
The REST proxy provides two APIs to handle discovery as follows:
PUT http://157.159.103.50:8080/discovery: update the discovery with search criteria (for example, the device name) GET http://157.159.103.50:8080/discovery: get the list of discovered devices (157.159.103.50 is the proxy's IP address, and 8080 is the port number.)
We also propose a repository in the proxy to maintain a list of active devices. The repository updates when devices join and leave the network. In addition, the proxy periodically checks the repository's consistency -say, every 30 minutes. For a proxy with 100 devices, the repository is about 600 Kbytes, so unconstrained machines can feasibly host a proxy.
Publish-Subscribe Eventing
To receive event notifications, Peter can subscribe his application directly to the heater by sending a SOAP envelope containing a WSEventing Subscribe message (again, using the SOAP-over-HTTP binding). The heater responds by sending a WS-Eventing SubscribeResponse message via the HTTP response channel. When an event occurs, the heater establishes a new TCP connection and sends an event notification to the subscriber. Therefore, multisubscriber scenarios generate a high level of traffic, requiring considerable resources and causing devices to consume more energy. However, we can implement this publish-subscribe mechanism through the REST proxy to reduce the overhead of SOAP message exchanges and resource consumption, replacing global mesh-like connectivity with a proxy-based topology (see Figure 1) . One API is dedicated to event subscription; instead of sending a WS-Eventing Subscribe message, the application sends an HTTP POST request to the subscription resource as follows:
POST http://157.159.103.50:8080/heater/event (parameter: application endpoint): subscribe to an event
The proxy receives the event notification from the device and then disseminates these messages to the applications.
Dynamic REST Addressing
DPWS uses WS-Addressing to assign a unique identification to each device (endpoint address), independent of its transport-specific address. This unique ID is used with a series of message exchanges -Probe/ProbeMatch and Resolve/ ResolveMatch -to get a transport address. A client then sends another series of messages back and forth to invoke an operation. This process creates the overhead on the Internet. We define a mapping between a pair of DPWS endpoint/transport addresses and a single proxy URI, and thus replace several SOAP messages with simpler HTTP request/response ones. The mapping is carried out dynamically when the proxy discovers a device. In our DPWS heater use case, this would occur as follows: 
WSDL Caching
When an application knows the endpoint address of a hosted service, it can ask that service for its interface description by sending a GetMetadata Service message. The service might respond with a GetMetadata Service Response message, including a WSDL document. This document describes the supported operations and the data structures used in the device service. Some DPWS implementations (such as the Java MultiEdition DPWS Stack, or JMEDS; http://ws4d.org/ jmeds/) provide a cache repository for storing the WSDL document at runtime. After the application retrieves the WSDL file for the first time, it's cached for local use in subsequent occurrences within the DPWS framework's life cycle (start/stop). This kind of caching mechanism can significantly reduce both latency and message overhead. Our DPWS proxy can provide WSDL caching not only at runtime but also permanently in a local database. The cache is updated along with the routine of maintaining the device repository in the proxy.
Evaluation
We set up an experiment to evaluate latency and overhead in two different scenarios: one uses our proposed REST proxy (Figure 1a) , and the other uses the original DPWS (Figure 1b) . In both cases, an IoT application communicates with a DPWS device (a heater) to invoke its hosted service (heater functionalities). To replicate a realistic deployment of the IoT application, we deployed it on a server running Tomcat (http://tomcat.apache.org) that used a public Internet connection and was located about 30 km away from the devices' local network. We implemented the heater with a hosted service SmartHeater providing seven operations, as Table 1 shows (DPWS operations 3 to 9). These operations use simple command-line messages to indicate each operation's effect, such as "current status: on" and "new status updated: off." We implemented a REST proxy in Java using the Jersey library on Tomcat (http:// jersey.java.net) to handle the heater's RESTful Web API. The IoT application either uses the API provided by the REST proxy or directly communicates with the heater (using the WS4D JMEDS library) to carry out the DPWS heater's four functionalities: checking heater status, setting heater status, adding a new rule, and deleting a rule.
Features Comparison
For the original DPWS communication, we exclude the preprocessing phase that discovers the device information (endpoint and transport addresses). We measure round-trip time (RTT) and message size only for invoking operations. Note that the actual time of the whole process is higher and varies according to implementation strategies. You can choose to have a device discovered and its services invoked in real time, or have the information about the device stored and then send requests only to invoke the device service. The real RTTs and message sizes will always be higher than those using our proposed REST proxy. Our design extends the DPWS standard with new features, as Table 2 shows. These features, including global discovery, global messaging, and a RESTful Web API, are necessary to realize the technology for IoT applications. In the meantime, the extension preserves DPWS's publish-subscribe eventing mechanism with an even better messaging format. Figure 2a presents responsiveness, reasonable delay would improve system performance and the user experience. Figure 2b shows the message sizes of requests (REQUEST) and responses (RESPONSE) in the four APIs (PROXY MODE) and their counterpart four DPWS operations (DPWS MODE) for fulfilling the same tasks. In DPWS MODE, the messages don't include WSDL documents because we assume that developers choose to cache these documents to preliminarily optimize the application performance (real-time processing of WSDL documents generates more messages). Message overhead improves significantly when we apply the REST proxy. For real deployments of applications and devices in original DPWS communication, nearly full-mesh connectivity (Figure 1b) is unavoidable compared to the simple and linear increments of HTTP traffic in the REST proxy scenario (Figure 1a ).
Latency and Message Overhead

D
PWS was designed for use in event-driven IoT applications thanks to features such as eventing and dynamic discovery, which can't be supported natively with HTTP. They use SOAPover-UDP multicast and SOAP-over-HTTP binding, which are, in practice, limited in network range and introduce considerable overhead by using SOAP envelopes. Instead, our REST proxy extends the DPWS standard to better integrate it into IoT applications and the Web while maintaining its advantages. Our experimental results show a significant improvement in reducing latency and overhead as well as simplifying the global topology of using a RESTful Web API. To use our REST proxy design in the future, a standard will be necessary for designing DPWS services for different devices and for the dynamic generation of a RESTful Web API. Also, we must further investigate its adoption in several scenarios with real-time constraints or in high dynamicity, such as in military and disaster monitoring applications.
