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ABSTRACT
The strong observed clustering of z > 3.5 quasars indicates they are hosted by massive (Mhalo &
1012 h−1 M) dark matter halos. Assuming quasars and galaxies trace the same large-scale structures,
this should also manifest as strong clustering of galaxies around quasars. Previous work on high-
redshift quasar environments, mostly focused at z > 5, have failed to find convincing evidence for these
overdensities. Here we conduct a survey for Lyman alpha emitters (LAEs) in the environs of 17 quasars
at z ∼ 4 probing scales of R . 7h−1 Mpc. We measure an average LAE overdensity around quasars of
1.4 for our full sample, which we quantify by fitting the quasar-LAE cross-correlation function. We find
consistency with a power-law shape with correlation length of rQG0 = 2.78
+1.16
−1.05 h
−1 cMpc for a fixed
slope of γ = 1.8. We also measure the LAE auto-correlation length and find rGG0 = 9.12
+1.32
−1.31 h
−1 cMpc
(γ = 1.8), which is 3.3 times higher than the value measured in blank fields. Taken together our results
clearly indicate that LAEs are significantly clustered around z ∼ 4 quasars. We compare the observed
clustering with the expectation from a deterministic bias model, whereby LAEs and quasars probe the
same underlying dark matter overdensities, and find that our measurements fall short of the predicted
overdensities by a factor of 2.1. We discuss possible explanations for this discrepancy including large-
scale quenching or the presence of excess dust in galaxies near quasars. Finally, the large cosmic
variance from field-to-field observed in our sample (10/17 fields are actually underdense) cautions one
from over-interpreting studies of z ∼ 6 quasar environments based on a single or handful of quasar
fields.
Keywords: cosmology: observations – early Universe – large-scale structure of universe – galaxies:
clusters: general – galaxies: high-redshift – quasars: general
1. INTRODUCTION
Understanding large-scale structure at early cosmic
epochs, and how high-redshift z & 4 quasars and galax-
ies fit into the structure formation hierarchy, remains an
important challenge for observational astronomy. In the
current picture, every massive galaxy resides in a massive
dark matter halo and is thought to have gone through a
luminous quasar phase fueling the growth of a central
supermassive black hole. If the strong correlations be-
tween black hole mass and galaxy mass observed locally
(Magorrian et al. 1998; Ferrarese & Merritt 2000; Geb-
hardt et al. 2000) were also in place at early times, then
one expects bright quasars at z & 4 to be signposts for
massive structures in the young Universe. Many theo-
retical studies have sought to understand quasar evolu-
tion (e.g. Springel et al. 2005; Angulo et al. 2012) in a
cosmological context, and generically predict that high-
redshift z & 4 quasars should reside in massive halos
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Mhalo & 1012 h−1 M , and thus trace massive proto-
clusters. Such protoclusters can be identified as large
overdensities of galaxies, which are expected to be de-
tectable on typical scales of R ∼ 4.5 − 9 Mpc at z ∼ 4
(Chiang et al. 2013). However, observational constraints
have yet to definitively confirm this hypothesis, primarily
due to the challenges of detecting galaxies at such high
redshifts.
A fundamental result of the ΛCDM structure forma-
tion paradigm is that the clustering of a population
of objects can be directly related to their host dark
halo masses (Mo & White 1996). The auto-correlation
length r0 of quasars is observed to rise steadily over
the range 0 . z . 2, (Porciani & Norberg 2006; My-
ers et al. 2006; Shen et al. 2007; White et al. 2012;
Eftekharzadeh et al. 2015), and then dramatically steep-
ens from z ∼ 2 to z ∼ 4, the highest redshift for which the
auto-correlation has been measured. Shen et al. (2007)
measured the quasar auto-correlation using a sample of
∼ 1, 500 quasars at z ≥ 3.5 from the Sloan Digital Sky
Survey (SDSS; York et al. 2000), and inferred a corre-
lation length of r0 = 24.3h
−1 Mpc (for a fixed slope for
the correlation function of γ = 2.0). This measurement
indicates that z ≥ 3.5 quasars are the most highly clus-
tered population at this epoch, implying very massive
(Mhalo > (4− 6)× 1012 h−1 M) host dark matter halos
(see also White et al. 2008; Shen et al. 2009).
An alternative and complementary approach is to di-
rectly characterize the density field around quasars by
searching for galaxies clustered around them. But to date
the results of such studies are difficult to interpret and it
remains unclear whether z & 4 quasars reside in overden-
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sities of galaxies, as should be implied by the strong auto-
correlation measured by Shen et al. (2007). Currently,
about 30 quasar fields have been studied for this purpose
at z > 4, and some of them show overdensity of galaxies
(Stiavelli et al. 2005; Zheng et al. 2006; Kashikawa et al.
2007; Kim et al. 2009; Utsumi et al. 2010; Capak et al.
2011; Swinbank et al. 2012; Morselli et al. 2014; Adams
et al. 2015; Balmaverde et al. 2017; Kikuta et al. 2017;
Ota et al. 2018), whereas others exhibit a similar number
density of galaxies compared with blank fields (Willott
et al. 2005; Kim et al. 2009; Ban˜ados et al. 2013; Hus-
band et al. 2013; Simpson et al. 2014; Mazzucchelli et al.
2017; Goto et al. 2017; Ota et al. 2018). Uchiyama et al.
(2018) performed a more systematic search for associa-
tions of 171 SDSS quasars at z ∼ 4 with Lyman break
galaxies (LBGs) overdensities detected in a ∼ 121 square
degrees survey, and find that on average quasars are not
associated with overdensities.
Several different factors could explain these contradic-
tory results. First, nearly all of the aforementioned stud-
ies aim to detect overdensities of galaxies around individ-
ual or at most a handful of quasars, and the large statisti-
cal fluctuations expected from cosmic variance could ex-
plain why they have been inconclusive. Second, compar-
ing different studies is complicated by the fact that they
often select different types of galaxies. Many searches
have been conducted for LBGs around quasars, but the
wide redshift range ∆z ∼ 1 resulting from photometric
selection (e.g. Ouchi et al. 2004a; Bouwens et al. 2007,
2010), make them particularly susceptible to projection
effects that will dilute any clustering signal. Other work
targeting Lyman alpha emitters (LAEs) over a much nar-
rower redshift range of ∆z ∼ 0.1 should result in less dilu-
tion, but the fact that LAEs are intrinsically less strongly
clustered than LBGs (e.g. Ouchi et al. 2004b; Kashikawa
et al. 2006; Ouchi et al. 2010, 2018), complicates the
comparison. Finally, past work has quantified clustering
via different statistics, on different physical scales (often
limited by the instrument field-of-view), and may suffer
from systematic errors in the determination of the ex-
pected background number density of galaxies, which is
a crucial issue given that clustering can be strongly di-
luted by projection effects. In summary, the diverse and
contradictory results emerging from studies of quasar en-
virons at z & 4 may simply reflect a lack of sensitivity
and heterogeneous analysis approaches.
One strategy for overcoming these complications is to
focus on measuring the quasar-galaxy cross-correlation
function, and target a large sample of quasars leveraging
the statistical power to increase sensitivity. This cross-
correlation function has several advantages: i) it quanti-
fies not only the over/under density of galaxies but also
their radial distribution about the quasar, ii) it can be
easily related to the respective auto-correlations of the
quasar and galaxy samples, and iii) similar to the auto-
correlation, it provides an independent method to esti-
mate quasar host halos masses. The quasar-galaxy cross-
correlation function has been measured by many studies
at z < 3 (e.g. Adelberger & Steidel 2005; Padmanab-
han et al. 2009; Coil et al. 2007; Trainor & Steidel 2012;
Shen et al. 2013), but only few works have attempted a
measurement at higher redshifts. Ikeda et al. (2015) mea-
sured the angular quasar-LBG cross-correlation function
using a sample of 16 spectroscopically confirmed quasars
at 3.1 < z < 4.5. They report an upper limit for the
cross-correlation length of r0 < 10.72h
−1 Mpc (for a
fixed slope of γ = 1.8). Similarly, He et al. (2018) used
spectroscopic SDSS luminous quasars at 3.4 < z < 4.6 to
cross-correlate with LBGs, reporting a cross-correlation
length of r0 = 5.43
+2.52
−5.06 h
−1 Mpc (for a fixed slope
of γ = 1.86). Garc´ıa-Vergara et al. (2017) measured
the projected quasar-LBG cross-correlation function on
scales of 0.1 . R . 9h−1 Mpc by using a sample of six
spectroscopic quasars at z ∼ 4. They find that LBGs
are strongly clustered around quasars7, with a cross-
correlation length of rQG0 = 8.83
+1.39
−1.51 h
−1 Mpc (for a
fixed slope of γ = 2.0), which agrees with the expected
cross-correlation length computed using the LBG auto-
correlation length and the quasar auto-correlation length
assuming a deterministic bias model
In this paper, we present the first measurement of
the z ∼ 4 quasar-LAE cross-correlation function based
on narrow- and broad-band observations performed us-
ing VLT/FORS2 on a sample of 17 quasar fields. The
spectroscopic quasars have been selected to have small
redshift uncertainties such that their Lyα emission line
lands in the central part of the narrow band (NB) filter
employed. There are several motivations for performing
this study at z ∼ 4. First, the auto-correlation function
of both quasars (Shen et al. 2007) and LAEs are (Ouchi
et al. 2010) are well measured by previous work, which
allow us to compute the expected strength of the cross-
correlation assuming quasars and galaxies trace the same
underlying dark matter overdensities. Second, at z ∼ 4
the LAE luminosity function is well measured (e.g. Ouchi
et al. 2008; Cassata et al. 2011; Drake et al. 2017; Sobral
et al. 2018), and therefore we can use it to compute the
expected LAE number density in blank fields, a key in-
gredient in a cross-correlation measurement. Third, this
luminosity function implies that z ∼ 4 LAEs are suffi-
ciently numerous and bright that one ought to detect the
expected level of the cross-correlation given a reasonable
investment of telescope time. Finally, an independent
measurement of the quasar-LBG cross-correlation exists
at nearly the same redshift (Garc´ıa-Vergara et al. 2017),
enabling a comparison of the clustering of two different
galaxy populations around quasars at the same cosmic
epoch.
This paper is organized as follows. In section § 2 we
provide information on the sample and describe the ob-
servations and data reduction. In section § 3 we discuss
the selection of the LAEs in quasar fields and compute
the number density of LAEs in our sample. The clus-
tering analysis is presented in section § 4, and the im-
plications of our results are discussed in section § 5. We
summarize the work in section § 6.
Throughout this paper magnitudes are given in the AB
system (Oke 1974; Fukugita et al. 1995) and we adopt
a cosmology with H0 = 100h km s
−1 Mpc−1, Ωm = 0.30
and ΩΛ = 0.70 which is consistent with Planck Collab-
oration et al. (2018). Comoving and proper Mpc are
denoted as “cMpc” and “pMpc”, respectively.
7 Note that in this work, LBGs were selected using a novel NB
technique that ensures a redshift coverage of ∆z ∼ 0.3 and then
this result is not affected by typical LBG redshift uncertainties that
could be enhancing the real LBG number counts.
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2. OBSERVATIONS AND DATA REDUCTION
2.1. Quasar Selection
An important requirement to perform clustering anal-
ysis of galaxies around quasars is to reduce the impact of
projection effects which dilute the clustering signal that
one intends to measure. To ensure that LAEs are selected
over a narrow redshift window, we designed an observ-
ing program using a NB filter HeI/2500 + 54 (hereafter
HeI), centered at λc = 5930A˚, with FWHM = 63A˚ (or
equivalently 3, 197 km s−1 corresponding to a comoving
distance of 26.2h−1 cMpc). This filter was chosen to se-
lect LAEs at z = 3.88. We have then selected 17 quasars
from the SDSS and the Baryon Oscillation Spectroscopic
Survey (BOSS; Eisenstein et al. 2011; Dawson et al. 2013)
quasar catalog (Paˆris et al. 2014) to lie within a redshift
window set by the NB filter. Specifically, we selected
only quasars whose systemic redshifts lie within the cen-
tral 1, 066 km s−1 of the NB filter (i.e., 1/3 × FWHM),
corresponding to ∆z ∼ 0.02 in redshift space. It is well
known that quasar systemic redshifts differ from redshifts
determined from rest-frame UV emission lines because of
outflowing/inflowing material in the broad-line regions
of quasars (Gaskell 1982; Tytler & Fan 1992; Vanden
Berk et al. 2001; Richards et al. 2002; Shen et al. 2007,
2016; Coatman et al. 2017). We thus determined quasar
redshifts taking their SDSS/BOSS spectra and centroid-
ing one or more of their rest-frame UV emission lines
(SIV λ1396A˚, CIV λ1549A˚ and CIII] λ1908A˚) using a
custom line-centering code (Hennawi et al. 2006) and
using the calibration of emission line shifts from Shen
et al. (2007) to estimate the systemic redshifts. By us-
ing this technique, the resulting 1σ redshift uncertainties
are 521 km s−1 (∆z = 0.008) when the set of lines SIV,
CIV and CIII] is used, 714 km s−1 (∆z = 0.012) when
both the SIV and CIV lines are used, and 794 km s−1
(∆z = 0.013) when only the CIV line is used. All these
uncertainties in the quasar redshifts are much narrower
than the NB filter width used in this work implying that
our NB filter actually selects LAEs at the same redshift
of the central quasar (see Fig. 1).
Since radio loud quasars are known to reside in dense
environments (e.g. Venemans et al. 2007), and are ob-
served to cluster more strongly (e.g. Shen et al. 2009),
we chose to focus our study on radio-quiet quasars. We
thus discarded all quasars from our initial selection which
had a radio emission counterpart at 20cm reported in the
the Faint Images of the Radio Sky at Twenty-centimeters
(FIRST; Becker et al. 1995) catalog. Finally, we also dis-
carded quasars with high galactic extinctions (Aλ > 0.2)
toward their line of sight, and with close bright stars that
could affect the imaging. A sample of 29 quasars satis-
fied all the mentioned criteria, and we selected the final
sample of 17 quasars based on their visibility conditions
and gave a higher priority to the brightest objects. A
summary of the properties of the quasars we targeted is
given in Table 1.
2.2. Imaging on 17 Quasar Fields
Imaging observations for the sample of 17 quasar fields
were carried out using the FOcal Reducer and low dis-
persion Spectrograph 2 (FORS2, Appenzeller & Rup-
precht 1992) instrument on the the Very Large Tele-
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Figure 1. Normalized NB filter transmission curve (green).
Each point shows the wavelength in which the Lyα emission line
of each quasar lie at their systemic redshift reported in Table
1. Y-axis position of the points is arbitrary. Quasar redshifts
have been determined from the quasar SDSS/BOSS spectra by
centroiding one or more of their rest-frame UV emission lines,
SIV, CIV and CIII]. Then, we determined systemic redshifts by
using the calibration of emission line shifts from Shen et al. (2007)
(see details in § 2.1). The Lyα emission line for all the quasars
including their 1σ errors lies in the central part of our NB filter.
scope (VLT) on 19 different nights between September,
2014 and March, 2015 (Program ID: 094.A-0900). The
field-of-view of FORS2 is 6.8 × 6.8 arcmin2 correspond-
ing to ∼ 9.8 × 9.8h−2cMpc2 at z = 3.88. We used a
2 × 2 binning readout mode, which results in an image
pixel scale of 0.25′′/pix. Each quasar field was observed
using the NB HeI (λc = 5930A˚, FWHM = 63A˚) and
the broad bands gHIGH (λc = 4670A˚, hereafter g) and
RSPECIAL (λc = 6550A˚, hereafter R) in order to detect
LAEs at z ∼ 3.88 (see top left panel of Fig. 5).
The total exposure time per target for HeI, R, and g
was 3660s, 360s, and 900s respectively, which were bro-
ken up into shorter individual exposures with dithering
in order to fill the gap between the CCDs. Note that
the full sequence of exposures for a given object were not
necessarily observed on the same night. The seeing for
the 19 nights cover a range of 0.6− 1.5′′ and the median
seeing is 0.94′′.
2.3. Data Reduction and Photometric Catalogs
We performed the data reduction using standard
IRAF8 tasks and our own custom codes written in the
Interactive Data Language (IDL). The reduction process
included bias subtraction and flat fielding, which was per-
formed based on twilight flats.
Given that individual science frames per field could
have been observed in different nights, the photometric
calibration was done before the final image stack was cre-
ated. For the calibration of the R images, Stetson pho-
tometric fields (Stetson 2000) were observed in this band
several times during the course of each night. We con-
sidered all the non-saturated photometric stars observed
in the field and obtained their instrumental magnitude
by using SExtractor (Bertin & Arnouts 1996). Then, we
computed the zeropoint by comparing these magnitudes
8 Image Reduction and Analysis Facility
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Table 1
Targeted quasar properties.
Field RA (J2000) DEC (J2000) Systemic Redshift i
SDSSJ0040+1706 00:40:17.426 +17:06:19.78 3.873 ± 0.008 18.91
SDSSJ0042–1020 00:42:19.748 -10:20:09.53 3.865 ± 0.012 18.57
SDSSJ0047+0423 00:47:30.356 +04:23:04.73 3.864 ± 0.008 19.94
SDSSJ0119–0342 01:19:59.553 -03:42:16.51 3.873 ± 0.013 20.49
SDSSJ0149–0552 01:49:06.960 -05:52:18.85 3.866 ± 0.013 19.80
SDSSJ0202–0650 02:02:53.765 -06:50:44.54 3.876 ± 0.008 20.64
SDSSJ0240+0357 02:40:33.804 +03:57:01.59 3.872 ± 0.012 20.03
SDSSJ0850+0629 08:50:13.457 +06:29:46.91 3.875 ± 0.013 20.40
SDSSJ1026+0329 10:26:32.976 +03:29:50.63 3.878 ± 0.008 19.74
SDSSJ1044+0950 10:44:27.798 +09:50:47.98 3.862 ± 0.012 20.52
SDSSJ1138+1303 11:38:05.242 +13:03:32.61 3.868 ± 0.008 19.10
SDSSJ1205+0143 12:05:39.550 +01:43:56.52 3.867 ± 0.008 19.37
SDSSJ1211+1224 12:11:46.935 +12:24:19.08 3.862 ± 0.008 19.97
SDSSJ1224+0746 12:24:20.658 +07:46:56.33 3.867 ± 0.008 19.08
SDSSJ1258–0130 12:58:42.118 -01:30:22.75 3.862 ± 0.008 19.58
SDSSJ2250–0846 22:50:52.659 -08:46:00.22 3.869 ± 0.012 19.44
SDSSJ2350+0025 23:50:32.306 +00:25:17.23 3.876 ± 0.012 20.61
with the tabulated standard star R magnitudes from the
Stetson catalogs, after correcting them with the corre-
sponding color term to take into account the difference
between the Stetson and FORS2 R filter curves9. The
final zeropoint was computed as the median of the ze-
ropoint obtained from each individual star of the field.
The final zeropoint varies slightly over different nights
(< 1%), and the uncertainties in the zeropoints are typ-
ically 0.02 mag.
Spectrophotometric standard stars from different cat-
alogs (Oke 1990; Hamuy et al. 1992, 1994) were observed
each night to calibrate the HeI and g images. For each
night, we computed the spectrophotometric star mag-
nitude by convolving the HeI and g filter transmission
curve with the star spectra and then we compared this
magnitude with the instrumental magnitudes obtained
using SExtractor for the observed star in both HeI and
g bands. For 3/19 nights, no spectrophotometric stan-
dard star was observed in the g band. For one of those
nights, we had a Stetson photometric field observed in
the g-band, which was then used to perform the flux
calibration analogous to the R image flux calibration10.
For the other two nights, we performed the flux calibra-
tion by using the SDSS photometric catalogs of stars in
the science fields. Specifically, we compared the SDSS g
magnitudes of several stars in the field with their instru-
mental magnitude measured on our science images, and
then we computed the zeropoint for those nights.
We calibrated all the individual science exposures us-
ing the computed zeropoints, and then we corrected them
for extinction due to airmass using the atmospheric ex-
tinction curve for Cerro Paranal (Patat et al. 2011), and
for galactic extinction calculated using Schlegel et al.
(1998) dust maps and the Cardelli et al. (1989) extinc-
tion law with RV = 3.1. We used SCAMP (Bertin 2006)
to compute the astrometric solution of each frame, us-
ing the SDSS-DR9 r-band catalogs as the astrometric
reference. The typical RMS obtained in the astromet-
9 This correction in the Vega photometric system is given by,
R = RStetson − 0.0095598(RStetson − VStetson)
10 In this case the correction for the differences between the
Stetson and FORS2 filter curves in the Vega photometric system
is given by, g = VStetson + 0.630(BStetson − VStetson)− 0.124
ric calibration is < 0.15′′. Finally, the individual images
were sky-subtracted, re-sampled and median-combined
using SWarp (Bertin et al. 2002). The noisy edges of the
combined images were trimmed out. Example reduced
image in the HeI and R filters is shown in Fig 2.
Object detection and photometry were performed us-
ing SExtractor in a dual mode. Since we are interested in
the detection of objects with a strong Lyα emission line
located in the core of our NB, we used the HeI image for
the object detection. In order to perform an adequate
measurement of the object colors, for each field we con-
volved our images with a Gaussian kernel to match the
point-spread function (PSF) of the R, g and HeI images
such that their final PSF corresponds to the PSF of the
image with the worst seeing. In Table 2 we indicate the
seeing values for each field, measured after the convolu-
tion. We measured the object aperture magnitudes using
a fixed aperture of 2′′ diameter. Objects not detected or
detected with a signal-to-noise ratio (S/N) < 2 either in
g or R, were assigned the value of the corresponding 2σ
limiting magnitude, listed in Table 2. Here, the S/N of
each object is computed as the ratio of the aperture flux
measured by SExtractor and the rms sky noise computed
using our own IDL procedure, which performs 2′′ aper-
ture photometry in ∼ 5000 different random positions in
the image to compute a robust measurement of the mean
sky noise in each single aperture. The rms sky noise is
then calculated as the standard deviation of the distri-
bution of the ∼ 5000 measured mean sky noise values.
In Table 2 we listed the 2σ and 5σ limiting magnitude
measured for each field. The median of the 5σ limiting
magnitude for our fields is 24.45, 25.14 and 25.81 for the
HeI, R and g images respectively.
One way to check if the reduction process and flux
calibration is correct for our NB filter is to compute the
number counts from the HeI images and compare it with
the R-band number counts measured by previous work.
The central wavelength of the HeI filter (λc = 5930A˚)
is sufficiently close to the central wavelength of the R-
band filter (λc = 6550A˚), such that for sources whose
spectra do not vary strongly across the extend of the
R-band filter, the HeI magnitude is a good proxy for
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Figure 2. HeI (left) and R (right) reduced images of the SDSSJ0119–0342 field, centered on the quasar (red box). Detected LAEs are
highlighted (red circles).
Table 2
5σ and 2σ limiting magnitudes per field measured in a 2′′ diameter aperture. We also show the seeing
measured on the HeI images and the seeing measured after matching the PSF of the images.
Field HeI5σ R5σ g5σ HeI2σ R2σ g2σ seeing [′′] seeingFinal [′′]
SDSSJ0040+1706 24.35 25.14 25.72 25.35 26.13 26.72 0.86 1.24
SDSSJ0042–1020 24.40 25.08 25.79 25.39 26.08 26.78 1.12 1.26
SDSSJ0047+0423 24.50 25.15 25.83 25.50 26.15 26.82 1.22 1.37
SDSSJ0119–0342 24.37 25.11 25.86 25.37 26.10 26.85 0.68 0.75
SDSSJ0149–0552 24.45 25.11 25.92 25.45 26.11 26.92 0.72 0.97
SDSSJ0202–0650 24.40 25.16 25.85 25.39 26.15 26.85 1.17 1.17
SDSSJ0240+0357 24.60 25.14 25.70 25.59 26.13 26.70 0.98 0.98
SDSSJ0850+0629 24.48 25.17 25.76 25.48 26.17 26.75 0.83 1.00
SDSSJ1026+0329 24.54 24.92 25.85 25.54 25.91 26.85 1.08 1.11
SDSSJ1044+0950 24.51 25.15 25.93 25.50 26.14 26.92 0.90 1.21
SDSSJ1138+1303 24.40 24.84 25.66 25.39 25.83 26.66 0.86 1.07
SDSSJ1205+0143 24.52 25.19 25.91 25.51 26.19 26.91 1.13 1.49
SDSSJ1211+1224 24.37 24.78 25.70 25.36 25.78 26.70 0.65 0.71
SDSSJ1224+0746 24.43 24.91 25.67 25.42 25.90 26.66 1.02 1.16
SDSSJ1258–0130 24.43 25.15 25.88 25.42 26.15 26.87 0.96 1.24
SDSSJ2250–0846 24.55 25.06 25.81 25.54 26.06 26.81 0.87 1.02
SDSSJ2350+0025 24.45 25.17 25.72 25.44 26.17 26.71 0.61 0.63
the R magnitude. Thus we expect that the HeI number
counts should be a decent proxy for the R-band number
counts measured previously. For this check, we used a
compilation of R-band number counts measured in 0.5
mag bins that includes number counts measured in the
SDSS r-band as well as those measured in the R Kron-
Cousins band (Metcalfe et al. 2001; Shanks et al. 2015)11.
We compared this with the number counts detected in all
our fields in 0.5 mag bins divided by the total effective
area of our survey. We show our results in Fig. 3, and
11 The compilation of R-band number counts is available at
http://astro.dur.ac.uk/~nm/pubhtml/counts/counts.html
we see that the HeI number counts agree fairly well with
the R-band number counts. The disagreement at the
faintest magnitudes we probe is due to incompleteness
in the detection of sources in our images.
We directly measured the completeness in the object
detection in our HeI images for each field as follows. Ar-
tificial point-sources with a fixed total magnitude were
inserted at random locations into the HeI images and
then we ran SExtractor on these new images including
artificial sources in the same way we did to create our
photometric catalogs. The completeness per field was
computed as the fraction of artificial sources that were
actually detected. We repeated this procedure for dif-
6 Garc´ıa-Vergara, C. et al.
18 20 22 24 26
HeI
101
102
103
104
105
106
Σ o
bs
(N
/0.
5m
ag
/de
g2 )
Galaxy number counts for R−band from different works
Galaxy number counts from our NB images
Figure 3. HeI number counts detected in our NB images (red
points) compared with the R-band number counts measured
in previous studies (black points). In our NB images we find
similar number counts as those detected in the R-band in previous
studies, which validates the reduction process and flux calibration
performed for the HeI filter.
22.0 22.5 23.0 23.5 24.0 24.5 25.0 25.5
HeI
0.0
0.2
0.4
0.6
0.8
1.0
Co
mp
let
en
ess
Figure 4. Median of the completeness in the object detection
on the HeI images as a function of the HeI magnitude. This
completeness is computed for point sources.
ferent magnitudes bins spaced by 0.1. We computed the
median of the completeness over our fields which is shown
in Fig. 4. Note that the object completeness depends on
the size of the object, thus our completeness computa-
tion is only valid for LAEs at z ∼ 4 which are assumed to
be unresolved in our images (the typical effective radius
of z ∼ 4 LAEs is re ∼ 0.5 pkpc (e.g. Shibuya et al. 2019)
which corresponds to 0.07′′ at z = 4).
3. LAE NUMBER DENSITY IN QUASAR FIELDS
In this section we describe how LAEs were selected, we
present the sample, and we compute the LAE number
density in our fields to compare with the number counts
in blank fields.
3.1. LAE Selection Criteria
As we discuss in the next section, clustering measure-
ments are based on the comparison of the LAE number
density detected in our fields to that expected at ran-
dom locations in the universe. This last quantity should
be preferentially computed either from blank fields ob-
served using the same filter configuration as our quasar
fields or from the outer parts of the images when the
field-of-view is large enough such that the background
level is reached. Given that we do not have control fields
and that the field-of-view of FORS2 is not large enough
for a determination of this background, the only alter-
native is to compute it from which the z ∼ 4 LAE lumi-
nosity function measured in previous studies. This may
introduce systematic errors if our procedure for selecting
LAEs differs from that used in previous work on blank
fields from which the LAE luminosity function has been
estimated. In order to limit the impact of such system-
atics and thus enable a robust clustering measurement,
we must be careful to select our LAEs following the same
criteria adopted by previous studies.
Here we use the LAE luminosity function measured
by Ouchi et al. (2008), who selected z = 3.69 LAEs us-
ing Subaru Suprime-Cam imaging data obtained in the
filters B, NB570 and V analogously to our filter configu-
ration g, HeI, and R (see top right panel of Fig. 5). The
LAE color selection criteria they used are defined by the
equations V − NB570 > 1.3 and B − V > 0.7, thus we
need to translate their color cuts to our R − HeI and
g − R colors respectively. If we perform our LAE selec-
tion exactly as they do, then we can ensure that the color
completeness (i.e the completeness of the LAEs selection
which does not have to be confused with the photometric
completeness computed in § 2.3), contamination level,
and the underlying background number density of our
LAE sample is the same as theirs.
The V − NB570 color provides information about the
observed-frame Lyα equivalent width (EWLyα) of the
selected galaxy. Thus we must compute the limiting
EWLyα value which corresponds to the Ouchi et al.
(2008) color cut V −NB570 > 1.3, and choose a color cut
using our filters that isolates LAEs of the same EWLyα.
The observed-frame EWLyα is defined as:
EWLyα =
∫
FLyα
Fcont,Lyα
dλ, (1)
where FLyα is the specific flux of the Lyα line (with the
continuum subtracted), and Fcont,Lyα is the specific flux
of the continuum at the wavelength of the Lyα line. The
flux in the NB570 and the V filters provides information
about the flux of the Lyα line plus the continuum covered
by each filter curve, respectively. Note that the shape of
the continuum over the NB570 and V bands is not trivial,
because there is a flux break at λrest−frame = 1216A˚ due
to the absorption of photons with λrest−frame < 1216A˚
by neutral hydrogen in the intergalactic medium (see for
example the LAE simulated spectra in the top-panels of
Fig. 5). This makes it challenging to analytically com-
pute both FLyα and Fcont,Lyα only from a V − NB570
color information (the same complication applies to us-
ing our R and HeI filters to select LAEs at z = 3.88). Our
approach to determine the EWLyα from color measure-
ments and determine the equivalent set of color selection
criteria in our filter is to simulate LAE spectra with dif-
ferent EWLyα values, and then integrate them against
the filters V and NB570 to compute the colors from the
simulated galaxy spectra. Once we determine which set
of model galaxy parameters reproduce the V − NB570
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color value used by Ouchi et al. (2008), we integrate the
same spectra (now with known EWLyα) against our fil-
ters R and HeI, and we define the R−HeI color criteria
that we should use.
To simulate the LAE spectra, we start with a tem-
plate star-forming galaxy spectrum generated from a
Bruzual & Charlot (2003) stellar population synthesis
model12, corresponding to an instantaneous burst of star-
formation with an age of 70Myr, a Chabrier (2003) IMF,
and a metallicity of 0.4Z. We measured the UV slope
of this template over the range 1300A˚< λ <2000A˚ by
fitting a power law shape given by Aλα, and then we
modify its UV slope by multiplying by the power law
required to obtain a final flat UV continuum (∝ λ−2),
which is expected for LAEs at z ∼ 4 (Overzier et al.
2008; Ouchi et al. 2008). We then multiplied the result-
ing spectrum at λ ≤ 912A˚ by an escape fraction param-
eter fλ<912esc = 0.05 to take into account the fact that
only a small fraction of Lyman limit photons are able
to escape high-redshift galaxies. To simulated the Lyα
emission, we added Gaussian line with rest-frame cen-
tral wavelength λLyα = 1215.7A˚, a FWHMLyα = 1.05A˚
(or equivalently 260 km s−1) which agrees with measure-
ments for high-redshift LAEs (e.g. Venemans et al. 2005;
Shimasaku et al. 2006), and amplitude B which adjusts
the intensity of the line in order to model a Lyα line with
a chosen rest-frame EWLyα computed using eqn. (1)
13.
Finally, we redshifted the spectra to z = 3.69 (i.e., we
are assuming that the line is in the center of the NB
filter) and attenuate the flux blueward of the Lyα line
using an IGM transmission model Tz(λ) from Worseck
& Prochaska (2011), which models the foreground Ly-
man series absorption from the IGM. Note that we only
attenuate the continuum flux, but we do not attenuate
the flux of the Lyα line. In this way, the chosen rest-
frame EWLyα value in our simulation correspond to an
apparent EWLyα, which is assumed to be already affected
by the IGM absorption, and then this is comparable
to the EWLyα values measured directly from observed
LAEs. This is different from the intrinsic EWLyα which
is the EWLyα after corrected for the effect of foreground
IGM absorption. We simulate spectra with different rest-
frame EWLyα values and integrated them against the fil-
ters used by Ouchi et al. (2008) to compute V −NB570.
We find that a LAE with rest-frame EWLyα = 28A˚ re-
produces the color criteria used by Ouchi et al. (2008) of
V −NB570 = 1.314. We then redshifted such spectra up
to z = 3.88 (using the corresponding redshift dependent
IGM transmission model) and integrated it against our
filters, finding R − HeI = 0.98, which defines the color
criteria to select LAEs using our filter configuration.
We show an example of a simulated spectra at z = 3.88
in the top left panel of Fig. 5. We also used our simulated
12 Obtained from http://bruzual.org/
13 Note that this simulated spectra is initially created at z = 0,
then the rest-frame and observed-frame EWLyα are the same, and
giving by eqn. (1).
14 Note that Ouchi et al. (2008) compute an apparent EWLyα ∼
44A˚ for their LAE selection, which differs from the value deter-
mined from our modeling at the 36% level. This difference could
be attributed to the different UV continuum slope used in their
modeling, and differences in the IGM transmission models adopted
(they use models from Madau (1995)).
spectra to compute an evolutionary track of LAEs in the
color-color diagram. To this end, we redshifted it from
z = 3.2 to z = 4.4 with a spacing of 0.02, applied the
corresponding IGM transmission model in each redshift
step, and integrated the spectrum against both our and
Ouchi et al. (2008) filter curves. The evolutionary tracks
are shown in the bottom left panel of Fig. 5 for the g,
HeI, R filter set and in the bottom right panel of Fig. 5
for the B, NB570 and V filter set.
The second color criteria used by Ouchi et al. (2008)
to select LAEs is B − V > 0.7, which guarantees a low
level of low-redshift galaxy contamination in the resulting
sample (they estimate a contamination level of 0−14%).
We studied the B − V colors of typical LAEs by using
our simulated spectra with EWLyα = 28A˚. We modified
the UV continuum slope of the spectra in order to span
the range of observed values in z = 4 galaxies which goes
from α = −3 to α = 0 (Bouwens et al. 2009), and we
found that in this range the B − V color varies from 1.7
to 2.2. Given our parametrization of the escape frac-
tion and the IGM absorption, a simulated LAE would
have a color of B − V = 0.7 only if their spectra had an
UV continuum slope of α = −8.8, which is unphysically
steep. Therefore, typical LAEs always satisfy the B − V
condition, and it is chosen mostly to exclude low-redshift
galaxy contamination.
We study the colors of low-redshift galaxies in both
the B, V and the g, R filter system in order to com-
pare how different they are. We used a set of five galaxy
templates, typically used to estimate photometric red-
shifts. The templates are from the photo-z code EASY
(Brammer et al. 2008), which are distilled from the PE-
GASE spectral synthesis models. We redshifted these
templates from z = 0 to z = 3, and integrated them
against the B, NB570, V , and the g, HeI, R filter trans-
mission curves to generate their evolutionary track in the
color-color diagram. We show our results in the bottom
panels of Fig. 5. Given that low-redshift galaxies have
similar B−V and g−R colors, we simply adopt the same
color cut as in Ouchi et al. (2008) for our filters, given
by g −R > 0.7. The locus of the low-redshift galaxies is
well isolated from the location of the LAEs we wish to
select, and the g−R = 0.7 color cut helps exclude strong
OIII emitters at z = 0.18 or OII emitters at z = 0.59,
represented by the two peaks in the green curves in the
bottom panels of Fig. 5.
To summarize, the color cuts used in this work are
thus:
R−HeI> 0.98
g −R > 0.7 (2)
3.2. LAE Sample
We used our photometric catalogs to select LAE can-
didates in our 17 quasar fields. In order to ensure a solid
detection in the NB filter, we only selected objects de-
tected with S/N ≥ 5.0 in the HeI band. We required that
sources have the SExtractor parameter FLAGS = 0 in or-
der to exclude blended, saturated or truncated sources.
Additionally, we created masks from our images to indi-
cate “bad regions”, which are defined as regions where
the object detection is not reliable. Some examples of
such regions are locations in the vicinity of extremely
bright stars (since contamination from bright objects af-
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Figure 5. Top left: Filter transmission curves used in this work shown on a simulated LAE spectra redshifted to z ∼ 3.88. The simulated
spectra correspond to a galaxy with a flat UV continuum slope (∝ λ−2) and with a Lyα equivalent width of 28A˚ (in rest-frame). Bottom
left: Evolutionary track of a LAE with EWLyα = 28A˚ (black curve). Filled circles over the black curve indicate colors of LAEs from
redshift 3.3 to 4.0, and the large red point indicate the exact position of the color of a LAE at z = 3.88. For comparison, we also plotted
the evolutionary track of a LAE with EWLyα = 100A˚ (gray curve). We overplotted the evolutionary tracks of other galaxies for our filter
system redshifted from z = 0 to z = 3. We plot as brown, magenta, orange, blue, and red curves the evolutionary track of elliptical, Sa,
Sb, Sc, and irregular galaxies respectively. The black dashed line show the selection region used in this work to select LAEs. Top right:
Filter transmission curves used in Ouchi et al. (2008) shown on the simulated LAE spectra redshifted to z ∼ 3.69. Bottom right: Same as
the bottom left panel, but for the Ouchi et al. (2008) filter system. In this case the large red point over the black curve indicate the exact
position of the color of a LAE at z = 3.69. The black dashed line show the selection region used by Ouchi et al. (2008) to select LAEs.
fect the photometry of nearby sources), highly extended
objects which cover a large area of the image (which may
preclude the detection of background LAEs), and satel-
lite trails. We discarded all the sources located on the
defined bad regions. Note that these masks are also used
in the clustering analysis presented in section § 4 to
compute the effective area of our survey. All the objects
in our 17 quasar fields satisfying the aforementioned re-
quirements are plotted in the color-color diagram shown
in Fig. 6.
All the objects satisfying the color criteria in eqns. (2)
were selected as LAEs (this selection region is shown
as a dashed line in Fig. 6). We discarded objects with
HeI < 22.7 in order to exclude bright low-redshift inter-
loper galaxies that might be affecting our selection. This
lower limit is the same used by Ouchi et al. (2008). Note
that data points with double arrows in the x-axis of this
figure represent cases in which the object was not de-
tected at the 2σ level in either g and R images, and each
magnitude was replaced by the corresponding limiting
magnitude in each field. Thus the position on the g-R
axis of these points is determined by the depth of our g
and R images, but does not provide any actual informa-
tion about the g−R color. We note that the broad band
limiting magnitude of the Ouchi et al. (2008) work are
deeper than ours (their V images are ∼2.0 mag deeper
than our corresponding depth in R, and B images are
∼1.8 mag deeper than our g depth). If we had deeper R
images left pointing arrows would move to the left and
upward pointing arrows would move up in Fig. 6, then
we could lose some of the selected LAEs, but we would
not gain objects. On the other hand, deeper g images
would move right pointing arrows to the right, and we
could only gain objects. Specifically there are three ad-
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Figure 6. Color-color diagram for our 17 stacked quasar fields. Here the LAE evolutionary track showed in the bottom left panel of
Fig. 5 is plotted as redshift color-coded track according to the color bar. Magenta points indicate the color of the quasar in our filters.
Arrows indicate lower limits for the colors, and then double arrows represent cases in which the object was not detected at 2σ level in
either g and R images, and each magnitude was replaced by the corresponding limit magnitude. The dashed line is indicating the selection
region defined by eqns. (2). We have highlighted the selected LAEs of our main sample as red points.
ditional objects that could satisfy the color criteria (the
objects with double arrows in the g-R direction outside
of our selection region in Fig. 6), and for this reason,
we also considered them as LAEs. We recall that the
g − R > 0.7 color cut is chosen mostly to mitigate low-
redshift interlopers, and for such interlopers we expect a
solid detection in both g and R at the 2σ limiting mag-
nitude of our observations. The fact that these three
additional objects are not detected in our broad bands
suggests that are more likely to be LAEs. Our final sam-
ple, comprises 25 LAEs whose photometry is shown in
Table 3. We show cutout images of the detected LAEs
in Fig. 7. We also show the distribution of LAEs around
the central quasar for all the fields together in Fig. 8.
3.3. Comparison with the Number Density of LAEs in
Blank Fields
Here we compute the total number density of LAEs in
our quasar fields and compare it with the LAE number
density measured in blank fields. Given that we matched
the LAE selection criteria with that used in Ouchi et al.
(2008), we directly compare our number density with
theirs.
We compute the number density of LAEs, by dividing
the number of observed LAEs per HeI magnitude bin by
the effective survey volume. For the computation of the
effective survey volume, we assumed a top-hat function
for our NB filter curve transmission function, with width
equal to the FWHM (63A˚), and computed the comoving
distance coverage at z = 3.88, resulting 37.4 cMpc. We
multiply this quantity by the effective area of our survey,
which is computed per field by subtracting the masked
area from the total area of the image. The total area
of our survey is obtained by adding the effective area of
the 17 fields (listed in Table 4). We obtain that our sur-
vey covered a total area of 740.8 arcmin2 corresponding
to 3,146 cMpc2. We compared our measurement with
the results from Ouchi et al. (2008) in Fig. 9 (we have
converted the surface number counts presented in Ouchi
et al. (2008) to the volume number counts by taking into
account the FWHM of their NB filter transmission curve
(69A˚), which corresponds to a comoving distance cover-
age of 43.2 cMpc at z = 3.7).
Note that all our quasar fields reach different NB lim-
iting magnitude (with a median 5σ limiting magnitude
of 24.45) and have different object completeness detec-
tion. We have also computed the completeness-corrected
number density by using the completeness we determined
per field as described in § 2.3 which is shown in Fig. 9.
We recall that the HeI magnitude is not providing in-
formation about the Lyα line flux, but rather about the
sum of the Lyα line flux and the continuum flux. We
find that the number density of LAEs in quasar fields
is consistent with that measured in blank fields for the
brightest NB magnitudes bins but we detected a signif-
icantly higher number density (by a factor of 3.1) for
LAEs with 23.7 < NB < 24.2, the range in which most
of our objects (18 out of 25) are. We find agreement with
the Ouchi et al. (2008) number density for the faintest
magnitude bin, which only contains 2 of our LAEs, but
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Table 3
Properties of LAE candidates. The magnitudes correspond to AB magnitudes measured in a 2′′ diameter
aperture for each band.
ID RA DEC R g HeI
(J2000) (J2000)
SDSSJ0040+1706 1 10.04149 17.10328 25.27 26.55 24.04
SDSSJ0040+1706 2 10.03181 17.07825 25.80 >26.72 24.21
SDSSJ0040+1706 3 10.01593 17.09058 >26.13 >26.72 24.29
SDSSJ0119−0342 1 20.00311 -3.65073 25.99 >26.85 24.15
SDSSJ0119−0342 2 20.00470 -3.65074 25.78 >26.85 23.94
SDSSJ0119−0342 3 19.99616 -3.70381 25.47 >26.85 23.23
SDSSJ0119−0342 4 20.00119 -3.67776 25.61 26.39 23.90
SDSSJ0119−0342 5 20.03121 -3.67618 25.00 >26.85 23.08
SDSSJ0240+0357 1 40.09660 3.92959 25.61 26.46 23.96
SDSSJ0850+0629 1 132.57429 6.44336 25.39 >26.75 24.09
SDSSJ0850+0629 2 132.57962 6.46084 >26.17 >26.75 23.98
SDSSJ0850+0629 3 132.52617 6.52619 >26.17 >26.75 24.20
SDSSJ1026+0329 1 156.67078 3.48840 >25.91 >26.85 24.00
SDSSJ1026+0329 2 156.58314 3.52040 25.03 >26.85 23.79
SDSSJ1044+0950 1 161.07159 9.83493 25.74 26.69 23.80
SDSSJ1205+0143 1 181.42337 1.69562 25.03 26.45 23.90
SDSSJ1211+1224 1 182.93760 12.41883 25.61 26.56 23.97
SDSSJ1211+1224 2 182.89731 12.41925 24.97 >26.70 23.27
SDSSJ1211+1224 3 182.88843 12.39337 25.30 26.16 24.11
SDSSJ1211+1224 4 182.95711 12.39097 >25.78 26.68 24.07
SDSSJ1211+1224 5 182.92907 12.43754 24.77 25.55 23.71
SDSSJ1211+1224 6 182.90785 12.43242 25.46 26.37 23.90
SDSSJ1258−0130 1 194.71644 -1.48276 25.34 26.42 23.68
SDSSJ2250−0846 1 342.72901 -8.71839 25.13 26.22 23.87
SDSSJ2350+0025 1 357.62878 0.46156 24.84 25.96 23.54
we note that our sample is highly incomplete at those
magnitudes (completeness of ∼10%, as shown in Fig. 4),
thus our completeness-corrected number density could
be dominated by errors in the completeness computa-
tion in this magnitude range. Overall, our results sug-
gest that we have detected an overdensity of LAEs in
quasar environments on the scales probed by this work
(R . 7h−1 cMpc).
4. CLUSTERING MEASUREMENTS
In the last section we showed that quasar fields have
a higher number density of LAEs than blank field point-
ings. By measuring the cross-correlation and auto-
correlation function of LAEs in our survey, we can further
quantify the clustering of LAEs around quasars and de-
termine their spatial profile. To measure the clustering
of LAEs in quasar fields, we perform the same analysis
presented in Garc´ıa-Vergara et al. (2017). Here we only
describe the most important points and refer the reader
to that paper for further details.
4.1. Quasar-LAE Cross-correlation Function
We measure a volume-averaged projected cross-
correlation function between quasars and LAEs defined
by
χ(Rmin, Rmax) =
∫
ξQG(R,Z)dVeff
Veff
, (3)
where ξQG(R,Z) is the real space quasar-LAE cross-
correlation function and Veff is the effective volume of the
survey, defined as a cylindrical volume with transverse
separation from Rmin to Rmax and height Z which is the
radial comoving width probed by our survey. We mea-
sured the volume-averaged projected cross-correlation
function in logarithmically spaced radial bins centered
on the quasar by using the estimator,
χ(Rmin, Rmax) =
〈QG〉
〈QR〉 − 1 (4)
where 〈QG〉 is the number of quasar-LAE pairs in the
bin, which is directly measured by counting the quasar-
LAE pairs found in our images, and 〈QR〉 is the expected
number of quasar-LAE pairs in the same bin if they were
randomly distributed around the quasar, with the back-
ground number density. The quantity 〈QR〉 is computed
from:
〈QR〉 = nG(z, LLyα > LlimitLyα )Veff , (5)
where nG(z, LLyα > L
limit
Lyα ) is the mean number den-
sity of LAEs at redshift z with Lyα luminosity greater
than the limiting Lyα luminosity reached in our sur-
vey. Here, we use the LAE luminosity function mea-
sured by Ouchi et al. (2008) at z = 3.7, which is given
by the Schechter parameters φ∗ = 3.4 × 10−4 Mpc−3,
L∗Lyα = 1.2 × 1043 erg s−1 mag, and α = −1.5. We
compute nG(z, LLyα > L
limit
Lyα ) for each individual quasar
field by integrating the luminosity function up to the
5σ limiting Lyα luminosity of the field in question. Note
that converting from the 5σ limiting HeI magnitude (pre-
sented in section § 2.3) to the 5σ limiting Lyα lumi-
nosity is not trivial because the HeI magnitude includes
both the flux of the Lyα line and the flux of the contin-
uum. For this conversion, we have used our simulated
LAE spectra (created as we describe in section § 3.1) to
compute the Lyα limiting luminosity corresponding to
a given HeI limiting magnitude. Specifically, we simu-
late a flat UV continuum LAE spectrum (∝ λ−2) with
both a fixed EWLyα = 28A˚ and without the Lyα emis-
sion line. Then, we determine the flux that both spectra
would have in the HeI filter, and then subtract them
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Figure 7. g, HeI, and R images of all the LAE sample, exhibited in panels of 7.5′′ × 7.5′′. A red circle of 2′′ in diameter shows the
position of the detected LAEs. Magnitudes are indicated in each panel.
to obtain the Lyα luminosity. In other words, the re-
sulting Lyα luminosity depends on the assumed EWLyα
value, and the properties of the simulated spectrum.
We choose the EWLyα value here to match the limit-
ing equivalent width of our LAE selection. Considering
our limit EWLyα = 28A˚ the Lyα luminosity could be
sightly underestimated if the candidates typically have
greater EWLyα values (specifically, if we consider LAEs
with EWLyα = 80A˚ the Lyα luminosity would change
in a ∼ 8%), however, the errors associated with the
Schechter parameters of the LAE luminosity function
dominate over this relatively small source of error in the
LAE number density computation. The mean 5σ limit-
ing Lyα luminosity computed for our fields is listed in Ta-
ble 4, on average we obtained LLyα = 4.1× 1042 erg s−1.
Given that the source detection in our images is not 100%
complete up to the 5σ limiting Lyα luminosity (see sec-
tion § 2.3), we have included the completeness correction
in the computation of nG(z, LLyα > L
limit
Lyα ) by weighting
the luminosity function by the source detection complete-
ness computed as explained in section § 2.3 for each field.
We listed the nG(z, LLyα > L
limit
Lyα ) values per field in Ta-
ble 4.
For the computation of the Veff value in eqn. (5), we
considered the volume of the bin defined by a cylinder
with radial width (Rmax − Rmin) and height Z which
is computed from the FWHM of our NB filter (we ap-
proximate the filter curve transmission function as a
top-hat function with a width equal to the FWHM).
Specifically, for HeI, the FWHM = 63A˚ corresponds
to a redshift coverage of ∆z = 0.052 at z = 3.88 (or
equivalently 3, 197 km s−1) and a comoving distance of
Z = 26.2h−1 cMpc. We also considered an angular se-
lection function in this computation, which is estimated
using the detection masks created from our images (see
section § 3.2). These masks quantify the fraction of the
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Figure 8. Distribution of the 25 LAEs with respect to the
central quasar plotted as a red dot.
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Figure 9. LAEs number density for our 17 stacked fields.
The black squares are the LAEs number density per NB570
magnitude range in blank fields (Ouchi et al. 2008), the filled
red squares are the completeness-corrected LAEs number density
per HeI magnitude range in quasar fields computed using our
LAE sample, with error bars computed using one-sided Poisson
confidence intervals for small number statistics from Gehrels
(1986). Open red squares are this measurement before to
consider the completeness detection. We detect an overdensity of
LAEs in quasar fields compared with that measured in blank fields.
bin area where the LAEs were detectable. In Table 4 we
show the effective volume of each field Vfield (i.e the sum
of the Veff over the radial bins). We obtained that the
total volume of our survey is 40,254 h−3 cMpc3.
In Table 4 we also list the values of 〈QG〉field and
〈QR〉field which correspond to the sum of the 〈QG〉 and
〈QR〉 values respectively over the bins for each individ-
ual quasar field. This provides a measurement of the
individual overdensity δ = 〈QG〉field/〈QR〉field. We find
that 7 out of 17 fields have more LAEs than the expected
number in blank fields (i.e δ > 1.0). If we sum over all
the 〈QR〉field values for our 17 fields we obtain that one
would expect to detect a total of ∼ 18.36 LAEs for blank
field pointings, whereas we detected a total of 25 LAEs,
meaning that on average z ∼ 4 quasars fields are over-
dense in LAEs by a factor of ∼ 1.4.
We emphasize the fact that our conclusions are based
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Figure 10. Quasar-LAE cross-correlation function. The filled
circles are showing our measurement with 1σ Poisson error bars
and the red curve shows the best fit for our measurement given
by rQG0 = 2.78
+1.16
−1.05 h
−1 cMpc for a fixed slope at γ = 1.8.
The dashed black line shows the theoretical expectation of χ
for our 17 stacked fields computed from the quasar and LAEs
auto-correlation functions and assuming a deterministic bias
model. The gray shaded region indicates the 1σ error on the
theoretical expectation computed by error propagation and based
on the reported 1σ errors of the rQQ0 and r
GG
0 parameters.
on the average number density of 17 quasar fields. We
note that 10 of our fields are indeed underdense, but
they are not representative of the aggregate behavior of
the quasars in our sample. Those 10 fields serve as a
reminder of the large cosmic variance inherent in quasar
environment studies, and the danger of over-interpreting
noisy measurements made from studies where only a sin-
gle quasar or a handful of fields are analyzed at the high-
est (z & 6) redshifts.
We measure the quasar-LAE cross-correlation function
by adding up the 〈QG〉 and 〈QR〉 values, computed in
bins of transverse distance, for the 17 quasar fields and
plugging those values into eqn. (4). We show our results
in Fig. 10 and tabulate the values in Table 5. Given the
small size of our LAE sample, we have assumed that Pois-
son error dominates our measurement, and in Fig. 10 we
have plotted the one-sided Poisson confidence interval for
small number statistics from Gehrels (1986). Notwith-
standing the large errors, we do detect a positive quasar-
LAE cross-correlation function which is consistent with
a power-law shape indicative of a concentration of LAEs
centered on the quasars.
In order to determine the real-space cross-correlation
parameters rQG0 and γ that best fit our data, we use a
maximum likelihood estimator assuming a Poisson distri-
bution for the number counts and fit following the same
procedure described in Garc´ıa-Vergara et al. (2017).
Given the large errors in our measurements, we fix the
slope at γ = 1.8 and find that the maximum likelihood
and the 1σ confidence interval for the correlation length
is rQG0 = 2.78
+1.16
−1.05 h
−1 cMpc. We used this value in
eqn. (3) to compute the corresponding χ(Rmin, Rmax)
value which is shown as the red line in Fig. 10. In order to
verify that our results are not sensitive to our chosen bin-
ning, we have also measured the cross-correlation func-
tion by changing the binning and again fitting, and we
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Table 4
LAE number counts in each individual quasar field.
Field Afield log(L
limit
Lyα ) nG Vfield 〈QR〉field 〈QG〉field δ
(1) (2) (3) (4) (5) (6) (7) (8)
SDSSJ0040+1706 42.56 42.65 0.49 2310.95 1.13 3 2.66
SDSSJ0042−1020 44.31 42.64 0.25 2407.74 0.60 0 0.00
SDSSJ0047+0423 45.05 42.59 0.25 2446.96 0.60 0 0.00
SDSSJ0119−0342 44.72 42.64 0.60 2430.48 1.46 5 3.41
SDSSJ0149−0552 44.42 42.61 0.64 2415.15 1.54 0 0.00
SDSSJ0202−0650 41.44 42.64 0.21 2255.96 0.47 0 0.00
SDSSJ0240+0357 44.48 42.56 0.45 2416.79 1.08 1 0.92
SDSSJ0850+0629 41.06 42.60 0.56 2235.92 1.25 3 2.41
SDSSJ1026+0329 45.04 42.58 0.38 2444.89 0.93 2 2.16
SDSSJ1044+0950 45.01 42.59 0.52 2444.62 1.28 1 0.78
SDSSJ1138+1303 37.68 42.64 0.45 2047.16 0.92 0 0.00
SDSSJ1205+0143 43.37 42.59 0.32 2356.25 0.75 1 1.34
SDSSJ1211+1224 45.05 42.64 0.65 2446.81 1.60 6 3.75
SDSSJ1224+0746 44.34 42.62 0.35 2410.69 0.84 0 0.00
SDSSJ1258−0130 44.12 42.62 0.39 2396.02 0.93 1 1.08
SDSSJ2250−0846 44.82 42.58 0.53 2434.21 1.30 1 0.77
SDSSJ2350+0025 43.32 42.61 0.72 2353.88 1.69 1 0.59
All 740.81 40254.46 18.36 25 1.36
Note. — (1) Field ID, (2) Total area of the field in units of arcmin2, (3) 5σ limiting Lyα luminosity in units of
log( erg s−1), (4) The mean number density of z ∼ 4 LAEs in units of (10−3 h3 cMpc−3), for LLyα > LlimitLyα . Given
that LlimitLyα and the source detection completeness are different for each field, we obtain a number density slightly
different for each one, (5) Total volume of the field in units of (h−3 cMpc3), (6) Total number of expected LAEs on
the whole field. This is computed as 〈QR〉field = nGVfield, (7) Total number of observed LAEs on the whole field, (8)
Total overdensity per field, computed as 〈QG〉field/〈QR〉field
Table 5
quasar-LAE Cross-Correlation Function.
Rmin Rmax 〈QG〉 〈QR〉 χ(Rmin, Rmax) Veff,total
(h−1 cMpc) (h−1 cMpc) (h−3 cMpc3)
0.178 0.368 1 0.068 13.719+33.854−12.173 149.06
0.368 0.759 0 0.287 -1.000+6.408−0.000 628.82
0.759 1.566 2 1.213 0.649+2.175−1.065 2656.29
1.566 3.231 4 5.126 -0.220+0.617−0.373 11237.91
3.231 6.664 18 11.645 0.546+0.457−0.361 25538.90
Note. — Volume-averaged projected cross-correlation function between quasars and LAEs χ(Rmin, Rmax) defined
according to eqn. (4) and measured in radial bins defined by Rmin and Rmax for our 17 stacked fields. We show the
observed number of quasar-LAE pairs per bin 〈QG〉 and the expected number of quasar-random pairs per bin 〈QR〉
computed according to eqn. (5). The total volume of the bin added over the fields is also listed.
find that different binning choices only change the con-
strained rQG0 parameter within the uncertainties quoted
above.
For comparison we have computed the expected value
for the quasar-LAE cross-correlation function assuming
a deterministic bias model. In other words, if δG and δQ
are the density contrast of galaxies and quasars respec-
tively, the cross-correlation between quasars and LAEs
is defined by ξQG = 〈δQδG〉. Assuming that LAEs and
quasars trace the same underlying dark matter over-
densities in a deterministic way, the galaxy and quasar
density contrast can be written as δG = bG(δDM )δDM
and δQ = bQ(δDM )δDM respectively, with bG(δDM ) and
bQ(δDM ) the galaxy and quasar bias respectively, which
are (possibly non-linear) functions of the dark matter
density contrast, δDM . If we think of δQ and δG as
two stochastic processes, their cross-correlation coeffi-
cient can be written as
ρ =
〈δQδG〉√〈δQδQ〉〈δGδG〉 . (6)
But given the deterministic relations for δG and δQ
above it must be the case that ρ in eqn. (6) is equal
one. In then trivially follows that the quasar-LAE cross-
correlation function can be written ξQG =
√
ξQQξGG,
where ξQQ and ξGG are the auto-correlation of quasars
and LAEs respectively. If we also assume that ξQQ and
ξGG have a power law shape given by ξ = (r/r0)
γ ,
with the same slope γ for quasars and LAEs, then
the quasar-LAE cross-correlation length can be written
as rQG0 =
√
rQQ0 r
GG
0 . We used values for the auto-
correlation lengths for LAEs and quasars reported at
z ∼ 4, which are given by rQQ0 = 22.3 ± 2.5h−1 cMpc
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for a fixed γ = 1.8 (Shen et al. 2007)15 and rGG0 =
2.74+0.58−0.72 h
−1 cMpc also with fixed γ = 1.8 (Ouchi et al.
2010). This yields an expected cross-correlation length
of rQG0 = 7.82 ± 1.03h−1 cMpc (γ = 1.8), which is 2.8
higher than the cross-correlation length measured in our
fields. Indeed, this model predicts that we should have
detected 52.5 LAEs in the total volume of our survey
which is 2.1 times higher than the 25 LAEs we actually
detected. We plot the expected cross-correlation function
as a dashed line in Fig. 10, which is 6.4 times higher than
our fitted measurement (the red line in Fig. 10). The de-
terministic bias model, which assumes only that quasars
and LAEs probe the same underlying dark matter over-
densities without any additional sources of stochasticity,
appears to be inconsistent with our measurements.
The fact that an overestimation by a factor of 2.1 in
the number of galaxies yields to an overestimation by a
factor of 6.4 in the cross-correlation can be easily under-
stood from our equations. If we consider the eqn. (4),
with Rmin and Rmax being the minimum R value of the
smaller bin in our measurements and the maximum R
value of the larger bin respectively, then 〈QG〉 and 〈QR〉
will be the total number of galaxies around the quasar
and expected in blank fields respectively, over all the
physical scales traced in our work (then we call them
〈QG〉total and 〈QR〉total). The observed ratio between
〈QG〉total and 〈QR〉total is simply the overdensity we de-
tected, which is 1.4 (see table 4), then the observed cor-
relation function is χobs = 0.4. On the other hand, using
the eqn. (4) we can write the ratio between the expected
to the observed correlation function as
χexp + 1
χobs + 1
=
〈QG〉total,exp
〈QG〉total,obs (7)
where the subscripts exp and obs have been used to
refer to the expected and observed quantities. The
terms 〈QR〉total have been cancel out because in our
computation, 〈QR〉total is not the observed number of
galaxies in blank fields, but the expected one. Given
that χobs = 0.4, and considering this is underestimated
by a factor of 6.4, the expected correlation function is
χexp = 6.4×0.4 = 2.56, and the term (χexp+1)/(χobs+1)
in eqn. (7) would be 2.5. Therefore, the right hand of
eqn. (7), which represent the overestimation in the num-
ber of galaxies would be given by this value. The value
2.5 is sightly higher than the overprediction of 2.1 that
we computed, but this is because we computed the over-
prediction on the cross-correlation (by a factor of 6.4)
based on the ratio between the expected and the fitted
correlation function (instead of using the data points),
which yields to small differences.
4.2. LAE Auto-correlation Function in Quasar Fields
We also measured the LAE auto-correlation function
in our fields, in order to compare it with that measured in
blank fields. If quasars reside in overdensities of LAEs,
15 Shen et al. (2007) fitted the quasar auto-correlation function
using a fixed γ = 2.0 and reported an auto-correlation length of
rQQ0 = 24.3 ± 2.4h−1 cMpc. The auto-correlation length rQQ0 =
22.3± 2.5h−1 cMpc used in our work, was obtained by fitting the
Shen et al. (2007) quasar auto-correlation measurement using a
fixed γ = 1.8.
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Figure 11. LAE auto-correlation function in quasar fields. The
filled circles are showing our measurement with 1σ Poisson error
bars and the red curve shows the best fit for our measurement
given by rGG0 = 9.12
+1.32
−1.31 h
−1 cMpc for a fixed slope at γ = 1.8.
The dotted black line shows the observed LAE autocorrelation in
blank fields at z ∼ 4 measured by Ouchi et al. (2010) with the
gray shaded area indicating the 1σ errors based on their 1σ error
reported for rGG0 . We find that LAEs are significantly more clus-
tered in quasar fields compared with their clustering in blank fields.
then we expect the LAE auto-correlation to be signif-
icantly enhanced compared with blank fields (see e.g.
Garc´ıa-Vergara et al. 2017). We measure it by using
the estimator
χ(Rmin, Rmax) =
〈GG〉
〈RR〉 − 1 (8)
where 〈GG〉 is the observed number pairs of LAEs, com-
puted counting LAE pairs per radial bin in our images,
and 〈RR〉 is the number of LAE pairs that we expect
to detect in blank fields, assuming that galaxies were
randomly distributed. This last quantity has been com-
puted as in eqn. (13) of Garc´ıa-Vergara et al. (2017). Our
results are shown in Fig. 11, and tabulated in Table 6.
As for the cross-correlation measurement, error bars on
χ(Rmin, Rmax) are computed using the one-sided Poisson
confidence intervals for small number statistics.
Analogous to what we performed for the cross-
correlation, we used a maximum likelihood estimator for
a Poisson distribution to fit our auto-correlation func-
tion. We fix the slope at γ = 1.8 and find a correlation
length of rGG0 = 9.12
+1.32
−1.31 h
−1 cMpc plotted as a red line
in Fig. 11.
The measured value for the volume-averaged auto-
correlation function at z ∼ 4 is compared to our mea-
surements in Fig. 11. Here we plugged in the best-fit
LAE auto-correlation function parameters measured at
z ∼ 4 by Ouchi et al. (2010) (rGG0 = 2.74+0.58−0.72 h−1 cMpc
and γ = 1.8) into eqn. (3) using a power law form for
ξGG(R,Z), which gives the dotted line plotted in Fig. 11.
We find that LAEs are significantly more clustered in
quasar fields compared with their clustering measured
in blank fields. The fact that our measurements lie well
above the Ouchi et al. (2010) values is again a manifesta-
tion of the overdensities of LAEs that we have uncovered
around quasars.
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Table 6
LAEs Auto-Correlation Function.
Rmin Rmax 〈GG〉 〈RR〉 χ(Rmin, Rmax)
(h−1 cMpc) (h−1 cMpc)
0.136 0.308 1 0.029 33.760+79.947−28.746
0.308 0.700 0 0.142 -1.000+12.980−0.000
0.700 1.591 2 0.663 2.018+3.981−1.950
1.591 3.614 16 2.680 4.970+1.895−1.477
3.614 8.211 13 6.460 1.012+0.728−0.551
Note. — LAE auto-correlation function in quasars fields χ(Rmin, Rmax) shown in Fig. 11.
4.3. Systematic Errors in our Measurements
Our clustering analysis indicate that on the scales that
we have probed (R . 7h−1 cMpc) we detect an enhance-
ment of LAEs centered on quasars revealed by their spa-
tial profile consistent with a power-law shape in the cross-
correlation measurement (see Fig. 10). However, the
naive expectation of a deterministic bias model, whereby
LAEs and quasars probe the same underlying dark mater
overdensities, overpredicts the clustering of LAEs around
quasars, with a correlation length 2.8 times higher than
the one measured in this work. Before discussing the
implications of this discovery in section § 5, it is im-
portant to establish that it is not a result of systematic
errors in our analysis. There are several possible system-
atics which could impact our results, which we discuss in
turn.
First and foremost, are systematics associated with
comparing LAEs selected from one survey to the back-
ground number density determined from another distinct
survey. As discussed in section § 3.1, the preferred
method would be to estimate the background directly
from the same observations used to conduct the clus-
tering analysis. This is possible provided either that
the field-of-view of the images is large enough that one
asymptotes to the background level in the outermost
regions (i.e. where the clustering becomes vanishingly
small), or if one has images with the same observational
setup of blank fields. In both cases, the systematic errors
associated with the background number density compu-
tation, coming from data reduction, source detection (for
example SExtractor parameters that were used), pho-
tometry (e.g. aperture where colors are measured), LAE
selection (i.e. color criteria, SExtractor flags, S/N ratio
of the selected sources, etc.), and photometric complete-
ness computation drop out of the problem, since one per-
forms those steps in exactly the same manner for regions
near quasars as for the background, i.e. the clustering
measurement is essentially a relative measurement.
However, when the background level is computed from
published luminosity functions determined from a dis-
tinct blank field analysis, these sources of systematics can
creep in, because quasar fields could be analyzed differ-
ently than the background fields. Our study potentially
suffers from this systematic, since the small field-of-view
of FORS corresponding to ∼ 9.8 × 9.8h−2cMpc2 pre-
cludes a background measurement from our quasar fields,
and we have no blank field pointings with our observa-
tional setup. In order to mitigate against this source of
systematic error, we carefully tailored our LAE selection
to mimic the selection adopted by Ouchi et al. (2008)
on which our background computation is based, ensur-
ing that we select LAEs with the same distribution of
equivalent widths and hence abundance, as we detailed
in § 3.1 and § 3.2.
Another systematic error that could lead us to un-
derestimate the LAE clustering is one associated with
the computation of the photometric completeness. If we
were significantly overestimating the completeness in the
source detection, then the completeness-corrected num-
ber density in blank fields computed from Ouchi et al.
(2008) would be overestimated and it would result in
a much lower clustering. Note also that if the sam-
ple were highly complete, the computation of number
counts in the background would not be highly sensitive
to uncertainties in the completeness, however, if the sam-
ple were highly incomplete, the number counts would be
highly sensitive to it. Given that the median complete-
ness at our 5σ flux limit is only < 10% (see Fig. 4),
then when computing the blank field number density we
are performing large corrections in the number counts
predicted by the luminosity function measured by Ouchi
et al. (2008) which could be affected by large uncer-
tainties. To address this possibility, and check that our
large completeness correction is not strongly affecting our
background estimation, we also performed our clustering
analysis using two brighter LAE samples where the com-
pleteness is ∼ 50% (corresponding to a median limiting
magnitude HeI∼ 24.02) and ∼ 80% (corresponding to a
median limiting magnitude HeI∼ 23.84) which are com-
posed of a total of 21 and 15 LAEs, respectively. When
computing nG, we then integrated the luminosity func-
tion up to such brighter magnitudes, and then compute
the quasar-LAE cross-correlation for both cases, which
are shown in Fig. 12. If the completeness computa-
tion were inaccurate, then for the 50% and 80% complete
samples, for which we avoid to perform large corrections,
we would expect to obtain different clustering than the
one computed in § 4.1 (for which the sample is . 10%
complete). For both cases, we get similar results and
verified that the parameter constraints do not change
significantly which suggests that the completeness com-
putation (and therefore the completeness-corrected num-
ber density nG) is not uncertain and that this is not a
significant source of systematic error in this work.
Finally, an important issue is the accuracy of the
quasar redshifts. Large offsets between the quasar sys-
temic redshift and the wavelengths covered by our NB
filter would imply that we are actually selecting LAEs
at sightly higher or lower redshifts, and hence at much
larger radial distances where the clustering signal would
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Figure 12. Quasar-LAE cross-correlation function for three
different LAEs samples. Black, green and red points show the
cross-correlation function measured for a LAE sample . 10%,
∼ 50% and ∼ 80% complete respectively. We slightly offset
the points on the x-axis for clarity. The dashed black line
shows the theoretical expectation of χ for our 17 stacked fields
computed from the quasar and LAEs auto-correlation functions
and assuming a deterministic bias model (see § 4.1). We obtain
consistent clustering when we variate the limiting magnitude (and
then the completeness correction) of the LAEs sample, which
suggests that uncertainties in the completeness computation is
not an important source of systematic errors in our measurement.
be vanishingly small, such that the background number
density of LAEs would be expected. As described in
§ 2.1, we computed the quasar systemic redshift by us-
ing a custom line-centering code to determine the cen-
troids of emission lines (instead of using only the peaks
of them), and used the calibration of emission line shifts
from Shen et al. (2007). Additionally, we have selected
only quasars with low redshift errors, and only consid-
ered quasars for which the redshifted Lyα line of LAEs
would land at the center of our NB filter (see Fig. 1).
All of these precautions considerably reduce the possi-
bility that redshift errors are biasing our analysis. Also
note that for three out of 17 quasars the redshift has
been measured only using the CIV emission line (consid-
ered to be the poorest redshift indicator), but for two of
those fields (SDSSJ0119–0342 and SDSSJ0850+0629) we
have detected an overdensity of LAEs greater than two,
which indicates that we are actually selecting LAEs in
the quasar environment. In general, we do not detect a
correlation between the quasar redshift uncertainty (re-
ported in Table 1) and the amplitude of the overdensity
detected in their environment (reported in Table 4).
To summarize, we are confident that systematic er-
rors associated with the background determination, com-
pleteness corrections, and imprecise quasar redshifts do
not significantly impact our clustering measurements.
5. DISCUSSION
The enhancement of LAEs in quasar fields (by a factor
of 1.4 compared with the LAE number density in blank
fields), the positive quasar-LAE cross-correlation func-
tion (with correlation length rQG0 = 2.78
+1.16
−1.05 h
−1 cMpc
for a fixed slope of γ = 1.8), and the strong LAE auto-
correlation function (with an auto-correlation length 3.3
times higher than the LAE auto-correlation length mea-
sured in blank fields) detected in this work are all indica-
tors that quasars trace massive dark matter halos in the
early universe. However, our results are in disagreement
with the expected quasar-LAE cross-correlation function
computed assuming a deterministic bias model, which
overpredicts the cross-correlation function by a factor of
6.4, as shown by the dashed line in Fig. 10. In this sec-
tion, we discuss some possible explanations for this dis-
crepancy.
The first possible explanation is that previous cluster-
ing measurements at z ∼ 4 (and used in this work) could
suffer from some systematic errors. If either the quasar
clustering (from Shen et al. 2007), or the LAE cluster-
ing (from Ouchi et al. 2010)), or both, were overesti-
mated, we would still expect an enhancement of LAEs
in quasars fields over the background value, but the ex-
pected quasar-LAE cross-correlation function computed
in section 4 would be overestimated. Specifically, for
a deterministic bias model, where the cross-correlation
function can be written as ξQG =
√
ξQQξGG, a dis-
crepancy of a factor of 6.4 between our measured cross-
correlation function χ(Rmin, Rmax) and the expected one
can be explained by an overestimation of the product
ξQQξGG by a factor of 6.4
2 = 40.96, implying that either
the quasar or LAE correlation function (or both) would
have to have been highly overestimated16. An overes-
timate of this magnitude in the clustering of quasars or
LAEs seems very unlikely and is highly inconsistent with
the 1σ quoted errors of previous works (represented by
the gray shaded region in Fig. 10, which is computed by
error propagation based on the reported 1σ errors of the
rQQ0 and r
GG
0 parameters). Additionally, studies of high-
redshift binary quasars, which provides an independent
constraint on the quasar auto-correlation agree with the
strong clustering reported in Shen et al. (2007) (Hennawi
et al. 2010; McGreer et al. 2016).
Excluding the possibility of large errors in previous
auto-correlation measurements, it seems that the only
explanation would be that the simple deterministic bias
picture that we have assumed breaks down. This is in
apparent contradiction of the recent work by (Garc´ıa-
Vergara et al. 2017) who measure the cross-correlation of
LBGs with quasars and found rQG0 = 8.83
+1.39
−1.51 h
−1 Mpc
(for a fixed γ = 2.0), which is actually in good agree-
ment with the deterministic bias and the equation ξQG =√
ξQQξGG.
Thus it seems that while LGBs are clustered around
quasars in the right numbers, it appears that LAEs may
be avoiding quasar environments, at least on scales of
. 7h−1 cMpc. Other searches for LAEs in high-redshift
quasar fields at physical scales comparable to those
probed by our study also show that LAEs could be avoid-
ing quasar environments, since the reported LAE number
densities agrees with the expectations from blank fields
(Ban˜ados et al. 2013; Mazzucchelli et al. 2017). However
conversely, Swinbank et al. (2012) detect a significant
LAE overdensity in a z = 4.5 quasar field. If we consider
16 Note that given that χ(Rmin, Rmax) is simply
the integral of ξ(R,Z) over the volume (see eqn. (3)),
an overprediction of χ(Rmin, Rmax) by a factor of 6.4
(χexp(Rmin, Rmax)/χobs(Rmin, Rmax) = 6.4) implies an over-
prediction of ξ(R,Z) by the same factor (ξexp(R,Z)/ξobs(R,Z) =
6.4).
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studies performed at larger scales (R . 25h−1 cMpc),
there are only few targeted LAEs in high-redshift (z > 4)
quasar environments. Some work finds that on larger
scales LAE overdensities are not present (Kikuta et al.
2017; Goto et al. 2017; Ota et al. 2018) or that LAEs
are distributed around the quasar but avoid their vicin-
ity within R < 4.5 cMpc (Kashikawa et al. 2007). In
summary, studies of the clustering of LAEs around high-
redshift quasars paint a confusing picture. We note that
all of the aforementioned work focused on just one or two
quasar fields, and considering the large cosmic variance
observed in our sample (see Table 4), it is perhaps not
surprising that the results are not conclusive. More work
is still required with much larger statistical samples.
It is possible that some extra piece of physics acting
on the scales probed in our work could be responsible for
reducing the clustering of LAEs around quasars, caus-
ing the deterministic bias picture to break down. There
are some theoretical ideas about how quasar feedback
might suppress star formation in the vicinity of a quasar
(e.g Francis & Bland-Hawthorn 2004; Bruns et al. 2012),
or how star formation in galaxies located in dense fields
could be affected via environmental quenching (e.g. Peng
et al. 2010). In both cases, we would expect a reduced
number of galaxies in our fields compared with the deter-
ministic bias model predictions, but the aforementioned
physical processes would need to be impacting neighbor-
ing galaxies at the relatively large scales probed by our
study (. 7h−1 cMpc). However, it is hard to understand
why these processes would impact LAEs differently from
LBGs, which appear to obey deterministic bias. Ad-
ditionally, the quasar feedback scenario seems inconsis-
tent with the power-law shape for the quasar-LAE cross-
correlation detected in our work (see Fig. 10), whereby
LAEs tend to be preferentially clustered (relative to the
random expectation) very close to the quasar (see also
Fig. 8).
One possible explanation for the detection of fewer
LAEs in z ∼ 4 quasars environments might relate to
the fact that the escape of Lyα photons is particularly
sensitive to the presence of dust. If galaxies in the Mpc-
scale quasar environments are on average significantly
more dusty, this could suppress the number of detected
LAEs, and explain why LBGs are less impacted. In-
deed, some studies of quasar environments at z & 4 re-
port the detection of close submillimeter galaxies (SMGs)
companions on scales of R . 0.5 cMpc (e.g. Trakht-
enbrot et al. 2017; Decarli et al. 2017; Bischetti et al.
2018), some of which are totally extincted or at least
very faint in the rest-frame UV. The acquisition of data
at radio/submillimeter wavelengths in our quasar fields
would allow one to explore this possibility, and would
allow measurement of the clustering properties of both
optical and dusty galaxy populations around quasars si-
multaneously.
6. SUMMARY
We studied the environment of 17 quasars at z ∼ 4
in order to make the first measurement of the quasar-
LAE cross-correlation function. We imaged the quasar
fields using a NB filter on VLT/FORS2, to select LAEs
at z = 3.88. We carefully chose the quasar targets to
have the Lyα line located in the center of our NB filter
and to have small (800 km s−1) redshift uncertainties in
order to ensure that the selected LAEs are associated
with the central quasar.
LAE selection was performed to match the criteria
used by Ouchi et al. (2008) who selected LAEs at z ∼ 4
using the filter system (V, NB570, B) to measure the
LAE luminosity function. Performing an analogous se-
lection ensures that we obtain an LAE sample with the
same color completeness and contamination levels. This
allows us to simply use the Ouchi et al. (2008) luminosity
function to compute the blank field LAE number counts
and perform a robust clustering analysis. We select LAEs
to have an (rest-frame) EWLyα > 28A˚ and find 25 in our
fields. Given our survey volume and completeness, the
number of LAEs expected in blank fields is 18.36. Thus
on average our work shows the quasar environment is
overdense by a factor of 1.4, indicating that quasars in-
habit massive dark matter halos in the young universe.
Considering our fields individually, we find that 10 out
of 17 fields are underdense, whereas the rest are over-
dense, demonstrating that cosmic variance is large, and
a significant source of noise in studies of quasar environs.
Studies at z ∼ 6 often come to conclusions about quasar
environments based on studying a single or handfuls of
quasar fields, but the large cosmic variance we observe
cautions one against over-interpreting such small sam-
ples.
We measured the quasar-LAE cross-correlation func-
tion and find it is consistent with a power-law shape,
with correlation length of rQG0 = 2.78
+1.16
−1.05 h
−1 cMpc for
a fixed slope of γ = 1.8. For comparison, we also com-
puted the expected quasar-LAE cross-correlation func-
tion assuming a deterministic bias model, and we find
that this overpredicts the cross-correlation function by
a factor of 6.4 in comparison with what is measured in
this work, or equivalently, a factor of 2.1 in the overall
number of galaxies. We also measure the LAE auto-
correlation in quasar fields and find a correlation length
of rGG0 = 9.12
+1.32
−1.31 h
−1 cMpc which is 3.3 times higher
than the LAE correlation length measured in blank fields,
providing further confirmation that quasars are indeed
tracing biased regions of the universe.
We discussed possible reasons why the deterministic
bias picture could break down for LAEs, although it
is puzzling that it appears to hold for LBGs. If feed-
back or something specific to the quasar environment is
responsible for preferentially suppressing LAE cluster-
ing around quasars, then this effect ought to only act
within some “sphere of influence” around the quasar.
Hence a larger scale study of the clustering of both LAE
and LBGs that extends beyond the scales probed here
(R . 7h−1 cMpc) would be particularly illuminating. It
may also be that LAEs are absent in the quasar environ-
ment because galaxies near quasars are on average more
dusty. Future radio and submillimeter studies of these
quasar fields would allow one to measure the clustering
of both radio/submillimeter and optical selected galaxy
populations simultaneously, which is an important av-
enue for future work.
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