Abstract | Neuroimaging research over the past decade has revealed a detailed picture of the functional organization of the human brain. Here we focus on two fundamental questions that are raised by the detailed mapping of sensory and cognitive functions and illustrate these questions with findings from the object-vision pathway. First, are functionally specific regions that are located close together best understood as distinct cortical modules or as parts of a larger-scale cortical map? Second, what functional properties define each cortical map or module? We propose a model in which overlapping continuous maps of simple features give rise to discrete modules that are selective for complex stimuli. 28, 29 . In sum, some clustering of preferences exists for a wide range of object categories, but large-scale spatial clustering of strong selectivities has so far been found only for faces, bodies, scenes and letter strings. For now we will refer to 'category selectivity' , but later in this Review we consider the possibility that simpler properties, or a combination thereof, might explain part of this selectivity.
Advances in brain imaging technology (especially functional MRI (fMRI)) have radically improved our understanding of the functional organization of the human brain
. In this Review we describe the organization of the ventral visual pathway, which is characterized by strong selectivity for particular object categories (for example, faces and bodies) at the level of both individual neurons and larger cortical regions. We then consider two central questions: whether this organization reflects maps or modules, and what properties are mapped. In each case we derive clues from the literature on the primary sensory cortex, in which cortical maps have been studied extensively using electrophysiology in animals. We find that apparently modular cortical regions, such as orientation columns and face-selective regions, might be parts of larger maps, and show that it is a substantial challenge to determine the basic properties and dimensions that describe functional organization most parsimoniously. We then propose a new framework that reconciles the existence of graded cortical maps and distinct functional modules. In this framework, the strong category selectivity that exists for faces and other objects might arise from the nonlinear combination of multiple correlated maps for simpler stimulus properties.
The ventral visual pathway
The ventral visual pathway comprises a large cortical region that occupies the ventral and lateral surfaces of the occipital and temporal lobes (FIG. 1) . A substantial proportion of fMRI voxels in this pathway are 'objectselective' -that is, they respond more strongly when people view images of objects than when people view scrambled versions of these objects or texture patterns.
This object-selective region is often referred to as the lateral occipital complex (LOC) 1 . The LOC has little selectivity for particular stimulus categories [2] [3] [4] , but several regions of cortex near the LOC are selective for particular object categories: they respond at least twice as strongly to their 'preferred' stimuli than to other stimuli. For example, in essentially all humans cortical regions can be found that respond selectively to faces (the fusiform face area (FFA) 5, 6 and, in many individuals, the occipital face area (OFA)) 7, 8 , to places and -to a lesser extent -to buildings (the parahippocampal place area (PPA)) 9, 10 , to body parts (the extrastriate body area (EBA) [11] [12] [13] and, in most people, the fusiform body area 14, 15 ) and to visually presented words or letter strings [16] [17] [18] [19] (FIG. 1) . The location and functional properties of these regions are very similar across humans 5, 20 . Additional areas with weaker selectivity for some of these object categories 7 have been described, but no selectivity of similar strength and spatial scale has been reported for other object categories 21 . This lack of selectivity for other categories does not mean that no such preferences exist in the cortex. First, 'brain-reading' algorithms (multi-voxel pattern analyses) 22, 23 can decode the category of an object from the distribution of activity across the object-selective cortex for a wide range of object categories (for example, cars, scissors and chairs) [24] [25] [26] [27] . The success of these algorithms in the absence of selectivity that is localized to a few focal regions indicates that many voxels show weak selectivity, and that this spatially distributed pattern of selectivity replicates across repeated measurements. Second, scanning at higher resolution might ultimately reveal focal functional specificity that was not apparent at lower 15 , although recent studies have not yet provided conclusive evidence for this possibility 28, 29 . In sum, some clustering of preferences exists for a wide range of object categories, but large-scale spatial clustering of strong selectivities has so far been found only for faces, bodies, scenes and letter strings. For now we will refer to 'category selectivity' , but later in this Review we consider the possibility that simpler properties, or a combination thereof, might explain part of this selectivity.
In addition to this organization by object category, a weak eccentricity bias that appears to be an extension of the eccentricity map in retinotopic visual areas has been reported in extrastriate and temporal visual cortex 30, 31 . Evidence for fine-grained selectivity for other object properties, such as orientation and size, or for specific exemplars within a category is sparse. Some reports suggest, based on activity in the ventral visual pathway, that brain-reading algorithms have weak but abovechance classification performance on within-category discriminations (for example, for pigeons versus seagulls or for fearful versus happy faces) [32] [33] [34] . Conversely, even high-resolution scans have so far failed to find abovechance classification performance for discriminating the identity of faces based on activity in the FFA 35 , or for discriminating different body parts (for example, hands versus legs) from activity in the EBA (R. F. Schwarzlose and n.G.K., unpublished observations). nevertheless, future studies using high-resolution scans and/or multivoxel pattern analyses might find further evidence for functional organization of object properties other than category membership.
If neural selectivities are clustered at a spatial scale that is smaller than the current minimum voxel size (~1 mm), a technique known as fMRI adaptation can be used to measure stimulus selectivity at a sub-voxel scale. Studies using fMRI adaptation 5, 20 have indicated that the FFA discriminates between different individual faces 36 and the LOC discriminates between individual object exemplars 37, 38 . Adaptation studies have also shown that these regions are partly insensitive to size, position and spatial scale 39, 40 but more sensitive to viewpoint and direction of illumination 37, 41, 42 . However, fMRI adaptation is an indirect measure of selectivity that might be linked only partially to neuronal selectivity 43 ; moreover, the extent to which the sensitivity of the ventral visual cortex to object exemplars can be explained through sensitivity for low-level stimulus properties such as luminance, contrast, line orientation or texture has not been systematically explored.
Substantial evidence thus indicates that the human ventral visual pathway contains a small set of cortical regions, each of which responds selectively to a single category of visual stimuli (faces, places, bodies, scenes or letter strings), whereas patterns of selectivity for other object categories are more distributed across the ventral visual cortex. In addition, fMRI adaptation has revealed sensitivity to a range of within-category differences 37, 38, 44 .
Monkey studies. Studies in monkeys with fMRI and extracellular recordings have revealed striking similarities between the monkey and human ventral visual pathways. As in humans, fMRI in monkeys has revealed regions of the ventral visual pathway that are selective for a few object categories, including faces and bodies 45, 46 . Electrophysiological recordings have recently confirmed the clustering of single-neuron response properties that underlie this fMRI selectivity 47 : in some subregions in
Box 1 | Recent advances through functional MRI
The power of functional MRI (fMRI) to investigate functional specificity at high resolution is demonstrated by its ability to replicate neurophysiological findings from animals non-invasively in humans. The left column in the figure illustrates the highresolution data that can be obtained in monkeys with invasive techniques; the right column illustrates the quality of data that can be obtained in the human cortex with non-invasive imaging. Large-scale maps of the visual field (or 'retinotopic maps'), which were first described physiologically in the primary visual cortex in macaques 127, 128 , were obtained in humans with fMRI more than a decade ago 129, 130 (see figure, part a) . At a finer scale, physiological studies carried out long ago determined that cortical area V1 in non-human primates contains ocular-dominance columns, which are elongated regions approximately 0.5 mm wide in which neurons receive input that is dominated by one eye 131, 132 , the small scale of this organization precludes imaging of the individual columns in humans with current methods (see figure, part c, right-hand panel; the colour scale represents preferred orientation with hue and strength of selectivity with colour saturation). Nevertheless, recent fMRI studies have been able to exploit subtle differences between voxels in their selectivity for oriented gratings to decode the orientation of the gratings from the distributed activation pattern in human V1, using multi-voxel pattern analyses 22, 23, 136 (see figure, part c, right-hand panel). 
Multi-voxel pattern analysis

Eccentricity
The distance of the retinal stimulus position from the fovea (the central area of the retina that provides the best visual acuity).
fMRI adaptation
A technique that makes use of the fact that the fMRI response to two sequentially presented stimuli is smaller (adapted) when the stimuli are identical or similar compared with when they are different.
the inferior temporal (IT) cortex almost all neurons respond more strongly to faces than to other objects. A distributed pattern of selectivity is also found for other object categories 46 . In addition, category membership seems to be the main determinant of the population response in the IT. In a recent study in which monkeys were shown images of objects from many natural categories, the population of IT neurons was highly selective for category membership, especially for animate objects like faces and bodies 48 . More indirect evidence for category selectivity is the observation that single IT neurons are more selective for shape features that are useful for object categorization ('non-accidental properties') than for other shape features ('metric properties') 49 . Thus, the stimulus property that seems to be associated with the strongest selectivity in single cells in the IT cortex is object category.
Finally, IT neurons also show selectivity for other features, including object shape 50, 51 , viewpoint 52 , position 53, 54 and size 53 . These results are in accordance with the findings from fMRI adaptation studies in humans. Overall, there seems to be a high degree of similarity in the neural mechanisms that underlie face and object processing in monkeys and in humans, as well as in the sensitivity for object properties that define category membership.
Over the years several controversies have arisen concerning the interpretation of category-selective regions in the brain. First, how distinct are these 'regions'? Are they discrete modules or are they parts of a continuous selectivity map? Second, is 'stimulus category' really what these regions are selective for? In the following sections we tackle both questions, drawing on findings from the primary sensory cortex in animals, where similar questions have been addressed in great detail.
Are distinct regions parts of larger maps? Are functionally specific regions that are located close together best understood as a set of distinct cortical modules or as part of a larger-scale cortical map? Specifically, does the ventral visual pathway contain a single large-scale map of object category in which the face and body areas constitute individual components, in the same way that the upper-left visual field forms one segment of the primary visual cortex? Or are the face and body areas self-contained and discrete functional units with relative spatial locations and functional specificities determined by factors that are unrelated to their location within a larger map of object shape or meaning? 
137
. b,c | Ventral pathway regions in one individual that were activated significantly at the voxel level (P < 0.0001, uncorrected) in the following contrasts: bodies > faces + houses (shown in green); faces > bodies + houses (shown in red); houses > bodies + faces (shown in blue). In addition, the yellow areas represent the regions that, in a group of people (n = 9), activated significantly in the contrast: intact objects > scrambled objects. All data were processed using SPM5 (Wellcome Department of Cognitive Neurology, London). Data are shown on top of the PALS human atlas (using CARET software 138, 139 ) in a ventral view of the inflated cortical surface (b) and in a flattened view of the cortical surface (c). The partitioning of retinotopic areas in the striate and extrastriate cortex is shown as included in the PALS atlas
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Distinction between maps and modules. The word 'map' is generally used to refer to a gradient of selectivities along the cortical sheet. By contrast, 'module' -in the context of brain function -refers to the clustering of selectivities in discrete regions, with clear selectivity discontinuities at the boundaries of these regions. For now we will stick to this simple functional definition and not commit to further, as yet unresolved, questions about the size of a module (except for the notion that it is bigger than a column 55 ) or further anatomical criteria. note that modularity in cognitive science is a more complex, multi-faceted and theoretically committed concept 56 than in neuroscience. nevertheless, the two meanings of modularity are not completely distinct, and the existence of discrete brain regions with clear functional boundaries invites the question of whether the more extensive criteria for modularity in cognitive science also hold for these regions.
How can we empirically distinguish between maps and (brain) modules as defined here? Experimentally this enterprise requires a continuous variation of a stimulus parameter, for example, stimulus position, and an investigation of how the peak of activation shifts along the cortical surface in response to the varying stimulus parameter. If the continuous variation is associated with a gradual shift in the peak of activation, we have found a map. If the continuous variation is associated with discrete jumps in the peak of activation, we have evidence for a module. note, however, that this method applies only to stimulus dimensions that vary along continual, or at least ordinal, scales. In addition, to provide convincing evidence of a map, the variable that determines the map must explain the strength of selectivity in each region. In the following sections we review the evidence for maps and modules in primary sensory cortices and then apply these insights to the ventral visual pathway.
Maps and modules in primary sensory cortex. Is there evidence for maps and modules in primary sensory cortex, and can the two types of organization be distinguished? The retinotopic organization in the primary visual cortex (area v1 in the striate cortex; see FIG. 1a ) is a prototypical example of a map: the preferred stimulus position changes smoothly across the cortical surface [57] [58] [59] . The situation is less clear, however, for other stimulus parameters, such as orientation. Gradual variation of stimulus orientation produces a gradual shift of orientation preference in numerous v1 subregions 60 , but these regions are separated by singularities (pinwheel centres) in which the orientation preference shifts abruptly [61] [62] [63] . This pattern is sometimes referred to as a mosaic-like map 64 . Computational analyses have shown that the discontinuities that are found in a mosaic-like map are unavoidable whenever multiple stimulus properties (such as orientation, direction of motion and spatial frequency) are mapped onto the two-dimensional cortical sheet 58, [65] [66] [67] . We will not use the term 'module' to refer to this kind of mosaic-like map for two reasons. First, the pinwheels where orientation preference changes abruptly are local exceptions in what is otherwise a smooth map. Second, in contrast to our definition of a module, the pinwheels do not divide the cortex into discontinuous regions that have no relationship in preferred values across their boundaries; instead, the preferred stimulus values depend on the direction in which the pinwheel is crossed. note that this conclusion is based on the functional response properties in the cortex, and the relevance of certain relationships between functional properties, such as colour selectivity, and cytoarchitectonic features, such as 'blobs' and 'interblobs' , is as-yet unclear [68] [69] [70] . Does any primary sensory region contain functional modules? At first glance, the somatosensory cortex of animals with whiskers or similar organs comprised of discrete units, appears to be a plausible candidate. Indeed, the first-order cortical somatosensory representations in these animals are discontinuous. Typical examples are the barrels in the rat somatosensory cortex and the layout of the nasal appendages of the star-nosed mole rat 71, 72 . However, even though the barrel cortex is sometimes cited as an example of columnar structure, it is in fact analogous to the retinotopic visual cortex 55 because a barrel constitutes a first-order representation of a whisker that is isomorphic with the structure of the receptor organ. Furthermore, a clear spatial relationship holds across barrels, with the barrel array on the cortex reflecting the whisker array on the snout. Thus, the barrel cortex has an ordinal (although not continuous) mapping of whiskers. Finally, the selectivity in each barrel is as strong as one would expect given the stimulus property that is mapped across barrels: given that each barrel represents one whisker, it is not surprising that neurons in a barrel will respond only to stimulation of that particular whisker. From this perspective the barrel cortex contains a map, not modules. More generally, there is no evidence for modules (as defined here) in sensory cortex.
Maps and modules in the ventral visual pathway.
Should category-selective regions in the ventral visual pathway be regarded as stand-alone modules that are specialized for the recognition of a special category of objects 6, 73 , or should they be regarded as part of a larger topographical organization that encompasses most or all of these regions 13, 31, 74, 75 ? As mentioned above, the best way to answer this question is to investigate how the pattern of selectivity in these regions shifts with a gradual change in object properties. Given that object category seems to be important for the organization of the object-vision pathway, it is object category that should change gradually. However, the investigation of this idea encounters two problems. First, in contrast to the stimulus properties that are represented in v1, category membership is not linked to variation in a simple physical parameter. Although the term 'object category' is intuitively clear, no analytic approach or computational model offers a convincing parameterization of 'object category' . So what can we do without a physical standard for object category? The solution that has been adopted in numerous studies of categorization is to derive the complex properties by which objects are represented from the behaviour of humans when a b they rate the similarity between objects [76] [77] [78] (FIG. 2) .
FIGURE 2a shows images of twelve objects in a spatial arrangement that reflects the physical pixel-based similarity between the images (as accurately as is possible with two dimensions). This spatial configuration is strikingly different from that which most closely reflects the similarity between these images as judged by a human observer (FIG. 2b) . These judgments suggest that the relevant dimension in humans' 'mental object space' is object category. Thus, object category dominates not only the functional organization in the object-vision pathway but also perceptual similarity. One fMRI study found good correspondence between the rated similarity among objects and the degree of overlap among their representations in the object-vision pathway 79 . This study illustrated how a detailed analysis of how humans perceive objects can provide at least a partial solution to the lack of a simple parameterization.
Another problem remains, however. In all stimulus sets that have been used in fMRI research, category membership was a discontinuous variable. The stimulus set shown in FIG. 2b is a representative example: there are several faces in this set, but there is no gradual morphing of a face into an exemplar of another category. This problem might be unsolvable, because the mental object space seems to be only locally continuous. Within each object category, individual objects' shapes can be changed to move parametrically from one exemplar to another 50, [80] [81] [82] [83] [84] [85] : morphing the faces of two members of a species or of members of two different species is relatively straightforward, as the corresponding features in the two faces are immediately obvious (FIG. 3) . However, the mental object space has sharp discontinuities that coincide with the boundaries between categories, and morphing across these boundaries is not straightforward. Returning to our original question, does the object-vision pathway contain a large-scale map, or does it contain a set of independent modules? We have seen above that in the barrel cortex even discrete stimulus parameters, such as different whiskers, can be represented in a continuous map: even though both whiskers and cortical barrels are discrete units, neighbouring whiskers are nevertheless mapped onto neighbouring barrels in the cortex. This represents the ordinal characteristic of a map. Similarly, even though faces and other objects constitute discontinuous categories in visual object space, and even though the corresponding cortical regions have relatively sharp boundaries, as is required of modules 86 , these regions can still be part of a map if there is any systematic relationship between their relative positions. Indeed, such a relationship has been suggested: highlevel visual cortex exhibits a weak centre-periphery organization 30 , and it has been argued that the relative location of category-selective regions in this eccentricity map corresponds to the eccentricity at which the preferred stimuli of these regions are typically seen. These considerations raise the question of whether even a face-selective 'module' such as the FFA can be considered to be part of a larger topographic object category map. Figure 2 | object category is an important factor in the mental space of objects that underlies similarity judgments. a | A two-dimensional representation of the physical differences that exist between twelve images, as quantified by the luminance difference between corresponding pixels, summed across pixels. b | A two-dimensional representation of the perceived differences between the same twelve images, as indicated by a human observer. Note that there is no correspondence between this higher-order mental space and the physical space of part a. The two-dimensional representations were obtained by applying non-metric multidimensional scaling to the matrices, with pair-wise physical (a) and perceived (b) differences.
Other data argue against this view of continuous functional organization in the ventral visual pathway, however. First, the relatively weak retinotopic organization in high-level visual cortex does not seem to be strong enough to explain the much stronger category selectivity that is observed. The retinotopic organization might have a role in determining where selectivity for a category will be found, but it does not seem sufficiently strong to function as the sole argument against modules. Further research is needed to establish whether there is another variable, or combination of variables (see below), that links the regions that have strong category selectivity. Second, it is not yet known whether category-selective regions such as the FFA and the LOC differ from one another in their cytoarchitecture or connectivity; if such differences exist and exceed the simple wiring differences of, for example, barrels, this would challenge the view that these regions are parts of a larger object-category map.
Finally, we use a minimal definition of a 'module' here, referring only to the functional neuroanatomical characteristics of an area -namely the strength of its functional specificity and the sharpness of its boundaries. More elaborate definitions of a 'module' in cognitive science include a list of additional properties, such as mandatory processing and a characteristic ontogeny 56, 87 . Although the evidence is not conclusive for any of these properties, the FFA might satisfy some of them, and such findings could challenge the idea of a large-scale map. First, the FFA and the nearby LOC differ not only in terms of their selectivity, but also in terms of the computations that they conduct on their preferred stimuli. For example, the FFA responds similarly during discrimination of faces on the basis of face parts and on the basis of the spacing between parts. By contrast, the LOC responds much more strongly to part-based than spacing-based discrimination of both faces and houses 88 . Second, recent evidence suggests that the FFA and the PPA develop on a different timescale to the rest of the ventral visual pathway, so they seem to have a characteristic ontogeny 89 . In sum, the category-selective regions in the ventral visual cortex can be considered part of a larger topographic organization that reflects the characteristics of the mental space of objects; however, further studies are needed to differentiate this perspective from a discontinuous, modular view of the ventral visual pathway.
What functional properties are mapped? When we find maps or modules with spatially varying preferences for a functional property, can we determine whether this functional property is the 'basic' property or dimension that most parsimoniously describes the functional organization in that particular brain region? More specifically, if experiments reveal that the primary visual cortex and ventral visual cortex contain maps of orientation and object category, respectively, can we be sure that we have identified the basic functional properties of these brain regions? Or might we have identified irrelevant functional properties that merely happen to correlate with the actual basic properties? Figure 3 | The clear boundaries between regions that are selective for different object categories reflect the clear boundaries that exist between object categories in mental object space. This figure shows morphed images (in squares) that are, respectively, combinations of two human faces (left); a human face and a monkey face (bottom); and a human face and a human hand (right). For two human faces, or even for the faces of members of different species, corresponding points in the two figures can be easily found. However, it is not straightforward to identify corresponding points on objects that are more distant in object space, such as a face and a hand.
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Ocular dominance
The term that describes the characteristic of cells in the striate cortex to respond more strongly to input from one eye than from the other.
Basic properties in the primary visual cortex. What functional properties are represented in primary sensory cortex? For some aspects of coding the answer is simple and uncontested. An obvious example is the first-order representation of receptor arrays (such as retinotopic maps) that determine the large-scale organization of primary sensory cortices. Although the fine characteristics of these maps (for example, their magnification factor, local smoothness and scatter) have been discussed in many studies, there is little debate about what these maps represent (for example, visual-field position in the case of retinotopy).
However, controversy arises once the clear link to the receptor array is lost and the maps reflect higher-order properties of the stimulus. The first demonstrations of more fine-scale functional organization in v1 were maps of ocular dominance 10 and orientation preference 90, 91 . Later studies provided evidence of clustering of several other functional-response properties in at least some species, for example, spatial frequency and direction of motion 64 . The traditional approach has been to consider these maps as feature maps with overlapping regions that give rise to selectivity for particular feature combinations 58, 92 . However, this interpretation was a consequence of the experimental approach that was used: the different feature maps were discovered one by one, typically by mapping one feature at a time and averaging across all values of the other features.
By contrast, recent studies have included multidimensional stimulus manipulations. using this approach, the map of orientation preference in v1 was found to depend heavily on several other stimulus properties, such as bar length, direction and speed 93 . These results cast doubt on the multiple-feature-map interpretation. Instead, it has been proposed that these multiple maps might arise from the mapping of only one property -spatiotemporal energy 93 . According to this view, the finding of independent maps for multiple features is an artefact of using stimuli that vary in only one feature at a time. This discussion illustrates that, even for seemingly simple functional properties, it is not an easy task to find the 'basic' dimensions that most parsimoniously describe a regions' functional organization.
Basic properties in the ventral visual cortex. Even more controversy exists regarding how to describe the functional organization in the ventral visual cortex. until now we have described it in terms of object category, and most studies that have targeted the object-vision pathway have presented exemplars from a wide variety of 'everyday' object categories. However, object category is potentially confounded by various other factors, such as shape characteristics, the way in which the stimuli are processed (for example, part-based versus holistic processing), semantic information and retinal eccentricity. In early studies on high-level visual cortex these properties were manipulated jointly, but recent studies have begun to isolate specific variables. So far, however, no individual variable has been able to explain a substantial proportion of the observed category selectivity. We next review the evidence for a variety of such candidate variables. First, could high-level visual areas simply be selective for shape characteristics? In support of this view, unfamiliar artificial-object categories and relatively simple patterns elicit selective responses in the object-and face-selective cortex in humans 94, 95 (FIG. 4) . Furthermore, it has been shown that single cells and columns in the monkey IT cortex are selective for moderately complex features 96, 97 ; that neurons in v4 and in the posterior IT cortex are tuned for simple shape characteristics 98, 99 ; and that IT neurons exhibit gradual tuning in simple shape spaces 50, 51 . Finally, single-cell recordings and fMRI studies Figure 4 | Functional specificity for familiar categories of objects and for initially novel categories of objects. Functional specificity in the lateral occipital and ventral occipitotemporal cortex (the 'lateral occipital complex', as defined by the contrast: intact objects > scrambled objects) is shown by a colour map for two sets of stimuli: three familiar objects (faces, body parts and houses; left-hand enlargement) and three novel objects (right-hand enlargement). Colour saturation represents the amount of selectivity; hue represents which object class is preferred. It is important to note that the colour scale is not given a threshold for statistical significance, and few individual voxels show significant specificity for the novel objects. Nevertheless, the pattern of selectivity across many voxels is replicable. In this individual the spatial correlation across voxels between independent subsets of the data ('odd' and 'even' runs) was 0.78 for familiar objects and 0.52 for novel objects.
Foveation
Visual detection of an object by the fovea, the central area of the retina that provides the best visual acuity.
have provided evidence of selectivity for object parts and non-accidental properties (for example, symmetry, parallelism and collinearity) in the ventral temporal cortex 49, 100 , as predicted by structural description theories of object recognition 101, 102 . These findings indicate that part of the functional specificity for familiar objects and faces might be due to differences in basic shape characteristics across categories. However, several lines of evidence limit the role of shape properties. First, the selectivity for unfamiliar shapes is weaker than that for familiar objects and faces. The pattern of selectivity is distributed and weak in individual voxels, at least for the unfamiliar-object classes that have been tested. For example, in a recent study with high spatial resolution, in the scattered regions that showed the most selectivity the strength of the regions' response to their least-preferred novel objects was approximately two thirds of the response to a preferred novel object 95 . By contrast, the maximum selectivity for some familiar objects is far stronger, even at lower spatial resolution: the FFA, the PPA and the EBA all respond at least two to three times more strongly to their preferred object class (faces, houses and bodies, respectively) than to a wide range of non-preferred object classes 21 . Second, the strong and indistinguishable response of the bodyselective regions to, for example, hands and legs, which have very different shapes, indicates that shape alone cannot account for all aspects of the selectivity of these regions 12, 26, 46 . Thus, simple shape characteristics can explain only part of the functional organization that exists in cortical responses to familiar-object classes. Third, it is possible that apparent selectivities for simple shape features are by-products of selectivities for more complex objects. In particular, the aforementioned studies that demonstrated selectivity for shape features cannot rule out that this selectivity is actually caused by a tuning for the whole shape of complex, familiar objects. Indeed, computational work has shown that empirical data that seem to favour an explanation in terms of part-or feature-based selectivity can be mimicked when simple shapes are presented to a hierarchical model with units that are tuned for the whole shape of complex objects 103 . Thus, some tuning and clustering for simple shape features is to be expected, even if the actual shape or object characteristics that determine tuning and clustering are more complex in nature.
Could functional organization be driven not by physical stimulus attributes but by the neural processing that is triggered by each stimulus 104 ? According to this view, any object that engages a given process could strongly activate the relevant region. This idea has been mostly put forward for face-selective regions, based on evidence that faces are processed more holistically than other types of object [105] [106] [107] [108] . The hypothesis that the faceselective cortex is not actually selective for faces per se, but rather for the neural processing that is triggered by our extensive expertise with faces, has been tested with other object categories for which some individuals have expertise [109] [110] [111] -for example, cars and birds in car experts and ornithologists, respectively. However, recent evidence casts doubt on the idea that holistic processing occurs for any expert object category other than faces 112 , and all fMRI studies of expertise that investigated both the FFA and the LOC found that any increased responses to expert categories were larger in the LOC than in the FFA 112, 113 . Further, as mentioned above, the FFA response to faces is largely unaffected by task participation, and when humans are induced to process non-face stimuli in a face-like fashion the face area does not respond strongly 88 . This means that either the face-selective responses are not caused by process differences or that the holistic processing of faces is so automatic and mandatory that there is no way to dissociate it from viewing a face. Finally, the hypothesis applies only to faces, and is not sufficiently specific to address the full pattern of functional specificity for a wider range of object categories. Thus, there is little evidence that category-selective responses are due only to differences in types of processing.
It has also been proposed that the association of object categories with non-visual information might determine part of the organization in the ventral visual pathway 114, 115 . For example, the distribution of neural specificity for 'tools' or manipulable objects in the ventral visual pathway might be driven by the connectivity of some ventral regions with other brain regions that are involved in the coding of actions. Similarly, one might speculate that the neural specificity for faces in the fusiform gyrus is related to the functional connectivity that exists between this region and brain regions that are involved in affective reactions, such as the amygdala, or social cognition, such as the temporo-parietal junction 116 . Likewise, the lateralization of the visual wordform area in the left hemisphere might be caused by the left-hemisphere lateralization of language processing 19 . The evidence indicating that functional connectivity is a general organizing principle in the ventral visual pathway is currently mostly circumstantial, but this is a question that warrants further research.
One series of studies has suggested that there is a systematic relationship between the localization of category-selective regions and a weak eccentricity map in the object-selective cortex 30, 31 . Object categories that tend to be seen at particular eccentricities evoke selective activity in these eccentricity bands. For example, faces, which are mostly foveated, activate regions that have a strong preference for foveal stimulation, rather than regions that are activated by scenes and houses. This relationship might explain the location of some category-selective regions in high-level visual cortex, although it does not by itself explain strong category selectivity (which is much stronger than the eccentricity biases).
In sum, many studies have tried to define more precisely what aspects of objects and faces drive functional specificity in the occipitotemporal cortex. Simple and quantitatively defined stimulus properties, such as shape characteristics, explain some of the observed specificity, but object category remains the most parsimonious criterion by which to explain functional organization in the object-vision pathway.
Object category as a basic property. Despite the parsimony of using one concept, object category, this criterion remains unattractive because of its subjectivity. Two routes may lead to a more systematic understanding of the selectivity for object category.
Computational modelling might provide a more mechanistic way to describe the functional organization in high-level visual cortex. This has been illustrated by the fresh perspective that computational modelling has afforded of the distinction between part-based and configural processing of objects and faces 117 . Computational evidence has also revealed that image fragments of intermediate complexity are more informative for object categorization than fragments of low or high complexity 118, 119 , suggesting that neural coding in object-selective areas might be based on such intermediate-complexity shape features. However, a computational description of cortical organization in the ventral pathway remains a distant goal, because current neurophysiologically plausible models cannot yet predict the strong category selectivity that exists in the object-vision pathway 48, 120 : for example, the dominance of object category in the selectivities of monkey IT neurons is not predicted by 'standard' hierarchical models 48 . Similar discrepancies might exist in the human brain 100 . Adding learning processes to computational models might increase their power to explain the dominance of object category as an organizing principle in highlevel visual cortex. visual experience changes the visual processing of objects in various ways, and it might be an important factor for the development of the sensitivity to category distinctions and the emergence of category-selective regions. Part of this learning might occur in a bottom-up, unsupervised manner 121 . In addition, supervised category learning can change the perception and visual processing of objects 118 , leading to a biased processing of relevant dimensions [122] [123] [124] [125] [126] . Furthermore, learning to discriminate objects within categories changes the pattern of selectivity across the object-vision pathway 95 . Thus, learning about categories and their members might be responsible for some of the functional organization that exists with regards to object category.
A comprehensive framework
The evidence regarding the organization of the objectvision pathway leaves us with little overall agreement about the correct answer to our two central questions. There are regions with strong category selectivity, but it is not clear to what degree these regions are part of a largerscale map. There is some selectivity in the ventral visual pathway for simpler functional properties than object category, but it is doubtful that this selectivity is strong enough to explain the strong category selectivity.
Here we propose a coherent framework to make sense of these data. The starting point is the idea that relatively weak selectivity maps might exist for many functional properties, for example, a shape map, a functional connectivity map, a process map and an eccentricity map. When one functional property is studied in isolation, such as the shape of novel objects, then only weak selectivity is found. However, when a stimulus combines several functional properties, multiple maps are activated and the eventual selectivity is a combination of these multiple maps. How can strong selectivity be achieved with such overlapping maps of weak selectivity? The crux of the matter is the extent to which the maps are independent and the question of whether they are combined additively. Several possibilities are illustrated in FIG. 5 . If the maps are independent and simply added, the combined selectivity will be only slightly stronger than in each of the original maps. However, if the maps are spatially correlated -that is, if selectivity for one property (for example, compact, curved shapes) implies selectivity for another property (for example, foveal stimulation), then a simple addition of the maps results in a more pronounced selectivity profile. Such correlations might be based on naturally occurring coincidences in familiar objects (for example, faces are compact and curved and are mostly foveated). Finally, if multiple maps are combined non-additively, for example, by multiplication, then the combination of weak selectivity maps, which might or might not be correlated, can result in strong combined selectivity.
This framework incorporates all of the various hypotheses in the literature: these hypotheses posit the existence of maps for only one stimulus feature, for example, a process map. According to our framework, all of these single maps might coexist, much as maps of orientation selectivity, ocular dominance and direction selectivity coexist in the primary visual cortex. In addition, our framework provides a formal way to link these single maps to the hypothesis that focuses on strong selectivity in terms of object category -a hypothesis that is often called 'domain specificity' 73 . This hypothesis can be re-phrased in terms of strongly correlated and nonadditively combined maps. Finally, the framework opens up a clear route for the future because it raises questions that have been ignored in the literature. Future studies need to investigate the relative strength of the various selectivity maps, the correlations between these maps, the way in which the maps are combined when familiar objects such as faces and bodies are shown, and whether this combination is less additive for faces than for other, less familiar objects. It would be of particular interest to examine why any correlations between maps exist, how the maps arise developmentally, whether they arise in a particular order, and why focal regions with strong selectivity have been found for only a few object categories.
Conclusions and future directions
To fully understand the wealth of new data from fMRI about the functional organization of the human brain, cognitive neuroscientists have to grapple with a number of fundamental questions regarding the existence of maps and modules in any brain region. First, we noted that many cortical regions (for example, barrels and face areas) appear to be modular, in that they have strong selectivity and relatively sharp functional borders. However, in primary sensory cortices Nature Reviews | Neuroscience these apparently modular cortical regions (orientation columns, barrels, et cetera) turn out to be parts of larger maps. It remains to be seen whether the same will be found for the face-, place-, and body-selective areas of the ventral visual pathway -that is, whether a broader mapping scheme will be discovered that can subsume these regions, which would explain the location and, especially, the strong selectivity of each area as components of that larger map. Second, it is a substantial challenge to determine the basic properties and dimensions that describe functional organization most parsimoniously, even for relatively simple stimulus properties such as orientation and spatial frequency. With respect to the object-selective cortex, studies have not yet been able to explain the strong functional specificity that exists for (for example) faces and bodies by simpler or more unambiguously defined properties than the intuitive notion of object category. In this Review we have proposed a comprehensive framework in which the strong functional specificity for object category arises from the nonlinear combination of multiple correlated maps for simpler functional properties.
We hope that future fMRI studies will provide further information on the strength of maps for various functional properties in the ventral visual pathway, on the interactions between these maps, on their development, and on the role of experience in the construction and plasticity of these maps. At a more technical level, we expect to see more work conducted at a resolution close to 1 mm. These data are bound to provide new information about the extent and nature of functional -hand column) , the resulting combined selectivity profile will be similar to those of the individual properties. If the individual maps are correlated and additively combined (middle column), the joint presence of all three features will lead to a more selective reponse profile. If the individual maps are correlated and combined nonlinearly (here, by multiplication; right-hand column), the resulting selectivity profile will be pronounced, with subsets of the voxel space responding strongly to the joint presence of two or more individual properties. specificity in the human brain 15, 28 . Furthermore, parallel work in animals is needed to decipher the relationship between the spatial distribution of fMRI activation patterns and the spatial distribution of synaptic and output activity in single neurons. Together, these approaches will provide promising new opportunities for understanding both the neural code that underlies the recognition of complex visual stimuli and the relationship between maps and modules in the ventral visual pathway and other cortical areas.
