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ABSTRACT
Multiple raters are often needed to be used interchangeably in practice for measurement or evaluation.
Assessing agreement among these multiple raters via agreement indices are necessary before their
participation. While the intuitively appealing agreement indices such as coverage probability and
total deviation index, and relative area under coverage probability curve, have been extended for
assessing overall agreement among multiple raters, these extensions have limitations. The existing
overall agreement indices either require normality and homogeneity assumptions or did not preserve
the intuitive interpretation of the indices originally defined for two raters. In this paper, we propose
a new set of overall agreement indices based on maximum pairwise differences among all raters.
The proposed new overall coverage probability, overall total deviation index and relative area under
overall coverage probability curve retain the original intuitive interpretation from the pairwise
version. Without making any distributional assumption, we also propose a new unified nonparametric
estimation and inference approach for the overall indices based on generalized estimating equations
that can accommodate replications made by the same rater. Under mild assumptions, the proposed
variance estimator is shown to achieve efficiency bound under independent working correlation matrix.
Simulation studies under different scenarios are conducted to assess the performance of the proposed
estimation and inference approach with and without replications. We illustrate the methodology by
using a blood pressure data with three raters who made three replications on each subjects.
Keywords Overall Agreement; coverage probability; total deviation index; relative area under the coverage probability
curve; replication; generalized estimating equations
1 Introduction
Indices are developed to assess the agreement among different raters or different measurements from a rater on the
same subjects. Barnhart et al. categorized existing approaches for evaluation of agreement into descriptive tools, scaled
summary indices attaining values between -1 and 1 and unscaled summary indices[1]. She further elucidated that
unscaled indices, such as coverage probability (CP) and total deviation index(TDI), are preferred for assessing the
agreement in a core lab setting with following advantages: (1) they are simple to implement ; (2) they can be interpreted
intuitively in terms of the original measurement unit; (3) the CP can provide actionable results that guide readers to
identify the source of the agreement to improve their measurements[2]. CP quantifies the chance of the difference
between two measurements from two given raters on the same subject being less than a pre-fixed acceptable boundary
δ. TDI, as a counterpart of CP, is the boundary where the difference of two measurement falls into with a pre-specified
confidence or probability. In practice, it may be desirable to set more than one acceptable/tolerable boundary up to a
maximum acceptable difference δmax with corresponding acceptable CPs. For example, the British hypertension society
protocol (BHSP) for the evaluation of blood pressure measuring device [3] shown in Table 1. This protocol classifies
the grade of blood pressure measuring devices by specify the satisfactory CPs for multiple pre-specified differences
(Table 1). Therefore, it is useful to summarize the agreement based on a coverage probability curve defined as the curve
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of coverage probability for a range of differences. A relative area under coverage probability curve (RAUCPC) was
introduced as a summary index as a measure of agreement[4].
Table 1: The British hypertension society protocol for the evaluation of blood pressure measuring device
Pre-specified Difference (mmHg)
Grade ≤ 5 ≤ 10 ≤ 15 ≤ 20
Pre-specified Coverage Probability
A 60 85 95 100
B 50 75 90 95
C 40 65 85 90
D Fail to achieve C
20mmHg is not included in the original protocol but added here as the maximum acceptable difference
CP, TDI and RAUCPC are all originally defined for two raters. However, there may be some competing new raters
developed at the same time that need to be compared to each other or to an existing rater. Here we are interested in
the interchangeability among more than two raters. For example, in the data set published in the Bland and Altman’s
paper [5], the blood pressures of 85 patients were measured by two human observers and one device. We are interested
in whether these three raters (two human observers and one device) can be used interchangeably. Therefore, it is
desirable to extend the CP, TDI and RAUCPC to measure agreement among multiple raters while preserving the
intuitive interpretation of pairwise version. Lin et al.[6] first extended the concept of CP and TDI to multiple raters
using two-way mixed model and later Jang et al.[7] proposed a new set of definitions based on the root mean square
of pairwise differences(RMSPD). Although these overall agreement indices give some insight of the closeness of
tested raters, they have limitations due to assumptions that may not hold in practice. First, the overall unscaled indices
proposed by Lin is an approximate measure that are good only when following assumptions hold[6]: (1) the relative
bias square is small; (2) the measurements follow normal distributions; (3) homogeneity across different raters. For
overall indices proposed by Jang et al.[7], though the assumptions are relaxed, it still requires the difference from two
measurements on the same subject is normally distributed. We will demonstrate these assumptions do not hold for the
blood pressure measurements[5] in section 4.
In addition to the distributional assumption, the overall indices proposed by Jang et al.[7] is difficult to have intuitive
interpretation in practice. For example, for the overall CP(OCP) proposed by Jang et al., the satisfactory boundary is
specified based on the root mean square of all pairwise differences among the raters. While an acceptable difference
between two measurements can be chosen based on clinical implication, but it is not easy to choose an acceptable root
mean square of differences in practice because its magnitude is difficult to interpret in terms of clinical judgement.
Moreover, a satisfactory agreement through this OCP cannot guarantee the raters are interchangeabe. For example, if
one rater has large departure from the rest raters and thus not interchangeable with others, but by averaging squared
pairwise differences the resulting RMSPD can be acceptable and leading to claiming all raters are interchangeable.
Similar problems could happen for their overall TDI and RAUCPC as well. Last but not the least, Jang’s method[7]
cannot be applied to the measurements by raters with replications and would need to be applied by restricting to one
measurement per rater on each subject.
To address aforementioned issues, we propose new sets of overall CP, TDI and RAUCPC based on the maximum
pairwise distances (MPD) to assess overall agreement among all considered raters. The new indices have intuitive
interpretation in terms of original measurement unit and can be estimated by a unified non-parametric distribution-free
paradigm based on Generalized Estimation Equations (GEE). The GEE approach could assess the inter- and intra-
rater agreement simultaneously without normality and homogeneity assumptions. Moreover, under minimum set of
assumptions, we show that the the estimator will achieve the semi-parametric efficiency bound using the working
independence covariance matrix. The paper is organized as follow. In Section 2, we first propose a new estimator of
pairwise RAUCPC. Then we introduce the new definitions of overall CP, TDI and RAUCPC and with the new estimator
of RAUCPC, we are able to develop a unified GEE approach for estimation and inference for all overall indices. We
provide the simulation results in assessing the performance of the unified approach and illustrate the method with the
example of the blood pressure data from Bland and Altman[5] in Section 3 and Section 4 respectively. Finally, we draw
conclusions and provide some discussions in Section 5.
2 Methods
We are interested in whether J raters can be used interchangeably for making same type of measurement in a given
population. For a subject randomly sampled from a population, we denote Yj as the measurement taken by rater
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j, j = 1, ..., J . The interchangeability among the raters can be based on a distance metric, D, which reflects the
closeness among measurements given by the raters. For J = 2, the distance metrics is defined as
D = |Y1 − Y2| (1)
It is intuitive that a smaller distance implies a better agreement between two raters. For using these two raters
interchangeably, one would like to have a high probability that this distance is within an acceptable difference.
Therefore, the concept of coverage probability is used and it is defined as the probability that the distance falls within a
boundary d,
CP (d) = Pr(D < d) = FD(d) (2)
where FD(d) is the cumulative distribution function of D over the target population. The higher the CP(d), the better
the agreement. To use CP to claim satisfactory agreement, we need to pre-defined a clinically acceptable boundary δ0
and the corresponding satisfactory probability pi0. If CP (δ0) is greater than or equal to pi0, we can claim that two raters
are interchangeable. The TDI, as a counterpart of CP, is defined as the boundary that pi proportion of the distances falls
within
TDI(pi) = F−1D (pi) (3)
The smaller the TDI is, the better the agreement is. To use TDI to claim satisfactory agreement, we need to pre-defined
a clinically acceptable probability pi0 and a satisfactory boundary δ0. If TDI(pi0) is less than or equal to δ0, then we
claim that two raters are interchangeable.
In practice, it is sometimes desirable to control the quality on more than one pre-specified differences, or we may simply
want to summarize the agreement based on differences up to a maximum acceptable difference. This leads to consider a
coverage probability curve (d,CP (d)). Relative area under the CP curve (RAUCPC) is proposed [2] as a summary
index of coverage probability curve by the scaled area under the coverage probability curve to a maximum acceptable
difference δmax. The δmax is often chosen as CP (δmax) = 1. Specifically, RAUCPC is defined as
RAUCPC(δmax) =
∫ δmax
0
CP (d)dd
δmax
=
∫ δmax
0
FD(d)dd
δmax
(4)
RAUCPC ranges from 0 to 1 and a greater value indicates a better agreement. To use RAUCPC to claim satisfactory
agreement, we need to pre-specify an acceptable RAUCPC, τ0. If RAUCPC is greater than or equal to τ0, the we
claim that two raters are interchangeable. It is not obvious how to choose τ0 and we can use the British hypertension
society protocol to illustrate one way of choosing τ0. As shown is Table 1, we can set δmax = 20. For grade C device,
satisfactory coverage probabilities are specified for the absolute differences of 5, 10, 15, and 20. By linearly connecting
these specific points, (d,CP (d)) for d = 5, 10, 15, 20, yields a satisfactory coverage probability curve for grade C
device. Curves corresponding to Grade A, B and C are shown in Figure 1. The shaded area for Grade C is equal to 11.8
and the the RAUCPC is 0.59. Thus, one can use τ0 = 0.59 as the criterion for satisfactory Grade C device. Similar τ0
can be computed for claiming Grade A or Grade B device.
Jang et al.[7] extended the pairwise CP, TDI and RAUCPC to multiple raters by defined the distance metrics as
D∗ =
√
2
J(J − 1)
∑
1≤p<q≤J
(Yp − Yq)2 (5)
Their overall CP based on the D∗ was defined as OCP ∗(d) = Pr(D∗ < d) However, this definition may claim a
satisfactory overall agreement and fail to detect the outlier raters due to the averaging. For example, suppose there are
four competing raters where the first three raters give identical measurements and the fourth rater gives measurements
greater than the other three raters by 5 on all subjects. Suppose the pre-defined clinical meaningful boundary is δCP = 3.
Then D∗ = 2.8 for all subjects implying ˆOCP ∗(3) = 1 and thus it would satisfactory agreement, even through the
fourth rater gave clinically different outcomes on every subjects with the other three raters. Thus there is a need for a
better distance metrics for assessing agreement among multiple raters
2.1 Proposed Overall Agreement Indices
For two raters, aforementioned agreement indices defined interchangeability in the sense that whichever rater measures
the subject the results are clinically similar. We want to extend this intuition of interchangeability for the situation with
more than two raters. As a example, a patient walks into a local clinic and has his/her blood pressure measured by one
of the multiple nurses there. The patient would expect that his/her blood pressure measurement will be similar no matter
which nurse takes the measurement, in the sense that the nurses are interchangeable. Therefore, the largest difference
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Figure 1: Agreement criteria based on RAUCPC for three different grades of BP devices.
between any two nurses should be clinically negligible. Following this idea, we define a new distance metric, maximum
pairwise difference (MPD), among J raters as
D = max{|Yj − Yj′ | : j, j′ = 1, · · · , J} (6)
The maximum pairwise difference could avoid the pitfalls brought by averaging all pairwise difference and can be
reduced to the pairwise difference when J = 2. The new overall coverage probability (OCP) and overall totally
deviation index (OTDI) based on MPD are defined as
OCP (d) = Pr(D ≤ d) = FD(d) OTDI(pi) = F−1D (pi) (7)
where FD(d) is the cumulative distribution function of MPD. The OCP measures the probability that maximum pairwise
difference among J raters are less than a given acceptable boundary δ0 with clinical meaning. To use OCP to claim
satisfactory agreement, we need to pre-define a clinically acceptable boundary δ0 and the corresponding satisfactory
probability pi0. Since the PMD is in the same unit of pairwise distance, δ0 can be chosen similarly with the pairwise CP.
If OCP (δ0) ≥ pi0, then chance that the measurements given by J raters on the same subject are within distance δ0 is
greater than pi0. As a counterpart of OCP, OTDI captures the boundary that all possible pairwise differences among the
raters of 100pi0% subjects are fall into (-OTDI(pi0), OTDI(pi0)) and if OTDI(pi0) is smaller than the pre-set satisfactory
boundary δ0 then we could claim that the raters are interchangeable.
When there are more than one acceptable boundary is of interest or we are interested in an aggregated agreement up to
a maximum boundary δmax, the overall relative area under the overall coverage probability curve, as an extension of
RAUCPC, is defined as
RAUOCPC(δmax) =
∫ δmax
0
OCP (d)dd
δmax
=
∫ δmax
0
FD(d)dd
δmax
(8)
Like RAUCPC, RAUOCPC ranges from 0 to 1 and higher values indicates a good agreement. Since the MPD preserves
the original unit of the measurement, we can use the clinical information from the pairwise version about the acceptable
boundary for setting multiple boundaries for MPD. In this way, we could set the satisfactory RAUOCPC the same way
as we did for the pairwise RAUCPC.
2.2 Estimation and Inference
We propose a unified distribution-free GEE approach to estimate and make inference on OCP, OTDI and RAUOCPC.
Minimum assumptions are made as follows: (1) measurements of different subject are independent; (2) replicated
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measurements are i.i.d. given the same rater on the same subject. Since current estimators for RAUCPC proposed by
Barnhart[4] can not be expressed as a sum of function of each subjects, they are unable to fit in the GEE framework.
Therefore, in this section, in order to have a unifed GEE model for RAUOCPC together with OCP and OTDI, we first
propose a new unbiased non-parametric estimator for pairwise RAUCPC and RAUOCPC. Second, we present the
unified GEE model and the inference approach.
2.2.1 Unbiased Non-parametric Estimator for RAUCPC
Barnhart[4] proposed both parametric and non-parametric approaches for estimating RAUCPC. The parametric
RAUCPC estimator is calculated based on the estimated density function of D where the measurements are assumed
to follow a normal distribution. While for the non-parametric estimator, suppose all distinct observations of D are
d1 < · · · < dm with the corresponding estimated values of CˆP (di). Let d0 = 0 and dm+1 = δmax , the estimated
RAUCPC is equal to the area under the connected line (di, CˆP (di)) based on trapesoid rule. It is clear that both
estimators cannot be expressed as a sum of independent functions of individual subjects. Therefore, a new unbiased
nonparametric estimator is developed below for our unified GEE framework.
The RAUCPC is defined as the scaled integration of cumulative distribution function of distance metric from 0 to a
maximum acceptable boundary δmax. By the role of integration by parts,∫ δmax
0
FD(d)dd = FD(d)d|δmax0 −
∫ δmax
0
dfD(d)dd (9)
= δmax
∫ δmax
0
fD(d)dd−
∫ δmax
0
dfD(d)dd (10)
=
∫ δmax
0
(δmax − d)fD(d)dd (11)
We note that equation (11) has the form of expectation for the following new random variable,
C =
{
δmax −D 0 ≤ D < δmax
0 D ≥ δmax (12)
= max(0, δmax −D) (13)
Then equation (11) can be expressed as E[C] which is proofed in the Appendix A. This leads to the following lemma.
Lemma 2.1 The relative area under coverage probability curve can be expressed as, i.e.,
RAUCPC =
∫ δmax
0
FD(d)dd
δmax
=
E[C]
δmax
(14)
Similarly, for RAUOCPC with multiple raters, RAUOCPC = E[C]/δmax. Followed by the Lemma 2.1, we can use
moment estimator 1N
∑N
i=1 Ci/δmax for RAUCPC/RAUOCPC when there is no replications. This form of estimator
can be easily incorporated into GEE framework when there are replicates.
The performance of this new non-parametric estimator of RAUCPC is assessed via simulation and the results are
presented in Appendix F. In general, for both normally and non-normally distributed data, the new proposed non-
parametric estimator has similar or better performance than the previous estimators[4] in terms of bias and mean square
error(MSE).
2.2.2 Unified Generalized Estimation Equation Approach
Let Yijk be the kth successive replicate measured by jth rater on ith subject. It is reasonable to assume that successive
replicates measured by same rater on same subject are equivalent where {Yij1, · · · , YijK}, are identically and inde-
pendent distributed when we condition on ith subject and jth rater. This assumption implies that the unconditional
distribution of Yij = (Yij1, · · · , YijK) has a distribution with an exchangeable correlation matrix Σj where we denote
cor(Yijk, Yij′k′) = ρjj′∀k, k′ , cor(Yij ,Yij′) = ρjj′1Kj×Kj′ , 1K×K is a Kj ×Kj′ matrix with 1 as elements and
Kj is the number of replicates for jth rater. For simplicity, we assume that the number of replicates are equal to K for
all raters per subjects and it can be easily extended to unbalanced design. Since MPD is defined over a collection of J
measurements with one from each rater on the same subject, when there are K replications of each raters, we can get
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KJ distinct collections of {Yi1k1 , · · · , YiJkJ}, kj = 1, · · · ,K. On each collection, we could compute the observed
MPD and index it by m. The MPD at the mth collection, {km1 , · · · , kmJ }, is expressed as
Dim = max{|Yijkmj − Yij′kmj′ | : j, j
′ = 1, · · · , J}, m = 1, · · · ,KJ (15)
If J = 2, then this distance reduces to the distance for two raters mentioned above. For a random subject i, we have a
random vector Di = (Di1, · · · , DiM ) where Dim has the same marginal distribution FD(d).
To develop a unified form, we first denote the agreement index of interest, OCP, OTDI or RAUOCPC, as β and channel
it with the parameter for estimation, θ, in GEE model with link function θ = g(β). For OCP and RAUOCPC ranging
from 0 to 1, logit transformation is used. For OTDI, since it is greater than 0, the natural log transformation is used.
After transformation, the parameter of interest, θ, in GEE model can range form −∞ to∞. Under the standard GEE
framework[8], we need to find a function s(Dim, β) such that E [s(Dim, β)] = 0. Let I(·) be the indicator function,
we choose the following s(·) corresponding to different agreement parameters of interest
s(Dim, θ) = I(Di1 < δ0)− g(θ) β = OCP (δ0) = g(θ) = exp(θ)
1 + exp(θ)
(16)
s(Dim, θ) = pi0 − I(Di1 − g(θ) < 0) β = OTDI(pi0) = g(θ) = exp(θ) (17)
s(Dim, β) =
max(0, δmax −Di1)
δmax
− g(θ) β = RAUOCPC(δmax) = g(θ) = exp(θ)
1 + exp(θ)
(18)
Now we construct the generalized estimating equations system based on {Di}i=1,··· ,N as follow,
N∑
i=1
ΓTi V
−1
i Si = 0 (19)
Si = (s(Di1, θ), · · · , s(DiM , θ))T , Γi = ∂Si∂θ , Vi = A1/2i Rw(α)A1/2i with working correlation matrix Rw(α) and
Ai = diag(ΣS) where ΣS is the covariance matrix of Si. For OCP and RAUOCPC, we have
∂s(Dim,θ)
∂θ =
exp(θ)
(1+exp(θ))2
which does not depend on Dim.
For OTDI, we note that s(Dim, θ) is not differentiable with regard to θ and a different definition of Γi in equation (19)
is needed. Rather than differentiating s(Dim, θ), we would differentiate its expectation, pi0 − FD(Dim, where FD(d)
is the marginal cumulative distribution function of Dim. Then, Γi = 1nfD(exp(θ)) exp(θ) where fD(exp(θ)) is the
marginal density function of Dim at point exp(θ). The marginal distribution, fD(θ), is a nuisance parameter and needs
to be estimated in order to solve equation (19).A smoothed kernel density[9] can be used and implemented by using a R
function kde in R 3.1.1. With this new Γi in (19), we show that the limiting distribution of θˆ still follows the general
results of GEE in Appendix B.
Therefore, across three kinds of agreement indices, Γi can be expressed as
Γi = 1M×1h(θ) (20)
where h(θ) = exp(θ)(1+exp(θ))2 for OCP and RAUOCPC and h(θ) = fD(exp(θ)) exp(θ) for OTDI.
Now we consider the specification of working correlation matrix Rw(α) with nuisance parameter α. The optimal
asymptotic efficiency of θˆ is achieved when Rw(α) coincides with the true correlation matrix of Di[10]. A misspecified
working correlation matrix could greatly compromised the efficiency especially when sample size is small and design is
unbalance[11]. Therefore, generally a working correlation matrix resembling the truth is desirable. However, for our
model, using the independent working correlation matrix will obtain the same efficiency (see theorem below) as the
true correlation matrix. This may seem to be surprising, but it is due to the unique structure of true correlation matrix
for agreement data as shown in the lemma below. Therefore, we will use the independent working correlation matrix in
equation (19) without the need to estimate the nuisance parameter α in the working correlation matrix.
Lemma 2.2 Given Yijk|i, j are i.i.d, the sum of elements in each row of correlation matrix of Si, R0, are equal.
The proof of lemma 2.2 is in Appendix C. Based on this lemma, we have the following theorem on efficiency.
Theorem 2.3 The GEE estimator obtained from equation (19) will achieve the same asymptotically statistical efficiency
under either the true correlation matrix or the independent working correlation matrix. The limiting distribution of θˆ is
n−1/2(θˆ − θ0)→ N
(
0,
aσ2S
Mh2(θ0)
)
(21)
where a is the row sum of R0, σ2S = var(s(Dim, θ)) and M = K
J .
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The proof is in Appendix D. The variance form in equation (21) is the simplification of the robust sandwich estimator
after utilizing equation (20) and Lemma 2.2. The estimation from equation (19) and inference (21) can be obtained by
standard statistical software that implements GEE. Moreover, the results can be easily extended to the unbalance design
with M =
∏J
j=1Kj where Kj is the number of replicates for jth rater.
Our main interest is to determine whether the considered raters can be used interchangeably. This can be determined by
performing a hypothesis test on one of the three indices depending on the nature of the question. The hypothesis can be
formed as one of the following,
H0 : OCP (δ0) < pi0 versus Ha : OCP (δ0) ≥ pi0 (22)
H0 : OTDI(δ0) > δ0 versus Ha : OTDI(δ0) ≤ δ0 (23)
H0 : RAUOCPC(δmax) < τ0 verseus Ha : RAUOCPC(δmax) ≥ τ0 (24)
If the null hypothesis is rejected, we can claim that the considered raters are interchangeable. Moreover, note here
we use one-sided test instead of two-sided test, since the primary interest is to determine if the raters can be used
interchangeably. For example, suppose the satisfactory OCP is 0.9 for an acceptable difference δ0 which means we
will claim the raters are interchangeable if more than 90% of the MPD is within δ0. One would not want to frame the
hypothesis as H0 : OCP (δ0) = 0.9 versus Ha : OCP (δ0) 6= 0.9, because we would reject the null hypothesis
either with low or high OCP, e.g., when OCP (δ0) = 0.5 or OCP (δ0) = 0.95. It would not make sense to claim the
interchangeability among the raters when OCP (δ0) = 0.5 by rejecting the null. Therefore, hypotheses like (22), (23)
or (24) make more sense for agreement studies.
3 Simulation
We assess the performance of the new proposed overall indices by using simulated data from both normal and log-normal
distributions. Suppose each subject is measured by three raters with J = 3. Let Yij = (Yij1, · · · , YijK) be the K
replicates measured by rater j on subject i and Yi = (Yi1, Yi2, Yi3)T be 3K × 1 vector of measurements of subject i.
Without loss of generosity, we simulated data so that the mean and covariance matrix of Yi have the following forms
µ = (µ111×K , µ211×K , µ311×K)T (25)
ΣY =
 σ21Σ1 σ1σ2ρ121K×K σ1σ3ρ131K×Kσ1σ2ρ121K×K σ22Σ2 σ2σ3ρ231K×K
σ1σ3ρ131K×K σ2σ3ρ231K×K σ23Σ3
 (26)
Σj =
(
1 ρj ρj
ρj 1 ρj
ρj ρj 1
)
for j=1,2 and 3 (27)
where σ2i is intra-rater variance, ρjj′ represent the correlation between rater j and j
′ and ρj . For log-normal data Yi is
generated by taking exponential transformation of a random vector from a multivariate normal distribution specified in
Appendix E so that the resulting Yi has the above form of mean and covariance matrix.
The agreement indices and the correlation matrix ofDi from equation (15) cannot be expressed allegorically as functions
of the mean and covariance matrix parameters for the specified normal and log-normal distributions. Therefore,
numerical approximation is used to obtain the true values of the agreement indices and correlation matrix of Di
given the true parameters of the normal and log-normal distributions. Specifically one simulated data set with a huge
sample size of 100,000 is generated to represent the true population. True agreement indices are obtained by using the
corresponding GEE estimators of the agreement indices based on this large data set and the true correlation matrix of
Di is obtained by the observed sample correlation matrix of the observed Di.
we set acceptable difference of δ0 = 4 and δ0 = 3.5 for normal and log-normal data respectively in OCP, acceptable
probability of τ0 = 0.8 in OTDI and maximum acceptable difference of δmax = 5 and δmax = 4 for normal and
log-normal data respectively in RAUOCPC. To set the parameters for the normal and log-normal distributions, we
leverage the intra- and inter-rater correlation and systematic shift between raters to achieve the following four different
agreement scenarios and the resulting true values of OCP, OTDI and RAUOCPC are shown in table 2-4 for each
scenarios.
• High agreement: no systematic shift in means µ = (1, 1, 1) and high correlation ρj = 0.8 and ρjj′ = 0.5 for
j, j′ = 1, 2, 3
• Moderate agreement: no systematic shift in means µ = (1, 1, 1) and low correlation ρj = 0.5 and ρjj′ = 0.1
for j, j′ = 1, 2, 3
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• Mild agreement: systematic shift in means µ = (3, 1, 1) and high correlation ρj = 0.8 and ρjj′ = 0.5 for
j, j′ = 1, 2, 3
• Low agreement: systematic shift in means µ = (3, 1, 1) and low correlation ρj = 0.5 and ρjj′ = 0.1 for
j, j′ = 1, 2, 3
For all four parameter scenarios, we set the intra-rater variability be σ21 = σ
2
1 = 2 and σ
2
3 = 1 to represent some
heterogeneity across the raters. Designs without replicates and with replicates of 3 are simulated and we consider
sample size of 20, 30, 100, and 500. Together with the four different parameter settings, this resulted in a total of 48
simulation scenarios. For each scenario, a total of 10,000 simulated data sets are generated.
The performance of the proposed GEE approach are evaluated by reporting bias of estimated agreement indexes, mean
square error(MSE), standard deviation(SD) of the 10,000 estimated agreement indexes and coverage rate (CR), where
CR is defined as the percentage of estimated one-sided 95% confident interval cover the true value. Moreover, the
standard errors of estimators are calculated using the true correlation matrix, set , and independent working correlation
matrix, seind , to confirm our theoretical result in Theorem 2.3. The results are shown in table 2, table 3 and table 4 for
OCP, OTDI and RAUOCPC respectively.
In general, the simulation results show that the bias is negligible for both normal and non-normal data sets even when
the sample size is as small as 20, since the proposed approach is unbiased and does not rely on the normality and
homogeneity assumption. The results from data sets with replicates outperform the those for data without replicates in
terms of bias and MSE. When sample size is small, the CR is closer to 95%(?) for data with the replicates than those
without replicates. Moreover, for all three indices and different sample sizes, the absolute difference between the robust
sandwich estimator with independent working correlation matrix seind and the one with true correlation matrix set is
less than or equal than 0.001 which confirms Theory 2.3.
For OCP, as shown in Table 2, the OCP varies from 50% to over 90% for different combination of correlation and mean
values. For data sets without replicates, some OCP estimates are unidentifiable when the true OCP exceeds 80% and
sample size is under 30, since all PMDs are smaller than the pre-determined satisfactory boundary δ0. A reasonable CR
around 94% can be achieved for such data sets for sample size of 100 or larger. While for the data sets with replicates,
all OCP estimations are well defined and the 94.3% CR can be achieved for sample size of 20. As shown in Table 3, the
true TDI varies from 1.3825 to 4.0512 for different combination of correlation and mean values. When sample size is
small, the CR is over 96% for data sets without replicates which may due to the inaccuracy of estimating kernel function
with limited sample. While a reasonable CR around 92% to 96% can be achieved for the data sets with replicates across
all sample sizes. For RAUOCPC, we set δmax = 5 and δmax = 4 for normal and log-normal data respectively. As
shown in Table 4, the true RAUOCPC varies from 0.3101 to 0.7719 for different combination of correlation and mean
values. The RAUOCPC does not encounter the same problems when sample size is small as the OCP and OTDI. The
CR is between 94% and 96% for all parameter scenarios.
4 BP Example
The proposed indices and inference approach are illustrated with the systolic blood pressure data in the Bland and
Altman’s paper [5]. In this data example, the blood pressures of 85 patients were measured by three raters (two human
observers J and R and one device S). Each raters measured every patients three times successively that can be treated as
replicates.We assess the overall agreement among these three raters along with the intra-rater agreement within each
raters as well as the pairwise inter agreement by OCP, OTDI and ORAUCPC with estimation and inference conducted
by the proposed unified GEE approach.
The descriptive statistics of BP data is listed in table (5). We summarize the data by mean and stander deviation within
each raters and assess the normality assumption of replicates from same rater and pairwise difference between any two
raters by Doornik-Hansen’s test where a p-value less than 0.05 indicates a significant departure form a multivariate
normal distribution. As shown in the Table 5 , the human rater S tends to have higher BP measurements with a average
measurement of 143.04 mmHg than the other two raters whose numbers are around 127 mmHg. Moreover, based
on SDintra, the rater S has lager within-rater variability than the raters J and R which implies that the heterogeneity
among the raters exists. Furthermore, the p-value of Doornik-Hansen’s test for the measurement from each raters and
the difference between raters are all less than 0.05 indicating that the normality assumption required for the estimation
and inference approaches of unscaled indexes proposed by Lin[6] and Jang et al.[7] do not hold and their approaches
are unsuitable for the BP dataset.
To assess the overall agreement among three raters, the new OCP, OTDI and RAUOCPC are used in analyzing the
BP dataset. The satisfactory agreement is set based on the British hypertension society protocol (BHSP) for the
evaluation of blood pressure measuring device [3] shown in Table 5. For OCP, we set the pre-determined clinically
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meaningful acceptable difference to be δ0 = 15mmHg and based on the criteria for grade C device the corresponding
satisfactory OCP should be 0.85 or higher. For OTDI, pre-determined acceptable probability is set to be pi0 = 0.85
and the satisfactory OTDI for grade C device is 15mmHg. For RAUOCPC, let δmax = 20mmHg and the satisfactory
RAUOCPC is 0.59 which is computed based on overall coverage probability curve that connect points formed by the
absolute differences of 0, 5, 10, 15, and 20 with the corresponding coverage probabilities for BP device of grade C with
δmax = 20.
The estimated coverage probability curve is shown in Figure 2. The estimated OCP is 0.41 with 95% one-sided CI
of (0.35,1) for three raters. Since the CI contains pi0 = 0.8, we cannot reject the null hypothesis and thus there is no
sufficient evidence to claim that three raters can be used interchangeably. We can come to the same conclusion with
OTDI and RAUOCPC. The estimated OTDI is 30 with 95% one-sided CI of (0, 34.5) which contains δ0 = 15 and
estimated RAUOCPC is 0.258 with 95% one-sided CI of (0.25,1) which contains τ0 = 0.59. Therefore, based on the
proposed overall agreement, three raters may not be used interchangeably in the sense that we are not confident that the
measurements taken by three raters on the same patients are clinically similar.
To understand the source of disagreement and provide actionable results that guide readers to improve quality, we look
into the pairwise inter-rater and intra-rater agreement between and within three raters, respectively. The results listed
in Table 5 show that both the intra-rater agreement of human raters J and R and the inter-rater agreement between
them are satisfactory. This implies that two human raters can be used interchangeably and the measurements from
different nurses or different replicates from the same nurse are not likely to be clinically different. However, the
agreement between human nurses and the deceive S is less satisfactory where the inter-rater OCPs (one sided 95%
CI) are 0.51(0.45,1) and 0.51(0.45,1). Moreover, the repeatability of device S itself is also moderate with estimated
intra-rater OCP of 0.84(0.78,1) and OTDI of 15(0,17.32). These results indicate that not only the device S is not in
satisfactory agreement with the other raters but also its own replicates tend to have larger variability.
Table 5: Descriptive statistics for BP data
Rater Mean SDintra P-Value for Normality Test
J 127.4 5.3 0.004
R 127.3 5.4 0.008
S 143.0 7.0 <0.001
Table 6: Intra, Inter and Overall Agreement for Three Raters
CP TDI RAUCPC
Estimation 95% CI Estimation 95% CI Estimation 95% CI
Overall 0.41 (0.35, 1) 30 (0, 34.46) 0.26 (0.25, 1)
Inter
J&R 0.94 (0.91, 1) 10 (0, 10.89) 0.76 (0.74, 1)
J&S 0.51 (0.45, 1) 28 (0, 32.47) 0.34 (0.33, 1)
R&S 0.51 (0.45, 1) 28 (0, 32.31) 0.35 (0.34, 1)
Intra
J 0.91 (0.87, 1) 12 (0, 13.48) 0.67 (0.65, 1)
R 0.92 (0.88, 1) 13 (0, 14.21) 0.66 (0.65, 1)
S 0.84 (0.78, 1) 15 (0, 17.32) 0.60 (0.59, 1)
5 Discussion
We have proposed a set of new indices (OCP, OTDI and RAUOCPC) for assessing overall agreement among among
multiple raters. As an extension from the pairwise version of unscaled indices, the proposed indices are defined based on
a new distance metric which measures the maximum pairwise difference among the raters. This metric allows the overall
indices to preserve the intuitive interpretation from the pairwise version and directly employs the clinically information
about satisfactory criteria. For example, we can extend clinically meaningful difference from the grading system
of blood pressure device as the pre-determine boundary for OCP, since they both quantify the acceptable difference
between two BP measurements. The OCP can be interpreted as the probability there is no clinically meaningful
difference among measurements from all raters on the same subject.
The new proposed inference approach does not require distributional and homogeneity assumptions and therefore
can be applied to various kinds of continuous measurements. As we discuss in Section 4, the BP data set [5] is
neither homogeneous nor normally distributed which are the assumptions the previously proposed inference approach.
Moreover, the unified GEE approach could accommodate data with replicates and can be easily modified to carry out
12
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Figure 2: Overall coverage probability curve for BP data set
estimation and inference on pairwise, inter-rater and intra-rater agreements as we did in the BP example. The design
with replicates is preferable since it can provide information on the repeatability of the raters. When the agreement is
not satisfactory, intra-rater variability is a crucial source of disagreement and such information could provide guideline
for future improvement of the testing raters. In addition to provide additional information, adding replication also could
improve the performance of the estimator in terms of bias and CR as shown in our simulation studies (Table 2, 3 and 4).
In practice, it tends to be easier and less costly by adding replicates than enrolling more subjects.
All proposed estimation and inference approaches can be easily applied by standard software and we also provide the
R package for implementation. Based on the simulation results, the proposed approaches have limitation when the
sample size is small and no replicates are available. For such scenario, parametric approaches can be an alternative
after carefully verifying the assumptions. Moreover, it is of future interest to design agreement study based on the new
proposed indices especially for design with replicates. As we discuss before, adding replicates can provide information
on intra-rater agreement and improve the performance of estimators.
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Appendices
A Proof of Lemma 2.1
Let C = max(0, δmax −D) ∈ [0, δmax], and the cumulative distribution functions of C and D be FC(c) and FD(d)
and the density functions be fC(c) and fD(d) respectively. Then,
FC(c) = Pr(C ≤ c) (28)
= Pr(max(0, δmax −D) ≤ c) (29)
=
{
Pr(D ≥ c− δmax) if 0 < c ≤ δmax
Pr(D ≥ δmax) if c = 0 (30)
=
{
1− FD(δmax − c)− if 0 < c ≤ δmax
1− FD(δmax) if c = 0 (31)
Thus,
fC(c) =
{
fD(δmax − c) if 0 < c ≤ δmax
P (c = δmax) if c = 0
(32)
=
{
fD(δmax − c) if 0 < c ≤ δmax
1− FD(δmax) if c = 0 (33)
Therefore,
E[C] =
∫ δmax
0
cfC(c)dc (34)
=
∫ δmax
0+
cfD(δmax − c)dc+ 0× [1− FD(δmax)] (35)
=
∫ δ−max
0
(δmax − d)fD(d)dd (36)
Since fD(d) is continuous at point δmax, then
(37)
(36) =
∫ δmax
0
(δmax − d)fD(d)dd (38)
=(δmax − d)FD(d)|δmax0 +
∫ δmax
0
FD(d)dd (39)
=
∫ δmax
0
dfD(d)dd+ δmax[1− FX(δmax)] (40)
=
∫ δmax
0
FD(d)dd (41)
This implies that
∫ δmax
0
FD(x)dx = E[C] and therefor RAUCPC can be expressed in terms of E(C).
RAUCPC(δmax) =
∫ δmax
0
CP (d)dd
δmax
(42)
=
∫ δmax
0
FD(d)dd
δmax
(43)
=
E[C]
δmax
(44)
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B Proof of asymptotic distribution in estimating OTDI
In equation (19) for estimating OTDI, we propose to use Γi = fD(g(θ))g′(θ)1M×1. Let Hi(θ) = ΓTi Vi where
Vi = A
1/2
i RaA
1/2
i with working correlation matrix Ra. Then the left hand side of (19) is UN (θ) =
∑N
i=1Hi(θ)
TSi(θ)
where Si(θ) = (pi0 − I(Di1 − g(θ) < 0), · · · , pi0 − I(DiM − g(θ) < 0)). Let U¯N (θ) =
∑N
i=1Hi(θ)S¯i(θ) where
S¯i(θ) = (pi0 − Pr(Di1 − g(θ) < 0), · · · .pi0 − Pr(DiM − g(θ) < 0)). Then
N−1
{
UN (θ)− U¯N (θ)
}
=N−1
N∑
i=1
Hi(θ)(Si − S¯i) (45)
=N−1
N∑
i=1
Hi(θ)
 Pr(Di1 − g(θ) < 0)− I(Di1 − g(θ) < 0)...
Pr(DiM − g(θ) < 0)− I(DiM − g(θ) < 0)
 (46)
Under mild regulations, by uniform strong law of large numbers[12], we have
sup
θ∈Θ
∣∣N−1 {UN (θ)− U¯N (θ)}∣∣→ o(N−1/2) a.s (47)
Then we can write UN (θ) as
N−1/2UN (θ) = N−1/2U¯N (θ) + o(1) (48)
= N−1/2 {UN (θ0)− UN (θ0)}+N−1/2
{
U¯N (θ0) +
∂
∂θ
U¯N (θ0)(θ − θ0)
}
+ o(1) (49)
= N−1/2
{
UN (θ0) +
∂
∂θ
U¯N (θ0)(θ − θ0)
}
+N−1/2
{
U¯N (θ0)− UN (θ0)
}
+ o(1) (50)
Suppose θˆ is the solution of UN (θ) = 0 such that UN (θˆ) = 0. With N−1/2
{
U¯N (θ0)− UN (θ0)
}→ o(1) from (47),
then
N1/2(θˆ − θ0) = −N−1/2A−1N UN (θ0) + o(1) (51)
where,
AN = N
−1 ∂
∂θ
U¯N (θ0)→ A = lim
N→∞
N−1
N∑
i=1
Hi(θ0)
 f1(g(θ0))g
′(θ0)
...
fM (g(θ0))g
′(θ0)
 (52)
where fm(·) is the density function of Dimand since all Dim follows the same marginal distribution we denote their
common density function as fD(·). Thus, A = limN→∞N−1
∑N
i=1 Γ
T
i ViΓi. By central limit theorem,
N−1/2UN (θ0)→ N (0,Σ0) (53)
where Σ0 =
∑N
i=1 Γ
T
i V
−1
i cov(Si)V
−1
i Γi.Then,
N1/2(θˆ − θ0)→ N (0, V swθ ) (54)
where V swθ = limN→∞NΣ
−1
1 Σ0Σ
−1
1 , Σ1 =
∑N
i=1 Γ
T
i V
−1
i Γi and Σ0 =
∑N
i=1 Γ
T
i V
−1
i cov(Si)V
−1
i Γi.
C Proof of Lemma 2.2
We first prove the Lemma for the case with three raters (J = 3) and two replications (K = 2) and then extend
the proof to the general case. Denote Dim = max(|xi1k1 − xi2k2 |, |xi1k1 − xi3k3 |, |xi2k2 − xi3k3 |)) and Dim′ =
max(|xi1k′1 − xi2k′2 |, |xi1k′1 − xi3k′3 |, |xi2k′2 − xi3k′3 |), θ) as two maximum distances among the three raters. DefineOmm′ as a collection of index of the raters whose replicates are common in the two terms i.e. Omm′ = {j; kj = k′j}.
Since we assume that replicates from same rater on same subject are iid, then the correlation between s(Dim, θ) and
s(Dim′ , θ) is different only up to the common reads of xijk’s used in s(Dim, θ) and s(Dim′ , θ) indexed by Omm′ .
Specifically
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• If k1 6= k′1, k2 6= k′2 and k3 6= k′3, then Omm′ = ∅ where s(Dim, θ) and s(Dim′ , θ) contain
zero common reads from three raters between them and we use index 0 to denote such correlation
corr(s(Dim, θ), s(Dim′ , θ)) = ρ0
• If k1 = k′1, k2 6= k′2 and k3 6= k′3, then Omm′ = {1} where s(Dim, θ) and s(Dim′ , θ) contain ex-
actly one common read from the first rater and we use index 1 = 21−1 to denote such correlation
corr(s(Dim, θ), s(Dim′ , θ)) = ρ1
• If k1 6= k′1, k2 = k′2 and k3 6= k′3, then Omm′ = {2}, then s(Dim, θ) and s(Dim′ , θ) contain exactly one
common read from the second rater and we used index 2 = 22−1 to denote corr(s(Dim, θ), s(Dim′ , θ)) = ρ2
• If k1 = k′1, k2 = k′2 and k3 6= k′3, then Omm′ = {1, 2} where s(Dim, θ) and s(Dim′ , θ) contain exactly
two common reads from the first rater and second rater and we used index 3 = 21−1 + 22−1 to denote
corr(s(Dim, θ), s(Dim′ , θ)) = ρ3
• If k1 6= k′1, k2 6= k′2 and k3 = k′3, then Omm′ = {3} where s(Dim, θ) and s(Dim′ , θ) contain exactly one
common read from the third rater and we used index 4 = 23−1 to denote corr(s(Dim, θ), s(Dim′ , θ)) = ρ4
• If k1 = k′1, k2 6= k′2 and k3 = k′3, then Omm′ = {1, 3} where s(Dim, θ) and s(Dim′ , θ) contain ex-
actly two common reads from the first rater the third rater and we use index 5 = 21−1 + 23−1 to denote
corr(s(Dim, θ), s(Dim′ , θ)) = ρ5
• If k1 6= k′1, k2 = k′2 and k3 = k′3, then Omm′ = {2, 3} where s(Dim, θ) and s(Dim′ , θ) contain exactly
two common reads from the second rater the third rater and we use index 6 = 22−1 + 23−1 to denote
corr(s(Dim, θ), s(Dim′ , θ)) = ρ6
• If k1 = k′1, k2 = k′2 and k3 = k′3, then Omm′ = {1, 2, 3} where s(Dim, θ) = s(Dim′ , θ) contain
exactly three common reads for all three raters and we use index 7 = 21−1 + 22−1 + 23−1 to denote
corr(s(Dim, θ), s(Dim′ , θ)) = ρ7 = 1
With these notations for the
(
3
0
)
+
(
3
1
)
+
(
3
2
)
+
(
3
3
)
= 23 distinct correlations where correlation is denoted as
ρl, l =
∑
j∈Omm′ 2
j−1, the true correlation matrix can be written as,
R0 =

s111 s112 s121 s122 s211 s212 s221 s222
s111 1 ρ3 ρ5 ρ1 ρ6 ρ2 ρ4 ρ0
s112 ρ3 1 ρ1 ρ5 ρ2 ρ6 ρ0 ρ4
s121 ρ5 ρ1 1 ρ3 ρ4 ρ0 ρ6 ρ2
s122 ρ1 ρ5 ρ3 1 ρ0 ρ4 ρ2 ρ6
s211 ρ6 ρ2 ρ4 ρ0 1 ρ3 ρ5 ρ1
s212 ρ2 ρ6 ρ0 ρ4 ρ3 1 ρ1 ρ5
s221 ρ4 ρ0 ρ6 ρ2 ρ5 ρ1 1 ρ3
s222 ρ0 ρ4 ρ2 ρ6 ρ1 ρ5 ρ3 1

where sk1k2k3 = s(max(|xi1k1 − xi2k2 |, |xi1k1 − xi3k3 |, |xi2k2 − xi3k3 |), θ). For each row, the sum of all elements is
equal to
∑7
l=0 ρl.
For the general case with J rater and n replicates, the mth row sum of the correlation matrix can be expressed as
M∑
m′=1
cor (s(Dim, θ), s(Dim′ , θ)) (55)
The correlation between any two s(Dim, θ) and s(Dim′ , θ) depends on the distinct combination of common measure-
ments of xijk used in Dim and Dim′ . As seen in the special case, there are
(
J
l
)
combinations where s(Dim, θ) and
s(Dim′ , θ) share exactly h common reads of xijk from h raters out of the J raters for given m,m′. Thus there are
a total of
(
J
0
)
+
(
J
1
)
+
(
J
2
)
+ ... +
(
J
J
)
= 2J different such combinations and we denote the corresponding
correlations as ρl, l = 0, · · · , 2J − 1, i.e.,
COR (s(Dim, θ), s(Dim′ , θ)) = ρl, l =
∑
j∈Omm′
2j−1 when Omm′ 6= ∅ and l = 0 when Omm′ = ∅ (56)
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where Omm′ is the collection of index of the raters whose replicates are common in the two distances. Two extreme
correlations are the one whenDim andDim′ are defined over distinct replicates from each raters,Omm′ = ∅ and the one
when two PMD are defined the same set of the replicates ,Omm′ = {1, · · · , J}, which has correlation of 1. For a given
Dim, if Dim and Dim′ contain exactly, say h common reads from h observers, j1, j2, ..., jh, then there are (n− 1)J−h
different Dim′s such that COR (s(Dim, θ), s(Dim′ , θ)) is the same to be denoted as ρ2j1−1+2j2−1+...+2jh−1 . These
different Dim′s come from the (n− 1)J−h possible combinations of replications that are different from the ones in
Dim in the remaining J − h observers. Therefore, the row sum of the R0 could be expressed as
a =(n− 1)Jρ0 +
J∑
j=1
(n− 1)J−1ρ2j−1 +
∑
j1<j2
(n− 1)J−2ρ2j1−1+2j2−1 (57)
+ · · ·+
∑
j1<···<jJ−1
(n− 1)ρ∑J−1
t=1 2
jt−1 + 1 (58)
Since the expression for each row is the same, Lemma 2.2 is proved.
D Proof of Theory 2.3
Under the model assumption discussed at the beginning of Section 2.4 that allDim follow the same marginal distribution,
then s(Dim, θ) follow same marginal distribution. Let σ2S = var(s(Dim, θ)). Then Ai = diag(cov(Si)) = Iσ
2
S and
Vi = A
1/2
i RwA
1/2
i = σ
2
SRw. The true covariance matrix is
cov(Si) = A
1/2
i R0A
1/2
i = σ
2
SR0 (59)
where R0 is the true correlation matrix.
Recall that Γi = 1M×1h(θ). Following the general result of GEE, the robust sandwich estimator of θˆ under working
correlation matrix Rw after plugging in Ai = Iσ2S is
V swθ = N(Σ1)
−1Σ0(Σ1)−1 (60)
Σ1 =
N∑
i=1
ΓTi V
−1
i Γi (61)
= h(θ)2σ−2S
N∑
i=1
1TM×1R
−1
w 1M×1 (62)
= Nh(θ)2σ−2S 1
T
M×1R
−1
w 1M×1 (63)
Σ0 =
N∑
i=1
ΓTi V
−1
i cov(Si)V
−1
i Γi (64)
= h(θ)2σ−2S
N∑
i=1
1TM×1R
−1
w cov(Si)R
−1
w 1M×1 (65)
= Nh(θ)2σ−2S 1
T
M×1R
−1
w R0R
−1
w 1M×1 (66)
Now we prove the theorem by showing that the robust sandwich variance estimate of the estimated parameter θ based on
independent working correlation matrix is the same as the variance of the estimated parameter based on true correlation
matrix.
• When Rw = I then
Σ1 = MNσ
−2
S h(θ)
2 (67)
Σ0 = Nσ
−2
S h(θ)
21TM×1R01M×1 (68)
(69)
Based on Lemma 2.2, the row sums of R0 are equal to a, then
1TM×1R01M×1 = aM (70)
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Therefore, the robust sandwich estimator under working independent correlation matrix is
V iθ = N(Σ1)
−1Σ0(Σ1)−1 (71)
=
aσ2S
Mh2(θ)
(72)
• Suppose Rw = R0. Then Σ1 = Σ0 and N1/2(θˆ − θ0) has variance as
V tθ = NΣ
−1
0 =
σ2S
h2(θ)
(1TM×1R
−1
0 1M×1)
−1 (73)
Let v = 1a1M×1, then R0 · v = 1M×1.
1TM×1R
−1
0 1M×1 = 1
T
M×1R
−1
0 R0v = 1
T
M×1v =
1
a
1TM×11M×1 =
M
a
(74)
Therefore, the robust sandwich estimator under true correlation matrix is
V tθ =
aσ2
Mh2(θ)
(75)
Therefore V tθ = V
i
θ implying that we have the same asymptotic efficiency under the true correlation matrix or the
independent working correlation. The asymptomatic distribution of θˆ for agreement study has the following form
N1/2(θˆ − θ) d−→ N
(
0,
aσ2S
Mh2(θ)
)
(76)
where a is the row sum of R0.
E Relationship between Log-normal Distribution and Normal Distribution
Suppose Yi follows a log-normal distribution with mean and covariance structure in equations (25)-(27). Let Xi =
log(Yi), then Xi should follow a multivariate normal distribution where its mean µX and covariance ΣX have the
following form,
µX = (µ
′
111×K , µ
′
211×K , µ
′
311×K)
T (77)
ΣX =
 σ′12Σ′1 σ′1σ′2ρ′121K×K σ′1σ′3ρ′131K×Kσ′1σ′2ρ′121K×K σ′22Σ′2 σ′2σ′3ρ′231K×K
σ′1σ
′
3ρ
′
131K×K σ
′
2σ
′
3ρ
′
231K×K σ
′
3
2
Σ′3
 (78)
Σ′j =
 1 ρ′j ρ′jρ′j 1 ρ′j
ρ′j ρ
′
j 1
 for j=1,2 and 3 (79)
Based on the moment generating function, we could express the parameters of Yi in terms of parameters of Xi as [13]
E[Yijk] = exp(µ
′
j + σ
′
j
2
/2)
V ar[Yijk] = E[Yijk]
2
[
exp(σ′j
2
)− 1
]
Cov(E[Yijk1 ], E[Yijk2 ]) = E[Yijk1 ]
2
[
exp(σ′j
2
ρ′j)− 1
]
Cov(E[Yij1k1 ], E[Yij2k2 ]) = E[Yij1k1 ]E[Yij2k2 ]
[
exp(σ′j1σ
′
j2
ρ′j1j2)− 1
] (80)
Then by setting the left terms to the parameters for Y, one can solve the equations to obtain the means, variances and
covariance for X in term of the parameters for Y as shown below
µ′j = 2 log(µj)− 0.5 log(σ2j + µ2j )
σ′j
2
= log(σ2j + µ
2
j )− 2 log(µj)
ρj =
log(σ2jρj+µ
2
j )−2 log(µj)
log(σ2j+µ
2
j )−2 log(µj)
ρ′j1j2 =
log(σj2σj1ρj1j2+µj1µj2 )−log(µj1µj2 )√
log(σ2j1
+µ2j1
)−2 log(µj1 )
√
log(σ2j2
+µ2j2
)−2 log(µj2 )
(81)
We first generate Xi from a multivariate normal distribution with mean and covariate structure from (77)-(79). Then we
set Yi = exp(Xi) to obtain the generated log-normal data.
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F Performance of the new non-parametric estimator for RAUOCPC
We preformed simulation studies to evaluate the performance of this new non-parametric estimator of RAUCPC with
comparison to the two exiting estimators. The simulation setting are the same as in Barnhart’s paper[4]. Both normally
distributed and non-normally distributed data were generated. For normally distributed data, Dijj′ were generated from
standard normal distribution, while the non-normally distributedDijj′ were generated from a mixture of standard normal
and log-normal distribution of N(0, 1) + logN(0.1, 2.15). For both distributions, a total of 1000 simulated data sets
were generated with sample sizes of 10, 20, 50, 100 and 200. The δmax is set to be 2 or 3. The performance of different
estimators is evaluated by: (1) bias=estimated RAUCPC-true RAUCPC; (2) MSE=var(estimated RAUCPC)+bias2; (3)
coverage rate: percentage of 95% confident intervals (estimated RAUCPC ± 1.96se(estimated RAUCPC)) containing
true RAUCPC out of 1000 simulations.
The results are displayed in tables (7) and (8). For normally distributed data, the performance of the new proposed
non-parametric estimator is similar with the parametric estimator which is better than the bootstrap estimator. When
the data is non-normal, the parametric estimator based on normal distribution performed badly as expected where we
observe that the 95% coverage rate decreases to 0 as the sample size increases. While the new proposed estimator have
slightly better performance than the bootstrap estimator in terms of the bias and the 95% coverage.
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