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Abstract. In assessing the durability of a concrete structure such as cladding on high- 
rise buildings, major concern is with estimating the cover of concrete to steel 
reinforcin and the depth of carbonation with a view to forecasting the proportion of 
activated 9 corrosion susceptible) steel at time t and hence likely extent of future 
damage to building. 
This paper examines some of the statistical model development and analysis associated 
with factors initiating corrosion of steel reinforcing in the context of a recent study 
of a high rise office building showing signs of damage to the exterior cladding. In 
particular, procedures for the estimation of proportion R of the building with depth of 
carbonation exceeding cover are proposed when a Weibull probability model is shown to 
characterise depth of carbonation for the structure. Confidence bounds are derived and 
assessed relative to alternative procedures proposed by various authors. In particular 
the case where R is small is examined. The procedure enables the forecasting of likely 
extent of future damage. 
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INTRODUCTION 
Carbonation of concrete cladding can occur when 
diffusion of COn from the atmosphere in a 
relativelv humid environment results in the 
formation-of carbonic acid and consequent lowering 
of ph in the concrete. The steel reinforcing is 
highly prone to corrosion with consequent structure 
damage if the depth of carbonation in the cladding 
exceeds the cover of concrete to reinforcement. 
There is usually a "lead-time" to corrosion 
occurring following the carbonation front's contact 
with the steel. 
We denote by X the depth of cover of concrete to 
steel reinforcing and Y the depth of carbonation. 
We are interested in the estimation of 
R = P[X < Y] 
as the proportion of the concrete cladding on the 
structure where depth of carbonation exceeds cover 
and the establishment of confidence intervals for R 
on the basis of random samples X1. X2, ..Xn and 
Yl, YZI -*Ym. A model for the increase in Y with 
time t then enables the forecasting of R at future 
time t. 
X and Y may be regarded as independent random 
variables having continuous cumulative distribution 
functions FX and GY respectively. In this context 
it is necessary to consider different populations 
of cover measurements corresponding to different 
panel types on the building, their location and the 
position of horizontal bars in the panels where 
sampling occurs. 
DATA 
For illustrative purposes we consider a typical 
population of cover of concrete measurements (in 
ran.) corresponding to a particular group of panels 
on the facade of the building under study and 
sampling position (position of horizontal bar) 
within panel. 
Data Sumnary - Cover (X) of concrete to 
reinforcement for particular panel type and 
sampling position within panel: 
Sample Size SrEl;3M;;n Samp:e Variance Range 
n = 42 sx = 40.44 6-39 
The distribution of values for depth (Y) of carbon- 
ation are taken to be independent of location of 
panels on the facade of the building and 
independent of sampling position within panels. 
Statistical analysis of the data on carbonation 
confirms this. Accordingly we consider one 
population of values for depth of carbonation 
applying to the whole structure. 
Data Sumnary - Depth of carbonation (Y): 
Sample Size Sgte9MIe;n Sample Variance Range 
m = 106 S; = 20.4 1-23 
Figure 1 shows the relative frequency histograms 
for the cover population under consideration and 
depth of carbonation for the building. 
ESTIMATION OF R = P[X < Y] 
We can write 
R=P[X<Y]=l-IGYdFX=l-EX[GY(X)] (2) 
It has been shown by Birnbaum (1956) and Owen et al 
(1964) that P = U/mn, where U is the Mann-Whitney 
statistic, gives the minimum-variance unbiased 
estimate of P = P[X > Y] for arbitrary F and G. 
Also P = I:_Gm(x)dFn(x) (3) 
where G, and F, denote the empirical distribution 
functions based on the random samples of size m and 
n of Y and X respectively. 
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FIG. 1. Histogram of Depth of Carbonation (Y) 
and Cover to Reinforcement (X) 
Distribution-free confidence bounds for R using i 
have been proposed by various authors including a 
one-sided "Birnbaum-McCarty bound" (1958). 
Govindarajulu (1968) used Yan Dantzig's upper bound 
(1951) on the variance of P and the asymptotic 
normality of IJ to obtain a shorter large-sample 
upper bound on P. 
Ury (1972) obtained shorter distribution-free 
confidence bounds by using the van Dantzig bound 
together with the Chebyshev inequality for smaller 
sample sizes which were not too unequal., 
Here we exploit the available information concern- 
ing Gy through a parametric representation to 
establish close to exact confidence intervals for R 
without necessarily appealing to convergence to 
normality for the case where R is small. Many of 
the cover distributions to be considered do in fact 
indicate low values of R. 
Millimetres (V) 
It is considered impractical in the physical context 
of this problem to model the various cover 
distributions through parametric forms of F and 
accordingly no assumptions are made nor nee 3 be 
made concerning the form of FX. Additionally it is 
noted that the empirical distributions of cover to 
reinforcement although not highly skewed do in most 
instances show tendency to be non-normal. 
The distribution of values for depth of carbonation 
is modelled by an appropriate parametric form of the 
distribution function Gy(y), namely the Weibull 
distribution. 
Gy(y) = 1-exp[-(y/10.4)2~2] (5) 
The goodness of fit of G (y) to the empirical 
distribution function Gm y) 1 is indicated in 
Figure 2. Parameter estimation was by maximum 
likelihood. 
Then from (4) but with Gm replaced by Gy. the 
minimum variance unbiased estimator for R is simply 
I? = l(l-Gy(x))dF&x) 
= 1 - A 1" GY(Xi) 
i=l 
=_ 
A il; eXp[-(Xi/10.4)2’2] (6) 
where x1, x2, ..x, is the sample of observations 
taken from the particular population of cover values 
under consideration. The computed value of R for 
the particular sample data is 0.041. Additionally, 
an unbiased estimator of Var(Gy(X)) is 
$$IGY'dFn - IGYdFn 
11 
3 
and a consistent estimator of Var(R) 
(7) 
0; = A [,zy (exp[-(Xi/10.4)2~2])Z/n-~z] (8) 
with 
0; r+R(l-R) & (9) 
I 
The computed value of %R for the particular sample 
data is 0.0183. 
Since 1-GY(X.) = exp[ Xi/10.4)'*'], i=l,Z,..n are 
independent and identically distributed random 
variables with finite variance, the central limit 
theorem applies and asymptotic two-sided confidence 
intervals of the form 
P R-Q-'(l-v/E)o; 
t 
< R c i + QT(1-V/2)$ =1-Y 
1 
(10) 
are easily obtained, where Q is the standard normal 
distribution and 1-Y is the confidence coefficient. 
This procedure for arbitrary known GY was suggested 
by Z. Govindarajulu (1968). 
SAMPLING DISTRIBUTION OF ii AND 
MAXIMUM LIKELIHOOD ESTIMATE OF R 
As pointed out by Church and Harris (1970) with R 
close to zero the rate of convergance to normality 
may be quite slow with (10) tending to overestimate 
the confidence coefficient. To assess this we 
investigate the sampling distribution of the 
quantity 
Zi = 1-Gy(Xi)=exp[-(Xi/10.4)2.2] (11) 
FIG. 2. Sample and fitted Weibull C.D.F.'s 
for Depth Carbonation 
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with a view to establishing the sampling 
distribution of R = Z and more exact confidence 
limits for R. 
The range of Xi values for the cover population; 
being considered was 7 ran. to 38 mn. and the 
corresponding values for Z1 (largezt) and 21,~ 
(smallest) were 0.6580 and 3 x 10 . 
A plot of -1nZi against ln(-ln(l-Hi)) as shown in 
Figure 3 where Hi is the empirical distribution 
function of Z derived from the data, again 
indicates the goodness of fit of a Weibull model 
with distribution function HZ(z) and parameter 
estimates obtained by maximum likelihood 
estimation. 
HZ(z)=1-exp[-(z/0.005)0.3], o < z < m (12) 
with probability density function 
hZ(z)=1.47z-0*7exp[-(z/0.005)0*3] (13) 
FIG. 3. Linearized Fit of Weibull C.D.F. 
* 
Figure 4 shows the highly skewed nature of hZ(z) 
for the case where R is close to zero. 
FIG. 4. Fitted Weibull P.D.F. for Zi 
Hence maximum likelihood estimates for the moments 
of Z are given by 
11; = (0.005)'r(l+r/0.3) (14) 
In particular P1 = 0.0461, P; = 0.0640, p' = 0.4430 
and U; = 8.9849. However these moment va B ues 
require modification because we note that Zi is 
constrained to be between 0 and 1 and accordingly 
the more appropriate model for Z is a truncated 
Weibull 
H~(z)=Hz(z)/Hz(1)=1.0075HZ(z).0 < z c 1 (15) 
Then 
I$ = v;~(1.0075);b-C $&$ du (16) 
where b = 0,005, c = 0.3 and &, are the moments 
for the untruncated case as in (14). The integral 
is evaluated by noting that it is equal to 
P{x: > 9.8) with v = 2(l+r/0.3) 
Hence estimates for the moments of Z are modified 
(considerably) to 
~,=0.0360,~~;=0.0098,U;=0.0054 and 11;=0.0045 (17) 
Accordingly an alternative (maximum likelihood) 
biased estimate of R is R=O.O36(c.f.R=Z=O.O41). 
Additionally, the maximum likelihood estimate for 
the standard error of R is 
0. = 
R 
0.0142(c.f. $ = 0.0183) 
To investigate further the degree of departure _ 
from normality of the sampling distribution of R 
when R is close to zero we note that from (17) the 
coefficients of skewness and kurtosis of Z are 
computed to be 
~,z=U3z/a~=5.178 and q4z/=u~z/a~=53.121 
from which we obtain the coefficients for f as 
and 
n1JI=n1z/Jn=0.D823 (18) 
nsi= (n ,,-3)/n+3=4.1934 (19) 
indicating significant departure from normality 
unless n is very large. 
The distribution function Hi(z) from (15) was used 
to simulate 2000 observations on R = Z for n = 42 
in order to gain further infopation on the form of 
the sampling distribution of R. (See Figure 5.) 
A gamma probability model 
f;(r) = (r/b)c-' exp(-r/b)/br(c),r > 0 
with shape parameter c = 5 (suggested by compari- 
son with the coefficients of skewness, kurtosis and 
variation in (18) and (19)) provided an excellent 
fit to this simulated distribution, as judged by 
comparison of empirical and fitted c.d.f.'s. 
This is not unexpected as the generating Weibull 
distribution HZ(z) can be reasonably well 
approximated to by a gamma distribution with shape 
parameter c less than f implying a-priori that the 
sampling distribution of R = Z is also gamma. 
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FIG. 5. Frequency Distributiqn 
of 2000 Simulated Values of R. 
CONFIDENCE INTERVALS FOR R 
With an assumed sampling distribution of 6 given by 
fi(r) = (r/b)c-I exp(-r/b)/br(c), r > 0 (20) 
confidence intervals for R can be constructed by 
noting that 
R = E(^R) = bc (21) 
For 95% confidence intervals we find numbers A and 
B such that 
F$B) = 0.975 and Fi(A) = 0.025 (22) 
where c is assumed known in (20) and b is the 
unknown scale parameter. 




from which tabulated Poisson probabilities give 
B=10.3b and A=1.6b respectively 
Hence 
P[1.6b < ii < 10.3b] = 0.95 
which, using (21), is equivalent to 
(25) 
h 
P[&< R< g-1 = 0.95 (26) 
With c = 5 and ^R = 0.041 a 95 percent confidence 
interval for R is thus 0.020 to 0.128. 
In summary, if R is indicated to be not too close 
to zero, convergence to normality of the sampling 
distribution of 
may be assumed(Govindarajulu 1968) and confidence 
intervals for R are given by (10). 
If R is indicated to be close to zero. investi- 
aation of the sampling distribution of GY(Xi) and 
l? is warranted with confidence intervals to be 
derived from the established sampling distribution 
as in (26). 
The procedure described was repeated for various 
cover populations with R values indicated to be 
less than 0.10 and in all cases the distribution of 
Zi=l-GY(Xi) was indicated to be Weibull and 
confidence intervals for R were established in a 
manner similar to (26). 
In concluding this section it is worth noting a 
procedure due to Church and Harris (1970) for the 
case where both depth of carbonation (Y) and cover 
(X) are assumed to be normally distributed. 
Modifying their procedure to cover the more general 
case of unknown parameters P and (I for both cover 
(X) and carbonation (Y) we have 








v = (Y-X)/(S;+S$' 
is asymptotically normally distributed. 
Using a Taylor Series expansion for V we have 
V =~~uy-~x~+~~-~y~-~~-~x~l/~~~~~~~ 
-[(S~-~~)+(S~-a~)](~y-~x)/2(~~~~)3~ztO(n-1) 
with probability one (n=min(nX.ny)). 
Since the sample quantities are independent the 
distribution of V is asymptotically normal with 
mean (Py-nx)/(up+o$)$ and variance 
(27) 
With GV20b$ained from (27) by replacing parameters 
by sample estimates an approximate 95 
~&~&~Y&?fidence interval for (n,-u,)/(a@i)% is 
V - 1.96$ to V + 1.96+ 
and an approximate 95 percent confidence interval 
for R is 
o(v-1.96+) to o(V+1.96+) (28) 
For our sample data : 
"X 
= 42, ji = 23.06, Si = 48.42 
"Y = 106, 7 = 9.15, S; = 20.40 
we obtain 
V = -1.773, ^R = 4(V) =0.0384,$ = 0.2095 
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and from (28) a 95 percent confidence 
R as 
0.014 to 0.086 
interval for REFERENCES 
which compares with the previously obtained inter- 
val (from (26)) of 
0.020 to 0.128 
PREDICTING DEPTH OF CARBONATION 
AND R AT TIME t 
In order to estimate the penetration of the carbon- 
ation front with time a number of models have been 
proposed and in particular it is believed that a 
square root law provides a measure of maximum 
penetration with a cube root law providing more 
conservative estimates. 
We are interested in estimating R(t)=P[Y(t) > Xl, 
the proportion of the building with steel rein- 
forcement in carbonated concrete after an exposure 
time t, where Y(t) is the penetration depth of 
carbonation at time t. 
With Vi(t) = City , 0 < Y < 1 (29) 






of ci may be obtained from carbonation 
available at time to as follows: 
Yi(t,) = Ci toy 
implying 
and 
G(t) = P[Yi(to) > (to/t)YX1 
Thus in our 
samples X,, 
penetration 
example with independent random 
X ..X, on cover and Y,, Y,, ..Y on 
d&th at time to an estimate of RTt) is 
ii(t) = 1-i 1" G(x;) 
i=l 
penetration depth at time t 
at position i 
a constant which is dependent on the 
effective diffusivity for CO 
through concrete, the conceneration 
difference and the quantity of bound 
CO, at position i. 
exposure time 
a constant (e.g. l/3 for a cube root 
law, l/2 for a square root law). 
where xi = Xi(to/t)Y 
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That is, simply scale the cover readings by (to/t)Y 
and previously described procedures for estimation 
apply. Estimation of the time interval between 
corrosion activation and damage then enables the 
forecasting of the likely extent of corrosion 
induced damage to the concrete cladding. 
