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Abstract
In this paper, we propose an analytical method allow-
ing for tractable approximate Gaussian inference
(TAGI) in Bayesian neural networks. The method
enables: (1) the analytical inference of the poste-
rior mean vector and diagonal covariance matrix for
weights and bias, (2) the end-to-end treatment of un-
certainty from the input layer to the output, and (3)
the online inference of model parameters using a sin-
gle observation at a time. The method proposed has
a computational complexity ofO(n) with respect to
the number of parameters n, and the tests performed
on regression and classification benchmarks confirm
that, for a same network architecture, it matches the
performance of existing methods relying on gradient
backpropagation.
1. Introduction
The estimation of weight and bias in neural networks is cur-
rently dominated by approaches employing point estimates
when learning model parameters using gradient backpropa-
gation (Rumelhart et al., 1986). Although these approaches
allow for the state-of-the-art performance in many domains of
applications, it is recognized that they fall short in situations
where, for instance, datasets are small, when the task requires
quantifying the uncertainty about the prediction made, or for
continual learning (Ghahramani, 2015; Kendall & Gal, 2017;
Farquhar & Gal, 2019). In such situations, the Bayesian ap-
proach for infering the parameters’ posterior probability, is
known to be theoretically better suited than a point estimate.
This is in theory because applying exact Bayesian inference
on large neural networks has been considered to be intractable
(Goodfellow et al., 2016).
Many researchers have already proposed approximate infer-
ence methods for Bayesian Neural Networks (BNN). Early
on, it was proposed to employ the Extended and Unscented
Kalman Filter to estimate the Gaussian posterior for feed-
forward neural networks (Singhal & Wu, 1989; Puskorius &
Feldkamp, 1991; Wan & Merwe, 2000). More recently, this
Gaussian framework was extended with the Cubature filter
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(Arasaratnam & Haykin, 2008), which, like the extended and
unscented methods, is limited by the computational complex-
ity of O(n3), where n is the number of parameters. In another
approach, MacKay (1992) employed the Laplace approxima-
tion to describe the posterior covariance of parameters. Later,
Neal (1995) explored the potential of BNN using sampling
methods. In parallel, several researchers have applied vari-
ational inference for estimating the posterior distribution of
neural networks’parameters (Hinton & Van Camp, 1993; Bar-
ber & Bishop, 1998). The development of moment matching
and variational approaches for BNN is still nowadays an active
research area (Herna´ndez-Lobato & Adams, 2015; Blundell
et al., 2015; Louizos & Welling, 2016; Osawa et al., 2019).
Recently, the technique of using Dropout as a Bayesian ap-
proximation has received a lot of attention in the community
(Gal & Ghahramani, 2016). For all the recent methods that are
either based on variational approaches or dropout, the infer-
ence of parameters is still treated as an optimization problem
relying on gradient backpropagation.
In this paper, we propose a tractable approximate Gaussian
inference method (TAGI) for Bayesian neural networks. The
approach, which does not rely on backpropagation, allows
for an analytical end-to-end treatment of uncertainty for the
weight and bias parameters, as well as in observed covariates
and system responses. The paper is organized as follows: Sec-
tion 2 first introduces the Gaussian multiplication approxima-
tion (GMA) for propagating uncertainty in feedforward neural
networks, and second, it presents how to perform tractable in-
ference for the posterior mean vector and diagonal covariance
of weight and bias parameters. Section 3 validates the perfor-
mance of the approach on benchmark regression problems and
on the MNIST classification problem.
2. Gaussian Approximation for BNN
2.1. Gaussian Feedforward Neural Network
Figure 1 details the nomenclature for the feedforward neural
network (FNN) employed in this paper. Let us consider a vec-
tor of input covariates X = [X1 X2 . . . XX]ᵀ : x ∈ RX that
are described by random variables in order to take into account
errors potentially arising from observation uncertainties, and
then suppose we have a vector of Y observed system responses
Y = [Y1 Y2 . . . YY]
ᵀ : y ∈ RY. The relations between ob-
served system responses and its covariates are described by
the observation model
y = z(O) + v, (1)
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(a) Expanded representation
x z(1) z(2) · · · z(L) z(O) yθ(0) θ(1) θ(2) θ(L-1) θ(L)
(b) Compact representation where θ = {w, b}
Figure 1. Expanded and compact representations of the variable
nomenclature associated with feedforward neural networks.
where the vector of hidden variables z(O) corresponds to the
output layer of a neural network on which observation errors
v : V ∼ N (v; 0,ΣV ) are added. In common cases, ΣV
is a diagonal covariance matrix assuming that observation
errors are independent from each other. We can model the
relations between covariates x and output hidden variables
z(O) using a feedforward neural network consisting of L hidden
layers each having A activation units a(j)i and hidden variables
z
(j)
i , ∀i = {1, 2, · · · , A}, where an activation unit a(j)i is a
non-linear transformation of its associated hidden variable,
a
(j)
i = σ(z
(j)
i ). We go from the input layer containing the
covariates x, to the ith hidden variable on the first hidden layer,
using an affine function of x so that
z
(1)
i = w
(0)
i,1 x1 + w
(0)
i,2 x2 + · · ·+ w(0)i,X xX + b(0)i . (2)
Equation 2 involves the product of weightsw(0)i,j and covariates
xj with an additive bias term b
(0)
i . In the context of a neural
network, the process of learning consists in estimating these
weights and bias. Here we consider that weights and bias
parameters are described by random variables so that our joint
prior for {X,W (0),B(0)} is a multivariate Gaussian.
In Equation 2, we note that the product of Gaussian random
variables is not Gaussian. Despite this, we propose to employ
moment generating functions in order to compute analytically
its expected value, its variance, as well as the covariance
between the product of Gaussian random variables and any
other Gaussian random variable.
For instance, let X = [X1 . . . X4]ᵀ ∼ N (x;µ,Σ) be a
generic vector of Gaussian random variables, where µ is the
mean vector and Σ is the covariance matrix, then the following
statements are held,
E[X1X2] =µ1µ2 + cov(X1, X2), (3)
cov(X3, X1X2) = cov(X1,X3)µ2+cov(X2,X3)µ1, (4)
cov(X1X2, X3X4) = cov(X1, X3)cov(X2, X4) (5)
+cov(X1, X4)cov(X2, X3)
+cov(X1, X3)µ2µ4 + cov(X1, X4)µ2µ3
+cov(X2, X3)µ1µ4 + cov(X2, X4)µ1µ3,
var(X1X2) = σ21σ
2
2 + cov(X1, X2)
2 (6)
+2cov(X1, X2)µ1µ2 + σ21µ
2
2 + σ
2
2µ
2
1.
The development of statements (3-6) is presented in the Ap-
pendix A. In this paper, we define the Gaussian multiplication
approximation as the approximation of the probability density
function (PDF) for any product term XiXj by a Gaussian
whose first two moments are defined by Equations (3-6). With
this approximation, we can now employ XiXj along with the
random state vector X in affine functions. It allows prop-
agating the uncertainty from the input covariates and prior
knowledge on weight and bias parameter through a FNN.
Figure 2a illustrates the passage from the activation unitsA(j),
to a subsequent hidden unit Z(j+1)i . Figure 2b-d compare the
true theoretical PDF with those obtained using the GMA for
different number of activation unit A, under the assumption
that both A(j)k ∼ N (a(j)k ;µ, σ2), W (j)i,k ∼ N (w(j)i,k ;µ, σ2) and
b
(j)
i = 0. This shows that even if the GMA is a crude approxi-
mation for the Chi-square PDF resulting from the product of
two Gaussians, when several of these product terms are added,
the result quickly tends to a Gaussian PDF as expected from
the central limit theorem.
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Figure 2. Illustration of the effect of the GMA on the PDF of a hidden
unit Z(j+1)i as a function of the number of activation units per layer
A. The blue curve represents the true PDF and the red one, the PDF
resulting from the GMA approximation.
The passage from the hidden variables Z, to their correspond-
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ing activation unitsA cannot be done analytically using non-
linear activation functions. In order to work around this dif-
ficulty, we propose to employ functions that are linearized
at E[Z] = µZ . Linearized activation functions σ˜(·) allow
calculating analytically the expected vector E[A], the covari-
ance cov(A), as well as the covariance between activation
units and the weight and bias cov(A,θ), where θ = {W ,B}.
Figure 3 presents an example for the linearization of a softplus
activation function. Note that a linearized activation function
is not equivalent to having a linear activation function because
for each instance of input covariates xi, the linearization is
done at a different value µz which maintains the non-linear
dependency between xi and the output yi. It is known that
this linearization procedure is an approximation of the change
of variable rule that would be required to obtain true theo-
retical PDF for f(a). It is also known that more advanced
sampling-based approches exist for propagating uncertainty
through non-linear function , e.g. (Arasaratnam & Haykin,
2009). Nevertheless, we choose to employ the linearization
procedure because of its minimal computational cost which
still allows, as it will be shown in §3, to match the state-of-the-
art performance on equivalent neural networks architectures
using backpropagation. Finally, note that the linearization pro-
cedure is compatible with all the common activation functions
such as the relu, tanh, logistic sigmoid, etc.
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Figure 3. Examples of linearization for a softplus activation function
σ(·) at the expected value E[Z] for Z ∼ N (z;µZ , 0.252) where
µZ = {−1, 0, 1}.
The transition from the knowledge of the jth layer’s activation
units to an activation unit on the j + 1 layer is defined by
a
(j+1)
i = σ˜(z
(j+1)
i ) = σ˜(w
(j)
i,1a
(j)
1 +w
(j)
i,2a
(j)
2 +· · ·+w(j)i,A a(j)A +
b
(j)
i ). Analogously, we go from the last hidden layer to the
output layer by following
z
(O)
i = w
(L)
i,1a
(L)
1 + w
(L)
i,2a
(L)
2 + · · ·+ w(L)i,A a(L)A + b(L)i ,
for all i ∈ {1, 2, · · · , Y}. All these steps define what we call
the approximate Gaussian feedforward neural network (AG-
FNN), which can be summarized by the input-output relation
{
µ
(O)
Z ,Σ
(O)
Z ,Σ
(O)
Zθ
}
= AG-FNN (µX ,ΣX ,µθ,Σθ) . (7)
For the regression setup where y ∈ RY, the observed model
output is directly defined by the last layer as described in
Equation 1 so that N (y;µY ,ΣY ), where, µY = µ(O)Z , and
ΣY = Σ
(O)
Z + ΣV .
For the classification setup, we need to convert the output y ∈
RY into a class observation y(C) ∈ {1, 2, · · · , K}, as depicted
in Figure 4. Note that using the traditional Softmax output
y1 y2 · · · yY y(C)
(a) Expanded representation
y y(C)
(b) Compact representation
Figure 4. Expanded and compact representations of the output layer
for the classification setup.
layer would not allow for a closed-form solution in order to
propagate and marginalize the uncertainty associated with the
output Y . Instead, we propose to employ a hierarchical binary
decomposition similar to what was employed by Morin &
Bengio (2005). For that, each class is encoded in a binary tree
with H = dlog2(K)e layers, and which is defined by Y = K− 1
hidden states when log2(K) ∈ Z+.
Figure 5 depicts the hierarchical decomposition for K = 8
classes and H = 3 layers, where a given class y(C)C : C =
{j, k, l} ∈ {0, 1}3 is uniquely described by a set of H indices.
In a binary context where H = 1, we can transform a regression
problem into a probability for a class yCi , i ∈ {0, 1} by using
p(yCi |y) = Φ
(
(−1)i y
α
)
,
where, Φ(·) denotes the standard normal CDF, and α ∈ R+
is a scaling factor ensuring the compatibility with the output
layer that is intended to return values in the interval [−1, 1].
In the general case with K-classes, the conditional probability
of a class given the output values y is defined by
p(y
(C)
C |y) =
H∏
h=1
Φ
(
(−1)Ch [yC ]h
α
)
,
where yC = [y yj yjk yjkl · · · ]ᵀ ∈ RH. For the example in
Figure 5 where H = 3 layers, it simplifies to yC = [y yj yjk]ᵀ,
so that
p(y
(C)
{ijk}|y) = Φ
(
(−1)i y
α
)
· Φ
(
(−1)j yj
α
)
· Φ
(
(−1)k yjk
α
)
.
Figure 5. Representation of a 3-layers hierarchical binary decomposi-
tion of classes y(C)ijk ∈ {1, 2, · · · , 8} using the output layer variables
y = [y y0 y1 y00 y01 y10 y11]
ᵀ ∈ R7.
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For the special case where YC |D ∼ N (µYC , diag(σ2YC )) fol-
lows a Gaussian distribution with diagonal covariance, we
can employ the development found in Rasmussen & Williams
(2006) in order to obtain a closed-form solution to marginalize
the output layer’s uncertainty,
p(y
(C)
C |D) =
∫
p(y
(C)
C |yC) · f(yC |D)dy
=
H∏
h=1
Φ
(−1)Ch [µYC ]h√
α2 + [σ2YC ]h
 , (8)
where α is a scaling factor that enable working with either
normalized or unnormalized data. Note that in the case
where number of classes K does not correspond to an inte-
ger to the power 2, it is required to normalize the marginal
probabilities obtained in Equation 8 in order to account for
the unused leaves from the binary tree. During the training
phase where we infer the network’s parameters from obser-
vations y(C) ∈ {1, 2, · · · , K}, we convert each class into a
H-component vector yC ∈ {−1, 1}H so that [yC ]i = (−1)Ci .
2.2. Linear Algebra for AG-FNN
In this section, we describe how the steps involved in the eval-
uation of Equation 7 can be performed using linear algebra.
Our first hypothesis supposes that the knowledge for covari-
ates, hidden units, as well as the weights and bias, is described
by Gaussian random variables. We can then generalize the
operations for going from the A activation units at a layer j
to the subsequent A hidden units at layer j + 1 using linear
algebra so that
Z
(j+1)
1
Z
(j+1)
2
...
Z
(j+1)
A

︸ ︷︷ ︸
Z(j+1)
=

W
(j)
1,1 W
(j)
1,2 · · · W (j)1,A
W
(j)
2,1 W
(j)
2,2 · · · W (j)2,A
...
...
. . .
...
W
(j)
A,1 W
(j)
A,2 · · · W (j)A,A

︸ ︷︷ ︸
W (j)
×

A
(j)
1
A
(j)
2
...
A
(j)
A

︸ ︷︷ ︸
A(j)
+

B
(j)
1
B
(j)
2
...
B
(j)
A

︸ ︷︷ ︸
B(j)
.
(9)
Our prior knowledge for activation units is described by
A(j) ∼ N (a(j);µ(j)A ,Σ(j)A ) as well as by the covariance
cov(θ,A(j)) between the activation units and the vector
θ ∈ RP containing all the weights and bias parameters defined
for all the layers in the network. We can re-write Equation
9 by breaking down the matrix-vector productW ×A, into
an operation-wise equivalent vector (WA) ∈ RA2×1. We can
then employ Equation 3 in order to compute the expected
vector µ(j)WA ≡ E[(WA)(j)], Equation 5-6 for the covariance
matrix Σ(j)WA ≡ cov
(
(WA)(j)
) ∈ RA2×A2 associated with the
product terms (WA)(j) ∈ RA2 , and Equation 4 for the covari-
ance matrix Σ(j)WAθ ≡ cov
(
(WA)(j),θ
) ∈ RA2×P. We then
introduce two new deterministic matrices F(j)wa ∈ {0, 1}A×A2
and F(j)b ∈ {0, 1}A×A, which allow rewriting Equation 9 as a
system of linear equations involving the product-terms vector
(WA),
Z(j+1) = F(j)wa(WA)
(j) + F
(j)
b B
(j). (10)
Note that F(j)wa and F
(j)
b are non-unique as their specific defi-
nition depend on the ordering of variables in the problem. An
exemple of structure for these matrices is presented in Ap-
pendix B. Using the properties of linear functions of Gaussian
random variables, we obtain
µ
(j+1)
Z ≡ E[Z(j+1)] = F(j)waµ(j)WA+F(j)b µ(j)B ,
Σ
(j+1)
Z ≡ cov(Z(j+1)) = F(j)waΣ(j)WAF(j)ᵀwa
+F
(j)
b Σ
(j)
B F
(j)ᵀ
b
+2F
(j)
wacov(WA(j),B(j))F
(j)ᵀ
b ,
Σ
(j+1)
Zθ ≡ cov(Z(j+1),θ) = F(j)waΣ(j)WAθ + Σ(j)Bθ,
(11)
where Σ(j)Bθ ≡ cov(B(j),θ) ∈ RA×P is the covariance be-
tween the bias parameters from the jth layer and all the other
parameters. In order to apply the linearized activation function
A(j+1) = σ˜(Z(j+1)),
A(j+1) = J(j+1)
(
Z(j+1) − µ(j+1)Z
)
+ σ(µ
(j+1)
Z ), (12)
we need to define the diagonal Jacobian matrix of the trans-
formation evaluated at µ(j+1)Z , J
(j+1) = diag
(∇zσ(µ(j+1)Z )).
Using again the properties of linear functions of Gaussian
random variables, we obtain
µ
(j+1)
A ≡ E[A(j+1)] = σ˜(µ(j+1)Z ),
Σ
(j+1)
A ≡ cov(A(j+1)) = J(j+1)Σ(j+1)Z J(j+1)ᵀ,
Σ
(j+1)
Aθ ≡ cov(A(j+1),θ) = J(j+1)Σ(j+1)Zθ .
(13)
Equations 11 & 13 allow propagating the information about
the covariance of activation units and its dependence on pa-
rameters through any pairs of successive layers. For the input
layer, the steps described in Equations 9-13 remain the same
excepted that the activation units A(j) are replaced by the
covariatesX ∼ N (x;µX ,ΣX).
2.3. Tractable Approximate Gaussian Inference (TAGI)
Let us assume we have a set of joint observations for co-
variates and system responses so that D = {Dx,Dy} =
{(xi,yi),∀i ∈ {1 : D}}. Given that our prior knowledge
for the neural network’s parameter is f(θ) = N (θ;µθ,Σθ),
the method presented in §2.1 supposes that the joint PDF
f(θ,y) for parameters θ and observations y is Gaussian with
mean vector and covariance
µ =
[
µθ
µY
]
, Σ =
[
Σθ Σ
ᵀ
Yθ
ΣYθ ΣY
]
.
The conditional PDF for the vector θ given observations
Y = y is described by the Gaussian conditional equations
f(θ|y) = N (θ;µθ|y,Σθ|y) defined by its conditional mean
vector and covariance matrix,
µθ|y = µθ + Σ
ᵀ
YθΣ
−1
Y (y − µY )
Σθ|y = Σθ −ΣᵀYθΣ−1Y ΣYθ.
(14)
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This 1-step network-wise inference procedure is computation-
ally prohibitive because the forward propagation of uncertainty
depicted in Figure 6a involves large-sized densely populated
matrices, and the inference using Equation 14 again involves
full matrices.
x z(1) · · · z(L) z(O) yθ(0) θ(1) θ(L-1) θ(L)
f(x)
f(θ) f(θ,z
(1)) · · · f(θ,z(L)) f(θ,z(O)) f(θ,y)
f(θ|y) f(y)
(a) Intractable 1-step network-wise inference (Eq. 14)
x z(1) · · · z(L) z(O) yθ(0) θ(1) θ(L-1) θ(L)
f(x)
f(θ)
f(x,z(1))
f(θ(0),z(1)) · · ·
f(z(L-1),z(L))
f(θ(L-1),z(L))
f(z(L),z(O))
f(θ(L),z(O))
f(z(O),y)
f(x|y) f(z(1)|y) · · · f(z
(L)|y) f(z(O)|y)
f(y)
f(θ(0)|y) f(θ(1)|y) f(θ(L-1)|y) f(θ(L)|y)
(b) Tractable recursive layer-wise inference (Eq. 15–17)
Figure 6. Representation of the forward propagation of uncertainty
(magenta arrows) and inference procedures (cyan arrows).
The solution we propose to overcome these challenges is
twofold: (1) employ a diagonal covariance structure for both
the parameters θ, and hidden units Z(j), and (2) use the inher-
ent conditional independence of hidden units between layers,
that is, Z(j−1) ⊥ Z(j+1)|z(j), in order to perform recursive
layer-wise inference. As depicted in Figure 6b, the first step
consists in inferring the posterior mean vector and diagonal
covariance for the output layer following
f(z(O)|y) = N (z(O);µZ(O)|y,ΣZ(O)|y)
µZ(O)|y = µZ(O) + Σ
ᵀ
YZ(O)
Σ−1Y (y − µY )
ΣZ(O)|y = ΣZ(O) −ΣᵀYZ(O)Σ−1Y ΣYZ(O) .
(15)
Note that for classification problems, because of the hierarchi-
cal formulation described in §2.1, even if there are Y classes,
only H = dlog2(Y)e hidden units from the output layer are
updated for each observation.
In order to perform layer-wise inference for hidden units and
parameters, we define the short-hand notation {θ+,Z+} ≡
{θ(j+1),Z(j+1)} and {θ,Z} ≡ {θ(j),Z(j)}. As depicted in
Figure 6b, the inference for the jth layer’s weights θ and hid-
den units Z is done using the Rauch-Tung-Striebel recursive
procedure (Rauch et al., 1965) where
f(z|y) = N (z;µZ|y,ΣZ|y)
µZ|y = µZ + JZ
(
µZ+|y − µZ+
)
ΣZ|y = ΣZ + JZ
(
ΣZ+|y −ΣZ+
)
JᵀZ
JZ = ΣZZ+Σ
−1
Z+ ,
(16)
f(θ|y) = N (θ;µθ|y,Σθ|y)
µθ|y = µθ + Jθ
(
µZ+|y − µZ+
)
Σθ|y = Σθ + Jθ
(
ΣZ+|y −ΣZ+
)
Jᵀθ
Jθ = ΣθZ+Σ
−1
Z+ .
(17)
The key aspect of this approach is that for each layer, we only
need to store the mean vectors {µθ,µZ} and the covariances
{Σθ,ΣZ ,ΣθZ+ ,ΣZZ+}, where in addition to the relations
already given in §2.2,
ΣZZ+ = F
(j)
wacov(WA
(j),Z(j)) + F
(j)
b cov(B
(j),Z(j)).
With a diagonal covariance structure for both Z and θ, the
covariance matrices defining each layer contain at most A2 +A
non-zero terms, i.e., the number of weights (A2) and bias (A)
per layer; Because of the diagonal structures of covariance
matrices, equations 15–17 have a computational complexity
O(A2), which scales linearly with the number of hidden layers
L.
2.4. Hyper-parameter estimation
There are typically tens of thousands, if not millions, of param-
eters in θ, for which we typically have little or no prior infor-
mation for defining the hyper-parameters η(0) = {µ(0)θ ,Σ(0)θ }.
In the case where we have small datasets, the weakly in-
formative prior combined with limited data will lead to a
weakly informative posterior. One solution to go around
this difficulty while avoiding overfitting is to learn the model
parameters over multiple epochs, E > 1, using a training
DT and validation set DV. Here, we propose to employ
the posterior’s hyper-parameter values at the ith iteration
η(i) = {µ(i)θ|DT ,Σ
(i)
θ|DT} and use them as the prior’s hyper-
parameters at the next iteration i+1. This recursive procedure
is stopped when the marginal likelihood f(Dy,V|Dx,V,η(i)) =
N (DV;µ(i)yv|DT ,Σ(i)yv|DT) for the validation set DV, has reached
its maximal value. This procedure is analogous to the empiri-
cal Bayes approach (Efron, 2012) where the prior knowledge’s
hyper-parameters are learnt through the maximization problem
ηˆ = arg max
η
∫
f(Dy,V|Dx,V,θ) · f(θ|η)dθ. (18)
Note that unlike in Equation 18 where the maximization is
explicit, in our case the maximization is implicitly performed
by updating over multiple epochs.
3. Experiments
3.1. 1D toy problem
We apply TAGI to the 1D regression problem y = x3 + v,
v : V ∼ N (0, 9) taken from (Herna´ndez-Lobato & Adams,
2015), using an AG-FNN having a single hidden layer with
100 units, and a ReLU activation function. The objective of
this case study is to showcase how TAGI can be applied on
small datasets (D = 20 points), and to compare the results
obtained by considering either diagonal or full covariance
5
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matrices. In this example, the inference is performed using
one observation at a time, where both the covariates x and
observations y were normalized in the range [−1, 1]. The
optimal number of epochs is identified from a validation set
DV consisting in 20 additional points. The prior covariance for
bias is initialized to Σ0B = 0.01 · I, and for weights Σ0W , by
multiplying the Xaviers’s approach (Glorot & Bengio, 2010)
by a factor 0.25. The prior mean vector is randomly sampled
from µ0θ ∼ N (0,Σ0θ).
Figure 7 compares the true function employed to generate the
data, with the AG-FNN (with diagonal covariances) predic-
tions described by their expected values and ±3σ confidence
regions. We can see in (a) that the prior predictive obtained be-
fore updating with observations (E = 0) is weakly informative,
and that the posterior predictive obtained after the first epoch
(b, E = 1) is still a poor approximation of the true function.
The log-likelihood reported in (d) for the validation set allows
identifying that the optimal number of epochs is E = 24. The
log-likelihood values reported in Figure 7d confirms that em-
ploying a training set to identify the number of epoch would
not be able to prevent overfitting as depicted in (c).
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Figure 7. Application of AG-FNN with diagonal covariances to a
toy regression problem where (a-c) describe the evolution of the
predictive distribution with respect to the number of epochs E. In
(d), we compare the training and validation log-likelihood in order to
identify the optimal number of epochs, i.e., E = 24.
In a second experiment, we now apply TAGI to the same
dataset while considering the full covariance matrices for θ(j)
and z(j). Two networks are studied: L=1, A=100 and L=2,
A= 50. Figure 8 displays the sorted correlation coefficients
extracted from the upper-triangular posterior covariances, ei-
ther for each observation from the first epoch, or for the last
observation from subsequent epochs. In Figure 8a, for a single
hidden layer of 100 units, we can see that the correlation is
close to zero for most pairs of parameters and hidden units.
In Figure 8b, for a network made of two hidden layers of 50
units, we can see that the correlation is again negligible for
most pairs of parameters, and for the hidden units from the
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(b) L=2, A=50
Figure 8. Representation of the sorted correlation coefficients ex-
tracted from upper-triangular posterior covariance matrices for the
parameters θ(j) and hidden units z(j). The left-most graphs present
the correlations for each of the 20 observations within the first epoch,
and the center graphs present the correlations at the end of each
epoch.
first layer, z(1). For the hidden units on the second layer, z(2),
the correlation is up to ≈ 0.5 during the firsts epochs. This
positive correlation on the second hidden layer is caused by the
forward propagation of uncertainty from z(1) → z(2). This
positive correlation is not present while going from x→ z(1)
because here x is treated as a constant. We can see in Figure
8b that as the number of epochs increases and the parameters’
posterior allow capturing the pattern in the data, the positive
correlation between the pairs of hidden units in z(2) vanishes.
These results provide empirical evidence explaining why con-
sidering only diagonal covariance matrices may lead to results
that are comparable to those obtained while considering the
full covariance structure.
3.2. Benchmark regression problems
The performance of TAGI is now compared with PBP
(Herna´ndez-Lobato & Adams, 2015), VMG (Louizos &
Welling, 2016), and MC-dropout (Gal & Ghahramani, 2016)
using benchmark regression datasets. For the purpose of com-
parison with the results from other methods, all the datasets
are analyzed for a fixed number of epochs, that is E = 40.
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Table 1. Comparison TAGI’s results with PBP (Herna´ndez-Lobato & Adams, 2015), VMG (Louizos & Welling, 2016), and MC-dropout (Gal
& Ghahramani, 2016), for E = 40 epochs (Rank legend: first, second).
Root mean square error (RMSE) Average log-likelihood (LL)
Datasets PBP VMG MC-Dropout TAGI PBP VMG MC-Dropout TAGI
Boston 3.01±0.18 2.70±0.13 2.97±0.85 3.02±0.83 -2.56±0.12 -2.46±0.09 -2.46±0.25 -2.56±0.33
Concrete 5.67±0.09 4.89±0.12 5.23±0.53 5.84±0.57 -3.14±0.11 -3.01±0.03 -3.04±0.09 -3.19±0.10
Energy 1.80±0.05 0.54±0.02 1.66±0.19 1.54±0.16 -2.04±0.02 -1.06±0.03 -1.99±0.09 -1.87±0.11
Kin8nm 0.10±0.00 0.10±0.00 0.10±0.00 0.10±4E-3 0.90±0.01 1.10±0.01 0.95±0.03 0.86±0.04
Naval 0.01±0.00 0.00±0.00 0.01±0.00 7E-3±5E-4 3.73±0.01 2.46±0.12 3.80±0.05 3.27±0.20
Power 4.12±0.03 4.04±0.04 4.02±0.18 4.13±0.15 -2.84±0.01 -2.82±0.01 -2.80±0.05 -2.84±0.04
Protein 4.73±0.01 4.13±0.02 4.36±0.04 4.64±0.15 -2.97±0.00 -2.84±0.00 -2.89±0.01 -2.96±6E-3
Wine 0.64±0.01 0.63±0.01 0.62±0.04 0.63±0.04 -0.97±0.01 -0.95±0.01 -0.93±0.06 -0.96±0.06
Yacht 1.02±0.05 0.71±0.05 1.11±0.38 0.86±0.25 -1.63±0.02 -1.30±0.02 -1.55±0.12 -1.30±0.23
For all cases, the data is normalized, the activation function
is a ReLU, and the batch size is one, i.e. the inference is
performed using one observation at a time; The prior covari-
ance for bias is initialized to Σ0B = 0.01 · I, and for weights
Σ0W , by multiplying the Xaviers’s approach (Glorot & Bengio,
2010) by a factor 0.25; The initial value for the observation
error’s standard deviation is set to σV = 1, and this value is
optimized using a 5-fold cross-validation setup.
The results reported in Table 3.1 indicate that TAGI matches
the performance of existing methods in term of root mean
square error (RMSE) and log-likelihood (LL). Even if VMG
displays the best predictive performance, its computational
time is two order of magnitude greater than TAGI, PBP and
MC-Dropout (Sun et al., 2017). The current TAGI’s implemen-
tation has a computation time that is comparable to PBP and
MC-Dropout (Gal & Ghahramani, 2016). The timing details
for each dataset is reported in the Appendix C. Because TAGI
had to be implemented from scratch, it is currently not yet
fully optimized for computational efficiency. The same is true
for the optimization of hyper-parameters such as σV which
currently rely on a gradient-based approach. Furthermore, the
results reported for TAGI did not employ dropout (Srivastava
et al., 2014). Also, as it is the case for the other methods
reported in Table 3.1, the number of epochs employed was not
optimized.
Note as presented in Appendix C, TAGI is not limited to using
ReLU and can employ any common activation function. More-
over, the results presented in Appendix C confirm that TAGI
is also able to handle deeper architectures, where having more
than one hidden layer leads to a performance improvement in
7 out of 9 dataset.
3.3. Application on MNIST
We apply TAGI to the MNIST classification problem (LeCun
et al., 1998) consisting of D = 70 000 (28 × 28) greyscale
images for K = 10 classes (60 000 training and 10 000 test).
Here, we compare the performance of two AG-FNN config-
urations, each having L = 2 hidden layers with a number of
hidden units equal to A ∈ {100, 800}. Each AG-FNN has the
same structure for the input (X = 784 nodes) and the output
layer (Y = 11 nodes). The ReLU activation function is used
for the two hidden layers. For each digit, the vector of co-
variates xi ∈ (0, 1)784 is assumed to be deterministic so that
µXi = xi and ΣXi = 0. The prior covariance for bias is ini-
tialized to Σ0B = 0.01 · I, and by using the Xaviers’s initializa-
tion approach (Glorot & Bengio, 2010) for weights Σ0W . The
prior mean vector is randomly sampled from µ0θ ∼ N (0,Σ0θ).
The hyper-parameter associated with the output layer is set to
α = 1/3. The posterior mean vector as well as the main diag-
onal of the posterior covariance are learnt using two setups:
(1) a single observation per batch, that is, B = 1, and (2) 10
observations per batch, B = 10. Each network is evaluated
for σV = {0.1, 0.2, 0.3, 0.4} and the optimal value for σV is
selected using a randomly selected validation set correspond-
ing to 5% of the training set. The optimal number of epochs
E is identified using an early-stop procedure evaluated on the
validation set.
Table 2 presents the average test error evaluated on 10 000
images for the different AG-FNN configurations for E = 1
epoch, and for the optimal number of epochs found using
early stop. In order to factor in the effect of random weight
initialization, the results reported are the average and standard
deviations from five runs. The performance achieved with
respect to the average classification errors matches the reported
state-of-the-art results of approximately 1.6% for FNNs having
a same architecture with 2 layers and 800 hidden units and
trained using gradient backpropagation (Simard et al., 2003;
Wan et al., 2013). We can see by comparing the results for 100
and 800 hidden units that increasing the hidden layer’s size
improves the performance both for the first and the optimal
number of epochs. Moreover, the results in Table 2 indicate
that TAGI’s classification accuracy is not significantly affected
by the usage of batch sizes greater than one. Nevertheless, we
noticed though our experiments that using large batch sizes
makes the learning phase sensitive to the network initialization
as well as the observation noise parameter σV .
We perform a second experiment for an AG-FNN with 2
hidden layers, each having 100 activation units, and where
σV = 0.2. Figure 9 presents on the leftmost plots, the poste-
rior predictive probability of each class for the test set, where
D = {0, 60, 600, 6 000, 60 000} observations have been seen
during a single epoch, E = 1. The rightmost plots present
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Table 2. MNIST test-set average classification error [%] for the first
and last epoch. A: number of hidden units on each layer; B: number
of observations per batch; E: number of epochs; e: optimal number
of epoch found using early-stop. The results reported are the average
of five runs along with ± one standard deviation.
B = 1 B = 10
A E = 1 E = e e σV E = 1 E = e e σV
100 3.45±0.19 2.35±0.12 12±5 0.2 3.57±0.09 2.17±0.10 24±5 0.4
800 3.21±0.11 1.51±0.05 8±1 0.1 3.26±0.10 1.53±0.05 24±11 0.4
the probability of correct, incorrect, and unknown classes as a
function of the threshold classification probability employed
φ ∈ (0.1, 0.999). A correct class correspond to the case where
the true label has the highest probability among all classes
and its probability is ≥ φ. An incorrect class corresponds to
the case where an incorrect label has the highest probability
among all classes and its probability is ≥ φ. An unknown
class correspond to the case where no class has a probability
≥ φ. Figure 9a-e show a gradual transition from uniform
posterior predictive probabilities for D=0 observations, to a
low entropy one as D increases. This confirms that TAGI is
suited for online learning whereas it can learn continuously
using a single observation at a time and over a single epoch.
For reference, Figure 9f shows a how standard neural network
relying on backpropagation is unable to learn from a single
epoch.
4. Conclusion
The tractable approximate Gaussian inference method pro-
posed in this paper allows for: (1) the analytical inference
of the posterior mean vector and diagonal covariance matrix
for the parameters of Bayesian neural networks, (2) the end-
to-end treatment of uncertainty from the input layer to the
output layer, and (3) the online Bayesian estimation of model
parameters using a single observation at a time. The appli-
cations on the regression and classification datasets validate
that the approach matches the performance of existing meth-
ods with respect to computational efficiency and accuracy.
TAGI’s performance and its linear complexity with respect to
the number of parameters makes it a viable alternative to gra-
dient backpropagation. By allowing the end-to-end treatment
of uncertainty and online inference, we foresee that the ap-
proach will enable transformative developments in supervised,
unsupervised, and reinforcement learning.
Through our experiments, we noticed that the current archi-
tectures and theories developed for backpropagation and em-
ployed for defining the network components and initializing
its parameters may be sub-optimal for TAGI. Future work
in this direction may further improve the performance of the
approach.
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(d) TAGI – D=6000 observations
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(e) TAGI – D=60 000 observations
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(f) Standard Backpropagation – D=60 000 observations
Figure 9. Leftmost graphs describe the posterior predictive probabil-
ities for each class from the test set. The height of each region on
rightmost graphs describe the probability of correct (white), incorrect
(black), and unknown (gray) classes as a function of the threshold
classification probability employed φ ∈ (0.1, 0.999). All cases are
for a single epoch, i.e., E=1.
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Appendix
A. Derivation of moments for the Gaussian
multiplicative approximation
The proof of statement (3) can be obtained directly from the
definition of covariance. To prove the statement (4), one needs
the moments of variables and their products. Because the
underlying distribution is Gaussian and its moment generating
function is known, MX(tᵀ) = E[et
ᵀX ] = et
ᵀµ+ 12 t
ᵀΣt, t =
[t1 . . . t4]
ᵀ, all moments can be extracted using the moment-
generating function. Using the derivatives of the moment-
generating function,
E[X1X2X3] =
∂3
∂t1∂t2∂t3
E[et
ᵀx]|t1=t2=t3=t4=0
=
∂3
∂t1∂t2∂t3
et
ᵀµ+ 12 t
ᵀΣt|t1=t2=t3=t4=0
=
∂3
∂t1∂t2∂t3
e
∑4
i=1tiµi+
1
2
∑4
i,j=1titjcov(Xi,Xj)|t1,2,3,4=0
= cov(X1, X2)µ3 + cov(X1, X3)µ2
+cov(X2, X3)µ1 + µ1µ2µ3. (19)
Using the definition of covariance and substituting (19), the
statement (4) can be established:
cov(X3, X1X2) = E[X1X2X3]− E(X1X3)E(X2)
= cov(X1, X2)µ3 + cov(X1, X3)µ2
+cov(X2, X3)µ1 + µ1µ2µ3
−µ3
(
µ1µ2 + cov(X1, X2)
)
. (20)
The expansion of the right side for the last statement leads to
Equation (5) so that
cov(X1X2, X3X4) = E[X1X2X3X4]−E[X1X2]E[X3X4],
where the expected value of the product two random variables
is given in (3) and the expectation for the product of four ran-
dom variables is a generalization of (19) that can be obtained
using the derivatives of the moment-generating function:
E[X1X2X3X4] =
∂4
∂t1∂t2∂t3∂t4
E[et
ᵀX ]|t1,2,3,4=0
=
∂4
∂t1∂t2∂t3∂t4
et
ᵀµ+ 12 t
ᵀΣt|t1,2,3,4=0
= cov(X1X2)
(
cov(X3, X4) + µ3µ4
)
+cov(X1X3)
(
cov(X2, X4) + µ2µ4
)
+cov(X2X3)
(
cov(X1, X4)
+µ1µ4
)
+ cov(X1, X4)µ2µ3 + cov(X2, X4)µ1µ3
+cov(X3, X4)µ1µ2 + µ1µ2µ3µ4.
Using the definition of variance
var(X1X2) = E[(X1X2)2]− E[X1X2]2 (21)
The elements of variance can be expended as below
E[(X1X2)2] =
∂4
∂t21∂t
2
2
E[et
ᵀX ]|t1=t2=t3=t4=0
=
∂4
∂t21∂t
2
2
et
ᵀµ+ 12 t
ᵀΣt|t1=t2=t3=t4=0
= σ21σ
2
2 + 2cov(X1, X2)
2
+4cov(X1, X2)µ1µ2
+σ21µ
2
2 + σ
2
2µ
2
1 + µ
2
1µ
2
2. (22)
E[X1X2]2 =
(
cov(X1, X2) + E(X1)E(X2)
)2
= cov(X1, X2)2 + 2cov(X1, X2)µ1µ2
+µ21µ
2
2. (23)
Substituting (22) and (23) in (21) establishes (6).
B. Example of F(j)wa and in F(j)b matrices
Figure 10 presents an example of two successive hidden layers
each comprising only two hidden units. The formulation of the
a
(1)
1
a
(1)
2
b(1)
z
(2)
1
z
(2)
2
w
(1)
1,1
w
(1
)
1,
2
2
1
b (1)
1
Figure 10. Example of trivial network configuration employed to
illustrate the configuration for the matrices F(j)wa and F
(j)
b .
the F(j)wa and in F
(j)
b matrices corresponding to the network in
Figure 10 is
[
z
(2)
1
z
(2)
2
]
︸ ︷︷ ︸
z(j+1)
=
[
1 1 0 0
0 0 1 1
]
︸ ︷︷ ︸
F
(j)
wa
×

w
(1)
1,1a
(1)
1
w
(1)
1,2a
(1)
2
w
(1)
2,1a
(1)
1
w
(1)
2,2a
(1)
2

︸ ︷︷ ︸
(wa)(j)
+
[
1 0
0 1
]
︸ ︷︷ ︸
F
(j)
b
×
[
b
(1)
1
b
(1)
2
]
︸ ︷︷ ︸
b(j)
.
Note that the structure of F(j)wa depends on the ordering of
variables.
C. Experiment configurations for benchmark
regression datasets
Table 3 presents the details for the experiments conducted
for the benchmark regression datasets. Note that the times
presented in the last columns are the average parameter (i.e.
weights and bias) inference time in second per folds and the
average hyper parameter (i.e. σV ) optimization time in second.
All these experiments were conducted using CPU.
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Table 3. Experiment details for the benchmark regression datasets using BLNN. X: number of covariates, L: number of layers, A: number of
activation units per layer, F number of random training/test folds.
Train Test Average inference (θ) Average optimization (σV ) Average σV
Datasets X #obs. #obs. L× A F time per fold (s) time per fold (s) (20 folds)
Boston 13 455 51 1×50 20 4 14 0.32
Concrete 8 927 103 1×50 20 8 22 0.33
Energy 8 691 77 1×50 20 6 24 0.15
Kin8nm 8 7373 819 1×50 20 61 167 0.35
Naval 16 11934 1193 1×50 20 90 280 0.31
Power 4 8611 957 1×50 20 53 124 0.24
Protein 9 41157 4373 1×100 5 363 466 0.72
Wine 11 1439 160 1×50 20 12 20 0.75
Yacht 6 277 31 1×50 20 2 23 0.063
Table 4. Regression benchmark results using the ReLU activation function and different number of hidden layer.
Number of hidden layers
Datasets 1 2 3 4
Root mean square error (RMSE)
Boston 3.02±0.83 2.67±0.73 2.75±0.7 2.78±0.66
Concrete 5.84±0.57 5.10±0.45 5.06±0.54 5.16±0.47
Energy 1.54±0.16 0.50±0.08 0.50±0.07 0.52±0.08
Kin8nm 0.10±4E-3 0.07±3E-3 0.07±1E-3 0.07±2E-3
Naval 7E-3±5E-4 1.4E-3±2E-5 6.5E-4±7E-5 5.2E-4±6E-5
Power 4.13±0.15 3.97±0.16 3.88±0.16 3.85±0.18
Protein 4.64±0.15 4.09±0.01 3.76±0.02 3.65±0.04
Wine 0.63±0.04 0.63±0.04 0.64±0.04 0.64±0.04
Yacht 0.86±0.25 0.70±0.36 0.74±0.29 4.46±6.56
Average log-likelihood (LL)
Boston -2.56±0.33 -2.43±0.20 -2.44±0.18 -2.46±0.19
Concrete -3.19±0.10 -3.06±0.07 -3.06±0.08 -3.07±0.07
Energy -1.87±0.11 -1.44±0.02 -1.45±0.02 -1.45±0.02
Kin8nm 0.86±0.04 1.16±0.02 1.20±0.01 1.19±0.02
Naval 3.27±0.20 4.42±0.01 4.46±3E-3 4.46±2E-3
Power -2.84±0.04 -2.80±0.04 2.78±0.04 -2.77±0.04
Protein -2.96±6E-3 -2.83±0.00 2.78±0.00 -2.75±0.00
Wine -0.96±0.06 -0.96±0.07 -0.97±0.06 -0.97±0.07
Yacht -1.30±0.23 -1.19±0.21 -1.27±0.16 -34.65±60.77
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Table 5. Regression benchmark results using the softplus activation function and different number of hidden layer.
Number of hidden layers
Datasets 1 2 3 4
Root mean square error (RMSE)
Boston 3.08±0.80 2.84±0.70 2.91±0.60 2.99±0.62
Concrete 5.89±0.47 5.21±0.50 5.31±0.49 5.16±0.47
Energy 1.78±0.25 0.52±0.07 0.52±0.07 0.61±0.13
Kin8nm 0.10±3E-3 0.07±3E-3 0.08±3E-3 0.1±4E-3
Naval 6E-3±3E-4 9E-4±1E-4 5.4E-4±1E-4 4.6E-4±7E-5
Power 4.20±0.15 4.04±0.16 3.99±0.16 3.94±0.18
Protein 4.69±0.03 4.18±0.05 3.84±0.01 3.79±0.02
Wine 0.63±0.03 0.63±0.05 0.65±0.05 0.65±0.05
Yacht 0.98±0.27 1.14±1.02 2.63±1.80 3.85±1.69
Average log-likelihood (LL)
Boston -2.56±0.28 -2.45±0.17 -2.48±0.17 -2.52±0.20
Concrete -3.20±0.09 -3.08±0.08 -3.09±0.08 -3.07±0.07
Energy -2.05±0.19 -1.43±0.02 -1.44±0.02 -1.45±0.03
Kin8nm 0.88±0.03 1.14±0.02 1.08±0.03 0.88±0.05
Naval 3.70±0.09 4.45±7E-3 4.46±3E-3 4.46±2E-3
Power -2.85±0.04 -2.82±0.04 -2.80±0.04 -2.79±0.04
Protein -2.97±7E-3 -2.85±0.01 -2.78±3E-3 -2.77±4E-3
Wine -0.97±0.06 -0.96±0.07 -1.00±0.08 -1.00±0.08
Yacht -1.42±0.26 -1.78±1.34 -3.9±4.6 -6.55±0.70
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