There is a well documented asymmetric return -volatility effect of equity returns, that is, negative shocks increase volatility by more than positive shocks. This paper analyzes the return -volatility relationship of commodity price changes and finds an inverted asymmetric effect with a tendency to weaken and converge towards an equitylike effect since the mid 2000s. The change in the asymmetric relationship coincides with the financialization of commodity markets and thus provides an alternative perspective for this phenomenon. We argue that storage and real demand related price movements are increasingly dominated by finance-related price movements where positive commodity price changes provide positive signals for the economy whilst negative price changes provide negative signals and increase volatility.
Introduction
The asymmetric return-volatility effect is a well-studied phenomenon in stock markets (e.g. Koutmos, 1998; Bollerslev, Litvinova, and Tauchen, 2006; Bollerslev, Kretschmer, Pigorsch, and Tauchen, 2009 ). There are two major theories that provide an explanation for this negative relationship. First, the leverage hypothesis (Black, 1976; Christie, 1982) which states that negative shocks increase the exposure of a company's stock to risk and, hence, lead to higher volatility in the future. Second, the volatility feedback hypothesis (Poterba and Summers, 1986; Campbell and Hentschel, 1992) states that shocks to volatility negatively affect expected future dividends and, hence, lead to lower future returns. More recently, Low (2004) and Hibbert, Daigler, and Dupoyet (2008) proposed an additional explanation based on individual traders' behavior, i.e. mainly loss aversion.
Given the increased interest in commodity trading (e.g. Gorton, Hayashi, and Rouwenhorst, 2012) , it is remarkable that commodity markets, and in particular commodity spot markets, have not received the same attention yet. Baur (2012) analyzes the asymmetric volatility of precious and industrial metals with a focus on gold prices and finds an inverted asymmetric volatility effect for all metals. The effect of gold is found to be significantly larger than for the other commodities. Chevallier and Ielpo (2017) investigate a large number of commodities, but do not find support for the leverage effect with the exception of gold, wheat, coffee, and cocoa (for which an inverted asymmetric effect is documented). Giamouridis and Tamvakis (2001) analyze commodity indices and Chiarella, Kang, Nikitopoulos, and Tô (2016) study asymmetric volatility effects for gold and oil futures. Both studies find an inverted asymmetric effect, i.e. positive shocks increase volatility by more than negative shocks. This effect can be explained with storage or inventory effects. Low inventory levels imply the risk of an exhaustion of inventories which leads to higher prices and higher volatility. In contrast, high inventory levels imply that the risk of an exhaustion of inventories is low which leads to lower prices and lower volatility. If inventory effects indeed explain the asymmetric effect, the asymmetry should be more pronounced for consumption commodities such as energy, industrial metals and agricultural commodities than for investment commodities such as gold which exhibits a large and rising inventory level due to its durability. Since inventory is an unlikely factor in gold price movements, Baur (2012) offers an alternative explanation for the inverted asymmetric effect identified for gold. He argues that positive gold price changes signal increased risk in other markets due to gold's safe haven property spilling over to the gold market. In contrast, lower gold prices signal decreased risk in other markets and thus lower volatility. This paper contributes to the literature with an in-depth analysis of the asymmetric volatility effect for a large set of commodities, commodity indices and for comparison, equity indices. In addition, we use four different measures to capture the asymmetric effect: a simple correlation analysis, the asymmetric TGARCH model of Glosten, Jagannathan, and Runkle (1993) , a simple regression model for volatility, and a quantile autoregression based approach. To highlight aggregation and time effects, we conduct the analysis on a daily and monthly frequency and investigate the changes of the asymmetry over time.
We, thus, complement the literature that focusses on the time series properties of commodity prices such as time-varying volatility (cp. Pindyck, 2004; Alizadeh, Nomikos, and Pouliasis, 2008) , persistence (cp. Ng and Ruge-Murcia, 2000; Gil-Alana, Chang, Balcilar, Aye, and Gupta, 2015), or jumps (cp. Deaton and Laroque, 1992; Brooks and Prokopczuk, 2013) .
The estimation results show that the inverted asymmetric volatility effect of commodity price returns weakened recently and converged towards an equity-like non-inverted effect.
A possible explanation for this change is the financialization of commodities (see, for example, Tang and Xiong, 2012; Henderson, Pearson, and Wang, 2014) and the global financial crisis. Indeed, the changes are most pronounced if the sample is partitioned into pre-crisis (before 2007) and post-crisis (from 2009 onwards) periods.
The paper is structured as follows: Section 2 presents the data and the measures used to capture the asymmetric volatility effect. Section 3 presents the empirical analysis and discusses the estimation results. Finally, section 4 summarizes the findings and concludes.
Methodology and Data
This section first describes the models and measures used to identify the asymmetric relationship between the returns of commodity prices and their volatility. Subsequently, we present our dataset of commodity and equity time series.
Measures for the asymmetric return-volatility relationship
To investigate the asymmetric relationship between current returns and future volatility we draw on four different measures. First, we calculate the correlation between current returns r t and future volatility, whereby squared returns r 2 t+1 serve as a proxy for tomorrow's volatility. Hence, the first measure that captures the impact of returns on future volatility is the Pearson Correlation coefficient ρ, calculated as ρ = cor(r t , r 2 t+1 ).
(1)
An asymmetric return-volatility relationship would imply a negative correlation coefficient while an inverted asymmetric return-volatility relationship would imply a positive correlation coefficient (cp. Bollerslev et al., 2006) . 
where I(·) is the indicator function that takes on a value of 1 if ε t−1 < 0 and 0 otherwise.
It should be noted that this asymmetry is not due to a skewed return distribution, i.e.
negative returns need not be larger than positive returns. The variance model parameters α and β are restricted to be positive while γ can take any value between -1 and 1. As we assume a symmetric distribution for ε t , the restriction 1 − α − β − 1 2 γ > 0 needs to hold for the variance equation to describe a stationary process.
The third measure is based on an auto-regressive model for volatility. We use absolute returns | r t | as a proxy for daily volatility here (instead of r 2 t ), following the idea of the realized volatilty literature where the root of RV is generally modeled, keeping in mind that r 2 t =| r t |. Also, in order to account for the well-documented volatility persistence, we draw on the idea of Corsi (2009) and implement a heterogeneous autoregressive model as follows:
where | r w t−1 | and | r m t−1 | are weekly (5 days) and monthly (22 days) averages of absolute returns. ε t is assumed to be independent white noise. The parameter α then documents a possible asymmetric impact of past returns on current volatility. For the monthly estimation we rely on an autoregressive model of order 1 for | r t | augmented with the lagged return. It thus reads as in Equation (3) without the aggregate (weekly and monthly) terms.
The fourth measure is based on a quantile autoregressive (QAR) model and has been proposed in Baur and Dimpfl (2016) to measure the asymmetric effect of returns on volatility.
The measure is based on the idea that extreme lower and upper quantile autocorrelation estimates are implicit range-based volatility estimates and determine the sign and magnitude of the asymmetric volatility effect. For example, lower quantile positive autocorrelations imply that negative return shocks are more persistent and tend to increase future volatility whilst upper quantile negative autocorrelations are anti-persistent and tend to decrease future volatility leading to the "classical" asymmetric volatility effect.
If lower quantile autocorrelations are negative and upper quantile autocorrelations are positive, the inverted asymmetric volatility effect is identified.
To implement the measure, we use a QAR (1) 
where τ specifies the respective quantile. Baur and Dimpfl (2016) propose to measure the asymmetric impact via the difference between the estimates of θ 1 for opposing quantiles through δ(τ, 1 − τ ) =θ 1 (τ ) −θ 1 (1 − τ ) and suggest to use some τ between 0.01 and 0.1.
In order to make the measure more robust to potential estimation issues of the tails of the conditional density, we implement the measure using averages across a small interval of τ 's as follows:
n is the number of estimates used and we implement the QAR (1) 
Data
We aim to analyze a large and diverse sample of commodity markets and therefore collect a broad range of daily commodity prices from January 1980 to September 2016. The data are obtained from Bloomberg. The commodities cover the following four major groups:
agricultural commodities, energy commodities, industrial metals, and precious metals. We also included two commodity indices and several stock market indices for comparison. All commodity prices are spot prices denoted in US dollars unless specified otherwise. The commodity price and equity indices are denominated in US dollars. Please refer to Table 1 for a complete list of all data used in this study.
Insert Table 1 about here
In our analysis we use log-returns, denoted as r t . Out of the 33 datasets, 21 are available for the full time period, resulting in 9583 observations. The shortest dataset is the Natural Gas-Henry Hub which is only available from 1 January 1993 
Estimation Results
This section presents the estimation results of the four measures outlined above for both daily and monthly return frequencies. We present summary tables in the main part of the paper and more detailed estimation results in the Appendix only.
The results for the correlation coefficient ρ are graphically depicted in (cocoa, corn, cotton, coffee, soyabeans, soya oil, sugar, wheat, pork bellies and cattle), energy commodities (oil and gas), industrial metals (aluminum, copper, nickel, zinc, lead, tin), precious metals (S&P GSCI Precious Metals, Gold, Silver, Platinum, Palladium) and equity indices (MSCI indices, Nasdaq, S&P 500, DAX).
Insert Table 2 For these commodities, the inverted effect might have been week, though, as the full sample characteristics support a normal asymmetry.
The group of agricultural commodities is special in that before 2007, the asymmetry was inverted, but rather weak: the GARCH γ is on average -0.0086, while it is -0.0587 for energy commodities or -0.0254 for precious metals. However, in the period after 2009, these commodities display an asymmetric effect similar to other commodities, albeit still weaker than for equities.
We have also re-estimated all four measures with monthly returns. Grouped results are presented in Table 3 1 and show important differences compared to the higher frequency daily returns. The effects towards an equity-like asymmetric effect is weaker or nonexistent for many commodities except for Energy and the commodity indices. Indeed, many commodities even display a strengthening of the inverted asymmetric volatility effect based on the GARCH estimates.
This additional analysis shows that most commodities (except Energy and commodity indices) react differently to shocks on a daily basis than on a monthly basis.
Insert Table 3 about here
The finding that energy commodities and the commodity indices stick out is not surprising 1 The detailed results are available from the authors upon request.
given their prominent role in the context of financialization. It is possible that the investment features of energy commodities (which comprise a large part in commodity indices) dominate commodity-like features such as storage effects even on a monthly basis.
Summary and Concluding Remarks
This paper presents an analysis of the relationship between returns and future volatility with a focus on commodity markets and the asymmetry between positive and negative shocks. The paper identifies an inverted asymmetric volatility effect for commodity markets for the period prior to the global financial crisis. The effect is inversely related to the asymmetric volatility effect in equity markets where negative shocks increase the volatility by more than positive shocks. We hypothesize that the financialization of commodity markets has changed this effect and find that the volatility effect in commodity markets indeed converged towards that observed in equity markets in recent years.
We employed four alternative measures to examine the volatility asymmetry and obtain similar and consistent results across all measures.
The pattern of considerable changes in commodity markets and relatively constant and stable return -volatility effects in equity markets suggest that the commodity market has changed in recent years and that financialization was one likely driver of these changes.
Since "classical" causes of the asymmetric volatility effect such as leverage or volatility feedback cannot be applied to commodity markets, and inventory effects only match the inverted effect alternative explanations must be considered. We offer such an alternative and argue that commodity prices are used as signals for the global economy and the business cycle. Positive commodity price changes indicate a growing world economy and negative commodity price changes signal a slowing world economy. The former tends to decrease commodity price volatility and the latter tends to increase commodity price volatility.
The finding that equity-like return -volatility features appear to emerge in commodity markets is evidence that assets and markets became more alike through financialization and globalization. This paper thus offers a different perspective of this phenomenon. 
