According the report [10] , the lower bound with the highest score is the improved linkage construction, and it produce currently the best known lower bound about 69.1% of the constant dimension code. We show how to improve the linkage construction of subspace codes by two parallel versions of linkage construction. This proof allow us to attain codes of larger size for a given minimum distance.
Introduction
Let q > 1 be a prime power, F q the field with q elements. Let V ∼ = F n q be a n-dimensional vector space over the finite field F q . We denote the set of all k-dimensional subspaces in V with V k . Its cardinality can be calculated by the q-binomial coefficient [ n k ] q = k−1 i=0 q n −q i q k −q i for 0 ≤ k ≤ n and 0 otherwise. R. Kotter and F. R. Kschischang [13] have proven that the set F n q endowed with the distance d defined by
is a metric space. A (n, M, d, k) q constant dimension code (CDC) C is a subset of V k of cardinality M in which for each pair of elements, the subspace distance is lower bounded by d, i.e., we have d S (U, W ) ≥ d for all U = W ∈ C. The main question of subspace coding in the constant dimension case asks for the maximum cardinality M for fixed parameters q, n, d, and k of a (n, M, d, k) q code. In general, the maximum cardinality is denoted as A q (n, d, k).
In this paper we give a construction for constant-dimension subspace codes from two parallel linkage construction. More than 56 new constantdimension subspace codes of larger size for a given minimum distance are illustrated in the table 1 -2.
Previous Known Results
In general, the exact determination of A q (n, d, k) is a hard problem both theoretically and algorithmically. Even in the case where the parameters are relatively small, so far, there are only three kinds of constant dimension codes that the maximum number of codewords can be determined. They are A 2 (6, 4, 3)=77 [12] , A 2 (8, 6, 4) = 257 [9] and A 2 (13, 4, 3)=1597245 [2] , while other parameters remain to be explored. Anyway, the current research is still to optimize the construction method to obtain a larger number of codewords. The report [10] describes a basic theoretical online database that can be found at http://subspacecodes.uni-bayreuth.de, which is maintained by the research team at Bayreuth University that tries to gather up-to-date information about the best lower and upper bounds for the subspace code.
New subspace codes from two parallel versions of maximum rank distance codes was introduced by Xu and Chen [16] . The problem asks for the size of the construction Aq(2n, 2(n−t), n) const dimension codes was turned to find a suitable sufficient condition to restrict the number of roots of L 1 (L 2 (x))−x to q t , where L 1 and L 2 are q-polynomials over the extension field GF q n :
If 2t ≥ n, thenA q (2n, 2(n − t), n) ≥ q n(t+1) + n r=n−t A r (Q q (n, n, t)).
Geometric concepts like the Segre variety and the Veronese variety where also used to obtain constructions for constant dimension codes A q (2n, 4, n) [4] .
A prominent code construction uses maximum rank distance (MRD) codes, see the section3.1. The expurgation-augmentation method, starting from a lifted MRD code and then adding and removing codewords, is invented by Thomas Honold [12] . With this method, Thomas Honold etc. finally determined the maximum size A 2 (6, 4, 3) to 77. The echelon-Ferrers construction is a good interplay among the subspace distance, the rank distance and the Hamming distance, and it is suitable for construction under various parameters. Another construction based on similar ideas is the socalled coset construction [11] . A greedy-type approach has been considered by Alexander Shishkin, see [14, 1] . In [8, 7] the authors considered block designs as skeleton codes. The most effective general recursive construction is the linkage construction and its generalization, see subsection 3.2.
Construction

Lift MRD code
A linear rank metric code [m×n, M, d] q is a subspace C of the vector space of m×n matrices over F q , i.e., F m×n q , of cardinality M , for which the distance of two elements is lower bounded via the rank metric d r (A, B) = rk(A−B). For all parameters, m, n, d > 0 and q prime power, there exists a linear rank metric code that attains the maximum cardinality of q max{m,n}(min{m,n}−d+1) . We denote this with Q q (m, n, d).
The lifted MRD (LMRD) code [15] is a (n,
The horizontal concatenation of matrices, having the same number of rows, is denoted by "|".
Two parallel version of linkage construction
We recall some basic notations of linkage in [?] . A set U ⊂ M k×n (F q ) of k × n matrices over F q is called a SC-representation of a set of k dimensional subspaces in F n q if rank(U ) = k for all U ∈ U and Im(U 1 ) = Im(U 2 ) for all U 1 = U 2 in U. Here Im(U ) is the k dimensional subspace spanned by k rows of U .
Proposition 1 (see [?] ). Let U be a SC-representation of a (n 1 , N 1 , d 1 , k) q constant dimension subspace code and Q ⊂ Q q (n 2 , k, d 2 ) be a code with rank distance d 2 and N 2 elements. Consider the set of k dimension sub-
be a MRD code with rank distance d 2 and N 3 elements, U be a SC-representation of a (n 2 , N 4 , d 1 , k) q constant dimension subspace code. Now the problem is how many different subspaces we can take from these two parallel versions of linkage construction such that the subspace distance d is preserved.
Delsarte Theorem
The rank distribution of a code Q in Q q (m, n, d)(m ≥ n) is defined by [6, 5] ). The rank distribution of a MRD code is completely determined by its parameters. Such result can be referred to Theorem 5.6 in [6] or Corollary 26 in [5] . The Delsarte Theorem is used to calculate the final result in this paper.
Theorem 1 (Delsarte 1978 ) Assume that Q ⊆ Q q (m, n, d) (m ≥ n)is a MRD code with rank distance d, then its rank distribution is given by
Example 1 Suppose that m = 10, n = 4, q = 2, d = 2, we have |Q 2 (10, 4, 2)| = 2 30 , and A 2 (Q 2 (10, 4, 2)) = 35805, A 3 (Q(10, 4, 2)) = 15621210, A 4 (Q 2 (10, 4, 2)) = 1058084809. Similarly, m = 8, n = 4, d = 2, q = 2, then |Q 2 (8, 4, 2)| = 2 24 , and A 2 (Q 2 (8, 4, 2)) = 8925, A 3 (Q 2 (8, 4, 2))) = 956250, A 4 (Q 2 (8, 4, 2)) = 15812040.
A new lower bound for
Theorem 2 Let U and V be SC-representations of two (n 1 , N 1 , d, k) q and (n 2 , N 3 , d, k) q constant dimension subspace codes. Let Q 1 ⊂ Q q (n 2 , k, d 2 ) be a code with rank distance d 2 and N 2 elements. Let Q 2 ⊂ Q q (n 1 , k, d 2 ) be a code with rank distance d 2 and N 4 elements such that the rank of each element in Q 2 is at most k − d 2 . Then we have a (n 1 + n 2 , N 1 N 2 + N 3 N 4 , d, k) q constant subspace code.
Proof 1 The code is defined by
From the proof of Proposition 1, the subspace distances of the two codes
are at least d. We only need to prove that the subspace distance of W 1 ∈ W 1 and W 2 ∈ W 2 is at least d. Thus these two codes are disjoint.
It is sufficient to prove that
We can exchange columns in the first n 1 columns to make the front k columns in U 11 be a k × k unit matrix E k :
In the meanwhile, Q 21 will be transformed to
The above formula can be transformed into the following by subtracting first row multiplied by Q 211 :
The conclusion is proved.
We utilize theorem 1, and give a concrete calculation formula of the theorem 2 in the following corollary.
).
By the symmetry, we have the following corollary.
We have to notice that the theorem 2 is only feasible for k ≥ d. Otherwise, k − d 2 < d 2 holds, thus the codes in the set W 2 will degenerate to W 2 = (0, A q (n 2 , d, k)).
Examples
In this section, we will presents some examples to illustrate the theorem 2.
Let k = 4, d = 4, n 1 is fixed as 8, and n 2 varies from 4 to 11, from corollary 1, we have (8, 4, 2) ) × A q (n 2 , 4, 4).
When n 2 = 4, A q (12, 4, 4) ≥ A q (8, 4, 4) × |Q q (4, 4, 2)| + A 2 (Q q (8, 4, 2) ), here A q (4, 4, 4) will be degenerated to 4 × 4 identity matrix I 4 . Assume that q = 2, A 2 (12, 4, 4) ≥ A 2 (8, 4, 4) × |Q 2 (4, 4, 2)| + A 2 (Q 2 (8, 4, 2)) = 4801 × 4096 + 8925 = 19673821,which exceeds the current known code 19664917.
When n 2 = 8, we have A q (16, 4, 4) ≥ A q (8, 4, 4)×|Q q (8, 4, 2)|+A q (8, 4, 4)× A 2 (Q q (8, 4, 2) ). For q = 2, A 2 (16, 4, 4) ≥ 4801× (8925+ 2 24 ) = 80590262941, which exceeds the current known code 80547715149. We list these new const dimension code in the table 1.
Let k = 5, d = 4, n 1 + n 2 = 15, then we have
A i (Q q (n 1 , 5, 2)) × A q (n 2 , 4, 5).
When n 1 = 5, n 2 = 10, A q (15, 4, 5) ≥ q 40 +(A 2 (Q q (5, 5, 2))+A 3 (Q q (5, 5, 2)))× A q (10, 4, 5) . Let q = 2, A 2 (15, 4, 5) ≥ 1252409384941. Here the lower bound A 2 (10, 4, 5) = 1178539 in [10] is used. The previously best known lower bound in [10] is A 2 (15, 4, 5) ≥ 1235787711790.
By the same way, let n ≥ 15, we have A q (n, 4, 5) ≥ A q (5, 4, 5) × |Q q (n − 5, 5, 2)| + 3 i=2 A i (Q q (5, 5, 2)) × A q (n − 5, 4, 5). When n = 16, A q (16, 4, 5) ≥ q 44 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) × A q (11, 4, 5) .
The new bound A 2 (16, 4, 5) ≥ 2 44 + 129735 × 18728043 = 20021868703021. When n = 17, A q (17, 4, 5) ≥ q 48 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2) )) × A q (12, 4, 5) .
The new bound A 2 (17, 4, 5) ≥ 2 48 +129735×299769965 = 320365633119931. When n = 18, A q (18, 4, 5) ≥ q 52 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) × A q (13, 4, 5) .
The new bound A 2 (18, 4, 5) ≥ 2 52 +129735×4794061075 = 5125557140935621. When n = 19, A q (19, 4, 5) ≥ q 56 + (A 2 (Q q (5, 5, 2)) + A 3 (Q q (5, 5, 2))) × A q (14, 4, 5) .
The new bound A 2 (19, 4, 5) ≥ 2 56 +129735×76641774536 = 82000714657355896.
Similarly, we set k = 6, d = 4, n = 18, n 1 = 6, n 2 = 12 we have A q (18, 4, 6) ≥ q 60 +(A 2 (Q q (6, 6, 2))+A 3 (Q q (6, 6, 2))+A 4 (Q q (6, 6, 2)))×A q (12, 4, 6) .
Then A 2 (18, 4, 6) ≥ 2 60 + 137218431 · 1212491081 = 1321065731337118327. The previously best lower bound in [10] is A 2 (18, 4, 6) ≥ 1301902384896972957.
A q (19, 4, 6) ≥ q 65 +(A 2 (Q q (6, 6, 2))+A 3 (Q q (6, 6, 2))+A 4 (Q q (6, 6, 2)))×A q (13, 4, 6) .
Then we get a new lower bound A 2 (19, 4, 6) ≥ 42208289248791279191, where A 2 (13, 4, 6) ≥ 38325127529 in [10] is used. The previously known best lower bound in [10] is A 2 (19, 4, 6) = 41660876316712223851.
When k = 6, d = 6, n = 18, n 1 = 6, n 2 = 12, we have A q (18, 6, 6) ≥ q 48 + A 3 (Q q (6, 6, 3)) × A q (12, 6, 6) .
For example by using the lower bound A 2 (12, 6, 6) ≥ 16813481 in [10] , we have A 2 (18, 6, 6) ≥ 282952629488341. The previously best known lower bound in [10] The improved constant dimension subspace codes on [10] by our construction are listed in Table 2 . 
Conclusion
A construction for const dimension code is presented in this paper, and new lower bounds of the sizes of const dimension codes A q (n, k, d) are also given. This construction gives an improved bounds for linkage construction when k ≥ d.
We have to admit that the bounds in table 2 is exactly the same as the results listed in the paper [3] , but bounds in table 1 is completely better than [3] . We set n 2 to k, the corollary 1 will degenerated to the result of the paper [3] :
A q (n 1 + n 2 , k, d) ≥ |Q q (n 1 , k, d 2 )| + A q (n 1 , k, d) × k− d 2 r= d 2 A r (Q q (n 2 , k, d 2 )).
In essence, our result is a generalization result of the paper [3] . It is also interesting if the method of this paper can be generalized to the case when k ≤ d. Anyway, this method paves the way for us to think about further improvement.
