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Abstract:  In  order  to  process  the  world  around  us,  our  visual  system  is  constantly  adjusting  the 
fixation point of our eyes. A lot of research has been done trying to build models that predict human 
eye movements. Most of them are based on the assumption that a particular feature like contrast or 
orientation  was  what  made  one  area  of  an  image  more interesting  than  another.  Kienzle  et  al [1] 
rejected the idea of building a model based on assumptions about features. Instead they proposed to 
build a model that learned features directly from the data. This model is able to learn which points in 
an image are interesting and which are not, directly from human eye movement data. The model 
performs above chance level but there is still room for improvement. In this paper we propose two 
methods to improve Kienzle et al’s model: rotation invariance and scale invariance. Then we compare 
the performance of our extended models to the performance of the model based on Kienzle et al’s 
model.  The  results  show  that  our  methods  of  rotation  invariance  and  scale  invariance  fail  to 
significantly increase the performance.  
1.  Introduction 
Humans are very good at quickly taking samples 
of the world around them at the most interesting 
areas  by  constantly  making  eye  movements. 
Visual attention is thought to be driven by top-
down  mechanisms  such  as  someone’s  goals  or 
intentions and by bottom-up mechanisms which 
are  attracted  by  local  image  features  such  as 
image  areas  with  high  contrast  or  more  than 
average brightness [1]. 
        A lot of researchers tried to predict human 
eye  movements  based  on  bottom-up 
mechanisms [9,10]. They tried to find out what 
features  made  one  area  of  an  image  more 
interesting  than  another.  Some  models  using 
contrast  [8],  intensity  or  orientation  [10]  as  an 
indicator  are  quite  good  at  predicting  eye-
movements.  All  these  studies  are  based  on 
assumptions  about  whether  or  not  a  feature 
would be able to predict the eye movements and 
then they built a model based on this feature. [1] 
         Kienzle et al [1,2], pointed out two possible 
downsides of this parametric approach. Because 
the  features  are  chosen  manually,  any  model 
based on these features is biased to certain image 
structure. Kienzle et al claim that a consequence 
of  this  approach  is  that  features  that  seem 
unimportant at first sight are never investigated 
any  further  while  they  may  well  play  a 
significant role.  
The  other  problem  Kienzle  et  al  point  out  is 
caused by the large number of parameters that 
are needed for the models mentioned earlier. All 
the  filter  shapes,  sizes,  weights  etc.  have  to  be 
specified by hand. The  values chosen for these 
parameters are not always biologically plausible 
but  they  have  a  huge  effect  on  the  model’s 
performance  and  its  predictive  power.  The 
predictive  power  is  often  used  to  determine 
whether  or  not  the  model  is  biologically 
plausible.  This  means  that  if  the  predictive 
power  depends  on  parameters  that  are  not 
biologically plausible in the first place it cannot 
be  used  as  a  measure  of  biological  plausibility 
anymore.  
        In  order  to  overcome  these  problems 
Kienzle  et  al  tried  a  different  approach.  They 
started measuring human eye movements using 
an  eye  tracker  and  a  set  of  images,  letting  the 
participants decide which parts of the images are 
interesting.  Then  this  data  was  used  to  train  a 
supervised  learning  algorithm  called  an  SVM 
(Support  Vector  Machine)  [11].  This  way  the 
model is learned directly from the data so there 
is no bias to one specific feature which is the case 
when  the  model  is  based  on  hand  picked 
features.  During  the  training  phase,  several 
image patches  are presented to the SVM along 
with  the  eye  tracker  data  which  indicates 
whether a patch is interesting or not. In the ideal 
case the SVM is capable of perfectly classifying 
every new (unseen) patch as being interesting or 
not interesting after the training phase. Kienzle et 
al’s results showed that his model trained on eye   2
tracker  data  performs  comparable  to  existing 
models using hand picked features [2].  
        The model proposed by Kienzle et al shows 
a  lot  of  room  for  improvement.    It  is  very 
sensitive to changes in rotation and scale of the 
patches  that  are  used  to  train  the  model. 
Consider a model that has learned to classify a 
set of interesting patches, e.g. patches containing 
interesting  areas  of  an  image,  as  being 
interesting.  This  model  will  not  be  able  to 
classify a new set of patches containing the same 
interesting  areas  if  these  areas  are  rotated  or 
rescaled.  In  humans  this  is  not  the  case.  If  a 
person is shown a picture his or her eyes will be 
drawn to certain interesting points. It does not 
matter whether the interesting points are slightly 
rotated or if they appear bigger on the picture. 
This  is  because  the  human  visual  system  is 
invariant to rotation and scale [12] e.g. humans 
are very good at recognizing objects irrespective 
of the orientation or scale of the object projected 
on their retinas. 
By making the model more invariant to changes 
in rotation and scale we expect its performance 
will improve. In this paper we discuss whether it 
is possible to use this knowledge of the human 
visual system to improve the model as proposed 
by  Kienzle  et  al  [1,2].  We  added  two  modules 
which  caused  the  model  to  be  invariant  to 
rotation and to changes in scale. Their effects on 
performance  will  be  discussed  later  on  in  this 
paper.  
2.  Model 
In  this  section  we  present  the  base  model  by 
Kienzle  et  al,  which  is  based  on  a  SVM.  This 
model  will  form  the  standard  which  we  will 
compare  to  its  extended  versions.  Next  we 
introduce two methods to make the base model 
invariant to rotation and scale. 
2.1.  The base model 
The  model  of  Kienzle  et  al  [1]  consists  of  a 
supervised learning algorithm: a Support Vector 
Machine (SVM) [11]. A standard SVM is a linear 
classification method. If a data set consisting of 
two  classes    is  linearly  separable  the  SVM  is 
capable  of  separating  these  classes  with  a 
hyperplane.  There  are  many  hyperplanes  that 
can separate the data, so the optimal hyperplane 
has to be found. The optimal hyperplane is the 
one that generalizes best, e.g. the hyperplane that 
performs  best  at  classifying  new  unseen 
examples. This hyperplane is also known as the 
maximum  margin  hyperplane,  e.g.  the 
hyperplane with the largest separation between 
both classes. Figure 2.1, taken from [11], shows 
an  example  of  a  maximum  margin  hyperplane 
separating two classes of data. 
  
 
 
 
  
 
 
 
 
 
 
 
Figure 2.1 
This  figure  shows  two  classes  of  data,  circles  and 
crosses,  separated  by  a  maximum  margin 
hyperplane. 
 
The SVM used in the model of Kienzle et al is a 
special case of an SVM. It is capable of separating 
2  classes  of  complex  data,  e.g.  data  that  is  not 
normally linearly separable. This is achieved by 
scaling the data to a higher dimension in which 
it is possible to linearly separate the data classes 
with a hyper plane. In order to learn to classify 
patches as being interesting or uninteresting the 
SVM  needs  labeled  examples  of  both  these 
categories  as  input.  The  input  data  D  for  the 
SVM is of the form: 
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D  is  the  dataset  containing  n  example  patches. 
The examples xi  we used for our experiments are 
169 (13x13 pixels) element vectors with labels yi, 
1 for positive examples, -1 for negative examples. 
The  choice  for  the  patch  size,  13x13  pixels,  is 
justified in section 3.2. The patches are created as 
explained in section 2.4.4.  
        Next  a  kernel  function  must  be  chosen 
which is used by the SVM to map the data to a 
higher  dimension.  The  process  of  mapping  the 
data to a higher dimension in order to make it 
linearly  separable  is  usually  referred  to  as  the 
kernel trick. The kernel trick is a method that is   3
used  for  problems  that  cannot  be  solved  by  a 
linear  classifier,  such  as  a  standard  SVM.  It 
works by using a kernel to map the non-linearly 
separable  data  to  a  higher  dimensional  space 
where  it  is  possible  for  the  linear  classifier  to 
separate the data with a hyperplane. This means 
that a non linear classification problem changes 
into a linear classification problem in the higher 
dimensional  feature  space.  The  process  of 
mapping  the  data  to  a  higher  dimension  is 
explained  in  much  detail  in  [11,13].  After  the 
problem  is  turned  into  a  linear  classification 
problem it can  be  solved by the SVM. For our 
experiments  we  used  a  Gaussian  Radial  Basis 
Function (RBF) as kernel: 
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This is the default kernel for use with an SVM 
and it performs well for most applications. It is 
recommended as a first choice for use with an 
SVM  by  [16]  because,  among  other  things,  it 
requires less parameters than most other kernels. 
Only σ has to be specified.  The bandwidth of the 
kernel,  σ,  determines  the  shape  in  which  the 
input  data  is  mapped  in  the  higher  dimension 
[14].  The  shape  of  the  input  data  in  the  high 
dimension  feature  space  determines  the 
maximum size of the margin that can be found 
[15]. This means that σ has direct influence on 
performance.  The  process  of  selecting  the 
optimal bandwidth σ for the kernel function is 
described in paragraph 2.5.1. 
2.2      Rotation invariance 
The  base  model  as  discussed  in  the  previous 
paragraph is sensitive to changes in orientation 
of the patches. This is an  undesirable situation 
because  this  means  that  the  model  is  only 
capable of correctly classifying image patches if 
the  gradient  of  their  image  structure  has  the 
same dominant orientation as the image patches 
the model was trained on.  
        Humans  are  quite  robust  to  changes  in 
orientation [12]. If an object/pattern is classified 
as  being  interesting  by  the  visual  system  of  a 
person  it  will  still  be  recognized  as  being 
interesting  if  its  orientation  relative  to  that 
person’s  retina  is  slightly  different. 
        To  achieve  this  rotation  invariance  in  our 
model, we apply orientation normalization to the 
patches.  Orientation  normalization  consists  of 
rotating  the  patches  in  the  direction  of  their 
dominant  orientation.  That  way,  patches 
containing  the  same  image  structure  but  with 
different orientation will be transformed to the 
same dominant orientation so the SVM will put 
them in the same class. The process is explained 
in more detail in section 2.2.1. 
2.2.1  Method 
The  method  we  used  for  normalizing  the 
orientations  of  the  patches  is  based  on  the 
rotation normalization of the SIFT algorithm by 
Lowe  [4].  The  first  step  in  normalizing  the 
orientation  of  a  patch  I  is  to  calculate  the 
gradients for each pixel in an eight pixel radius 
around  the  interest  point.  The  interest  point  is 
the central pixel in a patch. The gradients consist 
of  a  magnitude,  m(x,y)  equation  (2),  and  an 
orientation, o(x,y) equation (3). 
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Figure 2.2 shows an image patch and a close up 
of the neighborhood of the interest point and its 
gradients.  
        An  orientation  histogram  is  created 
containing 36 bins from -170 to 180 degrees. The 
orientations of the pixels in the neighborhood of 
the  interest  point  are  weighted  by  their 
magnitudes and by a Gaussian weighted circular 
window. The  σ of the  Gaussian window is 1.5 
times that of the scale of the pixel [4]. Since we 
do not know the scale of the interest point we 
fixed σ to 1.5. Weighing the magnitudes ensures 
that  orientations  of  pixels  closer  to  the  actual 
interest  point  contribute  more  to  the  dominant 
orientation of the image patch than orientations 
of pixels on the sides. 
        The resulting histogram, figure 2.3, is then 
used to determine the dominant orientation for 
the  image  patch  by  detecting  the  orientation   4
corresponding  with  the  highest  peak  in  the 
histogram.  
 
1.   Image patch        2.   Gradients 
 
 
 
 
 
 
 
 
 
Figure 2.2 
Picture  1  shows  an  image  patch  whose  dominant 
orientation  is  to  be  determined.  Picture  2  shows  a 
close  up  of  a  part  of  the  patch.  For  each  pixel  the 
contrast  gradient  is  calculated,  the  gradients  are 
represented by the red lines in the image. 
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Figure 2.3 
Histogram  showing  the  weighted  sums  of  the 
magnitudes of the orientations present in the image 
patch.  The  red  bar  at  -80  degrees  represents  the 
dominant orientation of this image patch. 
 
Finally,  the  patch  is  rotated  by  the  number  of 
degrees as specified by the dominant orientation 
but in the opposite direction. This means that all 
patches  are  normalized  to  have  a  dominant 
orientation  of  zero  degrees  before  they  are 
presented as input to the SVM.  
        Figure 2.4 illustrates how two image patches 
containing the same objects but having different 
orientations end up in the same orientation after 
normalization.  This  way  they  are  equal  when 
they are used as input for the SVM so they will 
both be classified the same. The patches we use 
for this model are larger than the ones we used 
in  the  original  model.  This  is  because  after 
rotation, we have to cut out a square patch with 
the same size we used in the base model, see 1b 
and 2b in figure 2.4.  
 
1a.      1b. 
 
 
 
 
 
2a.      2b. 
 
 
 
 
 
 
 
Figure 2.4 
Picture  2a  is  a  rotated  version  of  picture  1a.  Their 
dominant  orientations  are  indicated  by  the  red 
arrows. After normalizing both pictures by rotating 
them  by  the  amount  of  degrees  specified  by  their 
respective dominant orientations they end up in the 
same orientation. Finally square patches are cut out 
of  the  normalize  pictures  as  shown  in  pictures  1b 
and 2b. 
 
Because  the  orientation  of  the  image  patch  is 
now normalized the patch is ready to be used as 
input for the SVM. 
 
2.3     Scale invariance 
The base model is not only sensitive to rotations, 
changes in scale also have an effect on interest 
point detection. In order to diminish this effect 
we decided to make the model invariant to scale 
so it would be able to decide on the degree of 
interestingness  of  an  object  irrespective  of  its 
size.  
2.3.1  Method 
In  order  to  achieve  scale  invariance  we  had  to 
find a way to select an optimal scale for every 
interest  point.  We  used  the  Difference  of 
Gaussians  method,  which  is  an  efficient 
approximation of the Laplacian of Gaussians [4]. 
We defined the optimal scale for a point as the 
scale that corresponds to maximum response of 
the Difference of Gaussian image at that point.   5
        In order to determine this optimal scale we 
start with constructing a list of 25 Difference of 
Gaussian  images,  the  DoG-list.  The  DoG  list is 
constructed as follows.   First a Gaussian filter, 
equation  (4),  with  a  certain  scale  n σ   is 
convolved with an imageI .  
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This  results  in  the  filtered  image 1 I ,  equation 
(6.1). Then the same image  I  is convolved with 
a Gaussian filter with slightly bigger scale given 
by equation (5):  
 
       2 . 0 ) log( 1 + + = + n n n σ σ σ              (5) 
 
 resulting in filtered image  2 I , equation (6.2).   
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The log function in equation (5) is used to make 
sure that when the scale grows so does the factor 
with which the scale grows. Then the difference 
of Gaussians is calculated, equation (7), 
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This  is  done  for  all  scales  from  7 = n σ   to 
50 = n σ  in 25 steps of equal size. The result of 
this  operation  is  a  list  of  25  Difference  of 
Gaussian images, the DoG-list.  
        Next  the  list  containing  the  coordinates  of 
the  interest  points,  the  IP-List,  defined  by  the 
maxima of the fixation density map as explained 
in section 2.7, is used again. For every location in 
the IP-list the response value of all scales in the 
DoG list is compared. For every location in the 
IP-list the scale in the DoG-list with the maximal 
response  at  that  location  is  taken  to  be  the 
optimal scale. Then the procedure was repeated 
to determine the optimal scales for the negative 
locations. 
        Finally the optimal scale for each location is 
used  to  calculate  its  optimal  patch  size.  The 
radius of a patch is the optimal scale multiplied 
by  1.5.  This  resulted  in  patches  sized  between 
20x20  and  150x150  pixels  in  diameter.    These 
patches are then used to train and test the SVM. 
 
2.4  Experimental setup 
In  this  section  data  collection  and  preparation 
methods  are  explained  in  detail.  Statistical 
methods  we  used  for  analysis  of  our 
experimental data are also discussed. 
 
2.4.1        Human eye movement data 
Because a SVM is a supervised learning method  
labeled training data is needed. After training on 
sets of positive and negative examples the model 
has to be able to classify a given image patch as 
being interesting or not interesting. In order to 
train  the  model  we  created  a  set  of  interesting 
image  patches,  labeled  ‘1’,  and  a  set  of 
uninteresting patches labeled ‘-1’.  
        In  order  to  create  the  datasets  needed  we 
used a set of 99 pictures used in an experiment 
on human eye movements by Kootstra et al [3], 
examples are shown in figure 2.5. 31 Participants 
took part in the experiment. In this experiment, 
eye fixations were recorded while persons were 
watching  pictures  of  five  different  categories: 
animals,  street  scenes,  buildings,  flowers  and 
nature.  The  participants  were  not  given  any 
specific task, they were told to just freely look at 
the  pictures  because  for  the  experiment  they 
were  only  interested  in  bottom-up  components 
of visual attention. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.5 
Examples  of  the  images  in  the  five  different 
categories. From left to right, top to bottom: 
animals, street scenes, buildings, flowers, nature. 
 
The resulting data set was very suitable for our 
experiment  since  the  focus  was  on  bottom  up 
components of  visual attention.  Using the eye 
tracker data from all participants that viewed an   6
individual picture it is possible to locate the most 
interesting  locations  of  that  image,  see  section 
2.4.2. Once these locations are identified positive 
(interesting) and negative (uninteresting) patches 
can  be  extracted  containing  the  location  and  a 
certain neighborhood of surrounding pixels. It is 
necessary to extract a neighborhood around the 
interesting  location  because  eye  fixations  are 
always  near  the  actual  interest  point  but  not 
always exactly on the interesting location. These 
patches  are  then  labeled  ‘1’  which  stands  for 
interesting  or  ‘-1’  for  uninteresting  and  can  be 
used for training the model.     
2.4.2  Patch extraction 
In order to extract interesting patches, the most 
interesting  points  in  the  image  need  to  be 
determined.  The  first  step  is  to  compute  a 
fixation-density  map  based  on  the  eye-tracker 
data  recorded  for  a  certain  image.  A  Fixation 
Density  Map,  or  FDM,  as  shown  in  figure  2.5 
picture  2,  shows  the  density  of  human  eye 
fixations.  
        In  order  to  create  an  FDM,  for  every 
participant, all pixel coordinates in a small area 
around  the  locations  his  eyes  fixated  on  are 
incremented with a weighted value, v. V has a 
fixed  value,  v=1.  Then  v  is  weighted  by  a 
Gaussian  function,  equation  (9).  The  Gaussian 
function is centered at the fixation locations and 
has  a  standard  deviation  σ=18.  This  value 
corresponds to the angular size of the fovea in 
the  human  eye  [3].  The  reason  it  is  weighted 
before  it  is  added  to  a  pixel  is  because  this 
ensures  that  pixels  closer  to  the  actual  fixation 
point are given a higher value than pixels further 
away.  
        The  result  is  a  set  of  lists  containing 
coordinates  with  weighted  values,  one  list  for 
every participant. If the pixel values in these lists 
are added for every participant this results in an 
FDM.  Equation  (8)  describes  this  process  more 
formally.  
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 If  a  certain  coordinate  has  a  high  value, 
displayed  in  red  in  the  FDM,  it  means  it  is 
viewed by most participants, if its value is near 
zero, blue in the FDM, none of the participants 
even fixated near that area.  
        The next step is to identify the local maxima 
in  the  FDM,  because  they  are  the  most 
interesting points in the image according to the 
participants. The maxima are defined as follows: 
a maximum has a value that is higher than the 
threshold given by equation 10.  
 
       ) max(
3
1
FDM threshold ⋅ =            (10) 
 
Furthermore,  its  value  is  higher  than  its 
surrounding pixels, in a 3 pixel radius.  
        Based  on  these  maxima  patches  can  be 
extracted. Around each interesting point a patch 
of 105x105 pixels is extracted, rescaled to 13x13 
pixels, labeled ‘1’ for being interesting and put in 
our data set on which we will train and test our 
model.  The  process  of  patch  extraction  is 
summarized in figure 2.6 on the next page. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   7
1. 
 
 
 
 
 
 
 
 
2. 
 
 
 
 
 
 
 
 
 
 
3. 
 
 
 
 
 
 
 
 
4. 
 
 
 
 
 
 
 
 
 
5. 
 
 
 
 
 
 
 
 
 
 
Figure 2.6  
Step  by  step  summary  of  the  patch  extraction 
method. 1: A picture as presented to participants in 
the experiment of Kootstra et al. 2: A fixation density 
map  generated  from  the  eye  tracker  data  recorded 
during the experiment. Red indicates the areas with 
the  most  fixations,  blue  areas  contain  the  least 
fixations. 3: The maxima selected from the fixation 
density map are indicated by the yellow and black 
markers. 4: The patches extracted around the maxima 
in the fixation density map. 5: The negative patches 
extracted from a random image at the same locations 
as the positive patches. 
 
The  SVM’s  goal  is  to  construct  a  hyperplane 
which  separates  two  classes  of  data.  It  cannot 
learn to classify image patches according to their 
saliency  when  only  positive  examples  are 
supplied in the learning phase. This means that 
we  need  a  second  class  of  data,  the  negative 
examples.   
        The method for negative patch selection was 
taken  from  Kienzle  et  al  [1,2]  and  consisted  of 
taking the coordinates of the interesting points of 
an image, placing them over a randomly chosen 
different image and extracting negative patches 
from that image. According to Kienzle et al ‘this 
method ensures that the negative examples have 
exactly the same position statistics as the positive 
examples. A possible bias due to the statistics of 
gaze  positions  thus  becomes  invisible  to  a 
discriminative  method.’  Because  photographers 
usually aim to keep the object of the picture in 
the center, interesting points tend to be clustered 
around the center of an image, so there is quite a 
big  risk  of  selecting  an  interesting  point  as  a 
negative example. In the original experiment of 
Kienzle et al this was  not as much of an issue 
because the images that were used were cut out 
of high resolution, 4064x2704 pixels, pictures at 
random  positions.  This  way,  the  object  of  the 
actual photograph was not always positioned in 
the center of the pictures they used for the eye 
tracker experiment. Because the eye tracker data 
we  received  was  recorded  while  subjects  were 
looking at unedited photographs this side effect 
of  Kienzle  et  al’s  negative  patch  selection 
method,  could  cause  a  serious  decrease  in 
performance so we used a second method and 
compared the results.  
        This  new  method  for  negative  patch 
selection takes random image locations. Before a 
location  is  accepted  is  has  to  meet  two 
requirements. First, a selected location may not 
be  more  interesting  than  25%  of  the  least 
interesting  locations  in  the  FDM.  Second,  an   8
image patch must lie within the image borders. If 
a location does not meet both these requirements 
another  random  location  is  selected  until  both 
requirements  are  met.  Then  a  patch  is  cut  out 
from the same image that is used for the positive 
patches. This way we are sure that the patches 
labeled as uninteresting were indeed considered 
uninteresting  by  the  participants  of  the  eye-
tracker experiment.  
        After patch extraction, our data consisted of 
three data sets of equal size. One labeled set of 
positive  and  2  labeled  sets  of  negative  patches 
(one  for  each  selection  method).  Each  data  set 
contained 1786 image patches. Table 2.1 shows 
the number of patches per category. 
 
Categorie  Nr. of patches 
Animals  68 
Automan  168 
Buildings  282 
Flowers  76 
Nature  1192 
 
Table 2.1 
Number of patches per image category. 
 
The number of patches per category depends on 
the number of locations per category that were 
indicated as interesting by the participants in the 
experiment by Kootstra et al [3]. 
2.4.3  Measuring performance: the ROC Score 
The measure of performance used for our tests is 
the  Receiver  Operating  Characteristic  or  ROC-
score  also  known  as  AUC,  Area  Under  ROC 
curve  [6].  A  ROC  curve  is  a  two-dimensional 
graph  in  which  the  true  positive  rate,  tpr,  is 
plotted on the y-axis and the false positive rate, 
fpr, is plotted on the x-axis. ROC-score is widely 
used  in  machine  learning  to  measure  and 
compare  performance  of  different  machine 
learning  techniques.  According  to  Fawcett  [6]: 
“The  ROC-Score  has  an  important  statistical 
property:  the  ROC-Score  of  a  classifier  is 
equivalent  to  the  probability  that  the  classifier 
will  rank  a  randomly  chosen  positive  instance 
higher  than  a  randomly  chosen  negative 
instance.” The ROC score is found by calculating 
the area under the ROC curve. The algorithm by 
Fawcett  [6]  for  calculating  the  area  under  the 
curve can be found in appendix A, algorithm 1. 
Since  the  tpr  and  the  fpr  both  have  values 
between 0 and 1, random guessing produces the 
diagonal line between (0, 0) and (1, 1). The area 
under this line is 0.5. This means that a classifier 
with a ROC-score of 0.5 has no predictive value 
at all. The probability that it ranks two randomly 
chosen instances, image patches in our case, in 
the right order is 50%. A classifier with a ROC-
score of 1 is a perfect classifier.  
2.4.4  Multilevel Bootstrapping 
Because our model contains a random element in 
the negative patch selection methods running the 
experiment  once  does  not  produce  reliable 
results.  
        In order to get reliable results we executed 
the  experiment  10  times.  This  resulted  in  10 
datasets
10
1 = n D ,  each  of  which  had  different 
negative patches due to the random element in 
the negative patch selection method.  
        Then  we  analyzed  the  datasets  using  a 
combination of k-fold cross validation and multi 
level bootstrapping at a 95% confidence interval. 
For every dataset  n D k-fold cross validation was 
performed.  K-fold  cross  validation  consists  of 
randomly dividing a dataset into k subsets. For 
our  experiments  we  used  10-fold  cross 
validation, so k=10. It is not possible to use k >10 
because  the  smallest  number  of  patches  in  a 
category is about 100. K >10 would result in train 
and  test  sets  containing  less  than  10  examples 
which would result in an unreliable estimation 
of the model’s performance. The SVM is trained 
and tested in 10 rounds. Every round one of the 
10  subsets  is  used  for  testing  while  the  rest  is 
used  for  training  the  model.  The  process  is 
finished when, after 10 rounds, all sets have been 
used as a test set once.  
        This resulted in 10 ROC scores per dataset. 
The ROC scores per dataset were then used for 
multilevel  bootstrapping  to  compute  the  error 
bounds.  Multilevel  bootstrapping  consisted  of 
taking, with replacement, a thousand sample sets 
from  the  ROC  scores  per  dataset  generated  by 
the  ten  fold  cross  sessions.  Then  another 
thousand  samples are taken, with replacement, 
from these thousand sample sets. These samples 
are  normally  distributed  so  a  95%  confidence 
interval can be calculated and significance of the 
results can be determined. Finally the scores per   9
dataset  were  used  to  calculate  the  mean  ROC 
Score for each dataset.  
 
2.5      Parameter setting 
This section shows how well the model performs 
for  various  values  for  the  parameters  in  our 
model. These experiments lead to the choice of 
optimal values for the parameters that determine 
the bandwidth of the RBF kernel and the patch 
size. 
 
2.5.1    RBF kernel σ selection 
In order to find the optimal bandwidth σ for the 
Gaussian  RBF  kernel  function  equation  (1)  we 
tested σ values ranging from 0.01 to 10. σ = 0.75 
turned out to give the best results e.g. caused the 
SVM  to  find  the  hyperplane  with  the  largest 
margin  (as  explained  in  section  2.1).  See 
Appendix A figure 2.7 for a graph showing the 
performance of our model for different values of 
σ. 
2.5.2   Determining patch size 
Before  the  patches  could  be  extracted,  optimal 
patch size had to be determined. We did this by 
testing  different  degrees  of  visual  angle.  The 
images used in the experiment by Kootstra et al 
[3] were displayed full-screen with a resolution 
of 1024 by 768 pixels on an 18’’ crt monitor of 36 
by  27  cm  at  a  distance  of  70  cm  from  the 
participants. The visual angle was approximately 
29° horizontally by 22° vertically. In order to find 
the  optimal  visual  angle  for  our  patches  we 
tested  several  values  ranging  from  0.1  to  6.1 
degrees of visual angle. The model performs best 
when a visual angle of 1.5 degrees is used, this 
corresponds to a patch size of 105 by 105 pixels, . 
Appendix  A  Figure  2.8.  This  is  the  size  of  the 
patches we used for our experiments.  
        In  Kienzle  et  al  [1,2]  the  extracted  patches 
are  resized  to  a  lower  resolution  of  13  by  13 
pixels in order to decrease computational load. 
After  training  and  testing  our  model  with 
patches resized to different lower resolutions, see 
Appendix  A  Figure  2.9,  we  decided  to  rescale 
our patches to the same resolution as Kienzle et 
al.  The  results  of  these  runs  indicate  that  in 
general there is a trade off between computation 
time  and  performance  when  selecting  the  size 
patches will be rescaled to. Smaller patches equal 
fast  training  and  bad  performance,  bigger 
patches  equal  slower  training  and  better 
performance. Patches bigger than 13 by 13 pixels 
caused  the  model  to  train  unacceptably  slow, 
while  smaller  patches  caused  the  model  to 
perform badly. 13 by 13 pixels seemed to be the 
optimal  resolution  to  rescale  the  extracted 
images to. 
3.  Results 
The paragraphs of this section show the results 
of  the  base  model,  the  model  that  is  rotation 
invariant  and  the  model  that  is  invariant  to 
changes in scale. 
3.3   Results base model 
In figure 3.4, we show that the base model using 
Kienzle et al’s negative patch  selection method 
(discussed  in  subsection  2.4.4)  performed  at 
roughly the same level as the original model as 
proposed by Kienzle et al. The original model as 
implemented by Kienzle et al. received a ROC-
score  of  0.67.  Figure  3.4  shows  a  comparison 
between  our  model  and  the  original  model  by 
Kienzle et al. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4 
To give an indication of how our model compares to 
the original this figure shows the ROC-scores of our 
model per category (the bars) compared to the ROC-
score  of  the  original  model  by  Kienzle  et  al  (the   10
dotted  line).  The  error  bars  indicate  the  95% 
confidence interval. 
 
Our model performs at roughly the same level as 
Kienzle et al’s model, our scores are sometimes a 
little  higher  than  0.67  but  never  significantly 
better at a 95% confidence interval. It performs 
significantly worse for the categories buildings, 
flowers  and  nature.  The  fact  that  our  model 
performs worse than Kienzle et al’s model was to 
be  expected.  In  paragraph  2.4.4  we  already 
pointed  out  that  the  negative  patch  selection 
method used by Kienzle et al was not optimal for 
use with our dataset.   
        Figure  3.5  shows  how  our  implementation 
using the new negative patch selection method 
performs  compared  to  the  negative  patch 
selection method used by Kienzle et al.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5 
Comparison  of  the  base  model  with  the  original 
negative patch selection method and the same model 
with  the  new  negative  patch  selection  method 
discussed  in  the  last  part  of  section  2.7.  The  error 
bars indicate the 95% confidence interval. 
 
The  new  negative  patch  selection  method 
performed  better  for  all  image  categories, 
although  only  significant  for  the  buildings 
category. 
3.4      Results rotation invariance 
Figure  3.6  shows  the  results  of  our  method  of 
making  the  model  invariant  to  rotation.  Our 
method for making the model rotation invariant 
does not cause the model to perform better for 
all  image  categories.  Figure  3.6  shows  a 
comparison  between  the  model  with  and 
without rotation invariance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6 
This  graph  shows  performance  of  the  base  model 
(the  red  bars)  compared  to  the  performance  of  the 
rotation  invariant  version  of  the  base  model  (the 
white  bars).  The  error  bars  indicate  the  95% 
confidence interval. 
 
After  applying  multilevel bootstrapping  with  a 
95% confidence interval to the results it turned 
out that any differences in performance between 
the two models were insignificant except for the 
category  ‘nature’.  For  this  category  the  model 
that  was  invariant  to  rotation  performed 
significantly better. 
3.5      Results scale invariance 
The results in figure 3.7 show that our method of 
making the model invariant to changes in scale 
does  not  cause  the  model  to  perform 
significantly better. 
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Figure 3.7 
This  graph  shows  performance  of  the  base  model 
(the  red  bars)  compared  to  the  performance  of  the 
scale invariant version of the base model (the white 
bars).  The  error  bars  indicate  the  95%  confidence 
interval. 
 
Multilevel  bootstrapping  on  our  results  with  a 
95% confidence interval shows us that there are 
no  significant  changes  in  performance  for  the 
categories  “animals”,  “street  scenes”  and 
“flowers”.  The  scale  invariant  model  performs 
significantly  worse  for  the  image  categories 
“buildings” and “nature”. 
 
4     Discussion 
4.1      Discussion base model 
Our  experiments  have  shown  that  image 
categories have great influence on performance, 
this is most likely to be caused by differences in 
image  structure  between  categories.  Images  of 
buildings  show  many  straight  lines  and 
geometric  figures  while  images  of  nature  for 
example are much more chaotic.  
        Because  performance  improved  slightly, 
although  not  always  significant,  but  mainly 
because  taking  the  risk  of  using  interesting 
image  patches  as  uninteresting  examples  for 
learning  is  an  unwanted  property  of  the  old 
negative patch selection method we will use the 
new  selection  method  for  our  further 
experiments discussed in section 3 and 4.  
4.2      Discussion rotation invariant model 
The results of our experiments seem to indicate 
that the addition of rotation invariance does not 
improve  performance  of  the  basic  SVM  model 
proposed by Kienzle et al. One theory that might 
explain  these  results  is  that  normalizing  the 
input for the SVM by rotating all patches in the 
same direction makes the data a bit too uniform. 
It may  be due too this over normalization that 
the SVM finds it harder to successfully separate 
interesting  from  uninteresting  image  patches 
because  after  normalization  they  have  lost 
certain  information  which  might  make  them 
much  more  alike.  This  way  the  advantages  of 
rotation invariance may be canceled out by the 
disadvantages. 
4.3      Discussion scale invariant model 
Our  hypothesis  that  scale  invariance  would 
improve performance of the base model proved 
to  be  wrong.  The  results  of  our  experiments 
seem  to  indicate  that  the  addition  of  scale 
invariance also does not improve performance of 
the basic SVM model proposed by Kienzle et al. 
A possible explanation for the results is the same 
as for the addition of rotation invariance: maybe 
normalizing the input for the SVM by rotating all 
patches in the same direction makes the data a 
bit too uniform. The fact that making the model 
invariant to scale also had no positive effect on 
performance supports our earlier theory that it 
may be due to over normalization that the SVM 
performs  worse  at  separating  interesting  from 
uninteresting image patches.  
5       Conclusion 
Our  experiments  showed  that  neither  the 
addition of rotation invariance nor the addition 
of  scale  invariance  causes  the  base  model  to 
perform  better  for  all  image  categories.  The 
version that was scale invariant even performed 
worse for some image categories. These results 
indicate that the type of images used has a lot of 
influence  on  performance  of  the  model.  The 
results  also  suggests  that  our  hypothesis  that 
making the base model invariant to changes in 
orientation  or  scale  would  make  it  better  at 
predicting  human  eye  movements  was  wrong.      
        Our  assumption  was  that  because  the 
human visual system is invariant to changes in 
orientation or scale, a model for predicting eye   12
movements  would  perform  better  when  it  was 
invariant to these manipulations as well. The fact 
that the human visual system is invariant to the 
properties mentioned above means that humans 
are  usually  very  good  at  recognizing  objects 
irrespective  of  their  orientation  relative  to  the 
object or the scale at which the object is projected 
on their retinas. We may  have overlooked that 
this does not necessarily mean that the saliency 
of  the  object  does  not  change  when  its 
orientation  or  the  scale  at  which  it  appears  is 
changed. It is possible that an object draws our 
attention and thus the fixation point of our eyes 
only,  or  much  more,  when  it  appears  under  a 
certain orientation or at a particular scale. When 
the  orientation  and  the  scale  of  an  interesting 
image patch are normalized this information is 
lost.  Making  the  model  invariant  to  these 
features would then actually make it harder for 
the model to learn to separate interesting from 
uninteresting examples. 
        This theory could be tested by a follow up 
eye  tracker  experiment  in  which  subjects  are 
shown  images  with  objects  in  different 
orientations and scales. If an object turns out to 
be more interesting to the subjects in a particular 
orientation  or  scale  this  could  prove  that 
orientation  or  scale  of  an  object  influence 
interestingness of that object. 
        Another  theory  that  might  explain  why 
rotation  and  scale  invariance  don’t  improve 
performance would be that normalizing the scale 
and orientation of the patches makes the image 
patches  too  uniform.  If  the  interesting  and  the 
uninteresting patches are normalized too much 
they  might  become  unseparable  by  the  SVM 
because they are too similar.  
        This  theory  could  be  tested  by  calculating 
the  correlation  between  the  positive  examples 
and  the  negative  examples  before  and  after 
normalization.  If  the  correlation  between  the 
positive  and  the  negative  group  increases 
dramatically  after  normalization  it  means  that 
the groups are more similar after normalization. 
That  would  support  the  theory  because  it  is 
plausible that it is harder for an SVM to separate 
to similar classes than it is to separate two very 
distinct classes.  
        The  results  force  us  to  conclude  that  our 
methods  to make  the  model rotation and  scale 
invariant  do  not  improve  performance  of  the 
base model as proposed by Kienzle et al.. 
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Appendix A 
 
Algorithm 1: Area Under ROC Curve 
 Calculating the area under an ROC curve 
Inputs: L, the set of test examples; f(i), the probabilistic 
classifier’s estimate that example i is positive; P and N, 
the number of positive and negative examples. 
Outputs: A, the area under the ROC curve. 
Require: P > 0 and N > 0 
 
1: Lsorted ￿ L sorted decreasing by f scores 
2: FP ￿ TP ￿ 0 
3: FPprev￿ TPprev ￿ 0 
4: A ￿ 0 
5: fprev ￿ -∞ 
6: i ￿1  
7: while i≤|Lsorted| do 
8:     if f(i) ≠ fprev then 
9:           A ￿A + TRAPEZOID_AREA(FP,FPprev, 
                      TP,TPprev) 
10:          fprev ￿ f(i) 
11:          FPprev ￿ FP 
12:          TPprev ￿ TP 
13:    end if 
14:    if i is a positive example then 
15:           TP ￿ TP + 1 
16:    else /* i is a negative example */ 
17:           FP ￿ FP + 1 
18:    end if 
19:     i ￿ i + 1 
20: end while 
21: A ￿ A +  TRAPEZOID_AREA  (N, FPprev  
               ,N, TPprev) 
22: A ￿ A/(P × N) /* scale from P × N onto the   
               unit square */ 
23: end 
1: function TRAPEZOID_AREA(X1,X2,Y1,Y2) 
2: Base ￿|X1 - X2| 
3: Heightavg ￿ (Y1 + Y2)/2 
4: return Base · Heightavg 
5: end function 
 
Algorithm 1 
This algorithm by Fawcett [6] is used to calculate the 
AUC or ROC Score. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7 
This figure shows the performance of the model for 
different σ values for the RBF. The model performs 
best for σ = 0.75, indicated by the red dot. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.8 
This figure shows the performance of the model for 
different  degrees  of  visual  angle.  The  red  dot 
indicates  the  model’s  maximal  ROC-score  of  0.57. 
The  corresponding  optimal  visual  angle  is  1.5 
degrees. 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.9 
This figure shows the performance of the model for 
different patch sizes. The red dot indicates the patch 
size  for  which  the  model  performs  best.  (13x13 
pixels) 
 