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Abstract
Introduction
Brain computer interface (BCI) is a promising new technology with possible application in
neurorehabilitation after spinal cord injury. Movement imagination or attempted movement-
based BCI coupled with functional electrical stimulation (FES) enables the simultaneous
activation of the motor cortices and the muscles they control. When using the BCI- cou-
pled with FES (known as BCI-FES), the subject activates the motor cortex using attempted
movement or movement imagination of a limb. The BCI system detects the motor cortex
activation and activates the FES attached to the muscles of the limb the subject is attempt-
ing or imaging to move. In this way the afferent and the efferent pathways of the nervous
system are simultaneously activated. This simultaneous activation encourages Hebbian type
learning which could be beneficial in functional rehabilitation after spinal cord injury (SCI).
The FES is already in use in several SCI rehabilitation units but there is currently not enough
clinical evidence to support the use of BCI-FES for rehabilitation.
Aims
The main aim of this thesis is to assess outcomes in sub-acute tetraplegic patients using BCI-
FES for functional hand rehabilitation. In addition, the thesis explores different methods
for assessing neurological rehabilitation especially after BCI-FES therapy. The thesis also
investigated mental rotation as a possible rehabilitation method in SCI.
Methods
Following investigation into applicable methods that can be used to implement rehabilitative
BCI, a BCI based on attempted movement was built. Further, the BCI was used to build
a BCI-FES system. The BCI-FES system was used to deliver therapy to seven sub-acute
tetraplegic patients who were scheduled to receive the therapy over a total period of 20
working days. These seven patients are in a ’BCI-FES’ group. Five more patients were also
recruited and offered equivalent FES quantity without the BCI. These further five patients
are in a ’FES-only’ group. Neurological and functional measures were investigated and used
to assess both patient groups before and after therapy.
Results
The results of the two groups of patients were compared. The patients in the BCI-FES group
had better improvements. These improvements were found with outcome measures assessing
neurological changes. The neurological changes following the use of the BCI-FES showed
that during movement attempt, the activation of the motor cortex areas of the SCI patients
became closer to the activation found in healthy individuals. The intensity of the activation
and its spatial localisation both improved suggesting desirable cortical reorganisation. Fur-
thermore, the responses of the somatosensory cortex during sensory stimulation were of clear
evidence of better improvement in patients who used the BCI-FES. Missing somatosensory
evoked potential peaks returned more for the BCI-FES group while there was no overall
change in the FES-only group. Although the BCI-FES group had better neurological im-
provement, they did not show better functional improvement than the FES-only group. This
was attributed mainly to the short duration of the study where therapies were only delivered
for 20 working days.
Conclusions
The results obtained from this study have shown that BCI-FES may induce cortical changes
in the desired direction at least faster than FES alone. The observation of better improvement
in the patients who used the BCI-FES is a good result in neurorehabilitation and it shows the
potential of thought-controlled FES as a neurorehabilitation tool. These results back other
studies that have shown the potential of BCI-FES in rehabilitation following neurological in-
juries that lead to movement impairment. Although the results are promising, further studies
are necessary given the small number of subjects in the current study.
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1Chapter 1
Introduction
“The hand has several advantages over the eyes: ‘it can see in the dark and it can see around
corners...” John Napier
1.1 Summary
In this first chapter of the thesis, the basic concepts and terms used throughout the thesis are
defined. The chapter introduces the nervous system and the hand. It highlights the nature
and consequences of an injury to the spinal cord. It also states the methods of rehabilitation
of hand functions following spinal cord injury. Furthermore, the chapter introduces brain
computer interface and functional electrical stimulation. The chapter concludes with the
aims and objectives of the thesis.
1.2 The nervous system
The nervous system consists of the peripheral nervous system and the central nervous system.
The central nervous system consists of the brain and the spinal cord. The brain is the centre
for cognition and decision making. For example a decision to grasp a cup of tea originates
in the brain and the required motor commands to accomplish the grasp function is generated
and transmitted mainly through the spinal cord. The spinal cord transmits the commands to
the peripheral nerves of the peripheral nervous system. The commands are then transmitted
to the nerves that innervate muscles. The sensory feedback from the activation of the muscles
is sent back to the brain.
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1.2.1 Central nervous system
The brain
The brain is divided into two hemispheres namely, the left and the right hemispheres. Gen-
erally, the left hemisphere controls the right side of the body while the right hemisphere
controls the left side of the body [1]. The left (right) hemisphere is contralateral to the right
(left) side of the body. The left (right) hemisphere is ipsilateral to the left (right) side of
the body. A hemisphere may dominate the processing of a certain cognitive function and
the degree of such dominance is sometimes referred to as lateralisation (see Sections 3.3.2
and 7.3.4 for indexes of lateralisation). In each hemisphere, different structures are known to
specialise in different functions. Fig. 1.1a shows different brain structures of one hemisphere
of the brain. Brodmann’s nomenclature assigns numbers to different areas of the brain based
on their cytoarchitectural organisation [2]. The Brodmann area (BA) is widely used. Fig.
1.1a shows some of the BAs relevant in this thesis. Fig. 1.1b shows the representation of
body parts on the motor cortex [1]. Similar representation exists for the sensory cortex.
The supplementary motor areas (BA 6) are involved in coordination and direct motor control.
The premotor cortex (BA 6) is involved in the planning of motor tasks. The primary motor
cortex (BA 4) is involved in motor execution. The BA 4 and 6 are also called the precentral
gyrus. The primary sensory cortex or the somatosensory cortex or the postcentral gyrus
(mainly BA 3 but also includes BA 1 and 2) is the area that receives sensory input. The
motor and the sensory areas are called the sensorimotor cortex and this term is used often in
this thesis.
Spinal cord
The spinal cord is a tubular structure packed with nervous tissues and support cells. It is an
important part of the central nervous system that provides routs of communication between
the brain and the peripheral nervous system [3, 4]. The spinal cord is shown in Fig. 1.2. The
spinal cord is encased in a vertebral column which has a segmented structure. The spinal
cord runs along the column and pairs of nerves exit it at certain levels or segments. The
sections and the pairs of spinal nerves are named according to the vertebral level/segments
about which they exit. The vertebral levels/segments consist of eight cervical (C1 to C8),
12 thoracic (Th1 to Th12), five lumbar (L1 to L5), five sacral (S1 to S5) and one coccygeal,
adding up to 31 segments.
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Figure 1.1: Structures on a brain hemisphere (a) and the representation of body parts in the
primary motor cortex (b). (Reproduced from [1].)
1.2.2 Peripheral nervous system
The peripheral nervous system consists of the somatic and the visceral nervous system. The
somatic peripheral nervous system consists of neurons that innervate muscles, skin and the
joints. The visceral peripheral nervous system on the other hand comprises the neurons that
innervate the internal organs, blood vessels, and glands [1]. The terms afferent and efferent
axons are used to describe axons of the peripheral nervous system that carry information
towards and away respectively from a point [1]
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Figure 1.2: Structure of the spinal cord (Reproduced from Wikipedia commons.)
1.3 The hand
“The hand has several advantages over the eyes: ‘it can see in the dark and it can see around
corners; most important of all, it can interact with the environment rather than just observe
it’ ” John Napier (1980) cited in [5]
The hand has a dense population of motor nerves that support the intricate movements that it
performs. The nerves supplying the hand and the forearm include the median, ulnar and the
radial nerves. These nerves have their origins at the levels C5 to T1 of the spinal segments
[6]. The muscles the nerves innervate include intrinsic and extrinsic muscles. The intrinsic
muscles includes those located inside the hand while the extrinsic muscles includes those
located outside of the hand. The muscles of the hand and forearm are shown in Fig. 1.31.
The functions and the nerve supply to the main muscles are given in Table 1.1. For a com-
1Adapted from:http://anatomy4fitness.blogspot.co.uk/2012/11/give-yourself-
hand.html. Accessed: 8/05/2015.
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plete description of the hand muscles, see http://www.innerbody.com/anatomy/
muscular/arm-hand.
Figure 1.3: The hand and forearm muscles.
1.4 Motor control
1.4.1 Motor control in physical movement
Motor control processes are complex and involves different parts of the brain working at
different stages of the process. Fig. 1.4 shows the components of the motor system. There are
three hierarchical stages associated with movement control [1]. At the top of the hierarchy
are the association areas of the neocortex and the basal ganglia both in the forebrain. This
top level is concerned with devising the strategy that best achieve the goal of a movement.
At the middle of the hierarchy are the motor cortex and the cerebellum. This middle level
is concerned with devising the movement tactics which involves the succession of spatio-
temporal muscle contraction needed to precisely achieve the strategic gaol. At the bottom
level of the hierarchy are the brain stem and the spinal cord. This bottom level is concerned
with the execution of the movement which involves the activation of motor neurons and
interneuron pools and subsequently the lower motor neurones to produce the strategic goal
directed movement.
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Table 1.1: Main hand muscles: Functions and nerve supplies [6].
Muscles Function Nerve
Extensor digito-
rum communis
Extends the fingers at the metacar-
pophalangeal joint and also extends
the wrist
Radial nerve,
C7, 8
Extensor carpi ra-
dialis
Helps in the extension and abduction
of the wrist
Radial nerve,
C6, 7
Extensor pollicis
longus
Extends the joints of the thumb and
helps in the abduction and extension
of the wrist.
Radial nerve,
C7, 8
Flexor carpi radi-
alis
Helps in the flexion and abduction of
the wrist
Median
nerve, C6, 7
Flexor digitorum
profundus
Flexes the distal interphalangeal
joint, indirectly flexes the proxi-
mal interphalangeal, metacarpopha-
langeal joints and the wrist joints
Median
nerve,T1;
Ulnar nerve,
T1
Flexor digitorum
supperficialis
Flexes the fingers by flexion of the
metacarpophalangeal and the proxi-
mal interphalangeal joints. Indirectly
flexes the wrist.
Median
nerve, C7, 8,
T1
The activated motor neurons carrying instruction for the goal directed movement descend
from the brain via two major routs namely: the ventromedial and the lateral pathways [1].
The ventromedial pathways are under the control of the brain stem and are involved in the
control of posture, balance, locomotion and certain reflex movements. They control proximal
and axial muscles. The lateral pathways are under direct cortical control and are involved
in the voluntary movement of distal musculatures. The ventral pathways includes the corti-
cospinal tract which is one part of the pyramidal tracts.
As shown in Fig. 1.4, voluntary motor command originates from the motor cortex and
projects to other parts of the central nervous system including the brain stem and the spinal
cord [7]. The projection from the motor cortex to the spinal cord is the corticospinal tract
and it contains the upper motor neurones with cell bodies in the motor areas of the cerebral
cortex. The upper motor neurones carry motor commands down to the lower motor neurones
also known as the alpha motor neurones (α-MN). The axons of the α-MN innervate skeletal
muscle fibres.
Following movement command generation by the motor cortex, an efferent copy/corollary
discharge of the command is sent to be stored in an internal monitoring system [8, 9]. The
command travels down the upper motor neurons in the form of action potential which is a
neuronal electrical discharge. At the appropriate spinal segment the axons of the upper motor
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Figure 1.4: The main constituents of the motor system. (Reproduced from [7].)
neurons make synapses with the cell bodies/dendrites of the α-MN in the anterior horn of
the spinal cord. The action potential so travels down the α-MNs to activate skeletal muscle
fibres they innervate. In this manner a motor command originating in the brain in the form
of action potential initiate the contraction of muscles. Sensory feedbacks as consequences of
the executed action is received in the sensory system. The proprioceptive feedback resulting
from the activated muscles is received in the somatosensory cortex. Using the efferent copy,
the internal monitoring system compares the received feedback with the expected feedback
and notifies the motor cortex of any error in the movement as shown on Fig. 1.5 [8, 9].
1.4.2 Internal models
In motor control theory there is a concept of internal models which are models in the central
nervous system responsible for internal simulation of motor actions and their consequences
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Figure 1.5: The schematic diagram showing the propagation of motor command originating
from the motor cortex during an intentional movement. IMS, internal monitoring system.
[10, 11, 12, 13]. Although the internal models are theoretical, they could be used to explain
processes in the central nervous system. The models could be acquired during infancy and
undergo transformation during early life [14]. There are two main classes of the models, the
forward models and the inverse models. The forward models are responsible for predicting
the consequences of actions. They include the forward dynamic model which predicts the
physical dynamics of a system given a motor action and the forward sensory model which
predicts the sensory consequences of the actions given the predicted dynamics. The inverse
model is responsible for the opposite transformation (i.e. from consequences to action) [10].
The sensorimotor loop in Fig 1.6 shows the interactions of the internal models.
In the sensorimotor loop in Fig 1.6, when an agent intends to perform an action like grasping
an empty tea cup, the inverse model generates the required motor command considering the
current state of the hand, the grasping task and the tea cup. The forward dynamic model
estimates a new state of the hand given the current state of the hand, the efferent copy of
the newly generated motor command and the tea cup. Then the forward sensory model
predicts the sensory feedback as a result of moving from the current state to the new state
of the hand given the efferent copy of the newly generated motor command and the tea
cup. Following actual physical execution of the motor command the actual sensory feedback
generated is compared with that predicted by the forward sensory model. The discrepancy or
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error arising from this comparison is used to update the internal models in order to produce
a more fine tuned motor command for use in properly performing or repeating the task if
needed. The repetition of an action, especially a novel one, would generate a distribution
of errors corresponding to the discrepancies between the expected (i.e. the prediction of the
sensory forward model) and the actual sensory feedback. The internal models optimises the
properties e.g. minimizes the variance of the error distribution to narrow the discrepancy. In
this way the internal model learns to produce a more accurate motor command.
This concept of internal models points out the importance of actual sensory feedback and
repetition of an action while learning a motor task. The discrepancy between the actual and
predicted feedback gives a way of knowing how well the generated motor command suited
the intended action. It can also be used to differentiate a self generated from externally gen-
erated action since the later will cause large discrepancy because of the lack of internally
generated counterpart. It would not be possible to obtain the discrepancy or differentiate self
from externally generated action if either the actual or the predicted sensory feedback is not
available. There should also be issues if either the actual or the predicted sensory feedback
is disrupted or altered. The actual feedback may be altered in the case of an injury to the
spinal cord where a patient might experience loss of sensation/proprioception. The predicted
feedback might be missing in the case of brain lesion affecting the parietal cortex includ-
ing the intraparietal sulcus [15, 16] for example. Simulation of the workings of the internal
models may help in understanding what happens in these group of patients. For example
when the actual or predicted feedback is not available, the internal models can not learn on
the basis of the discrepancy between the actual and the predicted feedback. In the absence of
the actual feedback, the models may assume that all the generated motor commands worked
as expected which is not necessarily true especially if the intended task is novel. Also the
model may assume the opposite (i.e. that the motor command was completely wrong) since
comparing the predicted feedback with zero actual feedback will lead to maximum discrep-
ancy. In the other hand, in the absence of the predicted feedback, an internally generated
movement may be misinterpreted as externally generated since an external feedback may be
anticipated.
These issues in the model due to missing signals/feedbacks may contribute to cortical reor-
ganisation that can be detrimental following an injury to the nervous system.
1.4.3 Attempted and imaginary movement
Attempted movement
For healthy individuals, attempted movement,( AM) results in the movement similar if not ex-
act to that desired. This is not necessarily the case in patients who have neurological injuries.
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Figure 1.6: The sensorimotor loop showing the internal models [10].
As a result of the injury the desired movement might not be produced when attempted. In
some case no movement at all might be observed.
Motor imagery
Motor Imagery (MI) is the mental simulation of an action. It is also called explicit MI because
it is a conscious process unlike mental rotation discussed below. Motor imagery is similar to
physical motor execution except that the movement is not physically performed in the case
of MI. The mechanisms of MI is not fully understood but studies have shown that similar
areas of the motor cortex activated during actual physical movement are activated during MI
of the movement [17, 18].
Unlike a physical movement execution which is an overt process, MI is a covert process
[18]. A covert action is not physically executed but it has similar neural characteristics as
an executed action [18]. Covert actions also include movement observations [18]. During
movement observation of an action, the motor cortex is also activated in a similar manner as
during MI [18].
There are two main kinds of MI, namely kinesthetic and third-person MI [19, 20]. The
kinesthetic kind involves MI performed in the first person perspective with the performer
experiencing the kinesthetic feeling or bodily sensations associated with the action being
imagined [21]. On the other hand, the third-person kind is performed in the third person
perspective where the performer forms the visual representation of the action or of the scene
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of the action [21]. The former is more similar to physical movement than the later because
of the nature of their motor cortex activation [17, 18, 19, 21].
Mental rotation of hands
The mental rotation of a hand occurs when an internal representation of the hand is rotated.
It is an implicit MI. This means that it is similar to MI. An example of when mental rotation
occurs is when judging the laterality of human hand pictures at various orientations. If a
picture of a hand is presented to a subject for laterality judgement, the subject implicitly
rotates an internal representation of each of his/her hands in order to determine which hand
aligns correctly with the hand picture. The rotation of the internal representation of the hands
activate the motor cortex in a similar manner as MI. Mental rotation will be discussed further
in Chapter 4.
1.5 Electroencephalogram
Electroencephalogram (EEG) is extracellular electrical field potentials recorded from the
scalp. It is a measure of direct neuronal electrical activity. It has milliseconds resolution and
can be studied in different frequency bands [22, 23, 24]. Its is recorded by placing electrodes
on the scalp.
1.5.1 Electrodes positioning
Recording of EEG is done by placing electrodes on the surface of the scalp. Electrical contact
between the electrodes and the scalp can be achieved by application of a conductive gel.
The position of the electrode are often determined by the international standard system of
electrode placements including the 10/20, 10/10 and 10/5 systems [25]. The 10/10 standard
electrode positions and some of their names are shown in Fig. 1.7. The standard electrodes
positions are available on commercial EEG caps. The EEG caps come in different sizes to
allow for different head sizes based on measurement of head circumference and the distance
between the nasion and the inion.
1.5.2 Electrode montage
Different electrode montages are used in EEG recording. The most often used montages
can be derived offline or during the online recording of EEG. The montages include the
monopolar, bipolar, Laplacian and the common average reference.
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Figure 1.7: The 10/10 standard electrode positions.
The monopolar derivation is the default montage of EEG recording and the other montages
mentioned above are derived from monopolar recording. Three electrodes can be used to
derive a monopolar signal. The electrodes include an active electrode, a ground electrode and
a reference electrode. Simplifying, the signal is derived as (active−ground)−(reference−
ground). The active electrode is placed on the scalp on the location of interest while the
choice of the locations for the ground and the reference electrodes can be anywhere else on
the scalp, ear lobes or the tip of the nose. The main choice of location for the reference is
usually a location lacking in brain activity. The ground electrode provides a connection to
the earth.
The bipolar montage is obtained by subtracting two monopolar derivations. Since it gives the
difference in voltage between the two monopolar montages, the bipolar montage can help to
attenuate noise represented similarly in both monopolar recordings.
The Laplacian montage is derived by approximation of the Laplace filter [26, 27]. To derive
the Laplacian signal for a channel, the average of the surrounding channels is subtracted from
the channel. The distance of the surrounding channels determines the size of the Laplacian
filter. Small Laplacian filters with surrounding channels at 10% distance as defined in the
10/20 standard system is often used. Laplacian signal can greatly enhance local activities by
subtracting activities represented similarly in surrounding electrodes.
The common average referencing method reduces the influence of far field sources but may
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introduce artefact from one channel into another [27]. It is derived by subtracting the average
of all channels from each individual channel.
1.5.3 Frequency bands
The EEG signal is processed in specific frequency bands. Different specific EEG frequency
bands are associated with various physiological processes. The EEG frequency band used
in this thesis ranges from 0.5 to about 30 Hz. This range includes the δ, θ, α, µ and the β
frequency bands. The δ-band has frequencies less than 4 Hz. It is found in the frontal areas
in adult during sleep and during some continuous attention tasks [24].
The θ-band has a frequency range of 4-8 Hz. The θ-band can occur during action inhibition,
drowsiness and it is found in locations that are not associated to a task at hand [24].
The α-band has a frequency range of 8-13 Hz [24]. It is found around the occipital and
frontal areas of the head and is associated with process inhibition. The α-band amplitude
is enhanced when the eyes are closed or during relaxation [24]. The µ-band often referred
as the Rolandic µ rhythm has frequency range of 8-12 Hz which overlaps with that of the
α-band [24]. For this reason the two may be confused and the α-band which has a larger am-
plitude and spatial distribution may overshadow the µ-band. Electrode derivation methods
that enhances local activities can be exploited to differentiate between the two. The µ-band
is found in the central cortical representation areas that are concerned with sensory input
and movement control. Consequently the µ-band is associated with movement related corti-
cal activities. Its amplitude in the contralateral hemisphere is suppressed during movement
related cortical processes like movement imagination, execution and observation of a body
part [28]. The µ-band has several applications in this thesis.
The β-band has a frequency range of about 12-30 Hz [24]. It can be found in the frontal and
the central areas. It is associated with active mental state, focus and alertness. Its activities
during motor processes varies. Often the lower frequency band (12-16 and 16-24 Hz) de-
creases in amplitude during motor processes (in a similar manner as the µ-band) while the
the upper band may show increased amplitude in the brain hemisphere contralateral to the
one performing the motor processes [28]. The β-band has several application in this thesis.
1.6 Brain computer interface
A brain computer interface (BCI) is a system that allows direct communication between the
brain and a computer. In a typical BCI system, signal is acquired from the brain and used by
the computer to determine the state of the brain. After determining the state of the brain by
processing the recorded signal, the computer can translate the state into an action command.
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The action command can include moving a computer cursor, control of a computer game or
control of external devices like a wheelchair, control of a robotic hand and so on. A diagram
showing the basis of a BCI is shown in Fig 1.8.
Applications
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Figure 1.8: The schematic diagram of a BCI system.
Brain computer interface was originally developed for communication purposes. It has only
recently been applied to rehabilitation. There are various signals modalities that can be used
to build a BCI system used for the purpose of communication. The signal modalities are
described in Table 1.2. This thesis focuses on BCIs that can be used for movement rehabili-
tation following neurological injury. In movement rehabilitation, only EEG from Table 1.2 is
widely used. The EEG can be easily recorded and it is portable compared with fMRI for ex-
ample. It provides a measure of neuronal electrical activity and not hemodynamic response
in the case of fMRI, the later having latency between a task and the related brain activity.
Also in BCI for communication, different EEG control signals are used. These are described
in Table 1.3. The Event related desynchronisation (ERD) and event related synchronisa-
tion (ERS), ERD/ERS which can be effectively modulated by users even following many
neurological injuries is widely used in movement rehabilitation. These features are easy to
compute and require minimum number of EEG electrodes minimizing setup time. This ad-
vantage makes the ERD/ERS method suitable especially for therapeutic BCI where setup
time must be minimized given that patients are not normally available for experiments for a
long period of time. The features are well established and researchers can target physiologi-
cally relevant frequency bands when using it as features for therapeutic BCI.
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Table 1.2: Signal modalities used in brain computer interface.
Modality Description
Non-
invasive
EEG EEG (described in Section 1.5) is the extracellular electri-
cal field potential recorded from the scalp with milliseconds
temporal but poor spatial resolution [24]. It is a direct mea-
sure of neuronal electrical activity recorded by placing elec-
trodes on the scalp [29].
MEG Magnetoencephalography (MEG) is the recording of mag-
netic field arising from neuronal electrical activities. It
has similar temporal but higher spatial resolution than EEG
[29].
fMRI Functional magnetic resonance imaging (fMRI) is a method
of measuring brain activity by measuring hemodynamic re-
sponse during mental activity. It has a lower temporal (≈1
s) but a higher spatial (≈1 mm) resolution compared with
EEG. Since it determines brain activity by measuring the
associated hemodynamic response, it is an indirect measure
[29].
NIRS Near infrared spectroscopy (NIRS) can be used to indirectly
measure brain activity exploiting hemodynamic response to
brain activity in a similar manner as fMRI [29]. Hemody-
namic changes are determined from changes in attenuation
of light of near infrared wavelength. It has similar temporal
but about five times lower spatial resolution than fMR [29].
Semi in-
vasive
ECoG Electrocorticography (ECoG) is a technique that measures
direct brain electrical activity through semi invasive elec-
trodes placed on the surface of the cortex. It provides signal
of higher amplitude and is not artefact prone compared to
EEG [29]. It also has higher spatial resolution than EEG
[29].
Invasive
IcNR Intracortical neuron recording (IcNR) is an invasive tech-
nique for measuring direct electrical brain activity by plac-
ing electrodes inside the gray matter of the brain [29]. It
has similar temporal resolution as ECoG but because it can
capture spike signal from single or a small pool of neurons
it allows for the highest spatial resolution.
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Table 1.3: EEG-based control signal used in brain computer interfaces
Feature Description
P300 A P300 potential occurs at about 300 ms following a visual,
auditory and other stimuli. The P300 signal is used in BCI
by exploiting the oddball paradigm. In this paradigm, when
two stimuli are presented interchangeably at different rate,
the infrequent stimulus is associated with a larger potential
[29].
VEP Visual evoked potentials (VEP) are EEG potentials occur-
ring as a result of processes in the visual cortex in response
to visual stimuli [30]. It includes steady state visual evoked
potential (SSVEP). Following visual stimulation at a spe-
cific frequency, SSVEP with fundamental frequency equal
to that of the stimuli is generated in EEG [31].
ERD/ERS Event related desynchronisation (ERD) and event related
synchronisation (ERS) [28, 32] refer to decrease and in-
crease respectively of EEG power relative to a baseline pe-
riod within a narrow frequency band. Movement related
cortical processes like those during MI and physical exe-
cution can be quantified with ERD across the sensorimotor
cortex. ERD/ERS, sometimes referred to as event related
spectral perturbation [33], is used as a general term to refer
to both ERD and ERS.
MRCP Movement related cortical potential is a negativity in EEG
signal that occurs as a consequence of movement execution
or imagination [34].
SCP Slow cortical potential (SCP) is a slow change in EEG be-
low 1 Hz lasting from one to several seconds [35]. An in-
crease in brain activity is marked by negative SCP while a
decrease in brain activity is marked my positive SCP.
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1.7 Functional electrical stimulation
A functional electrical stimulation (FES) device delivers a small electrical current that acti-
vates motor units (consisting of an alpha motor neuron and the muscle fibres it innervates)
[36] in such a pattern to allow functional tasks to be carried out. The electrical current in-
duces contraction of muscles and therefore causes movement. The stimulation can be applied
noninvasively using bipolar electrodes placed on the neuromuscular junctions of the muscle
of interest. It can also be applied by placing an active electrode on the nerves innervating
the muscles of interest with the anode placed along the path of the nerve. The former will be
used in the experiments described in this thesis.
1.7.1 FES versus voluntary muscle activation
In voluntary muscle activation, motor units fire asynchronously and are recruited in a cer-
tain order where low-force and fatigue-resistant motor units are preferentially recruited first
(Henneman,1981 as cited in [37]). The results of this method of firing and recruitment are
smooth and fairly energy conserving motion. Motor units activation by FES differ from this.
In FES, largest axons which innervate large motor units are first recruited before the smaller
ones [37] because the large motor units have smaller resistance and conducts current at faster
rates [38]. The large motor units have the least fatigue resistance and smallest energy con-
servation. Therefore these motor units cause fatigue more quickly. Their recruitment means
that muscles can contract with non-smooth excessive force that lasts only a short time. For
these reasons FES can easily cause muscles fatigue and produces less smooth motion when
compared to voluntary muscle activation. Nevertheless, FES can still produce functional
movements that mimic voluntary motor activation if the parameters of the stimulation are
carefully chosen.
1.7.2 Parameters of FES
Surface FES devices have several parameters, illustrated in Fig. 1.9, that can be varied.
The main parameters and their typical settings used in this thesis include the current am-
plitude typically between 10 to 60 mA, frequency of stimulation typically about 26Hz and
the stimulation pulsewidth typically about 200 ms. In Fig. 1.9 the current is ramped while
the pulsewith is kept constant but this can be reversed where the current is kept constant
and the pulsewidth is ramped. An FES device normally have multiple channels to allow
simultaneous and sequential activation of different muscles in order to achieve a more re-
alistic movements. They can interface directly to a computer through the USB bus which
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allows easy control of the parameters to achieve a desired quantity of charge and pattern of
stimulation.
The charge deposited by an FES device is given by,
Q = Ipwts/IPI
= Ipwtsv (1.1)
where I is the current, pw is the pulsewidth, ts is the total stimulation time, IPI is the inter
pulse interval and v = 1/IPI is the frequency. The charge per unit pulse is given by Ipw. To
prevent potential damage to cells, the pulses can be delivered in a biphasic shape as shown in
Fig. 1.9. Also as shown in Fig. 1.9 the shape of the overall stimulation is trapezoid in order
to allow the receiver to gradually adapt to the stimulation to reduce pain.
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Figure 1.9: A single channel illustration of common FES parameters used in BCI-FES. The
inset shows the pw of a charge balanced single biphasic pulse. IPI, inter pulse interval; I,
current; v, frequency; pw, pulsewidth; t, time.
The FES parameters must be carefully chosen to avoid painful stimulus. This can be achieved
by keeping the chargeQ as low as possible by adjusting the current, frequency and pulsewidth.
The frequency of stimulation require special consideration because low frequencies below
12.5 Hz produces unpleasant non-tetanic contraction [39]. On the other hand, high frequency
of about 50 Hz and above will cause fast muscle fatigue. This is because FES will keep re-
cruiting the same group of motor units and at high frequency of stimulation, these motor
units are recruited at faster rate accelerating muscle fatigue.
1.8 Spinal cord injury
Spinal cord injury (SCI) is caused by either trauma or disease. It leads to reduced sensory,
motor functions and reflex control, control of involuntary functions. The SCI negatively
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affects the quality of life making sufferers dependent on others for even basic life needs.
Traumatic causes of SCI include accidents, assaults and sports related injuries. Disease
related SCI includes multiple sclerosis, ischemia, spinal cord tumour and others [40]. More
men suffer SCI than women mainly because most of the injuries are caused by trauma which
occurs in activities dominated by men [41].
1.8.1 Categorisation of SCI
Level of injury
The lowest spinal segment below which abnormal motor and sensory functions are present
is known as the neurological level of injury. The higher the neurological level of injury,
the more the loss of functions. A cervical injury (injury at the cervical segment) results in
tetraplegia. Tetraplegia is the loss of upper and lower extremity functions also known as
quadriplegia. An injury below the cervical segment results in paraplegia which is a loss
of lower extremity functions [41]. Tetraplegia is more serious than paraplegia because it
involves more complications and loss of hand functions. The loss of hand functions makes
patients more dependent and most patients regard the loss of hand functions as the most
devastating consequence of their injury [42].
Completeness of injury
A SCI can be complete or incomplete. According to the American spinal injury association
(ASIA) impairment scale, an injury is incomplete if the patient has anal sensation, deep anal
sensation and sensation at the mucocutanouse junction at spinal segments S4 to S5 [43]. A
SCI patient with these sensations is scored/classed in the ASIA impairment scale as having
at least ASIA B. But if the patient has preservation of voluntary function of the anal sphincter
then the injury is scored as at least ASIA C and the injury is referred to as motor incomplete.
A complete injury which is scored as ASIA A is an injury where there is no motor and
sensory functions in the spinal sacral segments, S4 to S5. The guidelines to assessing the
ASIA impairment score is shown in Fig. 1.102. The ASIA impairment scale assessment form
is shown in Fig. 1.113. A complete injury is more severe than an incomplete one. Kirshblum
and colleagues showed that a patient with initially incomplete injury has a better chance of
improvement in the level of injury and motor index score [44].
2The guidelines to assessing the ASIA impairment score is available at: http://www.asia-
spinalinjury.org/elearning/isncsci_worksheet_2015_web.pdf, Accessed: 26/06/2015
3The ASIA impairment scale assessment form is is available at: http://www.asia-spinalinjury.
org/elearning/isncsci_worksheet_2015_web.pdf, Accessed: 26/06/2015
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ASIA Impairment Scale (AIS) Steps in Classification
The following order is recommended for determining the classification of 
individuals with SCI.
1. Determine sensory levels for right and left sides.
The sensory level is the most caudal, intact dermatome for both pin prick and 
light touch sensation.
2. Determine motor levels for right and left sides.
Defined by the lowest key muscle function that has a grade of at least 3 (on 
supine testing), providing the key muscle functions represented by segments 
above that level are judged to be intact (graded as a 5).
Note: in regions where there is no myotome to test, the motor level is 
presumed to be the same as the sensory level, if testable motor function above 
that level is also normal.
3. Determine the neurological level of injury (NLI)
This refers to the most caudal segment of the cord with intact sensation and 
antigravity (3 or more) muscle function strength, provided that there is normal 
(intact) sensory and motor function rostrally respectively.
The NLI is the most cephalad of the sensory and motor levels determined in 
steps 1 and 2.
4. Determine whether the injury is Complete or Incomplete.
(i.e. absence or presence of sacral sparing)
If voluntary anal contraction = No AND all S4-5 sensory scores = 0 
AND deep anal pressure = No, then injury is Complete.
Otherwise, injury is Incomplete.
5. Determine ASIA Impairment Scale (AIS) Grade:
    Is injury Complete?     If YES, AIS=A and can record
                                        
    Is injury Motor Complete?   If YES, AIS=B 
                                         (No=voluntary anal contraction OR motor function
                                more than three levels below the motor level on a
                                given side, if the patient has sensory incomplete
                                classification)                                            
Are at least half (half or more) of the key muscles below the 
neurological level of injury graded 3 or better?
If sensation and motor function is normal in all segments, AIS=E
Note: AIS E is used in follow-up testing when an individual with a documented 
SCI has recovered normal function. If at initial testing no deficits are found, the 
individual is neurologically intact; the ASIA Impairment Scale does not apply.
AIS=C
NO
NO
NO YES
AIS=D
Movement                     Root level
Shoulder: Flexion, extension, abduction, adduction, internal     C5
and external rotation                
Elbow: Supination 
Elbow: Pronation                   C6
Wrist: Flexion 
Finger: Flexion at proximal joint, extension.            C7
Thumb: Flexion, extension and abduction in plane of thumb 
Finger: Flexion at MCP joint               C8
Thumb: Opposition, adduction and abduction perpendicular 
to palm
Finger: Abduction of the index finger            T1
Hip: Adduction              L2
Hip: External rotation               L3
Hip: Extension, abduction, internal rotation              L4
Knee: Flexion
Ankle: Inversion and eversion
Toe: MP and IP extension 
Hallux and Toe:  DIP and PIP flexion and abduction           L5 
Hallux: Adduction        S1
A = Complete. No sensory or motor function is preserved in 
the sacral segments S4-5.
B = Sensory Incomplete. Sensory but not motor function 
is preserved below the neurological level and includes the sacral 
segments S4-5 (light touch or pin prick at S4-5 or deep anal 
pressure) AND no motor function is preserved more than three 
levels below the motor level on either side of the body.
C = Motor Incomplete. Motor function is preserved at the 
most caudal sacral segments for voluntary anal contraction (VAC) 
OR the patient meets the criteria for sensory incomplete status 
(sensory function preserved at the most caudal sacral segments 
(S4-S5) by LT, PP or DAP), and has some sparing of motor 
function more than three levels below the ipsilateral motor level 
on either side of the body.
(This includes key or non-key muscle functions to determine 
motor incomplete status.) For AIS C – less than half of key 
muscle functions below the single NLI have a muscle grade ≥ 3.
D = Motor Incomplete. Motor incomplete status as defined 
above, with at least half (half or more) of key muscle functions 
below the single NLI having a muscle grade ≥ 3.
E = Normal. If sensation and motor function as tested with 
the ISNCSCI are graded as normal in all segments, and the 
patient had prior deficits, then the AIS grade is E. Someone 
without an initial SCI does not receive an AIS grade.
Using ND: To document the sensory, motor and NLI levels, 
the ASIA Impairment Scale grade, and/or the zone of partial 
preservation (ZPP) when they are unable to be determined 
based on the examination results.
INTERNATIONAL STANDARDS FOR NEUROLOGICAL 
CLASSIFICATION OF SPINAL CORD INJURY
ZPP (lowest dermatome or myotome 
on each side with some preservation)
Muscle Function Grading
0 = total paralysis
1 = palpable or visible contraction
2 = active movement, full range of motion (ROM) with gravity eliminated
3 =  active movement, full ROM against gravity
4 = active movement, full ROM against gravity and moderate resistance in a muscle 
specific position
5 = (normal) active movement, full ROM against gravity and full resistance in a 
functional muscle position expected from an otherwise unimpaired person
5* = (normal) active movement, full ROM against gravity and sufficient resistance to 
be considered normal if identified inhibiting factors (i.e. pain, disuse) were not present
NT = not testable (i.e. due to immobilization, severe pain such that the patient 
cannot be graded, amputation of limb, or contracture of > 50% of the normal ROM)
Sensory Grading
0 = Absent
1 = Altered, either decreased/impaired sensation or hypersensitivity
2 = Normal
NT = Not testable
When to Test Non-Key Muscles:
In a patient with an apparent AIS B classification, non-key muscle functions 
more than 3 levels below the motor level on each side should be tested to 
most accurately classify the injury (differentiate between AIS B and C).
Figure 1.10: The guidelines to assessing the ASIA impairment score.
Acute, sub-cute and chronic SCI
The acute stage begins from the time of injury up till about a few days or weeks4 [4]. This is
the stage when a patient is in a critical condition and in shock due to the injury. From about
a few weeks to the first six months, post-SCI, can be regarded as the sub-acute stage of the
injury [4]. Following the sub-acute stage is the chronic stage. Natural recovery of functions
occurs mostly in the sub-acute stage rather than in the chronic state [4, 44].
1.9 Methods of neurorehabilitation of hand functions
after spinal cord injury
Different non-invasive neurorehabilitation methods are used in spinal units to help patients
to regain their hand functions. These methods are discussed in subsequent paragraphs.
4Note that there are no general definition of the acute, sub-acute and the chronic stages in
SCI: see http://sci.rutgers.edu/index.php?page=viewarticle&afile=10_January_
2002@AcuteSubChronicSCU.html, Assessed: 22/07/2015
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Figure 1.11: The ASIA impairment scale assessment form.
Physical and occupational therapy are major part of the intervention SCI patients receive for
neurorehabilitation purposes. For example it is an integral part of the rehabilitation plan at
the Queen Elizabeth National Spinal Injury Unit, Southern General Hospital, Glasgow. This
is the hospital where major part of the work on this thesis was performed. Patients at this
hospital normally attend therapy sessions four days in a week from Tuesday to Friday. A
session lasts for one hour. During the sessions patients’ hands are massaged and stretched
to straighten the fingers preventing them from clawing. The patients are then given several
physical activities involving functional use of the hands. These activities include grasping
objects like spoons, using computer keyboards, gaming with playstation keypads and prac-
ticing different kinds of pinch. The activities are normally repetitive and the patients are
supported with splints, orthosis and other supporting devices.
Functional electrical stimulation is widely used for functional hand neurorehabilitation [45,
46, 47]. For example, at the Southern General Hospital, FES is used during the hand therapy
sessions. It is applied using surface electrode and is primarily used for strengthening mus-
cles. The FES is set to repeatedly and automatically move the patient’s hands, i.e without
the patients’ input. The use of FES in this automatic mode is said to be passive because the
FES is not controlled by the patients’ actions of the hand being stimulated. The stimulation
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normally last about 30 minutes (for every ten seconds at ten seconds interval). The current is
ramped and set to visibly contract the muscles with pulsewidth and frequency set to 200 µs
and 30 Hz respectively.
Instead of applying the FES completely passively, the patients can be engaged in the re-
habilitation process by getting them to control the FES. This method involving the active
participation of a patient is used in functional electrical therapy [47, 48]. In functional elec-
trical therapy, a patients uses the unimpaired hand and/or residual hand function to control
the FES, starting and stopping it using a button. Another method that can be used to engage
the patient is the use of EMG to trigger the FES [49]. In this method, a patient uses a resid-
ual movement to produce EMG which is detected and used to trigger the FES to assist in
completing the movement. These methods require an active participation of a patient in the
neurorehabilitation process and may therefore lead to better outcome [50, 51, 52].
Some commercially available products incorporate FES. Examples are the Handmaster [53]
and the Bionic glove [54]. The Handmaster has a splint through which FES electrodes are
attached to stimulate the flexor digitorum superficialis, extensor digitorum communis, flexor
pollicis longus, extensor pollicis brevis and the thenar muscles. With the stimulation of these
muscles, the Handmaster can assist in repetitive hand opening and closing allowing object
manipulation. The Bionic glove is controlled by a wrist position transducer that works by
augmenting wrist extension and flexion tenodesis effects [53]. Tenodesis effect here is the
mechanism of a passive hand grasp and release mediated respectively by wrist extension and
flexion. The Bionic glove uses three channels of electrical stimulation to activate the finger
flexors and extensors and thumb flexors.
The methods incorporating FES especially those requiring active participation of a patient
have been hypothesised to be hugely beneficial in neurorehabilitation [55]. However the
usual implementation of the methods require a patient to have residual hand or generally
upper limb function or be able to produce muscles contraction that can be recorded with an
EMG device. During the early sub-acute stage of an injury, patient might not meet these
requirements. But it is important that rehabilitation is started as early as possible in order to
enhance natural recovery process occurring during the sub-acute stage. For these patient who
do not meet the requirement of residual function, alternate rehabilitation techniques support-
ing physical and occupational therapy are needed in order to start the neurorehabilitation as
early as possible. An investigation into an alternative rehabilitation technique forms the main
aim of this thesis.
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1.10 Aim
The main aim of this thesis is to build a BCI-controlled FES for neurorehabilitation of hand
functions. The BCI-controlled FES called BCI-FES would allow a thought-controlled FES.
Among other benefits which will be discussed in later chapters, BCI-FES encourages active
participation of a patient during rehabilitation and no residual motor function of the hands is
required. Because no residual function is required, BCI-FES will allow a patient-controlled
FES neurorehabilitation to be started very early in the sub-acute stage of SCI during which a
patient might lack residual functions. The BCI-FES system will be tested on sub-acute SCI
patients. The aim is divided as follows:
1. Researching of current methods in BCI-FES
2. Development of patient assessment methods and BCI features for BCI-FES therapy
3. Treatment of patients with BCI-FES and results
1.11 Overview
The work carried out in this thesis in order to fulfill the aim are presented in subsequent chap-
ters as follows. In this first chapter, important terms relevant to the thesis were introduced.
The work done for the first aim is presented in Chapter 2 and Chapter 3. In Chapter 2 the
theoretical framework and the past studies of BCI-FES are reviewed. Chapter 3 formulates
the mathematical techniques and methods followed in the thesis. Chapters 4 to 7 are for the
second aim. A possible tool, mental rotation of body parts, that can be used in rehabilitation
is studied and compared with movement imagination in Chapter 4 and 5. Chapter 6 studies a
BCI feature called time domain parameter which was later used in Chapter 8 and Chapter 7
studies a method of outcome assessments also used in Chapter 8. For the third aim, a study
which investigates the use of BCI-FES for rehabilitation of hand functions in SCI patients is
in the Chapter 8. For the last part, Chapter 9 discuses and summarises the thesis.
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Chapter 2
Theoretical framework and literature
review
Some say the rich get richer, but I say, the higher you fly the less gravity.
2.1 Abstract
Brain computer interface and functional electrical stimulation systems are either coupled or
used individually in neurorehabilitation therapies after stroke or spinal cord injury. The first
activates the nervous system in the efferent direction while the second can activate it in both
efferent and afferent directions. When both systems are used together, the efferent and the
afferent pathways of the nervous system are simultaneously activated with reenforcement by
the brain computer interface system. This activation encourages the Hebbian type learning
which researchers believe may facilitate recovery after spinal cord injury. In this article, the
current state of the art in the brain computer interface coupled functional electrical stimula-
tion technologies are reviewed with respect to neurorehabilitation. The results of past studies
from patients using the systems are discussed.
2.2 Introduction
Neurons adjust their activities and/or morphologies in response to changes [56]. This is
termed neuroplasticity. Following an injury to the nervous system, neuroplasticity occurs
leading to desirable and undesirable effects in the nervous system. The clinical practice that
exploits neuroplasticity, encouraging its desirable effects, to restore or improve impaired
functions after injury to the nervous system is termed neurorehabilitation [56].
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Classically, there are two main approaches used in rehabilitation namely behavioural and
restorative approaches [57]. The behavioural approaches are those in which patients are
taught strategies that compensate for lost functions. The restorative approaches which is
most suited to neurorehabilitation constitutes those that targets the improvement or restora-
tion of the lost function itself. An addition to these two main approaches is the metacognitive
approach in which patients are taught techniques that facilitates self monitoring when per-
forming tasks [57].
Researchers are working towards understanding the mechanisms of neuroplasticity in order
to achieve better neurorehabilitation. It is now known that existing connections in the nervous
system can be altered and new ones can grow [58]. It is also known that following axotomy
(axon slicing/severing), axons can regenerate by growing new branches [58]. Such regrowth
can lead to good reinnervation when the degenerating synapses are not concentrated in an
area but rather distributed among intact synapses [58]. Many injuries in nature lead to dis-
tributed degenerating synapses and therefore good reinnervation can occur following axonal
regrowth leading to restoration of lost functions [58].
In order to understand neuroplasticity, appreciating the basic neural mechanisms governing
memory acquisition and learning is vital [59]. In the early 20th century, Ivan Petrovich
Pavlov, described a learning mechanism commonly known as classical conditioning [60]. In
classical conditioning, a conditioned stimulus (CS) is paired with an unconditional stimulus
(US) which is accompanied by an unconditional response (UR). Following conditioning,
involving repetitive pairing of the CS and the US, the CS is accompanied by a conditional
response (CR) which is similar to UR. In essence the general idea of this conditioning is that:
events become associated with one another in the brain if the events tend to occur together
[59].
The Pavlov’s theory in 1927 is the basis of a later postulate in the middle of the 20th century
by a Psychologist, Donald Olding Hebb. The Hebb’s theory on the neural basis of plastic-
ity/learning is commonly known as the Hebbian learning or Hebb’s postulate [61]. Hebbs
stated that if a repetitive activation of a presynaptic cell causes a repetitive activation of a
postsynaptic cell, changes occur in both or one of the cells in order to encourage the activa-
tion pattern. This postulates at a cellular level a plausible basic mechanism of neuroplasticity.
Several studies have confirmed that paired repetitive activation leads to neuroplasticity in hu-
man and animals [62, 63, 64, 65, 66].
One method researchers believe can be used to achieve Hebb’s type learning for neurore-
habilitation is the use of motor imagery (MI) or attempted movement (AM) based brain
computer interfaces (BCI) coupled with neuromuscular electrical stimulation or functional
electrical stimulation (FES). This coupling is called BCI-FES and it was first demonstrated
non-inversely in human by Pfurtscheller and colleagues [67] in a study that was not directly
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targeting functional recovery. Motor imagery which is used in BCI-FES is the mental sim-
ulation of a motor action which activates the motor cortex as though the motor action is
physically performed (see Section 1.4.3). The FES on the other hand can passively stimulate
the muscles to contract them and at the same time activates the nervous system in the afferent
direction (somatosensory cortex activation). The role of the BCI is to precisely determine
from the activities of the motor cortex when MI is performed. The FES is activated once
motor cortex activity is detected. By temporally correlating the repetitive and simultaneous
activation of the motor cortex and the somatosensory cortex, the Pavlov/Hebbian learning
or neoplastic effect could be achieved [62]. Since this is the case, BCI-FES should benefit
patients with neurological injuries.
The aim of this work is to review the rational, methods and the benefits of using BCI-FES
in neurorehabilitation of hand after stroke and spinal cord injury. The BCI-FES described is
for patients with mild to intermediate motor impairment or in the case of SCI, incomplete
injury.
2.3 BCI-FES as a device for inducing neural plasticity
Brain controlled FES is relatively a new and developing technology (see [68] for a review
of the technology) with promising clinical application. It has recently been shown that BCI-
FES leads to short-term plasticity [69]. This was shown with ten healthy subjects where
motor evoked potential (MEP) was enhanced more when the subjects’ grasp functions were
guided with BCI-FES than when the grasp functions were guided with BCI alone, FES alone
or when they were under voluntary control. A similar result has been reported by Niazi and
colleagues [34] who also used MEP to quantify neuroplastic effect of applying electrical
stimulation following detection of movement related cortical potential (MRCP). The MRCP
is a negativity of time domain that relates to movement planning and can be seen on EEG
prior to movement onset [70, 71]. The subjects in the study by Niazi and colleagues per-
formed MI of ankle dorsiflexion to generate the MRCP. The MEP was compared between
three conditions namely MI with electrical stimulation, MI alone and random electrical stim-
ulation alone. Subjects were assigned to one of the conditions. They found that MEP of the
tibialis anterior muscles was significantly more enhanced in the MI with electrical stimula-
tion condition than in the other two. These results on healthy subjects suggest that BCI-FES
can induce neural plasticity. The neuroplastic effect of a device like BCI-FES has been
explained using Pavlovian and operant/instrumental conditioning and the interested reader
should look at a review by Silvoni and colleagues [72]. This section explores the plausi-
ble mechanisms by which each of MI/AM based BCI and FES contributes to the possible
neuroplastic effect of BCI-FES system.
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2.3.1 Role of MI/AM-based BCI
In addition to encouraging active participation, the role of BCI is to detect objectively the
cortical activation representing an intention to move. For MI/AM-based BCI the cortical ac-
tivation is due to performance of MI/AM. So the role of BCI is to detect MI/AM objectively.
Therefore an appropriate name for the BCI-FES system in this article would be MI/AM-
FES. So in this section, the propagation of efferent signal due to MI/AM activation of the
motor cortex and the afferent signal due to FES activation of motor neurons and the sensory
cortex will be discussed. Furthermore, the interactions of both signals that possibly lead to
neurorehabilitation will be highlighted. For reasons that will be given later, AM rather than
MI should be used in neurorehabilitation. But because MI also allows the rehearsal of move-
ment and gives a way for healthy individuals to simulate AM of stroke and SCI patients and
therefore enables BCI-FES to be tested, MI will be included in this discussion.
Role of AM
Movement intent resulting from MI/AM activates the motor cortex in a similar manner as
actual movement execution [17, 18]. The activation of the motor areas of the cortex is very
important for motor neurorehabilitation given that the activation of the contralateral hand
area of the motor cortex is a predictor of functional hand rehabilitation in patients with brain
lesions [73]. See Soekadat et.al. [74] for AM or motor execution-based BCI rehabilitation
following stroke.
Following a neurological injury leading to impaired motor functions, the motor cortex can
still be activated albeit with some differences when compared with healthy individuals [75,
76] during action execution. Due to injury, the number of synapses between the upper motor
neurons and the α-MN in the anterior horn of the spinal cord can be diminished [77]. Such
reduction in the number of synapses might result from upper motor neuron death following
their denervation caused by the injury [58]. The remaining synapses might not be enough to
transmit the correct signal to allow the intended movement to be carried out. So no physical
movement might be observed when a patient with the motor impairment attempt to move
and consequently no feedback will be received by the somatosensory cortex and the internal
monitoring system. A discrepancy which might be detrimental is created because the mon-
itoring system has no feedback to compare with the efferent copy. Because no feedback is
received, the activation of the muscle involved is assumed to have no effect and the brain
can assume that the muscle no longer exists leading to detrimental cortical reorganisation
[78, 79, 80, 81]. However the activation of the motor cortex and the subsequent activation of
the spared upper motor neurons and the α-MN synapses allows for the possibility of rehabil-
itation to occur as follows. If the intended movement can be externally completed with FES
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for example, an approximate feedback can be made available to the somatosensory cortex
and the internal monitoring system. In this manner the sensory cortex (including the internal
monitoring system) is activated with the already activated motor cortex. Such simultaneous
activation of the sensory and motor cortex can lead to rehabilitation according to the Hebb’s
theory. Also antidromic action potential resulting from FES can interact with the intent re-
lated action potential in the spared upper motor neuron in the Hebb’s fashion as explained in
Section 2.3.2.
Role of MI
For rehabilitation purposes AM might work better than MI since AM, usually preferred, [82]
is more closely related to actual movement. Obviously while performing MI, one refrain
from executing the imagined action [8]. So it can be argued that MI is not useful for re-
habilitation purposes. Nevertheless, since MI activates the same neural pathways as actual
movement execution, it can help to rehearse motor schema and therefore offer benefits simi-
lar to ‘practice effect’ of physical practice. Indeed studies have shown that MI is an important
tool for motor rehabilitation following stroke [83, 84, 85]. See Soekadat et.al. [74] for MI-
based BCI rehabilitation following stroke. In rehabilitation, the kinesthetic MI is preferred to
the third-person MI since the kinesthetic kind is more related to real movement as discussed
in Section 1.4.3. So the following discussion is about kinesthetic MI.
The reason overt movement is not observed during MI is still under investigation but there
are suggestions which includes subliminal motor activation and inhibitory mechanism that
would block the motor output [18, 20, 86]. Since the motor cortex remains active during MI,
any suggestion of a complete inhibition at the level of the cortex can be dismissed [18]. The
MEP studies show that MI effect can be recorded even beyond the spinal level showing also
that no complete inhibition exist at the spinal level. MEP has been reported to increase fol-
lowing MI [87] and MI-BCI [88] sessions showing at least short term neuroplastic effects in
the pathways from the cortex to a muscle. The increase in MEP is interpreted by researchers
as corticospinal excitation thereby assuming that MI has effect at the motor neuron level.
There are also evidence of EMG activity during MI [89, 90] showing that MI has effect at
the muscular level. Therefore the level at which an inhibition of overt movement might occur
during MI is unclear. If no complete inhibition occurs then a plausible explanation to why
no overt movement is observed during MI is that motor system activation is subliminal [18].
Such a subliminal motor system activation is enough to cause a neuroplastic effect in the
motor pathway but insufficient to trigger large contraction of muscles to allow movement.
The neuroplastic effect which can be traced down to the motor neurons suggests that the
discussions on AM can be applied to MI. Therefore the role of MI is likely similar to that of
AM in rehabilitation.
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2.3.2 Role of FES
Functional electrical stimulation can help in strengthening muscles that are under voluntary
control [91] and can increase range of motion [92]. It can be used for neurorehabilitation
purposes [47]. Functional electrical stimulation devices are widely used clinically because
they have been shown to aid rehabilitation/neurorehabilitation after stroke and spinal in-
juries [45, 47, 93, 94, 95, 96, 97]. Patient-controlled functional electrical therapy in which
patients use a switch to control functional stimulation patterns has lead to functional im-
provement [47, 48]. However the mechanism or mechanisms that lead to the observed re-
habilitation/neurorehabilitation after using FES are not well understood [48]. A plausible
model was put forward by Rushton [55] as follows. The electrical stimulus delivered by
an FES device elicits action potentials in both motor and sensory fibres. The action poten-
tials in the motor fibres travel orthodromically and antidromically. The antidromic action
potential reaches the anterior horn where the axons of the upper motor neurons and cell bod-
ies/dendrites of the α-MN make synapses. Assuming that these synapses follow the Hebb’s
mechanism, they are modified/strengthened when the antidromic action potential correlates
with voluntary command in the form of action potential descending down the pyramidal
tract. It is this correlation of action potentials that possibly leads to the observed functional
improvement.This model which is yet to be thoroughly tested explains that voluntary effort
or active participation is necessary in order to make the most of the therapeutic power of FES.
Without active participation/voluntary effort, FES may only just strengthen the muscles and
increase the range of motion but may not lead to neurorehabilitation [94].
In addition to the above model, the orthodromic action potential, when above motor thresh-
old produces movement which in turn produces sensory feedbacks. These feedbacks are
sent to the central nervous system through the sensory fibres and result in activation of the
somatosensory cortex [98]. Without going into too many details regarding which synapse
is modified, if the activation of the sensory cortex correlates with voluntary effort that ac-
tivates the corresponding motor cortex area, Hebb’s type strengthening can be expected
in the synapses along the correlating pathways. Furthermore, of course feedback (conse-
quence/causal relationship) is an important aspect of Pavlovian conditioning which is most
likely the basics of associative learning [59]. So such a simultaneous activation resulting
from intentional activation followed by re-afferent stimulation would encourage memory
encoding and learning.
2.3.3 Role of BCI-FES
Before highlighting the role of BCI-FES it is important to point out that from the preceding
section (2.3.2) it is clear that FES can be used independently for neurorehabilitation. But as
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discussed in that section, active participation is a requirement when using FES in this way.
A BCI based on MI/AM provides an objective method of ensuring/encouraging the active
participation. Like the FES, MI/AM can be used independently for rehabilitation [74]. But
in a situation where a patient has no residual movement, passive movement synchronised
with MI/AM would yield a better result as discussed in Section 2.3.1. FES can provide such
a passive movement. Therefore both FES and MI/MA based BCI should be integrated so as
to achieve better results in neurorehabilitation.
The role of BCI-FES is that of providing neurofeedback and integration. Firstly, as a neu-
rofeedback tool BCI-FES rewards a user’s movement intention with application of FES for
example. Such neurofeedback will encourage cortical modification that would benefit func-
tional recovery. Secondly, BCI-FES system is designed to integrate its constituents ensuring
synchrony between the onset of cortical motor activity due to performance of MI/MA and
the onset of FES. The illustration in Fig. 2.11 shows how MI/AM generated activity is in-
tegrated with signal arising from FES. The propagation of these signals have already been
discussed in the appropriate sections. The following explains how the signals are integrated
in a BCI-FES system to achieve Hebbian learning.
Hebbian learning mechanism for BCI-FES
When a stroke or a SCI user of BCI-FES performs MI/AM of e.g. hand movement, the hand
area of the motor cortex is activated and commands flow from the brain towards the muscles
of the hand through the pyramidal tract in the spinal cord. Due to the depleted number of
the upper motor neurons caused by the lesion as shown on Fig. 2.1, the correct movement
is not produced. But the BCI system detects the MI/MA process from the activities of the
motor cortex and activates the FES attached on the muscles of the hand to mimic the in-
tended movement. The passive movement of the hand by the FES cause feedback/afferent
information to be sent to the sensory cortex if the pathway is preserved (and may reduce the
discrepancy in the internal monitoring system). So the MI/AM of hand movement causes
hand movement associatively activating efferent and afferent neurons. Hebbian learning
could be achieved by making this process repetitive. In addition, at the anterior horn of the
spinal cord, the antidromic FES action potential is associated with the action potential trav-
eling towards the muscle through the pyramidal tract and Hebb’s mechanism is achieved as
explained in Section 2.3.2.
1The brain image is adapted from: http://en.wikipedia.org/wiki/Cortical_remapping#
/media/File:Cerebrum_lobes.svg while the lower limb is from: http://gb.fotolibra.
com/images/previews/49908-arm-muscles-illustration.jpeg, Accessed: 15/05/2015
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Figure 2.1: The schematic diagram of a plausible mechanism supporting BCI-FES benefits
in neurorehabilitation. MN, motor neuron.
2.4 BCI-FES Experimental procedures
Studies of BCI-FES are performed on patients with mild to intermediate motor impairment.
Table 2.1 shows several design parameters that have been used in BCI-FES studies for neu-
rorehabilitation. The studies have been mostly done on chronic and acute stroke patients;
only two articles [99, 100] reported studies on SCI patient. Only two of the studies [101, 102]
are randomised controlled and the rest of them are either pilots, case series or single subject
crossover studies. In the randomised controlled studies, the control group do not use the BCI
system instead they receive passive FES [102] or no study related therapy at all [101]. The
treatment group is normally referred to as the BCI-FES group.
The study sessions are usually grouped into three, namely the initial assessment, therapy
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or training or treatment and the final assessment sessions. These sessions are carried out
in the order they are listed here. In some cases further assessments are done within the
therapy sessions. During the assessment sessions (initial and final) a patient is assessed using
various outcome measures shown on Table 2.1. These outcome measures include the manual
muscle test (MMT), modified Ashworth scale (MAS) for assessing spasticity, action research
arm test (ARAT) for assessing the activities of daily living etc and Fugl-Meyer assessment
(FMA) for assessing functional mobility etc. Further information on these measures can be
found on the web2. Also the range of movement (ROM) and EEG is sometimes recorded
in these sessions while the patient is performing functional tasks [101, 103]. The ERD
activity computed from the recorded EEG can be compared between the initial and the final
assessments to determine any difference.
A therapy session begins with attachment of 2-64 electrodes using gel to make contact with
the scalp. Typical number of electrodes are shown on Table 2.1. The number of electrodes
depends on the number of targeted muscles and the feature of EEG used to implement the
BCI. At least 16 electrodes are placed around the sensorimotor areas when using the CSP
method independent of the target muscle and a minimum of two electrodes are used for bipo-
lar recording. For upper limbs rehabilitation employing the bandpower/ERD EEG features,
electrodes are usually placed around the hand areas in each hemisphere. In this case as small
as four active electrode can be placed when using the bipolar method of electrode derivation
(to get 2 channels, one on each hemisphere). The number of active electrodes is at least
nine/ten when using the Laplacian method of electrode derivation (to get 2 channels, one on
each hemisphere).
After electrode placement, patients are normally asked to perform goal oriented AM/MI of
the body part that they cannot move. The brain response to the AM is recorded and used
to train a BCI classifier as described in Section 3.1.3. During the online part of the BCI, a
patient can be asked to perform the AM repeatedly. The trained BCI classifier outputs the
correct control signal to the FES whenever it recorgnises the brain responses. The FES is
attached in such a way to activate the muscles that controls the part of the body that the
patient is attempting to move. So whenever the brain is activated due to AM, the FES is
activated to move the correct muscle which can be in a functional manner in order to assist
the patient in completing the task. The precise location of electrode and the number of FES
electrodes are not reported.
In a typical therapy session the patient will activate the FES about 50-75 times by performing
AM [103, 104]. Most studies have 20 and above (see Table 2.1) therapy sessions and a
session typically lasts about 60 minutes [103, 104]. Patients are normally scheduled to attend
the therapy sessions three times in a week [101, 103, 104].
2Further information on assessment measures can be found at http://www.rehabmeasures.org/
rehabweb/allmeasures.aspx .
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The BCI system on Fig. 3.2 consists of parameters of the BCI system typically used for BCI-
FES. Table 2.2 shows the choice of BCI parameters that authors have made when building
a BCI for BCI-FES. Features of choice include ERD, power spectral density (PSD) and
tensor-based nearest feature line distance (TNFLD) algorithm [101]. The classifiers of choice
include the use of simple thresholds on ERD [103], LDA, support vector machine (SVM)
[114] and the linear Bayesian (LB) classifier [115]. The number of EEG channels used
ranges from 2 to 64 while the EEG frequency bands includes the α (8-13 Hz), β (13-30
Hz) and the wide band (8-30 Hz). Authors have mostly, in addition to FES, provided visual
feedback [101] with a few providing audio [101], tactile [111] and tongue stimulation [104]
feedbacks. In order to achieve better classification result (62.1-100%), authors have mostly
used two tasks in which one of the task is to perform MI or AM of a body part and the other
is to relax/rest.
For a list of FES parameters used in BCI-FES for neurorehabilitation see Table 2.3.
Table 2.3: Parameters of FES used in BCI-FES for neurorehabilitation
Ref. Imax (mA) F(Hz) P.w (µ s) Muscle
[101] 25 60 150 Ext. carpus radialis
[103] - 83.3 255 Indicis proprius, Ext.digitorum
[105] 15-20 20 100 Left ext.digitorum
[106] 88-100 20-30 120-200 Tibialis anterior
[107] - 25 250 Wrist/Finger ext.
[102] 20-27 60 150 Ext. carpus radialis
[82] 8 50 1200 Tibialis anterior
[99] 15 30 300 Ext. muscles
[100] 35 26 200 Hand ext., flexor muscles
Note: Ref, Reference; F, frequency; Imax, maximum current; P.w, pulsewidth, Ext, extensor
2.5 Results of BCI-FES studies on patients
Fig. 2.2 shows the number of articles on BCI-FES for rehabilitation published per year so
far. These articles were obtained by searching Pubmed, Medline and Google Scholar with
the phrases: BCI-FES, Brain computer/machine interface controlled functional electrical
stimulation and BCI rehabilitation. Conference papers and journal papers are both included.
These articles are those listed in Table 2.1. The first article on BCI-FES for neurorehabilita-
tion was published in 2009 by Daly and colleagues [103]. Since then the number of articles
published in the field is increasing though rather slowly peaking in the year 2014. The jump
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in the number of high impact articles published in 2014 holds promise for BCI-FES for
rehabilitation.
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Figure 2.2: The yearly publication of BCI-FES articles for neurorehabilitation. The width of
the bubble represents the sum of the impact factors of the corresponding journals (at the time
of this writing) where the articles were published. The journal impact factor of conference
papers are chosen to be 0.1. New journals without impact factor are set to 0.5.
A number of these articles show positive results on stroke patients. Following only nine
sessions of BCI-FES therapy, a 43 years old female stroke patient who had lesion on the
left hemisphere gained 26o of volitional index finger extension in an experiment by Daly
and colleagues [103]. This improvement was accompanied with better BCI control. These
results were remarkable and ‘sparked’ up research on BCI-FES for neurorehabilitation. See
Table 2.1 for studies showing results on BCI-FES studies.
Two crossover studies each featuring one subject reported significant improvements only
within the BCI-FES therapy period. Firstly Mukaino and colleagues [105] reported that a
38 years old stroke survivor showed changes in ERD, fMRI images and electromyogram
(EMG) signal that suggested functional improvement during the BCI-FES therapy period.
This suggestion was supported by improvement observed from FMA and MAS measures.
Secondly Tatahashi and colleagues [82] provided BCI-FES therapy for only 20 minutes to a
55 years old stroke patient and found significant changes in EMG and range of movement.
Young and colleagues [104] reported in a study on a 48 years old stroke patient, recruited
after months following injury, who also had congenital deafness and a history of depression.
They assessed various outcomes on the patient four times (at≈ 3 weeks intervals) within ten
weeks prior to the start of the study. Following six weeks of BCI-FES therapy comprising
13 two-hour sessions, the patient made significant clinical improvements that was not seen
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in the prior ten weeks. It was not possible to isolate the contribution of BCI-FES therapy to
the improvements; given that other factors including natural recovery may have contributed
to the observed improvements. But it is important to note that the outcome measures were
better following the six weeks of BCI-FES therapy than the prior ten weeks to the start of
the study. Furthermore other medications and therapies received by the patient were similar
in the six weeks of BCI-FES therapy and in the prior ten weeks.
Up until 2014 BCI-FES studies have been hampered by low number of subjects and lack of
control groups. Two articles in 2014 [101, 102] on a combined 23 sub-acute (<=6 months)
stroke patients showed results from randomised controlled studies with promising results. In
the first study, after two months, patients who received BCI-FES (treatment/BCI-FES group)
showed positive changes in EEG pattern within the lesioned hemisphere and also showed
better functional improvements (measured with FMA and ARAT) than control patients [101].
The control group in this study received no study related therapy so it can be argued that the
improvements in the BCI-FES group is due in part or in full to the FES and goal oriented
movement practice. In the second study, following eight weeks of treatment, the BCI-FES
group showed significant functional improvement measured with ARAT. Furthermore post
treatment ERD was significantly enhanced compared with the pre treatment values in the
BCI-FES group alone [102]. In this second study the control group received FES so BCI
modulated FES must have had a contribution towards the improvements observed. These
two studies highlight the promise of BCI-FES on sub-acute stroke patients.
Also, recently studies by Vuckovic et al. [99] and Osuagwu et al. [100] suggest that SCI
patients can also benefit from BCI-FES therapy. These are the first studies of its type in SCI
patients. The authors showed using MMT and ERD that the patients had benefited from the
therapy functionally. Both of the studies were case series by design and therefore did not
include controls. So it was not possible to determine if the observed functional improvement
has any contribution from the BCI-FES therapy. However the authors showed that BCI-FES
can be successfully carried out in SCI patients for motor rehabilitation in a similar manner
as in stroke patients.
2.6 Summary
Neurorehabilitation aims at achieving permanent recovery after an injury to the nervous sys-
tem. BCI-FES is a promising novel therapy with application in neurorehabilitation. With
BCI-FES the nervous system is activated in the efferent and the afferent directions simul-
taneously. Such pattern of activation can have a learning effect according to the Hebb’s
learning theory. Research studies mostly done on stroke patients so far have indicated the
potential therapeutic effect of using BCI-FES in motor neurorehabilitation. The number
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of research studies in the field is increasing indicating interests in the research community.
However research in the field is still in its infancy as more studies are required in order to
make strong conclusions.
39
Chapter 3
Methods
“Any method stands and falls according to the assumptions implicit in that method” James
V. Stone, [116]
3.1 Brain computer interface technologies
Brain computer interface (BCI) is a technology that allows direct interaction between the
brain and a computer [29]. This interaction creates a communication channel with which a
BCI user can control external devices and carry out tasks. A BCI system works by analysing
signals recorded from the brain to determine the occurrence of already learned brain states.
After detecting the learned brain state, the computer carries out an associated task and pro-
vides feedback explicitly or implicitly to the user.
In this section the technologies behind BCI are introduced. Also the BCI used in this project
will be discussed.
3.1.1 EEG features
The followings are the EEG features for BCI investigated in this project. They include band-
power or event related desynchronisation/synchronisation, time domain parameters, adaptive
autoregressive parameters and common spatial patterns.
Bandpower and event related desynchronisation/synchronisation
The power of an EEG signal, bandpower, is one of the most commonly used EEG features
in motor imagery-based BCI [117, 118, 119]. The bandpower is usually computed within a
narrow frequency band. This allows the selection of specific narrow frequency bands that are
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most relevant for a particular BCI subject since the reactive frequency band may vary for each
subject in a motor imagery-based BCI [120]. The computation of bandpower is done by first
filtering the EEG data in the required frequency band, squaring and smoothing/averaging the
resulting signal. This is shown in Equ. 3.1 where X(t) is the narrow bandpass filtered signal
and the 〈.〉 is used to represent smoothing/averaging operator. The smoothing is usually done
over a time of one second.
Bandpower =
〈
X(t)2
〉
. (3.1)
Event related desynchronisation/synchronisation: The traditional method of visualising
power changes of EEG signal is the event related desynchronisation (ERD) and event related
synchronisation (ERS) [32, 121]. The ERD and ERS refer to decrease and increase respec-
tively of EEG power relative to a baseline period within a narrow frequency band. Movement
related cortical processes like those during motor imagery and physical execution can be
quantified with ERD across the sensorimotor cortex. Brain activities like the processing of a
visual or auditory stimuli can be quantified with ERS. The methods are sometimes together
referred to as event related desynchronisation/synchronisation ( ERD/ERS).
Ref =
1
tref .L
tref2∑
t=tref1
L∑
i=1
X i(t)2
ERD/ERS(t) =
L∑
i=1
X i(t)2
Ref
− 1
(3.2)
The ERD/ERS method was introduced by Pfurtscheller and colleagues [32, 121]. It is com-
puted by subtracting the baseline/reference EEG power from the EEG power in a period
containing a response to an event. It is normally averaged over several trials to reduce noise.
A formula for computing ERD/ERS is shown in Equ. 3.2 where L is the number of trials,
t is the sampling interval, tref = tref2 − tref1 is the reference period. This equation gives
ERD as negative values and ERS as positive values.
Time domain parameter
Time domain parameter (TDP) is similar to bandpower features except that TDP uses broad
band filtered instead of narrow band filtered EEG signal [113]. It is less popular in the
field of BCI than the bandpower method even though it has been shown to outperform the
bandpower [113]. It is typically calculated within the entire active band of EEG during motor
imagination which is about 7-30 Hz [113]. The TDP method used in this thesis is given by
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Equation 3.3 [113],
TDP (t)j =
〈
var
(
dX(t)j
dtj
)〉
, j = 0, ...p (3.3)
where X(t) is a wide band filtered EEG, t is the current sample, j is the derivative or-
der (0 ≤ p ≤ 9) [113], var is the variance operator and 〈.〉 is used to represent smooth-
ing/averaging operator. Note that the variance operator in this equation acts like the band-
power operator since the variance of a centered (mean=0) signal is equal to the bandpower
[113]. The computation of TDP and its usage in an adaptive BCI system is shown schemat-
ically in Fig. 3.1. The squaring and smoothing is part of bandpower calculation while the
logarithmic transformation enforces normal distribution of the feature as required by the lin-
ear discriminant classifier. The BCI system in Fig. 3.1 is merely used to showcase the TDP
method; the details of the entire BCI system will be presented later in this chapter (see 3.1.3).
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Figure 3.1: BCI setup showing the computation of TDP
Autoregressive parameters
The autoregressive parameters [122] in the adaptive form [123, 124] were one of the method
considered in this thesis as EEG features for BCI. This section describes the autoregressive
model.
Let X(N, t) = X(t) represents an N -channel EEG signal at time t. The autoregressive
model describes the signal X(t) as a sum of its p (order) weighted past values with added
white noise e(t) [122]. An equation of the autoregressive model is shown in Equ. 3.4 where
A(j) (j = {1, 2...p}) is a matrix of size N ×N containing the coefficients for weighting the
3.1. Brain computer interface technologies 42
past values. The noise is described by a Normal distribution, thus: G{0, σ2e}.
X(t) =
p∑
j=1
A(j)X(t− j) + e(t)
e(t) =
p∑
j=0
A(j)X(t− j) .
(3.4)
In the second line of Equ. 3.4 the sign of A is assumed to be inverted and A(0) is set to the
identity matrix. Applying the z-transformation on the second line of Equ. 3.4 gives Equ. 3.5
where v here is the frequency.
e(f) = A(v)X(v)
X(v) = A−1(v)e(v) = H(v)e(v) .
(3.5)
The autoregressive method works well for a stationary signal where the parameters A(j)
characterising the model are constants (i.e. they are time invariant). But the EEG signal in
BCI is non-stationary. The adaptive autoregressive model is used to describe such a non-
stationary signal. Equ. 3.6 describes an adaptive autoregressive model where the noise e(t)
is thus: G{0, σ2e(t)}. This formula is similar to that of Equ. 3.4 except that the A(j, t) and
the variance of e(t) are time-varying.
X(t) =
p∑
j=1
A(j, t)X(t− j) + e(t)
e(t) =
p∑
j=0
A(j, t)X(t− j) .
(3.6)
The classical method of dealing with the computation of the time-varying autoregressive
parameters is to segment X(t) into short time windows and then compute the parameters
individually in each window. Other methods have been used recently. Of these are, the least
mean squares approach [124] and the Kalman filtering approach [124, 125]. These methods
are capable of estimating the time-varying autoregressive parameters even in real-time. The
Biosig and the rtsBCI toolboxes [126] include methods for computing the parameters. Since
the parameters are time-varying due to changes in EEG signal, differences between for ex-
ample the left and right hand motor activities can be coded in the adaptive autoregressive
parameters. The estimated parameters serve as features for a classification algorithm like
that described in Section 3.1.2. The adaptive autoregressive parameters were investigated in
this thesis but other methods were preferred as BCI features.
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Common spatial pattern
The method of common spatial pattern (CSP) can be applied to two classes of EEG time
series to create a new time series which can have a reduced dimension. The variance of the
new time series serves as a feature to a classification algorithm because one of the classes in
the new time series has a minimised variance while the other has a maximised variance. The
following describes the CSP method.
Let X ic(N, t) denotes trial number i of a bandpass filtered EEG of condition/class c = {1, 2}
with N channels and t samples.
The normalised covariance matrix Ric for trial i in class c is given by
Ric =
X icX
iT
c
trace(X icX
iT
c )
(3.7)
where the superscript T denotes the matrix transpose operator. The covariance matrix is then
averaged across trials for each class thus:
Rc =
∑
i=1
Ric . (3.8)
Then the composite covariance matrix is given by [127]
R = R1 +R2 . (3.9)
The composite matrix can be decomposed to get
R = BλBT (3.10)
whereB is a matrix eigenvector such thatBBT = 1N×N and λ is a diagonal matrix of eigen-
values sorted in the descending order of magnitude. Next, applying the whitening transform
[128] given by
W =
1√
λ
BT (3.11)
makes the variance in the B space a unity [128, 129]. Now filtering R, R1 and R2 with W
gives Equ. 3.12 [129].
WRW T = 1N×N , S1 = WR1W T , S2 = WR2W T , S1 + S2 = 1N×N . (3.12)
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Therefore the individual eigenfunction decomposition of S1 and S2 should give Equ. 3.13
S1 = Uλ1U
T
S2 = Uλ2U
T .
(3.13)
So S1 and S2 share the same eigenvectors U , but the sum of the corresponding eigenvalues to
the eigenvectors sum up to one as shown in Equ. 3.14 where I in this equation is the identity
matrix.
λ1 + λ2 = I . (3.14)
The spatial filter required for discriminating the EEG data classes in terms of their variances
is obtained by projecting W onto U as in Equ. 3.15.
P T = UTW . (3.15)
The new times series Y (2m, t) with a different variance for each of the EEG data class can
be created by filtering X(N, t) as in Equ. 3.16 where m specifies the number of first and last
spatial filters to be used. So the EEG is filtered with m pairs of spatial filters.
Y (2m, t) = P TX(N, t) . (3.16)
The variances of the 2m dimensional time series Y (2m, t) serve as feature vectors (Equ.
3.17) to a classification algorithm [127, 129].
f(M, q) =
var[Y (2m, t
′
)]∑2m
k=1 var[Y (k, t
′)]
M = 2m, q = t
′
. (3.17)
The feature vectors f(M, q) is given by Equ. 3.17 [127] where M = 2m and q = t′ is a
small sliding window starting from t. In this thesis, the sliding window has no overlap and it
has a length of 100 samples at the EEG data recording sample rate of 256 Hz.
3.1.2 Classification
Feature classification is at the root of BCI. It is the part of the interface that attempts to
convert the user’s intention into action. Before a classifier can make such interpretations, it
is first trained with EEG feature so that it can learn to associate certain states of the brain to
user’s intentions.
Below is the description of the BCI classifier used in this thesis.
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Linear discriminant classifier
The linear discriminant analysis (LDA) classifier is one of the most often used classifiers in
the BCI field. As a linear classifier, LDA works well when the difference between classes of
data to be classified is in the mean rather than in the covariance matrix [128]. The classifier
also assumes normality and equality of variance of the data classes. When these assumption
are not met which is often the case, the simplicity and robustness of the LDA classifier
compensate for its loss in performance [128].
In this thesis, LDA is used for all classification operation. This section describes the LDA
method for a 2-class system and shows how its parameters are adapted to account for the
variations in baseline EEG.
Let fc(M, q) denotes an M dimensional feature matrix with q observations of class c where
c = {1→ Class 1, 2→ Class 2}. An example source of the feature matrix f is Equ. 3.17.
The goal here is to project f onto a line that maximizes the separability of the scalars h(f) in
Equ. 3.18 where h(f) is the linear discriminant function and A is the transformation [128].
h(f) = ATf . (3.18)
The expected value and a measure of scatter/variance for each class is given by Equ. 3.19
and 3.20 in the projected space (i.e the h(f) space) in terms of the equivalent variables in the
original space. The operator E is the expectation value operator and tilde is used to specify
that a variable is obtained in the projected space. The term µc is the mean of class c and Equ.
3.21 defines the scatter matrix Σc of class c in the original data space. The scatter matrix has
a dimension of M ×M .
µ˜c = E[h(f)|c] = ATE[f |c] = ATµc (3.19)
Σ˜c = V ar[h(f)|c] = ATΣcA . (3.20)
Σc = E
[∑
q=1
(f(M, q)− µc(M))(f(M, q)− µc(M))T |c
]
(3.21)
One of the ways of determining the best line on which to project f is by maximising the
Fisher criterion [128] given by Equ. 3.22. The numerator in Equ. 3.22 is the between class
scatter while the denominator is the within class scatter.
J(A) =
|µ˜1 − µ˜2|2
Σ˜2 + Σ˜1
. (3.22)
Equ. 3.23 gives the Fisher criterion in terms of the transformation A where Sb the between
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class scatter and Sw the within class scatter are given in the original space by Equ. 3.24 and
3.25 respectively.
J(A) =
ATSbA
ATSwA
. (3.23)
Sb = (µ1 − µ2)(µ1 − µ2)T (3.24)
Sw = Σ1 + Σ2 . (3.25)
Equ 3.26 is obtained by equating the d
dA
J of Equ. 3.23 to zero (see Appendix C.1, Table C.1
for the solution). The Equ 3.26 is the generalised eigenvalue problem which can be solved
by diagonalizing S−1w Sb to obtain its eigenvalues and the corresponding eigenvector.
S−1w SbA = JA . (3.26)
Since Sb has a rank of one, there is only one non-zero eigenvalue for S−1w Sb [128]. The
eigenvector A corresponding to this one non-zero eigenvalue is that used in Equ. 3.18 to
project f . The classifier is completed by choosing a hyperplane normal to A for classifying
the values of h(f) into Class 1 or Class 2. On the assumption of equal distribution of the
classes, a choice of the position of the hyperplane is given by Equ. 3.27.
b =
1
2
(µ1 + µ2).A . (3.27)
Using Equ. 3.28
h(f) = ATf − b (3.28)
if h(f(q)) > 0 then the observation q is classified as Class 1 otherwise it is classified as
Class 2. An example of computing LDA is given in Appendix C.1.2.
Online adaptation: In order to easily adapt the classifier online, it is important to realise
that the solution to Equ. 3.23 can also be written as Equ. 3.29. From Equ. 3.28, it can be seen
that only A and b require adaptation. As it can be seen from Equ. 3.29 only the individual
means (µ1 and µ2) and the within class inverse covariance matrix (S−1w ) are required in
order to update A. Once A is updated, it can be used in addition to the means to update
b. Therefore the adaptation problem is solved by updating the means and the within class
inverse covariance matrix.
A = (µ1 − µ2).S−1w (3.29)
The adaptation can be performed in a supervised or unsupervised manner. For the case of
a supervised adaptation, the individual mean of each class is separately updated. For the
unsupervised case, only overall mean of the classes (µ1 +µ2) are updated. Assuming that the
inverse covariance matrices are equal, the pooled covariance matrix can be updated in each
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case. Whether the adaptation is supervised or not, Equ. 3.30 shows how a mean value at a
time t can be updated in terms of its previous value, the current feature value and the update
coefficient UC which determines the adaptation speed [130]. Similarly, the within class
inverse covariance matrix is updated using Equ. 3.31 and Equ. 3.32 ensures that the matrix
maintains symmetry [130]. Once the mean and the inverse covariance matrix is updated, A
can be computed using Equ. 3.33 and b is computed using Equ. 3.27. Note here that A
cannot be updated in the unsupervised case.
µ(t) = (1− UC).µ(t− 1) + UC.f(t) (3.30)
Σ(t)−1 =
1
(1− UC) .
(
Σ(t− 1)−1 − 1
1−UC
UC
+ f(t).v
.v.vT
)
where v = Σ(t− 1)−1.f(t)T
(3.31)
Σ(t)−1 =
(
Σ(t)−1 + Σ(t)−1,T
)× 0.5 (3.32)
A = (µ1(t)− µ2(t)).Σ(t)−1 (3.33)
Dimensionality reduction: A method tried in this thesis was the use of principal compo-
nent analysis (PCA) for dimensionality reduction of the feature matrix before performing
classification of data. The PCA is a linear statistical method that transforms a data set into
independent/uncorrelated components [131]. By keeping only few components (those that
represents most of the information in the original data) and by working in the component
space, the dimension of the data can be reduced. The computation of the PCA of a data set f
is straight forward from Equ. 3.21. It is done by finding the eigenvalues and the eigenvector
P of Σ in Equ. 3.21. By rejecting the eigenvectors with small eigenvalues and transforming
the data as shown in Equ. 3.34,
fpca = (P
TfT )T . (3.34)
a low dimensional data fpca containing most of the information in the feature data f can be
obtained. the new series fpca can then be used for classification purposes. In most cases in
this thesis, the dimension of f was small enough for the PCA to be ignored.
3.1.3 Brain computer interface setup
There are different mental strategies used in designing BCI [29] but only those based on
movement attempt and imagination are relevant in neurorehabilitation of movement. The
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type of BCI used for rehabilitation of movement is mostly designed with EEG. During move-
ment imagination of a body part for example, EEG recorded over the sensory and motor
representation areas decreases in power. Such a power loss is termed event related desyn-
chronisation (ERD, see Section 3.1.1) [132]. Because of the separate cortical representation
of different body parts, ERDs relating to the movement imagination of different body parts
differ especially in spatial localisation. This makes it possible to, for example, classify the
ERD arising due to movement attempt of the left and that arising due to movement attempt
of the right hand.
In order to make such classification, machine learning methods are employed. First, the
features of EEG (discussed in Section 3.1.1) during task performances are extracted. The
features are transforms of the EEG data such that the differences in the classes of data are
enhanced. In a two-class system, the classes might include a left hand motor imagery (MI) as
Class 1 and a right hand MI as Class 2. The features are passed on to a classifier to determine
if the data represents Class 1 or Class 2. One of the classifiers popularly used in BCI is the
linear discriminant analysis (LDA, see Section 3.1.2) [115]. The LDA identifies the class
of the input feature data. The output of the classifier serves as the computer’s knowledge
of the BCI user’s intention and therefore can be used by the computer to carry out the users
intention.
Offline and Online BCI
A typical BCI system consists of two main parts, the training/offline part and the online part.
In the offline part the classifier is trained using multiple trials of the feature data with known
class information/label. Normally, a BCI user would perform multiple trials (about 80 trials)
of each of the two tasks (Class 1 and Class 2) for the two-class system mentioned earlier.
The EEG corresponding to Class 1 and Class 2 are processed to extract features f1 and f2
respectively. The features, f1 and f2 are then used to train the classifier which linearly maps
the features onto a lower dimensional space in the case of LDA. In this space, f1 and f2 can
be classified. The transformation that maps the features onto the new dimension is transfered
for use in the online part.
In the online part, the EEG response of the BCI user’s during task performance of Class 1
or Class 2 is transformed unto the feature space and further transformed using the classifier
transformation map. The BCI user’s intention is then interpreted as either Class 1 or Class 2
by the classifier.
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Figure 3.2: The schematic diagram of a basic BCI showing the flow of signal. MI, motor
imagery; EEG, electroencephalogram; BP, bandpower; LDA, linear discriminant analysis.
BCI setup
Based on empirical results, only bandpower and TDP features are chosen to implement the
online therapeutic BCI in this thesis. A schematic diagram of an EEG-based BCI system is
shown in Fig. 3.2. This, Fig. 3.2 is based on bandpower features. For one based on TDP
features see Fig 3.1. On these systems the subject performs a set task and the output of an
EEG recorder (g.USBamp) is sent to the computer for processing. The signal is bandpass
filtered typically between 8-12 Hz (α-band) and 16-24 Hz (β-band) for the bandpower and
between 0.5-30 Hz for TDP. The computer calculates the bandpower features (Fig. 3.2) or
TDP features (Fig. 3.1) of the signal and forwards the result to a LDA classifier and the
adaptation algorithm discussed in Section 3.1.2. The adaptation algorithm can either update
the bias, weight or both the bias and the weight of the classifier. The classifier system then
uses the updated bias and/or weight to classify the features as either a ‘0’ or a ‘1’ (e.g. 0≡
Class 1, 1≡Class 2). The classification result is buffered for a set amount of time (see BCI-
difficulty in Section 3.1.4) and Class 1 or Class 2 is detected when the number of Class 1
or Class 2 in the buffer passes a set threshold. The classification result is used to provide a
visual and auditory feedbacks in this case as shown. The feedbacks play an important roll as
discussed in Section 1.4.2.
3.1.4 Performance measures in BCI
Classification accuracy which is the probability of performing a correct classification and
Cohen’s kappa are often used in BCI as measures of performance [133]. Both measures can
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be derived from the confusion matrix which is shown in Equ. 3.35
Confusion matrix =
Class 1pred Class 2pred( )
Class 1act C1,1 C1,2
Class 2act C2,1 C2,2
(3.35)
for a two-class system of class labels Class 1 and Class 2. The first entry in this confusion
matrix, C1,1 represents the number of trials of Class 1 correctly classified (true positives)
while the entry C1,2 give the misclassified (false positives with respect to Class 1) trials of
Class 1. Similarly, the entryC2,2 represents the number of Class 2 that are correctly classified
while the entry C2,1 is for the misclassified trials of Class 2; the superscripts pred and act
represent the predicted and actual class labels respectively.
The accuracy is the total number of correctly classified trials over the total number of trials
as given in Equ. 3.36
ACC =
∑
Ci,j . δi,j∑
Ci,j
(3.36)
where Ci,j are the entries of the confusion matrix and δi,j is the Kronecker delta.
The Cohen’s kappa is used to assess the agreement between the true class labels and classifier
output labels. It is computed using Equ. 3.37 where ACC0 is the chance level under the
assumption that all agreement between the true class label and the classifier output occurred
by chance [133]. It can be estimated from the entries of the confusion matrix using Equ.
3.38 where Ck,: =
∑
j=1Ci=k,j and C:,k =
∑
i=1Ci,j=k.
kappa =
ACC − ACC0
1− ACC0 (3.37)
ACC0 =
∑
Ck,:C:,k
(
∑
Ci,j)2
(3.38)
BCI activation threshold
The BCI activation threshold is defined here as BCI-difficulty. It is called BCI-difficulty
because the parameters of the threshold can be varied to make the activation of the BCI
system more or less difficult. A high BCI-difficulty level can be set to reduce false positives.
In this thesis a BCI-difficulty is set as follows.
Let the classifier output produced per sample be given by c = {Class 1, Class 2}. Let c be
buffered for a variable length of time up to a maximum of 3 s or 768 samples (Samplerate
is 256 Hz). Let a BCI detection occur when a percentage of a defined sub-length of the
buffer is filled with Class 1. This defined sub-length of the buffer is called a sub-buffer. The
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length of the sub-buffer, usually 1.5-2 s long, is determined for a subject and optimized to
significantly reduce false positives which was reported by the subject. The BCI-difficulty is
set using Equ. 3.39
d =
bf
B
. (3.39)
where d is the BCI-difficulty, b is the sub-buffer length, B is the maximum buffer length (set
to 3 s) and f is the percentage filling of the sub-buffer that activates the BCI. For example
when b = 2 s, f was set to 75% to get d equal to 50% BCI-difficulty level.
The BCI-difficulty can be set to allow session to session comparison (which was not done
in this thesis) as follows. During a session, vary the length of B such that at certain length
no false positive is observed with the subject relaxed and at 5% below this length of B, false
positive is observed. Now set the desired detection window length b and calculate the BCI-
difficulty d as d = b/B. A subject’s performances in different sessions can be compared
with each other by setting d to be the same in the sessions.
3.2 BCI-FES
The BCI-FES system combines the BCI and FES technologies. The components of the
BCI-FES system developed in this thesis are shown in Fig. 3.3. In this figure, the EEG
corresponding to the attempted right hand movement is recorded by the EEG amplifier and
sent to the computer. The computer performs BCI-related analysis and the output is used
to drive the FES as shown in the figure. This BCI output signal can either be used to start
and stop the FES, modulate the current and/or the stimulation pulsewidth. In this thesis the
output of the BCI was simply used to control the starting of the FES. The FES stays active
for 10 s each time it is activated. The BCI-FES was implemented using Simulink and the
Simulink model is shown in Fig. 3.4.
The EEG recorder used was the g.USBamp as shown in Fig.3.3 which attaches to the com-
puter through a USB port. Six standard EEG recording electrodes were used bipolarly for
signal acquisition. The bipolar montage is as follows: Fc3-Cp3, Fcz-Cpz and Fc4-Fc4. The
first (Fc3-Cp3) was used to derive the C3 channel and it corresponds to the right hand area
of the brain. The second (Fcz-Cpz) was used to derive the Cz channel and it corresponds to
the central area of the brain. The third (Fc4-Cp4) was used to derive the C4 channel and it
corresponds to the left hand area of the brain.
The FES device used was the Hasomed Rehastim shown in Fig. 3.3. It attaches to the
computer through a USB port. It has a Simulink block which allows easy control of the
intensity, pulsewith and the frequency of stimulation. The output of the BCI forms the input
of the FES simulink block. This device has eight channels but only four of them were used in
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Figure 3.3: The diagram of the BCI-FES system. AM, attempted movement.
this thesis. The four channels were attached to the hand through neurostimulation electrodes
of various sizes including 5 by 9 cm and 3.3 by 5.3 cm rectangular electrodes. Two channels
were used for hand extension positioned to activate the Extensor digitorum and the extensor
pollicis longus as shown in Fig. 3.5 a). Similarly the remaining two channels were used to
close the hand and so were positioned to activate the flexor digitorum superficialis and the
flexor pollicis brevis muslces as shown on Fig. 3.5 b). The FES frequency was set to 25.6
Hz and the pulsewidth was set to 200 µs. When activated the FES assisted in repetitive hand
opening and closing for 10 s with the hand muscles stimulated with similar FES current and
3.2. BCI-FES 53
Figure 3.4: Simulink implementation of the BCI-FES.
in the order shown in Fig. 3.6. In addition to the FES, the BCI-FES system provided visual
and auditory feedbacks in order to guide task performance.
Visual and auditory feedback were implemented using the Java programming language ex-
ecuted in Simulink through a MATLAB script. The details of the software tools used in
this thesis are shown in Appendix A.1. The output of the BCI forms the input of the Java
program. The visual feedback included a gauge on the computer screen as shown in Fig. 3.3
which moves to the left when AM of the subject is detected and to the right otherwise. The
FES is activated at the same time as when the gauge reaches the extreme left and remained
for a set period of time determined by the BCI-difficulty of Section 3.1.4. Another visual
feedback is a score displayed on the screen as shown in Fig. 3.3. The score increments
whenever the FES is activated and tells the subject how many times the subjects has man-
aged to activate the FES. When the FES is activated, a congratulatory message is displayed
on the screen and an acknowledgment sound is played. If the FES was not activated after a
set amount of time, a message is printed on the screen and a sound is played to mark a failed
attempt. When this happened, the system was manually terminated. For a full description of
how to operate the software for the BCI-FES system, see Appendix B.1.
For application in neurorehabilitation, the BCI-FES system must run in a near real-time in
order to reduce the time lag between the activation of the motor cortex and the activation of
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Figure 3.5: An example of a set FES electrode positions used in this thesis. a) Electrodes
for opening the hand: 1, Extensor pollicis longus; 2, Extensor digitorum. b) Electrode for
closing the hand: 3, Flexor pollicis brevis; 4, Flexor digitorum superficialis.
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Figure 3.6: Ten seconds of FES to the hand muscles. EPL, Extensor pollicis longus; ED,
Extensor digitorum; FPB, Flexor pollicis brevis; FDS, Flexor digitorum superficialis
the FES device so that temporal contiguity exists between the two activations. In order to
avoid a large time lag, EEG feature like the bandpower and TDP which are easy to compute
are chosen for the BCI. Also the LDA and computational inexpensive classifier adaptation
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methods are employed (see Section 3.1.2 for the classifier and the adaptation methods).
3.3 Assessment methods in patients
Several methods were used to assess patients in this thesis. The assessment methods included
the somatosensory evoked potential (SSEP, Chapter 7), range of movement (ROM, Section
8.3.4), ERD/ERS (Section 3.1.1) and sLORETA localisation (Appendix A.1.4). Other meth-
ods used are discussed below.
3.3.1 Manual muscle testing
The manual muscle testing (MMT) [134] grading system was used in this thesis to assess the
strength of the muscles of patients. The grading was performed by a qualified occupational
therapist. In order to grade a muscle, the therapist asks the subject to produce a movement
typically produced by the muscle. The grades range from 0 to 5 for no observable or palpable
muscle contraction and normal muscle function respectively. The guidelines used by the
occupational therapist for grading the muscle function is shown in the left side of Fig. 1.10.
Each non-zero grade, G is subdivided into three thus: G-, G and G+ where G- is slightly less
that G and G+ is slightly better than G but not enough to make the next grade. The muscles of
the hand tested included the extensor digitorum (ED), extensor carpi radialis (ECR), extensor
pollicis longus (EPL), flexor carpi radialis (FCR), flexor digitorum profundus (FDP), and
intrinsic hand muscles (I). In addition to these muscles, the latissimus dorsi, pectoralis major,
serratus anterior, deltoid, triceps, biceps, brachioradialis, supinator and the pronator muscles
of the upper limbs were also tested.
3.3.2 Laterality index
A brain’s hemisphere may dominate a cognitive process. An example is in language pro-
cessing where the left hemisphere dominates [135]. Also due to contralateral representation
of body parts in the brain, motor functions can be dominated by a hemisphere. It is well
known that the left hemisphere of the brain controls the right part of the body and the right
hemisphere controls the left. The degree of hemispheric dominance is called the laterality
index (LI). It can be calculated by taking the ratio of a measure of activities in the brain
hemispheres. The measure of activities can be quantified by counting the number of active
voxels in an fMRI images. Laterality index is classically computed using Equ. 3.40 [135].
LI =
vl − vr
vl + vr
(3.40)
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In Equ. 3.40, vl, vr are respectively the number of active voxels in the left and right hemi-
spheres or left and right regions of interests. A negative value of LI < −0.2 is interpreted as
right hemispheric dominance while LI > 0.2 is interpreted as a left hemispheric dominance.
A value of |LI| ≤ 0.2 is interpreted as bilateral dominance.
The classical method of LI computation can be problematic because the absence of voxel
weighting allows less statistically significant voxels (due to their relative activation inten-
sity) to equally contribute to LI as more significant ones. The voxels’ contributions can be
weighted or scaled so that each contribute in accordance with their respective significance
[136, 137]. The statistical values of significance can be used as a weight and summed for
the voxels in the left and right hemispheres or left and right regions of interests. The index is
then computed using Equ. 3.41 [135], where
∑
vwl and
∑
vwr are respectively the weighted
sum of the voxels in the left and right hemispheres. This weighted index is denoted as wLI.
wLI =
∑
vwl −
∑
vwr∑
vwl +
∑
vwr
(3.41)
Following a neurological injury, the degree of lateralisation as represented by LI/wLI might
change. So LI/wLI can be used to assess such an injury and it has been used to assess
recovery in stroke patients in BCI [138, 139] and BCI-FES [105] therapy. In SCI, it has been
used to assess cortical reorganisation [140].
Weighted laterality index will be used in this thesis to assess the changes in the brain dur-
ing hand AM before and after therapy. Weighted voxels will be obtained from sLORETA
localisation of wholehead EEG. Instead of using activated voxels all over the hemispheres,
pairs of regions of interest are created in sLORETA package. The regions of interest have
15 mm radius with centres in MNI coordinate [x,y,z] as follows: [±56 8 22], [±26,-12,52]
and [±38, -28 ,46]; where ± shows that a pair of region of interest (one in a hemisphere) is
created by reflecting the x-coordinate. These are locations with maximal activation during
hand movement [141]. The closest voxels to these locations in the sLORETA package are
the BA 45, BA 6 and BA 40 respectively. In addition to these three locations, another lo-
cation [±36,-22,58], which is BA 4 in sLORETA, representing the centre of activity/gravity
for the primary motor cortex during hand movement was included [142]. So there are in total
4 pairs of regions of interests with one of each pair in a hemisphere. The regions of interests
generated a total of 477 sLORETA voxels.
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Chapter 4
Motor Imagery in mental rotation
In order to ‘simply’ tell the left from the right, the brain runs simulations.
4.1 Summary
Several studies have shown that motor imagery is used implicitly during mental rotation tasks
where subjects for example judge whether a picture of a hand is of left or right. Because ex-
plicit motor imagery activates the sensorimotor areas of the brain, mental rotation should
do similar if it involves a kind of motor imagery. Currently, studies of mental rotation have
focused on the use of modalities like fMRI and PET with little attention paid to EEG which
offers a high time-frequency resolution. The time-frequency method of EEG analysis is a
useful research tool for studying explicit motor imagery. Although hand mental rotation is
claimed to involve motor imagery, the time-frequency analysis has never been used to com-
pare motor imagery with mental rotation. In this study, the time-frequency analysis is used to
compare motor imagery and mental rotation. Fifteen able-bodied individuals took part in this
study. They performed motor imagery of hands in one condition and a mental rotation task
inducing implicit imagery in another while EEG was recorded. The time-frequency method
and a 3D localisation of the EEG revealed that the activities in the sensorimotor cortex had
similar characteristics in explicit motor imagery and implicit motor imagery conditions. Also
the sensorimotor activation characteristics were different for the left and for the right hand in
both explicit and implicit motor imagery. These suggests that motor imagery is used during
mental rotation. This result should encourage the use of mental rotation of body parts in
motor rehabilitation programmes in a similar manner as motor imagery is used.
Note that this chapter has now been published.
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4.2 Introduction
When attempting to judge the laterality of a picture of a human hand, it is believed that
subjects mentally rotate an internal representation of their own hand in order to match it with
the presented hand [143]. Such a task is referred to as hand laterality test/judgement task
(HLT) [144]. A degree of mental effort applied in this task is proportional to the degree of
mental rotation.
This rotation is similar to the mental rotation used for searching the congruency between
two 3-D objects [145], in which subjects holistically, mentally rotate one of the 3D objects
to match its orientation with that of the other [143]. This holistic mental rotation model is
supported by neuroimaging studies of mental rotation consistently finding the activation of
the superior parietal lobule (SPL) and the intraparietal sulcus (BA 40) . These are brain areas
known for implementation of spatial maps that code the position of body parts in relation
to each other [146, 147, 148]. Remarkably, activities in these region is proportional to the
degree of mental rotation performed [146, 149, 150].
The hand mental rotation does not violate the bio-mechanical constraints imposed by the
joints [151, 152, 153]. As shown by several chronometric studies, the time (reaction time,
RT) it takes to mentally rotate the hand is proportional to the angular disparity between the
current hand orientation and the new orientation [145, 154]. Most interestingly, this time is
also proportional to the time it would take to perform the movement physically [153]. These
findings suggest that the neural system of movement is used to mentally rotate the hand in
order to make a match with the presented hand picture. Since there is no overt movement,
the neural system should resemble that of Motor Imagination/Imagery (MI) which is the
mental simulation of motor action [8, 19]. MI is neurally similar to physical execution of the
action except that no movement is observed. During the mental rotation tasks, subjects are
often unaware of imagination of movement. For this reason the term ’implicit MI’ is used to
describe the unrequested/unconscious imagination of movement during mental rotation tasks
[154, 155]. Explicit MI therefore refers to a conscious motor imagination.
Implicit MI in mental rotation of body parts is an idea supported by many studies [143, 151,
152, 153, 154, 156, 157]. Several brain areas known to be active during explicit MI have been
found active during the mental rotation tasks [146, 154, 156]. Parsons and colleagues used
mental rotation induced by HLT to show that apart from the primary sensorimotor cortices,
all the brain regions known to participate in the planning and execution of movement were
activated by mental rotation of hands [154].
So far extensive neuroimaging studies of mental rotation have been done using PET and
fMRI which offer a high spatial resolution. EEG is a technology offering a higher temporal
and frequency resolution which is useful in studying the dynamic brain processes. Time-
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frequency analysis of EEG is a well-established technique used to study MI [158]. Although
hand mental rotation is claimed to involve MI, the time-frequency characteristics of mental
rotation has never been compared with that of MI. Such an analysis is necessary to establish
the relationship between MI and hand mental rotation. Previous 3D objects and alphanu-
meric based mental rotation studies [159, 160] using EEG did not describe the complete
time-frequency characteristics.
In a recent study, Chen and colleague [161] only analysed an early induced EEG activity
during hand mental rotation induced by HLT. Their experimental design involved subjects
pressing buttons with their hands to indicate their judgements. Since the subjects were be-
lieved to be mentally rotating their hands, pressing the button with the same hands could
interfere with the results. An important, yet unanswered question that would further confirm
similarity between explicit and implicit MI is whether it is possible to discriminate between
left and right mental rotation using EEG signal recorded during a hand mental rotation task
such as HLT.
The present study has three main objectives. (1) To study the time-frequency dynamics and
spatial localisation of sensorimotor activities during mental rotation of hands induced by
HLT. (2) To test whether it is possible to discriminate between left and right hand mental
rotation using EEG recorded during HLT. (3) To compare time-frequency responses over the
sensorimotor cortices between implicit MI (in HLT) and explicit MI. The knowledge gained
by studying the above is relevant in understanding the mental rotation process. Furthermore
establishing that implicit MI is involved in mental rotation and that it is similar to explicit
MI can open new areas of application in which mental rotation induced implicit MI can be
used to complement explicit MI used in rehabilitation of movement [162, 163, 164, 165].
Patients who find it difficult to perform explicit MI due to loss of proprioception/sensation
for example following incomplete spinal cord injury may use the implicit MI automatically
invoked in the brain to activate the motor cortex in a similar manner as explicit MI in rehabil-
itation. Hand mental rotation induced with HLT is already in use in the treatment of complex
regional pain [144, 166, 167] and its use is expected to widen [144].
4.3 Methods
4.3.1 Data collection
Subjects
Fifteen right handed (Edinburgh handedness inventory [168] mean, +76 ± 19 ) healthy sub-
jects (mean age 24.9 ± 5.0, 6 females) volunteered for this study. The subjects gave their
informed consents. The study was approved by the University ethics committee.
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MI trials
A cue-based paradigm implemented with rtsBCI [169] was used. A trial lasted for 6000
ms. At the beginning of a trial (t=-3000 ms), the user was presented with a blank screen.
A warning cue (a cross) appeared on the screen at t = -1000 ms informing the user to get
ready. This cross disappeared at the end of the trial (t= 3000 ms). From t=-3000 ms to t=0
ms, the subjects were asked to relax, rest and they were not performing any study related
task. At t = 0 ms an execution cue (which is an arrow pointing to either left or right) was
presented on the screen and stayed there till t=1250ms. Depending on the cue the subjects
had to perform continuous kinesthetic MI of opening and closing (or hand waving) of the left
or the right hand. This gave two types of MI condition namely, right hand MI and left hand
MI. Subjects were asked to continuously imagine waving their hand from t=0s till t=3000ms.
They were allowed to rest from t = 3000 ms for a variable length of time (between 1000 to
3000 ms) before another trial started. This paradigm, often used in brain computer interface
experiments [117, 170], is shown on Fig. 4.1 a.
HLT trials
The timing of the HLT paradigm was similar to that of MI. At t = -1000 ms the warning
cue appeared accompanied with a beep sound. The beep sound was used as a reference for
determining the subjects’ response time on an audio recording explained later. At t = 0 ms,
an execution cue in form of a hand picture was presented on the screen replacing the cross.
The picture disappeared at t = 3000 ms regardless of the subject’s response. This paradigm is
shown on Fig. 4.1 b. The subjects were asked to verbally express their laterality judgement
of the presented hand picture by answering ’left’ or ’right’. Using verbal expression avoids
hand movement unlike in the case of pushing a button to give an answer. Such a hand
movement might interfere with the outcome of the experiment [171]. The hand pictures
had plain backgrounds and each contained only one hand performing a gesture. They were
processed to the size of 408 by 408 pixels. For each hand gesture there was a left and a
right hand picture. Each of the pictures was presented in two orientations, counter-clockwise
by 90o (CCW) and clockwise by 90o (CW). This gave four types of HLT condition namely
right CCW HLT, left CW HLT, right CW HLT and left CCW HLT. The first two are termed
medial orientations because they involve rotations towards the midline of the body while the
last two are termed lateral orientations because they involve rotation outside the midline of
the body [152]. Examples of the stimuli are shown on Fig. 4.2.
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Figure 4.1: The sequence of events for a) MI and b) HLT trials.
Figure 4.2: The first column shows the images rotated counter-clockwise (CCW) by 90o
while the second column shows images rotated clockwise (CW) by 90o. All rotations are
relative to the hands at upright position.
Procedure
Subjects sat in an armchair facing a computer screen. Their hands were pronated and placed
on a table in front of them. Subjects were instructed to relax and avoid physical movements
during the experiment. They were monitored throughout the experimental session to make
sure that they followed the instructions and a part of the experiment was restarted if instruc-
tions were not followed. The MI trials (which took on average only 20 minutes in total)
were followed by HLT trials after the subjects have had about 15 minutes of rest. It was
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necessary to separate the MI runs from the HLT runs to avoid possible interference of the
techniques the subjects employed [172]. For example the hand pictures might encourage
visual MI during the MI trials if the MI trials were shown interchangeably with HLT trials or
if the HLT runs were performed first. Also the performance of explicit motor imagery in the
MI trials might influence the technique used during the HLT trials if the two conditions were
presented interchangeably [172]. A total of 120 trials for MI were obtained (60 trials for
each of left and right hand) divided into 4 runs of 30 trials (15 for each hand presented in a
random order). A total of 240 trials for HLT were obtained (60 trials for each of right CCW,
left CW, right CW and left CCW). This was divided into 6 runs of 40 trials consisting of 10
trials for each of the orientation presented in a random order. The subjects were allowed to
rest between the runs. A relatively small number of trials were purposely chosen to reduce
the influence of fatigue in both MI and HLT runs.
Figure 4.3: The 10/10 international electrode positioning standard used for HLT and MI
experiment. The black circles show unused positions.
Data recording
Signal recording was performed under MATLAB and Simulink (MATLAB R2012a, The
MathWorks Inc., Natick, MA). Electrodes were placed on 47 different locations on the
scalp following the International 10/10 electrode positioning standard as shown on Fig. 4.3.
Linked ear reference was used and the ground electrode was placed on location Afz. An elec-
trode was attached to the lateral canthus on the orbicularis oculi of the right eye to record
Electrooculogram (EOG) for the purpose of artefact detection. EEG and EOG were recorded
at the sample frequency of 256 Hz using three modules of the g.USBAmp ( biosignal am-
plifier, g.tec Medical Engineering GmbH, Austria ). The impedance of the electrodes was
kept below 5 kΩ. Signal was filtered online between 0.5 and 60 Hz with a notch filter at
50 Hz using the IIR digital Butterworth filters built into the amplifiers. In addition to EEG
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and EOG, audio signal was recorded during the HLT trials which enabled a subject to give
his/her judgement by verbal response [173].
4.3.2 Data analysis
Behavioural data
The beep sound during the HLT trials was used to retrieve the subjects’ RTs from the audio
recordings. The RTs for HLT trials were obtained by splitting the recorded audio signal
into trials using the beep events. The beep time point (btp) was determined at two standard
deviations from the start of the beep sound wave while the subjects’ response time point (rtp)
was detected at five standard deviations into the subjects’ response speech wave. Given that
the beep occurred at t=-1000 ms and the stimuli appeared at t=0 ms into the trials, RT =
(rtp − btp) − 1000 was calculated in milliseconds. The subjects’ mean RTs for the correct
laterality judgements were submitted to a two-way analysis of variance (ANOVA), with hand
pictures (left and right hands) and picture orientations (CW, CCW) as within subjects factors.
The error rate was taken as the percentage number of trials with incorrect laterality judgement
while the accuracy was calculated as 100 minus the error rate. The error rate was obtained
by listening back to the audio trials for the subjects’ response for each hand picture.The
Wilcoxon rank sum test was used to compare the medians of the accuracies between the
hands and orientations. Statistical significance level was to p =0.05.
EEG data pre-processing
The continuous EEG data of MI and HLT were split into trials. HLT trials with incorrect
response were eliminated. All data were visually inspected and epochs with artefact like
a sudden burst in amplitude over all electrodes were eliminated. For each subject, the MI
and HLT trials were concatenated to form a single data set. The data sets were individually
decomposed into 48 maximally independent temporal components using the logistic info-
max independent component analysis (ICA) algorithm [174, 175] implemented in EEGLAB
[176]. The components were visually inspected and components corresponding to ocular
artefact were removed [177]. All other artefacts like electrocardiogram and electromyogram
(which mostly occurred when subjects gave their answers) were identified and removed by
considering their typical morphology, spectrum, topography and temporal characteristics
[178]. The remaining components were back projected to EEG channels and then used for
group analysis in EEGLAB and sLORETA after separating the data set back to HLT and MI
trials and computing common average reference of the EEG channels.
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Time-frequency analysis in EEGLAB
Group analysis was performed under EEGLAB to visualize and compare the Event Related
Desynchronisation (ERD)[32, 179] and Event Related Synchronisation (ERS) [28, 121] aris-
ing from MI and HLT trials. Recall from Section 3.1.1 that ERD and ERS refer to decrease
and increase respectively of EEG power relative to a baseline period within a narrow fre-
quency band. Also recall that movement related cortical processes like those during MI and
physical execution can be quantified with ERD across the sensorimotor cortex. ERD/ERS,
sometimes referred to as event related spectral perturbation [33], will be used in this text
as a general term to refer to both ERD and ERS when necessary. ERD/ERS was computed
using EEGLAB routines. The Morlet Wavelet transform was used to perform time frequency
analysis of the EEG data in the frequency band 3 to 60 Hz with a Hanning-tapered window
applied and the number of cycles set to 3. These wavelet parameters allowed low frequencies
starting from 3 Hz to be analysed in a one second window [180]. The ERD/ERS was com-
puted as power changes in decibels relative to a baseline period (t=-2000 to -1000 ms). The
full description of ERD/ERS method is given in the EEGLAB’s methods by Delorme and
Makeig [176]. ERD/ERS averaged over trials and subjects per experimental condition type
is presented. Also presented are ERD/ERS scalp maps in small time windows of 200ms and
in chosen frequency bands. The statistical non-parametric method with Holm’s correction
for multiple comparison [181] was used to assess the differences in ERD/ERS within and
between the conditions at p=0.05.
sLORETA localisation
The trials were split into one second long time windows. Frequency domain sLORETA
was computed for each window in the frequency bands including 1-3Hz (δ), 4-7Hz (θ), 8-
12Hz (α/µ), 12-16Hz (β1), 16-24Hz (β2). Baseline was taken from the period before the
warning sign (t=-2000 to -1000 ms). Images of sLORETA were computed over one second
time windows beginning at t=500 ms post execution cue. Shifting the analysis window in
100 ms time steps over the period of interest and computing sLORETA image at each step
yielded a temporal activation pattern of different cortical structures. The extent of activation
at each time step was quantified for each brain structure by summing up the number of
voxels active for that structure in the corresponding sLORETA image. The rationale for
presenting the number of active voxels was to obtain a measure of temporal dynamic activity
of each structure. The brain structures of interest included those found active in MI and HLT
experiments [17, 156].
To find the predominantly active areas on the cortex for HLT and MI, the sLORETA sta-
tistical package was used to perform a paired group analysis (n=15) for HLT and MI trials
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where a pair comprises the baseline window and a selected one second window. Paired group
analysis was also performed to compare the differences in spatial activation and activation
intensity between MI and HLT types. Using sLORETA’s log of ratio of averages (r-value)
for the first test and t-statistics (t-value) for the second test, 5000 randomization of statis-
tical non-parametric mapping (SnPM) [182] implemented in sLORETA package was used
to calculate corrected critical thresholds and p-values. Statistical significant level was set at
p=0.05.
4.4 Results
4.4.1 Behavioural data
The mean RTs across all subjects and trials are shown in Fig. 4.4. The mean RT for the
right hand CCW was 1427± 493 ms (MEAN ±STD), for the left hand CW it was 1549±
500 ms, for the right hand CW it was 1613± 554 ms and for the left hand CCW it was
1638± 551 ms. The mean RTs together with accuracies are presented in Table 4.1. The two-
way ANOVA showed main effects for hand pictures, F(1,14)=6.163, p=0.026 and picture
orientations F(1,14)=6.475, p=0.023 and significant interaction of hand pictures × picture
orientations, F(1,14)=14.068, p=0.002. The interaction was significant because as shown on
Fig. 4.4 the right hand pictures were recognised quicker at CCW orientation than at CW
orientation and left hand pictures were recognised quicker at CW orientation than at CCW
orientation. These results have shown that the pictures at the medial orientations (right hand
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Figure 4.4: The mean reaction time for all subjects.
CCW and left hand CW) had the smallest RTs. The RTs obtained here are similar to those
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Table 4.1: Mean RTs and accuracies for each subject and each condition.
Subj.ID RT (ms) Accuracy (%)
Left
CW
Right
CCW
Left
CCW
Right
CW
Left
CW
Right
CCW
Left
CCW
Right
CW
1 1833 1647 1881 1879 95 97 97 92
2 1604 1381 1798 1770 92 97 92 90
3 1816 1453 1688 1754 97 98 95 100
4 1415 1099 1527 1441 83 85 85 93
5 1122 953 1253 1212 80 78 75 58
6 1482 1378 1511 1500 98 98 93 100
7 1669 1552 1660 1454 95 98 93 97
8 1515 1672 1761 2023 87 93 88 87
9 1312 1253 1375 1364 98 100 100 100
10 1633 1751 1785 1763 97 92 93 87
11 1799 1732 1850 1909 97 100 92 92
12 1004 933 1100 1038 100 97 100 100
13 1417 1406 1528 1393 100 93 100 95
14 1546 1416 1546 1515 100 100 100 97
15 2346 1820 2918 2540 76 72 62 66
from the published literature [143, 171], although in the referenced studies participants pro-
vided their response by pressing buttons rather than by responding verbally. The accuracies
(100% - % error rate) had medians of 97, 97 93 and 93% for left CW, right CCW, left CCW
and right CW respectively. There were no statistically significant differences in the medians
of the accuracies between the hand pictures (z=0.1343, p=0.8931) and picture orientations
(z=-0.1418, p=0.8872). There was also no statistically significant difference in the median
accuracy between the hand pictures in the lateral (right CW+left CCW) and the hand picture
in the medial (right CCW+left CW) orientations (z=-0.8359, p=0.4032).
4.4.2 Time frequency analysis
The RTs differed for medial and lateral orientations but their ERD/ERS maps were not found
to be different statistically. For this reason results will be presented only for the medial ori-
entation. The ERD/ERS maps averaged across subjects and trials for two channels C3 and
C4 located over the sensorimotor areas are plotted on Fig. 4.5 to show the time-frequency
changes. The plot starts from when the execution cue was shown to the subject. The ERD
is represented with negative values while ERS is represented with positive values. The last
column shows the area of significant differences in ERD/ERS between MI and HLT in fre-
quency and in time. The last row shows the area with statistical significant differences in
ERD/ERS between the hands. The plot at the bottom right presents the area with statistical
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Figure 4.5: ERD/ERS maps of channels (a) C3 and (b) C4 averaged across all subjects
and trials for MI (left and right) and HLT (left CW and right CCW). The plot is shown
for t=0-2200 ms and frequency 3-40 Hz. The areas of statistical differences between the
corresponding two conditions in frequency and time are shown on the last column. On the
last row, the area of statistical differences between the right and left hand is presented. The
plot shown on the bottom right is for the statistical interactions between the conditions and
their types.
The ERS at about 300 ms is related to visual processing possibly of the execution cue. At
around 500 ms, ERD is seen for all conditions in the α/µ, β1 and β2 bands. The intensity
of the ERD is generally lateralised with the right hand having more intensity on C3 and the
left hand on C4. In the case of MI, the left and right hand ERD differences (shown on the
second map on the last row of Fig. 4.5b) is apparent early at about 500 ms and it is more
pronounced on channel C4.
For HLT, inspecting the ERD/ERS of the right and the left hand and the corresponding statis-
tical difference maps reveals that the ERD can be divided into an early and a late ERD. The
early ERD is the HLT ERD that occur between 500 to approximately 1000 ms. The late ERD
starts from about 1000 ms. From the plot of RT on Fig. 4.4, the early ERD can be said to
occur long before laterality decisions were reached while the late ERD began just before and
after laterality decisions were reached. This late and early ERD phenomenon first described
in this study is more pronounced on channel C4. The early ERD is not significantly different
between the left and the right hand, as shown by the map on the bottom left of the Fig. 4.5b.
However, the late ERD is different between HLT of the left and the right hand, showing that
it is hand specific.
The ERD of MI is significantly different between the left and right hand in the whole period
and it is hand-specific from the onset of ERD at t=500 ms. The late ERD in HLT is similar
to that of MI of the matching hand and this similarity is more pronounced in the β1 and β2
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bands. The ERD for the HLT tends to decrease after verbal response. This may have created
the differences between HLT and MI towards the end of the trials because subjects continued
MI until the end of the trials. The statistical interactions between the conditions and types
are only more profound in the later part at C3 in the α/µ frequency band.
The ERD/ERS distribution on the scalp in α/µ, β1 and β2 bands are shown on Fig. 4.6.
The maps were obtained in the window t=1000-1200 ms which is a window that includes
the late ERD. This time-window is prior to the fastest RT (1427 ms) and therefore should
have a reduced interference from the verbal response. The last columns highlights recording
channels that show statistically significant differences in ERD/ERS between the matching
two conditions (left HLT and left MI in the first rows, right HLT and right MI in the sec-
ond rows for a given frequency band) while the last rows show the statistically significant
differences between the right hand and the left hand. The plot on the bottom right presents
the statistically significant interactions between HLT, MI, left and right. The Differences be-
tween MI and HLT task will be assessed first. At the chosen time window for the scalp map,
most of the ERD/ERS differences between the right hand MI and right CCW HLT appear in
the posterior parietal and occipital channels. This shows that their ERD/ERS in the sensori-
motor areas are similar in the α/µ, β1 and β2 bands. In the case of the left hand MI and left
CW HLT, the difference is widespread including the motor areas in the α/µ band but in the
β1 and β2 bands the differences is concentrated on the parietal and on the occipital areas.
The absence of significant differences on the frontal and paracentral areas shows a compa-
rable intensity of activation of the sensorimotor areas during MI and HLT. When ERD scalp
maps were compared between the left and right hand significant differences can be seen in
all the three frequency bands for MI but predominantly in the β1 and β2 bands in HLT. For
MI, areas of statistical significant difference between left and right hand include dominantly
the right parietal and central channels including C4. Because the late ERD in HLT is hand
specific and therefore resembles the ERD of MI, areas of statistically significant difference
between two hands are similar to those of MI.
4.4.3 sLORETA localisation
Changes in the cortical activation of relevant brain structures over time were expressed as a
function of the number of active voxels in different time windows. Different experimental
condition showed distinctive temporal variations of the cortical activity. Temporal activation
of representative structures are shown on Fig. 4.7. The HLT had larger number of active
voxels and larger temporal variation than MI. Selected brain regions reached their maximum
activity fastest for the right hand CCW where the activities plateaued at the time window
t=700-1700 ms. For left CW the plateau was within the time window t=1000-2000 ms and
for both the right CW and left CCW (not shown on the figure) it was within the window
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Figure 4.6: Scalp maps of ERD/ERS in different frequency bands at 1000-1200 ms post cue
for MI (left and right) and HLT (left CW and right CCW). ERD is shown with negative values
while ERS is shown with positive values. The last columns highlight channels/electrodes that
show statistical difference between the corresponding two conditions (p=0.05 with Holm’s
correction for multiple comparison) while the last rows show the same for the difference
between the right and left hand. The plot on the bottom right represents the statistical inter-
actions between the conditions and their types.
t=1100-2100 ms with temporal distribution similar to that of left CW HLT. The time window
used for sLORETA analysis in which plateaus occurred corresponds to the time window
as their respective RTs, apart from the plateau for the right CCW which had significantly
shorter RT. Compared to HLT the number of voxels during MI was less variable over time
(note the different time scales for HLT and MI). In both MI and HLT there are clear activities
of the postcentral gyrus and precentral gyrus and the plateaus in the case of HLT are possibly
related to the maximum activity occurring during implicit MI. The IPL and the middle frontal
gyrus were active for the right hand MI but did not reach the significance level (p=0.05) in the
case of the left hand MI. The cingulate gyrus and the paracentral lobule were also activated
in HLT.
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Figure 4.7: Temporal activation pattern of cortical structures (n=15) in the α/µ-band of
sLORETA localisation for MI (left and right) and HLT (left CW and right CCW). The num-
ber of active voxels was counted for each cortical structure for each sLORETA image com-
puted in a one second sliding window with a step size of tenth of a second. The time axis
represents the centres of the one second sliding windows. Pre CG, Precentral gyrus; Post
CG, Postcentral gyrus; IPL, Inferior Parietal Lobule; SPL, Superior Parietal Lobule; CG,
Cingulate gyrus; PCL, Paracentral lobule; Pre C, Precuneus; MFG, Middle Frontal Gyrus.
The rest of sLORETA results will be presented as follows. sLORETA images and the cor-
responding tables of activities will be presented for each of the four conditions on Fig. 4.7
(i.e left hand MI, right hand MI, left CW HLT and right CCW HLT) in order to individually
describe each condition. Afterwards, an sLORETA image and corresponding table of activ-
ities will be presented for the comparison between right hand MI and the right CCW HLT
to further show the similarities and differences between MI (explicit MI) and HLT (implicit
MI).
In order to present a sLORETA image that best describes each of the conditions’ sensorimo-
tor activities, sLORETA images corresponding to a condition’s specific plateau time window
of the sensorimotor area is presented. Assuming that in the case of MI, the number of active
voxels were relatively constant, the time window t=500-1500 ms was chosen to present MI
images.
As it can be seen from Figs. 4.8 and 4.9 the right and left hand MI engendered strong
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Figure 4.8: sLORETA localisation for MI of right hand compared with the baseline period in
the α/µ-band at the time window 500-1500 ms relative to execution cue onset. The first row
shows 3D map of the localisation while the second row shows a 3D slice at the displayed
location (BA 4). The localisation for the β1-band is similar to that of α/µ and therefore it is
not shown here.
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Figure 4.9: sLORETA localisation for MI of left hand compared with the baseline period in
the α/µ-band at the time window 500-1500 ms relative to execution cue onset. The first row
shows 3D map of the localisation while the second row shows a 3D slice at the displayed
location (BA 4). The localisation for the β1-band is similar to that of α/µ and therefore it is
not shown here.
activation contralaterally. Active regions are summarized in Tables 4.2 and 4.3 for the right
and left hand MI respectively. The sLORETA images are presented for the right CCW HLT
on Fig. 4.10 and for the left CW HLT on Fig. 4.11. The activities in the α/µ band were
significant for both conditions; those in the β1 frequency band were significant in the case
of MI but not in the case of HLT. The sLORETA localisation for MI in the β1 band is
similar to that in the α/µ band, therefore unless otherwise specified the α/µ localisation
for MI is referred. The activities in the β2 frequency band did not reach significance level
in any condition. In both MI and HLT the postcentral gyrus, the precentral gyrus and IPL
(BA 40) and the middle frontal gyrus were always active. For HLT the activities of these
structures were bilateral with the strongest active voxel contralateral to the chosen hand.
The medial frontal gyrus active during mental rotation task [149] and the paracentral lobule
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Table 4.2: Significantly active structures for right hand MI compared with the baseline period
in α/µ-band and β1-band obtained at time window 500-1500 ms relative to cue onset.
Voxel with max. r-value
F Structure BA H nv r-value x y z
α/µ Postcentral Gyrus 2 3 L 15 -0.59 -45 -18 38
Precentral Gyrus 4 6 L 30 -0.59 -40 -17 42
Middle Frontal Gyrus 6 L 1 -0.54 -45 2 41
β1 Postcentral Gyrus 3 2 L 29 -0.63 -40 -22 43
Precentral Gyrus 4 6 L 10 -0.62 -40 -17 42
Inferior Parietal Lobule 40 L 1 -0.54 -50 -27 43
Notes: The structures are sorted in the descending absolute values of r-value. F, Frequency
band; BA, Brodmann Area; H, Hemisphere; nv, Number of Voxels; r-value, Statistics (log of ratio
of averages implemented in sLORETA, read like t-values); xyz, Talairach coordinates; R, Right; L,
Left. The BA in bold font is the Brodmann area whose coordinate is displayed. The BA in italics
is the Brodmann area contributing most in nv. The H in bold font is the hemisphere that contributes
more than 20% of nv.
Table 4.3: Significantly active structures for left hand MI compared with the baseline period
in the α/µ-band and β1-band at the time window 500-1500 ms relative to cue onset
Voxel with max. r-value
F Structure BA H nv r-value x y z
α/µ Precentral Gyrus 4 6 R 27 -0.37 35 -17 47
Postcentral Gyrus 3 R 10 -0.37 35 -22 47
β1 Precentral Gyrus 4 6 R 7 -0.35 35 -17 42
Notes: See table 4.2
part of the frontal and the parietal lobe were also active in HLT. Like in other neuroimaging
studies on mental rotation [146], SPL and IPL were always active bilaterally for all types
of HLT. The cingulate gyrus, posterior cingulate and the precuneus which has been referred
metaphorically to as the mind’s eye [183] were particularly active. In the occipital cortex, the
notable active areas included the cuneus, middle occipital gyrus and the lingual gyrus. The
activities found in the auditory cortex namely the superior temporal gyrus and the transverse
temporal gyrus might have been due to the beep sound used in the HLT trials although the
superior temporal gyrus has been found active in a mental rotation task [149]. There were
also activities in the insula and the parahippocampal gyrus. These and other active areas are
summarized in Tables 4.4 and 4.5 for the right CCW and the left CW respectively.
The results of comparing cortical activity between MI and HLT are presented for the right
hand MI versus right CCW HLT on Fig. 4.12 and in Table 4.6. There were no differences
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Figure 4.10: sLORETA localisation for right CCW HLT compared with the baseline period
in the α/µ-band at the time window 700-1700 ms relative to execution cue onset. The first
row shows 3D map of the localisation while the second row shows a 3D slice at the displayed
location (BA 4). The localisation for the β1-band is similar to that of α/µ but it was not
statistically significant.
Log of ratio of average
A P
Left view
Top view
Right View
L R P A
Figure 4.11: sLORETA localisation for left CW HLT compared with the baseline period in
the α/µ-band at the time window 1000-2000 ms relative to execution cue onset. The first row
shows 3D map of the localisation while the second row shows a 3D slice at the displayed
location (BA 4). The localisation for the β1-band is similar to that of α/µ but it was not
statistically significant.
between the conditions in the hand areas of the precentral gyrus and the postcentral gyrus,
indicating similarities in the intensity of activation in these areas in both conditions. As
expected there were more activities in the SPL in HLT than in MI. Other areas more active
during HLT included the central areas, the precuneus and the sub-gyral. Similar results to
those presented was also obtained by comparing left hand MI with left CW HLT, right hand
MI with right CW HLT and left hand MI with left CCW HLT.
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Table 4.4: Significantly active structures for right CCW HLT compared with the baseline
period in α/µ-band at the time window 700-1700 ms relative to cue onset
Voxel with max. r-value
F Structure BA H nv r-value x y z
α/µ Cingulate Gyrus 31 R L 124 -0.88 -10 -42 34
Precuneus 31 7 R L 217 -0.88 -5 -47 30
Posterior Cingulate 30 R L 87 -0.87 5 -47 25
Sub-Gyral 31 7 R L 14 -0.86 -20 -47 35
Cuneus 18 R L 237 -0.83 15 -67 17
Paracentral Lobule 31 5 R L 69 -0.82 0 -32 43
Postcentral Gyrus 3 R L 69 -0.81 -30 -22 43
Lingual Gyrus 18 R L 165 -0.81 20 -53 7
Precentral Gyrus 4 6 R L 40 -0.79 -25 -27 47
Parahippocampal Gyrus 19 R L 56 -0.79 20 -48 2
Insula 13 R L 15 -0.79 30 -33 20
Inferior Parietal Lobule 40 R L 22 -0.79 -35 -32 38
Middle Occipital Gyrus 18 19 R L 56 -0.75 -15 -87 14
Superior Temporal Gyrus 41 R 3 -0.74 35 -33 15
Superior Parietal Lobule 5 7 R L 6 -0.73 -25 -51 44
Medial Frontal Gyrus 6 R L 9 -0.72 10 -22 47
Fusiform Gyrus 19 R 35 -0.71 25 -54 -10
Inferior Occipital Gyrus 18 R L 11 -0.71 30 -92 -4
Transverse Temporal Gyrus 41 R 2 -0.68 40 -33 11
Middle Frontal Gyrus 6 L 2 -0.67 -35 -8 42
Notes: See table 4.2
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Figure 4.12: sLORETA localisation of the differences between the right hand MI and the
right CCW HLT in the α/µ-band at the time window 500-1500 ms. In all the presented areas
(red), HLT is more active than MI. The first row shows 3D map of the localisation the second
row shows a 3D slice at the displayed location (BA 4). The localisation for the β1-band is
similar to that of α/µ but it was not statistically significant.
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Table 4.5: Significantly active structures for the left CW HLT compared with the baseline
period in the α/µ-band at the time window 1000-2000 ms relative to cue onset.
Voxel with max. r-value
F Structure BA H nv r-value x y z
α/µ Postcentral Gyrus 3 R L 119 -0.96 35 -22 43
Precentral Gyrus 4 6 R L 104 -0.96 35 -17 42
Sub-Gyral 2 7 R L 19 -0.93 35 -27 38
Cingulate Gyrus 31 R L 135 -0.93 20 -42 25
Precuneus 31 7 R L 208 -0.93 20 -42 30
Posterior Cingulate 23 30 R L 87 -0.92 5 -42 25
Lingual Gyrus 18 R L 180 -0.91 20 -53 7
Insula 13 R L 31 -0.89 30 -33 20
Parahippocampal Gyrus 19 R L 81 -0.89 20 -48 2
Cuneus 30 18 R L 250 -0.88 10 -58 8
Paracentral Lobule 31 5 R L 69 -0.86 0 -32 43
Inferior Parietal Lobule 40 R L 39 -0.85 40 -32 34
Superior Temporal Gyrus 41 R 22 -0.85 35 -33 15
Fusiform Gyrus 19 37 R L 100 -0.83 25 -54 -10
Middle Frontal Gyrus 6 R L 11 -0.83 35 -8 42
Middle Occipital Gyrus 18 R L 107 -0.82 30 -92 5
Inferior Occipital Gyrus 18 R L 20 -0.81 30 -92 -4
Transverse Temporal Gyrus 41 R 5 -0.81 40 -33 15
Supramarginal Gyrus 40 R 3 -0.79 40 -42 34
Middle Temporal Gyrus 37 R 52 -0.78 45 -58 -1
Medial Frontal Gyrus 6 R L 11 -0.77 10 -22 47
Inferior Temporal Gyrus 37 R 27 -0.76 45 -68 -1
Superior Occipital Gyrus 19 R 2 -0.74 30 -86 23
Superior Parietal Lobule 5 7 R L 8 -0.74 25 -51 44
Notes: See table 4.2
4.5 Discussions
It is believed that mental rotation of hand involves MI implicitly. Using time-frequency
decomposition methods, EEG recorded during mental rotation tasks was studied with three
main objectives. First to understand the dynamics of sensorimotor activity during mental
rotation induced by HLT. Second, to investigate if it is possible to discriminate between left
and right hand mental rotation exploiting the time frequency technique. The third was to
compare temporal dynamic activation of the sensorimotor cortex during implicit and explicit
MI across different frequency bands.
In the first objective, the time frequency analysis of EEG signal recorded during HLT showed
activities in the α/µ frequency band and in the β (β1 and β2) bands. Similar frequency
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Table 4.6: Structures with significant differences in activity between right hand MI and right
CCW HLT in α/µ-band at time window t=700-1700 ms. In all the presented structures, HLT
is more active than MI.
Voxel with max. t-value
F Structure BA H nv t-value x y z
α/µ Postcentral Gyrus 5 R L 46 5.90 5 -45 67
Paracentral Lobule 5 R L 58 5.61 5 -45 62
Precuneus 7 19 R L 125 5.48 0 -50 62
Superior Parietal Lobule 5 7 R L 28 4.62 -20 -41 62
Medial Frontal Gyrus 6 R L 8 4.40 0 -26 57
Precentral Gyrus 4 R L 3 4.37 -15 -31 66
Cingulate Gyrus 31 R L 4 4.35 5 -42 44
Sub-Gyral 7 L 1 4.13 -20 -46 53
Notes: See table 4.2.
bands showed ERD activities in previous mental rotation studies using 3D objects and hands
[159, 160, 161]. Activities in these frequency ranges are believed to show spatiotemporal
patterns in motor, and cognitive tasks [184, 185, 186] such as HLT. The maximum α/µ
ERD in HLT was localized on the sensorimotor, posterior parietal and the occipital areas
although this ERD was not spatially specific. The activities in about 8-12 Hz band in the
posterior parietal and the occipital areas during mental rotation [187] might have a global
effect and therefore contribute to this non-spatial specificity. The 8-12 Hz band activities
might influence α/µ activities recorded in the sensorimotor areas although we used the com-
mon average method of electrode derivation to enhance local activities. In the case of the
β bands in HLT, activity was more transient and spatially specific in accordance with the
characteristics of motor related ERD in the β band [186]. These β ERDs were localized over
the sensorimotor and posterior parietal areas. Temporally the ERD in all the frequency bands
began at approximately t=500 ms and diminished soon after the subjects’ verbal responses
measured by RT. These results suggest that the sensorimotor activities quantified with ERD
during mental rotation of hands can be studied in the chosen frequency bands. sLORETA
localisations in the α/µ band confirmed that structures in the sensorimotor areas contributed
to the ERD activities. Furthermore the sLORETA localisations showed that the activation of
the sensorimotor areas peaked at different times for each hand and picture orientations dur-
ing the trials. Apart from the right CCW HLT, where the peak activity in sLORETA occurred
about 200 ms earlier than RT, the mean RTs closely followed the times of peak sensorimotor
activity (because RTs occurred in the same time window as the corresponding sensorimotor
peak activity). This means that the time of sensorimotor peak activity corresponds to the RT,
being faster for medial than for lateral orientation. According to Parsons [144, 155], when
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a person is presented with a HLT, the person makes an initial spontaneous pre-conscious
judgement which is subsequently confirmed by an implicit MI of the hand implicated in the
pre-conscious judgement. It is possible that the pre-conscious judgement was biased towards
the right hand given that the subjects were right-handers. This would imply that the first con-
firmation process involving implicit MI was biased towards the right hand. So given a right
hand image in a medial orientation, this first confirmation process was often successful. This
might explain the early peak activity for the right CCW HLT although it does not explain
why its mean RT occurred at about 200 ms after the peak activity.
For the second objective, statistical analysis of ERD/ERS showed that there were differ-
ences between left and right mental rotation induced by HLT. The differences could only
be observed during the late ERD phase in HLT, 1000 ms after the execution cue. Hemi-
spheric differences could be observed with the late ERD but not with the early ERD. This
explains why a previous EEG study did not report any hemispheric difference between left
and right HLT [161]. In the case of MI the left and right hands’ ERD differences started
at the onset of ERD (t=500 ms). Discrimination between left and right hand MI has been
exploited in brain computer interface [188, 189, 190]. The results of this study suggested
that the discrimination can also be achieved with data recorded during HLT. Furthermore,
similar electrode locations can be used for this discrimination for both MI and HLT. With
regard to sLORETA localisations, there were no quantitative differences between the left and
right hand mental rotation although there were stronger activations in the contralateral hemi-
sphere to the presented hand. There was also no difference between left and right hand MI
in sLORETA analysis despite differences being present in the channel based time frequency
analysis.Vingerhoets and colleagues faced a similar issue in an fMRI study [156] on mental
rotation. As suggested in the Vingerhoets’ study activities in the ipsilateral hemispheres to
each hand were sufficient to neutralise the lateralised activities when both hands data were
contrasted.
For the third objective, ERD/ERS was compared between MI (explicit MI) and HLT (implicit
MI). There were similarities between the two conditions in the later part of the trials when
the late ERD occurred. The similarities were present in the sensorimotor areas. The results
also showed that MI and HLT mainly differ in the activation of the posterior parietal and
occipital regions where ERD activation intensity was stronger for HLT. The frequency bands
that best described the similarities between MI and HLT were the β1 and β2. The α/µ band
in the case of HLT was not spatially specific although its maximum was on the sensorimotor,
parietal and occipital areas.
The sLORETA localisation of MI resembles those obtained in a study by Dyson and col-
leagues [191] who localised cortical activities during explicit MI. All of the structures active
during MI were active during HLT. These structures included the precentral gyrus, postcen-
tral gyrus, IPL and the middle frontal gyrus (BA 6). This result supports the propositions
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in the literature that MI is used during mental rotation [143, 151, 152, 153, 154, 156, 157]
and suggests that implicit MI is similar to explicit MI. In the case of MI the statistically sig-
nificant active sensorimotor areas were completely lateralised while for the HLT they were
bilateral possibly because the late and early ERD both occurred within the long-time win-
dow analysed in sLORETA. However, the strongest active voxel in the sensorimotor areas
for HLT were always contralateral to the hand chosen by the subjects. The activities in the
β1 frequency band were found significant for the MI but it did not reach significance level
in the HLT condition. This was attributed to the excessive energy in the α/µ band in HLT
which dominated the activities in the β bands following the correction for multiple compar-
isons over all frequency bands. When the α/µ band was excluded from the analysis the β
band became significant.
Comparing HLT and MI data in sLORETA did not reveal any statistical significant difference
in the sensorimotor cortex of the hand suggesting that these areas were similarly active in
both conditions. Instead, as expected the SPL, active in mental rotation tasks [156], and other
areas in the parietal cortex were among the areas showing higher activation in HLT than in MI
condition. Some previous studies have suggested that the primary sensorimotor cortices are
not active during HLT unlike during MI [144, 155]. The absence of any difference in primary
sensorimotor activity between the two conditions might be due to the EEG methodology used
in this study. Its disadvantage lies in the low spatial resolution in which neighbouring cortical
structures may have correlated activity. However, it could be that the EEG method which
offers highly resolved time-frequency analysis may be more sensitive to transient changes.
This was demonstrated by the temporal dynamics of the activities of cortical structures which
peaked at certain times during HLT.
4.5.1 Other Active areas in HLT
A literature review on mental rotation reported that activities were wide spread over several
brain areas [146, 160, 192, 193]. The only areas consistently reported in all studies were the
SPL and the intraparietal sulcus and similar areas were presented in the current study. The
other areas mostly reported in mental rotation or related tasks which were also reproduced
by sLORETA in this study included the following. The insula cortex [146, 172], found
active during voluntary hand movement [194], was consistently active. The precunues (BA
5 and 7) which has been implicated in self centered mental imagery [195] and other parietal
areas were major active areas [146, 192]. In the limbic lobe the cingulate gyrus and the
posterior cingulate cortex were prominantly active in all types of HLT conditions [172].
The posterior cingulate cortex has previously been found active in attention requiring tasks
[196] and in visual mental imagery [197]. In the temporal lobe, activities were found in
the posterior temporal cortex (BA 37 including the fusiform gyrus) [160, 193, 197, 198]
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and the parahippocampal gyrus. The parahippocampal gyrus is known to play a part in the
memory encoding and retrieval. It has also been implicated in the encoding and recognition
of scenes [199]. In the occipital lobe there were activities in the cunues [172], the fusiform
gyrus (BA 19) which has overlapping areas that respond to faces [200] and body parts [201].
Other areas included the lingual gyrus, the superior, middle, and the inferior occipital gyri.
[149, 150, 156, 193].
4.5.2 Shortcomings
A possible shortcoming of the study is that the results were derived from only 15 young
healthy individuals and therefore might not reflect a general case. Also it was not possible to
determine whether the HLT and the MI tasks were of equal difficulty. However, the chosen
orientation of the pictures especially the medial orientations were relatively natural to the
hands so the HLT was not expected to be more difficult than MI of movement in a similar
orientation as the medial and lateral orientations.
4.6 Conclusions
During the hand mental rotation task, the recorded brain activity had similar spatial and
time-frequency characteristics to those found during explicit motor imagery. The sensori-
motor activity is known to be distinctive for left and right hand explicit MI. It was shown
here that the sensorimotor activity was also distinctive for the left and right hand mental
rotation. These suggest that implicit MI used during the mental rotation of hand in HLT is
similar to explicit MI. These results indicate that mental rotation of body parts can be used
to complement MI in areas of rehabilitation in which MI is used for therapeutic purposes.
Patients who are unable to perform explicit MI could use implicit MI. Patients may more
easily understand a laterality judgement task than a task involving movement imagination
which is often abstract. Unlike in the case of MI, therapists can easily tell when the patients
are correctly performing a judgement task.
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Chapter 5
Left-right classification: mental
rotation versus motor imagery.
“What is essential is invisible to the eye” The Little Prince, cite in [116]
5.1 Summary
Mental rotation involves motor imagery. It has been shown that differences in sensorimotor
activities exist between the left and the right hand mental rotation. This left and right hand
differences appear to be similar to the left and right hand differences in motor imagery. In
brain computer interface, the left and right hand differences in motor imagery is exploited.
In this study, a classification procedure used to implement left-right motor imagery-based
brain computer interface was used to assess the left-right differences in mental rotation. The
results confirmed that the left-right difference in mental rotation is similar to that in motor
imagery. This results suggest that a special kind of brain computer interface for rehabilitation
in patients who are unable to perform motor imagery could be constructed using mental
rotation.
5.2 Introduction
Hand motor imagery (MI) and mental rotation (MR) in hand laterality test (HLT) share a
common characteristic because they both activate similar area of the sensorimotor cortex
[151].
For MI, the pattern of activation of the sensorimotor cortex depends on whether the left
or the right hand movement imagination is performed. The activation is left-hemispheric
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lateralised if the hand is right and right-hemispheric lateralised if the hand is left. This
difference makes it possible for a machine learning algorithm to classify between the left
and right hand MI [127]. This possibility to classify between the left and the right hand MI
has found a great application in brain computer interface (BCI) [127]. Such MI-based BCI
is used in movement rehabilitation because MI allows mental rehearsal of movement and the
BCI encourages MI through its detection and feedback provision [74].
Since MI and mental rotation in HLT (MR-HLT) similarly activates the sensorimotor cortex,
left and right hand differences is expected to exist in MR-HLT in a similar fashion as in MI.
Indeed, MI-like left and right hand differences in sensorimotor cortex activation has been
recently identified in MR-HLT [202, 203] as presented in Chapter 4. Although the authors
showed that differences exist, they did not quantify the degree of discrimination that can be
achieved when classifying between the left and right MR-HLT. If a similar accuracy as in MI
can be achieved in MR-HLT, then a special BCI channeled for rehabilitation could be con-
structed. Such a BCI would be relevant because processes in MR-HLT forces mental hand
rehearsal by implicitly and automatically activating the sensorimotor cortex of the hand. This
automatic activation is unlike in MI where conscious/explicit imagination is needed. Because
the activation is automatic/unconscious in MR-HLT, the BCI could still be implemented in
patients who are unable to perform MI due to for example loss of proprioception/sensation
following spinal cord injury.
This study aims at obtaining the left-right classification accuracy that is possible in MR-HLT.
To do this, methods used in assessing classification accuracy in MI are applied to MR-HLT.
The term MR-HLT will be referred to simply as HLT for the remainder of this chapter.
5.3 Methods
5.3.1 Data collection
Subjects
Data from fifteen right handed healthy subjects who gave their informed consents were used
for this study. The subjects with mean age of 24.9± 19 included six females and nine males.
Data recording
Data recording and experimental procedure was performed as in Chapter 4. Since the data
used in the current chapter is exactly the same as that used in Chapter 4, the experimental
protocol is not repeated here. The paradigm for data collection is shown in Fig. 4.1.
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5.3.2 Data analysis
The recorded EEG data (sample rate 256 Hz) was visually inspected and bad epochs were
removed. The logistic infomax independent component analysis (ICA) implemented in
EEGLAB was used to remove artefacts from the EEG by rejecting affected components.
The artefacts included ocular, electrocardiographic and electromyographic artefacts which
were identified by their typical morphology, spectrum and temporal characteristics. The
remaining artefact free EEG data was bandpass filtered between 8 to 30 Hz using 97-taps
Hamming-window based linear-phase finite impulse response filter. The average referencing
of the electrodes was performed and the data for each trial (from -3000 to 3000 ms) was split
into segments of 100 samples. The resultant data was used in further analysis.
The method of common spatial pattern (CSP) (see Section 3.1.1) was used to design spatial
filters applied on pair of classes to be classified. This CSP filtering minimises the variance
of one of the classes while maximising that of the other. For the analysis of the CSP, two sets
of electrodes were used. The first set, CSP1 consists of 47 electrode (all recording electrodes
minus the EOG) and the second set, CSP2 consists of 17 electrodes around the sensorimotor
areas as shown in Fig. 5.1.
17 of 17 electrode locations shown
FC3 FC1 FCz FC2 FC4
C5 C3 
C1 Cz C2 C4 C6 
CP3 CP1 CPz CP2 CP4
Channel locations
Figure 5.1: The channel locations for CSP2.
The CSP filters were computed using data segments that fall within t=500-2500 ms following
the execution or picture presentation (see Fig. 4.1 for the timing of events). Data in these
segments should provide the most significant discriminant features for classifying between
classes of the data.
The common spatial filters were used to filter all the data segments to obtain a new time
series. The variance of this new time series was computed for each of the defined time
segment of 100 samples (over the whole 6 s trial). The variance in each time segment formed
features for classification purposes. The size of the features depends on the number of CSP
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filters1 used. Since it was difficult to decide on a particular number of CSP filters to be used
to build the features, the number of CSP filters was made a variable which ranges from two
to the maximum number of CSP filters possible for CSP1 and CSP2.
For classifying the variance of the segmented data, the LDA (see Section 3.1.2) method was
used. In order to find the best segment of the data from where to obtain the training set,
each of the segments used to obtain the CSP filters was individually used to perform initial
classification without cross-validation. The segment with the highest Cohen’s kappa (see
kappa below) was chosen. Then classification employing the leave-one-out cross-validation
followed. This procedure is as follows. At each step of the leave-one-out procedure, the
trials belonging to a current training group were identified and the segment in each trial
corresponding to the one identified in the initial classification was extracted for each class
of data. This extracted data was then used to compute a 2-class LDA classifier. This LDA
classifier built with the data from the selected segment of the training set was used to classify
all the data samples of the testing set as either one class or the other.
The pairs of classes of data classified are, for hand MI, left MI versus right MI; and for the
HLT, left CW versus right CCW, left CW versus right CW, left CCW versus right CCW and
left CCW versus right CW. In addition to these, further pairs of classes for the HLT was
classified. These are classification between the left CCW vs left CW and the right CCW
versus right CW. These two pairs of classification was performed in order to find if it is
possible to decode the direction of the movement of the same hand in HLT.
The classification was assessed by measuring accuracy and Cohen’s kappa as described in
Section 3.1.4. For each number of CSP filter, the confusion matrix described in Section 3.1.4
was computed at each time point or segment along the trial. The confusion matrix was then
used to compute the accuracy and the Cohen’s kappa as functions of time and number of
CSP filters. The segment along the trial with the best/maximum classification accuracy was
obtained as the one with the highest Cohen’s kappa allowing kappa to validate the accuracy.
The value of the maximum classification accuracy and the time of the corresponding segment
are presented as functions of number of CSP filters.
For each CSP filter, paired sample Wilcoxon signed rank test was performed to compare the
maximum classification accuracy between MI and HLT. To correct for the multiple compari-
son due to testing at each CSP filter (recall that the number of CSP filter is a variable), the test
significance level was treated with the Holm-Bonferroni correction. Furthermore, a one-way
ANOVA was conducted on averages across CSP filters of the maximum classification accu-
racy. The time corresponding to the maximum classification accuracy was averaged across
CSP filters and compared between MI and HLT using paired t-test. In all the statistical tests,
1Note that CSP filters are used in pairs; so m number of CSP filters stands for m first CSP filters and m
last CSP filters (=2m), with the CSP filter matrix sorted in the descending magnitude of the corresponding
eigenvalues.
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n=15 and the statistical significance level was set to 0.05.
5.4 Results
The value of kappa as a function of time and the number of CSP filter (for CSP1) is first
presented for the left versus right MI in Fig. 5.2 and HLT in Fig. 5.3. For the HLT, the
first image represents kappa for the left CW versus right CCW, the image on the top-right
represents that of the left CW versus right CW, on the bottom-left is for the left CCW versus
right CCW and finally the bottom-right image is for the left CCW versus right CW.
Prior to the presentation of the execution cue in MI and hand picture presentation in HLT
(t<0), the values of kappa were low indicating low performance or chance level separability
of the classes. Although one of the reasons that kappa has low values in these regions was
because data from the regions was not used in the CSP filter computation. However, the
data in this region is not expected to show class specific differences. In the case of MI,
the values of kappa indicate that the best performance occurs for 6-12 CSP filters at about
500 ms following the execution cue. In the case of the HLT, unlike in the MI condition
kappa reach high values after about 1000 ms into task execution. These results supports the
findings in Chapter 4 (see Figure 4.5) where differences in the MI and HLT conditions start
at about 500ms and 1000ms respectively following cue presentation. The number of CSP
corresponding to the high kappa values is similar to that of MI.
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Figure 5.2: The kappa values for the left versus right MI (for CSP1). The colour-coded
legend on the right given the values of kappa. Recall that the time t=0 ms is the time when
the execution cue was presented.
Since kappa was used to determine the maximum classification accuracy, the accuracy should
have high values at the time when kappa has high values in order for kappa to be a good
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Figure 5.3: The kappa values for the HLT (for CSP1). The first image represents kappa for
the left CW versus right CCW, the image on the top-right represents that of the left CW
versus right CW, on the bottom-left is for the left CCW versus right CCW and finally the
bottom-right image is for the left CCW versus right CW.
determinant. In order to show that this is the case the classification accuracies as a function
of time into the trial and the number of CSP filters is presented for the MI and the HLT in
Fig. 5.4 and 5.5 respectively. As it can be seen these figures look similar to Fig. 5.2 and 5.3
indicating that accuracies were obtained at the right times.
The maximum classification accuracy as a function of the number CSP filters is shown in
Fig. 5.6 for both MI and HLT. In order to easily compare the MI with HLT, the accuracy for
MI is repeatedly plotted with each of the HLT combinations.
For both MI and HLT, the maximum classification accuracy is low when the number of CSP
filters used was below four. The accuracy peaked when the number of CSP filters was about
between 6-12. After about 15 CSP filters classification accuracy decreased. The general rela-
tionship observed here where accuracy increases and then decreases with increasing number
of CSP filters is reported in another study [204]. At each number of CSP filter, statistical
comparison showed no significant difference between the maximum accuracy for the MI and
each of the HLT combinations.
In order to perform further analysis, the maximum classification accuracy was averaged be-
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Figure 5.4: The accuracy values as a function of time and number of CSP filters (CSP1) for
MI.
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Figure 5.5: The accuracy values as a function of time and number of CSP filters (CSP1) for
the HLT.
tween 6-12 CSP filters. All the classifcations between condition pairs are high between these
number of CSP filters. The average is shown in Table 5.1. One-way ANOVA of the data in
Table 5.1 needed a correction because the Mauchly’s Test of Sphericity showed that the as-
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Figure 5.6: Maximum classification accuracy values as a function of the number of CSPs
(CSP1) for MI and HLT. )
sumption of sphericity is violated, χ2(9) = 26.717, p = 0.002. With a Greenhouse-Geisser
correction the ANOVA revealed no main effect (F(2.3,32.195)=0.729,p=0.508) suggesting
no difference in classification accuracy between MI and HLT or between the pairs (as shown
on Table 5.1) of HLT. These results further suggest that MI is highly similar to HLT.
The time along the trial when the maximum difference appear between the classes (i.e the
time at which maximum classification was determined) is shown in Fig. 5.7 for both MI
and HLT. In accordance with Figs. 5.2, 5.3, 5.4 and 5.5, Fig. 5.7 shows a time difference
in when maximum classification was attained between MI and HLT. Statistical comparison
performed on the average across CSP filters revealed that the difference in time is significant.
the p-values showing that the time is greater for HLT is as follow: left CW versus right CCW,
p=0.001; left CW versus right CW, p=0.002; left CCW versus right CCW, p=0.003; and left
CCW versus right CW, p=0.001. The reason for this difference is published [202] and it is
simply because classification between conditions peaks for the HLT only after a decision on
the presented hand was made. This is unlike in the case of MI where no such a decision is
required; imagination of movement begins soon after execution cue presentation since the
correct hand is immediately identified for MI.
The classification results for MI and HLT are compared and presented once again but this
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Table 5.1: The maximum classification accuracy averaged between 6-12 CSP filters (CSP1)
for MI and HLT
Subj.ID MI HLT
Right
vs Left
Right CCW
vs Left CW
Right CW
vs Left CW
Right CCW
vs Left CCW
Right CW vs
Left CCW
1 82 85 84 83 83
2 84 87 81 84 79
3 76 81 59 83 82
4 80 81 82 83 78
5 83 80 88 78 84
6 85 80 80 80 77
7 87 76 78 79 77
8 70 87 82 49 50
9 96 85 87 84 83
10 79 84 87 83 84
11 89 84 81 86 84
12 81 86 81 84 79
13 77 78 71 78 79
14 79 83 78 77 81
15 64 86 83 84 90
time the electrodes used for the classification are restricted to those closest to the sensorimo-
tor cortex areas (CSP2). Following the reduction in the number of channels the classification
accuracy for the HLT dropped with respect to that of MI but this was not statistically sig-
nificant except for one CSP filter which does not correspond to the maximum classification
accuracy as shown in Fig. 5.8. On visual inspection of Fig. 5.8, an interesting result is that
the standard errors corresponding to the HLT are smaller than that of MI. This is possibly
because the implicit motor imagination in mental rotation is an automatic process.
Further classifications performed (using all 48 EEG channels) in order to see if there is a
difference between CW and CCW movement of the same hand is presented in Fig. 5.9 (i.e
within hand classification). The trend shown by the accuracy over number of CSP filters in
Fig. 5.9 is similar to that already described for between hand classification shown in Fig. 5.6.
The classification accuracy reached 81% for the left CCW versus left CW and 78% for the
right CCW versus right CW. This is interesting and suggests that the direction of implicitly
imagined movement can be predicted.
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Figure 5.7: The time along the trial at which maximum classification was determined.
5.5 Discussions
This study applied methods used in assessing left-right classification accuracy for MI in
HLT. By so doing it was possible to quantify the left-right classification accuracy possible
in HLT. The most significant result was that the classification accuracy did not statistically
differ between MI and HLT.
Several studies supports the involvement of MI in mental rotation [146, 156, 202]. A previ-
ous study also argued that since this is the case, the brain activity associated with the mental
rotation of the left hand should be distinctive from that of the right hand [202]. This ar-
gument arises since the MI of the left hand is distinctive from that of the right hand. The
observable difference in the brain signal between the left and the right hand MI is due mainly
to the different somatotopic representation of the left and the right hand in the brain [205].
The main argument of the current study is that similar left-right classification accuracy in
MI should be possible in mental rotation. This argument was supported by the results of the
study. The results therefore support that MI and mental rotation involve similar phenom-
ena. Therefore similar methods used to detect left-right differences in MI-based BCI can
be implemented to construct a mental rotation-based BCI. Such a BCI might not be useful
for healthy individual but will be useful as a rehabilitation tool which may be necessary in
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Figure 5.8: Maximum classification accuracy for MI and HLT obtained with electrodes lo-
cated around the sensorimotor cortex (CSP2).
patients who are unable to perform MI due to for example loss of proprioception/sensation
following spinal cord injury. During a HLT, unless told otherwise subjects tend to move their
heads and hands physically in attempt to align the hand with a presented hand picture. So
not only that the sensorimotor cortex can be implicitly activated, the test enforces physical
movement. Furthermore a HLT is game-like and so came be competitive which allows it to
support motivation in a movement rehabilitation setting.
When the left-right classification accuracy of the mental rotation was compared, there was no
statistical differences among orientations. For example the accuracy for the left CW versus
right CCW was not statistically different from that of the left CCW versus right CW. This
result suggests that high between-hand classification accuracy can be achieved by placing the
hand pictures at various orientations although it should be noted that only two orientations
were studied here.
The time along the trial at which maximum classification was reached differed between MI
and mental rotation. This result is expected [202]. This is because in the case of MI, subjects
began imaginary movement of the hand soon after the execution cue presentation since a
hand is explicitly stated. But for the mental rotation, the subjects were not sure which hand
was presented at first and therefore had to go through a decision process to identify the
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Figure 5.9: Within hand classification results showing that direction of implicitly imagined
movement can be decoded.
hand. The decision process takes time and may involve individual comparison of each hand
with the presented hand picture [202]. Since this might involve moving from one hand to
the other, the EEG immediately following the picture presentation may not show left-right
differences. A previous study reported that left-right differences appear earlier in MI than
in the HLT [202]. Also the study showed that there was no left-right differences in a HLT
until after about 1000 ms following hand picture presentation. That finding is replicated in
the current study where the time of maximum left-right classification accuracy was higher
for the HLT than for MI and that of the HLT was higher than 1000 ms.
This study further performed within-hand classification to find if there is a difference be-
tween CW and CCW implicit imaginary movement of the same hand. Decoding the direc-
tion of movement prior to physical movement execution is a research topic which can have
application in rehabilitation and neuroprosthesis [206, 207, 208]. The result of the current
study is interestingly suggesting that the direction of implicitly imagined movement can also
be predicted with a high accuracy. This result is one of the many that suggests the neural
pathways similar to that of MI and attempted movement is involved in mental rotation of
body parts like the hands.
Future work includes investigation into techniques, methods and choice of number of elec-
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trodes and their locations that can improve classification accuracy in mental rotation. Fol-
lowing this would be a mental rotation-based BCI built for rehabilitation purposes. There
was not enough time in the current project to implement such a BCI.
It is important to mention that the work done in the present Chapter and Chapter 4 was
supposed to be used to develop an assessment tool for patients receiving BCI-FES therapy.
However, due to loss of data recorded from the patients, it was not possible to develop the
assessment tool.
5.6 Conclusions
This study has shown that similar left-right classification accuracy can be achieved in MI
and in mental rotation. The study also showed that it was possible to detect the direction of
implicitly imagined movement. These are significant results which go further to support the
involvement of MI in mental rotation and suggest that mental rotation can be employed in
movement rehabilitation in a similar manner as MI.
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Chapter 6
Time domain parameter as a feature
of therapeutic BCI
“Scientists have become the bearers of the torch of discovery in our quest for knowledge”,
Stephen Hawking
6.1 Summary
Feature extraction and selection is a major issue in brain computer interfaces. In an electroen-
cephalogram based brain computer interface, bandpower features are widely used. Time
domain parameter (TDP) is another feature which has not been extensively tested in online
brain computer interfaces. In this study with eight naive subjects, it is shown that the TDP
is a suitable online feature for a motor imagery based therapeutic brain computer interface.
ERD/ERS maps were compared between trials selected as motor imagery-active and those
rejected when using TDP as a feature. The ERD/ERS maps of the trials selected with the
TDP method show ERD mainly in the 8-12 Hz frequency band on the hemisphere corre-
sponding to the hand the subjects were imagining to move. There were significantly stronger
ERDs in the trials that were selected than in those rejected.
Note that this chapter has now been published (conference).
6.2 Introduction
In electroencephalogram (EEG) based brain computer interface (BCI), it is important to ex-
tract the appropriate feature suitable for classifying EEG arising from different cognitive
tasks. Typically the bandpower features (see Section 3.1.1) are extracted from the EEG and
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used in the online classification. These features are easy to compute and require minimum
number of EEG electrodes minimizing setup time. This advantage makes the bandpower
method suitable especially for therapeutic BCI where setup time must be minimized. The
bandpower features are well established and researchers can target physiologically relevant
frequency bands when using it as features for therapeutic BCI. However the need to select
user specific narrow frequency bands can lead to the following two issues. First, the user
specific bands are known to vary for the same user making it difficult, for example, to trans-
fer BCI settings from session to session if the specific bands between the sessions changes.
Second, due to the uncertainty principle, estimating narrow band spectral powers must be
dubious within short time windows.
The time domain parameter (TDP, see Section 3.1.1) [113] is a feature which does not require
the selection of narrow frequency bands. In addition TDP targets the most time varying EEG
features. The TDP feature has been shown to outperform bandpower [113]. However to be
suitable for therapeutic BCI, TDP must be able to select physiologically relevant frequencies
despite the use of a wide band filtered signal. Furthermore, the current authors could only
find one report [113] on the use of TDP in online BCI; more investigation is required before
using TDP on patients.
The aim of this study is to assess the suitability of using TDP for online therapeutic BCI by
analysing the time-frequency components of EEG classified into two classes using TDP. It
is shown that despite using wide band, TDP targets the relevant frequency band. The TDP
method will be used for the BCI-FES in this thesis.
6.3 Methods
Eight BCI naive subjects took part in this study after giving their informed consents. The
study was approved by the university ethic committee.
To obtain an initial classifier, a subject performed the motor imagery (MI) of closing and
opening of the left and the right hand (20 trials for each hand). During these tasks EEG
was recorded, using the g.USBamp (GTEC, Austria) from three pairs of bipolar electrodes,
namely Fc3-Cp3, Fcz-Cpz and Fc4-Cp4. The input signal from the amplifier was bandpass
filtered (5th order Butterworth) online between 0.5 to 30 Hz. The TDP of the filtered data
was computed.
The TDP feature was computed in a similar way as that described by Vidaurre and colleagues
[113]. This is shown graphically in Fig. 3.1.
The feature was used to compute initial linear discriminant analysis classifier (described
in Section 3.1.2) to discriminate right hand movement MI from resting state. This initial
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classifier was saved for online use. These steps were all integrated into a graphical user
interface.
In the online classification, TDP feature was estimated using Simulink’s difference blocks
(see Fig. 3.1). Each sample of the signal in the feature space was binary classified either
as an ‘Active’ or ‘Relaxed’ state using the initial classifier computed offline. The ‘Active’
state occurred when the subject performed opening and closing of the right hand MI while
the ‘Relaxed’ state corresponded to a resting period. The BCI-difficulty was set to 50%
determined using the Equ. 3.39. The initial classifier was updated online using the fixed rate
supervised mean and covariance adaptation methods described in Section 3.1.2.
In the online BCI there were 30 trials in total divided into three runs of 10 trials each. A trial
started at t= -3 s with a cross sign on the screen facing the subject. At t=0 s an execution
cue in form of an arrow pointing to the right was shown on the screen and the subject was
instructed to perform right hand MI until a text and sound feedback were given. The feedback
included an acknowledgment text on the screen and a reward sound played to the subject
when the ‘Active’ state was detected. If the ‘Active’ state was not detected after about 6.5
s following the execution cue onset, a text was shown and a sound was played to reflect the
subject’s failure for that trial. The subjects were also provided with a continuous feedback
in form of a scale that moves counter clockwise when imagery was detected.
Of interest were the time-frequency characteristics of the trials selected as ‘Active’ state (De-
tection) and those not selected (No Detection) when using TDP as a BCI feature. Therefore
ERD/ERS analysis was carried out by first separating the trials from all subject and all runs
into ‘Detection’ and ‘No Detection’ groups. The resulting ERD/ERS maps were compared
between the two groups of trials using statistical nonparametric method with Holm’s correc-
tion for multiple comparisons at p=0.05.
6.4 Results and discussions
Table 6.1 shows the initial classifier accuracy, and the detection rate (true positive) per sub-
ject. The naive subjects improved the detection rate from run 1 and 2 to run 3 because they
got better with experience. No false positive was reported because the subjects were imagin-
ing as soon as the execution cue was shown and the false positive was significantly reduced
when the BCI-difficulty was set.
Fig. 6.1 shows the ERD/ERS maps of the right hand MI when ‘Active’ state was detected
(first column) and when it was not detected (second column). The third column shows the
statistical differences in frequency and time between column one and two for each channel.
After the onset of the execution cue, ERD could be seen in all three channels suggesting
that the subjects were performing MI. Visually inspecting the ERD/ERS shows that there are
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Subjects Initial classifier (% accuracy) % rate (run 1 and 2) % rate (run 3)
1 83 75 100
2 97 0 30
3 78 10 40
4 75 50 100
5 85 40 90
6 83 50 100
7 83 15 50
8 90 61 47
Table 6.1: The initial classifier accuracy and detection rate
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Figure 6.1: ERD/ERS maps of the right hand MI for when ‘Active’ state was detected (col-
umn 1) and when it was not detected (column 2). The column 3 shows the time-frequency
statistical differences between column one and two (p=0.05 with Holm’s correction). The
execution cue was shown at t=0 ms.
more ERD for the Detection group than for No Detection group. However the differences
in ERD is only statistically significant in channel location Fc3-Cp3 as shown by the shaded
area on the first row, third column in Fig. 6.1. This is a desirable result because this channel
is on the left hemisphere which represents the right hand which the subjects were imagining
to move. The time-frequency statistical differences appears predominantly within the 8-12
Hz frequency range which is the so called µ-band known to show ERD within the motor
areas during MI. There are also small differences in the 12 -30 Hz range. It is an interesting
result that the physiologically relevant frequency band is more active in the Detection group
despite having not selected narrow frequency bands in this range. Despite the No Detection
group showing ERD in the low frequency range they were still not selected. It was possible
6.5. Conclusions 97
that the µ-band has the most time varying activities during the cognitive tasks making it
likely to be selected by the TDP. The statistical difference on Fc3-Cp3 at t=4 s is due to the
ERD in the low frequencies in the No Detection group.
There were many failed trials because the subjects were naive, no training was given, they
had short time to perform the MI and only 20 trials were used to compute the initial classifier
although it was updated online to compensate for the low number of trials. However, this
is a more realistic BCI as we tend to move it out of the laboratory and also use it in our
rehabilitation programmes like the BCI-FES in this thesis.
6.5 Conclusions
The TDP eliminates the requirement to select user specific frequency bands allowing for a
more generalised BCI classifier which could be transfered from session to session. It is easy
to compute and require minimum EEG electrodes. The current result shows that TDP feature
is suitable in online therapeutic BCI because it targets the physiologically relevant frequency
band.
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Chapter 7
Median and ulnar nerve
somatosensory evoked potential in
healthy versus SCI patients
“We see in the electroencephalogram a concomitant phenomenon of the continuous nerve
processes which take place in the brain, exactly as the electrocardiogram represents a con-
comitant phenomenon of the contractions of the individual segments of the heart, ” Hans
Burger
7.1 Summary
Somatosensory evoked potential following electrical stimulation of the median nerve and
the ulnar nerve was recorded in 11 healthy volunteers and 11 sub-acute SCI patients. The
Somatosensory evoked potential was analysed to detect the latency and the amplitude of
the N20 peak that occurs around 20 ms following electrical stimulation. The properties of
the N20 peak can be used to assess the integrity of the sensory pathways. A lateralisation
index was computed using the N20 peak amplitude. Unlike the healthy volunteers, most of
the patients had missing N20 peaks. Furthermore the lateralisation index was found to be
significantly lower in patients than in healthy volunteers. The lateralisation index can be used
in association with the N20 peak status and latency for assessment of neurological injuries.
7.2 Introduction
Somatosensory evoked potential (SSEP) is a response of the central nervous system to an
electrical stimulation [209]. The procedure is used clinically in intraoperative monitoring
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[210]. It allows for the testing of the integrity of the afferent/sensory pathways [209, 210].
The SSEP procedure may also infer motor functions on the assumption that an injury severe
enough to damage the motor pathways also affects the sensory pathways [209]. Furthermore,
since sensory information is an integral ingredient in motor control, a damage to the sensory
pathway should affect the motor system [10]. For these reasons, SSEP may give indirect
assessment of the integrity of the motor system functions [211].
Although SSEP is used in clinical settings like in intraoperative monitoring [211], its use is
scarce in other areas like in SCI assessment [212]. This is despite several research studies
reporting potential benefits of using SSEP as an assessment tool in SCI [212, 213, 214,
215, 216, 217]. The median and the ulnar SSEP can be used for the assessment of the
level of cervical injury and for the prediction of residual hand function that can help guide
a rehabilitation programme [212, 218]. For example SCI patients who have lost both the
median and the ulnar nerve SSEP will mostly not regain hand functions. In the other case,
patients who show only pathological SSEP are likely to recover passive hand functions. A
patient who has normal median and ulnar nerve SSEP is likely able to recover passive hand
functions [212, 218].
The first purpose of this study is to define a more suitable SSEP analysis method in SCI. The
second purpose is to provide further evidence on the usefulness of SSEP in assessing spinal
injuries at early stages by comparing data from patients with that from healthy subjects.
The third purpose is to provide information on a lateralisation index that can be used in
association and for validation of traditional SSEP peaks and amplitudes. These will guide
the use of SSEP as an assessment tool for people receiving BCI-FES therapy in this thesis.
7.3 Methods
7.3.1 Data collection
Subjects
Somatosensory evoked potential data from 11 sub-acute tetraplegic male patients were used.
The spinal injuries were caused by trauma. The patients gave their informed consents. Also
11 healthy subjects who gave their informed consents were recruited. Table 7.1 shows the
informations of all subjects.
SSEP data recording
Two electrodes for EEG recording were attached at positions Cp3 and Cp4. Two nerves, the
median and the ulnar nerves, were stimulated at the wrist in separate runs. Using the Dig-
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Table 7.1: The information of the sub-acute patients and the healthy subjects who took part
in the study. The patients were recruited seven to eight weeks following injury. The ASIA
impairment scale was obtained on admission to the hospital.
Patient Healthy
ID Injury level ASIA Age Gender ID Age Gender
p1 C6 C 70 m h1 28 m
p2 C4 B 25 m h2 45 m
p3 C6 B 32 m h3 27 f
p4 C5 C 36 m h4 22 f
p5 C5 C 20 m h5 31 m
p6 C6 C 74 m h6 21 f
p7 C5 B 51 m h7 22 m
p8 C6/7 C 53 m h8 36 m
p9 C5/6 C 61 m h9 29 f
p10 C4 B 51 m h10 30 m
p11 C6 C 64 m h11 25 f
Note: m, male; f, female.
itimer stimulator (Model DS7, Digitimer LTD., England), electrical stimulus was delivered
to individually stimulate the nerves. The stimulation intensity was increased until a small
twitch could be seen at the thumb for the median nerve and at the little finger (or the thumb
at the carpometacarpal joint) for the ulnar nerve. As the stimulation were delivered, the EEG
signal from each channel was averaged and the resultant wave form was displayed in real-
time at 3 Hz from t= 8.33 to 50 ms following stimulus onset at t=0 ms. After about 250
stimuli, the wave form was collected and stored for further analysis. The EEG was recorded
with the g.USBAmp at the sample rate of 4800 Hz with a bandpass filter between 2-2000 Hz
and a notch filter at 50 Hz. The electrical stimulus was delivered at 3 Hz. By inspection, if
the displayed SSEP looked noisy the recording was repeated two to three times for validation
purposes.
Manual muscle testing
In order to check if an SSEP property correlates with another assessment method in SCI,
‘manual muscle testing’ (MMT) [134] data of the patients were used. An occupational ther-
apist assessed the upper limb functions of the patients using the MMT grading system. This
grading system is described in Section 3.3.1. The MMT data used here were those the ther-
apist performed in the initial assessment session of the study presented in Chapter 8. For the
present study, the muscles whose MMT scores were considered were those of the forearm
and hand; these include EDC, extensor digitorum communis; ECR, extensor carpi radialis;
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EPL, extensor pollicis longus; FCR, flexor carpi radialis; FDP, flexor digitorum profundus
and the Intrinsic muscles.
7.3.2 Data analysis
7.3.3 Peak and latency of N20 potential
The recorded SSEP was visually inspected for the presence of N20 peak. When present, the
latency of the peak was recorded. The latency was taken as the minimum of the N20 wave.
When more than one recordings were made, the peak was said to be present if it appear ap-
proximately consistently in all the recordings. Also the recording with the minimum latency
was chosen.
7.3.4 Lateralisation index
Because in some cases the N20 peak were absent for the patients, there was a need to quantify
the potential for the peak to reappear. It is also useful to have a measure that can be used to
ascertain the validity of the recorded SSEP especially when it looked abnormal. It has been
noted that the ratio of the ipsilateral and the contralateral SSEP signal can be used for its
validity [219]. For this reason, a lateralisation index [220] was computed using the Cp4 and
Cp3 EEG data. Following the method of assessing the lateralisation of brain functions Equ.
7.1 (see LI in Section 3.3.2) was used where al is the peak to peak amplitude of the N20 in
the left hemisphere and ar is the peak to peak amplitude in the right hemisphere.
SSEPLI =
al − ar
al + ar
(7.1)
The traditional method of determining the peak to peak amplitude was not used here in-
stead the peak to peak amplitude was estimated. The peak to peak amplitude of the N20
potential was estimated by calculating the range (max-min) of the SSEP potential at each
electrode position. The rationale for using estimated amplitude is that it may be subjective
to choose the positions from where to obtain the peak to peak amplitude. Furthermore in
some patients the N20 peak might be missing making it impossible to measure a peak to
peak amplitude. A good example of when the peak is considered missing is shown in Figure
7.2 where no prominent peak is observed on channel C3 (left hemisphere) with the right
median nerve stimulated. The time window considered in the range calculation was 15-30
ms post-stimulation and it is shown in Fig. 7.1 and 7.2. Since the N20 peak occurs about
20 ms as shown in Fig. 7.1, this time window is adequate for estimating the peak to peak
amplitude by computing the range of the signal in the window. The SSEP laterality index,
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Figure 7.1: The right median nerve SSEP for subject h2 in this study showing the N20 peak
and the time window (SSEPLI window) used to estimate the peak to peak amplitude of the
N20 wave. Stimulation was applied at t=0 ms. The SSEP potentials that fall within the
SSEPLI time windows are the only considered potentials in the amplitude estimation.
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Figure 7.2: The right median nerve SSEP for subject p2 in this study showing the N20 peak
and the time window (SSEPLI window) used to estimate the peak to peak amplitude of the
N20 wave. Stimulation was applied at t=0 ms. The SSEP potentials that fall within the
SSEPLI time windows are the only considered potentials in the amplitude estimation. The
SSEP peak was considered to be absent in this case and the peaks (Unused SSEP latency)
were those that would be detected as the minimum potentials.
SSEPLI can be computed using equation 7.1, where al and ar are the estimated peak to peak
amplitude of N20 for the left (Cp3) and for the right (Cp4) electrode respectively. Following
the definition for LI in Section 3.3.2, a negative value of SSEPLI < −0.2 is interpreted
as right hemispheric amplitude lateralisation while SSEPLI > 0.2 is interpreted as a left
hemispheric amplitude lateralisation. A value of |SSEPLI| ≤ 0.2 is interpreted as bilateral
amplitude.
Manual muscle testing
In order to allow statistical operation on continuous data, the MMT scores were transformed.
The transformation was to eliminate the negative and the positive assignments and replace
them with -0.25 and +0.25 respectively. For example, if an MMT score is G = 3-, after
the transformation it becomes G = 2.75. In the other case, G = 3+, after the transformation
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becomes G=3.25. The results of this transformation is a continuous data of MMT scores on
which further analysis was performed.
7.4 Results and discussions
Plots of the SSEPLI is shown on Fig. 7.3 for all nerves and hands. Table 7.2 shows right
median nerve N20 peak status, latency and the SSEPLI for both the patient and the healthy
subjects. Similar tables are presented for the left median nerve in Table 7.3, the right ulnar
nerve in Table 7.4 and the left ulnar in Table 7.5.
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Figure 7.3: The SSEPLI for all nerves, hands and subjects.The red line in the box plots are
the medians, the box whiskers are the extreme values that are not considered to be outliers
while the bottom and the top edges of the box are the 25th and the 75th percentile respectively.
The area of the plots are sub-divided with color coding to show the values that are within
define SSEPLI lateralisation values. The statistical significance between the healthy and the
patients are shown with asterisk where, *, p < 0.05; **, p < 0.02; ***, p < 0.01.
The N20 peaks were present for the healthy subjects for all nerves. In the case of the patients
they were only present in four out of eleven subjects for the right median nerve, one out of
nine for the right ulnar nerve, four out of eleven for the left median nerve and one out of
eight for the left ulnar nerve.
The average latency of the N20 peak for the patients were higher than that of the healthy
subjects. For the right median nerve, the average latency was 19.72 ms (n=11) while it was
24.58 ms (n=4) for the patients. The average latency for the right ulnar nerve was 20.38
(n=11) for the healthy subjects but for the patient only one subject had the N20 peak present
at 28.54 ms. For the left median nerve the average latency of the healthy subjects was 19.49
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Table 7.2: The status, latency and SSEPLI of the right median nerve for all the subjects
Healthy Patient
Subj.ID Status Latency SSEPLI Subj.ID Status Latency SSEPLI
h1 Present 20.21 0.495 p1 Present 27.71 0.314
h2 Present 22.29 0.456 p2 Absent - -0.170
h3 Present 18.54 0.409 p3 Absent - -0.125
h4 Present 18.75 0.383 p4 Present 23.33 0.218
h5 Present 20.42 0.329 p5 Present 22.71 0.275
h6 Present 18.54 0.129 p6 Absent - 0.378
h7 Present 20.42 0.313 p7 Absent - 0.199
h8 Present 19.38 0.228 p8 Absent - -0.237
h9 Present 18.33 0.345 p9 Absent - -0.118
h10 Present 21.04 0.215 p10 Absent - 0.291
h11 Present 18.96 0.430 p11 Present 24.58 0.251
ms (n=11) while for the patients it was 24.22 (n=4). In the case of the left ulnar nerve the
average latency was 20.44 ms (n=11) for the healthy subjects but for the patient only one
subject had the N20 peak present at 23.33 ms. These results of delayed N20 peaks in the
SCI patients compared with the healthy subjects are expected and indicate impairment in the
somatosensory and possibly motor functions for the patients [213].
Table 7.3: The status, latency and SSEPLI of the left median nerve for all the subjects
Healthy Patient
Subj.ID Status Latency SSEPLI Subj.ID Status Latency SSEPLI
h1 Present 20.21 -0.194 p1 Present 28.75 -0.141
h2 Present 21.69 -0.488 p2 Absent - 0.053
h3 Present 18.13 -0.496 p3 Present 22.50 -0.188
h4 Present 19.17 -0.198 p4 Absent - 0.202
h5 Present 20.00 -0.335 p5 Present 21.88 -0.195
h6 Present 17.71 -0.297 p6 Absent - -0.061
h7 Present 20.21 -0.282 p7 Absent - -0.057
h8 Present 19.79 -0.205 p8 Absent - -0.192
h9 Present 18.13 -0.292 p9 Absent - 0.062
h10 Present 20.83 -0.197 p10 Absent - 0.234
h11 Present 18.56 -0.330 p11 Present 23.75 -0.502
Fig. 7.3 clearly show the difference between the SSEPLI values for the patient and the
healthy subjects. Most of the healthy subjects’ SSEPLI values were correctly lateralised.
This means that the right hand SSEPLI were lateralised to the left hemisphere (+ve SSEPLI)
while that of the left hand were lateralised to the right hemisphere (-ve SSEPLI) as shown in
Fig. 7.3. This was not the case for the patients whose SSEPLI were mostly bilateral. Statisti-
cal analysis shows that for the right median nerve, the SSEPLI for the healthy subjects were
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more lateralised to the left hemisphere than that of the patients (p=0.0126). Similarly for the
right hand ulnar nerve the healthy subjects show better lateralisation to the left hemisphere
(p<0.001). For the left hand median nerve, the healthy subjects also show better lateralisa-
tion towards the right hemisphere (p=0.0016). Similarly for the left hand ulnar nerve, the
healthy subject show better lateralisation to the right hemisphere (p<0.001).
Table 7.4: The status, latency and SSEPLI of the right ulnar nerve for all the subjects
Healthy Patient
Subj.ID Status Latency SSEPLI Subj.ID Status Latency SSEPLI
h1 Present 21.25 0.412 p1 Present 28.54 0.246
h2 Present 23.13 0.305 p2 Absent - -0.047
h3 Present 18.96 0.293 p3 Absent - 0.094
h4 Present 19.17 0.274 p4 Absent - -0.073
h5 Present 21.25 0.428 p5 Absent - 0.187
h6 Present 18.54 0.293 p6 Absent - 0.182
h7 Present 20.83 0.340 p7 Absent - 0.128
h8 Present 20.63 0.261 p8 Absent - -0.097
h9 Present 18.75 0.508 p9 Absent - 0.152
h10 Present 21.67 0.283 p10 - - -
h11 Present 20.00 0.293 p11 - - -
Note: Data for subjects p10 and p11 were not available.
The absence of the N20 peaks as well as the SSEPLI values obtained for the patients suggest
that these subjects have impaired sensory and possibly motor functions [209, 210].
In most of the patients the N20 peaks were missing. Without the SSEPLI, the outcome of
the SSEP test for the patients would simply be, ‘missing peak’ when the N20 peak cannot be
clearly identified. An alternative to using the SSEPLI is to use the peak to peak amplitude of
the N20 potential. The issue with using the amplitude is that it is only available when the N20
peak is available because it is not possible to certainly measure the peak to peak amplitude of
a missing or distorted peak. In patients the N20 peak might be distorted making it difficult to
clearly identify the peak to peak amplitude. If the peak cannot be clearly identified it might
be recorded as ‘missing’ even though it might be present but distorted by noise. But with
SSEPLI, it is possible to tell the potential for the N20 peak to exist even in the presence of
the distortion. This is because if the SSEPLI values show correct lateralisation with a high
magnitude, there exist the potential for the peak to be present. Even when the peak has been
identified, SSEPLI value can be used for its validity [219, 220].
Research studies have suggested that SSEP can be used for the prediction of functions in SCI
patients [212, 213]. It can be used to test for the integrity of the somatosensory functions but
can indirectly infer motor functions [209]. It is an objective measure and has similar sensi-
tivity as ASIA scores of the sensory functions [212]. With SSEPLI, an SSEP test becomes
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Table 7.5: The status, latency and SSEPLI of the left ulnar nerve for all the subjects
Healthy Patient
Subj.ID Status Latency SSEPLI Subj.ID Status Latency SSEPLI
h1 Present 21.25 -0.276 p1 Absent - 0.069
h2 Present 23.96 -0.465 p2 Absent - -0.292
h3 Present 20.00 -0.282 p3 Absent - 0.192
h4 Present 19.58 -0.073 p4 Absent - 0.460
h5 Present 21.46 -0.407 p5 Present 23.33 -0.035
h6 Present 17.29 -0.300 p6 Absent - 0.273
h7 Present 20.83 -0.365 p7 - - -
h8 Present 20.42 -0.051 p8 Absent - 0.413
h9 Present 18.96 -0.574 p9 Absent - -0.061
h10 Present 21.04 -0.139 p10 - - -
h11 Present 20 .00 -0.344 p11 - - -
Note: Data for subjects p7, p10 and p11 were not available.
more than a test for the existence of a peak and the peak’s latency; it becomes also a test
for lateralisation of amplitude. Since the SSEPLI differ significantly between the patients
and the healthy subjects, SSEPLI is suggested as an additional diagnostic criterion to the
traditional SSEP criteria.
Instead of measuring the peak to peak amplitude as in the traditional SSEP tests, the ampli-
tude estimation described in the method section can be used to make sure that even in the
absence of the peak, the SSEP can still be quantified by computing SSEPLI. The amplitude
estimation method avoided the potential problem of obtaining the peak to peak amplitude
in the ipsilateral hemisphere which often has low amplitude and unclear N20 peak. The
magnitude of the SSEPLI gives both normalised relative hemispheric amplitude and degree
of lateralisation while the sign gives the hemispheric lateralisation. If the magnitude of the
SSEPLI is small (< 0.2 as defined here) and/or incorrectly lateralised, a recorded N20 peak
can be said to be pathological or missing.
There was not enough data to compare between ASIA C and ASIA B patients (see subject
information). However, for completeness, a t-test was performed on concatenated data to
compare the two group of patients. For the concatenation, the SSPLI data for all nerves and
hands were combined for all ASIA C patients and also for all ASIA B patients. This gave
n=26 and n=13 for ASIA C and ASIA B, respectively. The sign of the data belonging to the
left nerves were again inverted. The mean and standard deviation for ASIA C patients were
0.0533 and 0.2410, and for ASIA B were 0.0329 and 0.1827. Although the ASIA C patients
had higher mean SSEPLI, the t-test showed that there was no difference between the ASIA
C and ASIA B patients (p=0.79). This result should be treated with care since only small
data was available for the ASIA B patients and also because of the manner in which data was
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concatenated.
Table 7.6: The MMT results of the patients for right and the left hand.
Subj.ID EDC ECR EPL FCR FDP Intrinsics TOTAL
Right hand
p1 3.75 3.75 2.75 3 3.75 3 20
p2 1 1.25 0 0 0 0 2.25
p3 4 4 0 0 0 0 8
p4 1 0 0 0 0 0 1
p5 0 0 0 0 0 0 0
p6 3 0 0 0 0 0 3
p7 0.75 0.75 0 0.75 0 0 2.25
p8 1 0 1 1.25 1.75 1 6
p9 0 0 0 0 0 0 0
p10 0 0 0 0 0 0 0
p11 3 3 1.25 2 4 3 16.25
Left hand
p1 4 4 3.25 4 4 3 22.25
p2 2.25 1 0 0 0 0 3.25
p3 4 4 0 0 0 0 8
p4 0 0 0 0 0 0 0
p5 0 0 0 0 0 0 0
p6 2.75 2.75 0 0 0 0 5.5
p7 0 0 0 0 0 0 0
p8 3.25 2.75 3 1.25 1.25 1.25 12.75
p9 0 0 0 0 0 0 0
p10 0 0 0 0 0 0 0
p11 3 0 1 3 3 1.25 11.25
Note: EDC, extensor digitorum communis; ECR, extensor carpi radialis; EPL, extensor polli-
cis longus; FCR, flexor carpi radialis; FDP, flexor digitorum profundus and the Intrinsic muscles.
The MMT scores are shown on Table 7.6. Correlation analysis was performed to check if
MMT correlates with absolute value of SSEPLI. Given inadequate sample size, data was
concatenated for the left and right hand to get n=22 for the MMT versus median nerve and
n=17 for the MMT versus ulnar nerve. The MMT values were summed across muscles.
The results were weak positive correlation between the MMT and SSEPLI values; 0.22 for
the MMT versus median nerve and 0.10 for the MMT versus ulnar nerve. In the context of
the current experiment and the available data, this correlation result might be explained as
follows. Although it is a sensory test, SSEP properties can infer motor function as suggested
earlier. Note that this does not imply that the presence of SSEPs means the presence of
motor functions. Indeed, SCI patients might have sensations but no movement during the
early acute/sub-acute stage. However the presence of the sensation suggests a possibility of
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motor recovery in such patients. Therefore, a sensory test like the SSEP performed during the
early acute/sub-acute stage might not correlate with motor functions but gives the likelihood
of motor recovery. However, it is still an interesting result that some positive correlation exist
between MMT which is a subjective measure and SSEPLI which is an objective measure.
The result should be treated with caution for the following reasons. (1) The muscles whose
MMT scores were used were not all innervated by the nerves whose SSEPLI values were
considered. It might be more appropriate to consider each muscle or group of muscles with
only the nerve/nerves supplying them. (2) There were inadequate sample size. (3) It might
also be more appropriate to consider each hand at a time instead of the concatenation.
7.5 Conclusions
In this study a suitable method was detailed for the analysis of SSEP in SCI patients. It
was shown that SSEP criteria were different between healthy and SCI patients. An SSEP
criterion, SSEPLI was shown to be a valuable tool to accompany conventional SSEP criteria.
These will guide the use of SSEP as an assessment tool for people receiving BCI-FES therapy
in this thesis.
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Chapter 8
Functional and neurological outcome
in sub-acute tetraplegic patients
following BCI-FES hand therapy
Think to move: thought control of movement is not really anymore a fairy tale!
8.1 Summary
This chapter presents a study testing BCI-FES on people with SCI. The test was performed
in twelve sub-acute tetraplegic patients; seven of them received BCI-FES therapy while five
of them received FES therapy alone for twenty sessions. Neurological assessments, which
included AM and SSEP; and functional assessments, which included range of movement
and manual muscle testing were used to assess the patients before and after the therapies.
The neurological assessments but not the functional assessments showed that BCI-FES may
induce desirable neurological changes in sub-acute tetraplegic patients better than FES alone
can in a similar amount of time.
8.2 Introduction
Functional electrical stimulation (FES) and Brain computer interface (BCI) are promising
technologies with application in neurorehabilitation after neurological injuries. The FES can
be used to activate paralysed muscles in individuals with stroke and spinal cord injuries.
In these patients FES is known to enhance functional rehabilitation after a period of usage
[45, 221, 222]. The rather newer technology, BCI is gradually becoming a tool for functional
rehabilitation research, largely used with stroke patients. Such a BCI may be based on motor
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imagery (MI) [102, 111] or attempted movement (AM) [105, 109]. In the state of the art, FES
and BCI are coupled for function rehabilitation. The technology is referred to as BCI-FES
and was firstly used in spinal cord injury (SCI) for movement augmentation [67].
Attempted movement based BCI for BCI-FES enables the simultaneous activation of the
motor cortices and the muscles they control [67]. When using the system a subject activates
the motor cortex using AM. The BCI system detects the motor cortex activation and activates
the FES attached to the muscles actuating the body part the subject is attempting to move.
In this way the afferent and the efferent pathways of the nervous system are simultaneously
activated. This simultaneous activation encourages Hebbian type learning [61] which could
be beneficial in functional rehabilitation after SCI.
The use of FES has gone beyond the research stages and is already in use in several SCI
rehabilitation units. It is a major part of the rehabilitation programme at the Queen Elizabeth
national spinal injury unit, Southern General Hospital Glasgow where this current study
is set [99]. However the coupling of FES with BCI is yet to be thoroughly tested which
means that there is currently not enough clinical evidence to support the use of BCI-FES for
rehabilitation.
This study aims at providing an assessment of the potential benefit of using BCI-FES in the
neurorehabilitation following SCI. Neurological and functional measures were used to assess
twelve sub-acute tetraplegic patients who each were either part of a group who got BCI-FES
therapy or a group who got FES therapy without the BCI.
8.3 Methods
The experiment was conducted in three stages. (1) In the initial data collection/assessment
stage, manual muscle testing (MMT), SSEP, range of movement (ROM) and EEG during AM
were used to assess the subjects functionally and neurologically. (2) The subjects received
either BCI-FES for a treatment group or FES therapy for a control group for twenty days,
Monday-Friday. This is therapy stage. (3) In the final data collection/assessment stage which
follows immediately after the therapy stage, the initial assessment was repeated.
8.3.1 Data collection
Subjects
Twelve sub-acute tetraplegic male patients who gave their informed consents were recruited
for this study. The patients suffered from traumatic SCI. Seven of the subject were in a
treatment group (or BCI-FES group) while five were controls (or FES group or FES-only
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group). Attempt was made to match the patients in the two groups according to age, level
and severity of injury. Patients were first allocated to the BCI-FES group; a patient was
allocated to the FES-only group when the patient matches another patients in the BCI-FES
group. It was difficult to carry out the match due to insufficient number of patients. Table
8.1 shows the informations of the patients.
All the patients who took part in this study were also receiving regular physiotherapy at the
hospital. The regular therapy involved several activities which were discussed in Section 1.9.
Table 8.1: The information of the sub-acute tetraplegic subjects who took part in the study.
All subjects are male. They were recruited between seven to eight weeks following injury.
The ASIA impairment scale was obtained on admission to the hospital.
ID IL ASIA Age Group Information
ps1 C6 C 70 BCI-FES Patient was unwell during most of the therapy and so over half
of the therapy was done while the patient was in bed.
ps2 C4 B 25 BCI-FES Therapy was not completed on time because patient was fre-
quently ill. Also the final assessment was not performed on
time. Patient’s hands was swollen and required up to 50 mA of
FES current to produce slight movements. Part of the therapy
was done while the patient was in bed.
ps3 C6 B 32 BCI-FES Patient EEG varied with no ERD making the BCI control im-
possible sometimes.
ps4 C5 C 36 FES MMT was done 26 days late on 10/Dec/2013 instead of on
14/Nov/2013.
ps5 C5 C 20 BCI-FES Completed the therapy as it was designed.
ps6 C6 C 74 BCI-FES Patient was often unwell leading to postponements of therapy
sessions and some therapy was done while patient was in bed.
ps7 C5 B 51 BCI-FES Patient could not attend therapy sometimes and was, in the first
half treated only on the left hand due to fracture on the right.
Part of the therapy was done while the patient was in bed due to
illness.
ps8 C6/7 C 53 BCI-FES Completed the therapy as it was designed.
ps9 C5/6 C 61 FES Patient was not available for the second EEG, SSEP and ROM
assessment because the patient left the hospital. All therapy was
done while patient was in bed.
ps10 C6 C 78 FES Did not have SSEP and ROM. Subject had a good recovery and
was able to start walking with crutches while in the study. He
had central cord syndrome. Some therapy was delivered while
patient was in bed.
ps11 C4 B 51 FES Completed the therapy on time but due to an operation the final
EEG and SSEP were obtained a month late. Some therapy was
done while patient was in bed.
ps12 C6 C 64 FES Completed the therapy as it was designed.
Notes: IL, Injury Level.
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Manual muscle testing
At the start and at the end of the study, an occupational therapist assessed the upper limb
functions of the patients using the manual muscle testing (MMT) [134] grading system (ini-
tial and final assessment). This grading system is described in Section 3.3.1.
Somatosensory evoked potential
Somatosensory evoked potential was recorded as part of the initial and final assessments.
The recording of SSEP is already described in Section 7.3.1.
Range of movement
The Zebris system (Zebris Medical GmbH, Germany) was used to measure the ROM of
the wrist in the initial and final assessments. The measurement procedure is based on the
travel time measurement of ultrasonic pulses. The pulses are emitted by three stationary
transmitters and are recorded by small markers which are ultrasound microphones. The
Zebris system markers were placed on bony landmarks on the subject’s hand at the radius
(marker 1), carpometacarpal joint (marker 2) and the carpometacarpal bone (of the index
finger or the thumb, marker 3) as shown on Fig. 8.1. The subjects who did not have full
range of wrist movement of a hand were asked to perform extension and flexion of the wrist
while the 3-dimensional position signal from each of the markers were recorded and stored
for further analysis.
θ
Carpometacarpal 
bone
Radius
Wrist angle
Marker 1
Marker 2
Marker 3
Figure 8.1: Zebris system marker placements on the hand.
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Attempted movement
The initial and final assessment also involved measurement of multichannel EEG of the
patients with 48 channels while they were performing AM of the left and right hand.
A cue-based paradigm implemented with rtsBCI [223] was used. A trial lasted for 6000
ms. At the beginning of a trial (t=-3000 ms), the user was presented with a blank screen. A
warning cue (a cross) appeared on the screen at t = -1000 ms informing the user to get ready.
This cross disappeared at the end of the trial (t= 3000 ms). From t=-3000 ms to t=0 ms, the
subjects were asked to relax, rest and they were not performing any study related task. At t =
0 ms an execution cue (which is an arrow pointing to either left or right) was presented on the
screen and stayed there till t=1250ms. Depending on the cue the subjects had to perform AM
of continuous opening and closing of the left or the right hand. This gave two types of AM
condition namely, right hand AM and left hand AM. Subjects were asked to continuously
attempt the movement from t=0s till t=3000ms. They were allowed to rest from t = 3000 ms
for a variable length of time (between 1000 to 3000 ms) before another trial started. This
paradigm, often used in brain computer interface experiments [117], is shown on Fig. 8.2.
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Figure 8.2: The paradigm used for attempted movement.
Subjects sat in an armchair facing a computer screen. Their hands were pronated and placed
on a table in front of them as shown in Fig. 8.3. The subjects wore an EEG cap and a con-
ductive gel was used to obtain electrical contact with EEG electrodes and the scalp. Subjects
were instructed to relax and avoid physi al movements during the experiment. They were
monitored throughout the experimental session to make sure that they followed the instruc-
tions and a sub-session of the experiment was restarted if instructions were not followed. A
total of 120 trials of AM were obtained (60 trials for each of left and right hand) divided
into 4 runs of 30 trials (15 for each hand presented in a random order). After each run, the
recorded data was inspected for artefacts and more data was collected if the run had many
epochs with artefacts.
Signal recording was performed under MATLAB and Simulink (MATLAB R2012a, The
MathWorks Inc., Natick, MA). Electrodes were placed on 47 different locations on the scalp
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Figure 8.3: Subject’s sitting position during data recording
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Figure 8.4: The 10/10 international electrode positioning standard used for the wholehead
AM experiment. The black circles show unused positions.
following the International 10/10 electrode positioning standard as shown in Fig. 8.4. Linked
ear reference was used and the ground electrode was placed on location Afz. An electrode
was attached to the lateral canthus on the orbicularis oculi of the right eye to record Elec-
trooculogram (EOG) for the purpose of artefact detection. EEG and EOG were recorded at
the sample frequency of 256 Hz using three modules of the g.USBAmp ( biosignal ampli-
fier, g.tec Medical Engineering GmbH, Austria ). The impedance of the electrodes was kept
below 5 kΩ. Signal was filtered online between 0.5 and 60 Hz with a notch filter at 50 Hz
using the IIR digital Butterworth filters built into the amplifiers.
8.3.2 BCI-FES therapy sessions
The patients were scheduled to attend therapy sessions between Monday and Friday until
they completed twenty sessions. Each session lasted for about an hour.
At the beginning of each therapy session, a BCI classifier was computed to enable the control
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of the BCI-FES system. To obtain the classifier, a patient was instructed to attempt closing
and opening of the left and the right hand (20 trials for each hand). During this task EEG
was recorded from three pairs of bipolar electrodes to derive C3 (Fc3-Cp3), Cz (Fcz-Cpz)
and and C4 (Fc4-Cp4). See Fig. 8.4 for the positions of these electrodes. The input signal
from the amplifier was bandpass filtered (5th order Butterworth) online between 0.5 to 30
Hz. The time domain parameter (TDP) [113] of the filtered data was computed. The TDP
was used to compute linear discriminant analysis (LDA) classifiers to detect when the patient
was attempting to move. So when the therapy starts, the patient was instructed to perform
AM of the hand receiving the therapy to activate the stimulator. When the classifier detect
the AM ( or detects the ‘Active’ state), the FES was activated to continuously open and close
the hands. The detail of the BCI-FES system is given in Appendix B.1.
The FES device (Rehastim by Hasomed, Magdeburg) was used to assist the patients to per-
form grasp functions. Electrodes were attached to sequentially stimulate the extensor digi-
torum, extensor pollicis longus, flexor digitorum superficialis and the flexor pollicis brevis
muscles as shown in Fig. 3.5. These were the main muscles targeted but since the stimulation
was transcutaneous the surrounding muscles of the hand will be affected by the stimulation.
The stimulation to the extensor digitorum extends the fingers and when the limit of the fin-
gers extension is reached the wrist is forced to extend. The thumb is extended by stimulating
the extensor pollicis longus. The stimulation to the flexor digitorum superficialis flexes the
fingers and later forces the wrist to flex. The thumb is flexed by stimulating the flexor pollicis
brevis.
To open the hand, the extensor pollicis longus was activated and immediately followed by the
extensor digitorum. To close the hand, the flexor digitorum superficialis was first activated
and immediately followed by the flexor pollicis brevis muscles.
The frequency of stimulation was set to 26 Hz and the pulsewidth was set to 200 µs. The
FES current typically 15-35 mA was chosen for each subject to extend and flex the hands or
cause visible muscle contraction without discomfort.
The patient was instructed to attempt closing and opening of the hand with the electrodes
to activate the FES. A graspable object was sometimes provided so that the patient could
perform grasp and release as an object oriented hand opening and closing [117]. Note that
this was done on one hand at a time. The FES was activated for a total of 10 s when the active
state was detected. During this 10 s period, the FES repeatedly assisted in the opening and
closing of the hand in the order shown in Fig. 3.6. Note that when the FES was activated,
the patients were instructed to continue to perform AM in synchrony with the FES and only
to stop when the FES stopped. This is because the activation of the brain may be stronger
if a patient continue to perform AM after FES onset [118]. A therapy session lasted for 60
minutes with 30-40 trials on each hand separately.
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8.3.3 FES therapy sessions
The FES group received only FES (i.e without the BCI). The FES was continuously con-
trolled automatically to open and close a subject’s hands individually. The FES parameters
were similar to those used in the BCI-FES group. On average the amount of stimulation
(time and strength) given to the FES group was similar to those received by the BCI-FES
group.
8.3.4 Data analysis
Manual muscle testing
In order to allow statistical operation on continuous data, the MMT scores were transformed.
The transformation was to eliminate the negative and the positive assignments and replace
then with -0.25 and +0.25 respectively. For example, if an MMT score G = 3-, after the
transformation it becomes G = 2.75. In the other case, if G = 3+, after the transformation it
becomes G=3.25. The results of this transformation is a continuous data of MMT scores on
which further analysis was performed.
Range of movement
The ROM of the wrist was obtained for each hand using the 3-dimensional position of the
makers placed on the hand. For each marker, the Zebris system returned a 3-D vector at each
time point. The angle θ of the wrist at each time point was calculated using equation 8.1,
where a represents Zebris system marker 2; b, marker 1; and c, marker 3.
θ × pi
180
= arctan
‖(b− a)× (c− a)‖
(b− a) · (c− a) (8.1)
Somatosensory evoked potential
The recorded SSEP was visually inspected for the presence of N20 peak. When present, the
latency of the the peak was noted. The latency and the SSEPLI were obtained following the
description in Section 7.3.4.
Attempted movement
EEG data pre-processing
The continuous EEG data was split into trials. All data were visually inspected and epochs
with artefact like a sudden burst in amplitude over all electrodes were eliminated. For each
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subject a dataset for initial and final assessment was created. The datasets were individually
decomposed into 48 maximally independent temporal components using the logistic info-
max independent component analysis (ICA) algorithm [174, 175] implemented in EEGLAB
[176]. The components were visually inspected and components corresponding to ocular
artefact were removed [177]. All other artefacts like electrocardiogram and electromyogram
were identified and removed by considering their typical morphology, spectrum, topogra-
phy and temporal characteristics [178]. The remaining components were back projected to
EEG channels and then used for further analysis in EEGLAB and sLORETA after computing
common average reference of the EEG channels.
Event related desynchronisation/synchronisation
Time-frequency analysis was performed under EEGLAB to visualize and compare the Event
Related Desynchronisation (ERD)[32, 179] and Event Related Synchronisation (ERS) [28,
121] arising from AM trials. Recall that ERD and ERS refer to decrease and increase re-
spectively of EEG power relative to a baseline period within a narrow frequency band. Also
recall that movement related cortical processes like those during physical execution can be
quantified with ERD across the sensorimotor cortex. ERD/ERS, sometimes referred to as
event related spectral perturbation [33], will be used in this text as a general term to refer
to both ERD and ERS when necessary. ERD/ERS was computed using EEGLAB routines.
The Morlet Wavelet transform was used to perform time frequency analysis of the EEG data
in the frequency band 3 to 60 Hz with a Hanning-tapered window applied and the num-
ber of cycles set to 3. These wavelet parameters allowed low frequencies starting from 3
Hz to be analysed in a one second window [180]. The ERD/ERS was computed as power
changes in decibels relative to a baseline period (t=-2000 to -1000 ms). The full descrip-
tion of ERD/ERS method which has already been described in this thesis is given in the
EEGLAB’s methods by Delorme and Makeig [176]. ERD/ERS averaged over trials and
subjects per experimental condition type is presented. Also presented are ERD/ERS scalp
maps in chosen time windows and in chosen frequency bands. The statistical non-parametric
method with Holm’s correction for multiple comparison [181] was used to assess the differ-
ences in ERD/ERS between subjects in the treatment and control group at p=0.05.
sLORETA localisation
Localisation of the cortical three-dimensional distribution of current density of EEG was
done using the Standardized Low Resolution Electromagnetic Tomography (sLORETA)
[224]. The method is a linear minimum norm inverse solution to EEG 3D localisation in-
verse problem. The sLORETA (estimated current density) cortical map/image is computed
for 6239 voxel partitions of intracerebral volume at 5 mm spatial resolution. Brodmann ar-
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eas are reported using the Montreal Neurological Institute (MNI) space with correction to
the Talairach space [225, 226].
The trials were split into one second long time windows. Frequency domain sLORETA was
computed for the window at 1000-2000 ms in the frequency bands including 1-3Hz (δ), 4-
7Hz (θ), 8-12Hz (α/µ), 12-16Hz (β1), 16-24Hz (β2). This gave five sLORETA images at
each frequency band. Baseline was taken from the period before the warning sign (t=-2000
to -1000 ms).
To find the predominantly active areas on the cortex, the sLORETA statistical package was
used to perform a paired group analysis for the AM trials where a pair comprises the base-
line window and the selected one second window. Using sLORETA’s log of ratio of av-
erages (r-value), 5000 randomization of statistical non-parametric mapping (SnPM) [182]
implemented in sLORETA package was used to calculate corrected critical thresholds and
p-values. Statistical significance level was set at p=0.05.
Weighted laterality index was computed from sLORETA images to quantify the degree of
hemispheric lateralisation of sensorimotor activities during hand AM. A set of ROI for the
wLI was defined as in Section 3.3.2. The total number of voxels in the ROI was 477. The
wLI was computed at each sLORETA frequency band image and at varying threshold on the
voxels. The threshold on the voxels included sLORETA p-values at p=0.1, 0.05 and 0.01.
For each dataset (e.g EEG for AM during initial assessment), the corresponding sLORETA
images were compared to find the one with the largest wLI. The image with the largest wLI
was chosen and its wLI was presented. But to avoid images with too low number of active
voxels within the ROI being chosen in place of those with a larger number of active voxels,
another selection criterion was introduced. In this criterion, if the image with the largest wLI
has less than 10% activated voxels within the ROI, another search was performed for the
image with the largest number of active voxels within the ROI.
Presentation of active frequency bands in sLORETA
Images sLORETA will be provided for frequency bands with the most significant activities.
Presenting sLORETA images in all frequency bands will make interpretation of results diffi-
cult with many irrelevant information considered due to several sLORETA images and table
of activities. Since group analysis was not possible (due to small number of subjects) each
subject was analysed separately. This resulted to a maximum of 20 sLORETA images and
20 sLORETA tables of activities for each subject (given 5 × frequency bands, 2 × sessions-
before and after therapy, and 2 × hands). This clearly makes it difficult to present infor-
mation in individual frequency bands. So, sLORETA results will be presented in the best
frequency bands showing what is expected in healthy individuals. Such frequency bands
were those selected during wLI analysis. They are the frequency bands with either maxi-
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mum lateralisation or largest number of active voxels within the ROI. So, this is the best
performing frequency. The issue here is that it will be hard to assess what changes occur
in a particular frequency before and after the therapy. Instead of asking what happens to a
particular frequency band, it might be more appropriate to ask of the frequency band with
the most activity before and after the therapies. The later is a more appropriate question that
can concisely reveal changes in the frequency bands with the maximum activities without
overloading the reader with information for each individual frequency band. One effect on
EEG following BCI-FES could be a change in the most reactive frequency band. Therefore
the sLORETA analysis here is presented in order to show changes in the most reactive fre-
quency bands. Since these are the most significantly active frequency bands, other frequency
bands are less important. An indirect information is that when a previously reactive fre-
quency band is deselected following a therapy, then this previously most reactive frequency
band has a reduction in reaction relative to the new most reactive frequency band. For a more
appropriate analysis with consideration to changes in all major frequency bands before and
after the therapies, time-frequency analysis was performed in Section 8.4.5.
8.3.5 Statistics
Statistical analysis for ERD/ERS was performed with non-parametric method implemented
in EEGLAB. For the sLORETA localisation, also the non-parametric method implemented
in sLORETA was used. The rest of the statistical testing was done using the Wilcoxon signed
rank (paired) for within group to compare ‘Before’ and ‘After’ therapies; the Wilcoxon rank
sum test for between group differences. For the between group test, a groups data will
be obtained by subtracting pre-assessment (‘Before’) from post-assessment data (‘After’).
Statistical significant level was set to p=0.05 in all tests.
8.4 Results
8.4.1 Manual muscle test
The MMT scores are shown in Appendix, where the scores for the right hand of the BCI-FES
and FES group are in Tables D.1 and D.2 respectively; that of the left hand of the BCI-FES
and FES group in Tables D.3 and D.4 respectively.
The p-values obtained by comparing the MMT scores for ‘Before’ and ‘After’ the therapies
for each patient group are shown in Table 8.2. For the BCI-FES group, there were statistically
significant differences in the MMT scores between ‘Before’ and ‘After’ the therapy. For
this group the left hand MMT scores improved significantly in seven muscles following
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the therapy as shown in Table 8.2. The BCI-FES group also gained improvement in four
muscles of the right hand. These muscles included the extensor digitorum communis and the
extensor carpi radialis that extend the hand, the supinator and the pronator which supinates
and pronates the hand respectively. In the case of the FES group no statistically significant
improvement was found in both the left and the right hand. Statistical comparison between
Table 8.2: P-values of the statistical comparison for the right and left hand MMT scores,
‘After’ > ‘Before’ therapies separately for each patient group.
Muscles Left Right
BCI-FES FES BCI-FES FES
Latissimus dorsi 0.03 * 0.06 0.06 0.13
Pectoralis major 0.03 * 0.06 0.06 0.13
Serratus anterior 0.03 * 0.25 0.06 0.13
Deltoid 0.06 0.13 0.03 * 0.13
Triceps 0.03 0.13 0.25 0.06
Biceps 0.06 0.06 0.13 0.06
Brachioradialis 0.06 0.25 0.13 0.25
Supinator 0.03 * 0.06 0.03 0.06
Pronator 0.02 * 0.25 0.02 * 0.06
EDC 0.03 * 0.13 0.02 * 0.06
ECR 0.03* 0.25 0.03 * 0.25
EPL 0.25 0.06 0.13 0.06
FCR 0.13 0.25 0.13 0.13
FDP 0.06 0.13 0.06 0.06
Intrinsics 0.25 0.13 0.50 0.13
Notes: *, Significantly different at p=0.05 (BCI-FES, n=7; FES, n=5). EDC, extensor digitorum
communis; ECR, extensor carpi radialis; EPL, extensor pollicis longus; FCR, flexor carpi radialis;
FDP, flexor digitorum profundus.
the BCI-FES group with the FES group shows a difference in one muscle in each hand as
shown in Table 8.3. The comparison showed that on the left hand, the extensor pollicis longus
improved in the FES group better than in BCI-FES group. On the right hand, the biceps
which was not one of the muscles considered/stimulated during the therapies improved better
in the FES group than in the BCI-FES group. This is an interesting result given that the
pervious analysis showed that the BCI-FES group had better improvements when comparing
the ‘After’ and the ‘Before’ MMT scores. This highlights the need to cautiously interpret the
results of these analyses given the small number of subjects in each of the BCI-FES and the
FES groups.
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Table 8.3: P-values of the the statistical comparison for the right and left hand MMT scores,
‘BCI-FES(‘After’-‘Before’) vs FES(‘Before’- ‘After’)
.
Muscles Left Right
BCI-FES vs FES P-value BCI-FES vs FES P-value
Latissimus dorsi 0.23 0.60
Pectoralis major 0.12 0.22
Serratus anterior 0.94 0.46
Deltoid 0.32 0.86
Triceps 0.62 0.06
Biceps 0.12 BCI-FES < FES 0.02 *
Brachioradialis 0.86 0.67
Supinator 0.20 0.10
Pronator 0.84 0.13
EDC 0.70 0.34
ECR 0.90 0.79
EPL BCI-FES < FES 0.03 * 0.06
FCR 0.51 0.25
FDP 0.41 0.17
Intrinsics 0.21 0.17
Notes: See Table .8.2.
8.4.2 Range of movement
The results for ROM is shown in Fig. 8.5 for the right wrist and in Fig. 8.6 for the left
wrist extension and flexion before and after the therapies. All available ROM are tabulated
in Table 8.4. Am example of the trajectory during ROM assessment for one subject is plotted
in Fig. 8.7.
All but subject ps11 from the FES group had some improvement in the wrist ROM after
the BCI and FES therapies. Subject ps11 had no wrist movement before and after the FES
therapy. By visual inspection of Fig. 8.5 and 8.6, there is no clear evidence of BCI-FES
group gaining better wrist ROM than the FES group. Since both subject groups are in sub-
acute stages, they were expected to gain functions but more subjects are needed to show a
difference between the two groups.
Due to missing data and low number of subjects the statistical comparison will be under-
powered if performed separately for each movement type (wrist flexion and wrist extension)
and hand. In order to increase the number of data points for the statistical testing, data
concatenation was performed across hands (left and right) and movement types (flexion and
extension). The concatenation increases the number of data points available for the BCI-FES
group to n=17 and that of the FES group to n=11. For each of the groups, there is a statis-
tically significant difference between the initial (‘Before’) and the post-assessment (‘After’)
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Table 8.4: The results of ROM for all subjects. Missing data is shown with ‘-’
Subject Id Right wrist ROM (± 0.5, degrees) Left wrist ROM ((± 0.5, degrees)
Extension Flexion Extension Flexion
Before After Before After Before After Before After
BCF-FES
ps1 11.5 30.5 10.6 26.1 - - - -
ps2 1.66 19.9 1.3 6.6 2.2 9.8 1.2 3.8
ps3 - - - - 20.1 34.2 - -
ps5 45.6 52.3 - - - - 2 33.7
ps6 9.1 24.3 3.8 12.7 9.1 29.2 12.9 39.5
ps7 - - - - 4 11.6 6.7 21.5
ps8 16.9 44.8 - - 18.7 28.4 - -
FES
ps4 22.1 38.8 17.1 36.7 13.2 27.8 31.2 33.8
ps11 0 0 0 0 0 0 0 0
ps12 19.3 23.0 19.5 42.9 -24.4 23.4 34.3 -
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Figure 8.5: The right wrist ROM before and after the therapies. ext, extension; flex, flexion.
data; p<0.0005 for the BCI-FES group and p=0.0313 for the FES group. There was no
difference between the groups, p=0.0627. More subjects are needed because the functional
outcome difference between the groups may be small given that the therapy period was only
20 sessions. Neurological measures may better reveal this small difference. The wholehead
EEG and SSEP analysis is used for further analysis.
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Figure 8.6: The left wrist ROM before and after the therapies.
8.4.3 Somatosensory evoked potential
Results are provided for patients who were able to perform the SSEP tests. Some patients
were not able to complete the test due to illness, injuries that restrict access to a hand and
due to being discharged from the hospital. When only part of the subject data is available the
missing data is represented as -, not available.
Right Median nerve N20
BCI-FES group
The N20 peak was present in two (ps1 and ps5) out of seven subjects in the treatment group
during the pre-assessment. In the post assessment, only one patient (ps2) among those who
completed the test still had the N20 peak absent. This means that the peak returned in four
of the patients (ps3, ps5, ps6, and ps8) following the therapy. The latencies for the returning
N20 peaks are shown in Table 8.5. For the two patients who had the peak present during the
pre-assessment, the peak appeared earlier in the post-assessment suggesting improvement of
the sensory pathways; for ps1 the peak went from 27.71 to 26.04 ms and for ps5 it went from
22.71 to 22.08 ms.
The SSEPLI values averaged across the subjects increased from 0.091 which is bilateral to
0.279 which is left-lateralised (see Chapter 7 for the meaning of SSEPLI values). This means
that on average the SSEP potential went from having approximatley equal amplitude on both
hemispheres to being left-lateralised when the right hand was stimulated. This is a good
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Figure 8.7: The trajectory during ROM assessment for subject ps1. Note that only the range
of movement and not the trajectory information was used for assessment purposes. Patients
were not advised to produce a quick or a smooth trajectory.
result given that the left hemisphere controls the right hand.
FES group
The N20 peak was present in two (ps4 and ps12) out of 4 subjects in the control group
who completed the test during the pre-assessment. In the post assessment, the N20 peak
did not return for subject ps9 and SSEPLI remain bilateral. The peak did not also return
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Table 8.5: Right median nerve N20 status, peak and latency.
Subject ID Pre Post
Median
EP status
Latency
(ms)
SSEPLI Median
EP status
Latency
(ms)
SSEPLI
BCI-FES
ps1 Present 27.71 0.314 Present 26.04 0.411
ps2 Absent - -0.170 Absent - -0.085
ps3 Absent - -0.125 Present 21.88 0.136
ps5 Present 22.71 0.275 Present 22.08 0.431
ps6 Absent - 0.378 Present 24.79 0.379
ps7 Absent - 0.199 Absent - 0.308
ps8 Absent - -0.237 Present 26.67 0.370
FES
ps4 Present 23.33 0.218 Present 22.5 0.255
ps9 Absent - -0.118 Absent - -0.056
ps11 Absent - 0.291 Absent - 0.165
ps12 Present 24.58 0.251 Present 25.21 0.457
for subject ps11 whose SSEPLI decreased from 0.291 to 0.165. Both the latency and the
SSEPLI improved for subject ps4 (23.33 to 22.5 ms and 0.218 to 0.255 for latency and
SSEPLI respectively) but only the SSEPLI improved for subject ps12 (0.251 to 0.457).
Left median nerve N20
BCI-FES group
The left median nerve N20 peak was present in three (ps1 and ps3, ps5) out of seven subjects
in the treatment group during the pre-assessment. In the post assessment, only one patient
(ps7) among those who completed the test still had the N20 peak absent. This means that the
peak returned in three (ps2, ps6, and ps8) of the patients following the therapy. The latencies
for the returning N20 peaks are shown on Table 8.6. For the three patients who had the peak
present during the pre-assessment, the peak appeared earlier in the post-assessment except
for subject ps5 whose N20 peak latency remained unchanged in the two assessment sessions.
Note that the latency for patient ps5 was already low. The biggest change in latency was for
ps1 where the peak went from 28.75 to 24.58. The SSEPLI only improved for subject ps1,
ps5 and ps6 in the post-assessment. The low SSEPLI values obtained for subject ps2 and ps6
casts a doubt into the validity of the N20 peaks. The SSEPLI averaged across the subjects
for before and after the therapies were from -0.111 to -0.187.
FES group
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Table 8.6: Left median nerve N20 status, peak and latency.
Subject ID Pre Post
Median
EP status
Latency
(ms)
SSEPLI Median
EP status
Latency
(ms)
SSEPLI
BCI-FES
ps1 Present 28.75 -0.141 Present 24.58 -0.426
ps2 Absent - 0.053 Present 19.58 0.052
ps3 Present 22.5 -0.188 Present 19.58 0.016
ps5 Present 21.88 -0.195 Present 21.88 -0.447
ps6 Absent - -0.061 Present 24.79 -0.538
ps7 Absent - -0.057 Absent - 0.007
ps8 Absent - -0.192 Present1 26.88 0.027
FES
ps4 Absent - 0.202 Present 22.92 -0.143
ps9 Absent - 0.062 Absent - 0.145
ps11 Absent - 0.234 Absent - 0.252
ps12 Present 23.75 -0.502 Absent - -0.012
Note: 1, reduced amplitude.
The left median nerve N20 peak was present in one (ps12) out of 4 subjects in the control
group who completed the test during the pre-assessment. In the post-assessment the peak
returned for ps4 although the SSEPLI was low with a value of -0.143. The N20 peak did not
return for subject ps9 who had SSEPLI values of 0.062 in the pre-assessment and 0.145 in
the post assessment. The SSEPLI decreased for subject ps12 going from -0.502 in the pre-
assessment to -0.012 in the post-assessment. The decrement of the SSEPLI for this subject
is supported by the disappearance of the N20 peak in the post-assessment. For subject ps11,
the N20 peak remained missing and the SSEPLI values were similar (0.234 to 0.252) in both
assessments.
Right Ulnar nerve N20
BCI-FES group
The right ulnar nerve N20 peak in Table 8.7 was only present in subject ps1 in pre-assessment.
In the post assessment, the latency for subject ps1 improved from 28.54 to 27.29ms. This
improvement in latency was accompanied with an improved SSEPLI which went from 0.246
in the pre-assessment to 0.405 in the post-assessment. The peak returned for subject ps5 and
ps8 as shown in Table 8.7 . Among those who still had the peak absent in the post assessment
subject ps7 had improved SSEPLI value 8.7 in the post assessment. In the case of subject
ps6 SSEPLI showed that the amplitude of the SSEP was larger in the ipsilateral hemisphere.
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This could be an indication of somatotopic changes where the somatotopic map for the right
hand may have started moving ipsilaterally (towards the right hemisphere). The SEPLI val-
ues averaged across the subjects increased from 0.099 to 0.139.
FES group
Only data for two controls were available for the right ulnar nerve N20 peak. In both subjects
the N20 peak was absent in both assessments and the SSEPLI only improved for one of the
subjects (ps9) as shown in Table 8.7 .
Table 8.7: Right ulnar nerve N20 status, peak and latency.
Subject ID Pre Post
Ulnar EP
status
Latency
(ms)
SSEPLI Ulnar EP
status
Latency
(ms)
SSEPLI
BCI-FES
ps1 Present 28.54 0.246 Present 27.29 0.405
ps2 Absent - -0.047 Absent - -0.147
ps3 Absent - 0.094 Absent - 0.109
ps5 Absent - 0.187 Present 23.33 0.256
ps6 Absent - 0.182 Absent - -0.216
ps7 Absent - 0.128 Absent - 0.46
ps8 Absent - -0.097 Present 27.08 0.108
FES
ps4 Absent - -0.073 Absent - 0.099
ps9 Absent - 0.152 Absent - 0.337
Left Ulnar nerve N20
BCI-FES group
The left ulnar nerve N20 peak (Table 8.8) was only present in subject ps5 in pre-assessment.
In the post assessment, the latency for subject ps5 improved from 23.33 to 22.71 ms. This
improvement in latency was accompanied with an improved SSEPLI which went from -
0.035 in the pre-assessment to -0.468 in the post-assessment. The peak returned for subject
ps1 only as shown in Table 8.8. The SSEPLI values averaged across the subjects improved
from 0.103 to -0.147.
FES group
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Only data for three subjects was available in the controls for the left ulnar nerve N20 peak.
In both subjects the N20 peak was absent in both assessments. The SSEPLI values were low
for subject ps9 and ps11 in the post-assessment. The SSEPLI values for subject ps4 indicate
lager SSEP in the ipsilateral/left hemisphere suggesting undesirable changes in the CNS.
Table 8.8: Left ulnar nerve N20 status, peak and latency.
Subject ID Pre Post
Ulnar EP
status
Latency
(ms)
SSEPLI Ulnar EP
status
Latency
(ms)
SSEPLI
BCI-FES
ps1 Absent - 0.069 Present 25.21 -0.202
ps2 Absent - -0.292 Absent - -0.237
ps3 Absent - 0.192 Absent - -0.056
ps5 Present 23.33 -0.035 Present 22.71 -0.468
ps6 Absent - 0.273 Absent - 0.003
ps7 - - - Absent - 0.187
ps8 Absent - 0.413 Absent - -0.253
FES
ps4 Absent - 0.46 Absent - 0.197
ps9 Absent - -0.061 Absent - 0.079
ps11 - - - Absent - 0.012
Summary of N20
The status of N20 peak averaged across nerves, hands and subjects are shown for the BCI-
FES group in Fig. 8.8 and the FES group in Fig. 8.9. As shown on Fig. 8.8 and Fig. 8.9,
after the therapies the number of N20 peaks present increased only for the BCI-FES group.
The SSEPLI were concatenated across hands and nerves for statistical analysis. The sign of
SSEPLI values for the left hand was inverted so that the values become positive when they
were correctly lateralised and negative otherwise. This was done to eliminate negation if
the lateralisation was correct since this negation only indicated direction of laterality. The
concatenation resulted to n=27 for the BCI-FES group and n=12 for the FES group. For the
BCI-FES group, there was a statistically significant difference between the initial (‘Before’)
and the post-assessment (‘After’) data; p=0.003938. In the case of the FES group there was
no significant difference; p=0.4238. It could be that the length of the therapy period was
short for FES to induce neurological changes in the FES group. But the short therapy was
enough for the BCI-FES system to induce changes in the subjects. Given the difference in
the number of data points available for each group, it was not adequate to compare both.
But for completeness the comparison was performed (BCI-FES(‘After’ - ‘Before’) versus
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FES(‘After’ - ‘Before’) ) to get p=0.2294 which suggest that there was no difference in the
SSEPLI values between the groups.
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Figure 8.8: The status of N20 before and after the treatment. The result was obtained by sum-
ming the number of N20 peaks present and absent across the median and the ulnar nerves,
left and right hands and the BCI-FES group.
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Figure 8.9: The status of N20 before and after. The result was obtained by summing the
number of N20 peaks present and absent across the median and the ulnar nerves, left and
right hands and the FES group.
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8.4.4 sLORETA localisation
Laterality index
Given the low resolution of sLORETA, there were not many voxel representing the ROI (477
voxels). Therefore at p=0.01 the number of voxels active within the ROI is highly reduced
with zero activity in some subjects leading to undefined value for wLI. It was decided for this
reason that the threshold at p=0.01 was not adequate. The trend shown at p=0.1 is similar to
that shown at p=0.05. Therefore detailed presentation will only be made for wLI obtained at
p=0.05 since this is the chosen p-value in this thesis. Although laterality index is known to
depend on the threshold p-value [135], using the same p-value at p=0.05 for analysis before
and after the therapies should provide an adequate comparison between the two.
For completeness, plots of wLI at p=0.1 and at p=0.01 are provided with those at p=0.05.
The plots of wLI at threshold p=0.1 is shown in Fig.8.10 and at p=0.01 in Fig. 8.11.
Table 8.9 shows the wLI at (p=0.05) for all the subjects before and after the therapies. The
data is plotted on Fig. 8.12. The first row in Fig. 8.12 is for the left hand AM while the
second row is for the right hand. The first column is for the BCI-FES group while the
second column is the for FES group. The wLI is plotted for each subject before and after the
therapies.
Left hand AM
For the left hand AM ( Fig. 8.12 ‘Left’), all but subjects ps2 and ps3 in the BCI-FES group
showed correctly lateralised (’Right dominance’, contralateral to the left hand) sensorimotor
activities. The wLI also have increased magnitudes in the BCI-FES group following the
therapy. Subjects ps1 and ps5 had no significant activity before the therapy but after the
therapy correctly lateralised activities emerged. In the FES-only group, subject ps4 showed
only a bilateral activity following the therapy during left hand AM. In subjects ps10 and
ps12, wLI decreased in magnitude and also incorrectly laid in the ipsilateral hemisphere
(’Left’ dominance) for subject ps12 after FES therapy. There were no significant activity
in subject ps11 after the therapy resulting in wLI having an undefined value. Note that the
’After’ data for subject ps9 was note available.
Right hand AM
For the right hand AM, there was no significant activity after the therapy for subjects ps1, ps2
and ps3 in the BCI-FES group. This result was most surprising for subject ps2 because this
subject had correctly lateralised activities in the initial assessment. The lack of significant
activities for this subject in the sensorimotor areas during the right hand AM suggests a
decrement in sensorimotor functions. In the SSEP test, the right hand SSEPLI values for
subject ps2 also worsened signaling that this patient might be undergoing undesirable cortical
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Table 8.9: The wLI at p=0.05 for all the subjects before and after the therapy.
Hand Subj.ID wLI(before) wLI(after) F(before) F(after) nv(before) nv(after)
BCI-FES
Left ps1 0.00 -1.00 - 4-7 0 1
ps2 -0.40 0.00 16-24 - 10 0
ps3 0.00 0.00 - - 0 0
ps5 0.00 -0.62 - 16-24 0 266
ps6 -0.23 -1.00 12-16 12-16 151 53
ps7 -0.86 -1.00 12-16 8-12 105 53
ps8 -0.35 -0.44 8-12 16-24 72 18
FES
ps4 0.00 -0.13 - 16-24 0 67
ps9 -1.00 na 8-12 na 39 na
ps10 -0.39 -0.34 12-16 12-16 148 261
ps11 -0.20 0.00 16-24 - 62 0
ps12 -0.51 0.30 8-12 12-16 123 25
BCI-FES
Right ps1 0.00 0.00 - - 0 0
ps2 0.50 0.00 16-24 - 105 0
ps3 0.00 0.00 - - 0 0
ps5 0.00 0.95 - 8-12 0 104
ps6 0.17 -1.00 16-24 12-16 151 5
ps7 -1.00 -0.75 8-12 16-24 68 31
ps8 0.06 1.00 16-24 12-16 398 1
FES
ps4 0.00 -0.26 - 16-24 0 65
ps9 0.02 na 8-12 na 126 na
ps10 0.64 -0.39 16-24 12-16 202 235
ps11 0.08 0.00 16-24 - 131 0
ps12 -0.28 -0.13 12-16 8-12 72 21
Notes: Missing data is shown as ’na‘ while missing frequency band due to zero wLI/zero ac-
tivity is shown as ’-’. Right/left, right/left hand attempted movement; wLI, weighted laterality
index; F, frequency band in Hz; nv, number of active voxels within regions of interest; before/after,
Before/After the therapies
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Figure 8.10: Laterality index (p=0.1) for the BCI-FES and the FES group for the left and
right hand AM. The frequency bands with the maximum wLIs are shown above the bars;
θ, 4-7 Hz; µ, 8-12 Hz; β1, 12-16 Hz; and β2, 16-24 Hz. The plot area is divided into
three parts: top, left hemispheric dominance; middle, bilateral dominance; bottom, right
hemispheric dominance. Note that the ’After’ data for subject ps9 is note available.
reorganisation (see Tables 8.5 and 8.7). It is worth mentioning that this subject has a severe
high level injury (level C4, ASIA B). For other subjects, ps5 and ps8 had increased wLI
which was also correctly lateralised following therapy. Subjects ps6 also had an increased
wLI magnitude but this was wrongly lateralised ipsilaterally. Subject ps7 had ipsilateral
lateralisation before and after the therapy. In the FES-only group, all but subject ps4 who
had no activity before therapy had reduced magnitude of wLI after the therapy. Subjects ps4
and ps10 had wrong lateralisation, subject ps12 had a bilateral activity and subject ps11 had
no significant activity following the therapy.
The frequency bands selected with the wLI analysis did not show any consistent pattern
between before and after therapies. The frequency bands are shown in Fig. 8.10, 8.11 and
8.12 for the interested reader.
There was no statistically significant difference between ‘Before’ and ‘After’ for each of
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Figure 8.11: Laterality index (p=0.01) for the BCI-FES and the FES group for the left and
right hand AM. The frequency bands with the maximum wLIs are shown above the bars;
θ, 4-7 Hz; µ, 8-12 Hz; β1, 12-16 Hz; and β2, 16-24 Hz. The plot area is divided into
three parts: top, left hemispheric dominance; middle, bilateral dominance; bottom, right
hemispheric dominance. Note that the ’After’ data for subject ps9 is note available.
BCI-FES and FES group. This was largely because of the individual differences in the LI
values. Also there was no difference between the groups. However, these individual results
suggest that the BCI-FES group had an overall better lateralisation of EEG activities after the
their therapy. Since a better lateralisation is found in healthy subjects than in patients [140],
the improvement in lateralisation obtain here should mean that the BCI-FES group generally
benefited from the study. In the following, sLORETA images and table of activities will
be presented in the frequency bands selected during wLI analysis in order to visualise the
activated areas during hands AM.
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Figure 8.12: Laterality index (p=0.05) for the BCI-FES and the FES-only group for the left
and right hand AM. The frequency bands with the maximum wLIs are shown above the
bars; θ, 4-7 Hz; µ, 8-12 Hz; β1, 12-16 Hz; and β2, 16-24 Hz. The plot area is divided
into three parts: top, left hemispheric dominance; middle, bilateral dominance; bottom, right
hemispheric dominance. Note that the ’After’ data for subject ps9 is note available.
sLORETA images and tables of active structures
Images and tables of activities from sLORETA for representative subjects are shown. Subject
ps5 and ps10 were selected from the BCI-FES group and the FES-only group respectively.
In these two subjects the wLI remained for both hands following the therapies. By observing
Fig. 8.12, it can be seen that these subjects are suitable representatives of each group. The
most reactive frequency bands as selected by wLI analysis are presented.
As shown on Fig. 8.13, subject ps5 had no significant activity before BCI-FES therapy.
Following the therapy, lateralised activities can be seen in the sensorimotor areas. The later-
alisation is as expected with more activity on the right hemisphere for the left hand AM and
more activity on the right hemisphere for the left hand AM. This clearly has been shown by
the wLI analysis where the values obtained for this subject show correct lateralisations. The
8.4. Results 135
most reactive frequency bands were µ band for the left hand AM and the β2 band for the
right hand AM. The brain structures active in the sLORETA images restricted to the ROI are
given in Table E.1. Highest number of active voxels can be seen in the left precentral gyrus
(BA 4, 6 and 44) and in the right postcentral gyrus (BA 1, 2, 3 and 44) for the left hand AM.
During the right hand AM, the most active voxel changed to the left precentral gyrus (BA 4
and 6) and the left postcentral gyrus ((BA 1, 2, 3 and 40). These results are promising given
that similar results are found in healthy individuals [141, 142]. Correct lateralisation and
increase in magnitude was also shown for this subject in sensory test using SSEP where the
values for the SSEPLI were as expected in healthy subjects (see Fig. 8.5, 8.6, 8.7 and 8.8).
So for subject ps5 changes in the sensory test correlated with changes in the sensorimotor
test using AM.
In the case of subject ps10 the sLORETA images in Fig. 8.14 show similar activities before
and after FES therapy especially for the left hand AM. It can be seen that the most reactive
frequency band also remains as β1 in before and after the FES therapy for the left hand AM.
Furthermore, it seems that following the therapy, the right sensorimotor cortex is activated
irrespective of the hand the subject attempted to move. This was shown in the wLI analysis
where wLI values were always negative (see subject ps10 in Fig. 8.12); recall that negative
wLI means right lateralisation. The active brain structures corresponding to the activities on
the images within the ROI are shown in Table E.2 for the right hand and in Table E.3 for the
left hand before and after the FES therapy. Similar brain structures as those active for subject
ps5 are also active for subject ps10 following therapy. But a major difference between the
two subjects is in the lateralisation of the activities. Comparing the result of ps5 (Fig. 8.13,
Table E.1 ) with that of subject ps10 (Fig. 8.14, Table E.2 and Table E.3) shows that subject
ps5 has a more lateralised activity concentrating in the sensorimotor areas than subject ps10.
These results support a more positive change in the brain for subject ps5 receiving BCI-FES
than for the subject ps10 receiving only FES.
In the above sLORETA analysis, results were presented only for the most reactive frequency
bands. In order to present results for all the frequency bands, before and after therapies,
time-frequency analysis is presented in Section 8.4.5.
8.4.5 Event related desynchronisation/synchronisation
Results of the ERD/ERS analysis are provided for the treatment and the control group. The
ERD/ERS for the left hand AM is presented in Fig. 8.15. Due to insufficient number of sub-
jects the scalp maps were plotted over a long period covering 500-2000 ms post execution
cue in order to provide a more stable average. This period covers most part of the AM pe-
riod and should help to avoid any artefact arising due to the mental processing of execution,
AM initiation and termination cues. The results are presented in standard frequency bands
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Figure 8.13: sLORETA localisation for subject ps5 for ’Before‘ and ’After‘ BCI-FES therapy
including θ, 4-7 Hz; µ, 8-12 Hz; β1, 12-16 Hz; and β2, 16-24 Hz. The θ band is presented
because of the reported slowing of EEG in people with SCI who might develop neuropathic
pain [227]. The subject in this study were not tested for neuropathic pain. It was not ad-
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Figure 8.14: sLORETA localisation for subject ps10 for ’Before‘ and ’After‘ FES therapy.
Motor activities are shown with negative r-values.
equate to perform statistical analysis of comparing ERD/ERS between groups given again
insufficient number of subjects especially in the control group.
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Figure 8.15: Scalp maps of ERD/ERS in different frequency bands at 500-2000 ms post cue
during left hand AM. ERD is shown with negative values while ERS is shown with positive
values. If present, the third row at each frequency highlights (in red) channels/electrodes
that show statistical difference between the corresponding ’Before’ and ’After’ (p-values
with Holm’s correction for multiple comparison is indicated where available). The third row
is not shown when there is no statistical significance between ’Before‘ and ’After‘.
Starting with the θ band (Fig. 8.15a) ERD activities are strongly bilateral with strong pres-
ence in the posterior parietal cortex before (’Before’) the therapy in both BCI-FES and FES
groups. After the therapy (’After’), the ERD activities in the θ looks similar to how it looked
before the therapy for the FES group. But in the case of the BCI-FES group, the activities
in the θ band move anteriorly concentrating in the sensorimotor areas with lateralisation to-
wards the right hemisphere after the therapy. This lateralisation is expected recalling that
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the right hemisphere controls the left hand. This change in the location of ERD activities is
a positive neurophysiolocal change based on what is seen on neurologically intact subjects
[202].
The changes seen in the θ for the BCI-FES group look clearer in the µ band (Fig. 8.15b).
Statistical comparison between before and after the therapy shows differences in only two
electrodes (Cp5 and P7; albeit rather insufficient number of subjects for the statistics) indi-
cating the anterior movement of the ERD activities to the sensorimotor areas. In the β1 band
(Fig. 8.15c), the ERD activities look similar to those in the µ band with more electrodes
including Cp3, P7, P2 and P4, showing significant differences, strongly suggesting anterior
movement of the activities for only the BCI-FES group. For the β2 band (Fig. 8.15d), ERD
activities looks similar before and after therapies in both the BCI-FES and the FES group.
The ERD/ERS scalp map results for the right hand AM is presented in Fig. 8.16 in the
same frequency bands and time windows as for the left hand AM. Starting with the θ band
(Fig. 8.16a) ERD activities are not strong before (’Before’) the therapy in both BCI-FES and
FES groups. In the BCI-FES group some ERD activities can be found in the central areas
while for the FES group some activities can be seen in the left posterior parietal areas. After
the therapy (’After’) in the FES group, the ERD activities in the θ band appear towards the
sensorimotor motor area ipsilateral to the right hand. This ipsilateral movement is opposite of
what is expected because the ERD appears in the contralateral motor areas in neurologically
intact subjects [202]. But in the case of the BCI-FES group, the activities in the θ band move
to the contralateral hemisphere to the right hand as expected. This lateralisation is expected
recalling that the left hemisphere controls the right hand. This change in the location of ERD
activities is again a positive neurophysiolocal change based on what is seen on neurologically
intact subjects [202].
Similar changes seen in the θ for the BCI-FES group can also be seen in the µ band (Fig.
8.16b). The bilateral ERD activities before the therapy became lateralised towards the con-
tralateral hemisphere to the right hand. In the case of the FES group the ERD activities stay
similar before and after the therapy.
In the β1 bands (Fig. 8.16c), the statistical difference between ERD before and after the
therapy shown in electrodes, P3, P1 ,Pz and POz confirms the anterior movement of ERD
activities concentrating on the sensorimotor areas. Similar changes were not seen in the FES
group in the β1 band. For the β2 band (Fig. 8.16d), ERD activities look similar before and
after therapies in both the BCI-FES and the FES group.
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Figure 8.16: Scalp maps of ERD/ERS in different frequency bands at 500-2000 ms post cue
during right hand AM. ERD is shown with negative values while ERS is shown with posi-
tive values. If present, the third row at each frequency highlights (in red) channels/electrodes
that show statistical difference between the corresponding ’Before’ and ’After’ (p-values
with Holm’s correction for multiple comparison is indicated where available). The third row
is not shown when there is no statistical significance between ’Before‘ and ’After‘ in order
to save space.
8.4.6 Summary of MMT, SSPELI and LI
Table 8.10 provides a summary of the MMT scores, the SSEPLI and LI values. The LI values
used were those computed at p=0.05. On the table, the SSEPLI and LI values with correct
lateralisation are denoted with ticks while those with incorrect lateralisation are denoted with
warning symbols. The SSEPLI and LI values with bilateral lateralisation are denoted with
crosses. Note the bilateral lateralisation (crosses) is taken as the most undesirable lateralisa-
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Table 8.10: Combined qualitative analysis of MMT, SSEPLI and LI.
Subj.ID LI(p=0.05) MMT LI(p=0.05) MMT
BCI-FES Median Ulnar Median Ulnar
ps1 20 22.5
ps2 2.25 6.25
ps3 8 11
ps5 0 23
ps6 3 4.25
Right ps7 2.25 5
ps8 6 12
FES-only
ps4 1 19.5
ps9 0 - 9.5
ps10 - - 5.25 - - 16
ps11 - 0 - 3.25
ps12 - 16.25 - 23.25
BCI-FES
ps1 22.25 23
ps2 3.25 6
ps3 8 10
ps5 0 11.5
ps6 5.5 12.25
Left ps7 - 0 5.25
ps8 12.75 18.75
FES-only
ps4 0 23.25
ps9 0 - 7.5
ps10 - - 19.75 - - 24
ps11 - 0 2
ps12 - 11.25 - 20.75
Before After
SSEPLI SSEPLI
Notes: Please see text for the description of symbols and calculations on this table. Note that the
‘After’ MMT for patient ps4 was done much later after the neurological tests.
tion followed by the incorrect lateralisation (warning signs). On the table, the MMT values
were obtained by summing the MMT scores for the hand and forearm muscles. The muscles
included are the EDC, extensor digitorum communis; ECR, extensor carpi radialis; EPL,
extensor pollicis longus; FCR, flexor carpi radialis; FDP, flexor digitorum profundus and
the Intrinsic muscles. Only these muscles were considered because the median and the ul-
nar nerves’ innervation are found in the hand and forearm and the AM task performed by
patients required only hand movement.
Table 8.10 reiterates that in general there are neurological improvements for the BCI-FES
but not for the FES group of patients following the therapies (Compare the amount of tick
‘Before and ‘After’). However the table also reiterates that both patients groups improved
with regard to the MMT scores. As shown in earlier analysis, there is no evidence the BCI-
FES group benefited more functionally given the MMT and the ROM.
The table shows a mixed result on the relationship between the MMT, SSEPLI and LI making
it difficult to draw a conclusion from this small set of data. It is important to note here that
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patients ps4 had a late MMT assessment after the therapy (see Table 8.1). So the MMT
score for this patient may not correlate with the SSEPLI and LI values since both were not
acquired about the same time. For the rest of the patients, there is a slight pattern suggesting
a correlation between the MMT, SSEPLI and LI. For example, patients ps1, ps5 and ps8
had good neurological results (judging by the number of ticks) after the therapy which are
reflected on their higher MMT scores. Furthermore patients ps2, ps3, ps9 and ps11 had
poor neurological results which are also reflected on their low MMT scores. So with the
exception of patient ps4, these results seem to suggest that MMT correlates with SSEPLI
and LI. However, a numerical analysis on a larger set of data is required.
8.5 Discussion
In this chapter, the effects of BCI-FES and FES alone on functional and neurological out-
comes were studied on sub-acute tetraplegic patients. Seven of the patients received BCI-
FES therapy while five received FES therapy alone. The neurological outcome measures
which included the AM of the left and the right hand and SSEP gave promising results in
favour of the patients who used the BCI-FES. In the case of the functional outcome measures
which included the ROM of the left and the right wrist and the MMT scores, there was no
clear evidence that the patients in the BCI-FES group benefited more than those who use the
FES alone. The results of the MMT especially was not conclusive; the BCI-FES group had
better improvements on within-group analysis while the FES group performed just better on
between-group analysis. It can be speculated that the length of the treatment was not enough
for the neurological changes to reach a level that they may begin to effect considerably ob-
servable functional changes. Some FES therapy studies ran for longer periods of eight weeks
and above [45, 221]. Furthermore the sensitivity of the ROM instruments and the sensitivity
and the subjective nature of MMT might have made it impossible for any subtle functional
changes to be dictated. However the observed neurological changes hold great promise for
the potential of BCI-FES to enforce desirable changes in the CNS. This evidence, albeit
rather modest, joins the two previously published studies [99, 100] in suggesting that BCI-
FES may lead to a better recovery than FES therapy alone in SCI patients.
8.5.1 Somatosensory evoked potential
In the BCI-FES group, most of the N20 peaks were absent before the treatment but after the
treatment most of the peaks returned. However in the FES group there were no changes in the
number of N20 peaks before and after. Due to the insufficient number of subjects it was not
possible to statistically compare the N20 status between the BCI-FES and the FES groups.
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Therefore more subjects are needed in other to conclude on the effect of the treatment on
the N20 peaks. However the status of the N20 peaks looks promising in proving that the
BCI-FES group had a better return of the N20 peaks especially because the number of peaks
did not change at all in the FES group. The returning peaks were overall accompanied by
improved values of the SSEPLI showing correct lateralisation and validating the N20 peaks.
The returning peaks should mean improved somatosensory functions. This in turn means
better communication between the hand peripheral nerves and the central nervous system
which should be significant for recovery.
8.5.2 sLORETA localisation
Weighted laterality index computed with sLORETA images shows a more promising result
for the subjects who used BCI-FES than those who use FES alone. The wLI revealed that the
lateralisation of brain activities during AM of the hands are more after the use of BCI-FES
than after using FES alone. The brain areas activated in both the BCI-FES and FES groups
are similar in some aspects but those found in the former have locations that are more similar
to those in healthy individuals [141, 142].
sLORETA localisation showed that subjects who used the BCI-FES had in general contralat-
eral activation of the brain hemispheres after the therapy. The brain activities concentrated on
the precentral and the postcentral gyri with location corresponding to the hand sensorimotor
areas that controls the hand [141]. These changes in the brain are in the desired directions
especially for the subjects who went from zero significant brain activities to brain activities
expected of healthy individuals during hand movement [141, 142].
Three subjects (ps2, ps3 from BCI-FES group and ps11 from FES group), who had severe
injuries with ASIA score of B, did not show activities following the therapies. Instead subject
ps2 who had correctly lateralised activities prior to the BCI-FES lost the activities after the
therapy. It is worth mentioning that this subject did not complete the study in a timely manner
and had many issues with his health that set the study back. Subject ps3 however completed
the study in a more timely manner but did not show any activity before and after BCI-FES
therapy. Another subject who had ASIA score B is subject ps7 whose wLI was similar before
and after the BCI-FES therapy. The results obtained for all the subjects with ASIA score of
B is consistent with the suggestion that the patients with this score did not benefit from the
study. Given the amount of data available in the present study, this is only a mere suggestion.
8.5.3 Event related desynchronisation/synchronisation
The nature of the ERDs shown before and after the therapies by the BCI-FES and the FES-
only group suggest strongly that the BCI-FES group benefited at least neurophysiologically
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in the study. It is remarkable that the ERD activities in the FES group remain similar before
and after the therapy while those of the BCI-FES group move closer to what is seen on
healthy subjects. One of the notable changes in ERD activities in the BCI-FES group after the
therapy is the contralateral positioning of the activities which is seen on healthy individuals
[202]. Another notable change is the movement of the ERD from its posterior location before
the therapy to a more anterior location towards the sensorimotor cortex after the therapy.
Posterior positioning of motor potentials has been described in SCI patients as part of cortical
sensorimotor reorganisation following the injury [228]. Therefore changes to motor activities
from posterior to a more anterior position should be beneficial. In Green et al. [228], a
subject who made an excellent recovery from SCI had motor potential for the finger and toe
movement relocate from posterior to more anterior locations. Such a change might mean that
the sensorimotor cortext is once again reorganising in response to therapy. So the BCI-FES
group benefited from this study given the anterior relocation of the ERD activities in this
group.
8.6 Conclusions
The results obtained from this study have shown that BCI-FES may induce cortical changes
in the desired direction at least quicker than FES alone can. The results back other studies
that have shown the potential of BCI-FES in rehabilitation following neurological injuries
that lead to movement impairment. Although the results are promising, further studies are
necessary due to small number of subjects in the current study.
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Chapter 9
Discussions, future work and
conclusions
“As far as the laws of mathematics refer to reality, they are not certain, and as far as they
are certain, they do not refer to reality.”, Albert Einstein
9.1 BCI-FES on SCI patients
9.1.1 Results
The main results as presented in Chapter 8 were the outcomes on SCI patients using the
BCI-FES system. The result of these patients were compared with the results of the patients
using FES without the BCI. Comparing the two sets of results showed that the patients who
used the BCI-FES system had better improvements. These improvements were found with
outcome measures assessing neurological changes. The neurological changes following the
use of the BCI-FES showed that during movement attempt, the activation of the motor cortex
areas of the SCI patients became closer to the activation found in healthy individuals. The
intensity of the activation and its spatial localisation both improved signaling desirable cor-
tical reorganisation. Furthermore, the responses of the somatosensory cortex during SSEP
were of clear evidence of better improvement in patients who used the BCI-FES. Missing
SSEP peaks returned more for the BCI-FES group while there was no overall change in the
group who did not use the BCI.
However, with the observed neurological changes there were no counterpart functional changes
that suggested that those patients who used the BCI-FES were advantageous. Without func-
tional changes, the neurological changes might be of no relevance to the patients since they
have not got better hand functions. However, the neurological measures showing changes
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from what is considered undesirable to desirable characteristics is definitely a result of neu-
rorehabilitation. Most of the BCI-FES studies reviewed in Chapter 2 only use neurological
measures for assessments making it difficult to compare results of functional outcomes. Pos-
sible explanations of equal functional change in both patients groups include short duration
of the study and are discussed below as limitations of the study.
9.1.2 Limitations
Study duration
Patients were scheduled to attend only 20 sessions for the BCI-FES study described in this
thesis. This short duration of the study might have contributed to the reason that the patients
who used the BCI-FES did not show better functional improvement. It is possible that longer
period like in some FES studies [45, 221] is required in order for the neurological changes
in the patients to be reflected in the functional changes.
Number of subjects
The BCI-FES study in the current thesis provides the first controlled study on SCI patients.
The study however is hampered by a low number of subjects which is also the case with many
past studies of BCI-FES. Larger controlled trials are required to average out the different
recovery rate patients may experience where two patient with similar level of injuries may
show different recovery rate. Larger controlled trials are needed not just in studies on stroke
patients but also on chronic and sub-acute SCI patients who have received less attention in
the studies so far. Patients with SCI should have intact brain functions since the injury is
in the spinal cord and therefore should be able to control a BCI. Results from SCI patients
will give new insight from a different perspective on the benefit of using BCI-FES after
neurological injuries.
Suitability of patients
Some of the patients who took part in the BCI-FES therapy had high level injuries and these
patients had the least or no improvement. One important question then is who is suitable
for a BCI-FES study. Patients who do not have at least preserved proprioception/sensation
(required for proper movement [229]) following injuries are not expected to control the BCI
[229, 230] due to disrupted cortical motor processes when imagining movements. Another
issue is that patients who do not have preserved proprioception/sensation in the limbs for
example normally have severe injuries [231]. In the case of SCI these patient might have
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complete injuries where recovery is less likely [232]. Such patients with complete injuries
might not be suitable candidates at this experimental stage of BCI-FES due to their low prob-
ability to recover in general. In this early stages, attention should be focused on patients who
have mild/incomplete injuries so that an establishment can be made on the therapeutic bene-
fit of BCI-FES. The recovery probability of the targeted patient groups worths consideration
in new BCI-FES studies.
One of the difficulties experienced during the study in this thesis included the uncertain
health of the patients. Some of the patients took ill and some suffered from bed sores and
other illnesses associated with SCI during the study. This caused discontinuities in the deliv-
ery of the therapies since the patient could not receive the therapy when feeling unwell. In
some cases the final assessment therapies were delayed and this may have affected some of
the results obtained here. The most notable of this was a patient, among those who did not
use the BCI, whose manual muscle testing was done considerably late after the therapy. This
is important because this patient may have had functional changes that would be different
if the assessments were done at the correct time following the therapy when other subjects
were assessed.
9.2 Other results
9.2.1 Motor imagery in mental rotation
In Chapter 4, an experiment to confirm that a form of movement imagination is involved in
mental rotation of body parts was an important result of this thesis. The similarity of the
two has long been debated and there have been some evidence as highlighted in Chapter 4
to suggest that a form of movement imagination is involved in mental rotation of body parts.
This experiment made a direct comparison which was missing in the literature, of data from
movement imagination and mental rotation to find that both have similar characteristic. The
characteristic is the nature of the activation of the sensorimotor cortex. Given the similarities
of the two, Chapter 4 suggested that mental rotation should be used in rehabilitation of
movement in a similar manner as movement imagination.
9.2.2 Index of lateralisation
Laterality index discussed in Section 3.3 is an assessment measure usually performed with
fMRI data. This thesis showed how the index can be computed using EEG localised in the
cortex with sLORETA tool. Using EEG for the computation makes the LI a more interesting
measure. This is because the LI can be studied at high temporal resolution and also very
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interestingly, it can be studied at different frequencies. Although it might be more difficult
to make sense of the LI due to its various time-frequency values, the increased dimension
when using cortically localised EEG may lead to a more precise interpretation of results.
Another index of lateralisation, SSEPLI, was studied in Chapter 7. The method of com-
puting the lateralisation index of SSEP is not well-established even though it is perhaps not
surprising that SSEP amplitude is lateralised in healthy individuals. Following a more es-
tablished method for LI computation, a method of computing an index of lateralisation of
SSEP called SSEPLI was defined. The robustness of the method was showcased in Chapter
7 and as claimed in the chapter, SSEPLI is a good measure which can validate and predict
the existence of SSEP peaks.
9.3 A look at current methods of BCI-FES system de-
sign
Since the publication of the first studies of BCI-FES [67, 103], several designs of the system
have been used in rehabilitation. Due to the differences in these designs it can be difficult
to compare or merge results in order to determine if BCI-FES significantly contributes to
positive rehabilitation outcome. Some studies might have obtained positive results with BCI-
FES simply because it contributes to positive rehabilitation outcome as expected. Some other
studies might find benefits of using BCI-FES in rehabilitation because of other factors that
played parts during the therapy period. Such factors that could play parts include natural
recovery, conventional treatment, FES and BCI individually. Any of these could confound
the effect of BCI-FES although recent cross-over and controlled studies [82, 101, 102, 105]
including the present thesis attempting to isolate BCI-FES rehabilitation effects have got
positive results. Although promising results have been obtained, an improved design of the
BCI-FES system might further improve the results. It is important to note that there are not
many published rehabilitative BCI-FES studies since the first study in 2009; possibly because
only the few published studies got positive results. Speculating, the negative results might
be due to improper designs but it could also be due to ineffectiveness of BCI-FES therapy.
Some studies may not find that BCI-FES significantly contributes to rehabilitation outcome
simply because the design and delivery of the therapy was inadequate. More importantly
a negative result could be obtained because of the nature of the injuries sustained by the
chosen subjects; if the injury is severe a patient will be normally unlikely to recover and
therefore might not respond to BCI-FES therapy positively as discussed in Section 9.1.2.
There is a need for a well designed BCI-FES system that can be similarly adopted by all
researchers. This will ensure that BCI-FES is properly tested for its therapeutic benefits and
also researchers can easily compare their results.
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9.3.1 BCI design and protocols
Mental strategy
It is well known that MI activates similar brain regions as physical motor actions. Several
studies have shown that MI has therapeutic effect in motor rehabilitation [83, 84, 85]. But the
claimed therapeutic effect of MI has been challenged [233]. As discussed earlier in Section
2.3.1, one refrain from performing an action if one is truly only imagining the action. For
motor rehabilitation it would be better if a patient practises the motor action as close as
possible to normal practice. Refraining from performing the action would not correspond to
normal physical practice. In addition, patient might have reduced imagery ability [230, 234,
235]. Therefore it would be better if patients instead use AM. With AM, patients can more
easily mimic the actual action. They can also easily understand the paradigm than when
asked to imagine abstractly.
Signal source
Usually a BCI classifier is computed for a patient using BCI for rehabilitation in a similar
manner as healthy individuals. In the case of the patients, the signal used to compute the
classifier may have been affected by the injury. For example, due to reorganisations in the
brain and other factors the EEG corresponding to the left hand movement attempt may differ
from that prior to SCI. Using such a ‘malformed’ signal for rehabilitation of the hand may not
give the best results. The aim of rehabilitation of the left hand will be to bring the functioning
of the hand as close as possible to what it was prior to the injury. In order to achieve the best
results, it is theoretically advisable to use a signal obtained during the normal workings of
the hand which can be obtained prior to the injury. Since this optimal signal is often not
available the next option will be to approximate it. The approximated signal is hopefully
better than a malformed version. The issue then is how to approximate the signal. A starting
point is to use signals recorded from healthy individuals. Such signals averaged from a large
number of individuals provide data representing the signal in humans. Since the averaged
signal may not be specific to an individual, experienced persons can add modifications after
studying a patients own ‘malformed’ signal. Using ERD phenomenon in EEG during hand
movement as an example, it may not be necessary to modify the averaged signal given that
the individual differences occur majorly at different frequency bands which usually overlap
and are within only two distinct physiological bands namely the α and the β-bands defined
within 7-30 Hz. So a patient’s optimal EEG signal for rehabilitation would not be vastly
different from that obtained from a cohort of healthy individuals.
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EEG feature
One of the most important aspect that should be considered when choosing parameters is the
setup time. When a long setup time is required in rehabilitation application, patient might
be left tired or even asleep before the setup is completed. In addition, hospitalised patients
may only have limited allowed time for each therapy session and it will be unhelpful to
spend most of the available time setting up the system. Long setup times can be caused
mainly by (1) the use of large number of electrodes (e.g >16) and (2) the need to record
large amount of classifier training dataset. The second will be discussed later. The first
can be avoided by choosing EEG features that do not require large number of electrodes for
classification. Example of such features includes the TDP or bandpower methods and the
CSP method based on about sixteen channels. An advantage of the CSP method is that it
offers good classification accuracy. The TDP and the bandpower methods however allow the
use of fewer electrodes placed in desired physiological locations and the bandpower method
has been used in BCI-FES more than the other features as can be seen from Table 2.2.
The TDP method was used in this thesis, instead of the bandpower method, where it was
shown to be a good feature for a therapeutic BCI. It mainly deviate from the classical band-
power method because it does not require narrow band filtered signal. A possible drawback
of the classical bandpower method is this requirement to select subject specific narrow fre-
quency bands. This is unlike in the CSP methods where a classical frequency band of 8-30
Hz incorporating the so called α (8-12 Hz) and β (13-30 Hz) bands is used. Using a single
wider frequency band in the range of 8-30 Hz for bandpower will contribute in three main
ways. (1) Power calculation can be more accurately performed in shorter time windows. (2)
The use of a single frequency band leads to a reduced feature dimensionality which should
favour a classifier like LDA that works by reducing the dimension of the features. (3) A
more general classifier can be obtained since all relevant frequency band is included. The
TDP method used in this thesis gives these three benefits. Despite using wide band filtered
signal, narrow bandpower changes in the α and β bands can still be targeted [236] with TDP.
This is because during AM for example, bandpower changes should only occur dominantly
in narrow α and β bands so the other frequencies would be redundant in the decision of a
classifier. A large band of 8-30 Hz can even perform better than narrow frequency bands
[129, 237].
Traditional BCI has relied on features that are directly dependent on EEG power. In the bid
to move BCI research forward, there is the need for future investigations to look at other
methods. For example, using connectivity between EEG sources [238] or the connectiv-
ity between EEG channels [239] should be further investigated. Such methods might offer
improvements in BCI [239].
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Feature classifier
The LDA classifier has been shown to be a good classifier in BCI. From Table 2.2, it has
been often used in BCI-FES. One advantage of the LDA classifier is that it is relatively
straight forward to update online as shown in Section 3.1.2. The classifier weight and bias
can be updated online depending on the deviation of the values of the feature matrix [130].
Updating the classifier online has two main advantages. (1) A previous classifier can be
reused by updating it online and changes in the feature characteristic during a BCI session
can be accommodated. (2) There is no need to record large amount of training dataset since
a small training dataset can be used to compute an initial classifier which can be updated
online. This reduces setup time significantly.
In order to achieve the uttermost classification accuracy, classification should be performed
on one AM against the resting/relaxed state. Most researchers as shown in Table 2.2 have
chosen this scheme. This means that during a rehabilitation session, the restoration of one
movement is targeted at a time. The benefit is that the reduced number of false positives
that may arise when classifying between two active tasks may result in better rehabilitation
outcome.
Performance feedback
Since feedback plays an important role in BCI and in rehabilitation, the provision of timely
and accurate feedback is necessary. From the past BCI-FES studies shown in Table 2.2, the
authors have used visual, audio, tongue stimulation and tactile feedbacks. Some authors use
a combination of visual and audio feedbacks.
The feedbacks should be continuous rather than binary based since a continuous feedback is
more natural like the normal continuous visual input to the brain. Possibly the best feedback
would constitute a visual feedback in which the patient watches his/her own body physically
moved (by FES) continuously to complete the movement the patient initiated. This would
feel more realistic and could better encourage rehabilitation.
It is useful for the patient user to be given a score of their ability to control the BCI system.
Such a score can motivate the patients and help in their active participation. The score can
also give a meaningful measure of a patient’s progress on the use of the BCI system. In order
to compute a meaningful score across sessions, there might be a need to obtain a method of
comparing different BCI sessions. This is because due to variations in settings and setup in
different sessions, a user might have a different control level at each session. This can be
dealt with by setting a difficulty level and keeping it the same in each session. A method of
setting the difficulty level is described in Section 3.1.4.
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9.3.2 Timing and intensity modulation of FES
Contingency of events is a key factor in the Hebbian or associative learning mechanism
[240]. Another factor, contiguity, the temporal association/correlation between the events
also plays an important role [59, 62]. Mrachacz-Kersting and colleagues [62] using EEG
recently demonstrated that precise temporal association between events produces a larger ef-
fect. They assessed cortical excitability changes following repetitive voluntary activation of
the motor cortex (using MI) associated with artificially generated sensory stimulation. They
found that the cortical excitability changes were strongly dependent on the temporal associ-
ation between the motor cortex activation and the sensory stimulation. Only when the tem-
poral association was precise were the cortical excitability changes significant. Mrachacz-
Kersting’s experiment stresses the need to ensure timely association between movement ini-
tiation and FES onset. Having a large time lag between them might not lead to the desired
effect as the association between them might be lost. The question here is how long is too
large? An experiment on monkeys showed that a time less that 50 ms is adequate [63]. How-
ever, it is important to note here again that although contiguity is necessary, contingency is
the key requirement for associative learning [59, 240] . For this reason, attention should be
paid to a more accurate BCI and performing many repetitions. This is not to say that tempo-
ral association (time lag) should be ignored. The time lag should be kept reasonably short.
This time lag between movement initiation and FES onset is not normally reported in BCI-
FES studies. A study with such a report was that by Do and colleagues [108] who showed
that the time lag was 1.83 s in their experiment. The time window used for BCI analysis
significantly contributes to the time lag. By reducing the time window, the time lag can be
reduced although the accuracy of the BCI might be compromised. So the time lag should
be chosen without compromising the accuracy of the BCI and without losing the temporal
association. Using event related potentials as BCI features [241] might help to reduce the
time lag. This is because event related potentials can have clear and sharp peaks and usually
occur within milliseconds of the eliciting cortical event. The peaks which can be precisely
detected should help to significantly reduce the time lag as in [62].
All the articles referenced in Table 2.2 have used a binary control of FES. This means that
FES is either activated or not activated. The intensity of the FES was not modulated. Some
authors (e.g see [82]) ramped the FES intensity such that the FES intensity slowly increment
when activated and slowly decrement when deactivated. But in motor rehabilitation for
example, it might be more adequate to modulate the intensity of the FES based on some
measure of voluntary motor initiation attempt. Such modulation of FES will further act as a
more natural feedback correlating the attempt level to FES intensity and therefore the degree
of movement caused by the FES. This will also help to engage a patient who would want to
increase the intensity of the FES in order to complete a movement. A patient would clearly
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know when he/she is doing below what is expected because they can feel the intensity of the
FES.
One measure that could be used to modulate the FES intensity is the degree of desynchro-
nisation of EEG signal recorded over the motor cortex during a motor attempt. This can be
done by introducing a threshold of ERD that activates the FES. Above this threshold, the
values of the ERD can proportionally determine the intensity of FES. The intensity of FES
can be modulated accordingly by either varying the current or the pulsewidth.
9.3.3 Recommendation
In BCI-FES, a subject voluntarily activates FES usually with MI/AM of a body part. The
subject is instructed to perform the action to activate the FES but without any clear instruction
of what the subject should do following the activation/onset of the FES. Subjects should be
instructed to continue the performance of the MI/AM even after the onset of the FES. This
is because a recent study [118] has shown that the activation of the motor cortex is reduced
if MI/AM is halted following the onset of FES. However continuing the MI/AM following
the FES onset results in better activation of the motor cortex.
As it has been stressed throughout this thesis, new large controlled studies of BCI-FES are
required. The new studies should use well designed and practical BCI-FES systems.They
should employ more natural continuous feedbacks including the continuous modulation of
FES intensity which could have positive effect on the outcome of a study. Also using accurate
and timely feedbacks and presenting the system in form of a computer game could encourage
active participation of patients.
Effort should be made to reduce the time lag between action initiation and FES onset. This
is to increase temporal correlation between the two events in order to encourage Hebbian
learning. As regards to therapy delivery, parameters of consideration include the number and
frequency of sessions and the length of each session or the number of trials per session. A
guide to these and the suitable sensitive outcome measures can be emulated from previous
studies listed on Table 2.1 who had positive results. With a careful selection of BCI-FES
system and therapy delivery parameters it will be possible to conclusively determine the fate
of BCI-FES as a tool for inducing neural plasticity.
9.4 Conclusions
This thesis mainly studied the use of BCI-FES for neurorehabilitation of hand functions
in SCI patients. The thesis further studied the possibility of using mental rotation in neu-
rorehabilitation and also investigated assessment tools and BCI-FES configurations that are
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suitable for patient’s therapy. A BCI-FES system was developed and used to deliver neurore-
habilitation hand therapy on patients with SCI. After the BCI-FES therapies, neurological
assessment measures revealed that the patients had had desirable cortical reorganisations.
This shows that brain computer interface-controlled therapy has a potential in neurorehabil-
itation.
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Appendix A
Supplementary materials
A.1 Software tools
A.1.1 MATLAB
Unless otherwise stated, analyses in this thesis were conducted under MATLAB and Simulink
(MATLAB R2012a, The MathWorks Inc., Natick, MA) environments under Windows oper-
ating system. The MATLAB and Simulink environments allowed the execution of JAVA, C
and C++ codes which were used in this thesis.
A.1.2 BIOSIG and rtsBCI
The BIOSIG and rtsBCI toolboxes [169] were predominantly used in this thesis for EEG
data classification and construction of BCI paradigms respectively. The rtsBCI is a Simulink
library which requires BIOSIG to work. The GDF file format recorded with the paradigms
built with the rtsBCI can be imported directly into EEGLAB for further analysis.
A.1.3 EEGLAB
EEGLAB is a well known tool used predominantly for EEG data processing [176]. It is an
MATLAB toolbox with numerous tool-sets for EEG signal analysis. In this thesis, analysis
of EEG signal which included format conversion, segmentation, concatenation, artefact re-
moval, ERD/ERS analysis and visualisation were performed with EEGLAB. The toolbox
implements tools such as the independent component analysis (ICA). This ICA decomposes
EEG signal into maximally independent temporal components using the logistic infomax
algorithm [174, 175]. The ICA was used in this thesis for artefact removal.
A.1. Software tools 156
EEGLAB implements methods for group analysis of EEG data. The group analysis which
was heavily used in this thesis includes advanced statistical methods making it possible for an
EEG analysis to be started and completed without the need to leave EEGLAB for statistical
analysis in other software. The version of EEGLAB used in this thesis is the 12.0.2.5b.
A.1.4 sLORETA
Localisation of the cortical three-dimensional distribution of current density of EEG in
this thesis was done using the Standardized Low Resolution Electromagnetic Tomography
(sLORETA) [224]. The method is a linear minimum norm inverse solution to EEG 3D lo-
calisation inverse problem. The sLORETA (estimated current density) cortical map/image
is computed for 6239 voxel partitions of intracerebral volume at 5 mm spatial resolution.
Brodmann areas are reported using the Montreal Neurological Institute (MNI) space with
correction to the Talairach space [225, 226].
EEG and sLORETA
While being spatially less accurate than fMRI and PET, EEG is suitable for analysing ex-
tracellular electrical field potentials recorded from the scalp with milliseconds resolution in
different frequencies which is important in studying dynamic processes in the brain [23]. It
is a measure of neuronal electrical activity and not haemodynamic response, the later hav-
ing latency between a task and the related brain activity. The ERD/ERS method can reveal
time-frequency characteristics of cortical processes but it cannot ascertain precise location
of that activity; furthermore it can provide spatially averaged activity over the surface of the
cortex only. Multiple EEG sources can be simultaneously localised using source localisation
tool such as sLORETA at the expense of low spatial resolution. Given this sharp resolution,
neighbouring neuronal sources in the sLORETA localisations will be highly correlated but
fMRI and PET studies have produced similar localisations as those presented in this thesis.
It is important to point out that sLORETA has been extensively validated and found to have
no localisation bias [242, 243, 244]. A previous version [245] has already been validated
with fMRI [23, 246], structural MRI [247], and PET [248, 249, 250].
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Appendix B
Supplemental materials on BCI-FES
system
This section presents the operations of the BCI-FES system. It shows how the BCI-FES
software created in this thesis works.
B.1 Running the BCI-FES system
The BCI-FES system is accompanied by a graphic user interface. The main user interface
is shown in Fig. B.1. The following are the required steps for running the BCI-FES system
designed for use with patients.
1. Setup: At the start of a session, the subject wears an EEG cap with three sets of bipolar
electrodes at locations Fc3, Cp3; Fcz, Cpz; and Fc4, Cp4. The g.tec bioamplifier is set
to record EEG at 256 Hz with bandpass filter set to 0.5-30 Hz.
2. Initial classifier computation: Next, an initial classifier is computed. The data for the
classifier is obtained using a cue based paradigm similar to that described in Section
4.3 and Fig. 4.1a. In the paradigm, the subject is presented with execution cues that
alternate randomly. When the cue is an arrow pointing to the left, the subject performs
an AM of the left hand. When the arrow points to the right, a right hand AM is
required. The hand movement is the opening and closing of the hands. A trial which
consist of one hand AM lasts for 6000 ms. The subjects relaxes from t=-3000 to t=0
ms. The execution cue is shown at the time t=0 ms. The subject performs the AM
from the time t=0 to t=3000 ms. See Section 4.3 and Fig. 4.1a for the full details
of the paradigm. The data recording using this paradigm is started by clicking on
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Figure B.1: The main graphic user interface for the BCI-FES system. Cur, Current; Plsw,
Pulsewidth; Sbjt, Subject; Sctn No, Section number.
the button,‘Record classifier data’ in Fig. B.2. At default settings, about 20 AMs are
recorded of each hand.
After recording, the data is visually inspected using the ERD/ERS maps by clicking
on the button, ‘View ERDS’ in Fig. B.2. By observing the ERD/ERS maps, two most
active bands are entered in the text boxes as shown in Fig. B.2. These bands are
only needed for computing bandpower-based classifiers. For patients, TDP features
are used instead of bandpower features.
The classifier is obtained by clicking on the button, ‘Compute classifiers’ in Fig. B.2.
Classifiers are created and stored for the classification of the left hand AM versus
relaxation and for the right hand AM versus relaxation. Relaxation corresponds to
periods prior to execution cue presentation.
3. Classifier loading and settings: The next step is to load one of the classifiers computed
in the previous step and set classification parameters. The user interface providing
these functions is shown in Fig. B.3. Loading a classifier is done by clicking on the
button, ‘Load classifier’. Then a method of classifier adaptation is selected (see Section
3.1.2 for classifier adaptation). The method chosen for patients is the supervised mean
and covariance adaptation. The adaptation periods in samples within a trial and the
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Figure B.2: User interface for classifier computation.
update coefficient, UC are as shown in Fig. B.3.
4. BCI-difficulty: After loading the classifier, the BCI is run to determine settings that
reduce false positive activation. This is done by setting the BCI-difficulty discussed
earlier in Section 3.1.4. Depending on the ability of a subject to activate the system,
the BCI-difficulty was varied during the session.
5. FES settings: The FES settings are done in the main user interface window in Fig.
B.3. The system provides four FES channels. The desired current for each channel is
set and universal stimulation pulsewidth is also set as shown in the figure.
6. Run: The system is started from the main window shown in Fig. B.1 by clicking
on the button, ‘Run trial’. At the beginning of a trial, the subject is told to relax with
a message on a screen. During this time the classifier adaptation is performed in the
period corresponding to the samples 125-507 (relaxation period) as set in Fig. B.3.
Recall that the EEG recorder samplerate is set to 256 Hz. The relaxation period ends
at sample 768 or t=3000 ms and at this time the subject receives a cue to begin AM.
The classifier is updated again in the period corresponding to the samples 894-1276.
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Load classifier Save
Figure B.3: Graphic user interface for classifier loading settings. Wght, Weight; cls l, Class
label; BP, Bandpower; Update coeff, Update coefficient. Note that ‘TDP classifier’ refers to
LDA classifier computed with TDP features.
The trial ends when the subject activates the FES and the stimulation has lasted for
10 s. This procedure is repeated about 20 times before the subject is allowed to rest.
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Appendix C
Supplemental materials on LDA
This section provides the mathematical derivation of the Fisher’s criterion. It also presents
an example of LDA implementation in MATLAB.
C.1 LDA
C.1.1 Derivative of the Fisher’s criterion
Table C.1: Taking the d
dA
J of Equ. 3.23 and equating it to zero.
The d
dA
J can be obtained using the Quotient Rule:
d
dA
J =
(ATSwA)
d(ATSbA)
dA
− (ATSbA)d(ATSwA)dA
(ATSwA)2
= 0
(ATSwA)
d(ATSbA)
dA
= (ATSbA)
d(ATSwA)
dA
(ATSwA)2SbA = (A
TSbA)2SwA
(C.1)
Dividing both side by ATSwA yields:
(
ATSwA
ATSwA
)2SbA = (
ATSbA
ATSwA
)2SwA (C.2)
using Equ. 3.23 and rearranging gives:
S−1w SbA = JA (C.3)
which is equal to Equ. 3.26.
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C.1.2 An example of LDA
For an example, let f be given by Equ. C.4 where M = 2; the first 6 rows of f belong to
c = 1 and rows 7-12 belong to c = 2; and q = 6/class. A simple MATLAB code showing
the computation of A =
(
0.9955
0.0951
)
for this example is shown in Table C.2. A plot of the
solution is shown in Fig. C.1.
f =
[
1 4 1 2 3 3 10 8 9 8 11 7
3 2 4 5 6 4 7 6 5 7 9 6
]T
(C.4)
0 5 10 15 20
0
5
10
f(M
=1
,q)
f(M=2,q)
Best direction ’A’ of separation
 
 
A
Class 1
Class 2
−5 0 5
Biased features in ’A’ direction
h(f)−b
Figure C.1: The plot of the example computation of A. The hyperplane is biased to zero
by subtracting the b in Equ. 3.27. In this case when h(f) − b > 0 an observation of f is
classified as Class 2 otherwise the observation is classified as Class 1.
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Table C.2: An example MATLAB code for computing ’A’
%Computes the LDA transformation matrix ’A’.
%Note that this code is note optimixed for speed.
%Feature vector of dimension=M=2
f=[1,3;4,2;1,4;2,5;3,6;3,4;10,7;8,6;9,5;8,7;11,9;7,6];
%Assuming that the first 6 values is for class 1 and the rest for Class 2
%then for convinience we write:
f1=f(1:6,:);%so q=6 per class
f2=f(7:12,:);
%% Between scatter
Sb=(mean(f1)-mean(f2))’*(mean(f1)-mean(f2));
%% Within scatter covariance matrix
Sw1=zeros(size(f1,2));
for q=1:size(f2,1)
temp=(f1(q,:)-(mean(f1)))’*(f1(q,:)-(mean(f1)));
Sw1=Sw1+temp;
end
% Expecation value
Sw1=Sw1/size(f1,1);
Sw2=zeros(size(f2,2));
for q=1:5
temp=(f2(q,:)-(mean(f2)))’*(f2(q,:)-(mean(f2)));
Sw2=Sw2+temp;
end
% Expecation value
Sw2=Sw2/size(f2,1);
%Within Scatter
Sw=Sw1+Sw2;
%% Solve generalised eigenvalue problem
[A,J]=eig(Sw\Sb);
[˜,idx]=max(diag(J));
A=A(:,1);
% OR solve directly
%A=inv(Sw1)*(mean(f2)-mean(f1))’; A=A/norm(A);
% Bias
b=-dot(A,0.5*(mean(f1)+mean(f2)));
%% Output: Plot the line of the A vector
figure,subplot(1,2,1);
fmax=max(f(:));
plot([0;A(1)*(fmax+fmax/2)],[0;A(2)*fmax+fmax/2])
set(gca,’DataAspectRatio’,[1 1 1]),ylabel(’f(M=1,q)’),xlabel(’f(M=2,q)’)
title(’Best direction ’’A’’ of separation’)
% Plot Class 1 and Class 2
hold on,
plot(f1(:,1),f1(:,2),’ro’), plot(f2(:,1),f2(:,2),’k*’)
legend({’A’,’Class 1’,’Class 2’})
% Plot the transformed features with bias
Af=A’*f’;
subplot(1,2,2);
plot(b+(A’*f1’),0,’ro’),
title(’Biased features in ’’A’’ direction’);xlabel(’h(f)-b’);
hold on, plot(b+(A’*f2’),0,’k*’)
xlim([min(Af)-1+b,max(Af)+1+b]); ylim([-1.1,1.1])
set(gca,’DataAspectRatio’,[1 1 1]),set(gca,’box’,’on’,’ytick’,[])
164
Appendix D
Supplemental materials for MMT in
Chapter 8
This section presents the supplemental tables of MMT scores for patients in Chapter 8. The
MMT scores (for before and after therapies) are presented separately for each of BCI-FES
group and FES/FES-only group. In each group, the MMT scores for each hand are presented
separately.
Table D.1: Right hand MMT scores for the BCI-FES group.
ps1 ps2 ps3 ps5 ps6 ps7 ps8
Muscles b a b a b a b a b a b a b a
Latissimus dorsi 4 4 3 4 5 5 3+ 4+ 3 4+ 3 4 4 4+
Pectoralis major 4 4 3 4 5 5 3+ 4+ 3+ 4 4 4+ 4 4+
Serratus anterior 4 4 3 3+ 5 5 3+ 4+ 3 4+ 2 2+ 3- 4
Deltoid 2 2+ 3 4 5 5 3 4+ 3+ 4+ 1 1+ 4 4+
Triceps - - 1 1 5 5 3 4+ 1 1 1+ 2 3+ 4
Biceps 4 4 4 5 5 5 4 4+ 4 5 3+ 3+ 4 4+
Brachioradialis 4 4 3 5 5 5 4 4+ 4 5 3 3 4 4+
Supinator 4 4 3 3+ 4+ 5 3 4 3+ 4 1+ 2 4- 4
Pronator 4 5 3 3+ 4+ 5 3 4 3 4 3 3+ 3+ 4
EDC 4- 4+ 1 3 4 5 0 4+ 3 4+ 1- 1 1 2
ECR 4- 4+ 1+ 3+ 4 5 0 4+ 0 0 1- 1 0 2-
EPL 3- 3 0 0 0 0 0 3+ 0 0 0 1 1 2
FCR 3 4 0 0 0 0 0 4 0 0 1- 1 1+ 2+
FDP 4- 4 0 0 0 1 0 4 0 0 0 1 2- 2
Intrinsics 3 3 0 0 0 0 0 3+ 0 0 0 0 1 2
Notes: The first header row depicts Subject IDs. Missing data is shown as ‘-’. b, before
therapy; a, after therapy.
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Table D.2: Right hand MMT scores for the FES group.
ps4 ps9 ps10 ps11 ps12
Muscles b a b a b a b a b a
Latissimus dorsi 3 4+ 0 3 2+ 2+ 1+ 2+ 3 3+
Pectoralis major 3 4+ 0 2+ 0 0 1+ 2 3 4
Serratus anterior 2 4+ 1 2 0 3 1+ 1 2+ 3
Deltoid 2 4+ 1 1+ 1+ 1+ 1+ 2+ 1+ 2
Triceps 1 4 0 2 0 2 1 1+ 1+ 2-
Biceps 3 4 0 1+ 1+ 3- 3+ 4 1+ 4
Brachioradialis 3+ 4 0 0 0 3 0 0 1+ 2+
Supinator 3+ 4 0 2- 1+ 4 3- 3+ 3 4
Pronator 3 4 0 3 1 4 2- 2+ 3 4
EDC 1 4 0 1+ 1+ 4 0 1 3 4+
ECR 0 3 0 2- 0 0 0 0 3 4+
EPL 0 2+ 0 1+ 2 3 0 1+ 1+ 3+
FCR 0 4 0 2 1 2 0 0 2 3+
FDP 0 4 0 2 1 4 0 1 4 4+
Intrinsics 0 2+ 0 1+ 0 3 0 0 3 4
Notes: The first header row depicts Subject IDs. Missing data is shown as ‘-’. b, before
therapy; a, after therapy.
Table D.3: Left hand MMT scores for the BCI-FES group.
ps1 ps2 ps3 ps5 ps6 ps7 ps8
Muscles b a b a b a b a b a b a b a
Latissimus dorsi 4+ 5 3 4 5 5 2+ 4 4 5 2+ 3 4+ 5
Pectoralis major 4+ 5 3- 4 5 5 2+ 4 4 5 2+ 3 4+ 5
Serratus anterior 4+ 5 3 4 5 5 3 4 4 5 2+ 3 4+ 5
Deltoid 4- 4- 2 3 5 5 2+ 4 4 5 1+ 2 4+ 5
Triceps 3+ 4 1 2- 3 3+ 1 3+ 3- 5 2+ 2+ 4+ 5
Biceps 4+ 4+ 4 5 5 5 3 4+ 4+ 5 3 3+ 4+ 5
Brachioradialis 4 4 3+ 5 5 5 3+ 4+ 4+ 5 0 1+ 4+ 5
Supinator 4 4 3+ 4 4 5 3 4 3+ 4+ 3 3+ 3+ 4
Pronator 3+ 4 0 3 3 5 2 3 3+ 4+ 3 3+ 3+ 4
EDC 4 4 2+ 3 4 5 0 1 3- 5 0 1+ 3+ 4+
ECR 4 4 1 3 4 5 0 4 3- 4+ 0 1 3- 4
EPL 3+ 3+ 0 0 0 0 0 1 0 0 0 1 3 4
FCR 4 4+ 0 0 0 0 0 1+ 0 0 0 1 1+ 2+
FDP 4 4+ 0 0 0 0 0 1+ 0 3 0 1 1+ 2
Intrinsics 3 3+ 0 0 0 0 0 3 0 0 0 0 1+ 2+
Notes: The first header row depicts Subject IDs. Missing data is shown as ‘-’. b, before
therapy; a, after therapy.
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Table D.4: Left hand MMT scores for the FES group.
ps4 ps9 ps10 ps11 ps12
Muslces b a b a b a b a b a
Latissimus dorsi 2+ 4+ 0 1 4 4+ 2- 3 2- 3
Pectoralis major 2- 4+ 0 1 3+ 4+ 1 3 3 4
Serratus anterior 2- 4+ 0 0 3+ 4+ 1+ 1 3 4
Deltoid 2- 4+ 1 1 1+ 4+ 1 2+ 1+ 2
Triceps 1 4+ 0 2 3 4+ 0 0 1 2-
Biceps 2+ 4+ 0 1 2+ 3+ 2- 2 1+ 4
Brachioradialis 3 4+ 0 0 2+ 4+ 0 0 1+ 2+
Supinator 3 4 0 1 3+ 4 1+ 2+ 1+ 3
Pronator 2+ 4 0 1+ 4 4 1+ 1+ 1+ 4
EDC 0 4 0 1+ 3+ 4 0 0 3 4+
ECR 0 3+ 0 0 2 4 0 0 0 3
EPL 0 4 0 1+ 3+ 4 0 1 1 2+
FCR 0 4 0 2 4 4 0 0 3 4
FDP 0 4 0 2 4 4 0 1 3 4
Intrinsics 0 4 0 1 3+ 4 0 0 1+ 3+
Notes: The first header row depicts Subject IDs. Missing data is shown as ‘-’. b, before
therapy; a, after therapy.
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Appendix E
Supplemental materials for sLORETA
in Chapter 8
This section presents the supplemental sLORETA tables of activities for patients in Chapter
8. The sLORETA tables are those of patients ps5 and ps10 presented for each of the patients
and each of the hands. The sLORETA tables show activities before and after therapies.
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Table E.1: Significantly active brain structures within the ROI for left and right hand hand
AM at 1000-2000 ms after BCI-FES therapy for subject ps5. Frequency bands are limited to
those showing the best lateralisation which were selected during wLI analysis (p=0.05).
Voxel with max. r-value
F Structure BA H nV r-value x y z
Left
β2 Middle Frontal Gyrus 6 L 3 -0.68 -25 -8 42
Middle Frontal Gyrus 6 R 23 -1.06 35 -8 42
Precentral Gyrus 4 6 L 22 -0.80 -30 -17 42
Precentral Gyrus 4 6 44 R 81 -1.05 35 -12 42
Sub-Gyral 2 L 1 -0.79 -35 -27 38
Sub-Gyral 2 6 R 6 -1.01 35 -3 42
Postcentral Gyrus 2 3 40 L 16 -0.81 -30 -22 43
Postcentral Gyrus 1 2 3 40 R 57 -1.00 45 -18 38
Inferior Parietal Lobule 40 L 9 -0.74 -35 -32 38
Inferior Parietal Lobule 40 R 15 -0.90 50 -27 47
Cingulate Gyrus 24 L 4 -0.80 -20 -17 42
Cingulate Gyrus 24 R 5 -0.79 20 -17 42
Inferior Frontal Gyrus 9 44 45 R 15 -0.77 59 6 18
Medial Frontal Gyrus 6 L 4 -0.74 -15 -12 47
Medial Frontal Gyrus 6 R 5 -0.73 15 -12 47
Right
µ Precentral Gyrus 4 6 L 41 -0.74 -35 -17 47
Precentral Gyrus 6 R 1 -0.49 25 -17 52
Postcentral Gyrus 1 2 3 40 L 41 -0.73 -35 -22 47
Middle Frontal Gyrus 6 L 7 -0.61 -35 -8 42
Medial Frontal Gyrus 6 L 4 -0.58 -15 -12 56
Medial Frontal Gyrus 6 R 2 -0.52 15 -12 56
Inferior Parietal Lobule 40 L 4 -0.56 -40 -32 48
Cingulate Gyrus 24 L 2 -0.56 -20 -17 42
Sub-Gyral 2 6 L 2 -0.53 -35 -27 38
Notes: The structures are sorted in the descending absolute values of r-value. F, Frequency
band in Hz; BA, Brodmann Area; H, Hemisphere; nv, Number of Voxels; r-value, Statistics (log of
ratio of averages implemented in sLORETA, read like t-values); xyz, Talairach coordinates; R, Right;
L, Left.
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Table E.2: Significantly active structures for right hand AM at 1000-2000 ms for subject
ps10 before and after FES therapy (p=0.05).
Voxel with max. S
F Structure BA H nV S x y z
Right- Before
β2 Precentral Gyrus 4 6 L 54 -1.05 -25 -27 47
Precentral Gyrus 4 6 R 17 -0.76 20 -22 52
Postcentral Gyrus 1 2 3 40 L 57 -1.02 -30 -32 48
Postcentral Gyrus 2 3 R 7 -0.64 30 -32 48
Inferior Parietal Lobule 40 L 20 -0.97 -35 -32 43
Cingulate Gyrus 24 L 4 -0.92 -20 -17 42
Cingulate Gyrus 24 R 5 -0.78 20 -17 42
Sub-Gyral 2 6 L 4 -0.91 -35 -27 38
Sub-Gyral 2 6 R 2 -0.57 20 -7 56
Medial Frontal Gyrus 6 L 4 -0.85 -15 -12 47
Medial Frontal Gyrus 6 R 5 -0.74 15 -12 47
Middle Frontal Gyrus 6 L 17 -0.74 -20 -12 60
Middle Frontal Gyrus 6 R 6 -0.61 25 -8 42
Right- After
β1 Postcentral Gyrus 1 2 3 40 L 33 -0.79 -30 -31 52
Postcentral Gyrus 1 2 3 40 R 56 -0.93 30 -22 43
Precentral Gyrus 4 6 L 30 -0.82 -25 -27 52
Precentral Gyrus 4 6 R 55 -0.90 30 -17 42
Sub-Gyral 2 L 1 -0.60 -35 -27 38
Sub-Gyral 2 6 R 5 -0.87 35 -27 38
Cingulate Gyrus 24 L 1 -0.65 -20 -17 42
Cingulate Gyrus 24 R 5 -0.83 20 -17 42
Middle Frontal Gyrus 6 L 2 -0.58 -25 -12 60
Middle Frontal Gyrus 6 R 22 -0.76 30 -8 42
Inferior Parietal Lobule 40 L 5 -0.65 -35 -32 43
Inferior Parietal Lobule 40 R 12 -0.73 40 -32 38
Medial Frontal Gyrus 6 L 3 -0.60 -15 -12 47
Medial Frontal Gyrus 6 R 5 -0.70 15 -12 47
Notes: see Table E.1
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Table E.3: Significantly active structures for left hand AM at 1000-2000 ms for subject ps10
before and after FES therapy (p=0.05).
Voxel with max. S
F Structure BA H nV S x y z
Left- Before
β1 Precentral Gyrus 4 L 7 -0.67 -25 -27 47
Precentral Gyrus 4 6 44 R 47 -0.89 25 -27 47
Postcentral Gyrus 1 2 3 40 L 29 -0.68 -30 -32 48
Postcentral Gyrus 2 3 40 R 22 -0.87 30 -22 43
Cingulate Gyrus 24 L 1 -0.56 -20 -17 42
Cingulate Gyrus 24 R 5 -0.85 20 -17 42
Sub-Gyral 2 L 1 -0.61 -35 -27 38
Sub-Gyral 2 R 1 -0.77 35 -27 38
Medial Frontal Gyrus 6 R 4 -0.74 15 -12 47
Middle Frontal Gyrus 6 R 8 -0.73 25 -8 42
Inferior Parietal Lobule 40 L 10 -0.67 -35 -32 43
Inferior Parietal Lobule 40 R 6 -0.65 40 -32 43
Inferior Frontal Gyrus 9 44 45 R 7 0.63 59 6 18
Left- After
β1 Precentral Gyrus 4 6 L 40 -0.82 -25 -27 52
Precentral Gyrus 4 6 R 56 -1.17 30 -27 47
Postcentral Gyrus 1 2 3 40 L 45 -0.79 -30 -22 47
Postcentral Gyrus 1 2 3 40 R 57 -1.16 35 -27 47
Sub-Gyral 2 6 L 2 -0.68 -35 -27 38
Sub-Gyral 2 6 R 4 -1.07 35 -27 38
Inferior Parietal Lobule 40 L 5 -0.69 -35 -32 43
Inferior Parietal Lobule 40 R 15 -0.97 40 -32 43
Cingulate Gyrus 24 L 2 -0.71 -20 -17 42
Cingulate Gyrus 24 R 4 -0.87 20 -17 42
Middle Frontal Gyrus 6 L 4 -0.62 -25 -12 60
Middle Frontal Gyrus 6 R 21 -0.78 30 -8 42
Medial Frontal Gyrus 6 L 3 -0.65 -15 -12 47
Medial Frontal Gyrus 6 R 3 -0.69 15 -12 47
Notes: see Table E.1
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