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1. INTRODUCTION
This work develops asymptotic expansions for solutions of integro-
differential equations arising from transition densities of singularly per-
turbed switching diffusions. The underlying processes have two compo-
nents, the diffusion component and the switching or jump component. Two
cases, fast switching and rapidly varying diffusion, are of particular interest.
This paper concentrates on the fast switching case. Although the system
comes from probabilistic modeling, our treatment is mainly analytic.
To give motivation of the current study, consider the following scenario.
Suppose that there are m identical circles. On each circle, the underlying
process evolves as a diffusion, and it jumps from one circle at position x to
any point on another circle instantaneously. For simplicity, we do not allow
jumps on the same circle. When the system is subject to rapid switching, it
jumps frequently from one circle to another. The corresponding transition
density brings out the salient features of the system. It is of theoretical
and practical interest to understand the asymptotic behavior. In this paper,
we use the method of asymptotic expansions (e.g., [7, 16]) to study the
asymptotic properties of the transition densities.
Our study is motivated by the current interest in manufacturing systems
(see various applications in [17, 19, 22] and the references therein) in which
switching diffusions naturally come into play. One often models the capac-
ity of unreliable machines by a jump process and uses a diffusion process
to describe the random demand fluctuations. In accordance with rapidly
changing machine capacity or quickly varying demand, one obtains the for-
mulations of singularly perturbed switching diffusions. To explore the in-
tricate properties of large and complex manufacturing production planning
problems and to obtain optimal design and control of such systems, it is es-
sential to understand the basic probabilistic features of the transition densi-
ties involved. This paper presents the continuing effort (see also [8, 12]) in
the study of singularly perturbed systems. The paper [12] treats pure jump
Markov processes, and [8] studies systems involving diffusions and a sim-
ple jump process, whereas this paper deals with a more general model in
which the generator corresponding to the jump process is an integral op-
erator. Treating singularly perturbed systems, one often uses the maximum
principle to justify asymptotic expansions (see, for instance, [7]). Unfortu-
nately, no maximum principle is valid for the forward equation that we are
solving. Thus we have to devise a procedure for overcoming this difficulty.
This paper is arranged as follows. Section 2 begins with a discussion of
switching diffusion processes, followed by the formulation of the singularly
perturbed systems. To prepare for the study of the asymptotic properties,
we need an ergodic theorem of exponential convergence to a stationary
distribution. Section 3 establishes such a result. We state the ergodic result
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in a general setting that is independent of the asymptotic expansion. This
result is interesting in its own right and may be applied to other applica-
tions involving jump processes. Section 4 proceeds with the solution of the
fast switching problem. We obtain asymptotic expansions via constructive
methods along the line that the actual computation should be done and we
construct the outer and inner expansion terms recursively. We then validate
the asymptotic series and provide a desired order of error estimate. Fur-
ther remarks are made in Section 5. For the continuity of the presentation,
an Appendix is given at the end of the paper to provide proofs of a number
of lemmas. For notational simplicity, throughout the paper, K represents a
generic positive constant with possibly different values at each appearance.
2. SWITCHING DIFFUSION
This section serves as a prelude and includes a number of preliminar-
ies. Throughout the paper, we work with a finite horizon t ∈ 0; T  for
some T > 0. Our intention is to obtain asymptotic expansions of transi-
tion densities for nonhomogeneous Markov processes. Consider the process
Y · = X·; α·, which has two components, the diffusion component
X· and the pure jump component α·. The state space of the process is
X = S ×M, where S is the unit circle and M = 1; : : : ;m is a state space
with finitely many elements for the jump process. With the end points iden-
tified as 0 and 1, let x ∈ 0; 1 be the coordinates in S.
We assume that the generator of the process Xt; αt has the follow-
ing form: For a sufficiently smooth vector-valued function,
f x; t = (f x; 1; t; : : : ; f x;m; t;
and for i = 1; : : : ;m;
Lf x; i; t def= lim
1t→0
1
1t
E
(
f xt + 1t; αt + 1t; t + 1t − f x; i; t 
Xt = x; αt = i
= ∂f x; i; t
∂t
+Lif x; i; t +Qtf x; i; t; (1)
where
qix; t def=
Z
S
X
j 6=i; j∈M
qijx; t; zdz
Lif x; i; t def= bix; t
∂f x; i; t
∂x
+ 1
2
aix; t
∂2f x; i; t
∂x2
(2)
Qtf x; i; t def=
X
j 6=i; j∈M
Z
S
qijx; t; zf z; j; tdz − qix; tf x; i; t:
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Remark. In (1), bix; t and aix; t are the drift and diffusion coeffi-
cients of Xt under the condition αt = i. The probabilistic meaning of
qijx; t; z and qix; t can be seen from the equations
P
(
Xt + 1t ∈ 0; αt + 1t = jXt = x; αt = i
=
Z
0
qijx; t; zdz1t + o1t; i 6= j; (3)
P
(
αt + 1t 6= i  Xt = x; αt = i = qix; t1t + o1t;
as 1t → 0. That is, given Xt = x and αt = i, the conditional probability
that the process escapes from the ith circle is qix; t1t + o1t during the
time interval t; t + 1; an analogous interpretation holds for qijx; t.
The probability density px; t = p1x; t; : : : ; pmx; t of the process
Y ·, with Z
0
pix; tdx = P
(
Xt ∈ 0; αt = i;
satisfies the adjoint equation, namely, the forward equation,
∂pi
∂t
= L∗i pi +
mX
j 6=i; j∈M
Z
S
pjz; tqjiz; t; xdz − qix; tpix; t;
where
L∗i · = L∗i x; t ·=
1
2
∂2
∂x2
aix; t· −
∂
∂x
bix; t·
pix; 0 = gix;
for i = 1; : : : ;m; and gx = g1x; : : : ; gmx is the initial distribution
for Y t. This equation may be put in the vector form,
∂p
∂t
= L∗p+Q∗t p
px; 0 = gx such that RS gx|dx = 1; (4)
where | is the m-column vector where all components are 1 and
Q∗t px; t def=
Z
S
mX
j 6=i; j∈M
pjz; tqjiz; t; xdz
− qix; tpix; t; i = 1; : : : ;m

L∗px; t def= (L∗1p1x; t; : : : ;L∗mpmx; t:
(5)
Note that both Qt and Q∗t are integral operators acting on appropriate func-
tions. The existence and properties of such switching diffusion processes can
be found in [5, Sect. 2.2].
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2.1. Existence and Uniqueness of Solution
To proceed, we first state a result concerning the existence and unique-
ness of the solution of the underlying system.
Theorem 0. Suppose that all conditions of [4, Theorem 16, p. 82] are
satisfied. Then 4 has a unique solution.
Proof. Let Giy; syx; t be a Green’s function for the operator ∂/∂t −
L∗i (see [4, Chap. 3, Sect. 7]). Then for i = 1; : : : ;m, problem (4) is equiv-
alent to the integral equations
uix; t =
Z
S
Giy; 0yx; tgiydy
+
Z t
0
Z
S
Giy; syx; t
×
X
j 6=i
Z
S
qjiz; sy yujz; sdz − qiy; suiy; s

dy ds: (6)
The existence and uniqueness for the solution of (6) follow from the stan-
dard method of successive approximations. We omit the details here.
Remark. The conditions of [4, Theorem 16] include the following:
(1) The coefficients of L∗ and Q∗t are Ho¨lder continuous (with exponent
γ, 0 < γ < 1), and F γ ≤ K (for a definition of the norm, see [4, p. 61,
Eq. (2.2)]), where F is any of the functions ai, bi, and qij for each i and
each j. (2) For each i, aix; t > 0 for all x; t ∈ D = 0; 1 × 0; T .
(3) For all x; t ∈ D, there is a neighborhood V such that V ∩ D can
be represented in the form x = ht; h, d/dth are Ho¨lder continuous
(with exponent γ); and d2/dt2h is continuous (see the definitions in [4,
pp. 64–65]).
2.2. Singularly Perturbed Systems
Let ε > 0 be a small parameter. Our interest is to obtain the asymptotic
properties of px; t = pεx; t when the process αt = αεt has rapid
switchings characterized by Qεt x = Qtx/ε. We will seek approximations
of the form
Aεnx; t = eUεn x; t + eW εn x; t/ε
=
nX
i=0
εiuix; t +
nX
i=0
εiwix; t/εy (7)
we will show pεx; t −Aεnx; t = Oεn+1. Note that ui· and wi· are
1×m-valued functions. In what follows, their components are denoted by
ui; j· and wi; j·, respectively, for j = 1; : : : ;m.
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3. EXPONENTIAL CONVERGENCE TO STATIONARY
DISTRIBUTION
To establish the desired asymptotic expansions, we need an auxiliary re-
sult on the exponential convergence of the density at time t to the stationary
density (as t →∞) for the homogeneous (in time) jump Markov process,
with the generator Q given by
Qf x; i =
Z
S
X
j 6=i
qijx; zf z; jdz − qixf x; i:
In what follows, Section 3.1 deals with a basic convergence result, and Sec-
tion 3.2 involves further discussions that will be useful for subsequent study.
3.1. Exponential Convergence: General Result
One of the difficulties we are facing is that the transition probability for
the process involved is not absolutely continuous with respect to Lebesgue
measure λ on S ×M. For instance, the diagonal elements of the kernel of
the operator Q are generalized functions or distributions; for example,
Kx; z=
0BBBB@
1− q1xδx− z q12x; z · · · q1mx; z
q21x; z 1− q2xδx− z · · · q2mx; z
· · · · · · · · · · · ·
qm1x; z qm2x; z · · · 1− qmxδx− z
1CCCCA ;
where δ· is the Dirac δ-function. As a result, if the initial distribution
of the process has a singular component with respect to λ, then the dis-
tribution at time t also has a singular component. However, for any initial
distribution which has a density with respect to λ, the corresponding density
at time t tends to the stationary density exponentially fast (as t →∞).
In view of (3), it is well known that the transition probability satisfies the
equation
P
(i; x; t; j; 0 = exp−qixtδijI0x
+
Z
S
Z t
0
exp−qixt1dt1
×X
k1
qik1x; x1dx1P
(k1; x1; t − t1; j; 0; (8)
where I0 denotes the indicator of 0 and δij = 1 if i = j and δij = 0 oth-
erwise. To carry out the analysis, we shall assume the following holds, and
shall refer to the condition below as Condition (C) throughout.
522 il’in, khasminskii, and yin
(C) There exist K1, K2 > 0 and l ∈ Z+ such that for each i; j = 1; : : : ;m,
q
l
ij x; z ≥ K2 > 0, and qix ≤ K1, where qlij x; z denotes the ijth entry
of the lth iterate of qijx; z, i.e.,
q
l
ij x; z =
X
k1
X
k2
· · ·X
kl
Z
S
· · ·
Z
S
qik1x; x1qk1k2x1; x2
· · · qkljxl; zdx1 · · ·dxl:
(9)
In view of (2), if Condition (C) holds,
qix =
Z
S
X
j 6=i; j∈M
qijx; zdz
Z
S
X
j 6=i; j∈M
K2 dz
=
Z
S
mK2 dz = mK2 = K0;
since S is the unit circle and M = 1; : : : ;m. This condition is sufficient
for convergence to the stationary distribution. For such convergence to take
place, it is necessary that qijx; z > 0. Thus the lower bound we assume
is in fact close to the necessary condition. Note that if for all i 6= j ∈ M,
qijx; z > 0, then (C) is valid for l = 2.
It follows from (8) and Condition (C) that
P
(i; x; t; j; 0 ≥ exp−qixtδijI0x ≥ exp−K1tδijI0x;
so
mX
i=1
Z
S
P
(i; x; t; j; 0dx ≥ exp−K1tλ0: (10)
Iterate on (8), and replace Pk1; x1; t − t1; j; 0 by the right-hand
side of (8) to obtain
P
(i; x; t; j; 0
= e−qixtδijI0x +
Z
S
Z t
0
e−qixt1 dt1
×X
k1
qik1x; x1dx1e−qk1 x1t−t1δk1jI0x1
+
Z
S
Z t
0
e−qixt1 dt1
X
k1
qik1x; x1dx1
Z
S
Z t−t1
0
e−qk1 x1t2 dt2
×X
k2
qk1k2x1; x2dx2
× P(k2; x2; t − t1 − t2; j; 0: (11)
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Taking the lower bound 0 for the first two terms on the right side of the
equality and iterating via the use of (8), we arrive at
P
(i; x; t; j; 0
≥X
kl
Z
S
· · ·
Z
S
dx1 · · ·dxl
×
Z t
0
Z t−t1
0
· · ·
Z t−t1−···tl−1
0
e−qixt1 · · · e−qkl−1 xl−1tl dt1 · · ·dtl
× qlij x; t; xlP
(kl; xl; t − t1 − · · · − tl; j; 0
≥ K2
tl
l!
exp−K1ltλ0: (12)
Consequently, with bδt = K2tl/l! exp−K1lt, we have 0 <bδ =bδ1 < 1
and
P
(i; x; 1; j; 0 ≥bδλ0: (13)
Equation (13) ensures that
sup
i1; i2; x; y
sup
j1; j2; 0
(
Pi1; x; 1; j1; 0 − Pi2; y; 1; j2; 0
 ≤ 1−bδ: (14)
It is well known (see Loe´ve [14, Sect. 27.3]) that (14) guarantees that the
transition probability converges exponentially fast to the stationary distri-
bution ν0 = ν10; : : : ; νm0;
sup
x; i; j; 0
Pi; x; t; j; 0 − νj0 ≤ A exp−γt; (15)
for some γ > 0 and A > 0. To prove the exponential convergence of the
corresponding density, we need the following lemma.
Lemma 1. Under Condition (C), there exists a constant c > 0 such that
for 0 ≤ t ≤ 1, X
k
Z
S
Pk; x; t; j; 0dx ≤ cλ0:
Proof. The transition probabilities Pi; x; t; j; 0 satisfy the back-
ward Kolmogorov equation (see, for instance, [14, Chap. 12]). That is, for
i = 1; : : : ;m,
dPi; x; t; j; 0
dt
= −qixP
(i; x; t; j; 0
+X
k
Z
S
qikx; zdzP
(k; z; t; j; 0: (16)
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This implies
d
dt
(
Pi; x; t; j; 0 expqixt

= expqixt
X
k
Z
S
qikx; zdzP
(k; z; t; j; 0: (17)
Denote
ρjt; 0 =
X
i
Z
S
P
(i; x; t; j; 0dx;
and let Kl (for l = 3; 4; 5) be some positive constants. In view of Condi-
tion C, integrating (3.1) and summing over i lead to
ρjt; 0 ≤ K exp−K3tλ0 +K4
Z t
0
ρjs; 0dx: (18)
It then follows from the Gronwall inequality thatZ t
0
ρjs; 0ds ≤ K5λ0 expK4t:
The assertion then follows from the last two inequalities.
Now we are in a position to prove the result. First of all, it follows from
(8) and Lemma 1 that ν is absolutely continuous with respect to λ. For
an arbitrary initial distribution p0; · that is absolutely continuous with
respect to Lebesgue measure λ, (8) implies that for each i = 1; : : : ;m,
pit; 0 − νi0 =
X
k
Z
S
(
pkt − 1; dz − νkdz

Pk; z; 1; i; 0
=X
k
Z
S
(
pkt − 1; dz − νkdz

exp−qkzδkiI0z
+X
k
Z
S
(
pkt − 1; dz − νkdz
 Z
S
Z 1
0
exp−qkzsds
×X
l
qklz; z˜dz˜P
(l; z˜; 1− s; i; 0: (19)
By applying (15) and Lemma 1 to (19), we obtainpit; 0 − νi0 ≤ pit − 1; 0 − νi0 exp−K0 + c˜λ0 exp−γt:
Iterating on the inequality again, we arrive at
Theorem 1. Suppose that Condition (C) holds, that p0; 0 is any initial
distribution that is absolutely continuous with respect to λ, and that pt; 0
is the corresponding distribution with the corresponding density ep·; ·. Thenep·; · converges exponentially fast to ν·, the density of the stationary distri-
bution, i.e., epit; x − νix ≤ K exp−γt;
for some K > 0 and γ > 0.
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3.2. Ramification
The stationary density νx = ν obtained via Theorem 1 is the unique
solution of the Kolmogorov–Fokker–Planck equation,
Q∗νx = 0Z
S
νx|dx = 1:
(20)
The distribution density pix; t = pi1x; t; : : : ; pimx; t with initial
condition φx is the solution of
dpix; t
dt
= Q∗pix; t
pix; 0 = φx:
(21)
Owing to the linearity, the assertion of Theorem 1 can be restated in
terms of the properties of solutions of (21) as follows. The solution of (21)
with continuous initial function φx such that R φx|dx = β for some
constants K, κ > 0 independent of φ, satisfiespix; t − βνx ≤ Kφ exp−κt; (22)
where
φ =
mX
i=1
Z
S
φidx:
Note that we allow φx to be a nonprobability density, as for pix; t,
since
R
φx|dx = β and β is not necessarily 1. We can always write
φx = φ+x −φ−x, where
φ±x = φ±1 x; : : : ; φ±mx
and φ±i x = max0;±φix are the positive and negative parts of φix.
To prove the desired result, it suffices to apply Theorem 1 to the initial
functions φ+x and φ−x separately.
To proceed, applying the Fredholm alternative to the integral operator
Q∗/q (the matrix integral operator with the kernel qjiz; ·/qi·), we find
that the problem
Q∗hx = φx;
Z
S
hx|dx = 0 (23)
has a unique solution if
R
φx|dx = 0. For future use, we state
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Lemma 2. Let ζx; t be a bounded and continuous function defined on
S ×M× 0; T . LetZ
ζx; t| = 0; ζx; t ≤ K exp−γt (24)
for some K <∞ and γ > 0. Then the solution pix; t of
dpix; t
dt
= Q∗pix; t + ζx; t
pix; 0 = 0
(25)
satisfies pix; t ≤ K exp−γt; (26)
for some κ > 0.
Proof. It is easily checked that the solution of (25) can be written as
pix; t =
Z t
0
pi1x; t; t˜dt˜; (27)
where pi1x; t; t˜ is the solution of (21) (for t > t˜) satisfying the initial
condition pi1t; t˜; t˜ = ζx; t˜. In addition, owing to (22) and (24), pi1x; t; t˜
has the bound pi1x; t; t˜ ≤ Kζx; t˜ exp(−κt − t˜:
This bound, together with (27), gives the desired result.
4. FAST SWITCHING
This section is devoted to the case of singularly perturbed switching dif-
fusions with fast switchings. We proceed as the actual computation would
be performed. Let ε > 0 be a small parameter, let αε· be a jump process
with state space M = 1; : : : ;m, let Qεt = Qt/ε, and let Q∗t be the adjoint
of Qt . Then Eq. (4) has the form
∂pε
∂t
= 1
ε
Q∗t p
εx; t +L∗x; tpε
pεx; 0 = gx; gix ≥ 0;
Z 1
0
gx|dx = 1:
(28)
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4.1. Conditions
The following assumptions will be used:
(A1) For each i = 1; : : : ;m,
• and each t ∈ 0; T , ai·; t, bi·; t, and gi· are periodic with
period 1.
• ai·, bi· ∈ C2; 1. That is, the second partial derivatives with
respect to x and the first partial w.r.t. t of ai· and bi· are continuous;
the initial condition is gi· ∈ C2.
• aix; t > 0 for each x; t ∈ 0; 1 × 0; T .
(A2) For each i; j ∈ M and for some n, qij·; ·; · ∈ C2;n+2;2. For each
x ∈ 0; T , (
∂n+2/∂tn+2

qijz; ·; x
is Lipschitz continuous on 0; T .
(A3) Condition (C) holds for qijx; t; z for each t ∈ 0; T .
Remark. These conditions are not restrictive and are motivated by the
many applications we are interested in. Other than the periodicity condi-
tion, aix; t > 0 is the usual ellipticity condition, and the rest of (A1) is a
condition on the smoothness of the drift and diffusion coefficients and ini-
tial functions; they follow from classical results on diffusion processes. As-
sumption (A2) is also realistic and reasonable. We only require that these
smoothness conditions hold for some n, on which our expansion will de-
pend. If qijx; t; z is independent of x and z, this condition is automatically
satisfied, as for many applications in manufacturing models [22, Chaps. 8–
10]. Finally, (A3) is just Condition (C) on the transition rates.
4.2. The Outer Expansion
We obtain the outer and inner expansions term by term recursively. Sub-
stituting eUnx; t defined by (7) into (28) and comparing coefficients of εi
for i = 1; 2; : : : ; n+ 2 yield that
Q∗t u0x; t = 0
Q∗t uix; t =
∂ui−1x; t
∂t
−L∗ui−1x; t; for each i ≥ 1:
(29)
In view of (29), we have a homogeneous equation and a number of nonho-
mogeneous equations. The Fredholm alternative is a fundamental tool for
reaching decisions about the solvability of different types of equations.
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For the leading term, consider the first equation in (29) together with
the normalization conditionZ
S
u0x; t|dx = 1:
By the results of the last section (in particular, the statement about (23)
for the operator Q∗t (with “frozen” t)) there exists a unique solution of the
above system. Denote the solution by νx; t. It is just the quasi-stationary
density.
Next, we solve for u1x; t. By virtue of (29) together with the initial
condition, we have
Q∗t u1x; t =
∂u0x; t
∂t
−L∗u0x; t def= φ0x; tZ
S
u1x; t|dx = 0:
(30)
The function φ0x; t is known since u0· has been found; φ0x; t is or-
thogonal to | in the sense that
Z
φ0x; t|dx =
Z
S

∂u0x; t
∂t
−L∗u0x; t

|dx = 0:
The Fredholm alternative (see (23)) then infers that (30) has a unique
solution. In a completely analogous way, we solve for uix; t with n+ 2 ≥
i ≥ 1, from the system
Q∗t uix; t =
∂ui−1x; t
∂t
−L∗ui−1x; t def= φi−1x; tZ
S
uix; t|dx = 0:
(31)
Thus the functions uix; t can be found by directly solving (31) without
invoking initial layer terms. We summarize this in the following proposition.
Proposition 1. Under assumptions (A1)–(A3), we can construct an outer
expansion in accordance with 29 together with the normalizing conditionsZ
S
u0x; t|dx = 1Z
S
uix; t|dx = 0; for i = 1; 2; : : : ; n+ 2:
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4.3. The Inner Expansion
This section is devoted to the construction of inner-expansion terms. To
do so, we need to substitute eW εn · into (28). As in the usual approach of
matched asymptotic expansions, define a stretched variable τ = t/ε. The
differential equation of interest for eW εn x; t/ε now becomes
∂eW εn x; τ
∂τ
= Q∗ετ eW εn x; τ + εL∗x; ετeW εn x; τ:
For notational simplicity, in what follows, we use
Q
∗; j
0
def= ∂
jQ∗t
∂tj

t=0
:
The smoothness on the coefficients of Q∗· · then allows us to take Taylor
expansions of Q∗· . That is,
Q∗ετ =
n+2X
j=0
ετj
j!
Q
∗;j
0 + Rn+2x; ετ; (32)
where Rn+2x; ετ is the corresponding remainder term. By virtue of the
Lipschitz continuity of ∂n+2/∂tn+2Q∗0x, for any τ > 0 and some 0 < 1 <
ετ,
Rn+2x; ετ=
tn+2
n+ 2!
(
Q
∗; n+2
1 x−Q∗; n+20 x
=Oεn+3 as ε→ 0:
Substituting eW εn x; τ into (28), using the above Taylor expansion, and
comparing coefficients of powers εi leads to
∂w0x; τ
∂τ
= Q∗0w0x; τ
∂wix; τ
∂τ
= Q∗0wix; τ + rix; τ; i ≥ 1;
(33)
with
rix; τ =
i−1X
j=0
τj+1
j + 1!Q
∗;j+1
0 wi−1−jx; τ +L∗x; ετwi−1x; τ
for i ≥ 1:
Note that ui·, for i ≥ 0, provide a good approximation for t away from
0, but they do not satisfy the initial conditions and do not give a satisfactory
approximation when t is close to 0. To resolve the problem, choose the
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initial conditions of wix; τ to match the outer expansion. To be more
specific, select
w0x; τ = gx − u0x; 0
wix; 0 = −uix; 0:
(34)
Such a choice leads to the solution of the initial value problems for wix; t.
Equations (33) and (34) give us a number of abstract Cauchy problems (see
[18, Chap. 4]). The solutions to these Cauchy problems are given by
w0x; τ = exp Q∗0τ

gx − u0x; 0

wix; τ = expQ∗0τ−uix; 0 +
R τ
0 expQ∗0τ − srix; sds:
(35)
Note that expQ0xτ is an integral operator, and it is bounded. Then as
usual,
expQ∗0τ =
∞X
k=0
Q∗0kτk
k!
;
where Q∗0k is the kth power of the operator given by (5). Our task now is
to show that all wix; τ decay exponentially fast as τ→∞ ε→ 0: First
we state a lemma, the proof of which is in the Appendix.
Lemma 3. Let ϕ· be the unique solution of the system of equations
∂ϕx; τ
∂τ
= Q∗0ϕx; τ + dx; τ with
ϕx; 0 = bϕx such thatZ
S
bϕx|dx = 0; Z
S
dx; τ|dx = 0:
(36)
Suppose that (A3) is satisfied and bϕx and dx; τ are twice continuously
differentiable in x, and that ∂k/∂xkdx; τ decays exponentially fast as τ→
∞, for k = 0; 1; 2. Then Z
S
ϕx; τ|dx = 0;
and ∂k/∂xkϕ· decays exponentially fast for k = 0; 1; 2:
With this preparation, we are in a position to establish the exponential
decay property of the initial layer terms.
Proposition 2. Under conditions (A1)–(A3), for i = 0; : : : ; n + 2,
wix; τ go to zero exponentially fast, i.e., for some κ0 > 0,wix; τ ≤ K exp−κ0τ: (37)
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Proof. We begin with the estimate for w0x; τ. SinceZ
S
w0x; 0|dx =
Z
S
gx − u0x; 0|dx = 0;
by Lemma 2, w0x; τ ≤ K exp−κτ for some K > 0 and κ > 0.
When i = 1,
w1x; τ = − expQ∗0τu1x; 0 +
Z τ
0
expQ∗0τ − sr1x; sds;
where
r1x; s = sQ∗;10 w0x; s +L∗x; εsw0x; s:
By Lemma 3, L∗x; εsw0x; s decays exponentially fast; so does r1x; s.
Lemma 2 then infers that w1x; τ ≤ K exp−κ1τ for some 0 < κ1 ≤ κ.
Along the same line of argument, by Lemma 3,
rix; τ ≤ K exp−κi−1τ for some 0 < κi−1 < κ;
and
R
rix; τ|dx = 0: Since we have chosen wix; 0 = −uix; 0 for i ≥ 1
such that
R
uix; 0|dx = 0; by virtue of Lemma 2,wix; τ ≤ K exp−κiτ
for some 0 < κi < κi−1 < κ. Choose κ0 = mini κi. The desired result then
follows.
4.4. Validation of the Expansion
This subsection is devoted to the asymptotic validation of the expansion.
For k = 1; : : : ; n + 2, define a sequence of approximation errors eεkx; t
for each x; t ∈ 0; 1 × 0; T  by
eεkx; t = pεx; t −Aεkx; t; (38)
where Aεkx; t is given by (7). Define the operator Dε and its adjoint
Dε; ∗ by
Dεf = ∂f
∂s
+ Qt
ε
f +Lf
Dε; ∗f = −∂f
∂t
+ Q
∗
t
ε
f +L∗f;
(39)
for a smooth function f: We first obtain an estimate of Dε; ∗Aεn, and then
we provide a couple of preparatory lemmas. Finally, we use the lemmas to
obtain the desired order estimate.
532 il’in, khasminskii, and yin
4.4.1. Three Lemmas
Lemma 4. Under conditions (A1)–(A3), supx; t∈0;1×0;T Dε;∗eεn+2x; t
= Oεn+2:
The proof of this lemma and those of the next two lemmas are in the
Appendix. Using classical results, we first state a stochastic representation
of the solutions of an integral differential equation (see [5] among others).
Lemma 5. Suppose that (A1)–(A3) are satisfied. Let
ψx; s = ψx; 1; s; : : : ; ψx;m; s′ ∈ m×1
be the solution of the problem
Dεψ = ∂ψx; s
∂s
+Lψx; s
+ Qsx
ε
ψx; s = φx; s for s < t
ψx; t = 0 for each x ∈ S:
(40)
Then the solution of (40) has the stochastic representation
ψx; i; s = −E
Z t
s
φYεv; vdv;
where Yεt = Xεt; αεt satisfies Xεs = x and αεs = i for i =
1; 2; : : : ;m.
In view of Lemma 5, if φ ≤ K for some K > 0, then ψ ≤ Kt − s. In
addition, if
φy; s ≤ Kt − s−1/2; then
ψy; s ≤ K R ts dv√t−v ≤ K√t − s: (41)
Lemma 6. Suppose that (A1)–(A3) are satisfied, and that eε· is a con-
tinuous function on 0; 1 × 0; T , periodic in x ∈ 0; 1 satisfying
sup
x; t∈0; 1×0; T 
eεx; t = Oεk+1 for some k ≤ n+ 1:
Let vε· be the solution of the Cauchy problem
Dε;∗vε = eεx; t
vεx; 0 = 0 for all x ∈ 0; 1:
(42)
Then
sup
x; t∈0; 1×0; T 
vεx; t = Oεk: (43)
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4.4.2. Error Bounds
By virtue of Lemma 4,
sup
x; t∈0;1×0;T 
Dε; ∗eεn+2x; t = sup
x; t∈0;1×0;T 
Dε; ∗Aεn+2x; t = Oεn+2:
Owing to Lemma 6,
sup
x; t∈0; 1×0; T 
eεn+2x; t = Oεn+1:
In view of the smoothness of ukx; t and the exponential decay of
wkx; t/ε for k = n+ 1; n+ 2,eεnx; t = eεn+2x; t − εn+1un+1x; t +wn+1x; tε

+ εun+2x; t
+ εwn+2

x;
t
ε

= Oεn+1:
Thus supx; t∈0; 1×0; T  eεnx; t = Oεn+1: We have proved the following
theorem.
Theorem 2. Under the conditions (A1)–(A3), we can construct two se-
quences of functions ui· and wi· by using (29) and (33) such that
Proposition 2 holds and
sup
x; t∈0;1×0;T 
pεx; t −Aεnx; t = Oεn+1:
5. FURTHER REMARKS
In [8], we considered singularly perturbed switching diffusion processes
in which the process can jump from one circle at point x to another circle
at the same point, whereas this work deals with a more complex situation
in which the process can jump from x to any other point of another circle.
It is conceivable that the techniques described in this paper can be ap-
plied to other cases as well. For instance, we can consider the situation
where the jump component of the process has a density of the transi-
tion probability with respect to some measures bλi (on the circle Si) for
i = 1; : : : ;m. Even if these measures are singular with respect to Lebesgue
measure λ, the limit behavior will still be similar.
If this transition probability from x; t is concentrated at point x; j,
for j 6= i, we have the situation as considered in [8]; if it is absolutely
continuous with respect to λ, we have the situation discussed in this paper.
Intermediate cases can be handled analogously.
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APPENDIX
Proof of Lemma 3. The assertion of the exponential decay for k = 0
follows from (22). Denote
8τ =
Z
S
ϕx; τ|dx:
We easily obtain from the first equation of (36) that d/dτ8 = 0; and
hence for any τ ≥ 0, Z
S
ϕx; τ|dx = 0:
Next, define ψx; τ = ∂/∂xϕx; τ. Then
∂ψ
∂τ
= Q∗0ψx; τ + d1x; τ with
ψx; 0 = dbϕx
dx
and
d1x; τ =
∂Q∗0
∂x
ϕx; τ + ∂dx; τ
∂x
;
where 
∂Q∗0
∂x
f

x; i; t def=
Z
S
mX
j 6=i; j∈M
∂qijx; 0; z
∂x
f z; j; tdz
− dqix; 0
dx
f x; i; t: (44)
Since bϕx, Q0x; and dx; τ are orthogonal to |, we haveZ dbϕx
dx
|dx = d
dx
Z bϕx|dx = 0Z ∂dx; τ
∂x
|dx = ∂
∂x
Z
dx; τ|dx = 0:
In view of (44),X
i
Z
S

∂Q∗0
∂x
ϕx; τ

i
dx =X
i
X
j
Z
S
Z
S
∂qjiz; 0; x
∂x
ϕjz; τdz dx
−X
i
Z
S
dqix; 0
dx
ϕix; τdx
=X
j
Z
S
dqjz; 0
dz
ϕjz; τdz
−X
j
Z
S
dqix; 0
dx
ϕix; τdx = 0;
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so Z
d1x; τ|dx = 0:
It is readily seen that from (44) and the exponential decay of ϕ, d1x; τ
also decays exponentially fast. Now Lemma 2 yields the desired result. A
similar argument works for ϕ˜x; τ = ∂2/∂x2ϕx; τ. The lemma is thus
proved.
Proof of Lemma 4. Note that Dε;∗pε = 0. Thus Dε;∗eεn+2x; t =
−Dε;∗Aεn+2x; t. This then leads to
−Dε; ∗Aεn+2x; t
= −
n+2X
i=0
εiDε;∗uix; t +
n+2X
i=0
εiDε; ∗wix; t/ε

=
n+2X
i=0
εi

∂uix; t
∂t
− 1
ε
Q∗t uix; t −L∗x; tuix; t

+
n+2X
i=0
εi

∂wix; t/ε
∂t
− 1
ε
Q∗t wix; t/ε −L∗x; twix; t/ε

(45)
Owing to (29),
n+2X
i=0
εi

∂uix; t
∂t
− 1
ε
Q∗t uix; t −L∗x; tuix; t

= εn+2 ∂un+2x; t
∂t
− εn+2L∗x; tun+1x; t +Q∗t u0x; t;
since
n+1X
i=0
εi

∂uix; t
∂t
−Q∗t ui+1x; t −L∗x; tuix; t

= 0:
It then follows that
sup
x; t∈0;1×0;T 
n+2X
i=0
εiDε;∗uix; t

= sup
x; t∈0;1×0;T 
εn+2 ∂un+2x; t∂t − εn+2L∗x; tun+1x; t

= Oεn+2: (46)
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For the initial layer terms, in view of (33), we have
n+2X
i=0
εi

∂wix; t/ε
∂t
− 1
ε
Q∗t wix; t/ε −L∗x; twix; t/ε

=
n+2X
i=0
εi−1

∂wix; τ
∂τ
− 1
ε
Q∗t wix; τ − εL∗wix; τ

= 1
ε

Q∗0 −Q∗t

w0x; τ +
n+2X
i=1
εi−1Q∗0 −Q∗t wix; τ
+
n+2X
i=1
εi−1
i−1X
j=0
1
εj+1
tj+1
j + 1!Q
∗;j+1
0 wi−j−1x; τ
+ εn+2L∗wn+2x; τ; (47)
where τ = t/ε. Owing to the exponential decay, wn+2x; τ is bounded, and
hence εn+2L∗wn+2x; τ = Oεn+2:
Note that
ετi exp−κ0τ = Oεi:
Taking Taylor expansion of Q∗t about t = 0 and using the exponential decay
properties of wix; τ, for i = 0; : : : ; n + 2, the rest of the three terms on
the right of the equality sign in (47) are bounded by
K
n+1X
i=0
ετn+2−iwix; τ
 ≤ K n+1X
i=0
ετn+2−i exp−κ0τ = Oεn+2:
Combining the estimates above yields
sup
x; t∈0;1×0;T 
n+2X
i=0
εi

∂wi
(
x; t
ε

∂t
− 1
ε
Q∗t wi

x;
t
ε

−L∗x; twi

x;
t
ε

= Oεn+2: (48)
Finally, (46) and (48) lead to supx; t∈0;1×0;T Dε;∗eεn+2x; t = Oεn+2:
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Proof of Lemma 5. Note that φx; s = φx; 1; s; : : : ; φx;m; s′
and φx; i; s ∈  for i = 1; : : : ;m. In view of (1) and the smoothness of
(40) (see [3, Chaps. II and III]), the generator for Yεs has the form
Dεψy; s = lim
1→0
1
1
Es;α;x
(
ψXεs + 1; αεs + 1; s + 1 − ψx; α; s
= ∂ψy; s
∂s
+ 1
ε
Qsψy; s +Lψy; s:
By virtue of Ito’s formula ([5] or [6, Chap. 2.5]),
− ψy; s = ψYεt; t − ψYεs; s =
Z t
s
DεψYεv; vdv + eMt;
(49)
where eMt is a martingale (an explicit representation is not crucial for us,
although it can be found in [5]). Taking the conditional expectation in (49)
and using both equations in (40) lead to the desired assertion.
Proof of Lemma 6. For appropriate m-valued functions eh· and bh·
(with components ehi· and bhi·, for i = 1; : : : ;m, respectively), define〈eh;bh = mX
i=1
Z t
0
Z 1
0
ehix; vbhix; vdxdv:
Let φ· be as in (40). Note that vε· is a row-vector-valued function and
recall that φ· is a column-vector-valued function. Then〈vε;φ = 〈vε;Dεψ = 〈Dε;∗vε;ψ ≤ Kψεk+1;
and hence for measurable φ· satisfying the condition in (41),
〈
vε;φ
 = mX
j=1
Z t
0
Z 1
0
vεj x; vφjx; vdxdv = Oεk+1: (50)
For each i = 1; : : : ;m, for vεi ·, the ith component of vε·, the solution
of (42), we have
−∂v
ε
i x; t
∂t
+L∗i vεi x; t = eεi x; t −
1
ε
X
j 6=i
Z
vεj z; tqjiz; t; xdz
+ 1
ε
qix; tvεi x; t: (51)
Denote the Green’s function of the problem
−∂vi
∂t
+L∗i vi = 0; vix; 0 = 0;
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by Giy; syx; t. In view of the basic estimate of [13] (see also the derivation
and references in [11, Lemma 4.1]),Giy; syx; t ≤ K√
t − s for s ≤ t ≤ T and y; x ∈ 0; 1. (52)
Using [13] again, for each i = 1; : : : ;m, the solution of (51) can be
written in the form
vεi x; t =
Z t
0
Z 1
0
Giy; s; yx; teεi y; sdy ds
− 1
ε
Z t
0
Z 1
0
Giy; syx; t
×
 mX
j 6=i
Z
vεj z; sqjiz; s; ydz − qiy; svεi y; s

dy ds: (53)
Concerning the first term on the right, we haveZ t0
Z 1
0
Giy; syx; teεi y; sdy ds

≤

sup
x; t∈0;1×0;T 
eεx; t Z t
0
Z 1
0
Giy; syx; tdy ds ≤ Kεk+1: (54)
Thus it suffices to show that the last term in (53) is Oεk. Note that this
term is further split into two terms. The second term can be written as
Iε2 =
1
ε
Z t
0
Z 1
0
Giy; syx; tqiy; svεi y; sdy ds =
1
ε
〈
vε; eφ;
where eφ = eφ1; : : : ; eφm, where the jth component is
eφj =
(
Giy; syx; tqiy; s; j = i
0; j 6= i:
(55)
Then (50) implies supx; t∈0;1×0;T Iε2  = Oεk. Similarly, the first term
can be written as
Iε1 = −
1
ε
Z t
0
Z 1
0
Giy; syx; t
mX
j 6=i
Z
vεj z; sqjiz; s; ydz dy ds
= −1
ε
X
j 6=i
〈
vε; eφj :
We separate this intom− 1 terms and define each vector eφj as in (55). Then
(50) implies that supx; t∈0;1×0;T Iε1  = Oεk; and the lemma follows.
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