In this article we introduce a new six -parameters model called the Beta Generalized Exponentiated-Frechet (BGEF) distribution which exhibits decreasing hazard rate. Many models such as Beta Frechet (BF), Beta ExponentiatedFrechet (BEF), Generalized Exponentiated-Frechet (GEF), ExponentiatedFrechet (EF), Frechet (F) are sub models. Some of its properties including r th moment, reliability and hazard rate are investigated. The method of maximum likelihood isproposed to estimate the model parameters. The observed Fisher's information matrix is given. Moreover, we give the advantage of the (BGEF) distribution by an application using two real datasets
Introduction
Statistical distributions are very useful in describing and predicting real data analysis. Although many distributions have been developed, there are always techniques for developing distributions which are either more flexibly or for fitting specific real data analysis. The Frechet distribution has found wide applications in extreme value theory. Some extensions of the Frechet distribution are suggested to attract representing various types of data. In this article, we introduce and study mathematical properties of a new model referred to as the BetaGeneralized Exponentiated-Frechet(BGEF) distribution. The Frechet distribution represents a special case of the new model. We hope that it will attract wider applications in many other areas of scientific *Corresponding Author: Majdah M. Badr: Statistics Department, Faculty of Science for Girls, UniversityofJeddah, P. O. Box 70973, Jeddah 21577, Saudi Arabia; Email: mmbadr@uj.ed.sa research.Some extensions of the Frechet distribution are available in the literature, see for example [1] [2] [3] [4] [5] [6] [7] .
Consider the cumulative distribution function ( cdf ) and probability density function ( pdf ) for the Exponenti-atedFrechet ( EF ) distribution respectively as following:
α, θ > 0, x > 0.
The generalized or exponentiated form for (1) is given by
θ, α, λ and β > 0, x > 0.
And its probability density function (pdf) of the Generalized Exponentiated Frechet (GEF) distribution is
where θ, α, λ and β are shape parameters. [8] defined the beta G distribution from a quite arbitrary cumulative distribution function (cdf) by G (x),
The generalized class of distribution can be generated by applying the (cdf ) to a beta distribution random variable to obtain:
The corresponding density function for G (x) is given by:
In this paper, a new distribution is introduced by taking G(.) to be the GEF, to generate the new family called the generalized exponentiated distribution Frechet distribution. The rest of the paper is organized as follows: In Section 2, we define the BGEF distribution, provide its special models, and give some plots for its probability density function(pdf), reliability function (rf) and hazard rate function (hrf). We derived the r th moment in Section 3. The maximum likelihood estimates of the BGEF distribution parameters are derived in Section 4. In Section 5, the Fisher information matrix is discussed. In Section 6, a simulation study is carried out to assess the performance of the maximum likelihood estimates. In Section 7, the usefulness of the BGEF distribution is illustrated by means of two real data sets. Finally, Section 8 is devoted to some concluding remarks.
The BGEF Distribution
In this section, based on (3), (4) and (6), we define the BGEF distribution and provide some plots for its pdf and hrf with different parameter values.
For a positive real value >0 , (7) , can be written as an infinite power series in the form:
a, b, θ, α, λ and β > 0, x > 0.
From (8) , the corresponding (cdf ) can be written as follows:
, a, b, θ, α, λ and β > 0, x > 0.
The reliability function of the BGEF distribution can be written as:
The hazard function h(x)of the BGEF distribution is given by: 
Statistical properties of the BGEF
In this section, we discuss some properties of the BGEF distribution. The non central moment, mean and variance of BGEF distribution.
The r th moment around zero of a BGEF distribution is given bý
Using the generalized binomial series, we get:
Substituting r = 1 in (12), we obtain the mean of BGEF distribution as follows:
At r = 2 in (12), we obtain the second moment foe BGEF distribution as to:
By using (13) and (14), we get the variance
Maximum likelihood estimates of the parameters
Substitute by f (.) in (7) and θ = (a,b,α,θ,λ,β ). Taking the logarithm of the likelihood function (16) we have:
Differentiae (17) with respect to a, b, alpha , θ ,λ and β respectively, to have:
From (17), we have:
where:
is called the Psi function( Abramowitz and Stegun (1972)).
Then,
Where:
Similarly:
. equations simultaneously yields the maximum likelihood estimates (MLEs)̂︀ θ = (â,b,̂︀ α,̂︀ θ,̂︀ λ,̂︀ β ) of parameters θ = (a, b, α, θ, λ, β) These equations cannot be solved analytically. Clearly computer facilities and numerical method are needed to obtain the parameter estimates. So that statistical software can be used to solve them numerically by means of iterative techniques such as the Newton-Raphson algorithm. The Software Package Mathcad is used for this purpose.
The Fisher information matrix:
The asymptotic variance-covariance matrix of parameters is obtained by inverting the information matrix with elements that are negatives of expected values of the second order derivatives of logarithms of the likelihood function.
In the present situation, it seems appropriate to approximate the expected values by their maximum likelihood estimates see [9] . In this section, we derive the asymptotic variance-covariance matrix by inverting, I ij (θ), that contains of the variances and covariance of estimates, By neglecting the expectation of the second derivative I ij (θ)=E(-∂ 2 lnL ∂θ i ∂θ j ). Unfortunately, the exact mathematical expressions for the above expectation are very difficult to obtain, Accordingly, we have the following approximate variancecovariance matrix. F = [I ij (θ)] −1 i, j = 1, 2, 3, 4, 5, 6 and θ = (a, b, α, θ, λ, β) .
Simulation Study
Now, we conduct a Monte Carlo simulation study to assess the performance of the MLEs of the unknown parameters for the BGEF distribution. The performance of the MLEs is evaluated in terms of their average values and mean squared errors (MSEs). The Mathcad software program is used to generate 1000 samples of the BGEF distribution for different sample sizes, where n = (10;30;50;100) , and for different parameters combinationsa, b, θ, α, λandβ, with four sets of parameter values as follows: case 1 ≡ (2;1;0.5;1.5;2.5;3) , case 2 ≡ (3;1;0.5;1.5;2.5;2) , case 3 ≡ (1;2;0.5;1.5;2.5;2) and case 4 ≡ (1;3;0.5;1.5;2.5;2). We com- The following steps were suggested to obtain the simulation results:
1. Choose initial values for parameters (a,b,α,θ,λ,and β ) 2. Choose the sample size n; n = (10;30;50;100) small, moderate and large sample sizes. 3. Generate 1000 times of random samples with size n from BGEF distribution. 4. Compute the ML estimatê︀ θ of θ=(a,b,α,θ,λ,β )for each of the 1000 samples 5. Compute the mean of the obtained estimators over all 1000 samples, the average bias and the average mean square error of simulated estimates. 6. Repeat steps 1 -5 for several values of suggested four set of parameters.
The average values of bias and MSEs are provided for some selected parameter values and for different values of n in Table 1 . It is noted, from Table 1 , that the MSE decreases as the sample size increases. The results indicate that the estimates are stable and are more close to the true values when the sample sizes increased. Thus, the MLE method works very well to estimate the model parameters of the BGEF distribution.
Applications
In this section, two real data sets are used to demonstrate the flexibility and applicability of the BGEF distribution over some of different distributions. We consider some measures of goodness-of-fit Anderson-Darling (AD), Cramér-Von Mises (CvM) and Kolmogorov Smirnov (KS) statistics (with its p-value). The following statistics, Akaike information criterion (AIC), Bayesian information criterion (BIC), the corrected Akaike information criterion (CAIC) are also used. For the data sets, we shall compare the fits of the BGEF model with other models: the Exponentiated Frechet (EF) and generalized Exponentiated Frechet (GEF) distributions. The smaller these statistics are, the better the fit is.however, the better distribution corresponds to the smaller values of AIC, BIC, CAIC, A, W and KS criteria.
The First Data Set
The first real data set represents the survival times, in weeks, of 33 patients suffering from acute Myelogeneous Leukaemia. These data have been analysed by [10] . The Table 3 , indicate that the BGEF model is more suitable than the other competitive models for this data set based on the selected criteria
The Second Data Set
The second data set from [11] 1.8, 1.57, 1.08, 2.03, 1.61, 2.12, 1.89, 2.88, 2.82, 2.05, 3 .65.
It is clear from Table 5 that the BGEF distribution provides a better fit than the Exponentiated Frechet (EF) and generalized Exponentiated Frechet (GEF)for this data set.
Conclusion
In this paper, we present a new class of distributions, called Beta Generalized Exponentiated Frechet distribution, based on Beta -G family. The BGEF distribution generalizes the Exponentiated Frechet (EF) and generalized Exponentiated Frechet (GEF) and at the same time, provides some new models. Some properties of the BGEF distribution such as, moments, reliability and hazard rate functions are derived. The maximum likelihood estimators are obtained and simulation study is provided to compare the model performance of the estimates. An application of the BGEF distribution to two real data sets show that the new distribution can be used quite effectively to provide better fits than other types of models.
