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To move or not to move?
This is the question.
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Introduction
The theoretical understanding of slow-dynamics in supercooled liquids remains one
of the major open challenges in condensed matter physics. Despite the efforts done
in the last years, no definitive theoretical framework has emerged, able to explain
quantitatively the phenomenology apparent from experimental and simulation data.
One important, and yet unsolved, issue concerns the variation of dynamic be-
havior in different glass-formers, in particular the varying degree of super-Arrhenius
behavior of transport coefficients and structural relaxation times displayed by differ-
ent materials. The broad distinction between strong and fragile glass-formers, and
the notion of fragility introduced by Angell [1] as a measure of the degree of super-
Arrhenius behavior, are key concepts that helped the classification of glass-forming
liquids. New physical insight has been offered by recent experimental [2, 3, 4, 5, 6, 7],
simulation [8, 9, 10, 11, 12, 13] and theoretical studies [14], but the quest for a unified
and quantitative description of fragility remains open.
Another fundamental issue regards the microscopic nature of the atomic dynam-
ics in the supercooled regime. In the last ten years, evidence has been provided by
experiments [15] and computer simulations [16] that the nature of the dynamics in
supercooled liquids is heterogeneous: structural relaxation involves the cooperative
rearrangements of localized subsets of mobile atoms. Such dynamical heterogeneities
are accompanied by the emergence of regions of slow mobility in the supercooled liq-
uid [17]. Several features of dynamic heterogeneities have been investigated in recent
years, especially through numerical simulations, but their nature remains elusive,
and the origin unclear. In particular, a stimulating open question, related to the
origin of dynamic heterogeneities, concerns the extent to which the local structure of
a supercooled liquid influences the microscopic dynamics [18]. Notwithstanding the
success of phenomenological dynamic facilitation models [19], uniquely based on dy-
namic constraints, the possibility of deriving the dynamical properties of supercooled
liquids from structural information remains the holy-grail for many theories of the
glass-transition, e.g. Mode-Coupling theory [20] or frustration-based approaches [21].
The Energy Landscape approach [22], which consists in the study of the topo-
graphic features of the Potential Energy Surface (PES), has attracted much attention
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in the last years. Building on the seminal ideas of Goldstein [23] and of the pioneering
work of Stillinger andWeber [24], numerical investigations of the properties of station-
ary points of the PES of model glass-formers [25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35],
accompanied by theoretical studies [36, 37, 38, 39], have provided new insight into the
dynamic and thermodynamic behavior of supercooled liquids. Schematic descriptions
based on the roughness of the PES and on its metabasin structure provided a qualita-
tive understanding of the difference between fragile and strong glass-formers [40, 41].
On the other hand, the Energy Landscape approach, and in particular the descrip-
tion based on the properties of saddle points of the PES [33], has been criticized by
some authors [18, 42] because of its inability of providing a direct account of the real-
space microscopic dynamics. Moreover, some inconsistencies have been noted in the
PES-based scenario, specifically in the identification of the estimated Mode-Coupling
critical temperature with a change in the topology of the explored PES [42, 43].
The elusive link between structure and dynamics, and the need for overcoming
the difficulties of the PES-based description of supercooled liquids provide the main
motivations for this thesis. To investigate these issues, we performed extensive nu-
merical simulations for several model glass-forming liquids based on pair interactions.
Binary Lennard-Jones (LJ) mixtures constitute the main class of systems that we
have analyzed. The motivation for using this class of models is two-fold: On the one
hand, they display a low tendency to crystallize, which made them popular within
the simulation community. On the other hand, only a limited number of models
have been studied in the literature, hence the need to test the outcome of previous
analysis on a broader set of models. Contrary to the expectations based on previous
studies [33], our exploration of the field of parameters of the LJ potential modeling
fragile binary mixtures revealed a rich and variegated phenomenology. To contrast
our results for these systems with a prototypical strong system, we also developed a
simple, LJ-based, primitive model of network glass-former (NTW model). Thanks
to the smooth, short-ranged pair potentials employed, we were able to perform ex-
tensive simulations for the NTW model at various densities and to analyze with ease
the properties of stationary points of PES.
The wide spectrum of models considered in this thesis has allowed us to test sev-
eral connections between structural and dynamical properties of supercooled liquids.
In particular, we focused on the role of locally preferred structures in relation to
the super-Arrhenius T -dependence of dynamical properties and to dynamic hetero-
geneities. We showed that clusters of particles belonging to locally preferred struc-
tures form slow, long-lived domains, whose spatial extension increases by decreasing
temperature. As a general rule, a more rapid growth, upon supercooling, of such
domains is associated to a more pronounced super-Arrhenius behavior, hence to a
larger fragility. The analysis of the Energy Landscape offers a unified framework to
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understand the relation between structure and dynamics in different systems. In the
present thesis we will also see how it is possible to overcome the afore-mentioned
difficulties of PES-based approaches. In particular, we have been able to relate the
variation of fragility in our models to the roughness of the explored PES, as quanti-
fied by the amplitude of the average energy barriers. We have also provided direct
evidence of the link, within the slow-dynamics regime of fragile LJ mixtures, between
the real-space, microscopic dynamics and the localization properties of the unstable
modes of saddles.
Our work is organized as follows. First we briefly review under a critical light some
recent simulation results and theoretical approaches (Chapter 1). Then we move to
the discussion of the numerical techniques used in our molecular simulations, drawing
attention on the analysis and implementation of a new object-oriented simulation
software (Chapter 2). After introducing the interaction models and the force-fields
employed (Chapter 3), we investigate the local structures (Chapter 4), dynamical
properties (Chapter 5) and potential energy surface (Chapter 6) of our model glass-
forming liquids. Eventually, we summarize the key results in the Conclusions.
Part of the results collected in Chapter 4, 5, and 6 has been the subject of the
following publications:
1. D. Coslovich and G. Pastore, Europhys. Lett. 75, 784 (2006)
2. D. Coslovich and G. Pastore, J. Chem. Phys. 127, 124504 (2007)
3. D. Coslovich and G. Pastore, J. Chem. Phys. 127, 124505 (2007)
4. D. Coslovich and C. M. Roland, J. Phys. Chem. B 112, 1329 (2008)
The object-oriented analysis of molecular simulation software, which is outlined
in Chapter 2, and the results obtained for the NTW model (Chapter 3, 4, 5, and 6)
are the subject of two papers in preparation.

Chapter 1
Background
1.1 The glass-transition
Most liquids, when cooled below their melting temperature Tm, normally solidify
into a crystalline state through an equilibrium, first-order phase transition. How-
ever, depending on the rate at which the quench is performed and on the nature of
intermolecular interactions, it is possible to observe, below Tm, a metastable state
of matter (“supercooled” state) in which the liquid does not crystallize. A wide and
variegated class of glass-forming liquids—including ionic, molecular, polymeric and
metallic systems—can sustain relatively low cooling rates, and can safely be cooled
below Tm reaching steady state values of dynamical and thermodynamical properties.
Thus, supercooled liquids are in metastable equilibrium with respect to the low free-
energy crystalline state, but are in equilibrium compared to the typical relaxation
times of dynamical and thermodynamical properties.
Equilibration of glass-forming liquids requires longer and longer times as the tem-
perature is decreased below Tm. Glass-forming liquids display in fact a spectacular
slowing down of the dynamics, which causes viscosity and structural relaxation times
to increase by several order of magnitude in a relatively narrow range of tempera-
tures (experimentally, up to 12 decades for a factor of 2 decrease in temperature).
Eventually, the liquid becomes so viscous that its typical relaxation times exceeds
the observation times, falling out of (metastable) equilibrium and becoming a glass.
The temperature Tg at which equilibration is no longer possible is called the glass-
transition temperature. Such a transition temperature depends on the conditions in
which the quench is performed and is thus conventional. Experimentally, it is usually
defined by the condition that the shear viscosity, η, or the structural relaxation times,
τ , become larger than a threshold [η(Tg) = 10
13 Poise, or τ(Tg) = 100 s].
It should be clear that the glass-transition is not an equilibrium thermodynamic
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transition. Despite the fact that some thermodynamical quantities, e.g. the specific
heat, show a jump at Tg, due to the freezing of the slow degrees of freedom related to
structural relaxation, the glass-transition is not a second-order phase transition.1 It
has been long speculated [45] that a second (or higher) order thermodynamic tran-
sition might occur at a lower temperature TK , driving the glass-transition. Such a
thermodynamic transition, however, would be unattainable in practice, as it would
require an infinite cooling rate. Our pragmatic point of view, in this thesis, will be
that the glass-transition is essentially a dynamical phenomenon. The problem lies
in understanding the microscopic origin of the structural slowing down and ratio-
nalizing the unusual dynamical features of supercooled liquids along their way to
glass-formation.
1.2 Dynamics of glass-forming liquids
One of the most striking features of glass-formation is its ubiquitous nature. Glasses
can be formed by cooling materials as diverse as metallic alloys, polymeric, molecular
or ionic liquids, as well as biological matter. Whereas this suggests an underlying,
universal mechanism for glass-forming ability, it is also clear from experiments that
the dynamical properties of glass-forming systems display quantitative, and possibly
qualitative, differences.
In this section, we discuss the basic phenomenology of time-dependent correla-
tion functions in glass-forming liquids (Section 1.2.1), the Angell’s classification in
terms of fragile and strong glass-formers (Section 1.2.2), and the role of dynamic
heterogeneities (Section 1.2.3). Our discussion will also try to highlight the aspects
of universality and non-universality that characterize the glass-transition.
1.2.1 Time-dependent correlation functions
Atomic dynamics in liquids is conveniently described by the formalism of time-
dependent correlation functions. The statistical mechanics theory underlining these
observables is described in standard books on liquid-state theory [46, 47]. Here we
will focus on correlation functions that describe the time decay of density fluctua-
tions, since they are of particular interest in the case of supercooled liquids. One
important dynamic observable is the intermediate scattering function
F (k, t) =
1
N
N∑
i=1
N∑
j=1
〈
exp {ik · [ri(t+ t0)− rj(t0)]}
〉
(1.1)
1In fact, the so-called Prigogine-Defay relation between the jumps of isobaric specific heat,
isothermal compressibility and thermal expansion coefficient is violated at Tg [44]
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Figure 1.1: Sketch of the typical behavior of time-dependent correlation function
in supercooled liquids. From Ref. [48].
where ri(t) denotes the vector coordinates of particle i at time t and 〈 〉 indicates
an average over time origins t0. The intermediate scattering function describes the
decay in time of density fluctuations of wave-vector k. Equation (1.1) characterizes
the “collective dynamics” of the liquid. The “self dynamics”, related to single particle
motion, is described by the self-part of the intermediate scattering function
Fs(k, t) =
1
N
N∑
i=1
〈
exp {ik · [ri(t+ t0)− ri(t0)]}
〉
(1.2)
Compared to the full intermediate scattering function, Fs(k, t) is more conveniently
computed in numerical simulations, as it involves self-averaging over the N particles
of the system, yet it captures the main features that are relevant for structural
relaxation.
A sketch of the time-dependence of intermediate scattering functions in typical
glass-forming systems is shown in Fig 1.1. The wave-vectors k of interest for struc-
tural relaxation are those corresponding to the first peak in the static structure factor
S(k). The behavior of these functions in normal and supercooled states is compared.
At high temperature, they decay rapidly to zero in a simple exponential way. In the
supercooled regime, a characteristic two-step relaxation is observed. The correlation
function first reaches a plateau at intermediate times (β-relaxation). This time-
regime is governed by the cage-effect, i.e. the rattling of particles within the cage
formed by the nearest neighbors. Correlation functions decay to zero at longer times
(α-relaxation), in a way that is often described by stretched exponentials. The latter
part of the decay corresponds to structural relaxation, which involves a concerted
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and cooperative motion of particles leading to the breaking of the cages. Structural
relaxation times τα can be defined, for instance, by the condition Fs(k
∗, τ) = 1/e,
where k∗ is the position of the first peak in S(k).
The border between normal and glassy dynamics is marked by the onset tem-
perature TO at which two-step relaxation is first observed upon cooling the liquid.
The crossover between these two regimes is accompanied by several other qualitative
changes in the dynamical properties of the liquid (e.g. super-Arrhenius behavior [49],
dynamic heterogeneities [42], decoupling phenomena [50, 51]) and by a change in the
explored energy landscape [49]. The role of the onset temperature TO has also been
discussed in connection to avoided singularities in frustration-based models [52] and
to the break-down of mean-field theories of the glass-transition [43]. We will further
discuss these interesting points in Section 1.3.1 and 1.3.3. On the other hand, the
onset of glassy dynamics has no apparent relation with the fact that the system is
supercooled in a thermodynamic sense, i.e. there is no direct connection between Tm
and TO [48].
1.2.2 Fragility
Let us discuss now in more details the temperature dependence of structural relax-
ation times τ in real glass-forming liquids. Our discussion would be qualitatively
unchanged if we considered transport coefficients, e.g. the viscosity η or the inverse
diffusion coefficient 1/D, instead of τ . Thus, in the following, we will refer inter-
changeably to τ , η, or 1/D.
In Fig. 1.2 the viscosity η of several glass-forming liquids is shown in the so-called
Angell representation [1], i.e. log(η) vs. T/Tg. Network-forming liquids, such as SiO2
(silica) and GeO2 (germania), display a mild dependence of η on T/Tg, which can be
roughly described by the Arrhenius law
η(T ) = η∞ exp(E/T ) (1.3)
where η∞ is the high temperature limit of the viscosity. These systems are called
“strong” glass-formers in the Angel classification scheme. More often, however, the
increase of η upon supercooling is faster than Arrhenius (super-Arrhenius). In this
case, the system is said to be “fragile”. The degree of super-Arrhenius behavior
depends sensibly on the material and can be quantified by introducing a fragility
index, which measures how steep the increase of η is with decreasing T . A common
fragility index is given by
m =
d(log η)
d(Tg/T )
∣∣∣∣
T=Tg
(1.4)
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Figure 1.2: Angell plot of viscosity η for different glass-forming liquids. From
Ref. [53].
which corresponds to the steepness of the Angell plot at the glass-transition tempera-
ture Tg. Typical values of m range from 20 (GeO2), 53 (glycerol), and 81 (o-TP) [54].
Alternatively, one can derive a fragility index by assuming the validity of a specific
functional form for η(T ) (“global” fragility index [14]). One classic example of such
functional forms is given by the Vogel-Fulcher-Tammann (VFT) law, which we write
in form [49]
η(T ) = τ∞ exp
[
1
K(T/T0 − 1)
]
(1.5)
The VFT law is often used to describe the low temperature behavior of relax-
ation times and transport coefficient in glass-forming systems. The parameter K
in Eq. (1.5) provides a material-specific fragility index, which is larger, the more
fragile is the glass-former. Assuming the validity of Eq. (1.5) close to Tg, it is pos-
sible to show that K is related to the Angell fragility index through the equation
m = 17[1+17 ln(10)K]. A different functional form for describing the T -dependence
of viscosity and structural relaxation times will be discussed in Section 1.3.2.
What determines the fragility of glass-forming liquids? Despite a growing body
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of information coming from theoretical, experimental, and computational work, no
definitive answer has yet been found. From the experimental side, rough correlations
between the fragility and other properties of the liquid have been demonstrated [2,
3, 4, 5, 6, 7]. However, a sharp interpretation of these results is hindered by the
complexity and the varying nature of intermolecular interactions. Recently, numerical
simulations have addressed in a direct way the connection between fragility and the
features of the intermolecular interactions [9, 10, 11, 12] and the Potential Energy
Surface (PES) [8, 13, 55]. Despite the appeal of this approach, it is still unclear
whether these investigations, carried out for simplified models of glass-formers, have
implications for real systems. In some cases, in fact, the trends found in simulations
did not match those observed in experiments [56, 57]. Within the Energy Landscape
approach (see Section 1.4), the qualitative differences between fragile and strong
glass-formers are rationalized in terms of the metabasin structure of the PES [40, 41].
Simplified models of the PES [14, 36, 37, 38, 39, 58], combined with numerical analysis
for model glass-formers [8, 13, 55], have also revealed connections between fragility
and the properties of high-order stationary points.
From this brief overview, it appears that understanding the microscopic origin
of fragility in glass-forming systems constitutes one of the major challenges in the
research on supercooled liquids. Other interesting open questions concern the ex-
istence of qualitative differences in the dynamical properties of fragile and strong
glass-formers [59], and the dependence of fragility on macroscopic control parame-
ters, e.g. density [60] and pressure [61]. We will discuss these issues on the basis of
our molecular dynamics simulations of model glass-formers in Chapter 5.
1.2.3 Dynamic heterogeneities
Below the onset-temperature TO the nature of structural relaxation in glass-forming
systems changes in a qualitative way. In this temperature regime, the relaxation
processes in the liquid involve cooperative rearrangements of localized groups of
atoms or molecules. At the same time, extended regions of the system perform
vibrational motions around local equilibrium positions. The existence of these het-
erogeneities, both of static and dynamic nature, is now well-established in the liter-
ature, thanks to several computational [16, 62, 63, 64, 65] and experimental inves-
tigations [17, 66, 67, 68, 69, 70]. However, notwithstanding the successes of recent
phenomenological models, such as “dynamic facilitation” models [19], a sound theo-
retical understanding of their microscopic origin is lacking.
Let us review now some basic features of dynamic heterogeneities. One simple
correlation function that can be inspected to characterize atomic displacements in
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liquids is the self part of the van Hove correlation function [46]
Gs(r, t) =
1
N
〈 N∑
i=1
δ[r + ri(0)− ri(t)]
〉
(1.6)
Most frequently, the distribution of the norm of atomic displacements r within time
t is considered: Gs(r, t). One typical signature of dynamic heterogeneities in Gs(r, t)
is the occurrence, for times t corresponding to the late β- and early α-relaxation, of a
“hopping peak” for distances r corresponding to the nearest neighbor distance. This
feature was well known already from early simulation studies [71, 72] of simple model
glass-formers. In the case of network glass-formers this feature is less pronounced,
but a shoulder is nevertheless observed in Gs(r, t).
Upon cooling the liquid below TO, the distribution of particles’ displacements
deviates progressively from a Gaussian distribution, as it may be expected. The non-
gaussianity of particles’ displacements can be quantified through the non-Gaussian
parameter
α2(t) =
3〈 r4(t) 〉
5〈 r2(t) 〉2 − 1 (1.7)
which is zero for a Gaussian distribution of displacements r. Numerical simulations
for simple model glass-formers show that α2(t) has a peak for times corresponding to
the late β-relaxation. Both the position t∗ and the height α∗ = α2(t∗) of such peak
increase by decreasing temperature. Thus, within the time scale of structural relax-
ation, there are particles in the liquid which move much more than what expected
from a Gaussian statistics and form distinct subpopulations (mobile vs. immobile
particles).
One key aspect of dynamic heterogeneities is the existence of spatial correlations
between mobile and immobile particles. Such spatial correlations are not captured
directly by single-particle correlation functions, e.g. Gs(r, t) and α2(t). One promis-
ing approach, which has attracted recently much attention, involves the computation
of four-point correlation functions [73]. At present, such correlation functions are
difficult to compute in experiments, although they are readily accessible in simula-
tions [74]. A simplified method to estimate the size of spatially correlated rearranging
regions has been suggested [70]. This method involves the computation of the tem-
perature derivative of time-dependent correlation functions, e.g. the intermediate
scattering function. Very recently, the size of such spatially correlated regions has
been estimated experimentally for several glass-forming liquids, revealing a mild pro-
gressive increase of the size of dynamically correlated regions on approaching the
glass-transition [75, 76].
A significant part of the current research activity in this field aims at investigating
the real-space structure of dynamic heterogeneities. This is possible in molecular
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simulations of model glass-formers and through confocal microscope techniques on
colloidal systems. The early simulation studies of Kob, Donati et al. [16, 62] revealed
that particles’ rearrangements occurring on the time scale of the maximum t∗ of the
non-Gaussian parameter are spatially correlated and proceed very often along quasi
one-dimensional paths. These string-like motions involved particles’ displacements
of about one inter-particle distance. Similar string-like structures were found in
another model glass-former [77], but they occurred on shorter time and length scales.
These numerical evidences were rationalized in Ref. [78], by associating the former
rearrangements to the slow α-relaxation, and the latter to the fast β-relaxation. More
recently, however, evidence of collective particle displacements, involving large and
relatively compact groups of particles, has been provided (“democratic clusters” [79]).
Such collective displacements have been associated to transitions between metabasins
in the PES (see Section 1.4), which are expected to be responsible for the α-relaxation
process [40]. At present, however, the connection between string-like and democratic
motions is still unclear.
Providing a sharp characterization of the real-space structure of dynamic het-
erogeneities is a challenge per se. In this regard, it is unclear whether the different
types of rearrangements, e.g. strings or democratic motions, have the same relevance
for all classes of glass-forming systems. Some indications that string-like motions
are suppressed in network-forming systems have been gained from molecular simula-
tions [80], but extensive comparisons have not yet been performed. Understanding
the microscopic factors which trigger the occurrence of spatially correlated motions
appears to be an even harder task. A striking puzzle is the fleeting connection be-
tween local structure and dynamics, which has been recently discussed by Harrowell
and coworkers [18]. Studies of the particles’ propensity of motion [18, 81] for a model
glass-former have revealed a complex scenario. According to these studies, string-
like displacements arise from intrinsically dynamic fluctuations, and might not have
microstructural origins. On the other hand, very recent investigations have clarified
why the quest for correlations between structure and dynamics should be undertaken
at a coarse-grained and not at the single-particle level [82]. Heterogeneites of local
properties, e.g. free volume [81], potential energy [83], unstable modes [35], have in
fact been found to correlate to the propensity of motion, but not at the single-particle
level.
1.3 Structure of glass-forming liquids
Unlike relaxation times and transport coefficients, the average structure of glass-
formers changes only mildly upon supercooling. Hence, the relation between the
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nature of atomic arrangements and the spectacular variation of dynamical quan-
tities in supercooled liquids appears hard to grasp. Even though, at present, the
existence of a direct link between structure and dynamics in glass-forming liquids
has to be taken as an “act of faith” [15], structure remains a natural key concept
for understanding dynamics. The emergence of locally preferred structure in super-
cooled liquids (Section 1.3.1) and the lessons learned from frustration-based models
of the glass-transition (Section 1.3.2) and from Mode Coupling Theory (Section 1.3.3)
provide clues that such link indeed exists.
1.3.1 Locally preferred structures
The description of atomic arrangements in glass-forming systems in terms of well-
defined local structures, e.g. icosahedra and polytetrahedra, has a long tradition.
It was Frank [84] in 1952 who first argued about the importance of icosahedral lo-
cal ordering for the glass-forming ability of a liquid. The key observation of Frank
concerned the difference in the total potential energy between close-packed arrange-
ments of 13-atoms clusters: on the one side the icosahedron, on the other side an
arrangement compatible with fcc or hcp crystalline structures. Modeling the atomic
interaction with a Lennard-Jones potential, he found that the potential energy per
atom of the icosahedron was lower by about 10%.2 Assuming that such energy
difference was not altered significantly by the liquid environment, he argued that
icosahedra should be locally preferred even in the bulk of the liquid, yet they would
not be able to tile three-dimensional space because of their fivefold symmetry. Such
a competition between local stability and global frustration of icosahedral structures
was, in Frank’s view, at the basis of the glass-forming ability of simple supercooled
liquids.
Since then, most evidence for icosahedral local ordering came from numerical
simulations of simple models of glass-forming liquids [12, 85, 86, 87, 88, 89]. Some
direct experimental evidence of icosahedral ordering in bulk metallic liquids has also
been gained in recent years [90, 91, 92, 93]. Microstructural analysis of glass-forming
liquids have also shown the occurrence of locally preferred structures other than
icosahedra [12, 94, 95]. However, it was only recently that rigorous calculations of
cluster stability were extended to binary clusters of Lennard-Jones particles [96],
allowing a direct comparison with the local structures found in the corresponding
bulk system. We will further discuss these points in Chapter 4, where we will present
our results for binary Lennard-Jones mixtures.
2The optimized total potential energy of interaction, using the Lennard-Jones potential u(r) =
4²[(σ/r)12 − (σ/r)6], is U = −44.33² for the icosahedron and U = −40.88² for the FCC cluster.
The author thanks Prof. G. Scoles for suggesting to do this calculation explicitly.
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(a) Icosahedron (b) FCC-cluster
Figure 1.3: Icosahedron and FCC 13-atom clusters.
In the case of liquids with marked icosahedral ordering, a strong resemblance
between local structures in the bulk and the structure of stable isolated clusters is
found [97]. This suggests that the energy gain of icosahedral structures is “preserved”
in the bulk and that it plays indeed a crucial role, as fore-casted by Frank. In general,
however, also packing and non-trivial entropic effects may contribute to determine
the preference for local structures in the bulk under given external conditions of
temperature and pressure. In fact, a very important aspect, which has been explicitly
addressed only in recent years [98, 99], is the role of the liquid environment around a
given local structure. By taking into account the effect of the liquid environment at
a mean-field level, Mossa and Tarjus have developed [98, 99] a computational scheme
that allows, in principles, a direct determination of locally preferred structures in
bulk liquids. However, it is still difficult to apply these schemes to even simple
binary mixtures, not to speak of the case of more complex molecular liquids.3
1.3.2 Frustration-limited domains
Frank’s idea of a competition between stability of local structures and global frus-
tration led to the development of frustration-based theories of the glass-transition.
We mention, in passing, that the role of frustration is also at the basis of the re-
cent phenomenological model of Tanaka [6, 91, 100, 101, 102], which emphasizes
the role of short-range icosahedral ordering. Here we will focus on the so-called
frustration-limited domains (FLD) theory [21, 52, 103]. According to the FLD the-
ory, glass-formation arises from the competition of a tendency to form mesoscopic,
stable domains, characterized by locally preferred structures, and a mechanism of
frustration, which prevents these domains from tiling three dimensional space.
3S. Mossa, G. Tarjus, private communication.
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The basic idea of the FLD theory is that the glassy phenomenology arises from
the avoidance of a hidden critical point located at some temperature T ∗. The latter
critical point corresponds to the crystallization transition that would take place in an
auxiliary, curved space where frustration is suppressed. It is known, for instance, that
curving three-dimensional space can remove the geometric frustration that inhibits, in
Euclidean space, the formation of icosahedral crystalline structures [104]. Although
explicit calculations in the FLD model are usually carried out with reference to
icosahedral ordering, the overall picture is general enough to include local structures
different from icosahedra and frustration mechanisms other than geometric ones.
One of the main outcomes of this model is the prediction of a specific functional
form for the activation (free) energy E(T ) for relaxation [105]. The quantity E(T )
is defined by inversion of
τ(T ) = τ∞ exp
[
E(T )
T
]
(1.8)
where τ∞ is the high-temperature limit of relaxation times. Such a definition of
activation energy stems from a generalization of the behavior expected for thermally
activated dynamics to the case in which the activation energy depends on T itself.
Simplified FLD model predicts E(T ) to be of the form [52]
E(T ) =
{
E∞ T > T ∗
E∞ +BT ∗
(
1− T
T ∗
)8/3
T < T ∗
(1.9)
Note that the crossover temperature T ∗, which corresponds to the avoided singular-
ity, is naturally identified with the onset temperature TO. Remarkably, it has been
shown that Eq. (1.9) provides a fair account of a wide spectrum of experimental
data [105]. Fragility is measured by B, which is the parameter quantifying the de-
parture from the high-temperature Arrhenius regime. Interestingly, a description in
terms of frustration-limited domains also provides a qualitative prediction for the
fragility of a system, which should proportional to the energetic stability of domains
and inversely proportional to the strength of frustration [21].
1.3.3 Mode Coupling Theory
To date, Mode Coupling theory (MCT) [20, 106] is the only fully predictive theory of
the glass-transition, soundly based on on statistical mechanics foundations. Another
promising approach is the so-called random first order transition theory [107, 108]
developed by Wolynes and coworkers. Here, we will just discuss certain aspects of
MCT that are of interest for the connection between structure and dynamics.
The core part of MCT is an integro-differential equation for time-dependent cor-
relation functions, such as the intermediate scattering function F (k, t). Once the
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static structure factor F (k, 0) = S(k) is known, solution of MCT equations provides
F (k, t) for all times t. Thus, according to MCT, the dynamics is fully encoded in
the structure, specifically in the pair correlation functions. What a perfect example
of connection between structure and dynamics! Using the static structure factors
obtained from molecular simulations, integral equation theory, or experiments, it is
possible to make quantitative predictions on the dynamical properties of supercooled
liquids [20]. Interpretation of the results of the theory has long been a matter of
debate.4 As a general rule, MCT predicts a critical temperature Tc at which relax-
ation times for density fluctuations diverge, without any singular behavior in the pair
correlations. The structural arrest predicted by MCT is actually never observed, and
the estimated critical temperature is usually located much above Tg. Thus, despite
its ability in reproducing semi-quantitatively the features of the early stage of su-
percooling [20], MCT fails in describing the key aspects of the deeply supercooled
dynamics.
What can we learn from the successes and failures of MCT? First, MCT clearly
shows that the cage-effect, which is supposed to be the main physical effect captured
by the theory, can exert a terrific impact on dynamics. The idealized dynamics
described by MCT is thus very sensible to even mild structural variations. This
illustrates a simple mechanism through which a divergent behavior of relaxation
times appears without structural singularities.
On the other hand, the failure of MCT below Tc can further highlights the connec-
tion between structure and dynamics in glass-forming systems. Two possible origins
of the failure of MCT have been proposed:
• Activated processes
In a classic interpretation, the failure of MCT in describing the low-T dynamics
is attributed to the inability of describing activated processes. This interpre-
tation is mostly based on the fact that (i) the sharp transition at Tc is absent
in the extended version of MCT [113, 114, 115], which introduces a coupling
to current-modes in the attempt to describe thermally activated dynamics and
(ii) there is an apparent connection between the critical temperature estimated
from simulations and the temperature at which the the system enters in the
so-called landscape-dominated regime [41].
• Mean-field nature
A different explanation of the failures of MCT has been recently suggested by
Brumer et al.. [43]. According to this interpretation, based on simulations of
model glass-formers, a crucial role is played by dynamic heterogeneities, which
4See, for instance, the discussions in Refs. [109, 110] or in Refs. [111, 112].
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appear for T < TO. Since MCT provides a mean-field description of the decay of
density fluctuations, it is intrinsically unable to describe the qualitative features
of heterogeneous dynamics below TO. The onset temperature TO should be
identified with the critical temperature Tc obtained from explicit solution of
the MCT equations.
We lean towards the second interpretation, for reasons that will be further dis-
cussed in Section 1.4.2. In the view of these results, we believe that the development
of extensions of MCT to describe inhomogeneous [116] or for confined fluids [117],
represents a promising line of research to incorporate a more realistic dynamical
description of supercooled bulk liquids into the MCT framework.
1.4 Potential energy surface
Given a system of N classical interacting particles, the Potential Energy Surface
(PES) is the (3N + 1)-dimensional hyper-surface given by the total potential en-
ergy of the system U({rN}) as a function of the configuration space vector {rN} =
(r1, . . . , rN). The idea that the dynamical slowing down of supercooled liquids could
be explained in terms of the exploration of the PES traces its routes to the sem-
inal work of Goldstein [23] and to the pioneering investigations of Stillinger and
Weber [24]. In this section we review some recent advances in this theoretical ap-
proach to the glass-transition, discussing the role of local minima (Section 1.4.1) and
high-order stationary points (Section 1.4.2) of the PES.
1.4.1 Basins and metabasins
A fundamental concept in the Energy Landscape approach is the partitioning of
configuration space into basins of attraction of the PES. Each point {rN} in con-
figuration space belongs to the basin of attraction of a local minimum {rN}m of
the PES and can be uniquely associated to {rN}m through a steepest descent path.
The local minima {rN}m are also called the “inherent structures” of the system.
The vast majority of local minima correspond to amorphous packing’s of particles,
whereas few low-energy minima will correspond to ordered crystalline arrangements.
Upon supercooling, glass-forming systems get trapped near amorphous minima of
the PES, without being able to access the low lying crystalline minima. Hence, the
liquid dynamics becomes slow and thermally activated.
This scenario, first envisaged by Goldstein [23], has been deeply investigated and
discussed in the last ten years, mostly on the basis of numerical investigations of
the PES (see Refs. [22, 40, 41] for reviews on this subject). Here we will summarize
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Figure 1.4: Sketch of metabasins in the PES (from Ref. [118]). The thin line indi-
cates the potential energy profile. The thick line identifies the metabasin structure,
which typically contain several local minima.
some of the basic phenomenology concerning the exploration of the PES in model
glass-forming systems. In the normal liquid regime, the average energy em(T ) of local
minima explored by the system is roughly temperature independent, e.g. em(T ) ≈
em(∞). A rather sharp crossover takes place across the onset temperature TO, around
which the qualitative features of slow dynamics described in Section 1.2 become
apparent [49]. Below TO, the system starts exploring progressively deeper minima of
the PES, hence em(T ) starts decreasing markedly [49]. At even lower temperatures,
the dynamics of the system separates into fast intra-basins vibrations and slow inter-
basins transition [77], in agreement with the intuition of Goldstein.
However, even below TO, individual transitions between local minima often carry
little information about relaxation processes. Due to the intricacy and to the rough-
ness of the PES, structural relaxation has to proceed via successive transitions be-
tween local minima [77]. Moreover, it has been found that transitions between local
minima through transition states may correspond to non-diffusive rearrangements,
irrelevant for relaxation [119]. From a dynamical viewpoint, it is thus more sensible
to consider super-structures of local minima (“metabasins” [120], see Fig. 1.4), which
act as traps for the system in configuration space. Operative definitions of metabasins
have been provided in numerical simulations [25, 26, 27, 28]. A simpler alternative
for identification of metabasin transitions has also been recently proposed [79].
The metabasin structure of the PES is expected to be qualitatively different in
fragile and strong glass-formers [41]. Strong glass-formers should a rough landscape,
with energy barriers whose amplitude is essentially independent on the energy level.
A more complex organization of stationary points of the PES is expected for fragile
glass-formers. Interestingly, detailed studies of metabasin transitions in a simple
model glass-former have shown that is possible to relate the apparent activation
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energy E(T ) to suitably defined energy barriers between metabasins [26, 27, 28].
Recent investigations have also suggested that even the PES of prototypical strong
glass-formers, e.g. silica, might posses a metabasin structure around TO [121]. These
observations are consistent with the fact that a fragile-to-strong crossover is observed
around TO in simulated models of silica [122].
Real-space analysis of the rearrangements corresponding to intrabasin and to
metabasin transitions should help understanding the the origin of dynamic hetero-
geneities. Despite progress in this direction, the picture is complex and still frag-
mentary. On the one hand, transitions between individual local minima have been
related to string-like rearrangements involving small displacements of particles (less
than the inter-particle distance) [77]. On the other hand, metabasin transitions have
been suggested to correspond to democratic rearrangements [79], involving compact
clusters formed by a significant fraction of particles [O(20)]. This appears to be in
contrast with the observations by Vogel et al. [78] and by Denny et al. [25] on the
same model glass-former, which indicated frequent string-like rearrangements during
metabasin transitions. However, the compact clusters observed in Ref. [79] appear
to be built up by both very mobile and modestly mobile particles and to posses a
less compact “backbone” of very mobile particles,5 which might explain the afore-
mentioned discrepancies.
1.4.2 High-order stationary points
Within the Energy Landscape picture, structural relaxation in supercooled liquids is
related to transitions between basins, or metabasins, of the PES. A natural extension
of this approach involves the study of high-order stationary points, i.e. points of the
PES with vanishing total force W = 1/N
∑
i f
2
i = 0 and a number nu of negative
eigenvalues (corresponding to unstable modes) in the Hessian matrix.6 Stationary
points are then classified as local minima (nu = 0) and saddles (nu 6= 0). In the last
years, the role of unstable modes of saddles in connection to supercooled liquids has
been the subject of intense numerical investigations [29, 30, 31, 32, 33, 34, 35]. The
interest lies in the fact that unstable modes of saddles are associated to a dynamic
instability along the direction of the corresponding eigenvector [123] and are thus
good candidates for identifying the residual relaxation channels in viscous liquids.
Along these lines, a saddle-based approach (“geometric-transition” scenario) to
the study of supercooled liquids was put forward in a series of papers [29, 30, 33, 34,
124] and found support in theoretical models of the PES [58]. Despite the appeal of
the saddle-based picture and extensive numerical investigations carried out for some
5G. Appignanesi, private communication.
6Three eigenvalues are zero in three dimensions because of translational invariance.
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simple model glass-formers, severe criticisms have been put forward against it [42].
The two contrasting scenarios can be summarized as follows:
• Geometric-transition scenario
The dynamic behavior of fragile glass-formers arises from a sharp change in the
topological properties of the explored energy landscape [58, 124, 125]. Around
the critical temperature Tc, a crossover between two distinct dynamic regimes
takes place: For T > Tc the system is always close to a stationary point of the
PES with nu > 0 and diffusion can proceed along the eigenvectors correspond-
ing to such unstable modes; For T < Tc the system is close to local minima of
the PES and saddles become exceedingly rare, forcing diffusion to take place
through activated barrier hopping. Such a crossover is the manifestation of a
geometric transition in the PES governed by the energy es of the saddles: below
the threshold energy eth, saddles become sub-dominant in number compared to
minima [125]. According to this scenario, the crossover temperature Tc should
be identified with the MCT critical temperature [29, 33]. This identification
is supported by the analogy with the behavior of p-spin models [126]. The
failure of MCT below Tc should be thus attributed to its inability of describing
activated dynamics (see Section 1.3.3).
• Heterogeneity-based scenario
No qualitative changes in the properties of the PES take place around the
estimated MCT critical temperature Tc [27, 28, 42]. The average fraction
fu of unstable modes of the saddles, measured as a function of T , varies
smoothly around Tc. Furthermore, activated dynamics is already apparent
from metabasin transitions above Tc. Thus, the only relevant crossover tem-
perature is the onset temperature TO, which is related to the properties of local
minima, and not of saddles. Moreover, in the numerical determination of sad-
dles (W -minimizations, see Section 2.3) difficulties arise, which can bias the
interpretation of numerical data [31, 32]. Finally, the description of real-space
events is blurred into a high-dimensional potential energy surface [42, 81].
Can these opposite views be reconciled? One possible way-out is to identify
TO with the critical temperature Tc, obtained from the explicit solution of MCT
equations, as suggested by Brumer et al. [43]. Thus, any crossover in the PES
properties should take place around TO, and not at a lower temperature. We will
see in Chapter 6 which properties of high-order stationary points can fit into this
new scenario. Moreover, by focusing on the the spatial localization features of the
unstable modes, we will be able to cast a bridge between the PES and the real-space
dynamics of the system.
Chapter 2
Simulation methods
2.1 Interaction models
Several aspects of the structure and dynamics of real glass-forming systems can be
captured by numerical simulations of simple classical models of liquids. In the last
twenty years, models of atomic, molecular, and polymeric liquids have in fact been
developed and studied to investigate the glass-transition phenomenology. Quite gen-
erally, the potential energy function of these models can be written as a sum of
intermolecular and intramolecular terms: U = Uintra + Uinter. The intramolecular
term describes the interaction between constituents of molecules, whereas the inter-
molecular term describes the interaction between atoms of different molecules. In the
case of atomic systems, such as the models of simple glass-formers that will be studied
in this thesis, no intramolecular terms are needed and we simply have U = Uinter.
In principle, the potential energy function U is a true many-body function U =
U({rN}), where {rN} = (r1, . . . , rN) are the vector coordinates of all the constituents
of the system. A tractable approximation is to write U as a sum of pair terms
U({rN}) =
N∑
i=1
N∑
j>i
uαβ(rij) (2.1)
where rij = |ri − rj| is the interatomic distance, and α and β are identifiers of the
chemical species of particle i and j, respectively. Such a pair approximation in terms
of spherical potentials uαβ(r) is frequent in theories and simulations of simple liquids,
and will be used throughout in this thesis to model atomic interactions.
The pair approximation in Eq. (2.1) provides a good starting point for the descrip-
tion of systems lacking directional interactions, such as metallic glasses. Fair accounts
for the structural properties of amorphous metallic alloys, such as Ni80P20 [72, 127],
Ni33Y67 [94], Cu33Y67 [128], have in fact been obtained using binary mixtures of par-
ticles interacting with Lennard-Jones potentials. More realistic models of metallic
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alloys, such as embedded-atom models [129, 130], can be realized by adding to the
pair interactions a many-body term that depends on the local density around each
particle.
Systems possessing distinct directional interactions, e.g. covalent bonding, are
often treated by including three-body terms in the interaction potential
U({rN}) =
N∑
i=1
N∑
j>i
uαβ2 (rij) +
N∑
i=1
N∑
j>i
N∑
k>j
uαβγ3 (rij, rik, rjk)
It is remarkable, however, that network-forming glass-formers, such as SiO2, can
be modeled in a rather realistic way by combining Coulombic and short-ranged,
pair potentials (BKS model [131]). We will see in Section 3.2 that some important
features of network-glasses can also be captured by means of a simpler force-field,
which employs short-ranged, pair potentials only.
The use of short-ranged, pair potentials has chief advantages over more complex
force-fields for what concerns the efficiency of numerical simulations, due to the re-
duced computational overhead in the evaluation of the interaction between particles.
The computational complexity of the interaction evaluation can be reduced from
O(N2) to O(N) by using linked-cells or neighbor lists methods.1 This advantage is
particularly important in the simulations of glass-forming liquids, which require long
equilibration and simulation times. The numerical analysis of the PES also bene-
fits from the use of pair potentials. Minimization procedures for locating stationary
points are expected to be less ill-conditioned in the absence of many-body terms,
and analytical formulae for the calculation of the derivatives of U , e.g. the Hessian
matrix, are generally simpler.
A final remark concerns the use of periodic boundary conditions (PBC) in molec-
ular simulations [132, 133]. This is a compelled choice as we want to sample bulk
liquids properties using a limited number of particles (N ≤ 104). PBC are realized by
periodically replicating the simulation cell along each direction in three-dimensional
space. In the case of short-ranged potentials, which we will consider here, each
particle in the central simulation cell interacts with its neighbors according to the
minimum image convention [132, 133]. Note that, even though the use of PBC
allows to remove surface effects, both thermodynamic and dynamic properties can
suffer from non-trivial finite size-effects [134]. Simulation studies on simple model
glass-formers have shown that finite-size effects related to dynamical properties and
to features of the Potential Energy Surface are already negligible for systems com-
posed by N = O(102) particles [135]. In the case of model network-glasses, finite
1In the case of long-range potentials, Ewald summation can reduce the computational complexity
to O(N logN)
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size-effects are generally more significant and affect in particular the short-time dy-
namics [134]. However, it has been shown very recently that, even in the case of
network glass-formers, the main features of the structural relaxation dynamics and
of the PES, can be captured by simulation of systems of N = O(102) particles [136].
2.2 Molecular dynamics
Molecular dynamics (MD) simulations play a prominent role in the study of the
glass-transition. They allowed the first direct assessment of the predictions of MCT
for supercooled liquids and have been pivotal in discovering the microscopic features
of the supercooled dynamics, e.g. dynamic heterogeneities. In this section we briefly
introduce the methods used in this thesis for molecular dynamics simulations. We
refer to standard books on molecular simulations [132, 133, 137] for more detailed
information.
2.2.1 NVE simulations
We first considered our model system as isolated. The dynamical evolution of the
particles is then governed by the Hamiltonian
H =
∑
i
p2i
2mi
+ U({rN})
and the equations of motion are then{
r˙i = pi/mi
p˙i = −∇i U({rN}) = f i
(2.2)
The phase trajectories obtained from solution of Eqs. (2.2) will generate configura-
tions distributed according to the microcanonical ensemble, provided the system is
ergodic. The total energy E = H is one of the constants of motion, together with
the total linear momentum P =
∑
i pi. Microcanonical molecular dynamics con-
sists in numerical integration of Eqs. (2.2). A simple and very effective algorithm to
accomplish this task is the velocity-Verlet algorithm
ri(t+ δt) = ri(t) +
pi(t)
mi
δt+
1
2mi
f i(t)δt
2
pi(t+ δt) = pi(t) +
1
2mi
[f i(t) + f i(t+ δt)] δt
(2.3)
The velocity-Verlet algorithm ensures excellent energy conservation (absence of drift)
even over very long simulation times, thanks to the time-reversibility and to the
symplectic nature of discretized equations. Hence our preference for the velocity-
Verlet algorithm in microcanonical simulations of our model glass-formers.
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2.2.2 NVT simulations
In the case of simulation of glass-forming system, molecular dynamics simulations at
constant temperature are useful because they allow to control with ease the quenching
protocols. To this aim, simple rescaling methods can be used effectively to equilibrate
the system at a new temperature along the quench. In the Berendsen thermostat
method [132], the velocities of all particles are scaled by a factor
χ =
[
1 +
δt
tT
(
T
T − 1
)]1/2
after each step of microcanonical evolution, where T is the kinetic temperature, T
is the temperature of thermostat and tT is a preset time constant. Once equilibra-
tion has been achieved, we switch off the thermostat and proceed the simulation in
the microcanonical ensemble. The rescaling method, in fact, is not appropriate for
production runs since the generated phase trajectories do not sample a well-defined
statistical ensemble. It is possible to generate trajectories that sample the canonical
ensemble using the extended system approach of Nose´ [138]. The extended system is
composed of a set of “virtual” particles with position and momenta (r˜i, p˜i) and by a
thermostat at temperature T . The latter is described by two canonically conjugated
variables (s, pi) and a mass parameter Q. The Hamiltonian of the extended system
is given by
HNose =
∑
i
p2i
2mis2
+ U({rN}) + pi
2
2Q
+ gkT ln s (2.4)
where g is a coupling constant. Nose´ [138] showed that, under the ergodic hypothesis
and if g = 3(N − 1), the microcanonical evolution of the extended system (virtual
particles + thermostat) generates configurations for “real” particles (ri, p˜i = pi/s)
that are distributed according a canonical distribution at temperature T . One re-
cent formulation of canonical molecular dynamics, which improves the original Nose´
scheme, is the Nose´-Poincare´ thermostat [139]. The Nose´-Poincare´ Hamiltonian of
the extended system is given by
H = (HNose −H0) s (2.5)
where H0 is the value of HNose at time t = 0 and the coupling constant is set to
g = 3N . The equations of motion for the real particles are
r˙i = p˜i/(mis)
˙˜pi = −s∇i U({rN})
s˙ = spi/Q
p˙i =
∑
i
p˜2i
mis2
− gkBT −∆H
(2.6)
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where
∆H =
∑
i
p˜2i
2mis2
+ U({rN}) + pi
2
2Q
+ gkBT ln(s) +H0
In Appendix A.1 we give the expression of the integration algorithm developed by
Nose´ [140], which is explicit, time-reversible and symplectic, as the velocity-Verlet
algorithm.
2.2.3 NPT simulations
As most experimental studies of glass-forming liquids are performed at constant
(atmospheric) pressure, it is desirable to achieve control also on the pressure of the
system during the course of the quench. A simple rescaling method is the Berendsen
barostat [132], analogous to the Berendsen thermostat. At each step, both the side
of the simulation cell and the particles’ coordinates are scaled by a factor
ξ =
[
1− βT δt
tP
(P − P)
]1/3
where βT is the isothermal compressibility. In practice, the coupling constant q =
βT
δt
tP
is considered. By combining Berendsen thermostat and barostat one can thus
easily control T and P in the simulations. As the Berendsen thermostat, the Berend-
sen barostat is not suitable for production runs. In our isobaric quenches, we will
use Berendsen thermostat and barostat during the equilibration stage only, and then
restore the microcanonical, or canonical, evolution in the production runs.
2.3 Optimization techniques
The study of the PES of our model glass-formers involves two basic steps:
1. Optimization procedure for “instantaneous” configurations {rN}, sampled along
the phase trajectory of the system, to locate either their inherent structures
(Section 1.4.1) or the closest high-order stationary points (Section 1.4.2).
2. Normal mode analysis of the optimized configurations by numerical diagonal-
ization of the Hessian matrix H of the potential energy.
The second stage can be easily carried out by computing H analytically and using
standard numerical routines for matrix diagonalization (LAPACK libraries). The
first stage, on the other hand, requires a more detailed description.
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The inherent structures are defined as the local minima of the PES that are
reached, starting from instantaneous configurations {rN}, by steepest-descent min-
imizations of the total potential energy U . In principle, any equivalent optimiza-
tion algorithm can also be employed to locate the local minima of U . On the
other hand, more complex procedures, such as modified eigenvector-following al-
gorithms [31, 32, 125], are usually required to locate high-order stationary points
close to the phase trajectory. One simple method, which has been often employed
in recent years [29, 30, 33, 34], is to perform local minimizations of the mean square
total force of the system
W = 1/N
∑
i
f 2i
Absolute minima of W , for whichW = 0, are in fact stationary points of the PES. In
general, however, local minima of W with small but non-zero W will be obtained us-
ing such procedure. The latter points, which are characterized by an inflection mode
in the normal modes spectrum, have been called quasisaddles, since their statistical
properties have been found to be very similar to those of true saddles.2 Despite
some criticisms [31, 32], there is substantial evidence that points obtained through
W -optimizations are indeed dynamically relevant for glass forming systems (see Sec-
tions 6.1.3 and 6.1.4).
Stated in general terms, we face the problem of performing an unconstrained
optimization of a function F(x), where x is a point x = {rN} in configuration
space, starting from an initial point x0 [141]. The function F will be U or W ,
depending on whether we intend to locate local minima or high-order stationary
points, respectively. The steepest descent method, either with fixed discretization
step or with line minimizations along the descent direction, has very slow convergence
properties for the systems of our interest. An effective method for U -minimization is
the “conjugate gradient” (CG) algorithm [141], in which the search direction dj for
line minimizations at step j is modified so as to keep memory of the previous search
directions 
β1 = 0
dj = −∇Fj + βjdj−i
xj+1 = xj + λjdj
(2.7)
In Eq. (2.7), λj denotes the position of the line minimum along the direction dj.
Such minimum can be located using various line minimization schemes. In the case
of conjugate gradients minimizations, we used a simple parabolic approximation for
the line minimum, resorting to more accurate line minimizations (Brent method, as
2It should also be mentioned that the hyper-surface given by W does not strictly partition the
neighborhood of the staring configuration into basins of attraction of saddles, similarly to the case
of local minima. Improved partitioning schemes have been suggested [32].
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described in the Numerical Recipes [141]) only in the case of ill-conditioned directions.
For the problems of our interest, we found that the most efficient expression for the
memory factor β is the one of Fletcher and Reeves: βj = (gj · gj)/(gj−1 · gj−1),
where we have used the notation gj ≡ ∇Fj. Usually, it is also convenient to reset
the memory factor β to zero every M iterations, where M is a tunable parameter, in
order to accelerate the convergence of the algorithm.
In general, W -optimizations are more ill-conditioned than U -optimizations [33],
hence they require more efficient algorithms. The so-called l-BFGS algorithm, in
the implementation of Liu and Nocedal [142], has proved to be particularly effective
for this specific problem. The l-BFGS algorithm belongs to a class of optimization
schemes (“variable metric”) in which a matrix H, containing an approximation of
the inverse Hessian matrix, is updated at each iteration [141]. BFGS algorithms can
be cast in the form 
H1 = 1
dj = −Hjgj−i
xj+1 = xj + λjdj
The advantage of the l-BFGS over standard BFGS methods, is that only M correc-
tion vectors, instead of the full matrix H, are stored at each iteration, thus allowing
to treat efficiently even large-dimensional problems. In fact, the matrix H is actually
never fully constructed in the l-BFGS method, thanks to an efficient formula for com-
puting the product Hjgj−i. Similarly to the case of CG optimizations, the number of
corrections vectors can be tuned to improve the convergence of the algorithm. The
specific update formula for H can be found in [142]. The line minimization in the
l-BFGS algorithm is performed using the search method implemented by Liu and
Nocedal [142].
A final note concerns the convergence criteria for line and multidimensional op-
timizations. Line minimizations must satisfy Wolfe conditions on the step size and
on the magnitude of the line derivative [141]. Multidimensional optimizations are
considered to be converged when a very low value G0 of the mean square gradient
(g · g)/N are achieved, where N is the number of degrees of freedom. The actual
values used will depend on the function F under consideration.
2.4 Object-oriented molecular simulations
Object-orientation is a popular programming paradigm developed in the early 1990’s
which has found widespread applications in several areas of computer science. Re-
cently, object-oriented codes for molecular simulations (e.g., NAMD [143], MMTK [144],
OOPSE [145], Music [146], or PROTOMOL [147]) had their advent in the condensed-
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matter physicists’ community. We think, however, that the chances offered by the
object-oriented approach to scientific software development have not been fully ex-
plored yet. Moreover, issues related to the object-oriented analysis of the specific
problem of classical molecular simulations have rarely been addressed [148]. In this
section, we discuss some aspects of object-orientation relevant for molecular simula-
tions and their implementation in Fortran. We also sketch the design and implemen-
tation of our simulation software and benchmark its performance.
2.4.1 Why object-orientation?
In this section, we introduce informally the basic features of object-oriented program-
ming and discuss the main advantages over the standard, procedural programming
style. The books of Deacon [149] and Meyer [150] provide thorough introductions to
the subject, yet from slightly different viewpoints.
Traditional procedural programming is based on a rather sharp distinction be-
tween data types and the procedures that operate on them. A key concept in object-
oriented programming is that data types and procedures are grouped to form indi-
vidual, cohesive entities called classes. A class is formed by the description of the
data defining a possible state of some entity, together with the procedures (methods)
that define the behavior of the same entity. The latter procedures are allowed to
manipulate the data structure itself or to retrieve information from it. The methods
fully define the interface through which classes interact with each another. Individ-
ual software entities (instances of a class), allocated during the process lifetime, are
called objects and can interact with other objects through the methods defined by
the classes to which they belong. Thus, objects are closely associated to their classes.
However, it is important to bear in mind the basic differences between objects and
classes:
Classes
• are templates defining state and behavior (methods);
• have state that does not correspond to allocated memory during program
execution;
• cannot be modified at run-time;
• have a unique name.
Objects
• must be instances of some class;
2.4 Object-oriented molecular simulations 29
• correspond to allocated memory during program execution;
• must be declared and constructed in the program;
• have state data which may change;
• usually are referenced via a variable name.
An object-oriented programmer has to identify the objects and their behavior
that can collectively solve the given problem.
The object-oriented approach to software development has several advantages
over procedural programming styles. A wise choice of the classes that describe the
subject matter under consideration enables the programmer to write software which
is extremely readable and more easily maintainable [149]. Object-oriented facilities,
such as inheritance (the ability of defining classes which extend previously defined
classes, by defining additional state variables and modifying or adding additional
methods) run-time polymorphism (the ability of a single variable to refer to objects
of different types) maximize code re-usability and enable abstract descriptions of the
subject matter. Moreover, by letting classes interact with each other only through
the interfaces defined by class methods, the coupling between different parts of the
code is strongly minimized. This provides a much more effective encapsulation of
implementation details than provided by traditional module or function decomposi-
tion of procedural programming and allows to split even large projects into basically
independent blocks.
The analysis of the subject matter is always an important stage of development
which must precede actual software implementation. The importance of this phase
in object-oriented approach is particularly emphasized by Deacon [149]. The anal-
ysis stage is a maieutic process aimed at identifying the “right” classes to describe
the subject matter, the methods of the classes, and the main relations among the
classes themselves. The outcome of the analysis can be summarized using UML di-
agrams [149]. We will illustrate the use of UML class diagrams and the main types
of relation between classes as we encounter them in the next sections. We remark
that this long, sometimes painful, and often neglected stage is very important for the
development of the code. In fact, good analysis will determine our ability to describe
faithfully the subject matter and to rapidly extend the code functionalities in further
development stages.
2.4.2 Object-oriented Fortran
At least in principle, the stage of object-oriented analysis is independent of imple-
mentation details, such as the choice of the programming language. UML diagrams
provide means to illustrate the main features of the classes in a language-independent
30 Simulation methods
fashion. Thus, our analysis of the problem of classical molecular simulations could
be discussed without reference to any specific programming language. We think it
is more useful, however, to complement our analysis with a brief discussion of some
implementation issues. This will allow us to make contact with the actual simulation
software and to illustrate in practice the most important features of object-oriented
programming.
To develop our object-oriented framework for molecular simulations we use the
Fortran 95 programming language. Unless differently specified, we will refer, in the
following, to the Fortran 95 standard simply as Fortran. Other standards of the
Fortran language (Fortran 77, 90, 2003) will be explicitly mentioned in the text
when necessary. The choice of Fortran to develop object-oriented software [151]
has been done in recent years in the context of plasma [152, 153, 154, 155] and
condensed-matter simulations [156]. It has been shown that, compared to other well-
established object-oriented languages such as C++, object-oriented Fortran has both
advantages [157] and drawbacks [158]. Some of these aspects are worthing mentioning
here.
• Performance
Performance is often an important issue for molecular simulation codes. In this
regards, object-oriented Fortran 90 codes for plasma simulations have been
found [157] to overcome analogous implementations in C++, and to compare
well with procedural implementations in Fortran 77. On the other hand, no
explicit assessment of the efficiency of mixed Python/C implementations (e.g.,
MMTK [144]) has yet been performed. However, the efficiency of Python/C
simulation software is not expected to compare well with analogous Fortran or
C++ implementations.3 Thus, even when used in an object-oriented fashion,
Fortran appears to keep its primacy in the development of performance-critical
applications.
• Native facilities
Whereas the basic features for developing object-oriented software are present
in Fortran, some advanced facilities, e.g. inheritance and run-time polymor-
phism, are not provided natively by the language. These facilities can be em-
ulated, as we will see in Section 2.4.5, at the cost of some overhead for the
programmer. However, support of run-time polymorphism and inheritance is
expected in the next generation of Fortran 2003 compilers.
• Debugging and reliability
Generally speaking, Fortran has advantages over other programming languages,
3P. Calligari, private communication.
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procedural and object-oriented, in terms of the ability of developing reliable,
bug-free codes. This is confirmed by the experience of group of Szimanski
and coworkers [157], who have performed direct comparisons between object-
oriented Fortran and C++ for the development of scientific codes.
It is hard to draw definitive conclusions about the optimal programming language
for the problem of object-oriented molecular simulations. Counter-arguments could
be found, in fact, for all the points discussed above: for instance, the object-oriented
facilities missing in Fortran could be automatically generated through some smart
scripting utilities, as suggested by Szimanski [157]; the efficiency of a given simulation
software also depends on factors independent on the programming language (e.g.,
compilers’ optimizations, hardware, programmer’s skill). On the other hand, it is
certainly true that Fortran is still a widely employed programming language in the
condensed-matter simulation community. For this reason at least, we believe that
the assessment of the feasibility of object-oriented molecular simulations in Fortran
will be of interest to a broad community of scientists in this field of research. We
remark again, however, that our object-oriented analysis of molecular simulations is
language-independent and might serve as the skeleton of implementations in other
object-oriented languages, such as C++, Java, or Python.
2.4.3 The Particle class
To illustrate the main features of object-oriented Fortran, we will sketch in this section
the implementation of one of the main classes of our object-oriented framework:
the Particle class. This turned out to be one of the basic building block of our
subject matter during the analysis stage. A class is implemented in Fortran as a
module (ParticleClass) containing a derived data type (ParticleObject), which
describes the state of the class, and all the subroutines and functions that implement
the methods of the class. Here is the skeleton of the ParticleClass module
MODULE ParticleClass
USE Globals, ONLY : DP
USE VectorClass
[...use all other modules needed...]
IMPLICIT NONE
TYPE, PUBLIC :: ParticleObject
PRIVATE
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TYPE(VectorObject):: position
TYPE(VectorObject):: velocity
TYPE(VectorObject):: acceleration
REAL(DP) :: mass = 1.0_DP
INTEGER :: id = 1
CHARACTER(3) :: name = "A"
END TYPE ParticleObject
[...all interfaces here...]
CONTAINS
[...all methods here...]
END MODULE ParticleClass
In the specification part of the module we load all modules that might be needed
through the USE statement. The instance variables inside the derived data type are
private to the module, and thus cannot be accessed or modified directly from outside
the scope of the module itself. It is only through the class methods that other parts
of the code can have access to these variables and modify them. In the case of
the Particle class, the instance variables are used to characterize various particles’
properties, such as position, velocity, mass, etc.
Each class has a constructor method that initializes the state of the class. In our
example, this is accomplished by the newParticle method, which sets the initial
state of a ParticleObject instance
ELEMENTAL SUBROUTINE newParticle(this,id,name,mass,position,velocity)
TYPE(ParticleObject),INTENT(out) :: this
INTEGER, INTENT(in),OPTIONAL :: id
CHARACTER(*), INTENT(in),OPTIONAL :: name
REAL(DP), INTENT(in),OPTIONAL :: mass
TYPE(VectorObject), INTENT(in),OPTIONAL :: position
TYPE(VectorObject), INTENT(in),OPTIONAL :: velocity
[...code here...]
END SUBROUTINE newParticle
A different type of methods, sometimes called accessors, return attributes of
the class. For instance, the positionParticle function returns the position of a
ParticleObject instance as a variable of VectorObject type
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ELEMENTAL FUNCTION positionParticle(this) RESULT (pos)
TYPE(ParticleObject),INTENT(in) :: this
TYPE(VectorObject) :: pos
pos = this % position
END FUNCTION positionParticle
By default, we declare every method of a given class as private. Their names are
overloaded with a generic name in the specification part of the module through an
INTERFACE statement. It is only the overloaded name which is made public to the
rest of the code. In this way, it is possible to use a generic name, e.g. new, for all
constructor methods in the code.
PRIVATE
PUBLIC :: new,&
position,&
[...all other public methods here...]
INTERFACE new
MODULE PROCEDURE newParticle
END INTERFACE
INTERFACE position
MODULE PROCEDURE positionParticle
END INTERFACE
[...all other interfaces here...]
The conventions that we have briefly outlined are applied consistently throughout
the code. Compared to previous conventions for object-oriented Fortran codes [151],
our naming scheme guarantees three important features: (i) privateness of all instance
variables and default privateness of class methods; (ii) use of singular (not plural)
name for classes:4 (iii) systematic overloading of public class methods.
The main features of a class can be summarized in UML diagrams as follows. The
upper compartment contains the name and specification of the class. The middle
4We found that is more comfortable to work with arrays of objects, rather than one object
containing an array. This is consistent with the discussion of Deacon [149]. Such a use will always
result in an improved flexibility of code design. Moreover, at least in object-oriented Fortran,
advanced array facilities, e.g. elemental procedures, will strongly ease handling of array of objects.
From the point of view of the CPU, contiguity of data in memory layout is important and is generally
destroyed by using arrays of derived data types. In the critical parts of the code, however, one can
always restore contiguity in memory through temporary arrays.
34 Simulation methods
Figure 2.1: UML diagram of the Particle class. The middle compartment describes
the private instance variables contained in the data structure of the class. The lower
compartment describes the methods of the class. The type of the variables (real,
integer, vector, . . . ) is also specified.
compartment of the class diagram contains the instance variables of the class. The
lower compartment lists the methods of the class, possibly describing their interfaces.
A plus or minus sign close to the method or instance variable denotes the visibility
(public or private, respectively) of the entity. Usually, we report only the instance
variables which describe relevant attributes of a class, and we omit the corresponding
function accessor in the methods compartment. A sketch of the UML diagram of the
Particle class is given in Fig 2.1.
2.4.4 The polymorphic Potential class
Our aim is to develop a molecular simulation software that reflects the generality of
the description of classical interacting systems outlined in Section 2.1, providing a
framework that allows rapid addition of new interaction potentials and extension to
new simulation conditions. These challenges can be faced by exploiting two features
of object-oriented programming: inheritance and run-time polymorphism. In this
section we show how these features can be used to describe the interaction potentials.
Let us first focus our attention on the pair approximation introduced in Eq. (2.1).
In order to describe the general attributes and behavior of pair potentials uαβ(r), it
is quite natural to introduce the PairPotential class. Its UML diagram is sketched in
Figure 2.2. A little analysis shows that the PairPotential class is simply characterized
by a set of interaction parameters and the names of such parameters. For convenience,
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Figure 2.2: UML diagrams describing the Potential hierarchy. Lines ending with
a diamond indicate aggregation relations between classes. Lines ending with hollow
arrows indicate generalizations. In the latter case, solid lines are used when the
classes involved in the generalization relation all possess the same message interface.
Dashed lines are used when the message interfaces of the class methods differ.
the class also keeps memory of the identifiers (α, β) of the chemical species to which
the potential is associated.
The PairPotential class forms the base class from which all possible derived
classes, implementing specific pair potentials, are developed. Through the mech-
anism of inheritance, the the public methods of the base class are automatically
available also to the derived classes. Moreover, all classes derived from PairPotential
will conform to the same public interface, differing only in the way in which some of
the methods are implemented. This kind of relation between classes is described in
UML diagrams with a hollow arrow pointing toward the base class.
The main difference between classes derived from PairPotential concerns the im-
plementation of the computeAnalytical method, used to evaluate the potential and
its derivatives at a given interatomic distance. The implementation of this method
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is not realized by the PairPotential class itself: it is delegated to the derived classes.
In object-oriented parlance, this makes the PairPotential an abstract base class. By
exploiting run-time polymorphism, it is possible to use this abstract method when
referencing to a generic PairPotential object,5 whose actual type may vary during
code execution.
Another way to compute interaction potentials in molecular simulations is by
means of a lookup table [132]. In our description, this is realized by aggregating
an instance of the LookUpTable class into the PairPotential class. The aggregation
relation between classes is denoted with a diamond in UML diagrams and consists in a
permanent copy of the aggregated objects in the data structure. The LookUpTable is
filled using the abstract computeAnalytical method. However, the computeTabulated
method of PairPotential, which uses the lookup table to evaluate the potential and its
derivatives, is implemented by the PairPotential class itself, i.e. it is not an abstract
method. As we will see is Section 2.4.6, this observation is crucial for the efficiency
of our simulation software.
Finally, it is possible to further generalize the hierarchy by including three-body
potentials (or even more general many-body potentials). This is realized by creating
an abstract Potential super-class, which identifies the methods that are common to
PairPotential and ThreeBodyPotential classes. For instance, accessors to properties
such as parameters’ values and names are common to both these classes. On the
other hand, the compute methods will have distinct interfaces and cannot be part of
the methods of the Potential class. This makes the generalization relation that links
Potential to PairPotential different from the one that links, for instance, PairPotential
to LennardJones. In fact, the PairPotential and ThreeBodyPotential classes do not
share a common message signature. This kind of relation is still represented by a
hollow arrow in UML diagrams, but the line connecting the classes is dotted instead
of solid.
2.4.5 Emulation of inheritance and polymorphism
We mentioned in Section 2.4.2 that inheritance and run-time polymorphism are not
supported natively by Fortran. Nonetheless, they can be emulated following the
strategies suggested by Szimanski and coworkers [152, 153, 154, 155]. Whereas such
emulation might be tedious in large projects development, it serves the pedagogical
purpose of revealing the mechanisms underlying object-orientation.
Emulation of inheritance is not of particular concern here. It is realized by aggre-
gating an instance of the base class in the derived type definition and by replicating
5Strictly speaking, this will never be an actual instance object, but a pointer to an object of the
class hierarchy.
2.4 Object-oriented molecular simulations 37
the inherited public methods of the base class in the derived class. For instance, this
is the the data structure that defines the LennardJones class
TYPE,PUBLIC :: LennardJonesObject
PRIVATE
TYPE(PotentialBaseObject) :: base
REAL(DP) :: sigma = 0.0_DP
REAL(DP) :: eps = 0.0_DP
INTEGER :: number_parameters = 2
END TYPE LennardJonesObject
As shown in Fig. 2.2, the LennardJones class inherits from the PairPotential class
the methods to retrieve general information about the potential, such as the names
and values of the interaction parameters. In our Fortran implementation, this is
realized by aggregating in the LennardJonesObject derived type a variable of type
PotentialBaseObject, in which copies of the parameters’ names and values are
stored by the constructor method. In this case, inheritance is emulated by using
the methods implemented in the PotentialBaseClass module to retrieve this infor-
mation.6 A simple example is given by the method that returns the values of the
interaction parameters
FUNCTION parametersLennardJones(this) RESULT (p)
TYPE(LennardJonesObject),INTENT(in) :: this
REAL(DP),DIMENSION(this % number_parameters) :: p
IF (SIZE(parameters(this % base))/=SIZE(p)) STOP "ERROR"
p = parameters(this % base)
END FUNCTION parametersLennardJones
The parametersLennardJones function is a simple wrapper to the parameters func-
tion defined and in the PotentialBaseClass module. Eventually, the INTERFACE
statement is used in the specification part of the LennardJonesClass module to
overload the former function with the generic name parameters. Note that the
LennardJones class must implement its own computeAnalytical method, since this
is not inherited from the PairPotential class (see the UML diagram in Fig. 2.2).
SUBROUTINE computeAnalyticalLennardJones(this,rsquare,u0,u1,u2)
6The reader will notice that in the UML diagram in Fig. 2.2 there is no PotentialBase class. The
introduction of the auxiliary PotentialBaseClass type is an implementation issue specific of object-
oriented Fortran. We introduce it to enable run-time polymorphism for the inherited methods. A
complete discussion of these technical aspects is outside the scope of the present work. Further
details on these issues can be found in the work of Szimanski and coworkers [152, 153, 154, 155].
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TYPE(LennardJonesObject),INTENT(in) :: this
REAL(DP), INTENT(in) :: rsquare
REAL(DP), INTENT(out) :: u0,u1,u2
[...code to compute LJ potential here...]
END SUBROUTINE computeLennardJones
Run-time polymorphism can be implemented in Fortran in the following way. We
create a polymorphic class PairPotentialClass. In the corresponding derived type
we store a set of pointers, which we call subtype pointers, to all possible instances of
derived classes belonging to the hierarchy
TYPE, PUBLIC :: PairPotentialObject
PRIVATE
TYPE(LennardJonesObject),POINTER :: lennardjones => null()
TYPE(SoftsphereObject), POINTER :: softsphere => null()
[...All other pointers here...]
TYPE(LookUpTableObject) :: table
TYPE(PotentialBaseObject), POINTER :: base => null()
END TYPE PairPotentialObject
The constructor method allocates the subtype pointer corresponding to the required
type of potential and calls its constructor method. It also associates the pointer this
% base to the PotentialBaseObject instance of the allocated subtype pointer.
SUBROUTINE newPairPotential(this,type,parameters)
TYPE(PairPotentialObject),INTENT(out) :: this
CHARACTER(*), INTENT(in) :: type
REAL(DP), INTENT(in) :: parameters(:)
SELECT CASE(type)
CASE("LennardJones")
ALLOCATE(this % lennardjones)
CALL new(this % lennardjones,parameters)
this % base => basePointer(this % lennardjones)
[...All other derived classes here...]
END SELECT
[...Code here...]
END SUBROUTINE newPairPotential
The potential is evaluated through the abstract computeAnalytical method. In our
Fortran implementation, the corresponding routine merely checks the allocation sta-
tus of the subtype pointers, and calls the computeAnalytical routine of the subtype
pointer which is found to be allocated
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SUBROUTINE computeAnalyticalPairPotential(this,rsquare,u0,u1,u2)
TYPE(PairPotentialObject),INTENT(in) :: this
REAL(DP),INTENT(in) :: rsquare
REAL(DP),INTENT(out) :: u0,u1,u2
IF (ASSOCIATED(this % lennardjones)) THEN
CALL computeAnalytical(this % lennardjones,rsquare,u0,u1,u2)
ELSE IF (ASSOCIATED(this % softsphere)) THEN
CALL computeAnalytical(this % softsphere,rsquare,u0,u1,u2)
[...all other pointers here...]
END IF
END SUBROUTINE computeAnalyticalPairPotential
In this way, run-time polymorphism is achieved, since the actual type of the poly-
morphic PairPotentialObject instance, which we want to compute, will be checked
only during code execution. On the other hand, the allocation status check can be
avoided in the computeTabulated method
SUBROUTINE computeTabulatedPairPotential(this,rsquare,u0,u1,u2)
TYPE(PairPotentialObject),INTENT(in) :: this
REAL(DP),INTENT(in) :: rsquare
REAL(DP),INTENT(out) :: u0,u1,u2
CALL compute(this % table,rsquare,u0,u1,u2)
END SUBROUTINE computeTabulatedPairPotential
The LookUpTableObject instance variable inside the PairPotentialObject derived
type is initialized by the constructor, right after the pointer subtype allocation.
Hence, the method computeTabulated does not require knowledge of the specific
pair potential that was used at run-time to fill the lookup table.7 The allocation
status check can also be avoided in the case of routines already defined in the aux-
iliary PairPotentialBaseClass module, since we can use directly the pointer this
% base set by the constructor.
Finally, we remark that the addition of a new potential in the hierarchy is a
very rapid process, basically consisting in writing the appropriate computeAnalytical
method and adding the corresponding subtype pointers in the polymorphic type. The
rest of the code, written in terms of generic PairPotential objects, will immediately
be able to exploit the newly added potential.
7We introduce a simplification here, which we think is fully justified. In our implementation, the
computeTabulated method is not available to the LennardJones class. To enable this, one should
put the LookUpTableObject instance variable inside the PairPotentialBaseObject derived type
and let the derived class inherits the computeTabulated method.
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Figure 2.3: UML diagrams describing the Interaction class and its relations to
other classes. Association relations, i.e. relations whose state can change during the
process lifetime, are indicated by a line ending with a simple arrow. The multiplicity
of the relation, i.e. the number of possible instances of a class involved in the relation,
is indicated close to each arrow.
2.4.6 Interaction between Particle objects
We are now in the position of discussing the Interaction class. The corresponding
UML diagram is sketched in Fig 2.3. We will focus on the case of intermolecular
interactions for atomic systems. Generalization to treat intramolecular interactions
or external fields does not present major conceptual difficulties.
The Interaction class is responsible for the computation of the total potential
energy of the system [see Eq. (2.1)] and all related quantities. We characterize the
class with the corresponding force-field by aggregating an array of Potential instances.
The actual type, e.g. PairPotential, of these Potential instances is checked by the
constructor. Accordingly, these Potential instances are reassembled into separate
arrays.8
8To illustrate this, let us consider the case of a binary mixture, in which particles posses an index
of species α = 1, 2. In this case, the pair potential depends of the chemical species of the interacting
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The compute method determines an association between an instance of the In-
teraction class and a set of instances of the Particle class. Such relation is indicated
by a simple arrow in the UML diagram, with an indication of the multiplicity of the
relation, i.e. how many particles are interacting. Depending on whether we also pro-
vide a list of neighbors or not, the compute method will evaluate the total interaction
by looping over particle neighbors [O(N) method], or checking all pairs of particles
[O(N2) method], respectively. If an instance of the Cell class, describing the simula-
tion cell, is associated too, then the methods of the Cell class will be used to evaluate
the distance between the particles according to the minimum image convention.
In the compute method of the Interaction class, the potential energy between
Particle objects is evaluated using the computeTabulated method of the Potential
class. This is choice is crucial for the performance of the code. If we used the
computeAnalytical method in the force loop, the performance of the whole code
would deteriorate progressively as the Potential hierarchy grows, strongly hampering
the feasibility of an object-oriented approach. With the simple method of tabulating
the potentials, the direct run-time polymorphism is avoided, preserving efficiency
in the critical part of the code. In fact, the computeTabulated method is a simple
wrapper to the efficient method of the LookUpTable class (see Section 2.4.5) and
does not involve checking the pointer subtype allocation status. The performance
of the code will thus remain unaffected by inclusion of even a large number of new
potentials in the hierarchy. Moreover, most compilers will successfully inline these
routines into the force loop, thus avoiding the subroutine call overhead.
Once the compute method has been called, several interaction properties can
be accessed. For instance, the compute method will store the forces acting on the
particles in an array of Vector objects conformable to the input array of Particle
objects. This Vector array can be accessed using the force method. In Fortran, this
method is implemented more efficiently using a pointer function9
FUNCTION forcePointer(this) RESULT (f)
TYPE(InteractionObject),INTENT(in),TARGET :: this
TYPE(VectorObject),POINTER :: f(:)
f => this % force
END FUNCTION forcePointer
than using a standard array-valued function
particles, uαβ(r) and the Interaction class will aggregate four Potential instances. Internally, it will
be organized as a 2x2 array, containing copies of the Potential between all possible pairs of species
9The Fortran standard allows a function to return a pointer to a private component of a de-
rived data type. Interestingly enough, it is then possible to affect the state of such component by
modifying the pointer from outside the module’s scope, in blatant violation of the privateness of the
derived type’s component itself!
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Figure 2.4: UML diagram of the MolecularDynamics class and its relations to
other classes.
FUNCTION forceValue(this) RESULT (f)
TYPE(InteractionObject),INTENT(in) :: this
TYPE(VectorObject) :: f(SIZE(this % force))
f = this % force
END FUNCTION forceValue
Moreover, “valued” accessors such as forceValuemight cause overflow of stack mem-
ory when returning relatively large arrays, unless countermeasures are taken.
2.4.7 MolecularDynamics and Minimizer classes
We can now describe how molecular dynamics and optimization methods are im-
plemented in our object-oriented framework, employing the classes described in the
previous sections.
The MolecularDynamics class provide the methods for the time evolution of our
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system. Its interfaces and relations with the other classes are sketched in Fig. 2.4. The
basic attributes of the MolecularDynamics class are the integration algorithm and the
time step. An internal counter is increased every time the evolve method is called,
to count the number of iterations performed. Depending on the classes with which
the MolecularDynamics class is associated, the time evolution of the Particle objects
will take place under different external conditions. Association with an instance of
the Cell class will enable periodic boundary conditions. Optional association with
instances of Thermostat and/or Barostat classes allows control of temperature and/or
pressure along the lines described in Section 2.2. Thermostat and Barostat are rather
simple classes which follow the extended system description of Nose´ (Section 2.2).
For instance, when the integration algorithm is set to velocity-verlet and Particles,
Cell and Interaction instances are associated to MolecularDynamics, the compute
method will update position and velocities of Particles according to Eq. (2.3).
The Optimization class, on the other hand, performs minimizations of some scalar
Function using the optimization schemes described in Section 2.3. Both conjugate
gradients and l-BFGS optimization methods are implemented, as derived classes of
the base Optimization class. The Optimization class aggregates a LineMinimizer
instance, which performs line minimizations of a Function instance along a given
direction. Function is a polymorphic class, which at present can describe either the
total potential energy or the total mean square force of the system. Thanks to run-
time polymorphism, we thus have a general framework to handle multidimensional
optimization problems for N-bodies interacting systems, which allows easy addition
of new optimization schemes.
2.4.8 Performance and scalability
In this section we benchmark the performance of our code through molecular dynam-
ics simulations of a monoatomic Lennard-Jones liquid. We also discuss our simple
parallel implementation and its scalability properties.
The performance of a MD code heavily depends on the strategy adopted for
the computation of the interaction between the particles. In this section, we consider
three different schemes: (i) Linked-cell method (LC); (ii) Verlet list (VL); (iii) Binned
Verlet list (BVL). These methods are described in details in several books on molec-
ular simulations [132, 133]. To date, the BVL method represents the most efficient
method in molecular dynamics simulations. It uses a linked-cell logic to compute
the list of neighbors of each particle in the system, allowing the simulation time to
scale as O(N), where N is the number of particles. Note that when the number of
sub-cells along some cell direction is less or equal to 3 it is not convenient to use the
linked-cell scheme. In this case, we switch automatically to O(N2) method, in which
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ts/(n×N) [µs]
N Binned Verlet-List Verlet-List Linked-Cell
108 3.7 3.7 5.6
256 3.9 3.9 8.2
500 4.2 4.2 12.8
864 3.9 4.6 12.0
1372 4.4 5.3 16.7
2048 4.3 6.2 14.2
4000 4.5 8.5 15.4
6912 4.4 11.9 13.0
32000 4.2 — —
55296 3.3(a), 6.6(b) [1] — —
32000 1.9 [3] — —
2048 0.6 [2] — —
108000 1.4 [4] — —
1000 6.0 [5] — —
108 9.2 [6] — —
[1] CMPTool (C) on Pentium 4 with (a) and without (b) reordering [159].
[2] LAMMPS (F90) [160]
[3] LAMMPS (C++) [160]
[4] From Ref. [161] on SP4 machine with loop vectorization
[5] Minimal md code (F90) by F. Ercolessi [162]
[6] CP2K (F90) [163]
Table 2.1: Performance of molecular dynamics simulations for different schemes
of interaction’s computation. The simulations are performed for a liquid LJ system
with cutoff rc = 2.5, time step δt = 0.002, density ρ = 0.844 and temperature
T = 1.0 in reduced LJ units. The total CPU time ts for n = 1000 time steps and the
CPU time per step per particle are shown as a function of the number of particles
N for simulations using binned Verlet list (BVL), Verlet list (VL), and linked cells
(LC). In the latter case, simulations with N ≤ 864 were performed using a simple
O(N2) scheme. The average number of steps between Verlet list updates is 10. All
simulations except [1] and [4] were performed on a Pentium Xeon 3.4 GHz (Intel
compilers ifort 9.1 and icc 9.0).
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Figure 2.5: CPU time as a function of the number of particles N using different
schemes for interaction computation. Simulation times refer to the LJ benchmark
discussed in Table 2.1.
all N(N − 1)/2 pairs of particles are checked.
As a prototypical benchmark problem, we consider the simulation of a system
composed of N particles interacting via the Lennard-Jones potential, cut and shifted
at rc = 2.5σ, and enclosed in a cubic box with PBC. The standard state point
(ρ = 0.844, T = 1.0) is simulated. Timings for different system size are shown in
table Table 2.1 for the three methods considered. As expected, the BVL has the best
overall performance. Comparison of the timings of O(N2) simulations for N = 500
with those obtained in a previous procedural implementation of our code, showed
that the loss in performance is within 20% for this problem. Our results for the
CPU time per step per particle ts are also in line with the timings of some other
open-source simulation software. From this overview, our conclusion is that object-
oriented Fortran is indeed an effective compromise between efficiency and ease of
development for scientific programming. Further improvements of the code efficiency
are certainly possible, and could be implemented in future versions.
The code has also been parallelized using a simple atom-decomposition scheme.
Parallel communications are handled using standard calls to the MPI library. Use of
some advanced features of MPI-2 has also been attempted, e.g., for communicating
derived datatypes corresponding to objects’ data structures. In some cases, however,
46 Simulation methods
0.50
0.55
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
 1  2  3  4  5  6  7  8  9  10
Sp
ee
du
p
Processors
N=500 : CLX
N=6912: CLX
N=500 : SP5
N=6912: SP5
Figure 2.6: Parallel performance as function of the number of processors. The
parallel performance is defined as t(np)/[t(1)np], where t(np) is the simulation time
with np processors. The timings are those shown in Table 2.2.
we found more efficient to pack the data into temporary arrays of intrinsic type.10
Note that, at present, only simple O(N2) and linked-cell schemes have been paral-
lelized. The implementation has been tested on the parallel machines at the CINECA
supercomputing center (Italy). As a benchmark system, we use the LJ liquid at the
state point ρ = 1.0, T = 2.0. Total and partial timing for various for system size and
number of processors are shown in Table 2.2 for two different clusters. We found that
our code has a good scalability up to around 8 processors on the IBM SP5 cluster,
which has excellent network features. As expected, poorer scalability is found on the
Linux CLX cluster. In the latter case, we also found it is more convenient to avoid
parallelization of the loop in the integration step of MolecularDynamics. The parallel
performance of our code on these two clusters is also shown in Fig. 2.6.
10In the case of reduction operations, use of MPI derived datatypes turned out to be particularly
inefficient for reduction calls, at least in the MPICH implementation of the library.
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CLX (Cluster linux)
np N t tint tlc tpack tcom tmd
1 500 10.9 10.8 0.0 0.0 0.0 0.1
2 500 5.8 5.5 0.0 0.0 0.1 0.1
4 500 3.6 3.3 0.0 0.0 0.2 0.1
10 500 1.8 1.2 0.0 0.0 0.5 0.1
1 2048 39.7 38.7 0.4 0.0 0.0 0.6
2 2048 22.6 20.7 0.5 0.1 0.3 0.9
4 2048 13.7 10.6 0.5 0.1 1.7 0.9
8 2048 8.3 5.7 0.5 0.1 0.9 0.9
1 6912 210.4 204.1 1.8 0.0 0.0 4.7
2 6912 128.1 114.9 2.7 0.4 1.1 8.9
4 6912 76.9 57.3 2.7 0.4 7.7 8.7
8 6912 49.2 30.7 2.7 0.4 6.7 8.6
SP5 (Power 5 IBM)
np N t tint tlc tpack tcom tmd
1 500 12.2 11.9 0.1 0.0 0.0 0.2
2 500 6.5 5.8 0.1 0.0 0.3 0.1
4 500 3.5 3.1 0.0 0.0 0.1 0.1
1 2048 39.8 38.7 0.4 0.0 0.0 0.7
2 2048 20.7 19.6 0.3 0.2 0.1 0.3
4 2048 11.0 9.9 0.3 0.2 0.2 0.1
1 6912 158.0 154.7 1.2 0.0 0.0 2.1
2 6912 81.8 78.5 1.1 0.5 0.2 1.1
4 6912 42.7 39.4 1.1 0.6 0.7 0.6
Table 2.2: Scalability of parallel molecular dynamics simulations using an atom-
decomposition scheme, on different parallel machines at CINECA. Times (in seconds)
refer to a LJ system at ρ = 1.0 and T = 2.0, simulated for n = 1000 time steps.
Simple O(N2) scheme was used for N = 500, while linked cells were used for N =
2048, 6912. The total simulation time is t (wall time). Some partial times are also
listed: tint time spent in interaction loop, tlc time spent in linked cell setup, tpack time
spent in packing temporary array for parallel communications, tcom is communication
time, and tmd time for md integration. The latter has been parallelized on SP5, not
on CLX.

Chapter 3
Models of glass-formers
3.1 Lennard-Jones mixtures
As a first class of model glass-forming liquids we consider binary Lennard-Jones (LJ)
mixtures. The possibility of tuning the interaction parameters so as to inhibit crys-
tallization, together with the simplicity of the force-field, have made these models
particularly attractive for numerical investigations of the glass-transition. Most stud-
ies, however, have focused on a limited number of LJ models, such as the mixture of
Kob and Andersen [72, 127] and that of Wahnstro¨m [164]. A wider exploration of the
field of parameters of the LJ potential for binary mixtures is thus desirable to test
the theoretical scenarios discussed in Chapter 1 and to investigate the universality of
behavior in this class of models. As we will see, these model glass-formers will reveal
a rich and interesting phenomenology.
We consider binary mixtures composed of N = N1 +N2 classical particles inter-
acting via the Lennard-Jones potential
uαβ(r) = 4²αβ
[(σαβ
r
)12
−
(σαβ
r
)6]
(3.1)
where α, β = 1, 2 are indexes of species. The particles are enclosed in a cubic box
of size Lb with periodic boundary conditions. In our convention, particles of species
2 have a smaller diameter than those of species 1 (σ22 < σ11), and we fix σ11 = 1.0
for all systems. Reduced units will be used in the following, assuming σ11, ²11 and√
m1σ211/²11 as units of distance, energy and time respectively. Most simulations
have been performed for samples of N = 500 particles, employing the cutoff scheme
of Stoddard and Ford [165] at a cutoff radius rc = 2.5. This cutoff scheme (QS) adds
a shift and a quadratic term to the potential in order to ensure continuity up to the
first derivative of uαβ at r = rc. The continuity of derivatives at the cutoff radius
rc is particularly important to ensure good convergence of minimization procedures
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BMLJ Ni33Y67 WAHN AMLJ-λ
σ11 1.0 1.0 1.0 1.0
σ12 0.8 0.7727 0.916 (λ+ 1)/2
σ22 0.88 0.6957 0.833 λ
²11 1.0 1.0 1.0 1.0
²12 1.5 1.0 1.0 1.0
²22 0.5 1.0 1.0 1.0
m1 1.0 1.0 1.0 1.0
m2 1.0 1.0 0.5 1.0
x1 0.8 0.67 0.5 0.5
Table 3.1: Parameters of Lennard-Jones potentials for binary mixtures. Also shown
are the masses m1 and m2 of the two species and the concentration x1 of particles of
species 1. In the case of additive mixtures AMLJ-λ, the following values of size ratio
λ have been used: 0.60, 0.64, 0.70, 0.73, 0.76, 0.82, 0.88, 0.92, 0.96, 1.00.
(Section 2.3). To investigate this point, we have also tested cut-and-shifted (CS) [132]
and cubic-splined cutoff (CSPL) [124] on smaller samples composed of N = 108
particles. In this case, a slightly smaller value of the cutoff radius has been used
(rc = 2.2). Larger samples of N = 6918 particles have also been simulated to check
the absence of major finite size effects.
The interaction parameters of the mixtures studied are summarized in Table 3.1.
The models we consider are characterized by a varying degree of non-additivity in
the composition rule for the cross interaction and by different values of size ratio λ =
σ22/σ11. Deviations from Lorentz-Berthelot composition rules [46] can be quantified
using
η =
σ12
(σ11 + σ22)/2
ξ =
²12√
²11²22
(3.2)
We will now proceed to a brief presentation of the relevant features of these force-
fields.
• BMLJ – Binary Mixture of Lennard-Jones particles
This is the classic mixture of Kob and Andersen [72, 127], which has been
used extensively as a model supercooled liquid. BMLJ is a modification of the
model of Stillinger and Weber [24], originally meant to mimic the structure
of amorphous Ni80P20. It is characterized by a significant asymmetry in the
interaction parameters, both in the interaction diameters and in the energy
scales of the two species. Furthermore, cross interactions are strongly non-
additive (η = 0.85, ξ = 2.1). The number concentration of large particles is
fixed at x1 = 0.8, as in the original work.
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• Ni33Y67 – Lennard-Jones model for Ni33Y67 alloy
The parametrization of this mixture has been introduced by Della Valle et al. [94]
to provide a realistic description of the structural features of binary amor-
phous alloys of Ni and Y atoms. The cross-interaction diameter is non-additive
(η = 0.91), as in the case of BMLJ, but a single energy scale is present.
The masses of the two chemical species are equal. The number concentration
x1 = 0.67 allows deep supercooling of the mixture.
• WAHN – Additive mixture of Wahnstro¨m
Introduced byWahnstro¨m [164], this equimolar mixture is actually the Lennard-
Jones version of the supercooled soft-sphere model used in the early simulations
of Bernu et al. [166]. It has been employed several times in the literature as
a model glass-former. The interaction parameters are additive and character-
ized by a moderate size asymmetry (λ = 0.837). Note that the mass ratio is
m2/m1 = 0.5.
• AMLJ-λ – Additive Mixture of Lennard-Jones particles
This is a set of equimolar additive mixtures. The masses of the two species are
equal m1 = m2 = 1.0 and the size ratio λ is allowed to vary, keeping σ11 fixed
at 1.0. Recently, Lennard-Jones clusters of this type has been investigated [96].
On the other hand, the bulk liquid phase of these mixtures is, to our knowledge,
largely unexplored. Ten different values of λ have been used in the range
0.60 ≤ λ ≤ 1.0. Note that AMLJ-0.837 would be the same as the WAHN
mixture, if not for the the different mass ratio.
We performed both isochoric and isobaric quenches, employing, during the equili-
bration phase, Berendsen thermostat and combined Berendsen thermostat and baro-
stat, respectively (see Section 2.2). For production runs we used interchangeably
velocity-Verlet and Nose´-Poincare´ algorithms. For the system size and thermody-
namic states under consideration, simulations in different ensembles provide consis-
tent results, as far as average dynamical and thermodynamical properties are con-
cerned. The time step δt of velocity-Verlet and Nose´-Poincare´ integrators was varied
from 0.002 at high temperature to 0.006 in the supercooled regime. The time constant
for the Berendsen thermostat [132] was tT = δt/0.1, while the coupling constant the
for Berendsen barostat [132] was 103 in reduced units. The inertia parameter of the
Nose´-Poincare´ thermostat was set to Q = 5. We also introduce for later convenience
a reference temperature Tr, akin to the glass-transition temperature Tg, defined by
the condition τ1(Tr) = 4× 104, where τ1 are the relaxation times for the self interme-
diate scattering functions F 1s (k
∗, t) (see Section 5.1). The wave-vector k∗ corresponds
to the first peak in the static structure factor. The reference temperature Tr defines
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a common, isochronal state for all mixtures considered. This temperature is extrap-
olated using a modified Vogel-Fulcher equation (see Section 5.2) but generally lies
only slightly below the T -range accessed in metastable equilibrium conditions by our
simulations.
In the case of AMLJ-λ mixtures, we found that they could be safely supercooled
for values of size ratio λ between 0.60 and 0.84. In the case λ = 0.88, some early
signs of crystallization were found in our sample. A part from this case, no sign
of phase separation or crystallization was detected looking at the time evolution
of thermodynamic and structural properties. The Bathia-Thornton [167] number-
number, number-concentration and concentration-concentration structure factors for
a selection of mixtures are shown in Fig. 3.1 at the lowest equilibrated temperatures.
Reference data for BMLJ are available along the isobar P = 10 [168], so that
we could check the reliability of both dynamical and thermodynamical properties
obtained in our simulations. In the case of BMLJ, we performed a few isobaric
quenches over a wider range of pressure (P = 5, 10, 20, 50) to investigate the pressure
dependence of dynamical properties, e.g. isobaric fragility. Isochoric quenches have
been performed for BMLJ and WAHN mixtures, fixing the density at ρ = 1.2 and
ρ = 1.3 respectively. These values of ρ are equal to the ones used in the original
papers [72, 164]. In Fig. 3.2 we show the temperature dependence of density (at
constant pressure) and pressure (at constant density) for BMLJ and WAHN. Note
that the range of pressure investigated for BMLJ (5 ≤ P ≤ 50) is consistent with
the variation of pressure for this system along the reference isochore ρ = 1.2.
3.2 Network glass-former
Network glass-formers, such as silica (SiO2), germania (GeO2), chalcogenide glasses
(e.g., GexSe1−x), or even the window glass that we all know from everyday life,
are characterized by open local structures, low coordination numbers, and strong
behavior in the Angell classification scheme [1]. Compared to simple glass-formers,
which are characterized by close-packed atomic arrangements and fragile behavior,
network glass-formers appear to constitute a different class of systems.1
Silica is often considered as a prototypical network glass-former. One of the most
realistic models of silica available for molecular simulations is the one developed
by Van Beest et al. [131] (BKS model). In the last years, several authors have
analyzed various physical aspects of the supercooled and glassy regime of the BKS
model, e.g. phase diagram [169, 170], structural [171], dynamical [80, 172, 173], and
1Whether the difference between simple and network glass-formers is of qualitative, and not just
quantitative, nature is however still a matter of debate.
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Figure 3.1: Bathia-Thornton structure factors in the deeply supercooled
regime. Number-number (solid lines), number-concentration (dashed lines) and
concentration-concentration (dotted lines) structure factors are shown. The
concentration-concentration structure factor has been normalized to one by plot-
ting SCC(k)/(x1x2). Data are shown at the lowest equilibrated temperature for each
given system.
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Figure 3.2: Temperature dependence of density ρ(T ) along isobaric quenches at
P = 10 (left axis, circles) and of pressure P (T ) in isochoric quenches (right axis,
squares). Data are shown for BMLJ (filled symbols) and WAHN (open symbols).
Isochoric quenches were performed at ρ = 1.2 for BMLJ and ρ = 1.3 for WAHN.
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vibrational [174] properties. However, development of simpler force-fields, capturing
the basic features of network systems, is also highly desirable. Very recently, in fact,
simplified models for silica have been proposed, including modifications of the original
BKS potential [175, 176] and primitive models based on patchy interactions [177, 178].
Along these lines, we introduce a simple model of network glass-former (NTW),
which employs short-ranged, spherical potentials. Our model is a binary mixture of
particles interacting according to the following forcefield
u11(r) = 4²11
(σ11
r
)12
(3.3)
u22(r) = 4²22
(σ22
r
)12
(3.4)
u12(r) = 4²12
[(σ12
r
)12
−
(σ12
r
)6]
(3.5)
Keeping an eye on silica, we identify large particles (species 1) with Si atoms and
small particles (species 2) with O atoms, and we fix the number concentrations at
x1 = 0.33, x2 = 0.67. We also set the mass ratio approximately equal to the one
between Si and O atoms: m2/m1 = 0.65. By a suitable choice of non-additive
interaction radii it is possible to reproduce the open, tetrahedral local structure of
a network glass [179]. Building on previous experience [179] and proceeding by trial
and error, we determined the following optimal set of parameters
σ11 = 1.00 σ12 = 0.78 σ22 = 0.57 (3.6)
²11 = 1.00 ²12 = 4.00 ²22 = 1.00 (3.7)
We will see more clearly in Section 4.2 that, employing the parameters above, the
NTW model is able to reproduce local structures typical of network glass-formers.
As in the case of LJ mixtures, we use σ11, ²11 and
√
m1σ211/²11 as units of distance,
energy and time respectively. Physical units can be fixed so as to reproduce some
properties of real and simulated (BKS) silica. We adjusted the length scale σ11 so
as to reproduce the correct Si-Si distance in amorphous silica (3.12A˚) given by the
radial distribution function g11(r). Using the value
σ11 = 2.84A˚
so obtained, we found that the experimental density of silica glass in normal con-
ditions is ρ = ρexpt ≈ 1.530 in reduced units. To fix also the energy scale ²11
we compared the radial distribution functions gαβ(r), obtained from our MD sim-
ulations, with the ones obtained in Ref. [134] for BKS silica at the state point
ρ = 2.2gm/A˚
3
, T = 2750K (see Fig. 3.3). The corresponding reduced density in
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Figure 3.3: Partial pair correlation functions gαβ(r) for the NTWmodel (solid lines)
and the BKS model for silica (open points). The thermodynamic state shown for BKS
silica is (ρ = 2.2gm/A˚
3
, T = 2750K) and the one of NTW is (ρ = 1.655, T = 0.39) in
reduced units. The BKS data refer to the MD simulations by Horbach and Kob [134].
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Figure 3.4: Vibrational density of states (VDOS) obtained from local minima of the
potential energy at ρ = 1.530, T = 0.30 for the NTW model (solid line), compared
to experimental (convoluted [174]) VDOS of amorphous silica (filled points, from
Ref. [180]). In the case of NTW, the frequencies ω have been slightly reoptimized
(reduced by approximately 15%).
our model is ρ = 1.655. An excellent overall agreement of the liquid structure is
found for T = 0.45, from which we estimate
²11 = 6600K
Eventually, the time scale of our model is given by δt =
√
m1σ211/²11 = 1.2× 10−13s.
The time step δt for microcanonical and canonical simulations was varied between
0.001 and 0.004 depending on temperature. In canonical simulations, the mass pa-
rameter of the Nose-Poincare thermostat was set to Q = 1. We have explored a
rather wide range of densities: 1.250 ≤ ρ ≤ 2.300. The partial and Bathia-Thornton
structure factors are shown in Fig. 3.5 for different densities at the lowest equilibrated
temperatures. For ρ = 2.800 we found clear signs of crystallization of our samples,
although we could not detect the crystallographic structure. We also performed some
isobaric quenches for different values of the pressure P = 1, 2, 5.
The agreement with the radial distribution functions obtained using the more
realistic BKS model of silica suggests that the NTW model should capture some
important physical aspects of supercooled network glass-formers, at least for state
conditions not too far from the reference one. Interestingly enough, we found that
the vibrational density of states (VDOS) of the NTW model reproduces, a part from
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a slight overall shift of frequencies (around 15%), all the qualitative features of the
experimental VDOS of silica glass. In Fig. 3.4 we show the VDOS of NTW obtained
from local minima of the potential energy for the state point ρ = ρexpt = 1.530, T =
0.30. The relative positions of the peaks in the VDOS of NTW match well enough
those of the experimental VDOS of amorphous silica, also shown in Fig. 3.4. Note
that the absence of a peak at small frequencies (ω ≈ 4 THz) is due the insufficient
experimental resolution [181]. See Ref. [174] for further discussions on the comparison
between simulated and experimental VDOS of silica. We note, in this regard, that the
vibrational density of states of the BKS model has been found to be quite unrealistic
at low and and intermediate frequencies [174]. Specifically, the distinct peaks at 12
and 24 THz as well as the small peak around 18 THz (D2 line) are missing in the
VDOS of BKS silica. Similar deficiencies have also been found in recent modifications
of the original BKS model employing short-ranged potentials [176].
Furthermore, BKS silica displays density and diffusional anomalies at much higher
temperatures than those found in experiments [172]. In the corresponding T -range,
the NTW model does not display such anomalies, which is the correct behavior.
In Fig. 3.6 we show the T -dependence of P along selected isochores for NTW. As
we can see, no anomalies (minimum of P at constant ρ, or maximum of ρ at con-
stant P ) are found in this T -range. However, for densities close to the experimen-
tal one (ρ ≈ 1.5 ÷ 1.6), a minimum in the ρ(T ) relation seems to develop around
T ≈ 0.30. Extrapolating our data at the experimental density, one would obtain a
density anomaly for the NTW model around T ≈ 0.27 ≈ 1800K, which would be
in surprising agreement with the experimental value ρ = 1820K [182]. At present,
however, the existence of a pressure/density anomaly in the NTW model can only
be inferred. This feature could be checked more carefully in simulations performed
at lower temperatures.
3.3 Star-polymers
As a different class of models of glass-forming liquids, we considered star-polymer
solutions (see Ref. [183] for a review on recent experimental and theoretical work on
these systems). Star-polymers are macromolecules composed of f polymeric chains
anchored to a central core. The number of arms f governs the nature of the effective
interaction between stars: in the limit f → ∞ the stars behave as impenetrable
hard-spheres; in the case of small f the repulsion between stars is “ultrasoft” and
can be described by a logarithmic divergence [184].
The possibility of tuning the effective interactions between star-polymers and
the development of simple theoretical models based on an effective spherical poten-
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Figure 3.5: Partial structure factors S11(k) and Bathia-Thornton structure factors
SNN(k) at the lowest equilibrated T for different densities in the NTW model.
-2.0
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
16.0
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3
P
T
ρ=1.250
ρ=1.655
ρ=2.000
ρ=2.300
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Figure 3.7: Radial distribution function g(r) (top panel) and static structure factor
S(k) (bottom panel) for various packing fractions η obtained using the Likos potential
[see Eq. (3.8)].
tial [184] have made these systems particularly attractive within the soft-matter com-
munity. Furthermore, the ultrasoft nature of interactions apparently leads to exotic
phenomena, e.g. complex phase diagrams [185], reentrant melting [185], anomalous
behavior of static structure factors [186]. Recently, interesting aspects related to
glass-formation in star-polymers mixtures have also been investigated [187]. Our
interest in star-polymer solutions is two-fold: (i) These systems would provide the
opportunity to test our findings for LJ mixtures in the case of much softer repul-
sions (logarithmic vs. power law potentials); (ii) The experimental relevance of such
findings could be explicitly addressed.
Our starting point is the model introduced by Likos and coworkers [184]. The
effective interaction between star-polymers is described by the following pair potential
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u(r) = kBT
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(3.8)
The potential u(r) interpolates between the Yukawa behavior for separations r larger
than the corona diameter σ and the logarithmic divergence at small r. The inter-
polation is such that the potential and its first derivative are continuous at r = σ.
This functional form has been validated through comparison with atomistic simu-
lations [188] and the structure factors obtained from integral equation theory have
been found to be in good agreement with experimental data for low and intermediate
packing fraction η = pi/6ρσ3 [184].
The first derivative u′(r) of Eq. (3.8) has a cusp at r = σ, i.e. the second derivative
u′′(r) is discontinuous. In our experience, this feature gives rise to significant drifts
in the conserved Hamiltonian during relatively long MD simulations, e.g. O(106)
time-steps, and hampers the minimization procedures needed for locating stationary
points of the PES. The situation is different from that of the LJ potential with the QS
cutoff (see Section 3.1). In the latter case, in fact, the amplitude of the discontinuity
of u′′(r) at r = rc can be made negligibly small by increasing the cutoff radius rc,
compatibly with the side of the simulation box. To fix the discontinuity problem, we
devised some modifications and alternatives to the original Likos potential. In doing
this, we have fully exploited the flexibility of our simulation code, which allows to
add and modify with ease the features of the interaction potentials.
Our reference system is a star-polymer solution with f = 32 in the η-range be-
tween 0.10 and 2.00. As the potential u(r) scales with kBT , the temperature is not a
relevant thermodynamic parameter. The static structure factors S(k) obtained using
the Likos potential are shown in the bottom panel of Fig. 3.7 for various values of the
packing fraction η. Starting from low packing fraction (η ≈ 0.10), the amplitude of
the first peak increases by increasing η and then starts decreasing around η = 0.50.
As the packing fraction further increases, the second peak of S(k) grows in ampli-
tude. According to the interpretation of Likos and coworkers [186], this anomalous
behavior is attributed to the presence of two typical length scales in the liquid, identi-
fied by inspection of the radial distribution functions g(r) (see top panel of Fig. 3.7):
for η > 0.50, we observe a coexistence of one η-independent inter-star separation
corresponding to the corona diameter σ, and one additional typical distance between
stars, which decreases by increasing η, dictated by the ultrasoft nature of repulsion.
As a first modification of the Likos potential, we use a fifth-order interpolation
scheme around r = σ to ensure continuity of the second derivative of the potential.
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Figure 3.8: Modified Likos potential u5(r) [Eq. (3.9)] and absolute value of its
derivative |u′5(r)| for different values of the smoothing window δ (δ = 0.1, 0.2, 0.3, 0.4).
The original Likos potential [Eq. (3.8)] is also shown (black line).
The modified potential has the form
u5(r) = kBT
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where w5(r) = a0 + a1r + a2r
2 + a3r
3 + a4r
4 + a5r
5 is a first order polynomial whose
coefficients are chosen so that u5(r) is continuous up to its second derivative at
r = σ ± δ.2 In Fig. 3.8 we show the shape of u5(r) and |u′5(r)| for different values of
δ = 0.1, 0.2, 0.3, 0.4, together with the original Likos potential u(r). Note that the
effect of the smoothing procedure is negligible at the level of the potential u5(r).
Strikingly, the quantitative features of the anomalous behavior of the structure
factors depends rather sensibly on the amplitude of the smoothing window δ. In
Fig. 3.9 we show the radial distribution functions g(r) for η = 0.40, 1.00, 1.50. For
packing fractions η ≈ 1.00, the two-peak shape of g(r) reflects the coexistence of two
well-defined length scales in the liquid. The interplay between these two length scales
is altered by the amplitude of the smoothing window δ. As a consequence, at inter-
mediate and large packing fractions the height and the position of the peaks in S(k)
are altered as well (not shown). On the other hand, the effect of δ on g(r) is negligible
at η = 0.40. Thus, at least in the range of packing fractions where the coexistence of
two length scales is observed, comparisons of experimental and simulated structural
2See Ref. [189] for an interpolation formula equivalent to the ones used in our simulations.
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Figure 3.9: Radial distribution function g(r) obtained using different values of
the smoothing window δ (δ = 0.1, 0.2, 0.3, 0.4). The packing fractions considered are
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|u′K(r)| for σ = σ and σ = σ/2. The original Likos potential [Eq. (3.8)] is also shown
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data should be made with caution, as the results of simulations can be quantitatively
altered by unphysical features of the potential, e.g. discontinuities or shoulders in
its derivatives. Such sensibility to the details of the interaction potential might also
explain the disagreement between theory and experiments observed in Ref. [184] for
large and intermediate packing fractions.
An interesting alternative is to employ a functional form in which the Yukawa-
logarithmic crossover is built-in. Remarkably, such a behavior is provided by the
zeroth-order Bessel function3
uK(r) = kBT [AK0(r/σ)] (3.10)
In fact, the Bessel function K0(x) has (nearly) the desired asymptotic behaviors
K0(x) ∼ exp(−x)/x1/2 xÀ 1 (3.11)
K0(x) ∼ log(x) 0 < x¿ 1 (3.12)
and is analytic for all x. We used the polynomial expansion of K0 to tabulate the
potential [190, chap. 9.8]. In Fig. 3.10, the potential uK(r) is compared to u(r) for
σ = σ and σ = 0.5σ, where σ is the corona diameter in Eq. (3.8). The prefactor A is
set equal to the one in the original Likos potential A = 5
18
f 3/2.
We focus on the case σ = σ, which better approximates the behavior of u(r).4 The
radial distribution functions g(r) for various packing fractions are shown in Fig 3.11.
3We thank C. N. Likos for this nice suggestion.
4The case σ = σ/2 gives the correct asymptotic behavior for small r, but the overall shape differ
from the original Likos potential in the range of inter-star separations relevant for our analysis. We
found that, in this case, the anomalous behavior of the structure factor is completely absent.
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Figure 3.11: Radial distribution function g(r) (top panel) and static structure
factor S(k) (bottom panel) for various packing fractions η obtained using the uK(r)
potential [see Eq. (3.10)].
Compared to those obtained using the Likos potential, the radial distribution func-
tions display only one typical inter-star separation, which decreases by decreasing
by increasing η due to the ultrasoft nature of repulsion. For packing fractions η at
which the first peak of g(r) crosses the corona diameter σ (η ≈ 1.00), we do not
observe coexistence of two distinct length scales in the liquid, contrary to the case of
the original Likos potential. Hence, only weak remnants of the anomalous behavior
are found in the variation of S(k) with η.
One possible explanation to the behavior observed upon varying the features of
the interaction potential is that the anomalous scenario, observed using the Likos
potential, is related to the “rapidity” of the crossover from the Yukawa decay to the
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logarithmic divergence across the corona diameter.5 If the crossover is too smooth,
as in the case of the uK(r) potential, the coexistence of two length scales in the liquid
is inhibited. However, the variations found in the case of the u5(r) potential upon
changing the smoothing window δ suggest a role of the shoulder in the derivative
of the interaction potential. It is known that shoulder potentials [191] give rise to
anomalous behaviors similar to the ones observed in the case of the Likos potential.
In this regard, it would be interesting to investigate more carefully the behavior of
the model of ionic microgels introduced in Ref. [192], which is based on a shoulder,
ultrasoft effective potential.
To conclude, our analysis has revealed a complex scenario, in which the anoma-
lous structural features of model star-polymer solutions can undergo quantitative
changes even for small variations to the interaction potential, such as smoothing the
unphysical discontinuity in the original model of Likos [184]. Qualitative changes can
be observed if different–yet ultrasoft—functional forms for the potential are chosen.
From some preliminary simulations of binary star-polymer mixtures, we also found
that the glass-forming ability of the system within the reentrant glass-transition sce-
nario [193] also strongly depends on the details of the potential. Thus, we believe
that a more careful modeling stage will be necessary to develop an effective potential
suitable for MD simulations of normal and supercooled star-polymer solution. Since
such development is outside the scope of the present work, we will not investigate
further the properties of supercooled star-polymer solutions.
5C. N. Likos, private communication.

Chapter 4
Local structure of model
glass-formers
4.1 Lennard-Jones mixtures
4.1.1 Voronoi construction
To analyze the local structure of Lennard-Jones mixtures we have employed a Voronoi
construction [194]. Each particle in the system is the center of a Voronoi polyhedron,
which is constructed by intersection of planes orthogonal to all segments connecting
the central particle to the other ones. Planes are drawn at a fraction fαβ of these
segments, where α is the species of the central particle and β is the species of the other
particle. We have used the recipe fαβ = σαα/(σαα + σββ) [94], but our conclusions
will not be qualitatively altered when considering the more intuitive choice, fαβ =
1/2. The sequence (n3, n4, . . . ), where nk is the number of faces of the polyhedron
having k vertices, provides a detailed description of the local geometry around a given
particle. All zero values behind the maximum number of vertices of a polyhedron are
ignored. We have applied this kind of analysis to both instantaneous configurations,
sampled along molecular dynamics trajectories, and to local minima of the potential
energy, obtained by conjugate-gradients minimizations (Section 2.3). Between 200
and 2000 independent configurations have been analyzed for each state point. The
numerical implementation of the Voronoi construction has been done by adapting a
very efficient code written by R. G. Della Valle.1 Consistent with previous studies
on the Ni33Y67mixture [94], we found that it is easier to characterize the local order
of Lennard-Jones mixtures by taking “the point of view” of small particles. Well-
defined geometries appear, in fact, most frequently around small particles, while
1We thank him for making available to us his code.
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T = 2.00 T ≈ Tr
% Signature n1 n2 % Signature n1 n2
AMLJ-0.64 12.0 (0,2,8,1) 7 4 13.9 (0,2,8,1) 7 4
7.3 (0,2,8,2) 6 6 9.3 (0,2,8,2) 7 5
7.1 (0,2,8) 7 3 8.3 (0,2,8) 7 3
5.8 (0,3,6,3) 7 5 6.7 (0,3,6,3) 7 5
AMLJ-0.70 11.8 (0,2,8,1) 7 4 12.1 (0,0,12) 5 7
10.2 (0,2,8,2) 7 5 11.8 (0,2,8,2) 7 5
5.9 (0,3,6,3) 7 5 11.6 (0,2,8,1) 7 4
5.0 (0,3,6,4) 7 6 6.7 (0,3,6,4) 7 6
AMLJ-0.82 14.3 (0,0,12) 6 6 29.1 (0,0,12) 6 6
10.9 (0,2,8,2) 7 5 10.8 (0,2,8,2) 7 5
7.3 (0,3,6,4) 7 6 8.1 (0,1,10,2) 7 6
6.7 (0,1,10,2) 7 6 6.9 (0,3,6,4) 8 5
WAHN 14.6 (0,0,12) 6 6 31.4 (0,0,12) 6 6
10.7 (0,2,8,2) 7 5 10.1 (0,2,8,2) 7 5
7.5 (0,3,6,4) 7 6 8.6 (0,1,10,2) 7 6
7.1 (0,1,10,2) 7 6 7.1 (0,3,6,4) 8 5
BMLJ 13.7 (0,2,8) 9 1 18.6 (0,2,8) 10 0
7.4 (1,2,5,2) 9 1 7.3 (1,2,5,3) 10 1
7.3 (0,3,6) 9 0 6.1 (1,2,5,2) 9 1
5.4 (0,3,6,1) 9 1 6.0 (0,3,6) 9 0
NiY 8.5 (0,3,6) 7 2 14.0 (0,3,6) 8 1
6.6 (0,3,6,1) 8 2 9.3 (0,3,6,1) 8 2
5.2 (0,4,4,3) 8 3 8.6 (0,2,8) 9 1
5.1 (0,2,8) 8 2 6.1 (1,2,5,2) 9 1
Table 4.1: Most frequent Voronoi polyhedra around small particles. The percentage
is computed with respect to the number of small particles in the system. Also shown
is the average number of neighbors of species 1 (n1) and 2 (n2). Results refer to local
minima along the isobar P = 10 and are shown for T = 2.0 and slightly above the
reference temperature Tr, i.e. for the lowest equilibrated temperature.
no recognizable local order is apparent around large particles. In the following, we
will thus concentrate our attention on the properties of Voronoi polyhedra centered
around small particles.
We will use the Voronoi construction to reveal the locally preferred structures [84,
98, 103] of our model glass-formers. In the rest, we will use an effective definition of
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Figure 4.1: Temperature dependence of the fraction of small particles at the cen-
ter of (0,0,12)-polyhedra in AMLJ-λ for selected values of λ. Results are shown
for instantaneous configurations (main plot) and local minima (inset) along isobaric
quenches at P = 10.
locally preferred structures, as the ones corresponding to the most frequent polyhedra
found at low temperature in the Voronoi construction. Determining unambiguously
the origin of the preference for a given local structure in the bulk will require a signif-
icant additional effort, since, in general, such preference will depend in a non-trivial
way on the environment surrounding a given local structure and may be triggered
by factors other than energetic stability, e.g. packing effects. We will come back to
this point in Section 4.1.5. For the moment, we tackle these issues by using a purely
geometric definition of locally preferred structures.
4.1.2 Locally preferred structures in LJ mixtures
Let us first focus on equimolar, additive mixtures AMLJ-λ. One of the most relevant
structural features of these mixtures is the existence of a varying degree of icosahedral
ordering. Icosahedral coordination has a sharp signature in the Voronoi construction,
being associated to (0,0,12)-polyhedra, i.e. 12 pentagonal faces. The temperature
dependence of the fraction of icosahedra for different AMLJ-λ mixtures is shown in
Fig. 4.1. The increase of icosahedral ordering upon supercooling becomes more rapid
and more pronounced as λ increases. That is, decreasing the size-asymmetry in the
range 0.60 < λ < 0.84 favors the formation of icosahedral structures. The fraction
70 Local structure of model glass-formers
0.00
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
Fr
ac
tio
n
λ
T≈Tr
T=2.0
Figure 4.2: Variation of icosahedral ordering with size ratio in additive mixtures
AMLJ-λ. The fraction of small particles at the center of (0,0,12)-polyhedra in local
minima is shown as a function of size ratio λ, at T = 2.0 (black circles) and at the
lowest equilibrated temperatures (open circles).
of icosahedra in local minima also shows, at intermediate temperatures, a shallow
minimum, which is more pronounced the more fragile is the mixture, and appears to
be a distinct feature of constant pressure simulations.2
To have a better feeling of how icosahedral ordering is triggered by size ratio, we
show, in Fig. 4.2, the fraction of (0,0,12)-polyhedra in local minima as a function of
λ. Results are shown along the isotherm T = 2.0 and for T ≈ Tr, i.e. at the lowest
temperatures that could be accessed in metastable equilibrium conditions. Depending
on temperature, a different range of λ is considered. In the deeply supercooled regime
(T ≈ Tr) only mixtures with 0.60 ≤ λ ≤ 0.84 could be equilibrated (see Section 3.1).
In this range, we can only observe an increase of the fraction of icosahedra upon
increasing λ. At high temperature (T = 2.0) the full range 0.60 ≤ λ ≤ 1.00 can
be accessed and our data reveal the existence of a maximum of icosahedral ordering
around λ ≈ 0.82. Interestingly, these results—obtained from local minima at high
temperature—show that the variation of icosahedral ordering with size ratio, which is
apparent in the deeply supercooled regime, is already encoded in the liquid inherent
structure.
2This feature might be due to the fact that the pressure of the system is not kept constant in
our U-minimizations. The author thanks F. Sciortino for pointing this out.
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(a) (0,2,8)-polyhedron (b) (0,3,6)-polyhedron (c) (0,0,12)-polyhedron
Figure 4.3: Examples of locally preferred structures found in local minima of su-
percooled Lennard-Jones mixtures. Small and large particles are shown as dark and
pale spheres respectively. (a) (0,2,8)-polyhedron (twisted bicapped square prism)
in BMLJ. This is the most frequent chemical coordination, incidentally one or two
small particles can form the cap. (b) (0,3,6)-polyhedron (capped trigonal prism)
in Ni33Y67 . In this case, one of the caps is often formed by a small particle. (c)
(0,0,12)-polyhedron (icosahedron) in WAHN. On average, the coordination around
the central particle is equimolar.
Such a pattern of variation of icosahedral ordering with size ratio is strikingly
similar to that observed in models of bidisperse Cu glasses [89] and in the realistic
models of metallic glasses developed by Hausleitner and Hafner [129, 130]. This
suggests that the increase of icosahedral ordering with size ratio might be a general
feature of binary systems with additive, or nearly additive, spherical interactions.3
Furthermore, the onset of crystallization for λ ≥ 0.88 (see Section 3.1) could be simply
be explained, in this kind of systems, by the decrease of icosahedral coordination
and by a larger occurrence of (0,3,6,4)-polyhedra and (0,4,4,6)-polyhedra, which are
typical of FCC crystals [195]. We found, in fact, that the fraction of FCC-related
polyhedra in the normal liquid regime increases as λ → 1. A similar behavior has
been explicitly demonstrated for the bidisperse Cu model by means of a Honeycutt-
Andersen construction.
Let us now generalize our analysis to the case of locally preferred structures other
than icosahedra. Such opportunity is provided by non-additive mixtures, such as
BMLJ and Ni33Y67 . In the case of Ni33Y67 , in fact, icosahedral ordering has been
shown to be strongly frustrated [94]. Non-additivity of the interaction potential fa-
vors the formation of trigonal prismatic structures [94], similar to those found in
3In the models of Hausleitner and Hafner, the interaction parameters become non-additive at
large size asymmetry, favoring prismatic geometries. In the case of additive AMLJ-λ mixtures,
instead, no sharp structural characterization is apparent at large size asymmetry.
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Figure 4.4: Temperature dependence of the fraction of small particles at the cen-
ter of selected Voronoi polyhedra in instantaneous configurations (main plot) and
local minima (inset). The fraction of (0,2,8)-polyhedra in BMLJ (white symbols)
and (0,0,12)-polyhedra in WAHN mixture (black symbols) are shown along isobaric
quenches at P = 10. Data for Ni33Y67 are close to those for BMLJ, but are not shown
for clarity.
the crystalline phases of NiY alloys. This is confirmed by our analysis, which shows
(see Table 4.1) that the most frequent Voronoi polyhedron around small particles in
Ni33Y67 is the (0,3,6)-polyhedron, corresponding to capped trigonal prismatic struc-
tures. In the case of BMLJ, we find that the (0,2,8)-polyhedron has the largest
occurrence around small particles both at high and low temperature (see Table 4.1).
This polyhedron corresponds to twisted bicapped square prisms, mostly formed by
neighboring large particles. The preference for twisted prismatic structures in BMLJ
has also been highlighted in studies on the coordination polyhedra in the liquid [95],
and on the stability of isolated clusters [196]. As a working hypothesis, we identify
the geometries associated to (0,3,6)-polyhedra and (0,2,8)-polyhedra as the locally
preferred structures of Ni33Y67 and BMLJ, respectively. These two non-additive mix-
tures can be effectively contrasted to WAHN, which displays a strong icosahedral
ordering upon supercooling.
In Fig. 4.3 we show three highly symmetric configurations corresponding to locally
preferred structures, found in local minima of WAHN, BMLJ and Ni33Y67 . Notice
that the structures shown in the figure are among the most symmetric in their own
class of Voronoi polyhedra. Support to our definition of locally preferred structures
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is given by the analysis of angular distributions [12].
As it can be seen from Fig. 4.4, the thermal rate of growth of the fraction of par-
ticles forming locally preferred structures differ markedly in these systems. In fact,
the fraction of icosahedra in WAHN increases rapidly by decreasing temperature,
whereas the growth of prismatic structures, typical of BMLJ and Ni33Y67 , is rather
mild. The case of the WAHN mixture is somewhat extreme. In fact, the size ratio
of this mixtures (λ = 0.82) corresponds to the maximum of icosahedral ordering,
as it can be seen from Fig. 4.2. Very recently, a study on the crystallization of the
WAHN mixtures appeared [197], showing that, under certain conditions of compo-
sition (typically AB2), density, and cooling rate, the system can crystallize into a
MgZn2 structure. It would be thus extremely interesting to study in more details
the competition between icosahedral ordering and tendency to crystallization in this
system.
4.1.3 Intermediate range order and clustering
The most frequent Voronoi polyhedra found in LJ mixtures are not homogeneously
spread in the system. They tend to form growing domains as the temperature de-
creases. This feature is exemplified by the two snapshots in Fig. 4.5, where we
show the typical extension of domains formed by locally preferred structures in local
minima, for deeply supercooled BMLJ and WAHN mixtures. Similar extended do-
mains formed by interlocking icosahedra have been found in the supercooled regime
of Dzugutov liquids [88, 97].
To assess the statistical relevance of the presence of such domains, we analyze the
distribution P (N) of clusters composed by N neighboring particles forming locally
preferred structures. Our identification of domains is as follows. For each given
configuration, we partition the particles into three classes: (i) c-particles, which are
the center of a locally preferred structure; (ii) n-particles, which are neighbors to
some other c-particle, but are not themselves centers of a locally preferred structure;
(iii) o-particles, which are neither c-particles nor n-particles, i.e. they are outside
the domains formed by locally preferred structures. Particles sharing a face in the
Voronoi construction are then considered as neighbors. Using the partitioning scheme
above, we identify domains as clusters composed by neighboring c- and n- particles.
The distribution P (N) is shown in Fig. 4.6 for instantaneous configurations of
BMLJ and WAHN at different state points. By decreasing temperature, a clear
tendency of forming larger clusters is observed in both systems. In the WAHN
mixture we find that, around Tr, there is almost always a large cluster formed by
icosahedra percolating in the simulation box, beside some smaller ones. This feature
is reflected in the bimodal distribution of P (N) for WAHN at low temperature. On
74 Local structure of model glass-formers
(a) BMLJ (P = 10, T = 0.60) (b) WAHN (P = 10, T = 0.645)
Figure 4.5: Domains formed by locally preferred structures in local minima at the
lowest equilibrated temperature at P = 10 (WAHN: T = 0.645. BMLJ: T = 0.60).
Particles forming (a) (0,2,8)-polyhedra in BMLJ and (b) (0,0,12)-polyhedra in WAHN
are shown as spheres of the same radius, irrespectively of chemical species.
the other hand, as expected from the analysis of Fig. 4.4, the growth of domains in
BMLJ appears to be more limited.
4.1.4 Dynamical impact of locally preferred structures
The formation of domains of locally preferred structures is expected to provide an
efficient mechanism of slowing down in supercooled liquids [88]. To investigate this
point, we evaluate the self intermediate scattering function for small particles [see
Eq. (1.1)], according to their role in the locally preferred structure at time t = t0.
At each time origin t0, we partition the small particles into c-, n-, and o-particles, as
described in Section 4.1.3. The correlation functions F cs (k, t), F
n
s (k, t), and F
o
s (k, t)
are then obtained by performing the average over time origins in Eq. (1.1) using only
c-, n-, or o-particles respectively. Relaxation times τc, τn, and τo are defined as in
Section 1.2.
The ratio τc/τo provides a simple measure of the slowness of particles inside do-
mains formed by a particular locally preferred structure. The temperature depen-
dence of τc/τo is shown in Fig. 4.7 for various mixtures at P = 10. The value of
τc/τo tends to 1 at high temperature in all systems and increases more markedly
by decreasing temperature, as the fragility of the system increases. Around Tr, we
find that relaxation times within icosahedral domains differ by roughly an order of
magnitude from those outside, whereas prismatic structures in non-additive mixtures
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Figure 4.6: Distribution P (N) of the size N of domains formed by locally preferred
structures in BMLJ (left plots) and WAHN (right plots) at different T . Results refer
to isobaric quenches at P = 10.
develop a more modest separation of time scales.
The dynamical impact of locally preferred structures is assisted, at low temper-
ature, by an increased lifetime of the slow domains. We proceed similarly to Do-
nati et al. [16], introducing a single-particle function νi(t) that equals 1 if particle i is
at the center of a given Voronoi polyhedron, and 0 if not. Restricting our attention
to small particles, we compute the autocorrelation function [16]
σ(t) =
N2∑
i=1
〈νi(t)νi(0)〉 −
n2p
N2
(4.1)
where np =
∑N2
i=1〈νi(0)νi(0)〉 is the average number of small particles at the center of
a given polyhedron. We estimate the lifetime τp of a polyhedron from the condition
σ(τp) = σ(0)/e. Independent of the polyhedron under consideration, the normalized
autocorrelation function σ(t)/σ(0) falls rapidly to zero in the normal liquid regime.
As the temperature is lowered, polyhedra corresponding to locally preferred struc-
tures become more long-lived than the others, as expected. Around Tr, we find that
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Figure 4.7: Dynamical impact of locally preferred structures, as identified by
the temperature dependence of the ratio τc/τo (main plot) and τn/τo (insets) at
P = 10. See text for definition of τc, τn, and τo. Upper plot: AMLJ-λ mixtures for
λ = 0.60, 0.70, 0.73, 0.82. Lower plot: BMLJ (filled circles), WAHN (open circles)
and Ni33Y67 (stars). The dotted line drawn at 1 indicates the high temperature limit.
σ(t)/σ(0) for locally preferred structures decays to zero within the time scale given by
the decay of F 2s (k
∗, t). In Table 4.2, we report the lifetimes τp of some frequent poly-
hedra found at the lowest equilibrated temperatures for WAHN, BMLJ, and Ni33Y67 .
In WAHN and BMLJ, the lifetime of polyhedra corresponding to locally preferred
structures is around an order of magnitude larger than those of other geometries.
Interestingly, in the case of Ni33Y67 , we find that some less frequent polyhedra, such
as (0,2,8)-polyhedra, have a lifetime comparable to that of our putative locally pre-
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T ≈ Tr
Signature τp τp/τ2
WAHN (0,0,12) 2000 1.6
(0,1,10,2) 90 0.1
(0,2,8,2) 60 0.0
(0,3,6,4) 60 0.0
BMLJ (0,2,8) 800 0.4
(0,3,6) 200 0.1
(1,2,5,3) 70 0.0
(1,2,5,2) 40 0.0
Ni33Y67 (0,2,8) 2500 0.5
(0,3,6) 1600 0.3
(0,3,6,1) 1300 0.3
(1,2,5,2) 90 0.0
Table 4.2: Lifetime τp of most frequent Voronoi polyhedra around small particles.
Results are obtained from local minima at the lowest equilibrated temperatures (T ≈
Tr). Also shown is the ratio τp/τ2, where τ2 is the relaxation time obtained from the
condition F 2s (k
∗, τ) = 1/e.
ferred structure, suggesting the existence of competing structures. We also find that
icosahedra tend to have a longer lifetime, relative to the typical structural relaxation
times, than prismatic structures.
4.1.5 On the origin of locally preferred structures
Having discussed the properties of local structures in some details, we come back to
the question we tackled in Section 4.1.1: Why should a local structure be preferred?
We will discuss some recent theoretical advances concerning this problem and show
simulation results that may shed some light on this point.
Our intuition on the existence of a preference for local structures in bulk systems
is mostly based on the idea of isolated clusters stability. This was indeed the basis of
Frank’s argument on the role of icosahedral ordering (see Section 1.3.1). Along these
lines, recent numerical investigations in simple monoatomic glass-formers, e.g. modi-
fied Dzugutov liquids [97], have highlighted the connection between cluster structures
corresponding to global minima of the potential energy and local structures in the
bulk. However, as anticipated in Section 4.1.1, we expect at least two other factors
to play a key-role
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• The liquid environment
The liquid environment surrounding a cluster in the bulk necessarily affects
its stability in a complicated way. This problem has been recently faced by
Mossa and Tarjus who developed a mean-field treatment of the effect of the
liquid environment around the cluster [98, 99]. In this approach, the cluster
is inserted in a spherical cavity and the interaction between the cluster and
the “mean-field liquid” is described by an effective free energy functional F ≡
F [g(r);R], which depends on the radial distribution function g(r) of the bulk
liquid and the radius R of the cavity. The free energy implicitly depends,
through g(r), on thermodynamic variables, e.g. T and ρ. A global minimization
of F allows, in principles, to determine directly the locally preferred structure
in the bulk, removing the free-surface effect. This approach is very promising
but, at present, it has two main limitations: (i) The extension of the method to
treat mixtures and molecular liquids poses both conceptual and implementation
issues;4 (ii) It is still unclear whether the global minima of F actually reflect
the stability of a local structure in the bulk, i.e. if F is the “correct” local free
energy.5
• Energy vs. packing
The analogy between LPS and stable cluster structures emphasizes the role of
energy. In general, we expect both energy and packing effects to determine
the stability of a LPS in the bulk. To clarify at least partly what we mean by
“packing effects”, it is useful to sketch a simple statistical mechanical descrip-
tion of the Voronoi construction, following the approach recently introduced
by Procaccia and coworkers [199]. The Gibbs free energy G is approximated
as a sum of contributions coming from the individual Voronoi polyhedra of the
system
G(T, P ) ≈
N∑
i=1
ui + P
N∑
i=1
vi − TS({vi}) (4.2)
where ui is the energy of the particle at the center of the Voronoi polyhedron i,
and vi is its volume. Minimization of G at fixed P, T will arise from low energy
structures but also from close-packed arrangements of particles. In fact, small
4In fact it is hard to cope with the compositional and orientational freedom found in mixtures
and molecular liquids. The author thanks S. Mossa and G. Tarjus for discussions on this point.
5The approach of Mossa and Tarjus showed that the icosahedron is the global minima of 13-
atoms clusters in the mean-field liquid, consistent with Frank’s argument. However, we found
that icosahedra, as identified by the Voronoi construction, occur in the monocomponent LJ liquid
less frequently than other structures. This is consistent with what observed in another simple
monoatomic liquid [198]
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Voronoi volumes will lower directly the enthalpic term and also increase the
entropy of the system.
To investigate this point we analyze the average energies and the average volumes
of the most frequent corresponding Voronoi polyhedra in local minima (see Table 4.3).
We define the energy of the polyhedron as that of the energy of the central particle,
but qualitatively similar conclusions would be drawn by considering the energy of
the LPS as a whole (central + neighboring particles). Our analysis reveals that the
interplay between packing and energetic effects can be subtle, even in simple systems
such as LJ mixtures.
Let us first consider the properties of icosahedral structures in AMLJ-λ mix-
tures. At relatively large λ, around the maximum of icosahedral ordering, we see
that (0,0,12)-polyhedra are characterized on average by both the lowest energy and
the lowest volume among the most frequent polyhedra. For larger size-asymmetry,
(0,0,12)-polyhedra are still the lowest in energy, but now distorted trigonal prismatic
structures provide packing of comparable efficiency. Since icosahedral ordering is
strongly suppressed, this is an indication that local energies alone might not be not
sufficient to predict the LPS.
Another interesting effect is observed in non-additive mixtures. In the case of
BMLJ, we see that our putative LPS has indeed the lowest energy—consistent with
recent findings of Doye on isolated clusters of BMLJ particles [196]—but not the
lowest volume. However, when we consider Ni33Y67 the situation is reversed and our
putative LPS is not energetically favored, but it provides the best packing. Non-
trivial geometric effects—related to interlocking arrangements of trigonal prisms—
might also play a role in stabilizing (0,3,6)-polyhedra in the bulk. The existence of
competing structures in Ni33Y67 , which we suggested in Section 4.1.4, might arise
from a subtle interplay between stability and packing, since we found that (0,2,8)-
polyhedra are among the lowest in energy.6 The analysis of non-additive mixtures
makes it clear that both energy and packing effects need to be considered when
discussing the origin of the preference for a local structure in the bulk.
4.2 Network glass-former
We already saw in Section 3.2 that the NTW model is able to describe the average
structure of a more realistic model of network glass-former, i.e. BKS silica, close to
the experimental density. Here we will provide a deeper insight into the local and
network structure of the NTW model, by analyzing in more details the features of
the first-neighbor coordination shells.
6This is particularly evident from analysis of instantaneous configurations (not shown).
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Fraction Volume Energy
AMLJ-0.64 13.9 (0,2,8,1) 0.277 (0,0,12) -6.375 (0,0,12)
9.3 (0,2,8,2) 0.281 (0,2,8) -5.799 (0,3,6,4)
8.3 (0,2,8) 0.282 (0,3,6,1) -5.776 (0,2,8,2)
6.7 (0,3,6,3) 0.282 (0,2,8,1) -5.593 (1,2,6,2,1)
4.8 (0,3,6,4) 0.283 (1,2,5,3) -5.483 (0,3,6,3)
AMLJ-0.70 12.1 (0,0,12) 0.337 (0,0,12) -6.608 (0,0,12)
11.8 (0,2,8,2) 0.347 (0,2,8) -6.458 (0,1,10,2)
11.6 (0,2,8,1) 0.351 (1,2,5,3) -5.825 (0,2,8,2)
6.7 (0,3,6,4) 0.351 (0,2,8,1) -5.810 (0,3,6,4)
5.9 (0,3,6,3) 0.351 (0,1,10,2) -5.606 (1,2,6,2,1)
AMLJ-0.82 29.1 (0,0,12) 0.529 (0,0,12) -6.479 (0,0,12)
10.8 (0,2,8,2) 0.541 (0,2,8,1) -6.420 (1,0,9,3)
8.1 (0,1,10,2) 0.548 (0,2,8,2) -6.296 (0,2,8,4)
6.9 (0,3,6,4) 0.554 (1,0,9,3) -6.276 (0,1,10,2)
2.9 (0,2,8,3) 0.558 (0,3,6,3) -6.096 (0,2,8,3)
WAHN 31.4 (0,0,12) 0.545 (0,0,12) -6.448 (0,0,12)
10.1 (0,2,8,2) 0.558 (0,2,8,1) -6.428 (1,0,9,3)
8.6 (0,1,10,2) 0.565 (0,2,8,2) -6.313 (0,2,8,4)
7.1 (0,3,6,4) 0.570 (1,0,9,3) -6.294 (0,1,10,2)
3.0 (0,2,8,3) 0.575 (1,2,6,3,1) -6.106 (0,2,8,3)
BMLJ 18.6 (0,2,8) 0.493 (0,3,6) -7.074 (0,2,8)
7.3 (1,2,5,3) 0.496 (0,2,8) -7.044 (0,2,8,1)
6.1 (1,2,5,2) 0.497 (1,2,5,2) -7.020 (1,2,5,3)
6.0 (0,3,6) 0.498 (1,3,3,3) -6.836 (2,2,3,3,1)
5.9 (0,2,8,1) 0.501 (2,2,4,1,2) -6.818 (0,3,6)
Ni33Y67 14.0 (0,3,6) 0.302 (0,3,6) -5.044 (0,2,8,1)
9.3 (0,3,6,1) 0.307 (1,3,3,3) -4.930 (1,2,5,3)
8.6 (0,2,8) 0.309 (0,3,6,1) -4.916 (0,3,6,1)
6.1 (1,2,5,2) 0.310 (1,2,5,2) -4.911 (0,3,6,2)
6.1 (1,3,3,3) 0.314 (0,4,4,3) -4.906 (0,2,8)
Table 4.3: Average energy and volume of the most frequent Voronoi polyhedra. In
the three columns, the polyhedra are sorted by fraction, energy and volume respec-
tively. The data refer to local minima of the potential energy sampled at the lowest
equilibrated temperatures.
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To characterize the local and intermediate range order of the NTW model, we
start with a simple analysis of the coordination numbers
Zαβ = 4piρβ
∫ rαβ
0
gαβ(r)r
2dr (4.3)
where rαβ is the position of the first minimum in gαβ(r) and α, β = 1, 2. The values
of Zαβ corresponding to a perfect tetrahedral network are Z12 = 4, Z21 = 2, and
Z11 = 4. We use the first two coordination numbers (Z12 and Z21) to characterize the
tetrahedral local order. On the other hand, the Z11 coordination number implicitly
conveys information on the network structure of the system, i.e. coordination among
tetrahedra.
In Fig. 4.8 we show the T -dependence of Z12, Z21, and Z11 along different isochoric
quenches. For densities in the range 1.250 < ρ < 2.300, we see that Z12 → 4 and
Z21 → 2 as the liquid is cooled from high temperature, which corresponds to the
formation of a local tetrahedral environment at low T (T ≈ 0.30). From the analysis
of the distribution of coordination numbers (defined as the number of particles of
species β within rαβ from a central particle of species α) we found that the total
probability of defects in Z12 and Z21 is typically < 10% at low T .
Since the local order of the NTW is nearly tetrahedral in the whole range 1.250 <
ρ < 2.300, we expect the effect of density to appear more clearly in the intermediate-
range order. The distribution of coordination number Z11 is in fact more sensitive
to density variations. This is shown if Fig. 4.9. In the case ρ = 1.655 the network
structure is nearly ideal, i.e. ≈ 90% of particles of species 1 have Z11 = 4. At
low density (ρ = 1.250) we find a slight excess of 3-fold coordinated particles of
species 1 (Z11 = 3), whereas at high density (ρ = 2.300) we find frequent occurrence
of 5-fold coordinations. Thus we conclude that the densities ρ =1.250, 1.655, and
2.300 correspond to (slightly) defective, optimal and over-coordinated tetrahedral
networks, respectively.
The bond-angle distributions f212(θ), f121(θ), and f121(θ), obtained using the
neighbors found from the coordination analysis discussed above, are shown in Fig. 4.10
at the lowest equilibrated temperatures attained at ρ = 1.250, 1.655, and 2.300. The
peak position in f212(θ) reflects the presence of slightly distorted tetrahedra around
particles of species 1 (ideal tetrahedral angle: 109◦) whereas the peak in f121(θ) cen-
tered around 180◦ corresponds the bridges formed by particles of species 2. Analysis
of the bond-angle distribution f111(θ) provides further insight into the intermediate
range order of the NTW model. At low and intermediate densities, there is a broad
peak centered around θ ≈ 105◦, corresponding to the distorted corner-sharing tetra-
hedra. There is also a small peak at 60◦, which is expected to be due to three-fold
rings [200]. At high density the peak at θ ≈ 60◦ grows and the tetrahedral one splits.
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Figure 4.8: Average coordination number Z12 (upper panel), Z21 (middle panel),
and Z11 (lower panel) as a function of T for different densities in the NTW model.
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Figure 4.9: Distribution of coordination numbers D(Z11) for ρ = 1.250, 1.655,
2.000, and 2.300.
Similar changes in the angular distributions upon densification were found in more
realistic models of silica [200].
To illustrate the nature of the defects found in the NTW model upon varying
density, we show in Fig. 4.11 some typical configuration found in our samples at
low temperature. In particular, the Z11 = 3 configuration results either from the
occurrence of either a broken or a stretched “oxygen-bridge”. On the other hand,
the Z11 = 5 configuration may correspond to either to a 3-fold coordinated particle
of species 2 (Z21 = 3) or to another tetrahedra which, due to the densified structure,
induces a distortion of the 1-1 tetrahedral coordination shell.
To summarize, the NTW model shows the typical local and intermediate-range
order of a network glass-former for densities around ρ ≈ 1.5÷ 1.7. The experimental
density of silica in reduced units is 1.530, which lies inside this range, as expected. We
remark that outside this optimal range, but within 1.250 < ρ < 2.300, the structure
of NTW can still be described as a defective or over-coordinated tetrahedral network.
Only at higher densities (ρ = 2.800) the local tetrahedral structure is disrupted, but in
this case crystallization occurs early upon cooling the liquid from high temperature
(Section 3.2). This, at present, seems to prevent the analysis of a stishovite-like
network liquid in the supercooled regime (ρ ≈ 2.9).
One final remark regards the possibility of employing the Voronoi construction
to describe open local structures. It is known from the literature [201, 202] that the
Voronoi construction needs to be refined in the case of open structures, such as the
tetrahedral network structure. Direct application of the method used for LJ mixtures
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Figure 4.10: Angular distribution f(θ111), f(θ212) and f(θ121) at the lowest equili-
brated temperatures attained at ρ = 1.250, 1.655, 2.300.
and described in Section 4.1.1 resulted in a broad and featureless distribution of
Voronoi signatures. This is due to to the interference effect of second- and third-
neighbor shells, which lead to an excess of Voronoi polyhedra with a large number
of small-area faces [201]. A possible solution to this problem is to remove iteratively
from the Voronoi construction all faces with area smaller than a given threshold
value, e.g. one tenth of the largest area of the polyhedron [202]. By adopting this
procedure we could eventually employ the Voronoi construction for the NTW model.
Around 90% of the Voronoi polyhedra found at low temperature for ρ = 1.250 and
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a) Z11 = 3 b) Z11 = 4
Broken oxygen bridge Nearly perfect tetrahedron
c) Z11 = 5 d) Z11 = 5
Distorted tetrahedron 3-fold oxygen bridge
Figure 4.11: (a) Under-coordinated defect (Z11 = 3): broken “oxygen-bridge”; (b)
Nearly ideal tetrahedral structure (Z11 = 4); (c),(d) Over-coordination defects (Z11 =
5) in the NTW model: (c) defect due to invasion by an unconnected tetrahedron; (d)
defect due to 3-fold coordinated particle of species 2 (Z21 = 3).
1.655 had the signature (4, 0, 0), as expected. However, in the case of ρ = 2.300, the
Voronoi construction significantly overestimated the fraction of 5- and 6-fold defects
[(2, 2, 2)- and (2, 3, 0)-polyhedra]. Due to these technical difficulties we to stick to the
use of coordinations numbers for characterizing the local order of the NTW model.

Chapter 5
Dynamics of model glass-formers
5.1 Onset of slow dynamics
Upon cooling from the normal liquid regime, both LJ and NTW models develop the
typical features of slow dynamics discussed in Section 1.2. To determine the onset
temperature TO we inspect the self-part of the intermediate scattering functions [see
Eq. (1.1)] evaluated separately for particles of species α = 1, 2
Fαs (k, t) =
1
Nα
Nα∑
i=1
〈 exp {ik · [ri(t+ t0)− ri(t0)]} 〉 (5.1)
The t-dependence of the self intermediate scattering functions for some selected sys-
tems is shown in Fig. 5.1 and 5.2 for particles of species 1. In these figures, we show
F 1s (k
∗, t), where k∗ is close to the position of the first peak in the number-number
static structure factors. The temperature at which, upon cooling the liquid from high
temperature, two-step relaxation develops in F 1s (k
∗, t) is identified as TO.
In Fig. 5.1 and 5.2 we can also see that, on the time scale of the earlyβ-relaxation,
the correlation functions for the NTW model display distinct damped oscillations,
which are more pronounced in the case of low and intermediate density. This be-
havior is similar to the one found in previous numerical simulations using the BKS
model [134]. Note that the amplitude of these oscillations would be slightly smaller in
larger samples, which is a well-known finite-size effect [134]. These oscillations have
been interpreted [134] as a signature of the Boson peak [59], which appears more
clearly in the glass phase. The decrease of the intensity of the Boson peak upon
increasing density is a well-known feature of silica [134, 203], which is qualitatively
reproduced by our NTW model. Also note that a small blip can be found by close
inspection of the data of the LJ models. This behavior was well-known from the
early simulations of Kob and Andersen [127].
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Figure 5.1: Intermediate scattering functions (self part) Fs(k
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5.2 Fragility
The fragility of a glass-former quantifies how rapid the change of dynamical properties
is upon supercooling. We will focus on dynamical quantities that can be computed
with good statistical accuracy in numerical simulations, namely relaxation times for
the decay of density fluctuations and diffusion coefficients.
For the definition of relaxation times we will consider the self part of the inter-
mediate scattering function Fαs (k, t) defined in Eq. (5.1). Relaxation times τα for
species α are defined by the condition Fαs (k
∗, τα) = 1/e, where k∗ corresponds to the
position of the first peak in the number-number structure factor. In the following, we
will focus on the temperature dependence of τ ≡ τ1, but similar trends are observed
when considering the particles of species 2.
5.2.1 Fitting procedures
The difficulty of providing an unbiased, global description of the temperature depen-
dence of transport coefficients and relaxation times by fitting the experimental data
has been particularly stressed by Kivelson et al. [105]. Care must be taken when the
definition of fragility itself relies on a specific functional form, or when the latter is
used for extrapolations outside the accessible range of temperature. We thus seek
functional forms that are reliable over a large range of temperature and require the
range for fitting to be well-specified and physically motivated. For describing the
temperature dependence of relaxation times, we start with the well-known Vogel-
Fulcher-Tammann (VFT) law (see Section 1.2.2)
τ(T ) = τ∞ exp
[
1
K(T/T0 − 1)
]
(5.2)
The material-dependent parameterK quantifies the fragility of the glass-former under
consideration. The larger is K, the steeper is the increase of τ(T ) upon supercooling.
Equation (5.2) provides a fairly good description of relaxation times in the deeply
supercooled regime, but is inaccurate at high temperature [105]. In the normal liquid
regime, in fact, relaxation times have a mild temperature dependence, which is well
described by the Arrhenius law. The existence of a crossover between these two
regimes around some temperature TO, accompanied by several qualitative changes in
the properties of the liquid, is well established in the literature (see Section 1.2). It
seems thus sensible to use the following global functional form
τ(T ) =
 τ∞ exp [E∞/T ] T > T
∗
τ
′
∞ exp
[
1
K(T/T0 − 1)
]
T < T ∗
(5.3)
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where
τ
′
∞ = τ∞ exp
[
E∞/T ∗ − 1
K(T ∗/T0 − 1)
]
(5.4)
as a generalized VFT law. This functional form is continuous at the crossover tem-
perature T ∗ and provides a fragility index K with analogous physical meaning to that
in Eq. (5.2). To fit our simulation data to Eq. (5.2), we proceed similarly to Kivel-
son et al. [105]. First we fit the relaxation times to the Arrhenius law τ∞ exp(E∞/T )
in the range T > TO and then we use τ∞ and E∞ as fixed parameters in a global fit
to Eq. (5.3). In this way, a good overall fit is obtained for relaxation times. Note that
T ∗ is considered as a fitting parameter, but the conclusions of our analysis would not
be qualitatively altered by fixing T ∗ = TO.
A different approach is to analyze the effective activation (free) energy E(T )
defined by inversion of
τ(T ) = τ∞ exp
[
E(T )
T
]
(5.5)
where τ∞ is the high-temperature limit of relaxation times. Analysis of the tempera-
ture dependence of E(T ) will allow us to make contact with previous work based on
effective activation energies [105], and to discuss the variation of fragility in a way
more convenient for highlighting the role of the PES (Section 6.1.3). To describe the
T -dependence of activation energies we will use Eq. (1.9), which we report here for
convenience
E(T ) =
{
E∞ T > T ∗
E∞ +BT ∗
(
1− T
T ∗
)8/3
T < T ∗
The dynamical crossover discussed above is naturally encoded in Eq. (1.9): at high
temperature, relaxation times follow a mild, Arrhenius-type temperature dependence,
τ∞ exp [E∞/T ], hence E(T ) ≈ E∞. Below the crossover temperature T ∗, effective
activation energies of increase markedly, indicating super-Arrhenius behavior. The
more fragile is the glass-former, the shaper the increase of effective activation ener-
gies below T ∗. Fragility is measured by B, which is the parameter quantifying the
departure from the high-temperature Arrhenius regime.
It has been shown [105] that the functional form in Eq. (1.9) provides a fair
account of a wide spectrum of experimental data. Also note that the crossover tem-
perature T ∗, which corresponds to the avoided singularity in the frustration picture
(Section 1.3.2), is naturally identified as the onset temperature TO. Further discus-
sions on the role of the other parameters in Eq. (1.9) and on the exponent 8/3 can
be found in Refs. [54] and [21]. For fitting our data to Eq. (1.9), we proceed as
suggested by Kivelson et al. [105]. First we fit the high temperature portion of our
data (T > TO) to an Arrhenius law τ∞ exp [E∞/T ] and then we use τ∞ and E∞ as
fixed parameters in global a fit of our simulation data to Eq. (1.9).
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5.2.2 Lennard-Jones mixtures
The Angell plots of relaxation times in Fig. 5.3 and Fig. 5.4 constitute the starting
point of our discussion. For their construction we have used a reference temperature
Tr, akin to the glass transition temperature Tg, at which τ(Tr) = 4 × 104. Such a
value of τ(Tr) is close to the one used by Bordat et al. [9] in a study of modified
Lennard-Jones mixtures. For each mixture, the value of the reference temperature
Tr, which we have extrapolated using Eq. (5.3), is only slightly below the lowest
equilibrated temperature.
In Fig. 5.3 we consider the set of additive mixtures AMLJ-λ along isobaric
quenches at P = 10. The size ratio λ is varied in the range 0.60 ≤ λ ≤ 0.82.
A strong, systematic variation is apparent upon varying λ: the mixture becomes
more fragile as λ increases, i.e. as the size asymmetry between the two species is
reduced. Recently, a similar influence of size ratio on fragility has been observed in
modified BMLJ mixtures [11]. The trend of variation of fragility is confirmed by our
fitting procedure, whose outcome is summarized in Table 5.1. The dependence of
the isobaric fragility index K on λ, shown in the inset of Fig. 5.3, also suggests the
existence of a saturation of fragility around λ = 0.80.
The variation of fragility observed in Fig. 5.3 and 5.4 displays a striking correla-
tion with the properties of local order discussed in Section 4.1. In fact, the increase
of icosahedral ordering upon supercooling is more rapid and more pronounced as λ
increases, i.e. as the fragility of the mixture increases. To our knowledge, this is the
first time that such a relationship is established in supercooled binary mixtures. Pre-
vious numerical studies have focused, in fact, on the connection between icosahedral
ordering and super-Arrhenius behavior in monoatomic liquids [88, 97].
The theoretical interpretation of the connection between fragility and icosahedral
ordering is non-trivial. On the one hand, the variation of fragility with icosahedral
ordering may be understood within the frustration-limited domains theory [103] in
terms of a more rapid stabilization, upon supercooling, of locally preferred structures
—in the present case, icosahedra. We will further discuss this point in Section 5.2.3.
On the other hand, the trend we find in our simulations and shown in Fig. 4.1 appears
to be at variance with the results of a recent phenomenological model [100, 101].
Further clarifications on the relevance of this theoretical approach to our simulated
systems are thus required.
Figure 5.4 shows the temperature dependence of relaxation times for the two
well-studied glass-formers BMLJ and WAHN, both cooled isobarically at P = 10.
These mixtures have been used extensively for numerical investigations of the glass-
transition, but a direct comparison has never appeared in the literature. The compar-
ison between these mixtures allows us to generalize the connection between fragility
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Figure 5.3: Angell plot of relaxation times of large particles τ for a selection of
AMLJ-λ mixtures. Results are shown for λ = 0.60, 0.70, 0.73, 0.82 along the isobar
P = 10. The reference temperature Tr is described in the text. The inset shows the
isobaric fragility index K obtained from generalized VFT equation [Eq. (5.3)] against
size ratio λ.
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Figure 5.4: Angell plot of relaxation times of large particles τ for BMLJ (black
circles) and WAHN mixture (white circles) along isobaric quenches at P = 10. The
inset shows results at P = 5, 10, 20, 50 for BMLJ.
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and locally preferred structures to systems possessing favored geometries different
from icosahedra. We find that WAHN is appreciably more fragile than BMLJ, inde-
pendent of quenching protocols and system size.1 This correlates with the thermal
rate of growth of LPS, which we found to be rather mild in the case of BMLJ, com-
pared to that of WAHN (Section 4.1.2). The connection between fragility and LPS
is confirmed by the analysis of the data for the Ni33Y67 . Note that the enhanced
fragility of WAHN is not surprising since this mixture is, a part from a different
mass ratio,2 an AMLJ-λ mixture with λ = 0.837. Thus, WAHN can be considered
as the end-point of a series of supercooled mixtures with increasingly pronounced
icosahedral ordering and fragile behavior.
Does isobaric fragility itself depend on pressure? This question has received much
attention in the last years, in particular within the experimental community [60, 61,
204, 205, 206]. A tentative answer can be given for BMLJ, for which we performed
isobaric quenches in the range 5 ≤ P ≤ 50. By looking at the inset of Fig. 5.4, we
can see that relaxation times obtained along different isobars collapse on a master
curve by scaling T with the corresponding Tr. Numerical values of isobaric fragility
K, obtained from Eq. (5.3) along different isobars, are also very close to each other
(see Table 5.1). Thus, our results indicate that the pressure dependence of isobaric
fragility of Lennard-Jones mixtures might be mild or even negligible for moderate
variations of P . For a given system, we also find that the isochoric fragility is slightly
smaller than the corresponding isobaric fragility, in agreement with experimental
observations [206].
As another dynamical indicator we consider the the total diffusion coefficient
D = x1D1+x2D2, given by the usual Einstein relation. The temperature dependence
of D can be described quite satisfactorily over the entire temperature range by a
modified VFT law [50]
D(T ) = D0T exp
[
− 1
K(T/T0 − 1)
]
(5.6)
Again, the parameter K in Eq. (5.6) provides a measure of fragility. Angell plots for
the diffusion coefficient are shown in Figs. 5.5 and 5.6, and results of fits to Eq. (5.6)
are collected in Table 5.1. Regarding the variation of fragility in our models, results
obtained for the diffusion coefficient confirm the analysis based on relaxation times.
Note that, by considering the temperature dependence of both τ ≡ τ1 and D, we
account for a possible dependence of fragility on chemical species and wave-vector.
1We observed a similar difference in fragility on both smaller (N = 108) and larger samples
(N = 6912) cooled at constant density.
2We found that such difference in mass ratio is irrelevant to the dynamical properties in consid-
eration
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Figure 5.5: Angell plot of total diffusion coefficient D for a selection of AMLJ-λ
mixtures. Results are shown for λ = 0.60, 0.70, 0.73, 0.82 along the isobar P = 10.
The reference temperature T0 is obtained from fit to Eq. (5.6). The inset shows the
isobaric fragility index K obtained from Eq. (5.6) against size ratio λ.
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Figure 5.6: Angell plot of total diffusion coefficient D for BMLJ (black circles) and
WAHN mixture (white circles) along isobaric quenches at P = 10. The inset shows
results at P = 5, 10, 20, 50 for BMLJ.
5.2 Fragility 97
We turn now our attention to the effective activation energies for relaxation E(T ).
In Table 5.2, we summarize the results of our fitting procedure for Eq. (1.9). Consid-
ering separately the cases of effective activation energies for large and small particles,
we find that the fitted parameters for the two species show similar trends of variation
in different systems and for different pressure and density conditions. In the fol-
lowing, we will thus simply focus on the effective activation energies E(T ) obtained
from the relaxation times τ ≡ τ1 of large particles. In order to put into evidence
the variation of fragility in different mixtures we plot, as in Ref. [56], the difference
[E(T ) − E∞]/T ∗ against the reduced temperature T/T ∗. In Fig. 5.7, we show re-
sults obtained along isobaric quenches at P = 10 for a selection of AMLJ-λ mixtures
(upper plot), and for BMLJ and WAHN mixtures (lower plot).
From an overall point of view, we find that Eq. (1.9) provides a good fitting
function for our simulation data. Actually, the crossover around T ∗ in our simulation
data is smoother than predicted by Eq. (1.9), but it should also be remarked that
Eq. (1.9) is not expected to hold exactly around T ∗ [105]. In the inset of the upper
plot of Fig. 5.7, the fragility parameter B is shown as a function of size ratio for
AMLJ-λ mixtures. Despite the somewhat large uncertainty on our estimate of B,
there is a clear trend of increase of B as λ increases and a tendency to saturate
around λ ≈ 0.80. Results obtained along different isobars for BMLJ show that the
isobaric fragility index B for this system is essentially pressure invariant in the range
5 ≤ P ≤ 50, as it can be seen from the inset of the lower plot in Fig. 5.7. Thus, the
observations based on the analysis of the relaxation times τ(T ) are confirmed by the
fitting procedure with Eq. (1.9).
5.2.3 Fragility and frustration-limited domains
The relation between fragility and local order, which is apparent from our simulation
data, fits rather well into the scenario of the frustration-limited domains theory [103].
According to this approach, glass-formation arises from the competition of a tendency
to form mesoscopic, stable domains, characterized by locally preferred structures, and
a mechanism of frustration, which prevents these domains from tiling three dimen-
sional space. Fragility turns out to be proportional to the energetic stability of such
domains and inversely proportional to the strength of frustration. At present, the
roles of stability and frustration cannot be clearly disentangled. Nevertheless, the
following considerations, based on the present work, are possible and we hope they
could serve as guidelines for further theoretical modeling or investigations: (i) In the
case of additive mixtures, within the explored range of size ratio, icosahedral order-
ing seems to be the most prominent structural feature. Results obtained for isolated
Lennard-Jones clusters [96] suggest that the maximum of icosahedral ordering around
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λ ≈ 0.84 might be related to an enhanced energetic stability of equimolar icosahedra,
i.e. icosahedra with the same number of large and small neighbors. Formation of more
stable icosahedral structures would, in turn, explain the increase of fragility with size
ratio. A more detailed study of larger clusters in the bulk, forming extended regions
of icosahedral coordination [88, 97], would probably be required to further clarify this
point. (ii) It should be realized that frustration in different systems may be of differ-
ent origin. Icosahedral ordering, while being frustrated from tiling three-dimensional
space for geometrical reasons, allows the growth of relatively large domains, when
compared to prismatic structures observed in non-additive Lennard-Jones mixtures.
In non-additive alloys different competing locally preferred structures and mismatch
in stoichiometry may further increase frustration.
5.2.4 Are Lennard-Jones mixtures fragile?
A comparative analysis, based on Eq. (1.9), of experimental and numerical data
for activation energies E(T ) was attempted some years ago by Ferrer et al. [54],
and further discussed by Tarjus et al. [21]. The outcome of the fitting procedure
led these authors to raise some doubts about the fragile nature of some simulated
models of supercooled liquids, including the BMLJ mixture. This was contrary to the
expectation, based on qualitative grounds [207], that Lennard-Jones mixtures should
be fragile glass-formers. Given the variety of Lennard-Jones models and external
conditions analyzed in this work, we are probably in the position to shed some light
on this point. First, we note that, for all mixtures considered, the ratio E(T )/E∞ is
already larger than 2 around Tr. We remark that this is a typical fragile behavior,
even when compared to experimental data for fragile glass-formers such as ortho-
terphenyl [21]. Note that, a part from the trivial determination of E∞, this results
is independent on the fitting procedure. Second, comparisons between experiments
and numerical simulations of supercooled liquids should always be made with care. A
much more limited temperature range is available in numerical simulations, and this
can bias the results of fits to Eq. (1.9). For instance, by restricting the temperature
range for fitting so that τ ≤ 102, we obtained for BMLJ values of fragility index as
low as B ≈ 12 at constant pressure, and B ≈ 4 at constant density, in line with
the results obtained in Ref. [21] by considering a similar range of τ . Fitting our
data down to Tr, we obtain B ≈ 30 for BMLJ at constant pressure, and we expect
that equilibrating the system at even lower temperatures would yield slightly larger
values of B. Also note that for additive Lennard-Jones mixtures with moderate
size asymmetry we find B ≈ 100, which is already typical of intermediately fragile
liquids (B ≈ 90 for glycerol [21]). Thus, from an overall point of view, Lennard-Jones
mixtures appear to be fragile glass-formers, as may be expected for simple systems
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with non-directional interactions. On the other hand, it is true that some Lennard-
Jones mixtures are less fragile than others. In particular, the well-studied BMLJ
mixture, is not among the most fragile Lennard-Jones mixtures.
5.2.5 Network glass-former
We proceed now with the analysis of the dynamics in the NTW model. To allow a
direct comparison of the fragility data for LJ and NTW models, we will describe the
T -dependence of relaxation times, diffusion coefficients and activation energies in the
NTW model employing the same functional forms used in Section 5.2.2.
In Fig. 5.8 and 5.9 we show the Arrhenius representation of τ1(T ) and D(T ),
respectively. Results are shown for different values of the density (ρ=1.250, 1.655,
2.300). The relaxation times are computed at the wave-vector k∗ corresponding to
the first peak in the static structure factors, i.e. the pre-peak (see Fig. 3.5). Such
choice is motivated by the fact that, for wave-vectors close to the main peak, the
low-valued Debye-Waller factor would lead to an anomalous behavior in τ(T ).
The inset of Fig. 5.8 displays the fragility index K for particles of both species
as a function of ρ. The K indexes are obtained from fits to Eq. (5.3). The analysis
of the variation of K of both species reveals the existence of a minimum of fragility
located in the region of optimal tetrahedral network structure (ρ = 1.5 ÷ 1.6, see
Section 4.2). This feature is also reproduced by the fragility index obtained from the
T -dependence of the total diffusion coefficient D (see inset of Fig. 5.9), even though
the effect is somewhat less pronounced in the case of the diffusivity data.
The reentrant behavior of fragility does not appear to be related to a dynamic
decoupling between the two species. In real silica, it is well-known that the ratio
DSi/DO between the diffusion coefficients of Si and O atoms can become as large as
102 close to the glass-transition. A similar behavior is known to be present at higher
temperatures from numerical simulations of BKS-silica, with a ratio DSi/DO ≈ 2.5
around T ≈ 2750K. In Fig. 5.10 we show the T -dependence of the ratio of relaxation
times τ1/τ2. Only a mild tendency to increase is found at low T , although the
statistical uncertainty prevents a sharp interpretation of our results. We remark that
the dynamic decoupling is somewhat more pronounced when considering D1/D2. In
this case, in fact, we found a value of ≈ 2.5 for ρ = 1.655 at low temperature, which
is consistent with the findings on BKS-silica.
The onset of slow dynamics around TO is always accompanied, even around the
optimal densities for formation of the tetrahedral network, by super-Arrhenius de-
pendence of transport coefficients and relaxation times. This feature is well-known
from numerical simulations of BKS-silica [172]. A further crossover at lower T to a
strong behavior (“fragile-to-strong” transition) has been often invoked to rationalize
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Figure 5.8: Arrhenius plot of relaxation times τ1 for different densities in the NTW
model. Inset: fragility indexesK1 andK2 obtained from modified VFT fits [Eq. (5.3)]
for τ1 and τ2, respectively.
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The relaxation times are evaluated at the same wave-vector k∗.
these findings [170]. Such an interpretation has recently found support from numer-
ical studies of the metabasin structure of the PES in BKS silica [208]. Consistent
with the observation of Ref. [208], our results show that this transition corresponds
to the formation of a nearly ideal tetrahedral network. Since the network structure
is almost fully formed around T ≈ 0.30, we expect the super-Arrhenius behavior to
saturate at lower temperatures, consistent with a fragile-to-strong transition.
Despite recent support to the fragile-to-strong transition scenario [208], the fragile
behavior around TO of simulated network-glasses may still appear a bit disappointing.
This feature has led some authors [209] to raise doubts about the reliability of the
BKS model in describing faithfully the dynamics of real silica. In this regard, com-
parison of our fragility data for LJ (Table 5.1) and NTW models (Table 5.3) provides
a sense of relief. The fragility index K found for NTW at ρ = 1.655 (K = 0.09) is
lower by around a factor of 3 than the lowest values found in the case of LJ mixtures
(K = 0.24 for AMLJ-0.60). Moreover, even when considering the variation of K
with ρ, the largest fragility index found in the NTW model (K = 0.20 at ρ = 2.300)
is comparable to the lowest ones found in LJ mixtures. These considerations are
supported by the results of the fits to Eq. (1.9) for the effective activation energies
E(T ) (see Table 5.4). Thus, despite the presence of super-Arrhenius behavior around
the onset of slow dynamics, the NTW model is stronger—at any density—than any
LJ mixtures we have studied, a fact which fits naturally in the Angell classification
scheme.
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5.2.6 Network-to-simple transition or reversibility window?
Outside the range of densities optimal for tetrahedral network, we observe the fol-
lowing phenomenon: the fragility increases both at high and low density, i.e. K(ρ)
has a minimum. This feature is particularly evident from inspection of the relaxation
times data, and might have been overlooked in previous numerical investigations on
BKS-silica, which focused on diffusivity data.
The increase of fragility upon increasing ρ in silica has long been discussed in
the literature [134, 203], mostly on the basis of simulation results. Direct evidence
of such crossover has, however, seldom been provided. Some indirect evidence came
from the analysis of the amplitude of the Boson peak in densified silica [134, 203, 210].
A simple interpretation of this effect is that at high density the tetrahedral local order
of silica is disrupted and the local structure resembles that of a simple liquid. Hence
silica becomes fragile at high density [134]. A similar idea, which we refer to as
“network-to-simple” crossover, has recently been discussed in simulations of models
of patchy colloidal liquids [178].
From our analysis in Section 4.2 it should be cleat that this feature appears, in
the NTW model, well before the complete disruption of the tetrahedral network.
Hence it must be related to the existence of defects in the network structure of the
system. As the NTW model easily crystallizes when it becomes structurally simple
(ρ = 2.800), the idea of the network-to-simple crossover upon densification appears
to be of limited heuristic valence in this case.
An alternative interpretation of our results comes from the reversibility window
picture put forward by Phillips and Thorpe for chalcogenide glasses [211, 212]. In
this scenario, the minimum of fragility around the experimental density is naturally
identified with the formation of a nearly perfect tetrahedral network. At higher
densities the network structure is over-coordinated, hence stressed-rigid, whereas at
lower densities one observes the appearance of floppy modes. Outside the reversibility
window, the fragility is experimentally found to increase [213, 214]. The reentrant
behavior of the fragility index K as a function of density found in the NTW model
supports the existence of a reversibility window in network-forming systems such as
silica, a fact which has been indicated by experiments and numerical simulations [215,
216, 217] but, to our knowledge, has never been supported by fragility data. We
remark, however, that the connection between fragility and reversibility window is,
at present, mostly phenomenological [214]. Further theoretical investigations on this
aspect will probably be rewarding.
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5.3 Non-Gaussian parameter
As discussed in Section 1.2.3, dynamic heterogeneities are a key aspect of supercooled
liquids. In this section we will use a simple measure of dynamic heterogeneities, i.e.
the non-Gaussian parameter α2(t) [see Eq. (1.7)]. More refined analysis would involve
the assessment of the size and real-space structure of the cooperatively rearranging
regions. Here we will focus on a simplified analysis to highlight the main trends of
variation observed in different glass-formers. We note, however, that the maximum
of the non-Gaussian parameter α∗2, which we will use to quantify the degree of dy-
namic heterogeneity, has been found to follow qualitatively the thermal behavior of
more refined indicators, such as those obtained from four-point correlations func-
tions [80]. Further insight into the nature of dynamic heterogeneities will be given
in Section 6.1.6 through the analysis of the propensity of motion [18].
We computed the non-Gaussian parameter α2(t) separately for species 1 and 2
of our model mixtures. The results obtained for some prototypical systems (NTW,
BMLJ, WAHN) along isochoric quenches are shown in Fig. 5.11 and 5.12 for species 1
and 2, respectively. As anticipated in Section 1.2.3, the non-Gaussian parameter
typically shows a peak for times corresponding to the late β-relaxation. Both the
position t∗ and the height α∗ of such peak increase by decreasing temperature.3
From an overall point of view, the results shown in Fig. 5.11 and 5.12 indicate
that the degree of dynamic heterogeneity is least pronounced in the case of the
NTW model around the optimal density for tetrahedral network structure. This is
consistent with the analysis of Vogel et al. [80], who compared several indicators of
dynamic heterogeneity for different model glass-formers, including BKS silica. The
authors of Ref. [80] found in fact that BKS silica had a lower degree of dynamic
heterogeneity compared to simple glass-formers such as LJ systems. We also observed
that at low density (ρ = 1.250), the presence of defects in the network structure of
the NTW model leads to a marked increase of the amplitudes α∗2 for the particles
of species 2. Hence, care must be taken when comparing simple and network glass-
formers, as in the latter case the features of dynamic indicators such as α2(t) can
depend sensibly on density or pressure conditions.
Is the degree of dynamic heterogeneity, as measured through the non-Gaussian
parameter, related to the fragility of the liquid? Such a connection might be ex-
pected from random first order transition theory [107, 108], which we mentioned in
Section 1.3.3. The results of our simulations indicate that this might not always be
the case. For instance, the non-Gaussian parameter of the AMLJ-λ models showed
3In the case of the NTW model we observe a smaller peak in α2(t) for times corresponding to
the early β-relaxation. Such feature was not found in simulations of supercooled BKS silica [80]. In
the latter system, however, a similar secondary peak was seen in χ4(t).
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rather similar trends of variations in the slow-dynamics regime for all values of size-
ratio λ. The values of α∗2 attained around Tr by AMLJ-λ seemed to indicate only a
weak increase upon increasing λ. Since the fragility of these models changes markedly
upon varying λ (see Section 5.2), we conclude that no strict connection between dy-
namic heterogeneity and fragility can be established in the models studied, at least on
the basis of the analysis of the non-Gaussian parameter and in the explored T -range.
On the other hand, a marked difference in the degree of dynamic heterogeneity is
observed comparing network and simple glass-formers. In fact, close to the ideal
density for tetrahedral network structure—at which the fraction of network defects
in minimized—the NTW model shows a very weak dynamic heterogeneity compared
to LJ models. A similar conclusion will be drawn in Section 6.1.6 from the analysis
of the propensity of motion of our models. Hence, within the slow-dynamics regime,
atomic arrangements and motions appear more homogeneous in network than in
simple glass-formers.
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Figure 5.11: Non-Gaussian parameter α2(t) for particles of species 1 along isochoric
quenches for NTW (top), BMLJ (middle), and WAHN (bottom).
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5.4 Thermodynamic scaling of diffusion
5.4.1 Introduction
Temperature, density, and pressure are all essential variables to characterize the
relaxation properties of liquids in the supercooled regime.4 Understanding their
respective roles in different materials represent a major challenge in the study of glass-
forming systems. One empirical, and yet successful, approach to at least categorize
dynamic properties of different supercooled liquids and polymers is by expressing
them as a function of the ratio of density to temperature, with the former raised to
a material specific constant γ
x = =(ργ/T ) (5.7)
where x is the dynamic quantity under consideration, such as the structural relaxation
time τ , the viscosity η, or the diffusion coefficient D, and = is a function. Such a
“thermodynamic scaling” of dynamic properties has been recently shown to superpose
relaxation times measured through different experimental techniques for a broad
range of materials, including polymer blends and ionic liquids (see Ref. [218] for a
recent review on this subject), with scaling exponents γ varying in the range from
0.13 to 8.5 [218]. The only breakdown of the scaling is observed for hydrogen-bonded
liquids, in which the concentration of H-bonds changes with T and P , causing τ to
deviate from Eq. (5.7) [57].
Beside its usefulness (e.g., to extrapolate relaxation times beyond the accessi-
ble range of temperatures or pressures [218]), the thermodynamic scaling given by
Eq. (5.7) poses some interesting questions to theoreticians. Some of them concern the
shape of the function = in Eq. 5.7, which a priori is unknown [56, 219, 220, 221]. An-
other intriguing question, which we will address in Section 5.4.3, concerns the origin
itself of the thermodynamic scaling. The power law scaling arose from the idea that
the intermolecular potential for liquids can be approximated as a repulsive inverse
power law (IPL), with the weaker attractive forces treated as a spatially-uniform
background term [46, 222, 223]
u(r) ∼ r−m + const (5.8)
where r is the intermolecular distance. In the case of an IPL, in fact, all reduced
dynamical quantities [224] can be cast in the form of Eq. 5.7 with γ = m/3, i.e., the
thermodynamic scaling is strictly obeyed. For instance, this applies to the reduced
diffusion coefficient D∗ ∼ (ρ1/3T−1/2)D ∼ (T 1/m−1/2)D [224]. A similar reduction of
4The content of this section is in part reproduced with permission from Journal of Physical
Chemsitry B 112, 1329 (2008). Copyright 2008 American Chemical Society.
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D by macroscopic variables (ρ and T ) has also been employed in entropy scaling laws
of diffusion [225].
The IPL approximation emphasizes the role of the short-range repulsive inter-
actions, which is expected to be dominant for local properties such as structural
relaxation. However, establishing a direct connection between the repulsive part of
the potential and the magnitude of the scaling exponent appears non-trivial. Re-
cently two simulations have appeared in which Eq. 5.7 was used to superpose dy-
namical data for polymer chains described using an LJ m–6 potential with m = 12
and an added term for the intrachain interactions. The results appear contradictory:
Tsolou et al. [226] obtained a scaling exponent of γ = 2.8 for the segmental relaxation
times of simulated 1,4-polybutadiene, while Budzien et al. [227] superposed diffusion
coefficients for prototypical polymer chains using γ = 6 when attractions were in-
cluded in the simulation and γ = 12 when they were omitted. Thus, the scaling
exponent γ can be either less than [226] or greater than [227] m/3, which would be
the value naively expected.
5.4.2 Modified Lennard-Jones mixtures
In the attempt to clarify the situation and to establish a direct connection between
the thermodynamic scaling and the repulsive part of the interaction potential, we
carried out molecular dynamics simulations for supercooled LJ m–n liquids, in which
the repulsive exponent m was systematically varied. Our models are binary mixtures
composed of N = 500 particles enclosed in a cubic box with periodic boundary
conditions and interacting with a LJ m–n potential
uαβ(r) = 4²αβ
[(σαβ
r
)m
−
(σαβ
r
)n]
(5.9)
where α, β = 1, 2 are indexes of species. We fixed the attractive exponent n = 6,
as in the standard LJ potential, and varied m = 8, 12, 24, 36. The potential uαβ(r)
was smoothed at rc = 2.5σαβ using the cutoff scheme of Stoddard and Ford [165].
Again, we use reduced LJ units (see Section 3.1). We focus on additive, equimolar
mixtures with size-ratio λ = 0.64. Basically, they are modifications of the AMLJ-
0.64 mixture introduced in Section 3.1. Isobaric simulations were carried out using
the strategies described in Section 2.2. The timestep δt was varied according to the
repulsive exponent, ranging from 0.001 (m = 36) to 0.004 (m = 8) at high T , and
from 0.003 (m = 36) to 0.008 (m = 8) at low T . Equlibration criteria were similar
to the ones used for LJ mixtures (see Section 3.1).
The effectiveness of the thermodynamic scaling for LJ m − 6 systems is demon-
strated in Figure 5.13 for different values of the repulsive exponent m. For each m,
reduced total diffusion coefficients D∗ = (ρ1/3T−1/2)D were gathered along different
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Figure 5.13: Reduced diffusion coefficients D∗ as a function of ργ/T for different
values of the repulsive exponent m at different pressures: P = 5 (squares), P = 10
(circles), and P = 20 (triangles). From top to bottom: m = 36 (γ = 13.4), m = 24
(γ = 9.1), m = 12 (γ = 5.0), and m = 8 (γ = 3.5). The estimated uncertainty on γ
is ±0.1 (±0.2 for m = 36).
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isobaric paths (P = 5, 10, 20) and the material specific scaling exponent γ was ob-
tained by maximizing the overlap between different sets of data, plotted as a function
of ργ/T . Repeating the analysis for D, instead of D∗, yields very similar values of
γ, but the quality of the scaling for D∗ is slightly superior. The choice of reduced
diffusion coefficients highlights the connection (further discussed in the next section)
with IPL-systems, in which the thermodynamic scaling is exactly obeyed by reduced
dynamical quantities [224]. Analyzing the variation of the scaling exponent in our
models, we find that γ increases with increasing m, indicating the steepness of the
repulsive power-law indeed controls the magnitude of γ, but its actual value is system-
atically larger than m/3. For instance, in the case m = 12 we obtain γ = 5.0, a value
which we also found to provide scaling of D∗ for other supercooled Lennard-Jones
(m = 12) mixtures, such as AMLJ-0.76 and BMLJ.
5.4.3 On the origin of the thermodynamic scaling
A simple explanation of the discrepancy between γ and m/3 is that the asymptotic
region of small inter-particle distances, in which u(r) ∼ r−m, is not dynamically
accessible in normal simulation conditions. The presence of the fixed attractive term
in the potential (Eq. 3.1) gives rise to an effective IPL which is steeper in the region
of r close to the minimum than in the r → 0 limit. This effect is illustrated in
Figure 5.14 for the case m = 24. The lower panel of Figure 5.14 shows a fit of
the pair potential u11(r) to an IPL (Eq. 5.8) performed in the range [r0 : r1], with
r0 = 0.95 and r1 = 1.01. The value m = 27.5 obtained through this procedure is
indeed larger than m = 24 and is in very good agreement with the value expected
from the dynamical scaling (3γ = 27.3 ± 0.03). The range [r0 : r1] corresponds to
typical distances of closest approach between particles probed within our simulation
conditions, as it can be seen by inspection of the radial distribution functions g11(r)
(see upper panels of Figure 5.14). Extending the range for the fit up to r1 = 1.06,
which is close to the average position of the first peak in the g11(r), yields a larger
value m = 28.8, revealing how γ is dictated by the portion of r around the distance
of closest approach in the supercooled regime.
To proceed in a more systematic way, we considered all α− β pairs (1-1, 1-2 and
2-2) in the potential uαβ(r) and performed a simultaneous fit to the following IPL
uαβ(r) = ²
(σαβ
r
)m
+ k . (5.10)
The range for fitting was defined by two conventional distances determined from the
radial distribution functions gαβ(r): the distance of closest approach between parti-
cles, r0, (i.e., the value of r for which the gαβ(r) first becomes non-zero) and the posi-
tion corresponding to half of the height of the first peak, r1, (i.e., gαβ(r1) = gαβ(rm)/2
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Figure 5.14: Top panel: radial distribution functions between large particles g11(r)
at P = 10 for T < TO: T = 1.20 (dotted), T = 1.00 (dashed), and T = 0.84 (solid).
Middle panel: g11(r) at the lowest equilibrated T : T = 0.75 at P = 5 (dotted),
T = 0.84 at P = 10 (dashed), and T = 1.05 at P = 20 (solid). Bottom panel: pair
potential u11(r) (solid) and fitted IPL (dotted) in the range [0.95 : 1.01]. The latter
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where rm is the position of the first peak and r0 < r1 < rm). These quantities depend
on the thermodynamic state under consideration, but their variation with P and T
is mild within our simulation conditions.5 With our interest being the supercooled
5At fixed P , r0 and r1 show a weak increase with decreasing T , but they become almost T -
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m 3γ m x ² k
8 10.5(3) 10.9 0.86 0.93 −1.05
12 15.0(3) 14.9 0.93 1.74 −1.80
24 27.3(3) 27.2 0.97 2.72 −2.74
36 40.2(6) 39.9 0.99 3.01 −3.01
Table 5.5: Parameters of IPL approximations for uαβ(r). The effective exponent
m is obtained from fitting to Eq. 5.10, whereas ², k, and x are the optimal values for
Eq. 5.11.
regime, we simply consider the interval [r0 : r1] obtained from the low-T behavior of
the gαβ(r).
For each α−β pair we used the corresponding range [r0 : r1] for fitting. In general,
the fitted values of m are in good agreement with 3γ (see Table 5.5) for all values of
m. Thus, the scaling exponent can be reasonably accounted for in terms of an IPL
approximation of the pair potential, provided that a sensible choice of the relevant
range of distances is made.
The above procedure suggests that a model of soft-spheres (SS) with m = 3γ
should provide a good reference system for the LJ m–6 mixtures. To this aim, we
approximate Eq. 3.1 with
vαβ(r) =
{
²(σαβ/r)
m + k r < xσαβ
uαβ(r) r ≥ xσαβ (5.11)
where m, ², and k are expressed in terms of x by requiring continuity of 0th, 1th, and
2th derivatives of vαβ(r) at r = xσαβ. The value of x is then fixed by requiring that
3γ = m(x) = (m2/xm+1 − n2/xn+1)/(m/xm+1 − n/xn+1). The parameters defining
the reference SS models for all values of m are reported in Table 5.5. We checked
that the distance xσαβ always lies in the range [r0 : r1] defined above.
Diffusivity data for the LJ 12–6 mixture are compared in Figure 5.15 to those
of the corresponding reference SS mixture along two isochores (ρ = 1.5, ρ = 1.7),
which correspond to typical densities attained at low T by the LJ system (at constant
P ). The trend of D(T ) for the reference system closely follows the one for the full
LJ system. As expected, the SS mixture has a larger diffusion coefficient for a
given thermodynamic state. The contribution to D due to the attractive part of the
potential could also be explicitly included using a WCA-like splitting of vαβ(r) [228].
For the present purposes, however, it is more useful to note that a simple rescaling of
² (increased by around 10%) yields an excellent superposition of D∗ for all sets of data
independent below TO.
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Figure 5.15: Arrhenius plot of diffusion coefficient D for the LJ 12–6 mixture and
the reference SS mixture (m = 15.0, ² = 1.74) along two isochores: ρ = 1.5 and
ρ = 1.7. Inset: reduced diffusion coefficient D∗ as a function of ρm/3/T . For the SS
mixture a reoptimized energy scale ²˜ = 1.13² was used.
(see inset of Figure 5.15). Thus, at least to a first approximation, the contribution of
the attractive part of the potential to the dynamics alters the shape of the function
= without affecting the scaling exponent γ.
To summarize, the thermodynamic scaling, observed experimentally for super-
cooled molecular liquids and polymers and shown here for the diffusion coefficient
in supercooled LJ m–6 mixtures, reflects the importance of the repulsive part of the
interaction potential in determining the dynamical properties of glass-forming sys-
tems. The scaling exponent γ is larger than m/3 for LJ m–6 liquids, a fact which
can be rationalized by approximating the repulsive part of the potential with an IPL
having exponent m ≈ 3γ. Generalizing such arguments to more complex models of
glass-formers, in which both intramolecular and intermolecular interaction terms are
present, e.g. models of polymeric systems [226, 227], remains a challenge that we
plan to face in future investigations.
Chapter 6
Potential energy surface
6.1 Saddles and quasisaddles
The stationary points of the PES and, more generally, the negatively curved regions
of the PES play an important role for our understanding of the dynamical features
of supercooled liquids (Section 1.4). Our knowledge of the properties of high-order
stationary points is largely based on the numerical analysis of the PES of model
glass-formers. Recently numerical approaches based on the identification of path-
ways connecting adjacent minima through transition states [119, 229], or transitions
between metabasins [26, 27, 28] have been developed and applied to some model
supercooled liquids, but they require expensive and complex numerical procedures.
We will rather follow a statistical approach, sampling the stationary points along the
dynamical trajectory of the system in the PES.
6.1.1 Vibrational density of state
In the following, we will investigate the local curvature of the PES by looking at the
Hessian matrix H of the potential energy. Standard diagonalization of H yields a
set of 3N modes with eigenvalues ω2α and eigenvectors e
α
j , where α = 1, . . . , 3N is an
index of mode and j = 1, . . . , N is an index of particle. Modes are classified as stable
if ω2α is positive (real frequency), or unstable if ω
2
α is negative (imaginary frequency).
For liquids, most of the relevant information for the dynamics is encoded in the
unstable modes of the PES, whose analysis usually comes in two varieties. The first
approach is referred to as Instantaneous Normal Modes (INM) analysis, and focuses
on instantaneous configurations sampled along the MD trajectory [230, 231, 232].
The second approach considers high-order stationary points of the PES, obtained
using minimization procedures [29, 31, 32, 33, 233]. According to the number of
unstable modes nu in the Hessian matrix, stationary points are classified as local
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minima (nu = 0) or saddles (nu 6= 0). As mentioned in Section 2.3, quasisaddles
are other points of the PES often reached by the minimization algorithm employed
for W -minimizations. True saddles can be identified from the low value of the mean
square total force (W ≈ 10−12, see Ref. [33]). The exclusion of quasisaddles from
statistical averages will not affect the main conclusions of this section, consistent
with previous investigations [33]. We checked the reliability of our results on some
smaller samples of N = 108 particles, in which a larger fraction of saddles could be
found. In the following, we will focus on the larger sample (N = 500) and we will
mostly use the term saddles in a broad sense, without distinction between saddles
and quasisaddles.
In the case of LJ systems, we analyzed between 200 and 600 configurations per
state point, performing W -optimizations using the l-BFGS method described in Sec-
tion 2.3. The number of correction vectors in the l-BFGS algorithm that gave optimal
performance was M ≈ 3000 for N = 500. We found that W -optimizations for the
NTW model are more ill-conditioned. In fact, W -optimizations for the NTW model
took on average roughly 5 times more iterations than for LJ mixtures.1 Thus, our
statistics on stationary points of the NTW model is inevitably poorer (50-200 config-
uration per state point) and the number of state points considered is more limited.
As a starting point, we consider the ensemble-averaged density of states (DOS)
ρ(ω;T ) =
〈 3N∑
α=1
δ(ωα − ω)
〉
T
(6.1)
at temperature T . The thermal average in Eq. (6.1) can be performed using either
instantaneous configurations (i-DOS) or saddles (s-DOS). The unstable branch of
ρ(ω;T ) will be denoted by ρu(ω;T ), and imaginary frequencies will be shown, as
usual, along the real negative axis. In Fig. 6.1 we show the s-DOS of selected LJ
systems and the NTW model. The structure-less stable branch of the s-DOS in LJ
systems reflects the close-packed nature of the atomic arrangements. On the other
hand, the stable branch of the NTW model displays the qualitative features of the
peaks found in the vibrational density of states (VDOS) of amorphous silica [180].
Note that at a pronounced Boson peak is already apparent in the s-DOS of the NTW
model around the lowest investigated temperature (T ≈ 0.30).
6.1.2 Average vibrational frequencies
In the light of previous studies of vibrational properties of local minima [55, 119], it
might be asked whether average quantities related to the s-DOS, such as the average
1We also attempted to re-optimize the number of correction vectors M , but without appreciable
results.
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Figure 6.1: Density of states of saddles (s-DOS) for LJ and NTW systems below
the onset temperature TO along isochoric quenches. Note the significant reduction of
the unstable branch of the s-DOS upon cooling and the different shapes of the stable
branch in different systems.
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frequency of of stable modes
ωs(T ) =
∫ 0
−∞
dω ωρ(ω;T ) (6.2)
and unstable modes
ωu(T ) =
∫ ∞
0
dω ωρ(ω;T ) (6.3)
already convey information about the fragility of the system. In Fig. 6.2, we show
the dependence of ωu and ωs on T/Tr for different LJ mixtures at constant pressure.
We found analogous thermal behaviors by considering geometric mean frequencies of
stable and unstable modes. Similarly to what happens in the case of local minima
of LJ systems [229], constant-pressure data show an increase of ωs by decreasing
temperature, i.e. by decreasing energy of saddles. This behavior is opposite to the
one observed in constant-density simulations. The average frequency of unstable
modes ωu always shows a non-monotonic temperature dependence, characterized by
a maximum at intermediate temperatures, which is peculiar to isobaric quenches.
Comparing mixtures along isobaric quenches at P = 10, we find a slight shift to larger
absolute vibrational frequencies, as the fragility of the system decreases. However,
the robustness of this correlation is weakened when it is tested using the pressure
invariance of isobaric fragility in BMLJ. In the bottom plot of Fig. 6.2, we look at
the behavior of ωs and ωu along different isobars in BMLJ. As the pressure P of
the isobar increases, vibrational frequencies are shifted markedly to larger absolute
values, most probably by the increasing density.2 This behavior led us to reconsider
the case of local minima along different isobars in BMLJ, and we found a similar trend
in vibrational properties. Thus, although some correlation might be observed at a
given pressure, there seems to be no direct connection between average vibrational
frequencies of stationary points and fragility. Also note that the increase of fragility
with density in BMLJ, which provided the basis of the correlation between fragility
and vibrational frequencies discussed in Ref. [55], has been questioned on the basis
of experimental data [56, 221].
The absence of a direct connection between fragility and average vibrational fre-
quencies of stationary points is also confirmed by the analysis of the NTW model. In
this case, the average ωs(T ) increases, at constant density, by decreasing T , contrary
to the case of LJ systems. A similar behavior was found also in Ref. [119] for a model
of amorphous silicon. We found a shift towards larger frequencies upon increasing ρ,
as expected. Given the non-monotonic behavior of K upon varying ρ (Section 5.2.5),
2It has been suggested [229] that the leading contribution to the density dependence of the
geometric mean frequency in local minima should scale as a power law of ρ. We argue that a similar
argument might hold for high-order stationary points.
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Figure 6.2: Average frequency of stable modes ωs (main plots) and unstable modes
ωu (insets) of saddles as a function of T/Tr. Upper plot: BMLJ (filled circles) and
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no strict relationship between fragility and average vibrational frequencies can be
established. We note, however, that a striking correlation between the fragility of
a supercooled liquid and the vibrational properties of the corresponding glass has
been recently demonstrated on the basis of experimental data [4]. It would thus be
interesting to extend our analysis to the glass phase of the models considered here,
so as to investigate the origin of the correlation discussed in Ref. [4].
6.1.3 Effective activation energies
The variation of fragility found in our models, as discussed in terms of effective ac-
tivation energies for relaxation E(T ) (Section 5.2), pushes for an explanation based
on energy barriers. Whereas it is clear that E(T ) in Eq. (5.5) is rather an activa-
tion free energy, the leading contribution to it might already come from potential
energy barriers in the PES. To address this point, we follow the simple proposal of
Cavagna [58]. The starting point is the relation
fu = fu(es) (6.4)
between the fraction of unstable modes and the energy of saddles. Equation (6.4)
will be treated as parametric in T , i.e. we consider the average fraction of unstable
modes
fu = fu(T ) = 〈nu/3N〉T =
∫ 0
−∞
dωρu(ω;T ) (6.5)
and the average energy of saddles
es = es(T ) (6.6)
at temperature T . It has been shown that Eq. (6.4), as obtained from numerical
simulations, is insensitive to the actual minimization algorithm employed [125], and
to the inclusion of quasisaddles [34]. According to Cavagna [58], the average energy
difference
Es(es) =
1
3
des
dfu
(6.7)
between saddles of order n and n+1 provides an estimate of potential energy barriers
in the PES. More refined treatments would take into account the connectivity of
saddles and existence of a distribution of energy barriers [31]. In order to find Es(T ),
we compute the derivative in Eq. (6.7) by linear regression of es vs. fu scatter data
of saddles sampled at temperature T , as illustrated in Fig. 6.3.
Let us first focus on Lennard-Jones mixtures. In this case, we find a sharp con-
nection between the fragility and the behavior of the effective energy barriers E(T ).
The temperature dependence of Es is shown in the left plots of Fig. 6.4 for different
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Figure 6.3: Upper plot: scatter plot of the fraction of unstable modes against
energy of single saddles. Results are shown for WAHN at P = 10 for three different
state points: T = 0.66 (squares), T = 0.80 (circles) and T = 1.00 (triangles). Linear
fits of the type fu = a + bes (solid lines) are used to estimate the derivative in
Eq. (6.7), i.e. Es = 1/3b. Lower plot: parametric plot of average unstable modes of
saddles fu(T ) against energy of saddles es(T ), for WAHN at P = 10.
mixtures at constant pressure. Below T ∗ (i.e., in the range of temperature where
activated dynamics is expected to become important [27, 42]) the behavior of Es(T )
correlates to the fragility of the mixture. In fact, the increase of effective energy bar-
riers upon supercooling is sharper and more pronounced, the more fragile is mixture.
In the case of the more fragile mixtures, we find a striking similarity between the
increase of Es(T ) below T
∗ and that of the effective activation energies E(T ) defined
by Eq. (5.5). In WAHN, for instance, we find E(Tr) ≈ Es(Tr) ≈ 12Tr. The trends
just discussed are in line with the results obtained by direct calculations of energy
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Figure 6.4: Effective energy barriers Es as a function of reduced temperature
T/T ∗ (left column) and and as a function of es− es(T ∗) (right column). Upper plots:
WAHN (open circles) and BMLJ (filled circles) at P = 10. Lower plots: AMLJ-0.82
(open circles) and AMLJ-0.64 (filled circles) at P = 10.
barriers between adjacent minima in the soft-sphere version of WAHN [124] and
BMLJ [27]. It is also interesting to note that the results shown in Fig. 6.4 suggest a
direct connection between the onset of slow dynamics in fragile mixtures and a change
in the roughness of the PES, as defined by the amplitude of effective energy barriers.
This observation partly reconciles the two opposite scenarios discussed in Section 1.4:
the crossover in the thermal behavior of effective energy barriers in fragile mixtures
is found, in fact, around the onset temperature TO, and not at a lower temperature
Tc.
Some concerns might regard the fact that es(T ), i.e. the average energy of saddles
sampled at a given T , can depend on the minimization algorithm [125]. On the
other hand, the results obtained in Ref. [125] indicate that the energy dependence
of the properties of saddles is much less sensitive to the details of the minimization
procedure employed. We have thus analyzed Es as a function of es, where es is given
by the thermal average in Eq. (6.6), focusing on the energy range below es(T
∗). For
convenience, we have shifted the energies es by es(T
∗). Such a representation of
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Figure 6.5: Effective energy barriers Es as a function of reduced temperature T/T
∗
for BMLJ at P = 5 (squares), P = 10 (circles), and P = 20 (triangles). Dashed lines
represent linear fits.
our data is shown in the right plots of Fig. 6.4 and confirms the trends discussed
above on the basis of the temperature dependence of Es. Thus, independent of the
representation used, the average energy barriers show a strong connection to the
variations of fragility in our models. This also provides evidence of the relevance, for
the supercooled dynamics, of the es(T ) mapping obtained throughW -minimizations.
What is the effect of pressure on energy barriers? From the plot in Fig. 6.5, we
see that increasing pressure in BMLJ leads to larger potential energy barriers. This
behavior is consistent with the results obtained by Middleton and Wales [229], who
calculated the distribution of potential energy barriers for diffusive rearrangements
at different pressures for BMLJ. What is made clear by our results, is that, at least
in the case of BMLJ, the increase of potential energy barriers with pressure has little
dynamical impact, because it is compensated by the increase of the reference tem-
perature Tr. That is, larger energy barriers will be sampled at higher temperatures.
Starting from data along different isobars in BMLJ, in fact, we could obtain a rough
master curve by scaling both Es and T by Tr.
We turn now our attention to the NTWmodel. Despite the more limited statistics
(Section 6.1.1), some interesting conclusions can be drawn from the comparison of the
temperature dependence of effective energy barriers in NTW and LJ systems. Within
the density range optimal for tetrahedral network structure, the energy barriers Es(T )
are already large compared to the typical thermal energies—even above T ∗—and are
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remarkably constant with temperature. This can be seen in Fig. 6.6, where the
reduced energy barriers E(T )/T ∗ of the NTW model are shown as a function of
T/T ∗ at ρ = 1.655 (isochoric quench) and at P = 1.0 (isobaric quench). A remarkable
agreement is found found at low T (T ≈ 0.30) between the estimated average energy
barriers Es ≈ 3.2 and the effective activation energy for relaxation E ≈ 3.5 [from
Eq. (5.5)].
A simple picture of the fragile vs. strong behavior of glass-forming systems is
thus offered in terms of the roughness of the energy landscape: strong glass-formers
have a uniformly rough landscape [Es(T ) ≈ Es(∞)], whereas fragile glass-formers
have a roughness that increases by decreasing energy level [Es(T ) increases below
T ∗]. This is also consistent with the expectation that the metabasin structure of
the energy landscape should be less pronounced in strong glass-formers [40]. On the
other hand, we were unable to find a signature, in the behavior of Es(T ), of the
fragility minimum observed in the NTW model upon varying density. This might
be due to the more limited statistics available in the case of the NTW model. More
probably, however, our definition of effective energy barriers is too coarse to detect
the origin of fine variations in the dynamical behavior of glass-forming liquids, such
as the one observed upon densification in the NTW model.
6.1 Saddles and quasisaddles 127
6.1.4 Localization of unstable modes
The real-space structure of the unstable modes of saddles sampled in the super-
cooled regime may provide information about the elementary dynamical processes
in the supercooled liquid. In particular, the key role of the unstable modes of sad-
dles for understanding the β-relaxation dynamics has been addressed in numerical
simulations [35] and theoretical approaches [123]. Moreover, the analysis of the lo-
calization properties of the unstable modes naturally provides a bridge between the
high-dimensional energy landscape and the real-space dynamics.
To quantify the localization of unstable modes we will use interchangeably two
approaches
• Single-mode analysis
In the single-mode analysis we simply analyze the localization properties of
each unstable mode α = 1, . . . , nu found in the saddle points. As a standard
measure of localization we consider the participation ratio
pα =
[
N
N∑
i=1
(eαi )
4
]−1
(6.8)
which provides a rough estimate of the fraction of particles having significant
displacements in mode α. For instance, pu should be O(1) when the amplitudes
of displacements are homogeneously distributed among the particles in the
system. We also consider the (reduced) gyration radius
Lα =
1
Lb/2
[
N∑
i=1
|ri − rg|2(eαi )2
]1/2
(6.9)
where Lb is the side of the simulation box and rg =
∑
i ri(e
α
i )
2 is the “center-
of-mass” of the mode. The latter quantity equals 1 when the eigenvector {eαi }
is extended over the whole system, and decreases progressively as the spatial
localization of the mode becomes more pronounced. Note that pα and Lα have
two slightly different physical meanings: for instance, it is conceivable to find
a string-like, percolating mode with relatively low pα but Lα ≈ 1.
• Average square-displacements
It is also convenient to perform a coarse-graining of the unstable modes of a
given saddle point, by averaging the squared displacements of each particle over
all the unstable modes [35]
Eui
2 =
1
nu
nu∑
α=1
eαi
2 (6.10)
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The vector {Eui 2} contains an averaged information on the distribution in real-
space of square displacements on the unstable modes and it is useful to quan-
tifying the degree of localization of a saddle as a whole. The definition of the
participation ratio and gyration radius are naturally extended to the case of
Eui vectors:
pu =
[
N
N∑
i=1
Eui
4
]−1
(6.11)
Lu =
1
Lb/2
[
N∑
i=1
|ri − rg|2Eui 2
]1/2
(6.12)
Clearly, the limiting cases of pu and Lu have analogous physical meaning as
those of pα and Lα.
The temperature dependence of the thermal averages of pu and Lu is shown in
Fig. 6.7 for different Lennard-Jones mixtures. The existence of a sharp localization of
unstable modes below the onset temperature TO, as identified by the abrupt decrease
of Lu(T ) and by the crossover in pu(T ), appears to be a universal feature of saddles
sampled by supercooled Lennard-Jones mixtures. Actually, the sharp decrease in
Lu(T ) takes place at a slightly lower temperature T < TO, indicating the existence
of a crossover regime in which the localization of saddles becomes more pronounced,
yet the Eu vector percolates through the simulation box [35]. On the other hand,
the pattern of localization of the unstable modes changes according to the fragility
of the mixture. The more fragile is the mixture, the more rapid is the localization of
unstable modes upon supercooling, as suggested by the behavior of pu(T ). We find
that, in the range of temperature above Tr, fragile mixtures tend to have larger values
of pu. Thus, in fragile systems, a larger fraction of particles is involved in the unstable
modes. This is consistent with the expectation that real-space rearrangements should
be more cooperative in nature in fragile than in strong glass-formers [234]. We found
further support to these considerations by analyzing the average participation ratio
and gyration radius of individual unstable modes of saddles.
Saddles sampled at low T (T ≈ Tr) by intermediately fragile mixtures, such as
BMLJ, display strongly localized, high-frequency unstable modes, in which few small
particles show very large displacements. This feature was revealed by inspection of
animated unstable modes of saddles sampled at low temperature using the JMOL
visualization program [235]. In Fig. 6.8, we show the distribution of Eui
2 for BMLJ
and WAHN at the lowest equilibrated temperatures. In the case of BMLJ, we observe
a bump at large values in the distribution of Eui
2 for small particles. Thus, the
occurrence of strongly localized unstable modes in BMLJ is reflected in the bimodal
distribution of Eui
2 for small particles. Such a bimodal distribution is absent in
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Figure 6.7: Participation ratio pu of average squared displacements on unstable
modes as a function of reduced temperature T/Tr at P = 10. Insets show the
reduced gyration radius Lu against T/Tr. Upper plot: AMLJ-0.82 (white squares)
and AMLJ-0.64 (black squares). Lower plot: WAHN (white circles) and BMLJ (black
circles).
the WAHN mixture. Another interesting feature of the real-space structure of the
unstable modes in BMLJ is the occurrence of correlated, string-like rearrangements
of large particles. This feature is exemplified in the snapshots of Fig. 6.9, where
we show the unstable modes of a typical quasisaddle sampled in deeply supercooled
BMLJ. The mode with the largest absolute vibrational frequency is an example of
the strongly localized unstable modes mentioned above. By comparison, unstable
modes in WAHN tend to involve larger and more compact clusters of particles and
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Figure 6.8: Distribution of average squared displacements (Eui )
2 on unstable modes
of saddles. Results are shown for small particles (dotted lines), large particles (dashed
lines), and irrespectively of chemical species (solid lines). Normalization is such that
the area under each curve is proportional to the corresponding number concentration.
Arrows indicate the average values of (Eui )
2 for large and small particles. Upper plot:
WAHN at T = 0.645, P = 10. Lower plot: BMLJ at T = 0.60, P = 10.
to possess a more pronounced spatial overlap.
To further clarify the different nature of the localization of unstable modes in our
models, we consider the distribution of the gyration radius Lα of individual unstable
modes. This distribution is shown in Fig. 6.10 for BMLJ, WAHN, and NTW at the
lowest equilibrated temperatures. In the case of NTW, we show the distribution for
both ρ = 1.655 and ρ = 2.300. Whereas at high T the distribution of L is strongly
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(a) ω = −6.2 (b) ω = −2.3 (c) ω = −1.3
Figure 6.9: Selection of three unstable modes of a quasisaddle (nu = 4) sampled
in BMLJ at T = 0.66, P = 10. The nearly-zero mode of the quasisaddle has been
ignored. A fourth unstable mode, not shown, is very similar in extension and shape
to that shown in (b). For clarity, only particles having square displacements (eνi )
2
larger than 0.004 are shown, and eigenvectors are scaled logarithmically. Large and
small particles are shown as pale large spheres and small darker spheres, respectively.
peaked around L ≈ 1, a broader distribution is found in the supercooled regime. The
BMLJ mixture displays an excess of strongly localized modes with gyration radius
L ≈ 0.2, as seen from the bimodal distribution of L. On the other hand, strongly
localized modes are nearly absent in the case of WAHN. This confirms the analysis of
the distribution of average square displacements (Eui )
2 discussed above. Qualitatively
different features are found in the case of the NTW model. In the range of densities
optimal for network structure, we observe a well-defined bimodal structure in the
distribution of gyration radius L. By inspection of animated unstable modes we found
that (i) localized modes typically correspond to stretching or breaking of oxygen
bridges, or translational motions, and are associated to large negative frequencies;
(ii) extended modes involve collective rotations of several tetrahedral units and are
associated to low frequencies.
Another interesting effect is found in over-coordinated NTW (ρ = 2.300): the
increase of density tends to suppress the extended modes. In fact, at high density,
the vast majority of unstable modes is localized (see Fig. 6.10). Interestingly, the
suppression of extended modes upon increasing density in the NTW model might ex-
plain to the disappearance of the Boson peak in densified network glass-formers [203].
One possible line of reasoning, based on the ideas of Parisi and coworkers [236], is
the following: according to authors of Ref. [236], the Boson peak is associated to the
transfer, around Tc, of low-frequency modes from the unstable to the stable branch of
the VDOS of stationary points. Notwithstanding the problem of the correct identi-
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Figure 6.10: Distribution of gyration radius L of individual unstable modes sam-
pled at the lowest equilibrated temperatures for BMLJ, WAHN and NTW models.
The corresponding average fraction of unstable modes is fu ≈ 0.002 for WAHN and
BMLJ, and fu ≈ 0.008 for NTW at both densities.
fication of the critical temperature Tc (see Section 1.4.2), it is tempting to relate the
reduction of the Boson peak to the suppression of extended unstable modes in sad-
dles sampled by over-coordinated NTW. Clearly, this interpretation does not provide
a rationale for the small amplitude of the Boson peak found in fragile LJ mixtures.
The difficulty of providing a unified picture explaining the features of the Boson peak
suggests the existence of qualitative differences in the energy landscapes of fragile and
strong glass-formers.
6.1.5 Connection to local structures
In Chapter 4 we characterized the local order of our model glass-formers and pro-
vided evidence of the growth, upon supercooling, of domains formed locally preferred
structures in LJ mixtures. It is now natural to ask whether these locally ordered re-
gions in supercooled liquids, corresponding to LPS-domains, are responsible for the
localization of the unstable modes.
In the case of LJ mixtures, we find that the unstable modes of saddles tend
to be localized outside—or on surface of—the domains formed by locally preferred
structures. This effect can be seen in Fig. 6.11, where we show the distribution of
average square-displacements on the unstable modes (Eui )
2 in BMLJ and WAHN at
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Figure 6.11: Distribution of average squared displacements (Eui )
2 on unstable
modes of saddles for particles of species 2 at the center (solid lines) or outside (dashed
lines) LPS. Upper plot: WAHN at T = 0.645, P = 10. Lower plot: BMLJ at
T = 0.60, P = 10.
the lowest equilibrated temperatures. We plot separately the distribution of (Eui )
2
for particles at the center or outside the LPS of the system. We can see that particles
outside the LPS have significantly larger displacements in the unstable modes than
those inside. It is also clear that the small particles giving rise to the bump in the
distribution of (Eui )
2 for BMLJ (see Fig. 6.8), which we found to be associated to
strongly localized modes, are never at the center of a LPS. Particles on the surface
of LPS-domains (n-particles, see Section 4.1.3) have an intermediate character and
are not shown for clarity.
Thus, the localization of unstable modes discussed in the previous section is re-
lated to the fact that particles inside the LPS-domains are stabilized and are not
134 Potential energy surface
10-3
10-2
10-1
100
10-4 10-3 10-2 10-1 100
ei
NTW (T=0.31,ρ=1.655)
Localized modes
Species 1
Z11=3Z11=4Z11=5
10-4
10-3
10-2
10-1
100
10-4 10-3 10-2 10-1 100
ei
NTW (T=0.31,ρ=1.655)
Localized modes
Species 2
Z11=3Z11=4Z11=5
Figure 6.12: Distribution of displacements ei on unstable modes of saddles in the
NTW model for particles of species 1 (upper plot) and species 2 (lower plot). The
distributions are distinguished according to the coordination number Z11 (see text).
The state point considered is ρ = 1.655, T = 0.31.
involved in the unstable modes. How to explain the larger values of participation
ratio found in the more fragile mixtures, i.e. the more cooperative nature of the un-
stable modes? A rough, yet appealing, physical picture is the following: in the case
of the more fragile systems, stable domains are larger. Hence, both the surface of
these domains and the “grain boundaries” between stable domains, where the unsta-
ble modes tend to be localized, are extended. On the other hand, in intermediately
fragile mixtures, such as BMLJ, the stable regions have a more limited extension,
hence rearrangements can occur on a shorter length scale. It must also be noted
that low-frequency modes in BMLJ often possess a pronounced string-like structure,
which is associated to a reduction of the number of particles effectively involved in
the particles’ rearrangements.
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The analysis of local order in the NTWmodel (see Section 4.2) highlighted the role
of defects in the network structure. These defects, associated to Z11 = 3 or Z11 = 5
coordination numbers, appear as natural candidates to explain the localization of
unstable modes. Given the bimodal distribution of L found in the NTW model
(Fig. 6.10), it is sensible to distinguish the case of localized modes (L < 0.5) and
extended modes (L > 0.5). In Fig. 6.12 we focus on the the distribution of individual
displacements eαi on localized modes. We consider separately the case of (i) particles
of species 1 having coordination number Z11 = 3, 4, 5 (upper panel) and (ii) particles
of species 2 bonded to a particles of species 1 having coordination number Z11 =
3, 4, 5 (lower panel). The shape of the distributions indicates that localized unstable
modes are mostly associated with over-coordination defects in the network structure
(Z11 = 5) and also— but to a less extent—to under-coordination defects (Z11 = 3).
This is revealed by the varying amplitude of the bump in the large-displacement
wing of the distribution of eαi . On the other hand, the distributions obtained in
the case of the extended modes for different values of Z11 did not convey a clear
physical meaning. More refined analysis, e.g. involving projection of the modes on
the symmetry vibrational coordinates [237], will probably be needed to achieve a
proper understanding of the nature of extended, low-frequency modes in the NTW
model.
6.1.6 Connection to dynamic heterogeneities
Since locally preferred structures are associated to slowly relaxing regions (Sec-
tion 4.1.4) and unstable modes tend to be localized outside the LPS-domains (Sec-
tion 6.1.5), we already have indirect evidence of the connection between unstable
modes and the dynamical processes in the supercooled liquids. The question arises
naturally whether it is possible to establish a direct mapping between unstable modes
and dynamic heterogeneities.
To quantify the dynamic heterogeneity associated to individual configurations
{rN}, we follow the approach of Harrowell and coworkers [18], who introduced the
idea of the “propensity of motion” of particles. Our calculation of the propensity of
motion is done as follows: given an instantaneous configuration {rN}, taken from a
trajectory at temperature T , we perform several canonical simulations at the same T
using independent sets of initial velocities (Maxwellian distributions at temperature
T ). The square displacements ∆r2i (t) from the reference configuration are monitored
as a function of time t and the propensity of motion is evaluated as 〈∆r2i (t∗) 〉, where
〈 ... 〉 indicates an average over the sets of independent runs (“isoconfigurational”
ensemble). The time t∗ corresponds to the maximum of the non-Gaussian parameter
α2(t), which lies in the late β-relaxation regime and is a characteristic time scale for
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dynamical heterogeneities [62] (see Section 5.3). In our calculations we considered
up to 500 sets of initial velocities.
We focus on the WAHN mixture, for which we performed the most extensive anal-
ysis. In Fig. 6.15 we compare typical snapshots (left plots) showing the normalized
propensity of motion
Epi =
〈∆r2i (t∗) 〉
[〈∑Ni=1(∆r2i (t∗))2 〉]1/2 (6.13)
with the distribution of average square displacements (Eui )
2 in the nearby saddle
located through a W -optimization (right plots). The snapshots refer to simulations
performed at the lowest equilibrated temperature T = 0.575 attained at density
ρ = 1.3. The localization and essential morphology of the mobile cluster identified
by the propensity of motion are well reproduced in the cluster of average unstable
displacements of the nearby saddle.
From the snapshots in Fig. 6.15 it is also clear that it is not possible to observe
a one-to-one correlation between Epi and E
u
i . This is consistent with what found in
other simulation studies [18, 81, 83]. This fact has been recently clarified by Berthier
and Jack [82], who have shown that the study of the connection between structure
and dynamics—even when employing the isoconfigurational ensemble— should be
undertaken at a coarse-grained and not at the single-particle level. Also note that,
since stable particles tend to be associated with the inner part of LPS-domains (see
Section 6.1.5), we have a clear indication that the immobile regions reflect the growth
of LPS-domains in the simulated system. This provide a further link between local
structure and slow dynamics in the supercooled regime of our model glass-former,
beside the ones already noted in Section 4.1.4.
To assess the statistical relevance of the correlation between mobile regions and
unstable modes revealed by Fig. 6.15, we analyzed 20 independent configurations
at T = 0.575. We define as “mobile” (“immobile”) those particles for which the
normalized propensity of motion is larger (smaller) than a threshold eh (el). Applying
the same cut-off procedure to the average displacements in the unstable modes Eimi ,
we introduce an analogous separation in “unstable” and “stable” particles. The two
threshold values eh and el could vary or even coincide without altering the overall
picture. With our choice el = 0.01, eh = 0.045, the fraction of particles belonging, on
average, to each subpopulation is around 25%.
In Fig. 6.13 we show the radial distribution functions at T = 0.575 and T = 0.71
for mobile-unstable (MU), immobile-stable (IS) and mobile-stable (MS) pairs, com-
pared to the total radial distribution function g(r). Note that the onset tempera-
ture is TO ≈ 0.90. The significant enhancement of the first two coordination shells
in gMU(r) and gIS(r) at T = 0.575 clearly shows that particles with a high (low)
propensity of motion are surrounded, on average, by particles having large (small)
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Figure 6.13: Radial distribution functions for mobile-unstable (MU), immobile-
stable (IS) and mobile-stable (MS) pairs of particles, compared with the total dis-
tribution function (dashed lines) for WAHN (ρ = 1.3) at T = 0.575 (left panel) and
T = 0.71 (right panel). Data related to the IS and MU cases have been shifted for
clarity. Error bars represent one standard deviation.
displacements in the unstable modes of the closest saddle. Consistent with such cor-
relation, the distribution function gMS(r) [and gSM(r), identical to gSM(r)] is lower
than the total g(r). We also see from the results for T = 0.71 that the correlation
effect is reduced by the increase of temperature, as expected.
We also computed the propensity of motion for the BMLJ mixture, considering
the state point ρ = 1.2, T = 0.46 (well below the onset temperature TO ≈ 1.0). The
strong separation between the typical time scales for relaxation of the two species
observed in this case [the ratios τ1/τ2 and t
∗
1/t
∗
2 are O(10) for the state point in
consideration] hampers the approach of Harrowell and coworkers. We computed the
propensity of motion as 〈∆r2i (t∗2) 〉, where t∗2 is the maximum of the non-Gaussian
parameter for the small (faster) species. Clearly, this choice puts in stronger evidence
the heterogeneity of the dynamics of the small particles. On the other hand, if we
chose to consider the maximum t∗ of the total non-Gaussian parameter or t∗1, we
would be forced to perform longer simulations—and we would loose information on
the heterogeneity of the small particles.
Notwithstanding these technical problems, we proceed as in the case of the WAHN
mixture and we compute the radial distribution functions between different subpop-
ulations (see Fig. 6.14). When comparing the radial distribution gMU(r) to the total
one, we observe an enhancement of the gMU(r) by around a factor 2 in correspondence
to the first peak of the g(r). This peak is associated to the first neighboring shell in
the radial distribution function g21(r) . On the other hand, no enhancement is found
138 Potential energy surface
 0
 2
 4
 6
 8
 10
 12
0.5 1.0 1.5 2.0 2.5 3.0 3.5
g M
U( r
) ,  g
I S
( r )
,  g
M
S( r
)
r
Mobile-Unstable
Immobile-Stable 
Mobile-Stable
Total
Figure 6.14: Same as Fig. 6.13 but for BMLJ (ρ = 1.2) at T = 0.45.
relative to the second peak of the g(r), which corresponds to first-neighbor distance
between large particles. This is most probably a manifestation of the afore-mentioned
difficulty in the choice of the time scale for the computation of the propensity of mo-
tion. From the present data, we can conclude that the correlation between unstable
modes and propensity of motion is observable also in the BMLJ mixture, but its
signature is weaker than in the WAHN mixture. This could reflect, beside the tech-
nical limitations of the method discussed above, the weaker dynamical impact of LPS
observed in the case of BMLJ (see Section 4.1.4).
From some preliminary investigations, we found that the correlation between
unstable modes and propensity of motion in the NTW model is weaker than in the
LJ systems. This might reflect the “uniformly-rough” nature of the PES typical of
network glass-formers, and the absence of a pronounced metabasin structure in the
organization of stationary points in the energy landscape. It must also be noted
that the dynamics in network liquids has a somewhat less pronounced heterogeneous
character [80]. We have drawn a similar conclusion for the NTW model in Section 5.3
on the basis of the analysis of the non-Gaussian parameter. Our results indicate
that different numerical approaches will be needed to investigate in a direct way
the relation between unstable modes and dynamics in supercooled network glass-
formers. In this regard, identification of rotational and translation periods in terms
of the exploration of the PES [238] may be the key for establishing the relation
between structure, dynamics and energy landscape in network glass-formers.
6.1 Saddles and quasisaddles 139
z
x
y
z
x
y
z
x
y
z
x
y
z
x
y
z
x
y
(a) Saddle (b) Propensity of motion
Figure 6.15: (a) Distribution of average displacements Eimi on the unstable modes
of saddles sampled by the WAHN mixture for ρ = 1.3 at T = 0.575. (b) Normalized
propensity of motion Epi of the MD configuration from which the saddle in plot (a)
has been located. Three independent configurations (top, middle, and bottom panel)
are shown. A sphere proportional to Eimi and E
p
i is drawn around each particle, in
(a) and (b) respectively.
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Figure 6.16: Same as Fig. 6.15 but for additional independent configurations
sampled at T = 0.575.
Conclusions
In this thesis, we investigated through numerical simulations the relation between
structure, dynamics and energy landscape in a wide set of model glass-forming liq-
uids. Despite the simplicity of the force-fields employed, the models considered were
able to reproduce various types of local order, including icosahedral or prismatic
structures (typical of “simple” glass-formers, such as metallic glasses) and tetrahe-
dral structures (typical of network glass-formers). The models studied displayed a
varying degree of super-Arrhenius behavior, ranging from the strong to the frag-
ile end of the Angell classification scheme, and non-universalities in the features of
the Potential Energy Surface (PES). These features—together with the possibility of
performing long simulation runs and extensive analysis of the PES—offered a unique
opportunity to test several connections between intermolecular interactions, dynam-
ical and structural properties in glass-forming liquids. The theoretical aspects that
have been more deeply covered concerned the dynamical role of locally preferred
structures (LPS) and of the PES.
One of the key highlight of this thesis comes from the investigation of the link
between locally preferred structures and the super-Arrhenius behavior of dynamic
properties in glass-forming liquids. We used a purely geometric definition of locally
preferred structures in binary Lennard-Jones (LJ) mixtures, based on the Voronoi
construction. In additive mixtures we observed a varying degree for icosahedral
ordering, with a maximum around a value of size-ratio λ ≈ 0.80. On the other
hand, in non-additive mixtures we found a more frequent occurrence of prismatic
structures. We found that locally preferred structures tend to form slow, long-lived
domains, whose extension increases upon supercooling. The thermal rate of growth
of such domains is related to the fragility of the system: the more pronounced is the
increase, upon supercooling, of the fraction of particles involved in LPS-domains, the
more fragile is the system. Such a connection between slow domains and fragility fits
nicely into the frustration-limited domains theory [21]. Actually, our results provide
the first direct evidence of the relevance of frustration-based models for the study of
glass-formation in realistic models.
We introduced a simple model of network glass-former (NTW model). The NTW
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model was able to reproduce some typical structural features of a more realistic
model of silica (BKS model [131]). Compared to the case of LJ systems, the study
of the relation between structure and dynamics in a network glass-former revealed
some qualitatively different features. We explored the variation of structural and
dynamical properties upon varying density around the value optimal for tetrahedral
network formation (close to the experimental density of silica). To investigate the
nature of the defects in the tetrahedral network structure of our model, we used a
simple analysis in terms of coordination numbers Zαβ. Within the range of density
analyzed, we could observe defective network (excess of Z11 = 3 defects) and over-
coordinated network (excess of Z11 = 5, 6 defects). Analyzing the T -dependence
of structural relaxation times τ(T ), we found that the variations in the features
of the network structure are related to the fragility of the model: the behavior is
stronger at densities corresponding to nearly ideal network structure. Our findings
highlight the dynamical role of defects in the network structure and indicate that
a physical mechanism analogous to the “reversibility-window” [211, 212] observed
in chalcogenide glasses might occur in the NTW model. On the other hand, the
variation of fragility with density that we found in our simulations occur well-before
the disruption of the local tetrahedral structure and thus cannot be attributed to a
network-to-simple crossover [134] in the local structure of our model.
The analysis of the energy landscape of glass-forming liquids offers a unified pic-
ture of the relation between structure and dynamics. We performed an extensive
sampling of high-order stationary points of the PES in our model glass-formers. We
estimated the average barriers in the PES sampled at a given state point through the
slope of the es vs fu relation. Analysis of the T -dependence of the average barriers
Es(T ) so obtained offered a simple description of the qualitative features of the PES
in fragile and strong glass-formers: strong glass-formers have barriers whose aver-
age amplitude is weakly-dependent on the energy level (uniform roughness), fragile
glass-formers have barriers that increase by decreasing energy level. Our results are
also consistent with the expectation that the metabasin structure of the PES should
be more pronounced in fragile glass-formers [40, 41]. Moreover, a single crossover,
located around the onset of the slow-dynamics regime (T ≈ TO), is observed in the
T -dependence of Es, a fact which is consistent with recent simulation studies [42, 43].
The analysis of the spatial localization of the unstable modes of saddles sampled
in the supercooled regime is a key aspect of our work. Such analysis allows to
bridge the high-dimensional PES to the real-space phenomenology of supercooled
liquids. In all the models studied, we find a progressive localization of unstable
modes upon entering the slow-dynamics regime. In the case of LJ mixtures we could
identify the spatial localization of unstable modes with the regions of the liquid
located outside—or on the surface of—LPS-domains. An interesting behavior is
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observed in the case of the NTW model. In the slow-dynamics regime of this model,
two distinct subpopulations of unstable modes are present in the spectrum of the
saddles: localized modes, corresponding to stretching or breaking of bridges in the
network structure, and extended modes, corresponding to collective rearrangements
of several tetrahedral units. The structural nature of the localized modes is related
to the presence of over-coordinated defects in the network structure (Z11 > 4). On
the other hand, it is hard to describe the extended modes using a simple description
in terms of coordination numbers.
To investigate in a direct way the connection between the unstable modes of
saddles and the microscopic dynamics, we used the propensity of motion [18] as a
measure of the dynamic heterogeneity associated to a given atomic configuration.
In the case of the fragile mixture of Wahnstro¨m [164] we found a direct connection
between the mobile regions identified by the propensity of motion and the spatial
localization of unstable modes of nearby saddles. The connection between propensity
of motion and unstable modes appears to be slightly less pronounced in the mixture
of Kob and Andersen [72]. In this case, however, the computation of the propensity of
motion has some technical limitations due to the strong separation between the time
scales for relaxation of the two components of the mixture. From some preliminary
calculations, we found that the connection between unstable modes and propensity of
motion in the NTW model is weak. This might reflect the less pronounced metabasin
structure of network glass-formers and the weaker heterogeneity of the dynamics.
Building on our results, it is possible to overcome some of the difficulties in the
classic PES-based scenario of the slow-dynamics in supercoled liquids [124]. Our anal-
ysis of the PES, in fact, is compatible with the interpretation that the only relevant
physical crossover takes place around the temperature of the onset of slow dynamics
TO [43]. In fragile systems, the entrance in the slow-dynamics regime is accompanied
by the increase of average energy barriers and by the extended-to-localized crossover
of the unstable modes of saddles. These features mirror the emergence of dynamic
heterogeneities and the formation of slow LPS-domains. In network-systems, the
slow-dynamic regime corresponds to the formation of a nearly ideal network struc-
ture. Finally, our analysis of the spatial localization of the unstable modes cast a
bridge between the high-dimensional PES and the real-space, microscopic dynamics
of supercooled liquids. In conclusion, all these results point towards a key role of the
energy landscape in linking the properties of structure and dynamics in supercooled
liquids and providing a unified picture of the striking features of these systems.

Appendix A
Numerical integrators
A.1 Nose-Poincare integrator
We want to express the integrator developed by Nose´ [140] for the Nose´-Poincare´
thermostat in terms of real variables p˜i = pi/s and qi. The original expression of the
integration step is
sn+
1
2 = sn
(
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2Q
δt
2
)2
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(
1 +
pin
2Q
δt
2
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Note that Eq. (A.5) could be moved directly after Eq. (A.8) because it carries no
dependencies on Eqs. (A.6), (A.7) and (A.8).
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Expressing the virtual momenta pii in terms of the real ones p˜ii and peforming the
update of momenta p˜n+1i as the last step in the iteration, we obtain
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which is fully explicit in terms of real variables.
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