Abstract: This paper presents a novel theory and method to calculate the canonical labelings of digraphs whose definition is entirely different from the traditional definition of Nauty. It indicates the mutual relationships that exist between the canonical labeling of a digraph and the canonical labeling of its complement graph. It systematically examines the link between computing the canonical labeling of a digraph and the k-neighborhood and k-mix-neighborhood subdigraphs. To facilitate the presentation, it introduces several concepts including mix di f f usion outdegree sequence and entire mix di f f usion outdegree sequences. For each node in a digraph G, it assigns an attribute m_NearestNode to enhance the accuracy of calculating canonical labeling. The four theorems proved here demonstrate how to determine the first nodes added into MaxQ(G). Further, the other two theorems stated below deal with identifying the second nodes added into MaxQ(G). When computing C max (G), if MaxQ(G) already contains the first i vertices u 1 , u 2 , · · · , u i , Diffusion Theorem provides a guideline on how to choose the subsequent node of MaxQ(G). Besides, the Mix Diffusion Theorem shows that the selection of the (i + 1)th vertex of MaxQ(G) for computing C max (G) is from the open mix-neighborhood subdigraph N ++ (Q) of the nodes set Q = {u 1 , u 2 , · · · , u i }. It also offers two theorems to calculate the C max (G) of the disconnected digraphs. The four algorithms implemented in it illustrate how to calculate MaxQ(G) of a digraph. Through software testing, the correctness of our algorithms is preliminarily verified. Our method can be utilized to mine the frequent subdigraph. We also guess that if there exists a vertex v ∈ S + (G) satisfying conditions C max (G − v) C max (G − w) for each w ∈ S + (G) ∧ w = v, then u 1 = v for MaxQ(G).
Introduction
A canonical labeling [1-3] of a graph, also called a canonical form [4] , a canonical code [5] , or an optimum code [6] , is a unique string corresponding to the graph and is lexicographically smallest or largest according to the different definitions used in the studies. Two digraphs are isomorphic if and only if they have the same canonical labelings. Until now, the computation of the canonical labeling as the digraph isomorphism problem remains an unsolved problem in computational complexity theory in the sense that no polynomial-time algorithm exists for calculating the canonical labeling of a digraph. Therefore, the computation of the canonical labeling is NP-hard [4, 7] .
Numerous methods have emerged to calculate the canonical labelings of undirected graphs. However, different methods use distinct definitions of the canonical labeling. Given a graph with n vertices, Huan →a n,1 →a n,2 →a n,3 · · · · · · · · · →a n,n−1 →a n,n
The first row of A(G) is the labeling piece 1 of C(G), denoted by C 1 (G). Similarly, the second row is the labeling piece 2 of C(G), denoted by C 2 (G). · · · . The nth row is the labeling piece n of C(G), denoted by C n (G). It is clear that C(G) = C 1 (G)C 2 (G) · · · C n (G).
A permutation π of the vertices of G is an arrangement of the n vertices without repetition. The number of permutations of the vertices of G is n!. Clearly each distinct permutation π of the n vertices of V(G) defines a different adjacency matrix. Given a permutation π, one can obtain a labeling C(G) corresponding to π by Definition 7. Denote by L(G) the collection of all labelings of G.
For every C 1 (G), C 2 (G) ∈ L(G), assume that C 1 (G) = i 1 i 2 · · · i m , C 2 (G) = j 1 j 2 · · · j n with i 1 , i 2 , · · · , i m , j 1 , j 2 , · · · , j n = 0 or 1. Let X = (i 1 , i 2 , · · · , i m ) and Y = (j 1 , j 2 , · · · , · · · j n ). By Definition 4, if X > Y, then we call C 1 (G) > C 2 (G). Otherwise, if X < Y, then we call C 1 (G) < C 2 (G). Otherwise, if X = Y, then we call C 1 (G) = C 2 (G).
It is clear that (L(G), ) is a well-ordered set, where denotes the less-than-or-equal-to binary relation on the set L(G) expressed as above. By the well-ordering theorem, it follows that L(G) has a minimum and maximum element, denoted by C min (G) and C max (G) respectively.
The two permutations of the n vertices of G corresponding to C min (G) and C max (G) are the minimum and maximum node sequence, denoted by MinQ(G) and MaxQ(G), respectively. Likewise, the two adjacency matrices of G corresponding to C min (G) and C max (G) are the minimum and maximum canonical label matrix, denoted by A min (G) and A max (G), individually.
C 1 (G), C 2 (G), · · · , C n (G) corresponding to A min (G) are minimum canonical label piece 1, 2, · · · , n of canonical labeling C(G), denoted by C 1 min (G), C 2 min (G), · · · , C n min (G), respectively. Likewise, C 1 (G), C 2 (G), · · · , C n (G) corresponding to A max (G) are maximum canonical label piece 1, 2, · · · , n of canonical labeling C(G), denoted by C 1 max (G), C 2 max (G), · · · , C n max (G), respectively. Based on the above definitions, the following equations hold.
Theorem 1. Let G =< V(G), E(G) > and H =< V(H), E(H) > be two digraphs with n nodes. Their adjacency matrices are A(G) and A(H) respectively. G ∼ = H if and only if C max (G)=C max (H).
Definition 8. Let G =< V(G), E(G) > be a simple digraph with n nodes. The complement G of G is a digraph satisfying the following condition: for all u, v ∈ V(G), u → v ∈ E(G) if and only if u → v / ∈ E(G).
Lemma 1. Let G =< V(G), E(G) > be a simple digraph with n nodes. G =< V(G), E(G) > is the complement digraph of G. We have C(G) = C(G) and C(G) = C(G). J is a n × n matrix of zeros and ones whose main diagonal elements are 0, and all other elements are 1. By A(G) = J − A(G) and the complement graph G, we have C(G) = C(G). Similarly, by A(G) = J − A(G), we have C(G) = C(G) for the complement graph G of a graph G.
Proof. The adjacency matrices of G and G satisfy the condition

A(G)
+
Theorem 2.
Let G =< V(G), E(G) > be a simple digraph with n nodes. G =< V(G), E(G) > is the complement graph of G. We have C min (G) = C max (G) (4) C max (G) = C min (G)
C min (G) = C max (G) (6) C max (G) = C min (G)
Proof. By Lemma 1, it follows that C(G) = C(G). Clearly if the k-bit of C(G) is 0, the k-bit of C(G) is 1, and vice versa. Therefore, one can easily get the C max (G) by performing a complement operation on C min (G). Similarly, by Lemma 1, the equality C(G) = C(G) holds. Clearly if the k-bit of C(G) is 0, the k-bit of C(G) is 1, and vice versa. Accordingly, one can obtain the C max (G) of G by performing a complement operation on C min (G). Because C(K n ) is a constant binary number, to minimize C(G) one must maximize C(G). On the contrary, to maximize C(G), one must maximize C(G). Similarly, to minimize C(G) one must maximize C(G). Contrarily to maximize C(G), one must minimize C(G). From the above analysis, the following equations hold.
C min (G) = C max (G).
C max (G) = C min (G).
C min (G) = C max (G). C max (G) = C min (G).
By Theorem 2, it can be observed that if one has calculated the C max (G), one can easily get C min (G). Moreover, the calculation methods of C max (G) and C max (G) are same.
The paper focuses on the development of efficient methods to calculate C max (G). A MaxEm digraph is a digraph with the greatest C(G) that corresponds to a permutation of the vertices.
For every u ∈ V(G), the number of nodes with outdegree d + G (u) is the outdegree multiplicity of u, denoted by dm + G (u). In addition, unless otherwise specified, throughout this paper, the outdegree sequence is non-increasing. 
where V(N (u)) = {v ∈ V(G) − u |v → u ∈ E(G) ∨ u → v ∈ E(G)},
E(N (u)) = {v → w ∈ E(G) |v, w ∈ V(N(u))},
E(N − (u)) = {v → w ∈ E(G) |v, w ∈ V(N − (u))},
E(N + (u)) = {v → w ∈ E(G) |v, w ∈ V(N + (u))},
E(N +− (u)) = {v → w ∈ E(G) |v, w ∈ V(N +− (u))}.
V(N ++ (u)) = V(N +− (u)) ∪ V(N + (u)), (13) E(N ++ (u)) = {v → w ∈ E(G) |v, w ∈ V(N ++ (u))}.
The open k-neighborhood, k-in-neighborhood, k-out-neighborhood,k-outin-neighborhood, and k-mix-neighborhood subdigraphs of u with k 2 are subdigraphs of G defined as
E(N k (u)) = {v → w ∈ E(G) |v, w ∈ V(N k (u))},
> be a simple digraph with n nodes. The close neighborhood, in-neighborhood, out-neighborhood, outin-neighborhood, and mix-neighborhood subdigraphs of a vertex u in G are subdigraphs of G defined as
The close k-neighborhood, k-in-neighborhood, k-out-neighborhood, k-outin-neighborhood, and k-mix-neighborhood subdigraphs of u with k 2 are subdigraphs of G defined as
Definition 11. Let G =< V(G), E(G) > be a simple digraph with n nodes. The open neighborhood, in-neighborhood, out-neighborhood, outin-neighborhood, and mix-neighborhood subdigraphs of a nodes set Q ⊆ V(G) are subdigraphs of G defined as
The open k-neighborhood, k-in-neighborhood, k-out-neighborhood, k-outin-neighborhood, and k-mix-neighborhood subdigraphs of Q with k 2 are subdigraphs of G defined as
> be a simple digraph with n nodes. The close neighborhood, in-neighborhood, out-neighborhood, outin-neighborhood, and mix-neighborhood subdigraphs of a nodes set Q ⊆ V(G) are subdigraphs of G defined as
The close k-neighborhood, k-in-neighborhood, k-out-neighborhood, k-outin-neighborhood, and k-mix-neighborhood subdigraphs of Q with k 2 are subdigraphs of G defined as
In the following section, unless otherwise specified, each k-neighborhood, k-in-neighborhood, k-out-neighborhood, k-outin-neighborhood, and k-mix-neighborhood subdigraphs are closed.
A digraph is connected if its underlying graph is connected. For k = 1, we omit the subscript 1 and let 
Definition 17. Let G =< V(G), E(G) > be a simple digraph and u be a node in G whose close k-mix-neighborhood subdigraph is N
Every node v in G is assigned an attribute m_NearestNode whose function, described in Section 3.1.2.
Definition 18. Let G =< V(G), E(G) > be a simple digraph and u be a node in G whose close k neighborhood subdigraph is N k [u] with k = 1, 2, · · · . Assume that H is a connected component of N k [u] with k 1. Assume that V m ⊆ V(H) with m = 0, 1, 2, · · · , t, where V 0 is in ascending order of attribute m_NearestNode with v − > m_NearestNode 1 for every v ∈ V 0 , and V 1 , V 2 , · · · , V t contain the 1, 2, · · · , k di f f usion nodes of u respectively, satisfying conditions
(V t )) to be the di f f usion outdegree sequence of H where d
(V i ) with i = 0, 1, · · · , t are the outdegree sequences in descending order induced by all vertices in V i respectively. 
(V t )) to be the mix di f f usion outdegree sequence of H where d
(V i ) with i = 0, 1, · · · , t are the outdegree sequences in descending order induced by all vertices in V i respectively.
Definition 20. Let G =< V(G), E(G) > be a simple digraph and u be a node in G whose close k neighborhood subdigraph is
) to be the entire di f f usion outdegree sequence of N k (u) pertaining to u in G, and omit the subscript G when no ambiguity can arise.
> be a simple digraph and u be a node in G whose close k-mix neighborhood subdigraph is N It is clear that , ≺, , define a binary relation on the set of nodes V(G). By Definition 22, for every u, v ∈ V(G) with u = v, one of the following statements is true:
It can be shown that (V(G), ) is a well-ordered set, where denotes the binary relation u v on the set V(G). By the well-ordering theorem, it follows that there exists a maximum and minimum element in V(G), denoted by G max and G min respectively with G max ∈ V(G) and G min ∈ V(G). The symbol can be omitted if no confusion arises. The following Lemmas 2-4 immediately follow from Definition 22.
Lemma 2. Let G =< V(G), E(G) > be a simple digraph with n nodes. For every u, v ∈ V(G) with u = v, if the symbol denotes the binary relation u v on the set V(G), then, all of the nodes in G form a single chain L on G: 
The conclusions in the following Propositions 1 and 2 are obvious by Definitions 4, 5, and 22. Proposition 1. Let G =< V(G), E(G) > be a simple digraph with n nodes. For every u, v ∈ V(G) with u = v and , let N
> be a simple digraph with n nodes. For every u, v ∈ V(G) with u = v and , let N
, then u v with respect to G (see Definition 22) .
Results and Discussion
Let G =< V(G), E(G) > be a simple digraph with n nodes. In the section, we will study how to compute the maximum element C max (G) of the digraph G. Without loss of generality, let MaxQ(G) = (u 1 , u 2 , · · · , u i , · · · , u n ). Throughout the paper, our algorithms mentioned use an adjacency list to store the digraph G.
Compute C max (G) of the Digraph G
In this subsection, we examine how to compute the maximum element C max (G) of a digraph G. What approach should one take to calculate the maximum element C max (G)? From the connection between C max (G) and A max (G), any method for calculating C max (G) must first obtain the permutation MaxQ(G) corresponding to the adjacency matrix A max (G).
Compute the First Node u 1 Added into MaxQ(G)
In this sub-subsection, we examine how to compute the first vertex u 1 of MaxQ(G). Here, assume that G is a connected digraph of order n > 1. Note that to maximize C(G) one must let a 1,2 = 1 (see (1)). a 1,2 = 1 can always be achieved since G is connected with order n > 1. Furthermore, to obtain C max (G), one must select u 1 from S + (G). Only by so doing, there can be more "1"s in the high bits of C 1 max (G) such that ensures maximum C(G). Otherwise, C(G) cannot reach the maximum value. From preceding discussion, we get the following result.
Proof. Let us assume that
. Therefore, the conclusion of Proposition 3 holds.
Proof. By Proposition 3, it immediately follows that the selection of
Proof. By Proposition 3, clearly u 1 ∈ S + (G) is true. Since G is a simple digraph with n nodes, then
n with a 2,1 = 1 and a 2,2 = 0. By comparing the above two results obtained for C 2 max (G), we have that u 1 ∈ S 1 holds for MaxQ(G).
Proof. Since G is a simple digraph with n nodes, it follows that
Since r > t, Theorem 3 holds by comparing the above two results of C 2 max (G) obtained.
Proof. Since G is a simple digraph with n nodes, it follows that C 1 max (G) = a 1,1 a 1,2 a 1,3 · · · a 1,n with a 1,1 = 0 and
Since l > m, then the binary number a 2,s+2 a 2,s+3 · · · a 2,s+l−t > the binary number a 2,s+2 a 2,s+3 · · · a 2,s+m−t . Therefore, Theorem 4 holds.
Since r > t, Theorem 5 holds by comparing the above two results of C 2 max (G) obtained.
Proof. Since G is a simple digraph with n nodes, it follows that C 1 max (G) = a 1,1 a 1,2 a 1,3 · · · a 1,n with a 1,1 = 0 and C 2 max (G) = a 2,1 a 2,2 a 2,3 · · · a 2,n with a 2,2 = 0 (see (1)). Since ∆ + (G) = s, one can assert that a 1,2 = a 1,3 = · · · = a 1,s+1 = 1 and a 1,s+2 = a 1,s+3 = · · · = a 1,n = 0 for C 1 max (G). By the conditions of Theorem 6, clearly d
,s+m−t = 1, and a 2,s+m−t+1 = a 2,s+m−t+2 = · · · =a 2,n = 0 since |V(N +− (w))| = 0 holds and w 1 ∈ V(N ++ (w)) satisfies condition d (1)). Since l > m, then the binary number a 2,s+2 a 2,s+3 · · · a 2,s+l−t > the binary number a 2,s+2 a 2,s+3 · · · a 2,s+m−t . Therefore, Theorem 6 holds.
Calculate the Intermediate Vertices Added into MaxQ(G)
When our algorithm has computed the first node u 1 of MaxQ(G), how would it determine the subsequent nodes for calculating C max (G)? Note that a directed edge of G corresponds to 1 bit of the adjacency matrix A(G). To maximize C(G) by maximizing C 2 (G), one must let u 2 belong to the mix-neighborhood subdigraph N ++ (u 1 ) so that makes a 1,2 = 1 (see (1)). Otherwise, if u 2 / ∈ N ++ (u 1 ), then a 1,2 = 0 (see (1)) and C(G) =C max (G). The following Lemma 6 summarizes the above results.
Assume that u 1 is the first node of MaxQ(G) obtained for computing C max (G). By (12) of Definition 9, if condition |V(N +− (u 1 ))| ≥ 1 holds, then u 2 ∈ V(N +− (u 1 )) for computing the second node of MaxQ(G) so that obtaining C max (G). Further, if 
Proof. We now prove the first statement of Lemma 6 by contradiction. Assume by contradiction that u 2 / ∈ V(N +− (u 1 )). By Definition 9 and the condition that u 1 is the first node of MaxQ(G), it follows that (10) of Definition 9 then a 1,2 = 0 for C 1 max (G), leading to a contradiction with the constraint a 1,2 = 1 satisfied by (11) of Definition 9 then a 1,2 = 1 for C 1 max (G) and a 2,1 = 0 for C 2 max (G), resulting in a contradiction with the result a 2,1 = 1 obtained for C 2 max (G). Therefore, the assumption that u 2 / ∈ V(N +− (u 1 )) does not hold. The second claim of Lemma 7 immediately follows from the previous result.
Assume that u 1 is the first node of MaxQ(G) obtained for computing C max (G). By Definition 9, if conditions |V(N +− (u 1 ))| = |V(N − (u 1 ))| = 0 ∧ |V(N + (u 1 ))| ≥ 1 hold, then u 2 ∈ V(N + (u 1 )) for computing the second node of MaxQ(G) so that getting C max (G).
Proof. Since u 1 is the first node of MaxQ(G) and G is a simple digraph, by
Assume that u 1 is the first node of MaxQ(G) obtained for computing C max (G). By Definition 9, if conditions |V(N +− (u 1 ))| = 0 ∧|V(N − (u 1 ))| ≥ 1 ∧|V(N + (u 1 ))| ≥ 1 hold, then u 2 ∈ V(N + (u 1 )) for computing the second node of MaxQ(G) so that getting C max (G).
Proof. Since u 1 is the first node of MaxQ(G), G is a simple digraph, and
, which is a contradiction with previous result a 1,2 = 1 derived for
If one of the following conditions holds, then u 2 = v 1 for MaxQ(G).
Proof. (1) By Lemma 6, it follows that if condition |V(N
Note that C 2 max (G) = a 2,1 a 2,2 a 2,3 · · · a 2,n with a 2,1 = 1, a 2,2 = 0 since v 1 ∈ V(N +− (v)) and G is a simple digraph. For simplicity, let us assume that r = d + H (v 1 ). If u 2 = v 1 , it can be seen that a 2,3 = 1, a 2,4 = 1, · · · , a 2,r+2 = 1 by properly arranging the nodes of V(H) (see (1)). Otherwise, if u 2 = v i with i ∈ {2, · · · , t}, no matter how the vertices in H are ordered such that there is, at least, one 0 among the r entries a 2,3 , a 2,4 , · · · , a 2,r+2 since d (1)). Therefore, the conclusion (1) of Theorem 7 holds.
(2) Observe that C 2 max (G) = a 2,1 a 2,2 a 2,3 · · · a 2,n with a 2,1 = 1, a 2,2 = 0 since v 1 ∈ V(N +− (v)) and G is a simple digraph. For simplicity, let us assume that j = |V(H)|, r = d (1) ). Otherwise, if u 2 = w, no matter how the vertices of V(G) − V(H) − v are ordered such that there is, at least, one 0 among the k entries a 2,j+3 , a 2,j+4 , · · · , a 2,j+k+2 since m = d (1) ). Therefore, the conclusion (2) of Theorem 7 holds. Definition 9) . If one of the following conditions holds, then u 2 = v 1 for MaxQ(G). 1,n with a 1,1 = 0, a 1,2 = 1, · · · , a 1,s+1 = 1, a 1,s+2 = 0, · · · , a 1,n = 0 (see (1) ). Note that C 2 max (G) = a 2,1 a 2,2 a 2,3 · · · a 2,n with a 2,1 = 0, a 2,2 = 0 since |V(N +− (u 1 ))| = 0 and G is a simple digraph.
Proof. By Lemma 8, it follows that if conditions |V(N
(1) For simplicity, let us assume that r = d (N + (v)) (see (1) ). Conversely, if u 2 = v i with i ∈ {2, · · · , t}, no matter how the vertices in V (N + (v) ) are ordered such that there is, at least, one 0 among the r entries a 2,3 , a 2,4 , · · · , a 2,r+2 since d (1)). Therefore, the conclusion (1) of Theorem 7 holds.
(2) For convenience, let us assume that j = |V(N + (v))|, r = d
Conversely, if u 2 = w, no matter how the vertices of V(G) − V(N + (v)) − v are ordered such that there is, at least, one 0 among the k entries a 2,j+3 , a 2,j+4 , · · · , a 2,j+k+2 since m = d (1)). Therefore, the conclusion (2) of Theorem 8 holds.
When our algorithm has computed the first i vertices u 1 , u 2 , · · · , u i of MaxQ(G), how does it determine the subsequent nodes u i+1 , u i+2 , · · · , u n for calculating C max (G)? Similar to the above discussion for obtaining u 2 , it can be shown that the selections of the successor vertices u i+1 , u i+2 , · · · , u n of MaxQ(G) are from N(S) with S = {u 1 , u 2 , · · · , u i }.
Our algorithm assigns each node in G an attribute called m_NearestNode. Once the ith node u i has been added into MaxQ(G), it writes the index information i of u i into the attribute domain m_NearestNode of each node v j ∈N( Proof. Since the condition + (G) = s holds, it can be asserted that |N ++ (v)| = s by Definition 9. Because G is a simple digraph with n nodes, it follows that C 1 max (G) = a 1,1 a 1,2 a 1,3 · · · a 1,n with a 1,1 = 0, 
Further, we may assume that if condition u m+1 / ∈ V(N(Q)) holds, the C(G) corresponding to π 1 is the greatest. Assume that the node v 2 = u i ∈ V(N(Q)) is the node whose index i in π 1 is the smallest index in π 1 than the indexes of other nodes belonging to V(N(Q)) in π 1 . This means that no node belonging to V(N(Q)) is between u m+2 and u i−1 of π 1 such that for every node v ∈ {u m+2 , u m+3 , · · · , u i−1 }, v / ∈ V(N(Q)) follows ( see Definition 11). Let A 1 (G) be the matrix corresponding to the permutation π 1 . Let W 1 , W 2 , W 3 , and W 4 be the block submatrices of A 1 (G) containing the first m rows and the (m + 1)th column, the (m + 2)th to (i − 1)th columns, the ith column, and the (i + 1)th to nth columns, respectively.
Since v 1 / ∈ V(N(Q)), then W 1 = 0 holds. From the above result, for every node v ∈ {u m+2 , u m+3 ,
Similarly, let X 1 , X 2 , X 3 , and X 4 be the block submatrices of A 1 (G) formed by the first m columns and the (m + 1)th row, the (m + 2)th to (i − 1)th rows, the ith row, and the (i + 1)th to nth rows, respectively.
Since
By merely swapping v 1 and v 2 of π 1 , one can obtain another permutation
and Y 4 be the block submatrices of A 2 (G) containing the first m rows and the (m + 1)th column, the (m + 2)th to (i − 1)th columns, the ith column, and the (i + 1)th to nth columns, respectively.
For
, then Y 3 = 0 holds. Simila, Let Z 1 , Z 2 , Z 3 , and Z 4 be the block submatrices of A 2 (G) formed by the first m columns and the (m + 1)th rows, the (m + 2)th to (i − 1)th rows, the ith row, and the (i + 1)th to nth rows, respectively.
By Definition 10, observe that W 4 = Y 4 since W 4 and Y 4 are both the m × (n − i) block submatrices defined by the same nodes sequence u i+1 , u i+2 , · · · , u n , and X 4 = Z 4 since X 4 and Z 4 are both the (n − i) × m block submatrices corresponding to the same nodes sequence u i+1 , u i+2 , · · · , u n .
Furthermore, by Definition 10 note that W 2 = Y 2 since W 2 and Y 2 are both the m × (i − m − 2) block submatrices generated by the same nodes sequence u m+2 , u m+3 , · · · , u i−1 , and X 2 = Z 2 since X 2 and Z 2 are both the (i − m − 2) × m block submatrices corresponding to the same nodes sequence u m+2 , u m+3 , · · · , u i−1 .
By Definition 10, it follows from the results discussed above that
Therefore, the new C(G) derived from A 2 (G) is greater than the C(G) stemmed from A 1 (G) such that brings a contradiction with the previous assumption that u m+1 / ∈ N(Q). This contradiction shows the statement (1) holds.
(2) The result immediately follows from the conclusion (1). Proof. It follows from Mix Diffusion Theorem 10.
Theorem 10 (Mix Diffusion Theorem of Digraphs). Let G =< V(G), E(G)
>
Compute C max (G) for a Disconnected Digraph
Let G =< V(G), E(G) > be a simple disconnected digraph with n nodes and p connected components. Suppose that the p connected components are G 1 , G 2 , · · · , G p . In this subsection, we study how to compute the maximum element C max (G) of G.
If
, how does our algorithm work to compute the maximum element C max (G) of G? Observe that to obtain C max (G) one had to arrange all vertices of each connected component G i with i ∈ {1, 2, · · · , p} together when constructing the adjacency matrix A(G). The result also follows from the proof of Diffusion Theorem of Digraphs 9 .
First, we analyze the features of the adjacency matrix A(G). When constructing the adjacency matrix A(G), we arrange all vertices of each connected component G i with i ∈ {1, 2, · · · , p} together. As a result, the adjacency matrix A(G) is a block matrix, each block of which corresponds to a connected component. Next, we study the relationship between C(G) and A(G). Furthermore, we show how to solve the C max (G 1 ) of the adjacency matrix A(G).
Lemma 10.
Let G =< V(G), E(G) > be a simple disconnected digraph that have two disjoint connected components G 1 =< V(G 1 ), E(G 1 ) > and G 2 =< V(G 2 ), E(G 2 ) > with k and l nodes respectively. Suppose that
, then C max (G) satisfies the following equality:
where
. By Proposition 3, it follows that to obtain C max (G), one must choose the vertex with the maximum outdegree from G 1 as the first vertex u 1 of MaxQ(G). By Diffusion Theorem of Digraphs 9, the subsequent k − 1 vertices added into MaxQ(G) must be taken from G 1 . Similarly, by Proposition 3, it follows that to obtain C max (G), one must choose the (k + 1)th vertex from G 2 with the maximum outdegree as the (k + 1)th vertex u k+1 of MaxQ(G).
By Diffusion Theorem of Digraphs 9, the next l − 1 vertices added into MaxQ(G) must be from G 2 . Carefully examining (1), it is not difficult to find that (49) holds.
Note that to ensure the maximization of C max (G), one must add l 0 after
Theorem 11. Let G =< V(G), E(G) > be a simple disconnected digraph with n nodes and p connected components. Suppose that the p connected components are
Proof. We prove (50) by induction on the number p of branches. By the preceding definition, we have
Thus, (50) in Theorem 11 holds for p = 1. By Lemma 10, (50) holds for p = 2.
By induction, suppose that (50) holds for p = k. In the following, we prove that the equality (50) also holds for p = k + 1. We can now treat the front k branch digraphs as the digraph H. Therefore, (50) also holds for the digraph H.
. . .
By Lemma 10, we have
By (51), substituting (52), we obtain
Thus, we have
Thus, the equality (50) holds for p = k + 1.
By Theorem 11, it can be seen that one must first calculate C max (G i ) of each branch for i = 1, 2, · · · , p for obtaining C max (G), respectively. Furthermore, one substitutes C max (G i ) into (50) sequentially to obtain C max (G) of a simple disconnected digraph G.
If the above conditions are not satisfied, how does one calculate C max (G) of a disconnected undirected G? Based on an analysis of the preceding results, establish the following Theorem 12 that is more general than Lemma 10.
If there exists a node u ∈ S + (G 1 ) satisfying condition |N +− (u)| > 0 ∧ ∆ + (N ++ (u)) > ∆ + (N ++ (v)) for ∀v ∈ S 2 , then C max (G) satisfies the following equality:
Proof. By the condition of Theorem 12,
by Theorem 3, one must choose the first vertex u 1 added into MaxQ(G) from G 1 so that obtain C max (G).
By Diffusion Theorem of Digraphs 9, one must select u 2 , u 3 , · · · , u k into MaxQ(G) from G 1 to obtain C max (G). In addition, one must choose the subsequent l nodes into MaxQ(G) from G 2 . By (55) and (56), it follows that (58) holds.
Note that to ensure the maximization of C max (G), l 0 must be added after
max (G 1 ) respectively and let C k max (G) be equal l 0.
Our Algorithms for Computing the Canonical Labelings of Digraphs
In the section, based on the results of the previous sections, we present our algorithms for computing canonical labelings of digraphs. We display the major steps required for calculating the maximum element C max (G) of G. When our algorithm has calculated the node u 1 of MaxQ(G), then, it constructs the close mix-neighborhood subdigraph N ++ [u 1 ] of the set S 1 = {u 1 } (see Figure 1a) , from which it picks a few vertices into MaxQ(G). For clarity of presentation, we call this process PROGRESS 1. Then again, it builds the close mix-neighborhood subdigraph N ++ [S 2 ] of the nodes set S 2 = {u 1 , u 2 } (see Figure 1b) , from which it picks a few vertices into MaxQ(G). We call this process PROGRESS 2. · · · . Then again, it builds the close mix-neighborhood subdigraph N ++ [S r ] of the nodes set S r = {u 1 , u 2 , · · · , u r } (see Figure 1c,d) , from which it picks a few vertices into MaxQ(G). We call this process PROGRESS r· · · . This process continues until it puts all vertices in G into MaxQ(G) (see Figure 1e ,f). 
Input : 1. An simple connected digraph G with n nodes and the close mix-neighborhood subdigraph
A nodes set
Output : A list L used to store and rank all nodes of the chain L i .
2 Initialize local variables NodeMax, Node ;
3 Compute the outdegree sequence d 
while ( m <= s and m <= t){ // m <= s and m <= t
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Let the outdegree sequence d
while (l <= λ and l <= µ){ 2. Except the nodes added into MaxQ(G), it uses a queue Q to store the intermediate nodes to be added to MaxQ(G). After performing Step 1, it sequentially determines whether or not each node u ∈ L 2 is in Q. If u is in Q and the number of nodes added into MaxQ(G) is less than 2 in the preceding procedures, it puts u into MaxQ(G) and simultaneously deletes u from Q. Otherwise, it inputs u into Q. (u)= 1 with u ∈ L 4 is less than 2, it puts u into MaxQ(G). The remaining processing steps are the same as for L 2 .
Our algorithm uses an array MaxQ to store the nodes of MaxQ(G) and an array Q to keep the nodes to be added to MaxQ(G) temporarily.
Experiments demonstrate that our approach is a novel way by which one can accurately calculate MaxEm digraphs (defined in Section 2) for many types of digraphs. Figures 3-21 produced by our software show the correctness of our software for calculating MaxEm digraphs of these digraph classes aforementioned. 
Software Implementation
Applying the principles described in the preceding sections, we have developed a set of software tools called GraphLabel 1.0 for computing canonical labelings of Digraphs. Our development environment includes an Intel(R) Core(TM)2 Quad CPU Q6600 @2.40GHz with 4.00 GB of RAM. The operating system is Microsoft Windows 8.1 Professional Edition. The graphics card is an NVIDIA GeForce 9800 GT. The display resolution is 1024 × 768 × 32 bits (RGB). The internal hard drive is 500 GB. The programming environment is the Microsoft Visual C++ 2012.
The software adopts object-oriented technology to design several relevant classes including the classes CNode, CNodeNeighbor, CEdge, CEdgeNeighbor, CGraph, and so on. A detailed description of the software functions is outside the scope of this article. We will explain it in another paper. All the figures presented in this paper are produced by using our software system.
We selected a digraph set to test the accuracy of our algorithms. Using our own software platform, we randomly produced a large number of digraphs as the test cases, including Figures 3e, 5c,e and 6. To increase the breadth and depth of our testing, we also select many test cases from the library of benchmarks [29] and online library [30] includings Figures 3a,c, 4 , 5a and 7-21.
We apply our algorithms to as many types of digraphs as possible. These digraphs shown in the article are just a small part of tested digraphs due to the limited length of the article. Each digraph displayed in the paper includes both the original digraph and the resulting digraph to compare entirely.
Conclusions and Future Work
In summary, we obtain the following conclusions: By Theorems 2-12, the paper has established a relatively complete theoretical system for calculating the MaxEm digraphs of digraphs. Algorithms 1-4 are novel and can accurately calculate MaxEm digraphs for many types of digraphs (see Figures 3-21) . Algorithms 1-4 are also available for simple disconnected digraphs. For each node in a digraph G, the introduction of the attribute m_NearestNode improves the accuracy of calculating canonical labeling. Through software testing, the correctness of our algorithms is preliminarily verified. Our method can be utilized to mine the frequent subdigraph. Besides, it offers Conjecture 1.
Of course, there are still many places we need to improve, including to prove the conjectures proposed by us, enhance our software system, and use more test cases to test our procedures. In particular, we need to strengthen our algorithms so that it can calculate the canonical labeling for more types of digraphs. In future studies, we will extend our approach to mine the frequent subdigraphs and calculate the canonical labelings of weighted graphs and digraphs.
