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Abstrat
The aim of this work is to show how symboli omputation an be used to perform
multivariate Lagrange, Hermite and Birkho interpolation and help us to build more
realisti interpolating funtions. After a theoretial introdution in whih we analyze the
omplexity of the method we shall fous our attention on appliations.
Introdution
Multivariate interpolation onsists in given nitely many points p1, . . . , pt in a ndimensional
ane spae, over a eld K, suh that pi 6= pj if i 6= j, and t salars v1, . . . , vt, determining
a polynomial F ∈ K[X1, . . . ,Xn] suh that F (pi) = vi for any i = 1, . . . , t. This is known
as the Lagrange interpolation problem. It is well known that there are several methods and
algorithms to ompute suh a polynomial F .
In this paper we will add some extra onditions and show some algorithms to nd an interpo-
lating polynomial. We will deal with possible values of the interpolating polynomials at the
given points, as in the Lagrange problem, and also with values of some higher order derivatives
at these points. We onsider two dierent ases. The rst deals with onsidering unitary ve-
tors U in Kn and values for all derivatives DjUF (pi) for j = 1, . . . , s(i), the so alled Hermite
interpolation problem onsists in determining a polynomial F ∈ K[X1, . . . ,Xn] satisfying all
these onditions, see [2, 3℄ and [6℄. The seond deals with the same situation, but we assume
some gaps may exist, i.e., there may exists some point pi, some order j ≤ si or some vetor U
suh that we have no assigned value for DjUF (pi); the so alled Birkho interpolation problem
onsists in determining a polynomial F ∈ K[X1, . . . ,Xn] satisfying these onditions.
In two of the three ases when we homogenize the relationships, i.e., when we onsider
DjU (pi) = 0 and F (pi) = 0 for any U , j and pi, the set of all polynomials satisfying all
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these relationships onstitutes an ideal of the polynomial ring K[X1, . . . ,Xn]. This allows
us to use some omputational method in K[X1, . . . ,Xn], at least when K is a omputable
eld, in order to determine a general solution to the interpolation problem. This method is
based on the appliation of Groebner basis. On this matter we study some results about the
omplexity of the algorithm and the best monomial order we need to use. The third ase,
the Birkho interpolation problem, does not produe ideals in the polynomial ring, hene
the appliation of Groebner basis is not allowed. But we may reorganize the information to
work as in the previous two ases to get a general solution of the interpolation problem, and
after that, to partiularize to get an spei one. Nevertheless in this ase every gap will
introdue a parameter to the spei solution, hene we will obtain the Birkho interpolation
polynomial as a solution to an indeterminate ompatible system of linear equations. In the
pratie, a high number of parameters (or equivalently gaps) slows down the omputation of
the interpolation polynomial.
One of the theoretial problems we solve in this paper is to determine the existene and
uniqueness of the Hermite interpolation polynomial, whih in the Lagrange ase is well known.
We obtain this result as a onsequene of the study of solutions to the Birkho interpolation
problem.
Let us desribe the ontent of eah setion in this paper.
In Setion one we reall some fats about multivariate Lagrange interpolation, and in Setion
two we introdue the multivariate Hermite interpolation by using Groebner basis theory. In
partiular we prove that if we onsider elements p1, . . . , pt in A
n(K) suh that pi 6= pj if i 6= j,
unitary vetors Ui,ji ∈ Kn, i = 1 . . . , t, ji = 1 . . . , s(i), and sets Hi ⊆ Ns(i) suh that if h ∈ H
and h − e ∈ Ns(i), then h − e ∈ Hi, and dene for any h = (h1, . . . , hs(i)) ∈ Hi and any
polynomial F ∈ K[X1, . . . ,Xn] the derivative D(h)F = D(h1)Ui,1 · · ·D
(hs(i))
Ui,s(i)
F , then for any set
{vi,h ∈ K | h ∈ Hi} there is a polynomial F ∈ K[X1, . . . ,Xn] satisfying D(h)F (pi) = vi,h
for any pi and any h ∈ Hi. This polynomial F is unique modulo the onite ideal {F ∈
K[X1, . . . ,Xn] | D(h)F (pi) = 0, for all pi and h ∈ Hi}.
In Setion three we onsider the more intriate ase in whih some gaps appear, i.e., when
the sets Hi have some gaps. In general the set {F ∈ K[X1, . . . ,Xn] | D(h)F (pi) =
0, for all pi and h ∈ Hi} is not an ideal, but we may extend the set of onditions adding
those orresponding to the gaps. In this ase we have new sets, Hi, in suh a way that
the set {F ∈ K[X1, . . . ,Xn] | D(h)F (pi) = 0, for all pi and h ∈ Hi} is a onite ideal.
Let G be a Groebner basis, then a Kvetor spae basis of the quotient ring is parameter-
ized by N
n \ Exp(G), and this produes a determinate ompatible system of linear equa-
tions: {D(h)F (pi) = 0}i,h∈Hi , and an indeterminate ompatible system of linear equations
{D(h)F (pi) = vi,h}i,h∈Hi , where the rank of this system depends on the number of gaps.
Setion four is devoted to exhibit the algorithms we develop and Setion ve ontains some
examples of how these algorithms work. In partiular we are interested in showing that for
a given real funtion the addition of onditions on higher order derivatives produes a better
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approximation.
1 Multivariate Lagrange interpolation
The problem of multivariate interpolation onsists in given t dierent elements, p1, . . . , pt ∈
A
n(K) in the ane ndimensional spae, and t elements v1, . . . , vt ∈ K, determining a poly-
nomial F ∈ K[X1, . . . ,Xn] suh that F (pi) = vi for every i = 1, . . . , t.
The following algorithm allows us to determine a polynomial F satisfying this property;
see [5, 7℄. For any index i we onsider a linear operator Li : K[X1, . . . ,Xn] −→ K dened as:
Li(G) = G(pi), for every G ∈ K[X1, . . . ,Xn].
The kernel of Li is Ker(Li) = {G ∈ K[X1, . . . ,Xn] | G(pi) = 0}, i.e., Ker(Li) = (X1 −
pi,1, . . . ,Xn − pi,n), where pi = (pi,1, . . . , pi,n). Thus Ker(Li) is exatly the ideal of the point
pi.
The ideal I = ∩ti=1Ker(Li) = I({p1, . . . , pt}), is the ideal of the nite set {p1, . . . , pt}. As a
onsequene the quotient ring K[X1, . . . ,Xn]/I is a nite dimensional vetor spae over the
eld K. Therefore there exists a nite basis of K[X1, . . . ,Xn]/I.
There are dierent methods to ompute eetively this basis. Indeed, we onsider a monomial
order in N
n
, hene every nonzero polynomial F ∈ K[X1, . . . ,Xn] an be written uniquely
as
∑
α∈A∈Nn kαX
α
, where A is a nite set, 0 6= kα ∈ K and Xα = Xα11 · · ·Xαnn when-
ever α = (α1, . . . , αn) ∈ Nn. We all exp(F ) the maximum in A, and dene Exp(I) =
{exp(F ) ∈ Nn | F ∈ I}. A Groebner basis if I is a set {G1, . . . , Gs} ⊆ I suh that
Exp(I) = {exp(G1), . . . , exp(Gs)} + Nn. The existene of a Groebner basis for eah ideal
I ⊆ K[X1, . . . ,Xn] is well known as it is the uniqueness of a redued Groebner basis.
See [4℄. The quotient ring K[X1, . . . ,Xn]/I has nite dimension over K if and only if the
set B = Nn \ Exp(I) is nite, and it an be taken as an index set for a vetor spae basis of
K[X1, . . . ,Xn]/I. Indeed, the set {Xβ + I | β ∈ B} is a basis.
For any polynomial F , whih is a solution of the interpolation problem, i.e., F (pi) = vi for
any index i = 1, . . . , t, we may write
F + I =
∑
β∈B
kβX
β + I for some kβ ∈ K.
Let F0 be the polynomial
∑
β∈B kβX
β
, then F (pi) = F0(pi), for any index i = 1, . . . , t. Hene
F0 is an interpolating polynomial whih we may ompute by solving the linear equation system
in the unknowns {kβ}β∈B:
∑
β∈B
kβp
β
i = vi, i = 1, . . . , t


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Observe that the uniqueness of the interpolating polynomial is determined modulus the ideal
I as if F1, F2 are interpolating polynomials for any index i = 1, . . . , t we have F1(pi) = vi =
F2(pi), hene F1−F2 ∈ I. We remark that dierent monomial orders give, in general, dierent
interpolating polynomials.
In order to study the existene of the interpolating polynomial we address to the next setions
in whih we study the multivariate Hermite and Birkho interpolation problem.
2 Multivariate Hermite interpolation
In addition to the onditions in the Lagrange interpolation problem, it is of interest, some-
times, to impose some extra onditions in order to put more information in the interpolating
polynomial. Derivatives is one of the tools we shall use. Intuitively, in the univariate ase,
if we have two dierent points p1 and p2, two values v1 and v2, and we want to ompute an
interpolating polynomial F suh that F (pi) = vi we may proeed in the usual way. But if the
point p2 tends to p1, we would like to use the derivative in p1 instead p2. Thus the univariate
Hermite interpolation deals with the problem of omputing an interpolating polynomial F
suh that given dierent elements p1, . . . , pt ∈ K, and elements v0,1, . . . , v0,t, v1,1, . . . , v1,t ∈ K
the following relations hold:
F (pi) = v0,i,
F ′(pi) = v1,i
}
for every i = 1, . . . , t.
We may also onsider derivatives of higher order. In this ase we need to impose some extra
ondition in order to assure we deal with ideals in the polynomial ring. See remarks below.
Let us desribe the multivariate Hermite interpolation problem.
Let p1, . . . , pt ∈ An(K), suh that pi 6= pj if i 6= j, linearly independent unitary vetors
Ui,ji ∈ Kn, for i = 1, . . . , t, ji = 1, . . . , s(i), and elements v1, . . . , vt ∈ K, vi,ji,h ∈ K,
i = 1, . . . , t, ji = 1, . . . , s(i), h = 1, . . . , s(i, ji). The multivariate Hermite interpolation
problem onsists in determining a polynomial F ∈ K[X1, . . . ,Xn] suh that:
F (pi) = vi, for every i = 1, . . . , t; and
D
(h)
Ui,ji
F (pi) = vi,ji,h, for every i = 1, . . . , t, ji = 1, . . . , s(i), h = 1, . . . , s(i, ji)

 (1)
In order to determine suh a polynomial F let us rst onsider the problem of determining
all polynomials F ∈ K[X1, . . . ,Xn] suh that:
F (pi) = 0, for every i = 1, . . . , t; and
D
(h)
Ui,ji
F (pi) = 0, for every i = 1, . . . , t, ji = 1, . . . , s(i), h = 1, . . . , s(i, ji)

 (2)
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To study these polynomials we onsider a single point, say pi, we assume pi = 0, and the
system
F (pi) = 0,
D
(h)
Ui,ji
F (pi) = 0, for every ji = 1, . . . , s(i), h = 1, . . . , s(i, ji)

 (3)
The sum of two roots of this system also is, and for any root F and any G ∈ K[X1, . . . ,Xn]
we have:
(FG)(pi) = F (pi)G(pi) = 0G(pi) = 0.
D
(h)
Ui,ji
(FG)(pi) =
h∑
k=0
D
(h−k)
Ui,ji
F (pi)D
(k)
Ui,ji
G(pi) = 0.
Thus the set of all roots of system (3) onstitutes an ideal, say Ii. We laim the ideal Ii is
onite. In fat, Ii ontains the ideal Ji = 〈Xe11 · · ·Xenn | e1 + · · ·+ en = s(i, ji) + 1〉.
Now we may study the set of roots of system (2), i.e., the intersetion I = I1 ∩ . . .∩ It. Hene
it is an ideal of K[X1, . . . ,Xn]. We have that I is onite as I is an intersetion of nitely
many onite ideals.
If G is a redued Groebner basis of I and Exp(I) ⊆ Nn is the mono-ideal of all exponents
of elements in I, a basis of the vetor spae K[X1, . . . ,Xn]/I is parameterized by B = Nn \
Exp(I). Indeed, if we onsider the basis {Xβ | β ∈ B}, a generi element in K[X1, . . . ,Xn]/I
has a representative in the form ∑
β∈B
kβX
β
for some kβ ∈ K. Every ondition in (1) produes a linear equation with unknowns in
{kβ | β ∈ B}. Thus we obtain a system of linear equations:
(
∑
β∈B kβX
β)(pi) = vi, for every i = 1, . . . , t; and
D
(h)
Ui,ji
(
∑
β∈B kβX
β)(pi) = vi,ji,h, for every i = 1, . . . , t, ji = 1, . . . , s(i), h = 1, . . . , s(i, ji)


(4)
Any solution of system (4) gives an interpolating polynomial.
Observe that if this solution exists, it is unique modulo the ideal I.
2.1 Generalized multivariate Hermite interpolation
We may also onsider a more general version of the Hermite interpolation problem. Indeed,
we onsider elements p1, . . . , pt ∈ An(K) suh that pi 6= pj if i 6= j, linearly independent
unitary vetors Ui,ji ∈ Kn, i = 1, . . . , t, ji = 1, . . . , s(i) and sets Hi ⊆ Ns(i) suh that if
h ∈ Hi, and h− e ∈ Ns(i), then h− e ∈ Hi for every e ∈ Ns(i).
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For any h = (h1, . . . , hs(i)) ∈ Hi and any polynomial F ∈ K[X1, . . . ,Xn] we dene
D(h)F = D
(h1)
Ui,1
· · ·D(hs(i))Ui,s(i) F.
With this notation, the generalized multivariate Hermite problem onsists in, given {vi,h |
h ∈ Hi} ⊆ K, determining a polynomial F ∈ K[X1, . . . ,Xn] suh that:
D(h)F (pi) = vi,h, for every i = 1, . . . , t, h ∈ Hi
}
(5)
Observe that for any index i = 1, . . . , t we may prove, mutatismutandi, that the set of
solutions of
D(h)F (pi) = 0, for every i = 1, . . . , t, h ∈ Hi
}
(6)
is an ideal, say Ii. Hene the algorithm may be built as we exemplied above. This will be
the algorithm we develop in Setion 4.
Let us resume in the following theorem these results.
Theorem 2.1. With the notation in this setion there exists a unique interpolating polynomial
F , modulo the ideal I, suh that
D(h)F (pi) = vi,h, for every i = 1, . . . , t; h ∈ Hi
}
Proof. We only need to prove the existene of suh an interpolating polynomial F ; it is a
diret onsequene of Corollary (3.2).
3 Multivariate Birkho interpolation
The multivariate Hermite interpolation method does not work if there exist some derivative
gaps, as in this ase we an not assure Ii is an ideal. This problem may be solved if we ll
these gaps in order to ompute the ideal assoiated to eah point pi. Let us perform this
proess and show how to ompute this new ideal.
As in subsetion (2.1), let us onsider points p1, . . . , pt suh that pi 6= pj if i 6= j, linearly
independent unitary vetors Ui,ji ∈ Kn, i = 1, . . . , t, ji = 1, . . . , s(i) and sets Hi ⊆ Ns(i). As
usual, for any index i, any h ∈ Hi and any polynomial F ∈ K[X1, . . . ,Xn] we dene
D(h)F = D
(h1)
Ui,1
· · ·D(hs(i))Ui,s(i) F.
The multivariate Birkho interpolation problem onsists in given {vi,h | h ∈ Hi} ⊆ K
determining a polynomial F ∈ K[X1, . . . ,Xn] suh that
D(h)F (pi) = vi,h, for every i = 1, . . . , t, h ∈ Hi
}
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If we x an index i, we are interested in the set of all polynomials
{
F ∈ K[X1, . . . ,Xn] | D(h)F (pi) = 0, for all h ∈ Hi
}
.
Contrary to the theory developed in subsetion (2.1), this set of polynomials is not an ideal.
To remedy this hith we proeed as follows. First we dene bi the maximum in the set
|h| :=
s(i)∑
l=1
hl | h = (hl)l ∈ Hi

 ,
and dene Hi = {h ∈ Ns(i), suh that |h| ≤ bi}. Seond we onsider the polynomial equations
D(h)F (pi) = 0, for every h ∈ Hi
}
(7)
Let Ji the set of all polynomials satisfying these equations. We obtain that Ji is an ideal of
K[X1, . . . ,Xn].
Similar arguments, to those developed in setion (2), give us that the ideal Ji is onite.
Hene if we dene J = J1 ∩ . . . ∩ Jt, then J is a onite ideal of K[X1, . . . ,Xn].
Let G be a Groebner basis of J and B the omplement in Nn of Exp(J), then B has nitely
many elements and {Xβ | β ∈ B} is a vetor spae basis of the quotient K[X1, . . . ,Xn]/J .
So every element in K[X1, . . . ,Xn]/J has a unique representation of the shape
∑
β∈B kβX
β
,
where kβ ∈ K.
In order to ompute an interpolating polynomial F whih is a solution of the multivariate
Birkho interpolating problem we need to solve the linear equation system
D(h)

∑
β∈B
kβX
β

 (pi) = vi,h, i = 1, . . . , t, h ∈ Hi


Theorem 3.1. With the notation in this setion there exists an interpolating polynomial F
suh that
D(h)F (pi) = vi,h, for every i = 1, . . . , t; h ∈ Hi
}
Proof. For any index i = 1, . . . , t we onsider the ideal Ji. This ideal an be omputed in an
easy way. Indeed, if we assume pi = 0, then Ji is the ideal generated by all monomials X
ε
suh that |ε| ≥ bi + 1. In partiular, a minimal set of generators of Ji is
{Xε | |ε| = bi + 1} .
The odimension of Ji is nite, say di.
We laim the odimension of J = J1 ∩ . . . ∩ Jt is d := d1 + · · · + dt.
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First we show that Ji + Jj = K[X1, . . . ,Xn] whenever i 6= j. Indeed, in this ase there is a
omponent, say 1, suh that pi,1 6= pj,1. Sine (X1−pi,1)bi ∈ Ji, (X1−pj,1)bj ∈ Jj andX1−pi,1,
X1−pj,1 are oprime, then Ji+Jj = K[X1, . . . ,Xn]. We laim (J1∩J2)+J3 = K[X1, . . . ,Xn].
Indeed, there are x1,3 ∈ J1, x2,3 ∈ J2 and x3,1, x3,2 ∈ J3 suh that x1,3+x3,1 = 1 = x2,3+x3,2,
then 1 = x1,3x2,3 + (x1,3x3,2 + x3,1x2,3 + x3,1x3,2) ∈ (J1 ∩ J2) + J3. By indution we obtain
(J1 ∩ . . . ∩ Ji−1) + Ji = K[X1, . . . ,Xn] for any 2 ≤ i ≤ t.
Now the result follows, by indution on i, from the following isomorphisms:
K[X1, . . . ,Xn]/(J1 ∩ . . . ∩ Ji)
Ji/(J1 ∩ . . . ∩ Ji)
∼= K[X1, . . . ,Xn]
Ji
,
Ji
(J1 ∩ . . . ∩ Ji)
∼= J1 ∩ . . . ∩ Ji−1 + Ji
J1 ∩ . . . ∩ Ji−1
∼= K[X1, . . . ,Xn]
J1 ∩ . . . ∩ Ji−1 .
Observe that #(B) = d = d1 + · · ·+ dt.
We onsider the linear system
D(h)

∑
β∈B
kβX
β

 (pi) = 0, for every i = 1, . . . , t, h ∈ Hi

 (8)
This system has d equations as it has di equations for every index i. The matrix of this system
is a square matrix. Sine the system has unique solution, this matrix is regular.
Therefore if we onsider the linear system
D(h)

∑
β∈B
kβX
β

 (pi) = vi,h, for every i = 1, . . . , t, h ∈ Hi

 (9)
it is an indeterminate ompatible linear system. In partiular there is at least a solution.
Hene there is an interpolating polynomial whih is a solution to the multivariate Birkho
interpolation problem..
We remark that the solution to the Birkho problem is not unique, in general if there are
some derivative gaps.
As a onsequene of this Theorem we have the following result whih ompletes the proof of
Theorem (2.1)
Corollary 3.2. There is an interpolating polynomial solving the multivariate Hermite inter-
polation problem.
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3.1 Final omments
Inreasing the number of restritions
In the three multivariate interpolation methods we have studied if we add a new point, it is
not neessary, in order to ompute an interpolating polynomial, to start again the algorithm
from the very beginning. Let us show this situation in the ase of the multivariate Birkho
interpolation method. Let pt+1 be a new point, dierent from p1, . . . , pt, Ut+1,1, . . . , Ut+1,s(t+1)
unitary vetors in Kn, Ht+1 ⊆ Ns(t+1) and elements {vt+1,h ∈ K | h ∈ Ht+1}. To ompute
the new interpolating polynomial we only need to ompute the following elements:
(1) the new ideal Jt+1 by omputing a Groebner basis Gt+1;
(2) the intersetion J ∩ Jt+1 by omputing a Groebner basis G, using the Groebner basis of
J and Gt+1;
(3) a basis of K[X1, . . . ,Xn]/(J ∩ Jt+1) using Nn \ Exp(G) and
(4) solve the linear system
D(h)F (pi) = vi,h, for every i = 1, . . . , t+ 1; h ∈ Hi
}
We proeed in the same way when we add some extra restrition on high degree in the
derivatives at the points p1, . . . , pt.
Dierent orders in N
n
produe a dierent shape of the interpolating polynomial
It is of interest to observe that dierent monomial orders in N
n
give dierent shape of the
interpolation polynomial. For instane, the lexiographi monomial order with the ordering
of unknowns X1 > X2 > · · · > Xn produes that the interpolating polynomial has greater
degree in the greatest labeling unknowns. Otherwise, the graded (reverse) lexiographi order
produes interpolating polynomials in whih all unknowns have similar degree. The reason is
that the shape of the set N
n \ Exp(G) strongly depends on the hosen monomial order.
Complexity of the algorithm
There are dierent fators in order to perform a quik algorithm.
First we need to ompute a Groebner basis for eah ideal Ii or Ji, depending of the methods.
This proess is well established; the speed depends of the kind of numbers we use in the
oordinates of points. For integer numbers it works in an aeptable way and for other kind
of numbers, rational, reals, omplexes, single or multiple preision, et., it is more and more
slow.
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The seond step is omputing a Groebner basis of I or J . We observe the best method is to
make it as follows: I1 ∩ I2, I1 ∩ I2 ∩ I3, . . . The reason is that anyway we need to perform a
total of t − 1 intersetions of ideals and the desribed method realizes at the i-th steep the
intersetion (I1 ∩ · · · ∩ Ii) ∩ Ii+1, where at least Ii+1 has a simple desription.
The third step is to determine a general interpolating polynomial using N
n \Exp(G) as set of
indies, and after that to solve a linear system. It is at the last point where the type of data
is again determinant in order to get quikly a solution. We also may solve numerially this
system in order to get an approximation to the nal solution.
Existene and uniqueness of the interpolating polynomial
As we mentioned earlier dierent monomial orders in N
n
produe dierent interpolation poly-
nomials, and we also proved in Theorem (3.1) the existene of a solution to the multivariate
Birkho interpolation problem. Otherwise the uniqueness of an interpolating polynomial de-
pends on the restritions we have, but in any ase it an be established only modulo the ideal
I or J , depending of the method. In Theorem (2.1), see also Corollary (3.2), the uniqueness
was established for the multivariate Hermite interpolation problem. In the Birkho interpo-
lation problem uniqueness fails as we show in the setion devoted to examples at the end of
this paper; the reason is the existene of some derivative gaps at some point.
4 Multivariate Interpolation Algorithm
We desribe the algorithm for the Hermite interpolation problem. With the same notation
that in subsetion 2.1, let p1, . . . , pt ∈ An(K), suh that pi 6= pj if i 6= j, unitary vetors
Ui,ji ∈ Kn, for i = 1, . . . , t, ji = 1, . . . , s(i), and elements {vi,h | h ∈ Hi, i = 1, . . . , t} ⊆ K.
The algorithm has three bloks.
(I) The rst one determines a Groebner basis of the ideals Ii of all roots of system (6),
(II) The seond one determines a Groebner basis of I = I1 ∩ . . . ∩ It.
(III) The third one gives the interpolated polynomial F satisfying onditions in (5).
We now desribe expliitly the developed algorithm for omputing a Hermite interpolating
polynomial.
4.1 Blok I
Compute a Groebner Basis of every ideal Ii, for any index i = 1, . . . , t.
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LET p := pi = (x1, . . . , xn) ∈ An(K)
LET r := bi; bi = max{|h| :=
∑s(i)
j=1 hj | h = (hj)j ∈ Hi}
LET s := s(i)
LET H := Hi
LET GEN(I) := ∅
IF r = 0 THEN
GEN(I) = {X1 − x1, . . . ,Xn − xn}
ELSE
FOR l = 1 TO r
LET α(l) := {α ∈ Nn | |α| := α1 + · · · + αn = l}
LET P :=
∑
|α|=lA(α)X
α1
1 · · ·Xαnn
LET Derl := {h ∈ H | |h| = l}
LET m := #(Derl)
FOR k = 1 TO m
LET h(k) ∈ Derl
LET Pk := D
h(k)P =
∑
|α|=l ck(α)A(α)
ENDFOR
LET f : K#(α(l)) −→ Km, f((A(α))α∈α(l)) = (
∑
|α|=l ck(α)A(α))
m
k=1
COMPUTE a basis of the kernel of the linear map f
FOR q = 1 TO dim(Ker(f))
LET dq(α) be the q-th element in the basis of Ker(f)
ADD TO GEN(I) the element
∑
|α|=l dq(α)(X1 − x1)α1 · · · (Xn − xn)αn
ENDFOR
ENDFOR
ADD TO GEN(I) all the monomials of degree r + 1 in X1 − x1, . . . ,Xn − xn
ENDIF
COMPUTE a Groebner basis B of 〈GEN(I)〉
LET Ii = 〈B〉.
4.2 Blok II
Compute I = I1 ∩ . . . ∩ It giving a Groebner basis.
LET I := {I1, . . . , It}
LET O the graded reverse lexiographi order on X = {X1, . . . ,Xn}
LET P the lexiographi order on {X0,X} related to O,
where X0 is the auxiliary variable to realize the intersetion through the elimination method
LET I = I1
FOR k = 2 TO t
LET I =INTERSECTION(I, Ik,P)
ENDFOR
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INTERSECTION(I, J,P) provides the ideal intersetion of I and J giving a Groebner basis
of it with respet to the order P.
4.3 Blok III
Let us to show the algorithm to nd the set N
n \Exp(I). After that we only need to establish
the system of linear equations in (5) and solve it to nd the interpolating polynomial.
LET I := 〈g1, . . . , gk〉, where {g1, . . . , gk} is the Groebner basis obtained in Blok II
LET (αt,1, . . . , αt,n) := The leading exponent of gt
LET mi := max{α1,i, . . . , αk,i}
LET p := (m1 − 1, . . . ,mn − 1)
COMPUTE exp := {h ∈ Nn | p− h ∈ Nn}
LET b := ∅
FOR i=1 TO #(exp)
LET bt := ∅
LET j := 0
WHILE (j < k AND bt = ∅)
j ++
IF (expi,s >= αj,s,∀s = 1, .., n) THEN
bt = {expi}
ENDIF
ENDWHILE
b = b ∪ bt
ENDFOR
LET exp := exp− b
Therefore we take
F =
∑
α∈exp
A(α)Xα.
Remark 4.1. The Birkho interpolation problem admits a similar algorithm in whih bloks
II and III are applied in the same way and for blok I we have that, in the notation used in
this paper, a minimal set of generators of the ideal Ji is diretly given by
{(X1 − pi,1)e1 . . . (Xn − pi,n)en | e1 + · · · + en = bi + 1}.
5 Examples
Example 5.1. Let us show an example in whih the use of derivatives of higher order gives
a more exat approximation to the surfae we are studying. We begin with a ellipsoid E of
12
equation
F (X,Y ) = (cos(X)cos(Y ), cos(X)sin(Y ), 3sin(X))
and x eight points in E, for instane
p1 = (2, 0), p2 = (2, pi/2), p3 = (2, pi), p4 = (2, 3pi/2),
p5 = (3, pi/4), p6 = (3, 3pi/4), p7 = (3, 5pi/4) and p8 = (3, 7pi/4).
We have the following piture:
-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
0
1
2
3
We may apply multivariate Lagrange interpolation with the following values
p1 = (2, 0), v1 = (cos(2), 0, 3sin(2))
p2 = (2, pi/2), v2 = (0, cos(2), 3sin(2))
p3 = (2, pi), v3 = (−cos(2), 0, 2sin(2))
p4 = (2, 3pi/2), v4 = (0,−cos(2), 3sin(2))
p5 = (3, pi/4), v5 = (cos(3)/
√
2, cos(3)/
√
2, 3sin(3))
p6 = (3, 3pi/4), v6 = (−cos(3)/
√
2, cos(3)/
√
2, 3sin(3))
p7 = (3, 5pi/4), v7 = (−cos(3)/
√
2,−cos(3)/√2, 3sin(3))
p8 = (3, 7pi/4), . v8 = (cos(3)/
√
2,−cos(3)/√2, 3sin(3))
and represent this polynomial. Thus we obtain:
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-1
0
1
-2
-1
0
1
0
1
2
3
Now we try to ompute the multivariate Hermite polynomial with derivatives up to order one.
The table of data is:
pi F (pi) D(1,0)F (pi) D(0,1)F (pi)
(2, 0) (cos(2), 0, 3 sin(2)) (− sin(2), 0, 3 cos(2)) (0, cos(2), 0)(
2, pi2
)
(0, cos(2), 3 sin(2)) (0,− sin(2), 3 cos(2)) (− cos(2), 0, 0)
(2, pi) (− cos(2), 0, 3 sin(2)) (sin(2), 0, 3 cos(2)) (0,− cos(2), 0)(
2, 3pi2
)
(0,− cos(2), 3 sin(2)) (0, sin(2), 3 cos(2)) (cos(2), 0, 0)(
3, pi4
) ( cos(3)√
2
, cos(3)√
2
, 3 sin(3)
) (
− sin(3)√
2
,− sin(3)√
2
, 3 cos(3)
) (
− cos(3)√
2
, cos(3)√
2
, 0
)
(
3, 3pi4
) (− cos(3)√
2
, cos(3)√
2
, 3 sin(3)
) (
sin(3)√
2
,− sin(3)√
2
, 3 cos(3)
) (
− cos(3)√
2
,− cos(3)√
2
, 0
)
(
3, 5pi4
) (− cos(3)√
2
,− cos(3)√
2
, 3 sin(3)
) (
sin(3)√
2
, sin(3)√
2
, 3 cos(3)
) (
cos(3)√
2
,− cos(3)√
2
, 0
)
(
3, 7pi4
) ( cos(3)√
2
,− cos(3)√
2
, 3 sin(3)
) (
− sin(3)√
2
, sin(3)√
2
, 3 cos(3)
) (
cos(3)√
2
, cos(3)√
2
, 0
)
(10)
If we represent the Hermite interpolation polynomial we obtain:
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-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
0
1
2
3
Observe that in this ase the new surfae is a better approximation to the original one.
As a third guest we ompute the multivariate Hermite polynomial with derivative up to order
two. In this ase we need to add new olumns to the table given in (10).
pi D(1,0)D(1,0)F (pi) D(1,0)D(0,1)F (pi) D(0,1)D(0,1)F (pi)
(2, 0) · · · (− cos(2), 0,−3 sin(2)) (0,− sin(2), 0) (− cos(2), 0, 0)(
2, pi2
) · · · (0,− cos(2),−3 sin(2)) (sin(2), 0, 0) (0,− cos(2), 0)
(2, pi) · · · (cos(2), 0,−3 sin(2)) (0, sin(2), 0) (cos(2), 0, 0)(
2, 3pi2
) · · · (0, cos(2),−3 sin(2)) (− sin(2), 0, 0) (0, cos(2), 0)(
3, pi4
) · · · (− cos(3)√
2
,− cos(3)√
2
,−3 sin(3)
) (
sin(3)√
2
,− sin(3)√
2
, 0
) (
− cos(3)√
2
,− cos(3)√
2
, 0
)
(
3, 3pi4
) · · · ( cos(3)√
2
,− cos(3)√
2
,−3 sin(3)
) (
sin(3)√
2
, sin(3)√
2
, 0
) (
cos(3)√
2
,− cos(3)√
2
, 0
)
(
3, 5pi4
) · · · ( cos(3)√
2
, cos(3)√
2
,−3 sin(3)
) (
− sin(3)√
2
, sin(3)√
2
, 0
) (
cos(3)√
2
, cos(3)√
2
, 0
)
(
3, 7pi4
) · · · (− cos(3)√
2
, cos(3)√
2
,−3 sin(3)
) (
− sin(3)√
2
,− sin(3)√
2
, 0
) (
− cos(3)√
2
, cos(3)√
2
, 0
)
(11)
If we represent the multivariate Hermite interpolation polynomial we obtain:
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-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
0
1
2
3
This representation is a good approximation to the original funtion.
Problem 5.2. It would be of interest to measure the error produed by eah polynomial inter-
polation aording to the order of the involved derivatives. Nevertheless we have hosen this
graphial approah to exemplify the goodness of the multivariate Hermite interpolation method
and postpone a deep study of errors to a forthoming work.
Example 5.3. Let us show a new example in whih we inrease the number of variables, from
two to four. We also use variables in dierent types: polynomial, logarithmi and frational.
We are interested in studying the following funtion:
F (X,Y,Z, T ) =
(−T + Z)2Log[1/X]
Y
Observe that this funtion is of polynomial type in T,Z, of logarithmi type in 1/X and
of frational type in X,Y . We propose to study the error produed by the interpolating
polynomial when we onsider a grid of points and evaluate the derivatives at these points up
to order 2, and show this error through the graphial representation of setions xing pairs
of two variables.
Let us onsider the following grid: {(x, y, z, t) ∈ R4 | x, y, z, t ∈ {1, 2, 3}} and evaluate the
funtions:
F,D(1,0,0,0)F,D(1,1,0,0)F,D(1,1,1,0)F,D(1,1,1,1)F,
D(1,0,0,0)D(1,0,0,0)F,D(1,1,0,0)D(1,1,0,0)F,D(1,1,0,0)D(1,0,0,0)F
in the grid. We all P the interpolating polynomial.
In the following table we represent the setions of F and P for the following values of x ∈
[1, 3], y = 2, z ∈ [1, 3], t = 2.
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11.5
2
2.5
3 1
1.5
2
2.5
3
-0.4
-0.2
0
1
1.5
2
2.5
3 1
1.5
2
2.5
3
-0.4
-0.2
0
1
1.5
2
2.5
3 1
1.5
2
2.5
3
-0.00001
0
0.00001
F(X,Y,Z,T) P(X,Y,Z,T) F − P
In this ase the maximum error is smaller than 0.000015, and it is reahed next to x = 2.75
and z = 1 or 3. We have a similar behavior when we x x and y ∈ [1, 3]; in this ase
the maximum error is reahed next to y = 1.4. Hene we are interested in xing these
two variables in these values. The representation of this setion, for the following values:
x = 2.75, y = 1.4, z, t ∈ [1, 3].
1
1.5
2
2.5
3 1
1.5
2
2.5
3
-2
-1
0
1
1.5
2
2.5
3 1
1.5
2
2.5
3
-2
-1
0
1
1.5
2
2.5
3 1
1.5
2
2.5
3
0
0.0002
0.0004
0.0006
0.0008
F(X,Y,Z,T) P(X,Y,Z,T) F − P
In the ase of z, t the maximum error is reahed next to z, t = 1 or 3. If we x these values
z = 1, t = 3 and allow x, y to vary in [1, 3], we obtain the following representation:
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11.5
2
2.5
3 1
1.5
2
2.5
3
-4
-3
-2
-1
0
1
1.5
2
2.5
3 1
1.5
2
2.5
3
-4
-3
-2
-1
0
1
1.5
2
2.5
3 1
1.5
2
2.5
3
0
0.0005
F(X,Y,Z,T) P(X,Y,Z,T) F − P
In this ase the maximum error is over 0.001.
As a nal example let us study a little variation of the former one in whih we apply the
Birkho interpolating method.
Example 5.4. Take the real funtion G(X,Y,Z) = F (X,Y,Z, 2), the grid of points {(x, y, z) |
x, y, z ∈ {1, 2, 3}} and evaluate the funtions:
G,D(1,1,0)G,D(1,1,1)G,D(1,0,0)D(1,0,0)G,D(1,0,0)D(1,1,0)G,D(1,1,0)D(1,1,0)G.
In order to determine a Birkho interpolating polynomial we ompute the redued Groebner
basis of the ideal J , see Setion 3; this ideal has odimension 27× (1+3+6) = 270. Eah gap
in the Birkho onditions produes a parameter in the interpolating polynomial; in this ase
we have 27× 4 = 108 gaps whih oinide with the number of parameters. Hene the general
Birkho interpolating polynomial is determined as a solution of a system of 162 independent
linear equations, whose expression we omit beause its large size.
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