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ABSTRACT 
Robert’s quasiorder is well suited for the comparison of lower bounds of linear 
mappings with respect to vector-valued norms. In this proper quasiorder there exist 
symmetry classes which contain more than one mapping-i.e., bounds giving the 
same estimate. The antisymmetric kernel of the quasiorder is determined by the 
symmetry classes with only one element. In a matrix space all matrices suited for 
lower bounds are contained in the antisymmetric kernel. 
EJNLEITUNG 
Untere Schranken von Matrizen beziiglich vektorwertiger Normen 
fanden bereits bei Kriterien zum Priifen der Nichtsingularitat und bei der 
Bestimmung von Ausschliessungsgebieten fur Eigenwerte Verwendung. Die 
vorliegende Arbeit ber&rt einen weiteren Aspekt, die Abschatzung von 
Nahenmgslosungen eines Gleichungssystems (vgl. [12]). 
Sei A E K n x m (K = Iw oder K = C) die Matrix eines linearen Gleichungs- 
systems 
Ay = b. (*) 
Seien p: Km-+@ : = {u~l@:u~>O, l<i<k} und q:K”+4Rz+ vektorwer- 
tige Nor-men. Diese erfullen wie skalare Normen die Normaxiome und 
Ungleichungen sind beztiglich der Ordnung des Bildraums, hier die 
komponentenweise Ordnung im Rk bzw. Iw’, erfiillt. 
1st N E R’ x k untere Schranke von A, d.h. Np(r) < q(Ax) Vx E Km, und ist 
y0 eine Nahenmg der Losung y von (*), r0 : = b - Ay, das Residuum, dann 
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gilt Np( y - y,,) < q(A ( y - yO)) = q(r,,). Durch jede untere Schranke N von A 
ist daher iiber p( y - y,,) eine Abschatzung von y - y0 in dem Sinn gegeben, 
dass gilt: 
p(y-yo)-(N&i))):= {uEIWk,:NuQ+,)}. (**) 
Urn festzustellen, welche unteren Schranken bessere Abschatzungen liefem 
als andere, wird man die Bereiche B(N, w), w E I@+, vergleichen. Das fiihrt 
zu einer binaren Relation p in Iw’ x k, wobei Ni p N, durch B( N,, w) c B( N,, W) 
tlw E @+ definiert ist. Sie sei nach Robert benannt, der sie bereits implizit 
verwendete [l, 515; 10, 9; 12, 11. 
Offenbar ist p reflexiv und transitiv, definiert also eine Quasiordnung in 
Iw’ xk. Sie definiert jedoch in ganz Iwzx k keine Ordnung, da sie dort nicht 
antisymmetrisch ist, wie ein Beispiel zeigt: 
N1:= (_: -A), N2:= (_f 1;). 
Es gilt namlich: 
B(N,,w) = B(N,,w) = {(X1,Xz)EIW2,:x,~x,+w,} 
VW: = (wl,wJ E w& 
also Ni p N, und N, p N,, aber Ni # N,. 
Also gibt es beziiglich p gleichwertige Matrizen. Sie bilden im wesent- 
lichen das Thema der vorliegenden Arbeit. 
Es zeigt sich, dass die maximalen Mengen in I%’ xk mit gleichwertigen 
Matrizen Aquivalenzklassen sind, die Symmetrieklassen von p. Zu einer 
Symmetrieklasse K sind jeweils samtliche Matrizen zusammengefasst, die in 
Zeilen mit mindestens einer positiven Komponente identisch sind. Die 
iibrigen Zeilen sind beliebig mit ausschliesslich nichtpositiven Komponenten 
besetzt (3.1 bis 3.1.2). Das ergibt eine Darstellung der Symmetrieklassen von 
p in Form von Vorbereichen (3.3 u.f.). Verallgemeinerungen dieser Aussagen 
finden sich in [4], [5]. Sie fiihren zu folgendem Schluss: 
Zeilen eiTN in unteren Schranken N mit ausschliesslich nichtpositiven 
Komponenten liefem zur Abschatzung von p( y - y,J vermijge (**) offenbar 
nur den trivialen Beitrag p( y - y,,) E B( eiTN, eiTq ( ro)) = R”, . Interessant als 
untere Schranken sind daher nur Matrizen, die in jeder Zeile mindestens 
eine positive Komponente besitzen. Diese Matrizen bilden die einelementi- 
gen Symmetrieklassen und somit den antisymmetrischen Kern X von p. 
Die zu Abschatzungen vermoge (**) brauchbaren unteren Schranken 
sind daher ausschliesslich in ‘X zu suchen. Da p in ‘X eine Ordnung 
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definiert, zeichnen sich beste untere Schranken in X dadurch aus, dass sie in 
3c maximal und somit eindeutig bestimmt sind. 
Es zeigt sich jetzt, dass die Matrizenfamilien, die bisher auf brauchbare 
untere Schranken hin untersucht wurden, ganz in 3c liegen. 
Im Fall Z= k, p und 4 regular, fand Robert in der Matrizenfamilie 
%:= {NER’~‘: nii>o,nii<o,j#i; lCi<Z} 
eine grosste untere Schranke. 
Im leichen Fall erweisen sich untere Schranken aus der Familie ‘8 : = 
9 {NER xz: B(N, W) ist beschrankt VW E lF@+ } der invers beschr%nkten 
Matrizen als permutierte M-Matrizen. Diese gehoren als permutierte %- 
Matrizen ebenfalls zu x [3, 10, 121. 
1. GRUNDLAGEN 
Symmetrien und Antisymmetrien bei Quasiordnungen 
Sei r eine reflexive und transitive, binare Relation in einer Menge !I%!. 
Die Relation a(r) in ‘!I@, wenn xi u(r) xa fur xi s E W durch ri r x, und 
x27 xi definiert ist, ist wieder reflexiv und transiti”. Sie ist zudem sym- 
metrisch und daher eine iquivalenzrelation. Die maximalen Teilmengen von 
‘?J, in denen r symmetrisch ist, sind die iquivalenzklassen von u(r). Sie seien 
daher als Symmetrieklussen von r bezeichnet. 
Ebenso ist die Relation + in der Menge der Symmetrieklassen { ?}, 
definiert durch 3i., +ia, wenn Reprasentanten xi E 3i.,, x, E 3;2 mit xir x, ex- 
istieren, reflexiv und transitiv. Sie ist jedoch antisymmetrisch und definiert 
daher eine Ordnung in { 5?}. Folglich sind die RepCsentantensysteme ‘der 
Symmetrieklassen von r die maximalen Teihnengen von !IP, in denen r eine 
Ordnung definiert und somit antisymmetrisch ist. Sie seien daher als Anti- 
symmetriesysteme von r bezeichnet. 
Der Durchschnitt 3c aller Antisymmetriesysteme von r, die grosste, in 
jedem Antisymmetriesystem enthaltene Teihnenge, sei als antisymmetrischer 
Kern von r bezeichnet. ?C besteht aus allen Elementen von %Y, welche die 
einelementigen Symmetrieklassen bilden. 
Geordnete Vektorrtiume 
In einer Menge lllz mit einer Quasiordnung r heisst fur y E’9J2 die Menge 
{x l rrn : x r y } der Vorbereich von y (Nachbewich entsprechend). 
Ein geordneter Vektorraum (X, < ) sei ein Vektorraum X iiber Iw mit einer 
(antisymmetrischen) Ordmmg, die mit der linearen Struktur von X vertrag- 
lich ist (x< y+x+z< y+z VzEX und ax<ay Va>O) [7, 1.1; 11, V.11. 
1st eine Verbandsordnung gegeben, so spricht man von einem Riesz-Raum. 
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Der konvexe Kegel C: = {x E X : 0 <x} der posit&n Vektoren ist der 
Positivitiitskegel. C heisst erzeugend, wenn X = C- C gilt. Der Vorbereich 
von y E X ist durch y - C gegeben (Nachbereich entsprechend). 
Durch jeden konvexen Kegel K mit K n - K = (0) (spitz) wird X zu 
einem geordneten Vektorraum mit K als Positivitatskegel (x < y :.~y - x E 
K). 
Ein u E X heisst (Ordnungs-)Einheit, wenn zu jedem x E X em X > 0 mit 
- hu < x < hu existiert. 
Im folgenden wird der Vektorraum Iw” aller reellen n-Tupel als ge- 
ordneter Vektorraum unter der komponentenweisen 0rdnuLg betrachtet. 
Der Positivitatskegel ist WT : = {x E R” : xi > 0, 1 < i < n}. Die zugehlirige 
Relation wird gelegentlich mit “ <“” bezeichnet. Die Einheitsvektoren 
(0 )...) O,l,O )..., 0) mit 1 in der i-ten Komponente und 0 sonst seien mit e,, 
1 < i <q bezeichnet. Eine Einheit im W” ist (1,. . . , 1). 
Seien (X, < x), (Y, < Y) geordnete Vektorraume mit den Positivitatske- 
geln Cx, C,. 
Der Vektorraum C (X, Y) aller linearen Abbildungen von X in Y wird 
genau dann ein geordneter Vektorraum mit dem konvexen Kegel !@(X, Y) : = 
{ T E f. (X, Y) : TCx c C, } der positiven Abbildungen als Positivitatskegel, 
wenn Cx erzeugend ist [2; 7, 1.5; 11, V.11. Die entstehende Ordnung heisst 
induziert. 
Robert’sche Relation p und zugehiirige A’c;uivalenzrelution (I: Fiir NE 
c(X,Y), wEY, sei B(N,w):={uECx:Nu<Yw}. Fiir N,,,EC(X,Y) ist 
Ni p N, durch B(N,, w) c B(N,, w) VW E C, und Ni u N, durch Nip N, und 
N, p N1 definiert. 
Eine Teilmenge 5 von !Q( X, Y) trennt positiv in X, wenn fur u, v E X mit 
Tu < y Tu VT E ?? folgt u < xv. Die Existenz einer positiv tremrenden Teil- 
menge 5 von @3(X, Y) ist gleichbedeutend mit der Identitat von Cx und 
seiner bidualen Hiille n AE’D~X,Y~{~~X:O<~Au}. Im Fall Y=Iw (natmliche 
Ordnung) werde X* bzw. C,* fur den algebra&hen Dualraum !?(X, W) bzw. 
Dualkegel $3(X, Iw) geschrieben. 
Im Fall X = Y ist C(X, Y) der Endomorphismeming C(X). Eine idempo- 
tente Abbildung P E C(X) heisst komplementtir positive Projektion, wenn P 
und (I, - P), Ix die identische Abbildung, positive Abbildungen sind. Ihre 
Gesamtheit sei mit H(X) bezeichnet. Fiir einen Riesz-Raum X ist H(X), 
vermoge der Zuordmmg P+ PX, P E II(X), durch die Ordmmgsisomorphie 
zur Boole’schen Algebra 9’ (X) aller Projektionsbander in X charakterisiert 
[8, ch. 41. 
Im Fall X = I@, Y = [w’ ist C(X, Y) der Matrizenraum R’ xk aller (I X k)- 
Matrizen. Durch die komponentenweise Ordnung in IWk und Iw’ wird such in 
[w’ x k die komponentenweise Ordnung mit dem Positivitatskegel rWy k : = {N 
E[W’~~:~~~~>O Vi,j} induziert. 
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Fur z~l@, YEI%’ sei zT @ y der Tensor mit den Bildem (zTx) y, x E [Wk. 
Die kanonischen Projektiotwn Pi : = eiT @ei (1 &i < 1) des W’ bilden eine 
positiv trennende Menge von komplementar positiven Projektionen. Die 
identische Abbildung des R’ sei mit I’ bezeichnet. 
2. DIE ROBERT’SCHE RELATION p 
UND IHRE AQUIVALENZRELATION u 
Dieses Kapitel bringt zur Bestimmung der Symmetrieklassen von p in 
Matrizenraumen ein Kriterium fur Ni UN,. Begonnen werde mit einem 
Kriterium fur NipN,. 
Es hegt nahe, dass zwei Matrizen genau dann beziighch p in Relation 
stehen, wenn das fur gleichindizierte Zeilen der Fall ist. Der Beweis l&st 
sich darauf zuriickfiihren, dass die kanonischen Projektionen Pi des R’, die 
die Zeilen einer Matrix “ausblenden”, eine positiv trennende Menge von 
komplementar positiven Projektionen bilden. Das Kriterium fur N,I>N, sei 
daher zunachst in folgender Form bewiesen. 
SATZ 2.1 (Meixner). Sind U, V geordnete Vektmrtiume, wobei dm Posi- 
tivitiitskegel Q von V emmgend sei, und trennt die Teilmenge 5 von II(V) 
positiv in V, so gilt NI p N, fi’ir N,,, Ei?(U,V) genau dann, wenn lN,plll$ 
VT E 5 gilt. 
Beweis. Sei P der Positiviftskegel von U. 
(a) Gelte N,pN, und sei TEE. Sei uEP, wEQ mit TN+<Tw (“<“= 
Ordnungsrelation in V). Da Q erzeugend ist, existiert y E Q mit Nsu < y. Da 
(Iv - T) positiv ist, gilt somit: 
N,u = TN,u+(Z,-T)N,u < Tw+(Z,-T)yEQ, 
Aus Ni p Nz folgt: Niu < Tw + (Zy - T) y. Da T idempotent und positiv ist, 
folgt: 
TN,u =G Tw, d.h. TNlpTN2 
(b) Gelte TN,pTN, VTE~. Sei UEP, WEQ mit N,u<w. Da ‘?j aus 
positiven Abbildungen besteht, gilt damit: 
TN+ < Tw VTE3. 
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Aus TN, p TN, folgt: TN,u < Tw VT E 5. Da 5 in V positiv trennt, fo1g.t: 
N,u < w, dh. N,pN,. n 
Da die Menge J . G. = {Pi : 1 < i Q I } der kanonischen Projektionen des R’ 
die Voraussetzungen zu Satz 2.1 erfullt, ergibt sich mit U: = I@, V: = R’, 
beide komponentenweise geordnet, das folgende Zeilenkriterium fiir Matri- 
zen. 
KOROLLAR 2.1.1. Fiir Matrizen N,,,ERIXk gilt genuu dunn N,pN,, 
wenn zeilenweise (1 < i < 1) eiTN, p eiTN, giZt. 
Danach ist Nr u N,, definiert durch Nr p N, und N, p N,, gleichbedeutend 
mit eiTN, aeiTN,, 1< i < 1. Ein Kriterium fur Nr u N,, wenn N,,, Matrizen 
sind, lbst sich daher auf ein Kriterium fiir Zeilenvektoren zuriickfuhren. 
Der Beweis dieses Kriteriums geht darauf zuriick, dass Hyperebenen in 
einem geordneten Vektorraum U mit identischen Schnitten des Positivi- 
tatskegels P, deren zugehorige Funktionale nichtnegativ sind ( 6! - P*), iden- 
tisch sind, falls P algebra&h innere Punkte enth&. Nachdem algebraisch 
innere Punkte von P und Einheiten von U dasselbe sind [7: 0.2, 1.3.11, sei 
diese Tatsache wie folgt formuhert. 
HILFSSATZ 2.2. Sei U tin geordneter Vektorraum mit Einheiten und sei 
P der Positivititskegel. Fiir Funktionule f,g E U* mit { f,g} Iz( - P*) folgt 
aus {uEP:fu=a}={uEP:gu=a} mit a>0 die Za’entititf=g. 
Beweis . 
(a) Zu beliebigem f~ U*\( - P*) existiert eine Einheit e mit fe > 0: 
Zunachst existiert x E P mit fx > 0 (sonst f E - P*). Sei nun u eine Einheit. 
Wegen~x>Oexistierta>O,sodassfiire:=au+xgilt:~e=cy(~u)+(~r) 
> 0. Dabei ist wegen (Y > 0 und x E P such e eine Einheit. 
(b) Fur f E U*\( - P*), gE U* (0.B.d.A.) und (Y >0 gelte: 
ml:= {uEP:fu=a} = !Q:= {uEP:gu=a}. 
Nach (a) existiert eine Einheit e E P mit fe= CX. Da e als Einheit ein 
algebraisch imrerer Punkt von P ist, folgt fur z E U mit fz= (Y: 
3A>O: u:=e+h(z-e)EP. 
Dabei gilt wegen fz=fe= a: fu= CL Also ist e EELIL,. Ebenso ist e ES.Rr. 
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Aus (132, = !JJ& folgt gv = (Y = ge. Das bedeutet wegen A#O: 
g. (z-e) = 0 oder g.z = gee = CX. 
Damitist X,:={z~U:~z=a}c3C,:={z~U:~z=a} gezeigt. 
Analog folgt ‘Jc, c& und damit X,=X, fiir beide Hyperebenen. 
Daraus folgt f= g fur die zugehorigen Funktionale. n 
Damit erweisen sich nichtnegative lineare Funktionale, die beziiglich u in 
Relation stehen, als identisch. 
SATZ 2.3. Sei U ein geordneter Vektorraum mit Einheiten und sei P der 
Positivitiitskegel. Fiir Funktionule f,g E U* mit { f,g} IZ ( - P*) folgt aus fag 
die Identitit f = g. 
Beweis. Mit fug gilt: 
{uEP:f%<cx} = {uEP:g%<a} Va > 0. (2.3.1) 
ZurAnwendungvonHilfssatz2.2werde S1:={~~P:~u=l}=Se:={~E 
P: g*u = l} gezeigt: Nach (2.3.1) gilt: 
{uEP:O<~u<l} = {uEP:f%<l}\{uEP:f%~O} 
= {uEP:g*u<l}\{uEP:g%<O} 
= {uEP:O<g%<l}. (2.3.2) 
Fiir ufSP mit fu=l folgt: O<gu<l. Damit ist (gu)-‘UEP und g(g* 
u)-‘u = 1. Aus (2.3.2) folgt weiter: f( gu)-‘u < 1. Das bedeutet wegen 
f%=l: 
( g-tip1 = (fu)( g.u)-’ < 1 oder g*u > 1 
Mit g-u < 1 folgt also g.u = 1, d.h. S, c S,. Analog ergibt sich 51, c S,, womit 
S, = S, gezeigt ist. Nach (2.2) folgt f = g. H 
Da Korollar 2.1.1 NraN, fur Nr2ER’Xk auf e~Nrue~Na, l<i<Z, 
zuriickfiihrt und die Zeilen e,rN, a lmeare Funktionale auf Rk, einem 
geordneten Vektorraum mit Einheiten, sind, ergibt sich jetzt ein Kriterium 
fur Nr u N,. Die folgenden Vorbereitungen dienen einer einfachen Darstel- 
lung. 
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DEFINITION 2.4. 
(f$) E lRIXk 
Sei K:=(l)..., k}, L:={l,..., I}, k,l~N. Fur N= 
sei p(N):={iEL:jjEK mit nij>O} und P(N):=XiiEp&‘i, 
mit den kanonischen Projektionen Pi = qr @ ei des I@. Fur p(N) = (ZI sei 
P(N): =o. 
p(N) enthalt die Indizes aller Zeilen von N mit mindestens einer positi- 
ven Komponente. p(N) = L bedeutet, dass jede Zeile von N mindestens eine 
positive Komponente besitzt und p(N) = 0 bedeutet N E - Wyk. P(N) ist 
die Projektion, die bei Anwendung auf N alle Zeilen mit Indizes aus p(N) 
ungeandert l&t und die iibrigen zu Null macht. Die komptitiire Prqek- 
tion 
- -* 
i 
1 - 
@‘-P(N)) = ‘S’ P 
iBziV) 
‘i 
bewirkt das Entgegengesetzte. 
BEISPIEL 2.4.1. Fiir die Matrizen 
M(4):= ( +1 -1 
(Y P 1 
mit a,P<O ist p(~(o,P))={l}, P(M(o,P))=Pi undZ2-PP(M(asP))=Ps* 
SATZ 2.5. Fiir Matrizen N,,, E Iw’ xk ist N,a N, gleichbedeutend mit 
P( NJ Nl = P( N,) N,. P( NJ N, = P( N,) N, schliesst dabei P( Nl) = P( N,) bzw. 
p(N,) = p(N,) mit ein. 
Beweis. 
(a) Gelte Nia N,. Nach (2.1.1) folgt: e~N,ae~Ns, 1 < i < 1. Wie die 
Bemerkung vor Definition 2.4 besagt, sind die Voraussetzungen zu Satz 2.3 
erfiillt. Da { eirN,, e,rN,} Iz - (I@+)* Vi E p(N,) u p(N,) gilt, folgt nach Satz 
2.3: e,=N,=eiTN2 ViEp(N, Damit gilt p(N,)=p(N,)up(N,)= 
p(N,), ah W,) = P&9), und es folgt: P( NJ Nl = P( N,) N,. 
(b) Gelte P( NJ Nl = P( N2) N,. Zunachst folgt P : = P( Nl) = P( NJ. Denn 
nach Definition 2.4 ist mit der Voraussetzung die Identitat der Zeilen eiTN, 
und eiTN2 fur i ~p(N,)u p(N,) g e e g b en. Das ergibt wie oben p(N,) = p(N,) 
und P( Nl) = P( N,). Also folgt PN, = PN, und damit PN, (I PN,. Mit eiTN,,, < 0 
Vi 4 M: = p(N,) = p(N,) gilt zudem: 
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und damit: 
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1 uE(Wk,: (I’-P)N,u<w} = R”, 
= uaR;: { (ZZ-P)N,u < w} VW E w’,. 
Also gilt such (I’-P)N,a(Z’-P)Ns, womit I’N,oZ’Ns VTE{P,(Z’-P)} 
folgt. 
Da {P,(Z’-P)} eine positiv trennende Menge von komplementar 
positiven Projektionen ist, folgt nach Satz 2.1: N,aNs. n 
3. DIE SYMMETRIEKLASSEN VON p 
Zunachst werden anhand des Kriteriums in Satz 2.5 die Symmetrieklas- 
sen von p im Matrizenraum I%’ xk angegeben. Damit werden diejenigen 
Matrizen bestimmt, aus denen die einelementigen Symmetrieklassen be- 
stehen und die den antisymmetrischen Kern X von p bilden. Diesen 
minimalen Klassen wird noch eine Symmetrieklasse gegeniibergestellt, die 
einen vollen Vorbereich im komponentenweise geordneten Iw’ x k ausfiillt (3.1 
u.f.). 
Schliesslich wird noch eine Darstellung der Syinmetrieklassen als 
Vorbereiche gebracht, worauf ein Antisymmetriesystem % fiihrt, das aus den 
Spitzen dieser Vorbereiche besteht (3.2, 3.3). 
Aus Satz 2.5 folgt unmittelbar: 
SATZ 3.1. Die N E lWzxk enthaltende Symn.etrieklusse van p ist K(N) : = 
{H EIW’~~:P(H)H=P(N)N} [P(H) und P(N) gemiiss Definition 2.41. 
BEMEEU~UNG 3.1.1. Da mit P(H)H=P(N)N nach Satz 2.5 such p(H)= 
p(N) gilt, sind also die Matrizen einer Symmetrieklasse K von p in allen 
Zeilen, die mindestens eine positive Komponente enthalten identisch. Die 
iibrigen Zeilen sind beliebig mit ausschliesslich nichtpositiven Komponenten 
besetzt. 
BEISPIEL 3.1.2. Mit den Matrizen M(ol,P) aus Beispiel 2.4.1 ist K : = 
{ M( cr, p) : CX, p < 0} eine vollst%ndige Symmetrieklasse von p in Iw2 x2. Wegen 
P(M(aJ)j=P, fiir a,@<0 gilt: 
~(M(a,P))M(d3j = ( +; -;) = M(“,o)* 
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Da eine Variationsmoglichkeit in Zeilen mit ausschliesslich nichtpositiven 
Komponenten fiir Matrizen, die keine solchen Zeilen besitzen, ausgeschlos- 
sen ist, folgt gem& 3.1.1: 
3.1.3. Die Matrizen N E Iw’ xk mit mindestens einer positiven Kompo- 
nente in jeder Zeile [p(N) = L b zw. P(N) = Z’] bilden die einelementigen 
Symmetrieklassen und somit den antisymmetrischen Kern X von p. 
Die Matrizen mit ausschliesslich nichtpositiven Komponenten in jeder 
Zeile bilden gemass 3.1.1 zusammen eine Symmetrieklasse. 
3.1.4. Der Vorbereich -Iw, ’ xk der Nulhnatrix im komponentenweise 
geordneten R’ x k ist eine Symmetrieklasse von p [ p( IV) = (ZI bzw. P(N) = 0 fiir 
NE-W:““]. 
Schliesslich l&t Bemerkung 3.1.1 erkennen, dass in jeder Symmetriek- 
lasse K von p ein ReprLsentant in folgender Weise w&lbar ist. Ersetzt man 
in jeder Matrix N E K die Zeilen mit ausschliesslich nichtpositiven 
Komponenten durch die Nullzeile, so entsteht immer die gleiche Matrix N,. 
N, gehijrt ebenfalls zu K und ist daher ein Reprasentant von K. 
Da gerade die Projektion P(N) die beschriebene Operation an N E K 
ausfiihrt [N,,=P(N)N], so lbst sich das entstehende Antisymmetriesystem 
wie folgt darstellen. 
SATZ 3.2. Ein Antisymmetriesystem von p in Iw’ k ist ‘3 : = {A E 
IWIXk:A= P(A)A}. Der Repriisentant AEX der Symmetrieklusse K(N), NE 
Iw’ xk, ergibt sich aus A: = P(N)N. 
Beweis. 
(a) AEK(N) und A=P(A)A:A:=P(N)N bedeutet nach Definition 2.4: 
A entsteht aus N durch Nullsetzen aller Zeilen mit ausschhesslich nichtpo- 
sitiven Komponenten. Also ist p(A) = p(N) und damit P(A) = P(N). Da es 
sich urn Projektionen handelt, folgt: 
P(A)A = P(N)A = P(N)N = A, 
womit (a) gezeigt ist. 
(b) Eindeutigkeit von A in K(N) : Sei H eine weitere Matrix in K(N) mit 
H = P(H)H. Da A und H derselben Klasse angehoren, gilt P(A)A = P(H)H, 
woraus unmittelbar A = P(A)A = P(H) H = H folgt. n 
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BEISPIEL. Der ReprGsentant A E8 der Symmetrieklasse K von Beispiel 
3.1.2 ist 
M(O,O) = ( +; -;). 
Werden nun in die Nullzeilen eines Reprasentanten A E8 wieder Zeilen 
mit ausschliesslich nichtpositiven Komponenten eingesetzt, so kisst sich aus 
A jede Matrix der Symmetrieklasse K(A) zuriickgewinnen (vgl. 3.1.1). Da 
diese Operation mithilfe der Projektion (I’ - P(A)) = EiepCAjPi ausfuhrbar 
ist, ergibt sich folgende Darstellung fiir die Symmetrieklassen von o. 
SATZ 3.3. Die aYen Repriisentanten A ~9l enthultende Symmetrieklusse 
von p hut die Darstellung 
K(A) = {A-(Z~-P(A))H:HEIW:X~} = A - (I[-P(A))@+?. 
Beweis. 
(a) A - (I’ - P(A))Wy” cK(A): Die in der Vorbemerkung zum Satz 
beschriebene Zeilenoperation fiihrt zu einer Matrix N: =A - (z’ - P(A))H 
mit H E IWyk. Dabei sei jetzt H E I@+?” beliebig gewahlt. Da die Operation 
die Zeilen mit mindestens einer positiven Komponente unverandert lasst, gilt 
p(N) = p(A) oder P(N) = P(A). Mit der Idempotenz von P(A) folgt P(N)N= 
P(A)A, d.h. N EK(A). 
(b) K(A) CA - (I’ - P(A))@+?: Sei N E K(A). Da A und N zur gleichen 
Klasse gehoren gilt nach Satz 2.5: P(N) = P(A). Da A der Reprhentant von 
K(N) = K(A) in 8 ist, gilt nach Satz 3.2: A = P(N)N. Mit der Idempotenz 
von (I’- P(N)) folgt: 
N = P(N)N+ (I’-p(N))N = A - (z’-P(N))H 
= A - (I’-P(A))H 
mit 
H:= -(I’-P(N))N= -*B~~~~N=~~~~~(-e,TN)~ei. 
Aus eiTN < 0 fur i 4 p(N) folgt H E Fly k. 
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BEISPIEL. Die Symmetrieklasse K von Beispiel 3.1.2 mit dem Repra- 
sentanten M(O,O) hat nach Satz 3.3 folgende Darstellung: 
K = M(O,O) - (z2-P(M(0,0))R2+x2=M(0,0)-P21Ry2 
= ‘A -;)-((‘d. ;):a,p>o) ( 
Die Projektion (I’- P(A)) bildet als positive Abbilduug den Matrizenkegel 
Iwy k in sich ab, wobei das Bild (I’ - P(A))Ry k wieder ein spitzer, konvexer 
Kegel ist. Mit diesem Kegel als Positivitatskegel entsteht in WY” eine 
Ordnung, die aus der komponentenweisen Ordnung hervorgeht und vom 
jeweiligen Reprasentanten A E % abhangt. Nur im Fall P(A) = 0 bleibt die 
komponentenweise Ordnung erhalten (vgl. 3.1.4). 
Somit charakterisiert die Darstellung K(A) = A - (I’ - P(A)) l@,? k die 
Symmetrieklassen K(A) als Vorbereiche. Ihre Spitzen bilden die Rep&en- 
tanten A E 8. 
In Verallgemeinerungen wird Iw + Ixk durch den Positivitatskegel der in- 
duzierten Ordnung ersetzt und die Projektionen P(A) erweisen sich als 
komplementar positive Projektionen ([5], in [4] nicht explizit ausgefiihrt). 
Die Arbeit entstand aus V&rGgen und Berichten im Rahmen der AT- 
beitsgemeinschufi “Positivitiit und Nonnen” unter Herm Prof. Dr. Dr. h.c. F. 
L. Bauer und Herrn Dr. C. Zenger im Fachbereich Mathernatik der TU- 
Miinchen. Fiir a!as allseitige lebhafte Znteresse sei herzlich gedankt. 
REFERENCES 
F. L. Bauer, Theory of Norms, Techn. Rep. No. CS75, Stanford Univ ., 1967 
F. L. Bauer, assisted by W. Meixner and H. Vogg, Lecture notes on positivity 
and norms, Bericht, TUMiinchen, Abtlg. Math., 1974, Rublikation in Vorberei- 
tung* 
A. Bode, Matrizielle untere Schranken hnearer Abbildungen und M-Matrizen, 
Numer. Math. 11: 465-412 (1966). 
A. Bode, Die maximalen Antisymmetriesysteme der Robert’schen Quasiordnung 
in Raumen linearer Abbildungen, die geordnete Vektorraume mit Ordnungsem- 
heiten in S-Vektorverbande abbilden, Bericht, TUMiinchen, Abtlg. Math., Nr. 
7636, 1976. 
A. Bode, Symmetrien und Antisymmetrien der Robert’schen Quasiordnung in 
Vektorraumen ordnungsbeschrankter linearer Abbildungen, Bericht in 
Vorbereitung. 
ROBERTS QUASIORDER IN MATRIX SPACES 99 
6 K. Goetschi, Aquivalenzrelationen in teilweise geordneten Mengen, Dissertation, 
TU-Miichen, 1973. 
7 G. Jameson, Ordered Linear Spuces, Lecture Notes in Mathematics 141, 
Springer, Berlin, 1970. 
8 W. A. J, Luxemhurg and A. C. Zaanen, Riesz-Spaces, North-Holland, Amster- 
dam, 1971. 
9 W. Meixner, Generalized norms, Dissertation, TU-Miinchen, 1977. 
10 F. Robert, Recherche dune M-Matrice parmi les minorantes dun operateur 
lineaire, Nuber. Math. 9: 189-199 (1966). 
11 H. H. Schafer, TopoZogicaZ Vector Spaces, Macmillan, New York, 1966. 
12 J. Stoer, Lower hounds of matrices, Numer. Math. 12: 146-156 (1968). 
Received 14 November 1977; revised 25 Januuy 1978 
