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Classical capacity of bosonic broadcast communication
and a new minimum output entropy conjecture
Saikat Guha, Jeffrey H. Shapiro, and Baris I. Erkmen
Massachusetts Institute of Technology, Research Laboratory of Electronics, Cambridge, Massachusetts 02139 USA
Previous work on the classical information capacities of bosonic channels has established the
capacity of the single-user pure-loss channel, bounded the capacity of the single-user thermal-noise
channel, and bounded the capacity region of the multiple-access channel. The latter is a multi-user
scenario in which several transmitters seek to simultaneously and independently communicate to a
single receiver. We study the capacity region of the bosonic broadcast channel, in which a single
transmitter seeks to simultaneously and independently communicate to two different receivers. It
is known that the tightest available lower bound on the capacity of the single-user thermal-noise
channel is that channel’s capacity if, as conjectured, the minimum von Neumann entropy at the
output of a bosonic channel with additive thermal noise occurs for coherent-state inputs. Evidence
in support of this minimum output entropy conjecture has been accumulated, but a rigorous proof
has not been obtained. In this paper, we propose a new minimum output entropy conjecture that, if
proved to be correct, will establish that the capacity region of the bosonic broadcast channel equals
the inner bound achieved using a coherent-state encoding and optimum detection. We provide some
evidence that supports this new conjecture, but again a full proof is not available.
PACS numbers: 03.67.Hk, 89.70.+c, 42.79.Sz
I. INTRODUCTION
The past decade has seen several advances in evalu-
ating classical information capacities of several impor-
tant quantum communication channels [1]–[5]. Despite
these advances [1], exact capacity results are not known
for many important and practical quantum communica-
tion channels. Here we extend the line of research aimed
at evaluating capacities of bosonic communication chan-
nels, which began with the capacity derivation for the
input photon-number constrained lossless bosonic chan-
nel [2],[3]. The capacity of the lossy bosonic channel
was found in [4], where it was shown that a modulation
scheme using classical light (coherent states) suffices to
achieve ultimate communication rates over this channel.
Subsequent attempts to evaluate the capacity of the lossy
bosonic channel with additive Gaussian noise [5] led to
a crucial conjecture on the minimum output entropy of
a class of bosonic channels [6]. Proving that conjecture
would complete the capacity proof for the bosonic chan-
nel with additive Gaussian noise, and it would show that
this channel’s capacity is achievable with classical-light
modulation. More recent work that addressed bosonic
multiple-access communication channels [7] revealed that
modulation of information using non-classical states of
light is necessary to achieve ultimate single-user rates in
the multiple-access scenario.
In the present work, we study the classical informa-
tion capacity of the bosonic broadcast channel. A broad-
cast channel is the congregation of communication me-
dia connecting a single transmitter to two or more re-
ceivers. In general, the transmitter encodes and sends
out independent information to each receiver in a way
that each receiver can reliably decode its respective in-
formation. We will show that when coherent-state en-
coding is employed in conjunction with coherent de-
tection, the bosonic broadcast channel is equivalent to
a classical degraded Gaussian broadcast channel whose
capacity region is known, and known to be dual to
that of the classical Gaussian multiple-access channel
[8]. Thus, under these coding and detection assump-
tions, the capacity region of the bosonic broadcast chan-
nel is dual to that of the multiple-access bosonic chan-
nel with coherent-state encoding and coherent detection.
To treat more general transmitter and receiver condi-
tions, we use a limiting argument to apply the degraded
quantum broadcast-channel coding theorem for finite-
dimensional state spaces [9] to the infinite-dimensional
bosonic channel with an average photon-number con-
straint. We consider the two-receiver case in which Al-
ice (A) simultaneously transmits to Bob (B), via the
transmissivity η > 1/2 port of a lossless beam splitter,
and to Charlie (C), via that beam splitter’s reflectivity
1− η < 1/2 port, using arbitrary encoding and optimum
measurement with an average photon number N¯ at the
input. Given a new conjecture about the minimum out-
put entropy of a lossy bosonic channel, we show that the
ultimate capacity region is achieved by coherent-state en-
coding, and is given by
RB ≤ g(ηβN¯), RC ≤ g((1−η)N¯)−g((1−η)βN¯), (1)
for 0 ≤ β ≤ 1, where g(x) ≡ (x+ 1) log(x+ 1)− x log(x)
is the von Neumann entropy of the Bose-Einstein distri-
bution with mean x. Interestingly, this capacity region is
not dual to that of the bosonic multiple-access channel
with coherent-state encoding and optimum measurement
that was found in [7].
The remainder of this paper is organized as follows.
Section II gives a brief introduction to the capacity region
of classical broadcast channels. In Sec. III, we describe
some recent work on the capacity region of the degraded
quantum broadcast channel [9]. In Sec. IV, we introduce
2the noiseless bosonic broadcast channel model, and de-
rive its capacity region subject to a new minimum output
entropy conjecture. In Sec. V we compare the capacity
region obtained in Sec. IV with the classical Gaussian
broadcast channel results that apply for coherent-state
encoding and coherent (homodyne or heterodyne) detec-
tion. We also show that a recent duality result between
capacity regions of classical multiple-input, multiple-
output Gaussian multiple-access and broadcast channels
[8] does not hold for bosonic channels with coherent-
state encoding. Discussion of bosonic-channel minimum
output entropy conjectures, and evidence supporting the
conjecture associated with the bosonic broadcast chan-
nel, will be given in Appendix A.
II. CLASSICAL BROADCAST CHANNEL
A two-user discrete, memoryless broadcast chan-
nel is modeled by a classical probability distribution,
pB,C|A(β, γ | α), where α, β, and γ are drawn from
Alice’s input alphabet A, and Bob and Charlie’s out-
put alphabets B, C respectively. A broadcast chan-
nel is said to be memoryless if successive uses of the
channel are independent, i.e., pBn,Cn|An(β
n, γn | αn) =
Πni=1pB,C|A(βi, γi | αi) is the transition distribution for
n channel uses. A ((2nRB , 2nRC ), n) code for a broadcast
channel consists of an encoder
αn : 2nRB × 2nRC → An, (2)
and two decoders
W˜B : Bn → 2nRB (3)
W˜C : Cn → 2nRC . (4)
The probability of error P
(n)
e is the probability that the
overall decoded message does not match the transmitted
message, i.e.,
P (n)e = P (W˜B(B
n) 6=WB or W˜C(Cn) 6=WC), (5)
where the messages, (WB ,WC), that are sent to Bob and
Charlie, respectively, are assumed to be uniformly dis-
tributed over the 2nRB × 2nRC possibilities. A rate pair
(RB, RC) is said to be achievable, for the broadcast chan-
nel, if there exists a sequence of ((2nRB , 2nRC ), n) codes
with P
(n)
e → 0 as n → ∞. The capacity region of the
broadcast channel is the closure of the set of achievable
rates.
Determining the capacity region of a general broadcast
channel is still an open problem. The capacity region
is known, however, for degraded broadcast channels, in
which one receiver (say C) is “downstream” from the first
receiver (say B), so that C always receives a degraded
version of what B observes. In other words, A→ B → C
is a Markov chain, so that there exists a distribution,
p˜(γ | β), such that
pC|A(γ | α) =
∑
β
pB|A(β | α)p˜(γ | β). (6)
Degraded broadcast channels were first studied by Cover
[10], who conjectured that the capacity region for Alice
to send independent information to Bob and Charlie at
rates RB and RC respectively over such a channel is the
convex hull of the closure of all (RB , RC) satisfying
RB ≤ I(A;B | T ) (7)
RC ≤ I(T ;C), (8)
for some joint distribution pT (t)pA|T (α | t)pB,C|A(β, γ |
α). Here, I(X ;Y ) denotes the Shannon mutual in-
formation between ensembles X and Y , and T is
an auxiliary random variable with cardinality |T | ≤
min {|A|, |B|, |C|}. The achievability of the above capac-
ity result was proved by Bergmans [11], and Gallager
proved the converse [12].
III. QUANTUM DEGRADED BROADCAST
CHANNEL
A quantum channel NA-B from Alice to Bob is a trace-
preserving completely positive map that transforms Al-
ice’s single-use density operator ρˆA into Bob’s: ρˆB =
NA-B(ρˆA). The two-user quantum broadcast channel
NA-BC is a quantum channel from sender Alice (A) to
two independent receivers, Bob (B) and Charlie (C).
The quantum channel from Alice to Bob is obtained
by tracing out C from the channel map, i.e., NA-B ≡
TrC (NA-BC), with a similar definition for NA-C . We say
that a broadcast channel NA-BC is degraded if there ex-
ists a degrading channel, N degB-C , from B to C satisfying
NA-C = N degB-C ◦ NA-B. The degraded broadcast channel
describes a physical scenario in which for each successive
n uses of NA-BC Alice communicates a randomly gen-
erated classical message (m, k) ∈ (WB ,WC) to Bob and
Charlie, where the message sets WB and WC have cardi-
nalities 2nRB and 2nRC respectively. The messages (m, k)
are assumed to be uniformly distributed over (WB ,WC).
Because of the degraded nature of the channel, Bob re-
ceives both m and k, whereas Charlie only receives k.
To convey the message (m, k), Alice prepares an n-
channel-use input state, with density operator ρˆA
n
m,k, fromAn, the tensor product space of her single-use input-
state alphabet. After transmission through the chan-
nel, this state results in the bipartite density operator
ρˆB
nCn
m,k = N⊗nA-BC(ρˆA
n
m,k) for Bob and Charlie. The re-
duced density operators for Bob and Charlie, ρˆB
n
m,k and
ρˆC
n
m,k respectively, can be found by tracing out the other
receiver. A (2nRB , 2nRC , n, ǫ) code for this channel con-
sists of an encoder
(m, k) : (WB ,WC)→ An, (9)
a positive operator-valued measure (POVM) {Λmk} on
Bn and a POVM {Λ′k} on Cn that satisfy [13]
Tr
(
ρˆB
nCn
m,k (Λmk ⊗ Λ′k)
)
≥ 1− ǫ, (10)
3for all (m, k) ∈ (WB ,WC). Its error probability therefore
obeys P
(n)
e ≤ ǫ. A rate-pair (RB , RC) is achievable if
there exists a sequence of (2nRB , 2nRC , n, ǫn) codes with
ǫn → 0, so that P (n)e → 0 for such a sequence. The clas-
sical capacity region of the degraded quantum broadcast
channel is then the convex hull of the closure of all achiev-
able rate pairs (RB, RC).
The classical capacity region of the two-user degraded
quantum broadcast channel NA-BC was recently derived
by Yard et al. [9], and can be expressed in terms of the
Holevo information [14],
χ(pj , σˆj) ≡ S

∑
j
pj σˆj

 −∑
j
pjS(σˆj), (11)
where {pj} is a probability distribution associated with
the density operators {σˆj}, and S(ρˆ) ≡ −Tr(ρˆ log ρˆ) is
the von Neumann entropy of the quantum state ρˆ. Be-
cause χ may not be additive, the rate region (RB, RC)
of the degraded broadcast channel must be computed by
maximizing over multiple channel uses. Thus, for n chan-
nel uses we can achieve the rate region specified by
RB ≤
∑
i
piχ
(
pj|i,N⊗nA-B(ρˆA
n
j )
)
/n
=
1
n
∑
i
pi

S

∑
j
pj|iρˆ
Bn
j


−
∑
j
pj|iS
(
ρˆB
n
j
) , (12)
RC ≤ χ

pi,∑
j
pj|iN⊗nA-C(ρˆA
n
j )

 /n
=
1
n

S

∑
i,j
pipj|iρˆ
Cn
j


−
∑
i
piS

∑
j
pj|iρˆ
Cn
j



 , (13)
where j ≡ (m, k) is a collective index. The prob-
abilities {pi} form a distribution over an auxiliary
classical alphabet T , of size |T |, satisfying |T | ≤
min
{|An|, |Bn|2 + |Cn|2 + 1}. The ultimate rate-region
is computed by maximizing the region specified by
Eqs. (12) and (13), over {pi},
{
pj|i
}
,
{
ρˆA
n
j
}
, and n,
subject to the cardinality constraint on |T |. Figure 1
illustrates the setup of the two-user degraded quantum
channel.
FIG. 1: Schematic of the degraded quantum broadcast chan-
nel. The transmitter Alice (A) encodes her messages to Bob
(B) and Charlie (C) in a classical index j by preparing B and
C in the bipartite state ρˆB
nCn
j . The dashed line from B to
C denotes the existence of a degrading channel, N degB-C , whose
n-fold tensor product will transform ρˆB
n
j into ρˆ
Cn
j for all j.
IV. NOISELESS BOSONIC BROADCAST
CHANNEL
The two-user noiseless bosonic broadcast channel
NA-BC consists of a collection of spatial and tempo-
ral bosonic modes at the transmitter (Alice) that inter-
act with a minimal-quantum-noise environment and split
into two sets of spatio-temporal modes en route to two in-
dependent receivers (Bob and Charlie). The multi-mode
two-user bosonic broadcast channel NA-BC is given by⊗
sNAs-BsCs , where NAs-BsCs is the broadcast-channel
map for the sth mode, which can be obtained from the
Heisenberg evolutions
bˆs =
√
ηs aˆs +
√
1− ηs eˆs, (14)
cˆs =
√
1− ηs aˆs −√ηs eˆs, (15)
where {aˆs} are Alice’s modal annihilation operators, and
{bˆs}, {cˆs} are the corresponding modal annihilation oper-
ators for Bob and Charlie, respectively. The modal trans-
missivities {ηs} satisfy 0 ≤ ηs ≤ 1, and the environment
modes {eˆs} are in their vacuum states. We will limit
our treatment here to the single-mode bosonic broadcast
channel, as the capacity of the multi-mode channel can
in principle be obtained by summing up capacities of all
spatio-temporal modes and maximizing the sum capac-
ity region subject to an overall input-power budget us-
ing Lagrange multipliers, cf. [5], where this was done for
the capacity of the multi-mode single-user lossy bosonic
channel.
The principal result we have for the single-mode de-
graded bosonic broadcast channel depends on a minimum
output entropy conjecture (strong conjecture 2, see Ap-
pendix A). Assuming this conjecture to be true, we will
show that the ultimate capacity region of the single-mode
noiseless bosonic broadcast channel (see Fig. 2) with a
4FIG. 2: (Color online) A single-mode noiseless bosonic broad-
cast channel can be envisioned as a beam splitter with trans-
missivity η. With η > 1/2, the bosonic broadcast channel is a
degraded quantum broadcast channel, where Bob (B) is the
less-noisy receiver and Charlie (C) is the more-noisy receiver.
mean input photon-number constraint 〈aˆ†aˆ〉 ≤ N¯ is
RB ≤ g(ηβN¯), (16)
RC ≤ g((1− η)N¯)− g((1− η)βN¯ ). (17)
Here, 0 ≤ β ≤ 1 is a parameter that represents the frac-
tion of Alice’s average photon number that is used to
convey information to Bob, with remainder to be used to
communicate information to Charlie. The boundary of
the broadcast channel’s capacity region is traced out by
varying β from 0 to 1.
It is worth noting, at this point, that our assumption of
a lossless beam splitter—in Eqs. (14) (15), and Fig. 2—
is not essential. In particular, if the coupling coefficients
from aˆ to bˆ and aˆ to cˆ in Fig. 2 were ηb and ηc, respec-
tively, with 0 ≤ ηc < ηb, and ηb + ηc < 1, then we still
have a degraded quantum broadcast channel, and, as-
suming strong conjecture 2 is correct, its capacity region
is given by Eqs. (16) and (17), with ηb and ηc replacing η
and 1−η, respectively. For simplicity, in all that follows,
we shall presume that the lossless beam splitter model
applies.
The rate region from Eqs. (16) and (17) is additive and
achievable with single channel use coherent-state encod-
ing using the distributions
pT (t) =
1
πN¯
exp
(
−|t|
2
N¯
)
, (18)
pA|T (α | t) = 1
πN¯β
exp
(
−|
√
1− β t− α|2
N¯β
)
. (19)
The first step toward proving that Eqs. (16) and (17)
do indeed specify the bosonic broadcast channel’s capac-
ity region is to show that Eqs. (18) and (19) achieve these
rates. It is straightforward to show that if η > 1/2, the
bosonic broadcast channel is a degraded quantum broad-
cast channel, in which Bob’s is the less-noisy receiver
and Charlie’s is the more-noisy receiver. To do so we
merely recognize that, when η > 1/2, Charlie’s reduced
density operator can be obtained from Bob’s by applying
{bˆi : 1 ≤ i ≤ n} to the input of a lossless beam splitter
that has transmissivity η′ = (1 − η)/η to output modes
{cˆi : 1 ≤ i ≤ n}, and whose other input port is driven
by vacuum-state modes. The Yard et al. capacity region
in Eqs. (12) and (13) requires finite-dimensional Hilbert
spaces for the channel’s input and outputs. Nevertheless,
we will use their result for the bosonic broadcast chan-
nel, which has an infinite-dimensional state space, by ex-
tending it to infinite-dimensional state spaces through a
limiting argument [15]. The n = 1 rate-region for the
bosonic broadcast channel using a coherent-state encod-
ing is thus:
RB ≤
∫
pT (t)S
(∫
pA|T (α | t)|√η α〉〈√η α| dα
)
dt (20)
RC ≤ S
(∫
pT (t)pA|T (α | t)|
√
1− η α〉〈
√
1− η α| dα dt
)
−
∫
pT (t)S
(∫
pA|T (α | t)
× |
√
1− η α〉〈
√
1− η α| dα
)
dt, (21)
where we need to maximize the bounds for RB and RC
over all joint distributions pT (t)pA|T (α | t) subject to
〈|α|2〉 ≤ N¯ . Note that A and T are complex-valued ran-
dom variables, and the second term in the RB bound
(12) vanishes, because the von Neumann entropy of a
pure state is zero. Substituting Eqs. (18) and (19) into
Eqs. (20) and (21) shows that the rate region in Eqs. (16)
and (17) is achievable with single-use coherent-state en-
coding.
For the converse, assume that the rate pair (RB, RC)
is achievable. Let {(m, k)} and the POVMs {Λmk},
{Λ′k} comprise any (2nRB , 2nRC , n, ǫn) code in the achiev-
ing sequence. Suppose that Bob and Charlie store
their decoded messages in the classical registers W˜B
and W˜C respectively. Let us use pWB ,WC (m, k) =
pWB (m)pWC (k) = 2
−nRB2−nRC to denote the joint prob-
ability mass function of the independent message regis-
tersWB andWC . As (RB , RC) is an achievable rate-pair,
there must exist ǫ′n → 0, such that
nRC = H(WC)
≤ I(WC ; W˜C) + nǫ′n
≤ χ(pWC (k), ρˆC
n
k ) + nǫ
′
n, (22)
where I(WC ; W˜C) ≡ H(W˜C) − H(W˜C | WC) gives the
Shannon mutual information in terms of the Shannon
entropy H = −∑k pk log(pk) for a probability distribu-
tion {pk}, and ρˆCnk =
∑
m pWB (m)ρˆ
Cn
m,k. The second line
follows from Fano’s inequality [16] and the third line fol-
lows from Holevo’s bound [17]. Similarly, for ǫ′′n → 0, we
5can bound nRB as follows:
nRB = H(WB)
≤ I(WB ; W˜B) + nǫ′′n
≤ χ(pWB (m), ρˆB
n
m ) + nǫ
′′
n
≤
∑
k
pWC (k)χ(pWB (m), ρˆ
Bn
m,k) + nǫ
′′
n, (23)
where the three lines above follow from Fano’s inequality,
Holevo’s bound and the concavity of Holevo information.
To complete the converse proof, we need only show
that there exists a 0 ≤ β ≤ 1, such that∑
k
pWC (k)χ(pWB (m), ρˆ
Bn
m,k) ≤ ng(ηβN¯), (24)
χ(pWC (k), ρˆ
Cn
k ) ≤ ng((1− η)N¯)− ng((1− η)βN¯ ). (25)
From the non-negativity of the von Neumann entropy
S
(
ρˆB
n
m,k
)
, it follows that
∑
k pWC (k)χ(pWB (m), ρˆ
Bn
m,k) ≤∑
k pWC (k)S
(∑
m pWB (m)ρˆ
Bn
m,k
)
, as the second term of
the Holevo information above is non-negative. Because
von Neumann entropy is subadditive, and the maximum
von Neumann entropy of a single-mode bosonic state
with 〈aˆ†aˆ〉 ≤ N¯ is given by g(N¯), we have that
0 ≤ S
(
ρˆB
n
k
)
≤
n∑
ℓ=1
g
(
ηN¯kℓ
) ≤ ng(ηN¯k) , (26)
where, N¯k ≡
∑n
ℓ=1 N¯kℓ/n, and N¯kℓ is the mean pho-
ton number of the ℓth channel use for the state ρˆB
n
k =∑
m pWB (m)ρˆ
Bn
m,k. Therefore, because g(0) = 0 and g(x)
is monotonically increasing for x > 0, we see that for
each k ∈WC there is a 0 ≤ βk ≤ 1 such that
S
(
ρˆB
n
k
)
= ng
(
ηβkN¯k
)
. (27)
We know that N¯ is Alice’s maximum average photon
number per channel use, where the averaging is over the
entire codebook. Thus, the mean photon number of the
n-use average codeword at Bob, ρˆB
n ≡ ∑k pWC (k)ρˆBnk ,
is ηN¯ . Hence, we get
0 ≤
∑
k
pWC (k)S
(
ρˆB
n
k
)
≤ S(ρˆBn) ≤ ng (ηN¯) , (28)
where the second inequality follows from the convexity of
von Neumann entropy. Again invoking the monotonicity
of g(x) we have that there is a 0 ≤ β ≤ 1, such that∑
k pWC (k)S
(
ρˆB
n
k
)
= ng(ηβN¯) whence
∑
k
pWC (k)χ(pWB (m), ρˆ
Bn
m,k) ≤ ng(ηβN¯). (29)
This proves the first inequality that we need for the ca-
pacity region’s converse statement.
To prove the second inequality needed for that con-
verse, we start from Eq. (27) and use strong conjecture 2
(see Appendix A) to get
S
(
ρˆC
n
k
)
≥ ng((1− η)βkN¯k) . (30)
Next, we use the uniform distribution pWC (k) = 2
−nRC
to obtain ∑
k
2−nRCg
(
ηβkN¯k
)
= g
(
ηβN¯
)
. (31)
Using (31), the convexity of g(x) and η > 1/2, we have
shown (see Appendix B) that∑
k
2−nRCg
(
(1− η)βkN¯k
) ≥ g ((1− η)βN¯) . (32)
From Eq. (32), and Eq. (30) summed over k, we then
obtain ∑
k
pWC (k)S
(
ρˆC
n
k
)
≥ ng((1− η)βN¯ ). (33)
Finally, writing Charlie’s Holevo information as
χ(pWC (k), ρˆ
Cn
k ) =
S
(∑
k
pWC (k)ρˆ
Cn
k
)
−
∑
k
pWC (k)S
(
ρˆC
n
k
)
≤ ng((1− η)N¯)−
∑
k
pWC (k)S
(
ρˆC
n
k
)
, (34)
we can use Eq. (33) to get
χ(pWC (k), ρˆ
Cn
k ) ≤ ng((1− η)N¯)− ng((1− η)βN¯ ), (35)
which completes proof of the converse, given that strong
conjecture 2 is true.
V. DISCUSSION
Without a proof of strong conjecture 2, we cannot as-
sert that Eqs. (16) and (17) define the capacity region
of the bosonic broadcast channel. However, because the
rate region specified by these equations is achievable—
with single-use coherent-state encoding—we know that
they comprise an inner bound on that capacity region.
In this regard it is instructive to examine how the rate
region defined by Eqs. (16) and (17) compares with what
can be realized by conventional, coherent-detection op-
tical communications. Suppose Alice sends a coherent
state, |α〉, to the beam splitter shown in Fig. 2. Bob
and Charlie will then receive coherent states |√η α〉 and
|√1− η α〉, respectively. Moreover, if Bob and Char-
lie employ homodyne-detection receivers, with local os-
cillator phases set to observe the real-part quadrature,
their post-measurement data will be
√
ηRe(α) + vB for
6Bob and
√
1− ηRe(α) + vC for Charlie, where vB and
vC are independent, identically distributed, real-valued
Gaussian random variables that are zero mean and have
variance 1/4 [18]. Similarly, if Bob and Charlie employ
heterodyne-detection receivers, their post-measurement
data will be
√
η α+ zB and
√
1− η α+ zC , where zB and
zC are independent, identically-distributed, complex-
valued Gaussian random variables that are zero mean,
isotropic, and have variance 1/2 [18]. These results im-
ply that the η > 1/2 bosonic broadcast channel with
coherent-state encoding and homodyne detection is a
classical degraded scalar-Gaussian broadcast channel,
whose capacity region is known to be [19]
RB ≤ 1
2
log(1 + 4ηβN¯) (36)
RC ≤ 1
2
log
(
1 +
4(1− η)(1 − β)N¯)
1 + 4(1− η)βN¯
)
, (37)
for 0 ≤ β ≤ 1. Likewise, the η > 1/2 bosonic broadcast
channel with coherent-state encoding and heterodyne de-
tection is a classical degraded vector-Gaussian broadcast
channel, whose capacity region is known to be
RB ≤ log(1 + ηβN¯) (38)
RC ≤ log
(
1 +
(1− η)(1 − β)N¯
1 + (1− η)βN¯
)
, (39)
for 0 ≤ β ≤ 1. In Fig. 3 we compare the capacity re-
gions attained by a coherent-state input alphabet using
homodyne detection, heterodyne detection, and optimum
reception. As is known for single-user bosonic communi-
cations, homodyne detection performs better than het-
erodyne detection when the transmitters are starved for
photons, because it has lower noise. Conversely, hetero-
dyne detection outperforms homodyne detection when
the transmitters are photon rich, because it has a factor-
of-two bandwidth advantage. To bridge the gap between
the coherent-detection capacity regions and the ultimate
capacity region, one must use joint detection over long
codewords. Future investigation will be needed to de-
velop receivers that can approach the ultimate commu-
nication rates over the bosonic broadcast channel.
Recently, Vishwanath et al. [8] established the du-
ality between the dirty-paper achievable rate region—
recently proved to be the ultimate capacity region [25]—
for the classical multiple-input, multiple-output (MIMO)
Gaussian broadcast channel and the capacity region of
the classical MIMO Gaussian multiple-access channel
(MAC). Their duality result states that if we evaluate
the capacity regions of the MIMO Gaussian MACs—with
fixed total received power P and channel-gain values—
over all possible power allocations between the users,
the corners of those capacity regions trace out the ca-
pacity region of the MIMO Gaussian broadcast channel
with transmitter power P and the same channel-gain val-
ues. Of course, the bosonic broadcast channel and the
bosonic multiple-access channel satisfy this duality when
FIG. 3: (Color online) Comparison of bosonic broadcast chan-
nel capacity regions, in bits per channel use, achieved by
coherent-state encoding with homodyne detection (the capac-
ity region lies inside the boundary marked by circles), hetero-
dyne detection (the capacity region lies inside the boundary
marked by dashes), and optimum reception (the capacity re-
gion lies inside the region bounded by the solid curve), for
η = 0.8, and N¯ = 1, 5, and 15.
they employ coherent-state encoding and coherent de-
tection, because under these conditions these quantum
channels reduce to classical additive Gaussian-noise chan-
nels. However, it turns out that the capacity region of
the bosonic broadcast channel using coherent-state in-
puts and optimum reception is not equal to of the en-
velope of the MAC capacity regions using coherent-state
inputs. The capacity region of the bosonic MAC using
coherent-state inputs was first computed by Yen [7]. In
7FIG. 4: (Color online) Comparison of bosonic broadcast and
multiple-access channel capacity regions, in bits per channel
use, for η = 0.8, and N¯ = 15 with coherent-state encoding.
The dashed curve is the outer boundary of the broadcast ca-
pacity region. It lies below the solid curve, which is the outer
envelope of the MAC capacity regions.
Fig. 4 we compare the envelope of coherent-state MAC
capacities to the capacity region of the coherent-state
broadcast channel. This figure shows that with a fixed
beam splitter and identical average photon number bud-
gets, more collective classical information can be sent
when the beam splitter is used as a multiple-access chan-
nel as opposed to when it is used as a broadcast channel
if coherent-state encoding is employed.
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APPENDIX A: MINIMUM OUTPUT ENTROPY
CONJECTURES
In general, the evolution of a quantum state resulting
from the state’s propagation through a quantum com-
munication channel is not unitary, so that a pure state
loses some coherence in its transit through the channel.
The minimum von Neumann entropy at the channel’s
output provides a useful measure of the channel’s ability
to preserve the coherence of its input state. In partic-
ular, the output entropy associated with a pure state
measures the entanglement that such a state establishes
with the environment during propagation through the
channel. Because the state of the environment is not ac-
cessible, this entanglement is responsible for the loss of
quantum coherence and hence for the injection of noise
into the channel output. The study of minimum output
entropy yields important information about channel ca-
pacities, viz., an upper bound on the classical capacity
derives from a lower bound on the output entropy of mul-
tiple channel uses, see, e.g., [5]. Also, the additivity of
the minimum output entropy implies the additivity of the
classical capacity and of the entanglement of formation
[20].
In this appendix we first briefly review previous work
on a minimum output entropy conjecture that arose in
conjunction with the channel capacity analysis of the
single-user bosonic channel with additive Gaussian noise
[5],[6],[21]–[23]. Then we will turn our attention to the
minimum output entropy conjecture that we employed
in our capacity theorem for the degraded bosonic broad-
cast channel. Both conjectures have weak (single-use)
and strong (multiple-use) versions.
Let aˆ and bˆ denote the two input modes of a lossless
beam splitter of transmissivity η, that has output modes
cˆ =
√
η aˆ+
√
1− η bˆ and dˆ = √1− η aˆ−√η bˆ. In [6], the
following minimum output entropy conjecture was made.
Conjecture 1 — Let the input mode bˆ be in a thermal
state with average photon number K (hence von Neu-
mann entropy g(K)). Then the von Neumann entropy of
the output mode cˆ =
√
η aˆ+
√
1− η bˆ is minimized when
the input mode aˆ is in the vacuum state. The resulting
minimum von Neumann output entropy is g((1− η)K).
The above conjecture is a special case of the following
strong (multi-mode) version whose proof would establish
the ultimate capacity of the single-user bosonic channel
with thermal noise.
Strong Conjecture 1 — Let the input modes
bˆ = [ bˆ1 bˆ2 · · · bˆn ]T be in a product state of n ther-
mal states with total von Neumann entropy ng(K).
Then the von Neumann entropy of the output modes
cˆ = [ cˆ1 cˆ2 · · · cˆn ]T = √η aˆ + √1− η bˆ is minimized
when the input modes aˆ = [ aˆ1 aˆ2 · · · aˆn ]T are in their
vacuum states. The resulting minimum von Neumann
output entropy is ng((1− η)K).
Neither strong conjecture 1 nor its weak (single-use)
form have been proven yet, but considerable evidence in
support of their validity has been developed. For exam-
ple, strong conjecture 1 has been shown to be true when
the input states are restricted to be Gaussian [23]. It
has also been proven that the vacuum state provides a
local minimum for the output entropy [6]. Strong con-
jecture 1 has been shown to be true when Re´nyi entropy
of integer order ≥ 2 is employed in lieu of von Neumann
entropy [21]. Similarly, conjecture 1 has been proven
when Wehrl entropy—the continuous Boltzmann-Gibbs
entropy of the Husimi probability function [24]—is used
instead of von Neumann entropy [21]. Additional evi-
dence in support of conjecture 1 can be found in [6].
8In proving the converse to the bosonic broadcast
channel’s capacity theorem we assumed the validity of
the following conjecture.
Strong Conjecture 2 — Let the input modes aˆ be in
their vacuum states, and let the von Neumann entropy
of the input modes bˆ be ng(K). Then, putting the bˆ
modes in a product state of mean-photon-number K
thermal states minimizes the von Neumann entropy of
the output modes cˆ =
√
η aˆ +
√
1− η bˆ. The resulting
minimum von Neumann output entropy is ng((1− η)K).
The weaker, single-use version of this conjecture is
also of interest.
Conjecture 2 — Let the input mode aˆ be in its vacuum
state, and the let the von Neumann entropy of the input
mode bˆ be g(K). Then the von Neumann entropy of the
output mode cˆ =
√
η aˆ +
√
1− η bˆ is minimized when bˆ
is in a thermal state with average photon number K.
The resulting minimum von Neumann output entropy is
g((1− η)K).
We have yet to develop proofs for either strong con-
jecture 2 or conjecture 2. In the rest of this appendix
we will present evidence that supports their validity. To-
ward that end, we first show that strong conjecture 2 is
true when Wehrl entropy is used instead of von Neumann
entropy.
1. Strong Conjecture 2 for Wehrl Entropy
Strong Conjecture 2: Wehrl — Let the input modes
aˆ be in their vacuum states, and let the Wehrl entropy of
the input modes bˆ be n(1+ ln(K+1)). Then, putting the
bˆ modes in a product state of mean-photon-number K
thermal states minimizes the Wehrl entropy of the output
modes cˆ =
√
η aˆ +
√
1− η bˆ. The resulting minimum
Wehrl output entropy is n(1 + ln (K(1− η) + 1)).
Proof — The Wehrl entropy for an n-mode density op-
erator ρˆ is
W (ρˆ) ≡ −
∫
Qρˆ(µ) ln [π
nQρˆ(µ)]d
2nµ, (A1)
where Qρˆ(µ) ≡ 〈µ|ρˆ|µ〉/πn, with |µ〉 a coherent state,
is the Husimi distribution, i.e., the joint probability den-
sity function for multi-mode heterodyne detection. The
Wehrl entropy provides a measurement of the state ρˆ in
phase space and its minimum value is achieved on coher-
ent states [24].
Our proof of strong conjecture 2 for Wehrl entropy re-
lies on the antinormally-ordered characteristic function,
χρˆaA (ζ), associated with the n-mode density operator ρˆ,
namely
χρˆaA (ζ) = tr
(
ρˆae
−ζ†aˆeζ
T aˆ†
)
, (A2)
where ζ = [ ζ1 ζ2 · · · ζn ]T is a column vector of
complex numbers, ζ† = [ ζ∗1 ζ
∗
2 · · · ζ∗n ], and aˆ† =
[ aˆ†1 aˆ
†
2 · · · aˆ†n ]T . The antinormally-ordered character-
istic function and the Husimi function are a 2n-D Fourier
transform pair:
χρˆA(ζ) =
∫
Qρˆ(µ)e
µ†ζ−ζ†µd2nµ, (A3)
Qρˆ(µ) =
1
π2n
∫
χρˆA(ζ)e
−µ†ζ+ζ†µd2nζ. (A4)
As the two n-use input modes aˆ and bˆ are in a product
state, Eq. (A2) implies that the output-state characteris-
tic function is a product of the input-state characteristic
functions with appropriately scaled arguments,
χρˆcA (ζ) = χ
ρˆa
A (
√
η ζ)χρˆbA (
√
1− η ζ). (A5)
From Eq. (A5), the multiplication-convolution and scal-
ing properties of Fourier-transforms pairs, and the fact
that aˆ is in the n-mode vacuum state, we find that
Qρˆc(µ)
=
1
ηn
Qρˆa
(
µ√
η
)
⋆
1
(1− η)nQρˆb
(
µ√
1− η
)
=
1
(πη)n
e−|µ|
2/η ⋆
1
(1− η)nQρˆb
(
µ√
1− η
)
, (A6)
where ⋆ denotes convolution.
Suppose that the state of the input modes bˆ is a prod-
uct of thermal states, each with mean photon number K,
i.e.,
ρˆb =
(
1
πK
∫
e−|α|
2/K |α〉〈α|d2α
)⊗n
. (A7)
The Wehrl entropy for the bˆ modes is then
W (ρˆb) = n(1 + ln(K + 1)), (A8)
which satisfies the hypothesis of strong conjecture 2 for
Wehrl entropy. Using Eq. (A6), we can now show that
the Husimi function and the Wehrl entropy for the state
of the output modes cˆ are
Qρˆc(µ) =
e−|µ|
2/(1+(1−η)K)
(π(1 + (1− η)K))n , (A9)
W (ρˆc) = n(1 + ln(K(1− η) + 1)), (A10)
providing an upper-bound to the minimum Wehrl output
entropy.
To show that the expression in Eq. (A8) is also a lower
bound for the Wehrl output entropy, we use Theorem 6
9of [26], which states that for two probability distributions
f(µ) and h(µ) over n-dimensional complex vectors µ we
have
W ((f ⋆ h)(µ)) ≥ λW (f(µ)) + (1 − λ)W (h(µ))
− nλ lnλ− n(1− λ) ln(1 − λ), (A11)
for all 0 ≤ λ ≤ 1, where the Wehrl entropy of a prob-
ability distribution is found from Eq. (A1) by replacing
Qρˆ(µ) with the given probability distribution. Choosing
f(µ) ≡ 1
ηn
Qρˆa
(
µ√
η
)
, (A12)
h(µ) ≡ 1
(1− η)nQρˆb
(
µ√
1− η
)
, (A13)
we get
W (ρˆc) ≥ nλ(1 + ln η)
+ (1− λ)W
(
1
(1− η)nQρˆb
(
µ√
1− η
))
− nλ lnλ− n(1− λ) ln(1− λ). (A14)
The Wehrl entropy of a scaled distribution
(1/x)nQ(µ/
√
x) is easily shown to satisfy
W
(
1
xn
Q
(
µ√
x
))
= W (Q(µ)) + n lnx, (A15)
for any x > 0. From Eqs. (A15) and (A14) we then
obtain
W (ρˆc) ≥ nλ(1 + ln η) + (1− λ) (W (ρˆb)
+ n ln(1− η))− nλ lnλ− n(1− λ) ln(1 − λ)
= nλ(1 + ln η) + n(1− λ) (1 + ln(K + 1)
+ ln(1 − η))− nλ lnλ− n(1− λ) ln(1− λ)
= n(1 + ln(K(1− η) + 1)). (A16)
The last equality used λ = η/(η+(K +1)(1− η)), which
satisfies 0 ≤ λ ≤ 1 for all η and K. Therefore the mini-
mum Wehrl entropy of the output modes cˆ has the lower
bound n(1+ ln(K(1−η)+1)). Because this lower bound
coincides with the upper bound, derived earlier, we know
that it is indeed the minimumWehrl output entropy, and,
moreover, that this minimum is achieved by a product
thermal-state ρˆb with mean photon number K per mode.
2. Strong Conjecture 2 for Gaussian-State Inputs
In this section we prove that strong conjectures 1 and
2 are equivalent when all inputs are restricted to be in
Gaussian states. Because strong conjecture 1 has been
proven for Gaussian-state inputs [23], this equivalence
implies the truth of strong conjecture 2 for such inputs.
With no loss of generality we shall restrict our atten-
tion to zero-mean Gaussian states. A zero-mean n-mode
Gaussian state is completely characterized by its 2n×2n
correlation matrix
Ra =
〈[
aˆ
aˆ†
] [
(aˆ†)T aˆT
]〉
=
[〈aˆ†aˆT 〉+ In 〈aˆaˆT 〉
〈aˆaˆT 〉∗ 〈aˆ†aˆT 〉
]
,
(A17)
where In is the n × n identity matrix and ∗ denotes
component-wise complex conjugation. Of particular im-
portance, for what will follow, is the symplectic diago-
nalization of Ra and the consequences thereof.
Let the n modes represented by aˆ be in a zero-mean
Gaussian state with correlation matrixRa. We will show
that there exists a 2n × 2n complex-valued symplectic
matrix S such that
Ra = SΛS
† , (A18)
where S† is the conjugate transpose of S,
S†QS = SQS† = Q, (A19)
and
Λ = diag[ λ1 + 1 · · · λn + 1 λ1 · · · λn ]. (A20)
Equation (A19), with
Q =
[
In 0
0 −In
]
, (A21)
is the condition that makes S symplectic. The {λi}
are the symplectic eigenvalues of Ra, which are all non-
negative because Ra is positive semidefinite.
To establish the preceding symplectic diagonalization
of Ra, we use Williamson’s symplectic decomposition
theorem on the symmetrized (real-valued) correlation
matrix for the quadratures, aˆ1 ≡ Re(aˆ) and aˆ2 ≡ Im(aˆ)
[27]. Equations (A18)–(A20) are then obtained by con-
verting this quadrature correlation-matrix decomposition
into the annihilation operator correlation matrix via the
linear transformation
U =
[
In iIn
In −iIn
]
. (A22)
The value of the symplectic decomposition lies in es-
tablishing a linear relationship between the modes aˆ,
which are in a given zero-mean Gaussian state, to a
new set of modes that are in independent thermal states
whose average photon numbers are given by the sym-
plectic eigenvalues. In particular, for aˆ in an arbitrary
n-mode zero-mean Gaussian state with correlation ma-
trix Ra, we have that[
dˆ
dˆ
†
]
= S−1
[
aˆ
aˆ
†
]
(A23)
accomplishes this transformation, where S−1 = QS†Q.
The n modes represented by dˆ are in a zero-mean Gaus-
sian state with a correlation matrix that is easily found
to be
Rd = Λ . (A24)
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Thus, dˆi has average photon number 〈dˆ†i dˆi〉 = λi, for 1 ≤
i ≤ n. Furthermore, the dˆi modes are all uncorrelated—
because Λ is diagonal—so that each mode can be rep-
resented as an isotropic Gaussian mixture of coherent
states, and the joint state is the tensor product of n such
states.
The symplectic transformation in (A18) is canonical,
i.e., it preserves the commutation relations. Thus it can
be implemented with a unitary operator Uˆ , satisfying
Uˆ Uˆ † = Uˆ †Uˆ = Iˆ [28, 29]. From this we see that the von
Neumann entropy of the Gaussian-state aˆ modes is iden-
tical to that of the thermal-state dˆ modes from (A23).
We are now ready to address the central concern of this
section, namely showing that strong conjecture 2 is true
when the input states are restricted to be Gaussian.
Theorem 1. Strong conjecture 1 and strong conjecture 2
are equivalent when the input fields are restricted to be in
Gaussian states.
Proof. Consider the the vector input-output relation[
cˆ
cˆ
†
]
=
√
η
[
aˆ
aˆ
†
]
+
√
1− η
[
bˆ
bˆ
†
]
, (A25)
with the aˆ and bˆ modes being in independent quantum
states that are zero-mean Gaussians.
First let us use the truth of strong conjecture 1 to
show that strong conjecture 2 is also true. Under the
premise of strong conjecture 2, we take the aˆ modes to
be in their vacuum states, and the bˆ modes to be in
a zero-mean Gaussian state with correlation matrix Rb
and von Neumann entropy ng(K). (No loss in general-
ity ensues from the restriction that the bˆ modes be in
a zero-mean state, because von Neumann entropy is in-
variant to state displacement.) Because the inputs are in
Gaussian states, minimizing the von Neumann entropy
of the output modes cˆ reduces to finding the correlation
matrix Rb that minimizes this entropy. Let Rb = SΛS
†
be the symplectic diagonalization ofRb. We can then ex-
press the input modes bˆ as a symplectic transformation
on another set of n-modes, dˆ,[
bˆ
bˆ
†
]
= S
[
dˆ
dˆ
†
]
, (A26)
whose correlation matrix is Rd = Λ. Furthermore, we
have that
S(ρˆd) =
n∑
i=1
S(ρˆdi) =
n∑
i=1
g(λi) = S(ρˆb) = ng(K).
(A27)
Substituting Eq. (A26) into (A25) and using some lin-
ear algebra, we get[
cˆ
cˆ
†
]
= S
(
√
η S−1
[
aˆ
aˆ
†
]
+
√
1− η
[
dˆ
dˆ
†
])
. (A28)
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FIG. 5: (Color online) Schematic of the beam splitter chan-
nel with zero-mean Gaussian-state inputs, and the equivalent
channel after transformations that preserve von Neumann en-
tropies.
A schematic corresponding to this equation is shown in
the bottom panel of Fig. 5. In particular, the beam
splitter channel governed by Eq. (A25) and the Gaussian
states we have assumed for aˆ and bˆ are equivalent to what
we have shown in the top panel of Fig. 5. We know that
symplectic transformations do not affect von Neumann
entropy. Thus minimizing the von Neumann entropy of
the cˆ modes by choice of the correlation matrix Rb in the
top panel of Fig. 5 is equivalent to minimizing this out-
put entropy by choice of the 2n × 2n symplectic matrix
S and the symplectic eigenvalues {λi ≥ 0 : 1 ≤ i ≤ n},
subject to the constraint that
∑n
i=1 g(λi) = ng(K), in
the lower panel of that figure.
Suppose that we have a set of symplectic eigenvalues
that satisfy the constraint. Then, via strong conjecture 1,
the von Neumann entropy the cˆmodes is minimized when
the aˆ modes in the lower panel of Fig. 5 are in their vac-
uum states. However, because the aˆmodes are already in
this state, an optimizing symplectic transformation S−1
is the identity matrix I2n. This result is independent of
the particular values of the {λi}, but the entropy of the cˆ
modes still depends on our choice of symplectic eigenval-
ues. In particular, when the aˆ modes are in their vacuum
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states and S−1 = I2n, the von Neumann entropy of the
cˆ modes is
S(ρˆc) =
n∑
i=1
g(
√
1− η λi) . (A29)
To minimize this output entropy, by choice of the {λi}
we employ a Lagrange multiplier approach:
min
{λi≥0:
P
n
i=1
g(λi)=ng(K)}
n∑
i=1
g(
√
1− η λi) =
min
λi≥0,ξ
{
n∑
i=1
g(
√
1− η λi)− ξ
(
n∑
i=1
g(λi)− ng(K)
)}
.
(A30)
Differentiating Eq. (A30) with respect to the {λi} and ξ
yields
ξ =
√
1− η g′(√1− η λi)
g′(λi)
, for 1 ≤ i ≤ n (A31)
n∑
i=1
g(λi) = ng(K) , (A32)
which implies that choosing λi = K, for 1 ≤ i ≤ n,
minimizes the output entropy subject to the constraint
[30]. The minimum output entropy is then ng(
√
1− ηK),
and it is achieved when the n-mode Gaussian input state
is an n-mode thermal product state with 〈bˆ†i bˆi〉 = K for
1 ≤ i ≤ n. This completes the demonstration that strong
conjecture 1 implies strong conjecture 2 for Gaussian-
state inputs, and because strong conjecture 1 is known
to be true for Gaussian-state inputs, we have proven that
strong conjecture 2 is also true for such inputs. To com-
plete the proof of Theorem 1, we must still show that
strong conjecture 2 implies strong conjecture 1 when the
input states are Gaussian.
Assume that strong conjecture 2 is true, and let the in-
put modes bˆ be in a product state of n zero-mean thermal
states each with von Neumann entropy g(K), as shown
in the top panel of Fig. 6. With no loss of generality
we can take the input modes aˆ to be in a zero-mean
pure Gaussian state, i.e., aˆ is in an n-mode vacuum or
squeezed-vacuum state. Performing the symplectic diag-
onalization Ra = SΛS
†, we write[
aˆ
aˆ
†
]
= S
[
dˆ
dˆ
†
]
, (A33)
where Rd = Λ. Because this transformation preserves
von Neumann entropy, we know that ρˆd must be a zero-
mean pure Gaussian state with no phase-sensitive corre-
lation. The only such state is the n-mode vacuum state.
We can then perform similar algebraic manipulations to
the beam splitter relation in Eq. (A25) to get,[
cˆ
cˆ
†
]
= S
(
√
η
[
dˆ
dˆ
†
]
+
√
1− η S−1
[
bˆ
bˆ
†
])
, (A34)
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FIG. 6: (Color online) Schematic of the beam splitter chan-
nel with zero-mean Gaussian-state inputs, and the equivalent
channel after transformations that preserve von Neumann en-
tropy.
as shown in the lower panel in Figure 6.
Minimizing the von Neumann entropy after the sym-
plectic transformation at the output port in the lower
panel of Fig. 6 is equivalent to minimizing the entropy
before that transformation. Thus our objective is to de-
termine the 2n × 2n symplectic matrix S−1 that mini-
mizes the von Neumann entropy before the output-port
symplectic transformation. Because the aˆ modes are in
their vacuum states and the modes applied to the beam
splitter’s other input port have von Neumann entropy
ng(K), strong conjecture 2 tells us that the latter in-
put should be in an n-mode thermal product state, with
average photon number K per mode, to achieve the min-
imum output entropy. But bˆ is already in this state,
so an optimizing symplectic transformation is therefore
the identity, S−1 = I2n. This allows us to conclude that
putting the aˆ modes in their vacuum states minimizes
the entropy of the cˆ modes when the bˆ modes are in an
n-mode product of thermal states each with average pho-
ton number K, thus demonstrating that strong conjec-
ture 2 implies strong conjecture 1 when the input states
are Gaussian.
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FIG. 7: (Color online) Plots of the 1-to-1 function g(x) and
its inverse h(y), showing y′ ≡ h−1 (ηh(y)) = g
`
ηg−1(y)
´
and
l(y) = y − y′.
APPENDIX B: A PROPERTY OF g(x)
For the converse proof given in Sec. IV, we need to
show that for non-negative real numbers {xk : 1 ≤ k ≤
n}, and 0 ≤ η ≤ 1, if x0 is defined by
n∑
k=1
g(xk)
n
= g(x0), (B1)
then
n∑
k=1
g(ηxk)
n
≥ g(ηx0), (B2)
where g(x) ≡ (1 + x) log(1 + x) − x log(x).
Because g(x) is a 1-to-1 function, it has an inverse
function h(y) ≡ g−1(y), such that if y = g(x) then x =
h(y). Let yk = g(xk), for 1 ≤ k ≤ n. For every y ≥ 0,
define y′ = h−1 (ηh(y)) = g
(
ηg−1(y)
)
and define l(y) =
y − y′, as shown in Fig. 7. Using this notation what we
are trying to prove becomes the following. Given that
y0 =
1
n
n∑
k=1
yk, (B3)
show that
1
n
n∑
k=1
y′k ≥ y′0. (B4)
By straightforward differentiation, we can show that
d2l(y)/dy2 ≤ 0 which implies that
y0 − y′0 ≥
1
n
n∑
k=1
yk − 1
n
n∑
k=1
y′k, (B5)
from the definition of l(y). Using Eq. (B3) we then get
1
n
n∑
k=1
y′k ≥ y′0, (B6)
which completes the proof.
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