A variety of methods based on sequence similarity, reconciliation, synteny or functional characteristics, can be used to infer homology relations, that is, orthology, paralogy and xenology relations between genes of a given gene family G. The (inferred) homology relations might not cover each pair of genes and thus, provide only partial knowledge on the full set of homology relations. Moreover, for particular pairs of genes it might be known with a high degree of certainty that they are not orthologs (resp. paralogs, xenologs) which yields forbidden pairs of genes. The question arises as whether such sets of (partial) homology relations with or without forbidden gene pairs are satisfiable, i.e., can they simultaneously co-exist in an evolutionary history for G.
Introduction
Genes are the molecular units of heredity holding the information to build and maintain cells. During evolution, they are mutated, duplicated, lost and passed to organisms through speciation or horizontal gene transfer (HGT), which is the exchange of genetic material among co-existing species. The history of a gene family is equivalent to an event-labeled gene tree: the leaves correspond to extant genes, internal vertices to ancestral genes and the label of an internal vertex highlights the event at the origin of the divergence leading to the offspring. Such a history classifies two genes as being orthologous, paralogous or xenologous depending on whether they originated by a speciation, duplication or horizontal gene transfer (HGT) event [19, 22, 26] . Thus, the "true" history of the genes induces three disjoint "true" binary homology relations representing the orthologous, paralogous and xenologous gene pairs. Clearly, events of the past cannot be observed directly and hence, must be inferred from genomic data available today. In practice, homology relations are often estimated from sequence similarities and synteny information, without requiring any a priori knowledge on the topology of either the gene tree or the species tree (see e.g. [4, 5, 7, 8, 11, 12, 16, 27, 32-34, 37-40, 43, 45, 46] ).
Inferring homology relations is fundamental in many fields of computational biology, including the reconstruction of evolutionary relationships across species [15, 21, [29] [30] [31] , gene organization in species and functional genomics [20, 43, 44] . In fact, orthologs tend to be weakly, but significantly, more similar in function than other gene pairs [6] . Moreover, recent advances in mathematical phylogenetics [24, 29] have shown that inferred homology relations suffice to construct event-labeled gene trees and, in some case, also a species tree [25, 28, 30, 36] .
In the absence of HGT, the symmetric orthology relation R s and its complement, the paralogy relation R d , form (complementary) undirected cographs [24] , i.e., graphs that do not contain an induced path on four vertices [13] . Assuming that only subsets of R s and R d are known, the question arises as whether it is possible to assign the unknown pairs to either R s or R d such that the resulting relations are satisfiable, i.e., there is an event-labeled gene tree that can explain these relations. Based on the results established in [9, 24] , Lafond et al. [31] answered the latter question and showed that it is possible to recognize satisfiable relations in polynomial time.
In this paper, we address the above problem of the satisfiability of a set of homology relations but additionally consider HGT relations. Following the notion of Gray and Fitch [22] , gene trees that contain HGT events give rise to a third homology relation R t that comprises all pairs of xenologs (genes that originated after a HGT event). The inherently asymmetric nature of HGT events, with their unambiguous distinction between the vertically transmitted "original" and horizontally transmitted "copy" furthermore implies that the xenology relation is anti-symmetric.
If each pair of genes is related to one of R s , R d or R t , then we say that the set of relations {R s , R d , R t } is full, and it is said partial otherwise. In addition, we consider forbidden sets of gene pairs, i.e., gene pairs that are not included in any of the three relations but for which it is additionally known to which relations they definitely not belong to. Considering partial and forbidden homology relations is required for many reasons. For example, similarity-based homology inference methods often depend on particular threshold parameters to determine whether a given pair of genes is in one of R s , R d or R t . Gene pairs whose sequence similarity falls below (or above) a certain threshold cannot be unambiguously identified as belonging to one of the considered homology relations. Hence, in practice one usually obtains partial relations only. In addition, as different homology inference methods may lead to different predictions, instead of a yes or no orthology, paralogy or xenology assignment, a confidence score can rather be assigned to each relation [17] . A simple way of handling such weighted gene pairs is to set an upper threshold above which a relation is predicted, and a lower threshold under which a relation is rejected, leading to partial relations with forbidden gene pairs.
Starting with the basic definitions in Section 2, we continue to characterize satisfiable (full and partial) homology relations with and without forbidden gene pairs in Section 3. The latter is achieved by considering the graph representation of the underlying relations. In particular, based on results established in [25] , we show that a full set of relations {R s , R d , R t } is satisfiable if and only if the directed graph with edge set R s ∪ R t is a di-cograph (the directed generalization of cographs). All characterizations immediately yield a recursive O(n 2 + mn)-time algorithm to test whether the considered partial set of relations with or without forbidden gene pairs is satisfiable, and to reconstruct an event-labeled gene tree that can explain these relations, if one exist. Here, n denotes the number of considered genes and m the total number of known and forbidden gene pairs. Finally, we evaluate the accuracy of the designed algorithm on large-scaled simulated data sets in Section 3.3. Somewhat surprisingly, we observed that if even only 20% of the original homology relations are known, one can recover on average 79.8% -97.3% of the original relations. Hence, the information of homologous relationships between only a few gene pairs suffices to reconstruct a huge amount of the original underlying homology relations. The algorithm and datasets are freely-available at [1, 2] .
Preliminaries
In what follows, we always consider binary and irreflexive relations R and we omit to mention it each time. Since V ×V is reflexive, we denote its irreflexive maximal subset by V ×V irr . If R ⊆ V ×V irr , we say that R is a relation on V . If we have a non-symmetric relation R, then we denote with R sym = R ∪ {(x, y) | (y, x) ∈ R} the symmetric extension of R.
We can equivalently consider each relation R in V as a simple directed graph, in short di-graph, with vertex set V and edges (x, y) for all (x, y) ∈ R. (Undirected) graphs are considered as di-graphs for which (x, y) ∈ E implies (y, x) ∈ E. Moreover, for a given set of relations R 1 , R 2 , . . . , R n , let R i∈I = ∪ i∈I R i be the di-graph with vertex set V that contains all edges that are also contained in R i , i ∈ I.
Given two disjoint di-graphs G = (V, E) and
An acyclic di-graph is called DAG. It is well-known, that the vertices of a DAG can be topologically ordered, i.e., there is an ordering of the vertices as v 1 , . . . , v n such that (v i , v j ) ∈ E implies that i < j. To detect whether a di-graph G contains no cycles one can equivalently check whether there is a topological order, which can be done via depth-first search in O(|V (G)| + |E(G)|) time.
The next lemma shows that to each DAG, edges can be added such that the resulting graph is a directed join. Lemma 2.1. Let G = (V, E) be a DAG with topological order v 1 , . . . , v n of its vertices.
Furthermore, we consider rooted trees T = (V, E) (on L) with root ρ T ∈ V and leaf set L ⊆ V . We write x T y, if x lies on the path from ρ T to y. Given two leaves x, y ∈ L, their lowest common ancestor lca(x, y) is the first vertex that lies on both paths from x to the root and y to the root.
From Homology Relations to Gene Trees

Gene Trees and Homology Relations
A gene tree T on L is a rooted binary tree that is equipped with an event-labeling map t : (V \ L) ∪ E → I ∪ {0, 1} with I = {s, d, t} that assigns to each inner vertex v of T a value t(v) ∈ I indicating whether v is a speciation event (s), duplication event (d) or HGT event (t). In addition, to each edge e, a value t(e) ∈ {0, 1} is assigned that indicates whether e is a transfer edge (1) or not (0). In particular, we assume that for any HGT-vertex v and its two children x and y, one of the two edges (v, x) and (v, y) is labeled "1" [28, 29] ). The set of extant genes G comprises a, b, c 1 , c 2 and d. Here, the event-labels •, and are used for s, d, and t, respectively. Arrows in the tree indicate the transfer edges. Upper Right: The observable (binary) gene tree (T ;t) is shown. This tree is obtained from the true history by removing the "none-observable" losses (x) and suppressing the resulting degree-2 vertices. Lower Right: The di-graph G = R s,t for the full set {R s , R d , R t } of homology relations resulting from the true history as well as from its observable part (T ;t). Any two vertices x, y with (x, y), (y, x) ∈ E(G) are (symmetric) orthologs; non-edges (b, c 2 ) and (c 2 , b) stand for the two paralogs b and c 2 ; the two directed edges (d, b) and (d, c 2 ) indicate the two anti-symmetric xenologous pairs. and the other is labeled "0". If t(v) ∈ {s, d} then the two edges incident to the children of v are always labeled "0".
Clearly, a "true" gene history can also involve losses. However, gene losses eradicate the entire information on parts of the history and thus, cannot directly be observed from extant sequence data. Ignoring loss-events, the gene trees (T,t) considered here reflect the observable part of the true history, that is, (T,t) can be obtained from a "true" gene tree by removing all lost genes and its incident edges, suppressing all degree-2 vertices afterwards, and keeping the event-labels of all remaining vertices. Still, the observable part will be a binary tree (see Figure 1 for an example).
As shown in Figure 1 , the gene trees give rise to the two symmetric relations R s and R d containing all orthologous and paralogous pairs, respectively. To be more precise, we say that (x, y) ∈ R s (resp. R d ) if t(lca(x, y)) = s (resp. d). It is easy to see that R s and R d must be symmetric, however, are not necessarily transitive. Moreover, we additionally obtain the anti-symmetric xenology relation R t . Following [22, 25, 26] , we say that (x, y) ∈ R t if t(lca(x, y)) = t and for the two edges e = (lca(x, y), v), v x and f = (lca(x, y), w), w y it holds that t(e) = 0 and t( f ) = 1. Note, R t reflects the clear distinction between the horizontally transferred "copy" and the "original" that continues to be vertically transferred. Moreover, we assumed that for each HGT-vertex v, one of the two edges incident to its children is labeled "1" and the other is labeled "0". Hence, (x, y) ∈ R t implies (y, x) / ∈ R t and thus, R t is anti-symmetric. Now we are changing to a complementary point of view. Intriguingly, there are methods to infer orthologs [4, 5, 7, 11, 33, 34, 37, 43, 45, 46] or to detect HGT [12, 16, 32, 38, 39] without the need to construct gene or species trees. Thus, it is possible to derive estimates R s , R d and R t of the true homology relations R * s , R * d and R * t , respectively. Hence, given arbitrary pairwisely disjoint relations R s , R d and R t on L, we wish to answer the question: Is there a gene tree (T ;t) that explains the estimates?
We will answer the latter question by assuming three situations of different difficulty. In what follows, R s and R d will always be assumed to be symmetric, while R t denotes an anti-symmetric relation.
Note, the latter does not imply that all relations are non-empty.
We say the set {R s , R d , R t } (or equivalently, its di-graph R s,d,t ) is satisfiable iff there is a tree T = (V, E) with leaf set L and a map t : (V \ L) ∪ E → {s, d, t} ∪ {0, 1} assigning to each internal vertex one of the labels s, d, t and each edge is annotated as transfer edge (1) or non-transfer edge (0) such that:
if (x, y) ∈ R t and for e = (lca(x, y), v) with v T x we have t(e) = 0, while t( f ) = 1 for f = (lca(x, y), w) with w T y
In the general case, there may be unknown pairwise relations, i.e., the set
may not be empty. We call {R s , R d , R t } a partial set of relations on V ×V . Notice that partial sets are also allowed to be full. One central problem considered in this paper is to assign each pair (x, y) ∈ U to some of the relations
In the latter we say the partial set
Assuming that R t is empty and the pairs in U are only allowed to be assigned to R s and R d , the following result has been established.
0} is satisfiable if and only if R s does not contain P 4 's (path on four vertices) as an induced subgraph. In the latter R s is called undirected cograph.
A partial set {R s , R d , / 0} is satisfiable if and only if at least one of the following statements is satisfied:
1. R s is disconnected and each of its connected components is satisfiable.
R d is disconnected and each of its connected components is satisfiable.
In practice, it is possible that we have additional knowledge about the unknown relations, that is, we might know that a pair (x, y) ∈ U is not in relation R i for some i ∈ {s, d, t}. To allow the conveyance of such extra information we introduce the concept of forbidden relations. The relations R ¬s , R ¬d and R ¬t comprise the pairs (x, y) ∈ U that are not allowed to be assigned to R s , R d and R t , respectively. Note that whenever (x, y) ∈ R ¬s (resp. R ¬d ), then (y, x) / ∈ R s (resp. R d ), since both R s and R d are symmetric. Thus, w.l.o.g. we can assume that both R ¬s and R ¬d are symmetric. We do not require that the relation R ¬t is symmetric or anti-symmetric. Moreover, we do not presuppose that the forbidden relations are pairwisely disjoint. However, for each x, y ∈ V we always assume that (x, y), (y, x) / ∈ R ¬s ∩ R ¬d ∩ R ¬t as otherwise, we cannot assign any of the two pairs (x, y) and (y, x) to any of the relations R s , R d and R t and would, therefore, not obtain a full set R * s , R * d , R * t of extended relations. Definition 2. Let {R ¬s , R ¬d , R ¬t } be the partial set of forbidden relations. We say that the full set
Satisfiability and Di-Cographs
To understand the principle behind a satisfiable set {R s , R d , R t } we give here the notion of directed cographs (di-cographs) [14, 18] . Di-cographs are a generalization of the better-known undirected cographs. Cographs are undirected graphs that do not contain induced P 4 's (paths one four vertices) [10, 13] . Di-cographs are di-graphs that do not contain one of the di-graphs in Figure 2 as an induced subgraph [14, 18] . There is an equivalent recursive definition of di-cographs: The single vertex graph K 1 is a di-cograph, and if G and H are di-cographs, then G ∪ H, G ⊕ H, and G H are di-cographs [13, 23] . Each Di-cograph G = (V, E) is associated with a unique ordered least-resolved tree T = (W, F) (called cotree) with leaf set L = V and a labeling function t : Since the vertices in the cotree T are ordered, the label − → 1 on some lca(x, y) of two distinct leaves x, y ∈ L means that there is an arc (x, y) ∈ E, while (y, x) / ∈ E, whenever x is placed to the left of y in T . Some important properties of di-cographs that we need for later reference are given now.
Lemma 3.1 ( [13, 23, 35] ). For any di-cograph G = (V, E), there is a binary cotree that represents the structure of G. Moreover, G is a di-cograph if and only if each induced subgraph of G is a di-cograph.
Determining whether a digraph is a di-cograph, and if so, computing the corresponding cotree can be done in O(|V | + |E|) time.
It is easy to see that a full set {R s , R d , R t } has a cotree representation if and only if R s,t is a dicograph, which has already been observed in [25] . In what follows, we show that {R s , R d , R t } is satisfiable if and only if R s,t is a di-cograph.
Proof. See Appendix.
Using Lemma 3.1 and Theorem 3.2, we obtain the following property of a satisfiable set. 
Now assume that for any partition 
] is satisfiable, we simply say that C i is satisfiable. Note that the set of all (strongly) connected components of a di-graph G = (L, E) partitions L. 
Clearly, a pre-process step to Algorithm 1 can be inserted to checking if this condition is true in O(|L| 2 ) time by going through each possible pair in the relations. (i) outputs a gene tree on L that explains {R s , R d , R t } w.r.t. {R ¬s , R ¬d , R ¬t }; or (ii) outputs the statement "{R s , R d , R t } is not satisfiable w.r.t. {R ¬s , R ¬d , R ¬t }".
Algorithm 1 is implemented in C++ using the Boost Graph Library v1.64.0 [3] . Based on Theorem 3.3, Algorithm 1 constructs a tree The extended full set {R * s , R * d , R * t } that is explained by (T ;t) is not constructed, so-far. Nevertheless, we can look-up for the label t(lca(x, y)) for each of the at most O(|L| 2 ) unknown gene pairs (x, y). According to the event-labels, we can easily place (x, y) into one of R s , R d , or R t . Notice that the lowest common ancestor can be accessed in constant time, after an O(|V (T )|)-time pre-processing step on (T ;t) (see [41] for further details). Therefore, the extended full set can be constructed in O(|L| 2 ) time.
Algorithm 1 Recognition of Satisfiable Sets and Gene Tree Reconstruction
is disconnected with C as its set of connected components then Rule (1) resp., Rule (2) 4:
(T ;t) ← join the forest F by a root labeled "d" (resp. "s"), and label each edge incident to this root as "0" 6:
return (T ;t) 7:
else if there are more than two strongly connected components of R s,d,t,
← − ¬t
[L] then Rule (3) 8:
Let C 1 , . . . ,C k be topologically ordered w.r.t. the DAG R s,d,t,
[L]/{C 1 , . . . ,C k } 9:
(T 1 ;t 1 ) ← BuildTree(C 1 ) 10:
(T ;t) ← join T 1 and T 2 by a root ρ labeled "t", and label (ρ, ρ(T 1 )) and (ρ, ρ(T 2 )) with "0" and "1", respectively 12:
return (T ;t) 13:
Output: {R s , R d , R t } is not satisfiable w.r.t. {R ¬s , R ¬d , R ¬t }.
Experimental Results
In what follows, we investigate the accuracy of recovered homology relations compared to known full sets that are obtained from simulated gene histories. To this end, we used the DendroPy uniform pure birth tree model [42] to simulate 1000 binary gene trees for each of the three different leaf sizes |L| ∈ {25, 50, 100}. In addition, we randomly labeled the inner vertices of all trees as "s", ; where the first, second and third entry gives the expected percentage of speciation, duplication and HGT events in the gene tree, respectively. Each gene tree (T ;t) represents then a full set {R * s , R * d , R * t }, which is easily derived from (T ;t). For each of the full sets {R * s , R * d , R * t } each gene pair of R * s ∪ R * d ∪ R * t has a fixed probability p ∈ {0.1, 0.2, . . . , 1} to be removed. Hence, for each p ∈ {0.1, 0.2, . . . , 1} we obtained 12000 partial sets R s ∪ R d ∪ R t . Note that if (x, y) is removed from either R * s or R * d , then also the remaining pair (y, x) was removed. We wish to emphasize that the average percentage (over the 1000 gene trees) of gene pairs being in the relation R s (resp. R d , R t ) converges to the percentage of events "s" (resp. "d", "t") in the gene trees for a given s/d/t-distribution.
An instance I(s/d/t; p; |L|) is the set of all 1000 partial sets for a fixed s/d/t-distribution, a fixed probability p of unknowns and a fixed leaf size |L| ∈ {25, 50, 100}. We have now applied Algorithm 1 on each partial set in each instance to recover a full set {R s , R d , R t }. As said before, the order of the rules (cf. Thm. 3.3) does theoretically not matter (cf. Cor. 3.1). As we shall see later, even in practice the order of the rules has no significant influence on the results. The relative difference between one full set {R * s , R * d , R * t } on L and the respective recovered full set {R s , R d , R t } is simply given by
where R ← − t := {(y, x) | (x, y) ∈ R t } and ∆ denotes the symmetric set difference (see Appendix for further details).
Relative difference depending on distinct s/d/t-distribution and leaf sizes |L|. In Figure 3 , a summary of the results showing the relative difference of the original and recovered full sets for each instance is given. Here, we have fixed the order of applied rules in Algorithm 1 as follows: first Rule (2), then Rule (1), then Rule (3). In other words, when possible the trees for the satisfiable (strongly) connected components are first joined by a common root labeled "s", if this does not apply, then with common root labeled "d", and "t" otherwise. The dashed line in the plots of Figure 3 shows the expected relative difference when each unknown gene pair is assigned randomly to one of the homology relations (without the requirement to obtain a satisfiable full set). The plots in Figure 3a and 3b show the relative differences for the instances I(s/d/t; p; 25) and I(s/d/t; p; 100), respectively. As expected, the relative differences increase with the number of unknown gene pairs. Interestingly, even if there are 80% of expected unknowns, it is possible to recover on average 79.8% -89.1% and 95.3% -97.3% of the original relations for the instances I(s/d/t; p; 25) and I(s/d/t; p; 100), respectively. Thus, it seems that for a huge amount of unknown gene pairs there is hardly a degree of freedom to which relation it can belong to. Even if nothing of the original relations is known, the relative difference in all instances is less than 67.1% and tends to converge to 100 minus the percentage of speciation events. Note, our rules are chosen so that speciations are set first in the gene trees when possible. Thus, it can be expected that most of the orthologs are recovered correctly. In addition, observe that the relative differences for the I(80/10/10; p; |L|) instance with |L| ∈ {25, 100} are noticeably lower in comparison with the other instances that have at most 45% of expected speciation events in the underlying gene trees.
The plots in Figure 3a and 3b also suggest that the accuracy of recovered homology relations increases with an increasing number of genes. To evaluate this in more detail, we had a closer look at the instance I( 100 3 / 100 3 / 100 3 ; p; |L|) with |L| ∈ {25, 50, 100}, see Figure 3c . Here, each event occurs with even probability and serves, therefore, as a worst-case scenario for Algorithm 1 in which we have still fixed the rule orders as above. It can be observed that the relative differences of the original and recovered relations decreases with an increasing number of genes. To explain this, observe that the number of constraints given by the full set of homology relations on some leaf set L is O(|L| 2 ). Conversely, the number of inner vertices in a tree is O(|L|). Hence, on average the number of constraints given on the labeling of an internal vertex in the gene tree is O(|L| 2 )/O(|L|) = O(|L|). Note, Algorithm 1 constructs event-labeled gene trees and hence, if there are more leaves, then there are also more constraints for the rules (labeling of the inner vertices) that are allowed to be applied. Hence, with an increasing number of genes more homology relationships between unknown gene pairs are already determined. Again, even if there are 80% of expected unknowns, it is possible to averagely recover 79.8% -95.3% of the original relations.
Relative difference depending on distinct s/d/t-distribution and rule orders. One can observe that up to a level of 90% of unknown gene pairs, the order of the rules does not affect the relative difference of the original and recovered homology relations. This comes as a surprise. However, it seems that most of the homology relationships between unknown gene pairs are already determined by the remaining known ones. That is, in most of the steps of Algorithm 1 the rule that is allowed to be applied might be unique and thus, there is not much degree of freedom for choosing a particular rule. Moreover, assume we have leaf sets L L ⊆ L. Thus, there are more gene pairs in the partial relations on L than on the partial relations on L . Hence, in general there are more constraints to the applicable rules provided by partial relations on L than on L . Hence, the degree of freedom for applicable rules might in general be less whenever we are in our construction of the gene tree with Algorithm 1 closer to the root. In that case, it might be more likely to have a unique applicable rule. Conversely, non-uniqueness of applicable rules is more likely to appear, when we are closer to the leaves but then the impact on the accuracy is much smaller.
Consider now the I(80/10/10; 100; 50) instance. Here, the rule order S/D/T gives the best results while the rule orders T /D/S and D/T /S perform worst (see Fig. 4a ). Since no gene pair is assigned to any relation at the beginning, rule S can be applied in each step. On the other hand, for the rule orders T /D/S and D/T /S, we can apply in each step rule T and D, respectively. Therefore, order S/D/T yields only speciation events and thus more orthologs then the application of the other rules. Thus, all orthologs are correctly recovered. Moreover, rule order D/T /S performs slightly better than T /D/S. To explain this, observe first that rule T can be applied also if R s,d,t,
← − ¬t
[L] is disconnected. In this case, however, there is a degree of freedom of whether (x, y) ∈ R t or (y, x) ∈ R t . The relative difference for the I(80/10/10; 100; 50) instance with RAND order lies in between the worst (Rule D/T /S and T /D/S) and best relative difference (Rule S/T /D and S/D/T ) that have values 90.02% and 19.56%, respectively. This is expected, since if there are 100% of unknowns and Rule D/T /S (resp. T /D/S) is chosen, all vertices are pairwise paralogs (resp. xenologs) after application of Algorithm 1. Recall, the percentage of gene pairs being in the relation R d (resp. R t ) converges to the average number of events d (resp. t) in the underlying gene trees. Since we had only 10% of expected duplication (resp. HGT) events in the gene trees, only 10% of the gene pairs can be expected to be correct when applying Rule D/T /S (resp. T /D/S). Analogously, the best relative difference 19.56% refers to the Rules S/T /D and S/D/T . For 100% unknowns, all genes are orthologs after application of Algorithm 1 and thus around 80% of gene pairs (that is, 100% of the pairs in the original relation R s ) are correctly recovered.
The plots in Figure 4b -4d are similar to the plot shown in Figure 4a and can be explained by analogous arguments.
Relative difference depending on distinct s/d/t-distribution, rule orders and forbidden gene pairs. Finally, we have chosen the four I(s/d/t; 70; 50) instances and investigated the influence of forbidden pairs on the relative differences of the original and recovered homology relations, see Figure  5 . To this end, we have chosen each unknown gene pair x and y of each partial set with probability p ∈ {0.1, 0.2, . . . , 1}, checked in which relationship x and y have been in the original homology relation and then added (x, y), (y, x) to one of the other two relations with equal probability. In this way, we obtain sets {R ¬s , R ¬d , R ¬t } of forbidden relations for each I(s/d/t; 70; 50). We now applied Algorithm 1 to each of the instances by taking all possible rule orders (as in Fig. 4 and explained above) into account.
In all four plots Figure 5a -5d, with an increasing number of forbidden gene pairs the relative difference decreases. Clearly, the more gene pairs are forbidden the more of such gene pairs are not allowed to be assigned to one of the relations. Therefore, the degree of freedom to which relation the unknown pair can be assigned, is decreased. For all instances, the relative difference for expected 100% of forbidden gene pairs is always less than 1.65%. Although there are 70% unknowns, the assignment of the unknown pairs as forbidden pairs strongly increases the accuracy of the recovered relations which varies between 98,3% and 99,2% for all cases with 100% expected forbidden gene pairs. For 50% of expected forbidden gene pairs, the accuracy varies between 97,1% and 98,5%.
The plots also show that the influence of the rule orders varies most (but still very slightly) for the I(45/45/10; 70; 50) and I(45/10/45; 70; 50) instances ( Fig. 5b and 5c ), while the order of the rules is negligible for the I(80/10/10; 70; 50) and I( (Fig. 5a and 5d ). Observe that instance I(45/45/10; 70; 50) (resp. I(45/10/45; 70; 50)) is expected to have 90% of orthologous and paralogous (resp. orthologous and xenologous) gene pairs. Hence, it is no surprise that the rule orders S/D/T and D/S/T (resp. S/T /D and T /S/D) perform best for I(45/45/10; 70; 50) (resp. I(45/10/45; 70; 50)), while the rules starting with "T" (resp. "D") preform worse for I(45/45/10; 70; 50) (resp. I(45/10/45; 70; 50)). The negligible influence of the rule orders for all instances in Figure 5 imply that for each of the instances there are already many constraints given by the remaining 30% known pairs and the additional forbidden pairs such that only one rule in Algorithm 1 at each step is allowed to be applied and thus, the rule order can be ignored.
Summary
In this contribution, we characterized satisfiable (partial) homology relations with and without forbidden gene pairs in terms of di-cographs. Moreover, we provided an O(n 2 + mn)-time algorithm to recognize satisfiable (partial) homology relations and to build event-labeled gene trees that can explain these relations, if one exists.
We evaluated the algorithm on a large set of partial homology relations. As it turned out, it is possible to recover a huge amount of the original homology relations, even if many elements have been removed from these relations. In other words, a small amount of information on homology relationships between the genes is necessary to reconstruct most of the original relations. precise, we show that one can extend R t to R * t such that for each x ∈ C π(i) and y ∈ C π( j) we have (x, y) ∈ R * t if and only if π(i) < π( j). In that case, the tree (T ;t) created by joining the roots ρ i of each cotree (T i ,t i ) under a common vertex labeled "t" and ordering the trees from left to right according to π gives a cotree representation of R * s,t . Hence, R * s,t must be a di-cograph. Let C 1 , . . . ,C k be the k ≥ 2 strongly connected components of
Consider the quotient graphs R 1 /{C 1 , . . . ,C k } and R 2 /{C 1 , . . . ,C k }. Since, R d is symmetric, we have (x, y) ∈ R d if and only if (y, x) ∈ R d . Thus, any two vertices x, y with (x, y) ∈ R d are entirely contained within one of the strong connected components C 1 , . . . ,C k . The latter implies that R 1 /{C 1 , . . . ,C k } = R 2 /{C 1 , . . . ,C k }. By construction, R 2 /{C 1 , . . . ,C k } is a DAG and thus, there is a topological order, π, on its vertices. W.l.o.g. assume that π = id and thus, that the ordering is already given as C 1 , . . . ,C k . Now, we can apply Lemma 2.1 and add edges to R 2 /{C 1 , . . . ,C k } such that R 2 /{C 1 , . . . ,C k } = C 1 C 2 · · · C k . In order to extend R t to R * t , we simply add the missing pairs (x, y) to R * t for all x ∈ C i and y ∈ C j , i < j and we obtain the di-graph R *
As argued above, the ordered tree (T ;t) created by joining the roots ρ i of each cotree (T i ,t i ) yields a cotree for R * s,t . Hence, R * s,t is a di-cograph. It remains to show that R * t ∩ R ¬t = / 0. To see this, assume for contradiction that R * t ∩ R ¬t = / 0. As argued above,
Therefore, there are vertices x ∈ C i and y ∈ C j , i < j such that (x, y) ∈ R * t ∩ R ¬t . Recap, C i and C j are distinct strongly connected components of R 1 = R s,d,t,
← − ¬t
. However, since (x, y) ∈ R ¬t we have (y, x) ∈ R← − ¬t ; a contradiction, since now x and y must be in the same strongly connected component of R 1 .
To summarize, R * s,t is a di-cograph and (0) is satisfied in the case that |L| = 1. Hence, let |L| ≥ 2. By assumption, R s , R d , R t can be extended to obtain the full satisfiable set {R *
Consider the root ρ of T with children v 1 , v 2 and the particular leaf sets L(v 1 ) and L(v 2 ).
Assume that ρ is labeled "d". Hence, any vertex in x ∈ L(v 1 ) is paralogous to any vertex in y ∈ L(v 2 ). Since additionally R * d ∩ R ¬d = / 0, the di-graph R * s,t,¬d is disconnected. Since R s,t,¬d is a subgraph of R * s,t,¬d , the graph R s,t,¬d is disconnected as well. By Lemma 3.2 it follows that each disconnected component must be satisfiable w.r.t. {R ¬s , R ¬d , R ¬t }. Thus, Rule (1) is satisfied.
If ρ is labeled "s", then we can apply the analogous arguments on the disconnected di-graphs R * d,t,¬s and R d,t,¬s to show that Rule (2) is satisfied. Now assume that ρ is labeled "t", and assume that the edge (ρ, v 1 ) is the non-transfer edge and the edge (ρ, v 2 ) is the transfer edge. Hence, R is entirely contained in either L(v 1 ) or L(v 2 ). Assume for contradiction that there are vertices x, y ∈ C i such that x ∈ L(v 1 ) and y ∈ L(v 2 ). Since C i induces a strongly connected component there must be a path from x to y and from y to x in R s,d,t, ← − ¬t . Since R s,d,t is a subgraph of R * s,d,t , the path from y to x can't appear in R s,d,t as otherwise this path would also occur R * s,d,t ; a contradiction to
. Thus, there must be a pair (y , x ) in R← − ¬t with x ∈ L(v 1 ) and y ∈ L(v 2 ). However, this implies that (x , y ) ∈ R ¬t and hence, (x , y ) / ∈ R t ; a contradiction to R 
[L]/{C 1 , . . . ,C k } is a DAG and its vertices C 1 , . . . ,C k can be topologically ordered. W.l.o.g. assume that the order is already given by C 1 , . . . ,C k . Note that if both Line (9) and (10) return valid trees, then all strongly connected components are satisfiable, due to Cor. 3.1, and hence Rule (3b) must be satisfied. The two trees are then joined by a common root labeled "t" based on the topological order as described in the proof of Theorem 3.3.
Note, Cor. 3.1 implies that the order of the applied rules doesn't matter. Moreover Algorithm correctly outputs "{R s , R d , R t } is not satisfiable w.r.t. {R ¬s , R ¬d , R ¬t }", which is the case when in any of the recursive calls no tree is returned.
For the runtime, observe that the initial di-graphs R s,t,¬d , R d,t,¬s , R s,d,t,
can be constructed in O(n + m) time. Moreover, constructing the subgraph of a di-graph as well as the connected or strongly connected components, or a topological order of a graph can be done in O(n +m). Finally, each recursive call corresponds exactly to one vertex in the constructed gene tree. Since the number of vertices in a tree is bound by the number of leaves it follows that Algorithm 1 is called at most O(n) times. In summary, the algorithm has a run-time of O(n 2 + mn).
