This research study involved the development of a Service Oriented Architecture (SOA) middleware prototype that provided a solution for the data movement interoperability gap that exists between learning management systems (LMS) and learning object repositories (LOR). The prototype extracted and transferred Learning Object data from a LMS to a LOR using Web Services and FTP. The design of the prototype was based on the 28 functional requirements that were provided by a panel of Computer Information Systems (CIS) experts that participated in a fivestage, web-based, anonymous Delphi process to establish a valid set of criteria for the middleware application. During the requirements gathering process, the panel approved and ranked 28 functional requirements for the prototype. The prototype was then developed and consisted of five major components, a Web-based user interface that was developed using C# ASP .Net, an Oracle 11g Metadata Repository, a Web Service Coordination Program that leveraged the PHP programming language, a LMS (Moodle) and a LOR (FLORI).
Introduction
identified the interoperability gap that exists between Learning Management Systems (LMS) and Learning Object Repositories (LOR). Briosin et al. (2005, p. 478 ) aptly observed, "It is clear that some sort of interface between the two components (LMS & LOR) is required to enable a system to benefit from the other one." LMSs are independent computer systems that manage and deliver course content to students via a web interface. In contrast, LOR functionality includes storage, cataloging of metadata, inquiry, and retrieval of Learning Objects (LOs) for design, maintenance and reuse. Therefore, the purpose and functionality of LMS software in comparison to LOR software is very different. LMSs and LORs exist on public and private networks located
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in many different countries. These disparate, independent networks are often only connected via the Internet and leverage a variety of different software and hardware technologies. The first phase of this research study gained a consensus of CIS experts regarding the functional requirements for a new middleware application that would resolve the interoperability gap between LMSs and LORs (Mason & Ellis, 2011) . The second phase of the study involved the development of a Service Oriented Architecture (SOA) middleware prototype that provided a solution for the data movement interoperability gap that exists between LMSs and LORs.
Prior research by Krishnamurthy (2006) , Sartipi and Dehmoobad (2008) , and IMS (2009) suggested that SOA is a sound architecture to resolve the data movement interoperability gap that exists between LMSs and LORs. Mason and Ellis (2010) argued that SOA was the best alternative for a middleware architecture because it provided: (a) loose coupling via message only communication that is conducted at the inter-organizational level, (b) the strongest adaptability and modifiability of the six middleware alternatives that they reviewed, and (c) open standards that support interoperability. Therefore, SOA was the premise for the high-level architecture that is described in the next section.
High-Level Architecture
The Figure 1 shows the five LLMA components. 
Prototype Development
One of the first steps during the analysis and design process of the prototype was the identification and documentation of 14 high-level use case diagrams. The use case diagrams and functional requirements were then leveraged as input for the modeling of an entity relationship diagram (ERD) to support the Metadata Repository. The data model was created using the third normal form and served as the foundation for the construction of tables, constraints and indexes that were instantiated within an Oracle 11gR2 database. The use of the third normal form model avoided data redundancy and data integrity errors that can occur when using denormalized tables. The Metadata Repository consisted of 20 tables, 33 indexes, 3 stored functions, 147 constraints, and 7 sequences.
The design process continued with the creation of a UML state processing chart for the Web Service Coordination Program (WSCP). The WSCP was designed as an event processing engine to interface with external applications via Web Services and exchange SOAP messages. The UML state processing chart was an appropriate tool to model the high-level processing mechanism for the WSCP and this approach was supported by the research methodology. Each state that was modeled in the diagram was later coded into a section of the WSCP program using the Hypertext Preprocessor (PHP) programming language (version 5.3.3). Apache Web Server version 2.2 was used for the runtime environment of the application. Therefore, the state chart served as a foundation for the coding of WSCP PHP module ( Figure 2 ). Figure 1c ). When the WSCP found an open request, the program immediately processed the request by sending a Web Service request message to the appro priate repository (e.g. LMS or LOR). Event request rows that were found in a wait state were evaluated to see if the WSCP should continue to wait or process the request again. Using meta data, if it was determined by the WSCP that the wait time had elapsed and more retries were per mitted, then the request was processed immediately. Otherwise, if the wait time had elapsed and no more retries were permitted, then the request was marked as an error. Event requests were processed in order of priorities that were assigned when the row was created by the Web-based interface or the WSCP as it processed steps for a series of tasks.
Another important part of the development process was the design of Web pages to facilitate the --to capture and use of metadata. The Web-based interface was developed using Microsoft Visual Studio 2008 Version 9.0 and the Microsoft .NET Framework Version 3.5. One of the main ob jectives of the LLMA Web-interface was to allow a user to assemble the necessary metadata needed to send a request to a LMS to copy the LO to a LOR. The metadata that was displayed on many of the Web pages was retrieved from the Metadata Repository. Initially, basic metadata was entered by the user or sourced from external LMSs or LORs using Web Services. For exam ple, to display a list of LORs and LMSs, the user first had to define the name, IP address and user id/password for each LMS and LOR. Once this basic LMS/LOR information was entered by the user, a Web Service could retrieve a list of Learning Objects from the LMS or LOR that were available for processing by that particular user. Figure 3 shows a webpage that allows the user request a full copy of a LO, a partial copy or refresh of the LO learning assessment data from a LMS to a LOR. LO data was move e functional red from the LMS to the LOR via a two step process. One of th quirements stated that the LMS should push the data to the LOR. This push process was accomplished by a Web Service request that called a Moodle procedure that pushed the LO to a staging area. A second event request process completed the pushing the LO to the LOR. Figure 4 shows the design of the first Web Service process that pushed the LO from the LMS to the LLMA staging area. The steps of 1 st LLMA WSCP data push process from the LMS to the staging area are listed and described below:
1. The LLMA client Web Service sends a SOAP request to the Moodle Web Server that includes: (a) the LLMA FTP server URL, (b) the name of a Moodle remote procedure to call, and (c) the internal Moodle LO identification number which is stored previously in Metadata Repository when the list of LOs is retrieved from Moodle. 2. The SOAP message is transferred across the Internet to the LMS. 3. The Moodle Web Server receives and processes the request by starting the internal push procedure (e.g. developed by the researcher to extend Moodle). 4. The first step of the push procedure extracts the LO to a zip file. 5. The extract process is a predefined process within Moodle and is normally called the Moodle LO backup process. It is called by the push procedure with the appropriate parameters for one particular LO. The internal LO number is provided by the SOAP message and is sent within the SOAP message. 6. The LO components are copied into a new zip file that contains all the text, graphics, and the other LO file types. 7. The push procedure starts a file transfer process to transfer the file across the Internet to the LLMA FTP file server. 8. The new file is placed on the LLMA FTP Server. 9. The Moodle Web Service procedure responds to the client by returning a SOAP message across the Internet with the file transfer results (e.g. transfer status, file size transferred, name of the new file, and the location of new file in the LLMA staging area). 10. The LLMA Web Service client receives the SOAP response and verifies the results.
Then, the LLMA WSCP triggers a load of the zip file into the Oracle 11g Metadata Repository as a Binary Large Object (BLOB). Note that the LO zip file is not actually loaded into an Oracle table, but is copied to a directory that is registered with the Oracle database. Oracle is instructed to create a pointer to the external file. This process is done to reduce the size of storage space needed internally by Oracle 11g. During the transfer process, the name of the LO zip file is changed to match the internal ID of the LO in the LLMA Metadata Repository. The 2 nd process shown in Figure 5 illustrates how the changes are made to the LO prior to sending the LO to the LOR. The LO Zip file contains both the LOM and the various components of the LO such as weekly lessons, pictures, exam questions, etc. 1. Based on the open event request, the WSCP initiates the LO manipulation process using LLMA metadata to drive the process. 2. The LO Zip file is the source for process 3. 3. This WSCP process unzips the file into a working directory created using the LO name so that the LO components can be altered in case a partial LO copy is requested. In the case of a full LO copy, the file is unzipped to obtain the SCORM metadata file. The SCORM LOM file needs to be inserted into the FLORI Fedora LOR as a separate file that defines the LO; this is a technical requirement of FLORI. 4. A new working directory is created that contains the LO components. 5. This WSCP process revises the LO based on the user request. For example, if the request is for a partial LO copy, then the unwanted sections of the LO are deleted. The SCORM LOM is then revised to reflect the deleted sections from the LO. Also, the LO name is changed in the LOM to reflect the new LO name, if appropriate. 6. The LLMA LOM is used to make revisions to the LO as part of the process in step 5. 7. These are the LO data files after the LO is manipulated by the process in step 5. 8. This the revised SCORM LOM file. 9. This WSCP process zips the revised LO components into the file for transfer to the LOR.
10. This is the LO zip file created from the step 9. 11. This WSCP process transfers both the SCORM metadata file and the new zip file across the Internet to the FLORI file server in preparation for loading into the LOR. 12. The new zip file and the SCORM LOM file are located on the FLORI file server. 13. The LLMA WSCP sends two SOAP requests across the Internet to FLORI. The first request loads the SCORM LOM file into the FLORI repository. The second request loads the revised zip file into the FLORI repository. 14. After each request is processed by FLORI, a response is sent from FLORI to the LLMA WSCP with success or failure messages. As mentioned earlier, failed attempts are retried at a later time until a maximum retry threshold is reached. 15. The FLORI Fedora Web Server processes the SOAP requests to load the two files as described in step 13. 16. FLORI stores the LO zip file and SCORM LOM in a FLORI internal repository.
Discussion
The second phase of this research resulted in the analysis, design and development of an operational prototype that demonstrated the capability to resolve the interoperability gap by moving LO and LOM data from a LMS to a LOR. The development of a data movement middleware application software prototype served as a proof-of-concept that validated the functional require 
Recommendations
Because the LLMA was a prototype, the functionality of the application needs to be extended to create a robust, commercially viable software product. In addition, it is highly recommended that a usability study be conducted with a diverse group of potential users to get their feedback about the ergonomics of the Web-based interface. The results of the usability study would be leveraged to make design changes to the Web-based interface.
The prototype was designed to be extendable, therefore PHP code and Web Services can be added to provide additional functionality, such as the movement the LO data from a LOR to a LMS or new interfaces to external applications (other LMSs and LORs). Therefore, another recommendation is to add more Web Services to extend the prototype to interface with other software applications (LMSs, LORs, LO design tools).
Another recommendation is to test the LLMA with a large volume of LO data to measure performance. The application may have to be enhanced to handle increased LO data movement (traffic). The LLMA Oracle 11gR2 database may need performance tuning improvements to handle an increased work load. These Oracle changes could manifest themselves in the form of additional LLMA indexes, memory reallocation, Oracle parameter changes and/or the tuning of the physical I/O channels (e.g. disk drives). A review of the tool from the information assurance (data security) perspective would be useful.
Additional testing in the area of fault tolerance and error recovery is recommended. Although basic testing of the error handling was conducted during unit, integration, and system testing, a more intensive error testing of all the code by independent testers should be conducted prior to full scale LLMA implementation.
Final Conclusion

Unanswered Questions
One major unanswered question from this research is if a compensation mechanism should be included in the LLMA. A majority of the experts felt that learning materials (LOs) should be shared free-of-charge with other academic institutions. However, until the LLMA is made available to the academic community, it is unknown how many people will be willing to share their learning materials with other institutions or even within their own institution.
Future Research
Future research in this subject area can include a study to identify the components of student assessment data that should be included in LOM that would benefit the academic community. This research data can be gathered via a more detailed literature review of the types of assessment data that are currently available. A next step could be confirmation of the assessment data types with a panel of experts that are knowledgeable in this subject area. The deliverables from the research could be a ranked list of learning assessment content that would be used to expand the SCORM LOM and application profiles used throughout the world.
Although this research made huge strides in resolving the interoperability gap between LMSs and LORs, future research could include the integration of LO design tools with the LLMA. LO design tools facilitate the customization (editing) of LOs. There are a variety of LO design tools that are currently available (commercial and freeware), however a detailed analysis of the tools is needed in the context of using these tools with the LLMA. A review of the functionality, platform, and APIs would be a few of the tool characteristics that could be examined to determine the tool integration feasibility with the LLMA.
