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We consider three one-dimensional continuous-time Markov processes on a lattice,
each of which models the conduction of heat: the family of Brownian Energy Pro-
cesses with parameter m, a Generalized Brownian Energy Process, and the Kipnis-
Marchioro-Presutti process. The hydrodynamic limit of each of these three processes
is a parabolic equation, the linear heat equation in the case of the BEP(m) and the
KMP, and a nonlinear heat equation for the GBEP(a). We prove the hydrodynamic
limit rigorously for the BEP(m), and give a formal derivation for the GBEP(a).
We then formally derive the pathwise large-deviation rate functional for the em-
pirical measure of the three processes. These rate functionals imply gradient-flow
structures for the limiting linear and nonlinear heat equations. We contrast these
gradient-flow structures with those for processes describing the diffusion of mass,
most importantly the class of Wasserstein gradient-flow systems. The linear and
nonlinear heat-equation gradient-flow structures are each driven by entropy terms of
the form − log ρ; they involve dissipation or mobility terms of order ρ2 for the linear
heat equation, and a nonlinear function of ρ for the nonlinear heat equation.
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I. THE HEAT EQUATION
The equation
∂tρ = ∆ρ (1)
is known both as the ‘diffusion equation’ and as the ‘heat equation’. The two names reflect
the fact that one arrives at the same equation via two completely different modeling routes—
one describing the motion of particles, the other the conduction of heat.
Recently, one of these modeling routes has received special attention. Inspired by the
observation that equation (1) is a Wasserstein gradient flow (we describe this below), and
that the Wasserstein gradient flows have many interesting and useful properties, we asked
the question ‘how is the Wasserstein gradient-flow structure of (1) related to the modeling
of (1)?’ We answered this question1–3 by connecting the Wasserstein gradient-flow structure
to the large-deviation behavior of stochastic particle systems.
Before turning to the content of the present paper, we briefly describe these previous
results. A gradient flow on a linear space X is formally defined by a functional E : X →
R and a symmetric operator K : X ′ → X (the so-called Onsager operator) where X ′
denotes the dual space of X. The equation (1) has many such gradient-flow structures,
each corresponding to a different triple (X,E,K). One example is X = X ′ = L2(Rn),
E(ρ) = 1
2
∫
Rn |∇ρ|2, and Kξ = ξ; then by definition
∂tρ = −K
(δE
δρ
(ρ)
)
= −K(−∆ρ) = ∆ρ.
Note that we specify K by describing its effect on the variational derivative δE/δρ of E.
Other examples are
X = H−1(Rn), E(ρ) =
1
2
∫
Rn
ρ2, Kξ = −∆ξ,
X = L1≥0(Rn), E(ρ) =
∫
Rn
ρ log ρ, Kρξ = − div ρ∇ξ, (2)
X = L1(Rn), E(ρ) =
∫
Rn
f(ρ), Kρξ = − div
( 1
f ′′(ρ)
∇ξ
)
. (3)
Each of these gradient-flow structures leads to the same equation (1). The last two examples
show that K may depend on ρ ∈ X; in geometric terms, K maps the cotangent bundle to
the tangent bundle, and therefore may depend on position.
Example (2) is the Wasserstein gradient-flow structure that was mentioned above. We
showed in 1 and 2 how the Wasserstein structures of this equation and of more general
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convection-diffusion equations arise from the properties of an underlying stochastic process:
systems of particles whose positions are described by a stochastic differential equation. The
large deviations of empirical measures of these particles directly identify a gradient-flow
structure, which is of the form (2). This identification consists of two parts:
1. The equilibrium large-deviation rate functional of the invariant measure is the driving
functional E;
2. The non-equilibrium large-deviation rate functional of the law of the time-courses of
the empirical measure identifies the operator K.
Through these identifications, the properties of this gradient-flow structure can be traced
back to the properties of the underlying stochastic process. For instance, the presence or
absence of interaction only appears in the form of the driving functional E, and the form of
K is completely determined by the Brownian noise in the SDE. As a result, the Wasserstein
gradient-flow structure of (1) can now be completely explained in terms of properties of such
underlying models of diffusion. The same arguments apply to various related equations4–7,
and we have recently showed how it is shared among all processes with detailed balance8.
The insight that this provides is of significant use in the modeling of other real-world systems.
However, this explanation only applies to diffusion—to the derivation of (1) in which ρ is
a density of particles that evolves by thermal agitation. For the other interpretation, where
ρ is a temperature or a heat content, and where heat disperses through heat conduction, very
little is known in this direction. Is there a corresponding gradient-flow structure of (1), that
derives from large deviations of some stochastic process? If so, is it the same as for diffusion,
or a different one?
In this paper we investigate this question. We study stochastic processes that mimic the
conduction of heat: in these processes a local ‘internal’ energy is exchanged through random
nearest-neighbor interactions. The hydrodynamic or continuum limit of these systems is
again a parabolic partial differential equation—and in some of the cases it is exactly the
linear heat equation (1). As in the case of diffusion, the large deviations away from this
continuum limit identify a natural gradient-flow structure, that we discuss in detail below.
In fact, we will consider three stochastic processes:
1. The Brownian Energy Process with parameter m (BEP(m), where m is a positive real
number);
3
2. A Generalized Brownian Energy Process with parameter a (GBEP(a), where a is a
positive function);
3. The Kipnis-Marchioro-Presutti process (KMP).
Each of these describes heat conduction in a slightly different way, and we will use the
similarities and differences to investigate how different aspects of these stochastic processes
lead to different continuum limits, and to different corresponding gradient-flow structures.
This will allow us to link the properties of the gradient-flow ingredients to specific aspects
of the underlying stochastic processes.
The outline of this paper is as follows. In Section II we describe the three processes
mentioned above. Most of the further development is done for the BEP(m): in Sections III
and IV we study the equilibrium properties of the BEP, and in Sections V, VI, and VIII
the hydrodynamic limit and the corresponding large deviation principle. In Section IX we
discuss how the corresponding properties of the two other processes can be derived. Finally,
in Section X we discuss the gradient-flow structures that these large deviations suggest, and
in Section XI the implications of these structures.
II. THE THREE STOCHASTIC PROCESSES: BEP(m), GBEP(a), AND
KMP
Heat conduction is the transfer of internal energy between neighboring parts of a material.
In the most straightforward microscopic models of heat conduction, matter is represented
as a collection of oscillators on lattice points; each oscillator is a little isolated Hamiltonian
system, such as a little mass-spring system. If there is no interaction, then the oscillator has
a finite energy—the Hamiltonian—that is conserved over time.
Heat conduction arises when one introduces interaction between the oscillators, either
deterministically or stochastically, allowing energy exchange between neighboring sites. De-
terministic interaction between neighboring oscillators is natural, since both classical and
quantum descriptions of reality are Hamiltonian; however, the difficulties surrounding the
analysis of deterministic heat-conducting systems are formidable (see e.g. 9 and 10). For this
reason the interaction is often chosen to be stochastic, and many varieties exist in addition
to the ones we study here; see e.g. 11–18.
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The models that we study in this paper are all relatives of a single, prototypical model,
that we now describe. Afterwards, we introduce the three models which are the subject of
this paper and explain how they are related.
A. The Brownian Momentum Process
In the Brownian Momentum Process, physical space is represented by a one-dimensional
lattice of N points i = 1, . . . , N ; we silently assume periodicity modulo N , i.e. the point
i = N + 1 is the same as the point i = 1. The state of the BMP process is a vector of
momenta pi, i = 1, . . . , N . The BMP process is characterized by its generator L
BMP that
acts on smooth functions f : RN → R, given by
LBMP =
N∑
i=1
LBMPi,i+1 , L
BMP
i,i+1f =
1
2
(
pi
∂
∂pi+1
− pi+1 ∂
∂pi
)2
f. (4)
Equivalently, the pi solve the Itoˆ stochastic differential equation
dpi = pi+1dBi,i+1 − pi−1dBi−1,i − pidt, (5)
where the Bi,i+1 are independent Brownian motions.
The pairwise generator LBMPi,i+1 can be interpreted as a Brownian motion on the circle given
by the condition p2i +p
2
i+1 = constant. This follows from noting that L
BMP
i,i+1 preserves p
2
i +p
2
i+1,
and in terms of the angle coordinate ϕ = arctan(pi+1/pi) we can write L
BMP
i,i+1 =
1
2
∂2/∂ϕ2,
representing a simple Brownian motion in ϕ. In terms of the SDE (5), the conservation of
p2i + p
2
i+1 can be observed in the double occurrence of the noise dBi,i+1, once in the equation
for pi (with prefactor pi+1) and once in the equation for pi+1, with the opposite sign, and
with prefactor pi. The term −pidt is an Itoˆ correction that compensates for the asymmetry
in the definition of an Itoˆ SDE.
This process is a model of heat conduction in the following sense. Up to a constant, the
sum p2i + p
2
i+1 should be interpreted as the total kinetic energy of the two sites i and i+ 1.
Therefore each neighbour interaction, characterized by LBMPi,i+1 , is a Brownian motion over all
possible distributions of the preserved kinetic energy over the two momenta pi and pi+1, and
therefore implements a stochastic exchange of energy between neighbouring sites.
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B. The Brownian Energy Process with parameter m
Because of our focus on heat conduction, we shall be interested in tracking the squares
zi := p
2
i , i.e. the site energies, rather than in the momenta pi themselves. The Brownian
Energy Process (BEP), with parameter one, is the process that governs the evolution of the
vector of energies (z1, . . . , zN). It happens to be a Markov process itself: the evolution of
the zi can be characterized in terms of the zi themselves, with generator
LBEP =
N∑
i=1
LBEPi,i+1,
where
LBEPi,i+1 = 2zizi+1 (∂i − ∂i+1)2 − (zi − zi+1) (∂i − ∂i+1) . (6)
Here we write ∂i := ∂/∂zi for the derivative with respect to the variable zi. The correspond-
ing SDE is
dzi = 2
√
zizi+1 dBi,i+1 − 2√zi−1zi dBi−1,i + (zi+1 − 2zi + zi−1)dt. (7)
This process is the Brownian Energy Process—with parameter one.
The Brownian Energy Process with parameter m, BEP(m), is a generalization of this
process, in which not a single scalar quantity pi, but m scalar quantities p
j
i , j = 1, . . .m are
defined at each lattice point i. We define the generator for this m-fold BMP by imposing
the same interaction between all m×m neighboring pairs, i.e.
LBMP(m) =
N∑
i=1
L
BMP(m)
i,i+1 , L
BMP(m)
i,i+1 =
m∑
j,j′=1
1
2
(
pji
∂
∂pj
′
i+1
− pj′i+1
∂
∂pji
)2
.
The total energy for each site i is now defined as zi :=
∑m
j=1(p
j
i )
2, and this is again a Markov
process with generator
LBEP(m) =
N∑
i=1
L
BEP(m)
i,i+1 , L
BEP(m)
i,i+1 = 2zizi+1 (∂i − ∂i+1)2 −m(zi − zi+1) (∂i − ∂i+1) . (8)
Note the small difference with the generator (6) of the BEP(1): only the coefficient of the
drift term is m-dependent. Also note that for the definition of the process zi, m need not
be integer—any m > 0 is admissible, although the connection to an underlying Momentum
Process of course only exists for integer m.
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The Brownian Momentum Process was introduced in 19 with imposed-temperature
boundary conditions, and further studied in 20–22. In 22 we studied non-equilibrium sta-
tionary states of this system, generated by imposing different temperatures at the two ends
of a one-dimensional system. We showed, among other things, that the expectation of the
temperature along these non-equilibrium steady states is linear. This is of course consistent
with non-equilibrium steady states of the macroscopic equation (1). The Brownian Energy
Process was introduced in 20 and further studied in 21 and 23.
C. A Generalized Brownian Energy Process with parameter a
For reasons that will become clear below, it is interesting to consider a different generaliza-
tion of the BEP, in which the noise terms in (5) and (7) are modified in an energy-conserving
manner, as follows. Choose a continuous function a : [0,∞)→ (0,∞), and define
ai,i+1 := a
(
1
2
(zi + zi+1)
)
.
The Generalized Brownian Momentum Process is the SDE
dpi = pi+1ai,i+1 dBi,i+1 − pi−1ai−1,i dBi−1,i − 1
2
pi(a
2
i,i+1 + a
2
i−1,i) dt, (9)
and the corresponding Generalized Brownian Energy Process with parameter a is the SDE
dzi = 2ai,i+1
√
zizi+1 dBi,i+1− 2ai−1,i√zi−1zi dBi−1,i +
(
(zi+1− zi)a2i,i+1 + (zi− zi−1)a2i−1,1
)
dt,
(10)
with generator
LGBEP(a) :=
N∑
i=1
a2i,i+1
[
2zizi+1(∂i − ∂i+1)2 + (zi+1 − zi)(∂i − ∂i+1)
]
=
N∑
i=1
a2i,i+1L
BEP
i,i+1.
As far as we are aware, this process has not been discussed in the literature.
D. The Kipnis-Marchioro-Presutti process
In 11 Kipnis, Marchioro, and Presutti introduced a model for heat conduction. In the
KMP process energy is not exchanged continuously, as in the processes described above,
but discretely: at exponentially distributed times we choose a random pair of neighbors,
7
say with energies zi and zi+1; we then equidistribute the joint energy zi + zi+1 over the two
sites, with a fraction s on one site and a fraction 1− s on the site. Here s is drawn from the
uniform distribution on [0, 1]. The KMP process has the generator24
(LKMPf)(z) := 2
N∑
i=1
∫ 1
0
[
f(zi,i+1,s)− f(z)] ds,
where the modified z is defined as
zi,i+1,sj :=

s(zi + zi+1) if j = i,
(1− s)(zi + zi+1) if j = i+ 1,
zj otherwise.
As pointed out in 20, the KMP process is related to the process BEP(2), in the following
way. Choose any i and consider the single-pair generator L
BEP(m)
i,i+1 . This single-pair generator
has a unique invariant measure for every m, which describes the equilibrium distribution
of energy over the two sites i and i + 1, assuming all other zj are fixed. For m = 2, this
measure is exactly the uniform distribution of energy between the two sites i and i+1. (The
general case is that if (zi, zi+1) = (E − e, E + e), then e ∈ [0, E] has probability density
∼ (E2 − e2)m/2−1.)
Therefore LKMP can be considered an ‘instantaneously equilibrated’ or ‘instantaneously
thermalised’20 version of LBEP(2)—as if the exchange between i and i + 1 is not smeared
out over time but concentrated into very short bursts, during which, complete equilibration
within that specific bond takes place.
E. Macroscopic quantities
In each of the three processes BEP(m), GBEP(a), and KMP, the variable zi at site i
represents the local or microscopic energy at that site. The natural way to connect this
local energy with macroscopic quantities such as temperature and macroscopic energy is as
follows. Given an energy state Z = {z1, z2, ..., zN}, we define the empirical energy measure
piN(Z) to be the probability measure
[piN(Z)] (dx) :=
1
N
N∑
i=1
zi δi/N(dx), (11)
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where δi/N(x) is the Delta measure at x = i/N . This makes piN a probability measure
on the flat one-dimensional torus T = R/Z, i.e. the interval [0, 1] with periodic boundary
conditions.
We show below how, in the limit N → ∞, piN converges weakly to a deterministic
limit profile ρ, both in equilibrium and in non-equilibrium situations. The limit ρ will be
interpreted as macroscopic energy. The large deviations away from the deterministic limit
will provide us with the structure of the corresponding gradient flow.
III. EQUILIBRIUM PROPERTIES OF THE BEP(m)
In the next few sections we focus on the BEP(m); we study the hydrodynamic limit and
the large deviations of the model, and we derive from the large deviations the corresponding
gradient-flow structure. In Section IX we describe the differences for the two other processes.
We first consider equilibrium properties. Since LBEP(m)
[∑
i zi
]
= 0, the BEP(m) deter-
ministically conserves the total energy
∑
i zi—this property is also natural from the construc-
tion of the process. As a consequence the process does not have a single invariant measure,
but a large collection of invariant measures, generated by a particular one-parameter family
of invariant measures, indexed by a parameter θ > 0. For each θ, with the interpretation of
temperature, this invariant measure is a product measure over the sites i:
νN,θ,m(dZ) =
N∏
i=1
νθ,m(dzi), where νθ,m(dz) =
1
θm/2Γ
(
m
2
)z−1+m/2e−z/θ dz, (12)
and Γ is the Gamma-function
Γ(k) :=
∫ ∞
0
e−ttk−1dt.
The process is reversible with respect to each of these invariant measures.
In equilibrium, since this invariant measure is a product measure, to every parameter θ
corresponds a uniform (i.e., i-independent) average energy density ρ0 given by
ρ0(θ) = Eνθ,m [zi] =
1
θm/2Γ
(
m
2
) ∫ ∞
0
zm/2e−z/θdz =
mθ
2
. (13)
Since there is a one-to-one correspondence between θ and ρ0, we can equivalently index the
empirical measure by ρ0 as νN,ρ0,m = νN,θ(ρ0),m instead.
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Moreover, if Z is distributed according to νN,ρ0,m, the empirical energy piN(Z) converges
in probability to the constant measure ρ0, by the law of large numbers: for each δ > 0 and
each test function φ ∈ Cb(T) we have
lim
N→∞
νN,ρ0,m
(∣∣〈piN(Z), φ〉 − 〈ρ0, φ〉∣∣ > δ) = 0 (14)
where
〈ρ0, φ〉 :=
∫
T
ρ0(x)φ(x) dx.
IV. EQUILIBRIUM LARGE DEVIATIONS OF THE BEP
We already mentioned in the introduction that for reversible processes, such as the three
processes of this paper, the large-deviations rate functional of the invariant measure is the
functional that drives the gradient-flow evolution8. We now calculate this rate functional.
A large-deviation principle states that the probability that the empirical energy piN(Z)
deviates considerably from its most likely value ρ0 and thus becomes close to some other
profile ρ is exponentially small in N for large N and is determined by a rate functional Sρ0,m
according to
νN,ρ0,m (piN(Z) ≈ ρ) ∼ exp
{−N Sρ0,m(ρ)}.
More precisely,
Theorem 1. For all Borel subsets A of the set of non-negative measures M+(T),
− inf
intA
Sρ0,m ≤ lim inf
N→∞
1
N
log νN,ρ0,m(A) ≤ lim sup
N→∞
1
N
log νN,ρ0,m(A) ≤ − inf
clA
Sρ0,m, (15)
where
Sρ0,m(ρ) =
m
2
∫ 1
0
(
ρ(x)
ρ0
− 1− log ρ(x)
ρ0
)
dx. (16)
The existence of a functional Sρ0,m satisfying (15) and its explicit form both follow from
the Ga¨rtner-Ellis theorem 25, Th. 4.5.20; the proof is standard, and we sketch only those
details that we need later on.
Proof. We first calculate Sρ0,m. Set θ = 2ρ0/m (following (13)) and define the logarithmic
cumulant-generating function as
G : Cb(T)→ R, G(φ) := lim
N→∞
1
N
logEνN,θ,m
(
eN〈φ,piN (Z)〉
)
. (17)
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From the definition of the energy profile we have, for continuous φ ∈ Cb(T),
N〈φ, piN(Z)〉 =
N∑
i=1
φizi, where we write φi := φ(i/N).
Due to the independence of different sites in the product measure we can use the single-site
generating function
Eνθ,m [e
φizi ] =
1
θm/2Γ
(
m
2
) ∫ ∞
0
z−1+m/2e−z(−φi+1/θ)dz =
(
1
1− θφi
)m/2
(18)
to calculate
G(φ) = lim
N→∞
1
N
logEνN,θ,m
(∏
i
eφizi
)
= lim
N→∞
1
N
log
(∏
i
Eνθ,me
φizi
)
by independence
= lim
N→∞
1
N
log
∏
i
(
1
1− θφi
)m/2
by (18)
= −m
2
lim
N→∞
1
N
∑
i
log (1− θφi)
= −m
2
∫
T
log (1− θφ(x)) dx.
(Note how the local nature of the functional G (the fact that G is a simple integral over T)
arises from the product structure of the measure νN,θ,m.) We then obtain the formula (16)
for Sρ0,m as the Legendre transform of G by a direct calculation.
After this calculation the proof of the property (15) follows from 25, Th. 4.5.20(c). There
is one non-trivial condition to be verified, which is the density of an appropriate class of
exposed points of M+(T); this can be ascertained by noting that the subset of probability
measures with Lebesgue density that is continuous and bounded away from zero is dense in
M+(T) with the narrow topology and satisfies the remaining requirements.
V. HYDRODYNAMIC LIMIT OF THE TIME EVOLUTION
We now turn to the time evolution of the BEP(m). First we note that the natural
time scale for the empirical measure piN(Z) is N
2, which leads us to define the rescaled
(accelerated) generator
L
BEP(m)
N := N
2LBEP(m).
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Next we describe the initial state. Choose a fixed measure ρ0 ∈ M+(T), and choose a se-
quence of vectors Z0N = (z
0
N,1, . . . , z
0
N,N) ∈ RN such that piN(Z0N) ⇀ ρ0 as N →∞. Moreover
we assume that z0N,i are bounded uniformly in N . By P
BEP(m)
N we denote the distribution of
the BEP(m) process, accelerated by a factor N2—i.e. with generator L
BEP(m)
N —where the
initial condition is equal to Z0N . E
BEP(m)
N is the expectation with respect to P
BEP(m)
N . From
now on we also consider the process Z itself to be accelerated by a factor N2, i.e. Z has
law PBEP(m)N .
The limit of the process will be the unique solution ρ of the linear heat equation,
∂tρ(t, x) = m∂xxρ(t, x), for x ∈ T and t > 0. (19)
with initial datum
ρ(0, ·) = ρ0.
The following theorem specifies the exact sense in which piN(Z) converges to ρ.
Theorem 2. For all φ ∈ Cb(T) and t > 0,
lim
N→∞
PBEP(m)N
(∣∣〈piN(Z(t)), φ〉 − 〈ρ(t), φ〉∣∣ > δ) = 0. (20)
Also a stronger property holds: the whole random trajectory {piN(Z(t)) : 0 ≤ t ≤ T} con-
verges weakly to the Dirac measure concentrated on the trajectory {ρ(x, t) dx : 0 ≤ t ≤ T},
in the Skorokhod topology of D([0, T ];M+(T)). Here M+(T) is the space of non-negative
measures on T with the topology of weak convergence.
A sketch of proof is as follows. If φ is a smooth function on T, we have from the definition
of the generator of Markov processes
d
dt
EBEP(m)N
[〈piN(Z(t)), φ〉] = EBEP(m)N (LBEP(m)N 〈piN(Z(t)), φ〉).
From the definition of empirical energy we have
〈piN(Z(t)), φ〉 = 1
N
N∑
i=1
zi(t)φi,
where again we write φi := φ(i/N). For fixed i, let fi be the coordinate function fi(Z) := zi.
Then
LBEP(m)fi = (L
BEP(m)
i−1,i + L
BEP(m)
i,i+1 )zi =
[
2zi−1zi (∂i−1 − ∂i)2 −m(zi−1 − zi) (∂i−1 − ∂i)
+ 2zizi+1 (∂i − ∂i+1)2 −m(zi − zi+1) (∂i − ∂i+1)
]
zi
= m
[
zi−1 − 2zi + zi+1
]
,
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so that
L
BEP(m)
N 〈piN(Z(t)), φ〉 = N
N∑
i=1
(LBEP(m)fi)(Z(t))φi = mN
N∑
i=1
φi
[
zi−1 − 2zi + zi+1
]
.
We now apply summation by parts, using the periodicity of the lattice, to obtain
L
BEP(m)
N 〈piN(Z(t)), φ〉 = mN
N∑
i=1
zi
[
φi−1 − 2φi + φi+1
]
=
m
N
N∑
i=1
zi∆Nφi ≈ m〈piN(Z(t)), ∂xxφ〉,
where (∆Nφ)i := N
2
[
φi−1 − 2φi + φi+1
]
is a discrete approximation of the Laplacian and in
the last step we used the smoothness of φ. Then
d
dt
〈piN(Z(t)), φ〉 ≈ m〈piN(Z(t)), ∂xxφ〉,
which is a weak formulation of (19).
The rigorous proof of Theorem 2 follows from standard arguments for gradient processes
that can be found in e.g. 26, Ch. 4. These revolve around the martingale
MNt := 〈piN(Z(t)), φ〉 − 〈piN(Z0N), φ〉 −
∫ t
0
L
BEP(m)
N 〈piN(·), φ〉(Z(s)) ds
= 〈piN(Z(t)), φ〉 − 〈piN(Z0N), φ〉 −
∫ t
0
〈piN(Z(s)),m∂xxφ〉 ds+ o(1) (21)
where o(1) converges to zero uniformly as N →∞.
The essential property of MN that provides both compactness and convergence is the
vanishing of the quadratic variation, the content of the following lemma.
Lemma 3. The quadratic variation of MN satisfies
∀t > 0, lim
N→∞
EBEP(m)N [M
N ]t = 0. (22)
Proof. The quadratic variation of MNt is given by
[MN ]t =
∫ t
0
(
L
BEP(m)
N (g
2
N)(Z(s))− 2gN(Z(s))LBEP(m)N (gN)(Z(s))
)
ds
where
gN(Z(t)) =
1
N
N∑
i=1
zi(t)φi.
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Explicit computation then gives
〈MNt 〉 =
4
N2
N∑
i=1
φ2i
∫ t
0
ui(Z(s))ds
with
ui(z) = zizi+1 + zi−1zi.
We use the assumption that the initial condition is bounded, i.e., that supi z
0
N,i < C.
Then we have
EBEP(m)N
( N∑
i=1
∫ t
0
φ2iui(Z(s)) ds
)
=
N∑
i=1
φ2i
∫ t
0
EBEP(m)N (ui(Z(s))) ds.
Therefore, in order to obtain (22), it suffices to see that
EBEP(m)N (zi(s)zi+1(s))
is bounded uniformly in N and in 0 ≤ s ≤ t. The expression zizi+1 is equal to KmD(δi +
δi+1, z), where D(ξ, z) are the duality polynomials introduced in 19 and 21, and where Km is
a constant only depending on m. Therefore, by duality of the BEP(m) and the Symmetric
Inclusion Process (SIP, see 19 and 21 for more details on this process and the duality), we
have
EBEP(m)N (zi(s)zi+1(s)) = KmE
SIP
i,i+1D(δXt + δYt , z) ≤ Bm(C + C2),
where ESIPi,i+1 denotes expectation in the SIP starting with a single particle at both the sites i
and i+1, and where in the last step we used that D(δXt+δYt , z) is a second order polynomial
in the variables zi, with coefficients only depending on m.
From (22), using Doob’s inequality, we obtain that for all test functions φ
sup
0≤t≤T
∣∣∣∣〈piN(Z(t)), φ〉 − 〈piN(Z0N), φ〉 − ∫ t
0
〈piN(Z(s)),m ∂xxφ〉 ds
∣∣∣∣
converges to zero in probability, which is exactly the statement of the hydrodynamic limit
in the path space version.
VI. THE WEAKLY ASYMMETRIC BEP(m)
For the calculation of the nonequilibrium large deviations of the BEP(m) we need to
calculate the hydrodynamic limit of a weakly-perturbed version of the BEP(m), the Weakly
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Asymmetric BEP(m) or WABEP(m):
L
WABEP(m)
N := L
BEP(m)
N + Γ.
There are various ways to introduce this asymmetry. From group-theoretic considerations
in 19 and 21 we choose Γ to be
Γ = −N2
N−1∑
i=1
Eizizi+1 (∂i − ∂i+1) ,
where the Ei are to scale as 1/N as N → ∞. One way to achieve this, which will also
simplify formulas later, is to choose
Ei := Hi+1 −Hi,
where Hi := Hi(t) = H(t, i/N) and H is a fixed smooth function of t and x. For large N ,
Ei(t) ≈ N−1∂xH(t, i/N).
Following similar steps as in the previous section for BEP(m) but now with the generator
L
WABEP(m)
N = L
BEP(m)
N + Γ,
we have
Γ〈piN(Z(t)), φ〉 = N
N∑
i=1
φiΓzi,
and from the choice of Γ above we obtain
Γzi = −N2
[
Ei−1zi−1zi (∂i−1 − ∂i) + Eizizi+1 (∂i − ∂i+1)
]
zi
= N2
[
Ei−1zi−1zi − Eizizi+1
]
,
so that
Γ〈piN(Z(t)), φ〉 = N
N∑
i=1
φi[Ei−1zi−1zi − Eizizi+1].
Again applying summation by parts, we get
Γ〈piN(Z(t)), φ〉 = N
N∑
i=1
(φi+1 − φi)Eizizi+1.
Combining this with the computation in the previous section we find
L
WABEP(m)
N 〈piN(Z(t)), φ〉 = mN
N∑
i=1
zi
[
φi−1 + φi+1 − 2φi
]
+N
N∑
i=1
(φi+1 − φi)Eizizi+1
=
m
N
N∑
i=1
zi∆Nφi +
1
N
N∑
i=1
zizi+1∇NHi∇Nφi
≈ m〈piN(Z(t)), ∂xxφ〉+ 〈
[
pi2N(Z(t))
]
∂xH, ∂xφ〉,
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where we write ∇NHi = N(Hi+1 −Hi) for the discrete derivative and we define
pi
(2)
N (Z(t)) :=
1
N
N∑
i=1
zizi+1δi/N .
Note that pi
(2)
N is not simply the square of piN ; however, in the limit N →∞ we expect that
w-limN→∞ pi
(2)
N (Z) =
(
w-limN→∞ piN(Z)
)2
, as we will see in the next section. This property
is crucial in order to obtain a closed equation for ρ(t, x), and is related to the fact that in
the hydrodynamic time scale N2, local equilibrium installs.
VII. THE REPLACEMENT LEMMA
We now discuss the Replacement Lemma for the WABEP(m) in more detail. The term
1
N
N∑
i=1
zizi+1∇NHi∇Nφi (23)
is not a function of piN(Z), and in order to close the equation we need to replace this term by
a function of piN(Z). This is a classical problem in the theory of hydrodynamic limits, and
various methods have been devised to tackle it27–29. In the context of a Ginzburg-Landau
model Guo, Papanicolaou, and Varadhan27,30 show that a term of the form (23) can be
replaced by a function of piN . More precisely, for ψ : T→ R smooth and any  > 0,
1
N
N∑
i=1
zi(t)zi+1(t)ψi =
1
N
N∑
i=1
1
2N + 1
∑
|j−i|≤N
zj(t)zj+1(t)ψi +O()
=
1
N
N∑
i=1
ν 1
2N+1
∑
|j−i|≤N zj(t)
(z0z1)ψi +O()
=
1
N
N∑
i=1
(
1
2N + 1
∑
|j−i|≤N
zj(t)
)2
ψi +O(). (24)
The first equality follows from the smoothness of ψ. In the second step νρ is the product
measure (12) on the two-site state space with variables z0 and z1, with Eνρ(z0) = Eνρ(z1) = ρ,
νρ(f) =
∫
fdνρ, and hence νρ(z0z1) = ρ
2. Given this definition, the third equality follows
from these properties of νρ. The main approximation step is therefore the second equality.
Once one has justified this approximation, the expression in the last line is again a function
of the empirical energy profile.
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Intuitively, the approximation in the second equality arises from the local-equilibrium
property. However, since one wants to apply it in the context of large deviations, one has
to show that the approximation is superexponentially good. This means that if we denote
for given δ > 0 the event∣∣∣∣∣∣
∫ T
0
 1
N
N∑
i=1
1
2N + 1
∑
|j−i|≤N
zj(N
2t)zj+1(N
2t)ψi − 1
N
N∑
i=1
ν 1
2N+1
∑
|j−i|≤N zj(N2t)
(z0z1)ψi
 ds
∣∣∣∣∣∣ > δ
by ANδ , then
lim sup
N→∞
1
N
logPBEP(m)N (A
N
δ ) = −∞. (25)
For the Ginzburg-Landau model of 27 the superexponential estimate and the dynamical
large-deviation principle was proven in 31. See 26 for more details and a proof in the
context of gradient zero range processes. To apply the same method to the WABEP there
are two additional technical difficulties, similar to the case of the KMP model32, namely
first that the equilibrium invariant measures have only exponential tails, and second that
the mobility is equal to ρ2 and thus is unbounded.
Assuming that the Replacement Lemma holds, we can proceed with the hydrodynamic
limit of the WABEP(m), and we obtain from the computation in the two previous sections
L
WABEP(m)
N 〈piN(Z(t)), φ〉 ≈ m
∫
ρ(t, x)∂xxφ(x) +
∫
ρ(t, x)2∂xH(t, x)∂xφ(x),
which leads to the hydrodynamic limit given by the equation
∂tρ = m∂xxρ− ∂x
(
ρ2∂xH
)
. (26)
VIII. LARGE DEVIATIONS FROM THE HYDRODYNAMIC LIMIT
In the language of the general large-deviation theory developed by 33, equation (19) is
a model with diffusion constant D = m and susceptibility (mobility) χ(ρ) = ρ2. Assuming
the validity of the superexponential Replacement Lemma, and as a consequence the limiting
equation for the WABEP(m), the road to large deviations is well known. We describe this
procedure here somewhat intuitively. The hydrodynamic limit for the BEP(m) predicts that
piN(Z(t)) evolves “typically” as ρ(t, x)dx where ρ(t, x) solves the diffusion equation (19).
This behavior is a manifestation of the law of large numbers and therefore one expects
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corresponding exponentially small (in N) large-deviation probabilities, i.e., we expect, in
the sense of large deviations
PBEP(m)N (piN(Z)|[0,T ] ≈ γdx|[0,T ]) ∼ e−NI(γ). (27)
For the rate function I one expects the Lagrangian form
I(γ) =
∫ T
0
∫
T
L (γ(t, x), γ˙(t, x)) dxdt.
In order to find L , one modifies the BEP by adding a weak time-dependent asymmetry
H(t, x) as we described above, in such a way that the hydrodynamic equation (26) has the
trajectory γ as a solution, i.e., we look for H = H(t, x) such that
∂tγ(t, x) = m∂xx(γ(t, x))− ∂x
(
γ(t, x)2∂xH(t, x)
)
. (28)
Here H(t, x) is the unknown function, i.e., this is a linear Cauchy problem in H for given γ.
The solution H can be written formally as
∂xH(t, x) =
1
γ(t, x)2
∂−1x (∂tγ(t, x)−m∂xx(γ(t, x))) (29)
With this choice of H the event piN(Z) ≈ γ becomes “typical”, i.e., of probability close to
one as N →∞. Therefore, one can use the “Crame´r” tilting method:
logPBEP(m)N (piN(Z) ≈ γdx) = log
∫
1(piN ≈ γdx) dP
BEP(m)
N
dPWABEP(m)N,H
dPWABEP(m)N,H
≥
∫
1(piN ≈ γdx) log dP
BEP(m)
N
dPWABEP(m)N,H
dPWABEP(m)N,H
where 1 is the indicator function. So one has to compute
log
dPBEP(m)N
dPWABEP(m)N,H
.
The Radon-Nikodym derivative dPBEP(m)N /dP
WABEP(m)
N,H is given by the Girsanov formula (see
the appendix):
1
N
log
dPBEP(m)N
dPWABEP(m)N,H
= −1
8
∫ T
0
∑
i
Ei(t)zizi+1 +M (30)
with Ei(t) = ∂xH(i/N, t). Here M is a martingale under PWABEP(m)N,H . Using the superexpo-
nential estimate (25) this is rewritten in terms of the density field, which as in the derivation
of the hydrodynamic limit leads to
1
N
∫
1(piN ≈ γdx) log dP
BEP(m)
N
dPWABEP(m)N,H
dPWABEP(m)N,H ≈ −
1
8
∫ T
0
∫
(∂xH(x, t))
2γ(t, x)2 dxdt.
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Therefore the large deviations of the time courses of piN(Z) are described by
PBEP(m)N
(
piN(Z)|[0,T ]| ≈ ρ|[0,T ]
) ∼ exp{−NIBEP(m)ρ0 (ρ)},
where the rate function I
BEP(m)
ρ0 is
I
BEP(m)
ρ0 (ρ) =

1
8
∫ T
0
∫
T
ρ(t, x)2(∂xH(t, x))
2 dxdt, if ρ(0, ·) = ρ0 and H is given by (26),
+∞ otherwise.
Note that I
BEP(m)
ρ0 is a measure of the degree to which ρ does not satisfy the equation
∂tρ = m∂xxρ.
IX. THE GBEP(a) AND KMP PROCESSES
The calculations above were done for the Brownian Energy Process with parameter m.
For the GBEP(a) and KMP processes the arguments are very similar. In fact, the invariant
measures of the GBEP(a) are the same as for BEP(1), and for the KMP the same as for
BEP(2). This also implies that the large-deviation rate functionals for the two processes are
Sρ0,1 and Sρ0,2.
Therefore the three processes have equilibrium rate functionals Sρ0,m, Sρ0,1, and Sρ0,2 that
are essentially the same; they only differ by a multiplicative constant.
For the GBEP(a), the addition of the factor a in (9) and (10) modifies the hydrodynamic
limit, which now becomes
∂tρ = ∂x(a
2(ρ)∂xρ).
For the large deviations of the time courses of the empirical measure piN , similar arguments
as for BEP(m) give the expression
I
GBEP(a)
ρ0 (ρ) =
1
8
∫ T
0
∫
T
ρ2a2(ρ)(∂xH)
2, ∂tρ− ∂x(a2(ρ)∂xρ) = ∂x
(
ρ2a2(ρ)∂xH
)
, (31)
provided that ρ(0, ·) = ρ0.
For the KMP, the hydrodynamic limit and the large deviations were found in 32 to be
∂tρ = ∂xxρ
and
IKMPρ0 (ρ) =
1
4
∫ T
0
∫
T
ρ2(∂xH)
2, ∂tρ− ∂xxρ = ∂x(ρ2∂xH), (32)
again provided that ρ(0, ·) = ρ0.
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X. GRADIENT-FLOW STRUCTURES
We now describe how these results identify gradient-flow structures for the limiting equa-
tions. Above we have derived three large-deviation rate functionals I
BEP(m)
ρ0 , I
GBEP(a)
ρ0 , and
IKMPρ0 , which each can be written in the form
I(ρ) :=
1
2
∫ T
0
∥∥∥∥∂tρ−Kρ δEδρ
∥∥∥∥2
K−1ρ
dt, provided ρ(0, ·) = ρ0, (33)
where
E(ρ) := −γ
∫
T
log ρ and Kρξ := −∂x
(
α(ρ)∂xξ
)
. (34)
Here γ and α are process-dependent. We list their values and the corresponding limiting
equation:
BEP(m) : γ = m/4 and α(ρ) = 4ρ2; ∂tρ = m∂xxρ; (35a)
GBEP(a) : γ = 1/4 and α(ρ) = 4ρ2a(ρ)2; ∂tρ = ∂x
(
a2(ρ)∂xρ
)
; (35b)
KMP : γ = 1/2 and α(ρ) = 2ρ2; ∂tρ = ∂xxρ. (35c)
Note that for each of the processes E is equal to one-half of the corresponding equilibrium
rate functional Sρ0,m, Sρ0,1, or Sρ0,2 up to an additive constant, since
∫
ρ can be assumed
constant during evolution.
The norm ‖ · ‖K−1ρ in (33) is defined as the dual norm of
‖ξ‖2Kρ :=
∫
T
ξKρξ,
Here, for a norm ‖‖ on a linear space X, the dual norm ‖‖∗ on the dual space X ′ is defined
via
‖f‖2∗ = sup
|〈f, g〉|2
‖g‖2
where 〈f, g〉 denotes the pairing between X ′ and X. It can be written in terms of a formal
inverse Gρ = K
−1
ρ as
‖s‖2
K−1ρ
= ‖s‖2Gρ :=
∫
T
sGρs.
To formally verify the claim above that I
BEP(m)
ρ0 can be written in the form (33), for instance,
first note that KρδE/δρ = m∂xxρ. Then, whenever ∂tρ−m∂xxρ = ∂x
(
ρ2∂xH
)
,
KρH = −4
(
∂tρ−m∂xxρ
)
so that H = −4Gρ
(
∂tρ−m∂xxρ
)
.
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Therefore
I
BEP(m)
ρ0 (ρ) =
1
8
∫ T
0
∫
T
ρ2(∂xH)
2 = −1
8
∫ T
0
∫
T
H∂x(ρ
2∂xH)
=
1
32
∫ T
0
∫
T
HKρH =
1
2
∫ T
0
∫
T
(
∂tρ−m∂xxρ
)
Gρ
(
∂tρ−m∂xxρ
)
= I(ρ).
The structure (33) identifies a gradient-flow structure with state space L1≥0(T), with
driving functional E, and with Onsager operator Kρ. This is the structure that we are
looking for.
XI. CONCLUSIONS AND DISCUSSION
In the Introduction we asked the question ‘what is the natural gradient-flow structure
for the conduction of heat?’ By considering three different microscopic stochastic processes
that model heat conduction we identified, through their large deviations, three gradient
structures for macroscopic heat equations. We now comment on our findings.
The driving functional E
Each of the three gradient-flow structures (35) is driven by a functional E, which is the
same, up to multiplicative and additive constants, as the large-deviation rate functional Sρ,·
of the equilibrium invariant measure of the process. Therefore, despite the differences in
the dynamics of the processes, the functional that drives those dynamics is nearly the same
for the three processes. This is of course a consequence of the similarity of the invariant
measures themselves, and therefore it is interesting to understand these similarities.
Although it is difficult to pin down necessary and sufficient conditions leading to the
invariant measures of these processes, one can identify some ingredients:
• The variable pi (or the variables pji ) represents a quantity on a fixed lattice;
• The evolution locally preserves the quantity p2i + p2i+1 (or
∑m
j,k=1(p
j
i )
2 + (pki+1)
2);
In the thermodynamic limit (N → ∞), using the equivalence of ensembles results in an
invariant product measure with Lebesgue density exp(−ei/θ), at each site i where ei = p2i
or ei =
∑
j(p
j
i )
2. After transition to the variables zi, this invariant measure transforms into
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the Gamma distribution νN,θ,m defined in (12); all Gamma distributions lead to the same
form of E, with −γ log ρ as the important term under the integral.
Summarizing, the form of the driving functional E is related to the occurrence of a
conserved quadratic energy p2 on a fixed lattice.
There is also a classical thermodynamical argument that leads to a driving functional
proportional to the logarithm of the temperature. We start from the postulate for simple
closed homogeneous systems without volume change,
TdS = d¯Q (36)
where dS is the infinitesimal change in entropy S while adding d¯Q of heat to a system at
temperature T (the barred d is the usual way of indicating that d¯Q is not necessarily an
exact differential (see e.g. 34, Ch. 1)). Taking the example of BEP(m), internal energy is
proportional to temperature (see the relationship between θ and Eνθ,m [zi] in (13)): U =
mT/2. Therefore d¯Q is equal to the change dU in internal energy U , and (36) reduces to
dS =
m
2
1
U
dU =
m
2
d logU.
If we accept the interpretation of the thermodynamic entropy S as (minus) the large-
deviation rate functional of the equilibrium system, then this relation provides a separate
argument why the driving functional should be proportional to the logarithm of the tem-
perature.
The Onsager operator K
While Sρ,· and therefore E is generated by the conservation properties of the process,
the rates in the generator determine the ‘diffusion constant’ α(ρ) in Kρ (34). The example
of the GBEP(a) (35b) shows that there is nearly full freedom here: α(ρ) = a2(ρ) can be
any positive function of ρ, and under certain conditions this coefficient can even vanish at
certain values of ρ (‘degenerate diffusion’ 35).
A special feature of the BEP(m) and KMP models is that the mobility is quadratic
(α(ρ) ∼ ρ2) and the driving functional logarithmic; the two combine to provide a linear
heat equation, through ∂x(ρ
2∂x(−1/ρ)) = ∂xxρ. It is interesting to ask where this quadratic
mobility comes from.
In the BEP(m) the quadratic mobility can be traced back to two ingredients:
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1. The stochastic force that lattice point i + 1 exerts on its neighbor at i scales as pi+1
(see the first two terms in (5)), and therefore its effect in LBMP as p2i+1 (see (4)).
2. Since dp2i /dt = 2pidpi/dt, the effect of this forcing on zi is multiplied by pi in the
SDE (7) and by p2i in L
BEP(m) (see (8)).
These are the reasons for the mobility zizi+1 that multiplies the second-order term in (8).
For the KMP model, there is an additional explanation. Since transfer of energy happens
by redistributing energy with a uniform distribution, the expected transfer of energy scales
linearly with the difference of the expected energies in the two lattice points. In formulas,
LKMPi,i+1 zi =
∫ 1
0
[
s(zi + zi+1)− zi
]
ds =
1
2
(zi + zi+1).
This linear energy flux translates into a linear hydrodynamic limit.
Comparison with diffusion
Comparing these systems with diffusion systems we observe some similarities and some
differences.
Similarity 1: Both concern the redistribution over time of a conserved quantity: energy
for heat conduction and mass for diffusion. Consequently both have hydrodynamic limits in
divergence form.
Difference 1: The stationary rate functionals are different: − ∫ log ρ for heat conduction,
versus
∫
ρ log ρ for diffusion. These differences reflect the different origins: − ∫ log ρ arises
from a Gamma-distributed quantity at each lattice point, while
∫
ρ log ρ arises from the
moving-around of masses, through Stirling’s formula (see e.g. 36, Sec. 4.2).
Difference 2: The mobilities are different: ρ2 for KMP and BEP(m), ρ2a2(ρ) for
GBEP(a), whereas diffusion has mobility ρ. Again this reflects the different origins: as
described above, the mobility ρ2 for KMP and BEP(m) arises from the combination of
neighboring forces that scale as p with energies that scale as p2, while the mobility ρ for
diffusion arises from a simple counting argument, where the flux of particles is proportional
to the number of particles.
In this context it is instructive also to compare to the Simple Symmetric Exclusion
Process, the jump process for particles on a lattice in which particles jump left and right
23
with rate 1 whenever the destination site is empty. Here the mobility is ρ(1− ρ), which can
be constructed through the same counting argument as above (the factor ρ) mitigated by
the probability of finding the neighboring site empty (the factor (1− ρ)).
No metric space
When the mobility α(ρ) in Kρ is concave, a generalized Wasserstein-type metric can be
constructed as an infimum along curves, following 37:
d(ρ0, ρ1)
2 := inf
ρ,w
{∫ 1
0
∫
T
w2
α(ρ)
: ∂tρ = ∂xw and ρ|t=0,1 = ρ0,1
}
. (37)
The concaveness of α causes the function (w, r) 7→ w2/α(r) to be convex, rendering the
integral above lower-semicontinuous with respect to various weak topologies for w and ρ.
This property is used in 38 to construct gradient-flow solutions with respect to this metric,
in the sense of 39, obtaining various other properties in the process.
However, if α is not concave, then this metric need not be well-defined; for instance, if
limr→∞ α(r)/r = +∞, then it is not difficult to see that for each ρ0, ρ1 with
∫
(ρ0 − ρ1) = 0
the infimum in (37) is zero40. The important case α(ρ) = ρ2 (BEP(m) and KMP) is an
example of this; the natural metric (37) is therefore not well defined for these systems.
Generalizations to other models
Although the fundamental question of this paper—what is the natural gradient structure
for heat conduction?—is most simply posed for the simplest of heat-conducting systems,
the insights that we gained are also useful for more complex models. For instance, in
the ‘variational-modeling’ philosophy36 one constructs mathematical models of real-world
systems by choosing a driving functional and an Onsager operator. These two choices fully
determine the system. For this methodology to function well, one needs to understand how
to choose these components—and this is exactly the question of this paper.
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Appendix A: A Girsanov Formula
Here we prove (30). We refer to 41 for more details on the proof of the Girsanov formula
in the context of diffusion processes; the formula is proved for bounded coefficients in 41,
Th. 6.4.2, and the extension to unbounded coefficients can be done with the methods of 41,
Ch. 11.
Consider a Markov process with generator
L =
1
2
∑
i
αi(x)∂2i +
∑
i
βi(x)∂i (A1)
and another Markov process obtained from L by addition of an extra drift term of the form
Lˆ =
1
2
∑
i
αi(x)∂2i +
∑
i
βi(x)∂i +
∑
i
αi(x)γit(x)∂i. (A2)
These two processes correspond to the following stochastic differential equations:
dxit = β
i(xt) dt+
√
αi(xt) dB
i
t (A3)
and
dxˆit =
(
βi(xt) + α
i(xt)γ
i
t(xt)
)
dt+
√
αi(xt) dB
i
t. (A4)
Let us call P, resp. Pˆ the path space measure of the x, resp. xˆ process. The Girsanov formula
then gives the Radon Nikodym derivative of the xˆ process with respect to the x process:
dPˆ
dP
= exp
(∑
i
(∫ T
0
γit(xt)(dx
i
t − βi(xt) dt)−
1
2
∫ T
0
(γit)
2(xt)α
i(xt) dt
))
. (A5)
As a consequence, in the case γit = γ(
i
N
, t), we find
1
N
log
dPˆ
dP
=
1
N
∑
i
(∫ T
0
γit(xt)(dx
i
t − βi(xt) dt)−
1
2
∫ T
0
(γit)
2(xt)α
i(xt) dt
)
=
1
2N
∑
i
∫ T
0
(γit)
2(xt)α
i(xt) dt+M , (A6)
where
M :=
1
N
∑
i
∫ T
0
γit(xt)
[
dxit − βi(xt) dt− αi(xt)γit(xt) dt
]
is a martingale under Pˆ. We can now apply this to the case of Radon-Nikodym derivative
of the BEP(m) with respect to the WABEP(m):
L
BEP(m)
N =
∑
i
2zizi+1 (∂i − ∂i+1)2 −m(zi − zi+1) (∂i − ∂i+1)
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and
L
WABEP(m)
N,H =
∑
i
2zizi+1 (∂i − ∂i+1)2 −m(zi − zi+1) (∂i − ∂i+1)− Eizizi+1 (∂i − ∂i+1) .
We make the change of variables to yi := zi−zi+1, and defining αi(y) = 4zizi+1, βi(y) = −myi
and γi(y) = −14Ei = −14E( iN , u) we arrive at the same situation as before to obtain
1
N
log
dPWABEP(m)N,H
dPBEP(m)N
=
1
8
∫ T
0
∑
i
E2i zizi+1dt+M ,
where M is a martingale under PWABEP(m)N,H .
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