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Abstract: This paper proposes new distributed algorithms of adaptive transmit power allocation
in wireless sensor networks for improving the efficiency of energy management. The proposed
algorithms are based on two fundamental criteria namely: the distance between the sensor and the
sink, and the distance between the sensor and its two-hop neighbours. Each sensor can manage its
own transmission power according to these two criteria in order to reduce its energy consumption.
The proposed algorithms help both extending the network lifetime and reducing the work load of
sensors that are located close to the base station. The used sensors are subject to premature battery
exhaustion since they relay the traffic of other sensors toward the sink. We also consider the coverage
constraint requiring that all regions must be always covered. This coverage constraint justifies the
choice of the two-hop neighbours criterion. Extensive simulation results show the benefits obtained
by the proposed algorithms on various important metrics.
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1 Introduction
The ultimate goal of wireless sensor networks applied in
monitoring fields is to transmit the sensing data from a given
target area to a given base station with accepted (or sometimes
high) fidelity. However, for extended operation of sensors,
it is necessary to overcome the problem of the limitation of
the residual energy. This constraint becomes strongly critical
when it comes to the hostile environment (toxic or disaster
area) because the replacing of the sensor battery is a difficult
task. Another constraint that is inherent to mobile sensor
networks is the connectivity which allows each sensor to reach
the other ones in the network with the multi-hop technique
despite the failure of one or several sensors which may cause
a partial or full interruption of the network communication.
Therefore, an energy saving plan that takes into account the
coverage becomes necessary in order to improve the network
lifetime.
We are motivated by the wireless sensor networks where
all sensors are mobile. There are three main reasons to
consume energy in sensor networks: data transmission, signal
processing and hardware operation. In Lai et al. (2004), the
authors show that 70% of the energy consumption is due
to data transmission. Hence, to extend the network lifetime,
the data transmission should be, energy-wise efficiently
managed. The data can be transmitted using several levels
of transmission power which allows reducing the energy
consumption.
Coverage is a very important issue in sensor networks
and one of the most active research fields. It is usually
interpreted as how well a sensor network monitors a field
of interest. It can be measured in different ways depending
on the application as show in Ammari and Mulligan (2010).
Coverage is also important in sensor networks in order to
maintain the connectivity, often to the neighbours of a node
(Tonguz and Ferrari, 2006).
In this paper, we propose distributed algorithms to allocate
the transmission power level of a given sensor depending on
two criteria:
 its distance from the two-hop neighbours
 its distance from the base station.
The objective of the first criterion consists of preserving the
sensor connectivity (Sukhatme and Poduri, 2004). On the
other hand, multi-hop communication introduces a significant
amount of overhead for topology management and medium
access control. Hence, direct communication is preferred if
the sensor is close to the base station. In this case, it becomes
more difficult (or even impossible) for these sensors to forward
the data of other nodes which require a high rate of energy
consumption. In addition, once the energy of the sensors close
to the base station is exhausted, the networkwill be partitioned
(Qiao et al., 2008). The proposed algorithms allow less energy
consumption when the sensor reduces its transmission power,
and consequently, the network lifetime is extended. The
main purpose is to find a compromise between the energy
consumption and connectivity. Also, the energy control should
operate autonomously, i.e., changing its configuration on the
fly as required.
The remainder of this paper is organised as follows.
Section 2 is devoted to the related works. Section 3 presents
the several models used in this paper and we list the
assumptions taken into account. Section 4 describes the
proposed algorithms. Section 6 presents and discuss the
simulation results. The main conclusions are summarised in
Section 7.
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2 Related works
It is widely accepted that the energy conservation is a
major issue in wireless sensor networks. In the last decade,
several techniques has been developed to reduce the energy
consumption. In this section, some significant works are
presented.
An effective way to conserve the energy is an adequate
transmission power control (TPC). This idea is explored in
several papers (Kubisch et al., 2003; Lin et al., 2006; Correia
et al., 2007). The main goal of TPC is to reliably deliver the
packets with minimum energy consumption and minimum
interference. In the recent literature, several control-theoretic
approaches have been proposed including robust topology
control (Hackmann et al., 2008; Alavi et al., 2009) and model
predictive control (Witheephanich et al., 2010). The idea
behind robust topology control is the consideration of multi-
path effects in the network environment. It is possible to
form a network where each node has a robust link with the
network. However, this approach is based on radio signal
strength indicator (RSSI) measurements and thus it suffers
from the same robustness issues. On the other hand, predictive
control model assumes that the system is linear which may be
difficult to derive in complex distributed systems. Moreover,
linear system controllers fail when the transmission conditions
change rapidly.
The literaturementions also another category of techniques
that are aiming to achieve power-efficient communication
using a sleep/wake-up model known as scheduling model
(Keshavarzian et al., 2006; Ghosh et al., 2009). Such type of
techniques reduces the spent radio energy in idle state. This is
due to the fact that the radio module is turned off when it is
not used. An example of the scheduling model is the virtual
backbone scheduling (VBS ) presented in Zhao et al. (2010).
VBS attempts to find an optimal schedule for maximising the
network lifetime. The main purpose is to schedule multiple
backbone to work alternatively. Time division multiple access
(TDMA) is another scheduling model and it balances, for
every node, the energy-saving and the end-to-end delay
(Pantazis et al., 2009). In TDMA protocol, each group of
nodes is assigned a TDMA slot for communication with the
base station. Actually, this allows the nodes to schedule their
wake-up slot and to concurwith the other broadcasted packets.
However, flexibility and scalability are strongly limited on
these two last techniques. This is explained by the fact that
some constraints in sensor networks are not taken into account,
namely: topology changes caused by mobility, node failures,
channel conditions, etc.
In Simarpreet and Mahajan (2011), the authors propose a
new protocol to improve the existing MAC, named S-MAC
protocol (Sensor MAC), in terms of energy efficiency, latency
and throughput. Nevertheless, the S-MAC does not give any
particular attention to the load balancing, i.e., some nodes are,
often, more active than others. Accordingly, the connectivity
and robustness can be influenced.
Finally, other techniques attempt to reduce the energy
consumption through routing protocols (Al-Karaki and
Kamal, 2004). An example of these techniques is the protocol
named low energy adaptive clustering hierarchy (LEACH)
(Heinzelman et al., 2000). Basically, LEACH is aiming to
reduce the energy consumption. Each sensor in the clustermay
elect itself as a cluster-head CH in its time interval based on
two criteria:
 the percentage of the needed number of CHs
 the number of rounds in which this sensor takes the role
of CH.
Indeed, the location of each sensor must be known. Although
this clustering algorithm has achieved a considerable success,
it needs, frequently, new cluster construction process. For this
reason, LEACH is not scalable, i.e., for passing to a large scale,
its application needs additional costs. In order to overcome this
drawback, maximum energy cluster head (MESH) has been
developed (Chang and Kuo, 2006). Nevertheless,the MESH
protocol functioning requires a lot of the control messages
broadcasted on the network. This way, the network lifetime
can be strongly reduced.
Mobility can also be considered as a new challenge to the
energy-efficient solutions. Recently, a lot of research works
focused on the mobility management within sensor networks.
These works can be categorised into two main methods:
 mobile-base station (MBS)
 mobile-data collector (MBC).
The idea behindMBS is tomove the base station in the network
with the objective of reducing the energy consumption. Indeed,
the data collected by the sensor is related to the base station
quickly, i.e., without a long time of buffering. In MBC
category, the base station plays a leading role in the collect
of data. In other words, the mobile base station go toward the
sensors to collect the data. This latest is buffered at the sensor
until the arrival of the base station (Ekici et al., 2006).
3 Problem description and assumptions
The deterministic deployment of sensors constitutes a major
challenge for many WSN applications. This is due to the
large number of sensors and to the type of environment where
they are deployed. For this, we consider that the sensors are
deployed randomly in the target field for a given application.
We study, in this paper, the following energy problem:
Problem 1: Given N mobile sensors deployed with their
limited battery charge; how these sensors could remain
operational, and so that the residual energy will be maintained
as long as possible with the constraint of the network
connectivity?
To resolve this problem, it is necessary to introduce some
definitions:
Definition 1: Two sensors are considered neighbours if the
Euclidean distance between them is less than or equal to
the communication range Rc. So the communication range is
defined as the area in which another node can be located in
order to receive data (Ammari and Mulligan, 2010).
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Definition 2: The network lifetime represents the time
during which the network is operational, whereas the network
is considered not operational if the number of dead sensors is
greater than 80% (Chamam and Pierre, 2009).
The network can be modelled by undirected graph G(S, L),
where S is a finite set of sensors (nodes), and L is a finite set
of wireless links (edges) between the pairs of sensors. The set
of possible communications is defined as:
L = f(si; sj) 2 S2 j sj receives the message of sig (1)
The neighbourhood of sensor si 2 S is defined as:
N(si) = fsj 2 S j (si; sj) 2 Lg (2)
The proposed algorithms need, for each sensor, three
principle parameters: identifier, location and speed.
We consider that the sensors move according to random
waypoint model (Navidi and Camp, 2004). In this model,
the mobile sensor movement is described in two dimensions
system. Thereby, the Mobile Sensor (MS) moves from its
current location to a next randomly selected one in the area.
MS travels to the next point (destination) with random speed
selected between two limit values (minimum and maximum
speed) after waiting some pause time (Madsen et al., 2004).
The energy of each sensor is consumed for three
raisons: the data acquisition, the communication and the data
processing. Hence, The used energy model is given by the
following formulas (Djemili et al., 2007b):
ETx = p (Eamp + fs  dn) (3)
ERx = p Eamp (4)
EMx = Ed  dmt 1;t (5)
where ETx and ERx stand for the energy consumed at
transmission and at reception respectively. p is the packet
size. Eamp and fs are coefficients that depend on the used
transmitter amplifier model. d is the distance between the
sender and the receiver, andn the exponent of path loss.EMx is
the energy required tomove andEd is the energy consumption
per distance unit for movement where dmt 1;t is the traveled
distance between times t  1 and t. The proposed model is
presented in Figure 1.
We also assume the following points:
 all the sensors in the network are homogenous in terms
of physical characteristics
 the base station is stationary
 all the sensors in the network are time-synchronised
 each sensor has a unique identifier id
 initially, each sensor has the same energy charge, but
the energy consumption of each sensor is different over
time
 the batteries can not be replaced after the beginning of
deployment
 we assume ideal MAC layer conditions, i.e., a perfect
transmission data.
Figure 1 Network model (see online version for colours)
4 The proposed algorithms
4.1 Basic concepts
The proposed algorithms are completely distributed and
designed for mobile wireless sensor networks. The main
objectives are summarised below:
 improving the network lifetime by saving the energy
consumed by each sensor
 achieving suitable and continuous connectivity
 ensuring good portability by providing a power
allocation algorithm that can be easily implemented on
many existing routing protocols
In the following, we present two power allocation algorithms.
The first one is based on the distance between the sensors
and its two-hop neighbours. The second algorithm considers
additionally the distance between the sensor and the base
station. Discussions will be given in order to evaluate the two
algorithms.
As described above, all the sensors in the network are
mobiles. In such network, the sensors move with different
speeds. Accordingly, the network topology may be changed
due to:
 sensor failure (battery exhaustion)
 wireless link failure, or both cases.
In order to allocate dynamically the power level, determining
the distance between two wireless sensors is required for
the proposed algorithms. Generally, to calculate the distance
between sensors, some methods are considered among them:
 Euclidean distance between wireless sensors
 received signal strength indication (RSSI) of data
packets transmitted
 global positioning system (GPS) or propagation time of
radio signals (Hoene and Gunther, 2005).
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Noting that these methods consume an additional energy for
obtaining the location. In order to overcome this limitation,
we may call other methods like prediction methods: Kalman
prediction or Grey prediction method, etc. The Kalman
prediction filtering method often assumes that the target does
uniform motion and uniformly accelerated motion, but in
practice the sensors can take an arbitrary motion. Although,
Grey prediction method is a simple and practical prediction
method which focuses on the future behaviour of the system.
It can dig out the inherent movement law of target through
processing historical position information of themoving target
that has no limit to target motion, so it can objectively predict
the trajectory.
4.2 Power allocatation based on two-hop neighbours
(PA2)
Similar to the work proposed by Sukhatme and Poduri (2004),
we propose that each sensor communicates with its two-hop
neighbours. Obviously, the proposed algorithm seeks to
reduce the energy consumed by each sensor, but it takes
also into account the control of topology by ignoring the
neighbours beyond two hops. Therefore, we take the number
of hops to join the neighbours (denoted by k) k = 2 in order
to preserve the connectivity. On the one hand, if we take
k < 2 (i.e., k = 1), isolated sensors could be produced with
high probability. On the other hand, if the value of k > 2,
the overhead communication exchange can be increased.
After having formed the set of the two-hop neighbours, the
transmission power will be set according to the distance of
nearest two-hop neighbour. This allows the maximisation
of the coverage while maintaining the sensor connectivity.
To answer the question ‘why the nearest neighbour?’ We
could say that because a farther two-hop neighbour leads
to a higher distance which may produce some decreased
performances: lower reception packet rates, poor link quality
and more interference. Despite the fact that a lot of routing
protocols are based on one-hop neighbourhood information,
the multi-hop information gives better performance in many
aspects including routing, message broadcasting and the
channel access scheduling (Wen et al., 2009; Song et al.,
2008). So, the PA2 algorithm consists of the following two
phases:
Phase 1: Discovery of two-hop neighbours
Initially, all the sensors have the same transmission range R
and the same transmission power (Djemili et al., 2007a). The
sensor broadcasts, periodically, aHELLOmessage containing
the sender identifier (id) and its location. Each sensor receives
such message can deduce that the sender is in its one-hop
neighbours as shown inAlgorithm1.By including the one-hop
information in these messages, the two-hop knowledge can
be acquired after the second round exchange. After this, the
sensor calculates the distance between sender s1 and receiver
s2 using Euclidean formula:
d(s1; s2) =
p
(x1   x2)2 + (y1   y2)2 (6)
where (x1; y1) and (x2; y2) are respectively the coordinates
of the sender and the receiver. Then, if d(s1; s2) < R, so s2 is
a neighbour of s1.
After having formed the set of two-hop neighbours
and having saved the distances for each neighbour, the
transmission power allocationwill be established in the second
phase.
So, it is necessary to discuss the HELLO message
frequency fHELLO. Indeed, in mobile environment, defining
an adequate value of fHELLO is highly important. A high
value of fHELLO updates more often the routing tables.
Consequently, AP2 helps to make a good decision. Whereas,
a low value of fHELLO allows to save energy by reducing
the number of messages. Nevertheless, the data of neighbours
table might be expired. Accordingly, finding a good value for
fHELLO leads to find the lowest frequency which guarantees
sufficient frequent update of the neighbours tables.
For adapting fHELLO to the mobility constraint, we take
into account the relative sensor mobility. In other words, when
sensor moves slowly (at lowmobility) it uses a low frequency.
This means that the sensor s1 which travels a distance aR
in communication area of sensor s2 must be detected by this
latter (Fleury and Simplot-Ryl, 2009). Otherwise, if the sensor
moves quickly it must take into consideration the speed of
its neighbour sensors. So, we define the optimal frequency as
follow:
fHELLO =
max(vr)
aR
(7)
where vr depicts the relative speed of the neighbour sensors.
The chosen value of the constant a in the interval ]0,1]
depends on the following constraint: d(s1; s2)  aR.
Phase 2: Transmission power allocation
During this phase each sensor allocates its transmission power
according to the distance calculated previously. Thus, each
sensor sets its transmission power using Algorithm 2. the used
formula is Jiuqiang et al. (2010):
Pr = Pt 

1
d
n
(8)
where Pt and Pr stand for the transmission and reception
power of the wireless signal, d is the distance between the
sender and the receiver, n a transmission factor that depends
on the propagation environment.
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4.3 Power allocation based on the distance from the
BS (PA2-BS)
The algorithm denoted PA2-BS is a modified version of PA2
in which we introduce the distance from the base station
considered as a new parameter in the power allocation. The
sensors located close to the base station consumemore energy
because the traffic may increase within the area close to the
base station. This results in a faster exhaustion of their batteries
relative to other sensors in the network. Hence, it is clear
that the energy consumption is not equally distributed over
the sensors in the network. This leads to an early failure of
these sensors, whichmay result in a disconnected network. For
balancing the energy consumption over the network, the idea
is that each sensor located close to the base station decreases
its transmission power. In other words, it is not necessary for
those sensors to increase the transmission power to reach the
two-hop neighbours and so consumemore energy. This can be
achieved when it is possible by forwarding the collected data
using one-hop communication.
Indeed, each sensor allocates its transmission power such
as detailed in Algorithm 3. Every sensor calculates distance
between its neighbours on two-hop and its distance from the
BS. If the sensor is close to the BS, its transmission power
can be reduced. Otherwise, the transmission power will be set
according to the distance of the nearest two-hop neighbour.
Consequently, the sensors that are located close to the BS
consume less energy, particularly, for exchanging ofmessages.
4.4 Communication plan
The communication with the base station can be performed
either using one-hop or multi-hop communication. In one-hop
communication, the sensor can reach directly the base station
(direct transmission mode). This is the case for the sensors
located close to the base station. In multi-hop communication,
the sensor routes the data using a specific routing protocols
such as minimum transmission energy (MTE) (Weng et al.,
2011). This protocol providesmulti-hop transmission yielding
to an energy-efficient use when the sensors are far away from
the base station.
5 Network topology
The network topology changes over time due to the mobility
between the initial and final states by the algorithms PA2 and
PA2-BS as shown in Figures 2 and 3. The sensor transmission
ranges are presented by dashed circles. For the seek of
clarity, we present only 50 sensors in the network and some
transmission ranges. Initially, all the sensors have the same
transmission range. Figure 2 presents PA2 algorithm after
the first stage run. In order to analyse the sensor behaviour,
the sensing field is divided into three regions: high, medium
and low population which are coloured respectively in the
Figure 2 using gray, white and orange colours. We can
see that all the sensors in high population region decrease
their transmission range (e.g., sensors: 33, 37, 10 and 49).
This can be explained by the fact that these sensors have
enough neighbours to improve the area coverage. When the
transmission range is reduced, the interference between close
sensors is significantly decreased. The sensors in medium
and low population region increase (in most cases) their
transmission range. Some sensors decrease their transmission
range in order to satisfy the two-hop neighbours constraint
(e.g. sensors: 31 and 29). In some situations, the sensor keeps
its transmission range at maximum to reach the other sensor
neighbours (e.g., sensor 13).
Figure 2 MP2-statique (see online version for colours)
At time tk (as shown in Figure 3), the topology of the network
changes whereas the sensors behaviour remains the same. We
note that, if two sensors are very close, one of them reduces
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its transmission range whereas the second sensor increases its
transmission range to reach the others in order to improve the
own coverage region (e.g., the sensors: 19 and 40). Note that
the coverage of the mobile sensor network does not lie only
on the initial configuration, but also on the mobility behaviour
of sensors. For these reasons, the PA2 algorithm takes into
account, for each sensor, the number of its neighbours that
meet the need of its own coverage area.
Figure 3 MP2-mobile (see online version for colours)
The application of PA2-BS algorithm gives the network
topologies presented in Figures 4 and 5. The sensing field is
divided into three regions: close, medium and far from the
base station which are coloured respectively using grey, white
and orange colours. We see that in the two configurations, the
sensors that are close to the BS set their transmission ranges to
the distance from the BS (e.g. sensors: 12 and 41 in Figure 4
and sensors: 19, 15 and 36 in Figure 5). When the sensors are
marginally close to or far from the base station, they reduce
their transmission range to reach the needed neighbours (e.g.,
sensor: 17 and 5 in Figure 4 and sensors: 6, 14 and 36 in
Figure 5).
6 Simulations
In order to evaluate the performances of the proposed
algorithms, we use the WSnet simulator that is dedicated,
especially, to sensor networks.
We compare the obtained results of the proposed
algorithms with those of a simple basic solution. In
the considered basic solution, the sensors use a static
communication range. In other words, in all situations (either
the sensor far or near) the sensor transmitted the packets at the
maximum power.
In our simulations, we intend to focus on four performance
metrics:
 energy consumption
 network connectivity
 network lifetime
 delivery rate success.
Figure 4 MP2-BS-etatInitial (see online version for colours)
Figure 5 MP2-BS-mobile (see online version for colours)
A. Energy consumption
It is the energy consumed during the transmission, the
reception and the idle time. Hence, we use the general formula
given in equation (9).
Eused = ETx + ERx + Eidle + EMx (9)
Eused total =
nX
i=0
Eiused (10)
where the superscript i indicate the sensor i and n the number
of neighbour sensors.
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B. Network connectivity
The wireless sensor network connectivity is defined as the
connectivity of the largest connected component. Hence, it
can reflect the network connectivity status and throughput.
It can provide reliable evidence for the timely adjustment of
the network topology (Gu and Feng, 2010). Consequently, the
network connectivity (NC) is calculated as follow:
NC =
Biggest connected component size
Network size
(11)
C. Network lifetime
The definition of network lifetime is the time span from the
deployment to the instant when the network is considered
non-operational. A network is considered non-operational
according to the chosen application. It may be, for example,
the instant when the first sensor dies, a percentage of dead
sensors, the network connectivity is lost, or the loss of
coverage occurs. In our study, we consider the case of the
percentage of dead sensors (Chen, 2005). Thus, if the number
of dead sensors is greater than 80%, we assume that the
network is non-operational.
D. Packet delivery success rate
In all WSN applications, the packet delivery success rate
(PDR) is very important in order to accomplish the network
task. Since, in the simulations we evaluate the packet delivery
success rate defined as:
PDR =
Number of received packets
Number of sent packets
(12)
6.1 Parameters and environment
In our simulations, different network sizes are considered: 200,
400, 600 and 800 nodes in order to assess its impact on the
network performances. The sensors are distributed randomly
in a square area of 300 300m. A single and stationary base
station is used. It is located in the centre of the area. The sensors
move randomlywith speed varying between 1 m/s and 30 m/s.
The complete configuration is summarised in Table 1.
Table 1 Simulation parameters
Parameters Values
Area size 300 m  300 m
Simulation duration 7200 s
Number of sensors 200, 400, 600 and 800
Max transmission power 0 dBm
Min transmission power –25 dBm
Max transmission range 200 m
Max speed of sensors 30 m/s
6.2 Results
6.2.1 Energy consumption
Figure 6 shows the ratio of the consumed energy over the
simulation time.We can see that PA2-BS outperforms the PA2
and the basic solution by almost 15% for 90 min and more
than 30% for 120 min. This can be explained, on one hand by
the decrease of transmission power according to the nearest
two-hop neighbours which consume less energy and on the
other hand by the decrease of the transmission power of the
sensors that are close to the BS. As expected, the improvement
of performance due to the use of PA2-BS solution compared to
the PA2 and the basic solution is more emphasised for a long-
run simulation. The reason is that all the sensors use, initially,
the same transmission power. Consequently, the difference
of consumed energy is not important in the beginning of the
experimentation.
Figure 6 Consumed energy vs. simulation time (600 nodes)
To evaluate the quality of the proposed algorithms in a
mobile environment, we compare the consumed energy to the
solutions in Figure 7. For 400 sensors, we can observe that the
consumed energy increases according to the sensors speed.
However,with the PA2-BS, sensors consume considerable less
energy compared with the two solutions. This is due to the
reduction of transmission power.
Figure 7 Consumed energy vs. speed (400 nodes)
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Figure 8 presents the consumed energy for different network
densities. We can see that the difference of the consumed
energy for small network (200 sensors) is not significant. This
can be explained by the dispersion of sensors in the area which
increases the distances between neighbours and the distance
between the sensors and the BS. Thus, the sensors cannot
decrease their transmission power. Nevertheless, for large-
scale networks (more than 200 sensors), it is clear that PA2-BS
outperforms the two solutions by 17% for 600 sensors and by
almost 40% for 800 sensors. This means that PA2-BS is able
to save more energy for large-scale WSN.
Figure 8 Consumed energy vs. the number of sensors (Time 5400
s)
6.2.2 Network connectivity
In order to evaluate the performance of the proposed
algorithms in terms of connectivity, we calculate the number
of connected components with different densities. Figure 9
shows that PA2-BS canmanage, in a better way, the consumed
energy without adversely affecting the connectivity of the
network. However, PA2 has almost the same connectivity than
the basic solution. This can be explained by the variations of
transmission power which respect the number of neighbours
and the distance from BS. This way, despite the mobility of
nodes, we always keep the connectivity of the network.
6.2.3 Network lifetime
We assume that the network lifetime is defined as the moment
in time when the network is not connected anymore because
the failure of one or more sensors. We observe in Figure 10
the impact of the variation of transmission power on the
performance of PA2-BS, according to the distance between
its neighbours on two-hop. and the distance from BS. For all
configurations, the network lifetime using PA2-BS is better
than the two other solutions. This is justified by the results
depicted on Figure 8 in which we can note that PA2-BS saves
more energy and allows the network to operate longer. Hence,
PA2-BS improves network lifetime.
Figure 9 Connectivity factor vs. number of sensors
Figure 10 Network lifetime vs. number of sensors (see online
version for colours)
6.2.4 Packet delivery success rate
We can note in Figure 11 that, for all configurations, the
PA2-BS ensures a good delivery ratio compared to the
two other solutions. We conclude that MP2-BS is able
to save energy without adversely affecting the quality of
communications. It exists a proportional relationship between
the transmission power and the interferences. So, when the
transmission power decreases, the interferences decrease.
Consequently, the number of packets properly delivered
increases.
7 Conclusions
Wehave presented two power allocation algorithms formobile
sensor networks. These algorithms are designed to develop
an effective mechanism to improve the energy conservation,
while simultaneously constraining the connectivity. The first
proposed algorithm PA2 is based on the self-regulation of
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transmission power, for each sensor, according to the distance
with its two-hop neighbours. The enhanced proposed PA2-BS
algorithm is based on the same principle than the PA2 and
in addition it considers the distance between the sensors and
the BS. Using this combination, the energy consumption is
decreased for every sensor and the connectivity is maintained
with the required number of neighbours.
Figure 11 Delivery ratio vs. number of sensors (see online version
for colours)
We have evaluated these algorithms by running an extensive
set of simulations. Starting by a configuration in which all
the sensors has the same transmission range, the PA2 and
PA2-BS algorithms provide promising results both in terms of
increased packet delivery rate and extended network lifetime
without adversely affecting the network connectivity.
In the future, we plan to implement the proposed
algorithms in a test-bed environment in order to perform a
more accurate evaluation.
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