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Abstract
Given a set S of points in the plane, the k-Gabriel graph of S is the geometric graph with
vertex set S, where pi, pj ∈ S are connected by an edge if and only if the closed disk having
segment pipj as diameter contains at most k points of S \ {pi, pj}. We consider the following
question: What is the minimum value of k such that the k-Gabriel graph of every point set
S contains a Hamiltonian cycle? For this value, we give an upper bound of 10 and a lower
bound of 2. The best previously known values were 15 and 1, respectively.
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1. Introduction
Let S be a set of n distinct points in the plane. Loosely speaking, a proximity graph
on S is a graph that attempts to capture the relations of proximity among the points in S.
Usually, one defines a reasonable criteria for two points to be considered close to each other,
and then the pairs of points that satisfy the criteria are connected in the graph. The study
of proximity graphs has been a popular topic in computational geometry, since these graphs
not only satisfy interesting theoretical properties, but also have applications in several fields,
such as shape analysis, geographic information systems, data mining, computer graphics, or
graph drawing (see, for example, [3, 17]).
The Delaunay graph and its relatives constitute a prominent family of proximity graphs.
In the Delaunay graph of S, denoted by DG(S), pi, pj ∈ S are connected by an edge if and
only if there exists a closed disk with pi, pj on its boundary that does not contain any point
of S \ {pi, pj} (see [11]). It is well-known that if S does not contain three collinear or four
cocircular points, then DG(S) is a triangulation of S.
Two related proximity graphs are the relative neighborhood graph and the Gabriel graph.
In the relative neighborhood graph of S, denoted by RNG(S), pi, pj ∈ S are connected by
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an edge if and only if there does not exist any p` ∈ S such that d(pi, p`) < d(pi, pj) and
d(pj , p`) < d(pi, pj), where d(p, q) denotes the Euclidean distance between p and q (see [21]).
Given two points pi, pj ∈ S, we denote the closed disk having segment pipj as diameter
by C-DISC(pi, pj). The Gabriel graph of S is the graph in which pi, pj ∈ S are connected by
an edge if and only if C-DISC(pi, pj) ∩ S = {pi, pj} (see [16]). We denote the Gabriel graph
of S by GG(S). Notice that RNG(S) ⊆ GG(S) ⊆ DG(S) holds for any point set S.
All of the above graphs are plane, that is, if edges are drawn as line segments, then the
resulting drawing contains no crossings. In the last decades, a number of works have been
devoted to investigate whether they fulfill other desirable graph-theoretic, geometric, or com-
putational properties. For example, it has been studied whether the vertices of these graphs
have bounded maximum or expected degree [19, 12, 7], whether these graphs are constant
spanners [6, 14], or whether they are compatible with simple online routing algorithms [18].
A problem that attracted much attention is the Hamiltonicity of Delaunay graphs: Does
DG(S) contain a Hamiltonian cycle for every point set S? Dillencourt [13] answered this
question negatively by providing an example of a set of points whose Delaunay graph is
a non-Hamiltonian triangulation. This naturally raises the question whether there exist
variants of the Delaunay graph that do always contain a Hamiltonian cycle.
This problem has been studied for the Delaunay graph in the L∞ metric. This graph
contains an edge between pi, pj ∈ S if and only if there exists an axis-aligned square con-
taining pi, pj and no other point in S. Even though Delaunay graphs in the L∞ metric need
not contain a Hamiltonian cycle, they satisfy the slightly weaker property of containing a
Hamiltonian path, as shown by A´brego et al. [2].
Another natural variant of Delaunay graphs which has received some interest is that of k-
Delaunay graphs, k-DG(S) for short [1]. In this case, the definition is relaxed in the following
way: pi, pj ∈ S are connected by an edge if and only if there exists a closed disk with pi, pj
on its boundary that contains at most k points of S \ {pi, pj}. Analogous generalizations
lead to k-Gabriel graphs and k-relative neighborhood graphs. The k-Gabriel graph of S,
denoted by k-GG(S), is the graph in which pi, pj are connected by an edge if and only if
|C-DISC(pi, pj) ∩ S| ≤ k + 2 (see [20]). The k-relative neighborhood graph of S, denoted by
k-RNG(S), is the graph in which pi, pj are connected by an edge if and only if there exist at
most k points p` ∈ S such that d(pi, p`) < d(pi, pj) and d(pj , p`) < d(pi, pj) (see [10]).
Notice that 0-DG(S) = DG(S) and, for any k ≥ 0, k-DG(S) ⊆ (k + 1)-DG(S). Since
k-DG(S) is the complete graph for k ≥ n/2 [1] and the complete graph is Hamiltonian, the
following question arises: What is the minimum value of k such that k-DG(S) is Hamiltonian
for every S? Abellanas et al. [1] conjectured that this value is 1, that is, 1-DG(S) is already
Hamiltonian. The same question can be formulated for k-GG(S) and k-RNG(S).
The first upper bound for such minimum value of k was given by Chang et al. [9], who
proved that 19-RNG(S) is always Hamiltonian3. Since, for any k ≥ 0, k-RNG(S) ⊆ k-GG(S) ⊆
k-DG(S), the result implies that 19-GG(S) and 19-DG(S) are also Hamiltonian. Later, Abel-
lanas et al. [1] improved the bound for the latter graphs by showing that 15-GG(S) (and thus
15-DG(S)) is already Hamiltonian4. In this short paper we improve their bound as follows:
3Chang et al. [9] define k-RNG(S) in a slightly different way, so k-RNG(S) in their paper is equivalent to
(k − 1)-RNG(S) in our paper.
4There also exists an unpublished upper bound of 13 [8].
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Theorem 1. For any set of points S, the graph 10-GG(S) is Hamiltonian.
We note that related properties of k-Gabriel graphs have been recently considered by
Biniaz et al. [4]. In particular, the authors show that 10-GG(S) always contains a Euclidean
bottleneck perfect matching, that is, a perfect matching that minimizes the length of the
longest edge. Our proof of Theorem 1 actually shows that 10-GG(S) always contains a
Euclidean bottleneck Hamiltonian cycle, which is a Hamiltonian cycle minimizing the length
of the longest edge. Even though the two results are closely related, there is no direct
implication between them.
We prove Theorem 1 in Section 2. Our proof uses the same general strategy as the ones
in [1, 9]: We select a particular Hamiltonian cycle of the complete graph on S, and we find
a value of k such that k-DG(S) contains this Hamiltonian cycle. In Section 3, we show that
the best result that can possibly be proved with this particular approach is the Hamiltonicity
of 6-Gabriel graphs (we also indicate the existence of an unpublished example [5] showing
that the method cannot go beyond 8-GG). We further point out that it might be possible to
decrease the value 10 by using a quadratic solver. Finally, we provide an example showing
that 1-Gabriel graphs are not always Hamiltonian.
2. Proof of Theorem 1
The first steps of our proof go along the same lines as the arguments in [1] showing that
15-Gabriel graphs are Hamiltonian. The same general strategy was first used in [9]. We
provide the details for completeness.
We denote by H the set of all Hamiltonian cycles of the complete graph on S. Given a
cycle h ∈ H, we define the distance sequence of h, denoted ds(h), as the sequence containing
the lengths of the edges of h sorted in decreasing order (the length of an edge is the length
of the straight-line segment connecting its endpoints). Then, we define a strict order on the
elements of H as follows: for h1, h2 ∈ H, we say that h1  h2 if and only if ds(h1) > ds(h2)
in the lexicographical order.
Let m be a minimal element of H with respect to the order that we have just defined.
In the remainder of this section we show that all edges of m belong to 10-GG(S), which in
particular implies that 10-GG(S) is Hamiltonian.
Let e = xy be any edge of m. We are going to show that e is in 10-GG(S). Without loss
of generality, we suppose that x = (−1, 0) and y = (1, 0). For any point p in R2, we write
‖p‖ for the distance of p from the origin o = (0, 0).
Let U = {u1, u2, . . . , uκ} be the set of points in S different from x, y that are contained
in C-DISC(x, y). We want to prove that κ ≤ 10. Suppose that, if we traverse the entire cycle
m starting from the “directed” edge −→xy and finishing at x, we encounter the vertices of U in
the order u1, u2, . . . , uκ. For each point ui, we denote by si the point in S preceding ui in
this traversal of m (see Figure 1). Note that possibly s1 = y.
We first prove that the following inequality holds, for 1 ≤ i ≤ κ:
d(si, x) ≥ max {d(si, ui), 2} . (1)
(We stress that the maximum on the right hand side is not taken over varying values
of i.)
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Figure 1: Cycle m and the points ui and si.
If s1 = y, then d(s1, x) = 2 and d(s1, u1) < 2, so the inequality is satisfied. Otherwise,
consider the Hamiltonian cycle m′ obtained by removing edges siui and xy from m, and
adding edges six and uiy. Note that, since ui lies in C-DISC(x, y), we have that d(ui, y) <
d(x, y) = 2. If d(si, x) < max {d(si, ui), 2}, then it implies that max {d(si, x), d(ui, y)} <
max {d(si, ui), d(x, y)}. Thus we would obtain that m  m′, contradicting the minimality of
m. Hence we conclude that d(si, x) ≥ max {d(si, ui), 2}.
We observe that inequality (1) implies that, except for the case when s1 = y, the points
si are outside C-DISC(x, y), as depicted in Figure 1. In particular, it is not possible that
ui = si+1 for any i.
Next, let 1 ≤ i < j ≤ κ. We show that the following inequality holds:
d(si, sj) ≥ max {d(si, ui), d(sj , uj), 2} . (2)
Suppose, for the sake of contradiction, that d(si, sj) < max {d(si, ui), d(sj , uj), 2}. We
consider the Hamiltonian cycle m′′ obtained by removing edges siui, sjuj and xy from m,
and adding edges sisj , uix and ujy. As in the previous case, we have that d(ui, x) < 2 and
d(uj , y) < 2. We obtain that max {d(si, sj), d(ui, x), d(uj , y)} < max {d(si, ui), d(sj , uj), d(x, y)}.
Thus m  m′′, which contradicts the minimality of m.
Abellanas et al. [1] use inequalities (1) and (2), together with some other geometric
observations, to derive the bound κ ≤ 15. Essentially, their argument consists of dividing the
plane into several regions, and proving that each region contains at most one point of type
si. We now present a packing-based argument that allows to reduce the upper bound to 10.
For a point x in R2 and a positive r, let D(x, r) be the closed disk with center x and
radius r. Additionally, we denote the boundary of this disk by ∂D(x, r); in other words,
∂D(x, r) is the circle of radius r centered at x.
For i = 1, . . . , κ, we define s′i as the intersection point between ∂D(o, 3) and the ray with
origin at o and passing through si (i.e., s
′
i is the projection of si to ∂D(o, 3)). If ‖si‖ > 3, we
define Di as the unit disk (i.e., the disk of radius 1) centered at s
′
i; otherwise, Di is the unit
disk centered at si. Finally, we denote the unit disk centered at x by D0.
Lemma 1. All the disks Di, where 0 ≤ i ≤ κ, are pairwise internally disjoint.
Proof. We consider two disks Di, Dj (0 ≤ i, j ≤ κ) and distinguish the possible cases with
respect to the types of Di and Dj .
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Suppose first that either i or j, for example i, equals 0. Thus the center of Di is x. If
‖sj‖ ≤ 3, then Dj is centered at sj and therefore is internally disjoint from Di by (1). On
the other hand, if ‖sj‖ > 3, then the center s′j of Dj is on ∂D(o, 3) and d(s′j , x) ≥ 2, which
makes Di and Dj internally disjoint.
Suppose next that i > 0, j > 0, and at least one of the two inequalities ‖si‖ ≤ 3 and
‖sj‖ ≤ 3, for example the first one, holds. If ‖sj‖ ≤ 3, then Di and Dj are centered at si
and sj , respectively, so they are internally disjoint by (2). Let us consider the case where
‖sj‖ > 3. By (2), si is not contained in the interior of the disk D(sj , d(sj , uj)). Since uj is
contained in D(o, 1), si is not contained in the interior of D(sj , ‖sj‖−1). Note that the latter
disk contains the disk D(s′j , 2). Consequently, d(si, s
′
j) ≥ 2, and Di and Dj are internally
disjoint.
Finally, suppose that i, j > 0, ‖si‖ > 3 and ‖sj‖ > 3. Without loss of generality, we may
assume that ‖si‖ ≥ ‖sj‖. We prove that Di and Dj are internally disjoint by contradiction.
Since in this case Di and Dj are respectively centered at s
′
i and s
′
j , if the disks are not disjoint
we get that d(s′i, s
′
j) < 2. Since s
′
i and s
′
j lie on ∂D(o, 3), for the angle α = siosj we have
that sin(α/2) < 13 . Thus we easily find that cosα >
7
9 . By the law of cosines,
d(si, sj)
2 < ‖si‖2 + ‖sj‖2 − 14
9
‖si‖‖sj‖.
On the other hand, by (2) we know that d(si, sj) ≥ d(si, ui). By the triangle inequality,
‖si‖ = d(si, o) ≤ d(si, ui) + d(ui, o). Since d(ui, o) ≤ 1, we obtain that d(si, ui) ≥ ‖si‖ − 1.
Combining d(si, sj) ≥ ‖si‖ − 1 with the previous inequality, it gives
‖si‖
(
14
9
‖sj‖ − 2
)
< ‖sj‖2 − 1.
Using the assumption that ‖si‖ ≥ ‖sj‖, we find
5
9
‖sj‖2 − 2‖sj‖+ 1 < 0.
To satisfy this inequality, ‖sj‖ has to be contained in the interval (35 , 3), contradicting the
assumption that ‖sj‖ > 3. This completes the proof.
The center of each of the unit disks Di (0 ≤ i ≤ κ) lies within distance 3 of the origin, so
by Lemma 1, {D0, . . . , Dκ} is a unit disk packing inside the circle ∂D(o, 4). By a result of
Fodor [15], the smallest radius R of a circle admitting a packing of twelve unit disks satisfies
R > 4.029. Since the radius of ∂D(o, 4) is 4, we obtain that {D0, . . . , Dκ} is a unit disk
packing of at most eleven disks, i.e., κ+ 1 ≤ 11. Therefore, κ ≤ 10, which finishes the proof
of Theorem 1.
3. Concluding remarks
In this section, we discuss a possible way to further improve upon Theorem 1, as well as
constructions showing lower bounds (both for the specific method and in general).
We start by making further observations about the minimal cycle m. For each point ui,
we denote by ti the point in S succeeding ui in the traversal of m starting from the “directed”
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edge −→xy and finishing at x. Notice that possibly tκ = x, or ti = si+1 for some 1 ≤ i ≤ κ− 1.
As shown in [1], by traversing m in the reverse order and arguing as in (1), we obtain that,
for 1 ≤ i ≤ κ,
d(ti, y) ≥ max {d(ti, ui), 2} . (3)
Additionally, we have an inequality involving distances between points of the form ti that
is analogous to (2) (see [1]). For 1 ≤ i < j ≤ κ, we have:
d(ti, tj) ≥ max {d(ti, ui), d(tj , uj), 2} . (4)
We can also derive some inequalities involving distances between points of the form si
and points of the form ti. First, for 1 ≤ i ≤ κ, we show:
d(si, ti) ≥ max {d(si, ui), d(ti, ui), 2} . (5)
If the inequality was not satisfied, we would have that m  m′′′, where m′′′ is the Hamil-
tonian cycle obtained by removing edges siui, tiui and xy from m, and adding edges siti, uix
and uiy.
Next, for 1 ≤ i < j ≤ κ, we can easily prove:
d(si, tj) ≥ max {d(si, ui), d(tj , uj), 2} . (6)
In this case, the Hamiltonian cycle used to prove the inequality is the one obtained by
removing edges siui, tjuj and xy from m, and adding edges sitj , uix and ujy.
For every point ui, we define u
x
i and u
y
i , respectively, as the x- and y-coordinates of
ui. In the same way, we define variables for the points of the form si and ti. Then we set
V = {uxi , uyi , sxi , syi , txi , tyi | 1 ≤ i ≤ κ}. Since the points ui lie in C-DISC(x, y), we have
(uxi )
2 + (uyi )
2 ≤ 1. (7)
Inequalities (1)-(7) can be expressed as quadratic inequalities with variables in V. There-
fore, it might be possible to improve Theorem 1 by answering the following question: What
is the maximum value of κ such that inequalities (1)-(7) define a non-empty region of R6κ?
Unfortunately, some of the constraints in the program are not convex, and our attempts to
answer this question by using a quadratic programming solver have so far been unsuccessful.
On the other hand, Figure 2 shows an example of a Hamiltonian cycle with an edge not in
5-GG(S), and which is minimal in H (we prove this in the next paragraph). This proves that
the system of inequalities (1)-(7) is feasible for κ = 6. We conclude that, with this particular
approach (what is the smallest value of k such that all edges of any minimal Hamiltonian
cycle belong to k-GG(S)?), the best result that one can possibly prove is that 6-Gabriel graphs
are Hamiltonian. (In fact, Biniaz et al. [5] further improved this by constructing a point set
S whose unique minimal Hamiltonian cycle is not contained in 7-GG(S), implying that the
best possible result is that 8-GG(S) is Hamiltonian.)
In order to prove that the edges in Figure 2 form a Hamiltonian cycle h that is minimal,
we point out that points have been arranged so that points s2, s3, . . . , s6 are connected to
their two closest points in the point set. Now, s2u1 and s2u2 are the longest edges in the
cycle, together with s6u5 and s6u6. Since u1 and u2 are the two closest points to s2, any
Hamiltonian cycle h′ where s2 is not connected to u1 or u2 satisfies ds(h′) > ds(h). Thus,
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x = t6
s2 = t1
y = s1
s3 = t2
s4 = t3
s5 = t4
s6 = t5
u1
u2
u3u4
u5
u6
Figure 2: Minimal Hamiltonian cycle where one of the edges does not belong to 5-GG(S).
if there exists a cycle h′′ such that ds(h′′) < ds(h), then h′′ contains s2u1 and s2u2, and
analogously s6u5 and s6u6. Similarly, we first find that edges s3u2, s3u3, s5u4 and s5u5 are
also contained in h′′, and then that h′′ additionally contains s4u3 and s4u4. To conclude, it
is easy to see that h′′ contains xy, xu6 and yu1, obtaining the contradiction h′′ = h.
Finally, we give a lower bound for the minimum value of k such that k-Gabriel graphs
are always Hamiltonian. To the best of our knowledge, the only bound that was known is 1,
which follows trivially from the fact that 0-Delaunay graphs do not necessarily contain a
Hamiltonian cycle [13]. In the following proposition, we slightly improve this bound to 2:
Proposition 1. There exist point sets S such that 1-GG(S) is not Hamiltonian.
Proof. A very simple example of this fact is shown in Figure 3. We note that it is not difficult
to produce examples involving larger point sets.
Figure 3: A point set S and its 1-Gabriel graph, which is not Hamiltonian. The dashed circles show that the
edges connecting the two points on the circles do not belong to 1-GG(S).
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