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Abstract
Different arguments led to surmise that the deep origin of phase transitions has to be identi-
fied with suitable topological changes of potential-related submanifolds of configuration space of
a physical system. An important step forward for this approach was achieved with two theorems
stating that, for a wide class of physical systems, phase transitions should necessarily stem from
topological changes of equipotential energy submanifolds of configuration space. However, it has
been recently shown that the 2D lattice φ4-model provides a counterexample that falsifies the men-
tioned theorems. On the basis of a numerical investigation, the present work indicates the way to
overcome this difficulty: in spite of the absence of critical points of the potential in correspondence
of the transition energy, also the phase transition of this model stems from a change of topology
of both the energy and potential level sets. But in this case the topology changes are asymptotic
(N → ∞). This fact is not obvious since the Z2 symmetry-breaking transition could be given
measure-based explanations in presence of trivial topology.
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I. INTRODUCTION
For several years now, it has been put forward the idea that the relevant information
about the appearance of a phase transition in a physical system is encoded in the level
sets VN(q1, . . . , qN) = v ∈ R of its potential function V (q1, . . . , qN), which are equivalently
denoted by ΣVNv = V
−1
N (v) [1]. More precisely, it has been hypothesised that a phase tran-
sition has to be associated with a change of topology, at some critical value vc, of these
hypersurfaces of configuration space, as well as of the manifolds {MVNv = V −1N ((−∞, v])}v∈R
bounded by the ΣVNv . This means that the members of the family {ΣVNv }v<vc are not diffeo-
morphic to those of the family {ΣVNv }v>vc . As well, the members of the family {MVNv }v<vc
are not diffeomorphic to those of {MVNv }v>vc . This hypothesis came after a long conceptual
pathway which has combined two aspects of Hamiltonian dynamics: its geometrization in
terms of geodesic flows on suitably defined Riemannian manifolds, and the investigation of
the dynamical counterpart of phase transitions. In fact, peculiar geometrical changes were
observed to correspond to peculiar dynamical changes at a phase transition point. Then
it turned out that these peculiar geometrical changes were the effect of deeper topological
changes of the configuration space submanifolds ΣVNv and M
VN
v [2–5]. Then this was rig-
orously ascertained for a few exactly solvable models [1]. Finally, it was found that - for
a large class of physical potentials - a phase transition necessarily stems from the loss of
diffeomorphicity of the MVNv , and, equivalently, of the Σ
VN
v [6–8]. This point was addressed
in Refs.[6–8] where it was claimed that the occurrence of phase transitions necessarily stems
from the topological part of thermodynamic entropy.
More precisely, it has been argued that diffeomorphicity among the members of the family
{MVNv }v∈R, for any N larger than some N0, implies the absence of phase transitions.
The topological approach to phase transitions has been undertaken to study a variety of
systems ranging from those undergoing entropy driven transitions [10, 11] (having even ap-
plications to robotics), to quantum phase transitions [12–14], glasses and supercooled liquids
[15, 16], classical models in statistical mechanics [17–19], DNA denaturation [20], peptide
structure [21], to quote just a few of them. Moreover, this unconventional (topological)
viewpoint on phase transitions is of prospective interest also to tackle transitions in: i) fi-
nite/small N systems (far from the thermodynamic limit), like Bose-Einstein condensation,
Dicke’s superradiance in microlasers, superconductive transitions in small metallic objects;
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ii) microcanonical ensemble, especially when this is not equivalent to the canonical ensem-
ble, and when first-order transitions are concerned; iii) systems without an order parameter
(for example in gauge models, i.e. with local symmetries). In what follows we address the
N → ∞ limit to join the standard definition of phase transitions, however let us stress
that the study of transitional phenomena in finite N systems, mentioned in the above point
(i), is particularly relevant in many other contemporary problems, for instance related with
polymers thermodynamics and biophysics [22].
Additionally, further studies in this topological framework can take advantage also of
recently developed powerful computational methods in algebraic topology, like persistent
homology [23], as shown in Ref. [24].
Remark 1. It is worth noting that an explicit link between thermodynamics and topology
is provided by the following exact formula
SN(v) = (kB/N) log
[∫
M
VN
v
dNq
]
=
kB
N
log
vol[MVNv \ N (v)⋃
i=1
Γ(x(i)c )] +
N∑
i=0
wi µi(M
VN
v ) +R
 , (1)
where SN is the configurational entropy, v is the potential energy per degree of freedom, and
the µi(M
VN
v ) are the Morse indexes (in one-to-one correspondence with topology changes)
of the submanifolds {MVNv = V −1N ((−∞, v])}v∈R of configuration space; in square brackets.
The first term of Eq. (1) is the result of the excision of certain neighborhoods of the critical
points of the interaction potential from MVNv ; the second term is a weighed sum of the
Morse indexes, and the third term is a smooth function of N and v. It is evident that
sharp changes in the potential energy pattern of at least some of the µi(M
VN
v ) (thus of the
way topology changes with v) affect SN(v) and its derivatives. Finding adequate topology
changes entailing a phase transition would provide sufficiency conditions.
However, thus coming to the motivation of the present work, a difficulty of the theory
has been recently evidenced as is discussed in the following subsection.
A. Position of the problem
It has been recently argued [25] against the topological theory of phase transitions on the
basis of the observation that the second order phase transition of the 2D lattice φ4-model
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occurs at a critical value vc of the potential energy density which belongs to a broad interval
of v-values void of critical points of the potential function. In other words, for any finite
N the {ΣVNv<vc}v∈R are diffeomorphic to the {ΣVNv>vc}v∈R so that no topological change seems
to correspond to the phase transition. This is a counterexample to the theorem in Refs.
[6, 7]. A counterexample to a theorem of course falsifies it, but this can be due to two
different reasons: either the proof of the given theorem is plagued by a gross mistake, or
the proof is flawed in a subtler way, that is, certain logical steps have a domain of validity
more restricted than implicitly assumed. In the former case the theory is dead, in the latter
case the hypotheses of the theorem need some adjustment. An instance, which is not out
of place in the present context, is the famous counterexample that J. Milnor gave against
De Rham’s cohomology theory (the two manifolds M = S2 × S4, product of spheres, and
N = CP 3, complex-projective space, are neither diffeomorphic nor homeomorphic yet have
the same cohomology groups, thus De Rham’s theory would be inadequate to characterise
the topology of manifolds). However, De Rham’s cohomology theory was not discarded,
and the introduction of the so called “cup product” fixed the problem and saved the theory
making it more powerful.
Here we are in a somewhat similar situation because, as in the De Rham’s case, we are
in presence of the counterexample to the theorem in [6, 7], given in Ref. [25], but nothing in
Ref. [25] has a direct relationship with the proof of the theorem, that is, it does not report on
technical or logical flaws of the proof. Therefore, in order to understand whether, in analogy
with the De Rham’s case, our problem can be fixed by refining the basic assumptions in
[6, 7], we have to clarify whether or not the Z2 symmetry-breaking transition undergone by
the 2D lattice φ4-model corresponds to a topology change in configuration space, in spite
of the absence of critical points of the potential. Thus, by addressing this point, the aim of
the present paper is to understand whether the difficulty introduced by the φ4-model can
be overcome. In Section II we discuss that even in the absence of critical points a sequence
of diffeomorphic manifolds can have a non-diffeomorphic limit. In Section III we report
a remarkable outcome: on the basis of numerical simulations, and in the light of Kac’s
recurrence theorem, we have found evidence of an asymptotic breaking of the topological
transitivity of the constant energy surfaces of the φ4-model. This splitting into two disjoint
submanifolds is a major topology change which corresponds to the phase transition. This is
a non-trivial result because, according to the Dobrushin-Lanford-Ruelle theory [26, 27], the
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origin of the Z2 symmetry-breaking phase transition could be attributed to a loss of unicity
of the statistical measure in phase space in presence of a topologically trivial support, or to
a measure concentration phenomenon as suggested in [25]. In Section IV we show that the
concept of “asymptotic diffeomorphicity” can be given a proper mathematical definition so
that, together with the results of the preceding Sections, we have found what is missing in
the hypotheses of the theorems under scrutiny, hence clarifying what remains to be done
to rigorously fix the problem. In Appendix the relation between the topology of the energy
level sets and the potential level sets is established.
II. TOWARDS A REFINING OF THE TOPOLOGICAL HYPOTHESIS
Let us begin by noting that the theorem in [6, 7] derives uniform convergence in
C2([β(v1), β(v2)] ⊂ R) of the configurational Helmholtz free energy (thus the absence of
first or second order phase transitions) under the assumption of diffeomorphicity at any ar-
bitrary finite N ∈ N of any pair of ΣNv with v ∈ [v1, v2]. While this does necessarily imply the
absence of critical points of V in the same interval v ∈ [v1, v2], a loss of diffeomorphicity (and
thus possibly the occurrence of a phase transition) does not necessarily require the presence
of critical points of the potential. In fact, while diffeomorphicity of the level sets belonging
to a so called ”non-critical neck” implies the absence of critical points of any Morse function,
the converse is not necessarily true. Consider, for example, a sequence of N -dimensional
manifolds {Mn}n∈N, diffeomorphic to a sphere SN , defined by xn1 + xn2 + · · · + xnN = Cn.
Then as n grows without bound the {Mn} get closer and closer to an asymptotic hypercube
M∞ no longer diffeomorphic but just homeomorphic to the Mn, and this happens in the
absence of critical points (of the functions defining the manifolds) and in presence of an
unbound increase with n of the mean curvature of the rounded edges of the Mn. Another
example: consider now a sequence of manifolds {Sn}n∈N obtained by successive squeezings
of a sphere at any of its maximal circles thus forming a dumbbell with an increasingly tight
neck as n grows, hence S∞ is homotopic to two spheres joined by an infinitely tiny cylinder
as is pictorially represented in Figure 1 where the so-called Gromov-Hausdorff convergence
for sequences of metric spaces [28] is pictorially displayed. Again, diffeomorphicity is asymp-
totically lost in the presence of an increasing mean curvature of the neck and in the absence
of critical points whatsoever.
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Figure 1: Gromov-Hausdorff limit of a sequence of diffeomorphic manifolds the limit of which is
not diffeomorphic to the members of the sequence.
Now, for what concerns the 2D lattice φ4-model, since its phase transition corresponds
to an asymptotic (N → ∞) spontaneous breaking of the Z2 symmetry, we need to clarify
how this entails an asymptotic breaking of ergodicity and hence an asymptotic change of
the de Rham’s cohomology group H0(ΣE;R).
III. DYNAMICS AND TOPOLOGICAL TRANSITIVITY BREAKING
Here we proceed to numerically investigate on the previously mentioned point.
A. The lattice φ4 model.
The model of interest, considered in Refs.[25, 29], is defined by the Hamiltonian
HN(p, q) =
∑
i
p2i
2
+ VN(q) (2)
where the potential function V (q) is
V (q) =
∑
i∈ZD
(
−µ
2
2
q2i +
λ
4!
q4i
)
+
∑
〈ik〉∈ZD
1
2D
J(qi − qk)2 , (3)
with 〈ik〉 standing for nearest-neighbor sites on a D dimensional lattice. This system has
a discrete Z2-symmetry and short-range interactions; therefore, according to the Mermin–
Wagner theorem, in D = 1 there is no phase transition whereas in D = 2 there is a a
second order symmetry-breaking transition, with nonzero critical temperature, of the same
universality class of the 2D Ising model.
The numerical integration of the equations of motion derived from Eqs. (2) and (3) has
6
been performed for D = 2, with periodic boundary conditions, using a bilateral symplectic
integration scheme [30] with time steps chosen so as to keep energy conservation within
a relative precision of ∆E/E ' 10−6. The model parameters have been chosen as follows:
J = 1, µ2 = 2, and λ = 3/5. By means of standard computations as in Refs. [4] and [29], and
for the chosen values of the parameters, the 2D system undergoes the symmetry-breaking
phase transition at a critical energy density value εc = Ec/N ' 11.1, correspondingly the
critical potential energy density value is vc = 〈V 〉c/N ' 2.2 [31]. Random initial conditions
have been chosen. With respect to the already performed numerical simulations we have
here followed the time evolution of the order parameter (“magnetization”)
M =
1
N
∑
i
qi . (4)
This vanishes in the symmetric phase, that is for ε > εc, whereas it takes a positive or neg-
ative value in the broken symmetry phase, that is for ε < εc. However, at finite N the order
parameter can flip from positive to negative and viceversa. This flipping is associated with a
trapping phenomenon of the phase space trajectories alternatively in one of the two subsets
of the constant energy surfaces which correspond to positive and negative magnetization,
respectively. This phenomenon has been investigated by computing the average trapping
time τtr for different lattice sizes, and choosing values of ε just below and just above εc .
The results are displayed in Figure 2. Denote with ϕHNt : Σ
HN
E → ΣHNE the HN -flow,
with ΣHNE = H−1N (E) a constant energy hypersurface of phase space, with M+E ⊂ ΣHNE the
set of all the phase space points for which M ≥ η > 0, with M−E ⊂ ΣE the set of all the
phase space points for which M ≤ −η < 0, and with MηE ⊂ ΣHNE a transition region, that
is, the set of all the phase space points for which −η ≤ M ≤ η, with η  〈|M |〉. Thus
ΣHNE =M+E ∪M−E ∪MηE. From the very regular functional dependences of τtr(N) reported
in Figure 2, we can see that:
At ε < εc, for any given τtr > 0 there exists an N(τtr) such that for any N > N(τtr) and
t ∈ [0, τtr] we have ϕHNt (M)±E =M±E .
In other words, below the transition energy density the subsets M±E of the constant energy
surfaces ΣHNE appear to be invariant for the HN -flow on a finite time scale τtr, with the
remarkable fact that τtr →∞ in the limit N →∞ [32]. Formally this reads as
∀A ⊂M+E, ∀B ⊂M−E and t ∈ [0, τtr(N)]
it is ϕHNt (A) ∩B = ∅ . (5)
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Figure 2: (Color online) Average trapping time τtr of the magnetization vs. the number of lattice
sites N for the 2D φ4-model. Different data series refer to different values of the energy per degree
of freedom ε: ε = 8 (squares), ε = 10 (circles), both below the transition energy εc = 11.1, and
ε = 12 (triangles), above the transition energy.
To the contrary:
At ε > εc, there exists a τ
0
tr > 0 such that for any N and
∀A ⊂M+E,∀B ⊂M−E and t > τ 0tr
it is ϕHNt (A) ∩B 6= ∅ . (6)
The divergence of τtr with N → ∞ - below the transition point - has two remarkable
consequences. The first one is related with Kac’s recurrence theorem [33], which, applied
here, means that for the ergodic transformation ϕHNt : Σ
HN
E → ΣHNE [34] and its positive
invariant measure dµ = dσ/‖∇HN‖, where dσ is the maximal form on ΣHNE , the first return
map for MηE defined as
n(MηE) = min{n ≥ 1 : [ϕHN∆t ]n(x) ∈MηE, ∀x ∈MηE}
can be integrated. And, having normalized to 1 the measure of ΣHNE , the mean return time
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to MηE is [35] ∫
MηE
n(x ;MηE)
dσ
‖∇HN‖ =
1
µ(MηE)
(7)
and since the return time in MηE is given by the flipping time between opposite values of
the magnetisation, the return time coincides with τtr, thus the divergence of τtr entails the
vanishing of the measure of the transition region MηE.
Remark 2. Kac’s theorem concerns a discrete dynamics, which is actually the case of the
numerical simulation of a Hamiltonian flow; however, the numerical algorithm is a symplectic
mapping producing pseudo orbits in phase space which, after Moser’s interpolation theorem
[36, 37], are homeomorphic to true phase space trajectories via an homeomorphism which
can be arbitrarily close to the identity according to the value of ∆t.
Remark 3. Even though N = 5000 is far from the limit N → ∞, (which is also true
for any arbitrarily large but finite number), we can reasonably expect that the power-law-
divergences of τtr are stable with N because any increase of the number of lattice sites N
can be thought of as the result of glueing together an arbitrary number of replicas of a given
smaller lattice, by keeping constant the energy density. In fact, consider for example the
point (red circle) in Figure 2 which corresponds to N = 50, then by glueing together four
such lattices we obtain a lattice of N = 200 sites. These two points define a line of a given
slope (power law). Then consider the point at N = 800, which can be thought of as the
result of glueing together four lattices of N = 200, this point belongs to the line defined by
the preceding two. Then consider the point at N = 3200, which can be thought of as the
result of glueing together four lattices of N = 800, also this point belongs to the same line;
in other words, we see that the power law of τtr(N) does not change by increasing N . Since
there is no reason for interrupting such a progression, we can reasonably assume that the
observed power laws of τtr(N) hold true at any N .
The second, and related, consequence of the divergence of τtr with N → ∞ is that
topological transitivity [38] of ΣHNE is broken on the timescale τtr. On the contrary, at ε > εc,
the trapping time is short (in units of the inverse of the shortest linear frequency of the
system) and is a flat function of N , so that, after a timescale τ 0tr > 0 independent of N , the
dynamically evolved set ϕHN
t>τ0tr
(A) of A always overlaps with B: above the transition energy
the ΣHNE are topologically transitive.
The divergence of τtr(N) in the limit N → ∞ - at ε < εc - is thus equivalent to the
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asymptotic breaking of topological transitivity. Moreover, on metric and compact topological
spaces, topological transitivity is equivalent to connectedness of the space [38], so the loss of
topological transitivity entails the loss of connectedness, that is, a major topological change
of the space. Let us denote by H0τ (Σ
HN
E ;R) the “finite time zeroth cohomology space” of
any given ΣHNE . The dimension of this cohomology space (the Betti number b0) counts the
number of connected components of ΣHNE and is invariant under diffeomorphisms of the
ΣHNE . At ε < εc, for any τ < τtr(N) it is b0 = dimH
0
τ (Σ
HN
E ;R) = 2, and, at ε > εc,
b0 = dimH
0
τ (Σ
HN
E ;R) = 1. Hence the asymptotic jump of a diffeomorphism-invariant (b0)
across the phase transition point, which can be deduced by our numerical computations,
means that the ΣHNE undergo an asymptotic loss of diffeomorphicity, in the absence of critical
points of the potential VN(q).
Since ΣHNE = M+E ∪ M−E ∪ MηE, and since the residence times in the transition re-
gion are found to be very short and independent of N - so that the relative measure
meas(MηE)/meas(M±E) vanishes in the limit N → ∞ - Eq. (5) means that below the
transition energy the topological transitivity of ΣHNE is broken up to a time τtr(N) – which
is divergent with N . To the contrary, above the transition energy the ΣHNE are topologically
transitive [38]. The asymptotic breaking of topological transitivity at ε < εc, that is the
divergence of τtr(N) in the limit N →∞, goes together with asymptotic ergodicity breaking
due to the Z2-symmetry breaking.
B. Absence of measure concentration
Finally, to confirm the interpretation given to the previously reported phenomenology,
we have ruled out an alternative possibility which might be considered in analogy with the
Dobrushin-Lanford-Ruelle theory, already mentioned in the Introduction, that is, one has
to exclude that the observed ergodicity breaking stems from a concentration phenomenon
[39] - on a topologically trivial phase space - of the microcanonical measure
µ(A) =
∫
A
dµ =
∫
A
dσ
‖∇HN‖ A ⊂ Σ
HN
E (8)
where dσ is the area measure of regular level sets in euclidean space (in the following we
will equivalently use “area” and “volume” referring to the integration with the respect to
the differential form of maximal rank on the level sets). Saying it informally, in principle
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at increasing N the microcanonical measure could split and better and better concentrate
on two disjoint subsets of the corresponding ΣHNE . And this could be due to the ”weight”
function ρ = ‖∇HN‖−1 polarizing the measure also in the absence of a modification of the
shapes of the energy level sets. If this was the case then the values taken by χ should be very
small when M ' 0, and comparatively very large when M ' 〈M±〉. In order to exclude this
possibility, we have proceeded as follows. We have numerically computed the point values
of ρ along the dynamics and recorded them as a function of the corresponding point values
of the magnetization M . In Figures 3 we report the outcomes of numerical computations
which go just in the opposite direction, in fact the ρ values are mostly concentrated in the
same (small) interval almost independently of the values of M both above and below the
transition energy. This means that the relative measure of the subsets M±E and MηE is
affected by the shape of the ΣE (through the euclidean area measure) instead of by the
values of the density function ρ.
Notice that at ε = 10, below the transition energy density εc = 11.1, the rarefaction of
points in the interval M ≥ −2 and M ≤ 2 is due to a short residence time in the transition
region of phase space, in agreement with the remark that meas(MηE)/meas(M±E) decreases
with growing N , as discussed in the preceding Section. In other words, the crowding of
points around two clouds of opposite values of M , together with the independence of χ on
M , confirms that at increasing N the phase space tends to break into two disjoint regions
bridged by a thinner and thinner region.
C. Geometric signature of the neck on the ΣHNE of phase space
In the absence of the phenomenon of measure concentration, and mainly after the impli-
cation of Kac’s recurrence theorem, we are led to think that, below the transition energy, a
“neck” exists in phase space, joining two otherwise disjoint regions of the energy level sets.
We call this transition region a “neck” because after Eq.(7) its measure vanishes asymp-
totically, that is, this region shrinks at increasing N . A high dimensional neck in a high
dimensional space is far from direct intuition, nevertheless we can try to characterise it
through some geometric observable. In order to do this we proceed as follows. Let us note
that, in the absence of critical points in an interval [a, b], the explicit form of the diffeo-
morphism ζ that maps one to the other the level sets Σfc = f
−1(c), c ∈ [a, b], of a function
11
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Figure 3: (Color online) Dynamical sampling of point values of ρ = 1/‖∇HN‖ versus point values
of the magnetization M . Data refer to 32 × 32 square lattice. The upper panel corresponds to
ε = 10, below the phase transition; the intermediate panel corresponds to ε = 11 ' εc, at the phase
transition; lower panel corresponds to ε = 12, above the transition energy. The horizontal dashed
lines mark the averages of χ computed on the sets of points displayed. The dot-dashed lines mark
the standard deviations of the same sets of points.
f : RN → R is explicitly given by [40]
dxi
dc
=
∇if(x)
‖∇f(x)‖2 . (9)
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This applies as well to the energy level sets ΣHNE in phase space; in this case, the vector
fields that generates the diffeomorphism is
dxi
dE
= ζ i(x) =
∇iHN
‖∇HN‖2 i = 1, ..., 2N (10)
where xi = pi and xN+i = qi = φi. If we consider an infinitesimal change of the energy
E → E + δE with |δE|/E  1, and denote with δ(x) the field of local distances between
two level sets ΣE and ΣE+δE, from x
i(E + δE) = xi(E) + ζ iδE and using Eq.(10) at first
order in δE, we get δ(x) = δE/‖∇HN‖x = ρ(x) δE. Moreover the divergence divζ in
euclidean configuration space can be related with the variation rate of the measure of the
microcanonical area dµ = ρdσ over regular level sets ΣHNE .
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Figure 4: (Color online) Variance of ρ = 1/‖∇HN‖ vs. total energy per degree of freedom ε for
1D and 2D φ4-models, and for lattice sizes: N = 30× 30 (triangles) in the 2D case, and N = 900
(rhombs) in the 1D case. The vertical dashed line indicates the phase transition point at ε ' 11.1.
The first variation formula for the induced measure of the Riemannian area dσ along the
flow x(E) reads [44]:
dσ(x(E + δE)) = (1− ρM1δE) dσ(x(E)) + o(δE) (11)
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where M1 is the sum of the principal (extrinsic) curvatures of Σ
HN
E that is given by
M1 = −div
( ∇HN
‖∇HN‖
)
. (12)
Applying the Leibnitz rule, the first variation formula for the measure of the microcanonical
area is
dµ(x(E + δE)) = ρ(x(E + δE))dσ(E + δE) =
=
[
1 +
(
−ρM1 + (∇
iHN)
‖∇HN‖∇iρ
)
δE
]
dµ =
= (1 + divζδE) dµ(x(E))
(13)
Then, the two following quantities have been numerically computed along the Hamiltonian
flow: σ2(ρ) = 〈ρ2〉
Σ
HN
E
− 〈ρ〉2
Σ
HN
E
and σ2(divζ) = 〈(divζ)2〉
Σ
HN
E
− 〈(divζ)〉2
Σ
HN
E
. These are
functions of N and of the specific energy ε = E/N . The outcomes, reported in Figure 4
and Figure 5, show very different patterns in the 1D and 2D cases: monotonic for the
1D case, non-monotonic for the 2D case, displaying cuspy points at ε = εc (the phase
transition point) of σ2(ρ) and of σ2(divζ). As ρ = 1/‖∇HN‖ is locally proportional to the
distance between nearby level sets, its variance is a measure of the total dishomogeneity of
this distance, so that a peak of σ2(ρ) can be reasonably attributed to the presence of the
“neck” in the {ΣHNE }E<Ec foliation of phase space. The same is true for σ2(divζ) since divζ
is locally proportional to the variation of the area of a small surface element when a level
set is transformed into a nearby one by the diffeomorphism in Eq. (9).
The result displayed in Figure 5 can be given also another geometrical meaning, that
is, σ2(divζ) also measures the total variance of the mean curvature of a level set (“total”
meaning integrated on the whole manifold). This follows from the possible interpretation
of the divergence of the vector field ζ as a curvature property of the level sets ΣHNE of
the Hamiltonian function HN in phase space, or, alternatively, of the level sets ΣVNv of
the potential function VN in configuration space. To show this, we start by pointing out
that statistical mechanics in the microcanonical ensemble is invariant for volume-preserving
diffeomorphisms. In fact, in the microcanonical ensemble the thermodynamics is derived
from the entropy, defined as SN(E) = kB log ΩN(E) with
14
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Figure 5: (Color online) Variance of divζ, where ζ = ∇HN/‖∇HN‖2, vs. total energy per degree
of freedom ε for 1D and 2D φ4-models, and for lattice sizes: N = 30 × 30 (triangles) in the 2D
case, and N = 900 (rhombs) in the 1D case. The vertical dashed line indicates the phase transition
point at ε ' 11.1.
ΩN(E) =
d
dE
∫
Θ (HN(p,q)− E) dVolg
=
d
dE
∫
Θ (HN(p,q)− E) |detg|1/2
N∏
i=1
dpidqi
=
∫
Σ
HN
E
ρ dσg
(14)
where g is any Riemannian metric for phase space and dVolg the corresponding volume
element giving the same total volume of the Liouville-Lebesgue measure. Thus equivalent
thermodynamic descriptions of the same system are given by any two metrics g and g˜ such
that |detg| = |detg˜|, being both preserving the symplectic volume. This arbitrariness can be
used to chose a rescaled metric g˜ that encodes in the Riemannian structure the information
on the density of states given by the function ρ = ‖ζ‖g = ‖∇HN‖−1g . This procedure is
inspired by works on “manifolds with density” [41–43]. In particular for a given metric g we
look for a new metric g˜ such that dVolg = dVolg˜ and
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• ζ is the vector field normal to the level sets
g˜ (ζ, ζ) = ‖ζ‖g˜ = 1 ; (15)
• the Riemannian volume form dσg˜ induced on the level sets of the Hamiltonian function
is the microcanonical volume form with metric g, that is
dσg˜ = χdσg = dµ . (16)
where dµ is the measure in Eq.(13). A possible choice for such a metric g˜ is
g˜ (N ,N ) = ρ−2g (N ,N )
g˜ (N ,X) = g (N ,X) = 0
g˜ (X,Y ) = ρ2/(N−1)g (X,Y ) .
(17)
where N is a vector field orthogonal to the level sets of the Hamiltonian and X,Y are
vector fields tangent to the same level sets. With this metric the microcanonical volume can
be written as
Ω(E) =
∫
Σ
HN
E
dσg˜ (18)
which is just the measure of the geometric volume of the ΣEHN (or, equivalently, the area
of the hypersurface). Let us recall that the sum of the principal curvatures M˜1 (that is N
times the mean curvature), for the ΣHNE , embedded in the phase space endowed with the
metric g˜, is related with the Lie derivative of the Riemannian area form on regular level sets
with respect to normal vector field ν˜ by
M˜1 dσg˜ = −Lν˜dσg˜ = −Lζdσg˜. (19)
According to Eq.(13), the Lie derivative of the volume form dσg˜ can be expressed as a
function of divgζ
Lζdσg˜ = Lζdµ = divgζdµ . (20)
It follows that the divergence of the vector field ζ in the phase space endowed with the
metric g can be interpreted as the opposite of the sum of principal curvatures M˜1 of the
energy level sets ΣHNE embedded in the phase space endowed with the metric g˜
divgζ = −M˜1 (21)
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In conclusion, because of an apparent discontinuity - and of course within the limits proper
to a numerical result - the pattern of σ2(divζ) versus energy can be defined “singular”, thus
also the way of changing of the variance of the total curvature (thus the way of changing of
geometry) of the energy level sets at the phase transition point can be defined “singular”.
To help intuition, consider the limiting case of a sequence of isotropic manifolds, say
spheres foliating an embedding space, then imagine that - by changing a parameter that
labels the leaves of the foliation - a neck (like in the dumbbells in Figure 1) suddenly
appears. The variance of the total sum of principal curvatures of course vanishes for the
spheres whereas the necks bring about regions of negative principal curvatures entailing
local variations of the mean curvature and, consequently, the sudden appearance of a non-
vanishing variance of the total mean curvature. Whence a discontinuous pattern of the total
variance of the mean curvature can be intuitively associated with an abrupt geometrical
change of the leaves of the foliation.
D. Geometric signature of the neck of the ΣVNv in configuration space
The breaking of topological transitivity of the {ΣHNE }N∈N implies the same phenomenon
for configuration space and its potential level sets submanifolds {ΣVNv = V −1N (v)}N∈N (see
Appendix). These level sets are the basic objects, foliating configuration space, that enter
the theorems in [6–8], and represent the topologically nontrivial part of phase space. The
link of these geometric objects with microcanonical entropy is given by
S(E) =
kB
2N
log
∫ E
0
dη
∫
dNp δ
(∑
i
p2i /2− η
)
×
×
∫
Σ
VN
E−η
dσ
‖∇VN‖ .
(22)
As N increases the microscopic configurations giving a relevant contribution to the entropy,
and to any microcanonical average, concentrate closer and closer on the level set ΣVN〈E−η〉.
Therefore, it is interesting to make a direct numerical analysis on these level sets at different
N values to find out - with a purely geometric glance - how configuration space asymptot-
ically breaks into two disjoint components. The intuitive picture is that, approaching from
above (ε > εc) the transition point, some subset of each Σ
VN
v , a “high dimensional neck”,
should be formed also in configuration space bridging the two regions M+v and M−v . And
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this neck should increasingly shrink with increasing N . To perform this analysis we resort
to a Monte Carlo algorithm constrained on any given ΣVNv . This is obtained by generating
a Markov Chain with a Metropolis importance sampling of the weight χ = 1/‖∇VN‖. Then
we proceed by computing the same geometric quantities that have been computed in phase
space.
We can now repeat almost verbatim for configuration space what has been discussed
above for phase space. Consider an infinitesimal change of potential energy v → v + v
with |v|/v  1, and denote with δ(q) the field of local distances between two level sets
Σv and Σv+v , from q
i(v + v) = q
i(v) + ξiv and using Eq.(9), at first order in v, we get
δ(q) = v/‖∇VN‖q = vχ(q). Again the divergence divξ in euclidean configuration space can
be related with the variation rate of the measure of the configurational microcanonical area
dµ = χdσ over regular level sets ΣVNv , now with ξ = ∇VN/‖∇VN‖2 and χ = 1/‖∇VN‖.
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Figure 6: (Color online) Variance of χ = 1/‖∇VN‖ vs. potential energy per degree of freedom v¯
for 1D and 2D φ4-models, and for lattice sizes: N = 10 × 10 (circles), N = 20 × 20 (squares),
N = 30×30 (triangles) in the 2D case, and N = 900 (rhombs) in the 1D case. The vertical dashed
line indicates the phase transition point at v¯ ' 2.2.
The first variation formula for the induced measure of the Riemannian area dσ along the
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flow q(v) reads [44]:
dσ(q(v + v)) = (1− vχM1) dσ(q(v)) + o(v) (23)
where M1 is N times the mean curvature of Σ
VN
v and is given by
M1 = −div
( ∇VN
‖∇VN‖
)
. (24)
In analogy with the case of phase space, applying the Leibnitz rule, the first variation formula
for the measure of the microcanonical configurational area is
dµ(q(v + v)) = χ(q(v + v))dσ(v + v) =
=
[
1 + v
(
−χM1 + (∇
iV )
‖∇V ‖∇iχ
)]
dµ =
= (1 + vdivξ) dµ(q(v)) .
(25)
Then, the variances σ2(χ) = 〈χ2〉
Σ
VN
v
− 〈χ〉2
Σ
VN
v
and σ2(divξ) = 〈(divξ)2〉
Σ
VN
v
− 〈(divξ)〉2Σv
have been numerically computed along the mentioned Monte Carlo Markov Chain. These
are functions of N and of the specific potential energy v = VN/N . The outcomes, reported
in Figs. 6 and 7, also for configuration space show very different patterns in the 1D and
2D cases: monotonic for the 1D case, non-monotonic displaying cuspy points at v = vc
(the phase transition point) of σ2(χ) and of σ2(divξ) for the 2D case. Now, the variance
of χ = 1/‖∇VN‖ is a measure of the total dishomogeneity of the distance between nearby
potential level sets. Moreover, the configurational volume (last integral in the r.h.s. of
Eq.(22))
Ω(v) =
∫
Σ
VN
v
χ dσg , (26)
likewise to what has been discussed for phase space, under a rescaling of the metric g of
configuration space becomes
Ω(v) =
∫
Σ
VN
v
dσg˜ (27)
so that the divergence of the vector field ξ in the configuration space endowed with the
metric g can be interpreted as the opposite of M˜1 which N times the mean curvature of the
potential level sets ΣVNv embedded in the configuration space endowed with the metric g˜,
that is, divgξ = −M˜1. Hence σ2(divξ) is the same as the variance of the mean curvature of
the Σv endowed with the metric g˜. By the same token discussed for the phase space, the
cuspy patterns of σ2(χ) and of σ2(divξ) can be ascribed to the formation of a “neck” on the
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{ΣVNv }v∈R for v < vc. This neck appears as the restriction to configuration space of the neck
on the energy level sets that exist below the phase transition point, as discussed in Section
III. At the same time, because of the above recalled geometrical and topological triviality
related to the kinetic energy part of the Hamiltonian function, the necks of the potential
level sets are at the grounds of the necks of the energy level sets.
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Figure 7: (Color online) Variance of divξ vs. potential energy per degree of freedom v¯ for 1D and
2D φ4-models, and for lattice sizes: N = 10 × 10 (circles), N = 20 × 20 (squares), N = 30 × 30
(triangles) in the 2D case, and N = 900 (rhombs) in the 1D case. The vertical dashed line indicates
the phase transition point at v¯ ' 2.2.
IV. DISCUSSION
In spite of the absence of critical points of the potential VN(q) of the φ
4 model [Eq.(3)], also
the phase transition occurring in this model stems from a topological change of configuration
space submanifolds. In particular, we have here shown that this transition stems from
an asymptotic change of topology, of both the ΣHNE and Σ
VN
v , in correspondence with the
transition potential energy density vc. This paves the way to a more general formulation
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of the topological theory of phase transitions once a basic assumption of the theory is
made explicit also in the N → ∞ limit. Accordingly, in the theorems of Refs. [6–8] the
assumption of asymptotic diffeomorphicity of the {ΣVnv }n∈N has to be added to the hypothesis
of finite-N -diffeomorphicity. Loosely speaking, while in a topological setting, this situation
is reminiscent of the Yang-Lee theory, where only asymptotically in N there exists the
possibility of nonuniform convergence of the sequences of thermodynamic functions, and
thus of the appearance of their nonanalytic behavior.
A. Asymptotic Diffeomorphicity
The content of the present section is aimed at pointing out that “asymptotic diffeomor-
phism” is not a mathematically empty wording and that a proper definition can be naturally
provided. This can be done by observing that a vector valued function of several variables,
f : Rn → Rn, is of differentiability class Cl if all the partial derivatives (∂lf/∂xl1i1 . . . ∂xlkik)
exist and are continuous, where each of i1, . . . , ik is an integer between 1 and n and each
l1, . . . , lk is an integer between 0 and l, and l1 + · · · + lk = l. Then, by taking advantage
of a known analytic representation of the diffeomorphism ξN : Σ
VN
v ⊂ RN → ΣVNv′ ⊂ RN
(see below), and by introducing a suitable norm that contains all the derivatives up to
(∂lξN/∂x
l1
i1
. . . ∂xlkik), uniform convergence in N of the sequence {ξN}N∈N - and thus asymp-
totic diffeomorphicity in some class Cl - can be naturally defined.
At any fixed N ∈ N, for confining potentials and in absence of critical points VN , the
level sets ΣVNv are non singular (N − 1)-dimensional hypersurfaces in RN .
Consider now an open set of v-values I ⊆ R such that the cylindrical subset of configu-
ration space
ΓNI =
⋃
v∈I
ΣVNv (28)
contains only non-singular level sets, that is, V has no critical points for any v ∈ I.
Then for any interval [v0, v1] = I0 ⊂ I any two level sets in ΓNI0 are diffeomorphic (see
[40]) under the action of an explicitly known diffeomorphism, as already shown in Eq.(9).
This is given by the integral lines of the vector field which now reads ξN = ∇VN/‖∇VN‖2,
that is
dq
dv
=
∇VN
‖∇VN‖2 (29)
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with any initial condition q0 ∈ Σnv0 .
In order to characterize the asymptotic breaking of diffeomorphicity we introduce a norm
for the ξN that allows to compare the diffeomorphisms at different dimensions
‖ξN‖Ck(ΓNI0 ) = supq0∈ΓNI0
‖ξN‖+
1
N
k∑
l=1
∑
{ik}
N∑
j=1
‖∇l{ik}ξj‖ΓNI0 (30)
where {ik} is a multi-index and ‖∇l{ik}ξj‖ΓNI0 is the norm of the l-th differential operator
‖∇l{ik}ξj‖ΓNI0 = supq0∈ΓNI0
∣∣∣∣∣ ∂lξj∂ql1i1 . . . ∂qlkik
∣∣∣∣∣ (31)
with l1 + · · ·+ lk = l.
We say that the sequence of families of manifolds
{
ΓNI0
}
N∈N asymptotically preserves the
Ck-diffeomorphicity among the hypersurfaces of each family if there exists B ∈ R+ such
that
‖ξN‖Ck(ΓNI0) ≤ B < +∞ ∀N ∈ N. (32)
This condition implies ‖∇VN‖ = ‖ξN‖−1 ≥ 1/B = C > 0 for each q0 ∈ ΓNI0 and all N ∈ N,
thus excluding the existence of asymptotic critical points (that is ‖∇VN‖ → 0 for N →∞).
Moreover, using
∑
i
‖Xi‖ ≥ ‖
∑
i
Xi‖, from Eq. (31) we can write at the lowest order
N∑
i,j=1
‖∂iξj‖ ≥
∥∥∥∥∥
N∑
i,j=1
∂i
∂jVN
‖∇VN‖2
∥∥∥∥∥ (33)
where ∂i = ∂/∂q
i. Then at any given point q0 ∈ ΓNI0 we build the quadratic form∥∥∥∥∥
N∑
i,j=1
(
∂i
∂jVN
‖∇VN‖2
)
uiuj
∥∥∥∥∥ (34)
by using a normalised vector u tangent at q0 to a Σ
n
v ⊂ ΓNI0 . With implicit summation on
repeated indices we get∥∥∥∥(∂i ∂jVN‖∇VN‖2
)
uiuj
∥∥∥∥ (35)
=
∥∥∥∥ 1‖∇VN‖
(
∂i
∂jVN
‖∇VN‖
)
uiuj +
∂jVN
‖∇VN‖∂i
(
1
‖∇VN‖
)
uiuj
∥∥∥∥
=
∥∥∥∥ 1‖∇VN‖
(
∂i
∂jVN
‖∇VN‖
)
uiuj
∥∥∥∥
where we have used the orthogonality, at any given point q0, between the vectors u and
N = (∂1VN/‖∇VN‖, . . . , ∂NVN/‖∇VN‖ which are tangent and normal to ΣVNv , respectively.
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If we now consider the Weingarten map (shape operator) of ΣVNv [45] at q0
Lq0(u) = −LuN = −(∇N1 · u, . . . ,∇NN · u) (36)
we see that the quadratic form k(u) = 〈u, L(u)〉 coincides with that one built in Eq.(35)
(last term). The quantity k(u) is the normal curvature of the level set Σnv at any given point.
Thus asymptotic diffeomorphicity, defined as uniform boundedness of the above given norm,
entails the uniform boundedness of k(u) and, consequently, of all the principal curvatures
of ΣVNv . In other words, this rules out the sequences of manifolds {MN}N∈N and {SN}N∈N
mentioned in Section II. This is particularly evident in the G-H limit of Figure 1 where the
transverse radius of curvature of a thinner and thinner neck vanishes asymptotically, thus
making the corresponding principal curvature divergent. This is to illustrate that the above
given definition of asymptotic diffeomorphicity is sound and consistent.
B. Conclusion
In conclusion, let us remark again that under the assumption of diffeomorphicity at any
arbitrary finite N ∈ N of any pair of ΣVNv ⊂ RN - which is not equivalent to the absence
of critical points, as discussed at the beginning of Section II - the two basic theorems
in [6–8] derived the uniform convergence of Helmholtz free energy at least in the C2(R)
differentiability class. Consequently, the occurrence of a phase transition would necessarily
require the loss of diffeomorphicity of the level sets ΣVNv . This is falsified by the 2D lattice φ
4-
model, because its phase transition takes place without a loss of diffeomorphicity of the Σnv ,
and this is motivated by the absence of critical points of the potential function. However, the
present work indicates what is missing in the hypotheses of the theorems above. In fact, we
have seen that the phase transition of the 2D lattice φ4-model corresponds to an asymptotic
(N →∞) breaking of the topological transitivity of phase space and of configuration space
level sets, ΣHNE and Σ
VN
v respectively. Thus the way to fix the problem appears to extend the
basic hypothesis of the theorems in [6–8] by encompassing also asymptotic diffeomorphicity
of the {ΣVNv }, because in this way the φ4-model will no longer fulfil the hypotheses of the
theorems, and thus will no longer be a counterexample of the theory. And this is appropriate
because the phase transition of the φ4-model actually corresponds to a major topological
change of submanifolds of both phase space and configuration space.
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In this context it is worth mentioning that with a completely different approach also the
phase transition of the 2D Ising model (which is of the same universality class of the 2D
lattice φ4 model) is found to correspond to an asymptotic change of topology of suitable
manifolds. This is found by proving that the analytic index of a given elliptic operator
- acting among smooth sections of a vector bundle defined on a state manifold - makes
an integer jump at the transition temperature of the 2D Ising model [46, 47]. Hence the
asymptotic change of topology of sections of the mentioned vector bundle stems from the
Atiyah-Singer index theorem which states that the analytic index is equal to a topological
index [48].
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V. APPENDIX
A link among the topology of (specific) energy level sets and the topology of configuration
space accessible to the system can be established, and this is possible as the Topological
Theory of phase transitions is (in its present formulation) restricted to systems whose micro-
scopic dynamics is described by Hamiltonian of the formHN(p, q) =
N∑
i=1
p2i /2+VN(q1, ..., qN)
with short-range potentials bounded from below (we can suppose that v¯min = 0 for all N).
Hence, (using for the moment a cumbersome notation for the sake of clarity) the level sets
ΣHNE of the energy function HN can be given by the disjoint union of a trivial unitary sphere
bundle (representing the phase space region where the kinetic energy does not vanish) and
the hypersurface in configuration space where the potential energy takes total energy value.
In fact we can define a map between points (p1, ..., pN , q1, ..., qN) ∈ ΣHNE and points in
MVNE × SN−1
⊔
ΣVNE
qi = xi ∀i = 1, ..., N
p1 = [2 (E − V (q1, ...qN))]1/2 cos(θ1)
p2 = [2 (E − V (q1, ...qN))]1/2 sin(θ1) cos(θ2)
.............................................
pN−1 = [2 (E − V (q1, ...qN))]1/2 sin(θ1) sin(θ2) · · · ×
× sin(θN−2) cos(θN−1)
pN = [2 (E − V (q1, ...qN))]1/2 sin(θ1) sin(θ2) · · · ×
× sin(θN−2) sin(θN−1)
(37)
where the points (x1, ..., xN) ∈ MVNE
⊔
ΣVNE and the angles θ1, ....θN−2 ∈ [0, pi) and θN−1 ∈
[0, 2pi] are a parametrization of the unitary (N − 1)-sphere SN−1. From this it follows that
ΣHNE homeomorphic to M
VN
E × SN−1
⊔
ΣVNE (38)
where Sn is the n-dimensional unitary sphere and
M fc = {x ∈ Dom(f)|f(x) < c} ,
Σfc = {x ∈ Dom(f)|f(x) = c} .
(39)
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The idea that finite N topology, and ”asymptotic topology” as well, of ΣHNE is affected by
the topology of the accessible region of configuration space is suggested by the Ku¨nneth
formula: if Hk(X) is the k-th homological group of the topological space X on the field F
then
Hk(X × Y ;F) '
⊕
i+j=k
Hi(X;F) ⊗ Hj(Y ;F) . (40)
Moreover, as Hk
(unionsqNi=1Xi,F) = N⊕
i
Hk(Xi,F), it follows that:
Hk
(
ΣHNE ,R
)
'
⊕
i+j=k
Hi
(
MVNE ;R
)⊗ Hj (SN−1;R)⊕Hk (ΣVNE ;R)
' Hk−(N−1)
(
MVNE ;R
)⊗ R⊕Hk (MVNE ;R)⊗ R
⊕Hk
(
ΣVNE ;R
)
(41)
the r.h.s. of Eq.(41) shows that the topological changes of ΣHNE only stem from the topo-
logical changes in configuration space.
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