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ABSTRACT
MODELING A GREEN DECISION SUPPORT SYSTEM
FOR DATA CENTER SUSTAINABILITY
by Michael Joseph Pawlish

Abstract: The objective of this dissertation is developing more energy efficient data
centers while focusing on the environment as well as meeting the increasing computing
needs. Reliability of data centers will be the number one priority for management;
however, the focus will be to implement a design by incorporating free cooling, applying
thermal profiling, utilizing data mining, and continuing virtualization to create more
efficient green data centers that are good for the environment. Since the fall of 2009,
electrical consumption patterns were measured in the main data center for the servers and
the air-conditioners at Montclair State University (MSU) to quantify the carbon footprint
and the electrical costs. An important outcome of this work is to build a Decision Support
System (DSS) for green computing in data centers. A DSS is a computer based application
to assist in providing solutions with respect to decision-making to multifaceted problems.
In summary, building on our measurements, the objective is to design a DSS for data
centers to enhance energy efficiency, reduce the carbon footprint, and promote
sustainability science across disciplines.
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CHAPTER 1
INTRODUCTION
1. Introduction
Energy use by data centers is an increasing trend as society moves towards a more
electronic based culture. The three main drivers of energy use in data centers are for
servers, air-conditioning/cooling and peripherals such as lighting. Servers as of 2011 are
just recently being designed to be Energy Star rated through the Environmental
Protection Agency, and features such as sleep mode are gradually being added to the
product mix to enhance energy management. Air-conditioning of data centers are
increasingly expanding in costs as more servers are added to data centers and increased
density of servers are throwing off more heat. The addition of greater heat due to the
servers drives the air-conditioning system to work harder, and thus increase the cost of
cooling. Peripherals such as lighting make up the smallest contribution to energy use in
data centers; however, the implementation of motion controlled lighting combined with
the management of fluorescent light bulbs or the addition of LED lighting all contribute
to reducing the demand for electricity and decreasing the direct carbon footprint of an
organization. Therefore, the primary goal of my dissertation is to help build energy
efficient data centers while also balancing the demands of productivity.
In our study, we have been collecting data on energy use at Montclair State
University (MSU) since the fall semester of 2009. This data center has been used for the
collection of real data and running experiments to support the claims made herein. It is
typical of a data center in an academic setting and also in industrial settings of
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approximately the same size. Hence the findings of this research would be useful to
various data centers worldwide that seek to promote energy efficiency and green the
environment.
One of the challenges to the main data center in our university is the ability to
promote change since the system is relatively new. The main data center at MSU was
built in 2005, and therefore implementing major design changes such as free cooling
would have high cost and inconvenience factors. However, the backup data center located
in College Hall at MSU is currently due for a major renovation because the airconditioning units will be replaced. This current situation presents a possible opportunity
to build on our case based reasoning, apply thermal profiling, and implement free
cooling,
The data analysis of temperature and humidity levels of weather stations located
near the MSU campus will be important to determine the number of days or hours that
free cooling can be applied to the College Hall data center. By working with historical
weather data, we will be able to give an approximate calculation of projected financial
savings and the lowered carbon footprint of the proposed project. The energy use was
recorded manually from the fall of 2009 till meters were installed in the beginning of
November 2013. The project was greatly strengthened with the ability to gain
performance metrics every 15 minutes with the data provided the following day.
One of the important outcomes of this dissertation is to build a Decision Support
System (DSS) for green data centers. A DSS is at the fundamental level a computerbased system that supports decision-making throughout an organization. As we
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increasingly move towards an electronic society, there is a demand for a new generation
of data centers to both lower electrical usage and decrease the carbon footprint, or in
other words, promote greener technology. A development that has been growing at a
steady rate for the previous decade is energy use in data centers. For example, between
2000-2005 data center energy use has doubled, and energy use is expected to grow by
40% to 76% by 2010 in both the Unites States and the world (Koomey 2007).
1.1 Research Objectives
The proposed objectives of this dissertation are to conduct a detailed analysis of
the data center with regards to environmental aspects, and use domain knowledge along
with data mining techniques for developing energy efficient solutions. The two major
tasks in the dissertation are;
1. the analysis of the environmental aspects, and
2. the development of a DSS
We propose to conduct a thorough study of data centers with respect to energy efficiency
considering several parameters such as temperature, humidity, carbon footprint, energy
use, and other variables. We propose to build the required decision support system for
green data centers using a data mining approach comprising decision trees and casebased reasoning. The real data for use in our study is gathered from our own data center
on campus at MSU.
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1.2 Analysis of Environmental Aspects in Data Centers
We propose to conduct a detailed analysis with regards to temperature/thermal
profile, humidity, energy use, virtualization, free cooling, the carbon footprint, and
utilization rates.
1.2.1 Thermal Profiling
An important aspect of this research will be the adjustment of parameters such as
temperature in the server rooms in organizations for thermal profiling. Cooling costs can
typically represent up to 50% or more of the power used to keep the server room at a
stable temperature (Koomey 2007). For example, in 2008, the American Society of
Heating and Air Conditioning Engineers (ASHRAE) raised the acceptable temperature
range for server rooms to 27 degrees Celsius (80 degrees Fahrenheit). This change allows
data center operators the ability to experiment with the temperature to seek energy
efficiency. Considering another example, it has been estimated that an increase of one
degree Fahrenheit can reduce energy consumption by 4 to 5 percent in data centers
(Samson 2009). A potential solution would be to simply raise the temperature; however,
there are possible side effects to any change in operations. In this case, the major side
effect is that when the temperature of the server room is increased, there is a point at
which the internal fans of the individual servers will turn on. Most server fans turn on at
25 degrees Celsius (77 degrees Fahrenheit); an additional side effect to the fans switching
on is an increase in the noise level (Samson 2009). The safety of data center operators is
critical to smooth operations, so two of the most important factors to monitor are
temperature and acoustic levels for safe working conditions.
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The temperature and relative humidity of the main data center room in University
Hall at MSU has been recorded since the fall of 2009. The temperature of the data center
room has been set at a steady 20 degrees Celsius (68 degrees Fahrenheit) for the current
period, and the recommendation is that the temperature setting be adjusted to 22.2
degrees Celsius (72 degrees Fahrenheit) for the study period. By adjusting the
temperature to 22.2 degrees Celsius (72 degrees Fahrenheit), it is predicted that there
would be a significant cost savings on future electrical bills and reduction of the carbon
footprint. Over the study period the temperature in the data center has been increased to
22.2 degrees Celsius (72 degrees Fahrenheit); however this change was done prior to the
meters being installed in the fall of 2013. As an experiment the temperature was raised
for one week in the end of 2013 to 23.3 Celsius (74 degrees Fahrenheit) to determine
economic and environmental cost savings. This result is presented in Chapter 5.
One important goal of this research project is to predict how much electricity,
money and carbon dioxide can be saved by raising the temperature by each degree. For
example, if the cost can be estimated for each degree the temperature is raised,
administrators will have a better idea of their power management decisions. When raising
the temperature of the data center room, one of the most important effects to consider for
the equipment is hot spotting. This refers to the fact that if the temperature in one area in
the server racks becomes too high, it could lead to that server or rack of servers going
down. Temperature gauges can be easily mounted on the front of server racks to measure
the intake temperature, and on the back of the server racks to measure the exhaust air. By
having the real time information on temperature for the entire server room, management
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can develop a thermal profile of the server room. Trends in hot and cold areas can be
identified to make the temperature more consistent across the entire server room. In this
way the server room can be better managed, and management can safely get a control on
cooling costs.
1.2.2 Carbon Footprint
A significant advantage of tracking the amount of electrical usage is that the
carbon emissions can be calculated. One goal in green computing is to reduce the carbon
footprint, which is the sum of greenhouse gases emitted by an individual or organization.
Increasingly, data centers are using more electrical power due to rising demand for
services. With the increased electrical usage, regulators, shareholders, and stakeholders
are demanding better accountability due to strains on the national electrical grid and
carbon emissions (Forest et al. 2008). The carbon dioxide output can be estimated using
standards based on the type of electrical power being used (Schulz 2009). The
organization that accounts for their carbon footprint is in a better position to make
management decisions on pending legislation.
1.2.3 Virtualization
Virtualization offers IT administrators the ability to consolidate and optimize
servers to reduce power and cooling costs by creating a virtual environment to use
computer hardware and software. Three of the main advantages to virtualization are
dealing with underutilized servers, addressing data centers running out of space, and
mounting system administration costs (Schmidt et al. 2009). Many servers are still
underutilized running either one or a few applications. Servers should be checked to
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determine their utilization rates, and with virtualization software, servers can increase
their efficiency rates. In addition, administrators are physically running out of space to
both plug servers in, and the physical space to deploy servers. By retiring old servers, or
consolidating applications using virtualization, administrators can reduce their computing
power to fewer servers with a higher density rate. A possible consequence of this
reduction strategy with a higher density rate is increased heat that an administrator should
check with both facilities and the hardware provider. The growth in data centers has
resulted in more demands to maintain hardware and software by system administrators. A
virtualization strategy that reduces the number of servers may also cut costs on the
number of system administrators needed, or the time to maintain the servers.
1.2.4 Free Cooling
Free cooling will be discussed as an example in this paper for Case Based
Reasoning and decision trees. As stated early, free cooling is simply the use of outside air
to cool the data center as opposed to using standard air-conditioning. Some of the
challenges of free cooling are to properly get the correct humidity level and control for
particle matter, pollen or dust. For humidity levels in data centers are recommended to
between 40 and 55% (ASHRAE, 2008). Too low of a humidity level can cause static
electricity problems and too high of a humidity level can cause moisture on the
equipment. For free cooling to work properly the use of dehumidifiers would be
necessary to add to the design. To control for particle matter, pollen, or dust a simple
filtration system with proper maintenance would solve the problem.
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1.2.5 Utilization Rates
The utilization rate is defined as the overall extent to which data center servers are
being used and is recorded as a percentage. Recent literature states that utilization rates at
many data centers are quite low resulting in poor usage of resources such as energy and
labor (Forest et al., 2008). Based on our study we attribute these lower utilization rates to
not fully taking advantage of virtualization, retiring phantom servers, and embracing
cloud technology.
1.3 Development of a Decision Support System (DSS)
A decision support system is a tool designed to assist the users’ decision-making
process in a given application. Such systems are used throughout the world today in
fields such as medicine, management, law and other areas where complex organization is
needed. With specific reference to data centers there are issues such as temperature,
humidity, performance factors, and operating costs. We thus use the two decision support
techniques of case-based reasoning and decision trees. We will explain these techniques
in detail in Chapter 2. We will also describe the architecture of our proposed DSS in
section 1.5.
1.4 Energy Efficiency Measurement
The Power Usage Effectiveness (PUE) is an industry ratio for measuring
efficiency in energy usage in data centers. The PUE equals the amount of total facility
power used by the data center divided by the power used for the IT equipment as shown
in equation (1) below.
PUE =Total Facility Power / IT Equipment Power --- (1)
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The objective of data center operators is to strive for a PUE of 1.0 since
theoretically that would represent a data center that is ultra energy efficient. For example,
a data center that uses 125,000 kW of total facility power and 75,000 kW used for IT
equipment power would have a PUE of 1.67. Standard data centers have typical PUEs of
around 1.7 to 2.0, and from industry standards a better-managed data center have PUEs
of 1.4 to 1.6 (ACM News 2010; Stanley et al. 2007).
1.5 System Architecture
An outline of the system architecture of our DSS is presented here. This consists
of input data pertaining to parameters such as temperature, humidity, energy usage and
carbon footprint. It is designed with the goal of conducting detailed analysis using data
mining techniques to discover knowledge for achieving more efficient operations of data
centers.
We propose to use the data mining approaches of decision tree classifiers and
case-based reasoning to analyze various parameter adjustment scenarios, and their
possible outcomes with respect to greener computing. The system architecture is
summarized in Figure 1-1.
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Figure 1-1: Architecture of Decision Support System

In this figure, the sensors for input parameters refer to various aspects such as
temperature, humidity, energy usage and carbon footprint as stated earlier. What-if
scenarios represent what the data center professionals would be interested in analyzing to
envisage an outcome if a particular step was taken. As an example, a what-if scenario
could be “what would be the consequences if we raised the temperature in the data center
room by x degrees”. The use of case-based reasoning and decision trees will be explained
in Chapter 2, and the boxes in this figure represent the corresponding modules for
development. The expected outcome in the figure is what we would see as the result of
the what-if scenario that assists in decision-making. The domain experts’ adjustment
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shown here represents the human interpretation of the data with specific adjustments as
needed in order to achieve a more meaningful expected outcome.
1.6 Related Work
In the rush to build the Internet and data centers, energy efficiency and the carbon
footprint of data centers was not a priority. Due to the current economic conditions and
the evolution of technology, all the organizations listed below are working towards the
goal of efficiency and improvement of technology. As industry, government agencies,
and non-profits work towards the goal of energy efficiency there is the important aspect
for universities to be involved to provide peer reviewed work on this emerging issue.
Listed below are organizations involved with data centers;
 The Green Grid is an organization dedicated to improving the energy efficiency of
data centers. The group is financed by organizations joining the group, and their
work has been largely focused on developing metrics to compare data centers.
More

information

can

be

found

at

the

following

web

site:

http://www.thegreengrid.org
 The Uptime Institute is an organization dedicated to data center professionals by
providing education and consulting services. This organization has conducted
research on the amount of electricity data centers are using and expected to use in
the future. More information can be found at the following web site:
http://www.uptimeinstitute.org
 Data Center Knowledge is a web publication that provides current updates and
white papers in the industry. The importance of this group is that they publish
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daily news of developments in the data center industry, and also conduct research.
More

information

can

be

found

at

the

following

web

site:

http://www.datacenterknowledge.com
 The Green Building Council is currently working with partners to develop a
LEED Certification for data centers. While the LEED certification is in the early
stages for data centers, the certification will be important for future construction
of new and renovated projects. More information can be found at the following
web site: http://www.usgbc.org
 Environmental Protection Agency Energy Star Program has developed over the
previous decades, and incorporates small items such as light bulbs to white goods
in the household. Recently, the EPA has recognized the great electrical demands
of data centers, and has worked with industry to develop Energy Star servers. The
EPA has been instrumental in bringing together different groups to develop
common standards. More information can be found at the following web site:
http://www.energystar.gov/index.cfm?c=prod_development.server_efficiency
 Lawrence Berkeley National Laboratory has been an innovator in the area of data
center performance dispensing numerous papers and case studies of operations.
 Industry-Many large companies such as Google, Yahoo, Amazon, IBM, Facebook
and others are providing white papers on their data center operations.
 Universities-Many universities are involved with greening their Information
Technology centers.
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1.7 Environmental Management Impacts of Research
As data center energy demand has grown in the United States to represent about
2% of total energy use, which is the equivalent of the total energy use of televisions in the
United States, the demand was projected to double approximately every five years
(Koomey 2007); however due to technological innovations and slowing demand due to
the recession, growth was slower than expected (Koomey, 2011). This demand presents a
challenge to electrical grids around the world. From an environmental management
perspective, as the world population grows and shifts towards a more electronic form of
communication and commerce, energy efficiency and technology need to develop to
alleviate electrical demand.
The increasing pressure from the growing demand for data centers presents
opportunities for research across academic disciplines and industry. To alleviate the
problem of more demand, some policy makers and industrialists are calling on the
construction of new power generators. Currently, in the United States the construction of
new power generators, whether traditional coal or alternative such as wind is
controversial and has a long lag time. Energy efficiency, on the other hand, can be seen
as a cheaper and less controversial form of energy savings. However, some authors have
argued that energy efficiency may lead to greater energy and resource use (Jevons, 1865;
Saunders, 1992). This argument may seem counterintuitive to the basic premises of
energy efficiency policies, and has been a heated debate with others claiming that energy
efficiency leads to savings in energy and resource use (Lovins, 1988). This debate goes
beyond the scope of this dissertation with our research focused on building bridges
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between the many organizations that are dedicated to the goal of energy efficiency and
carbon reduction. The trans-disciplinary research of our work between the Environmental
Management, Computer Science, Office of Information Technology, and Facilities
departments has provided exciting work in an important area for improvement.
The development of a DSS model will give management better information to
make improved decisions. A final broader goal is that our model maybe the first step by
some organizations towards developing a carbon footprint policy. Increasingly,
organizations will be held accountable for their carbon emissions, and only by having
accurate information will allow management to develop solutions. For example, in the
European Union, the Emissions Trading Scheme will be further developed by 2013 to
involve more industries. For international corporations that operate in Europe, there will
be a demand for accountability and transparency of carbon output. Our work, while only
a small step, is important for the growing concerns and calls for carbon reductions
worldwide.
1.8 Industrial Impacts
Challenges to working with industry data centers are security and privacy issues.
Data center operators have an important responsibility of guarding information, so
building bridges to work with industry has been a challenge in our work. Our DSS would
be greatly enhanced if we could build relationships with industry to refine our model and
enhance our case base. We feel that by networking through the Computer Science
Department and the Office of Information Technology at MSU that it will be possible to
build industry relationships. Building a larger case base of different data centers,
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especially from an industry perspective, will allow for greater dissemination of best
practices and knowledge. Furthermore, our work would encourage individual
organizations to account for their carbon footprint. Industry will have increasing pressure
to be transparent and accountable of their carbon output with pending legislation in
different industries and internationally. Especially now that we have an interactive
website and DSS model built, we feel that our research could be expanded upon to
include other data centers.
1.9 Summary
In this dissertation, we head towards the next generation of data centers that are
more energy efficient while also meeting the high demands of productivity. We feel that
our contributions would be important because of the potential to increase energy
efficiency and reduce the carbon output of organizations. There is a strong potential to
build a case base of data center designs that would increase learning and lead towards a
more sustainable future. We also feel that while there is a significant amount of white
papers from leading companies in the field, our research would be one of the first to
become peer reviewed in the area of DSS and data centers. The results of this study will
hopefully lead towards sustainability and cleaner production of data centers that are more
energy efficient, provide safe working conditions for employees, and lower the carbon
footprint. Finally, it is expected that in this decade, data centers will be deployed that
lower the adverse impact on the environment, while still meeting the increasing demands
of society.
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1.10 Organization of Thesis
The research objectives were completed, and each chapter was published in either
the conference proceedings or accepted in a journal (chapter 4), except chapters 1 and 6.
The dissertation is further organized as follows:


The title of chapter 2 is called, “Free Cooling: A Paradigm Shift in Data Centers”,
and represents a study of temperature and humidity of the New Jersey climate to
investigate the potential savings in energy use, and the resulting carbon footprint
by implementing a free cooling approach in data centers.



The title of chapter 3 is called, “Analyzing Utilization Rates in Data Centers for
Optimizing Energy Management”, and investigates the amount of time in
percentage that the data center at MSU is being utilized. This paper goes on to
examine the cost structure of the data center, and suggests ways for potential
savings.



The title of chapter 4 is called, “A Call for Energy Efficiency in Data Centers”,
and examines the potential savings for switching to cloud computing. This paper
presents the idea that from an environmental management approach that moving
to a hybrid system may be the best solution for current data centers. This chapter
was published in the journal SIGMOD Record in the spring of 2014.



The title of chapter 5 is called, “GreenDSS Tool for Data Center Management”,
and presents the development of the DSS tool that was developed to better
monitor, and manage energy use of the data center at MSU. This paper presents
the summation of our work with screen shots of the developed website, questions
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answered by the DSS tool, and an analysis of the potential savings from
increasing the temperature in the data center. This tool has been submitted to
PSEG that supported this research through a grant. The paper concludes with
potential future research.


The dissertation concludes with chapter 6 that summarizes the conclusions,
presents specific recommendations, and finishes with future work.
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CHAPTER 2
Free Cooling: A Paradigm Shift In Data Centers
Abstract
The crossroads of sustainable development and data centers are examined due to
the growing demand for electricity, and the increasing size of the carbon footprint of data
centers worldwide. Free cooling involves using the natural climate to cool the data center
as opposed to the more traditional method of using conventional systems such as airconditioning. In our research, we consider retrofitting a data center as a complex
decision-making problem. Case based reasoning and decision trees are two widely used
techniques in the area of decision support. We propose to employ these two techniques in
the framework of sustainable development to assist decision makers in the evolving
design of data centers, with specific reference to free cooling.

Keywords: Case based reasoning, Decision support systems, Decision trees, Free
cooling, Green computing, Sustainability
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2. Introduction
Sustainable development has been defined as, “development that meets the needs of the
present without compromising the ability of future generations to meet their own needs”
(World Commission on Environment and Development, 1987). While sustainable
development has traditionally not been associated with data centers, we claim that the
link is the carbon footprint of the growing number of data centers worldwide needed to
fuel the mounting demand in our digital age. The demand for energy usage for data
centers has been increasing sharply over the prior decade primarily for electricity needed
to power and cool the data centers of the world (EPA, 2007). This current demand for
information has greatly benefited society. However, when viewed from a sustainable
development angle, the primary concern has been the increase in greenhouse gases from
power sources of non-renewable resources such as coal.
In this paper, we emphasize that as we enter a new decade, the latest paradigm
shift in data center design and construction is free cooling. The shift towards free cooling
draws origins from basic economics and technological improvements in the data center
industry. Free cooling is using the natural temperature and the prevailing winds of the
local area to cool the data center, and this differs from the traditional method to cool the
data center using air-conditioning. The costs to cool data centers using conventional
methods have been escalating with data center growth. Leading large-scale data center
operators such as Google, Intel and Yahoo have been pushing the technological
boundaries of their equipment in data centers (Intel, 2008). The evolution of data centers
is therefore moving towards more efficient energy usage while reducing the carbon
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footprint of individual data centers. However, the number of data centers worldwide is
continuing to grow each year. This paper presents the shift towards free cooling in data
centers. It incorporates the classical techniques of case based reasoning and decision trees
to be used in the decision-making process of free cooling. As snapshots of our analysis,
suggestions appear in the following equations:
(T<68) ^ CM → (FCn ^ FCd)
(T<68) ^ (¬ CM) → (FCn ^ ¬ FCd)
RHm > µ → DH
RHa< µ → (DH ↔CM)
where we use predicate calculus notations. Here, T is the temperature in °F, CM denotes
cooler months, FC stands for free cooling, RH is relative humidity, DH represents
dehumidifiers used, m and a are subscripts for morning and afternoon respectively, while
n and d are subscripts for night and day respectively. Details on these equations will be
explained in our data analysis section in the paper.
This work would be of interest to data center operators, environmental
management professionals, researchers from data mining and decision support
communities, and anyone working in the sustainability area.
2.1 Background on Sustainability
The three pillars of sustainable development are based on economics,
environment and society. From a broad perspective it makes sense to begin with a
societal level approach in that there is a demand by society to reduce the amount of
electricity, and the resulting carbon dioxide produced from running data centers. In
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addition, servers that make up a data center have relatively short operational lives, and
there is also a societal demand to reduce or reuse electronic waste. Policymakers,
business leaders, academia, environmentalists and the general public are increasingly
demanding what has been called a ‘cradle to cradle’ approach to designing and producing
manufactured goods. This ‘cradle to cradle’ approach involves taking a long-term view
of the product from where the initial materials are derived to the end use or recycling of
the product. Currently, while there are numerous laws on the books towards electronic
waste, there is a strong societal need for a sustainable solution.
Economics has been the primary driver in data center management to reduce the
total cost of ownership. The total cost of ownership views the costs associated with
purchasing and operating a server over the lifetime of the product. Most servers in data
centers are replaced every three to four years, and the cost to run a server over that time
period is increasing. In many cases, the operating costs are more than the initial purchase
of the original server. Due to this cost structure, recently in the USA, the Environmental
Protection Agency (EPA) established Energy Star guidelines for servers (EPA, 2007).
This environmental standard will make the complex decision-making process of building
a data center a bit easier, since the data center manager can limit the selection of servers
to Energy Star products. However, as more server companies fill the market place with
Energy Star servers, the data center manager will be faced with the original problem of
the overwhelming selection of numerous decisions with the broad goal of attaining
sustainability.
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When faced with such a challenge, we claim that a decision support system is
highly useful. More specifically, we suggest that case based reasoning (CBR) and
decision trees are of particular value in designing such a system. Before giving further
details on CBR and decision trees in this context of this problem, we now give a
summary of our data analysis, followed by some details of the free cooling approach with
regards to data centers.
2.2 Data Analysis
The purpose of data analysis for free cooling is to examine the historic
temperature and humidity ranges for our study at Montclair State University (MSU) in
New Jersey, located approximately fourteen miles west of New York City. We focus on
two parameters for our analysis in this paper, i.e., temperature and humidity as described
below.

Figure 2-1. Temperature Ranges at Montclair State
University
Temperature: This parameter represents the outside temperature in degrees Fahrenheit.
Figure 2-1 presents a chart of the high and low average monthly temperature over the
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year at MSU where the x-axis depicts the month, and the y-axis depicts temperature in
°F. The green line shows the thermostat setting at 68 °F in our main data center at MSU.
The purpose of Figure 2-1 is to show the relationship of outside temperature in respect to
the inside thermostat setting, and we notice the following. Shown in blue, the average
monthly high is below the thermostat setting of 68°F approximately six months out of the
year. Thus, free cooling could be implemented during the cooler months. Shown in red,
the average monthly low is below the thermostat setting of 68°F, and this suggests that
even in warmer (i.e. not cooler) months, free cooling could be used at night, but not
during the day. From the observations on the chart in Figure 2-1, our suggestion is that in
the cooler months the data center could utilize free cooling instead of running the airconditioning system throughout the year. Hence, we empirically obtain the following
equations. Consider that T is the temperature in °F, CM represents cooler months, FC is
free cooling, while n and d are subscripts for night and day respectively,. Thus, we get
equations (1) and (2) below.
(T<68) ^ CM → (FCn ^ FCd) ---- (1)
and

(T<68) ^ (¬ CM) → (FCn ^ ¬ FCd) ---- (2)

Humidity: Free cooling is not without obstacles. One main challenge in applying
free cooling to the local climate is that relative humidity levels need to be taken into
account. Relative humidity is the amount of water vapor in a given amount of air, and is
measured as a percentage. Figure 2-2 is a plot of humidity (expressed as a percentage) on
the y-axis recorded over each month on the x-axis. Thus, Figure 2-2 reflects the fact that
in New Jersey, relative humidity levels are high over the course of the year for free
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cooling. In order to implement free cooling in the local climate, we suggest that
dehumidifiers would need to be installed for the incoming air to be within the
recommended threshold level of 40-55% by the American Society of Heating,
Refrigerating and Air-Conditioning Engineers (ASHRAE, 2008). While based in the
USA, the focus of ASHRAE is to advance technology and promote a more sustainable
world. ASHRAE does not recommend running a data center outside the desired humidity
threshold, more experimental and innovative companies such as Yahoo, Intel, and Google
have pushed these threshold levels in some of their data centers. In Figure 2-2, we notice
the following;

Figure 2-2. Relative Humidity Levels in Northeastern New Jersey

Shown in purple, the morning relative humidity level is clearly above the maximum
threshold level of the ASHRAE high (55%). This reflects the fact that natural relative
humidity levels are higher in the evening. Shown in light blue, the afternoon relative

28

humidity level is generally below the maximum threshold level of the ASHRAE high,
except for December and January.
Hence, we now arrive at the following equations. If RH denotes relative humidity,
DH represents the use of dehumidifiers, µ=threshold and the subscript m denotes
morning, we get equation (3) below.
RHm > µ → DH ---- (3)
Using the same notation with subscript a for afternoon, and CM denoting cooler months
we get equation (4) below.
RHa< µ → (DH ↔CM) ---- (4)
The presented equations are heuristics, because the data analysis is experimental. These
would be applicable in specific situations where similar observations on temperature and
humidity are encountered. In the next section, the concept of free cooling is further
explained from a general perspective.
2-3 Free Cooling Approach
We have found that the current trend towards free cooling is accompanied by a
shift of locating data centers close to lower electrical costs due to the great power
demands of data centers. Two areas in the USA that have experienced new construction
of data centers are the Columbia River area of Washington and Oregon, and increasingly,
the Buffalo region of New York. Both these areas have access to cheap hydroelectric
power, and the data centers are located close to the power generation source to prevent
loss of power in transportation. Hydroelectric power is generally viewed as a sustainable
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power source since it does not emit carbon dioxide; however, the construction of new
hydroelectric is a very controversial issue among environmentalists.
The other important variable in the establishment of data centers in the Columbia
River area, and western New York State is the climate. Both areas have climates that are
cool on an average basis, and allow for data centers that do not have to rely on cooling
equipment year round. Recently, Yahoo began operation in 2010 of a data center in the
Buffalo region of New York State that does not have conventional air cooling
capabilities, and instead relies on a flat construction design that has been modeled after a
“chicken-coop” architecture, in that the buildings were built out instead of up to allow for
dispersion of heat. The site takes advantage of the prevailing winds of Lake Erie that are
incorporated in the design of the data center complex.
Humidity levels are a concern for data center operators with the conventional wisdom
that very low humidity can cause static electricity problems, and very high humidity can
cause moisture problems developing on equipment. ASHRAE recommends a relative
humidity range of 40% to 55% (ASHRAE, 2008). There has been a recent trend by data
center operators to relax or even eliminate humidity controls (Stein, 2009).
As some data center operators experiment with humidity levels, another aspect of
free cooling is the degree of air filtration of incoming air in free cooling data centers.
Filtration of incoming air is a concern in free cooling data centers because there is a
concern of limiting the amount of dust, pollen and other particular matter entering the
data center. Proper air filtration and routine maintenance can solve this potential problem.
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Given this general description of free cooling as a paradigm shift in data centers, we now
explain decision support in the free cooling area.
2.4 Decision Support System
A decision support system is a tool designed to assist the users’ decision-making
process in a given application. Such systems are used throughout the world today in
fields such as medicine, management, engineering and other areas where complex
organization is needed. With specific reference to data centers there are issues such as
temperature, humidity, performance factors, and operating costs. Hence, there is a need to
assist decision-making on whether and when free cooling should be used in data centers,
and also on the extent of free cooling. We thus use the two decision support techniques of
case-based reasoning and decision trees.
2.4.1 Case-Based Reasoning
Case-based reasoning (CBR) is structured on the concept of solving a new
problem based on past experiences by reapplying information and knowledge from
previous cases (Aamodt & Plaza, 1994). In our work, CBR can be viewed as a higherlevel technique towards building a case library of data center metrics and operations. One
important goal of our project in data centers is to build a library of case studies that can
be retrieved when a new data center is being designed or retrofitted. While all data
centers cannot be free cooled 100% of the time, depending on the geographic location,
free cooling can be incorporated into the design to minimize air conditioning. For
example, if the data center is located in the higher latitudes of the world, it can use free
cooling during the cooler months. Figure 2-3 is an example of applying CBR to a free
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cooling approach in data centers. The CBR model used here is based on the classical R4
cycle of retrieve, reuse, revise, and retain (Aamodt & Plaza, 1994), explained with
specific reference to our problem as follows.


Retrieve: In this context of designing a new data center, the focus would be to

Figure 2-3. CBR R4 Cycle with regards to a Free
Cooling Case
retrieve examples from previous cases. The design team would need to examine
previous cases of data centers to determine whether free cooling could be used as
a cost savings measure. Important considerations would be the latitude of the
proposed site, and the local weather patterns. The design team would need to
retrieve such critical information as temperature and humidity levels throughout
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the year to estimate the number of days free cooling could be used, and if the
added costs for air-circulating ventilation equipment justify the investment.


Reuse: An important aspect in the design stages of the new data center is the
ability to reuse previous cases. A current problem is that there are a limited
number of developed cases on free cooling because originally data centers were
not designed with energy efficiency as a top priority. It has only been in the last
few years that data center design has evolved to examine the total cost of
ownership, and seek ways to reduce operational costs. The original design
specifications for data centers were to maintain a steady temperature of around
68°F, and a relative humidity between 40 and 55%.



Revise: Once previous cases are retrieved, it is important to carry out adaption in
CBR (Aamodt & Plaza, 1994) to fit the current situation. In data centers, for
example, there are extreme variations in temperature between the cold or air
intake aisles, and the hot or exhaust aisles. While 100% free cooling has been
used in some applications, it may be too risky a scenario for most organizations.
Free cooling can reduce air conditioning costs by up to 50% by installing added
circulating and ventilation equipment depending on location. Instead of taking hot
exhaust air and cooling the air back to 68°F at a great energy expense, data
centers should be designed to exhaust hot air to the outside or use that hot air for
another purpose. The recycling of waste heat has been studied in industrial
ecology. Likewise, as shown in this example, it is important to revise existing
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cases based on general domain knowledge in environmental management, as well
as case specific knowledge on the given data center.


Retain: The final step in the CBR model is to retain previous cases, and build a
library of data centers that have applied free cooling. Building such a library
presents a challenge since each data center is unique in requirements. However, as
more organizations move towards free cooling, the ability to discover knowledge
from previous cases is critical for sustainability.

2.4.2 Decision Trees
The second technique for decision support that we propose to use in this paper is
decision trees. As widely known in data mining, decision trees are a stem and leaf figure
to represent possible outcomes where the root represents the starting point, the branches
represent various paths or alternatives considered, and the leaves represent the final
decisions (Quinlan, 1986). Presented in Figure 2-4 is a diagram of a decision tree
representing three options in designing or retrofitting a data center; 1) 100% free cooling,
2) 50% free cooling, and 3) the traditional method. We expand on these options below.


100% free cooling: While some limited protocol data centers have been built
using 100% free cooling (Stein, 2009) the main disadvantage is that there is the
risk of the unknown in that the data center could fail primarily due to excessive
heat if there is no back up cooling system in place. Another concern is equipment
failure due to humidity exposure, but humidity controls could be added at an extra
cost to maintain ASHRAE humidity standards. The advantages of a 100% free
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cooled data center are the savings in air-conditioning equipment, and monthly
electrical bills for operating air-conditioners.


50% free cooling: This represents the concept of maximizing outside air for
cooling during the seasonal variations of the year. For example, in the northeast of
the USA, the 50% free cooling approach would have installed air-conditioning to
be used in the summer. During the cooler months, the system would employ free
cooling, and thus have the advantage of savings on monthly electrical costs for
air-conditioning. The upfront design would be more complex, especially if an
industrial ecology framework was employed, and an added cost would be for the
ventilation equipment. Conversely, when viewed from the perspective of the total
cost of operation, the long-term savings on the monthly electrical bill, and any
savings from employing an industrial ecology framework have the ability for
economic savings. They also reduce the carbon footprint of data center
operations. This strategy of free cooling allows for greater variation in both
temperature and humidity levels that ASHRAE expanded in 2008 (ASHRAE,
2008).



Traditional method: This involves using air conditioning throughout the year as
done conventionally. While this method presents the most risk adverse leaf in the
decision tree, it is argued in this paper that data centers need to further evolve and
push the limits of innovation. Data centers represent a growing 2% of total
worldwide energy usage, and the resulting carbon footprint (Koomey, 2007). As
data center operators shift their view to a long-term approach to building data
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centers of the future, the total cost of ownership will be the economic driver
towards savings.

Figure 2-4. A Decision Tree Example on Free Cooling Alternatives
2.5 Further Challenges
With this discussion on the emphasis of CBR and decision trees for decision support in
free cooling, we now address further challenges and proposed solutions.


High demand on data centers: Data center customers expect service 24 hours per
day, 7 days a week with 100% operational time. Due to these high expeditions,
data center operators are prone to be risk adverse. Therefore, a psychological
hurdle is that new technologies, such as free cooling, need to be tested and
approved by ASHRAE and other organizations. We propose that important
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considerations towards change in data centers are building codes based on
recommendations of groups such as ASHRAE. In order to encourage the free
cooling approach and to incorporate industrial ecology, we suggest that local
building codes need to be flexible to emerging technologies.


Planning ahead: Consider the following example. The current work at MSU has
been to monitor and calculate the cost of running a traditional data center at a
mid-to-large scale university in the northeast of the USA. The main data center is
located on the 6th floor of a seven-story building called University Hall
constructed in 2005. Currently, there are no sub-meters on the air-conditioning
system, so the cost has to be estimated by working with the head electrician. The
electrical cost of the air-conditioning system in the data center has been estimated
for the 2009/2010 school year as follows; 1,524,240 kWh x .14 cents/kWh of
electricity = $ 213,394. Therefore, had the MSU data center been designed to
incorporate a 50% free cooling approach, we would estimate that MSU could be
saving over $100,000 per year in air-conditioning costs, minus the investment for
the initial ventilation system. In the future, we suggest that before the next airconditioning system is installed, that an upgrade consisting of a 50% free cooling
approach be considered. Likewise, other alternatives can be employed in
institutions worldwide.



Life span of air-conditioning equipment: Air-conditioning systems have a 15 to
20 year life span. Since the data center is relatively new, there are no current plans
to retrofit the MSU data center. A retrofit could be cost prohibitive since the data
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center is located in the middle of the floor space with no outside wall. It is
important to have an outside wall to install intake and outtake ventilation
equipment. We claim that this problem could be overcome by installing additional
ductwork. Alternatively, an industrial ecology method could be employed to heat
the seventh floor. It would have been beneficial to plan free cooling into the initial
design of the building. However, data centers were not built with a sustainable
development mindset, due to which future adjustments need to be made.

There are various ways of implementing real-world solutions to such challenging
problems. For example, currently at MSU a smaller data center in College Hall is being
considered for a retrofit. The smaller data center is located in a room with an outside wall
where free cooling could be used for the colder periods in the New Jersey weather. The
planning is in the initial stages, and the authors are recommending the use of free cooling.
Analogous solutions can be applied elsewhere.
2.6 Conclusions
In this paper the concept of free cooling is presented to cool data centers using
two decision support methods. One method presented is the use of case based reasoning
to build a library of previous cases in data center design. We recommend this
development of previous cases in order to advance knowledge, promote innovation, and
to advance building codes in data centers. Another decision support method presented is
the use of decision trees to map out the complexities when deciding on criteria of a data
center. An example high-level three-scenario decision tree is presented here, and with
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suitable recommendations. The paper also outlines the challenges and proposed solutions
for decision support in data centers.
The main contributions of this work include:


Recommending a free cooling approach in data centers, especially in academic
settings



Emphasizing the need for decision support in the area of free cooling



Proposing a framework based on CBR and decision trees for decision support in
this area



Presenting the challenges involved in this effort with proposed solutions, using
real-world examples



Bridging the areas of computer science and environmental management in an
interdisciplinary research activity



Heading towards a paradigm shift in data center design with the broader goal of
sustainability, an important mission across the globe today.
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CHAPTER 3
Analyzing Utilization Rates in Data Centers for Optimizing Energy Management
Abstract
In this paper, we explore academic data center utilization rates from an energy
management perspective with the broader goal of providing decision support for green
computing. The utilization rate is defined as the overall extent to which data center
servers are being used and is usually recorded as a percentage. Recent literature states
that utilization rates at many data centers are quite low resulting in poor usage of
resources such as energy and labor. Based on our study we attribute these lower
utilization rates to not fully taking advantage of virtualization and cloud technology. This
paper describes our research including energy data analysis with our proposed equations
for performance measurement and forecasting, corroborated by evaluation with real data
in a university setting. We suggest that future data centers will need to increase their
utilization rates and thus shift more towards the cloud in order to lower costs and increase
services despite current concerns for security of cloud technology.
Keywords - Cloud, Data Centers, Forecasting, Green IT, Utilization Rates
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3. Introduction
Data centers have experienced rapid growth due the demands of society for faster
and uninterrupted service. Within only five years (from 2000 to 2005) the energy usage
due to data centers has doubled constituting 1.5-2% of the world’s energy consumption
(Koomey, 2011). While many analysts and researchers were predicting another similar
increase to follow this growth, due to the economic downturn as well as increase in
energy efficiency of the computing systems, and increased use of virtualization and cloud
computing this did not materialize (Anderson, 2010; Koomey, 2011). While reduced, the
energy usage still continued to grow at a 56% rate from 2005 to 2010 (Koomey, 2011).
Perhaps a greater factor in the slowing down of the expansion of data centers was
attributed to innovation in the form of virtualization and cloud technology development
(Kansal, 2010; Koomey, 2011). Virtualization is the ability to harness the power of many
servers for numerous applications whereas prior to virtualization one or a few
applications were assigned to each server. This frame of mind was a major factor that
leads to the traditionally low utilization rates that wasted resources by having servers
running without processing applications to the full potential of the equipment. A second
innovation that greatly increased utilization rates was the development and maturing of
cloud technology. The shift to the cloud encourages economies of scale by running
servers on a virtual platform that has higher utilization rates and these large cloud
providers tend to be located in areas with lower energy costs. Typically the server farms
for large technology firms such as Google, Yahoo, Amazon and Facebook have been
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locating their servers in areas where the electricity is provided from cleaner sources such
as hydroelectric power (Cook, 2011).
All these factors motivate our work on analyzing utilization rates in data centers
with a view to providing better energy management. It fits into our broader goal of
developing a decision support system for green data centers, a step towards achieving
sustainable solutions for a greener planet. We provide a theoretical perspective on
utilization rates, conduct data analysis by proposing relevant equations that serve as
performance metrics for energy management helpful in forecasting, and summarize our
preliminary evaluation of utilization rates with real data. We envisage future data centers
using cloud technology to achieve greener solutions.
3.1 A Theoretical Perspective
3.1.1 Historical Trends in Utilization Rates
The current literature on data centers reports that an area of improvement is the low
utilization rates on servers. Recent research reported utilization rates below 25%
suggesting that servers could be switched to idle for most of the time (Armbrust et al.,
2010; Forge, 2007; Siegele, 2008). This situation results in poor usage with respect to
two areas:


Most energy consumed is not used for a productive purpose. This means that large
amounts of unnecessary carbon dioxide are released into the air if coal is used to
generate the power.



From a broad perspective, a large amount of natural resources are being tied up in
wasted resources.
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3.1.2 Optimizing Performance of Data Centers
As stated earlier, data centers are extremely energy intensive. When additional
servers are added the two operational costs that will increase are cooling and power costs.
A common problem in data center operations is to add more servers without fully taking
advantage of the potential computing power on existing servers, this trend is what we call
server sprawl. The policy of optimizing servers with greater utilization rates will reduce
server sprawl and have the following advantages:


Lower electricity usage that translates to cost savings and a reduced carbon
footprint



Decrease management costs to maintain and service additional servers



Free up floor space on inefficient or phantom servers



Provide greater efficiency in the use of resources, e.g., less server sprawl equates
to lower cooling costs, decreased electrical bills and less use of natural resources
to build additional servers.

Given this theoretical discussion, we now proceed to conduct analysis by proposing
equations that pertain to various aspects of data center utilization rates.
3.2 Analysis with Equations
We consider important issues in data center management and propose equations
that can be used for analysis. The equations we formulate here serve as performance
metrics for various aspects that are important for energy management and forecasting.
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3.2.1 Equation for Utilization Rate
We first state an equation (Equation 1) to determine the utilization rate based on
its definition as:
∑

(

)

(1)

In this equation the CPU rate is the extent to which the CPU is busy at any given instance
of time. The utilization rate is thus calculated in this formula as an efficiency ratio that
sums up each instance of the CPU rate over a total time span T and divides by the value
of T. Utilization rate gives management an idea of how much of the time the data center
is being used. It is desirable to maximize the utilization rate to enhance performance.
3.2.2 Equations for Cost per Server
An important metric that we propose from an energy management perspective
relates to a breakdown of the costs from a per server basis. We assert that by examining
the data center from a per server basis we can gain further insight into performance
analysis. Accordingly, we put forth a proposition to analyze the cost per server, which we
define in terms of the following five components:
1. Air conditioning cost per server, Pcooling, is defined as a metric that can be used to
estimate the air conditioning cost per each additional server added to the data
center where:

Pcooling =

∑
∑

(2)
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Here, ∑ cooling costs is the air conditioning power usage to cool the data center
over a time span T and ∑ servers gives the total number of servers over that time
span. Since this metric represents an additional expense, is important to lower the
cooling cost in order to get better performance.
2. The cost of running all the servers can be calculated on a yearly basis from
historic records from the Power Distribution Units. We propose that the energy
cost per server denoted as Pserver provides a general cost structure for adding each
additional server where:

Pserver =

∑

(3)

∑

In this equation ∑ server energy costs denotes the total electrical cost for the data
center for time T and ∑ servers again represents the total number of servers.
Hence, we argue that the energy cost per server needs to be reduced to maximize
efficiency and thus enhance performance.
3. Another metric we formulate is the administration cost per server denoted as Astaff
that is attributed to running the data center. This provides a cost structure on a per
server basis depending on the number of staff members working on the data
center where:
∑

Astaff =

∑

(4)

In this metric ∑ administration costs depicts the total cost for supporting the
management and staff attributed to the data center over the time period T and ∑
servers, as in the other equations above, represents the total number of servers. It
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is certainly advisable to keep these administrative costs low as a step towards
achieving better performance. In other words, it is advisable to reduce the
number of staff members if possible.
4. An important performance metric is also the fixed cost related to basic utilities
such as rent, heat and water needed to run the data center. This is denoted as Ffixed
and provides a general idea of the total fixed annual cost per server where:

Ffixed =

∑

(5)

∑

Here ∑ fixed costs gives the total fixed cost for the data center for time T (and
∑servers gives the total number of servers). Wherever possible, the fixed costs
should also be minimized to serve as a positive indicator of performance.
5. Yet another significant performance metric that we propose is the replacement
costs per server denoted as Rserver. This relates to the cost associated with
replacing a server. It examines the fixed cost per year for owning the individual
server where:
Rserver= Nserver/Lspan

(6)

In this equation, Nserver is the average cost of a new server while Lspan represents
the estimated product life span of the new server. It can be seen that this
performance metric is a little different from the other metrics pertaining to server
costs. While replacing servers is important, it is obviously desirable to minimize
the replacement costs for performance enhancement. Thus, it is desirable to lower
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the costs of new servers and try to obtain replacement servers with greater life
spans.

Considering all the cost components as formulated above, the total cost per server,
Cserver is calculated as a summation of these five components. This is an important
performance metric given as:
Cserver = Pcooling + Pserver + Astaff + Ffixed + Rserver

(7)

Since this cost is a summation of the individual costs, needless to say, it important to
reduce this as a step towards performance enhancement. We can therefore keep track of
this combined metric Cserver as a general indicator of performance. We claim that by
gaining the full cost on a per server basis, data center managers can better determine the
real cost of the addition or the retirement of the individual server.
3.3 Evaluation
We conducted the evaluation with real data from a large data center on our
campus that represents a fairly typical academic setting. This is the campus of Montclair
State University, the second largest public school in the state of New Jersey, located
approximately 14 miles from New York City. The results we present can be applied to
other fairly similar data centers with suitable situations.
3.3.1 Data Collection
A big challenge in the process of data collection was acquiring access to real data
given various privacy and administrative concerns. To deal with this issue, we had to go
through the formalities of obtaining permissions from several authorities within the
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university and explain to them the critical need for this real data in order to conduct
effective analysis and provide green solutions that would be useful to the campus. We are
also in the process of trying to acquire such data from external sources that would further
strengthen our work. Another major challenge was to monitor the data continuously
which presented logistic and cost issues. For example, the cost of the real time
monitoring of energy usage by the PDUs (Power Distribution Units) and wireless
monitoring of temperature and relative humidity that we originally considered ordering to
monitor was $35,000 U.S. dollars. This was not an expense we could feasibly cover
through our research grant, and nor did we consider this a cost-effective method to gather
data. This is given the fact that we are in the process of proposing our entire strategy as a
green computing solution, and the means of data acquisition has to be reasonable. In
other words, we cannot suggest to an organization that if they wish to adopt greener
solutions, they must first incur a huge capital expense for purchase of additional
equipment.
3.3.2 Observations from Data Center Servers
Next we present one example of the calculation for the Utilization Rate, and in
Table 3-1 we present the summary of Utilization Rates for the first week of classes.
Using data from Table 3-1, we calculate the average Utilization Rate on January 16th,
2012 for Server 1 host. Recall from our fundamental Equation 1, that the utilization rate
is the summation of the CPU rate for each minute divided by the total number of minutes
for the time span considered. We consider this over a time span of 1 day that is 1440
minutes. Also note that the CPU rate is recorded every minute that gives 1440 data points
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that need to be summed up. Thus, for example on our Server 1 on Monday 1/16/12, the
1440 data points that give the CPU rate per minute are summed up to get 41,433 and this
number is divided by 1440 to give a utilization rate of 28%. Table 3-1 gives a broader
picture of utilization rates for the second week of January 2012. An important
observation is that of the 14 utilization rates presented, there were only four times when
the utilization rate exceeded 50%.
Table 3-1. Utilization Rates
Server 1

Server 2

Day

∑ CPU Rate

Utilization Rate

∑ CPU Rate Utilization Rate

Sun.

24,656

17%

125,505

87%

Mon.

41,433

28%

40,261

28%

Tues.

97,177

67%

52,393

36%

Wed.

74,832

52%

47,583

33%

Thur.

124,959

87%

45,867

32%

Fri.

39,503

27%

51,328

36%

Sat.

22,005

15%

46,981

33%

3.3.3 Forecasting with Performance Metrics
We now present further evaluation for our MSU data center using some of the
performance metrics we proposed earlier in equations 2 through 7. We use estimated
values here serving to forecast the performance of our data center. Consider first the air
conditioning costs. The estimated electrical power usage for air conditioning is 1,524,240
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kWh/year. An estimated cost of electricity in the state of New Jersey is approximately
0.14 cents/kWh. Our data center has approximately 500 servers and hence the following
would be the forecasted as the air conditioning or cooling cost per server for a time span
of 1 year using Equation 2.
Pcooling = (1,524,240 kWh/ year × 0.14 cents/kWh) / 500
=$426 per server
Similarly, the electrical power usage on a per server basis can be forecasted
considering the same estimated cost of electricity with total electrical power usage
obtained from monitoring the four PDUs that equals 888,516kWh/year. Given 500
servers in our data center, we get the following from Equation 3.
Pserver = (888,516 kWh/year × 0.14 cents/kWh) / 500
=$249 per server
We have not shown the administration and fixed costs per server since we are in
the process of acquiring data or estimates on these. Finally, to forecast the replacement
costs per server, Rserver, we use an estimated cost of a new server to be approximately
$3000 US dollars and an estimated life span of 5 years. With these values in Equation 6,
we get:
Rserver= Cserver/Lspan
=$3000/5
=$600 per year
These forecasted values indicate that our data center is functioning fairly well but there is
considerable scope for improvement in performance with respect to various factors. We
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claim that it is important to enhance utilization rates and minimize carbon footprint in
order to strive for a greener environment. In the future, we thus propose to consider
cloud-based solutions as a step towards achieving our goal.
3.4 Shift Towards Cloud Computing
Cloud computing represents a new industry in information technology, and as
demonstrated by the fact that the largest cloud company, Amazon Web Services, only
began a beta version in 2006. Prior to the cloud computing, organizations were faced with
a large capital outlay for a data center, plus the time factor for design and construction. In
this new era of cloud computing, a virtual data center can be purchased with the ease of a
credit card, and the computing and processing power is instantaneous available. The
ability to scale to various loads makes cloud computing more efficient from a resource
perspective, and the sharing of servers in a multi-tenancy framework saves additional
resources when compared to individual traditional data centers. Increasingly, existing
organizations will be faced with the decision to outsource more of their applications to
the cloud due to economies of scale, and newer organizations may gain a temporary
competitive advantage by not having to own and operate a data center. For example,
Netflix primarily uses Amazon Web Services to stream video to customers, and avoids
the challenges of trying to predict demand by having a scalable, on-demand cloud
provider.
Based on our analysis and evaluation of the literature, we offer several
suggestions for optimizing utilization rates in the future. Our main suggestion here is that
shifting applications from the data center to a cloud provider does offer the potential to
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raise utilization rates as long as older servers are decommissioned or retired. The cloud is
increasingly viewed by management as an offsite back up, a solution to process extra
demand in activity, and an area to place some of the redundant applications. Therefore we
claim that data centers of the future will incorporate more aspects of cloud computing.
3.4.1 Concerns with Cloud Computing
Currently, the main challenge is for management to become comfortable with
running sensitive data over the cloud. While cloud providers argue that their data centers
are more secure than the traditional data center, there have been instances of security
breaches in cloud providers, and undoubtedly will be future risks due to bugs and
hackers. Below are some of the main concerns of shifting to the cloud that should be
considered prior to moving data to the cloud.


Security of data is the most often cited concern by management and prior to
shifting to the cloud the legal department should be consulted for possible
breaches of security.



Cloud provider continuity is an important concern in the event that the provider is
acquired, merged or faces insolvency.



Data lock-in is a real concern where the cloud provider has a unique format on the
data that makes transferring the data challenging or costly.



There would be a cost to reconfigure the data center system and retire older
servers.
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3.4.2 Advantages of the Cloud in Data Centers
There are some clear drivers for shifting some data center applications to the
cloud to moderate spikes in utilization rates of traditional data centers. Some advantages
are listed here.


Flexibility is achieved by not having to worry about either over provisioning or
under provisioning for services or user demand.



Redundancy will always be critical to running a data center; however data centers
can be refigured to include hosting and back up provided by the cloud.



A relative low cost structure for computing and storage when compared to
traditional data centers.



The “pay as you go” or metered cost structure that allows for purchasing of actual
computing time.

3.4.3 Trends in Cloud Technology
Cloud technology is a paradigm shift in that it enables the ability to put together
massive computer infrastructure on demand (Pedersen, 2010). The cloud can be viewed
as a disruptive technology due to the tremendous impact it will have on the Information
Technology sector. Many researchers are predicting that the cloud will be the next utility
in the sense that an organization will pay for computing and storage capacity similar to an
electric or other utility bill. The shift of resources will cause adjustment of labor markets
as smaller data centers are eliminated.
Companies such as Greenqloud, Iceland (Greenqloud, 2012) and CloudSigma,
Switzerland (CloudSigma, 2012) have implemented free cooling strategies, used
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renewable geothermal and hydropower energy, and adopted carbon neutral policies as
steps towards greenness. They claim that due to such factors their cloud technologies are
among the greenest in the world, as per GPUE (Green Power Usage Effectiveness)
indicators.
An important advancement in cloud technology is the use of virtualization that
allows for efficient management of resources, but presents a challenge for the proper
metering when implementing virtualization (Kansal, 2010). Currently, virtualization
technology has significantly raised utilization rates; however there are challenges when
assigning costs due to inadequate metering. We believe that this present challenge will be
adequately solved in the near future.
A further development in cloud technology is the shift of placing more backup
and storage on the cloud that saves on maintenance costs while providing offsite storage
(Taft, 2011). Disaster recovery is a main driver for organizations to backup or store data
on a cloud provider. Combined with the economies of scale offered by cloud providers in
the sense of labor and energy costs, we believe that there will be a natural shift by the
market towards cloud technology.
Also, a growing trend is the push for private clouds that provide the benefits of
cloud technology while still maintaining control over security of data (Robles, 2011). The
issue of whether to use private or public clouds remains debatable as they both offer
significant advantages but also represent trade-offs with respect to issues such as cost and
security.
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3.5 Discussion
From a managerial perspective we have shown that the utilization rates are low in
our data center at MSU, and from the current literature, utilization rates are quite low on
many other data centers throughout the world (Armbrust et al., 2010, Anderson, 2010;
Koomey, 2011). The result is that many data centers are over built and that these data
centers are running at idle speed the majority of the time. From our analysis, our data
center seems to be nearing capacity when scheduled batch processing jobs are being
completed during the evening hours. We believe that turning towards a cloud provider,
especially when running the batch processing jobs, could better optimize resources.
The challenge is that these batch-processing jobs contain sensitive data such as a
student’s information and other important data. And while many organizations have
moved sensitive data to the cloud, our organization and probably many mid to large sized
organizations have been hesitant to shift due to the perceived or real threats to moving to
the cloud. Many applications such as payroll, email and customer relations software are
already deployed on cloud platforms. In the future as the cloud continues to enjoy such
economies of scale in energy and labor costs over traditional data centers, management
will be forced to shrink the data center size while incorporating spikes in demand for
services through a cloud provider.
3.6 Conclusions
In this paper we investigated data center management taking into account
utilization rates and related factors with the goal of providing energy efficiency for
enhancing performance. We provided a theoretical discussion on utilization rates and
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proposed suitable equations for performance measurement that are useful in forecasting
and decision support. These developments will be incorporated into our decision support
system for data centers that is being developed as an outcome of this whole effort.
The paper includes preliminary evaluation with real data from our university data center
and summarizes our findings. Our initial hypothesis that servers were being underutilized
has been confirmed. Ongoing work includes continuing to monitor the servers on our
campus and also trying to get external data while seeking ways to optimize utilization
rates.
In summary, a few ways in which organizations can seek higher utilization rates are the
following;


Provide better information to the concerned offices of information technology
running data centers in the form of current utilization rates that can be used for
enhanced decision making



Implement virtualization technology to place more applications on less servers



Encourage management to explore options of using cloud technology



More effectively schedule batch processing jobs to better utilize the data center’s
resources
We envision the future of data centers for mid to large sized organizations to

incorporate a gradual shift to the cloud. As the information technology industry works
towards solving and proving cloud technology, management will be more comfortable to
shift to the cloud. From a cost structure or economic perspective, operational costs in the
form of labor and energy for cloud technology are lower than traditional data centers and
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will result in a shift towards optimizing resource management. This work has the broader
impact of developing sustainable solutions for a greener planet.
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CHAPTER 4
A Call for Energy Efficiency in Data Centers
Abstract
In this paper, we explore a data center’s performance with a call for energy efficiency
through green computing. Some performance metrics we examine in data centers are
server energy usage, Power Usage Effectiveness and utilization rate, i.e., the extent to
which data center servers are being used. Recent literature indicates that utilization rates
at many internal data centers are quite low, resulting in poor usage of resources such as
energy and materials. Based on our study, we attribute these low utilization rates to not
fully taking advantage of virtualization, and not retiring phantom (unused) servers. This
paper describes our initiative corroborated with real data in a university setting. We
suggest that future data centers will need to increase their utilization rates for better
energy efficiency, and moving towards a cloud provider would help. However, we argue
that neither a pure in-house data center or cloud model is the best solution. Instead we
recommend, from a decision support perspective, a hybrid model in data center
management to lower costs and increase services, while also providing greater energy
efficiency.

Keywords: Cloud, Data Centers, Green IT, Utilization Rates, Energy Efficiency

62

4. Introduction
The data center is the backbone of the Internet that has provided tremendous
communication gains; however, at the same time energy efficiency in data centers is
often a secondary concern. The management of data centers is increasingly becoming
more complex from dealing with legacy equipment, developments in technology such as
blade servers and virtualization, and the present push to outsource much of the data
center through cloud providers; all while top management has been keeping budgets level
or seeking cuts. Traditionally, energy efficiency has therefore not been a top priority with
data center managers, due to the aforementioned challenges of operating a data center. In
this paper, we claim that following a hybrid business model that takes advantage of cloud
technologies and the existing in-house data center will assist in developing a more
effective strategy for energy efficiency.
There are a number of reasons to seek energy efficiency in computing facilities. First,
in many places in the world energy consumption is increasing at a faster rate than new
energy sources are being developed. In the United States, there is a tremendous push back
by the public to any type of new large-scale energy production facilities. This push back
results in delays in construction of new facilities, and according to supply and demand
should result in future elevated energy costs due to the increasing demand.
A second reason for seeking data center energy efficiency is the pure economics of
squeezing out inefficiencies in current systems (Armbrust et al., 2010). In the rush to
build data centers in the first decade of the 21st century, energy efficiency had a low
priority. Now that the market has matured, there is a need to find gains such as low
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hanging fruit, for example, increasing the temperature in the data center or placing the
lighting on motion detectors. By making data centers more efficient, or lowering the cost
and environmental impact, management will see improvement in their operating costs.
A third reason to pursue an energy efficiency strategy is to keep current with emerging
technology advances. For example, virtualization that allows more applications to run on
fewer servers is an important technological development from an energy efficiency
perspective (Donnellan, 2011; Pedersen, 2010). Virtualization has allowed the retirement
of a number of servers, or basically has permitted more processing power to be computed
with less electrical consumption (Kansal, 2010). Servers are therefore continuing to be
built that are smaller and more powerful from previous generations.
Finally, another reason to seek out energy efficiency is public perception. In a recent
cover issue of the Sunday New York Times, the data center industry was presented as the
next wasteful and polluting industry of the 21st century (Glanz, 2012). This perception of
the Information Age is contrary to the positive reputation that many individuals hold
towards the Internet, and the article exposed many efficiency problems, including
particularly the low utilization rate in data centers that is addressed in this paper.
This paper presents a detailed analysis over a three-year period of energy usage, and
documents the low utilization rate in a mid-size university data center similar to a typical
computing facility described by previously published literature (Anderson, 2010; Kapoor
et al., 2012; Pawlish et al., 2012). Data mining techniques such as Case Based Reasoning
(CBR) and decision trees are provided as approaches for decision support in the
management of the center. Results from the analysis and mining support the arguments in
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favor of a hybrid data center. Here, existing local capacity is combined with an outside
cloud provider as the most efficient strategy to pursue for enhanced service, low cost, and
a more energy efficient model.
4.1 Parameters in Data Analysis
We obtained our data from our university data center, typical of most organizational
data centers, in that the servers are not homogeneous. As characteristic of most in-house
data centers, legacy equipment is the norm with differing vintages of servers and cooling
components. Sampling was conducted manually by visiting the data center and recording
energy usage over a three-month period during the spring semester of each year for three
years. The purpose of documenting server energy usage was to establish a base line
study, and document the carbon emissions. We focus on certain parameters for analysis
as described next.
Table 4-1. Server Energy Usage
Date

PDU

PDU

PDU

PDU

1

2

3

4

kWh

kWh

kWh

kWh

Total

3/01/10- 66,598 46,838 90,527 80,382 284,345
6/01/10
3/01/11- 50,680 36,093 85,994 75,381 248,148
6/01/11
3/01/12- 40,433 26,061 86,615 78,547 231,656
6/01/12
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4.1.1 Utilization Rate
The utilization rate if defined as the extent to which the CPU is busy at any given
instance of time, as stated in the Equation 1 herewith:
∑

(

)

--- 1

Here U represents the utilization rate calculated as an efficiency ratio that sums up each
instance of the CPU rate over a total time span T, such that CPU rate is the extent to
which the CPU is busy at a given instance of time. Utilization rate gives management an
idea of how much the data center is being used, and can be expressed as a percentage.
Based on this, it is clear that it is desirable to increase the utilization rate for energy
efficiency.
4.2 Observations from A Data Center Host
We consider a data center with two hosts that continually shift user demand for
optimal performance. As an example we hereby present utilization rate calculation for a
single day. The CPU rate per minute is emailed to us in a file based on continuous
monitoring of data center hosts. We sum up this CPU rate and divide it by the total
number of minutes per day to get the daily utilization rate.
Host 1-Thursday 6/14/12
∑ CPU Rate = 49,350
Utilization Rate = 49,350/ 1440 =34%
Based on such calculations, Tables 4-2 and 4-3 give a broader picture of utilization rates
for the first six months of 2012.
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Table 4-2. Utilization Rates
2012
Month

Jan.

Host 1
Average
Utilization
rate
38%

Monthly low Monthly high

7%

86%

Feb.

34%

10%

85%

March

30%

7%

60%

April

35%

8%

68%

May

35%

10%

63%

June

29%

9%

60%

Table 4-3. Utilization Rates
2012
Month

Jan.

Host 2
Average
Utilization
rate
42%

Monthly low Monthly high

20%

86%

Feb.

35%

25%

90%

March

38%

21%

87%

April

35%

9%

82%

May

38%

21%

84%

June

42%

18%

90%

An initial observation is that average utilization rates are around 30% to 42%, which we
believe is on the low side. To enhance energy efficiency, our argument is that data
centers need to operate at higher utilization rates than these current rates. From an
economic perspective the cost of running data centers, as per our analysis, is that the data
center is running at an optimal operation point only around 1/3 of the time. This is an
apparent waste of resources that unnecessarily contributes to carbon emissions when
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fossil fuels are used for generating the required electricity. After examining the utilization
rate, we delve further into our case study through a metric called Power Usage
Effectiveness as explained next.
4.2.1 Power Usage Effectiveness
The Power Usage Effectiveness (PUE) is an efficiency ratio of data centers that was
developed by the industry, and is defined in the following Equation 2:
--- 2
In theory, if the PUE equaled 1.0, the data center would be considered perfectly efficient
since Total Facility Power would equal IT Equipment Power. In reality or practice, a
PUE slightly above 1.0 has been observed in some ultra efficient data centers, for
example, Facebook’s Prineville data center located in Oregon. Presently, a PUE of
around 2.0 seems to be the industry average since there is power lost in Total Facility
Power for energy use by such components as lighting and cooling. Using such measures
as efficient design factors, for example, airside economizing (free cooling) that uses
outside air to lower the data center room’s temperature, and therefore uses less power
than traditional air-conditioning is a typical method to lower the PUE and the energy
usage. There also seems to be a growing trend of locating data centers in higher latitudes
to take advantage of the cooler climates. One such example has been the growth trend in
data centers in Sweden, due to such factors as a stable government with cheap electricity
that is derived from hydropower that does not contribute to carbon dioxide emissions.
In the fall of 2013, the second phase of our study was initiated with the installation of
meters to measure the energy consumption of the data center. Due to relatively large PUE
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values observed and considering the installation of temperature/relative humidity sensors,
a future research question would focus on how to lower the PUE. A next step will be to
raise the temperature in the data center by 2 degrees Fahrenheit. The research team feels
confident with the sensors in place to prevent hot spotting, and the team is curious of the
savings in the carbon footprint and electricity cost. The ultra efficient cloud data centers
are able to operate with a PUE slightly above 1.0 and that further supports our argument
that hybrid computing is more energy efficient as discussed later in this paper. In the
next sub-section, the carbon footprint of the data center is analyzed in order to assess its
carbon dioxide emissions.
4.2.2 Carbon Footprint
From an energy management perspective, perhaps the most important parameter is
the carbon footprint of an organization that represents the atmospheric carbon dioxide
emissions that directly correlates with energy usage. More specifically, the carbon
footprint of an organization is the estimated total of the output of carbon dioxide released
in the atmosphere from primarily burning fossil fuels to supply the power for operations.
In this case, we refer to the operations of the data center. Currently, the estimated amount
of CO2 released from data centers worldwide is approximately 2% that is a growing
concern (Forge, 2007). The standard formula to calculate the carbon footprint is given in
Equation 3 as follows:
--- 3
Where C represents carbon footprint, E represents electrical usage in kWh per year, N
represents national CO2 emissions, and T represents metric tons (1 metric ton equals
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2,204.6 lbs.) In our evaluation, we have recorded the energy usage of our data center
servers and calculated the carbon footprint using the given formula. These values are
summarized for a three-month period in Table 4-1. Based on this, the total carbon
footprint for data center servers at our university is calculated per year as stated in
Equation 4 below. Consider that:
Eyear=Esample*4

--- 4

Where Eyear represents total yearly energy used in 2012, Esample represents a sample of the
total energy consumption over the three-month period. The results are thus as follows for
the energy usage of the servers in 2012.
E2012=231,656 kWh * 4 = 926,624 kWh
The carbon footprint for the servers CS is therefore calculated using Equation 1,
considering N = 1.34 lbs./kWh as the national average of US CO2 emissions (Schultz,
2009).
CS = 926,624 kWh * 1.34 lbs./kWh * 1 metric
ton/2,204.6lbs = 563 metric tons/year
A metric ton conversion ratio is used because CO2 emissions are commonly expressed in
the international community in metric tons. Now consider the carbon footprint for
cooling or air conditioning. The estimated electrical usage is 58 kW per hour with three
air conditioning units running 7 days a week, and 365 days per year. The electrical power
usage for air conditioning is 1,524,240 kWh/year. Thus, for example, the total carbon
footprint for air conditioning CAC in our data center is calculated as:
CAC = 1,524,240 kWh/year * 1.34
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lbs./kWh * 1 metric ton/2,204.6lbs = 926 metric tons/year
From Table 4-1 and the air conditioning power usage calculation presented above, we
also obtain the combined power usage for 2012 including data center servers and air
conditioning. This is calculated as 926,656 kWh/year (servers) + 1,524,240 kWh/year
(cooling) = 2,450,864 kWh/year. Therefore, based on our measurements and estimations,
our data center is contributing approximately 1,500 metric tons per year of CO2 into the
atmosphere that is not a good indicator. Especially considering that due to low utilization
rates presented in the next section of this paper, the majority of the time CO2 emissions
are being wasted on idle servers and the concerned cooling. Given this analysis of
parameters, we now consider case based reasoning and decision trees in addressing the
problem of energy efficiency in data centers.
4.3 Deployment of Case Based Reasoning
The data-mining paradigm of Case Based Reasoning (CBR) has been deployed in our
work. CBR discovers knowledge from previous cases or examples and uses that for
reasoning about other similar cases in the future. A typical CBR model uses the R4 cycle:
Retrieve, Reuse, Revise and Retain. In R4, we retrieve a similar past case, reuse it to fit
the current scenario as far as possible, revise it using methods in the field of “adaptation
in CBR”, and then retain the adapted learned case as for future cases.
In our study we use CBR in various examples, one of which is shown in Figure 4-1.
In this example, we examine the case where there is inefficient use of energy in data
centers. Following Figure 4-1 in a clockwise rotation based on the R4 cycle yields a fourstep process as follows. The first step in this cycle retrieves relevant information
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pertaining to the potential to lower CO2 and energy usage by 1/50th by shifting email
operations to a cloud provider. This estimation is calculated by considering that this data
center has approximately 50 data racks, and the student email system takes up about one
full rack. (Note that the employee and faculty email were not outsourced earlier due to
legislation and privacy issues). The second step in the R4 cycle involves reusing the
information that recommends the use of higher energy efficiency in cloud providers that
will result in more efficient resource use. The third step in the cycle is to revise the case
with the recommendation of our main argument for a hybrid model. This suggests using
the existing data center through higher in-house server utilization, plus backup provided
by a third party cloud company. A hybrid model will resize existing data centers, and
shift spikes in demand to an outside cloud provider. The final step in the CBR cycle is to
retain the new knowledge for the future as the learned case. This places an emphasis in
continual data center management that measures and monitors metrics such as server
sprawl, energy usage and utilization rates, while using a portfolio management approach
to determining which applications are candidates for a cloud provider.
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Figure 4-1: CBR for Energy Efficiency in a University Data Center
Based on our CBR model where 1/50th of the electricity and resulting carbon
emissions could be transferred to a cloud provider by outsourcing the student email, the
question remains if the cloud provider could be more energy efficient than the internal
data center. If there were greater energy efficiency in a cloud provider by utilizing, for
example, hydroelectric power or by utilizing resources more efficiently, there would be a
net benefit. The equation for this translation of the net carbon benefit would be the
following, i.e. Equation 5:
CBenefit=1/50*1500 CO2 tons=30 CO2 tons

---5
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The net carbon benefit, CBenefit would result in 1/50th of 1,500 calculated metric tons of
CO2 from our data center which translates to approximately 30 metric tons per year of
CO2 savings (minus the addition of any CO2 from the cloud provider). Currently, the data
on a rack level or server basis is not provided by cloud companies, and we realize that our
argument is based on the assumption that cloud providers are more resource-efficient,
since that is a key operating goal of cloud providers. However, in all scenarios this may
not be the case, e.g., when the cloud provider is using fossil fuels as an energy source.
4.4 Analysis with Decision Trees
While CBR examines specific cases, a decision tree follows a logical path on more of
a general problem. Thus, decision trees have a specific starting point and flow through a
series of questions to a recommended strategy. In the decision tree in Figure 4-2, the
starting point examines whether the PUE is greater than 2.5, which is set as a baseline.
This is because it has been found from our discussions with data center personnel that
industry standards for PUE are usually below this number. Energy usage is increasingly
becoming an important factor for management to measure in order to achieve a more
energy efficient data center, and the PUE is an efficiency ratio of energy use.
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Figure 4-2: Decision Tree Examining PUE & Utilization Rate

As illustrated in this decision tree, a PUE of 2.5 was selected for initial comparison
since currently most in-house data centers are operating at a higher level than cloud or
external data centers. Next, the decision tree moves on to follow paths to achieve greater
energy efficiency, with a second step to see if a virtualization strategy has been

75

developed to reduce servers by moving more applications to fewer servers. Traditionally
in the past, the general rule of thumb was to have one application per server, but this has
proved to be costly and inefficient from a natural resource perspective. The consolidation
of applications to fewer servers is a first step in a series of solutions that can be
implemented simultaneously with other strategies, such as retiring phantom servers.
Examples of phantom servers are servers that are still in operation that are not completing
useful work, that were typically left on from previous administrators.
The decision tree moves on from the PUE analysis to analyze the utilization rate in
blocks of 25% higher utilization rates. In each decision, further strategies are identified
while optimizing the data center towards a hybrid strategy. The more efficient data
centers will operate at around a 75% utilization rate with applications and spikes in user
demand shifted to an external data center, i.e., cloud.
4.5 Proposal for a Hybrid Model
Increasing utilization rates and lowering the PUE in data centers for enhanced energy
efficiency is important for lowering the carbon footprint of organizations. In addition we
propose a new paradigm of running a data center on a hybrid model as presented in the
CBR example in Figure 4-3. The model begins with the first step of reducing the number
of servers by 25%, through shifting spikes in demand to a cloud provider in step two. The
goal in the third step is to increase the utilization rate to 70-80%, with the final objective
achieved by greater virtualization and lowering the number of physical servers.
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Figure 4-3: CBR for Shifting to a Hybrid Model
The reasons for using a hybrid model are the following based on our analysis between
the trade-offs of an in-house data center and an external data center, i.e. cloud:


Due to economies of scale most cloud providers can operate with a lower PUE
and a higher utilization rate through having data centers geographically
distributed.



The PUE of in-house data centers tend to be higher than PUEs found in a typical
external or cloud data center.
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An argument for keeping an in-house data center essentially boils down to
security and privacy issues that industry and society will continue to develop into
the future. For example, if health care records were kept on the cloud it may be
more efficient, but people would be concerned that insurance companies could
obtain their records and deny coverage.



Resistance to change by personnel is yet another issue. For example, data center
managers are familiar with SQL based packages in a traditional database setting.
Migrating to the cloud and using packages such as Hadoop/Hive could involve
additional training.



Our final argument is that current in-house data centers are overbuilt, since these
data centers have been designed for peak usage. Typically, peak usage only
occurs a few days of a year such as at the end of an accounting period, or during
peak shopping seasons.

Therefore, while the usage of cloud computing is presently debated, we believe that cloud
computing presents the next large wave in information technology. The economies of
scale of cloud computing has brought forth an age where it is no longer necessary to
provision computing needs for the future combined with elastic demand while all being
instantaneous. In many cases, these benefits of the cloud outweigh the fixed costs of
owning expensive capital, and the operational costs of internal data centers depending on
the organization. One of the most important factors is the flexibility provided by cloud
computing which could lead to a competitive advantage in organizations depending on
implementation of strategy.
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We thus put forth a proposition that the answer for mid to large size organizations is a
hybrid model of operating a data center, and we present the idea in both bullet point and a
decision tree format. To transition to a hybrid model, we recommend four strategies as
stated below:
1. First determine the rate of growth of the data center. To accomplish this energy
usage needs to be recorded. For example, in the decision tree in Figure 4-4 an
arbitrary number of 5% growth is selected, and each organization can select a goal
to contain its energy usage accordingly.

Figure 4-4: Decision Tree for Moving To a Hybrid Model
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2. Phase out 25 to 50% of servers due to low utilization rates, depending on
organizational goals and objectives. The objective would be to match average
utilization rates per month with actual server usage. Once again, in cases of excess
demand an outside cloud provider would be secured.
3. Develop a data center strategy of keeping mission critical information on local
servers and down size the data center by shifting non-critical information or
applications to a cloud provider. To provide for back up in the local data center, a
secure strategy would call for a cloud provider to additionally provide support for
mission critical data.
4. Shift to public applications that are run on the cloud. For example, many
applications such as payroll, human resource management, email, and customer
service management are now provided by cloud software. We believe that this trend
of cloud-based software will be the future technology that will have implications on
the local data center by decreasing demand on present operations. We suggest that
operations involving high security and privacy issues be retained on the internal
data center servers.
A more robust hybrid model as we envision it, would combine all four of the above
mentioned strategies, and as we also envision future internal data centers operating at
higher average utilization levels of 70 to 80% with spikes in demand and redundancy for
backup supported by a cloud provider such as Amazon, Rackspace, Microsoft, Google or
similar. These companies have cloud facilities that are geographically diverse while
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shifting demand to operate at higher utilization rates that support more efficient energy
management. These commercial cloud providers generally do not make available
information on their energy use or utilization rate performance due to releasing strategic
information to competitors, but it would be expected that these cloud providers would be
efficiently operating their facilities to reduce such factors as server sprawl, and increase
such factors of virtualization, since that is their main operational goal.
4.6 Conclusions and Future Work
From our analysis of a typical data center, utilization rates have been documented as
operating on the low side, and the literature on this subject also documents other data
centers operating with low utilization rates. From a broad perspective this is a societal
problem, since resources in the form of energy and materials are being wasted, and the
energy used is producing unnecessary carbon dioxide emissions when fossil fuels are the
fuel source. To solve this problem, we recommended a shift in thinking of data center
operations to a hybrid model with the following advantages:


A shift to a hybrid model is that existing data centers are more fully developed by
gaining higher utilization rates, or in other words the servers are more efficiently
run.



This hybrid strategy would involve the increasing use of virtualization with more
applications running on fewer machines.



The strategy would also rely on cloud providers to provide backup for mission
critical operations, as well as providing for increased spikes in user demand.
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Operating the data center from a hybrid model would enhance energy efficiency,
and we believe contribute to enhanced use of natural resources.

Finally, from a strategic perspective, the most important characteristic of implementing
the cloud is the flexibility gained. The ability to have a variable cost instead of a fixed
cost or asset will provide growth for innovation and experimentation on different
business models. While it is impossible to predict new businesses that may develop in the
future, the ability to be flexible and innovative have proven over time to be successful
characteristics of organizational growth.
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CHAPTER 5
GreenDSS Tool for Data Center Management
Abstract
As society shifts towards the Internet to conduct a greater share of
communications and commerce, the demand for storage and processing of information is
increasing. This is represented by the growth in data centers and energy usage.
Traditionally, energy usage with respect to the greening of data centers has been a
secondary concern. However, with the escalating total cost of ownership, and the ability
to use smart meters this has become more important to monitor for increased savings.
This paper describes the research conducted leading to the development of a software
tool called GreenDSS (Decision Support System for Green Data Centers). The paper
presents the research and development of this decision support system from an
interdisciplinary perspective. It proposes and tests relevant hypotheses, explains
knowledge discovery through data mining techniques and concludes with strategies
towards a more sustainable operation of data centers in organizations for enhanced
energy management.

Keywords – Decision Support Systems; Green Information Technology; Knowledge
Discovery; Power & Energy Usage
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5. Introduction
Data centers have been on an expanding growth trend since the rise of the
Internet. In the rush to build the infrastructure necessary to support this communications
leap, energy efficiency has been a secondary concern (Talebi & Way, 2009).
Traditionally, the leading concerns have been fast and reliable service but with the market
maturing managers are increasingly seeking cost savings while seeking more sustainable
solutions (Anderson, 2010; Pawlish et al., 2012). The importance of pursuing more and
sustainable solutions are that energy usage can be reduced which increases greenness in
the environment by lowering the carbon footprint of the organization with the
implementation of smart meters (Glanz, 2012; Koomey, 2011). The carbon footprint of
an organization is the total sum of carbon dioxide and equivalents from the burning of
fossil fuels (Schulz, 2009).
One of the next waves of big data analysis is in energy management for greenness
(Pawlish et al., 2010). Traditionally, energy usage was typically recorded monthly in
most data centers. However, with the installations of smart meters and sensors, data
center operators have the ability to instantaneously react to current energy usage. This
therefore permits them to make decisions by analyzing the impacts of various operations
and parameters on energy data management.
In this paper, we focus on the research and development of a software tool called
GreenDSS, i.e., a Decision Support System for Green Data Centers. This is designed to
support the users’ decisions on several aspects of energy data management such as Power
Usage Effectiveness (PUE), carbon footprint and energy consumption. The PUE is an
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energy efficiency ratio of total facility power divided by the IT power that gives the user
an estimate of how efficiently the data center is utilizing energy (Stanley et al., 2007). We
put forth certain hypothesis pertaining to power usage and test them with real data from a
typical university setting. We also conduct knowledge discovery with the data mining
techniques of case based reasoning and decision trees in order to predict various
outcomes in decision support. The results of the hypotheses testing along with the
knowledge discovered from CBR and decision trees are used to design suitable questions
that users are likely to pose to the GreenDSS. The corresponding answers are presented
with relevant explanation.
5.1Proposed Hypotheses and Testing
5.1.1 Hypotheses Outline
Data centers use a tremendous amount of power. The two main sources of power
usage are the energy to run the servers and the energy for the cooling of the data center.
In this paper we test two sets of hypotheses involving this power usage.
The first set of hypotheses to be tested is to see what is the relationship of outside
air temperature to energy usage, what would be the change in energy usage, the total
carbon footprint, and the Power Usage Effectiveness (PUE). The definition of the PUE is
a ratio of total facility energy divided by information technology equipment energy that is
a common metric in the data center industry. We would expect that with an increase in
outside temperature of the data center, energy use would increase. In addition, we would
expect the total carbon footprint to decrease and the PUE to subsequently decrease when
outside temperatures dropped. Stated formally are the following hypotheses:
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H1-The higher the outside temperature, the greater is the energy used by the data
center.
H2-The higher the outside temperature, the greater is the carbon footprint for the
data center.
H3-The higher the outside temperature, the greater is the PUE for the data center.
The second set of hypotheses to be tested pertains to the following. Since data
centers are built for extreme load, therefore the greater the utilization rate, the greater is
the amount of electrical consumption. Based on our study of the literature and knowledge
of the domain, we would expect that with increasing use measured by utilization rate
there would be a subsequent increase in energy usage and the carbon footprint. In
addition, we would expect that the PUE would increase under these conditions. Stated
more formally are the following hypotheses:
H4-The greater the utilization rate in the data center, the greater is the energy
usage.
H5-The greater the utilization rate in the data center, the greater is the carbon
footprint.
H6- The greater the utilization rate in the data center, the greater is the PUE.
5.1.2 Background for Conducting Tests
For enhanced energy management two diagrams are shown from a source called
the Building Management Software (BMS) program. In Figure 5-1 the BMS for the fans
on the roof of the building where the data center is housed is presented. The importance
of presenting this figure is that the fan and pump system for the concerned data center
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uses an estimated 75% of the total energy for the entire building. In addition in our
calculations for total energy used, the fans and pumps also use a greater share of the total.
The percentage of energy consumption of the fans and pumps seems to makes up
the greater share in the numerator of Total Facility Energy in the PUE Equation. The
equation for PUE equals:
PUE=

-----Eq. 1

Where TFE equals Total Facility Energy that is the summation of various energy systems
primarily the Power Distribution Units (PDU), air-conditioning system, pumps/fan
system, and lighting system. The ITEE equals the IT Equipment Energy that is the power
going to the servers that is usually measured in the PDUs (Schulz, 2009). Therefore, if
the fans and pumps energy use could be lowered there would be a decrease in the Total
Facility Energy that would lower the PUE since IT Equipment Energy would remain the
same. This is an important observation since the cooling system has a free cooling
component in that when outside temperatures are below 45 degrees Fahrenheit (F) (7.2
degrees Celsius (C)) the air conditioner compressor turns off and uses the outside air to
cool the room. This concept of free cooling has a significant energy savings at
temperatures below the set point of 45 degrees Fahrenheit (7.2 degrees C).
In Figure 5-2 a thermo map of the data center is presented. As stated earlier, it is
important to monitor temperatures to prevent hot spotting. The term hot spotting refers to
a server or rack of server failing due to excessive heat (ASHRAE, 2008). Notice that in
Figure 5-2 there are two potential hot spots in Temperature Sensor (TS) 14 and 16 with
temperatures at 83 degrees F (28.3 degrees C) and 85.2 degrees F (29.5 degrees C).

89

Figure 5-1. Building Management Software of External Fans on Roof

Figure 5-2. Thermo Map of the Data Center
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5.1.3 Parameter Monitoring
We now present Figure 5-3 and 5-4 that is a snapshot from the website for the
GreenDSS tool. The four variables displayed so far are outside air temperature and
humidity along with the PUE and the carbon footprint. After a baseline was established,
the PUE and carbon footprint leveled off. The importance to the leveling off is that we
now feel comfortable in conducting the proposed hypotheses tests.

Figure 5-3. Parameter Monitoring for PUE and Carbon Footprint
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Figure 5-4. Parameter Monitoring for Outside Temperature and Relative Humidity

Figure 5-3 shows monitoring for the parameters PUE and Carbon Footprint for a
given date range. Figure 5-4 depicts the similar monitoring of the parameters temperature
and relative humidity on a specific date range. The user of the GreenDSS is able to
adjust the dates to visualize the different ranges of the change in temperature and
humidity levels. This parameter monitoring section introduces the next section of
presenting the results of testing the hypotheses.
5.1.4 Results of Hypotheses Testing
For hypothesis 1 where the higher the outside temperature, the greater the energy
used by the data center, we experienced mixed results. In general, we did see total energy
level decrease with lower outside temperatures, but in some situations there was an
increase in energy usage. We believe that there must be some sort of lag time effect, or
the result of the free cooling effect that is giving us mixed results. However, for a
representative case we present the following:
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Figure 5-5. Outside Temperature (in Fahrenheit) vs. Time
Table 5-1. Outside Temperature

Table 5-2. Total Power and PUE
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Figure 5-5 represents a plot of outside temperature in degrees Fahrenheit versus
time in hours. Table 5-1 depicts the outside temperature as standard average, low average
and high average on different dates along with the respective differences. Table 5-2
presents the total power and IT power in kilowatt-hours along with the power usage
effectiveness (PUE) for different dates. It also includes the energy difference between
those dates. Based on this, we have the following calculations.
-------(Eq. 2)
Where ED equals Energy Difference by subtracting Total Power on 11-22-13 minus
Total Power on 11-24-13, and TD equals Temperature Difference by subtracting Avg.
Temp on 11-22-13 minus Avg. Temp. on 11-24-13

Therefore, in this example using Figure 5-5 that is a representative so far in our study, we
find that for each degree change in lower temperature, approximately 40 kWh less power
was used. This corroborates hypothesis 1. (At this time we must reiterate that there were
certain occasions when we actually found a reverse relationship and finding the cause of
that presents the potential for further work).
Now consider hypothesis 2 that states that the higher the outside temperature, the
greater is the carbon footprint of the data center. In this example, we did indeed find that
the carbon footprint would be greater with higher temperatures. Presented in Equation 3
is the calculation of the carbon footprint, along with the summary data in Table 5-3. This

94

tabulates the total energy in kilowatt-hours, its product with 1.34 (standard value for
national average) and the total carbon footprint in metric tons per day (Schulz, 2009).
CF = Total Energy Usage in kWh * 1.34 lbs./kWh * 1 metric ton/2,204.6lbs----(Eq. 3)
Where CF equals the Carbon Footprint, Total Energy (TE) equals the energy used by day
for the cooling system and the PDUs, 1.34 lbs./kWh equals the national average for
carbon emissions, and 1 metric ton equals 2,204.6 lbs. (Pawlish et al., 2010). Therefore,
from Table 5-3 in this example the carbon footprint is higher with increased
temperatures.
Table 5-3. Carbon Footprint

We now test Hypothesis 3, namely, the higher the outside temperature, the greater
is the PUE of the data center. In the given example, we found by examining Table 5-2
that this relationship was true. The PUE is as defined in equation 1, and the final PUE
values are given in Table 5-2.
We further proceed with the testing of Hypotheses 4, 5, and 6 which pertain to the
relationships between the utilization rate in the data center and energy usage, carbon
footprint and PUE respectively. While testing this, we found an interesting trend in the
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data. In order to explain this, we refer to Figure 5-6 that plots the power in kilowatt-hours
versus time in hours for each of the four PDUs (Power Distribution Units).
The hypotheses 4, 5 and 6 stated that the greater the utilization rate in the data
center, the greater would be the energy usage, carbon footprint and PUE value. The
interesting trend that we noticed over multiple days is that while it would be expected
that energy use in the PDUs that supply power to the servers would vary with the amount
of users; as indicated in Figure 5-6, there was little variance. This tentatively indicates
that regardless to the number of the users on the system, the power consumption remains
relatively stable. From an energy management perspective, designing future data centers
that can adjust power with utilization rate could save significant amounts of energy.

Figure 5-6. PDU Power in kWh versus Time
This is a useful observation encountered while testing hypotheses pertaining to
utilization rate in data centers that were put forth based on our theoretical study. It only
stresses the fact that there is often a difference between theory and practice. However, we
must note that the hypothesis testing here has been conducted with real data from one
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particular university setting. Though this setting is fairly typical, it could happen that
different results could be observed in the data centers of other institutions. This would be
based on the manner in which their power is distributed over various units that could
affect utilization rate in data centers and other parameters such as carbon footprint and
PUE.
5.2 Case Based Reasoning for Data Center Management
A data mining technique that has been deployed in the research and development of
GreenDSS is case-based reasoning (CBR) which involves proposing solutions to
problems based on analogous solutions of similar past problems (Aamodt & Plaza, 1994).
A popular CBR approach is the R4 paradigm, a 4-step cycle of retrieve, reuse, revise and
retain. This retrieves the most similar past case, reuses it as much as possible, revises it
using adaptation to fit the current case and retains the revised case for future use. This R4
cycle is applied in our context to collect data on cases in green energy initiatives and
draw analogies to offer solutions to new cases in the greening of data centers. For data
center management, CBR is supportive when updating hardware in that, relevant prior
cases can be obtained and processes can become more automated, with adaptation
methods as needed.
For instance, consider Figure 5-7 where this CBR example refers to a data center in
Google and suggests that moving email processes for large organizations to the cloud can
lower the PUE and the carbon footprint. This along with related documentation enables
Google personnel to reuse past performance metrics to understand the operations within
their own data center. Based on past cases and revising for the current scenario perhaps

97

the greatest decrease in the carbon footprint by shifting to Gmail is to decrease of
103kg/year to 1.23 kg/year (Google, 2011a; Google, 2011b). After revising the Google
case, knowledge is retained as a learned case and stored in the previous cases database. In
this example the PUE was reduced by 46%. Altering relevant parameters in the current
case does this adaptation, and the learned case is stored for future use. This example
illustrates how CBR is useful in developing the GreenDSS. It promotes better energy
management by saving 167kWh/year and reducing carbon emissions by up to 100
kg/year. Thus, the CBR R4 paradigm is useful for administrators to retrieve previous
cases where the PUE and carbon footprint have been decreased at other organizations. In
this example, they can use the CBR example to support decisions on shifting to cloud
providers.
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Figure 5-7. CBR Example for Lowering Carbon Footprint
5.3 Decision Trees for Data Center Management
While CBR entails logical analysis based on specific cases, decision trees provide
generic inferences based on their tree-like structure of a root depicting a starting point,
paths on various decision choices and leaves with the actual decisions representing
expected outcomes or actions (Quinlan, 1986). This is useful as illustrated in the
following example. A significant aspect of data centers is the utilization rate as explained
earlier in this paper. Data centers are fueled by the users’ constant demand for
information and continuous uninterrupted service.
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The decision tree in Figure 5-8 represents an examination of two parameters, i.e.,
CPU busy rate and idle time. The CPU busy rate is defined as the percentage of time
during which the CPU is actually processing operations. The idle time is calculated as the
percentage of time during which nothing is being processed (clearly depicting
underutilization). We analyze the CPU busy rate by partitioning it into four equal ranges
of 25% each. Tracing each path of the tree yields a leaf with an expected action. For
instance, if the CPU busy rate is less than 25%, a significant downsizing of the data
center is suggested. The tree paths here are self-explanatory. Note that a phantom server
shown in the last leaf refers to a server whose utilization is so low that it has reached the
state of a phantom or a ghost. A phantom server is a server or rack of servers that has
been left on where the units are not performing any functional work. This usually occurs
when new system administrators take over a data center and are not sure about what each
server does, so the servers are simply left on to use up resources (Pawlish et al., 2012).
For example, we found that the data center in our university setting is in the 2550% range, thus based on idle time the data center is too large. The expected action is to
increase virtualization if idle time is more than 75%. Virtualization is the process of
placing more applications on fewer servers to increase CPU busy rate. The 75% CPU
busy rate is significant since the rate suggests a trade off where performance or speed is
balanced between higher energy efficiency. If idle time were less than 75%, it would be
advisable to shift future demand to a cloud provider, keeping current operations the same.

100

Figure 5-8. A Decision Tree based on CPU Busy Rate
5.4 DSS Questions and Answers
Presented below are some of the questions that users could pose to the GreenDSS
tool along with the corresponding answers that the tool would output to the users. The
CBR Examples, Decision Trees and related analysis were used for the foundation of the
questions.
1. What would be the effect on the PUE when the number of servers is cut in half?
Answer to question 1: There appears to be a general trend where the PUE actually
increases when the number of servers is cut in half as seen in Table 5-4. The assumptions
would need to be further tested, and a future area of research would be how the fan and
pump energy usage effects total energy usage.
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Table 5-4. Energy Usage & PUE

2. What would be the percentage increase in the PUE after the number of servers is
cut in half?
Answer to question 2: There is a general trend of the PUE increasing by approximately
18% when the number of servers is cut in half. This figure as stated above would be
adjusted when the fan and pump energy can be better predicted. The equation for this
calculation is listed below:
(

)
(

------(Eq.4)
)

3. What would be the percentage change in energy consumption by lowering the
internal temperature of the data center by 2 degrees Fahrenheit?

102

Answer to question 3: When outside temperatures are approximately equal, raising the
temperature in the data center is likely to result in a slight decrease in energy usage of 35
kWh. The PUE would remain the same in both cases. Please refer to Table 5-5 for details.
Table 5-5. Energy Usage & PUE

4. What is the typical fluctuation in the PUE over the study period?
Answer to question 4: After adjusting the energy usage of the pumps and fans that are
one of the primary sources of electrical consumption variance, that PUE in our data
center is around a steady 2.0, and there is not much daily fluctuation.

5. What is the average kWh change per degree Fahrenheit for the most extreme
temperature differences in the study period?
Answer to question 5: For each increase in degree Fahrenheit the expected change would
be an increase of 39.65 kWh.
Table 5-6. Outside Temperature
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Table 5-7. Total Power and PUE

------------(Eq. 2)
Where Energy Difference is Total Power on 11-22-13 minus Total Power on 11-24-13,
and Temperature Difference is Avg. Temp on 11-22-13 minus Avg. Temp. on 11-24-13
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6. What would be the effect of a 1 degree Fahrenheit increase due to climate change
on this case study data center?
Answer to question 6: In this situation, the data center would need to use 39.65 kWh of
power to keep the internal data center temperature at the same level.
[Note that the calculation displayed to the user for this answer would be similar to that for
the answer to question 5, so we are not repeating it here. It would be seen in a live demo
of the GreenDSS.]

7. What is the average kWh per degree Fahrenheit for two days with similar or
trending outside air temperature?
Answer to question 7: For each decrease in degree Fahrenheit the expected change would
be an increase of 462.80 kWh. This extreme difference demonstrates that there is still a
need to obtain a baseline for the fan system that uses the greatest share of energy usage.
Please see Figure 5-9, Tables 5-6 and 5-7, and the calculation below for details. Referring
to the concerned data, we have:

Where energy difference is Total Power on 11-14-13 minus Total Power on 11-21-13,
and Temperature Difference is Avg. Temp. on 11-14-13 minus Avg. Temp. on 11-21-13
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Figure 5-9. Outside Temperature (in Fahrenheit) versus Time
Table 5-8. Temperature Difference
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Table 5-9. Energy Usage & PUE

8. What would be the effect of a 1 degree Fahrenheit increase due to climate change
on this case study data center?
Answer to question 8: The data center would use 462.80 kWh of power for each degree
cooler. While this situation does not seem logical, it demonstrates the variance in the
data.

9. If we downsize our data center and reduce by one half the number of servers by
shifting traffic to a cloud provider. What is the effect on the carbon footprint?
Answer to question 9: The carbon footprint on a typical day would be reduced from 3.88
metric tons per day to 2.28 metric tons per day at our data center. The critical point here
is by shifting to a cloud provider is the cloud provider more efficient in energy use? This
is an important question that our research team has struggled with, and we feel that cloud
computing in general is more efficient from an environmental management perspective.
To support our argument we must examine PUEs at our data center and leading cloud
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providers. At our data center we operate at a PUE of around 2.0 where leading cloud
providers operate at slightly above a 1.0 PUE. Therefore, in general cloud providers are
more energy efficient than our data center that is also fairly typical for an organization.
Refer to Table 5-8 for details. Assuming that the cooling would be also cut in half
and that the fan and pump would stay the same, the result is the following:
CF = Total Energy Usage in kWh * 1.34 lbs./kWh * 1 metric ton/2,204.6lbs
Where CF equals the Carbon Footprint, Total Energy (TE) equals the energy used by the
day for the cooling system and the PDUs, 1.34 lbs./kWh equals the national average for
carbon emissions, and 1 metric ton equals 2,204.6 lbs.
Table 5-10. Carbon Footprint

10. If we raise the utilization rate in our data center, will there be a significant change
in electrical consumption?
Answer to question 10: From our initial findings, the utilization rate does not affect the
general energy usage in the PDUs. Please see Figure 5-6 for a typical day of energy usage
by the PDUs.
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5.5 Conclusions
In this paper, we explored the issue of greenness in data centers taking into
account data on parameters such as temperature, humidity, utilization rates, energy usage,
carbon footprint and PUE. We conducted analysis based on various hypotheses that
addressed these parameters. We used the results of this hypotheses testing along with the
knowledge discovered from data mining techniques such as decision trees and CBR, in
order to develop questions and answers for a tool called GreenDSS that serves as a
decision support system to green data centers. The GreenDSS tool that is an important
outcome of our research is useful in supporting decision-making processes in energy data
management and greening of data centers. GreenDSS would be useful in providing better
management of energy in data centers and contributing towards greening the planet.
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CHAPTER 6
Conclusions
There is a management saying that what gets measured, gets attention. This
expression rings true with the management of the data center at Montclair State
University. In early November of 2013 the meters to monitor electrical usage were
installed for the Power Distribution Units, the Uninterrupted Power Supply Units, and the
air-conditioners after a number of delays. The research team from the PSE&G grant
combined with personnel from the Facilities department, and myself tracked and adjusted
the monitoring equipment over a three-week period. During this period the monitoring
equipment was checked for accuracy against the manual recorded records for
consistency. The results from metering the equipment confirmed our initial suspicions
that the data center could be improved from an energy efficiency and carbon footprint
perspective. Some of the findings for improvement and additional attention, as well as
some preliminary actions taken are provided below:


From the metering of the seven air-conditioning units, the energy use of airconditioner number four was documented to be using two to three times more
energy than the similar units in the main room of the data center. This finding
was somewhat surprising since air-conditioner number four was the newest unit,
and was installed in the spring of 2013. The finding was determined to be that the
air-conditioners in the main room were “fighting” each other, in the sense that
when one air-conditioner was in humidifying mode, the other air conditioners
were in de-humidifying mode. To solve this problem the air-conditioners were
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adjusted, and the settings were synchronized using the Building Management
System software.


The results from the thermo-map of the twenty temperature sensors reveled that
there are currently potential hot spots in the main data center where temperatures
are exceeding 80 degrees Fahrenheit (26.7 degrees Celsius). This finding seems
especially true in the area where temperature gauge 14 and 16 are located. The
potential adverse effect to running this area over the recommended temperature
threshold is that the server internal fans are constantly running, and the servers
maybe prone to hot spotting as discussed in prior chapters. The short-term
solution to this problem is that industrial fans have been temporarily installed to
dissipate heat. The better solution that is currently being discussed by
management is to move some of the racks of servers to a cooler section of the
data center room. This solution makes sense from an environmental management
and data center operations perspective; however it will involve some cost plus
coordination between the Office of Information Technology and the Facilities
departments. In addition, the movement of racks of servers may also save energy
from a load balancing perspective as discussed next.



The monitoring of the energy load between the four Power Distribution Units,
and also between the two Uninterrupted Power Supply units is not balanced.
From an energy management and carbon footprint perspective there is potential
savings by achieving a more equal distribution of the energy load. The solution
would be to shift the energy load by moving racks of servers to underutilized
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Power Distribution Units such as PDU number two. In addition, management is
currently looking into balancing the load between the two UPS units.

In closing, the focus of this research was on energy efficiency and determining the
path towards the next generation of green data centers. In regards to energy efficiency
there has been improvements at the Montclair State University data center as evident in
the lowering of the PUE value from above 2.0 to a current value of approximately 1.7. In
the future, the greater goal is to shift to a more sustainable solution that would involve a
move towards more alternative energy sources. This will be a challenge for society, but
will present opportunities for greater initiatives between industry, government, and
research institutes. Data centers in some form either in-house, cloud or hybrid will
continue to expand as the world’s society continues to demand a fast and continuous
network that makes up the Internet. Supplying the energy from alternative sources will
present challenges due to the constant demand for power by data centers; however, some
companies have been successful in using solar, wind, hydroelectric, and geothermal to
supply the power in a greener capacity.
The next generation of green data centers will increasingly rely more on cloud
providers as outlined in this dissertation. The ability to use smart metering in conjunction
with the demands of the power grid presents opportunities for all types of data centers.
By taking advantage of the storage capabilities and self-generation of power by data
centers during peak utility periods, and using alternative sources of energy, represents
the path to the next generation of more sustainable information technology.
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Design Specific Recommendations
Most major savings are better accomplished in the design stage of constructing a
data center. At Montclair State University the data center was built in 2005, and
renovating the data center at the present time is not practical due to the high cost of
retrofitting; however, listed below are specific recommendations to enhance energy
efficiency;


Racks of servers should be moved to prevent hot spotting, and to more adequately
disperse cool air around racks of servers. Specifically, in the proximity of
temperature sensor 14 and 16 this area runs an average temperature of above 80
degrees Fahrenheit (26.7 degrees Celsius) that is above industry
recommendations. Some of the more densely packed racks should be moved to
cooler regions in the data center, especially closer to the south wall. In this area
there are fewer servers, and the historic data indicates that this area is the coolest
point in the data center. It is recommended to move these servers before the
summer months to prevent equipment failure and to reduce cooling costs.



The servers should have clear rows between hot and cold rows in the sense that
the fronts of servers where the air intake occurs should face each other, and the
rear of the servers should face each other to exhaust the hot air. Currently, there
are some rows where hot air is mixing with cool air due to the improper locating
of servers. To alleviate this problem some racks of servers would need to be
moved.
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The data center at Montclair State University has some design flaws, especially
the fact that the room height was not properly allocated, and the cool air is
dispersed from the ceiling instead of from a raised floor. Fixing this problem is
not possible; however, aligning the servers in hot/cold aisles as indicated in the
previous bullet would help, plus the addition of plastic curtains that are used in
walk-in refrigeration units around the cool aisle would provide enhanced
ventilation.



Retiring phantom servers or racks of servers would reduce energy consumption in
two ways. First, fewer servers would be operating so energy use would decrease,
but also fewer servers running causes less heat, so there would be an additional
savings in cooling costs.



Continue to combat server sprawl by assigning more applications to fewer
servers.



Increase the use of virtualization to also have more applications on fewer servers.
Traditionally management assigned only a couple applications per server that
caused increase energy usage from both a computing and cooling perspective.



If management decides to complete a large-scale renovation in the future, the
installation of free cooling as outlined in chapter two would be recommended to
save on cooling costs. In addition, the opportunity to recycle waste heat to the
seventh floor in University Hall would be recommended.
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Shifting to a cloud model for many applications is possible, so management
should consider what applications are better hosted on the cloud, and move
towards a hybrid data center.

Design in Buildings for Data Centers
The Leadership in Energy & Environmental Design (LEED) has been setting the
standard in construction of buildings over the last twenty years. More recently, LEED has
become involved with the construction of data centers by assigning points for different
systems that are installed in a project, and the higher the number of points, the greater the
level of certification with Platinum being the highest level. Data centers present unique
challenges for assigning these points that lead to certification since data centers use a
tremendous amount of power and have few occupants. Some examples of ways to gain
points are by reusing waste heat, implementing a renewable energy policy, installing
servers with idle mode, or putting numerous such systems together.
All data centers require constant and continuous power 365 days a week, and
increasingly management have been seeking solutions to the tremendous cost of power
by redesigning the data center. Some data centers have been able to achieve the coveted
LEED status by implementing such energy efficient designs and incorporating alternative
energy. Data centers that are located in the sun belt of the southwestern United States
have successfully incorporated the use of solar power, and countries such as Iceland have
marketed their data centers as carbon neutral since these data centers rely on geothermal
power. Sweden with a stable government, and vast supply of hydroelectric power is
becoming a leader in the cloud computing industry. Following the guidelines in the
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LEED handbooks for data centers, and applying innovative solutions will lead to a
lowering of energy use and the carbon footprint.
Future Work
The monitoring of the data center at Montclair State University presents potential
future research. An initial area to study from a data mining perspective is in continuously
monitoring data center operations throughout the year. For example, with the
improvements made since monitoring began, the Power Usage Effectiveness has been
reduced. Monitoring for increased energy efficiency will be challenging as the summer
months approach; however, gaining better knowledge of operations through out the year
will assist management on future decision-making, and provide enriched data for
analysis.
One of the outcomes of the PSE&G grant combined with my research is the
website of the Montclair State University data center that measures such aspects of
internal and external humidity and temperature, Power Usage Effectiveness, carbon
footprint, and energy usage. The website was initially modeled from a Facebook website
that publically displays some aspects of running two of their data centers. The Montclair
State University Green Information Technology’s website goes further in making public
and transparent the environmental costs of operations. The results of having more
transparent operations will hopefully spur more data center operators to voluntary report
operations that would result in better quality data for analysis. There is a current call for
more data centers to report such metrics as the Power Usage Effectiveness, as well as an
annualized PUE that averages the results over the year instead of the tendency to report
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the lowest PUE during the year. The website for Montclair State University is available
at the following: http://www.cs.montclair.edu/~greenit/
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