Abstract. The contribution is focused on the random variation and correlation of input parameters for the climate data description. The climate data such as ambient temperature, solar intensity, wind speed and direction are of the random nature. The description of ambient temperature can be based on the climate data time series in the form of climatic "load duration curve". Particular input parameters such as ambient temperature and solar radiation have a significant correlation. The attention is paid especially to the evaluation and simulation application of the histograms using Monte Carlo type process considering correlation of particular parameters.
Introduction
Numerical modelling of the wind load, thermal expansion related problems or building thermal balance is affected by the variability of input parameters such as ambient temperature, wind speed, direction and solar radiation.
The parameters for the analysis of the effect of thermal changes-induced deformation on structures such as bridges may benefit from data about the distribution of temperature since the design to most unlikely conditions is frequently too conservative. There are also applications when the wind speed and wind direction plays their role in the quasi static analysis. Then description of the variation of these parameters as well as correlation of wind speed and direction may be of interest in such cases, especially in cases of unsymmetrical objects.
Also the field of the energy performance of the building may benefit from description of variation of input parameters and their correlations. Thermal balance is generally based on the comparison of thermal losses with the capability of heating/cooling system. The system is frequently designed to meet the most demanding conditions. Those most demanding conditions can be rare, thus and design of a single system such as heat pump without supplementary heat source can be expensive. Typical analysis is based either on the deterministic evaluation of the performance in case of extreme summer and winter temperatures or on the time-dependent analysis based on the typical year data in case of non-stationary processes (e. g. ground source heat pumps application [1] ).
Since the input parameters are of random nature application of probabilistic reliability analysis can give an idea what is the probability that designed structural or thermal system does not meet the design condition with acceptable likelihood. The probabilistic assessment may be conducted using the probabilistic assessment [2] [3] [4] . The correlation between random inputs characteristics can be statistically described as well [5] [6] [7] [8] . The suitable probabilistic approach in case of time-dependent parameters such as temperature and snowfall can be well described by time pulses (see e. g. [9] ) or load-duration curves [2] . It may be worth explanation that load duration curve is a sorted history of loading formed as a frequency histogram.
Lot of such analyses often use the direct Monte Carlo method ( [11] , [2] [3] [4] , [12] [13] [14] ) which is robust, although it may be time consuming. Even though, enhanced probabilistic procedures that use computer power more effectively such as Latin Hypercube Sampling [15] , Response Surface Method [16] or Direct Optimized Probabilistic Calculation [17] , are not discussed herein. The paper is focused on the analysis of climate random input parameters variability and their mutual correlation necessary for the probabilistic building thermal losses analysis or thermal expansion related problems. This pilot study is based on the weather data time-series available from [7] that cover "so called" typical year.
Analysis of data
Time series of weather data hourly records that represents typical year in Ostrava are statistically analysed for mean value, standard deviation, minimum and maximum value. The frequency histograms are created as well. The relationship between the parameters is studied using the correlation index. Strong linear correlation is expressed if the correlation index approaches to value one either positive or negative. Variables are uncorrelated if the correlation index approaches to zero value. Since the weather data are seasonal with variation throughout a day the two time flow-related parameters are added. Parameter time represents hours from the beginning of the year while parameter hours represents hours from the beginning of the day.
Variation of climate data
The resulting statistical parameters are given in Table 1 and frequency histograms are shown in the Fig. 1-3 . Statistics for the time parameters are not included in the Table 1 .
Relationship between studied parameters expressed through correlation coefficient is given in Table 2 . Graphical description of selected correlated parameters is shown in 2D plots Fig. 4 and 5.
Histogram of time shows some irregularities due to the number of days within even and odd months throughout the year ( Fig. 1 on the left). This can be further refined. Histogram of the temperature has two peaks caused by the winter and summer ( Fig. 1 on the right). Average value of temperature is 8.5°C. Histograms of extraterrestrial and global radiation ( The correlation index between the time and temperature (temp) is almost zero even though there is a strong seasonal dependence as depicted at Fig. 4 . The reason for not capturing the relationship between time and temperature is its periodic behaviour. Correlation index between radiation and temperature (temp is about 0.5 which is significant -see Fig. 4 ). Correlation between radiation extraterrestrial horizontal (radia_eh) and radiation global horizontal (radia_gh) around 0.9 illustrates strong influence of extraterrestrial radiation on the global radiation (see Fig. 5 on the left). Small correlation was found between wind speed and direction and between wind speed and extraterrestrial radiation (radia_eh). Table 1 . Statistical parameters of typical year weather data from Ostrava [7] . 
Monte Carlo simulation
Since the probabilistic simulation of observed climate phenomena is of interest considering their mutual correlation, the model for generation of correlated distributions is applied with 50 thousands simulation steps as described by Phoon et al. [6, 10] and applied also in [8] .
The advantage of this procedure is direct generation of random occurrences without dependence on previous simulations. This approach is suitable for the direct Monte Carlo method. The disadvantage of this approach is the ambiguous description of the resulting joint distribution despite the quality of the marginal distributions being maintained. The correlation coefficient of the generated distributions is close to the specified value.
Fig. 5. 2D plot of temperature [°C] (horizontal axis) and wind speed [m/s] (vertical axis).
The simulation process using the Monte Carlo method can be enhanced using knowledge of the marginal distributions and the correlation between the parameters. The correlation matrix is modified to better preserve fractile correlation.
The first step in the simulation is to generate independent variables described by the normalized Gaussian distribution, which is adjusted by the Choleski decomposition into the correlated unit Gaussian distribution. The normal (Gaussian) distribution can be converted to a uniform distribution through its inverse transformation of the distribution function. The correlated uniform distribution is equivalent to the primary generator of random variables described by a frequency histogram.
Simulation steps are following: -Transformation of correlation matrix. Due to differences in the normal distribution and the general distribution characterized, for example, by a histogram, it is appropriate to modify the obtained correlation index. The resulting correlation matrix R must satisfy the condition of positive definiteness to generate vectors of the correlated normal distribution.
-Generation of correlated normal distributions. The correlated Gaussian distributions may be, according to [5] , [10] generated using either of two methods -Eigen decomposition, or Choleski factorization. -Transformation of a normal distribution into a uniform distribution. Two generated occurrences of a normal distribution with a suitable correlation need to be transformed into a uniform distribution YF, using the inverse distribution function for the normal distribution. -The probability density obtained by orthogonal transformation of a Gaussian random occurrence is a uniform distribution. It is suitable for generation of samples described by the frequency histogram.
Transformation of a uniform distribution into a general distribution (nonGaussian process).
A relevant general distribution is consequently obtained using the inverse transformation of the distribution function of the sought distribution. -The probability density obtained by orthogonal transformation of a Gaussian random occurrence is a uniform distribution. It is suitable for generation of samples described by the frequency histogram.
-Transformation of a uniform distribution into a general distribution (non-Gaussian process). A relevant general distribution is consequently obtained using the inverse transformation of the distribution function of the sought distribution.
Since the resulting distribution follows the same marginal function described by bounded histogram (cumulative density function, CDF) as shown in [8] . It is not necessary to show the plots. The fractile correlation of respective CDFs that is more informative is shown in Table 3 .
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All parameters except of time show very good agreement with fractile correlation almost 1 (complete match). In case of the time, the difference is quite high here even though resulting histogram is approaching the original one on Fig 1 (on the left) . To verify the simulation process, the correlation matrix of randomly generated correlated occurrences is subsequently verified and compared with the original matrix. The Pearson's correlation coefficient of simulated correlation matrix is shown in Table 4 . The resulting correlation indexes after simulation are similar to original ones as shows Table 4 . The highest difference is in case of solar radiations and temperature as shows Table 5 . 
Conclusion
The paper was aimed at the initial analysis of the typical year weather data from Ostrava [18] with respect to application of probabilistic structural and thermal balance assessment. It shows statistical parameters and frequency histograms of temperature, solar radiation, wind direction and speed. Correlation index between studied parameters and time is examined as well. Significant correlation between solar radiation and temperature that would have to be considered in the probabilistic assessment is observed. Global radiation and extraterrestrial radiation are correlated very well. Correlation between time and temperature was not found due to the applied linear correlation coefficient. Suitable transformation shall be applied to adjust for the seasonal changes in temperature in order to simulate the relationship between season and the temperature in case of non-stationary processes such as ground source heat pumps application.
The analysis of typical year can illustrate the behaviour of selected parameters. There is a difference between typical year data used for the presented analysis and actual data sets with a decades of data. Storing a data in the form of histograms and correlation indexes can help to cover longer period of time with lower amount of storage space required. The suitable correlation field process shall be used in order to reproduce also the time history data variation related to seasonal changes relationship with sufficient quality and feasibility.
Moreover testing Monte Carlo simulation process is demonstrated. The process of simulation consists of preparation of a set of correlated normally distributed vectors. These vectors are transformed into two correlated uniform distributions that are used to produce a general distribution (a histogram). The histograms are created by a standard procedure, i.e., by the inverse transformation of a uniform distribution.
Good agreement between the input data and the results generated using the Monte Carlo method was observed. The correlation coefficient of the simulated values approached the required degree of correlation, and the prescribed marginal distributions were almost identical to the simulated distributions.
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