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A CHARACTERISATION OF NILPOTENT LIE ALGEBRAS
BY INVERTIBLE LEIBNIZ-DERIVATIONS
WOLFGANG ALEXANDER MOENS
Abstract. Jacobson proved that if a Lie algebra admits an invertible derivation, it must be
nilpotent. He also suspected, though incorrectly, that the converse might be true: that every
nilpotent Lie algebra has an invertible derivation. We prove that a Lie algebra is nilpotent
if and only if it admits an invertible Leibniz-derivation. The proofs are elementary in nature
and are based on well-known techniques.
1. Nilpotent Lie algebras and invertible derivations
Which information about the structure of a Lie algebra is contained in its group of automor-
phisms or in its Lie algebra of derivations? Several partial answers to this question, in terms
of sufficient conditions for the nilpotency or solvability of the Lie algebra, are known - see for
example the theorems by Borel, Serre and Mostow [BS, BM]. We will mainly be interested in
the following well-known theorem by Jacobson on the invertibility of Lie algebra derivations.
Theorem [[Ja1]] A Lie algebra over a field of characteristic zero is nilpotent
if it admits an invertible derivation.
In that same paper, Jacobson also inquired whether the converse statement were true. Dixmier
and Lister demonstrated in [DL] that it was not the case by presenting nilpotent Lie algebras
admitting only nilpotent derivations. They called such Lie algebras characteristically nilpo-
tent. For an overview of the study of characteristically nilpotent Lie algebras, see [AC]. In his
study of metrics on Lie groups [Mu¨], Mu¨ller introduced a natural generalisation of derivations:
the so-called pre-derivations. These generalised derivations allowed Bajo to take Jacobson’s
theorem one step further (cf. proposition 2.8 in [Bu]).
Theorem [[Ba]] A Lie algebra over a field of characteristic zero is nilpotent if
it admits an invertible pre-derivation.
Once again, it was asked whether the converse were true; but counterexamples were found:
nilpotent Lie algebras admitting only nilpotent pre-derivations. Such Lie algebras are called
strongly nilpotent, [Bu]. By stating Jacobson’s theorem even more generally, in terms of
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Leibniz-derivations, the result still holds and its converse becomes true. The main aim of this
note is to prove the following theorem.
Main Theorem A Lie algebra over a field of characteristic zero is nilpotent
if and only if it has an invertible Leibniz-derivation.
This note is organised as follows. We first introduce the algebras of Leibniz-derivations. We
then present some existence results under the assumption that the Lie algebra is nilpotent.
After this, we give some sufficient conditions under which certain derivation algebras coincide
and we consider a stronger notion of invariance of ideals. Finally, we illustrate how the results
in the preceding paragraphs can be used to generalise Bajo’s proofs. Unless it is explicitly
stated otherwise, every vector space is assumed to be finite-dimensional over an algebraically
closed field F of characteristic zero.
2. Leibniz Algebras and Leibniz derivations
In this paragraph we consider a straightforward generalisation of Leibniz-algebras: the k-
Leibniz algebras as introduced in [CLP]. Let us briefly recall some relevant definitions and
examples in this context, but note that we use a slightly different parametrisation than the
one in [CLP]. Consider a vector space V and a natural number k ≥ 1. A k-Leibniz algebra
structure on V is a (k + 1)-linear map V × · · · × V −→ V : (x1, . . . , xk+1) 7−→ [x1, . . . , xk+1]
satisfying the identity,
[[x1, . . . , xk+1], y1, . . . , yk] =
n∑
i=1
[x1, . . . , xi−1, [xi, y1, . . . , yk], xi+1, . . . , xk+1],
for all x1, . . . , xk+1; y1, . . . , yk in V . Lie algebras, and more generally Leibniz-algebras, are
examples of 1-Leibniz algebras. Lie triple systems are examples of 2-Leibniz algebras. If g is
a Leibniz algebra, k is a natural number at least one, and x1, . . . , xk+1 are elements of g, we
may define the multilinear bracket [x1, x2, . . . , xk+1]k+1, or when the length of the bracket is
clear from the context, [x1, x2, . . . , xk+1], as the nested expression
[x1, [x2, [x3, . . . , [xk−1, [xk, xk+1]] . . .]]].
This defines a k-Leibniz-algebra structure structure on g, denoted by Lk(g). Many more
examples can be found in the literature. Subalgebras, ideals and solvability of Leibniz-algebras
are defined in the natural way. A subspace S of a Leibniz k-algebra L is a subalgebra of
L, if [S, . . . ,S]k+1 ⊆ S. A subspace I is an ideal, if it satisfies [I,L, . . . ,L]k+1 + . . . +
[L, . . . ,L,I]k+1 ⊆ I. The Leibniz algebra L is solvable, if the derived sequence,
S1(L) = L, St+1(L) = [St(L), . . . ,St(L)]k+1, for all t ≥ 1,
descends to {0}. We now introduce a generalisation of Lie algebra (pre)-derivations. It is
important to note that many different generalisations of algebra derivations can be found in
the literature, each emphasizing a particular property of classical derivations.
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Definition 1. Let k ∈ N0. A Leibniz-derivation of order k for a Lie algebra g is an endo-
morphism P of that Lie algebra satisfying the identity
P ([x1, . . . , xk+1]) = [P (x1), x2, . . . , xk+1] + [x1, P (x2), . . . , xk+1]
+ . . .+ [x1, x2, . . . , P (xk+1)],
for all x1, . . . , xk+1 in g. Let LDerk(g) be the set of all Leibniz-derivations for g of order k
and let LDer(g) be the set of all Leibniz-derivations:
⋃
k∈N0
LDerk(g).
Interpretation. The derivations of g are exactly the Leibniz-derivations of order 1. The
pre-derivations are those of order 2. In [Ja2], Jacobson introduced Lie triple systems. The
pre-derivations of g can also be interpreted as the derivations of the Lie triple system induced
by g. Even more generally, we may consider the k-Leibniz algebra Lk(g) that is naturally
induced by g. The derivations of Lk(g) correspond with the Leibniz-derivations for g of order
k:
Der(Lk(g)) = LDerk(g).
This suggests that Bajo’s theorem is a natural generalisation of Jacobson’s, and that our main
theorem is a natural generalisation of Bajo’s. Note that the order of a Leibniz-derivation is
not unique:
Lemma 1. If s, t ∈ N0 and s|t, then LDers(g) ⊆ LDert(g). If k, l ∈ N0, then
LDerk(g) ∩ LDerl(g) ⊆ LDerk+l(g).
Proof: (i.) Suppose P ∈ LDers(g). By recursively applying the definition (of
a Leibniz-derivation of order s) t
s
times to a bracket of the form [x1, . . . , xt+1],
we see that also P ∈ LDert(g). (ii.) Similarly, we may write a bracket of the
form [x1, . . . , xk+l+1] as [x1, . . . , xk, [xk+1, . . . , xk+(l+1)]].

Proposition 1. The subsets LDer(g) and all LDerk(g) of gl(g) are in fact subalgebras and
we have the chain
Inn(g) ⊆ Der(g) ⊆ LDerk(g) ⊆ LDer(g) ⊆ gl(g).
Proof: It can be checked that each LDerk(g) is a vector space. If P ∈
LDerk(g) and Q ∈ LDerl(g) then P,Q ∈ LDer(k,l)(g) by the previous lemma.
This shows that also LDer(g) is a vector space. Because of the previous
lemma, it now suffices to prove that [LDerm(g),LDerm(g)] ⊆ LDerm(g). Let
P,Q ∈ LDerm(g) and x1, . . . , xm+1 ∈ g. Then [P,Q]([x1, . . . , xm+1]) is equal
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to∑
i 6=j
[x1, . . . , P (xi), . . . , Q(xj) . . . , xm+1] +
∑
l
[x1, . . . , (P ◦Q)(xl), . . . , xm+1]
−
∑
i 6=j
[x1, . . . , Q(xi), . . . , P (xj), . . . , xm+1] −
∑
l
[x1, . . . , (Q ◦ P )(xl), . . . , xm+1],
which in turn is equal to
∑
l[x1, . . . , [P,Q](xl), . . . , xm+1]. This finishes the
proof.

Remark This chain collapses for Lie algebras with special properties. For nilpotent Lie
algebras, the first three terms are generically distinct and the last two terms coincide (section
3). For perfect Lie algebras without center and for reductive Lie algebras, the middle three
terms coincide (section 4).
The Lie algebras LDerk and LDer are clearly invariants of Lie algebras. We now apply a well-
known technique concerning the behaviour of (Lie) algebra invariants under degenerations.
We use the following fact: if a sequence of matrices of nullity at least n0 converges (in the
usual topology), then the nullity of the limit is also at least n0.
Proposition 2. If g → g0 is a degeneration of complex Lie algebras and k ∈ N0, then
dim(LDerk(g)) ≤ dim(LDerk(g0)).
Proof: Fix the natural number k ≥ 1. Choose a basis for the underlying
vector space, say V , and let n be its dimension. With respect to this basis, we
may identify the endomorphisms of V with the (n × n)-matrices and the Lie
algebra structures on V with their structure constants. One can then explicitly
construct (cf. [BB, NP]) a polynomial map M : L(V ) ⊆ C3 −→ Mat(n3, n2)
from the Lie algebra laws on V to the (n2×n3)-matrices satisfying the following
property: if µ ∈ L(V ), then LDerk(µ) and ker(M(µ)) are isomorphic as vector
spaces. This implies that dim(LDerk(µ)) is equal to the nullity of M(µ).
Now suppose that µ ∈ L(V ) degenerates to µ0 ∈ L(V ). Then (cf. [BB, NP])
µ ∈ L(V ) sequentially contracts to µ0 ∈ L(V ), say limε→0(µε) = µ0. By the
above remarks, it suffices to prove (i.) that each M(µε) has the same nullity as
M(µ) and (ii.) that limε→0(M(µε)) = M(µ0). The former follows from the fact
that µ is, by definition, isomorphic to each µε. Since the mapM is polynomial,
and thus continuous, we also have limε(M(µε)) = M(limε µε) = M(µ0). This
finishes the proof.

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Remark This proposition generalises the well-known result for k = 1. Note, however, that
(unlike in the (k = 1)-case) a proper degeneration need not produce a strict inequality for
higher k. Counterexamples can already be found in dimension 7.
3. Nilpotent Lie algebras
Now suppose that g is a nilpotent Lie algebra of class c > 0. Then it is easy to construct
Leibniz-derivations. In fact, every endomorphism of g is a Leibniz-derivation of order c (and
all higher orders). The converse is just as easy to prove:
Proposition 3. Consider a Lie algebra g and a k in N0. Then g
k = 0 if and only if
LDerk(g) = gl(g). In particular, the minimal k for which the equalities hold, is the nilpotency
class of g.
From this it is clear that invertible endomorphisms of g are Leibniz-derivations of arbitrarily
high order. It is not clear however, whether they can also have low orders. We generalise the
following existence results [Bu]: every nilpotent Lie algebra of class at most two (four) has
an invertible (pre)derivation.
Proposition 4. Every nilpotent Lie algebra of nilpotency class c has a Leibniz-derivation of
order ⌈ c2⌉.
Proof: Let g be the Lie algebra and set q = ⌈ c2⌉. Choose a vector subspace
W of g complementary to gq+1: g = W + gq+1. Define the map P by its
restrictions to W and gq+1: P |W = 1W and P |gq+1 = (q + 1)1gq+1 . Then it is
easy to check that P is a Leibniz-derivation for g of order q. Note that it is
even semisimple.

The following proposition by Bajo, Benayadi and Medina characterises the Lie algebras ad-
mitting an invertible derivation, k = 1. We are not aware of an analogous description for
higher values of k.
Proposition [[BBM]] A Lie algebra over a field of characteristic zero admits an invertible
derivation if and only if it is the quotient of a Lie algebra that is quadratic and symplectic by
an ideal that is Lagrangian and completely isotropic.
We have already remarked that certain derivation algebras may coincide. We can also consider
the converse in the case of nilpotent Lie algebras. A classical result by Dixmier and Schenkman
([Di] and [Ja1]) implies that the inequality Inn(g) ⊆ Der(g) is in fact strict. If the nilpotency
class is at least two, then also Der(g)  pDer(g) = LDer2(g), [Bu]. This last statement can
be generalised:
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Proposition 5. Consider a nilpotent Lie algebra g of class c. Let k and l be natural numbers
satisfying k ≡ 1mod l and k ≤ c. Then we can construct an element of LDerk(g) \ LDerl(g).
Proof: Choose elements e1, . . . , ek of g
1 such that u = [e1, . . . , ek] ∈ g
k\gk+1.
Choose a basis B for g containing u such that 〈B \ u〉 contains e1, . . . , ek and
gk+1. Choose a non-zero central element z of g. Then define the linear map
Pz : g −→ g on this basis (and extend it linearly): Pz(u) = z and Pz is zero
on all other basis vectors. Then it is clear that Pz is a Leibniz-derivation for g
of order k. But Pz does not have order l: otherwise, it would also have order
k − 1 by lemma 1 and we would obtain the contradiction
z = Pz(u) = [Pz(e1), . . . , ek] + . . . + [e1, . . . , Pz(ek)] = 0.

4. Perfect and reductive Lie algebras
We now show that the Lie algebras LDer(g) and Der(g) coincide if g is reductive or perfect.
Recall that the Lie algebra is called reductive if its radical coincides with its center, and it is
called perfect if the Lie algebra coincides with its commutator.
Lemma 2. Consider a perfect Lie algebra g. Choose a natural number k ≥ 2 and an element
m ∈ F× \ Z−. Among all the endomorphisms f : g −→ g of g, only the zero-map satisfies the
identity,
m · f([x1, . . . , xk]) + [x1, f([x2, . . . , xk])]
+ [x1, x2, f([x3, . . . , xk])]
+ . . .
+ [x1, x2, . . . , xk−1, f(xk)]
= 0. (∗m,k)
Proof: We prove the lemma by induction on the parameter k. Consider the
substitution x1 7→ [t, x1] in the identity (∗m,k). We apply the Jacobi-identity
to the left part of each term but the first and then twice the identity (∗m,k)
to obtain
−f([[t, x1], x2, . . . , xk]) + [f([t, x2, . . . , xk]), x1] + [t, f([x1, x2, . . . , xk])] = 0.
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Now group xk−1 and xk together so that we may once again apply identity
(∗m,k):
− f([[t, x1], x2, . . . , xk])
+ m · f([x1, t, x2, . . . , xk])−m · f([t, x1, x2, . . . , xk])
+ [x1, t, f([x2, . . . , xk])]− [t, x1, f([x2, . . . , xk])]
+ [x1, t, x2, f([x3, . . . , xk])]− [t, x1, x2, f([x3, . . . , xk])]
+ · · ·
+ [x1, t, x2, . . . , xk−2, f([xk−1, xk])] − [t, x1, x2, . . . , xk−2, f([xk−1, xk])]
= 0.
Note that [[t, x1], p] = [t, x1, p] − [x1, t, p] for all p in g, so that the first three
terms add up to (m+1) · f([[x1, t], x2, . . . , xk]). The remaining terms can also
be grouped together and we obtain
(m+ 1) · f([[x1, t], x2, . . . , xk]) + [[x1, t], f([x2, . . . , xk])]
+ [[x1, t], x2, f([x3, . . . , xk])]
+ · · ·
+ [[x1, t], x2, . . . , xk−2, f([xk−1, xk])]
= 0.
Note that m + 1 is non-zero. If k = 2, this identity reduces to (m + 1) ·
f([[x1, t], x2]) = 0 and we may conclude that f vanishes. This proves the
base of the induction. Now assume that k ≥ 3. Since g is generated by its
commutators, we may perform the substitutions [t, x1] 7→ x1 and [xk−1, xk] 7→
xk−1. So we observe that f also satisfies the identity (∗m+1,k−1). Since m+ 1
belongs to F×\Z− and since k−1 ≥ 2, we may apply the induction hypothesis,
which guarantees the vanishing of f . This finishes the induction.

Proposition 6. All Leibniz-derivations of a perfect Lie algebra g are derivations in the clas-
sical sense: LDer(g) = Der(g).
Proof: Let P be a Leibniz-derivation of the perfect and centerless Lie algebra
g, touching g at k ≥ 1. So it suffices to prove that the alternating, bilinear
map
ω : g× g −→ g : (x; y) 7−→ P ([x, y]) − [P (x), y]− [x, P (y)]
vanishes. This is true - by definition - for k = 1. So we may assume that
k ≥ 2. We can rewrite the definition of a Leibniz-derivation in terms of this
8 WOLFGANG ALEXANDER MOENS
ω: for all x1, . . . , xk+1 in g, we have
ω(x1; [x2, . . . , xk+1]) + [x1, ω(x2; [x3, . . . , xk+1])]
+ [x1, x2, ω(x3; [x4, . . . , xk+1])]
+ · · ·
+ [x1, x2, . . . , xk−1, ω(xk;xk+1)]
= 0. (†)
Note that we cannot apply the technical lemma to this identity (ω is defined
on g× g). But we can explicitly construct a linear map f : g −→ g satisfying
the identity ω(x; y) = [x, f(y)] for all x, y in g. We do this as follows. Choose
an ordered basis (z1, . . . , zd) for g. Since g is perfect, each of these basis vectors
zi can be written as a sum of k-commutators:
zi =
∑
r
[yi1(r), . . . , y
i
k(r)] =
∑
r
y(i, r)
for some yij(r) in s. We should remark that this decomposition is not neces-
sarily unique. Now define f(zi) as∑
r
(
P (y(i, r))− [P (yi1(r)), y
i
2(r), . . . , y
i
k(r)]− . . .− [y
i
1(r), . . . , P (y
i
k(r))]
)
,
and extend f linearly to all of g. By using the definition of a Leibniz-derivation,
one can then check that this function satisfies the identity ω(x; y) = [x, f(y)].
We may then rewrite the identity (†) to obtain
[x1, f([x2, . . . , xk+1])] + [x1, x2, f([x3, . . . , xk+1])]
+ [x1, x2, x3, f([x4, . . . , xk+1])]
+ · · ·
+ [x1, x2, . . . , xk−1, xk, f(xk+1)]
= 0.
Note that f leaves the center of g invariant: 0 = [z(g), f(g)] = ω(z(g); g) =
−ω(g; z(g)) = −[g, f(z(g))]. This f then naturally projects to an endomor-
phism f of the perfect Lie algebra g = g/z(g). So we obtain the identity
f([x2, . . . , xk+1]) + [x2, f([x3, . . . , xk+1])]
+ [x2, x3, f([x4, . . . , xk+1])]
+ · · ·
+ [x2, . . . , xk−1, xk, f(xk+1)]
= 0.
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This means that f satisfies the identity (∗m,k) of the previous lemma (with
m = 1 and k ≥ 2). We may then conclude that f maps into the center of g,
and that that ω vanishes: ω(g; g) = [g, f(g)] ⊆ [g, z(g)] = 0. This finishes the
proof.

If the condition fails, the equality Der(g) = LDer(g) may still hold. Examples are given by
the abelian Lie algebras Cd and the 2-dimensional affine Lie algebra aff1(C).
Corollary 1. All Leibniz-derivations of a semisimple Lie algebra are inner and thus singular.
The following lemma is well-known for k = 1 ([To], Lemma 1) and the proof for higher k
should be obvious.
Lemma 3. Consider a Lie algebra g and suppose it can be decomposed as a direct sum of
ideals: g = ⊕igi. Define LDerk(gi, gi) = LDerk(gi) and, for i 6= j, let LDerk(gi, gj) consist of
the endomorphisms f of g satisfying the following conditions: f(gl) = 0 if l 6= i, f(g) ⊆ gj,
f([gi, . . . , gi]k+1) = 0 and [f(gi), gj , . . . , gj]k+1 + . . .+ [gj, . . . , gk, f(gi)]k+1 = 0. Then
LDerk(g) =
∑
i,j
LDerk(gi, gj).
Proposition 7. All Leibniz-derivations of a reductive Lie algebra g are derivations in the
classical sense: LDer(g) = Der(g).
Proof: Wemay decompose g as s⊕a, with s semisimple and a abelian. Since s
is perfect and centerless, the terms LDerk(s, a) and LDerk(a, s) vanish. By the
previous lemma, we obtain LDerk(g) = LDerk(s) + LDerk(a). Alternatively,
we observe that perfect ideals are invariant under Leibniz-derivations. By
proposition 9, also the radical a is invariant. This again gives us LDerk(g) =
LDerk(s) + LDerk(a).
Observe that LDerk(s) is equal to Inn(g) by corollary 1. For the abelian Lie
algebra a we have LDerk(a) = gl(a). We may then combine these observations
to conclude that LDer(g) = Inn(s) + gl(a) = Der(g). 
5. Invariance of the solvable radical
The ideals of a Lie algebra g that are invariant under all classical derivations are called char-
acteristic ideals. Obvious examples are the terms of the descending central series, the terms
of the derived central series, and the terms of the ascending central series: gk, g(k) resp. zk(g).
The maximal nilpotent ideal nil(g) and the maximal solvable ideal rad(g) are also character-
istic ideals. In this paragraph, we show that the solvable radical (of g) is also invariant under
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all Leibniz-derivations.
We define the radical rad(Lk(g)) of Lk(g) to be the (unique) maximal solvable ideal of Lk(g)
Note that this radical is well defined, since the sum of two solvable ideals of Lk(g) is again a
solvable ideal of Lk(g).
Proposition 8. Let g be a Lie algebra and k ∈ N0. Then rad(Lk(g)) = rad(g).
Proof: Any solvable ideal of g will also be a solvable ideal of Lk(g), so that it
suffices to prove the inclusion rad(Lk(g)) ⊆ rad(g). Let X be a solvable ideal
of Lk(g). Consider a Levi-decomposition g = s ⋉ r for g and let pi : g −→ s
be the natural quotient map. Then this map is a morphism of Leibniz-k-
algebras so that pi(X) is solvable as a k-Leibniz algebra. But pi(X) is also
an ideal of s: [X, g, . . . , g]k+1 ⊆ X ⇒ [pi(X), s] ⊆ pi(X). This implies that
pi(X) is semi-simple and thus perfect. Only pi(X) = 0 is both solvable (as a
k-Leibniz algebra) and equal to its own commutator so that we conclude that
X is contained in rad(g). This finishes the proof.

Proposition 9. The radical of a Lie algebra is invariant under all Leibniz-derivations.
Proof: This proof is a generalisation of one by Hochschild [Ho]. Let g be the
Lie algebra, k ∈ N0. By the previous proposition, we may identify the radicals
rad(g) and rad(Lk(g)). Denote them by r. Consider the derived sequence of
Lk(r):
r = r1 ! r2 ! · · · ! rp ! rp+1 = 0,
where St(Lk(r)) := rt. Note that the terms are ideals of Lk(r) since they are
even ideals of r. Consider a derivation δ of Lk(g). We will then show, that
δi(rt) ⊆ r,
for all i ∈ N0 and all 1 ≤ t ≤ p + 1 by using induction on t. The basis of the
induction is given by t = p+ 1. The induction hypothesis is then δi(rt+1) ⊆ r
for all i. We now show that also δi(rt) ⊆ r holds for all i.
The set A = r+ δ(rt) is an ideal of Lt(g) since
[g, . . . , g, A, g, . . . , g]k+1 ⊆ [g, . . . , g, r, g, . . . , g]k+1
+[g, . . . , g, δ(rt), g, . . . , g]k+1
⊆ r+ rt + δ(rt)
= A.
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The derived algebra [A, . . . , A]k+1 of A is contained in r:
[A, . . . , A]k+1 ⊆ r+ [δ(rt), . . . , δ(rt)]k+1
⊆ r+ r+ δk+1(rt+1)
⊆ r,
by the induction hypothesis. We may then conclude that A is a solvable ideal
of Lt(g) and thus contained in r. In particular, we have δ(rt) ⊆ r. Note that
the proof does not end here. Now suppose that δi(rt) ⊆ r for all 1 ≤ i < n.
We will then show that also δn(rt) ⊆ r.
As before, we can show that the set B = r+ δn(rt) is an ideal of Lk(g):
[g, . . . , g, B, g, . . . , g]k+1 ⊆ r+ [g, . . . , g, δ
n(rt), g, . . . , g]k+1
⊆ r+ rt + δ
n(rt)
= B,
by the hypothesis δi(rt) ⊆ r for all i < n. Again, we can show that the derived
algebra of B is in r:
[B, . . . , B]k+1 ⊆ r+ [δ
n(rt), . . . , δ
n(rt)]k+1
⊆ r+ r+ δn(k+1)(rt+1)
⊆ r+ r = r,
by the hypothesis that δi(rt+1) ⊆ r for all i. As before, we conclude that B ⊆ r
and thus also δn(rt) ⊆ r. This finishes the proof.

Though we will not be needing it later, we mention that one can also prove the invariance
of the nilradical under all Leibniz-derivations. For this, we consider the automorphisms of a
Leibniz-algebra.
Definition 2. Let k ∈ N0. A Leibniz k-automorphism for a Lie algebra g is an invertible
endomorphism A of that Lie algebra satisfying the identity
A([x1, . . . , xk+1]) = [A(x1), A(x2), . . . , A(xk+1)],
for all x1, . . . , xk+1 in g. Let LAutk(g) be the set of all Leibniz k-automorphisms and let
LAut(g) be the set of all Leibniz automorphisms:
⋃
k∈N0
LAutk(g).
Interpretation. As in the case of derivations, the automorphisms of g correspond with
k = 1. Mu¨ller’s pre-automorphisms correspond with k = 2. For each Lie algebra g and each
natural number k ≥ 1, LAutk(g) = Aut(Lk(g)) is a Lie group with Lie algebra LDerk(g).
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Proposition 10. The solvable radical and the nilradical of a Lie algebra are invariant under
all Leibniz-automorphisms and all Leibniz-derivations.
Proof: For k = 1: the result is well-known for Lie algebras. For k = 2: the
result for pre-automorphisms is due to Mu¨ller ([Mu¨], propositions 3.3 and 3.4),
the one for pre-derivations is due to Bajo ([Ba], lemma 1). For k ≥ 2: the
generalisation of the proofs by Mu¨ller and Bajo is straightforward.

Remark The first proof for the invariance of the solvable radical is algebraic in nature and
the second proof is geometric.
Finally, we consider the special case of nilpotent Lie algebras. In such a nilpotent Lie algebra
g, there are only two invariant subspaces: 0 and g itself (proposition 3). From this it follows
that the ideals gk, g(k) and zk(g) of g are, in general, not invariant. But the corresponding
ideals (of the descending, derived or ascending series of the Leibniz-algebra) will be.
6. Characterisation of nilpotent Lie algebras
We are now in a position to prove the main theorem. We include the proofs for completeness,
even though their techniques are well-known. First, the general case is reduced to the solvable
case. Then, the solvable case is reduced to the nilpotent case.
Proposition 11. If a Lie algebra has an invertible Leibniz-derivation, then the Lie algebra
is solvable.
Proof: Let g be a Lie algebra with an invertible Leibniz-derivation P , say
of order k. We must then show that g is solvable. Consider a Levi-Mal’cev -
decomposition g = s ⋉ r, where r is the solvable radical and s is a Levi-
complement. Denote by pis : g −→ s the projection along the solvable radical
onto the Levi-complement. Then the endomorphismQ = (pis◦P )|s is a Leibniz-
derivation of s of order k. Since P is invertible and since r is invariant under
P (proposition 9), we obtain
s = pis(g) = pis(P (g)) = pis(P (s)) + pis(P (r)) = Q(s).
This means that the Leibniz-derivation Q is invertible. We may then invoke
Jacobson’s theorem or corollary 1 to conclude that s = 0. In other words: g
is solvable.

Lemma 4 (Eigenspaces). Consider a Lie algebra g be with a Leibniz-derivation P of order
k ≥ 1. Consider the generalised eigenspace decomposition of g with respect to the operator P :
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g =
∑
α∈ΩP
gα. Then for all generalised eigenvalues α1, . . . , αk+1, we have the identity[
gα1 , . . . , gαk+1
]
⊆ gα1+...+αk+1 .
Proof: For every m ∈ N, α1, . . . , αk+1 ∈ F, and x1, . . . , xk+1 ∈ g,(
P −
k+1∑
t=0
αt1g
)m
([x1, . . . , xk+1])
is a linear combination of elements of the form
(1) [(P − α11g)
i1(x1), . . . , (P − αk+11g)
ik+1(xk+1)]
for some i1, . . . , ik+1 in N0 satisfying i1 + . . . + ik+1 = m. This can easily
be shown using induction on m. Now assume that each xi is in gαi . It then
suffices to find an m for which all of the expressions (1) vanish. For each
generalised eigenvalue αi there exists, by definition, an mi ∈ N0 such that
(P − αi1g)
mi(gαi) vanishes. If we define m to be m1 + . . . +mk+1, then each
element of the form (1) will vanish, and this finishes the proof of the lemma.

Proposition 12. If a solvable Lie algebra has an invertible Leibniz-derivation, then the Lie
algebra is nilpotent.
Proof: We assume the notation of the previous proposition and lemma. Then
for all α, β ∈ ΩP and n ∈ N0 we have ad(gα)
kn(gβ) ⊆ gnkα+β. We now choose
an n, not depending on α or β, such that the right hand side of this inequality
vanishes:
ad(gα)
kn(gβ) = 0.
This is possible since the set ΩP of generalised eigenvalues is finite and since
invertible transformations have only non-zero generalised eigenvalues. Any
basis for g of generalised eigenvectors is then ad-nilpotent. Since g is solvable,
Lie’s theorem implies that all elements of g are ad-nilpotent. Engel ’s theorem
finishes the proof.

Proof: [Main Theorem] Without loss of generality, we may assume that the
base field is algebraically closed (cf. proposition 2.3 in [Bu]). The necessity
is proved in Proposition 3. Together, propositions 11 and 12 prove the suffi-
ciency.

We finish this paper with two remarks.
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Remark Sufficient conditions on automorphisms and derivations for the nilpotency or solv-
ability of a Lie algebra are also interesting and useful (but more complicated) in the case
the base field has prime characteristic. As an application, we cite the works by Shalev and
Zel’manov on (pro) p-groups of finite coclass, [S, SZ]. Note, however, that our main theorem
can only hold in characteristic zero for the following trivial reason: every Lie algebra over
a field of characteristic p > 0 has an invertible p-derivation. The identity transformation is
such a derivation.
Remark The so-called n-ary Lie algebras are natural generalisations of Lie algebras. One
could suspect that a theorem, very much like Jacobson’s, also holds for these generalised
objects. It is important to note however, that this is not the case: for each n ≥ 3, there exist
non-nilpotent n-ary Lie algebras with an invertible derivation. This has been shown in [Wi].
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