Abstract. Content-based video retrieval has shown promising results to help physicians in their interpretation of medical videos in general and endomicroscopic ones in particular. Defining a relevant query for CBVR can however be a complex and time-consuming task for non-expert and even expert users. Indeed, uncut endomicroscopy videos may very well contain images corresponding to a variety of different tissue types. Using such uncut videos as queries may lead to drastic performance degradations for the system. In this study, we propose a semi-automated methodology that allows the physician to create meaningful and relevant queries in a simple and efficient manner. We believe that this will lead to more reproducible and more consistent results. The validation of our method is divided into two approaches. The first one is an indirect validation based on per video classification results with histopathological ground-truth. The second one is more direct and relies on perceived inter-video visual similarity ground-truth. We demonstrate that our proposed method significantly outperforms the approach with uncut videos and approaches the performance of a tedious manual query construction by an expert. Finally, we show that the similarity perceived between videos by experts is significantly correlated with the inter-video similarity distance computed by our retrieval system.
Introduction
Probe-based Confocal Laser Endomicroscopy (pCLE) enables the endoscopist to acquire real-time in situ and in vivo microscopic images of the epithelium during an endoscopy. As shown in [3] , content-based retrieval (CBR) methods may provide interpretation support for the endoscopist, helping him or her in making an informed decision and establishing a more accurate pCLE diagnosis. However, the selection of adapted query can be quite challenging and timeconsuming for the user of such a CBR system. Also, because of the complexity of such manual query construction, the CBR system may not have a sufficient reproducibly and may be subject to large intra and inter-observer variability.
The approach presented in this paper allows physicians to efficiently create reproducible queries in a semi-automated fashion. This allows to boost retrieval Authors have contributed equally to the paper. performance when compared to using uncut videos as queries. It also allows us to approach the performance of carefully constructed queries by an expert. To achieve this, our query construction approach is decomposed in two steps.
In the first step, we perform an automated temporal segmentation of the original video into a set of subsequences of interest. The segmentation is based on kinematic stability assessment. Since endomicroscopy is a handheld interventional modality, users often swipe a region of interest to look for diagnostically relevant criteria. In this work we leverage the observation that spatial stability across time is related to the informativeness of the images to design a first video stream temporal segmentation algorithm dedicated to endomicroscopy.
The second step consists in a fast user selection of a subset of the segmented subsequences. The physician is simply asked to keep or discard the subsequences provided by the first step. Although each of the possible subsequences may still contain images of different tissue type, the segmentation step makes each subsequence much more self-consistent than the original uncut video.
Once a query has been constructed, our method relies on the video CBR method presented in [2] . This system is based on the Bag-of-Visual-Words (BoW), a review of which can be found in [15] . Instead of relying on salient features, [2] uses a regular grid of descriptors at a fixed scale to construct a visual signature. This signature is then used to index and query a database of annotated cases.
Evaluation of CBR systems is known to be a difficult task. In our work, similarly to [3] , two validation methodologies with different strengths are used. The first indirect one uses the retrieval results and a k-nearest neighbors (k -NN) voting scheme to classify each video. This approach benefits from the fact that, in most clinically validated databases, each video is associated with a histopathologically validated diagnosis. The k -NN classification is more a quantitative evaluation and serves only as a CBR evaluation proxy. The second validation methodology compares the inter-video distances computed by the CBR method with the perceived visual similarities experienced by experts.
A Temporal Segmentation with User Selection Pipeline
As illustrated in Fig. 1 , our approach to query construction and CBR works as follows. During a procedure, the physician acquires pCLE videos in real time. The acquired frames are stored in a bounded circular FIFO buffer. At any moment during the intervention the user may want to consult the annotated database to provide him or her with visually similar cases that have been confirmed by histopathology examination. At this point, the acquisition is paused and our software displays the image buffer with a timeline that shows the automatic temporal segmentation. The user is then asked to briefly review each segmented subsequence and click on the ones that are of interest to him. This simplified interaction allows the user to construct a fast and reproducible query with sufficient visual similarity within and between the selected subsequences. Because all this happens during the procedure, our temporal segmentation needs to be running in real-time. Then, the user-chosen subset of subsequences is used to
