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Abstract—Simultaneous clustering and optimization (SCO) has recently drawn much attention due to its wide range of practical
applications. Many methods have been previously proposed to solve this problem and obtain the optimal model. However, when a
dataset evolves over time, those existing methods have to update the model frequently to guarantee accuracy; such updating is
computationally infeasible. In this paper, we propose a new formulation of SCO to handle evolving datasets. Specifically, we propose a
new variant of the alternating direction method of multipliers (ADMM) to solve this problem efficiently. The guarantee of model accuracy
is analyzed theoretically for two specific tasks: ridge regression and convex clustering. Extensive empirical studies confirm the
effectiveness of our method.
Index Terms—Simultaneous clustering and optimization, evolving datasets, sum-of-norms regularizer, ADMM.
F
1 INTRODUCTION
Simultaneous clustering and optimization (SCO) has re-
cently drawn much attention in the machine learning and
data mining community [1], [2]. Let us consider an example
to explain this. Suppose that we want to predict the price
of houses in New York City. The prices of houses located
in the same region should be predicted by using similar
prediction models. The prices of houses located in different
regions should be predicted by using different prediction
models. Traditional methods usually involve two separate
steps. Such methods first learn prediction models for every
house and then use clustering methods such as k-means
clustering [3], [4], [5], [6] to determine the similarity among
the obtained prediction models. However, the purpose of
the SCO task is to perform prediction and identify the
similarity among prediction models simultaneously; this
approach usually outperforms traditional solutions.
Previous methods such as network lasso [1], [2], [7]
formulate the SCO problem as that of a convex objective
function with a sum-of-norms regularizer, which usually
leads to a high computational cost for to following reasons:
• The number of optimization variables increases lin-
early with the number of instances and features.
• The optimization variables are highly nonseparable
due to the sum-of-norms regularization.
• The objective function is extremely nonsmooth.
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Due to those challenges, many optimization methods such
as the alternating minimization algorithm (AMA) [8] and
the alternating direction method of multipliers (ADMM)
[1], [2] have been developed to reduce the computational
cost. Although these existing methods obtain great effi-
ciency improvement for a static dataset, they are unable
to handle an evolving dataset directly due to exceptionally
high computational complexity. The reason is that when a
dataset evolves over time, the optimal model of SCO has
to be frequently updated over time. Otherwise, the model
accuracy cannot be guaranteed. However, it is impractical
to update the optimal model frequently due to the high
computational cost. Therefore, finding an effective method
of performing SCO on an evolving dataset with a guarantee
of model accuracy is a meaningful problem.
Let us consider an example to explain our motivation.
Determining a cluster path [8], [9], [10] is one of SCO tasks.
This is done by performing convex clustering over multiple
rounds. As illustrated in Figure 1, the cluster paths for
images 1 and 2 are very similar due to few changes of
pixels. However, the cluster path of image 3, namely, Figure
1(f), is significantly different from them. It is impractical
to update the optimal cluster path for every image timely
because it takes at least 18 seconds to obtain a cluster path.
Additionally, compared with Figure 1(d) and Figure 1(e),
we observe that a cluster path for image 1, i.e., Figure 1(d),
can be used for a similar image 2 with some slight loss of
accuracy. Compared with Figure 1(d) and Figure 1(f), we
observe that a cluster path should be updated if the image
is changed significantly. In a general scenario, we are thus
motivated by the following two nontrivial and challenging
problems:
• How to obtain a model with a guaranteed accuracy
that can be used for a dataset undergoing slight
changes, and
• When to update the model if the dataset has evolved
to become sufficiently different.
In this paper, we aim to answer the above two chal-
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(d) cluster path 1, 19.7 seconds
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(e) cluster path 2, 19.0 seconds
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(f) cluster path 3, 18.8 seconds
Fig. 1. There is a plane at an airport, and it is crossing the field of view. Figure 1(b) shows the next frame in the video after the frame shown in Figure
1(a). Figure 1(c) shows that the plane is nearly outside the field of view after 2 seconds. We partition every image into 256 blocks and identify each
block with a unique number. The maximum gray value corresponding to pixels in a block is used to represent the block. The cluster paths of Figures
1(a), 1(b), and 1(c) are illustrated in Figures 1(d), 1(e), and 1(f), respectively. Note that the cluster path of an image is obtained by running the
previous method for more than 18 seconds, which is unacceptably long in video analysis. This illustrative example shows that it is vitally important
to find an effective method for obtaining the cluster path with a guaranteed accuracy for a video dataset.
lenging questions. We reformulate the problem of SCO as
a convex problem with cone constraints in the dual space.
Compared with the formulation in the previous studies,
the new formulation does not contain the sum-of-norms
regularizer and is thus much easier to solve. Then, a new
regularizer is proposed to allow for the optimal model to
be insensitive to slightly evolving data. A new metric is
proposed for deciding when to update the model for a
significant change of a dataset. Additionally, we propose
a new variant of the alternating direction method of mul-
tipliers (ADMM) to solve the proposed problem efficiently.
Furthermore, the guarantee of the model accuracy is ana-
lyzed theoretically for convex clustering and ridge regres-
sion tasks. Extensive empirical studies show the advantages
of the proposed method. In brief, our contributions are
summarized as follows:
• A new formulation of the SCO problem is proposed
to handle an evolving dataset.
• An efficient variant of ADMM is proposed to solve
the proposed problem efficiently.
• The accuracy of the model is analyzed theoretically
for convex clustering and ridge regression tasks.
• Extensive empirical studies show the superiority of
the proposed method.
The paper is organized as follows. Section 2 reviews the
related studies. Section 3 introduces the preliminaries. Sec-
tion 4 describes a new formulation of SCO for an evolving
dataset. Section 5 discusses a novel ADMM method for solv-
ing the problem. Section 6 presents a theoretical analysis.
Section 7 details the experiments. Section 8 concludes the
paper.
2 RELATED STUDIES
In this section, we briefly review the related literature.
2.1 Network lasso
Network lasso was the first method proposed to solve the
SCO problem [1]. It was subsequently implemented and
published as a general optimization tool for graph analysis
in [11]. Recently, network lasso has drawn much attention in
various application scenarios [2], [7], [12]. It was used in [7]
to predict the location of a shared bike. The study [12] exam-
ined a sufficient condition for the network topology to yield
an accurate solution. Network lasso was extended in [2] to
handle noisy and missing data. The cited existing studies
extended network lasso for static datasets; however, such
approaches are unsuitable for handling evolving datasets
due to a high computational cost.
2.2 Convex clustering
The special case of SCO, i.e., convex clustering [13], has
been extensively studied for several years. Compared to
the traditional clustering methods, it has a convex formu-
lation, leading to a robust clustering result. For example,
the clustering result of k-means is sensitive to the seeds,
and picking good seeds is challenging [3], [14]. However,
due to a convex objective function, the result of convex
clustering can be determined. It is not impacted by any
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(b) variable graph G
Fig. 2. Illustrative example of the graph abstraction. For any i such that
1 ≤ i ≤ 6, Ai represents an instance of the dataset, Xi represents the
corresponding optimization variable, vi represents a vertex of graph G,
and eij represents the edge connecting vi and vj .
heuristic rules used in traditional clustering methods. A
formulation of convex clustering was proposed in [13] by re-
laxing the formulation of k-means clustering. Subsequently,
[15] and [16] provided several sufficient conditions for
recovering the clustering membership theoretically. Other
studies, e.g., [8], [17], focus on improving the efficiency of
convex clustering. Although those previous studies attained
great improvement of convex clustering for static datasets,
they are unsuitable for handling evolving datasets due to a
high computational cost. The method proposed in the paper
reduces such computational cost and makes a good tradeoff
between efficiency and accuracy.
3 PRELIMINARIES
In this section, several important notations are introduced.
Then, the problem of simultaneous clustering and optimiza-
tion is presented.
3.1 SCO: simultaneous clustering and optimization
SCO is an optimization framework with a formulation that
is usually presented as a convex objective function with a
sum-of-norms regularizer. Before discussing its formulation,
we introduce the data model – a graph abstraction of a
dataset.
The basic data model consists of two graphs – a data
graph Gdata and a variable graph Gvariable – that are generated
as follows.
• Data graph Gdata. Every instance in a dataset is rep-
resented by a vertex. Generally, the K-nearest neigh-
bors (K-NN) method is performed on the dataset.
If an instance is one of the K nearest neighbors
of another instance, then an edge is generated to
connect them. Thus, we obtain a graph Gdata that
measures the similarity among instances.
• Variable graph Gvariable. Variable graph Gvariable is
generated based on graph Gdata. An optimization
variable, e.g., Xi, is represented by a vertex vi. If
two instances, e.g., Ai and Aj in graph Gdata, are
connected by an edge, then vertices vi and vj are
connected by edge eij .
Let us consider an illustrative example as a further
explanation. Figure 2(a) shows a data graph for a dataset
(a) α = 6 (b) α = 4
Fig. 3. Example illustrating SCO if fi(Xi) is instantiated to be the
empirical loss of ridge regression [2]. The task needs to learn a predic-
tion model for every house in the Greater Sacramento area. A marker
represents a house. If markers have the same color, the corresponding
houses have identical prediction models. As we observe, with the in-
crease in α, the same model is used for more houses. The experimental
details are described in [2].
consisting of 6 instances. Figure 2(b) shows the variable
graph for the data graph Gdata in the left panel. Since SCO is
formulated based on the variable graph Gvariable, we denote
the variable graph Gvariable by G by default in the following
content. The vertex set of G is denoted by V , and the edge
set of G is denoted by E . Thus, SCO [1] is formulated as
min
X∈Rn×d
∑
vi∈V
fi(Xi)︸ ︷︷ ︸
the empirical loss
+α
∑
eij∈E
wij ‖Xi −Xj‖p︸ ︷︷ ︸
the sum-of-norms regularizer
. (1)
Here, p is picked from 1, 2,∞. Parameter α is a hyperparam-
eter that should be specified. Parameter wij is the weight of
the edge eij . When the variable graph G is obtained, wij
is usually set to be inversely proportional to the distance
between Ai and Aj [8]. The optimal value of Xi, denoted
by Xi∗, represents the prediction model for the i-th instance,
i.e., Ai.
The complete objective function of (1) consists of two
parts explained as follows.
• Empirical loss. SCO can be used on various data
analysis tasks by instantiating the empirical loss of
fi(Xi). Function fi(·) usually represents the empiri-
cal loss due to the i-th instance, which is determined
by a specific machine learning task, such as regres-
sion, classification, and clustering. For example, if∑
vi∈V
fi(Xi) =
∑
vi∈V
‖Xi −Ai‖22 = ‖X−A‖2F
holds, it represents the empirical loss of convex clus-
tering. If the number of vertices in V is n, and
∑
vi∈V
fi(Xi) =
n∑
i=1
(∥∥∥AiXTi − yi∥∥∥2
2
+ γ ‖Xi‖22
)
holds, it represents the empirical loss of ridge regres-
sion.
• Sum-of-norms regularizer. The sum-of-norms regu-
larizer ‖Xi −Xj‖p is essential for performing simul-
taneous clustering and optimization. As illustrated in
(1), SCO learns a model, e.g., Xi, for every instance,
e.g., Ai. The most noticeable difference between SCO
4and the traditional machine learning task is the sum-
of-norms regularizer. The regularizer controls the sim-
ilarity among those models. If α = 0, every instance
has a different model from those of others. With the
increase in α, some instances tend to have similar or
even identical models. If α is sufficiently large, all
instances may have the same model. We refer to an
illustrative example [2] in Figure 3 to provide further
explanations about the regularizer.
3.2 Notation
Suppose that graph G consists of n vertices and m edges.
The i-th vertex is represented by vi, and its corresponding
optimization variable is Xi ∈ R1×d. The edge connecting vi
and vj is represented by eij . The weight of eij is denoted
by wij . A ∈ Rn×d represents the data matrix consisting of n
instances, and every instance is characterized by d features.
X ∈ Rn×d represents the matrix of optimization variables.
The other important notations are shown as follows.
• Ordinary lowercase letters, e.g., α and β, represent
constant scalars. Bold lowercase letters, e.g., y, rep-
resent vectors. Bold capital letters, e.g., A ∈ Rn×d
and Q ∈ Rm×n, represent matrices.
• A bold capital letter with a subscript, e.g., Ai ∈
R1×d, represents the i-th row of a matrix. A bold
capital letter with two subscripts, e.g., Qij , repre-
sents the element located at the i-th row and the j-th
column.
• vec(·) represents the column stacking vectorization
of a matrix.
• diag(v) represents the diagonal matrix consisting of
the elements of vector v.
• ⊗ represents the Kronecker product. represents the
Hadamard product.
• ‖·‖ represents a norm of a vector, and ‖·‖∗ represents
its dual norm.
• Id represents the identity matrix. 0 and 1 represent
constant matrices with elements of 0 and 1, respec-
tively.
4 SIMULTANEOUS CLUSTERING AND OPTIMIZA-
TION FOR EVOLVING DATASETS
In this section, we propose a new formulation for perform-
ing SCO. Then, several examples are provided to present
more details about the formulation.
4.1 Formulation
Since the dataset is evolving, the change in the data matrix
A will impact the solution. Without a loss of generality, we
reformulate (1) as follows:
min
X∈Rn×d
f(X; A) + α
∑
eij∈E
wij ‖Xi −Xj‖p . (2)
Suppose that the number of vertices in V is n, i.e., n = |V|,
and the number of edges in E is m, i.e., m = |E|. We
introduce an auxiliary matrix Q ∈ Rm×n to help refor-
mulate the optimization’s objective function. Any row of Q
consists of one positive element, one negative element and
Algorithm 1 SCO for evolving datasets
Require: Data matrix A, a positive β and a threshold c
to control the accuracy of the solution for evolving
datasets.
1: while The change in A, i.e., A + ∆, is detected. do
2: Obtain ∆f∗ according to (7).
3: if ∆f∗ ≥ c then
4: A← A + ∆.
5: Solve the optimization problem (6), and obtain
the minimizer λ∗.
6: Obtain X∗ according to (5).
TABLE 1
lp norm and its dual norm lq .
‖·‖p ‖·‖1 ‖·‖2 ‖·‖∞
‖·‖q ‖·‖∞ ‖·‖2 ‖·‖1
constraints for ‖·‖q box ball simplex
the remaining zero elements. Any row of Q corresponds to
an edge of graph G. If the k-th row of Q, i.e., Qk, has a
positive value at the i-th element and a negative value at
the j-th element, it corresponds to edge eij . In this case, the
positive element of Qk is Qki := αwij , and the negative
element of Qk is Qkj := −αwij . In other words,
Qk = (0, Qki︸︷︷︸
Qki:=αwij
,0, Qkj︸︷︷︸
Qkj :=−αwij
,0). (3)
Additionally, the sum-of-norms regularization is usually
denoted by the l1,p norm, i.e., ‖·‖1,p [1], [8], [16], [17]. It is
defined by ‖·‖1,p :=
∑
eij∈E ‖·‖p. Using Q to reformulate
the optimization objective function of (2), we thus obtain
min
X∈Rn×d
f(X; A) + ‖QX‖1,p .
Theorem 1. The dual formulation of (2) is equivalent to
min
λ∈Rm×d
f∗(−vecT(λ)(Id ⊗Q); A) (4)
subject to
‖λi‖q ≤ 1, 1 ≤ i ≤ m.
Once the quantity λ∗ that minimizes (4) has been obtained, the
quantity X∗ that minimizes the primal problem (2) is obtained by
∇f(X∗; A) + (Id ⊗Q)Tvec(λ∗) = 0. (5)
Here, p ∈ {1, 2,∞}, and 1p + 1q = 1. Table 1 shows the specific
values of p and q.
Therefore, our new formulation of the dual problem is
min
λ∈Rm×d
f∗(−vecT(λ)(Id ⊗Q); A) + β
∥∥∥(Id ⊗Q)Tvec(λ)∥∥∥
s
(6)
subject to
‖λi‖q ≤ 1, 1 ≤ i ≤ m.
Here, s can be 1, 2 or∞. Parameter β controls the accuracy
of the solution for the evolving dataset. A small β means
that the solution of (6) is sensitive to a perturbation of the
5data matrix A. A large β causes the solution of (6) to be
robust to a perturbation of the data matrix.
Intuitive idea. When A evolves to be A + ∆, the min-
imizer λ∗ is not the true minimizer λ˜∗ of (4) based on the
evolving dataset A+∆. However, if the difference between
A and A + ∆ is not significant, it is reasonable to use λ∗ as
an approximation of the true minimizer of (4). Note that
‖∇f(X∗; A)‖ =
∥∥∥(Id ⊗Q)Tvec(λ∗)∥∥∥ .
Consider a fixed X∗; then, ‖∇f(X∗; A)‖ changes when
A evolves into A + ∆. The smaller the change is be-
tween ‖∇f(X∗; A)‖ and ‖∇f(X∗; A + ∆)‖, the closer
X∗ and the true minimizer X˜∗ based on A + ∆. Mak-
ing ‖∇f(X∗; A)‖ insensitive to ∆ is equivalent to mak-
ing
∥∥(Id ⊗Q)Tvec(λ∗)∥∥ insensitive to ∆. The reason is
that λ∗ determines X∗ according to (5). We add a reg-
ularizer
∥∥(Id ⊗Q)Tvec(λ)∥∥s into the objective function
of (4), which penalizes the objective function for a large∥∥(Id ⊗Q)Tvec(λ)∥∥s. When A evolves, the regularizer guar-
antees that the change in
∥∥(Id ⊗Q)Tvec(λ)∥∥s is bounded
within the user’s control.
We define a new metric to decide when to update the
model for the evolving dataset.
∆f∗ :=|f∗(−vecT(λ∗)(Id ⊗Q); A + ∆) (7)
− f∗(−vecT(λ∗)(Id ⊗Q); A)|.
If this metric exceeds a threshold, then the model needs to be
updated. Finally, we propose Algorithm 1 to perform SCO
for evolving datasets.
4.2 Examples
We provide two examples – convex clustering [13] and ridge
regression [18] – to present additional explanations of the
proposed formulation.
Convex clustering. The optimization objective function
of convex clustering is
min
X∈Rn×d
‖X−A‖2F + ‖QX‖1,p .
In this case, f(X; A) = ‖X−A‖2F , and
f∗(−vecT(λ; A)(Id⊗Q)T) = −vecT(A)(Id⊗Q)Tvec(λ)+
1
4vec
T(λ)(Id ⊗ Q)(Id ⊗ Q)Tvec(λ). We thus obtain the
formulation of the dual problem of convex clustering as
min
λ∈Rm×d
− vecT(A)(Id ⊗Q)Tvec(λ)
+
1
4
vecT(λ)(Id ⊗Q)(Id ⊗Q)Tvec(λ)
subject to
‖λi‖q ≤ 1, 1 ≤ i ≤ m.
The dual problem of convex clustering is
min
λ∈Rm×d
− vecT(A)(Id ⊗Q)Tvec(λ)
+
1
4
vecT(λ)(Id ⊗Q)(Id ⊗Q)Tvec(λ)
+ β
∥∥∥(Id ⊗Q)Tvec(λ)∥∥∥
s
subject to
‖λi‖q ≤ 1, 1 ≤ i ≤ m.
Algorithm 2 New variant of ADMM for solving (6)
Require: Data matrix A ∈ Rn×d and a positive β.
1: Initialize λ(0) and µ(0), and set t = 0.
2: for Stopping criterion is not satisfied do
3: Update λ(t+1) by solving the optimization problem
(8).
4: Update u(t+1) according to (9).
5: Update µ(t+1) according to (10).
6: t = t+ 1;
7: return The final value of λ.
Once the minimizer λ∗ of (6) has been obtained, the min-
imizer of the primal problem (2) is obtained according to
(5), i.e., 2 (vec(X)− vec(A)) + (Id⊗Q)Tvec(λ∗) = 0 in this
case.
Ridge regression. The objective function of ridge regres-
sion with the sum-of-norms regularizer is
min
X∈Rn×d
n∑
i=1
(∥∥∥AiXTi − yi∥∥∥2
2
+ γ ‖Xi‖22
)
+ ‖QX‖1,p .
After the constant item is discarded, the above becomes
equivalent to
min
X∈Rn×d
vecT(X)Ωvec(X)− 2yTΛvec(X) + ‖QX‖1,p
where Ω ∈ R(nd)×(nd) is defined by
Ω := diag(vec(A))diag(vec(A)) + γInd,
and Λ ∈ Rn×(nd) is defined by
Λ := (11×d ⊗ In)diag(vec(A)).
Therefore, the final dual problem of ridge regression is
formulated as
min
λ∈Rm×d
1
4
vecT(λ)(Id ⊗Q)Ω−1(Id ⊗Q)Tvec(λ)
+
1
2
vecT(λ)(Id ⊗Q)Ω−1Λy + β
∥∥∥(Id ⊗Q)Tvec(λ)∥∥∥
s
subject to
‖λi‖q ≤ 1, 1 ≤ i ≤ m.
Once the minimizer λ∗ of (6) has been obtained, the mini-
mizer of the primal problem (2) is obtained according to (5),
i.e., 2Ωvec(X∗)−2ΛTy+(Id⊗Q)Tvec(λ∗) = 0 in this case.
5 NEW VARIANT OF ADMM FOR SOLVING (6)
In this section, we describe a novel ADMM method for
efficiently solving the proposed formulation, i.e., (6).
5.1 Algorithmic framework
The constraint set C of (6) is defined by
C = {λ| ‖λi‖q ≤ 1, 1 ≤ i ≤ m}.
Similarly, a new notation u ∈ Rmd×1 is defined by
u := (Id ⊗Q)Tvec(λ).
6Thus, (6) is reformulated as
min
λ∈C
f∗(−(Id ⊗Q)Tvec(λ); A) + β ‖u‖s
subject to
(Id ⊗Q)Tvec(λ)− u = 0.
Denote h(λ) := f∗(−(Id ⊗ Q)Tvec(λ); A). Recall that
g(u) = ‖u‖1,p. Its augmented Lagrangian multiplier is
L(λ,u,µ) =h(λ) + g(u) + µT
(
(Id ⊗Q)Tvec(λ)− u
)
+
ρ
2
∥∥∥(Id ⊗Q)Tvec(λ)− u∥∥∥2
2
.
Update λ. The (t+ 1)-th update of λ is
λ(t+1) = argmin
λ∈C
L(λ,u(t),µ(t))
= argmin
λ∈C
h(λ) +
(
vecT(λ)(Id ⊗Q)
)
µ(t)
+
ρ
2
∥∥∥(Id ⊗Q)Tvec(λ)− u(t)∥∥∥2
2
. (8)
It is worth noting that most of the previous studies
[1], [8], [13], [16], [17] investigate the case of p = q = 2.
However, we observe that the case of p = 1 and q = ∞ is
more efficient than that of p = q = 2. If p = 1 and q = ∞,
the update of λ can be naturally parallelized. We present the
details in the appendix.
Remark 1. The parallelization speed-up of the update of λ is up
to O(d) if p = 1 and q =∞.
Update u. The (t + 1)-th update of u is formulated as
follows:
Theorem 2.
u(t+1) = ω+  ω, (9)
where
ω :=
1
ρ
µ(t) + (Id ⊗Q)Tvec(λ(t+1)).
According to Theorem 2, the update of u has a closed
form that can be computed very efficiently.
Update µ. The (t+ 1)-th update of µ is simply
µ(t+1) = µT + ρ
(
(Id ⊗Q)vec(λ(t+1))− u(t+1)
)
. (10)
The new variant of ADMM is presented in Algorithm 2.
5.2 Complexity analysis
If f(·) is convex, ADMM has been proven to be convergent
[19]. A new norm ‖w‖H is defined by
‖w‖H := wTHw,
where w ∈ R(nd+2md) is defined by
w :=
(
vecT(λ); u;µ
)
,
and H is defined by
H :=
0nd×nd ρImd
1
ρImd.

Therefore, we obtain the following theorem [20]:
Theorem 3 (Theorem 5.1 in [20]). Assume that f(·) is convex.
If the ADMM is run for T iterations, we have∥∥∥wT −wT+1∥∥∥2
H
≤ 1
T + 1
∥∥w0 −w∗∥∥2H
where w∗ =
(
vecT(λ∗); u∗;µ∗
)
.
It means that the convergence rate of the ADMM method
is O( 1T ) [20]. Formally, the quality of the solution obtained
by the ADMM method is presented as follows.
Remark 2. If we want to obtain an -accurate ( > 0) solution,
i.e.,
∥∥wT −wT+1∥∥2
H
≤ , the ADMM method needs to perform
O( 1 ) iterations.
6 THEORETICAL ANALYSIS
In this section, we analyze the accuracy of the approximate
solution obtained by Algorithm 1 for two specific tasks:
convex clustering and ridge regression.
6.1 Meta framework for analysis
We define the constraints of (6), i.e., C as
C = {λ ∈ Rm×d| ‖λi‖q ≤ 1, 1 ≤ i ≤ m}.
Define the minimizer of (6) based on the evolving dataset
A + ∆ as
λ˜∗ := argmin
λ∈C
f∗(−vecT(λ)(Id ⊗Q); A + ∆)
+ β ‖(Id ⊗Q)vec(λ)‖s .
Recall that λ∗ is defined by
λ∗ = argmin
λ∈C
f∗(−vecT(λ)(Id ⊗Q); A)
+ β ‖(Id ⊗Q)vec(λ)‖s .
According to Algorithm 1, we have
f∗(−vecT(λ˜∗)(Id ⊗Q); A + ∆)
≤f∗(−vecT(λ∗)(Id ⊗Q); A + ∆)
≤f∗(−vecT(λ∗)(Id ⊗Q); A) + c. (10)
This inequality provides a method for bounding the differ-
ence between λ∗ and λ˜∗. Additionally, according to (5), we
have
∇f(X˜∗; A + ∆)−∇f(X∗; A)
=(Id ⊗Q)T
(
λ˜∗ − λ∗
)
. (11)
This equality transforms the bound on the difference be-
tween X˜∗ and X∗ into the bound on the difference between
λ∗ and λ˜∗. Therefore, by combining (10) and (11), we are
able to bound the difference between X˜∗ and X∗.
Remark 3. The difference between X˜∗ and X∗ may be bounded
by (10) and (11).
76.2 Guarantee of model accuracy for convex clustering
In convex clustering, f(X; A) = ‖X−A‖2F , ∇f(X; A) =
2(vec(X) − vec(A)), and f∗(−vecT(λ)(Id ⊗ Q)T; A) =
−vecT(A)(Id ⊗ Q)Tvec(λ) + 14vecT(λ)(Id ⊗ Q)(Id ⊗
Q)Tvec(λ). The difference between X˜∗ and X∗ is bounded
according to the following theorem:
Theorem 4. When the data matrix A evolves to be A + ∆, and
Algorithm 1 is run to perform convex clustering, the difference
between X∗ obtained by Algorithm 1 based on A and the true
solution X˜∗ based on A + ∆ is bounded as
vecT(A)
(
vec(X˜∗)− vec(X∗)
)
≤vecT(A)vec(∆) + c
2
+
1
2β
‖vec(∆)‖ vecT(A + ∆)vec(A + ∆).
6.3 Guarantee of model accuracy for ridge regression
In Section 4.2, we showed that f(X; A) =
vecT(X)Ωvec(X) − 2yTΛX and f∗(−vecT(λ)(Id ⊗
Q); A) = 14vec
T(λ)(Id ⊗ Q)Ω−1(Id ⊗ Q)Tvec(λ) +
1
2vec
T(λ)(Id ⊗ Q)Ω−1Λy for the ridge regression
task. Define two new notations, Ω˜ ∈ R(nd)×(nd) and
Λ˜ ∈ Rn×(nd), as
Ω˜ := diag(vec(A + ∆))diag(vec(A + ∆)) + γInd,
and
Λ˜ := (11×d ⊗ In)diag(vec(A + Λ)).
According to (10), we have
c ≥1
4
vecT(λ˜∗)(Id ⊗Q)Ω˜−1(Id ⊗Q)Tvec(λ˜∗)
− 1
4
vecT(λ)(Id ⊗Q)Ω−1(Id ⊗Q)Tvec(λ). (12)
Define a new notation Φ ∈ R(nd)×(nd) as
Φ := 2diag(vec(∆)) (1d×d ⊗ In) diag(vec(A)).
Theorem 5. When the data matrix A evolves to be A + ∆,
and Algorithm 1 is run to perform ridge regression, the difference
between X∗ obtained by Algorithm 1 based on A and the true
solution X˜∗ based on A + ∆ is bounded as
vecT(X˜∗)Ωvec(X˜∗)− vecT(X∗)Ωvec(X∗)
≤ 1
16β2
∥∥∥yTΩ˜−1Λ˜y∥∥∥2 ∥∥∥Ω˜−1ΦΩ˜−1∥∥∥
+
1
16β2
∥∥∥yTΩ−1Λy∥∥∥2 ∥∥∥Ω−1ΦΩ−1∥∥∥+ 4c.
Remark 4. Given A and ∆, it is possible to obtain a relatively
accurate solution for convex clustering and ridge regression by
setting a small c and a large β in Algorithm 1.
7 EMPIRICAL STUDIES
In the section, we first present the experimental settings.
Then, we perform convex clustering, obtain the cluster path
for video datasets, and perform the ridge regression tasks to
evaluate our method.
7.1 Experimental settings
The experiments are performed on a server equipped with
an Intel Xeon(R) 32-core E5-2610 CPU and 48 GB of RAM.
We implement all the algorithms by using Matlab 2016b and
the CVX solver [21].
We use six datasets: moon1, iris2, segment3, svm-guide4,
space ga5, and airfoil6. Given graph G, the weight for every
edge is set to be inversely proportional to the distance
between the vertices; this approach is widely used in [8],
[9], [22]. Additionally, our method is compared with many
existing methods. These existing methods are presented
briefly as follows:
• PRIMAL-CC [13] has been proposed to perform con-
vex clustering. It solves the primal problem, i.e., (2),
directly.
• SSNAL-CC [17] is a semi-smooth Newton-based aug-
mented Lagrangian method. It has been proposed to
perform convex clustering efficiently.
• NET-LASSO [1] has been proposed as a general
framework for performing SCO for various tasks,
e.g., convex clustering and ridge regression.
• AMA-CC [8] is an alternating minimization algo-
rithm. It has been proposed to perform convex clus-
tering efficiently.
We follow the above notation, whereby the minimizer of (6)
for A is denoted by X∗, and the true minimizer of (6) for
A+∆ is denoted by X˜∗. Their difference, i.e.,
∥∥∥X∗ − X˜∗∥∥∥2
F
,
is used to measure the approximation of X∗ against X˜∗.
Here, ‖·‖F represents the Frobenius norm. The threshold c
in Algorithm 1 is set to be c = 10 by default.
7.2 Convex clustering
As we have shown in the previous section, f(X; A) =
‖X−A‖2F holds for convex clustering. Given a value α,
convex clustering recovers the clustering membership. If an
instance contains more than 2 features, we present the clus-
ter path by using its first and second principal components.
The edges in graph G are generated by running the K-NN
method with K = 10 for moon and iris and K = 5 for
segment and svm-guide. For datasets segment and svm-guide,
we pick 200 instances randomly and draw their cluster
paths as illustrative examples. We increase α gradually and
obtain a cluster path for every dataset. Additionally, we
use the Gaussian distribution N(0, 0.12) to generate the
perturbed matrix ∆ that is used to simulate the evolving
dataset. Parameter β is set to 5 by default in the evaluation.
Our method is denoted by REG-CC for convex clustering.
Note that the existing NET-LASSO method is unable to
1. https://cs.joensuu.fi/sipu/datasets/jain.txt
2. https://www.csie.ntu.edu.tw/∼ cjlin/libsvmtools/datasets/multi
class.html#iris
3. https://www.csie.ntu.edu.tw/∼ cjlin/libsvmtools/datasets/multi
class.html#segment
4. https://www.csie.ntu.edu.tw/∼ cjlin/libsvmtools/datasets/binar
y.html#svmguide1
5. https://www.csie.ntu.edu.tw/∼ cjlin/libsvmtools/datasets/regre
ssion.html#space ga
6. http://archive.ics.uci.edu/ml/datasets/Airfoil+Self-Noise
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Fig. 4. Cluster paths obtained for the datasets iris, moon, segment and svm-guide.
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Fig. 5. When datasets evolve, our REG-CC method yields more accurate clustering results than those of its counterparts by varying α.
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Fig. 6. When datasets evolve, our REG-CC method recovers the clustering membership more accurately with a large β.
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Fig. 7. When the environment evolves, our REG-CC method performs best at the setting of s = 1.
handle the datasets segment and svm-guide due to running
out of memory.
As illustrated in Figure 4, every color represents a true
cluster from the ground truth. If α is small, local communi-
ties of instances are detected. As α increases, different local
communities are fused into a large community. The number
of clusters declines for a large α. Furthermore, as illustrated
in Figure 5, our REG-CC method yields more accurate
clustering results than do the existing methods for various
values of α. Due to the regularized item in the dual problem
of (6), our REG-CC method penalizes a large fluctuation in
X∗. Thus, with the control of accuracy, the regularized item
makes X∗ robust to a perturbation of the data matrix. In
other words, X∗ is a satisfactory approximation of Xˆ∗ for
the evolving dataset A + ∆. Additionally, when we vary β,
Figure 6 shows that a large β yields more accurate clustering
results than does a small β. The reason is that a large β
imposes a greater penalty on the fluctuation in X∗, which
makes X∗ insensitive to the change in A.
Additionally, we evaluate the performance of our
method by varying s in the regularizer. We test it in
three kinds of evolving environments. In the first evolving
9TABLE 2
Average CPU time, in seconds, of running the proposed REG-CC method by varying constraints. The numbers in parentheses represent the
respective variances.
dataset/algos REG-CC(l1) REG-CC(l2) REG-CC(l∞) parallel REG-CC(l∞)
iris 5.53(0.05) 24.83(0.81) 29.86(4.04) 1.20(0.0004)
moon 4.26(0.02) 33.25(0.85) 29.50(0.71) 2.36(0.0137)
segment 54.29(11.94) 106.05(4.60) 147.16(42.03) 6.44(0.06)
svm-guide 318.58(24.70) 731.83(38.28) 1209.35(5.44) 20.32(0.04)
environment, the perturbed matrix ∆ is sparse, and its
nonzero values are generated from a Gaussian distribution,
i.e., N(0, 0.12). This leads to a sparse change in the data
matrix. In this case, the number of nonzero elements in the
perturbed matrix is set to be 0.2n, where n is the number
of instances in the dataset. In the second evolving environ-
ment, the perturbed matrix ∆ is dense, and its values are
generated from the Gaussian distribution N(0, 0.012). This
leads to a dense and relatively insignificant change in the
data matrix. The third evolving environment generates the
mixed perturbed matrix ∆ with 0.2n elements generated
from the first case and the other elements generated from
the second case. As illustrated in Figure 7, our method
performs best in the setting of s = 1 in all of these cases.
In this setting, the regularizer favors obtaining a sparse
(Id ⊗ Q)Tvec(λ∗) in the evolving environment. Although
the data matrix changes in the evolving environment, the
sparsity makes the minimizer λ∗ more robust to the change
in the data matrix.
Finally, we test the efficiency of our method by varying
q. Various values of q imply different types of constraints
in the dual problem (6). Variable q is set to 1, 2 and ∞.
In particular, if q = ∞, our method supports parallel
computing naturally. It is implemented by using multiple
cores. According to Figure 7, performance at s = 1 is usually
better than at s = 2 and at ∞. Thus, we set s = 1 in this
experiment. For all settings, our algorithm is executed three
times. We show the mean and the variance (shown as the
number in parentheses) of the used CPU time in seconds in
Table 2. As shown in Table 2, our method is most efficient at
q =∞, when it is executed in parallel.
7.3 Cluster paths for video datasets
We obtain cluster paths for the DAVIS 2017 video dataset7.
The videos in the dataset are at 480 p resolution. In the
experiment, each raw image is transformed into the cor-
responding grayscale image, and we determine the cluster
path by using the grayscale image. Specifically, we partition
every image into 256 blocks according to the size of the
image and assign every block a unique ID number. The
number near a point in the cluster path represents the
corresponding block in the grayscale image. Together with
the position representing location in the image, every block
is represented by a 3 × 1 vector. Additionally, we set the
number of neighbors to K = 4 when K-NN is used to con-
struct the sparse graph G for every image. Other parameters
such as q and s are set to q = 1 and s =∞ by default.
Figure 8 shows the cluster paths. We obtain several
interesting observations from cluster paths. At a low level,
7. https://data.vision.ee.ethz.ch/csergi/share/davis/DAVIS-2017-
test-challenge-480p.zip
the cluster path shows the clustering membership among
blocks of the grayscale image. For example, the blocks with
id of 1, 17, and 33 (blocks in the top-left region) belong
to a cluster due to their similar gray values. Blocks 112,
109, and 127 (those in the center-right region) belong to a
cluster. This captures the similarity of the blocks at a low
level. At a high level, we compare the four images and their
corresponding cluster paths. The event of the plane crossing
is detected by analyzing the change of the structures of those
cluster paths. In particular, the lower-right part of cluster
paths changes from sparse paths to dense paths. The change
in the cluster path reflects the event of the plane crossing.
The above low-level and high-level observations provide
significant insights for understanding the video.
Additionally, as we have shown in the previous section,
if f(X; A) = ‖X−A‖2F holds, our method can be used
to perform object segmentation for a video. Similarly, we
partition every image into 256 blocks. Every block is repre-
sented by its average gray value. The illustrative examples
are presented in Figure 9. As we observe, it is significant to
detect the moving object in the video. Although clustering
is a traditional method of performing image segmentation,
convex clustering is more robust than the classic clustering
method such as k-means clustering. The clustering result of
convex clustering is determined and is not impacted by the
seeds or heuristic rules used in k-means clustering.
7.4 Ridge regression
We further evaluate the performance of the proposed
method by conducting the ridge regression task on the space-
ga and airfoil datasets. As we have shown, f(X; A) in (2) is
instantiated to be
f(X; A) =
n∑
i=1
(∥∥∥AiXTi − yi∥∥∥2
2
+ γ ‖Xi‖22
)
for the ridge regression task. Here, γ = 5 in the experiment,
and we construct the network G by running the K-NN
method on the chosen datasets with K = 5. Additionally, in
this analysis, the proposed method is denoted by REG-RG
for the ridge regression task. The state-of-the-art method is
network lasso [1], denoted by NET-LASSO. The proposed
method is also compared with the method of solving the
primal problem (2) directly, which is denoted by PRIMAL-
RG.
As illustrated in Figure 10, the proposed REG-RG
method yields more accurate prediction models than do
the existing methods when datasets evolve. The superiority
becomes significant with the increase in β, as shown in
Figure 11. The reason is that the proposed REG-RG method
tends to yield the solution that is relatively robust to the
10
-3 -2 -1 0 1 2 3
First principal component
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Se
co
nd
 p
rin
cip
al 
co
m
po
ne
nt
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
77
178
179
80
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
97
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
30
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
48
49
250
251
252
253
254
255
256
-3 -2 -1 0 1 2 3
First principal component
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
Se
co
nd
 p
rin
cip
al 
co
m
po
ne
nt
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
2 2
213
214
215
216
217
2 8
219
220
221
222
223
224
225
226
227
228
229
230
23
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
-3 -2 -1 0 1 2 3
First principal component
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Se
co
nd
 p
rin
cip
al 
co
m
po
ne
nt
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
-3 -2 -1 0 1 2 3
First principal component
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
Se
co
nd
 p
rin
cip
al 
co
m
po
ne
nt
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
37
138
139
140
141
142
143
144
145
146
147
148
149
150
151
15
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
87
188
89
190
191
192
193
194
195
196
97
198
199
200
201
2 2
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
30
231
32
233
234
235
236
37
238
239
240
241
242
243
244
245
2 6
247
48
49
250
251
252
253
254
255
256
Fig. 8. Illustrative examples of cluster paths.
Fig. 9. Illustrative examples of segmentation of moving objects by using convex clustering.
TABLE 3
Average CPU time, in seconds, needed to execute the proposed REG-RG method by varying the constraints. The numbers in the parentheses
represent variance.
dataset/algos REG-RG(l1) REG-RG(l2) REG-RG(l∞) parallel REG-RG(l∞)
space-ga 26.41(0.145) 25.25(1.586) 26.63(0.225) 9.43(0.34)
airfoil 29.43(0.52) 29.61(0.004) 29.40(0.13) 5.68(0.051)
=1 =5 =10
0
20
40
60
80
100
REG-RG( =10-2)
PRIMAL-RG
NET-LASSO
(a) space-ga
=1 =5 =10
0
500
1000
1500
2000
2500
3000
REG-RG( =1)
PRIMAL-RG
NET-LASSO
(b) airfoil
Fig. 10. When the datasets evolve, our REG-RG method yields more
accurate prediction models than do its counterparts by varying α.
evolving data. The large β means that REG-RG applies a
larger penalty to the solution, which encourages it to be
insensitive to the evolving data.
=1 =5 =10
0
20
40
60
80
100
REG-RG( =10-2)
REG-RG( =10-4)
REG-RG( =10-5)
(a) space-ga
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REG-RG( =50)
REG-RG( =10)
REG-RG( =1)
(b) airfoil
Fig. 11. When the datasets evolve, our REG-RG method yields more
accurate prediction models with a large β.
Next, we evaluate our method on three kinds of evolving
data, including the sparse evolving data, the dense evolv-
ing data, and a mixture of both. As we have shown, the
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Fig. 12. Our method yields the best solution at s = 1.
sparse evolving data consist of 0.2n nonzero values gener-
ated from the Gaussian distribution N(0, 0.12). The dense
evolving data are generated from the Gaussian distribution
N(0, 0.012). A mixture of them is obtained by generating
0.2n values from the sparse case, while the other values
are generated from the dense case. As shown in Figure 12,
it is more effective to obtain an approximate solution for
the proposed method at s = 1 than at other values of s.
Finally, we evaluate the efficiency of the proposed method
by varying the constraints. We execute every algorithm three
times and record the average and the variance (the number
in the parentheses) of CPU time, in seconds. Table 3 shows
that the efficiency varies slightly when different types of
constraints are used. However, due to the use of parallel
computing, the proposed method is most efficient at q =∞.
8 CONCLUSIONS
We investigate SCO in an evolving environment. We first
reformulate the problem into a convex problem with cone
constraints in a dual space. Then, a new regularizer is
proposed to obtain an approximate solution for the evolving
dataset. A novel ADMM method is proposed to solve the
problem efficiently. Afterward, we analyze the quality of the
solution theoretically for the cases of the convex clustering
and ridge regression tasks. Finally, extensive empirical stud-
ies show the advantages of the proposed method.
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APPENDIX
Proof of Theorem 1.
Proof. Recall that (2) is equivalent to
min
X∈Rn×d
f(X; A) + ‖Z‖1,p
subject to
Z = QX.
Its Lagrangian multiplier is
L(X,Z,λ) = f(X; A) + ‖Z‖1,p + vecT(λ)vec(QX− Z).
Thus, the dual-optimization objective function is D(λ),
which is
D(λ)
= inf
X,Z
f(X; A) + ‖Z‖1,p + vecT(λ)vec(QX− Z)
= inf
X
f(X; A) + vecT(λ)vec(QX)
+ inf
Z
‖Z‖1,p − vecT(λ)vec(Z)
= inf
X
f(X; A) + vecT(λ)(Id ⊗Q)vec(X)
+ inf
Z
‖Z‖1,p − vecT(λ)vec(Z)
=−
(
sup
X
−f(X; A)− vecT(λ)(Id ⊗Q)vec(X)
)
−
(
sup
Z
−‖Z‖1,p + vecT(λ)vec(Z)
)
=− f∗(−vecT(λ)(Id ⊗Q); A)− g∗(λ)
where f∗(·) is the conjugate function of f(·) [23], and g∗(·)
is the conjugate function of g(·), defined by
g(·) := ‖·‖1,p .
Since g(λ) =
∑
1≤k≤m ‖λk‖, its conjugate function is equiv-
alent to
g∗(λ) =
{
0if ‖λi‖∗ ≤ 1∞otherwise
where ‖·‖∗ is the dual norm of ‖·‖ [24] . If 1p + 1q = 1, then
the lq norm, i.e., ‖·‖q , is the dual norm of the lp norm, i.e.,
‖·‖p [25]. As illustrated in Table 1, p and q satisfy 1p + 1q = 1.
Thus, the dual problem of (2) is
max
λ∈Rm×d
− f∗(−vecT(λ)(Id ⊗Q); A)− g∗(λ).
Replacing g∗(λ) with 0 and adding the required constraint
on λi with 1 ≤ i ≤ m, we obtain the dual formulation of (2).
According to Slater’s condition [23], this is a case of strong
duality, and thus, we complete the proof.
Proof of Theorem 2.
Proof. We introduce an auxiliary notation u+ ∈ Rnd with
the i-th element (1 ≤ i ≤ nd) defined by
u+i = max
(
0, 1− 1‖ui‖q
)
= max
(
0, 1− 1|ui|
)
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where 1p +
1
q = 1. Additionally, the proximal operator of
function φ(·) is defined by
Proxφ,ν(x) := argmin
v∈Rd
φ(v) +
ν
2
‖v − x‖22
where x ∈ Rd, and ν is a constant positive scalar. The
definition is presented in [24], which we recommend for
more detail.
Recall that u ∈ Rnd is a vector; thus, we have
g(u) = ‖u‖1,p =
nd∑
i=1
‖ui‖p .
The following remark presents the closed form of the proxi-
mal operator of g(u) provided in [24].
Remark 5. The proximal operator of g(u) has a closed form
Proxg,ρ = u
+  u (13)
where  represents the Hadamard product, i.e., elementwise
multiplication.
Therefore, we obtain
u(t+1) = argmin
u∈Rnd
L(λ(t+1),u,µ(t))
= argmin
u∈Rnd
g(u)− uTµ(t)
+
ρ
2
∥∥∥u− (Id ⊗Q)Tvec(λ(t+1))∥∥∥2
2
= argmin
u∈Rnd
g(u)− uTµ(t)
+
ρ
2
(
uTu− 2uT(Id ⊗Q)Tvec(λ(t+1))
)
= argmin
u∈Rnd
g(u)
+
ρ
2
(
uTu− uT
(
2
ρ
µ(t) + 2(Id ⊗Q)Tvec(λ(t+1))
))
= argmin
u∈Rnd
g(u)
+
ρ
2
∥∥∥∥u− (1ρµ(t) + (Id ⊗Q)Tvec(λ(t+1))
)∥∥∥∥2
2
=Proxg,ρ
{
1
ρ
µ(t) + (Id ⊗Q)Tvec(λ(t+1))
}
.
This completes the proof.
Lemma 1. For convex clustering, we have∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
s
≤ 1
β
vecT(A + ∆)vec(A + ∆). (14)
Proof. According to the definition of λ˜∗, we have
0
≥f∗(−vecT(λ˜∗)(Id ⊗Q); A + ∆) + β
∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
s
,
which is equivalent to
β
∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
s
≤vecT(A + ∆)
(
(Id ⊗Q)Tvec(λ˜∗)
)
− 1
4
(
vecT(λ˜∗)(Id ⊗Q)
)(
(Id ⊗Q)Tvec(λ˜∗)
)
≤ sup
a∈Rmd×1
vecT(A + ∆)(Id ⊗Q)Ta
− 1
4
aT(Id ⊗Q)(Id ⊗Q)Ta
=vecT(A + ∆)vec(A + ∆).
This completes the proof.
Proof of Theorem 4.
Proof. According to (11), we have
∇f(X˜∗; A + ∆)−∇f(X∗; A)
=2
(
vec(X˜∗)− vec(X∗)
)
− 2vec(∆)
=(Id ⊗Q)T
(
vec(λ˜∗)− vec(λ∗)
)
.
Thus, we have
vec(X˜∗)− vec(X∗)
=
1
2
(Id ⊗Q)T
(
vec(λ˜∗)− vec(λ∗)
)
+ vec(∆). (15)
According to (10), we have
c ≥vecT(A)(Id ⊗Q)Tvec(λ∗)
− vecT(A + ∆)(Id ⊗Q)Tvec(λ˜∗)
=− vecT(∆)(Id ⊗Q)Tvec(λ˜∗)
+ vecT(A)(Id ⊗Q)T
(
vec(λ∗)− vec(λ˜∗)
)
.
Thus,
vecT(A)(Id ⊗Q)T
(
vec(λ∗)− vec(λ˜∗)
)
≤c+ vecT(∆)(Id ⊗Q)Tvec(λ˜∗)
≤c+
∥∥∥vecT(∆)∥∥∥ ∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
(14)
≤ c+
1
β
∥∥∥vecT(∆)∥∥∥ vecT(A + ∆)vec(A + ∆). (16)
The last inequality holds due to Lemma 1.
Combining (15) and (16), we finally complete the proof.
Lemma 2. For ridge regression, we have∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
s
≤ 1
4β
yTΩ˜
−1
Λy. (17)
Proof. According to the definition of λ˜∗, we have
f∗(−vecT(λ˜∗)(Id ⊗Q); A + ∆) + β
∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
s
≤ 0.
It is equivalent to
β
∥∥∥(Id ⊗Q)Tvec(λ˜∗)∥∥∥
s
≤− 1
4
vecT(λ˜∗)(Id ⊗Q)Ω˜−1(Id ⊗Q)Tvec(λ˜∗)
+
1
2
vecT(λ˜∗)(Id ⊗Q)Ω˜−1Λ˜y
≤ sup
b∈Rmd×1
−1
4
bT(Id ⊗Q)Ω˜−1(Id ⊗Q)Tb
+
1
2
bT(Id ⊗Q)Ω˜−1Λ˜y
=
1
4
yTΩ˜
−1
Λ˜y.
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This completes the proof.
Proof of Theorem 5.
Proof. Recalling (5), we have ∇f(X; A) = 2Ωvec(X) and
∇f(X; A) = (Id ⊗Q)Tvec(λ∗) for ridge regression.
Substituting them into (12), we obtain
4c ≥vecT(X˜∗)Ω˜vec(X˜∗)− vecT(X∗)Ω˜vecT(X∗)
According to the definition of Ω˜, we have
Ω˜
=diag(vec(A + ∆)) (1d×d ⊗ In) diag(vec(A + ∆))
+ γInd
=Ω + 2diag(vec(∆)) (1d×d ⊗ In) diag(vec(A))
=Ω + Φ
where Φ = 2diag(vec(∆)) (1d×d ⊗ In) diag(vec(A)). Thus,
we have
4c ≥vecT(X˜∗)Ω˜vec(X˜∗)− vecT(X∗)Ω˜vecT(X∗)
=vecT(X˜∗)Ωvec(X˜∗)− vecT(X∗)ΩvecT(X∗)
+ vecT(X˜∗)Φvec(X˜∗)− vecT(X∗)Φvec(X∗)
=vecT(X˜∗)Ωvec(X˜∗)− vecT(X∗)ΩvecT(X∗)
+ vecT(λ˜∗)(Id ⊗Q)Ω˜−1ΦΩ˜−1(Id ⊗Q)Tvec(λ˜∗)
− vecT(λ∗)(Id ⊗Q)Ω−1ΦΩ−1(Id ⊗Q)Tvec(λ∗)
≥vecT(X˜∗)Ωvec(X˜∗)− vecT(X∗)ΩvecT(X∗)
−
∥∥∥vecT(λ˜∗)(Id ⊗Q)∥∥∥2 ∥∥∥Ω˜−1ΦΩ˜−1∥∥∥
−
∥∥∥vecT(λ∗)(Id ⊗Q)∥∥∥2 ∥∥∥Ω−1ΦΩ−1∥∥∥
(17)
≥ vec
T(X˜∗)Ωvec(X˜∗)− vecT(X∗)ΩvecT(X∗)
− 1
16β2
∥∥∥yTΩ˜−1Λ˜y∥∥∥2 ∥∥∥Ω˜−1ΦΩ˜−1∥∥∥
− 1
16β2
∥∥∥yTΩ−1Λy∥∥∥2 ∥∥∥Ω−1ΦΩ−1∥∥∥ .
The last inequality holds due to Lemma 2. Rearranging the
terms, we finally complete the proof.
Discussion of the parallel update of λ in the case of
p = 1 and q =∞.
If q =∞, the constraint set C is
‖λi‖∞ ≤ 1, 1 ≤ i ≤ m.
Equivalently, it is reformulated as
−1m×d  λ  1m×d.
In other words, every element of λ is in the interval [−1, 1].
Thus, C can be partitioned into d separable blocks, where the
variables in a column of λ consist of a block. Consider that
(Id ⊗Q) is a diagonal block matrix that can be partitioned
into d separable blocks denoted by B1, B2, ..., Bd. For any
Bi with 1 ≤ i ≤ d, Bi = {i, n + i, 2n + i, ..., (d − 1)n + i}.
The update of λ is thus reformulated as d independent op-
timization subproblems. The i-th subproblem is formulated
as
λ
(t+1)
Bi = argmin−1mλBi1m
h(λBi) +
(
vecT(λ)(Id ⊗Q)µ(t)
)
Bi
+
ρ
2
∥∥∥∥((Id ⊗Q)Tvec(λ)− u(t))Bi
∥∥∥∥2
2
. (18)
This means that the update of λ can be performed in
parallel. This advantage is vitally important in a high-
dimensional setting.
