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LOW DIMENSIONAL MATRIX REPRESENTATIONS FOR
NONCOMMUTATIVE SURFACES OF ARBITRARY GENUS
JOAKIM ARNLIND
Abstract. In this note, we initiate a study of the finite-dimensional represen-
tation theory of a class of algebras that correspond to noncommutative deforma-
tions of compact surfaces of arbitrary genus. Low dimensional representations
are investigated in detail and graph representations are used in order to under-
stand the structure of non-zero matrix elements. In particular, for arbitrary
genus greater than one, we explicitly construct classes of irreducible two and
three dimensional representations. The existence of representations crucially
depends on the analytic structure of the polynomial defining the surface as a
level set in R3.
1. Introduction
Understanding the geometry of noncommutative space is believed to be crucial
in order to approach a quantum theory of gravity. Both String theory (via the
IKKT model [IKKT97]) and the matrix regularization of Membrane theory [Hop82,
dWHN88], being candidates for describing quantum effects in gravity, contain non-
commutative (matrix) analogues of 2-dimensional manifolds. For compact surfaces,
one considers sequences of matrix algebras of increasing dimension, converging (in
a certain sense [Hop82, BHSS91, AHH12]) to the Poisson algebra of functions on
the surface. By now, surfaces of genus zero and one are quite well understood (see
e.g. [Hop82, FFZ89, Hop88, Hop89, Mad92]), but understanding the case of higher
genus has turned out to be more difficult. Although there are several results that
treat the case of higher genus and prove the existence of matrix algebras converging
to the algebra of smooth functions (see e.g. [KL92a, KL92b, KL94, BMS94, NN99]),
explicit representations, as well as an algebraic understanding of these objects, are
still lacking to a large extent. Other interesting approaches to matrix regulariza-
tions have also appeared which focus slightly more on approximation properties,
as well as connections to physics, and how geometry emerges from limits of matrix
algebras (see e.g. [Shi04, Ste10, Syk16]).
In [ABH+09a, ABH+09b] a class of algebras, defined by generators and rela-
tions, was given as a candidate for noncommutative analogues of compact sur-
faces of arbitrary genus. A one-parameter family of surfaces interpolating between
spheres and tori was thoroughly investigated and all finite-dimensional representa-
tions were classified. However, only marginal progress was made in understanding
if the proposed relations are consistent and tractable for the higher genus case,
and no concrete representations were constructed. In this note, we study low di-
mensional representations of these algebras for arbitrary genus greater than one.
One should expect, due to the high polynomial order of the defining relations, that
the representation theory is quite complicated and to better understand its struc-
ture, we shall make use of graph methods to describe non-zero matrix elements;
a method which has previously turned out to be most helpful in understanding
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2finite-dimensional representations [Arn08a, Arn08b, ABH+09a, ABH+09b, AH10].
Via these graphs, one can easily derive conditions which may be used to exclude
certain matrices from being representations.
Two dimensional representations are studied in detail, and even this simple case
turns out to be rather complicated, indicating what to expect in the higher dimen-
sional case. In particular, we show that one can construct 2-dimensional represen-
tations for any genus g ≥ 2 and any value of the deformation parameter ~ > 0.
The existence of these representations depends crucially on the analytic structure
of a polynomial defining the surface as a level set in R3.
2. Compact genus g surfaces in R3 as level sets
Let us recall how a class of compact surfaces of arbitrary genus may be constructed
as level sets in R3 [Hof07, ABH+09a, ABH+09b]. Let g ≥ 1 be an integer and set
G(t) =
g∏
k=1
(t− k2) M = max
0≤t≤g2+1
G(t).
For arbitrary c > 0 and α ∈ (0, 2√c/M) set
p(x) = αG(x2)−√c = α
g∏
k=1
(x2 − k2)−√c
and
C(x, y, z) =
1
2
(
p(x) + y2
)2
+
1
2
z2 − 1
2
c.
Using Morse theory is is straightforward to show that the level set Σg = C
−1(0)
is a compact surface of genus g. An example of a surface of genus 3 is given in
Figure 1. In the next section, we shall start by investigating some of the properties
of the polynomial p(x), which will later become important when proving existence
of representations.
Figure 1. An example of Σ3 as a level set in R3.
2.1. Properties of p(x). First of all, one notes that
p(k) = −√c < 0
for k = 1, 2, . . . , g and
p′(x) = 2αx
g∑
k=1
g∏
l=1,l 6=k
(x2 − l2)
3giving
p′(k) = 2αk
g∏
l=1,l 6=k
(k2 − l2) = (−1)g−k α(g + k)!(g − k)!
k
(2.1)
for k = 1, 2, . . . , g. Furthermore, p(−x) = x and p′(−x) = −p′(x). As an illus-
tration of the typical behavior of the polynomial, a plot of p(x) can be found in
Figure 2.
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Figure 2. Plot of the polynomial p(x) for g = 4 (c = 1 and α = 1/1664).
In the next result we give two simple, but useful, lower bounds of the maximum of
G(t) in the interval 0 ≤ t ≤ g2 + 1.
Lemma 2.1. If
G(t) =
g∏
k=1
(t− k2) and M = max
0≤t≤g2+1
G(t)
then M ≥ (2g − 1)!/g and M ≥ (g!)2.
Proof. First we note that
M ≥ G(g2 + 1) =
g∏
k=1
(g2 + 1− k2) ≥
g−1∏
k=1
(g2 − k2) =
g−1∏
k=1
(g + k)(g − k)
=
(2g − 1)!
g
,
proving the first inequality. Next, for g ≤ 4 one verifies that
g = 1 : M ≥ G(g2 + 1) = 1 = (1!)2
g = 2 : M ≥ G(g2 + 1) = 4 = (2!)2
g = 3 : M ≥ G(g2 + 1) = 54 > 36 = (3!)2
g = 4 : M ≥ G(g2 + 1) = 1664 > 576 = (4!)2.
Now, assume g ≥ 5 and write
M − (g!)2 ≥ (2g − 1)!
g
− (g!)2
= (g − 1)!
(
(g + 1)(g + 2) · · · (2g − 1)− g · g(g − 1) · · · 2 · 1
)
= (g − 1)!
(
(g + 1)(g + 2) · · · (2g − 1)− g · g(g − 1) · · · 5 · 4 · 6
)
.
4As written, each product inside the parenthesis has g − 1 factors, and every factor
in the positive term is ≥ g + 1 and every factor in the negative term is ≤ g + 1
(since g ≥ 5). Thus, we conclude that M − (g!)2 ≥ 0. 
With the help of the above lemma, one can prove the following result.
Lemma 2.2. For α ∈ (0, 2√c/M) it holds that
p(0) + 3
√
c > 0 and p(0)−√c < 0.
Proof. The two inequalities can be written as
(−1)gα(g!)2 + 2√c > 0
(−1)gα(g!)2 − 2√c < 0,
and they are trivially satisfied if g is even and odd, respectively. In the opposite
case, these inequalities are both equivalent to
α(g!)2 < 2
√
c ⇔ α√
c
<
2
(g!)2
.
Recalling that α < 2
√
c/M , Lemma 2.1 implies that
α√
c
<
2
M
≤ 2
(g!)2
yielding the desired result. 
3. Noncommutative surfaces of arbitrary genus
In this section we will recall a class of noncommutative algebras corresponding to
deformations of algebras of smooth functions on the level sets Σg = C
−1(0). For
arbitrary C ∈ C∞(R3) the relation
{xi, xj} = εijk(∂kC)
(with x1 = x, x2 = y, x3 = z) defines a Poisson structure on C∞(R3) that restricts
to the level set C(x, y, z) = 0. For the particular case when
C(x, y, z) =
1
2
(
p(x) + y2
)2
+
1
2
z2 − 1
2
c
one obtains
{x, y} = z
{y, z} = p(x)p′(x) + y2p′(x)
{z, x} = 2y3 + 2yp(x).
In order to find noncommutative deformations of the above Poisson algebra, one
replaces {·, ·} by [·, ·]/(i~) and considers the relations (cf. [ABH+09b])
[X,Y ] = i~Z(3.1)
[Y,Z] = i~
(
p(X)p′(X) + T (X,Y 2))(3.2)
[Z,X] = i~
(
2Y 3 + Y p(X) + p(X)Y
)
(3.3)
where T (X,Y 2) denotes a noncommutative polynomial such that its commutative
image T (x, y2) equals p′(x)y2; for instance
T (X,Y 2) = 12Y 2p′(X) + 12p′(X)Y 2.
5In other words, T represents a choice of noncommutative ordering of the product
of y2 and p′(x). Let us keep this choice arbitrary for the moment and define the
noncommutative algebra that will be of interest for us.
Definition 3.1. For g ≥ 1, c > 0, α ∈ (0, 2√c/M) and ~ > 0, let Ig~ (α, c)
denote the two-sided ideal, in the (unital) free ∗-algebra C 〈X,Y, Z〉 (with X,Y, Z
hermitian), generated by (3.1)–(3.3). We set
Cg~(α, c) = C 〈X,Y, Z〉 /Ig~ (α, c).
Remark 3.2. Note that we shall often simply write Cg~ and tacitly assume an arbi-
trary choice of α and c such that α ∈ (0, 2√c/M).
For fixed genus g, the algebra Cg~(α, c) is defined by the three parameters ~, α, c.
However, algebras defined by distinct parameters might be isomorphic, as shown
in the next result.
Proposition 3.3. If Cg~1(α1, c1) and C
g
~2(α2, c2) are algebras such that
α1√
c1
=
α2√
c2
and ~2 = ~1
√
α1
α2
,
then Cg~1(α1, c1) ' C
g
~2(α2, c2).
Proof. Let λ =
√
α1/
√
α2 giving ~2 = λ~1. We shall prove that
ϕ(X1) = X2 ϕ(Y1) = λY2 ϕ(Z1) = λ
2Z2
defines an isomorphism ϕ : Cg~1(α1, c1)→ C
g
~2(α2, c2). It is clear that ϕ is invertible,
but to show that it is an algebra homomorphism, one needs to prove that it respects
the relations defining Ig~ . First of all, we find that
[ϕ(X1), ϕ(Y1)]− i~1ϕ(Z1) = λ[X2, Y2]− i~1λ2Z2 = iλ~2Z2 − iλ~2Z2 = 0.
Recalling that
pi(x) = αi
g∏
k=1
(x2 − k2)−√ci (i = 1, 2)
together with α1 = λ
2α2 and
√
c1 = λ
2√c2, we find that
p1(x) = λ
2p2(x) and p
′
1(x) = λ
2p′2(x).
Now, one can show that
[ϕ(Y1), ϕ(Z1)]− i~1p1
(
ϕ(X1)
)
p′1
(
ϕ(X1)
)− i~1T1(ϕ(X1), ϕ(Y1)2)
= λ3[Y2, Z2]− i~1λ4p2(X2)p′2(X2)− i~1λ4T2(X2, Y 22 )
= λ3[Y2, Z2]− i~2λ3p2(X2)p′2(X2)− i~2λ3T2(X2, Y 22 ) = 0,
as well as
[ϕ(Z1),ϕ(X1)]− 2i~1ϕ(Y1)3 − i~1ϕ(Y1)p1(ϕ(X1))− i~1p1(ϕ(X1))ϕ(Y1)
= λ2[Z2, X2]− 2i~1λ3Y1p2(X2)− i~1λ3p2(X2)Y2
= λ2[Z2, X2]− 2i~2λ2Y2p2(X2)− i~2λ2p2(X2)Y2 = 0.
This proves that ϕ is indeed an algebra homomorphism. 
6Thus, up to a rescaling of the deformation parameter ~, the quotient α/
√
c is the
essential parameter of the algebra Cg~ . This may come as no surprise, since it is the
same quotient that determines the location of the roots of p(x).
In [ABH+09a, ABH+09b] the analogous algebra for the choice
C(x, y, z) =
1
2
(x2 + y2 − µ)2 + 1
2
z2 − 1
2
c
was investigated in detail. For −√c < µ < √c the inverse image has genus 0, and
for µ >
√
c the inverse image has genus 1, allowing one to study topology transition
by varying the parameter µ. It turns out that one can classify all finite-dimensional
(hermitian) representations in terms of directed graphs. Curiously, the structure
of the graph clearly reflects the topology of the surface with “strings” representing
genus 0 and “cycles” representing genus 1. It is an interesting question whether or
not a similar statement is true in the higher genus case.
4. Representations of Cg~
We aim to construct representations φ : Cg~ → Mat(n,C) such that φ(X), φ(Y )
and φ(Z) are hermitian matrices. When it is clear from the context, we shall for
convenience simply write X,Y, Z instead of φ(X), φ(Y ), φ(Z). Note that since the
matrix algebra generated by a representation is invariant under hermitian conju-
gation, every reducible representation will be completely reducible.
By applying a unitary transformation, one may assume that X is diagonal with
X = diag(x1, x2, . . . , xn) xi ∈ R,
and we note that Z can be eliminated from (3.1)–(3.3) (as Z = 1i~ [X,Y ]) giving[
[X,Y ], Y
]
= ~2
(
p(X)p′(X) + T (X,Y 2))(4.1) [
[Y,X], X
]
= ~2
(
2Y 3 + Y p(X) + p(X)Y
)
.(4.2)
Up to now, the choice of T (X,Y 2) has been quite arbitrary, and it is time to
introduce a few assumptions as well as develop some notation in the case when X
is diagonal. Namely, for an arbitrary choice of T , every term will be of the form
XkY 2X l for some k, l ≥ 0. If X is assumed to be diagonal, this implies that there
exists a polynomial pˆ(x, y) such that
T (X,Y 2)ij = pˆ(xi, xj)
n∑
k=1
yikykj ,
giving pˆ(x, x) = p′(x). For instance, if T = (p′(X)Y 2 + Y 2p′(X))/2 then
pˆ(x, y) =
1
2
(
p′(x) + p′(y)
)
.(4.3)
In the following, we shall assume that T is chosen such that
pˆ(x, y) = pˆ(y, x) and pˆ(x,−x) = 0,
which is clearly true for (4.3) since p′(−x) = −p′(x).
7The (i, j) matrix elements of (4.1) and (4.2) can then be written as
n∑
k=1
(
q~(xi, xj)− 2xk
)
yikykj = ~2δijp(xi)p′(xj)(Aij)
2h2
n∑
k,l=1
yikyklylj = r~(xi, xj)yij(Bij)
where
q~(x, y) = x+ y − ~2pˆ(x, y)
r~(x, y) = (x− y)2 − ~2
(
p(x) + p(y)
)
.
We note that q~(x, y) = q~(y, x) and r~(x, y) = r~(y, x) as well as
q~(x, x) = 2x− ~2p′(x) q~(x,−x) = 0
r~(x, x) = −2~2p(x) r~(x,−x) = 4x2 − 2~2p(x).
Since Y is hermitian equation Aij is equivalent to Aji (due to q~ being symmetric)
and equation Bij is equivalent to Bji; therefore, it is sufficient to consider Aij and
Bij for i ≤ j. In particular, for i = j one gets
n∑
k=1
(
2(xi − xk)− ~2p′(xi)
)|yik|2 = ~2p(xi)p′(xi).(Aii)
For a matrix regularization, the matrices X, Y and Z correspond to the the func-
tions x, y and z, respectively, and representations with φ(Z) = 0 might be con-
sidered degenerate from this point of view. Therefore, we make the following
definition.
Definition 4.1. A representation φ of Cg~ is called degenerate if φ(Z) = 0. If a
representation is not degenerate, it is called non-degenerate.
It immediately follows that the structure of degenerate representations is simple.
Proposition 4.2. A degenerate representation of Cg~ is completely reducible to a
sum of 1-dimensional representations.
Proof. Let X,Y, Z be hermitian matrices of a representation of Cg~ . Assuming
that Z = 0 it follows that 0 = i~Z = [X,Y ] and since X and Y are hermitian,
there exists a basis where they are both diagonal. Thus, every matrix in the
representation is diagonal and hence equivalent to a direct sum of 1-dimensional
representations. 
4.1. The directed graph of Y . Constructing representations of Cg~ , in a basis
where X is diagonal, is equivalent to solving equations (Aij) and (Bij) for the
matrix elements of X and Y . In doing so, it is convenient to encode the structure
of the non-zero matrix elements of Y in a graph. Therefore, let us recall the concept
of a graph associated to a matrix.
Definition 4.3. Let Y be a hermitian (n × n)-matrix with matrix elements yij
for i, j ∈ {1, . . . , n}. The graph of Y is the (undirected) graph G = (V,E) on n
vertices such that (ij) ∈ E if and only if yij 6= 0.
8Note that the above definition implies that a graph may have self-loops, i.e. (ii) ∈
E. To distinguish between such a graph, and a graph without self-loops, we shall
refer to the latter as a simple graph. Furthermore, by a walk we mean a sequence
of vertices (i1i2 · · · iN ) such that (ikik+1) ∈ E for 1 ≤ k ≤ N − 1. A path is a
walk (i1i2 · · · iN ) such that ik 6= il if k 6= l. The length of a walk (i1i2 · · · iN ) is
N − 1. For a connected graph G, we let d(i, j) denote the length of the shortest
walk starting at i ∈ V and ending at j ∈ V .
Definition 4.4. A graph G is called admissible if there exists a representation φ
of Cg~ such that φ(X) is diagonal and G is the graph of φ(Y ). In this case, we say
that G is the graph of φ. If a graph is not admissible, it is called forbidden.
It is easy to see that for a representation to be irreducible, a necessary condition
is that the corresponding graph is connected.
Proposition 4.5. Let φ be a representation of Cg~ and let G be the graph of φ. If
G is not connected then φ is reducible.
Proof. Let φ be a representation and choose a basis such that φ(X) is diagonal
and 1, 2, . . . , N are the vertices of one of the components of G. Since none of
these vertices are connected to the remaining vertices of the graph, the matrix
φ(Y ) will be block diagonal, implying that φ(X) (which is already diagonal) and
Z = [X,Y ]/(i~) have the same block structure. Hence, φ is equivalent to the direct
sum of two representations. 
The above result implies that one only needs to consider connected graphs when
constructing irreducible representations.
Lemma 4.6. Let G = (V,E) and let i, j ∈ V such that there exists a unique walk
of length 3 from i to j. If (ij) /∈ E then G is forbidden.
Proof. Let (iklj) denote the unique walk of length 3 such that yik, ykl, ylj 6= 0.
Equation (Bij) gives
2~2yikyklylj = r~(xi, xj)yij = 0
since (ij) /∈ E. But this contradicts the assumption that these matrix elements are
non-zero. Hence, G is forbidden. 
The above result has immediate consequences that exclude certain classes of graphs
from being representations.
Corollary 4.7. Let G = (V,E) be a tree. If there exist i, j ∈ E such that d(i, j) ≥ 3
then G is forbidden. Hence, any admissible tree is “star shaped”.
Proof. Assume that there exists a pair of vertices i, j such that d(i, j) ≥ 3, which
implies that there exists a vertex k such that d(i, k) = 3. Since G is a tree there
is exactly one path realizing this distance, and there is no other path connecting i
and k. In particular, (ik) /∈ E. Then Lemma 4.6 implies that G is forbidden. 
Corollary 4.8. Let G = Cn be the cycle graph on n ≥ 3 vertices. If n /∈ {4, 6}
then G is forbidden.
Proof. For n ≥ 7 let i and j be vertices in the cycle with d(i, j) = 3. Since
(ij) /∈ E, Lemma 4.6 implies that G is forbidden. For n = 5, let i, j be vertices
with d(i, j) = 3. Then it is easy to check that there is precisely one other path
between i and j, and that path is of length two. Thus, Lemma 4.6 implies that
9G is forbidden. Similarly, for n = 3, there is exactly one walk of length 3 from a
vertex i to itself. Since (ii) /∈ V , Lemma 4.6 implies that G is forbidden. 
The above results indicate that a general admissible graph probably has a dense
edge structure without large sparse subgraphs. Let us now continue to study rep-
resentations of low dimensions.
4.2. 1-dimensional representations. Consider the case when X,Y are 1 × 1
matrices, and write X = x ∈ R, Y = y ∈ R and Z = z ∈ R. Equations (4.1) and
(4.2) become
p′(x)
(
p(x) + y2
)
= 0
y
(
p(x) + y2
)
= 0
Clearly, there are solutions with p(x) = −y2. That is, for every x ∈ R such that
p(x) < 0 one sets y =
√|p(x)|. If p(x) + y2 6= 0 then one must necessarily have
y = 0 and p′(x) = 0. Note that Z = 0 since X and Y commute, implying that all
one dimensional representations are degenerate.
4.3. 2-dimensional representations. In this section, we shall construct irre-
ducible 2-dimensional representations of Cg~ . As previously noted, Proposition 4.5
implies that one only needs to consider connected graphs, and there are 3 non-
isomorphic connected graphs with two vertices as shown in Figure 3. It follows
immediately from Lemma 4.6 that the graph of Type III is forbidden since there
is a unique walk of length 3 from the vertex with no self-loop to itself. In the
following, we shall see that both graphs of Type I and II are in fact admissible.
Figure 3. Connected graphs with 2 vertices.
For 2-dimensional representations, one can slightly strengthen the correspondence
between representations and graphs. Before formulating this result, let us prove
the following lemma which will later also be useful when discussing equivalence of
representations.
Lemma 4.9. Let x1 6= x2,
X =
(
x1 0
0 x2
)
X˜ =
(
x˜1 0
0 x˜2
)
and assume that there exists a unitary matrix U such that UXU † = X˜. For an
arbitrary hermitian matrix
Y =
(
y1 z
z¯ y2
)
it follows that there exists ϕ ∈ R such that either
X˜ =
(
x1 0
0 x2
)
and UY U † =
(
y1 e
iϕz
e−iϕz y2
)
10
or
X˜ =
(
x2 0
0 x1
)
and UY U † =
(
y2 e
−iϕz¯
eiϕz y1
)
.
Proof. Writing an arbitrary unitary 2× 2 matrix as
eϕ˜/2
(
eiϕ1 cos θ eiϕ2 sin θ
−e−iϕ2 sin θ e−iϕ1 cos θ
)
one finds that
UXU † =
(
x1 cos
2 θ + x2 sin
2 θ −12ei(ϕ1+ϕ2)(x1 − x2) sin 2θ
−12ei(ϕ1+ϕ2)(x1 − x2) sin 2θ x1 sin2 θ + x2 cos2 θ
)
.
For this matrix to be diagonal, a necessary condition is that sin 2θ = 0 since
x1 6= x2. Thus, θ = 0, pi/2, pi, 3pi/2 and it is easy to see that UY U † has the
required form for these values of θ. 
Using the above result, one can prove that unitarily equivalent representations have
isomorphic graphs.
Proposition 4.10. If φ and φ′ are unitarily equivalent non-degenerate 2-dimensional
representations of Cg~ , then the graph of φ is isomorphic to the graph of φ′.
Proof. If φ is a non-degenerate representation with φ(X) = diag(x1, x2) then one
must necessarily have x1 6= x2 since, otherwise, φ(X) commutes with φ(Y ) (giving
φ(Z) = 0). Then one may apply Lemma 4.9 to conclude that φ(Y ) and φ′(Y ) have
exactly the same structure of non-zero matrix elements (up to a permutation of the
rows and columns) implying that the corresponding graphs are isomorphic. 
In particular, it follows from the above result that representations with graphs
of Type I and Type II are inequivalent. Now, let us turn to the task of finding
concrete representations.
For a representation φ with
φ(X) =
(
x1 0
0 x2
)
φ(Y ) =
(
y1 z
z¯ y2
)
equations Aij and Bij become(
2(x1 − x2)− ~2p(x1)
)|z|2 − ~2p′(x1)y21 = ~2p(x1)p′(x1)(A11) (−2(x1 − x2)− ~2p(x2))|z|2 − ~2p′(x2)y22 = ~2p(x2)p′(x2)(A22)
z
(
q~(x1, x2)(y1 + y2)− 2x1y1 − 2x2y2
)
= 0(A12)
y31 + (2y1 + y2)|z|2 + p(x1)y1 = 0(B11)
y32 + (2y2 + y1)|z|2 + p(x2)y2 = 0(B22)
y21 + y
2
2 + y1y2 + |z|2 = 12~2 r~(x1, x2).(B12)
If z 6= 0 and x1 = −x2 = x 6= 0 the above equations are equivalent to(
4x− ~2p(x))|z|2 − ~2p′(x)y2 = ~2p(x)p′(x)(4.4)
y
(
y2 + 3|z|2 + p(x)) = 0(4.5)
3y2 + |z|2 = 2x
2
~2
− p(x)(4.6)
with y1 = y2 = y. Let us start by considering representations of Type I.
11
Proposition 4.11. φ is a non-degenerate representation of Cg~ such that
φ(X) =
(
xˆ 0
0 −xˆ
)
φ(Y ) =
(
0 z
z¯ 0
)
φ(Z) =
2i
~
(
0 −xˆz
xˆz¯ 0
)
if and only if
z =
1
~
eiθ
√
2xˆ2 − ~2p(xˆ)
for θ ∈ R and xˆ satisfying
2p(xˆ) + xˆp′(xˆ)− 4xˆ
2
~2
= 0(4.7)
2xˆ2 − ~2p(xˆ) > 0.(4.8)
Proof. Let X and Y be matrices of a 2-dimensional non-degenerate representation
of Cg~ of the form above. Since Z 6= 0 we necessarily have xˆ, z 6= 0. Equations
(4.4)– (4.6) (with y = 0) then become(
4x− ~2p′(x))|z|2 = ~2p(x)p′(x)
|z|2 = 2x
2
~2
− p(x)
which are equivalent to
2p(x) + xp′(x)− 4x
2
~2
= 0
|z|2 = 2x
2
~2
− p(x).
The fact that φ is non-degenerate implies that z 6= 0 which necessarily gives 2x2~2 −
p(x) > 0, proving the first part of the statement.
Conversely, if xˆ is a solution of (4.7) such that 2xˆ
2
~2 − p(xˆ) > 0 then one may
construct a solution by setting
z =
1
~
eiθ
√
2xˆ2 − ~2p(xˆ) 6= 0
for arbitrary θ ∈ R. Finally, to prove that φ is non-degenerate (i.e. Z 6= 0), we
need to show that xˆ = 0 is never a solution to (4.7) and (4.8). If xˆ = 0 is a solution
to (4.7) then p(xˆ) = 0, which implies that 2xˆ
2
~2 − p(xˆ) = 0, which does not fulfill
(4.8). Hence, any solution to (4.7) and (4.8) is non-zero. 
The next result ensures that one may find a Type I representation of Cg~ for any
value of the deformation parameter ~ > 0.
Proposition 4.12. For ~ > 0 and g ≥ 2, there exists xˆ > g − 1 such that
2p(xˆ) + xˆp′(xˆ)− 4xˆ
2
~2
= 0 and
2xˆ2
~2
− p(xˆ) > 0.
Proof. First we note that if 2p(xˆ) + xˆp′(xˆ)− 4xˆ2/~2 = 0 and xˆp′(xˆ) > 0 then
2xˆ2
~2
− p(xˆ) = 2xˆ
2
~2
+
1
2
xˆp′(xˆ)− 2xˆ
2
~2
=
1
2
xˆp′(xˆ) > 0.
Writing f~(x) = 2p(x) + xp
′(x)− 4x2/~2 one finds that
f~(g − 1) = −2
√
c+ (g − 1)p′(g − 1)− 4(g − 1)
2
~2
< 0
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since p′(g − 1) < 0 (cf. (2.1)). For g ≥ 2, f~(x) is a polynomial of degree 2g with
a positive coefficient of x2g, which implies that f~(x) is positive for large x. In
particular, there exists xˆ > g − 1 such that f~(xˆ) = 0. If xˆ ≥ g then xˆp′(xˆ) > 0
since xp′(x) > 0 for all x ≥ g. If xˆ ∈ (g − 1, g) and f~(xˆ) = 0 then xˆp′(xˆ) > 0 due
to the fact that p(x) < 0 for all x ∈ (g − 1, g) and
xˆp′(xˆ) =
4xˆ2
~2
− 2p(xˆ).
From the argument in the beginning of the proof, it follows that
2xˆ2/~2 − p(xˆ) > 0. 
In the case when g = 1, one obtains
2p(x) + xp′(x)− 4x
2
~2
= 4x2
(
α− 1
~2
)
− 2(α+√c)
which does not have any real solutions for small enough ~. However, this case has
been treated thoroughly in [ABH+09a, ABH+09b].
In any case, we have shown the existence of representations for arbitrary g ≥ 2
and values of the deformation parameter ~. Let us state this result as follows.
Corollary 4.13. For g ≥ 2, ~ > 0, c > 0 and α ∈ (0, 2√c/M), there exists a
2-dimensional non-degenerate representation of Cg~(α, c).
Next, we consider representations of Type II.
Proposition 4.14. φ is a non-degenerate representation of Cg~ such that
φ(X) =
(
xˆ 0
0 −xˆ
)
φ(Y ) =
(
y1 z
z¯ y2
)
φ(Z) =
2i
~
(
0 −xˆz
xˆz¯ 0
)
with y1 6= 0, if and only if
y1 = y2 = ± 1
2~
√
3xˆ2 − ~2p(xˆ)
z =
1
2~
eiθ
√
−xˆ2 − ~2p(xˆ)
for θ ∈ R and xˆ 6= 0 satisfying
2p(xˆ)− xˆp′(xˆ) < 0(4.9)
2xˆ+ ~2p′(xˆ) = 0.(4.10)
Proof. Assume that X and Y are matrices of a non-degenerate 2-dimensional rep-
resentation of the form above with y1 6= 0. Since Z 6= 0, we necessarily have that
xˆ, z 6= 0. As already noted, when x1 = −x2 and z 6= 0, equation A12 implies that
y1 = y2 = y. Since y = y1 6= 0, equations (4.4)–(4.6) become(
4x− ~2p(x))|z|2 − ~2p′(x)y2 = ~2p(x)p′(x)
y2 + 3|z|2 + p(x) = 0
3y2 + |z|2 = 2x
2
~2
− p(x)
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which are equivalent to (
2x+ ~2p′(x)
)(
x2 + ~2p(x)
)
= 0(4.11)
y2 =
1
4~2
(
3x2 − ~2p(x))(4.12)
|z|2 = − 1
4~2
(
x2 + ~2p(x)
)
.(4.13)
From (4.11) it follows that either 2x + ~2p′(x) = 0 or x2 + ~2p(x) = 0. However,
if x2 + ~2p(x) = 0 then z = 0, which contradicts the assumption that φ is non-
degenerate. Hence, it must hold that 2xˆ + ~2p′(xˆ) = 0. Moreover, from (4.13) it
follows that xˆ2 + ~2p(xˆ) < 0 which, by inserting xˆ2 = −12~2xˆp′(xˆ) gives 2p(xˆ) −
xˆp′(xˆ) < 0. Conversely, assume that (4.9) and (4.10) holds for some xˆ ∈ R, giving
xˆp′(xˆ) = −2xˆ
2
~2
and xˆ2 + ~2p(xˆ) < 0,
implying that (4.13) is satisfied by defining
z =
1
2~
eiθ
√
|xˆ2 + ~2p(xˆ)| 6= 0
for arbitrary θ ∈ R. Moreover, since xˆ2 + ~2p(xˆ) < 0 it follows that
3xˆ2 − ~2p(xˆ) > 3xˆ2 + xˆ2 = 4xˆ2 > 0,
implying that
y = ± 1
2~
√
3xˆ2 − ~2p(xˆ) 6= 0
solves (4.12). Finally, equation (4.11) is satisfied since 2xˆ+ ~2p′(xˆ) = 0. The rep-
resentation defined in this way will be non-degenerate since xˆ 6= 0 (by assumption)
and z 6= 0 due to xˆ2 + ~2p(xˆ) < 0. 
Thus, to construct a representation of Type II as in Proposition 4.14 one needs to
find xˆ such that
2p(xˆ)− xˆp′(xˆ) < 0
2xˆ+ ~2p′(xˆ) = 0.
It is useful to think of the second equation as determining ~. That is, for any xˆ ∈ R
such that p′(xˆ) < 0, we can consider Type II representations of Cg~ with
~ =
√
− 2xˆ
p′(xˆ)
satisfying 2xˆ + ~2p′(xˆ) = 0. The next result guarantees one may find such an xˆ
also satisfying 2p(xˆ)− xˆp′(xˆ) < 0.
Proposition 4.15. If α/
√
c < 2/(2g − 1)! then
p′(g − 1) < 0 and 2p(g − 1)− (g − 1)p′(g − 1) < 0.
Proof. One notes immediately that p′(g−1) < 0 from (2.1). Moreover, one obtains
2p(g − 1)− (g − 1)p′(g − 1) = −2√c+ α(2g − 1)!
=
√
c(2g − 1)!
( α√
c
− 2
(2g − 1)!
)
< 0
by assumption. 
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Hence, for α/
√
c < 2/(2g − 1)! one may construct a Type II representation of Cg~
as in Proposition 4.14 with
~ =
√
− 2(g − 1)
p′(g − 1) =
√
2(g − 1)2
α(2g − 1)!
and xˆ = g − 1, giving
y = ±1
2
√√
c+ 32α(2g − 1)!
z =
1
2
eiθ
√√
c− 12α(2g − 1)!.
The above considerations illustrate a property which is generic in the context of
matrix regularizations. Namely, the deformation parameter ~ is related to the
dimension of the representation giving restrictions on for which ~ an N -dimensional
representation may exist.
It is clear from Proposition 4.10 that representations of Type I and II are not
equivalent. However, we would like to investigate to what extent there are inequiv-
alent representations of the same type.
Proposition 4.16. Let φ and φ′ be representations as in Proposition 4.11 with
φ(X) =
(
xˆ 0
0 −xˆ
)
and φ′(X) =
(
xˆ′ 0
0 −xˆ′
)
.
Then φ is unitarily equivalent to φ′ if and only if xˆ = ±xˆ′.
Proof. First, assume that φ and φ′ are unitarily equivalent representations as in
Proposition 4.11. Since the diagonal elements of φ(X) are distinct (due to the
assumption that φ is non-degenerate) one may apply Lemma 4.9 to conclude that
either xˆ′ = xˆ or xˆ′ = −xˆ.
Next, assume that φ and φ′ are representations as in Proposition 4.11 such that
xˆ′ = xˆ and
φ(Y ) =
1
~
√
2xˆ2 − ~2p(xˆ)
(
0 eiθ
e−iθ 0
)
φ′(Y ) =
1
~
√
2xˆ2 − ~2p(xˆ)
(
0 eiθ
′
e−iθ′ 0
)
.
It is easy to see that these matrices are indeed unitarily equivalent with φ′(Y ) =
Uφ(Y )U † for U = diag(eiθ′ , eiθ). The argument for xˆ′ = −xˆ is analogous and uses
the fact that p(−xˆ) = p(xˆ). 
The result for representations of Type II is similar.
Proposition 4.17. Let φ and φ′ be representations as in Proposition 4.14 with
φ(X) =
(
xˆ 0
0 −xˆ
)
φ(Y ) =
(
y z
z¯ y
)
φ′(X) =
(
xˆ′ 0
0 −xˆ′
)
φ′(Y ) =
(
y′ z′
z¯′ y′
)
.
Then φ is unitarily equivalent to φ′ if and only if xˆ = ±xˆ′ and y = y′.
Proof. The proof is in complete analogy with the proof of Proposition 4.16 and will
not be repeated in detail. The only slight difference is that there is a choice of sign
in y which can not be compensated for by a unitary transformation. 
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Figure 4. An admissible graph on three vertices.
4.4. A 3-dimensional representation. Let us give an example of a 3-dimensional
representation with a graph as in Figure 4. Equations Aij and Bij become(
2(x0 − x1)− ~2p′(x0)
)|z1|2 + (2(x0 − x2)− ~2p′(x0))|z2|2 = ~2p(x0)p′(x0)(A00) (
2(x1 − x0)− ~2p′(x1)
)|z1|2 = ~2p(x1)p′(x1)(A11) (
2(x2 − x0)− ~2p′(x2)
)|z2|2 = ~2p(x2)p′(x2)(A22)
x0 =
1
2
q~(x1, x2)(A12)
2~2
(|z1|2 + |z2|2) = r~(x0, x1)(B01)
2~2
(|z1|2 + |z2|2) = r~(x0, x2).(B02)
where z1 = y01 and z2 = y02. For x0 = 0, x1 = −x2 = x one uses q~(x,−x) = 0
and p′(0) = 0 to show that the equations are equivalent to
r = |z1| = |z2|(A00) (
2x− ~2p′(x))r2 = ~2p(x)p′(x)(A11)
4~2r2 = x2 − ~2(p(0) + p(x)).(B01)
Proposition 4.18. If xˆ2 − ~2(p(0) + p(xˆ)) > 0, xˆ 6= 0 and(
2xˆ
~2
− p′(xˆ)
)(
xˆ2
~2
− p(0)− p(xˆ)
)
= 4p(xˆ)p′(xˆ)
then
φ(X) =
0 0 00 xˆ 0
0 0 −xˆ
 φ(Y ) =
 0 z1 z2z¯1 0 0
z¯2 0 0
 φ(Z) = ixˆ
~
 0 z1 −z2−z¯1 0 0
z¯2 0 0

with
z1 =
1
2~
eiθ1
√
xˆ2 − ~2(p(xˆ) + p(0))
z2 =
1
2~
eiθ2
√
xˆ2 − ~2(p(xˆ) + p(0)),
for θ1, θ2 ∈ R, define a non-degenerate representation of Cg~ .
There are several ways of satisfying the requirements of Proposition 4.18, and let
us give a particular construction in the next result. To this end, let us introduce
the following notation
f~(x) =
(
2x
~2
− p′(x)
)(
x2
~2
− p(0)− p(x)
)
− 4p(x)p′(x)
r~(x) =
x2
4~2
− 1
4
(
p(0) + p(x)
)
.
Proposition 4.19. There exists ~ > 0 such that
f~(g − 1) = 0 and r~(g − 1) > 0.
16
Proof. Expanding f~ gives
f~(x) =
2x3
~4
− 1
~2
(
p(0) + p(x) + p′(x)
)
+ p′(x)
(
p(0)− 3p(x))
If x > 0 then f~(x) > 0 for small enough ~, and if p′(x)
(
p(0) − 3p(x)) < 0 then
f~(x) < 0 for large enough ~. Thus, for such an x, there exists ~ > 0 such that
f~(x) = 0. Let us now show that x = g − 1 fulfills
p′(g − 1)(p(0)− 3p(g − 1)) = p′(g − 1)(p(0) + 3√c) < 0.
Since p′(g − 1) < 0 the above is equivalent to p(0) + 3√c > 0 which is true by
Lemma 2.2. Next, let us show that r~(g − 1) > 0 for all ~ > 0:
r~(g − 1) = (g − 1)
2
4~2
− 1
4
(
p(0)−√c) > 0
since Lemma 2.2 gives p(0)−√c < 0. 
Thus, for xˆ = g − 1 and ~ as in Proposition 4.19 we find that
z1 =
1
2~
eiθ1
√
(g − 1)2 − ~2((−1)gα(g!)2 − 2√c)
z2 =
1
2~
eiθ2
√
(g − 1)2 − ~2((−1)gα(g!)2 − 2√c).
Furthermore, it is clear that the phases θ1 and θ2 are inessential as one may always
find an equivalent representation with θ1 = θ2 = 0 by conjugating with a diagonal
unitary matrix. Finally, let us show that these representations are irreducible.
Proposition 4.20. If φ is a representation of Cg~ as in Proposition 4.18 then φ is
irreducible.
Proof. If φ is reducible, then φ is completely reducible to a sum of lower dimensional
representations, which implies that φ is equivalent to a representation with at
least two disconnected components in the corresponding graph. Since xˆ 6= 0 the
three eigenvalues of X are distinct, which implies that unitary matrices U , such
that UXU † is again diagonal, are composed of permutations and diagonal unitary
matrices. Hence, the graph of Y is isomorphic to the graph of UY U †, which implies
that UY U † is connected. We conclude that φ is irreducible. 
5. Concluding remarks
Finding matrix regularizations for surfaces of higher genus seems to be a notoriously
difficult problem. The simple structure of representations in the case of genus 0 and
1, does not lend itself to any easy generalizations. In this paper, we have followed
the idea of finding representations of a one-parameter family of deformations of a
commutative algebra (corresponding to smooth functions on the surface), in order
to generate a matrix regularization. These algebras have a concrete definition in
terms of generators and relations in direct correspondence with the definition of
surfaces as level sets in R3. Explicit low-dimensional representations have been
constructed, but ideally one would like a complete sequence of matrix algebras
(of increasing dimension) for a sequence of the deformation parameter ~ tending to
zero. Although we have not reached our final goal, we believe that our investigation
has considerably increased the understanding of representations, as well as the
analytic structure of the defining polynomials, paving the way for future work.
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