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Abstract
The existence of global smooth solutions to the multidimensional hydrodynamic model for plasmas of
electrons and positively charged ions with insulating boundary conditions is shown under the assumption
that the initial densities are close to a constant. Furthermore it is proved that the particle densities converge
exponentially fast to the constant steady state.
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1. Introduction
This paper is mainly concerned with the global existence and large time behavior of smooth
solutions to the hydrodynamic model for plasmas. Precisely we consider an unmagnitized plasma
consisting of electrons with negative charge and a single species of ion with positive charge
in a bounded domain Ω . Denote by ρ = ρ(x, t), m = m(x, t) (respectively σ = σ(x, t), s =
s(x, t)) the scaled particle density and current density of the electrons (respectively ions) and
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Euler–Poisson system:
∂ρ/∂t +
3∑
j=1
∂mj/∂xj = 0,
∂mi/∂t +
3∑
j=1
∂/∂xj
(
(mimj )/ρ + p(ρ)δij
)= ρ∂φ/∂xi − mi/τρ,
∂σ/∂t +
3∑
j=1
∂sj /∂xj = 0,
∂si/∂t +
3∑
j=1
∂/∂xj
(
(sisj )/σ + q(σ )δij
)= −σ∂φ/∂xi − si/τσ ,
λ2
φ = ρ − σ, i = 1,2,3, (1.1)
where (x, t) ∈ Ω × R+ with Ω being a bounded domain in R3 and m = (m1,m2,m3)T and
s = (s1, s2, s3)T . Here δij is the Kronecker symbol, equal to 1 if i = j , and equal to 0 otherwise.
λ > 0 is the Debye length and τρ > 0 and τσ > 0 are the (scaled) constants for the relaxation
time of the momentum for electrons and ions, respectively. For simplicity in the following we set
τρ = τσ = τ .
The pressure functions are regular functions satisfying
p,q ∈ C3(0,∞), p′(ρ) > 0 and q ′(σ ) > 0 for all ρ > 0, σ > 0. (1.2)
Usually p and q are of the form
p(ρ) = cρργρ and q(σ ) = cσ σ γσ ,
where cρ, cσ > 0 and γρ, γσ  1 are constants. In this case the plasma is called isothermal if
γρ = γσ = 1 and adiabatic if γρ, γσ > 1.
We prescribe the initial data for ρ,m, σ, s,
ρ(x,0) = ρ0(x), σ (x,0) = σ 0(x), x ∈ Ω; (1.3)
m(x,0) = m0(x), s(x,0) = s0(x), x ∈ Ω. (1.4)
The hydrodynamic model (1.1) is considered in a bounded domain Ω with smooth boundary ∂Ω
subject to the following insulating boundary conditions:
m · n|∂Ω = 0, s · n|∂Ω = 0 and ∂φ
∂n
∣∣∣
∂Ω
= 0, (1.5)
where n is the unit outward normal vector along ∂Ω .
For more background of the modeling and boundary conditions, see Markowich et al. [22]
and Anile et al. [2].
In one space dimension and usually for one-carrier type the various aspects of the system (1.1)
have been treated extensively. The stationary one-dimensional model has been first studied by
Degond and Markowich [4]. They proved the existence and uniqueness of subsonic solutions.
The transonic case has been treated by Gamba [5]. In the dynamic case Marcati and Natalini [21]
and Zhang [24] investigated the global existence of weak entropy solutions of Cauchy problem
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ness. Furthermore Marcati and Natalini [21] and Hsiao and Zhang [14] studied the relaxation
limit of hydrodynamic model to the drift diffusion model for the Cauchy problem and initial
boundary value problem, respectively. Global existence and the large-time behavior of smooth
solutions have been analyzed by Luo et al. [19], Hsiao and Yang [12] and Li et al. [18] for the
whole space or the initial boundary value problem. For more references we refer to the review
paper by Li and Markowich [17]. For two-carrier type, the model has been considered only re-
cently. The global existence of weak entropy solutions has been shown for the Cauchy problem
or initial-boundary value problem by Natalini [23], Hsiao and Zhang [13] and Zhang [25]. Gasser
et al. [6] showed the relation between the model and the nonlinear diffusive wave. The limit of
vanishing (scaled) relaxation time has been considered by Juengel and Peng [15,16].
However, there are only some partial results on the multidimensional model. In the whole
space and for one-carrier type Chen and Wang [3] proved the existence of global weak en-
tropy solutions to (1.1) with the symmetric structure assumption; without such assumption Hsiao
et al. [11] and Hsiao et al. [10] have obtained the global existence and exponential decay for
large time of smooth solutions. Ali [1] generalized [11] to the two-carrier type. For the boundary
problem Guo and Strauss [8] has recently considered one-carrier type with insulating boundary
condition.
In the present paper we construct the global smooth solution of problem (1.1)–(1.5) near the
equilibrium state, which is a stationary solution of (1.1) with zero current density, namely,
∇p(ρ¯) = ρ¯∇φ¯,
∇q(σ¯ ) = −σ¯∇φ¯, x ∈ Ω,
λ2
φ¯ = ρ¯ − σ¯ (1.6)
with the boundary condition:
∂φ¯
∂n
∣∣∣
∂Ω
= 0. (1.7)
For simplicity we only consider the following constant solution of (1.6)–(1.7):
ρ¯ = σ¯ =: d = constant > 0, φ¯ = 0.
For i = 1,2,3, let ρˆi , σˆ i , mˆi and sˆi be defined through (1.1) and (1.3)–(1.5) by
ρˆi := ∂it ρ|t=0; σˆ i := ∂it σ |t=0;
mˆi := ∂it m|t=0; sˆi := ∂it s|t=0.
The main result of this paper is the following theorem:
Theorem 1.1. Let ρ0, σ 0, m0, s0 ∈ H 3 be compatible with the boundary conditions (1.5). Then
there is  > 0 such that, if
∥∥(ρ0 − d,m0, σ 0 − d, s0)∥∥
H 3 +
3∑
i=1
∥∥(ρˆi , mˆi , σˆ i , sˆi)∥∥
H 3−i  ,
then the problem (1.1)–(1.5) admits a unique classical solution (ρ,m, σ, s)(x, t) ∈⋂3
i=0 Ci([0,+∞),H 3−i ). Moreover there are positive constants C and K independent of t
and  such that
Q.C. Ju / J. Math. Anal. Appl. 336 (2007) 888–904 8913∑
i=0
∥∥(∂it (ρ − d), ∂it m, ∂it (σ − d), ∂it s)(t)∥∥2H 3−i  C2e−Kt , ∀t  0.
The proof of Theorem 1.1 is based on the energy method. However, for such boundary
problem a lot of estimates for the free-space are not able to be used. The idea is to get the
symmetrizer of the system from the strictly convex entropy of the corresponding homogeneous
system of (1.1). By this symmetrizer the system can be reduced to the symmetric hyperbolic
one in the sense of Friedrichs which is compatible with the boundary condition. On the other
hand due to the boundary condition the estimates of the spatial and mixed derivatives cannot
be obtained directly from the energy estimates. The efficient skill here is to bound them by the
estimates for time derivative which does not change the boundary condition.
Notation. By Hs we denote the usual Sobolev space defined over Ω with norm ‖ · ‖Hs ; L2 de-
notes L2(Ω) the norm of which is denoted by ‖ · ‖.
The same letter C denotes various positive constants which do not depend on t,  and initial
data.
At the end of the introduction we mention the work by Hsiao et al. [9] on the initial bound-
ary value problem for the multidimensional full hydrodynamic model which is a nonisentropic
Euler–Poisson model with additional diffusion term in the energy equation. They proved the
global existence and the exponential decay of smooth solutions to the model in a cube with the
periodic boundary conditions.
2. Energy estimates
We write the system (1.1) as a hyperbolic system of conservation laws,
∂w/∂t +
3∑
j=1
∂/∂xj fj (w) = h(w,E), (2.8)
coupled by the Poisson equation (1.1)φ . Here
w =
⎛
⎜⎜⎜⎝
ρ
m
σ
s
⎞
⎟⎟⎟⎠ , E = ∇φ, (2.9)
f1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m1
p + m21/ρ
m1m2/ρ
m1m3/ρ
s1
q + s21/σ
s1s2/σ
s1s3/σ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, f2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m2
m1m2/ρ
p + m22/ρ
m3m2/ρ
s2
s1s2/σ
q + s22/σ
s3s2/σ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, f3 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
m3
m1m3/ρ
m2m3/ρ
p + m23/ρ
s3
s1s3/σ
s2s3/σ
q + s23/σ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.10)
and
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⎛
⎜⎜⎜⎝
0
ρE − m/τ
0
−σE − s/τ
⎞
⎟⎟⎟⎠ . (2.11)
For convenience we introduce the electric field Eρ,Eσ and the electric potential φρ,φσ , respec-
tively, in the following way:
λ2∇ · Eρ ≡ λ2
φρ = ρ − d in Ω,
∂
∂n
φρ = 0 on ∂Ω, (2.12)
and
λ2∇ · Eσ ≡ λ2
φσ = d − σ in Ω,
∂
∂n
φσ = 0 on ∂Ω. (2.13)
Obviously it holds that
E = Eρ + Eσ . (2.14)
Let δw = (ρ − d,m1,m2,m3, σ − d, s1, s2, s3) and define
W(t) =
3∑
i=0
∥∥∂it δw∥∥H 3−i . (2.15)
Theorem 1.1 follows from the following main estimates.
Lemma 2.1. Let w,E be a solution of (1.1)–(1.5). There exist positive constants , C and K such
that, if the solution is so small that
sup
0<t ′<T
W(t ′) ,
then the following a priori estimate holds for all t ∈ [0, T ]:
W(t) Ce−KtW(0). (2.16)
The proof of Lemma 2.1 is completed in three parts: Basic energy estimates (Lem-
mas 2.2, 2.3), the estimates of time derivatives (Lemma 2.4), and the spatial and mixed derivatives
estimates (Lemmas 2.5–2.8).
Lemma 2.2. Let w,E be a differentiable solution of (1.1)–(1.5) in the time interval [0, T ]. Then
in the same interval we have
‖δw,E‖2  C∥∥δw(·,0)∥∥2. (2.17)
Proof. We introduce the thermodynamical energy
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(
eρ(1) +
ρ∫
1
p(v)
v2
dv
)
,
eσ (σ ) = σ
(
eσ (1) +
ρ∫
1
q(v)
v2
dv
)
with eρ(1), eσ (1) > 0. Then the energy and the pressure have the following relation:
p(ρ) = ρe′ρ(ρ) − eρ(ρ), p(σ ) = σe′σ (σ ) − eσ (σ ).
Let
W¯ (w) = |m|2/(2ρ) + eρ(ρ) + |s|2/(2σ) + eσ (σ ),
F¯j =
(|m|2/(2ρ) + ρe′ρ(ρ))mj/ρ + (|s|2/(2σ) + σe′σ (σ ))sj /σ.
It is straightforward to show that W¯ (w) is a convex function of w and it holds that
W¯ ′(w)f ′j (w) = F¯j (w),
which means that (W¯ , F¯j ) is the entropy-flux of the corresponding homogeneous hyperbolic
system of (1.1) so that any smooth solution of (1.1)–(1.5) satisfies the additional balance law
∂/∂tW¯ (w) +
3∑
j=1
∂/∂xj F¯j (w) = g(w,E)
with the energy production g(w,E),
g = −1/τ(|m|2/ρ + |s|2/σ )+ E · (m − s).
Let
W(w) = W¯ (w) − eρ(d) − e′ρ(d)δρ − eσ (d) − e′σ (d)δσ,
Fj (w) = F¯j (w) − e′ρ(d)mj − e′σ (d)sj ,
where δρ = ρ − d and δσ = σ − d . It is immediate to see that
∂/∂tW(w) +
3∑
j=1
∂/∂xjFj (w) = g(w,E). (2.18)
For ρ and σ around d , W(w) is a strictly convex function of w and W(w) is equivalent to ‖δw‖2.
Integrating (2.18) over Ω and using the boundary condition (1.5) on m and s, we have
d
dt
∫
Ω
W dx = −
∫
Ω
1
τ
( |m|2
ρ
+ |s|
2
σ
)
dx +
∫
Ω
E · (m − s) dx. (2.19)
By the Poisson equation and integration by parts, we obtain
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dt
∫
Ω
λ2
2
|E|2 dx = −
∫
Ω
λ2∂t
φφ dx
= −
∫
Ω
∂t (ρ − σ)φ dx =
∫
Ω
∇ · (m − s)φ dx
= −
∫
Ω
(m − s) · Edx (2.20)
where the boundary condition (1.5) is used. Combination of (2.19) with (2.20) yields
d
dt
∫
Ω
(
W + λ
2
2
|E|2
)
dx = −
∫
Ω
1
τ
( |m|2
ρ
+ |s|
2
σ
)
 0. (2.21)
From (2.21) it is easy to obtain the L2 stability. 
To prove asymptotic stability we need to get some additional estimates.
Lemma 2.3. Under the same assumptions as in Lemma 2.2 there exists  > 0 such that, if∑
0<t ′<T
∥∥δw(·, t ′)∥∥
C1  , (2.22)
then for all t ∈ [0, T ], we have∥∥δw(·, t),E(·, t)∥∥2 Ce−Kt∥∥δw(·,0)∥∥2 (2.23)
for some positive constants C and K .
Proof. Using the Poisson equation (2.12) and (2.13), respectively, similarly to (2.20) we have
d
dt
∫
Ω
λ2
2
|Eρ |2 dx = −
∫
Ω
Eρ · mdx (2.24)
and
d
dt
∫
Ω
λ2
2
|Eσ |2 dx =
∫
Ω
Eσ · sdx, (2.25)
respectively. Furthermore in terms of (1.1) we have
− d
dt
∫
Ω
Eρ · mdx = −
∫
Ω
Eρt · mdx −
∫
Ω
Eρ · mt dx
= −
∫
Ω
φρtρt dx +
∫
Ω
Eρ ·
{
∇ ·
(
m ⊗ m
ρ
)
+ ∇p(ρ) − ρ∇φ + m
τ
}
= λ2
∫
Ω
|Eρt |2 dx −
∫
Ω
Eρ ·
(
m
τ
− (ρE)
)
dx
−
∫ 1
ρ
(m · ∇Eρ) · mdx − 1
λ2
∫
δρ
(
p(ρ) − p(d))dx, (2.26)Ω Ω
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λ2
∫
Ω
|Eρt |2 dx = −
∫
Ω
Eρt · mdx
 λ
2
2
∫
Ω
|Eρt |2 dx + 12λ2
∫
Ω
|m|2 dx,
which gives
λ2
∫
Ω
|Eρt |2 dx  1
λ2
∫
Ω
|m|2 dx. (2.27)
Therefore we have
d
dt
∫
Ω
(
λ2
2τ
|Eρ |2 − Eρ · m
)
dx
 1
λ2
∫
Ω
|m|2 − 1
λ2
p′(d)
∫
Ω
|δρ|2 − d
∫
Ω
|E|2 + C‖δw‖C1‖δw‖2. (2.28)
In the same analysis as above we have
d
dt
∫
Ω
(
λ2
2τ
|Eσ |2 + Eσ · s
)
dx
 1
λ2
∫
Ω
|s|2 − 1
λ2
p′(d)
∫
Ω
|δσ |2 − d
∫
Ω
|E|2 + C‖δw‖C1‖δw‖2. (2.29)
Now we define
h0 = W + λ
2
2
|E|2 + μτ
{
λ2
2τ
|Eρ |2 − Eρ · m + λ
2
2τ
|Eσ |2 + Eσ · s
}
, (2.30)
where μ are some real numbers to be decided later. Therefore the above estimates are equivalent
to
d
dt
∫
Ω
h0 dx −τ
∫
Ω
g0 dx + C‖δw‖C1‖δw‖2 (2.31)
for some positive constant C with
g0 =
(
1
d
− τ
2μ
λ2
)(∣∣∣∣mτ
∣∣∣∣
2
+
∣∣∣∣ sτ
∣∣∣∣
2)
+ 2dμ|E|2 + μ
λ2
(
p′(d)(δρ)2 + p′(d)(δσ )2).
As the proof in [1], we could choose suitable μ such that both h0 and g0 are positive definite
quadratic forms. So there exist positive constants Kh and Kg such that
2Kh
∥∥(δw,Eρ,Eσ )∥∥2 
∫
h0 dxΩ
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∥∥(δw,E)∥∥2  ∫
Ω
τg0 dx.
Therefore letting  = min{Kg/C,d/2} and using the condition (2.22) and inequality (2.31) we
obtain
d
dt
∫
Ω
h0 dx −Kg‖δw‖2,
which implies the estimate (2.23) with K = Kg/Kh. Lemma 2.3 is proved. 
However, the classical energy estimate cannot be generalized to get the estimates for the
derivatives of δw. The existence of a strictly convex entropy W of the homogeneous system
of (2.8) implies that (2.8) is symmetrizable in the sense of Friedrichs [7] so that we use the
symmetrized system of (2.8). Let
A0(w) = ∂
2W
∂w ∂w
.
Then A0(w) is symmetric and positive definite for ρ and σ being around d . Multiplying (2.8) by
A0(w) we obtain the system
A0(w)
∂w
∂t
+
3∑
j=1
Aj(w)
∂w
∂xj
= A0(w)h (2.32)
with Aj(w) ≡ A0(w)f′(w) being symmetric.
Firstly we estimate the purely temporal derivatives of δw.
Lemma 2.4. Let w,E be a solution of (1.1)–(1.5) in the time interval [0, T ]. There exists  > 0
such that, if
sup
0<t ′<T
W(t) ,
then for all t ∈ [0, T ], we have
d
dt
∫
Ω
3∑
i=1
∣∣∂it δw∣∣2 dx + Cdτ
∫
Ω
3∑
i=1
(∣∣∂it m∣∣2 + ∣∣∂it s∣∣2)dx  CW2(t) (2.33)
for some positive constants C.
Proof. We introduce
E(t) =
3∑
i=1
(
A0(w)∂
i
t w, ∂
i
t w
)
,
where
(v,w) =
∫
v · wdx.
Ω
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∂
∂t
E(t) =
3∑
i=1
(
A0(w)t ∂
i
t w, ∂
i
t w
)+ 2 3∑
i=1
(
A0(w)∂
i
t wt , ∂
i
t w
)
=
3∑
i=1
(
A0(w)t ∂
i
t w, ∂
i
t w
)+ 2 3∑
i=1
(
A0(w)
(
∂it h − ∂it
(
f ′j ∂jw
))
, ∂it w
)
. (2.34)
By the Cauchy–Schwarzt inequality, for i = 1,2,3, we get(
A0(w)∂
i
t
(
f ′j ∂jw
)
, ∂it w
)
= (A0(w)f ′j ∂j (∂it w), ∂it w)+ (A0(w)∂it (f ′j ∂jw)− A0(w)f ′j ∂j (∂it w), ∂it w)

(
Aj(w)∂j
(
∂it w
)
, ∂it w
)+ C∥∥∂it w∥∥∥∥∂it (f ′j ∂jw)− f ′j ∂it (∂jw)∥∥. (2.35)
After integration by parts we obtain(
Aj(w)∂j
(
∂it w
)
, ∂it w
)
= −1/2(∂j (Aj(w))∂it w, ∂it w)+ 1/2
∫
∂Ω
(
∂it w
)T
Aj (w)∂
i
t wnj dS, (2.36)
where we have used the symmetry of Aj(w).
Since(
∂it w
)T
Aj (w)∂
i
t wnj
= 1
ρ2
[
(|m|2 − ρ2p′)(∂it ρ)2
ρ2
+ ∣∣∂it m∣∣2
]
(m · n)
+ 1
σ 2
[
(|s|2 − σ 2p′)(∂it σ )2
σ 2
+ ∣∣∂it s∣∣2
]
(s · n)
+ p′/ρ∂it ρ∂it (m · μ) + q ′/σ∂it σ ∂it (s · n) − ∂it ρ/ρ3
(
m · ∂it m
)
(m · n)
− ∂it σ/σ 3
(
s · ∂it s
)
(s · n)
= 0,
we have(
Aj(w)∂j
(
∂it w
)
, ∂it w
)= −1/2(∂j (Aj(w))∂jw, ∂jw). (2.37)
By the Sobolev embedding theorem we have∥∥A0(w)t + ∂j (Aj(w))∥∥L∞  CW(t)
and ∥∥∂it (f ′j ∂jw)− f ′j ∂j (∂it w)∥∥ CW2(t). (2.38)
In (2.38) we have used the following inequality:
‖fg‖C‖f ‖H 1‖g‖H 1, f, g ∈ H 1(Ω). (2.39)
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∂
∂t
E(t) 2
3∑
i=1
(
A0(w)∂
i
t h, ∂
i
t w
)+ CW(t)2. (2.40)
For i = 1,2,3, we have(
A0(w)∂
i
t h, ∂
i
t w
)
=
∫
Ω
(
∂it ρ∂
i
t (ρE − m/τ)m/ρ2 + ∂it σ ∂it (σE − s/τ)s/σ 2
)
dx
+
∫
Ω
(
1/ρ∂it m · ∂it (ρE) − 1/σ∂it s · ∂it (σE)
)
dx −
∫
Ω
(
1/(τρ)∂it m · ∂it s
)
. (2.41)
Let
P(t) = λ
2
2
3∑
i=1
(
∂it E, ∂
i
t E
)
.
Similarly to the estimate (2.20) we have
∂
∂t
P (t) = −
3∑
i=1
(
∂it E, ∂
i
t (m − s)
)
. (2.42)
Combining (2.41) with (2.42), we have
∂
∂t
(
E(t) + P(t))= − 3∑
i=1
∫
Ω
(
1/(τρ)∂it m · ∂it m + 1/(τσ )∂it s · ∂it s
)
+
3∑
i=1
∫
Ω
1/ρ∂it m ·
(
∂it (ρE) − ρ∂it E
)
dx
−
3∑
i=1
∫
Ω
1/σ∂it s ·
(
∂it (σE) − σ∂it E
)
dx
+ CW(t)2(t). (2.43)
The middle two terms on the right side of (2.43) can be treated by the Cauchy–Schwartz
inequality and the Sobolev inequality. Finally we have
∂
∂t
(
E(t) + P(t))
−1/(dτ)
3∑
i=1
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ CW2(t), (2.44)
which implies the estimate (2.33). 
Our next task is to estimate the spatial and mixed derivatives of δw. Basically we follow the
method of [8]. However, we have to pay more attention to the coupling between electron and
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ρ
and v := s
σ
makes the computations easier. Firstly, from the system (1.1) we have the following
lemma.
Lemma 2.5. Under the same assumption as in Lemma 2.4 for all t ∈ [0, T ], we have
CW2(t)
3∑
i=0
∥∥∂it (δw)∥∥2 + e−2tW2(0) + 
t∫
0
e2(s−t)W2(s) ds. (2.45)
Proof. For convenience we rewrite the momentum equation (1.1)m for electrons and (1.1)s for
ions as follows, respectively,
p′(d)∇ρ = −mt −
3∑
j=1
(
mmj
ρ
)
xj
− m
τ
− (∇p(ρ) − p′(d)∇ρ)+ d∇φ + δρ∇φ (2.46)
and
q ′(d)∇σ = −st −
3∑
j=1
(
ssj
σ
)
xj
− s
τ
− (∇q(σ ) − q ′(d)∇σ )− d∇φ − δσ∇φ. (2.47)
The Poisson equation implies ‖∇φ‖2  (‖δρ‖+‖δσ‖)‖φ‖. From Poincaré’s inequality we have
‖∇φ‖ C(‖ρ‖ + ‖σ‖), (2.48)
which together with (2.46) and (2.47) gives
‖∇ρ‖2 + ‖∇σ‖2 C
1∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ C(‖ρ‖2 + ‖σ‖2)+ CW2(t). (2.49)
It is obvious from the continuity equation (1.1)ρ for electrons and (1.1)σ for ions that
‖∇ · m‖2 + ‖∇ · s‖2 = ‖ρt‖2 + ‖σt‖2. (2.50)
On the other hand from (1.1)m and (1.1)s, it is easy to see that curl m and curl s satisfy the
following inequality
1
2
d
dt
(‖curl m‖2 + ‖curl s‖2)+ (‖curl m‖2 + ‖curl s‖2)CW2(t). (2.51)
By Duhamel’s principle (2.51) yields
‖curl m‖2 + ‖curl s‖2  e−2tW2(0) + 
t∫
0
e2(s−t)W2(s) ds.
Using the following inequality:
‖∇r‖ C(‖∇ · r‖ + ‖curl r‖),
we have
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∥∥∇(δw)∥∥2  1∑
i=0
∥∥∂it δw∥∥2 + e−2tW2(0) + 
t∫
0
e2(s−t)W2(s) ds.
The similar process can be used to estimate ‖∂it ∇δw‖2 (i = 1,2) in terms of C
∑3
i=0 ‖∂it δw‖2.
Then by an induction of the number of spatial derivatives we can estimate any derivatives up to
order two of ∇(δw). Therefore the lemma is proved. 
To complete the proof of Lemma 2.1 we have to bound W2(t) by ∑3i=0 ‖∂it m‖2 and∑3
i=0 ‖∂it s‖2. We complete the estimates by a series of lemmas. Firstly the time derivatives up to
two of density can be easily obtained.
Lemma 2.6. Under the same assumption as in Lemma 2.4 for all t ∈ [0, T ], we have
2∑
i=0
(∥∥∂it δρ∥∥2 + ∥∥∂it δσ∥∥2 + ∥∥∂it ∇δρ∥∥2 + ∥∥∂it ∇δσ∥∥2)
 C
3∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ CW2(t). (2.52)
Proof. Taking the inner product of (2.46) ((2.47), respectively) with −∇φρ (∇φσ , respectively)
and using (2.12)–(2.14), we have
‖δρ‖2 + ‖δσ‖2 + ‖∇φ‖2  C
1∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ CW2(t). (2.53)
With the help of (2.53), (2.46) and (2.47) imply that
‖∇ρ‖2 + ‖∇σ‖2  C
1∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ CW2(t).
To obtain the estimate (2.52) we only need to take time derivatives up to two of (2.46) and (2.47),
respectively, and repeat the above arguments. 
Lemma 2.7. Under the same assumption as in Lemma 2.4 for all t ∈ [0, T ], we have
2∑
i=0
∥∥∂it (δw)∥∥2H 2−i  C
3∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ e−2tW2(0) + 
t∫
0
e2(s−t)W2(s) ds.
(2.54)
Proof. ‖δw‖H 1 can be treated by combining the proof of Lemma 2.5 with Lemma 2.6. The L2
estimates of ρtt , σtt ,∇ρt , and ∇σt have been involved in Lemma 2.6, and the L2 estimates of
∇mt and ∇st can be obtained in the same way as in the arguments for ‖∇m‖ and ‖∇s‖.
Next taking the divergence of (2.46) and (2.47), respectively, and making the L2 estimate on
the resulting equations, we get
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ρ‖L2 + ‖
σ‖L2  C
3∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ CW2(t),
where we have used (2.53). Furthermore from continuity equations (1.1)ρ and (1.5)σ we have
∇∇ · m = −∇ρt and ∇∇ · s = −∇σt .
In terms of Lemma 2.6 we have
‖∇∇ · m‖2 + ‖∇∇ · s‖2  C
3∑
i=0
(∥∥∂it m∥∥2 +
3∑
i=0
∥∥∂it s∥∥2
)
+ CW2(t).
Therefore the proof of (2.54) is finished. 
Lemma 2.8. Under the same assumption as in Lemma 2.4 for all t ∈ [0, T ], we have
3∑
i=0
∥∥∂it δw∥∥2H 2−i − ddt
∫
Ω
(
ρtρtt + 
σtσtt ) dx
C
3∑
i=0
(∥∥∂it m∥∥2 + ∥∥∂it s∥∥2)+ e−2tW2(0) + 
t∫
0
e2(s−t)W2(s) ds. (2.55)
Proof. The estimates of third-order are more complicated. In fact except ρttt and σttt , all the
other third-order terms can be dealt with in the similar way as we have done above. It only suffices
to consider the L2 estimate of ρttt and σttt . For this purpose we take ∂t (1.1)ρ − ∇ · (1.1)m and
∂t (1.1)σ − ∇ · (1.1)s, respectively, to get
ρtt − p′(d)
ρ = X, (2.56)
where
X := ∇ ·
( 3∑
j=1
(
(mmj)/ρ
)+ m
τ
+ (∇p(ρ) − p′(d)∇ρ)− ρ∇φ
)
and
σtt − q ′(d)
σ = Y, (2.57)
where
Y := ∇ ·
( 3∑
j=1
(
(ssj )/σ
)+ s
τ
+ (∇q(σ ) − q ′(d)∇σ )+ σ∇φ
)
.
Taking the time derivative of (2.56) and (2.57), respectively, we have
ρttt − p′(d)
ρt = ∂tX (2.58)
and
σttt − q ′(d)
σt = ∂tY. (2.59)
By the previous estimates we easily get
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3∑
i=0
(∥∥∂it m∥∥2 +
3∑
i=0
∥∥∂it s∥∥2
)
+ CW2(t).
From (2.58) and (2.59) we know that
‖ρttt‖2 + ‖σttt‖2  C
(
p′(d)
∫
Ω

ρtρttt dx + q ′(d)
∫
Ω

σtσttt dx
)
+ C(‖∂tX‖2 + ‖∂tY‖2).
It is easy to see that∫
Ω

ρtρttt dx = d
dt
∫
Ω

ρtρtt dx −
∫
Ω

ρttρtt dx
= d
dt
∫
Ω

ρtρtt dx −
∫
∂Ω
(∇ρ · n)ttρtt dS +
∫
Ω
|∇ρtt |2 dx.
On the other hand from (1.1)m using the boundary condition we have
p′(d)∇ρ · n =
{
−mt −
3∑
j=1
(
mmj
ρ
)
xj
− m
τ
− (∇p(ρ) − p′(d)∇ρ)+ ρ∇φ
}
· n
=
3∑
j=1
(
mj(m · n)
ρ
)
xj
−
3∑
i,j=1
mimj∂xj ni
ρ
− (p′(ρ) − p′(d))∇ρ · n
=
3∑
i,j=1
mimj∂xj ni
ρ
− (p′(ρ) − p′(d))∇ρ · n. (2.60)
Therefore we have
−p′(d)
∫
∂Ω
(∇ρ · n)ttρtt dS
= −
∫
∂Ω
( 3∑
i,j=1
mimj∂xj ni
ρ
− (p′(ρ) − p′(d))∇ρ · n
)
t t
ρtt dS. (2.61)
From the Sobolev embedding theorem and the trace theorem in W 1,1 (2.61) implies
−p′(d)
∫
∂Ω
(∇ρ · n)ttρtt dS  C
3∑
i,j=1
∥∥∥∥
(
mimj
ρ
)
t t
ρtt
∥∥∥∥
W 1,1
+ CW2(t)
 CW2(t).
A similar analysis holds for σttt . Thus the proof of Lemma 2.8 is completed. 
Using the same analysis as in [8] from the above estimates we can prove Lemma 2.1. Finally
Theorem 1.1 is achieved since the local existence theorem in the normW(t) for (1.1)–(1.5) can
be established by a standard contraction mapping argument (see, for example, [20] on the local
existence for symmetrizable hyperbolic systems).
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