Abstract. The performance of a classification model is invariably affected by the characteristics of measurement data it is built upon. If quality of the data is generally poor, then the classification model will demonstrate poor performance. The amount of noisy instances present in a given dataset is a good reflection of quality of the data. The detection and removal of noisy data instances will improve quality of the data, and consequently the performance of the classification model. This study presents an attractive and user-friendly approach for detecting data noise based on Boolean rules generated from the measurement data. The approach follows a simple and replicable approach that analyzes the rules to detect mislabeled noisy instances in the training dataset. Such instances are treated as data noise, and are removed to obtain a clean dataset. A case study of a software measurement dataset with known noisy instances is used to demonstrate the effectiveness of our approach. The dataset is obtained from a NASA software project developed for realtime predictions based on simulations. It is empirically demonstrated that the proposed approach is extremely effective in detecting noise in the dataset; in fact, the approach detected 100% of the known noisy instances. The proposed approach is compared with noise filtering based on five classification filters and an ensemble filter of five classifiers. We also demonstrate that the proposed approach shows excellent promise in detecting noisy instances in several (six) independent and real-world software measurement datasets with unknown noisy instances.
Introduction
The task of classifying domain-specific instances into one of many categories is very common across various application domains. For example -during software project development there is a need for classifying software modules either as fault-prone or not fault-prone [9, 15, 18] , and classification models are built for network intrusion detection to detect network attacks [12] . It is known that the measurement data on which a classifier is built has a prevalent affect on performance and usefulness of the classification model built, regardless of the underlying classification technique [10, 19] .
While various data mining and machine learning techniques have been developed to address classification problems, relatively fewer studies have focused on the quality of the data used to build a classification model. If quality of the data is generally poor, then the classification model will demonstrate poor performance [5] . The amount of noisy instances present in a given dataset is a good reflection of quality of the data. The detection and removal of noisy data instances will improve quality of the data, and consequently the performance of the classification model [11] . The precise taxonomy for the different types of noise is an open research issue. Generally speaking, however, noisy instances in a given dataset can be of two types -attribute noise and class noise.
The focus of our study is on identifying noisy instances attributed primarily to class noise, also known as labeling error [1] . A mislabeled instance is one whose labeled class is not the same as the class that it should belong according to the attributes of the dataset. In contrast, attribute noise reflects erroneous values for one or more data attributes, and is caused primarily during attribute data collection. While attribute noise is an important research issue, the problem of mislabeled data is generally more prevalent. Labeling errors can be attributed to several causes, including subjectivity during the labeling process, data entry, and absence of some representative attributes. We present an attractive, intuitive, and user-friendly approach for detecting noisy instances based on Boolean rules generated from the measurement data.
The proposed noise detection approach is based on the rule-based classification model (RBCM) for the two-group classification problem [13] . For a given dataset, the RBCM approach (presented in Section 2) generates Boolean rules based on the most significant attributes in the dataset, their critical or threshold values, and Boolean ANDS. The significance of the available attributes are determined either by the Kolmogorov-Smirnov (K-S) (see Appendix A) test or the Kruskal-Wallis (K-W) (see Appendix B) test.
The critical values of the attributes are determined by computing the K-S test statistic. The number of rules generated depends on the number of significant variables used to form the rules, i.e., if m is the number of variables then there are 2 m Boolean rules. In addition, for a given dataset, the value of a particular independent variable can either be greater than, or at most equal to, its critical value. In essence, the RBCM approach encompasses the two-group classification methods of Schneidewind's Boolean discriminant function [17] and our previously proposed Generalized Boolean discriminant function [8] .
A case study of software measurement data obtained from a NASA software project, JM1, is used to demonstrate the effectiveness of the proposed approach. The software measurement data for the JM1 project is known to have considerable amount of noise, as demonstrated by the poor classification performance of the various classifiers built using the data [10] . The aim of the classifiers is to correctly classify software program modules into the fault-prone and not fault-prone categories. The precise types of noise present in the JM1 dataset is unknown. Since our study focuses primarily on detecting noise attributed to labeling errors, a subset was extracted from the larger dataset such that all the noisy instances in the subset were those due to labeling errors. This subset was extracted with the aid of clustering techniques and a software engineering expert, who also identified the noisy instances.
The empirical results with the dataset containing known noisy instances demonstrated that the proposed approach is extremely effective in detecting noise. In fact, the RBCM-based approach detected 100% of the known noisy instances. The iterative noise detection procedure of the proposed approach provides some flexibility in determining the number of instances to eliminate. The RBCM-based noise detection approach is compared with noise filtering based on five classification filters and an ensemble filter of five classifiers [1] . It is observed that the proposed approach has better performance than the classification filters and the ensemble filter.
In addition to a dataset with known noisy instances, we also demonstrate that the proposed approach shows excellent promise in detecting noisy instances in six independent and real-world software measurement datasets with unknown noisy instances. The independent datasets used are those of other NASA software projects, i.e., CM1, MW1, PC1, KC1, KC2, and KC3. Details regarding the software projects are discussed later in the paper. Three independent classifiers built on the datasets cleaned by the proposed approach demonstrated perfect or near-perfect classification accuracies.
Related literature
In the literature, among noise detection works that utilize supervised learning schemes, such as the proposed approach, noise filtering techniques are the most relevant to our study. We recognize that other un-related methods exist for noise detection, such as unsupervised learning [21] and unsupervised clustering with expert input [22] . However, we focus our literature review only on some of the techniques that take a supervised learning approach.
Gamberger et al. [4] propose a simple noise filtering scheme, called the Classification Filter. For a given dataset, the predictions of a classification algorithm are obtained by using cross-validation. Subsequently, the instances that are misclassified by the classifier are identified as noisy. However, using only one base classifier may be risky, because the classifier may not have the appropriate bias to learn the concepts from a given domain. The authors also propose a technique to identify and eliminate noisy instances from the training set by using a simple compression measure, namely Minimum Description Length.
Brodely et al. [1] use an ensemble of three (and five) classifiers to identify noisy instances, i.e., Ensemble Filter. The basic assumption is that if an instance is consistently misclassified by multiple classifiers then it is a likely noisy instance. The ensemble classifier strategies used were majority vote or consensus vote, i.e., if a given instance is misclassified by a given majority (or consensus) of classifiers in the ensemble, then it is identified as noise. The three and five classifier ensembles were evaluated with simulated noise with multiple datasets.
In our recent study [11] , we further explored the ensemble filtering approach with an ensemble of twenty-five classifiers in the context of software measurement data. It was shown that the use of the larger ensemble of classifiers provided an improved flexibility in the amount of potential noise removed. Moreover, it was shown that the post-filtering classification models yielded better performance for an independent and unfiltered software measurement dataset.
Zhu et al. [23] present the Partition Filter to address the limitation of the Classification and Ensemble Filters in that they are sometimes inadequate for large and/or distributed datasets. It was argued that the induction of the base classifiers for the filters is too time-consuming, or the datasets cannot be handled at one time by these base learners. The training dataset is first partitioned into subsets, small enough to be processed by a rule-based algorithm one at a time. Error count variables are used to count the number of times an instance is identified as noisy. Once the same procedure is applied on all the instances of the subsets, the counters are combined to identify instances as either clean or noisy.
In comparison to the noise filtering methods discussed above, the proposed technique for noise detection is a much simpler approach which uses only one base classifier and simple Boolean rules, and yields very good performance on datasets with both known and unknown noisy instances. A preliminary investigation on using the RBCM approach for detecting outliers in software measurement data was presented in our recent work [7] . It was demonstrated that the removal of outliers identified by the rulebased classification model improved the classification accuracy of a case-based reasoning classification model for software quality estimation. However, this study takes a different and rather simple approach to noise detection than our previous study. In our previous work the probability of rule being f p or nf p 1 was used to detect noisy instances, without considering the structure and form of the Boolean rules themselves.
The rest of the paper continues with Section 2 in which the rule-based classification model and the proposed noise detection approach are elaborated. Section 3 presents our software measurement data case study, while Section 4 details the empirical results obtained. Finally, we conclude our study in Section 5, including suggestions for future work. The tables related to empirical results are aggregated at the end of the paper, to facilitate easy reading.
Noise detection with the RBCM approach
The rule-based classification model is implemented in C++ as a data mining tool, and was developed at the Empirical Software Engineering Laboratory, Florida Atlantic University [13] . It consists of Boolean rules formed by a set of (m) significant independent variables, their critical values, and logical ANDS. The Boolean rules lend themselves to better interpretation of the data under investigation, making it attractive for data mining analysts. Since m variables are used, there are 2 m possible Boolean rules, and each instance in the dataset will belong to only one rule. The RBCM-based noise detection approach essentially contains four components:
1. Identifying significant variables: Given a training data set, the vector of independent variables of the i th instance is denoted as x i ; the value of the j th independent variable for instance i is denoted as x ij , and X j (a random variable) represents the j th independent variable. The dependent variable of instance i is Class i . In our study, an instance is a program module and the two classes are nf p and f p. The significant variables are identified either by the Kruskal-Wallis (K-W) one-way analysis by ranks or the Kolmogorov-Smirnov (K-S) test. The K-W analysis [2] gives the relative ranks of the variables as per their ability to discriminate between the f p and nf p modules. The variables that satisfy the K-W test at a given significance level are candidate variables for forming the rules. The candidate variables can also be selected by the K-S two-sample test [2] -in our study, we use both techniques. Additional details on these two techniques are provided in Appendix A and Appendix B.
Computing critical values:
The K-S statistic is used to obtain critical values of the independent variables. The K-S statistic is the maximum vertical difference between the cumulative distribution functions (CDF) of the two groups. The value x j corresponding to the maximum CDF difference is the critical value, c j , for variable X j . The independent variables are then ordered according to their K-S statistics. The significance of the variables are determined by the K-S test. 3. Forming Boolean rules: In a two-group classification problem, value of the j th independent variable for instance i, x ij , can be either x ij c j or x ij > c j . We represent these two possibilities by binary codes '0' and '1' to respectively represent the nf p and f p groups. The 2 m rules that can be formed with each rule having m Boolean terms are shown in Table 1 for an example of m = 3. A '∧' indicates a Boolean AND, and the binary code for a given rule is formed by observing each variable with respect to its critical value. The decimal code is a decimal equivalent to the binary code, and serves as a rule number -0 to 2 m − 1. If we denote n fp and n nf p as the number of f p and nf p modules that a rule satisfies, then the probabilities of that rule being a f p or nf p rule can be computed by
Detecting mislabeled instances:
The proposed approach for detecting mislabeled instances in a two-group classification problem interprets the binary codes of the Boolean rules. If the binary code of a given rule, r, has a majority of '0' ('1') bits, then it is a nf p (f p) rule. All f p (nf p) instances that satisfy this rule are marked and removed as mislabeled instances. In order to detect all the mislabeled instances in the training dataset, we follow an iterative procedure of rule building and noise detection. An iteration consists of the four steps of our rule-based noise detection approach presented above. The iterations are continued until there are no noisy instances remaining in the dataset. To avoid a tie in the distribution of the bits, the proposed approach requires that an odd number of significant independent variables be used.
Description of case studies
The software measurement data used for our study are those of seven NASA software projects, JM1, CM1, MW1, PC1, KC1, KC2, and KC3. The data was made available through the Metrics Data Program at NASA, and included software measurement data and associated error (fault) data collected at the function, subroutine, or method level. Hence, for the software systems, a function, subroutine, or method is considered as a software module or an instance in the dataset.
The JM1 project, written in C, is a real-time ground system that uses simulations to generate predictions for missions. The CM1 project, written in C, is a science instrument system used for mission measurements. The MW1 project, written in C, is the software from a zero gravity experiment related to combustion. The PC1 project, written in C, is flight software from an earth orbiting satellite that is no longer operational. The KC1, KC2, and KC3 projects are different components of the same mission project, but constitute different personnel and have no software overlap other than minimal third-party software libraries. The KC1 system, written in C++, is a software component of a large ground system. The KC2 system, written in C++, is the science data processing unit of a storage management system used for processing ground data. The KC3 system, written in JAVA, is software developed for collection, processing and delivery of satellite meta data.
The fault data collected for the software systems represent faults detected during software development. Each module in the respective datasets was characterized by 21 software measurements, which included 13 basic software metrics as shown in Tables 2 and 8 derived Halstead metrics. The quality of the modules is described by their class labels, i.e., nf p and f p. A module was considered f p if it had one or more software faults, and nf p otherwise. The derived Halstead metrics were not used in our case studies. For additional details on software measurement and software quality the reader is referred to [3] .
The software measurements used for the seven software systems were governed by their availability, the internal workings of the projects, and the data collection tools used by the projects. The type and number of software metrics made available for public use were determined by the NASA Metrics Data Program. Other software metrics, including object-oriented and software process measurements were not available for analysis. The use of the specific software metrics in each case study does not advocate their effectiveness -a different project may consider different metrics for analysis [6, 14, 16] .
Dataset with known noisy instances
A practical problem in research associated with noise detection is the knowledge of instances that are noisy prior to the noise detection procedure. Some researchers inject simulated noise into the dataset, and evaluate their noise detection techniques with respect to injected noise [1, 4] . However, the problem of generating and injecting simulated noise and what constitutes a noisy instance are difficult and open research issues. In our study with the JM1 dataset we identify a smaller dataset with known mislabeled instances, based on input provided by an expert with over 15 years of software engineering experience. Thus, we obtain a real-world dataset with known noisy instances without injecting simulated noisy data.
The original JM1 dataset consisted of 10,883 modules, of which 2,105 modules had errors (ranging from 1 to 26) while the remaining 8, 778 modules were error-free. Upon removing inconsistent modules (those with identical software measurements but with different class labels) and those with missing values, the dataset was reduced from 10, 883 to 8, 850 modules. In a related study [22] , an unsupervised clustering technique (k-means) was used to cluster the JM1-8850 modules. Some descriptive statistics for the entire dataset and each cluster were computed, such as mean, standard deviation, etc. The software engineering expert then labeled (nf p and f p) those clusters for which he was completely confident. Consequently, a dataset of 2863 instances was obtained of which 2393 were (predicted) nf p and 470 were (predicted) f p. We label this dataset as JM1-2863.
The class labels (predicted by software engineering expert) of the instances in JM1-2863 were then matched with their original class labels, and instances that did not match were tagged as noisy instances -418 instances were tagged as noise. Among these 418 instances, 235 were (actual) nf p modules and 183 were (actual) f p modules. These instances were inspected by the expert, and it was verified that their class labels did not match the class labels the instances should belong to according to their software measurement values. It should be noted that the numbers and distribution of f p and nf p instances identified as noise was not controlled or simulated in our study. The 418 instances tagged as noise were native to the JM1-8850 dataset, and for which the expert was extremely confident in his labeling. We use the JM1-2863 dataset with the known 418 noisy instances to evaluate the accuracy of the proposed noise detection procedure. The dataset was used with the original class labels for the 2863 instances.
Datasets with unknown noisy instances
The software measurement datasets of the NASA projects other than JM1-2863 are used to demonstrate the effectiveness of the proposed noise detection procedure on real-world datasets with unknown noisy instances. This provides a more realistic picture of the proposed technique, because in real-world datasets one does not know which instances are noisy, not considering the obvious noise such as inconsistent class labels. In light of paper-size considerations, we elaborate on our empirical study with the KC2 dataset, and summarize those performed for the KC1, KC3, MW1, PC1, and CM1 datasets.
The original KC2 dataset consisted of over 3000 software modules; however, for our study only 520 modules were considered because they were developed by NASA software developers and were not COTS software. The inconsistent modules similar to JM1 were observed -those with identical software measurements but with different class labels. However, since the size of the KC2 dataset (denoted as KC2-520) was relatively small, those modules were not removed. Among the 520 modules, 106 were f p and the remaining 414 were nf p.
The KC1 dataset contains 2107 software modules, of which 325 have one or more faults and 1782 modules have zero (unreported) faults. The maximum number of faults in a KC1 module is 7. The KC3 dataset contains 458 instances, of which 43 have one or more faults and 415 modules have zero faults. The maximum number of faults in a KC3 module is 6. The PC1 dataset contains 1107 instances, of which 76 have one or more faults and 1031 modules have zero faults. The maximum number of faults in a PC1 module is 9. The CM1 dataset contains 505 instances, of which 48 have one or more faults and 457 modules have zero faults. The maximum number of faults in a CM1 module is 5. The MW1 dataset contains 403 instances, of which 31 have one or more faults and 372 modules have zero faults. The maximum number of faults in a MW1 module is 4.
Results and analysis

Dataset with known noisy instances
The K-S distance and the critical values of the 13 software metrics for the JM1-2863 dataset are shown in Table 3 . The metrics are sorted according to their K-S distance, i.e., most significant to least significant, and the index (see Table 2 ) of the respective metrics are shown in the 4 th column. The table also shows (5 th column) the indexes of the metrics, if they were ranked according the K-W significance test. It was found that all 13 metrics were significant at a 5% significance level for both K-S and K-W tests. If we observe the first six rows, the indexes of the metrics are common as per the K-S and K-W tests. These six metrics are selected to form the Boolean rules. However, since the proposed approach requires an odd number for m, we select the first seven metrics as per the K-S ranking.
The results of the Boolean rules formed with the seven metrics for JM1-2863 are shown in Table 4 . The table only shows those rules and their numbers that satisfy at least one instance in the dataset. The last row aggregates those rules that do not satisfy any instance in the dataset. The last column lists the classification of the rules according to their binary codes. For example: rule 1 is classified as nf p since it has six '0' bits and one '1' bit, and rule 113 is classified as f p since it has three '0' bits and four '1' bits. According to the proposed noise detection procedure, rules 0, 2, 110, 111, 126, 124, 127, and 125 detect the noisy or mislabeled instances. The instances that are detected as noise are highlighted in bold.
For example, if we consider rule 111, we observe that it is classified as a f p rule according to its binary code. Consequently, the three nf p instances that satisfy this rule are tagged as noise. Similarly, if we consider rule 2, it is classified as a nf p rule; consequently, the two f p instances that satisfy the rule are tagged as noise. A total of 418 instances were tagged as noise. These instances were compared with the known 418 noisy instances in the JM1-2863 dataset, and a 100% match was observed. More specifically, the proposed approach was able to detect all the known mislabeled instances. In order to verify whether the removal of the 418 noisy instances yields a clean or noise free dataset, we repeated the rule building and noise detection procedure on the JM1-2445 dataset. This dataset was obtained from JM1-2863 after removing the 418 instances detected as noise. The ordered K-S distance and critical values of the metrics are shown in Table 5 . The top five metrics are selected to form the Boolean rules. If the ranking was based on the K-W test, the same five metrics would have been selected. As compared to Iteration 1, the K-S distances of the five metrics are generally 1.00, indicating that the removal of the noisy instances has improved the discriminating power of the metrics. The results of the Boolean rules are shown in Table 6 . We observe that all rules are pure (exclusively f p or nf p), and there are no mislabeled instances.
We compare the proposed noise detection approach with the classification filter and ensemble filter. In a classification filter [4] , instances misclassified by the learner are identified and removed as noise.
In an ensemble filter [1, 11] , instances misclassified by a given number (majority or more) of its base learners are identified and removed as noise. Classification models were built for the JM1-2863 dataset with five independent classification techniques -SMO, LWLS, J48, JRipper, and IBk, all of which are implemented in the freeware WEKA, a data mining and machine learning tool [20] . Sequential Minimal Optimization (SMO) is an optimized implementation of support vector machines. The LWLS learner is the locally weighted learning scheme as applied to a decision stump classifier. The J48 classifier is an implementation of the commonly used C4.5 decision tree learner. The JRipper classifier is the rule-based learning algorithm, Repeated Incremental Pruning to Produce Error Reduction (Ripper). The IBk classifier is an instance-based learner with 'k' nearest neighbors and uses a majority voting scheme. These five classifiers were used to form the ensemble classifier, and are either identical or similar to the five classifiers used in the ensemble filter by Brodely et al. [1] and Khoshgoftaar et al. [11] . The model selection strategy used for each of the classification techniques is based on obtaining the preferred balance of equality between the Type I and Type II misclassification error rates, with the Type II error rate being as low as possible. 2 The selection of such a strategy is based on our previous empirical work with high assurance software systems [9] , similar to those investigated in this study. For a given classification technique, it is known that the Type I and Type II error rates are inversely proportional. A very low Type II error rate is associated with a relatively large Type I error rate; however, such a software quality model is not very useful from a resource utilization point of view since many of the predicted f p instances are actually nf p. Thus, model selection is determined by the project-specific preferred balance between the two error rates. While other studies may use a different model selection strategy, we use a preferred balance of equality between the two error rates.
The results of the classification filters for the JM1-2863 dataset are summarized in Table 7 . For each classification filter, the table shows the numbers and percentages of Type I and Type II errors, number of noisy instances detected (Overlap) among the 418 known noisy instances, efficiency, and effectiveness. For a given filter, efficiency is defined as the number of actual noisy instances detected divided by the number of instances predicted as noise, i.e., misclassified instances. On the same token, effectiveness is defined as the number of instances correctly predicted as noise divided by the number of actual noisy instances. For the five classification filters we observe an average efficiency of about 45% and an average effectiveness of about 82%. When the five learners were used as an ensemble filter with a majority voting scheme (three or more in agreement), an efficiency of 55.92% and an effectiveness of 82.54% were observed. In contrast to the classification and ensemble filters, the proposed approach has 100% effectiveness and efficiency.
Datasets with unknown noisy instances
The proposed noise detection approach was applied to the KC2-520 and the other five datasets for which there is no knowledge regarding which instances are noisy. We elaborate on our empirical results obtained for the KC2-520 dataset, and summarize the empirical study and results for the other five datasets, i.e., MW1, PC1, CM1, KC1, and KC3.
The K-S test results for KC2-520 is shown in Table 8 . The first six metrics ranked according to the K-S test are also those when ranked according to the K-W test. To break a tie in the distribution of bits, we selected the seventh metric based on the K-S distance ranking. The results of the Boolean rules formed are shown in Table 9 , the last column of which is the classification of the rules according to their binary code. It is observed that 101 instances are tagged as noise, as marked in bold. The 101 instances of KC2-520 detected in Iteration 1 were removed to obtain the KC2-419 dataset, which was used for Iteration 2. The K-S test results and rankings based on the K-W test are shown in Table 10 . The top five metrics ranked according to the K-S distance (or K-W test) are selected to form the rules. Once again we observe the increase in the K-S distance values as compared to Iteration 1, suggesting an improvement in the discriminating power of the respective metrics. The results of the Boolean rules are shown in Table 11 , which indicates that 4 instances are tagged as noise.
The KC2-419 dataset is relatively noise free as compared to the KC2-520 dataset. However, we continue until all the noisy instances are removed. The 4 instances of KC2-419 detected in Iteration 2 were removed to obtain the KC2-415 dataset, which was used for Iteration 3. The K-S test results are shown in Table 12 , and once again the five most significant metrics are common according to the K-S and K-W tests. The results of the Boolean rules formed with those five metrics are shown in Table 13 , which indicates that all rules are pure and no instance is tagged as noise. Thus, a noise free KC2 dataset is obtained.
The summarized results for the six software measurement datasets with unknown noisy instances are shown in Table 14 . The table shows, for the respective datasets, the number of iterations needed by the proposed approach to remove all mislabeled instances and the amount of instances removed to obtain a clean dataset. The last two rows list the number of instances and the fraction of noise removed at the end of the first iteration for each dataset. We observe that for all datasets, except CM1 and MW1, over 96% of the (likely) noisy instances are removed after the first iteration. In the case of CM1 and MW1, over 80% of the noisy instances are removed after the first iteration. This suggests that sufficient noise detection performance can be obtained by the proposed approach without going through all the necessary iterations.
Since the prior knowledge of actual noisy instances for the six datasets was not known, we evaluated the performance of three classifiers on the respective datasets after they are cleaned by the proposed approach. The J48, Bagging, and Random Forest classification techniques were used, all of which are implemented in WEKA [20] . The Bagging technique was used with J48 as the base learner. The Random Forest technique uses a voting scheme for a very large number of decision trees built using subsets of the dataset. The overall misclassification performance of the three classifiers on the respective clean datasets is shown in Table 15 , which includes number of instances misclassified and the error rate. The perfect or near-perfect classification results for all the six clean datasets indicates the successful performance of the proposed noise detection approach in detecting noisy instances in real-world datasets with unknown noisy instances.
In order to obtain a relative sense of the classification performance of the classifiers built using the clean datasets, we also built classifiers for the respective datasets without removing any noisy instances. The misclassification error rates obtained by the J48 and Random Forest classification techniques are shown in Table 16 . The relatively high misclassification error rates indicate the likely presence of noisy instances in the software measurement datasets. For example, the KC1 dataset has an overall error rate of about 27%; however, after removing the noisy instances all KC1 modules are correctly classified by J48, Bagging, and Random Forest (see Table 15 ). The MW1 dataset shows over 30% overall error rate; however, after removing the noisy instances, J48 and Random Forest had only one misclassified instance while Bagging had no errors.
Conclusion
The problem of assuring quality of data prior to any data mining and machine learning analysis is rather critical. The performance of classification techniques will invariably be affected by the presence of noisy instances. The removal of such instances will prevent the influence of noisy instances on the learnt hypothesis for the given classification technique. While the precise taxonomy of what constitutes data noise is an open issue, generally data noise are classified into attribute noise and class noise, with the latter being more prevalent.
We proposed a simple, yet very effective, approach for detecting mislabeled instances in a two-group classification problem. In addition to the simplicity of the proposed noise detection approach, it is very attractive due to its excellent accuracy and intuitive nature. The white box structure of the RBCM technique lends itself to better comprehensibility and interpretation of the given classification dataset. The Boolean rules provide the analyst with a crisp understanding of the underlying data and its significant attributes.
The proposed approach is based on our rule-based classification model, in which Boolean rules are formed based on significant independent variables, their critical values, and logical ANDS. The rules are classified as either nf p or f p based on their binary codes, which represents whether the values of respective independent variables are greater than the variable's critical value. A majority of a particular bit type (0 or 1) dictates whether a rule is nf p or f p, and subsequently, an instance that satisfies the rule but is of the wrong class label is tagged as noise. An iterative approach is taken until all mislabeled instances are detected.
The approach was evaluated with case studies of several software measurement datasets obtained from NASA software projects. The first case study consisted of a dataset with known noisy (mislabeled) instances, while the remaining case studies consisted of six software measurement datasets with unknown noisy instances. It was shown that for the dataset with known noisy instances, the proposed noise detection approach had 100% efficiency and effectiveness. In contrast, five classification filters yielded an average of 45% efficiency and 82% effectiveness, while a five classifier ensemble filter with majority voting yielded about 56% efficiency and 83% effectiveness. In addition, for the dataset with unknown noisy instances the proposed approach yielded excellent noise detection performance only after two or three iterations. Classification models built using the datasets cleaned by the proposed approach yielded perfect or near-perfect classification models.
As with any empirical data mining analysis, additional case studies with other datasets will further validate the usefulness of the proposed noise detection approach. In addition, evaluating the technique using datasets with known noisy instances from other application domains may be useful.
