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Performance of an improved-Levin quadrature method for oscillatory integrals is studied.
In the study, the behavior of the target system of linear equations is analyzed and
an error reduction factor is proposed to measure the behavior’s impact on the integral
result. Numerical investigations show that the error reduction factor is extremely small
for ill-conditioned case, and the ill-conditioning has little impact on the ﬁnal integral
result. Therefore, the concerned quadrature method is numerically very stable and it has
addressed the Levin method’s problem of being susceptible to the ill-conditioning.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
How to calculate the highly oscillatory integrals rapidly and accurately is a key problem arising in many ﬁelds such as
the optics, the electromagnetics, and the quantum mechanics [1,2]. These integrals can be uniformly expressed as
I[ f ] =
b∫
a
f (x)eiωg(x) dx (1)
with f (x) and g(x) denoting the amplitude function and the phase function, respectively. As ω increases, the integral
becomes more and more oscillatory; this makes the integral very diﬃcult to be calculated via traditional quadrature methods
such as the Gauss quadrature algorithm [3].
Since the 20th century, many accurate calculation methods for highly oscillatory integrals have been developed, which
include the asymptotic expansion method [4–6], the numerical steepest method [7], the Filon(-type) method [8,6], the
Levin(-type) method [9,10], and etc. Among them, the Levin method has attracted much attention because it can well
handle the oscillatory integrals with complicated phase functions. However, the target system of linear equations in the
method tends to be ill-conditioned when the number of nodes is relatively large; this makes the method not stable enough,
and Evans suggests that the number of nodes used should not exceed 16 [11]. Therefore, special attentions should be paid
on the stability of this method.
In order to address the problem that the Levin method is susceptible to the ill-conditioning, J. Li and etc. have developed
an improved-Levin quadrature method in Ref. [12]. Although the advantages of the proposed method have been illustrated
by the examples in Ref. [12] in a certain degree, performance of the algorithm was not well analyzed. This paper intends to
present a deeper numerical analysis on it.
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For the convenience of discussion, we present a brief introduction of the improved-Levin method [12].
2.1. Deforming an oscillatory integral into a standard form
According to the Levin method, the calculation of an oscillatory integral corresponds to solving an ordinary differential
equation (ODE):
p′(x) + iωg′(x)p(x) = f (x). (2)
If the unknown function p(x) is solved from (2), the integral result is obtained as
I[ f ] =
b∫
a
[
p′(x) + iωg′(x)p(x)]eiωg(x) dx = p(b)eiωg(b) − p(a)eiωg(a). (3)
In the present study we concern the case of standard oscillatory integral which is with a linear phase function:
I =
1∫
−1
F (x)eiξx dx. (4)
This is justiﬁed because a common oscillatory integral free of stationary point can be easily transformed to this form
[11–13]. In this situation, the target differential equation (2) becomes
p′(x) + iξ p(x) = F (x), (5)
and the integral result (3) follows
I = p(1)eiξ − p(−1)e−iξ . (6)
In this manner, the key issue of this method lies on the problem of solving ODE (5) accurately and rapidly.
2.2. Solving ODEs with Chebyshev differentiation matrix
We adopt the Chebyshev differentiation matrix (D) to solve the target ODE (5), and the matrix used follows the classical
explicit expression [17]:
Dkj =
⎧⎨
⎩
ck
c j
(−1)k+ j
(xk−x j) k, j = 0, . . . ,N, k = j,
−∑Nn=0,n =k Dkn k = j,
(7)
where c j =
{
2 j = 0,N,
1 j = 1, . . . ,N − 1 . If the function values of f (x) on the Gauss–Lobatto nodes (x j = cos
π j
N ) compose a vec-
tor v, then the function values of f ′(x) on these nodes can be well approximated as f′ = D1Nv [14–17]. In this manner,
applying the differentiation matrix on the discrete form of (5) yields the following system of linear equations:
(D+ iξE)p = F, (8)
where A = D + iξE is called the target matrix, p = [p(x0) p(x1) · · · p(xN )]T and F = [F (x0) F (x1) · · · F (xN )]T are two
numerical vectors, and E is an identity matrix. If the numerical vector p is worked out from (8), the integral result is then
obtained from (6) after replacing p(1) and p(−1) with the ﬁrst and the last entries of p, respectively.
According to (7), the Chebyshev differentiation matrix D is only determined by the number of nodes N , so the target
matrix in (8) has only two degrees of freedom: N and ξ . Even so, a full mathematical analysis on the target matrix’s
behavior remains very diﬃcult. Numerical method, although whose generality is limited in a certain degree, could serve as
a proper approach to analyze the performance of the concerned algorithm.
2.3. A criterion to identify the behavior of the system of linear equations
In order to analyze the performance of the improved-Levin method, the behavior of (8) should ﬁrst be investigated. It
is known that the Chebyshev differentiation matrix is seriously ill-conditioned [12], so the target matrix D + iξE tends to
be ill-conditioned unless the diagonal matrix iξE is large enough to change its behavior. The quantity ξ = ω g(b)−g(a)2 plays
a very important role in determining the behavior of the target matrix by changing its diagonal entries, so we call it the
diagonal enhancive quantity of the target matrix. Based on the variations of N and ξ , a criterion to identify the behavior of
D + iξE was proposed in Ref. [12], which separates the concerned plane into two zones (a well-conditioned zone and an
ill-conditioned zone) with a critical curve (see Fig. 1).
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Criterion 1. For a ﬁxed N-order differentiation matrix D and a ﬁxed diagonal enhancive quantity ξ , if the point R(N, ξ)
locates in the well-conditioned zone in Fig. 1 (i.e. ξ > 0.0015N2+0.636N−7.1), the matrix D+ iξE will be well-conditioned;
if R(N, ξ) locates in the ill-conditioned zone (i.e. ξ  0.0015N2 + 0.636N − 7.1), the matrix D+ iξE will be ill-conditioned.
It is not surprising that a well-conditioned target matrix can ﬁnally lead to an accurate integral result. Therefore, em-
phasis of the following discussion lies on the ill-conditioned case.
3. Impact of the solution errors of LU factorization method and TSVD method on the quadrature algorithm
Ill-conditioned problem remains as one of the most serious issues in engineering problems, even if some signiﬁcant
improvements have been made in the past decades [18,19]. In the improved-Levin method, the target matrix D+ iξE might
also be ill-conditioned, but it has a very special structure. This study will show that the special structure can make the
concerned algorithm very stable.
3.1. Impact of the solution error of LU factorization method on the quadrature algorithm
The LU factorization method works fast, but it is generally believed to be inapplicable to ill-conditioned problems. How-
ever, we will show that this approach works well in the improved-Levin method.
The LU factorization of D+ iξE is
LU = T(D+ iξE), (9)
where L is a lower triangular matrix with a unit diagonal (obviously, it is a well-conditioned matrix), U is an upper trian-
gular matrix, and T is a permutation matrix (also well-conditioned). Substituting (9) into (8) yields
LUp = T(D+ iξE)p = TF, (10)
which can further be expressed as two systems of linear equations:
Ly = TF (11)
and
Up = y. (12)
It has been stated in (9) that matrices L and T are both well-conditioned, so the matrix U should be ill-conditioned when
the target matrix D+ iξE is ill-conditioned. In this manner, the solution error of (11) is generally negligible, but the solution
of (12) may contain big errors. Will this big error lead to a trustless integral result in the improved-Levin method? This
section focuses on investigating this impact.
For convenience we rewrite (12) into a partitioned form:[
U1 U2
0 U3
][
p1
p2
]
=
[
y1
y2
]
, (13)
where U3, p2, and y2 are scalars, U1 ∈C(N−1)×(N−1) , U1,p1,y1 ∈C(N−1)×1. Of course (13) can also be reexpressed into two
systems of linear equations:
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U1p1 +U2p2 = y1 (14)
and
U3p2 = y2. (15)
In the following discussion, variables with ‘′ ’ refer to the numerical solutions of (14) and (15), and those without ‘′ ’ refer to
the real solutions.
Numerical investigations indicate that when the target matrix is ill-conditioned, the scalar |U3| will be very small (see
Fig. 2). Hence if y2 contains an error of a certain level, the solution p2 will contain a big error after y2 is divided by a very
small |U3|. The relation between |U3|, N , and ξ is presented in Fig. 2. Based on the distribution of |U3|, Fig. 2 is divided into
three zones: a well-conditioned zone, an ill-conditioned zone, and a transition zone. In the well-conditioned zone, D+ iξE
is well-conditioned and |U3| has a magnitude of 102; in the ill-conditioned zone, D + iξE is seriously ill-conditioned and
|U3| has a magnitude of 10−12, which is very small; in the transition zone, the value of |U3| is located between the other
two zones. A small |U3| may lead to a signiﬁcant error in p′2, and the error is further propagated to p′1 when substituting
the erroneous p′2 into (14) to obtain p′1. Moreover, a smaller |U3| results in a larger error in p′2, which signiﬁes that the
error of p′ in the ill-conditioned zone will be much larger than that in the well-conditioned zone.
For the case of ill-conditioned target matrix, we assume the relation between the numerical solution (p′2) and real
solution (p2) as
p′2 = ηp2 (16)
with η being a scalar used to measure the error of p′2, then substituting p2 and p′2 into (14) gives the following solutions
of p1 and p′1:
p1 = U−11 (y1 −U2p2) (17)
and
p′1 = U−11 (y1 −U2ηp2), (18)
where p1 and p′1 are both vectors. Because U1 and U2 are both well-conditioned matrices, the additional error in (14) is
generally negligible.
In order to simplify the description, we denote the ﬁrst entry of p1 by (p1)1, the ﬁrst entry of p′1 by (p′1)1, and the ﬁrst
row of U−11 by (U
−1
1 )1. Then the numerical integral result shown in (6) can be obtained by replacing p(1) and p(−1) with
(p′1)1 and p′2 respectively:
I ′ = (p′1)1eiξ − p′2e−iξ . (19)
Similarly, the real integral result is
I = (p1)1eiξ − p2e−iξ . (20)
Therefore the comparison of (19) and (20) gives the following absolute error of I ′:
ELU = I ′ − I =
[(
p′
) − (p1)1]eiξ − (p′ − p2)e−iξ . (21)1 1 2
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At the same time, the absolute errors of p′2 and (p′1)1 are obtained from (16), (17), and (18):
p′2 − p2 = (η − 1)p2,(
p′1
)
1 − (p1)1 =
(
p′1 − p1
)
1 = −
(
U−11
)
1U2(η − 1)p2, (22)
so the absolute error in (21) can then be reexpressed as:
ELU = −e−iξ
[(
U−11
)
1U2e
i2ξ + 1](η − 1)p2. (23)
From this expression we deﬁne an error reduction factor to measure the impact of the system of linear equations’ solution
error on the integral result:
RLU =
∣∣∣∣ ELUp′2 − p2
∣∣∣∣= ∣∣e−iξ [(U−11 )1U2ei2ξ + 1]
∣∣. (24)
Because |e−iξ | = 1, the error reduction factor can be simpliﬁed as
RLU =
∣∣(U−11 )1U2ei2ξ + 1
∣∣. (25)
For (25), U1 and U2 are obtained from the target matrix D+ iξE; therefore, the error reduction factor RLU is only determined
by the target matrix’s two degrees of freedom: N and ξ . The relation between RLU, N , and ξ is shown in Fig. 3, where the
well-conditioned zone was excluded since there is no need to pay more attention on that zone.
From Fig. 3 it is observed that the error reduction factor is very small in the ill-conditioned zone. In this manner, even
if the solution of (8) contains a big error, the numerical integral result will still remain very accurate after multiplying the
error by such a small error reduction factor. In addition, the magnitude of RLU in the ill-conditioned zone is smaller than
that in the transition zone, but p2 in the latter zone may contain less error, so the accuracy of the integral results in these
two zones may ultimately remain on the same level.
3.2. Impact of the solution error of TSVD method on the quadrature algorithm
The TSVD (truncated singular value decomposition) method is a good regularization method to solve the ill-conditioned
system of linear equations whose singular values show a scalariform distribution. This section focuses on analyzing the
impact of TSVD method’s solution error on the integral result.
The singular value decomposition (SVD) of D+ iξE is
D+ iξE = USVH, (26)
where U and V are unitary matrices consisting of the left and right singular vectors, respectively, and S is the singular value
matrix (S = diag(σ1, σ2, . . . , σN ), σ1  σ2  · · ·  σN  0). Therefore, substituting (26) into (8) yields the following system
of linear equations
USVHp = F. (27)
Its solution can be expressed as
p =
N∑ 〈U j,F〉
σ j
V j, (28)j=1
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where U j denotes the jth column of U, V j denotes the jth column of V, and 〈U j,F〉 denotes the inner product of vectors
U j and F.
If D + iξE is ill-conditioned, there must be at least one very small singular value [20]. The presence of small singular
value may lead to a signiﬁcant error in the solution of (28) when F is disturbed, therefore special solution methods should
be taken into account to improve the stability of the algorithm. Fortunately, it has been observed in Ref. [12] that an ill-
conditioned target matrix has only one very small singular value, so the small singular value is well separated from the rest,
and the truncated singular value decomposition (TSVD) method can serve as a very stable solution for the target system of
linear equations (8). In the so-called TSVD method, the last singular value of S, the last columns of U and V are truncated,
and the resulting matrices are S1, Um, and Vm, then the approximate solution of (27) becomes
p′ = VmS−11 UHmF.
It can also be expressed as
p′ =
N−1∑
j=1
〈U j,F〉
σ j
V j. (29)
From (28) and (29), we know that the solution error of p follows
p′ − p = −〈UN ,F〉
σN
VN . (30)
If we denote the ﬁrst and last entries of p′ by p′1 and p′2, then their errors can be written as
p′1 − p1 = −
〈UN ,F〉
σN
V1N ,
p′2 − p2 = −
〈UN ,F〉
σN
VNN , (31)
where V1N is the top-right entry in the unitary matrix V, and VNN is the down-right one.
Using the same analysis method shown in Section 3.1, we know that the absolute error of the numerical integral result
is
ETSVD =
[(
p′1
)
1 − (p1)1
]
eiξ − (p′2 − p2)e−iξ = −e−iξ [V1Nei2ξ − VNN] 〈UN ,F〉σN . (32)
From this expression, an error reduction factor is deﬁned as
RTSVD =
∣∣∣∣ ETSVDp′2 − p2
∣∣∣∣=
∣∣∣∣V1Ne
i2ξ
VNN
− 1
∣∣∣∣. (33)
Fig. 4 presents the relation between RTSVD, N , and ξ . It is observed that the relative error in the ill-conditioned zone is very
small, so the error of p′ in (33) has little impact on the ﬁnal integral result. Conclusively, the numerical analysis shows that
the improved-Levin method can always obtain very accurate result, no matter whether the system of linear equations (8) is
well-conditioned or not.
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4. Numerical examples
The purpose of this paper is to show that the improved-Levin method has addressed the Levin method’s problem of being
susceptible to the ill-conditioning, so the main attention is placed on comparing the performance of these two methods,
and the other calculation methods are not taken into account.
Example 1 (Calculation of integral I = ∫ 10 sin xei500(x2+x) dx presented in [9]). The exact integral value, obtained by the symbolic
integral tools with 15 signiﬁcant digits reserved, is
I = (4.59859397840143− i× 3.15443542737400) × 10−4.
In order to provide a detailed comparison of the Levin method [9] and the improved-Levin method [12], we apply both of
them to calculate the integral with different numbers of nodes, and comparisons of their relative errors and computation
time are shown in Fig. 5. In this example, the different numbers of nodes are N = 2,3, . . . ,26, and the relative errors include
two parts: the real part and the imaginary part. If the numerical integral result is Inum = Inumreal + i × Inumimag and the exact
integral value is I = Ireal + i × I imag, then the relative errors of the real part and the imaginary part are Erreal = | I
num
real −Ireal
Ireal
|
and Erimag = | I
num
imag−Iimag
Iimag
|, respectively.
For this integral, the diagonal enhancive quantity ξ = ω g(b)−g(a)2 = 500 is very large, so the target matrix D+ iξE is well-
conditioned according to Fig. 1. For the well-conditioned D+ iξE, the TSVD method and the LU factorization method should
provide integral results with almost the same accuracy. In fact, the relative error curves of these two solutions coincide with
each other in Fig. 5(a); this also conﬁrms the prediction.
At the same time, the improved-Levin method has a higher accuracy (or less relative error) than the Levin method,
and the former becomes increasingly advantageous as the number of nodes increases. When N = 26, the difference in
relative error between them reaches 11 orders of magnitude. As the number of nodes increases, the improved-Levin method
becomes more and more accurate (the relative error curve declines) because more nodes can ﬁt the amplitude function f (x)
and the phase function ωg(x) better. However, the situation for the Levin method is not so simple. The relative error declines
for N < 14, but for N > 14 the trend is inverse. The root cause of this phenomenon is that the system of linear equations
will be seriously ill-conditioned if the number of nodes is relatively large. The Levin method cannot eliminate the impact of
the ill-conditioning, hence the result shows a poor accuracy for a large N .
Fig. 5(b) shows that the LU factorization method requires less computation time than the TSVD method; however, both of
them are much more eﬃcient than the Levin method. Moreover, the difference in computation time between the improved-
Levin method and the Levin method becomes increasingly evident as the number of nodes increases.
Example 2 (Calculation of the integral I = ∫ 10 1x+0.05 ei100
√
1+10−4(x2+x) dx). The exact integral result is I = 2.62863991301583−
i × 1.53600512724633. According to the analysis method used in Example 1, we use 30 different numbers of nodes (N =
2,4,6, . . . ,60) to compare the performance of the present method and the Levin method. The result is shown in Fig. 6.
For this integral, the diagonal enhancive quantity ξ ≈ 0.01 is very small, then the target matrix D + iξE also tends to
be ill-conditioned according to Fig. 1. When N = 60, the target matrix is seriously ill-conditioned, which will then result
in a big error in the solution of Eq. (8). However, Fig. 6(a) shows that the integral result of the present method is still
very accurate (the relative errors of the LU factorization method and the TSVD method are 10−11 and 10−14, respectively).
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This is a very good result, and the cause of this phenomenon is that the solution error in p′ is extremely restrained after
multiplying it by a very small error reduction factor (RTSVD or RLU).
At the same time, it is also very clear in Fig. 6(a) that the relative error for the TSVD method declines steadily, but
the situation for the LU factorization method is not so simple. The latter also declines as a whole but the descent is not
very steady. This phenomenon indicates the better stability of the TSVD method. Since the stability plays a very important
role to an algorithm, it is generally more advisable to adopt the TSVD method to solve the ill-conditioned system of linear
equations presented in the improved-Levin quadrature algorithm.
Fig. 6(b) also illustrates the advantage of the improved-Levin method in eﬃciency. There is no need to give more details.
5. Conclusions
This paper studies the performance of an improved-Levin quadrature method. In the method, the calculation of an
oscillatory integral is reduced to solving a system of linear equations. We studied the solution errors of the LU factorization
method and the TSVD method for the system of linear equations, and introduced an error reduction factor to measure
the impact of these errors on the integral results. Numerical investigations show that the error reduction factor in the
improved-Levin method is very small for an ill-conditioned target matrix. Therefore, even if the system of linear equations
is ill-conditioned, the integral result can still be very accurate because the errors can be well restrained by the extremely
small error reduction factor. Hence, this method has addressed the Levin method’s deﬁciency of being susceptible to the
ill-conditioning.
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