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ABSTRACT
We construct a simple reduced-form example of a conditional pricing model with modest intrinsic
nonlinearity. The theoretical magnitude of the pricing errors (alphas) induced by the application of
standard linear conditioning are derived as a direct consequence of an omitted variables bias. When
the model is calibrated to either characteristics sorted or industry portfolios, we find that the alphas
generated by approximation-induced specification error are economically large. A Monte Carlo
analysis shows that finite-sample alphas are even larger. It also shows that the power to detect
omitted nonlinear factors through tests based on estimated risk premiums can sometimes be quite
low, even when the effect of misspecification on alphas is large.  
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The distinction between a model that explains asset returns on average and one that explains
returns conditional on the set of information used by market participants is at the heart of
asset pricing theory. It is also of considerable practical importance. For example, Ferson and
Harvey (1999) argue that the commonly used three-factor model ﬁr s te x a m i n e di nF a m aa n d
French (1993) does not explain the cross-section of size and book-to-market sorted portfolios
in a setting that conditions on common macroeconomic predictor variables. As another
example, Campbell and Cochrane (2000) suggest that the distinction between a conditional
and an unconditional pricing model is consistent with the superior performance of portfolio-
based pricing models relative to theoretically more appealing consumption-based models.
It is conceptually diﬃcult to work with fully structural conditional pricing models because
of theoretical arguments ﬁr s ts t a t e di nH a n s e na n dR i c h a r d( 1 9 8 7 ) . T h i sf u n d a m e n t a l
criticism of empirical work on conditional pricing models notes that these models are
inherently dependent on the dynamics of the unobservable information structure in the
economy. As a result, they do not “condition down” to produce valid unconditional models.
The standard approach to estimating conditional pricing models is explicitly empirical and
ignores this issue entirely.1 It works by explicitly allowing for conditional elements of the
asset pricing model through a speciﬁcation that is linear in some set of observable variables.
Clearly, the success of this approach will be model dependent — as the Hansen-Richard
critique dictates. For example, if the true joint distribution of returns and the pricing kernel
is lognormal and the conditioning variables are conditionally Gaussian (and observable),
then the approximation would, in fact, be an exact representation of the true pricing kernel
(up to a potential “proxy” problem). On the other hand, if asset markets are subject
to parameter instability or structural breaks — both extreme forms of nonlinearity — then
the linear approximation would clearly be problematic and unlikely to be considered by
1The argument, is made explicitly in Cochrane (1996, 2001). The roots of this approach are found in
Campbell (1987), Gibbons and Ferson (1985), Harvey (1989), and Shanken (1990).
1a reasonable researcher. What about an intermediate case? How well does the standard
approximation work in a model where the nonlinearity is modest and might, therefore, be
diﬃcult to detect?
We construct a simple and tractable conditional model for the dynamics of a broad
cross-section of stock returns that builds on the intertemporal CAPM approach introduced
in Brennan, Wang, and Xia (2004). The pricing kernel is driven by three factors: the
innovations to the two (latent) state variables, the log short rate and the log of the
maximum Sharpe ratio, and the innovations to the market portfolio. The model is
intended as a parsimonious reduced-form example of an economy with modest nonlinearity.
Structural speciﬁcations that might introduce nonlinearities are the preference-based
approach of Dittmar (2002) or the heterogeneous agent model of Lochstoer (2006). An
alternative reduced-form motivation for modest nonlinearity can also be found in the recent
generalizations of the aﬃne pricing models commonly used in the term structure literature.
The model is conditional in the commonly accepted deﬁnition of that term: the pricing
kernel parameters are functions of the state variables.2 The single source of nonlinearity in
the model is the risk premium on the log Sharpe ratio state variable (the only risk premium
in the model). While the risk premium is nonlinear, it can be approximated very accurately
by a second order polynomial in the log Sharpe ratio. This approximation is important
because it allows us to retain a pricing structure that is linear in the model parameters, and
it allows us to interpret the misspeciﬁcation introduced by the standard linear approximation
of the conditional model as an omitted variables bias. We take pains to emphasize that the
nonlinearity imposed on the risk premium function is both modest and consistent with return
data.
In order to examine the extent of this bias, we ﬁrst derive a closed-form expression for
2This approach to conditional pricing models is conceptually distinct from the issue of how to use
conditioning information to augment the space of asset returns used to test a pricing model. See, for
example, Gallant, Hansen, and Tauchen (1990), Ferson and Siegel (2001), and Bekaert and Lui (2004).
These conditioning methods may be used to test both conditional and unconditional pricing models.
2the alphas that are generated by the use of the linear approximation, in large samples. The
quantitative signiﬁcance of these pricing errors is evaluated by calibrating the model to two
diﬀerent, commonly used, data sets of U.S. monthly excess returns: market capitalization
(size) and book-to-market (B/M) sorted portfolios and industry portfolios, from January
1960 to December 2005.
Our ﬁrst result is that alphas due to misspeciﬁcation are large relative to average excess
returns, and they vary cross-sectionally. This is true in both size and B/M sorted returns and
in industry returns. For example, in the lowest B/M stocks in each size quintile, the alpha
that can be attributed to ignoring nonlinear components in the risk premium alone averages
six percent per year. These “misspeciﬁcation alphas” decline monotonically with increases
in B/M within each size quintile, but they still average (roughly) 2.4 percent per year in the
middle B/M group within each size quintile. The largest third of the industry misspeciﬁcation
alphas average (roughly) 3.5 percent per year. These cross-sectional diﬀerences are examined
by decomposing asymptotic alphas into various components that reﬂect both the bias in
estimated betas that comes from omitted variables and the mismeasurement of factor risk
premiums.
The fact that these pricing errors are large is important, but it does not necessarily
provide an accurate measure of the ﬁnite sample pricing errors that might arise from this
misspeciﬁcation. In order to address this question, we conduct two Monte Carlo experiments
in which we simulate 5,000 independent sample paths from the model economy — calibrated
to each of the sets of portfolio returns. Simulated excess returns are generated from the
true (nonlinear) model, with true alphas set to zero. The model is then ﬁtu s i n gas t a n d a r d
two-pass estimation methodology that uses ordinary least squares in the second stage cross-
sectional regression.3 The results of these calculations demonstrate that ﬁnite sample pricing
errors are routinely between 25 percent and 75 percent of average excess returns in the
characteristics-sorted calibration and 15 to 25 percent of average excess returns in the
3All of our ﬁndings are robust to using generalized least squares in the cross-sectional regression.
3industry calibration. As important, because of noise in estimating the risk premiums, these
ﬁnite-sample alphas look very diﬀerent from their large-sample counterparts.
An important question raised by these ﬁnding is: If the pricing eﬀects of misspeciﬁcation
are of ﬁrst-order importance, should the nonlinear components of the true set of factors not
be priced in the market? If so, then detecting the presence of these nonlinear components
would be straightforward. The ﬁnal analysis in the paper addresses this speciﬁc issue. We
use the same Monte Carlo experiments to examine the ﬁnite sample power of a standard
chi-squared test of the null hypothesis that the risk premiums on the higher order terms in
t h em o d e la r ez e r o .
These experiments indicate that the power of these standard tests can vary substantially,
depending on both the data used to test the model and the manner in which the test is
implemented. If the tests are implemented without a correction for the fact that betas are
estimated in the ﬁrst-pass time series regression, the test is very powerful in the simulations
calibrated to the characteristics-sorted returns, but the test has very low power to detect
nonlinearity in the risk premiums in the industry data. This is another piece of evidence
consistent with the notion that the set of test assets is of ﬁrst-order importance in testing
alternative pricing models.4 When the covariance matrix of the estimated risk premiums is
adjusted for measurement error in the betas, then the power of the standard test is poor in
both data sets.5
In summary, we have presented a simple example, calibrated to two diﬀerent sets of
actual excess returns, that demonstrates that even modest intrinsic nonlinearity can induce
signiﬁcant biases into estimates of model-implied alphas. Furthermore, this nonlinearity can
be diﬃcult to detect in samples that are similar to actual data sets, although this ﬁnding
is very sensitive to both the data used to test the model and to the form in which the
4See also Daniel and Titman (2005) and Phalippou (2005).
5These ﬁndings are robust to whether the second-pass cross-sectional regression is implemented using
ordinary least squares or generalized least squares or whether covariances are estimated using simple
estimators or Newey-West robust covariance matrix estimators.
4test is implemented. This example highlights the potential diﬃculties from approaching
the inherent problem of modelling the dynamics of conditioning information through the
“standard” approach.
2 A Reduced-Form Conditional Economy
2.1 The Pricing Kernel
We follow the approach in Brennan, Wang, and Xia (2004) (hereafter, BWX) for
implementing a version of the Intertemporal Capital Asset Pricing Model (ICAPM) from
Merton (1973). Financial markets are complete, and there are no arbitrage opportunities.
The economy contains a stochastic investment opportunity set that is described by the
return on the market portfolio and a pair of state variables: the level of the one-period
nominal risk-free rate, and the slope of the capital market line; i.e., the Sharpe ratio on
the (conditionally) mean-variance eﬃcient portfolio that prices all assets. We diﬀer from
BWX by using a discrete-time formulation of the economy and, more importantly, in the
speciﬁcation, identiﬁcation, and calibration of the dynamics of the state variables.
Let r
f
t denote the (gross) yield on a one-period, default-risk free bond from t to t +1 .
The dynamics of this ‘short rate’ are exogenously speciﬁed as
lnr
f
t = α1 + β1 lnr
f
t−1 + ε1t, (1)
where ε1t
iid ∼ N (0,σ 2
1). The short rate process (1) was introduced to the term structure
literature in Black, Derman, and Toy (1990) and Black and Karasinski (1991).
The existence of a valid (unique) asset pricing kernel implies the existence of a (unique)
portfolio that is conditionally mean-variance eﬃcient and prices all assets.6 T h eS h a r p er a t i o
on this asset is denoted s, and its dynamics are implied by
lnst = α2 + β2 lnst−1 + γ lnr
f
t + ε2t, (2)
6See Hansen and Richard (1987) for a proof of this statement.
5where ε2t
iid ∼ N (0,σ2
2). By construction, (1) and (2) force the conditional correlation between
ε1t and ε2t to equal zero, for all t.
Combined, (1) and (2) is a linear, ﬁrst-order vector autoregression in the logs of the state
variables. (2) implies that the Sharpe ratio on the conditionally mean-variance eﬃcient
portfolio can never be negative. There is no speciﬁc structural model underlying (2), but
there are well-known business cycle related movements in both short-term interest rates and
estimated Sharpe ratios that are consistent with a nonzero γ1. In the following section, we
will estimate the parameters of (1) and (2).
Let RM
t+1 denote the return on a broad market portfolio, and let ε3t
iid ∼ N (0,σ 2
3)d e n o t e
the innovation, at time t, to this return. The unique pricing kernel for the economy, from t
to t+1, under the physical (as opposed to the risk-neutral) measure, is deﬁn e di nas t a n d a r d
manner:













where Λt is a risk premium parameter (discussed in more detail below), ξt+1 ≡ δ
0εt+1,
εt+1 =( ε1t+1,ε 2t+1,ε 3t+1)
0, δ is a vector of constants, ω =( δ
0Σδ)
1/2,a n dΣ = I3 is the
covariance matrix of εt+1.
The pricing kernel (3) is in the exponential-aﬃne form that is common in the asset pricing
literature, particularly in the continuous-time term structure area. The single innovation to
the kernel is a weighted-average of the innovations to the market return and the two state
variables deﬁn e di n( 1 )a n d( 2 ) .T h i si sp r e c i s e l yt h es p e c i ﬁcation in BWX. The fact that
the shock, ξ, is normally distributed implies that Mt is conditionally lognormal.
There are two economically signiﬁcant restrictions imposed on the pricing kernel by (3).
First, we assume a single risk premium on a single composite shock. This is purely a
simplifying assumption. The basic issue of the eﬃcacy of the standard linear conditioning
approximation carries over into a multifactor setting. Second, the market portfolio plays a
speciﬁc role in the pricing kernel. This is true in a variety of common models (the CAPM,
6Fama and French, 1993, and Epstein and Zin, 1989, are examples), but it is not true of all
prominent pricing models. Campbell and Cochrane (1999), Bansal and Yaron (2004), and
Lustig and van Nieuwerburgh (2005) are all examples of recent consumption-based models in
which the market portfolio (and its innovations) plays no distinct role in the pricing kernel.
The ﬁnal assumption that we make in specifying the model economy is that asset
returns from t to t + 1 and the pricing kernel from t to t + 1 have a joint lognormal
distribution, conditional on the current realizations of the market and the factors. Under
this assumption, the fundamental asset pricing equation implies a generalization of the basic
moment conditions in Hansen and Singleton (1983), where marginal utility of consumption




[vart (ri,t+1)+v a r t (mt+1)+2 c o v t (ri,t+1,m t+1)] = 0, (4)
for i =1 ,...,N and where mt+1 ≡ lnMt+1 and ri,t+1 ≡ lnRi,t+1,w h e r eRi,t+1 is the gross
return to asset i. Equation (4) can be rewritten in terms of returns, functions of latent












for i =1 ,...,N. The covariance in equation (5) is unconditional given the assumptions on
the state variable innovations that serve as factors.
Given that the factor, ω−1ξt+1,i siid standard normal, equation (5) can be rewritten in
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As a ﬁnal point, it is important to note that the risk premium parameter in equation
(6) is identical to the pricing kernel coeﬃcient in equation (3), which justiﬁes our use of the
7same notation. Although this is generally not true, see Cochrane (2005) for a discussion,
it follows in this simple economy because the factor that drives the pricing kernel is iid
standard normal.
2.2 The Risk Premium
The maximum conditional Sharpe ratio on all marketed assets, in any economy with a valid








t) − 1, (8)
where the second equality follows from the (conditional) lognormality of the pricing kernel.7





In constructing equation (9), we rely on the assumption that there is a single risk premium
for the composite shock, ξ.
Figure 1 shows that the risk premium is a convex function of the level of the log Sharpe
ratio. In order to simplify future analysis, it is useful to approximate equation (9) by a
polynomial expansion. In particular we consider the ﬁrst- and second-order approximations:
e Λt (1) = ψ0 + ψ1 lnst
e Λt (2) = ψ0 + ψ1 lnst + ψ2P2 (lnst),
(10)
where ψi, i = {0,1,2}, are parameters of the approximation that can be ﬁt by a simple linear
regression. P2 (lnst)i st h ec o m p o n e n to f( l nst)
2 that is orthogonal to lnst and normalized
to have zero mean and unit variance. In addition to the true Λt, F i g u r e1a l s os h o w st h e
7The proof of (8) is straightforward. The ﬁrst equality simply manipulates the deﬁnition of a stochastic
discount factor and a conditional correlation coeﬃcient. The second equality follows immediately from the
conditional lognormality of the pricing kernel in (3).
8ﬁrst- and second-order approximations, e Λt (1) and e Λt (2). It is clear that the second-order
approximation is virtually exact over the entire reasonable range of lnst.
2.3 Summary
The simple reduced-form model described above uses the intuition of a dynamic capital
market line to express a pricing kernel that can arise from a variety of underlying structural
models. It generates a conditional pricing model that is almost completely linear. Although
there are two state variables that describe the location of the time-varying capital market
line, there is only one risk premium driving excess returns. The functional form of this risk
premium represents the only source of nonlinearity in the pricing implications of the model.
It is a slightly convex function of the log Sharpe ratio state variable, and it can be well
approximated by a second-order polynomial in the log Sharpe ratio.
This structure is ideally suited as an example of the possible pricing implications of
misspecifying modest nonlinearity in a conditional model. On the one hand, if the model
generated substantial nonlinearities, then it would be an example that could easily be
dismissed as “rigged” to deliver poor performance of the standard linear approximation.
On the other hand, if the model was fully linear, then the standard speciﬁcation would
be completely accurate. The nature and extent of the pricing misspeciﬁcation introduced
by the standard linear approximation approach is examined in the following sections, both
asymptotically and in ﬁnite sample.
3 Approximating a Conditional Model
3.1 The Standard Approach
Since our goal is to understand the extent to which misspeciﬁcation induced by the “standard
approach” to dealing with conditional pricing models aﬀects inference, we ﬁrst need to deﬁne
9it. The standard approach to estimating and testing a conditional pricing model has evolved
over time in a series of papers, including Campbell (1987), Gibbons and Ferson (1985),
Harvey (1989), Shanken (1990), and Cochrane (1996), culminating in the textbook treatment
of Cochrane (2005). It is based on three steps:









t+1 is an N-vector of asset returns in excess of the return to a reference asset
(typically a proxy for a short term risk-free bond) from t to t + 1 that are used to test
the model; Mt+1 is the asset pricing kernel (or stochastic discount factor) that deﬁnes the
pricing model; 0 is an N-vector of zeros, and Ft denotes the information used by the market
in determining prices at time t.




as either an exact representation of the model being tested or as an approximation to the true
model. The use of excess returns results in normalizing the conditional mean of the pricing
kernel to 1. Mt+1 is a conditional pricing model if the vector of pricing kernel coeﬃcients,
bt, are time-varying with the information in Ft.
Step #3: The essence of the linear conditioning approximation consists of two
components. The information set, Ft, can be reduced to a K-vector of observable variables
Zt,a n dbt can be written as
bt = BZt, (13)
where B is a K × L matrix of constant coeﬃcients.8
8If the ﬁrst element of Z is 1, then there is an intercept in the pricing kernel. As Cochrane (2005) notes,
if Zt contains all measurable transformations of all elements of the random vector whose minimal σ-algebra
deﬁnes Ft, then this is not an assumption but rather a mathematical fact. The assumption is that a speciﬁc
ﬁnite set of Z is an adequate approximation to this larger set.
10It is important to note that the linear assumption in equation (13) is distinct from the
linear form of the pricing kernel. There is often no obvious reason to impose linearity in
the true model state variables — much less linearity in the proxies Z — on the pricing kernel
coeﬃcients. Indeed, equation (8) is an example of a form of nonlinearity that is implied
directly by the choice of state variables in the example economy. The use of the linearity
assumption is a direct result of the econometrician’s inability to specify a complete structure
for the dynamics of investor’s information set.
The implications of the fundamental asset pricing equation (11) have now been reduced to
a set of linear moments that can be estimated using either the generalized method of moments
(GMM) directly or the two-pass estimation (“beta pricing”) approach that evolved for linear
pricing models prior to the explicit introduction of GMM estimators. As Jagannathan and
Wang (2002) and Cochrane (2001) proved, these two approaches are mathematically identical
as long as the GMM moment conditions are chosen appropriately.
We use the beta pricing approach for two (related) reasons. First, the excess returns
on the sets of test assets that are commonly chosen in empirical work often exhibit high
contemporaneous correlation. This can make some of the numerical calculations of the
standard GMM approach numerically unstable for a large cross-section of assets. Second,
this instability has driven many recent papers on conditional pricing models to use versions
of the beta pricing approach; see, for example, Lettau and Ludvigson (2001) or Santos and
Veronesi (2005).
The beta pricing approach is well-known, and it will only be presented here (brieﬂy)
in order to establish notation.9 The ﬁrst step in this estimation scheme is a multivariate
time-series regression of excess returns on the model factors:
R
e
t+1 = a0 + BFt+1 + ηt+1, (14)
for t =1 ,...,T,w h e r eFt+1 ≡ (ft+1 ⊗ Zt), B is the N ×KL matrix of regression coeﬃcients
9Textbook treatments of this approach include Campbell, Lo, and MacKinlay (1997) and Cochrane (2005).
11(betas) and ηt+1 is an N-vector of shocks. Note that this is an expanded unconditional
model that is being used to approximate the true conditional model.
The second step in this approach is a cross-sectional regression consistent with the







= Bλ + α, (15)
where λ is an LK-vector of constant risk premiums, and α is a vector of pricing errors. The
pricing error αi is commonly referred to as the alpha of portfolio i.
The standard errors for the individual pricing errors are calculated as the square root of
the diagonal elements of the following matrix
b Σα = T
−1
∙
















where b Ση is the sample estimate of the covariance matrix of the time-series shocks, η, b ΣF is
the sample estimate of the covariance matrix of the factors F, and the term in parentheses is
a correction factor due to Shanken (1992) that accounts for the fact that the cross-sectional
regressors are generated from the ﬁrst-pass time series estimation.
It is possible to examine the market-wide prices of risk to assess the statistical and
economic magnitudes of estimated risk premiums.10 I fO L Si su s e di nt h ec r o s s - s e c t i o n a l
regression, then there are two commonly used versions of the covariance matrix of the risk
premiums. The ﬁrst estimate is















where b Ση is the estimated covariance matrix of the time series shocks and b ΣF is the estimated
factor covariance matrix. The second estimate uses the Shanken correction




















10There is also a standard methodology for evaluating the statistical signiﬁcance of the pricing errors
directly.
12There are analogs to (17) and (18) when GLS is used in the cross-sectional regression.11
The statistical signiﬁcance of individual risk premium estimates can be examined using
the square-root of the diagonal elements of b Σλ (or e Σλ). The statistical signiﬁcance of groups




















where q denotes the number of zero restrictions, and C is the q × KL matrix of zeros and
ones that implements the zero restrictions under the null hypothesis; i.e.,
H0 : Cb λ = 0
q×1. (21)
The null that all coeﬃcients are equal to zero can be tested by setting C = IKL.
3.2 Applying this Approach to the Example Pricing Kernel
We assume that the econometrician examining data generated by the model in Section 2 has
access to excess returns and historical values of the market portfolio and of the true state
variables. The time series regression corresponding to equation (14) is:
R
e
i,t+1 = ai + bi,1ξt+1 + bi,2 (lnst)+bi,3 [ξt+1 · (lnst)] + ηi,t+1, (22)
for i =1 ,...,N. In this case, the true factor is the innovation to the pricing kernel, ξt+1,
the information proxy variable is the lagged value of the log Sharpe ratio, lnst,a n dt h e
conditional component of the model is captured in the interaction term, ξt+1 · (lnst).
11The GLS estimators are






















13Given that ξt+1 ≡ δ1ε1,t+1 + δ2ε2,t+1 + δ3ε3,t+1, (22) actually expands to
R
e
i,t+1 = ai + δ1bi,1ε1,t+1 + δ2bi,1ε2,t+1 + δ3bi,1ε3,t+1 + bi,2 (lnst)( 2 3 )
+ δ1bi,3 [ε1,t+1 · (lnst)] + δ2bi,3 [ε2,t+1 · (lnst)]
+ δ3bi,3 [ε3,t+1 · (lnst)] + ηi,t+1.
Since the δi and the original bi coeﬃcients cannot be identiﬁed separately, it is notationally
convenient to rewrite (23) as
R
e
i,t+1 = ai + di,1ε1,t+1 + di,2ε2,t+1 + di,3ε3,t+1 + di,4 (lnst)( 2 4 )
+ di,5 [ε1,t+1 · (lnst)] + di,6 [ε2,t+1 · (lnst)] + di,7 [ε3,t+1 · (lnst)] + ηi,t+1.






λj b di,j + υi, (25)
for i =1 ,...,N,w h e r eR
e
i is the (time-series) average excess return to portfolio i, b di,j are
the ﬁtted value of the coeﬃcients from equation (24), and the ﬁtted values of υi corresponds
to the measured alpha for asset i.
In the context of this model, it is the linearity assumption in equation (13) that is
incorrect. Given the eﬀectiveness of the second-order linear approximation to the true risk
premium, a more accurate speciﬁcation is
Re
i,t+1 = ai + ci,1ε1,t+1 + ci,2ε2,t+1 + ci,3ε3,t+1 + ci,4 (lnst)+ci,5P2 (lnst)
+ ci,6 [ε1,t+1 · (lnst)] + ci,7 [ε1,t+1 · P2 (lnst)]
+ ci,8 [ε7,t+1 · (lnst)] + ci,9 [ε2,t+1 · P2 (lnst)]
+ ci,10 [ε3,t+1 · (lnst)] + ci,11 [ε3,t+1 · P2 (lnst)] + ηi,t+1,
(26)
The diﬀerence between equations (24) and (26) is the omission of the relevant factors
involving P2 (lnst). There is a corresponding (expanded) cross-sectional regression that
is analogous to (25).
14This comparison makes the source of the misspeciﬁcation clear. The questions that
we address below are: (i) When the true pricing errors (alphas) are zero, what are
the magnitudes of the true (or asymptotic) alphas introduced by misspeciﬁcation of the
conditional pricing relation? (ii) How do these true alphas compare with ﬁnite-sample
estimates of alphas? Finally, (iii) does a test statistic of the form in equation (19) for
omitted priced factors have any power to detect the omitted variables in a sample of realistic
size of observations drawn from this model?
3.3 Alphas Generated by Misspeciﬁcaton
Given the simple structure of the pricing kernel (using the second order approximation to
the true risk premium function), it is possible to compute a closed-form expression for the
alphas generated by misspeciﬁcation. These alphas are based on the true moments of the
factors and excess returns. In a general setting (which we later specialize to the assumptions









where F1 is the L1-vector of factors in the conventional approximation and F2 is the L2-vector
of higher-order terms omitted by the approximation, where L = L1 + L2.T h e c o v a r i a n c e
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Σ21




where the partition is consistent with the partition of the factors. Σ11 denotes the covariance
matrix of the included factors. Σ22 is the covariance matrix of the excluded factors, and
Σ12 = Σ0


































15which follows from Theorem 8.2.1 in Graybill (1984).




where ΣFRe is the L × N covariance matrix of the F factors with the N returns in Re.


































In the true model, expected excess returns are exactly linear in the betas with respect to















































In equation (32), expected returns are expressed exactly as a function of the factors that
are included in the conventional approximation, the factors that are excluded from the
conventional approximation, and the covariance of these two components.
In the standard approximation, expected returns are written as
E (R
e0)=α





where e λ1 is the estimated risk premiums on the included factors only. Combining equations

















































where the labels (a) through (e) will prove useful below. This expression can only be
simpliﬁed by placing additional structure on the covariance between F1 and F2.
What would α look like when the omitted factors are uncorrelated with the included
factors; i.e., if Σ12 = Σ0










The alpha measured in the linear approximation has two components. The ﬁrst component
reﬂects measurement error in the estimated risk premium on the included factors that arises
if B1 and B2 are not orthogonal, and the second component equals the portion of expected
returns that can be attributed to the omitted factors. The additional terms in (35) measure
the impact of omitting correlated factors on the estimates of the betas of the included factors.
4 Two Calibrated Examples
4.1 Calibrating the State Variable Dynamics
The ﬁrst step in calibrating the model is to construct proxies for the state variables lnrf and
lns. These state variables will be used with alternative sets of cross-sectional asset returns
in examining the model’s implications. We use the yield on a one-month Treasury bill, from
17CRSP, as a proxy for the short rate rf. The log short rate is then lnrf.T h es a m p l ep e r i o d
is from January 1960 to December 2005. A plot of the log short rate is shown in the top
panel of Figure 2. Identifying this state variable is robust to reasonable alternative short
rate choices. For example, our results are unchanged if we use a short rate measure extracted
from a multifactor model ﬁt to the entire term structure of Treasury yields.12
Identifying the log Sharpe ratio is more diﬃcult. The model in Section 2.1 speciﬁes the
s t a t ev a r i a b l ea st h el o gS h a r p er a t i oon the conditionally mean-variance eﬃcient portfolio
that prices all traded assets. This portfolio is unobservable, and it is the focus of most
modern asset pricing research. Furthermore, even if this asset was observable, its moments
would need to be estimated in order to construct the Sharpe ratio.
We identify the log Sharpe ratio state variable using the ﬁltering approach in Brandt
and Kang (2004). They assume that the continuously compounded excess return on the
CRSP value-weighted index has both a time-varying conditional mean and a time-varying
conditional volatility. The values of these moments are recovered from the realized data
using an approximation to the true likelihood function based on a nonlinear extension of the
Kalman ﬁlter. Smoothed estimates of the conditional moments are then constructed based
on the full sample of return data.13 Our estimate of the log Sharpe ratio is constructed from
these smoothed estimates. This ﬁltering procedure also recovers a (full sample) estimate of
the shocks to the market portfolio, ε3, that can be used in calibrating the pricing kernel.14
A plot of the log Sharpe ratio is shown in the bottom panel of Figure 2.
Given the time series of the state variables, we ﬁte q u a t i o n s( 2 )a n d( 1 )t or e c o v e r
estimates of the parameters that describe these dynamics. Since this system is linear in
logs, all of the parameters are estimated by ordinary least squares (OLS) with robust
12Speciﬁcally, Brandt and Chapman (2005) ﬁt an essentially aﬃne A1 (3) model of the Treasury term
structure — using the taxonomy for dynamic models introduced in Dai and Singleton (2000) and Duﬀee
(2002) — to a standard data set of government bonds using a simulated moment estimator. The short rate
implied by this model produces calibration results that are virtually identical to those generated by the
1-month Treasury yield.
13Brandt and Kang (2005) use data from January 1946 to December 1998.
14By construction, these return shocks are normalized to have a standard deviation of one.
18standard errors used for inference. Table 1 shows these results. The log Sharpe ratio is
signiﬁcantly positively related to its own lagged value and signiﬁcantly negatively related to
the contemporaneous level of the log short rate. The estimates of the short rate parameters
are consistent with the large literature on ﬁtting univariate time series models to short term
interest rate data. While the log short rate is persistent, it does not appear to contain a unit
root in the autoregressive representation of the series over this sample period.15
The ﬁtted residuals from equations (1) and (2) do not satisfy the model assumption of
being iid draws from a bivariate standard normal density. This is not surprising, given the
evidence in Figure 2 and the extensive literature on the volatility dynamics of both stock
returns and short term interest rates. In order to properly calibrate a model with this
error structure, we ﬁlter the residuals from the regressions in Table 1 using the dynamic
conditional correlation multivariate GARCH model of Engle (2002).16 These transformed
shocks correspond more closely to a constant, identity matrix covariance matrix for (ε1,ε 2)
0.
They are combined with ε3 (which is already normalized and orthogonalized with respect to
(ε1,ε 2)
0).
The pricing kernel in equation (3) is completely speciﬁed when Λ and δ, the parameters
that weight the individual shocks to deﬁn et h ec o m p o s i t es h o c k ,a r ec h o s e n .T h e s ep a r a m e t e r
values depend on the set of test asset returns, and their selection is described in the next
two subsections.
4.2 Calibrating Returns to Characteristics Sorted Portfolios
Our ﬁrst calibration of the pricing kernel uses the returns to the 25 portfolios formed by Fama
and French (1993) on the basis of market capitalization (“size”) and book-to-market ratio
(“B/M”). The monthly portfolio returns are value-weighted and continuously compounded
15The t-test reported in Table 2 for the null of β1 = 1 is only suggestive of the absence of a unit root.
There is a large literature on the failings of standard asymptotic theory in this estimation setting.
16This model was ﬁt to the data using Matlab code distributed by the Economics department of the
University of California at San Diego.
19in excess of the continuously compounded yield on a one-month Treasury bill. The sample
period is January 1960 to December 2005 (for a total of T = 552 monthly observations).
The ﬁrst four sample moments of excess returns are reported in Table 2. Holding size
constant, the average excess returns increase from low B/M to high B/M portfolios. In
our sample period, there is not a consistent size eﬀect for a given B/M rank; i.e., holding
B/M rank constant, returns do not monotonically decrease as capitalization increases. The
volatility declines with size, and it also declines with the B/M ratio but only up to the fourth
B/M quintile. The returns to all series are negatively skewed and exhibit excess kurtosis.
The calibrated values of the (asymptotic) alphas from the model in Section 2, ﬁtt o
the characteristics-sorted returns are constructed by computing the required inputs: (i)t h e
factor covariance matrices, Σ11,Σ22,a n dΣ12;( ii) the covariance matrices of the factors with
the excess returns, ΣF1Re and ΣF2Re;a n d( iii) the market risk premium parameters, λ1 and
λ2. In this setting, the included and omitted factors are:
F1
(7×1)




=( P2 (lnst),ε 1,t+1 · P2 (lnst),ε 2,t+1 · P2 (lnst),ε 3,t+1 · P2 (lnst))
0
(37)
The proxies for the factors are constructed from the ﬁt t e d( a n dn o r m a l i z e d )s h o c k st o
the measured state variables, the shock to the market portfolio, and the lagged levels of the
state variables. Given time series estimates for the factors, it is straightforward to construct
point estimates of the necessary parameters. The purpose of our estimation is to calibrate
the model and not to propose the model as a thorough description of the cross-section of
expected returns. Therefore, the parameters are estimated using simple OLS in the second-
stage cross-sectional regression. In addition, we do not correct the alpha and risk premium
standard errors for measurement errors in the ﬁrst-stage beta estimates.17
17The value of the correction term in the characterstics-sorted returns is 10.2( 4 .99 in the industry returns
examined in the next sub-section). When the correction term is applied to the calculation of the covariance
matrix, none of the alphas in Table 3 are statistically signiﬁcantly diﬀerent from zero. We believe that using
the unadjusted covariance matrix estimates is conservative.
20The estimates of alpha from the full model are shown in Table 3. The model does a
good job of pricing six portfolios, where ‘good’ means that average alphas are less than 5
percent of average excess returns. There are another four portfolios where the average alphas
are between 5 and 10 percent of average excess returns. There are also six portfolios where
alphas exceed 20 percent of average excess returns, including the smallest size and B/M
portfolio where the alpha is more than four times the level of the average excess returns.
There are nine portfolios where the estimated alpha seems large, relative to the simple OLS
standard errors (i.e., the t-statistic exceeds two).
In the following sections, when we examine the impact of misspeciﬁcation of the
conditioning information on model estimation, we remove the estimated alphas from Table
3 from the average excess returns in order to construct a set of returns that corresponds
to our null hypothesis of zero alphas under the assumed pricing kernel. In other words, in
the simulations, our model prices the set of test assets perfectly, by construction. Clearly,
this is a simpliﬁcation of the real world and the simple pricing kernel proposed in Section
2 does not price some of the test assets well, but neither does it dramatically underperform
many existing pricing models. Furthermore, it is not the focus of our analysis to assume
that this is the reduced-form pricing model. The parameters used in computing values for
alpha described in equation (35) are shown in the table in the appendix (Table A-1).
The alphas generated by misspecifying the conditioning information (hereafter
“misspeciﬁcation alphas”), i.e., the alphas in equation (35), are shown in Table 4. We also
compute relative alphas, deﬁned as the ratio of misspeciﬁcation alphas to the average excess
returns net of the estimated alphas in Table 3. The misspeciﬁcation alphas are predominantly
positive, which means that omitting the higher-order terms in the pricing kernel generates
estimates of expected returns that are too small relative to true expected excess returns.
More importantly, these alphas are large and increasing in ﬁrm size, whether measured in
isolation or relative to adjusted average excess returns. For example, the average of the
absolute value of alpha ranges a c r o s st h es i z eq u i n t i l e sf r o m0 .21 percent per month (2.52
21percent per year) to 0.34 percent per month (4.08 percent per year). On a relative basis, these
pricing errors are more than 50 percent of adjusted excess returns for twelve of the twenty ﬁve
portfolios, and they are more than 25 percent (in absolute value) of adjusted excess returns
for 18 portfolios. The extent of these large pricing errors indicates that misspeciﬁcation is
not concentrated in the small, low B/M stocks alone.
Is there a simple explanation for the cross-sectional diﬀerence in the alphas due to the
misspeciﬁcation induced by the linear approximation? Unfortunately, the answer to this
question appears to be no. Since the omitted (higher-order) factors are correlated with
the linear terms (i.e., Σ12 6= 0; see the appendix Table A-1), there are no convenient
simpliﬁcations that make the components easy to interpret. The component (e)i st h el a r g e s t
piece of the misspeciﬁcation alpha (in absolute value). It increases (in absolute value) as
size increases. For each size quintile, the absolute value of (e) decreases as B/M increases.
Components (c)a n d( d) depend on the size of the risk premium on the higher order terms, λ2.
The sum of these components is large and positive. It decreases (slightly) as size increases,
and within a size quintile, it decreases as B/M increases. (a)a n d( b) are the components
that depend on the risk premium on the ﬁrst-order terms, λ1. The sum of these components
are generally positive, increasing in size, and decreasing in B/M within a size quintile. The
magnitude for the sum of these components is smaller than the sum of (c)a n d( d), suggesting
that the higher order terms contribute more to the misspeciﬁcation alpha.
4.3 Calibrating Returns to Industry Portfolios
The results in Section 4.2 are calibrated to on l yo n es e t( o fc o m m o n l yu s e d )t e s ta s s e t s .H o w
sensitive is the conclusion of the importance of approximation-based speciﬁcation error to the
choice of test assets? In order to examine this question, we also present results for a model
calibration tuned to the monthly excess returns on 30 value-weighted industry portfolios.18
18For further details on the industry portfolio construction, see Ken French’s web page at
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/Data Library/tw 5 ports.html.
22Tables 5 through 7 are identical in structure to Tables 2 through 4.
The sample moments in Table 5 are generally similar to those for the characteristics-
sorted portfolios in Table 2. Summary statistics describing the cross-section of average







Std. Dev. 0.2588 0.1500
The characteristics-sorted portfolios have a larger spread in average excess returns, but this
is primarily due to the very low realized returns on the smallest size and B/M sorted portfolio
(with excess return of −0.0677 percent per month). There is still substantial spread in the
realized industry returns.
The ﬁtted alphas from the industry portfolios are shown in Table 6. They are about
half positive and half negative. The point estimates of the alphas are roughly the same
size as the alphas from the characteristics-sorted portfolios. If anything, they are slightly
larger. The standard errors of the alpha estimates using industry returns are larger than their
characteristics-sorted counterparts; so, there are fewer alphas that are statistically signiﬁcant
at conventional levels. The relative alphas for the industry portfolios are generally larger than
those for the characteristics-sorted portfolios, although there is no outlier that corresponds
to the smallest size and B/M sorted portfolio. On a relative basis, these pricing errors are
more than 50 percent of excess returns for 2 of the thirty portfolios, which is a substantially
smaller proportion than in the characteristics-sorted data. Fifteen of the portfolio have
relative alphas in excess of 25 percent (in absolute value) of excess returns. The model
parameters needed to calibrate the misspeciﬁcation alphas for the industry portfolios are
shown in Table A-1.
23The misspeciﬁcation alphas from the industry portfolio calibration are in Table 7. They
do not have the extremes of the misspeciﬁcation alphas from the characteristics-sorted data,
but they are not small. For example, the 90-th percentile (75-th percentile) absolute value
of alpha is 0.17 percent per month (0.12 percent per month) or 2.04 percent per year (1.44
percent per year). On a relative basis, 17 of the 30 (absolute) alphas are more than 50
percent of adjusted excess returns, and 25 of the (absolute) alphas are more than 25 percent
of adjusted excess returns. These proportions exceed their counterparts in the characteristics-
sorted data. The fact that there is such a large diﬀerence in the impact of approximation-
induced speciﬁcation error is an important ﬁnding for interpreting empirical tests of asset
pricing models.19
In addition to the total misspeciﬁcation alpha, Table 7 also reports the components of
alpha. They are very diﬀerent from their counterparts in Table 4, although (again) the
intuition for these diﬀe r e n tc o m p o n e n t si su n c l e a r .( e) is no longer predominantly negative,
a n di ti sm u c hs m a l l e ri na b s o l u t ev a l u et h a ni nT a b l e4 .( d) remains predominantly positive,
but it is also much smaller in absolute value than it is based on characteristics-sorted test
assets. Finally, (b) switches from positive to negative, and (a) is much smaller in absolute
value.
5 A Monte Carlo Study
There are two reasons for considering a Monte Carlo study at this point. First, the results in
the previous section provided evidence about the magnitude of the asymptotic alphas that
can be attributed to misspeciﬁcation of the conditional model. Finite sample pricing errors
may be quite diﬀerent from these asymptotic values. This diﬀerence reﬂects, in part, the
noise in realized returns (and its impact on the sampling distribution), but it also reﬂects the
impact of measurement error — individually and through their interaction with the estimates
19Daniel and Titman (2005) and Phalippou (2005) critically examine the use of size- and book-to-market-
sorted portfolios in asset pricing tests.
24of the other components of (35).
The second reason to consider a ﬁnite sample analysis of the misspeciﬁcation problem is
the issue of detecting the presence of nonlinearity in the risk premiums or, equivalently (in
this setting), the coeﬃcients of the pricing kernel. Do common tests of the form of equation
(19) in Section 3.1 have reasonable ﬁnite sample power? If not, then the only symptom of
nonlinearity are the measured pricing errors, which generally reﬂect a wide range of possible
model misspeciﬁcation, not only nonlinearity.
5.1 Simulating Returns from the Models
The general structure of the experiments that we consider below is:
Step #1: Generate 5,000 independent simulated sample paths of an economy in which
returns are generated according to a calibrated version of the model economy, using
either the size and B/M sorted portfolio parameters or the industry portfolios
parameters. Excess returns on the diﬀerent portfolios are constructed by:
Step #1a: simulating values for the model state variables, (lnst,lnr
f
t )0,u s i n gt h e
point estimates of the parameter values in Table 1 and bivariate standard normal
shocks.
Step #1b: Along each simulated sample path, realized excess returns are generated
as the sum of expected returns and unexpected returns. Time-varying expected
returns are generated according the model, the calibrated parameter values, and
the realized values of the state variables generated in Step #1a. Unexpected
returns are generated at each date in the simulation by drawing from a
multivariate normal distribution with mean zero and a diagonal covariance matrix
with the nonzero elements of the matrix set equal to the diagonal elements of the
covariance matrix of the shocks from equation (22).
25Step #2: Each simulation is of length 550 months, and the state variables and realized
excess returns are collected after a “burn-in” period of 4,950 months designed to reduce
the inﬂuence of initial conditions.20
Step #3: For each simulated path:
Step #3a: we estimate a linearized version of the conditional model, as in equations
(22) and (25). The model is estimated using a standard two-pass procedure with
OLS in the second-stage cross-sectional regression.21 The alphas (pricing errors)
for each asset in each simulation are stored for later examination. The estimated
risk premiums are also computed and stored.
Step #3b: We also estimate a version of an approximate model that includes second-
order terms in the conditioning variables. We construct the test statistic in (19)
and (20) for the null hypothesis that the higher-order terms are all jointly equal
to zero. We store these results for later examination (of the power of the test
against the speciﬁc alternative).
The ﬁrst column of Tables 8 and 9 shows the average excess returns to the test portfolio
(either characteristics or industry based). These are the cross-simulation average excess
returns of the time series average excess returns along each simulated sample path. The
standard deviation of excess returns, reported in the second column of each of these tables,
is also the cross-simulation average of the time series standard deviation computed along
each simulated path.
The simulated excess returns to the characteristics-sorted portfolios in Table 8 are
reasonable. They are comparable in magnitude to the actual returns reported in Table
2, and there is a value premium. However, as with the actual data over this sample period,
there is little or no evidence of a consistent size eﬀect. The simulated returns to the industry
20The unconditional means of the state variables are used as the initial conditions for each simulation.
21We also consider GLS estimation of the second stage cross-sectional regression. These results are
qualitatively similar to the reported OLS results, and they are available on request.
26portfolios, shown in the ﬁrst two columns of Table 9, are also reasonable, producing average
excess returns that are generally consistent with the actual industry returns reported in
Table 5.
5.2 Examining Finite-Sample Alphas
The simulated alphas generated by the model in Section 2 calibrated to characteristic-sorted
portfolios are shown in Table 8. They are large, in both absolute and relative terms. The
alphas are largest (in absolute value) for the lowest B/M portfolio in four of the ﬁve size
quintiles. The largest alphas are around 0.08 to 0.14 percent per month (0.96 to 1.68 percent
per year). Relative to average expected returns, the largest alphas are between 50 percent
and (nearly) 200 percent of average excess returns.
The cross-sectional standard deviation of average alphas is roughly constant across the
diﬀerent portfolios at 0.11 percent per month (1.32 percent per year). Since these are the
cross-simulation moments, the mean and standard deviations indicate that a substantial
number of the 5,000 simulations generated large alphas. Relative alphas are far more
variable, indicating that there are many sample paths where estimated alphas are very
large relative to average excess returns. For the lowest B/M assets in each size quintile,
the standard deviation of the distribution of relative standard errors ranges from 22 times
average excess returns to more than 65 times average excess returns.
By construction, the true alphas are zero in the correctly speciﬁed model. However, the
large-sample misspeciﬁcation alphas are shown in the ﬁrst column of Table 4. When the
results in Table 8 are compared to these values, there is very little correspondence between
the ﬁnite-sample and the large-sample misspeciﬁcation-induced alphas. For example, in
Table 4, the alphas in each size quintile are monotonically declining in the B/M level, with
the diﬀerence between the lowest and highest B/M portfolios roughly on the order of 0.6
to 0.8 percent per month (7.2t o9 .6 percent per year). There is an attenuation bias in
27the ﬁnite-sample misspeciﬁcation alphas; i.e., they are much smaller in the cross-simulation
averages than the large-sample misspecifcation alphas (roughly 0.2 percent per month in
the smaller size quintiles). Furthermore, there is no monotonic relation between alphas and
B/M level.
T h es o u r c eo ft h i sd i ﬀerence appears to be related to estimation of the risk premium
parameters and their interaction with estimates of factor and error covariances. In separate
simulations (not reported), the ﬁnite-sample alphas were computed using the true betas (for
the terms included in the standard approximation), and they were very similar to the ones
reported in Table 8.22 This is important evidence about the eﬀects of misspeciﬁcation in
ﬁnite-sample that diﬀer from their large-sample counterparts.
The simulated alphas in Table 9, calibrated to the industry excess returns, are also not
similar to their counterparts in the ﬁrst column of Table 7, but this comparison is more
diﬃcult to see because there is not a clear pattern in the alphas in Table 7 that corresponds
to the pattern in the characteristics-sorted portfolios. For example, most of the large-sample
alphas are positive, whereas 16 of 25 of the averages of the simulated alphas are negative.
The largest (in absolute value) of the alphas in Table 7 are roughly 0.4p e r c e n tp e rm o n t h
(4.8 percent per year), whereas the largest of the averages of the simulated industry alphas
are roughly 0.15 percent per month (or 1.8 percent per year).
The standard deviations of the cross-simulation distributions of the industry data are
lower than the standard deviations in the characteristics-sorted data (0.08 percent per month
versus 0.11 percent per month). The averages of the relative pricing errors are signiﬁcant
for many portfolios, with the largest average alphas on the order of 70 to 250 percent of
average excess returns. The standard deviations of the relative pricing error distributions
are, again, much larger than the standard deviations of the absolute pricing errors. In
short, the two alternative calibrations generate consistent results: ﬁnite-sample alphas due
to misspeciﬁcation can be large and they seem to be diﬀerent from large-sample alphas.
22These simulation results are available on request.
285.3 Testing for Nonlinear Terms Directly
The ﬁnal question that we can address through the simulated data is how easy it is for
the test statistic in equation (19) or (20) to detect the presence of higher-order nonlinear
terms in an expanded conditional factor model. After all, if this test has power against a
reasonable alternative (deﬁned here by the model in Section 2), then misspeciﬁcation can be
easily detected directly from the estimated prices of risk of the model with nonlinear terms,
and they need not, then, show up in the estimated pricing errors.
In light of the standard approximation approach, a reasonable speciﬁcation for testing
for the presence of higher order terms in the factor model implied by the pricing kernel is to
include terms in the second power of the state variables. If we suppress cross-product terms,
these means testing the null hypothesis
H0 : λ(lnSt)2·ε1,t+1 = λ(lnSt)2·ε2,t+1 = λ(lnSt)2·ε3,t+1 =( 3 8 )
λ(lnrt)2·ε1,t+1 = λ(lnrt)2·ε2,t+1 = λ(lnrt)2·ε3,t+1 =0 ;
i.e., the higher-order conditional terms are not priced in the excess returns. In the context
o ft h ef u l lm o d e l ,w h e r eF =( F0
1,F0
2)
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and the test is of the form of (19) or (20), which is asymptotically distributed as a chi-squared
random variable with six degrees of freedom.
In order to assess the ﬁnite-sample power of (19) or (20) in this setting, we estimate an
expanded conditional factor model with quadratic terms in the state variables along each of
the sample paths used to generate the results in Tables 8 and 9. The frequency with which
(19) or (20) rejects the false null, for diﬀerent nominal sizes of the tests, are shown in Table
10.23
23T h er e s u l t sb a s e do nu s i n gG L Si nt h ec r o s s - s e c t i o n a lr e g r e s s i o na r ea v a i l a b l eo nr e q u e s t . T h e ya r e
virtually identical to the results reported in Table 10 and discussed below.
29In Panel A, we consider the version of the test that uses a covariance matrix that does
not adjust for the estimation of the betas in the ﬁrst-pass time series regression. There is a
striking diﬀerence in the power of the test in the two diﬀerent calibrations. The simulations
based on the parameter values from the characteristics-sorted returns shows a test with a
great deal of power, at all of the nominal size levels examined. For example, for a nominal
size of 5 percent, the test rejected the false null 96.8 percent of the time (i.e., the test
statistic exceeded the nominal critical value of 12.5916 on 4,840 of the 5,000 simulated
paths). The results for the calibration tuned to the parameters based on industry returns is
completely diﬀerent. Here the test has virtually no power to detect the false null, and the
actual rejection rates are substantially lower than the nominal size of the test. For example,
when the 5 percent critical value is used in the industry return simulations, the false null is
rejected on only 20 sample paths.
Panel B of Table 10 shows the eﬀect of correcting for the stochastic betas using the
adjustment derived in Shanken (1992). The two diﬀerent parameterizations retain their
relative ranking in the sense that the test appears to be more powerful in the version
of the model calibrated to the characteristics-sorted return data. However, the Shanken
adjustment results in a dramatic reduction in the power of the test in the characteristics-
sorted simulations. Instead of rejection rates well in excess of 90 percent, the rejection of
the false null goes from 20 percent (with a nominal size of 10 percent) to a little over 2
percent (when the nominal size is 1 percent). The power of the Shanken-corrected test is
also uniformly lower in the industry calibration of the model, but since the power of the
uncorrected test was so low in this setting, the diﬀerence are less dramatic.
These results follows because the Shanken correction term is very diﬀerent across the two
simulations. In the characteristics-sorted data, the average value (across the simulations) is
5.94, with a standard deviation of 2.91.24 Therefore, applying the correction for stochastic
betas generates a much larger covariance matrix for the test statistic. In the simulations
24These results are similar in GLS estimates, whether or not robust covariance matrices are used to
estimate the components of the Shanken correction. These results are available on request.
30calibrated to industry returns, the average value of the correction is only 1.74 with a standard
deviation of 0.32.
6 Conclusions
How poorly does the standard approximation to a conditional model work in practice? This
question is — by necessity — model speciﬁc. In this paper, we constructed a simple, reduced-
form pricing model with modest intrinsic nonlinearity. We showed that, in this case, the
linear approximation introduces an omitted variables bias that can be decomposed into
terms that are due to biases introduced in estimated betas and components that primarily
reﬂect omitted risk premium terms.
When these asymptotic alphas are calibratedt oc o m m o n l yu s e de x c e s sr e t u r nd a t as e t s ,
we demonstrate that they can be very large. Finally, we show that nonlinearity in the risk
premiums of a simple model can be very diﬃcult to detect in ﬁnite sample even when they
have an economically signiﬁcant eﬀect on pricing errors.
This example — precisely because it is not pathologically nonlinear — raises an important
caveat about the use of the standard nonstructural approach to estimating conditional
models. It suggests that structural modelling of conditional risk premium models may be
important in pricing the cross-section of expected returns.









































Figure 1: Log Sharpe Ratio Risk Premium and Approximations






(a) Log Short Rate







(b) Log Sharpe Ratio
Figure 2: Pricing Kernel State Variables
33Table 1: State Variable Parameter Estimates





















The parameter estimates are for equations (1) and (2) in the
text. The sample period is from January 1960 to December 2005
(T = 552 months). The parameters are estimated using ordinary
least squares. Robust standard error estimates, based on the Newey-
West estimator with 8 lags, are in parentheses. The brackets are
t-tests for αi =0 ,i=1 ,2, βi =1 ,f o ri =1 ,2, and γ =0 .
34Table 2: Summary Statistics for the Excess Returns
to Size and Book-to-Market Sorted Portfolios
Portfolio Mean Std Dev Skewness Kurtosis
S1 BM1 −0.0677 8.2267 −0.4974 5.6265
S1 BM2 0.5187 6.9283 −0.4511 6.4128
S1 BM3 0.6494 5.9227 −0.5793 6.7574
S1 BM4 0.8891 5.5349 −0.5894 7.4351
S1 BM5 0.9630 5.8288 −0.5706 7.2118
S2 BM1 0.0929 7.4294 −0.6919 5.3717
S2 BM2 0.4631 6.0330 −0.8757 7.0726
S2 BM3 0.7183 5.3411 −0.9128 7.5597
S2 BM4 0.8309 5.1266 −0.7954 7.2121
S2 BM5 0.8652 5.7146 −0.7424 7.3289
S3 BM1 0.1755 6.7997 −0.6347 5.0977
S3 BM2 0.5767 5.4202 −0.9938 7.5412
S3 BM3 0.5760 4.9075 −0.9243 6.7773
S3 BM4 0.7181 4.7396 −0.5761 6.1058
S3 BM5 0.8225 5.3709 −0.7719 7.6272
S4 BM1 0.3335 5.9951 −0.4883 5.0226
S4 BM2 0.3873 5.1221 −0.9518 7.8582
S4 BM3 0.6285 4.8165 −0.7473 6.8756
S4 BM4 0.7448 4.6332 −0.3382 4.7288
S4 BM5 0.7041 5.2953 −0.5248 5.8456
S5 BM1 0.2824 4.7811 −0.4576 4.8760
S5 BM2 0.3820 4.5007 −0.6062 5.6129
S5 BM3 0.4460 4.2584 −0.5400 6.2279
S5 BM4 0.4712 4.1596 −0.1539 4.3159
S5 BM5 0.4833 4.7602 −0.3596 4.1915
Returns are continuously compounded in excess of the
one-month Treasury bill yield, and they are measured
over the period from January 1960 to December 2005.
They are reported in percent per month. Skewness is
deﬁned as the standardized third central moment of the
data, and kurtosis is the standardized fourth central
moment (Note: It is not excess kurtosis relative to the
normal distribution.).
35Table 3: Fitted Alphas from the Full Model: Size and
Book-to-Market Sorted Portfolios
Portfolio α StdErr(α) t-statistic Relative α
S1 BM1 −0.1969 0.0541 −3.6380 4.5903
S1 BM2 0.1822 0.0520 3.5032 0.3344
S1 BM3 0.0320 0.0422 0.7589 0.0481
S1 BM4 0.0211 0.0353 0.5981 0.0233
S1 BM5 0.0063 0.0329 0.1911 0.0064
S2 BM1 −0.0327 0.0383 −0.8534 −0.2838
S2 BM2 −0.0909 0.0450 −2.0182 −0.1863
S2 BM3 0.0931 0.0395 2.3581 0.1261
S2 BM4 0.0815 0.0436 1.8699 0.0955
S2 BM5 −0.1141 0.0467 −2.4436 −0.1283
S3 BM1 −0.0081 0.0474 −0.1718 −0.0404
S3 BM2 0.0526 0.0452 1.1634 0.0877
S3 BM3 −0.0494 0.0464 −1.0652 −0.0822
S3 BM4 0.0376 0.0435 0.8626 0.0507
S3 BM5 −0.0590 0.0500 −1.1796 −0.0697
S4 BM1 0.1240 0.0409 3.0336 0.3455
S4 BM2 −0.0719 0.0407 −1.7670 −0.1755
S4 BM3 0.2187 0.0484 4.5225 0.3340
S4 BM4 0.1196 0.0510 2.3449 0.1545
S4 BM5 −0.0274 0.0330 −0.8292 −0.0378
S5 BM1 −0.0400 0.0394 −1.0146 0.1272
S5 BM2 −0.0603 0.0445 −1.3564 −0.1473
S5 BM3 −0.0512 0.0549 −0.9311 −0.1101
S5 BM4 −0.0198 0.0395 −0.4998 −0.0398
S5 BM5 −0.1099 0.0439 −2.5027 −0.2145
Alphas are computed using the standard two-pass
approach applied to the conditional model with a second-
order approximation to the risk premium function; i.e.,
using equations (24) and (25) in the text. They are
reported in percent per month. The data are from the
period from January 1960 to December 2005 (T =5 5 2
months). Standard errors for the alphas are constructed
using equation (16) in the text. The t-statistic is the ratio
of the estimate of alpha to its standard error. Relative
alpha for a given portfolio is deﬁned as the portfolio’s alpha
divided by the average excess return to the portfolio.
36Table 4: Misspeciﬁcation Alpha and Its Components: Size and Book-
to-Market Sorted Portfolios
α Components
Portfolio α (a)( b)( c)( d)( e)R e l . α
S1 BM1 0.485 −0.087 0.566 −0.332 2.712 −2.374 3.145
S1 BM2 0.245 −0.089 0.421 −0.267 2.150 −1.970 0.676
S1 BM3 0.079 −0.035 0.331 −0.245 1.794 −1.766 0.124
S1 BM4 0.156 0.015 0.294 −0.195 1.693 −1.652 0.177
S1 BM5 −0.106 −0.556 0.299 −0.285 1.714 −1.277 −0.109
S2 BM1 0.551 0.643 0.542 −0.224 2.513 −2.923 3.719
S2 BM2 0.206 0.337 0.388 −0.191 1.884 −2.212 0.356
S2 BM3 0.223 0.513 0.380 −0.208 1.683 −2.144 0.346
S2 BM4 0.039 0.332 0.339 −0.242 1.544 −1.933 0.051
S2 BM5 −0.306 0.273 0.344 −0.364 1.531 −2.090 −0.305
S3 BM1 0.519 1.042 0.525 −0.289 2.388 −3.147 2.447
S3 BM2 0.362 0.597 0.458 −0.212 1.845 −2.327 0.660
S3 BM3 0.251 0.480 0.415 −0.214 1.607 −2.036 0.385
S3 BM4 −0.112 0.577 0.333 −0.291 1.355 −2.085 −0.159
S3 BM5 −0.084 0.353 0.330 −0.263 1.483 −1.987 −0.093
S4 BM1 0.550 1.649 0.512 −0.279 2.144 −3.476 2.340
S4 BM2 0.448 1.170 0.473 −0.153 1.674 −2.716 0.929
S4 BM3 0.150 0.930 0.403 −0.236 1.459 −2.406 0.343
S4 BM4 −0.348 0.830 0.317 −0.404 1.256 −2.348 −0.532
S4 BM5 −0.117 0.717 0.369 −0.379 1.524 −2.348 −0.156
S5 BM1 0.491 1.881 0.425 −0.307 1.778 −3.285 1.387
S5 BM2 0.282 1.641 0.409 −0.287 1.487 −2.968 0.600
S5 BM3 0.379 1.894 0.389 −0.173 1.238 −2.969 0.734
S5 BM4 −0.168 1.510 0.261 −0.274 0.964 −2.629 −0.326
S5 BM5 −0.388 0.831 0.235 −0.301 0.980 −2.133 −0.624
This table shows the true values of the portfolio alphas generated by the
misspeciﬁcation induced by the standard linear approximation. Overall
alpha (and its components) are quoted in percent per month. They are
constructed using equation (35) in the text. The total alpha value is the






































Relative alpha is deﬁned as true alpha divided by average excess returns
net of the component of returns that the model cannot explain (α from
Table 3).
37Table 5: Summary Statistics for the Excess Returns to Industry Portfolios
Portfolio Mean Std Dev Skewness Kurtosis
Food Products 0.5424 4.4355 −0.2093 4.9323
Beer & Liquor 0.6335 5.3204 −0.5655 6.3490
Tobacco Products 0.9401 6.7306 −0.4698 5.5434
Recreation 0.3337 7.2852 −0.4889 4.9330
Printing & Publishing 0.3412 5.6538 −0.5369 5.1435
Consumer Goods 0.3787 4.8775 −0.4916 4.7537
Apparel 0.4062 6.5981 −0.6896 6.4706
Health Care, Med. Eq. & Pharm. 0.4889 5.0341 −0.2729 5.0589
Chemicals 0.2630 5.2686 −0.3838 6.3571
Textiles 0.2744 6.0472 −0.9398 7.1470
Construction & Materials 0.3762 5.4926 −0.7096 6.4672
Steel Works Etc. 0.1229 6.6510 −0.4293 5.8689
Fabricated Products & Machinery 0.3556 5.9600 −0.6335 5.5095
Electrical Equipment 0.3358 5.6077 −0.3278 4.6439
Automobiles & Trucks 0.1828 6.0170 −0.4796 5.3950
Aircraft, Ships, & Railroad Eq. 0.3888 6.4745 −0.6440 5.3635
Precious Metals & Mining 0.3943 7.0262 −0.2972 5.3116
Coal 0.5003 8.2698 0.0920 5.5349
Petroleum & Natural Gas 0.5216 5.1079 −0.0726 4.6175
Utilities 0.3556 4.0164 −0.1564 3.9996
Communication 0.3149 4.6025 −0.2998 4.1980
Personal & Business Services 0.3746 6.1271 −0.3438 4.2622
Business Equipment 0.2820 7.7780 −0.6243 5.2615
Paper, Business Supplies, & Cont. 0.3527 5.0164 −0.4308 6.4425
Transportation 0.3922 5.7473 −0.5358 5.5043
Wholesale 0.2153 5.3179 −0.7175 6.6761
Retail 0.4704 5.5604 −0.5781 6.2862
Restaurants, Hotels, & Motels 0.4271 6.7383 −0.7662 5.9831
Banking, Insurance, RE, & Trading 0.5067 5.1682 −0.5156 5.0936
Everything Else 0.3370 5.5273 −0.2869 4.3823
Returns are continuously compounded in excess of the one-month Treasury
bill yield (expressed in percent per month), and they are measured over the
period from January 1960 to December 2005 (T = 552 months). Skewness is
deﬁned as the standardized third central moment of the data, and kurtosis is
the standardized fourth central moment (Note: Kurtosis is not ‘excess kurtosis’
relative to the normal distribution.).
38Table 6: Fitted Alphas from the Full Model: Industry Portfolios
Portfolio α StdErr(α) t-statistic Relative α
Food Products 0.1866 0.1090 1.7118 0.3513
Beer & Liquor 0.1079 0.1000 1.0796 0.1640
Tobacco Products 0.3134 0.1247 2.5142 0.3272
Recreation 0.1017 0.0953 1.0672 0.2830
Printing & Publishing 0.1048 0.1030 1.0182 0.2865
Consumer Goods −0.0480 0.1022 −0.4695 −0.1169
Apparel −0.0881 0.1102 −0.7994 −0.2026
Health Care, Med. Eq. & Pharm. −0.0338 0.0888 −0.3802 −0.0650
Chemicals −0.1218 0.0756 −1.6110 −0.4140
Textiles −0.0480 0.1147 −0.4181 −0.1608
Construction & Materials 0.0180 0.0833 0.2162 0.0448
Steel Works Etc. −0.0543 0.0816 −0.6655 −0.3512
Fabricated Products & Machinery −0.0430 0.0913 −0.4710 −0.1137
Electrical Equipment 0.0930 0.1000 0.9299 0.2558
Automobiles & Trucks 0.0743 0.1294 0.5741 0.3406
Aircraft, Ships, & Railroad Eq. 0.0836 0.1232 0.6784 0.2013
Precious Metals & Mining −0.1297 0.1394 −0.9305 −0.3131
Coal −0.0100 0.1428 −0.0702 −0.0189
Petroleum & Natural Gas 0.1738 0.1029 1.6897 0.3156
Utilities 0.0203 0.0856 0.2366 0.0542
Communication 0.0964 0.1123 0.8583 0.2919
Personal & Business Services −0.0576 0.1052 −0.5473 −0.1445
Business Equipment −0.1750 0.1315 −1.3308 −0.5572
Paper, Business Supplies, & Cont. −0.1322 0.0969 −1.3652 −0.3446
Transportation −0.0169 0.0954 −0.1774 −0.0408
Wholesale −0.1522 0.1061 −1.4344 −0.6257
Retail 0.1226 0.1106 1.1089 0.2471
Restaurants, Hotels, & Motels 0.0648 0.1218 0.5318 0.1398
Banking, Insurance, RE, & Trading −0.0935 0.0977 −0.9570 −0.1757
Everything Else −0.1163 0.1103 −1.0543 −0.3109
Alphas are computed using the standard two-pass approach applied to the conditional
model with a second-order approximation to the risk premium function; i.e., using
equations (24) and (25) in the text. They are expressed in percent per month. The
data are from the period from January 1960 to December 2005 (T =5 5 2m o n t h s ) .
Standard errors for the alphas are constructed using equation (16) in the text. The
t-statistic is the ratio of the estimate of alpha to its standard error. Relative alpha for
a given portfolio is deﬁned as the portfolio’s alpha divided by the average excess return
to the portfolio.
39Table 7: Misspeciﬁcation Alpha and Its Components: Industry Portfolios
α Components
Portfolio α (a)( b)( c)( d)( e)R e l . α
Food Products 0.142 0.062 −0.113 −0.564 0.775 −0.017 0.376
Beer & Liquor 0.303 0.231 −0.131 −0.683 0.942 −0.056 0.551
Tobacco Products 0.388 −0.040 −0.077 −0.246 0.674 0.076 0.601
Recreation −0.023 −0.212 −0.162 −1.149 1.129 0.371 −0.091
Printing & Publishing 0.195 −0.058 −0.159 −0.806 0.991 0.227 0.748
Consumer Goods 0.294 0.058 −0.128 −0.553 0.838 0.080 0.641
Apparel −0.204 0.029 −0.160 −1.089 0.924 0.093 −0.390
Health Care, Med. Eq. & Pharm. 0.276 0.119 −0.113 −0.582 0.876 −0.025 0.499
Chemicals 0.261 0.010 −0.135 −0.637 0.939 0.084 0.627
Textiles 0.004 −0.096 −0.136 −0.928 0.843 0.321 0.011
Construction & Materials 0.269 −0.121 −0.161 −0.761 1.075 0.237 0.700
Steel Works Etc. 0.390 −0.095 −0.163 −0.695 1.073 0.270 1.866
Fabricated Products & Machinery 0.372 −0.042 −0.148 −0.813 1.095 0.280 0.883
Electrical Equipment 0.241 −0.141 −0.126 −0.712 0.883 0.336 0.890
Automobiles & Trucks 0.013 0.012 −0.138 −0.899 0.839 0.199 0.089
Aircraft, Ships, & Railroad Eq. 0.265 −0.019 −0.153 −0.860 1.025 0.273 0.800
P r e c i o u sM e t a l s&M i n i n g 0 .352 −0.014 −0.094 −0.690 1.031 0.136 0.647
Coal 0.031 −0.133 −0.092 −0.587 0.830 0.013 0.058
Petroleum & Natural Gas 0.281 0.044 −0.088 −0.428 0.680 0.074 0.747
Utilities 0.107 0.046 −0.029 −0.372 0.407 0.055 0.303
Communication 0.134 −0.109 −0.066 −0.467 0.535 0.240 0.572
Personal & Business Services 0.142 −0.031 −0.138 −0.789 0.938 0.162 0.312
Business Equipment 0.463 0.007 −0.180 −0.860 1.188 0.308 0.947
Paper, Business Supplies, & Cont. 0.261 −0.014 −0.138 −0.651 0.994 0.069 0.505
Transportation 0.218 −0.165 −0.121 −0.686 0.848 0.342 0.505
Wholesale 0.132 −0.016 −0.122 −0.773 0.898 0.144 0.332
Retail 0.083 0.032 −0.160 −0.870 1.016 0.065 0.223
Restaurants, Hotels, & Motels 0.116 −0.026 −0.143 −1.093 1.012 0.365 0.290
Banking, Insurance, RE, & Trading 0.306 −0.125 −0.127 −0.691 0.990 0.258 0.489
Everything Else 0.295 0.034 −0.137 −0.618 0.910 0.105 0.601
This table shows the true (asymptotic) values of the portfolio alphas generated by the misspeciﬁcation
induced by the standard linear approximation. Overall alpha (and its components) are quoted in
percent per month. They are constructed using equation (35) in the text, along with the parameter






































Relative alpha is deﬁned as true alpha divided by average excess returns net of the component of
returns that the model cannot explain (α from Table 7).
40Table 8: Simulation Results for an Economy Calibrated to Size
and Book-to-Market Sorted Portfolios
α
Excess Returns Absolute Relative
Portfolio Mean StdDev Mean StdDev Mean StdDev
S1 BM1 0.1624 7.8157 −0.1234 0.1161 −0.5555 20.704
S1 BM2 0.3705 6.5957 −0.1083 0.1213 −0.4782 6.5230
S1 BM3 0.6411 5.6439 0.0042 0.1204 0.0078 0.2323
S1 BM4 0.8917 5.2601 0.1437 0.1230 0.1677 0.1508
S1 BM5 0.9796 5.5601 0.0830 0.1153 0.0872 0.1233
S2 BM1 0.1587 7.0123 −0.1448 0.1191 −1.9135 160.64
S2 BM2 0.5870 5.7002 0.0002 0.1154 −0.0062 0.5685
S2 BM3 0.6529 5.0306 0.0425 0.1155 0.0717 0.2043
S2 BM4 0.7778 4.8655 0.0834 0.1172 0.1128 0.1645
S2 BM5 1.0072 5.4646 0.0824 0.1187 0.0849 0.1249
S3 BM1 0.2176 6.4285 −0.0843 0.1129 −0.4324 8.5788
S3 BM2 0.5548 5.0855 0.0373 0.1106 0.0746 0.3614
S3 BM3 0.6580 4.6140 0.0481 0.1103 0.0775 0.1894
S3 BM4 0.7077 4.5142 0.0254 0.1100 0.0381 0.1695
S3 BM5 0.9112 5.1386 0.1236 0.1199 0.1396 0.1405
S4 BM1 0.2423 5.6727 −0.0244 0.1015 −0.1546 7.9475
S4 BM2 0.4905 4.8115 −0.0111 0.1009 −0.0255 0.5332
S4 BM3 0.4422 4.5680 −0.0884 0.1076 −0.2614 0.8109
S4 BM4 0.6562 4.4730 −0.0010 0.1060 −0.0018 0.1814
S4 BM5 0.7551 5.1123 0.0365 0.1176 0.0511 0.1709
S5 BM1 0.3593 4.5685 0.0828 0.0923 −0.0639 22.090
S5 BM2 0.4746 4.3112 0.0140 0.0921 0.0044 1.566
S5 BM3 0.5232 4.0905 0.0515 0.1007 0.1073 0.2311
S5 BM4 0.5206 4.0491 −0.0307 0.1073 −0.0638 0.2383
S5 BM5 0.6259 4.6156 −0.0658 0.1107 −0.1114 0.1964
This table reports average excess returns, average standard
deviation of excess returns, and alphas — both absolute and relative
—f r o m5 ,000 simulations of length T = 550 months of the model
economy in Section 2 calibrated to size and book-to-market sorted
portfolio returns. Each entry corresponds to the cross-simulation
average of the time series average of each component of excess
returns or alphas. Alphas are constructed from the application of
the linear approximation to the nonlinear model. OLS is used in
ﬁtting the second-pass cross-sectional regression. True alphas are
zero. Alphas due to misspeciﬁcation based on the true moments of
the data are shown in the ﬁrst column of Table 4.
41Table 9: Simulation Results for an Economy Calibrated to Industry Portfolios
α
Excess Returns Absolute Relative
Portfolio Mean StdDev Mean StdDev Mean StdDev
Food Products 0.3821 4.2795 0.0184 0.0681 0.0599 0.3779
Beer & Liquor 0.5556 5.1355 0.1451 0.0819 0.2759 0.1747
Tobacco Products 0.6430 6.7156 0.1345 0.0826 0.2183 0.1452
Recreation 0.2666 6.9414 −0.1092 0.0781 −0.7013 23.255
Printing & Publishing 0.2688 5.3725 −0.1048 0.0709 −0.0094 23.790
Consumer Goods 0.4624 4.6955 0.0617 0.0715 0.1521 0.2275
Apparel 0.5346 6.2831 0.0512 0.0788 0.1187 0.4179
Health Care, Med. Eq. & Pharm. 0.5588 4.8772 0.1151 0.0741 0.2258 0.1737
Chemicals 0.4227 5.0714 −0.0230 0.0692 −0.1139 3.6844
Textiles 0.3541 5.8041 0.0564 0.0735 0.2719 3.8590
Construction & Materials 0.3895 5.2269 −0.0445 0.0632 −0.8901 92.708
Steel Works Etc. 0.2123 6.4542 −0.1666 0.0817 −2.5347 109.24
Fabricated Products & Machinery 0.4254 5.6870 −0.0197 0.0670 −0.0831 1.9240
Electrical Equipment 0.2762 5.3817 −0.0838 0.0686 −1.0469 64.183
Automobiles & Trucks 0.1527 5.7488 −0.1140 0.0785 −0.3590 39.084
Aircraft, Ships, & Railroad Eq. 0.3394 6.2121 −0.0348 0.0771 −0.4155 21.982
P r e c i o u sM e t a l s&M i n i n g 0 .5496 6.8808 0.1245 0.0869 −0.2430 0.1942
Coal 0.5458 8.1832 0.0594 0.0802 −0.1160 0.1665
Petroleum & Natural Gas 0.3825 5.0049 −0.0053 0.0762 −0.0176 0.3541
Utilities 0.3590 3.9500 0.0977 0.0740 −0.2918 0.2493
Communication 0.2373 4.5027 −0.0551 0.0692 −0.6904 22.191
Personal & Business Services 0.4603 5.9094 −0.0171 0.0756 −0.0420 0.9017
Business Equipment 0.4944 7.5094 −0.0781 0.0766 −0.2418 2.7341
Paper, Business Supplies, & Cont. 0.5222 4.8017 0.0800 0.0672 0.1739 0.2309
Transportation 0.4381 5.5419 0.0117 0.0728 0.0569 2.9370
Wholesale 0.4007 5.0756 −0.0024 0.0650 −0.0052 1.1957
Retail 0.3817 5.2893 −0.0410 0.0700 −0.1054 1.7760
Restaurants, Hotels, & Motels 0.4065 6.3999 0.0650 0.0751 0.1671 5.6160
Banking, Insurance, RE, & Trading 0.6305 4.9333 0.1782 0.0684 0.3106 0.1760
Everything Else 0.4960 5.2994 −0.0001 0.0679 −0.0041 0.4065
This table reports average excess returns, average standard deviation of excess returns, and
alphas — both absolute and relative — from 5,000 simulations of length T = 550 months of
the model economy in Section 2 calibrated to industry sorted portfolio returns. Each entry
corresponds to the cross-simulation average of the time series average of each component
of excess returns or alphas. Alphas are constructed from the application of the linear
approximation to the nonlinear model. OLS is used in ﬁtting the second-pass cross-sectional
regression. True alphas are zero. Alphas due to misspeciﬁcation based on the true moments
of the data are shown in the ﬁrst column of Table 7.
42Table 10: Rejection Rates for the χ2-test for Nonlinear Risk
Premium Terms in Simulations
Panel A: Testing without the Shanken Correction
Nominal Size
0.100 0.050 0.025 0.010
Characteristics-Sorted Returns 0.980 0.968 0.953 0.927
Industry Returns 0.016 0.004 0.001 0.000
Panel B: Testing with the Shanken Correction
Nominal Size
0.100 0.050 0.025 0.010
Characteristics-Sorted Returns 0.207 0.110 0.055 0.022
Industry Returns 0.000 0.000 0.000 0.000
The asymptotic distribution of the test for nonlinear risk
premium terms in (19) and (20) is χ2
6.T h e r i s k p r e m i u m s
are estimated using OLS in the second-pass cross-sectional
regression. The critical values associated with the diﬀerent
nominal sizes are
Nominal Size 0.100 0.050 0.025 0.010
Critical Value 10.4664 12.5916 14.4494 16.8119
The table reports the actual rejection rates, based on the
critical regions deﬁned by these critical values, in 5,000
simulated sample paths of the model economy in Section 2,
calibrated to either characteristic-sorted returns or industry
returns. Panel A examines the test statistic without a
correction for stochastic betas (using b Σλ of equation 17),
while Panel B examines the test statistic that incorporates
the Shanken correction (e Σλ of equation 18)
43A Parameters for Simulations
In this appendix, we report the parameter values used in computing estimates of the
misspeciﬁcation alphas and the simulations for the two diﬀerent sets of test assets. The
factor variances and covariances are the same for both sets of simulations, since the factors
are the same.
There are two points worth noting about the calibrated risk premium parameters. First,
there are diﬀerences — in both calibrations — between λ1 and λ1, the risk premium estimates
on the ﬁrst-order factors including and excluding the higher order terms. Also, the point
estimates of the risk premiums on the omitted factors are large, both statistically (even using
O L Ss t a n d a r de r r o r s )a n dr e l a t i v et ot h er i s kp r emiums on the included factors. These facts
are consistent with a large value for alpha due to model misspeciﬁcation.
44Table A-1: Calibrated Values of Model Parameters: size and B/M
Sorted Returns
Panel A: Factor Covariance Matrices
Σ11 =
⎡





0.006 −0.044 0.121 0.998
−0.236 0.045 −0.230 0.100 1.088
0.045 −0.291 −0.016 −0.025 −0.035 1.266
−0.230 −0.017 −0.095 0.027 0.273 0.039 0.862
⎤















⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
0.069 0.052 −0.022 0.073
−0.019 −0.022 0.173 0.025
0.007 0.071 0.025 −0.033
−0.002 −0.080 −0.077 0.164
−0.080 −0.260 0.055 −0.176
−0.077 0.058 −0.543 −0.050
0.164 −0.184 −0.048 −0.159
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦








































































































Σ11, Σ22,a n dΣ12 are the point estimates of the covariance matrix of the ﬁrst-order
factors, the second-order factors, and their covariance, respectively. λ1 and λ2 are risk
premium estimates (standard errors in parentheses) from the complete second-order
estimation. e λ1 is the estimate of the ﬁrst-order risk premiums (standard errors in
parentheses) from the model that omits higher-order terms.
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