Exploring questions of representativeness, balance and comparability is essential to tailoring corpus design and compilation to research goals, and to ensuring the validity of research results. This is especially true when the target population of texts under examination is very large and transcends a restricted area of specialization and/or covers multiple genres, as in the case of texts translated in institutional settings. This paper describes the multilayered sequential approach to corpus building applied in a comparative study on legal translation in three of these settings. The approach is based on a full mapping and categorization of institutional texts from a legal perspective; it applies an innovative combination of stratified sampling techniques integrating quantitative and qualitative criteria adapted to the research aims. The resulting corpora, categorization matrix and selection records, together with the methodological detail provided, can be useful for building other multi-genre corpora in translation studies and further afield.
Representativeness and research needs:
LETRINT's corpus-building sequence
Any corpus conceived for linguistic or translation research whose object of inquiry transcends a restricted area of specialization inevitably relies on text classification and selection for its design and compilation. Unless the target population of texts is clearly identifiable and small enough for full integration into the LETRINT 1 and LETRINT 1+. Corpora were progressively refined; each set is composed of texts selected from the previous set (e.g. LETRINT 0 is a selection from LINST). As part of this sequential approach, text processing (i.e., data cleansing, verification and annotation) and available metadata increase in relation to prior sets, whereas the size of each set decreases to become a subset of the previous one. Specifically, this means that the LETRINT 1 set, of between 7.87 million and 9.31 million tokens per language, amounts to 2.19% of the LETRINT 0 set, which, in turn, represents approximately 69% of the LINST set size (see Table 1 ). The first project aim was to map the scope of legal translation in international institutional settings. This entailed a massive, all-inclusive compilation of texts (the LINST corpora set) from three institutional settings where translation is instrumental in three key processes of multilingual text production from a legal perspective (law-making, implementation monitoring and adjudication), as identified in a preliminary study (Prieto Ramos 2014) . The three settings selected are: the United Nations (UN), as the main umbrella intergovernmental organization, including its International Court of Justice (ICJ); the World Trade Organization (WTO), a specialized organization dealing with a broad range of trade-related issues, including regulatory, economic and technical aspects, as well as playing a dynamic dispute settlement role through its panels and Appellate Body; and the four main institutions of the European Union (EU), the world's most important supranational legal order (the European Commission, the European Parliament, the Council of the EU and the Court of Justice of the EU [CJEU] ). The other three fundamental criteria considered for corpus design were: a. time span: in order to ensure representative thematic and discursive variation in contemporary institutional translation, three entire years were selected (2005, 2010 and 2015 , the year of the project launch), which means that each corpus is made of yearly "snapshot corpora" (Claridge 2008, 243) or "transversal cuts" to the patterns under scrutiny (Prieto Ramos 2004, 32) , thus also enabling comparability of regular texts (such as annual reports) between sampling periods; b. text types: all publicly available written texts from the relevant institutional repositories were considered; c. languages of publication: also for the sake of comparability and efficiency, English, French and Spanish were selected as the languages common to the three settings (except for Spanish at the ICJ, where only English and French are official languages).
Significant technical difficulties were encountered in this phase (see more details in Section 2) before moving to the subsequent stages of text classification and sampling. The LETRINT 0 corpora set is the result of further metadata and tech- nical verifications, and categorization of all translated texts covered by the project from a legal perspective (see Section 3). This comprehensive overview was necessary to yield key quantitative results on translation volume for both primary and secondary institutional functions (see Table 3 below), as well as for specific genres within each functional category, and ultimately to further define the scope of legal translation in the three settings. In turn, this corpora set was instrumental to generating smaller corpora, LETRINT 1 and LETRINT 1+, for a more detailed analysis of discourse features, translation patterns and quality indicators. These aims required a multi-layered, multi-stage application of stratified sampling techniques in which quantitative and qualitative criteria were adapted to the size, nature and variation of each key genre (or stratum) selected from each legal category quantified in LETRINT 0 (see Section 4). From the first aligned corpus, LETRINT 1, further parallel corpora can be built for quantitative and qualitative analysis. In the case of the LETRINT project, additional targeted sampling was conducted to compile a corpus for annotation of specific variables, LETRINT 1+. This corpus will not be described in this paper. Rather, the next sections focus on the methodological aspects of design and compilation of the other corpora following the sequence presented here. The results of corpus analysis fall beyond the scope of this article.
Mapping institutional text production: The LINST corpora set
The LINST set compilation not only constituted a major challenge and milestone in the initial mapping of institutional translation, but also a condition for building subsequent sets. Unlike other corpora aimed at studying one or several given textual genres, 2 as mentioned above, LINST was designed to include as many genres as possible within the settings examined. This posed several data retrieval and acquisition issues. The first one was derived from the diversity of sources of the four main EU institutions comprised in the third setting of the study, which, as opposed to the UN and the WTO, required identifying several institution-specific repositories (see full list in Table 2 ) apart from the main common database of EU legal texts, EUR-Lex. The most significant challenge, however, was related to data acquisition, as none of the repositories provided procedures for bulk data downloading. After various consultations with institutional contacts, a decision was made to develop ad hoc scripts based on web crawlers for each platform. These scripts were designed to siphon off all available documents and their corresponding metadata according to the selection criteria specified in Table 2 . The only publicly accessible texts deliberately excluded from the project were webpages, not only because of the impracticality of retrieving these texts diachronically from all relevant websites, but also because they did not qualify as relevant to the project needs due to the fact that their content partially overlapped with other genres such as press releases, and they were peripheral with regard to core legal genres (see Section 3). Overall, more than 800,000 files in .pdf, .doc(x), .rtf, .htm(l) and .txt formats were downloaded. 4 Following acquisition, productivity statistics provided by institutional contacts enabled us to verify proportions and validate the accuracy of the LINST data. Once downloaded, each document was assigned a unique alphanumeric code for all its linguistic versions stating: (1) its organization (EU, UN or WTO); (2) its year of publication (2005, 2010 or 2015) ; and (3) a unique numeric code (e.g. "WTO_2010_14524"). For ease of reference, the code remains the same in the subsequent corpora sets. Documents for which a simple text file was not available were converted to .txt format (UTF-8), with a view to: (1) conducting automatic word counts with WordSmith Tools version 6 (Scott 2012); and (2) aligning and annotating documents in later stages of the project.
Metadata were stored in a series of .csv files, which were cleansed, processed and merged into more legible .xlsx tables. Due to the divergences and gaps detected in institutional repositories, some pieces of information had to be completed or generated subsequently. This was particularly demanding, as some details could only be retrieved by checking thousands of files manually. The most critical difficulties in completing the metadata were related to source language specification, as neither the EU nor the UN repositories offer this information. In the case of the UN, the source language, usually indicated in the documents, was extracted by two means: (1) an ad hoc script specifically developed to this end; and, (2) by verifying each document individually. As for the EU, except for CJEU documents originally drafted in French and unless otherwise specified, it was presumed that English was the source language, even if there is officially no "original text. " Once again, institutional statistics helped to validate this presumption. In this respect, it is worth 3. The scripts were developed by Philippe Baudrion (University of Geneva), Florian Katenbrink and Aleskander Umov, to whom we are very grateful. Technical collaboration with the Centre for Trade and Economic Integration (CTEI) of the Graduate Institute of International and Development Studies (IHEID) and insights provided by the EUR-Lex Helpdesk and other institutional contacts were instrumental during this phase of the project. 4. Documents only available in other formats were automatically dismissed.
reminding that institutional English is overwhelmingly used as a lingua franca by non-native speakers in these settings. It has been described as a simplified version of English with features of its own, such as cultural detachment or 'deculturalization' (van Els 2001, 329) , 'permeability' to non-idiomatic uses and reproduction of conventions specific to each institution (Prieto Ramos 2014, 318; see also e.g. Husa 2012; Felici 2015 and Mori 2018 on EU English; and Steinberg 2004 and Zhao and Cao 2013 on institutional discourse at the WTO and the UN, respectively).
Despite its raw nature as a research resource due to its volume (over 1.71 billion tokens) and limited treatment, the LINST set can be exploited for various types of descriptive analysis. In the framework of the LETRINT project, it provides a full picture of textual production, reflecting the core functions shared by all the institutions, as well as the diversity of bodies involved and themes dealt with. The data also confirm the higher volume of editorial and translation work carried out by the EU institutions, as evidenced by the size of its subcorpora, which amount to approximately 63.5% of the set. Finally, LINST reasserts the predominance of English as a working language in international fora. As opposed to the subsequent parallel corpora (see Table 2 ), in which French and Spanish documents are always lengthier, the size of LINST monolingual subcorpora in English are remarkably larger than in the other two languages due to the proportion of texts that were not translated.
Categorization of institutional texts: From LINST to LETRINT 0
As outlined above, the LETRINT 0 set was designed to categorize LINST texts originally drafted in English and translated into French and Spanish. This categorization was essential to quantify and situate genres according to the institutional functions fulfilled and reflected in text production processes in the three settings. This initially required processing the LINST set components in order to merge documents that had been split (e.g. annexes separated from the main texts), and to discard: (a) texts originally drafted in any language other than English (except in the case of the CJEU), when this information was available; (b) texts not available in any of the project's working languages; (c) text duplications; and (d) incomplete files. This was done semi-automatically by analyzing the previously processed metadata, creating Excel formulas and, where necessary, conducting additional manual verifications. As also noted in the previous section, this filtering process was very significant in the case of English texts due to the use of this language as the single working language in many instances. This was rare in the case of French and very rare in the case of Spanish. In these two languages, the most relevant screening factor, which also applies to English, was the exclusion of (a) duplications of legislation found in EUR-Lex compilations and, to a much lesser extent, (b) texts issued by certain EU institutions or bodies that were not targeted for inclusion in the project but were found in EUR-Lex (e.g. the European Central Bank or the European Court of Auditors). The application of these criteria led to the exclusion of approximately 169.5 million tokens in the EU setting (53.4 in English, 57.6 in French and 58.5 in Spanish). Files excluded for strictly technical reasons represented an insignificant proportion, but their removal was necessary to avoid data distortions in the next stages.
The full categorization of texts according to the three categories outlined in Section 1 was based on a previous legal contextualization of institutional missions and text production processes (Prieto Ramos 2014 . A cyclical approach was adopted in order to situate genres with regard to the three main functional categories mentioned above. This meant that the boundaries and internal structure of these categories were gradually refined during the classification process considering new insights yielded by the corpus itself (see more details in Prieto Ramos, 2019) .
Each textual unit could only be included in one category and subcategory. This entailed filtering or completing metadata (for example, no text typology information was available in the UN repository) and, where necessary, verifying titles, content and discourse features in order to identify text functions. Several validators (at least two LETRINT researchers per organization, including the project supervisor) were involved in the process. Classification issues were compounded by the interconnection between legal categories, for instance, in the case of texts that deal with implementation matters but may also be used as preparatory documents in law-or policy-making. In turn, the boundaries between soft law and (equally non-binding) policy-making texts are not always clear-cut. It was finally decided to merge them into a single subcategory of "soft law and other policy formulation" within "law-and policy-making. "
While the multifunctional nature of texts is acknowledged in the project, the main legal function of each text prevailed for classification purposes, and representative genres were selected for further analysis considering this key functional dimension (see Section 4.1). Furthermore, the fact that classification criteria are explicit, traceable and systematically applied by several validators (see further details in Prieto Ramos, 2019) means that other researchers may access and adopt this classification, or eventually reorganize or further define subcategories depending on their research focus and approach. As a final methodological caveat, it is also worth noting that there was a significant risk of duplications in the case of the EU legal acts, since they are elaborated by several institutions as part of the ordinary legislative procedure, involving multiple drafts and stages before final approval. To offset this risk, all EU databases and metadata were verified with the utmost care to make sure that each draft or working document was registered only once. 5. Apart from drafts, other information stored in the metadata includes: corrigenda, revisions and final versions. This was very relevant for the analysis of translation processes and volumes.
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Insights gained through the classification work supported adjustments to the text categorization matrix, as reflected in Table 3 , including an additional category of "administrative functions, " which can be considered instrumental to the other main functional categories. The distinctions between key and secondary subcategories within functional categories (i.e., input or preparatory, instrumental or derived texts) were also refined, although they were ultimately deemed irrelevant in the case of housekeeping administrative texts of the last category. Overall, these subcategories form systems of interrelated genres that gravitate around the key genres within the legal hierarchy of each organization (see Figure 1) . Figure 1 . LETRINT primary functional categories (Prieto Ramos, 2019, 41) Developing this text categorization matrix was a very lengthy process that, nonetheless, proved pivotal to ensuring comparability, balance and representativeness in corpus design. As noted by McEnery et al. (2006, 16) , "work in text typology -classifying and characterizing text categories -is highly relevant to any attempt to achieve corpus balance" (see also e.g. Atkins et al. 1992, 14; Biber 1993, 244; McEnery and Hardie 2012, 10-11) . The far-reaching data sets of LETRINT 0 provide a unique comparative picture of the components and volumes of institutional translation, and therefore the basis for investigation into the confines and features of legal institutional translation, as it appropriately frames the selection of representative genres for further empirical analysis. Furthermore, although LETRINT 0 lacks POS tagging, a script was developed to enhance its usability and index its contents. These features facilitate the re-use of this translation-oriented resource, which is particularly well suited for monolingual analyses or multilingual analyses with non-aligned corpora. The texts of LETRINT 0 can also be recycled and used to create ad hoc (Aston 1999) or disposable (Varantola 2000 ) corpora for specific research purposes, such as in the lexicometric study conducted by Prieto Ramos and Guzmán (2018) as part of the terminological strand of the LETRINT project.
Stratified systematic sampling: From LETRINT 0 to LETRINT 1
As pointed out by McEnery et al. (2006, 20) , " [o] nce the target population and the sampling frame are defined, different sampling techniques can be applied to choose a sample which is as representative as possible of the population. " Given the ambitious scope of the LETRINT corpora, stratified sampling was adopted as the most suitable technique to ensure representativeness and balance in the selection of textual units of key genres of each legal category. As noted by Biber (1993, 244) , "stratified samples are almost always more representative than nonstratified ones (and they are never less representative). " This method ensures that "various levels of a population are represented, even in a small sample and even if some of the levels are minorities" (Mellinger and Hanson 2017, 12) . Indeed, sampling by strata (genres in this case) would not only avoid the risks of accidentally overlooking representative units through simple random sampling, but would also enable a tailored sampling approach by subgroup in order to further reinforce representativeness. This has been similarly recognized in statistics: "since each stratum is treated as an independent population, different sampling approaches can be applied to different strata, potentially enabling researchers to use the approach best suited (or most cost-effective) for each identified subgroup within the population" (European Commission 2014, 4). In the case of LETRINT, considering that it was impossible to include all textual units of a single genre, institution and year, systematic sampling was applied according to quantitative and qualitative criteria within the selected subgroups in stratified sampling.
Selection of genres
The first step was the selection of genres (or subcategories) as sampling frames from each main functional category (see Table 3 ). As mentioned above, the preliminary mapping of the first phase enabled this task. Given the project aims, the focus was put on key genres that perform the core institutional legal functions under examination (e.g. directives and regulations in law-making, implementation reports in monitoring and judgments in adjudication -see Table 4 ). In line with Sinclair's (2005, 4) recommendations, in order to improve balance, comparability and representativeness: a. as a rule, two genres from each category and setting 6 were selected considering their volumes, legal relevance, comparability and complementary nature, for example, samples from the most significant body of law of each setting (binding decisions at the WTO, resolutions and ILC reports from the UN, and both binding and non-binding legal acts from the EU), national reports and international body reports within monitoring procedures, and documents initiating or closing court or adjudicative proceedings; and b. further validation ensured that selected genres were both proportionally significant to represent a particular category and viable for sampling purposes, i.e., they include sufficient textual units in the years covered by the project.
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As can be observed in Table 4 , in dealing with internal genre diversity, a pragmatic inclusive approach was adopted to identify genres sharing the same functional features (e.g. binding decisions or dispute settlement reports at the WTO) and genre internal subgroups according to body or textual subtype (see Section 4.2), rather than dividing genres into entirely separate subcategories on this basis.
In terms of comparability, the selection of monitoring and adjudication genres produced by Member States and institutional bodies in the three settings would enable comparative linguistic analyses per group of drafters. In the case of the ICJ, however, this required special attention to also ensure representativeness: proceedings' initial documents (applications instituting proceedings) and closing documents (judgments or advisory opinions) were not selected due to insufficient texts (applications) in the three years or because they were co-drafted in the two official languages and cannot be studied as translations. Parties' pleadings (memorials, counter-memorials, replies and rejoinders in contentious cases) and judges' opinions (separate and dissenting opinions) were selected instead as representative of legal argumentation by the parties and the Court, respectively. Finally, as regards law-making, the EU was the only context where both hard law and soft law had significant volumes to be represented in LETRINT 1, as opposed to only soft law at the UN and hard law at the WTO. This reflects the nature of the most prominent law-making activities in each setting (see Prieto Ramos 2017 for further legal contextualization) and does not compromise comparability in corpus design.
6. Law-making at the WTO was an exception in that only one genre was selected: binding decisions of the highest decision-making bodies. 7. In some exceptional cases, however, only one document of a particular key genre was available in one of the years analyzed (e.g. WTO Appellate Body reports in 2010), and, in one case, no documents were available (States' pleadings at the ICJ in 2005, within an otherwise key genre whose inclusion was mandatory for qualitative reasons, as noted in Prieto Ramos 2017, 190-191) . a. See full set of categories in Table 3 . b. Including direct actions, references for a preliminary ruling and appeals. c. In millions of tokens in the source language only. d. Including procedures before the UN human rights treaty bodies, selected committees of the Security Council, and the Review Conference of the Parties to the Treaty on the Non-Proliferation of Nuclear Weapon (NPT). e. Including the Committee against Torture (CAT) and the Human Rights Committee (CCPR). f. Including memorials, counter-memorials, replies and rejoinders. g. Including decisions on accession to the WTO, decisions on schedules of concessions, decisions on the TRIPS Agreement, procedural decisions and waiver decisions.
Tailored selection of textual units by stratum
After the selection of genres, systematic sampling techniques were applied according to relevant quantitative and qualitative criteria in several stages. The first one consisted of setting the sampling intervals for systematic selection of units from each sampling frame, i.e., deciding the proportion to be selected from each genre and setting minimum and maximum thresholds in terms of tokens. In order to strike a balance between quantitative adequacy, corpus manageability and relevance to the project needs, a maximum of approximately 7 to 10 million words per institutional setting (including the three languages) was established as a target for each subcorpus, but it was decided that the internal distribution and volume of corpus components would be adapted to the significance of functional categories in each setting on the basis of the previous mapping (see Section 2). Accordingly, the sampling target was set at one third of total text volume per genre and year, with a cumulative minimum threshold of 28,000 tokens and a maximum threshold of approximately 900,000 tokens 8 for the three years examined in the project. The standard interval for selection was therefore one out of every three texts from the sampling list of textual units. However, in the case of large volumes, the sampling interval was adjusted according to the maximum threshold of 900,000 tokens. For example, in the case of EU regulations, when this cap was applied to the total volume of almost 10.16 million tokens, the resulting selection ratio was 8.91% of texts and the target interval was one in every eleven texts (see Figure 2) . As a result of this sampling process, the EU subcorpus of LETRINT 1 is the largest and the WTO subcorpus is the smallest, but the focus on key genres partly offsets the more important quantitative differences found in the previous LETRINT cor-8. This number of words could be exceeded slightly depending on specific document sizes. pora (see Table 1 ), due to the thresholds applied to enhance comparability, balance and representativeness (see Table 4 ). In other words, the smaller the subcorpus, the higher the proportion of the total volume of institutional translation represented in LETRINT 1 after exclusion of less relevant genres. This balancing also illustrates that representativeness is not necessarily at odds with comparability in building a multi-institutional, multi-genre corpus, since it prevents mutually conflicting distortions (a concern raised by Leech 2007, 142) .
Considering the quantitative sampling goal, as well as the number and average length of textual units of each selected genre, the target number of documents and words were automatically calculated and integrated into selection records by genre or subcategory (see illustrative Figures 2 and 3) . The sampling interval was applied in descending size order, always excluding the first (largest) units. In the case of genre populations that include a high number of units and no major deviations from the average text length, this systematic sampling yielded results within the expected target. However, in the case of short sampling lists (i.e., few textual units in a genre and year) or significant variations between textual unit sizes (i.e., acute deviations within a sampling frame), systematic sampling required additional modulation. This was the main purpose in the next stage: a double process of balancing text sizes and verification of representativeness according to additional qualitative criteria relevant to the nature and internal variation of each genre. As regards size adjustments, the selection by sampling intervals was manually adapted to ensure representation of various sizes in the population while keeping the sample within the total quantitative target (for instance, by excluding a previously selected unit and replacing it with the next one in the sampling list when this could offset an undesirable quantitative deviation). Text fragmentation, however, was considered unnecessary to ensure representativeness and thus avoided through this process. Simultaneously, even in the case of satisfactory quantitative results in the previous sampling stage, an analysis of variation parameters was conducted to elucidate relevant qualitative criteria to enhance representativeness. These included, crucially: (a) genre subgroups according to institutional body, proceeding or textual subclassification (e.g. types of directives, treaty implementation monitoring bodies in the case of UN treaty body reports, types of proceedings within court judgments) (see internal breakdown for some genres in Table 3 and its footnotes); (b) themes; and, in monitoring and adjudication genres, also (c) countries involved (see example in Figure 3 ).
For the sake of sampling efficiency, these variation parameters were tailored to the nature of each genre, i.e., the approach was modulated by subpopulation to let the corpus "show the way, " especially considering that the hybridity of institutional legal discourses (in particular, the use of legal and other specialized terminology) is one of the key aspects analyzed in the project. While subgroup analysis would ensure the balanced inclusion of representative procedural patterns and other legal dimensions of variation, verifications of thematic diversity and countries involved would be critical for the subsequent examination of specialized discourses and references to national legal systems. As in the case of size balance, smaller subgroups (in terms of textual units) posed the greatest challenges when applying the above auxiliary variables, and required heightened attention in order to prevent distortions. This modulation process often involved cross-checking information from institutional sources, for instance, subject metadata registered in EUR-Lex or statistics on court proceedings or subjects in official reports.
Given the differentiated language regime of the CJEU and, more specifically, the fact that French is the language of deliberations and drafting of judgments (the most prominent adjudication genre), an additional preliminary filter was applied to CJEU genres in order to align the samples as much as possible with the central language combination of the project (i.e., translation from English as the most frequent practice in the other institutions): the selection only included judgments available in all the languages and in which English is the only authentic language of the case, as well as actions and appeals in which English is the only authentic language of the case (and which, as opposed to judgments, were originally drafted in English). This approach is meant to reinforce the comparability of discourse features and translation patterns between these genres and with genres of the same category selected from the other settings.
With a view to ensuring transparency, traceability and usefulness, the criteria and results of the above tailored sampling were also included in the selection record for each genre or subcategory. As McEnery et al. (2006, 18) point out, it is important to "document corpus design criteria explicitly and make the documentation available to corpus users so that the latter may make appropriate claims on the basis of such corpora and decide whether or not a given corpus will allow them to pursue a specific research question. " LETRINT's selection records are, in fact, data sets that include:
-an overview of the sampling results and criteria (see comments in the illustrative records in Figures 2 and 3) ; -the full list of documents included and excluded from the sampling frame, and their metadata, including those corresponding to qualitative criteria considered in each case (subject matter, countries involved, legal procedure, etc.); and -further sheets containing any complementary calculations, test results or descriptive statistics used to support sampling decisions.
These records can thus help other researchers to decide to what extent the LETRINT corpora meet their particular needs and how to broaden or reduce each sample where relevant. All in all, external criteria prevailed over linguistically-defined internal criteria (see distinction in e.g. Biber 1993, 243 and McEnery et al. 2006, 14) in light of the research aims. Indeed, focusing on internal regularities and indicators such as "closure" (e.g. McEnery and Wilson 2001, 166) or "lexical density" (e.g. Corpas Pastor and Seghiri Domínguez 2007) would not have been as reliable as external variation factors, such as themes and procedures, with a view to describing the hybridity of institutional discourses and related translation issues.
Finally, on a technical note, it is worth mentioning that LETRINT 1 documents were subject to trilingual alignment and POS tagging using customized scripts based on LF Aligner 9 and TreeTagger, 10 respectively. Each of the more than 2,600 aligned documents of this corpus (a total of 7,918 texts) was individually reviewed and validated by several members of the LETRINT team to ensure the quality of the alignment and manually correct alignment problems when necessary. Unlike its predecessors, the LETRINT 1 corpus will be uploaded into a customized online concordancing tool for trilingual quantitative and qualitative 9. https://sourceforge.net/projects/aligner/. 10. http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/.
analysis chosen on the basis of a previous comparison of available tools (see Cerutti 2017) . The LETRINT 1 corpus will serve as a stepping stone to move into LETRINT 1+, which will be composed of a selection of LETRINT 1 texts and will include rich annotation (including discourse features and translation difficulties). Both resources will have the potential to underpin the quantitative or qualitative analysis of a wide range of features (discursive, lexical, structural, semantic, thematic, terminological, etc.) and variables (textual genre, legal functional category, period, institution, etc.) that are relevant not only for legal and institutional translation studies, but also for legal, linguistic or discourse studies (both monolingual or multilingual) in other related areas.
Concluding remarks
The LETRINT multilayered sequential approach to corpus design illustrates the value of considering quantitative and qualitative parameters to ensure balance, representativeness and comparability in meeting research needs, and thus challenges reductionist ideas about the adequate size of specialized corpora. This can only be assessed in conjunction with the qualitative adequacy of the corpus components and attributes. In this case, the level of ambition of the project goals is reflected in the resulting LETRINT corpora sets, of unprecedented scope and internal granularity in the field of legal and institutional translation. This collection of corpora is unique not only because it is based on a first-of-its-kind mapping and categorization of all multilingual text production in three international institutional settings over three years (resulting in the massive LINST corpora set and the LETRINT 0 set), but also because of the innovative combination of sampling techniques tailored to the subsequent aims of analysis of discourse features and translation patterns (leading to the parallel LETRINT 1 corpus and its derived LETRINT 1+ corpus).
As opposed to other multi-genre translation-driven corpora where the target populations are presented as a given from the outset, the challenge of defining the fuzzy boundaries and internal structure of legal translation within institutional translation (the central aim of LETRINT's first phase) implied that the selection of representative genres for stratified sampling had to be grounded on several interconnected empirical foundations (from more general to more specific): legal contextualization of processes of text production, categorization of texts into key and secondary genres from a legal perspective, and consideration of the translation volume, legal relevance, comparability and complementary nature of the genres elicited.
Given the aims of the subsequent phases of the project (i.e., analysis of discourse features, translation patterns and quality indicators), the other major chal-lenge for corpus design was related to the hybrid nature of the object of study, since institutional legal translation in a broad sense, like legal translation more generally, deals with heterogeneous discourses that are shaped by multiple specialized subjects, procedures and situational variables. In order to reflect internal variation, avoid undesirable deviations and therefore reinforce representativeness, systematic sampling at regular intervals within each genre population was accordingly followed by a double process of text size adjustments and application of additional (external) qualitative criteria as auxiliary variation parameters. These criteria (including institutional bodies, proceedings, themes and countries involved) were modulated by text subpopulation, so that the corpus could yield relevant data by genre, rather than associating representativeness with internal linguistic regularities. This modulation by stratum proved one of the key advantages of stratified sampling, and also showed that comparability can be preserved while enhancing representativeness through the process.
Overall, LETRINT's multi-layered, multi-stage approach confirms that "the design of a representative corpus is not truly finalized until the corpus is completed, and analyses of the parameters of variation are required throughout the process of corpus development in order to fine-tune the representativeness of the resulting collection of texts" (Biber 1993, 256) , and this could only be achieved in a "cyclical fashion" (ibid) through each stage of the corpus-building sequence. The corpus-based matrix designed for institutional text categorization, as well as the multi-componential selection records created to trace all sampling criteria and results, are further innovations introduced by the project. Furthermore, not only are these instruments and the LETRINT corpora reusable for other studies on legal or institutional translation, but the whole methodological approach explained here could prove beneficial to multi-genre corpus designers in other areas of translation and linguistic research.
