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a b s t r a c t 
The large-scale structures that occur in turbulent Rayleigh-Bénard convection in a wide-aspect-ratio 
cylindrical domain are studied by means of direct numerical simulation. The simulation is performed 
in a 6.3 aspect-ratio cylindrical cell with a Rayleigh number of 9.6 × 10 7 and Prandtl number equal to 
6.7. Single-point and double-point statistics compare well against experimental results under nearly iden- 
tical conditions. Large-scale thermal motions with coherence times exceeding 20 eddy-turnovers ( ∼600 
free-fall time units) are seen in the instantaneous ﬁelds. Temporally ﬁltering them by integrating over 
approximately one eddy-turnover time scale reveals a clear pattern consisting of seven discrete thermal 
structures: three warm, rising sectors, three cool, falling sectors and a single plume of warm, rising ﬂuid 
that wanders around the center of the cylindrical cell. Smoothing over still longer times (10 and 20 eddy 
turn-over time scales) yields a clear hub-and-spoke pattern of warm and cool sectors in a dominantly 
120 ° periodic pattern separated by concentrations of radial vortex lines (the spokes) plus a nearly circu- 
lar plume at the center of the test section (the hub). The similarity of the patterns in the instantaneous 
ﬁelds and the long-time smoothed ﬁelds demonstrates long persistence of these structures, a deﬁning 
characteristic of coherent structures in turbulence. The warm and cool sectors are intimately linked with 
conical roll-cells rotating about the spokes, and these circulations are likely the analogs of the ’wind of 
turbulence’ found in low-aspect-ratio RBC experiments. 
© 2016 The Authors. Published by Elsevier Inc. 
This is an open access article under the CC BY-NC-ND license 
( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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0. Introduction 
Thermal convection plays an important role in many natural
nd engineered systems. Of the many different forms of ther-
al convection Rayleigh–Bénard convection (RBC) is by far the
ost studied ( Adrian et al., 1986; Ahlers et al., 2009; Bodenschatz
t al., 20 0 0 ). It is one of the canonical turbulent ﬂows, and it has
een a subject of interest in the thermal turbulence community
or decades. RBC occurs when a ﬂuid between parallel, horizontal
lanes is heated from below and cooled from above by horizontally
niform boundary temperatures or heat ﬂuxes. Despite this seem-
ngly simple conﬁguration many outstanding questions regarding
he nature of turbulent RBC remain unanswered. 
Recent research on RBC has focused on how the global statis-
ics and mean proﬁles in small aspect-ratio cells scale throughout This paper is dedicated to the memory of Nobuhide Kasagi, a gentleman scholar 
hose outstanding research and leadership served engineering and science in many 
mportant ways, including editorship of this journal. 
∗ Corresponding author. Tel.: +1 4809650735. 
E-mail address: psakievi@asu.edu (P.J. Sakievich). 
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142-727X/© 2016 The Authors. Published by Elsevier Inc. This is an open access article uhe turbulent regime. Less work has been done on the character-
zation and life cycle of the coherent structures, despite the fact
hat production of turbulence by buoyancy in RBC is one of the
ore easily conceptualized mechanisms among all of the canoni-
al turbulent ﬂows. One of the most detailed descriptions of turbu-
ent RBC structures in low aspect-ratio cells is provided by Zocchi
t al. (1990) . They describe ﬁve characteristic structures: plumes,
hermals, waves, swirls and a large-scale circulation (LSC). 
Plumes are either thermal columns or sheets that rise out of
he near-wall thermal boundary layers. The sheet-like plumes have
 tendency to merge when they are in close proximity to one
nother ( Puthenveettil and Arakeri, 2005 ). Shishkina and Wagner
2007) performed an extensive computational study of the sheet-
ike plumes to provide detailed descriptions of their geometric and
hysical characteristics. 
Thermals are transient detached packets of ﬂuid, or blobs
hat ascend or descend depending upon their temperature. These
tructures begin as small protrusions from the near-wall viscous-
onductive layer and assume a characteristic mushroom shape
s they grow. Zocchi et al. (1990) also identiﬁed another struc-
ure known as swirls where the thermal emission curls back onnder the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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L  itself. Models suggest that swirls arise from the same instability as
thermals and plumes, but that the swirl has more shear acting in
the upwind direction ( Shelly and Vinson, 1992 ). When plumes and
thermals impact the boundary layer of the opposing wallside, a
wave is generated that radiates out from the center of impact. The
work of Zocchi et al. (1990) shows that these waves tend to prop-
agate toward areas where the horizontal velocities decrease and
vertical velocities dominate. The regions of large vertical motion
generate LSC ( Qiu and Tong, 2001 ) which are sometimes described
as ”roll-cells.” Aside from the waves, similar motions have been ob-
served in relatively wide aspect-ratio ( = width/height) convection
cells by Adrian et al. (1986) among others. 
When the aspect-ratio of a convection cell is small (  ≤ 2), a
single LSC is the largest observable structure in the ﬂow. However,
when  exceeds roughly 4 the LSC becomes a three-dimensional,
multi-roll structure as noted by du Puits et al. (2007) , as well
as Xia et al. (2008) . This is an important observation, since the
smaller scale thermals and plumes are believed to be advected
horizontally by the roll-cells. Little is known about the properties
of the multi-roll cell because most studies of coherent structures
in RBC have been concerned with small  domains (  ≤ 2). 
Thus far, the most comprehensive study of  dependence for
RBC in cylindrical domains was performed by Bailon-Cuba et al.
(2010) . In this work they studied how the heat transport and the
LSC patterns vary as a function of  and Rayleigh number ( Ra ) at
a ﬁxed Prandtl number ( Pr ) of 0.7. They observed a notable dif-
ference in the heat transfer as the LSC evolves from a single roll
to a multi roll state. They also observed that as  grows the LSC
patterns favor pentagonal and hexagonal shapes. In a more recent
work Emran and Schumacher (2015) estimate the time scale for
the drift of these large-scale mean patterns from simulations of
RBC in very wide aspect ratios ( = 50) , but at relatively low Ra
(5 × 10 5 ). Their estimate of the characteristic time scale for the
large-scale drift in the very wide  case was on the order of 10 3 
free-fall time units, well beyond the computational analysis time
in their work or Bailon-Cuba et al. ’s (2010) study. 
The goal of this paper is to elucidate the geometrical structure
and organization of LSCs in a cylindrical domain having moder-
ately wide aspect-ratio ( = 6 . 3) This is accomplished by direct
numerical simulation (DNS) using a spectral element code. Among
the various methods of numerically simulating turbulent RBC we
prefer DNS over RANS, LES, and hybrid RANS-LES ( Chandra and
Grötzbach, 2008; Kenjereš and Hanjali ´c, 1999; 2006; Wilson et al.,
2014; Zimmermann and Groll, 2015 ) because the governing equa-
tions of DNS do not depend on semi-empirical parameters. We
use temporal ﬁltering on several different time-scales to extract
the large, coherent structures from an otherwise chaotic turbu-
lent ﬁeld. We study a single, but representative case at  = 6 . 3 ,
Rayleigh number = 9 . 6 × 10 7 and Prandtl number = 6 . 7 , values that
permit highly resolved DNS so detailed that the nature and orga-
nization of turbulence can be observed with accuracy throughout
the entire domain. The parameters for this study were selected to
facilitate direct comparison of statistics with the experiments of
Fernandes (2001) . 
The paper is organized as follows: Section 2 presents the nu-
merical methodology, Section 3 presents comparisons of double-
and single-point statistics with the experiments of Fernandes
(2001) , Section 4 introduces the ﬂow structures, Section 5 de-
scribes their organization and temporal coherence more carefully
by applying temporal ﬁlters to the ﬂow-ﬁelds, and in Section 6 we
draw the conclusions. 
2. Numerical methodology 
Direct numerical simulation (DNS) of RBC in a cylindrical cell
with an aspect-ratio (  = width/height) of 6.3 was performed us-ng the spectral element code Nek50 0 0. Nek50 0 0 is a highly-
arallelizable, well-vetted code for solving the incompressible,
avier–Stokes equations, and it currently has over 225 world-
ide users ( Fischer et al., 2015 ). The non-dimensional form of the
oussinesq equations for thermal convection is: 
 · u = 0 , (1)
 t + ( u · ∇ ) u = −∇ p + 
√ 
P r 
Ra 
∇ 2 u + θ ˆ z, (2)
t + ( u · ∇ ) θ = 1 √ 
RaP r 
∇ 2 θ, (3)
here u , p and θ are velocity, pressure and temperature. Eqs. (1) –
 3 ) were scaled spatially by the height of the cell ( h ), thermally
y the temperature difference between the top and bottom plates
 T ), and the velocity was scaled by the “free-fall velocity,”
 f = 
√ 
hgβT . (4)
The Rayleigh ( Ra ) and Prandtl ( Pr ) numbers in Eq. (2) are de-
ned as: 
a = βgT h 
3 
αν
, (5)
 r = ν
α
, (6)
here β , g, α and ν are the coeﬃcients of thermal expansion,
ravitational constant, thermal diffusivity and kinematic viscosity
espectively. The parameters of this simulation were selected to al-
ow direct comparison with the experiments of Fernandes (2001) .
ernandes conducted a series of experiments in a 6.3  test cell
ith cylindrical side-walls. These experiments used water as the
orking ﬂuid with Prandtl number ranging from 4.0 to 6.7 and
ayleigh numbers ranging from 5 . 8 × 10 7 to 1 . 1 × 10 9 . Our simula-
ion was conducted with Prandtl and Rayleigh numbers of 6.7 and
.6 × 10 7 , respectively. The simulation’s boundary conditions were
o-slip at all walls, constant temperature at the top and bottom
lates and zero heat-ﬂux along the side walls. 
In our simulation Ra was gradually ramped from the edge of
he turbulent regime ( Ra = 5 × 10 5 ) to the target Rayleigh number,
nd then allowed to reach a stable, fully-developed state before
ata was collected. The simulation was judged to be fully devel-
ped after 8 eddy-turnovers because the volume-averaged, kinetic
nergy in the cell began oscillating about a steady value. The eddy-
urnover time for the roll-cells ( t  ) was estimated as the time it
akes for a particle to cross the layer-depth twice: 
  = 2 h 
< w rms > V 
(7)
here < w rms > V is the volume-averaged, vertical, r.m.s. veloc-
ty. For reference, each eddy-turnover is roughly 30 free-fall time
nits ( h / w f ). The DNS data used for analysis in this paper spanned
pproximately 20 of these eddy-turnover’s, or 615 free-fall time
nits, and accounts for approximately 41 min in dimensional time.
rown et al. (2005) identiﬁed a random reorientation of the LSC
n a unit  cell that occurred on a time scale of approximately
0 eddy-turnovers. Fernandes (2001) also identiﬁed coherence in
he large-scale structures that met or exceeded 10 eddy-turnovers.
ased off these observations 10 t  was determined to be a scale of
nterest, and in the context of this paper it is treated as a medium,
r intermediate temporal scale. 
.1. Numerical resolution 
The spatial domain was discretized with hexahedral elements
nd a marginal amount of biasing toward the upper and lower
lates was applied to the element distribution. The spectral ele-
ent method (SEM) used in this simulation also applies a Gauss–
obatto–Legendre (GLL) quadrature which clusters points inside
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Oach element toward the boundaries and greatly improves reso-
ution at the walls. Ninth order polynomials were used for the
uadrature resulting in roughly 44 million grid points. Fernandes
alculated the Kolmogorov length for this scenario to be approxi-
ately 1 . 2 × 10 −2 h and our simulation’s grid had 5 points within
his range at the wall. We also determined that this grid satisﬁes
he spatial resolution criteria of Grötzbach (1983) . The temporal
esolution for each time step was approximately t  × 10 −4 with a
orresponding CFL range of ∼0 . 6 − 0 . 7 . 
We have conducted an a-posteriori analysis to evaluate the res-
lution of our results utilizing the techniques outlined by Scheel
t al. (2013) . Scheel et al. (2013) performed the majority of their
nalysis using Nek50 0 0, and provided several speciﬁc methods for
etermining adequate resolution in SEM simulations of RBC ( Scheel
t al., 2013 ). One of their methods evaluates the vertical proﬁles of
inetic energy dissipation ( ) and thermal dissipation ( T ) which
re deﬁned below: 
= 1 
2 
√ 
P r 
Ra 
(∇ u + ∇ u T ) 2 (8) a
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ig. 1. Resolution tests for this simulation: kinetic energy dissipation proﬁle (a), thermal
cales: Kolmogorov (stars) and Batchelor (circles) (d). All time averages were calculated 
pen circles in (a) and (b) are placed at the element boundary locations. T = 
√ 
1 
P rRa 
(∇θ ) 2 (9) 
roﬁles of these two scalar quantities are a good metric for judg-
ng convergence in SEM simulations because they are comprised of
he derivatives of primary variables ( u , θ ). SEM results are guaran-
eed to be C0 continuous, or continuous in the primary variables,
ithin the elements and across element boundaries. The deriva-
ives of these terms, or secondary variables are guaranteed to be
ontinuous within the elements, but not across element bound-
ries ( Deville et al., 2002 ). Thus, discontinuities in the derivatives
cross element boundaries are commonly used to detect under-
esolved simulations. Proﬁles for both dissipation terms are pre-
ented in the top two panels of Fig. 1 . To illustrate smoothness and
ontinuity of the present computations, the dissipation proﬁles and
lement boundaries are shown in the near-wall region, where the
radients are largest. These proﬁles were generated through area
nd time averages in the same manner as Scheel et al. (2013) . The
moothness of the dissipation proﬁles testiﬁes that the simulations
re well resolved according to this criterion. 0 0.1 0.2 0.3 0.4 0.50
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 dissipation proﬁle (b), horizontal plane Nusselt number proﬁle (c), vertical length 
from 205 instantaneous snapshots with 3 free-fall times between each snapshot. 
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Table 1 
Nusselt number calculations in row order: average planar Nusselt number ( Nu ( z )) 
and the associated standard deviation, Nu at the bottom plate, Nu at the top plate, 
Nu from volume averaged kinematic heat ﬂux, Nu from volume averaged kinematic 
dissipation, Nu from volume averaged thermal dissipation. 
〈 Nu ( z ) 〉 z ± σ Nu bot Nu top Nu Q o Nu  Nu T 
30 .89 ± 0.08 30 .83 30 .85 30 .87 30 .83 30 .12 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 2 
A select list of RBC DNS studies. Total averaging times are listed in the 4th column. 
Group O( Ra ) Pr Free-fall times 
Kerr (1996) 10 7 0 .7 116 6.0 
Shishkina and Thess (2009) 10 8 − 10 9 4 .38 290 1.0 
Bailon-Cuba et al. (2010) 10 7 − 10 9 0 .7 ∼80 − 300 0.5–12.0 
Scheel et al. (2012) 10 5 − 10 8 0 .7 ∼ 480 1.0 
Scheel et al. (2013) 10 6 − 10 9 0 .7 ∼ 75 1.0 and 3.0 
Emran and Schumacher (2015) 10 5 0 .7-10 ∼ 600 50 
Current work 10 8 6 .7 615 6.3 
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(  Another methodology, initially proposed by Bailon-Cuba et al.
(2010) and utilized by Scheel et al. (2013) , is to deﬁne height de-
pendent Kolmogorov ( ηk ) and Batchelor ( ηB ) scales by averaging
over horizontal planes and time. 
〈 ηK (z) 〉 A,t = P r 
3 / 8 
Ra 3 / 8 
〈 (z) −1 / 4 〉 A,t (10)
〈 ηB (z) 〉 A,t = 1 
P r 1 / 8 Ra 3 / 8 
〈 (z) −1 / 4 〉 A,t (11)
From here the original Grötzbach criterion can be modiﬁed to the
following ( Bailon-Cuba et al., 2010; Scheel et al., 2013 ): 
z(z) 
〈 η(z) 〉 A,t < π (12)
where z ( z ) is the vertical gird spacing and η is either the Batch-
elor or Kolmogorov scale. We have plotted this criterion for both
the Kolmogorov and Batchelor scales in the lower right panel of
Fig. 1 where it can be seen that we are adequately resolved ac-
cording to this criterion. 
The ﬁnal resolution criterion that we wish to comment on is
convergence of the Nusselt number which can be deﬁned on indi-
vidual planes ( Eq. (13) below), by volumetric averaging of the kine-
matic heat ﬂux ( Eq. (14) below), or by balancing dissipation inside
the convection cell ( Eqs. (15) and ( 16 ) below) Scheel et al. (2013) . 
Nu (z) = 
√ 
RaP r 〈 wθ〉 A,t − ∂〈 θ〉 A,t ∂z (13)
Nu Q o = 1 + 
√ 
RaP r 〈 wθ〉 V,t (14)
Nu  = 1 + 
√ 
RaP r 〈 〉 V,t (15)
Nu T = 
√ 
RaP r 〈 T 〉 V,t (16)
Nu ( z ) is plotted in the lower left panel of Fig. 1 , and a summary of
the different calculations of Nu is included in Table 1 . These results
show that we have good agreement between the different method-
ologies for computing Nu and that the majority of these method-
ologies give a Nu within 0.2% of each other. The only outlier is Nu T 
which is about 2.5% lower than the others. 
3. Comparison with experiments 
This section compares two-point and single-point statistics
computed from the DNS data with the corresponding quantities
found in the experiments of Fernandes (2001) . Quantitative com-
parisons of the velocity and temperature ﬁelds of RBC simula-
tions and experiments have been rare to date, and we hope that
the present comparison and discussion will provide useful guide-
lines for future studies. The agreement one should expect from
this comparison is tempered by certain differences inherent to DNS
and experiment, despite our best effort s to numerically recreate
the environment of Fernandes’ experiment. First, DNS yields data
from every grid point in the domain, but over a temporal dura-
tion that is limited by the cost of computation. In contrast, exper-
iments yield data from a limited subset of points in the volume,
but they can be performed over very long durations. These fac-
tors lead to different time averaging protocols. Second, differencesetween the data sampling domains and assumptions concerning
orizontally homogeneous statistics lead to different spatial aver-
ging protocols. Third, the experimental and DNS data were non-
imensionalized using different, albeit related scales for velocity
nd temperature. Fourth, although both ﬂow ﬁelds occur in geo-
etrically similar cylindrical domains with constant temperature
orizontal boundaries, differences exist between the ideal, mathe-
atically perfect boundary conditions of the DNS and the realistic,
mperfect thermal boundary conditions of the experiment. 
.1. Differences between experimental and numerical data collection 
rotocols 
In the following sections we discuss the foregoing differences
nd the steps taken to minimize their effects on the statistical
omparison. 
.1.1. Differences in temporal averaging 
Fernandes ’ (2001) statistics were generated from a set of 300
tatistically independent snapshots which were obtained over very
ong averaging times. These snapshots were collected in groups
f 15 with 4 z ∗ / w ∗ ( ∼30–40 s) between each snapshot in a group
 z ∗ = 0 . 5 h is half the layer depth, w ∗ is the Deardorff velocity scale
recisely deﬁned later). The heat source was periodically turned
ff for 30 min to an hour between sets of snapshots, then turned
ack on and allowed to settle for 4–12 h. This perturbing of the
ow was done to keep the large-scale-motions from developing
ny preferential direction. The data between the perturbations was
reated as independent realizations of the order of O(10 0 0) free-
all times in duration and resulted in an averaging procedure that
ncluded temporal and ensemble averaging. 
At each Ra the total procedure took hundreds of hours which is
(10 5 ) free-fall time units. Recreating a DNS data set that spans
 similar amount of time and/or incorporates a similar number
f realizations would be prohibitively expensive. For comparison,
able 2 displays the total runtimes of a selection of the represen-
ative numerical simulations in RBC to illustrate this wide gap. The
ext section illustrates how the additional spatial data available
hrough DNS can help narrow this gap. 
.1.2. Differences in spatial dimensions 
As previously mentioned, we designed our DNS to match the
xperiments of Fernandes (2001) as close as possible, and we de-
ne the spatial domain for both studies in cylindrical coordinates
s F . 
F (r, φ, z) : r ∈ 0 : 3 . 15 h ; φ = 0 : 2 π ; z ∈ 0 : h (17)
owever, Fernandes did not utilize the entire volume for his ve-
ocity measurements. Instead, he chose to take measurements in
he center of F far enough from the side walls so he could apply
he assumption of horizontal homogeneity to the velocity statis-
ics ( Fernandes, 2001 ). Fernandes obtained velocity measurements
hrough the use of two-dimensional, particle image velocimetry
PIV) at a vertical plane in the center of the cell with a ﬁeld of
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t SV F  iew 1.85 h in length and h in height. We shall refer to this as the
xperimental window E . 
E (r, φ, z) : r ∈ 0 : 0 . 925 h ; φ = 0 , π ; z ∈ 0 : h (18) 
One notable advantage that our DNS data set has over the ex-
erimental results of Fernandes is a third spatial dimension from
hich to draw data. Fernandes (2001) applied horizontal-line av-
rages on his 2D PIV data sets to examine the velocity statistics in
he plane E . To utilize the extra dimension in the DNS results we
eﬁned a sub-volume within F that can be generated by rotating
E about the central axis: 
SV (r, φ, z) : r ∈ 0 : 0 . 925 h ; φ = 0 : 2 π ; z ∈ 0 : h (19) 
e then projected the instantaneous DNS results within SV onto
venly spaced points in cylindrical coordinates, and performed hor-
zontal, planar averages to the data to mimic the line-averaging
erformed by Fernandes. For example, the mean vertical velocity
veraging procedure we used in SV is deﬁned as follows: 
 w (z) 〉 A,t = 1 
N T N P 
N T ∑ 
i =1 
N P ∑ 
j=1 
2 r j 
R 
w (r j , φ j , z j , t i ) (20) 
here N T is the number of instantaneous snapshots in time, N P is
he number of points in the plane, the subscript A stands for the
area-averaged”, and R = 0 . 925 h is the radius of a circular cross-
ection of SV . We also collected statistics along horizontal planes
hat spanned the full DNS domain ( F ) using numerical averaging
rocedures native to Nek50 0 0. 
Another notable difference in the DNS and experimental data
ets is in the horizontal velocity components. The DNS calcula-
ions were performed in cartesian coordinates where u and v cor-
espond to the x and y axis. However, the domain is cylindrical
nd so cartesian velocity components do not properly reﬂect the
eriodicity found in the cylindrical domain. Additionally, since Fer-
andes collected 2D velocity ﬁelds in a plane intersecting the cen-
ral axis of SV the horizontal component in his data sets can be
nterpreted as a radial velocity component. Based on these two ob-
ervations we chose to compare radial velocity statistics from the
NS with the horizontal velocity statistics Fernandes published.
he DNS radial velocity component ( u r ) was extracted from the
wo horizontal velocity components using the simple transforma-
ion in Eq. (21 ). 
= tan −1 (x/y ) 
 r (x, y, z, t) = u (x, y, z, t) cos φ + v (x, y, z, t) sin φ (21) 
n the remainder of the paper, radial velocity will be implied for
ur DNS results whenever horizontal velocity is referred to. 
.1.3. Differences inscaling 
It should be noted that Fernandes non-dimensionalized vari-
bles using the Deardorff scales of velocity and tempera-
ure ( Deardorff, 1970 ), and a vertical length equal to one-half the
ayer depth ( z ∗ = 0 . 5 h ). The excellent scaling properties of Dear-
orff’s scales have been shown to collapse, to within ±15%, the
roﬁles of second and third order turbulence moments measured
n laboratory experiments at P r = 6 . 8 , Ra = 10 7 onto atmospheric
easurements of convective boundary layers at P r = 0 . 7 and Ra ∼
0 14 − 10 16 by Adrian et al. (1986) . Correlation of the scaled data
ver such a huge range is testimony to the power of this scaling.
oreover, the non-dimensional variables are O(1), indicating that
he scales themselves are representative of the physical variables.
he Deardorff velocity and temperature scales are deﬁned below,
here Q o is the kinematic heat ﬂux whose units are [K · mm/s].
 o can be determined by dividing the standard heat ﬂux at the
all ( H o [ W/mm 
2 
] ) by the density ( ρ [ kg/mm 3 ] ) and speciﬁc heat
 c p [ J/(kg · K )] ). 
 o = H o / (ρc p ) (22)  
∗ = (βgQ o h ) 1 / 3 (23) 
∗ = Q o 
w ∗
(24) 
However, the DNS procedure used the “free-fall” scales dur-
ng the calculations because they provide better accommodation
or the constant temperature boundary conditions. To provide a
ne-to-one comparison of velocity statistics with Fernandes and
o take advantage of the compelling properties of Deardorff scales
iscussed above, all computational velocity data presented in this
aper was rescaled to the Deardorff scales. This was accomplished
y multiplying the DNS ﬁeld by w f and then dividing by w 
∗. w ∗
as determined by calculating Nu in the simulation and then scal-
ng it against Fernandes values of Nu and w ∗ at this Ra (9.6 × 10 7 ).
hese were Nu = 27 . 9 and w ∗ = 2 . 5 mm/s , respectively ( Fernandes,
001 ). 
The simulated value of Nu for Ra = 9 . 6 × 10 7 (see Table 1 ) was
pproximately 10% higher and lead to w ∗ = 2 . 6 mm/s . Our simula-
ion shows well converged results (see Section 2.1 ), and Fernandes
emonstrated that heat loss through the side walls was kept to
nder 2% for his experiments ( Fernandes, 2001 ), so it seems that
he usual suspects of insuﬃcient numerical resolution and heat
oss through the side walls are not to blame. One possible culprit
or the discrepancy in Nu is the differences between experimental
nd numerical boundary conditions. The no-slip velocity boundary
onditions were identical between the two cases, but the thermal
oundary conditions were not. The numerical simulation explicitly
nforced constant temperature boundaries while the experiment
aintained an average constant heat ﬂux through resistive heaters.
dditionally, the simulation provided sidewalls that are perfectly
nsulated while the experiment had sidewalls with ﬁnite thermal
onductivity. 
.2. Statistics results 
.2.1. Two-point statistics 
In this section the two-point, correlation functions of the veloc-
ty ﬁeld for vertical separation are compared against the published
esults of Fernandes in Fig. 2 . This statistic is a useful mechanism
or analyzing similarity in the spatial structure of the velocity ﬁeld,
nd it is a good metric to judge how the organization of our DNS
elocity ﬁeld compares with the experiment’s. 
Visual inspection of Fig. 2 shows the contour shapes and am-
litudes between the results are qualitatively in good agreement.
his indicates that the large-scale velocity structure in the numer-
cal ﬁeld matches the experiment within the speciﬁed sub-volume
SV . The two-point correlation does not tell us that the velocity
tructures have the same azimuthal orientation or vertical direc-
ion, but rather that their shape and size are very similar. We note
hat in the DNS contours the horizontal velocity correlations are
lightly larger at the vertex (2,2) and the experimental results are
lightly larger around the origin (0,0). We also observe a similar-
ty in the shape of the contours at the opposing corners in the
xperimental and DNS plots. This indicates that the DNS’ horizon-
al velocity structure within SV is similar to a reﬂection across
he mid-plane of the velocity structure observed in the experi-
ents. A more quantitive comparison of velocity statistics is pro-
ided through the single-point statistics in the next section. 
.2.2. Single-point statistics 
In this section the single-point vertical and horizontal veloc-
ty statistics as well as the temperature ﬂuctuations are compared
gainst those of Fernandes (2001) . Separate proﬁles are presented
or DNS statistics that are averaged on horizontal planes that span
he sub-volume  and the entire volume  . We also note that
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Fig. 2. Contour plot of the vertical, two-point correlation of the u-velocity component (left) 〈 u r ( z ) u r ( z ′ ) 〉 A, t and w-velocity component 〈 w ( z ) w ( z ′ ) 〉 A, t (right), all values nor- 
malized by w ∗2 : (a) and (b) experimental results at Ra = 2 × 10 8 (averaged within E )( Ra = 2 × 10 8 is the closest Ra to our simulations, for which two-point correlation is 
presented in the experiments), (c) and (d) DNS at Ra = 9 . 6 × 10 7 (averaged within SV ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
i  
w  
e  
p  
r  
i  
l  
h  
s  
p
 
b  
m  
e  
m  
t  
m  
m  
a  
d  
c
d  
s
 
F  
c  
  
p  
w  
t  the r.m.s velocity proﬁles in this section are the full velocity com-
ponents, and not the ﬂuctuations. This was done to match the re-
sults of Fernandes (2001) who assumed a zero-mean velocity ﬁeld
for his r.m.s. calculations. 
Fig. 3 displays the mean and r.m.s. proﬁles for the vertical ve-
locity component. The r.m.s vertical velocity proﬁle within SV 
over predicts the magnitude by ∼ 11% when compared to the ex-
perimental results. This over prediction is based on a pointwise
comparison between the numerical results and a proﬁle interpo-
lated between the experimental data sets at Ra = 5 × 10 7 and 2 ×
10 8 to the DNS Ra number. Additionally, a notable bias is present in
the upper half of the numeric proﬁle. However, when the horizon-
tal averaging is extended to span all of F the proﬁle’s symmetry
about the mid-plane improves and the proﬁle’s magnitude reduces
to within 5% of the expected value. A similar trend is seen in the
mean vertical velocity proﬁles. 
The mean vertical velocity proﬁle from sampling points within
SV is dramatically larger than if averaged over the full domain F 
(which is identically zero as expected). It is also larger than the
experimental proﬁles which were averaged over E , and it has a
sign difference. The difference in sign between the experimental
and numerical results we attribute to the lack of preferred direc-
tion in RBC systems. There is nothing in the geometry, boundary
conditions or governing equations to give preference to a positive
or negative vertical velocity making up-drafts and down drafts of
equal probability in the LSC. The sign difference between the ex-
perimental and numerical proﬁles suggests that while our DNS re-
sults clearly indicate a central up-draft, a central down-draft has
likely prevailed in the experiments. This sign difference is also con-
sistent with the reﬂection of structure we observed in the two-
point correlations for the horizontal velocity components ( Fig. 2 ). The trends in r.m.s. horizontal velocity proﬁles in Fig. 4 are sim-
lar to the trends in vertical velocity proﬁles. The r.m.s proﬁle from
ithin SV is slightly larger than the proﬁle averaged across the
ntire domain, but both of these proﬁles are very close to the ex-
erimental results at similar Ra . We also see a continuation of the
eﬂection for the horizontal velocity structure that was observed
n the two-point statistics. The experimental proﬁles have slightly
arger peaks near the lower boundary, and the numerical proﬁles
ave larger peaks toward the top boundary. This follows the trend
een in Fig. 2 and supports our observations regarding the vertical
roﬁles displayed in Fig. 3 . 
The mean horizontal velocity proﬁles have a slightly different
ehavior than their vertical velocity counterparts. Inside SV the
ean takes a similar shape and direction when compared to the
xperimental proﬁles. The mean inside SV is notably larger in
agnitude than the expected proﬁle that lies between experimen-
al proﬁles at Ra = 5 × 10 7 and 2 × 10 8 in the upper half of the do-
ain ( z / h ≥ 0.5), and the overshoot is similar in magnitude to the
ean vertical velocity proﬁle in Fig. 3 . When the horizontal aver-
ging is extended to span F the mean horizontal proﬁle changes
irection and substantially reduces in magnitude. We attribute this
hange to the organization of the LSC in the moderately large 
omain. This structure will be reviewed extensively in the next
ection. 
Finally, we present statistics from the temperature ﬁeld in
ig. 5 . Fernandes did not provide mean temperature proﬁles to
ompare against, but the slightly higher bulk temperature in the
SV mean proﬁle is consistent with the mean, vertical velocity
roﬁle from Fig. 3 . This indicates a net updraft of warm ﬂuid
ithin SV . When the horizontal averaging is extended to the en-
ire domain the mean proﬁle’s bulk temperature value returns to
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e  the expected value of 0.5 outside of the thermal boundary layer.
The r.m.s. proﬁles for the temperature ﬂuctuations are consistent
with this interpretation, and the simulated r.m.s. proﬁles display
slightly larger magnitudes than experimental proﬁles in the bulk
of the ﬂow, corresponding to a preferential central up-draft (higher
temperatures) in the simulations as opposed to a probable slight
down-draft (lower-temperatures) in the experiments. 
Overall, we ﬁnd that the statistics from our simulation com-
pare well with the experimental results of Fernandes. We see good
agreement in shape, direction, and magnitude for the various pro-
ﬁles despite only having a single realization of the ﬂow ﬁeld and
a much smaller averaging time. The proﬁles tend to have larger
magnitudes when they are constructed from averages within SV .
However, when the averaging domain is increased to span F the
proﬁles are, for the most part, within ± ∼5% of the experimental
results. 
4. Structure of the ﬂow 
The remainder of the paper focuses on analyzing the large-
scale thermal structures and their relationship to the pattern of the
large-scale circulation. Fig. 6 displays several cut planes of the in-
stantaneous temperature ﬁeld. The color scale of the temperature
ﬁeld spans ± 5% of T to highlight the structures within the bulk
region where the large-scale structures reside. 
Large concentrated areas of warm and cool ﬂuid can be dis-
cerned in the instantaneous temperature ﬁeld on the horizontal
plane in Fig. 6 . The vertical planes in Fig. 6 show that the warm
and cool regions consist of concentrations of smaller structures
(plumes and sheets) crossing the bulk layer. The mid-plane is a fa-
vorable location to investigate structures that span the entire layer
depth because the mean horizontal velocity components are mini-
mal, and the up (warm thermal) and down (cool thermal) motions
have comparable strength due to symmetry about the mid-plane. Fig. 7 shows a more detailed view of the mid-plane to better il-
ustrate the concentrated thermal areas. The left panel is from the
ame time instance displayed in Fig. 6 , and the right panel dis-
lays results 5.9 t  (117 free-fall times) later to illustrate that these
hermal concentrations can be observed for extended periods of
ime. The similarities between these two instances suggest that an
nderlying large-scale structure exists, but it’s hard to discern the
tructures precise form with such a high level of noise from the
ack ground turbulence. 
. LSC extraction by smoothing in time 
In the following section we use running, temporal averages to
lter noise from the ﬂow ﬁeld and reveal properties about the
arge-scale structures for relatively large , turbulent RBC. This av-
raging procedure smooths the signal and it is deﬁned as: 
 u (x, y, z) 〉 t = 1 
T 
∫ t o + T 
t o 
u (x, y, z, t) dt (25)
here T is the averaging period or ﬁlter width, and t o is the start-
ng point in time for each ﬁltering operation. In this section we
ill use the terms ”averaging,” ”ﬁltering” and ”smoothing” inter-
hangeably since the purpose of our running average procedure
s to remove small scale ﬂuctuations and preserve the larger scale
tructures who have longer life cycles. 
.1. Short-time ﬁltering (T = 1 t ) 
When the temperature ﬁeld is averaged over a period of
 t  seven discrete thermal concentrations begin to emerge. These
arge-scale thermal structures can be identiﬁed by studying the left
anel of Fig. 8 . Six of the seven thermals are connected to the cell’s
ide walls, and are alternately arranged by temperature. The sev-
nth thermal is a warm updraft located in the central region of the
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Fig. 6. Instantaneous temperature data scaled between 0.45 and –0.55 T at the horizontal cut plane at z/h = 0 . 5 and vertical cut planes at 30 °, 150 ° from the x -axis. (For 
interpretation of the references to color in this ﬁgure, the reader is referred to the web version of this article). 
Fig. 7. Instantaneous temperature data in the x − y plane at z / h = 0.5 for two different time instances 5.9 t  apart. 
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t  ell, but noticeably off center. A signiﬁcant portion of the central
hermal resides within the volume where we collected the sub-
omain statistics ( Figs. 2 –5 ). This central thermal structure par-
ially explains the differences between statistics in the sub-domain
 SV ) and those that spanned the entire domain ( F ) because it
ould create a bias for warm ﬂuid and up ﬂow within SV . 
Coupling between the large-scale thermal ﬁeld and the veloc-
ty roll-cells is illustrated by comparing the spatial locations of
he mean velocity up/down drafts and the vector ﬁeld connectinghese drafts. The right panel in Fig. 8 displays the vertical veloc-
ty component at the mid-plane to illustrate the location of the
ean vertical drafts, and a vector ﬁeld at the plane z = 0 . 92 h,
orresponding to the local maxima in the mean horizontal veloc-
ty proﬁle ( Fig. 4 ), to show how the drafts are interconnected by
ow near the boundaries. A comparison of the left and right pan-
ls in Fig. 8 clearly shows that the warm thermals represent ve-
ocity sources and the cool thermals represent velocity sinks from
he top-down perspective. Connecting the warm and cool thermals
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Fig. 8. Thermal ﬁeld at the mid-plane scaled from 0.45 to 0.55 T (left); vertical velocity ﬁeld at the mid-plane scaled between −1.5 and 1.5 w ∗ with velocity vectors in the 
x − y plane at z/h = 0.92 superimposed (right); all results are time averaged over the 1st t  of data. 
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a  creates a complete roll-cell. This basic method can be used to con-
ceptualize the 3D multi-roll-cell pattern in a simple and intuitive
manner. 
The short-time-averaged temperature ﬁelds in Fig. 9 can be
used to interpret the ﬂuctuation level still present in the large-
scale structures after the short-time averaging. These instances
were taken 3 t  apart to increase the dynamic effect through static
visualizations. Very little change is observed in the thermal ﬁeld
which shows that the large-scale thermals are relatively stationary
over the averaging time of this data set. The up and down drafts
near the walls show little change in spatial location, however there
is some noticeable ﬂuctuation in their individual sizes. 
Qualitatively, we observe the central thermal in Fig. 9 moving
from left to right during the time series. It is diﬃcult to be certain
if the structure is approaching a steady state, or if a secondary ﬂuc-
tuation with even slower dynamics is dominating the ﬂow. How-
ever, we can be certain that the smoothing from this short time
average does not bring the ﬁeld to a steady state, and that a pat-
tern of seven large-scale thermals is persistent across the entire
range of our data set. 
5.2. Medium-time ﬁltering (T = 10 t ) 
In this section we increase our averaging time to 10 t  (300
free-fall times) to smooth out the ﬂuctuations that were still
present after short-time averaging. This ”medium” averaging time
is effectively half of our data set resulting in two instances to ob-
serve, see Fig. 10 . 
The results in Fig. 10 show a striking set of triangular patterns
for the large-scale thermal ﬁeld that are manifest at the mid-plane.
The seven discrete thermals that were identiﬁed in the previous
section have clearer boundaries and are now visibly obvious. From
Fig. 10 we see the emergence of a dominant low order mode with
120 °, azimuthal periodicity. There are several interesting depar-
tures from pure periodicity that can be observed in medium-time
average data such as the central thermal residing off the central
axis and the size variation amongst the thermals along the outer
wall. The signiﬁcant change in the central thermal location be-
tween the two panels in Fig. 10 illustrates that the central plume
still moves around the center at these time scales. 
However, the large-scale organization that is revealed through
10 t  of temporal smoothing is similar for both instances. Fig. 11llustrates how the large-scale organization can be interpreted as
 hub and spoke pattern with roll-cells forming between alternat-
ng thermals around the outer wall and vortex lines located be-
ween the thermals. The central, uprising thermal creates in-plane,
zimuthal vorticity due to the shearing effects, manif ested as a cir-
ular vortex ring around it. This vorticity acts to reinforce the inter-
ction of the large-scale thermal with the side thermals of oppos-
ng temperature and to strengthen the global large scale motions
bserved in the simulations. 
The right panels in Figs. 10 and 11 represent a symmetric pat-
ern, the one which will also likely persist over longer averaging
imes. The left panels in Figs. 10 and 11 illustrate the strong effect
he central thermal can have on the velocity structure. When the
ocation of the central thermal moves off the center axis it comes
loser to two other thermals with similar temperatures. This shift
reaks some of the symmetry, enhances the interaction between
he central thermal and the nearest thermals of opposing tempera-
ure, and can cause the other two vortex lines to break and reform
s drawn in the left panel of Fig. 11 . 
To test the validity of the concepts presented in Fig. 11 we com-
uted the in-plane vorticity at the mid-plane for each of these re-
lizations and the results are displayed in Fig. 12 . The lines of vor-
icity in Fig. 12 verify that the spokes in the temperature ﬁeld be-
ween large-scale thermals are indeed regions of strong vorticity,
nd that the central thermal has a vortex encircling it which in-
eracts with the spokes. These similarities give weight to the con-
eptual basis of the right hand diagram in Fig. 11 . However, the
onceptual diagram fails to replicate the fact that the warm re-
ions are narrower than the cool regions. This can be remedied by
ecognizing that the width of the vortex loops need not be equal,
hich would amount to squeezing of the vortex lines closer to the
arm thermals (because the central thermal is an updraft) that re-
ide in the outer region of the convection cell, in the right diagram
f Fig. 11 . 
It is recognized that the pattern of large scale motions is most
ikely a function of  and that additional patterns may exist at
ther ’s and in other domains. However, there is a strong resem-
lance between the pattern in the left panel of Fig. 10 and the pat-
ern shown by Bailon-Cuba et al. (2010) at similar values of  and
a even though Pr was smaller by a factor of 10. During the ini-
ialization stage of this simulation we incrementally increased Ra
nd allowed the initial transients to settle after each discrete jump
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Fig. 9. Temperature ﬁeld averaged over one t  at t o = 2 t  (a), 5 t  (b), 8 t  (c), 11 t  (d), 14 t  (e), and 17 t  (f) in the x − y plane at z/h = 0 . 5 scaled between 0.45 and 0.55 T , 
the color panel is the same as in Fig. 8 (left). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article). 
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i  n Ra . During this process we qualitatively observed a transition in
he large-scale thermals organization from a pattern that is more
ndicative of a single roll cell to the multi-roll cell state we have
resented. From this we speculate that the characteristic size of
he large-scale thermals will vary with Ra ; however, this concept
arrants a more thorough investigation. 
.3. Long-time ﬁltering (T = 20 t ) 
We conclude our investigation of the large-scales structures at
oderately large  by evaluating the full time averaged ﬁeld from
ur DNS data set. Fig. 13 provides a time average over the complete
0 t  . Fig. 13 (a) displays multiple cut planes of the average ﬁeld to
how the level of symmetry of the structure. The angles of the 3
ertical cut planes were chosen in an attempt to maximize inter-
ection between large-scale thermals that are positioned directly
cross from one another in the cell. We observe that thermals di-
ectly across from one another are not perfectly aligned. Careful
bservation of Fig. 13 (b) will show that the central thermal is still
ot completely centered in the cell, and that the outer thermals sre still not uniform in size. However, the dominance of the 120 °
ode cannot be denied when inspecting these ﬁgures. 
One of the cell’s vertical cross-sections can be seen in detail in
ig. 13 (c) and the in-plane, temporally-averaged, velocity vectors
re superimposed onto the scalar temperature ﬁeld. Here we see
 single elongated roll-cell on the right side of the cross-section
ith a width approximately equal to the radius of the domain. On
he left side of the cross-section two updrafts exist side-by-side.
hese two updrafts are able to exist in such close proximity be-
ause the ﬂow is able to redirect itself toward the cool thermals
n either side, thus establishing the spoke-like vortices illustrated
n Fig. 11 . Virtually all of the ﬂow from the thermal on the far left
all of Fig. 13 (c) must contribute to these spoke like structures
hile the central thermal also contributes toward the roll-cell in
he right half of the ﬁgure. These two updrafts display signs of
 small recirculation region directly between each other, and we
uspect that this interaction plays a signiﬁcant role in perturbing
nd relocating the central, large-scale thermal. However, further
nvestigation into this phenomenon would require a longer timeeries. 
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Fig. 10. Temperature ﬁeld averaged over 0–10 t  (left) and 10–20 t  (right) in the x − y plane at z/h = 0 . 5 scaled between 0.45 and 0.55 T . 
Fig. 11. Conceptual diagrams of the large-scale organization in the ﬂow ﬁeld averaged over the 0–10 t  (left) and 10–20 t  (right). The light circles represent updrafts, the 
dark circles represent downdrafts and the vectors represent vortex lines. 
Fig. 12. In plane vorticity plotted on top of temperature in the ﬂow ﬁeld averaged over the 0–10 t  (left) and 10–20 t  (right) in the x − y plane at z/h = 0 . 5 (temperature 
scaled between 0.45 and 0.55 T , the color panel is the same as in Fig. 10 ). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the 
web version of this article). 
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Large scale circulations are known to exist in low aspect-
ratio (  < 2) experiments having rectangular and cylindrical
shapes ( Brown et al., 2005; Zocchi et al., 1990 ). Experiments and
DNS in large aspect ratio domains at Ra above transition ( Bailon-uba et al., 2010; du Puits et al., 2007; Xia et al., 2008 ) have shown
hat the planform pattern of the convective cells consists of ran-
om 3,4,5,6-sided polygons. This DNS study was conducted to ex-
lore the structural patterns that characterize RBC in a circular do-
ain of moderate aspect ratio by performing highly resolved sim-
lations in a circular domain of aspect ratio 6.3 at Pr = 6.7 and
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Fig. 13. Images of the temperature ﬁeld scaled between 0.45 and 0.55 T (the color panel is the same as in Fig. 10 ) averaged over 0–20 t  : a horizontal cut plane at z/h = 0 . 5 
and vertical cut planes at 40 °, 100 °, and 160 ° from the x -axis (a), detailed view of the horizontal cut plane at z/h = 0 . 5 (b), and detailed view of the vertical cut plane 160 °
from the x -axis with the average, in-plane velocity vectors superimposed (c). (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the 
web version of this article). 
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K  a = 9.6 × 10 7 . The comparison of several resolution criteria in
ur simulations with the recommended values for RBC conﬁrms
hat our study is well resolved ( Bailon-Cuba et al., 2010; Grötzbach,
983; Scheel et al., 2013 ). 
The referred geometry and set of parameter values were cho-
en to allow direct comparison with a PIV experiment ( Fernandes,
001 ) in which many different states of the convection were sam-
led over several independent realizations, with at least 100 eddy
urnover duration per realization, and in which line averaging and
ime averaging could be done to improve statistical convergence.
n the DNS convergence was improved by averaging over time and
orizontal planes. In lieu of the absence of a similar comparison in
he previously documented numerical studies of Rayleigh–Bénard
onvection, the current comparison carries a substantial value. We
how that good agreement in temperature and velocity statistics
an be obtained between DNS and experimental studies in spite of
 large difference in averaging times. In this study we also eluci-
ate on the methodologies allowing for a meaningful comparison
etween DNS and experimental data obtained with rather different
ata collection techniques. 
Comparison with the experiment conﬁrmed the validity of the
NS with accuracy of 5% for the temperature and vertical velocity
tatistics when the statistics were averaged over horizontal planes
hat spanned the entire domain. The velocity ﬁeld averaged within
 central sub-volume was more sensitive, even showing mean ver-
ical velocity of sign opposite to the experiment, indicating an ef-
ect of the large scale structures. 
The large-scale thermals for this particular conﬁguration orga-
ized into a pattern with a high level of symmetry in the az-
muthal direction. The pattern of the dominant mode is a 120 °
eriodic arrangement of radially oriented up and down motions
aused by roll cells that extend across the depth of the domain.
his spoke-shaped pattern of period-three persists over the entire
uration of the simulation, 615 free-fall times. These patterns are
ery similar to the ones observed by Bailon-Cuba et al. (2010) at a
imilar  and Ra despite the difference in Pr . 
Instantaneously the spoke pattern is imbedded in small scale
urbulence, but still not totally obscured. To extract the spoke pat-
ern from the full turbulent ﬁeld temporal smoothing over differ-
nt time-scales was employed. The structure clearly becomes 3
airs of alternating up and down motions plus a hot rising col-
mn in the center of the domain. This pattern persists even aftermoothing over 20 t  , the entire run time of the simulation. The
ersistence of the azimuthal orientation implies that reorientations
f the spokes occur on extremely slow time scales such that in
ny single experiment or DNS of moderate duration, the underly-
ng circulation biases the results. Moreover, the persistence of the
irection of the central column indicated that the pattern does not
ﬂip” during the DNS, a condition that is needed to sample all of
he states of the RBC. 
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