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Introduction
Earnings forecasts can provide useful information for investors. When investors rely on these forecasts, it is important to have insights into how earnings forecasters * Econometric Institute, Erasmus School of Economics, PO Box 1738, NL-3000 DR Rotterdam, The Netherlands; phone: +3110 4088902; email: debruijn@ese.eur.nl † Econometric Institute, Erasmus School of Economics, PO Box 1738, NL-3000 DR Rotterdam, The Netherlands; phone: +3110 4081273; fax: +3110 4089162; email: franses@ese.eur.nl create their forecasts. Knowledge about the key drivers of the earnings forecasts is relevant as it allows for the analysis of the added value of earnings forecasters.
More precise, one may want to disentangle the part of earnings forecasts that can be predicted using publicly available information from the part involving private knowledge that the earnings forecasters themselves have. In the present paper we will first estimate the first part and then focus on the usefulness of the second part.
That is, to what extent does the contribution of an earnings forecaster lead to more forecast accuracy?
Our present study extends the important study of Stickel (1990) in various dimensions. He investigated whether the change in the forecast by an individual forecaster could be predicted by a change in the average forecast of other forecasters, the deviation of the forecasters previous forecast relative to that total average and the cumulative stock returns since a previous forecast. In Stickel (1990) it is concluded that virtually all explanatory power is associated with the first variable, that is, the change in the average forecast.
We update and extend in several ways. First, we use recent data for the period 1995 to 2011. Second, instead of looking at changes in forecasts we consider the actual levels, in particular as we want to zoom in on the unpredictable part of the forecasts. Third, we allow for the inclusion of more potential explanatory variables in our statistical model. And last, but most importantly, we focus on the added value of the earnings forecasts and seek to derive informative rules to discern the better forecasters from the lesser performing forecasters.
A summary of our findings is the following. A key predictor of the earnings forecasts appears to be the average of all available earnings forecasts concerning the same forecast event. A second predictor is the most recent difference between the individual forecaster's forecast and the average of the currently available forecasts.
As the sign is positive, this means that a forecaster who previously was more optimistic about the earnings of a particular firm can be expected to persist in quoting above-average values. Other variables do have some predictive value in individual cases, but we do not find consistent effects. When we focus on the unpredictable components then one of our key findings is that a larger unpredictable component associates with less forecast accuracy. We also document that alternative weights to these unpredictable components can lead to more accuracy. Separating the data in an estimation sample and evaluation sample allows us to draw our final conclusion which is that past track records of forecasters have predictive value for future track records.
The outline of our paper is as follows. In Section 2 we provide a concise summary of the empirical evidence in the literature. In Section 3 we discuss the data and in
Sections 4 and 5 we present our results. Section 6 summarizes our findings.
Literature review
Earnings forecasts have been the topic of interest for many academic studies. For an extensive discussion of research on earnings forecasts in the period 1992-2007, see Ramnath et al. (2008) . For earlier overviews we refer to Schipper (1991) and Brown (1993) .
One stream of earnings forecasts research has focused on relationships between forecast performance and forecaster characteristics. Performance can be measured by forecast accuracy and by forecast impact on stock market fluctuations. The characteristics of these performance measurements have been related to timeliness (Cooper et al., 2001; Kim et al., 2011) , the number of firms that the forecaster follows (Kim et al., 2011; Bolliger, 2004) , the firm-specific experience of the forecaster (Bolliger, 2004) , age (Bolliger, 2004) , the size of the firm for which the forecasts are created and the size of the company where the forecaster works (Kim et al., 2011; Bolliger, 2004) , and whether the forecaster works individually or in a team (Brown and Hugon, 2009) .
A second stream of research concerns the behaviour of an earnings forecaster and how it is related to what other forecasters do. In particular, herding behaviour is considered, which occurs when forecasters produce forecasts that converge towards the averages of those of the other forecasters. There have been efforts to categorize earnings forecasters into two groups, corresponding to leaders and followers or to innovators and herders (Jegadeesh and Kim, 2010; Clement and Tse, 2005) . This is relevant for many reasons as such different forecasters may consult different sources of information, which in turn can be useful for investors to incorporate this information into their investment decisions. Indeed, a leading or innovative forecaster is perhaps more useful than a herding forecaster. This does not directly imply that leading forecasts are also more accurate, as it is documented that accuracy and the type of forecaster are not necessarily related. In fact, it has been documented that the aggregation of leading forecasts is a fruitful tactic to produce accurate forecasts (Kim et al., 2011) .
Recently, Clement et al. (2011) (2012) also look at how earnings announcements affect the stock market, where these authors focus on how mandatory IFRS adoption has moderated this effect. Sheng and Thevenot (2012) propose a new earnings forecast uncertainty measure,
which they use to demonstrate that forecasters focus more on the information in the earnings announcement if there is more dispersion in the available earnings forecasts.
In sum, earnings forecasts have been studied concerning their performance and a few of their potential drivers. In this paper we extend the knowledge base by considering many more drivers of earnings forecasts, while we pay specific attention to the relevance of the unpredictable component of earnings forecasts.
For our study we go back to Stickel (1990) and seek to extend this important study in various dimensions. In that paper it is concluded that in a statistical model for predicting changes in earnings forecasts the key explanatory variable is the change in the average of all other forecasts. We extend this study by considering more and more recent data and also by including more variables in a model for the levels (and not the changes) of earnings forecasts. A key extension however is that we use the statistical model to disentangle the predictable component from the unpredictable component, and then we zoom in on the latter component. We do so to see to what extent the unobservable knowledge of forecasters contributes to the quality of the earnings forecasts. Also, we aim to examine if forecasters who successfully rely on their knowledge do so persistently. That is, is a past successful track record an indicator for future success?
Data and sample selection
Our data have been collected from WRDS 1 , using the I/B/E/S database for the analyst forecasts and the CRSP data for the stock prices and stock returns.
Concerning the earnings forecasts, we have collected data for all firms which have been part of the S&P500 during the period 1995 to 2011. Sometimes the sample size was too small, and in other cases we could not properly link the forecasts with the firms, so in the end we have useful information concerning 316 firms with some 270000 earnings forecasts. We focus on the within-year annual earnings forecasts, that is, the forecasts that are produced to forecast the earnings of the current year.
The structure of the data is illustrated in Figure 1 . This figure shows an x for the moment when a forecaster makes a forecast available, which is not necessarily the same moment that other forecasters give their quotes as not all forecasters have the same frequency of quotes. This figure also shows the variables which we measure at the highest frequency and these are the daily observed stock returns. Finally, this figure shows vertical lines depicting the moments of the earnings announcements, at which point the realization occurs of the variable that is to be forecasted. We only use the within-year earnings forecasts, which means that we only include forecasts for the next upcoming annual earnings announcement, and hence we abstain from forecasts for year T made in year T-1.
Some descriptives of the data are shown in Table 1 . The data until and including 2005 cover the estimation sample, and the data from 2006 onwards constitute the evaluation sample. We make this distinction in order to examine if past track records have predictive value for future track records. And, we also want to see if estimated parameters in the estimation sample provide reasonably constant inference in a postestimation period.
All data are used to create and evaluate the statistical models for the earnings forecasts. For that purpose we have data on 18338 forecasters and more than 270000 forecasts, with the latter about equally spread over the estimation and evaluation samples. When it comes to forecaster-specific regressions and correlations, we need enough data points to run these computations, and then our sample size drops to about one-third of the forecasts. Still, this is a large database and therefore we are confident that our results below are informative.
Predicting earnings forecasts
To create the unpredictable components of earnings forecasts, we first have to create the predictable components. For this we put forward a statistical model to predict earnings forecasts using information publicly available up until the day before the publication of the earnings forecast. In this section we first introduce the statistical model that we use to make predictions of the earnings forecasts. We present the explanatory variables and the relevant estimation results. Next, we apply a correction method to account for the firms for which we have a small number of forecasts.
The statistical model
For predicting the earnings forecasts we use a linear regression model. The list of explanatory variables is presented in Table 2 .
Following Stickel (1990) , we expect earnings forecasters to look at the recent forecasts of competing forecasters. We thus include in our model the average of all most recent forecasts across individual forecasters. Note that we only include forecasts that have been made within the same year for the same forecast event.
We also include in our model several variables that are related to this average forecast. First, the average forecast may contain more useful information when it is based on a larger number of forecasters. To see whether this holds true, we include an interaction term of the average forecast with an indicator function that is 1 if the number of forecasters is below 10 and that is 0 otherwise. The contribution to the fit of average forecast may also increase when the moment of the actual announcement of the true value of the earnings comes closer. We therefore include an interaction term with an indicator function which is 1 when the data concern the last two weeks before the announcement, and 0 otherwise. The final explanatory variable related to the average forecast is the day-to-day change in this average forecast. Indeed, when the average forecast has increased on one day, then individual forecasters could be tempted to extrapolate this growth to the next day.
The second set of explanatory variables concerns the own previous forecasts of a forecaster. We include the most recent forecast and the difference between this previous forecast and the average forecast at that particular moment in time. These two variables can allow for persistence in the opinions of a forecaster, implying that forecasters can be more optimistic or pessimistic for some period of time.
Finally, the third set of explanatory variables concerns the stock market. We include the most recent stock price of the firm for which its earnings are predicted.
Also, recent changes in the stock price can be relevant, and for that purpose we include the daily returns and the returns relative to the most recent moment when an individual forecaster produced a forecast. Next to these three firm-related stock prices, we include similar variables for the entire S&P500 stock exchange.
We estimate the parameters in the regression models using Ordinary Least Squares (OLS) for data for each of the 316 firms, and summaries of the estimation results across these 316 firms are presented in Table 3 . The first five columns show results on the OLS based estimates, including the mean of the estimated parameters, the median and their standard deviation and also the 5% and a 95% percentiles of these estimates. The next two columns concern a summary of the standardized estimates, which are the estimates that are found if the variables are first all standardized by subtracting the mean and scaling the variance to 1. Such standardized estimates can be helpful when comparing the contribution of each of the variables to the overall fit. In the last column of Table 3 we present these contributions as percentages.
The results in Table 3 show that, on average, the coefficient of the recent average forecast is about 1. The distribution of this effect across firms, indicated by standard deviation and percentiles) indicates that the sign of this effect is consistently positive.
When we scroll down the table, we see that none of the other variables have this property. Also, looking at the contribution to the fit, it is clear that the average forecast is most important, and that the previous forecast and its difference to the average forecast are a distant second and third useful explanatory variable.
To continue with these regression models, Table 4 shows summary statistics on the t-statistic values for each of the explanatory variables. The last column of this table shows that all variables are significant for at least 20% of the firms, but it also repeats the finding that most of the variables are not consistent in the sign of their effect (and thus, the sign of their t-statistic). Again, the average forecast is seen to be most relevant as it is associated with the largest percentage of significant cases.
Additionally, the difference of the previous forecast to the average stands out with a higher percentage significant and a high median value of the t-statistic (78% of the cases).
Correcting for small sample sizes
The results in Tables 3 and 4 show that various explanatory variables do have a statistically significant effect, but at the same time this effect does not have a consistent sign. The latter causes the finding in Table 3 that on average these effects are equal to 0. Now it could be that this finding is a small-sample effect, as for some firms we only have a small number of earnings forecasts.
To correct for these small sample sizes, we employ the following method that is detailed in Appendix A. This method amounts to an assumption that the collection of firm-specific (population) parameters for one of the variables corresponds to a normal distribution. Suppose that the parameters of this distribution are known. As a consequence, there are two sources of information for the value of each individual estimated parameter, and these are the estimated OLS coefficient and the parameters of this common distribution. The optimal choice is a weighted average of these two values, with weights determined by the standard error of the estimated coefficient and the standard deviation of the underlying distribution. For firms with only a few observations, the weight for the estimated coefficient most likely will be low, and the best estimate will thus be relatively close to the mean of the common distribution.
On the other hand, for firms with many observations the weight of the estimated coefficient will be high and the best estimate will not deviate much from the OLS estimated parameters.
In our application, we of course do not know the values of the common distribution in advance. We therefore apply an iterative process. First, the two parameter values are initialized on the sample mean and standard deviation of all OLS estimates.
Then, we adjust the estimates using the weights. After adjustment, we use the weighted mean and weighted standard deviation to construct a new value of the two parameters, with weights equal to the reciprocal of the estimated standard error. This is again followed by a new adjustment of the estimated parameters, and then again the calculation of a new set of parameters. We do this until convergence.
When we apply this method we obtain the summarized results in Table 5 . Comparing the numbers in this table with those in Table 3 , we can see that the average and median values have not changed much. In contrast, and as expected, the standard deviation and the width of the 90% interval have clearly decreased. There are now more variables that are (almost) consistent in their estimated sign, and among them are the parameters for firm-specific stock price and the S&P500 stock market index. At the same time, however, the contribution to the fit as reported in the last column has stayed about the same.
To conclude, whether we employ a small-sample correction or not, the key result is that the recent past average forecast is the main explanatory variable for current earnings forecasts. At the same time, for many individual cases (out of the 316 cases) we find various other variables to be relevant, and we will use these variables in our analyses below. Like Stickel (1990) we find that earnings forecasts can be predicted, and as such we substantiate these earlier findings.
The estimation results for the statistical models so far are informative in their own right, but for our present study they mainly serve to each time disentangle a predictable component from an unpredictable component. This last component will become the focus of our interest in the rest of this paper.
How useful are the predictable and unpredictable components?
Now we have seen that earnings forecasts can be predicted to quite some extent, we will now analyse to what extent earnings forecasters add some value to the statistical model that can be constructed using publicly available data. We adopt three focus points. The first concerns all forecasts, then we see if we can evaluate individual forecasters against each other, and finally we consider the forecasts from the same forecaster and compare these with his or her own other forecasts.
All forecasts
We start with an examination of the predictive accuracy and compare the performance of the forecasts of the earnings forecasters (which are of course equal to the sum of the predictable and unpredictable components) with the statistical model forecasts (which are just the predictable components). Next, we zoom in on the size of the unpredictable components and examine if larger deviations from the statistical model forecasts are better or not. Finally, we look at whether we can use the unpredictable component in an alternative and perhaps better way by using different weights.
5.1.1. Do earnings forecasts improve on statistical model forecasts? Table 6 shows some statistics on a newly created variable that seeks to highlight the differences across the two sets of forecasts. This variable is the median value (across 316 firms) of the ratio of squared earnings forecast errors over squared model forecast errors. The difference between these two sets of forecasts is the unpredictable component, so if this performance ratio is different from 1 in either direction then that must be due to this unpredictable component. The table presents this median ratio for both the estimation sample and the evaluation sample. In the evaluation sample we use the model parameters as they have been estimated using the estimation sample.
The bottom panel of Table 6 shows that the performance ratio is below 1 in about 65% of the cases. Hence, for 65% of the 316 firms, the earnings forecasts created by the earnings forecasters provide more accuracy than the predictable component from the statistical model. The results across the estimation sample and the evaluation sample are similar. Note that this thus means that for 35% of the firms one could easily rely on the statistical model forecasts. Table 7 concerns the outcomes for the same ratio, but now for different parts of the year. These parts correspond with the four periods between the quarterly announcements and the three periods around the quarterly announcements (except for the quarterly announcement that coincides with the yearly announcement). The results in this table show that the performance ratio increases throughout the year, meaning that the unpredictable component leads to more accuracy in the beginning than towards the end. This might be due to an increase in the accuracy of the statistical model simply because the predictable components are then based on more observations and thus the sample period which may require added expertise from the earnings forecaster becomes smaller. All in all, we can conclude that the earnings forecasters can substantially contribute to the quality of the final forecasts, which is most obvious from the two bottom rows in Table 7 .
5.1.2. Is there an optimal size of the unpredictable component?
As the unpredictable component does seem to help for improved forecast accuracy we now want to know what kind of added value of an earnings forecaster makes the difference. For this, we regress the squared earnings forecast error on a constant, on the unpredictable component and on the squared unpredictable component. We do this three times, once using the raw data and twice using two standardization approaches. Standardization might be relevant as it may occur that earnings are difficult to forecast as the data may be unstable, and this could then have an effect on both the squared earnings forecast error and the unpredictable components. The first standardization employs the variance of the predictable component for a firm, whereas the second considers the variance of the unpredictable component. The results are presented in Table 8 .
The left-hand columns of Table 8 show the unstandardized results, while the other columns concern the standardized results. In all cases, even across the estimation and evaluation samples, the result for the squared unpredictable component is the same. That is, the larger is the squared unpredictable component, the larger is the squared forecast error of the earnings forecast. So, in general, earnings forecasts that
are close to what a statistical model would predict are most accurate.
The story for whether an earnings forecast is better off by being higher or lower than the predictable component is not so clear, as can be seen from the right-hand side columns of Table 8 . Using no standardization or the first standardization suggests that negative unpredictable components perform better (see the positive parameters on UC). However, the second type of standardization gives no relationship (in the estimation sample) or the opposite relationship (in the evaluation sample).
In all cases, however, the parameter for U C 2 stays close to 1. So, we do not find evidence that systematically adjusting upwards or downwards leads to more accuracy. We also include interaction terms with the time until the announcement, as forecasts just before the announcement might have already incorporated all information into the predictable component, and as such leaving not much room for extra expertise of the earnings forecaster.
How useful is the unpredictable component?
Several results in this table are interesting. The estimated parameters for the predictable and unpredictable components in the estimation sample seem to suggest that they need to be made more important than what they are in the actual forecast.
In the latter their weights are equal to 1 by construction, but the table suggests that alternative weights could be beneficial. Note that these larger weights are downplayed by the interaction terms with the number of forecasts and the time until announcement, which are two variables that are both strictly positive and have an associated negative parameter estimate. To visualize this findings, consider Figure 2 which shows the effective parameters for both components throughout the year, both in the estimation and in the evaluation sample. This figure demonstrates that the optimal weight for each of the components is always below 1. For the predictable component, the contribution is relatively stable throughout the year, whereas for the unpredictable component the contribution is highest at the beginning of the year.
Another result from Table 9 is that the predictable component parameters are all estimated more accurately than their unpredictable component counterparts. Also, and not unexpectedly, the estimation results are more reliable in the estimation sample than in the evaluation sample.
These results altogether suggest that the optimal contribution of the unpredictable component can be less than 1. Hence, in other words, perhaps the earnings forecasters are adding too much of their unobservable expertise on top of what a statistical model already could achieve. This is not to say that the contribution of this expertise should be set at 0, as the results in percent, which is not that much. On the other hand, the median R 2 using only the predictable variables is already around 90% so there is not much left to be explained.
To complete our story on weights of the two components that could constitute an accurate forecast, we look at the comparison of the accuracy of optimally weighted forecasts to its constituent earnings forecasts and statistical model forecasts, and we report the results in Table 11 .
From this table we see that the ratios that include the errors of the optimal forecast (OFE) are smaller than 1 for the samples for which the optimality is based on the parameters in the estimation sample for the estimation sample data or on the parameters found in the evaluation sample for the evaluation sample data. In contrast, when we use the estimation sample parameters for the evaluation sample data, the relevant ratio is larger than 1 compared to both the model forecast and the earnings forecast. This suggests that the optimal weights do not yield a stable performance over time and that they apparently need to be re-estimated on a regular basis.
Comparison across forecasters
The final part of our empirical analysis concerns an examination into which properties of individual earnings forecasters make them to display superior forecast performance. We first look at the key aspects that make earnings forecasters outperform a statistical model, and next we zoom in on optimal properties of the added expertise of the forecaster.
How to find outperforming earnings forecasters?
To investigate which earnings forecasters do best, we introduce a new measure, which is the balanced relative difference defined by BRD(E, P ) = EF E 2 −P CE 2 EF E 2 +P CE 2 , where EFE refers to the forecast error of the earnings forecaster and PCE refers to the forecast error of the predictable component. The variable to be explained concerns the data in the evaluation sample. Table 12 presents the results of a regression of the balanced relative difference between the earnings forecasts and the predictable component thereof (in the evaluation sample) on an intercept, the ratio of the squared unpredictable component to the squared predictable component and three balanced relative differences. These latter three variables are the BRD(E,P) itself and the BRD(U, P ) = U C 2 −P CE 2 U C 2 +P CE 2 and the BRD(O, P ) = OF E 2 −P CE 2 OF E 2 +P CE 2 , where UC denotes the unpredictable component and OFE refers to the optimal forecast. Three variables show significant results. First, the BRD(E,P) in the evaluation sample is significantly related to its previous value in the estimation sample. So, the past track record seems to have predictive value for the future track record. Next to this, the previous value of the relative size of the unpredictable component to the pre-dictable component and to the previous value of BRD(E,P) also contain predictive information.
These results suggest that the forecasters who will predict best in the evaluation sample are those that have predicted best in the estimation sample (autoregressive), who have a small unpredictable component relative to the predictable component and who have a small unpredictable component relative to the error of the predictable component. Of these three, the autoregressive type variable has the highest statistical significance.
We can now use the above regressions to produce forecasts for the median balanced relative difference of each forecaster. Next, we can then compare the actual errors of the 50% forecasters that who we predict to have the best performance to the 50% forecasters who we predict to perform the worst. The ratio of the median squared error of the best 50% to the median squared error of the worst 50% turns out to be 0.600. Also, the predicted probabilities of having a negative balanced relative difference, which are the probabilities of outperforming the statistical model, are on average 80.8% and 61.9% for the best and worst half, respectively. This indicates that it is indeed possible to select a subset of all forecasters who will perform better in future.
Which forecasters have most expertise?
We use a similar approach to investigate whether it is possible to select forecasters who have more useful information in their unpredictable component, where we define this situation as where the optimal forecast performs best. We again use balanced relative differences. The variable to be explained now is BRD(O,P) in the evaluation sample. The results are presented in Table 12 in the right-hand side panel.
Again, the autoregressive type variable is statistically most significant, whereas the other two significant regressors are the other two balanced relative differences, that is, BRD(U,P) and BRD(E,P). Hence, the forecasters with the most useful information (meaning low values of BRD(O,P)) in the evaluation sample are those with the most useful information in the estimation sample, who are most accurate in the estimation sample and, surprisingly, who have a large unpredictable component.
When we compare the actual optimal forecast errors of two groups that are predicted to have the most and the least information, we get that the relative median squared optimal forecast error is 0.566. Hence, it is indeed possible to select a subset of the forecasters that contains those who have more informative unpredictable components.
Do the best performing forecasters have most expertise?
One may now wonder if there is an overlap between the best-performing forecasters and those who have most (unobservable) expertise. To investigate this, we calculate the hit rate, which is the percentage of cases in which a forecaster is categorized in the same cluster for both measures. It so turns out that this hit rate is 85.4%, which to us indicates that the question in the title can be answered affirmatively.
Comparison within forecasters
In this last subsection, we take a look at individual forecasts and compare their properties to other forecasts by the same earnings forecaster. Indeed, a large unpredictable component might be much more surprising if produced by a forecaster who usually has small unpredictable components than if produced by someone else who usually has large unpredictable components. In the first case, this single forecast may be based on unique and important information, but it might also mean that the forecaster quoted at random.
We compute for each forecaster the correlation between the size of the unpredictable component and the three balanced relative difference variables, which are BRD(E,P), BRD(O,P) and BRD(O,E), of which the latter is defined as
OF E 2 +EF E 2 . This last measure can be interpreted as how much the earnings forecaster could improve his forecast if he would optimally use his available information. As measures for the size of the unpredictable component we use both |U C| and U C 2 . A summary of the results across all forecasters is presented in Table 13 . This finding may be due to unstable weights over time.
Overall, we find that in general small-sized added expertise of an earnings forecaster to a statistical model forecast is beneficial. At the same time, when an individual forecaster with a track record of small-sized added expertise suddenly makes large adjustments, then this usually leads to an increased accuracy of the earnings forecasts.
Conclusion
Earnings forecasts are an important factor in the decision making process of investors. In this paper we have shown that earnings forecasts can be predicted, which allows investors to already incorporate the predictable part in their investment decision. Furthermore, we also show that the unpredictable part of an earnings forecast can be used. One way to use it, is to improve the forecast based on just the predictable part. This is especially beneficial in the beginning of the year. Another use of the predictable and unpredictable components concerns the selection of earnings forecasters, which can be relevant if an investor wants to ignore the forecasters with a poor track record. We have shown that there is persistence in the performance of forecasters compared to the predictable component, that is, earnings forecasters who perform better in our estimation sample, also perform better, on average, in the evaluation sample. Similarly, the information in the unpredictable component, that can be used to improve the optimal forecast, is also persistent, that is, earnings forecasters whose unpredictable components are more useful in the estimation sample also have this property in the evaluation sample.
In general, large unpredictable components seem to be a bad sign, as they are associated with large relative forecast errors. This is not the case if the earnings forecaster normally produces small unpredictable components. In that case, a large unpredictable component is a sign of both good performance and more useful information in this unpredictable component.
A. Small-sample error correction method
In Section 4 we use a model to predict earnings forecasts, including a correction to account for small-sample error. In this appendix, we present the mathematical definition of the model.
We will describe the regression by using the familiar notation
with subscript i denoting the individual forecaster, j the firm for which the earnings are forecasted and t the day on which the forecast is produced. The parameter coefficients are denoted by β j , which is a vector consisting of β j,k for k = 1, .., K, one parameter for each variable in X i,j,t . We will let the vector of coefficients differ per firm, but not per individual nor for different time periods. Also, the error variance σ 2 ε,j differs per firm. This is the model without the small-sample error correction. Now we introduce the small-sample error correction, for which we use a latent variable model for β j . We can use this latent variable model to correct estimates that have been estimated with a small number of data points and which are thus less accurate and more prone to outliers. These estimates can be adjusted towards the overall mean of that respective parameter, and we do that in such a way that estimates based on more than thousand observations are hardly affected. As a necessary assumption for this model we use
which means that the latent parameter vector β j (the estimated parameters for firm j) is related to the overall mean parameter vector β * . For simplicity, we will assume the covariance matrix Σ β to be diagonal. Then we employ the following steps:
1. The elements of β * and Σ β are estimated by taking the weighted average and weighted variance of all individual estimates.
2. We update each individual estimate by taking a weighted average:
The weights are calculated using the inverses of the latent variable standard deviation and the standard error of the regression, as these determine how accurate both sources of information on the β j,k estimate are.
We will repeat (3) and (4) until convergence. Stock Returns S&P500 The daily stock market returns of the S&P500
Tables and figures
Cumulative Stock Returns S&P500 Stock market returns of the S&P500 since the day of the previous forecast by this forecaster Table 3 : A summary of estimation results of forecasting earnings forecasts. Results are for the estimation sample, which amounts to 316 firms, 18338 forecasters and 146319 forecasts. The variable to be explained concerns the earnings forecasts. As explanatory variables we include the variables mentioned in Table 2 . The regression is run individually for each firm, and the table shows statistics which summarize these results. The first five columns contain summary results on the regular parameter estimates (average, median, standard deviation and bounds of a 90% interval). The last three columns show results for the standardized estimate, which is included to compare contributions to the fit. The standardized estimate is defined as the estimate that would have been obtained had the regressor been standardized beforehand (which is a transformation to having an average of 0 and a standard deviation of 1). Table 4 : A summary of t-statistics when forecasting earnings forecasts. Results are for the estimation sample, which amounts to 316 firms, 18338 forecasters and 146319 forecasts. The variable to be explained concerns the earnings forecasts. As explanatory variables we include the variables mentioned in Table 2 . The regression is run individually for each firm, and the table shows statistics which summarize these results. Cumulative Stock Returns S&P500 -0,110 1,196 26,7% Table 5 : A summary of estimation results of forecasting earnings forecasts, after using the correction method to account for small-sample error. Results are for the estimation sample, which amounts to 316 firms, 18338 forecasters and 146319 forecasts. The variable to be explained concerns the earnings forecasts. As explanatory variables we include the variables mentioned in Table 2 . The regression is run individually for each firm, and the table shows statistics which summarize these results. The first five columns contain summary results on the regular parameter estimates (average, median, standard deviation and bounds of a 90% interval). The last three columns show results for the standardized estimate, which is included to compare contributions to the fit. The standardized estimate is defined as the estimate that would have been obtained had the regressor been standardized beforehand (which is a transformation to having an average of 0 and a standard deviation of 1). The correction method is based on the assumption of an underlying normal distribution out of which each parameter (for the different firms) is drawn. This provides additional information on the firm-specific estimate especially in the case when the firm has only a few observations. we can predict using a statistical model. This ratio shows whether the inclusion of the unpredictable component results in an improvement or not. The last two rows show the average and median for the percentage of the forecasts for which the ratio is smaller than 1. We show results for 18338 forecasters across 316 firms, for a total number of 272970 observations spread over seven periods in the year leading up to the earnings announcement. The seven periods roughly correspond to the periods around the quarterly earnings announcement (excluding the fourth quarter, which coincides with the announcement of the earnings of interest) and the four periods in-between. Percentage < 1, average 69,7% 72,3% 64,4% 66,6% 60,2% 62,1% 58,1% Percentage < 1, median 69,0% 71,8% 62,8% 66,2% 60,0% 62,1% 57,1% Table 8 : Regression of squared forecast error of the earnings forecasts on the unpredictable component and its square:
Estimate

We do this for all 316 firms and 18338 forecasters simultaneously in two regressions, one for the estimation sample (n=146319) and one for the evaluation sample (n=126651). Next to OLS estimation of the above linear model, we also use two standardization methods to account for firm differences in the size of earnings and the uncertainty of earnings. Table 9 : A summary of results of the regression of the actual earnings on predictable and unpredictable component variables: Actual = α + βP CV + γU CV . P CV does not include only the predictable component itself, but also interaction terms of the predictable component with logNF, the logarithm of the number of forecasts on which Average Forecast is based at that moment, and with logTUA, the logarithm of the number of days until the announcement. In a similar way U CV is based on the unpredictable component and interaction terms of the unpredictable component with logNF and logTUA. We run these regressions for each firm separately (of the 316 firms) but pool the results of all 18338 forecasters. The total number of observations in the regressions across all firms is 146319 in the estimation sample and 126651 in the evaluation sample. We present several statistics (average, median, standard deviation, 90% interval) on the estimated parameters and also the average and median of the standard error of the parameters. , the squared error of the optimal combination of the predictable component and unpredictable component variables. We calculate these median ratios for each firm separately (of the 316 firms) but pool the ratios of all 18338 forecasters. The total number of observations across all firms is 146319 in the estimation sample and 126651 in the evaluation sample. We calculate some ratios in the evaluation sample twice: once with the weights (used in the construction of the optimal forecast) as estimated in the estimation sample, and once using weights based on the evaluation sample itself. The results for the regressions to predict better analysts in the evaluation sample using variables in the estimation sample. This is based on 1835 forecasters (since we only include forecasters with a minimum of 10 observations in both sample periods) with a total of 52236 forecasts in the estimation sample and 36403 forecasts in the evaluation sample. We put the data across all firms in one regression. We use two interpretations for what a better earnings forecaster is: a forecaster who has a smaller forecast error compared to the predicted component ("better performing") and a forecaster whose associated optimally constructed forecasts have smaller forecast errors compared to the predicted component error ("having more information"). These might overlap if the forecasters with more information also use them well (so if the optimal forecast is similar to the earnings forecast), but there could also be forecasters that do not use their information well, which is why we separate these measures. In these regressions we use the balanced relative difference: BRD(x, y) = 
