Introduction
In these short notes we explain how to derive the following size estimate in scalar curvature geometry for contracting maps. A C 1 -map f : V → W between Riemannian manifolds V and W is ε-contracting when Df (v) ≤ ε · v for any tangent vector v ∈ T V . 1-contracting maps are called contracting maps.
Theorem (Contractions and Scalar Curvature) For n ≥ 2, let M n be a compact manifold with boundary ∂M n and f : (M n , ∂M n ) → (S n , {p}) a C 1 -map of non-zero degree mapping a neighborhood of ∂M n to p ∈ S n . Then, there is some σ n ≥ 1, that depends only on n, so that for any metric g on M n making f a contracting map:
(1) scal(g)(z) ≤ σ n , in some point z ∈ M n , where scal(g) denotes the scalar curvature of the smooth Riemannian metric g.
This result was previously known in, what will henceforth be called, the classical cases where M n either admits a spin structure or it has dimension n ≤ 7 [GL1] ,Ch.12. The dimensional constraint arises from the use of minimal hypersurfaces in the non-spin case. These hypersurfaces can carry difficult singularities, occurring in dimensions ≥ 8, which could not be handled by classical means.
Our extension to the general case is a simple application of scalar curvature splitting theorems. (For the purposes of this paper the basic version derived in [L1] , Th.1 and the naturality theory [L2] , Th.3 are sufficient.) Roughly speaking, such splitting results shift arguments involving (potentially singular) minimal hypersurfaces back into an entirely smooth scenario.
Applications One may think of (1) as a version of the fundamental Jacobi field estimates along geodesics used in positive Ricci curvature geometry to derive classical results like the Bonnet-Myers theorem. Similarly, (1) implies largeness constraints, now for scal > 0-geometries. We give some basic examples. Recall, that a compact n-manifold is called enlargeable if for any ε > 0 there is an orientable covering admitting an ε-contracting map onto the sphere S n , i.e. a C 1 -map with Df (v) ≤ ε · v for all tangent vectors v, constant at infinity and of non-zero degree. The Theorem implies extensions of the following result [GL1] ,Th.12.1, [GL2] ,Th.A, [LM] , Th.5.5 from the classical to the general case, without changes.
Corollary 1 (Geometry of Enlargeable manifolds) An enlargeable manifold cannot carry scal > 0-metrics. If it carries a scal ≥ 0-metric, then is covered by a flat torus.
Since the torus T n is enlargeable, the connected sums T n #N n with any compact manifold N n are also enlargeable. Hence, we get the following observation one may paraphrase as follows: there is no general mechanism to locally deform a manifold increasing its scalar curvature, even under topological changes. By contrast, we can locally decrease the scalar curvature [L1] .
Corollary 2 (Non-Existence of S > 0-Islands) There exists no complete Riemannian manifold (M n , g) such that:
• scal(g) > 0 on some non-empty open set U ⊂ M n , with compact closure.
•
It is well-known, from [L3] , that this result is equivalent to the Riemannian version of the positive mass theorem.
. That is, there is a decomposition M = M 0 ∪ M ∞ , with M 0 compact, and M ∞ , the end of M, diffeomorphic to R n \B R (0), so that this diffeomorphism defines coordinates
where ν = (ν 1 . . . ν n ) is the outer normal vector to ∂B R , is non-negative. Moreover,
In a more topological direction, we recall a conjecture related to the Borel conjecture saying that a manifold representing a non-trivial homology class in an aspherical manifold cannot carry any S > 0-metric. This has been settled in the classical cases cf. [GL1] , Th.13.8. As before, these methods immediately extend to the general case.
Corollary 4 (Homology of Sec ≤ 0-Manifolds) Let M n be a compact manifold which admits a sec ≤ 0-metric and N k ⊂ M n be a submanifold with
Remark 1. The present paper gives a more topological argument for the Riemannian positive mass theorem than the one given in [L4] . Moreover, these methods allow us to simplify our proof of the space-time positive mass theorem [L5] without prior reduction to the Riemannian case or, stated differently, we can cover the Riemannian and the spacetime case at once.
2. In recent preprints, [CS] and [SY], the authors announce rather different and more classically analytic arguments to address similar results. At any rate, we agree on the statement in [SY] that for such basic results it is valuable to have independent approaches. 3. The present paper is based on the potential theory on singular minimal hypersurfaces and their hyperbolic unfoldings [L2] . We use splitting techniques from [L1] and we assume some basic understanding of these methods and their terminology.
As already noted, the corollaries are well-known consequences of our main theorem discussed, for instance, in [GL1] and [L3] and we refer to these references for further details. The rest of this paper is devoted to the proof of the Theorem.
The General Setup
We start with a compact Riemannian manifold (
) with boundary ∂M n , so that S(g) ≥ σ, for some σ > 0 and some contracting map f : (M n , ∂M n ) → (S n , {p}) of non-zero degree mapping a neighborhood of ∂M n to p ∈ S n . We show inductively that this implies the existence of the following structures in all dimensions i, with 3 ≤ i ≤ n.
We get three series of spaces
They are defined in a way that resembles exact sequences in homological algebra.
where, in our case, A ⊲ B ⊲ C means that C is determined from A and B.
In dimension n we choose
are geometrically regularized subsets of, in general, singular Plateau solutions P i defined in M i+1 . In turn, the M i are smooth extensions of the M i ⊚ homologous to the Plateau solution P i . They give mapping degrees for maps onto the sphere S i a proper sense but there is no control for the curvature on
In turn, to define the M i ⊚ we apply the splitting theorem, [L1] , Th.1.
Definition of
where the boundary ∂D i−1 can be assumed to be very close to p i , but p i ∈ D i−1 and f i is transversal to D i−1 and ∂D i−1 . We get an area minimizing Plateau solution P i−1 homologous to f
and with the boundary f
Due to standard boundary regularity results we know that near the smooth boundary f −1 i (S i−2 ) the solution P i−1 is smooth. Then, and this is where we use the conformal splitting theorem, [L1] , Th.1, we can modify P i−1 to define M i−1 ⊚ and, from this, the extension M i−1 homologous to P i−1 . These details are explained in the following chapter.
Definition of f i−1 : We consider the contracting spherical crushing map c i :
given by c i ((x 1 , . .., x i+1 )) = (x 1 , ..., 
The definition of the ϕ i−1 is related to that of M i and it will be postponed to chapter 4. The weaker condition ϕ i · S(ϕ i · g M i ) ≥ σ, compared to S(g M n ) ≥ σ, has the advantage to survive the dimensional descent we use here.
Final Conclusion and Summary:
We run this process until we reach dimension 3. A simple adjustment allows us to continue to dimension 1 where we argue using ordinary differential inequalities to find an upper bound for σ depending only on n. The overall setup deviates from the classical one in [GL1] ,Ch.12 in several ways. We incorporate singular Plateau solutions P i and regularize P i , in a geometric step, to M i ⊚ and, in a topological one, to M i . The step from P i to M i ⊚ is not compatible with the symmetrization procedure in [GL1] ,Ch.12 and we replace it, even in low dimensions, for a direct conformal deformation.
Henceforth, we denote the collection of the i dimensional data M i ⊚ , M i and P i with the maps f i and ϕ i by C i and the transition from C i to C i−1 by ⊲.
Conformal Splittings and C
We start with the basic step C n ⊲ C n−1 . For the given compact Riemannian manifold (M n , g) with S(g) ≥ σ and the contracting map f : (M n , ∂M n ) → (S n , {p}) we choose a lower hemisphere D n−1 ⊂ S n with boundary ∂D n−1 = S n−2 , so that ∂D n−1 is close to p, but p ∈ D n−1 and we may assume that f is transversal to D n−1 and ∂D n−1 .
We get an area minimizing Plateau solution P n−1 homologous to
with the boundary f −1 (S n−2 ). It may happen that P n−1 hits ∂M, but this does not cause problems since f n−1 maps also a neighborhood of P n−1 ∩ ∂M the new basepoint p n−1 . Thus, in our present argument we can assume that P n−1 ∩ ∂M ⊂ ∂P n−1 . (In these places the regularity of P is not needed.) Since P n−1 is area minimizing we have A ′′ (f ) := Area ′′ (f · ν) ≥ 0 for any smooth infinitesimal variation supported away from the singular set Σ P ⊂ P and the boundary f · ν of P \ (Σ P ∪ ∂P ), where ν is a unit normal vector field, (we may assume M is orientable). A direct computation shows:
Thus for a Hardy S-transform A we get
for some (largest) constant λ A > 0. In particular we get on P \ Σ P the ground state for the S-adapted Schrödinger operator L(P ) := − 4(n−1) n−2 △ + scal(g| P ) − scal M , that is, a smooth function ψ > 0 with ψ ≡ 0 on ∂P and with
This observation and growth estimates for such functions ψ from [L2] , Th.6 are the basis for the following result which is a version of [L1] , Th.1 in the case i = n − 1. The cases 3 ≤ i < n − 1, where we first need to define appropriate Plateau solutions will be proved inductively. 
Remark 3.2 In the following argument ε > 0 is a parameter we gradually shrink to a tiny value. For i ≤ 7, we choose U ε = ∅ and
i is the relative version of the general observation that for any closed manifold
. Namely, for any α ∈ H n−1 (X, Z) and any smooth map f : X → S 1 that represents the homotopy class in [X, S 1 ] associated to α, the smooth preimage f −1 (c) of some generic c ∈ S 1 represents α.
For the induction step C i ⊲ C i−1 , i < n, we start from M i . We observe that 3.1 does not control for the curvatures on M i \M i ⊚ . However, the area minimizing Plateau solution P i−1 homologous to f To this end, we may assume, after selecting one of its components, that ∂M i ⊚ is connected. For small ε > 0, we may assume that
intersection is transversal in all regular points due to the strict maximum principle and there are two cases where ∂M i ⊚ plays the role of an either repelling or attracting end:
Attracting Ends Otherwise, we may assume that
Then, for small ε > 0 and any m ∈ Z ≥1 , we get, using the strict maximum principle another time:
• an at least locally area minimizing Q 
One may compare this case with that of a geodesic ray on a surface approaching a closed geodesic in a gradually narrowing spiral.
We observe, for ε > 0 small and m large enough, starting and counting backwards from ∂Q 
We apply 3.1 to the possibly singular ∂M towards infinity, which keeps the scalar curvature condition (7) below up to a factor ∈ (1/2, 2).
We write W 
