In the natural world, there are many insect species whose individual members have a life history that takes them through two stages, immature and mature. Moreover, the rates of survival, development, and reproduction almost always depend on age, size, or development stage. Keeping this in mind, in this paper, a three species crop-pest-natural enemy food chain model with two stages for natural enemies is investigated. Using characteristic equations, a set of sufficient conditions for local asymptotic stability of all the feasible equilibria is obtained. Moreover, using approach as in (Beretta and Kuang, 2002) , the possibility of the existence of a Hopf bifurcation for the interior equilibrium with respect to maturation delay is explored, which shows that the maturation delay plays an important role in the dynamical behavior of three species system. Also obtain some threshold values of maturation delay for the stability-switching of the particular system. In succession, using the normal form theory and center manifold argument, we derive the explicit formulas which determine the stability and direction of bifurcating periodic solutions. Finally, a numerical simulation for supporting the theoretical analysis is given.
Introduction
It is a well known fact that pest is a harmful insect and its outbreak often cause serious ecological and economic problems (Kaminska et al., 2004; Weaver et al., 1992) . Evidence indicates that annually the pests cause 25% loss in rice, 5-10% in wheat, 30% in pulses, 35% in oilseeds, 20% in sugarcane and 50% in cotton (Dhaliwal and Arora, 1996) . Now a days, many pest control methods are available, such as biological, cultural, physical and chemical methods (Franz, 1961; Van Lenteren and Woets, 1988; Vincent et al., 2003; Hoyt, 1969) . However farmers mostly use pesticides to control pests because of its efficiency and convenience. The chemical pesticide kills not only pests but it also kills their natural enemies. Actually, when pests are caught or poisoned to a large extent, their natural enemies become extinct due to no food and afterwards, when the pesticide intensity decreases, then the pests increase rapidly. Due to this reason, chemical control has become challenged. Furthermore, the common practice proves that long-term adopting chemical control may give rise to disastrous results, for example, environmental contamination, toxicosis of the man and animals and so on. Thus the pesticide pollution is also recognized as a major health hazard to human beings and to natural enemies (Butler, 1969; Dahal, 1995; Kaminska et al., 2004; Kishimba et al., 2004) . On the other hand, it is a well known that the biological control method is harmless to human, animal and environment. Biological control is generally used to control a particular pest using a chosen living organism; this chosen organism might be a predator, parasite or disease which attacks on the harmful insect pest. The last few years have seen an sudden increase of interest in the study of biological pests control using prey-predator interaction (Jiao et al., 2008; Liu and Chen, 2003; Dong et al., 2006; Liu, 1995; Wang et al., 2001; Song and Xiang, 2006; Shi and Chen, 2009) .
Moreover, effective use of biological control often requires a good understanding of the biology of the pest, its natural enemies and their interaction, as well as the ability to identify various life stages of relevant insects in the crops. Again, the formulations of stage structured population models are the recognition that individuals of many species have life-histories composed of a sequence of stages within which their characteristics are broadly similar to those of other individuals in the same stage and totally different, from those of individuals in other stages. In insect population, such stages are particularly easy to recognize, being separated by short events such as moult or pupation. Many researchers studied stage-structured models before 1990 (Barclay and van den Driessche, 1980; Bence and Nisbet, 1989; Gurney et al., 1983; Gurney and Nisbet, 1985; Hastings, 1983; Landahl and Hansen, 1975; Wood et al., 1989) , but the real interest comes into picture on the stage structured models after the work of Aiello and Freedman (Aiello and Freedman, 1990) . They proposed a single species model with stage structure assuming an average age to maturity (i.e., as a constant time delay) which reflecting a delayed birth of immature and a reduced survival of immature to their maturity.
The model is as follows: dx(t) dt = βy(t) − rx(t) − βe −rτ y(t − τ ), dy(t) dt = βe −rτ y(t − τ ) − ηy 2 (t), (1.1) where x(t) and y(t) represent the immature and mature populations densities, respectively. Here, it is assumed that at any time t > 0, growth rate of immature population is proportional to the existing mature population with proportionality constant β; the death rate of immature population is r; the death rate of mature population is proportional to the square of the population with the proportionality constant η. The term βe −rτ y(t − τ ) represents the immature who were born at time t − τ and survive at time t, therefore it represents the transformation of immature to mature, where τ represent a constant time to maturity. All the parameters τ , β, r and η are positive constants.
Further, the single species model (1.1) is extended by many researchers into different kinds of stage-structured models and obtained significant results (Aiello et al., 1992; Cao et al., 1992; Freedman and Wu, 1991; Freedman et al., 1994; Huo et al., 2001; Magnússon, 1999) . Recently, many authors studied different kinds of predator-prey system with division of the predators into immature and mature class and a good number of research has been carried out (Wang et al., 2001; Xu et al., 2004; Gao et al., 2008; Magnússon, 1999; Sun et al., 2009; Qu and Wei, 2007; Hu and Huang, 2010; Satio and Takeuchi, 2003) . One interested model is suggested by Satio and Takeuchi (Satio and Takeuchi, 2003) . They considered two life stages for predator and proposed the following predator-prey model:
where x(t) is population density of prey, Y (t) and y(t) denote the densities of immature and mature predator population, respectively; τ represent a constant time to maturity for predator; a 13 is the per capita rate of predation; a 31 is the conversion rate and all other parameters have the similar meaning as in (1.1). Furthermore, three species food chain models are investigated by many researchers (Freedman and Waltman, 1977; Freedman and So, 1985; Hastings and Powell, 1991; Freedman and Ruan, 1992; McCann and Yodzis, 1995; Boer et al., 1999; Li and Kuang, 2000; Hsu et al., 2003) . One of noteworthy contribution is given by Kuang et al. (Hsu et al., 2003) , they considered a three trophic food chain model for plant-pest-natural enemy, but they ignored the stage structure phenomena of species.
The aim of this paper is to study a crop-pest-natural enemy model with two life stages of natural enemy. The paper is organized as follows: in section 2, model development is discussed, the positivity and boundedness are established in the section 3. In section 4, all the feasible equilibria and their local stability behavior are studied. The stability and direction of Hopf bifurcation is analyzed in section 5. Further, in section 6, a set of numerical simulations is given to verify all the major analytical findings. Finally, conclusions for this paper are given in the last section.
Proposed Mathematical Model
In this section, our main aim is to propose a mathematical model for the interaction of plant-pest-natural enemy. Since plant-hoppers are serious pests for the rice crops and these are suppressed by Lycosa tarantula and other spiders, it is well documented in a report of the Indian Council of Agricultural Research (ICAR) (Birthal and Sharma, 2004) . The tarantula species has two major life stages, namely, immature and mature; only mature population can harvest the pest and reproduce a new offspring. In modelling process, we assume that x(t), y(t), z 1 (t) and z 2 (t) are densities of crop, pest, immature and mature natural enemy at time t, respectively. The parameters a 1 , b 1 are respectively the intrinsic growth rate and overcrowding rate of crops; c 1 , α 1 are per capita predation rate of crop by the pest and the corresponding growth rate of pest, respectively. The parameters c 2 is per capita predation rate of pest by the natural enemy and α 2 is the corresponding growth rate of mature natural enemy. Here, d 1 , d 2 , d 3 are the natural death rates of pests, immature and mature natural enemies, respectively. Further, τ is the maturation delay from immature to mature natural enemies, the term α 2 e −d 2 τ y(t − τ )z 2 (t − τ ) represents the transformation of immature to mature population. Keeping this biological situation in mind and motivated from the modelling ideas of (Aiello and Freedman, 1990; Satio and Takeuchi, 2003) , in this paper, we propose a three species stage structured crop-pest-natural enemy model as follows:
The model completes with the following set of initial conditions: 
where ψ 1 (0) represents the accumulated survivors of those natural enemy members who were born between −τ and 0. In the next section, we will discuss the positivity and boundedness of solutions of the system (2.1) with initial conditions (2.2) and (2.3).
Positivity and boundedness
Positivity means that the species is persistent and boundedness implies a natural restriction. Therefore, we can state and prove the following lemmas for the positivity and boundedness of solutions of the system (2.1):
Lemma 3.1. The solutions of system (2.1) with initial conditions (2.2) and (2.3) are positive, for all t ≥ 0.
Proof. Let (x(t), y(t), z 1 (t), z 2 (t)) be a solution of system (2.1) with initial conditions (2.2) and (2.3). Let us first consider z 2 (t) for t ∈ [0, τ ]. Noting that
, we obtain from the fourth equation of system (2.1) that
It thus follows for t ∈ [0, τ ],
For t ∈ [0, τ ], the second equation of the system (2.1) can be rewritten as
A standard comparison argument shows that for t ∈ [0, τ ],
Similarly, it follows from the first equation of system (2.1) that for t ∈ [0, τ ],
which evidences that
In a similar way, we can treat the intervals [τ, 2τ ] , . . . , [nτ, (n + 1)τ ], n ∈ N.
Thus by induction, we establish that x(t) > 0, y(t) > 0 and z 2 (t) > 0 for all t ≥ 0.
Finally from third equation of (2.1) and (2.3), we have
Therefore the positivity of z 1 (t) follows.
Lemma 3.2. The solutions of the system (2.1) with initial conditions (2.2) and (2.3) are bounded.
Proof. Let V (t) = α 1 α 2 x(t) + c 1 α 2 y(t) + c 1 c 2 z 1 (t) + c 1 c 2 z 2 (t), calculating the derivative of V (t) with respect to t along the positive solution of the system (2.1), we havė
Hence there exists a positive constant
thus, we get
Therefore, V (t) is bounded, i.e., each solution of the system (2.1) is bounded.
In the next section, we will investigate the feasible equilibrium of the system (2.1) and study their stability.
Nonnegative equilibria and their local stability
In this section, our main objective is to investigate the local behavior of all feasible equilibria and existence of a Hopf bifurcation at interior equilibrium. The equation for the variable z 1 in the system (2.1) can be rewritten as
if y(t), z 2 (t) are bounded and
, the asymptotic behavior of z 1 is completely dependent on y(t) and z 2 (t). Hence, the asymptotic behavior of our proposed model will remain the same with the following reduced system:
Using simple algebraic manipulations, we get four feasible equilibria for the system (4.1), namely,
Further, (H2) implies that
The characteristic equation for trivial equilibrium E 0 (0, 0, 0) is given by
The characteristic equation (4.2) has one positive and two negative roots, hence equilibrium E 0 is a unstable saddle point. Similarly, the characteristic equation for boundary equilibrium E 1 is as follows:
Clearly, all the eigenvalues are negative only when a 1 α 1 < b 1 d 1 , which stabilize E 1 , otherwise it is unstable. Again, the characteristic equation for planner equilibrium E 2 (x,ȳ, 0) becomes
Since, both roots of the quadratic equation λ 2 + b 1x λ + c 1 α 1xȳ = 0 have negative real parts, hence the equilibrium E 2 is locally asymptotically stable if
2 ) is given as:
where
We write A i , B i in place of A i (τ ), B i (τ ) for i = 1, 2, 3 in the rest of the analysis. The characteristic equation (4.5) can be rewritten as:
When τ = 0, the characteristic equation (4.5) becomes
y * > 0, therefore, using Routh-Hurwitz criterion, all the solutions of the characteristic equation (4.8) have negative real parts. Thus the interior equilibrium E 3 is locally asymptotically stable for τ = 0 if it exists.
In the following, we investigate the existence of purely imaginary roots λ = iω(ω > 0) of characteristic equation (4.6). We apply Beretta and Kuang (Beretta and Kuang, 2002) geometric criterion which gives the existence of purely imaginary roots of a characteristic equation with delay dependent coefficients.
Lemma 4.1. If (H2) holds, then the following are satisfies:
for each τ has at most a finite number of real zeros, 5. each positive root ω(τ ) of F (ω, τ ) = 0 is continuous and differentiable in τ whenever it exists.
Proof. 1. For τ ∈ [0,τ ),
we have
It is obvious that property (iv) is satisfied. 5. Since F (ω, τ ) is continuous in ω and τ and it is differentiable with respect to ω. Therefore, from Implicit Function Theorem each root of F (ω, τ ) = 0 is continuous and differentiable in τ .
Hence all the conditions of the Lemma are satisfied, which ensure the existence of purely imaginary roots for the characteristic equation (4.5). Now let λ = iω (ω > 0) be a root of (4.5). Substituting it into (4.5) and separating the real and imaginary parts, we get
which gives
. (4.10)
We can define the angle θ(τ ) ∈ [0, 2π], ∀ τ ≥ 0 as the solution of (4.10):
where ω = ω(τ ) and such θ(τ ) is uniquely well defined for all τ , so that F (ω(τ ), τ ) = 0. Hence
Again the polynomial function F can be written as
where h is a cubic polynomial, defined by
Applying the Descartes' rule of signs for the number of positive roots of h(z, τ ) = 0, we get the following four cases: Case I: Let
In the interval I 12 , h(z, τ ) = 0 either has 0 or 2 positive roots. When the polynomial h(z, τ ) has no positive zero in I 12 , then it also has no positive zero in the interval I 1 . Thus in this case, purely imaginary root of (4.5) never exists. Case II: Let
and r(τ ) < 0},
In the region I 23 , either one or three positive zeros of h(z, τ ) exist. Suppose only one positive zero is feasible in I 23 , then in the interval I 2 = I 21 ∪ I 22 ∪ I 23 , h(z, τ ) has only one positive zero. Therefore, iω * with ω * = ω(τ * ) > 0 is a purely imaginary root of (4.5) if and only if τ * is a zero of the S n , where
Now we will verify the following lemma:
Lemma 4.2 (Beretta and Kuang (Beretta and Kuang, 2002) ). Assume that ω(τ ) is a positive real root of (4.5) defined for τ ∈ I, I ⊆ R +0 , and at some τ * ∈ I, S n (τ * ) = 0, for some n ∈ N 0 . (4.13)
Then a pair of simple conjugate pure imaginary roots λ + (τ * ) = iω(τ * ), λ − (τ * ) = −iω(τ * ) of (4.5) exists at τ = τ * which crosses the imaginary axis from left to right if δ(τ * ) > 0 and crosses the imaginary axis from right to left if δ(τ * ) < 0, where
(4.14)
therefore, from (4.14), we get
Here, we can easily observe that S n (0) < 0 and S n (τ ) > S n+1 (τ ) ∀ τ ∈ I 2 , n ∈ N 0 . Thus, if S 0 has no zero in I 2 , then the function S n also have no zero in I 2 and if the function S n has positive zeros, denoted by τ j n for some τ ∈ I 2 , n ∈ N 0 , then without loss of generality, we may assume that
Applying similar logic as in (Beretta and Kuang, 2002) , stability switches occur at the zeros of S 0 (τ ), denoted by τ j 0 , if (H2) holds. Let us assume that τ * = min{τ ∈ I 2 | S 0 (τ ) = 0} and τ * * = max{τ ∈ I 2 | S 0 (τ ) = 0}.
Using the Hopf bifurcation theorem for functional differential equation (Hale and Lunel, 1993) , we can conclude the existence of Hopf bifurcation in the following theorem:
Theorem 4.3. Let (H2) hold. The local behavior of the system (2.1) at interior equilibrium is described as:
1. If the function S 0 (τ ) has no positive zero in I 2 , then the interior equilibrium E 3 (x * , y * , z * 2 ) is locally asymptotically stable for all τ ≥ 0.
2. If the function S n (τ ) has at least positive zero in I 2 for some n ∈ N 0 , then E 3 is locally asymptotically stable for τ ∈ [0, τ * ) ∪ (τ * * ,τ ] and unstable and a Hopf bifurcation occurs for τ ∈ (τ * , τ * * ), i.e., stability switches of stability-instability-stability occur.
Case III: If in the interval I 3 = I 12 , h(z, τ ) = 0 has two positive roots, denoted by ω 1 and ω 2 , we get following two sequences of functions on I 3 :
where θ 1 (τ ) and θ 2 (τ ) are the solutions of (4.11) when ω = ω 1 , ω 2 respectively. Similarly, we can also obtain for τ ∈ I 3 that S (k)
n (τ ) and hence stability switch depends on all real roots of S (1) n (τ ) = 0, otherwise the stability switches depend on roots of both S 
Direction and stability of Hopf bifurcation
In the previous section, we obtained the conditions, under which system (4.1) undergoes Hopf bifurcation, taking maturation delay (τ ) as the critical parameter. Using the normal form theory and center manifold reduction as described in Hassard et al. (Hassard et al., 1981) , we can investigate the direction of Hopf bifurcation and the properties of these bifurcating periodic solutions. Hence, we always assume that system (4.1) undergoes Hopf bifurcations at the critical value τ * of τ and there exists a pair of pure imaginary roots, i.e., ±iω(τ * ) of the characteristic equation (4.5).
Using the Appendix A, we can compute the following values:
which determine the behavior of bifurcating periodic solution in the center manifold at the critical value τ * , i.e., µ 2 determines the direction of the Hopf bifurcation: if µ 2 > 0 (µ 2 < 0), then the Hopf bifurcation is supercritical (subcritical) and the bifurcating periodic solution exists for τ > τ * (τ < τ * ); β 2 determines the stability of the bifurcating periodic solution: the bifurcating periodic solution is stable (unstable) if β 2 < 0 (β 2 > 0) and T 2 determines the period of the bifurcating periodic solution: the period increases (decreases) if T 2 > 0 (T 2 < 0).
Numerical simulation
To verify the previously established results, consider a three species crop-pestnatural enemy stage structured food chain model with the following parameter values:
If we choose a 1 = 1, α 1 = 0.1 and d 1 = 0.5, then we obtain that for the trivial equilibrium E 0 (0, 0, 0), the characteristic equation has three eigenvalues, λ 1 = 1, λ 2 = −0.5 and λ 3 = 0.3. This verifies that trivial equilibrium of the system (6.1) is a unstable saddle point. Similarly, the characteristic equation for the boundary equilibrium E 1 (1, 0, 0) has λ 1 = −1, λ 2 = −0.3 and λ 3 = −0.2 eigenvalues and hence the boundary equilibrium is locally asymptotically stable (see Figure 1(a) ). Now let a 1 = 2, d 1 = 0.05 and α 1 = 1.2. Then the condition (H1) for the positivity of equilibrium E 2 is satisfy and the characteristic equation for the equilibrium E 2 (0.0416667, 1.95833, 0) of the system (6.1) has three eigenvalues, namely, λ 1 = −0.0208333 − 0.312222i, λ 2 = −0.0208333 + 0.312222i and λ 3 = −0.3 + 2.54583e −0.4τ eigenvalues. Here, λ 3 is negative only when τ > τ = 5.34608, in this case, the planner equilibrium E 2 is locally asymptotically stable for τ > 5.34608 (see Figure 1(b) ). We, mainly focus on the dynamics of the interior equilibrium. To study the local behavior of interior equilibrium E 3 (x * (τ ), y * (τ ), z * 2 (τ )) of the system (6.1), we take the same parameters values for a 1 , d 1 and α 1 . We obtain that the equilibrium is positive if τ < τ 1 = 5.34608 ( see Figure 3) .
To apply the Descartes' rule of signs, we plot the coefficients p(τ ), q(τ ) and r(τ ) of the function h(z, τ ) with the maturation delay τ (see Figure 4) . We can easily check that in the intervals I 12 , I 23 , the function h(z, τ ) = 0 has 0 and 1 positive roots respectively. Thus exactly one zero of h(z, τ ) is feasible in only the interval I 2 = [0, 2.59955) (see Figure 4(d) ). Further, all the conditions of the lemma 4.1 are satisfied in the interval I 2 . Now taking S 0 on one axis and τ on another axis, we obtain that the function S 0 (τ ) = τ − θ(τ )/ω(τ ) has two zeros τ * ≈ 0.743 and τ * * ≈ 1.568 in the interval I 2 , i.e., there are two critical values of the maturation delay of natural enemies at which the stability switching occurs (see Figure 5 ). Using the same set of parametric values, it is obtained that the interior equilibrium E 3 (x * , y * , z * 2 ) is locally asymptotically stable if τ < τ * = 0.743 and a Hopf bifurcation occurs if τ ≥ 0.743, see Figures 6(a) and 6(a). The equilibrium again becomes locally asymptotically when τ > τ * * = 1.568, see Figure 7 . Thus the interior equilibrium of the system (6.1) is locally asymptotically stable for τ ∈ [0, 0.743)∪(1.568, 5.34608] and is unstable for τ ∈ (τ * , τ * * ). Hence the stability switches from stability-instability-stability occurs. This is the verification of the Theorem 4.3.
Furthermore, for the system (6.1), it is clear that Re(c 1 (0))| τ =τ * = −3.9481 < 0 and Re(c 1 (0))| τ =τ * * = 9.3706 > 0, according to the formula given in section 5. Therefore, Hopf bifurcation for the interior equilibrium at τ * (resp. τ * * ) is forward (resp. backward) and the bifurcating periodic solution on the center manifold are orbitally asymptotically stable (see Figure 8) . Finally, we observe with the following set of parameters: a 1 = 7, b 1 = 1, c 1 = 1, c 2 = 0.5, d 1 = 0.05, d 2 = 0.6, d 3 = 1.2, α 1 = 1.5, α 2 = 2, then system (2.1) has a complex dynamics of multiple bifurcation (i.e., chaos) for the maturation delay τ = 1.5 (see Figure 9 ).
Conclusion
In this paper, we have proposed a three species crop-pest-natural enemy food chain mathematical model with stage structure and maturation delay for the natural enemy. We have studied the local stability of four nonnegative equilibria of the system (2.1). It is found that the trivial equilibrium E 0 (0, 0, 0) is always unstable; the boundary equilibrium E 1 (a 1 /b 1 , 0, 0) is locally asymptotically stable if a 1 α 1 < b 1 d 1 . Further, the planner equilibrium E 2 (x,ȳ, 0) is locally asymptotically stable if a 1 α 1 > b 1 d 1 and τ > (1/d 2 ) log(α 2ȳ /d 3 ), otherwise, it is unstable. The interior equilibrium is locally asymptotically stable if τ < τ * , a Hopf bifurcation occurs in the interval τ * < τ < τ * * and if the maturation delay crossed the second critical τ * * , then the interior equilibrium Figure 7: The dynamics of the interior equilibrium for second critical value of maturation delay τ : (a) occurrence of Hopf bifurcation at E 3 for τ = 1.56 < τ * * = 1.568; (b) E 3 is locally asymptotically stable for τ = 1.57 > τ * * = 1.568. becomes again stable. Thus the maturation delay plays an important role in switching of stability from stability-instability-stability. Furthermore, using a numerical simulation, we obtained that the existence of bifurcation and also observed the chaotic behavior of the system for a particular range of the maturation delay. In particular, it is observed that the larger maturation delay may lead to extinction of the natural enemy, i.e., natural enemies may extinct due to its stage structure. This shows that the maturation delay of natural enemy is the controlling parameter for the pest population. Thus stage structure has a great importance in the dynamics of the three species crop-pest-natural enemy food chain.
A Appendix
Let,
, τ = τ * + µ and dropping the bars for simplification of notations, system (4.1) is transformed into an FDE in
where x(t) = (x 1 (t), x 2 (t), x 3 (t)) T ∈ R 3 and L µ : C → R, F : C × R → R are given, respectively, by
where φ = (φ 1 , φ 2 , φ 3 ) T ∈ C. By the Riesz representation theorem, there exists a function η(θ, µ) of bounded variation for θ ∈ [−1, 0] such that
(A.4)
In fact, we can choose
Then the system (A.1) is equivalent tȯ
and a bilinear inner product
where η(θ) = η(θ, 0). Then A(0) and A * are adjoint operators. By the discussion in section 4, we know that ±iω * τ * are eigenvalues of A(0). Thus, they are also eigenvalues of A * . We need to compute the eigenvector of A(0) and A * corresponding to iω * τ * and −iω * τ * , respectively. Suppose that q(θ) = (1, α, β)
T e iθω * τ * is the eigenvector of A(0) corresponding to iω * τ * , then A(0)q(θ) = iω * τ * q(θ). It follows from the definition of A(0) and η(θ, µ) that
Then, we can easily obtain
−iθω * τ * be the eigenvector of A * corresponding to −iω * τ * , then similarly we can obtain
.
By (A.10) we get
Then we choosē
11 (0)
20 (0) + 2αW
(1)
11 (0) + 2αW
11 (−1)
20 (−1) .
Comparing the coefficients with (A.13), we obtain
20 (0) + 4W
20 (0) + 2αW 
20 (−1) + 2βe −iω * τ * W
11 (−1) + 2αe −iω * τ * W
11 (−1) +ᾱe iω * τ * W
In order to determine g 21 , we need to compute W 20 (θ) and W 11 (θ). From (A.8) and (A.11), we havė Noting q(θ) = q(0)e iω * τ * θ , hence W 20 (θ) = ig 20 ω * τ * q(0)e iω * τ * θ + iḡ 02 3ω * τ * q (0)e −2iω * τ * θ + E 1 e 2iω * τ * θ , (A.18)
where E 1 = (E
1 , E
1 ) ∈ R 3 is a constant vector. Similarly, from (A.16) and (A.17), we obtain W 11 (θ) = − ig 11 ω * τ * q(0)e iω * τ * θ + iḡ 11 ω * τ * q (0)e −iω * τ * θ + E 2 , (A.19) where E 2 = (E
2 , E
2 ) ∈ R 3 is also a constant vector. In the following we shall find out E 1 and E 2 . From the definition of A and (A.16), we can obtain Thus, we can determine W 20 and W 11 from (A.18) and (A.19).
