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Abst rac t - -Th is  note compares the forecasting performance of four estlnmtic~ methods of & co- 
integrated system by the use of Monte Carlo simulation. The methods are a VAR in levels, a VAR in 
first differences, and the Engle-Granger two-step estimator and the nonlinear least squares estimator 
of the error corz~tion representation f the model. It is found that the NLS estimator provides the 
most accurate forecasts of the system, which supports the theoretic&l result of it being an el~cent full 
information systems estimation method. Response surfaces are also estinmted in order to mmunarise 
the results of the Monte Carlo simulations. 
1. INTRODUCTION 
In recent years, the concept of co-integration has become an important organising principle in the 
analysis of economic time series. Although it is evident hat many individual time series display 
nonstationary behaviour, it appears that some pairs or combinations of series move closely to- 
gether through time. If a linear combination ofsuch series has a lower order of integration than its 
individual components, then these series are said to be co-integrated. This is the idea introduced 
by Granger [1] and developed further by Granger and Weiss [2] and Engle and Granger [3]. 
The focus of this paper is on forecasting co-integrated systems. This topic was examined by 
Engle and Yoo [4] who, in a simulation study, compared the forecasts generated by an unrestricted 
vector autoregression (VAR), with those from the error correction representation f the model. 
Although both models correctly specified the data generating process (DGP), they found that the 
two-stage stimation technique of Engle and Granger [3] outperformed the VAR, particularly over 
longer forecast horizons. They further conjectured that "the nonlinear least squares estimator 
which imposes the cross-equation restrictions implicit in the error correction representation would 
dominate both of these estimators" [4, p. 151]. Such a result, if verified by simulation, would 
not be surprising since the nonlinear least squares (NLS) estimator is an efficient full information 
systems estimator. Indeed, Stock [5] found that the NLS estimator of the co-integrating vector 
has a smaller asymptotic bias and a smaller spread in distribution than the ordinary least squares 
(OLS) estimator. But the size of the potential gains to be made from using the NLS estimates to 
forecast a co-integrated system are likely to be of considerable interest o empirical researchers. 
In this study, a more extensive simulation exercise is conducted than that reported by Engle 
and Yoo [4]. The rapid expansion of desktop computing power witnessed in the 1980's (and 
continuing in the 1990's), and the associated growth in the number and sophistication ofsoftware 
packages available to researchers, has resulted in an environment ideally suited to the study of 
statistical problems by Monte Carlo simulation, where typically large numbers of replications 
of experiments need to be carried out quickly and cheaply in order for a study to be feasible. 
Not only has the speed of any given task increased, but the scope for experimentation has also 
grown at a considerable rate. This study utilises these developments to expand the results of 
Engle and Yoo [4] in the following ways. In addition to including the NLS estimator, a VAR 
in first differences i also considered which, although being misspecified, oes incorporate the 
unit root in the system. This may prove to be a viable alternative forecasting method, although 
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one would expect its performance to be dominated by the correctly specified models which also 
account for the unit root. In contrast o Engie and Yoo [4], a range of values for each parameter 
axe considered so that experiments can be conducted at various points in the parameter space. 
Further, the number of replications of each experiment is increased ten-fold in order to improve 
the accuracy of the results. The precise details of the Monte Carlo experiments are given in 
Section 2 and the results are presented and discussed in Section 3. Some concluding comments 
are provided in Section 4. 
2. THE S IMULATION STUDY 
We begin with a general n x 1 vector process {wt;t = 1, 2, . . .  } generated by the model 
(1 - L)  w~ = C(L )  e,, (i) 
where cj - 0 for j _~ 0, E(e,) = 0 and E(e, e~) = f~ for all t, E(e, el,) = 0 for s i~ t, w0 -- 0, and 
where C(L) is a matrix polynomial in the lag operator L (such that / . )  wt = w~_j for integer j )  
satisfying certain conditions which are given in Engle and Yoo [4]. The vector wt is said to 
be integrated of order one, denoted wt ~ I(1), because it requires differencing once in order 
to exhibit a stationary representation. Provided that rank [C(1)] = n - r, so that there are r 
co-integrating vectors, and if wt can be expressed as a finite VAR, then Granger's representation 
theorem states that: 
(a) A(1) has rank r and A(0) = In in the VAR representation 
A(L) w, = e,. (2) 
(b) There exist n x r matrices a and 7 of rank r such that 
a 'C (1)=0,  C(1)7=0 and A(1) -7  a'. 
(c) There exists an error correction model (ECM) of the form 
A*(L) (1 - L) w, = -7z,_1 q- et, (3) 
and the equivalent VAR representation, corresponding to
Yt-1 eat ] 
(2), given by 
It is assumed that x0 = Y0 = 0 and that E(e,) = O, E(e~ e~) = a2Is for all t and E(et el,) = 0 
for s ¢ t. Denoting the sample size by T, the simulation experiments are characterised by the 
parameters 71, 72, 0, a s and T. The experiment conducted by Engle and Yoo [4] corresponds to 
71 = 0.4, 72 = -0.1, 8 = 2, a 2 = 100 and T = 100. By considering a larger set of parameter values 
(4) 
where A*(0) - In and zt -- a~wt is an r x 1 vector of stationary random variables. 
This result is well known and highlights the fact that a standard VAR in levels, formulated as 
in (2), would ignore the n - r unit roots. This information is incorporated within the ECM, so 
it is not really surprising that the ECM was shown to produce better forecasts than the VAR in 
the Engle-Yoo study. 
The simulation experiments consider a bivariate system of equations in the vector wt - (xt, yt) ~ 
which has the ECM representation, corresponding to (3), given by 
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it is possible to assess how the forecasting performances of the different estimation methods are 
affected at different points in the parameter space. The following parameter values were chosen: 
71 = (0.1,0.4, 0.7}; 
7~ = { -0 .1 , -0 .4 , -0 .7} ;  
o = {0.5,2.0};  
o -z = {10, 100}; 
T = {50,100}. 
There are therefore a total of 72 parameter combinations to be considered. Note from (5) that 
since [A(L)[ = (1 - L) (1 - eL ) ,  where ¢ = 1 - 71 + 720, the non-unit root in the experiments 
ranges from -20 (71 - 0.7, 72 -- -0.7, 0 = 0.5) through to +10 (obtained with three different 
combinations of 71, 72, 0), while the experiment corresponding to the Engle-Yoo model has a 
non-unit root of -2.5. A large range of behaviour in tot is therefore allowed with these parameter 
values. However, one combination of these parameter values (71 = 0.7, 7a = -0.7, 0 = 2) yields 
a non-unit root of -0.9091 which results in an explosive system. This violates the underlying 
assumptions of the model and is therefore xcluded on theoretical grounds, leaving a total of 68 
experiments o conduct. 
Four competing estimation strategies are considered for each experiment and are detailed below. 
They will be referred to by number later in this section. 
1. VARI: This is a regression of tot on tot-1 in the model wt = Altot-1 + et which gives the 
following estimator for A: A~ = (~-~T=I Wt_lW~_l) -1 ~'~=1Wt-lto~. This can be achieved 
by applying OLS to each equation separately. Although these estimates are consistent, 
they are biased towards stationarity. 
2. EG2: This is the two-step estimation technique of Engle and Granger [3]. In the first 
step the co-integrating parameter 0 is estimated by applying OLS to the co-integrating 
relationship zt  = Oyt + ut to give 0 = ~-~T=I z tY t /~=l  Y~. The estimated residuals 
fit = xt - 0Yt are then used to estimate 7 = (71,7~) ~in the model Atot = -Tfit_l + et by 
OLS. 
3. NLS: This is a full information systems approach imposing the known restrictions in the 
ECM. Let j3 = (0,71,72)' and Zt = - a_~a~ in the model Atot = -7o / to t -1  + et. A Gauss- 
Newton iterative scheme was used to obtain the NLS estimate of/~, denoted/~. At each 
iteration i the vector j3 was updated as follows: 
I~--~1 t) -1 T ~i __ ~i- 1 + ~t Zt ~ Zt Q 
t=l 
and was deemed to have converged if [/~ - ]~i-1] < 0.0001. The true parameter values 
in the experiment were used as starting values/~0 which speeds up convergence. NLS is 
maximum likelihood in this model and is therefore asymptotically efficient. 
4. VAIL2: This is a regression of Awt on Awt-1 in the model Awt  = A2Awt -1  + et so that 
A~ T t0' -1 -" (~'~t=l Atot-IA t- l) ~"~T=I Atot_iAto~. Although the model is misspecified it
does incorporate the unit root and may be a useful alternative to the VAR in levels for 
forecasting purposes. 
Computationally, the most expensive stimation method is NLS. In the Monte Carlo experiments 
convergence was typically achieved in 4 or 5 iterations, but in practical circumstances the true 
parameter values will not he known and convergence may require additional iterations. 
The chosen forecast horizon in the experiments, denoted K, was set equal to 20, which corre- 
sponds to post-sample prediction over five years of quarterly data. The generation of forecasts 
can he summarised as follows. For the first three methods, the estimated models may he written 
tot : J~/Wt_l -~ ~t, t -- I , . . . ,T ;  /=1,2 ,3 ,  (6) 
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where /~1 = -41 and/~i = 12 -3' i  as for i = 2, 3. Note that in the DGP, B = /2 -  "/a'. The 
dynamic predictions of WT+k for k - 1, . . . ,  K, which use previous predicted values as lags rather 
than actual values in producing forecasts, are given by 
tbT+t,~ = /J~wr, k = I , . . . ,K ;  i = 1,2,3, (7) 
and, since the actual values of WT+k are given by 
k 
WT+k -~ BkWT + ~ Bk- JeT+j ,  
j= l  
k=l , . . . ,K ;  (S) 
the forecast errors may be expressed as 
k 
e.T +k,i = WT +k -- t~÷k, i  -" ~ Bk- J  eT +j -- ( Bki -- B k) WT , 
j= l  
k=l , . . . ,K ;  i=1 ,2 ,3 .  (9) 
For the VAR2, the estimated model may be written 
wt =/J4wt-1 + (/2 - /~4)  wt_~ + G, t = 1, . . . ,  T, (10) 
where /J4 = 12 + 2i2. The forecast values are conditioned on both u~r and WT-1 and may be 
written 
d~T+k,4 ---- Ck(/~4) ~ + Dk(/~4) WT-I ,  ]c = 1,. . . ,  K, (11) 
where C~ and Dk are matrix-valued functions of/J4. The corresponding forecast errors are 
therefore given by 
k 
eT+k,4 -" ~ Bk-J~T+j -- [Ck(B4) - B k] ~ - Dk(B4) WT-1, 
j= l  
k = 1 , . . . ,K  (12) 
using the expression for WT+k given in (8). 
As a measure of forecast accuracy, the squared forecast error (SFE) will be used for each of 
the K forecast periods, as in the Engle-Yoo study. The SFE is given by 
sk,i =tr(eT+~,ie~T+k,i), k=l , . . . ,K ;  i=1 , . . . ,4  (13) 
so that the squared forecast errors in predicting zt and Yt are summed and are thus treated 
equally. Although alternative measures of forecast accuracy could be used, it is unlikely that the 
qualitative results would be seriously affected. 
The objective of the Monte Carlo experiments i  to assess the first moment E(~k,i). A useful 
survey of Monte Carlo experimentation in econometric research is given in [6]. Letting N denote 
the number of replications of each experiment, he Monte Carlo estimate of E(~k,i) is given by 
N 
~k,i = N -1 ~_.iSl~,i,n, 
n----1 
k=l , . . . ,K ;  i=1 , . . . ,4 ,  (14) 
where ~,i,,~ is the value of ~,~ obtained in replication . The accuracy of the estimate ~, i  of 
E(~k,i) increases with N, which was set equal to 1000 in this study. In order to reduce the variance 
of this estimate, use was made of a control variate, derived from the optimal predictor w~+ k which 
is based on knowledge of the true parameter values, i.e., 
w~.+k = Bkwr ,  k = 1, . . . ,  K. (15) 
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The associated forecast errors are denoted 
e~+k = ~ Bk-#~T+#, 
j=l 
~=I , . . . ,K  (16) 
and hence, s~ = tr(eT+keT+k). Note that the expected value of s~ may be written 
E(s;) = tr ~ Bk-Jft(Bk-J) ', 
j=l 
k=l, . . . ,K, (17) 
where ft = E(eT+ke~T+k) for all /c, which is a known quantity from the Monte Carlo design. Let 
~ N_I N - -  ~"~n=l S~,, = s~. Provided that cov(~t, ~b~) > lvar(~b~), then using 
~t,, =~k, , -o ;+E(o~) ,  k=l, . . . ,K;  i=1,...,4 (18) 
will have a lower variance than using ~t,i alone. Note that E(~b~) - E(sl) and is given by (17). 
Also, E(~kj) "- E(~kj) as required. The simulation variance of ~k,i is given by 
V(~t,~) -- N - I (N  - 1) -1 sk,i,, - sl - ~k,i q- tr~B#'-Jn(B/'-J) ' , 
n=l  L j= l  
(19) 
which holds for k : 1,..., K and i = 1,... ,4 and is used to calculate the simulation standard 
errors reported in the next section. 
3. THE MONTE CARLO RESULTS 
The experiments were carried out using the econometrics matrix programming language 
GAUSS on a 386 PC with an 80387 maths co-processor operating at 20MHz. The time taken for 
1000 replications of each experiment depends mainly on the sample size T and the speed with 
which the iterative NLS method is able to achieve convergence, but typically in this study took in 
the region of 45 minutes. A suitable point at which to begin is the experiment which corresponds 
to the Engle-Yoo model. The results are presented in Table 1. As expected, the NLS method 
uniformly dominates each of the three alternatives for every forecast period over the forecast 
horizon. The final column in the table gives the ratio of SFENLs to SFEzG2. There appear to be 
considerable gains of up to 10% and more over short forecast horizons to be obtained by using 
NLS, but this falls to roughly 1.5-2% after 12 periods. Note, too, that the misspecified VAR2 
(in first differences) dominates EG2 for the last two periods of the forecast horizon, although not 
spectacularly. A ranking based on the mean SFE places NLS first, followed by EG2, VAR2 and 
VAR1 in that order, which confirms expectations based on the theoretical properties of these 
estimation methods mentioned earlier. 
With such a vast amount of experimental results to analyse, an attempt was made to fit response 
surfaces to the SFE's for each of the four methods in order to summarise the findings. Response 
surfaces are intended to be consistent with theoretical (asymptotic) results whilst explaining the 
finite sample results obtained in the simulations. The response surfaces estimated are of the form 
l n ( -~  _ ~ ~ijzj,k,i (20) 
\~k /  ~=1 T +uk,~, 
reflecting the theoretical result that ~k,i -'* s~ as T ~ oo. The zj,k,i are regressors which are 
thought o influence the finite sample behaviour, examples including the experimental design 
parameters. 
Table 2 reports the results obtained by estimating response surfaces of the above type by the 
method of OLS. A striking feature of the estimated response surfaces is the negative coefficient on 
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Table 1. SFE's for Engie-Yoo model. Standard errors are given in parentheses. 
Horizon VAR1 VAR2 EG2 NLS NLS:EG2 
1 207 250 231 205 89 
(7) (9) (8) (7) 
2 378 482 425 373 88 
(13) (18) (15) (12) 
3 588 700 636 573 90 
(20) (26) (22) (18) 
4 832 936 865 799 92 
(3O) (34) (30) (26) 
5 1089 1176 1098 1029 94 
(40) (42) (38) (33) 
6 1352 1413 1344 1266 94 
(50) (50) (46) (41) 
7 1623 1664 1590 1506 95 
(61) (58) (54) (48) 
8 1914 1866 1824 1746 96 
(72) (64) (61) (56) 
9 2196 2098 2059 1979 96 
(83) (72) (68) (63) 
10 2469 2309 2285 2214 97 
(94) (79) (75) (71) 
11 2758 2546 2507 2449 98 
(107) (86) (83) (78) 
12 3043 2788 2750 2683 98 
(120) (94) (90) (85) 
13 3366 3030 2982 2924 98 
(136) (102) (98) (93) 
14 3687 3264 3201 3159 99 
(154) (109) (105) (101) 
15 4933 3487 3444 3391 98 
(171) (116) (112) (108) 
16 4383 3698 3680 3626 99 
(191) (123) (120) (I15) 
17 4701 39,33 3922 3869 99 
(209) (130) (127) (123) 
18 5061 4177 4165 4107 99 
(235) (138) (135) (131) 
19 5458 4399 4419 4345 98 
(261) (145) (143) (138) 
20 5831 4642 4664 4586 98 
(286) (153) (151) (146) 
Mean SFE 2748 2443 2405 2341 
the term k/T for the NLS, EG2 and VA/t2 methods, suggesting that, ceteris paribus, for a given 
sample size T, forecast accuracy increases as the forecast horizon k increases. Compared to VAR1 
(with a positive coefficient on I¢/T) these results explain the finding that the performance of VAR1 
becomes progressively worse as the forecast horizon increases, because the VAR1 method ignores 
the unit root in the system which is inorporated within the other methods. This phenomenon 
can be seen clearly in Table 1 in which VAR1 performs well over the shortest forecast horizons 
but is soon dominated by the other methods. The remaining regressors in the response surfaces 
capture the effects of the experimental design parameters on the forecast accuracies of the four 
methods. Such parameter values are, of course, unknown to empirical researchers in real world 
applications. 
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Table 2. Response surfaces for in(~kj/s~). Standard errors are given in parentheses. 
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Regressor VAR1 VAR2 EG2 NLS 
1/T 5.0615 16.7507 14.3495 7..5981 
(0.3065) (0~60e) (2.3968) (0.4233) 
k/T 1.6180 -0.5124 -0.3889 -0.0414 
(0.0145) (0.017.0) (0.0264) (0.00S0) 
Root /T  -0.2896 
(0.0393) 
? I /T  -5.5869 -5.9328 2.9180 -4.5468 
(0.3495) (0.4112) (0.8071) (0.2164) 
"~2/T 3.1817. 3.2382 -9.3490 4.0295 
(0.3495) (0.4112) (0.6939) (0.2078) 
0/T -1.1239 -1.6424 2.3190 -1.1659 
(0.1122) (0.1319) (0.2725) (0.0644) 
l~1 - "~1 I /T -0 .3428 
(o.1672) 
1~2 - ~ I/T -0.3654 
(0.1397') 
I0 - O l /T  1.2450 0.1034 
(0.1334) (0.0443) 
/{2 0.9300 0.407.9 0.4239 0.5068 
4. CONCLUSIONS 
This note has attempted to examine further, by Monte Carlo experimentation, the issue of 
forecast performance in co-integrated systems. Four estimation strategies were examined, namely 
a VAR in levels, a VAK in first differences, and the Engle-Granger 2-step and NLS estimators of 
the ECM. The most accurate of these methods appears to be NLS. This is hardly surprising since 
it is a full information systems estimator, but of more interest was the size of the potential gains 
from using NLS. The simulations uggest hat the improvement in the MSFE of NLS over EG2 
can be greater than 10% for short forecast horizons, but typically is in the 2-3% region for longer 
horizons. It should be stressed that the model under consideration i the Monte Carlo study is 
specific in certain respects. Whether the general results obtained here carry over to multivariate 
(as opposed to bivariate) systems with more general lag structures can not be inferred from these 
results. The performance of methods uch as EG2 and NLS, which operate on the ECM, may 
well be detrimentally affected when it is not known how many co-integrating vectors there are. 
Such issues are beyond the scope of this study, however, which aimed to extend the results of 
Engle and Yoo [4] by considering the effects of extending the parameter space and reducing some 
of the imprecision and specificity of their study. 
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