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We use computer simulations to study the onset of collective motion in systems of interacting
active particles. Our model is a swarm of active Brownian particles with internal energy depot
and interactions inspired by the dissipative particle dynamics method, imposing pairwise friction
force on the nearest neighbours. We study orientational ordering in a 2D system as a function of
energy influx rate and particle density. The model demonstrates a transition into the ordered state
on increasing the particle density and increasing the input power. Although both the alignment
mechanism and the character of individual motion in our model differ from those in the well-studied
Vicsek model, it demonstrates identical statistical properties and phase behaviour.
I. INTRODUCTION
Dynamic self-organisation and, in particular, mecha-
nisms of swarming behaviour of microorganisms, cells,
and animals remain one of the most intriguing problems
at the interface of physics and biology. Numerous phys-
ical models of interacting self-propelled particles have
been proposed recently to study these phenomena (see
review papers [1–4]). All these models capture the essen-
tial prerequisites for swarming: out-of-equilibrium state,
which is manifested in the self-propulsion of particles or
other mechanisms of transforming external energy into
directed motion, and aligning or attractive interactions
between the particles. The motion of individuals has
been described in the simplest case by particles moving
with a constant speed and subjected to angular noise (the
Vicsek model [5–7]). More advanced presentations of ac-
tive agents include friction, thrust force, and noise, like,
for example, the active Brownian particle model (ABP)
[8], or even a very detailed mechanics of cell or animal
locomotion [9, 10]. The interactions required for the tran-
sition from individual to collective dynamics have been
introduced in a variety of ways. In the Vicsek model, the
swarming results from the action of a collision-type in-
teraction that aligns the velocity of each actively moving
particle in a big ensemble to the average local velocity
[5, 6]. Alternatively, the particles’ individual direction of
motion can be coupled to the mean orientation or posi-
tion of the swarm [11–14]. In some implementations, the
type of many-body interaction depends on the distance
between neighbouring particles [15].
The active motion and collective behaviour has also
been observed in a number of synthetic systems includ-
ing chemotactic colloidal particles [16–22], Brownian ma-
chines and ratchets (see [23] for a review). Swimming
particles with hydrodynamic interactions studied theo-
retically using simulations or direct solution of the Stokes
equation also showed an onset of collective dynamics
[24, 25]. Because of the microscopic size, their motion is
a subject to both passive and active fluctuations, which
suggests that the ABP model, based on the Langevin
equation for the velocity, could be more appropriate in
these cases than the models assuming constant propul-
sion speed. The ABP model has received much attention
in literature and has been successfully applied to a vari-
ety of problems [3]. Depending on the type of system un-
der study, different types of coupling between the ABPs
have been used. Several realisations of the model as-
sumed only conservative [8, 26] or chemical interactions
[27, 28] between moving agents. Another development
was based on the theory of canonical-dissipative system
[29]. Lobaskin et al. studied the Brownian dynamics of
a microswimmer and demonstrated its consistency with
the ABP model [30]. Erdmann and Ebeling studied the
active Brownian particle model with Oseen-type hydro-
dynamic interactions [31] and observed several swarming
modes. Recently, Grossmann et al. [32] studied the onset
of the collective motion in a system of ABPs with velocity
alignment and both passive and active fluctuations and
found not only orientational order-disorder transition but
also bistable dynamics states.
The language of hydrodynamics is conceptually well
suited for description of the swarm motion. This rela-
tion has been explored already in the early papers by
Toner and Tu [1, 2, 33, 34], who introduced a Navier-
Stokes-like continuum model for active materials. The
hydrodynamic behaviour of active swarms can be inferred
directly from microscopic description [35, 36]. Bertin
et al. derived hydrodynamic equations governing the
density and velocity fields from the microscopic dynam-
ics for a gas of self-propelled particles with pairwise in-
teractions [35]. One can notice that similar ideas are
exploited in the mesoscale methods in fluid modelling
such as multi-particle collision dynamics (MPCD) [37–
39], where a collision operator is used to align particles
to the average local flow direction, or the dissipative par-
ticle dynamics (DPD) [40, 41], where the hydrodynamics
comes in through inelastic collisions between the parti-
cles. Both of these methods designed to respect the mo-
mentum transport (long-wave hydrodynamic modes) and
to suppress the fluctuations (the high frequency modes)
to achieve the hydrodynamic behaviour at longer time
and lengthscales. Obviously, the swarming behaviour can
2be achieved through MPCD or DPD-like interactions as
well. The possibility to develop the collective dynamics
through dissipative interactions has been recently inves-
tigated by Grossman et al. [42]. In their model, the sys-
tem of active particles with spring-dashpot interactions
demonstrated a discontinuous transition into the aligned
state upon reduction of noise and various types of col-
lective migration or vortex-like motion depending on the
confinement. We are convinced that a system with dissi-
pative interactions can have at least qualitatively similar
dynamics to the models with aligning interactions like
the Vicsek model. In the spirit of these observations, it
is tempting to test whether the quantitative features of
the swarming behaviour can be reproduced in a generic
dissipative model upon increasing energy influx.
In this paper, we study the dynamics of such a model
and demonstrate that collective motion regimes can be
achieved in the same way as in the standard models
of swarming, like the Vicsek model. We combine two
well-developed approaches: the active Brownian particle
model, which allows us to introduce the self-propulsion
and interactions with the environment in a transparent
way, and dissipative interactions for the active particles,
so that the collective dynamics would arise from explicit
pairwise forces. By analyzing the statistical properties of
this hybrid model, we show that it has the same universal
properties across the order-disorder transition as those
reported for the Vicsek model. In Section II we describe
the construction of the model, in Section III we show its
statistical properties in a wide range of parameters, and
calculate the phase boundary for the orientational order-
disorder transition. We discuss the results in Section IV,
and then conclude the paper in Section V.
II. MODEL AND SIMULATION SETTINGS
To study the dynamic self-organisation of active par-
ticles we introduce a two level model. At the single par-
ticle level we include the factors determining the particle
motion in a viscous medium: temperature and thermal
noise/fluctuations, friction, and a motor. At the two-
body level, we introduce dissipative interparticle interac-
tions. There we also include some noise, whose nature
is, however, different from that of the environment. The
noise at the many-body level refers to biomimetic be-
havioural features like imperfect alignment of particles
to their neighbours. Although the noise in the interac-
tion is of non-thermal origin, it can also be characterized
by some effective temperature. We will show that the
characteristics of collective behaviour can be associated
with these temperatures.
A. Equation of motion of a single active particle
At the single particle level, we follow the ABP model
[8]. Here, we consider the motion in two dimensions. The
motion of an individual particle i is determined by the
Langevin equation for the velocity with an added thrust
term
M
dVi
dt
= −γEVi +
√
2DEξi(t) + F
T
i . (1)
For simplicity, we will always set the particle mass M to
unity. The first term in Eq. (1) is the standard Langevin
friction force. Here, γE is the coefficient of viscous fric-
tion, which is set by the properties of the environment
and the particle geometry, Vi is the velocity of particle
i. Second term is a random force of strength DE and
ξ(t) is representing Gaussian white noise with zero-mean
and unit variance. The strength of the noise is set by the
fluctuation-dissipation relation at the ambient tempera-
ture TE
DE =
TE
γE
, (2)
where the temperature is expressed in energy units kBT .
In the following, we will use energy units for tempera-
ture. We should stress that the fluctuations introduced
in Eq. (1) act on each particle at all times and depend
neither on the particle’s speed nor on direction of mo-
tion. Here, as we assume a fixed incoming power, this
noise is determined by the characteristics of the environ-
ment. This definition can, however, be generalized to
include the fluctuations of the incoming power or thrust
force. Such situation can be realized in systems of chem-
ically propelled particles [43]. If this power is normally
distributed, the behaviour of ABP will be qualitatively
identical to the model with constant q but with a rede-
fined temperature TE that would reflect the net amount
of noise at the single-particle level [44].
The thrust term FTi (Eq. (1)) in the depot model has
the form [29]:
F
T
i =
qd
c+ dV 2i
Vi, (3)
where d is the constant determining the rate of conversion
of internal energy of the active agent into kinetic energy,
c is the parameter setting the internal energy dissipa-
tion rate, and q is the constant determining the rate of
energy influx from the environment. The steady state
motion of the active particles is characterized by velocity
V 20 = V
2
0x + V
2
0y , which is defined through the system’s
parameters as
V 20 =
q
γE
− c
d
(4)
at q > γEc/d [3, 8]. The steady state velocity distribu-
tion for various q is shown in Fig. 1. At q = 0 we observe
the Maxwell’s distribution of the velocities corresponding
to the system’s temperature TE, while at non-zero energy
influx rates we see either a broadened distribution cen-
tered at zero (at q < γEc/d) or two bell-like peaks around
the stationary velocity V0x = V0/
√
2 with the peak width
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FIG. 1: (Color online) Instantaneous 1D velocity distributions
for the active Brownian particles at c = 1.2, d = 3.0, TE =
0.3. Inset: Bifurcation diagram for the stationary velocity V0
as a function of q.
controlled by the temperature. Thus, the model exhibits
a transition from dissipative to driven regime upon in-
crease of the energy influx rate q [8, 26, 31] and con-
tains two well known limiting forms: Rayleigh (dissi-
pative regime at low q) and Schienbein-Gruler (driven
regime at high q) [3]. Although the collective dynamics
is observed only in the driven regime, we use the most
general expression for the thrust term to demonstrate
the flexibility of the model. We also note that the phe-
nomenology of the order-disorder transition is not sensi-
tive to the details of this term.
B. Interparticle interactions
The collective behaviour is impossible without inter-
actions. While one can expect some swarming (particle
clustering) already with isotropic central interactions, the
global symmetry breaking and onset of directed trans-
port requires that particle velocities are aligned. Here
we should note that a spontaneous transition into a glob-
ally aligned state is impossible in an equilibrium system
with perfectly elastic collisions and without any dissipa-
tion due to conservation of the total linear momentum.
The local alignment can be realised by different means,
the best known example being the Vicsek model, where
particles are aligned to the local mean velocity field [5].
Another example of the aligning interaction is the hydro-
dynamic interaction of fluid molecules, solute particles, or
swimmers [25]. At the microscopic level, the onset of hy-
drodynamic behaviour is achieved by suppressing the rel-
ative motion of the neighbouring particles with a friction
force and preserving the local mean velocity. As a result,
the fluid quickly relaxes to the stationary state. This idea
is realised in a number of mesoscale simulation methods,
which are known to produce correct hydrodynamics: lat-
tice Boltzmann (LB) method [45], MPCD, and DPD. In
the LB and MPCD implementations, the collisions are
collective, similar to the Vicsek model, while in DPD the
friction force is pairwise and is applied to each pair of
colliding particles [46]. So, the latter method is ideally
suited for our purpose as it presents a simple way to con-
trol the strength of the aligning interaction and relate it
to other system’s parameters.
Here, we introduce a dissipative force between the
ABPs in the same way as it is done in the DPD method.
The total force Fi(t) acting on each particle is then given
by:
Fi = F
S
i − γEVi +
√
2DEξi(t) + F
T
i , (5)
where FSi is the force that comes from interactions within
the swarm. FSi consists of three parts:
F
S
i =
∑
j 6=i
(FCij + F
D
ij + F
R
ij), (6)
where FCij , F
D
ij , and F
R
ij represent the conservative, dis-
sipative, and random forces between particles i and j,
respectively. The conservative force that reflects the ex-
cluded volume interactions is defined as:
F
C
ij = F
C(rij)rˆij , (7)
where FC(r) is a non-negative (repulsive) scalar function
determining the distance dependence of the repulsion,
rij = ri − rj is the distance between particles i and j,
rij = |rij | is its magnitude, and rˆij = rij/rij is the unit
vector from j to i . We choose FC(r) to describe a soft
repulsion:
FCij (r) =

a
(
1− r
rr
)
, r ≤ rr
0, r > rr
. (8)
Here, a is a parameter determining the maximum repul-
sion force between the particles, rr is the radius of the
repulsion zone. In the following, we will assume rr = 1,
so that the radius of repulsion, which can be interpreted
as the body size of the active object, sets also a natural
lengthscale of the problem.
The dissipative force suppresses the velocity differences
between the neighbouring particles and, therefore, pro-
vides a mechanism of relaxation of the velocity field to-
ward the stationary state. We take it in the form of
a friction force applied to the component of the motion
in the direction of the particle connecting vector, i.e. a
speed adjustment for particles moving together in the
same direction:
F
D
ij = −γSωD(rij)(rˆij ·Vij)rˆij , (9)
where Vij = Vi − Vj is the relative velocity of parti-
cles i and j. Similarly, the friction can be applied to the
motion perpendicular to the connecting vector [47], in
which case it will predominantly act as an aligning in-
teraction. In both cases, the parameter γS controls the
dissipative strength of the interaction and by varying it
we can accelerate or delay the alignment.
4The non-conservative part of the DPD force can be
used as a thermostat [46]. In this case, the stochastic
force FRij must be set to compensate the loss of kinetic
energy due to the dissipative force. It provides random
”kicks” in the radial direction rij causing misalignment
of particle velocities.
F
R
ij(t) =
√
2DSωR(rij)ξij(t)rˆij , (10)
where DS determines the strength of stochastic contribu-
tion to interactions, and ξij(t) is a random variable with
a Gaussian distribution and unit variance. In hydrody-
namic simulations, it is usually required that the noise
ξij is symmetric in ij, the kicks satisfy Newton’s third
law and conserve total momentum [48]. This require-
ment, however, can be omitted for active particles. The
interactions can involve complex internal mechanisms of
reorientation (like, for instance, contact inhibition of lo-
comotion - rearrangement of actin protrusions of motile
cells [9]), which do not conserve linear momentum. We
should stress that in this work we do not enforce the
momentum conservation. Moreover, although we study
the onset of collective behaviour of the swarm, the inter-
actions between the active particles are not mimicking
the long-range hydrodynamic interaction of microswim-
mers as can be represented, for example, by force dipoles
[31, 49].
Despite the non-thermal nature of the interaction noise
defined by Eq. (10), we can define a swarm temperature,
T S, using the standard fluctuation-dissipation relation
DS =
T S
γS
. (11)
In Eqs. (9)-(10), ωD(r) and ωR(r) are weight functions
addition of which lets us ensure that the fluctuation-
dissipation relation holds [50]. For simplicity ωD(r) and
ωR(r) are defined as:
ωD(r) = [ωR(r)]2 =


(
1− r
rc
)2
, r ≤ rr
0, rr < r < rc
, (12)
where rc is the interaction cut-off distance. In this model,
we can regulate the interparticle interaction by changing
the effective temperature, T S, and the friction coefficient,
γS . This effective temperature determines the average
degree of alignment the system can tolerate, while the
friction coefficient determines the dissipative strength of
a single collision and the speed of relaxation toward the
stationary state. Note that in this case the friction and
the noise depend on the particle relative position and
velocities. Clearly, the global ordering should depend
on both types of fluctuations, individual (coming from
the environment or energy influx) and pairwise, as given
by Eq. (10). The whole set of the DPD terms thus
reflects the behavioural contributions to the motion. For
an animal or robotic systems it amounts to respecting
the excluded volume and adjusting the motion to the
neighbours. The stochastic term in this context plays a
role of angular noise or errors of alignment of the agents
to their neighbours’ direction of motion.
C. Simulation settings and motion statistics
We used a two-dimensional system with periodic
boundary conditions. The primary box size was fixed
at 130 × 130 units and we varied the number of parti-
cles in the interval from 500 to 50000 to set the required
density ρ. Simulations were performed with time step of
∆t = 0.005. Particles were propagated using the Verlet
algorithm [51]:
ri(t+∆t) = 2ri(t)− ri(t−∆t) + ∆t2Fi(t). (13)
The velocities of particles were calculated using Sto¨rmer-
Verlet method:
Vi(t) =
ri(t+∆t)− ri(t−∆t)
2∆t
. (14)
Total number of time steps in each run was 1× 107. The
statistics was collected in the steady state and each char-
acteristic of motion was calculated by averaging over 5
independent runs. All simulations were performed with
the following set of key parameters: rr = 1, rc = 2, a = 1,
d = 3, c = 1.2, γE = 0.45. Throughout the paper we
also use γS = 1.5, T S = 0, TE = 0.3, except where noted
otherwise. To set the unit of time in our simulations, we
choose a unit speed v = 1 such that a particle moving at
V = v would make a distance rr per unit time (as in Fig.
1). This definition can be reformulated in terms of kinetic
energy: our simulation units are such that an active par-
ticle moving at a speed of one body radius per unit time
would have a kinetic energy E = MV 2/2 = 1/2. There-
fore, a temperature TE = 0.3 in our settings means that
the root-mean-square speed of particles without propul-
sion (q = 0) is Vrms =
√
TE/M = 0.548, i.e. 0.548 body
radii per unit time. Other parameters of the ABP-DPD
model were chosen to make the dynamic features around
the order-disorder transition clearer. We note that qual-
itatively the dynamic behaviour of the swarms does not
change significantly in the wide range of parameters and
the only essential requirements are the onset of the driven
regime and the presence of aligning interactions.
To characterise the collective motion in our model we
use two different velocity correlation functions. The ve-
locity autocorrelation function is calculated as
C(t) =
1
N
〈
N∑
i=1
Vi(0) ·Vi(t)
|Vi(0)||Vi(t)|
〉
, (15)
where 〈·〉 stands for the ensemble average. The two-point
velocity correlation function is calculated as
C‖(r) =
1
N(N − 1)
〈
N∑
i=1
N∑
j 6=i
Vi(t) ·Vj(t)
|Vi(t)||Vj(t)|
〉
, (16)
5where i and j label particles separated by distance r =
|rij |. With this definition, two particles with parallel
(antiparallel) velocities give a correlation of +1 (−1).
The angular brackets denote the ensemble average. To
characterise the swarming behaviour of the particles we
also perform a cluster analysis. Cluster in our model is
defined as a group of particles with a distance between
neighbours smaller or equal to the cut-off radius rc, there-
fore, particles interacting directly or via neighbouring
agents are included into one cluster. We calculate the
number of clusters and mean cluster size.
We characterise the orientational ordering by the po-
lar order parameter, which quantifies the alignment of
the particle motion to the average instantaneous velocity
vector
ϕ(t) = 〈cos θi(t)〉 = 1
N
N∑
i=1
Vi(t) · 〈V(t)〉
|Vi(t)||〈V(t)〉| , (17)
where θi is the angle between the velocity of particle
i and instantaneous average direction of motion of all
agents. This order parameter has been extensively used
to describe the orientational ordering in various systems
of self-propelled particles [5, 52]. It turns zero in the
isotropic phase and finite positive values in the ordered
phase, which makes it easy to detect the transition.
To locate transition points precisely we also calculated
the Binder cumulant [53]
GL = 1− 〈ϕ
4
L〉t
3〈ϕ2L〉2t
, (18)
where 〈·〉t stands for the time average and L denotes the
value calculated in a system of size L. The most im-
portant property of the Binder cumulant is a very weak
dependence on the system size so GL takes a universal
value at the critical point, which can be found as the in-
tersection of all the curves GL obtained at different sys-
tem sizes L [52] at fixed density. To detect the transition
points in q − ρ plane precisely we plot three curves for
different L at constant density and find the point where
they cross each other. Then, we use those points to con-
struct the phase diagram.
III. RESULTS
A. Collective motion
We will illustrate the collective dynamics in our model
by sequentially changing one of the two main parameters:
the density ρ and the parameter controlling energy influx
rate, q, which therefore determines the average propul-
sion speed of the particles. In Fig. 2 we display simula-
tion snapshots obtained at a fixed input power q = 0.45
and different particle number densities. There is no ob-
vious global ordering in the system but we can detect
formation of clusters. At fixed power q, an increase of
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FIG. 2: (Color online) Typical distribution of particles inside
a simulation box at constant propulsion power q = 0.45 and
different particle number densities: (a) ρ = 0.225, (b) ρ =
0.675, (c) ρ = 1.125. Only part of the main box is shown for
clarity purposes. Arrows indicate direction of motion of the
individuals as well as velocity magnitude.
the particle number density ρ leads to stronger density
fluctuations and the velocity alignment. In Fig. 2(b),(c),
we can notice a formation of dense particle groups, which
move in the same direction. At low density (Fig. 2(a)),
however, particles no large groups a seen and the particle
velocities are oriented randomly.
6Figure 3 illustrates the variation of statistical charac-
teristics of the swarm upon a change of the particle con-
centration. The velocity autocorrelation function, C(t),
in Fig. 3(a) shows an exponential decay at low den-
sity, ρ ≤ 0.45, with the decay time first decreasing and
then increasing with the concentration. At the higher
densities, the decay changes dramatically, so the parti-
cles’ direction of motion is getting much more stable in
time. We should note also that in the isotropic phase,
ρ = 0.225 and 0.45, the velocity correlation time is de-
creasing with concentration due to the increase of the
frequency of collisions. The trend is opposite in the or-
dered phase. This behaviour of the correlation time also
resembles the results for the Vicsek-type model, which
we reported in Ref. [54]. The spatial velocity corre-
lation function, C‖(r), in Fig. 3(b) shows two distinct
types of behaviour: the decay is exponential at the two
lowest concentrations, ρ = 0.225 and 0.45, while it be-
comes algebraic at ρ > 0.45. We previously observed the
transition to the power law form for two-point velocity
correlations for the Vicsek-type model [54].
The cluster statistics for the density series is shown in
Fig. 4. The plot in the inset confirms our observation
that the cluster size is growing fast with the concentra-
tion. At ρ = 0.11 and 0.225 the cluster size distribution,
as shown in the main plot, decays exponentially, while at
larger density ρ it changes into a power law, which has
been observed previously and is characteristic for the or-
dered phase [54–56]. Note that at high densities, ρ > 0.7,
majority of the particles belong to a single large cluster
(narrow peaks seen atm ≈ 10000) and the relative weight
of the small clusters is getting smaller. This trend is re-
lated to the growing overlap of the particle alignment
zones upon increase of the number density.
Now, we will look at the behaviour of the system at
constant density ρ = 0.45 while varying the energy in-
flux rate q. As the ABPs change the behaviour from
dissipative to driven upon increase of the energy influx
rate, we expect the disordered motion at low q and onset
of ordered behaviour at high q levels. Fig. 5 shows the
alignment of particle velocities at different input pow-
ers of the motor. Note that in the snapshots the arrows
reflect the direction and the magnitude of the instanta-
neous particle velocity, which varies with q. At low q
(q = 0.3, Fig. 5(a)) we see a essentially homogeneous dis-
ordered system. Then, at q = 0.75 (Fig. 5(b)) distinct
clusters are formed, within which the particles move in
nearly the same direction. At high q, Fig. 5(c), the veloc-
ities are high, the clusters are compact, and we observe
a significant degree of alignment. In the system with
q = 15 there are very few single particles and most par-
ticles belong to a single cluster. Note also the shape of
the swarm: the ABP with dissipative interactions tend to
form bands, which are perpendicular to their velocity. It
is important to mention that similar patterns have been
observed in other models of active particles. Thus, in bi-
nary mixtures of self-propelled particles stripe-like flock-
ing behaviour arises from inter-species interactions [57].
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FIG. 3: (Color online) Statistical properties of the ABP-DPD
model at a constant energy influx rate q = 0.45. (a) Semi-log
plot of velocity autocorrelation function C(t) over time t. (b)
Spatial velocity correlation function C‖(r).
At certain density in Pursuit-Escape model [58] particles
also form clusters similar to ones observed in this study.
Analysis of the velocity autocorrelation function in our
model at fixed concentration ρ = 0.45 (Fig. 6(a)) shows
that at q > 0.45 the motion of particles is very persistent.
The change of the direction of motion is realised only
through collisions between different clusters. However,
we see a fast decorrelation of the velocity at low q, q =
0.15 and 0.45, due to the thermal noise. In the spatial
velocity correlations (Fig. 6(b)) we see a sharp transition
from the exponential decay at q = 0.15 and 0.45 to a
power law decay for larger q. All the curves showing the
power law decay are practically identical.
Figure 7 presents the cluster statistics for particle con-
centration ρ = 0.45. The main plot shows the cluster size
distribution on a log-log scale. We observe two qualita-
tively different distributions: at low energy influx rates,
q = 0.15 to 0.45, the curves show an exponential decay.
At the higher q all of them are practically identical and
have a straight segment at large numbers, which indicates
the power law decay of the distribution. The transition
can be located on the inset, where the evolution of the
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FIG. 4: (Color online) Cluster statistics for the ABP-DPD
model at a constant energy influx rate q = 0.45. Inset:
The average cluster size. The exponent p(m) ∝ m−ζ for the
straight segment: ρ = 0.675 ζ ≈ 0.94, ρ = 0.9 ζ ≈1, ρ = 1.125
ζ ≈ 1.1, ρ = 1.35 ζ ≈ 1.3.
mean cluster size is shown. We see a kink on the curve
at q ≈ 0.6. Note that no sharp peaks corresponding to
very large clusters appear in this figure as the particle
number density is lower than that for some of the curves
shown in Fig. 4.
We measured the decay exponent for the spatial ve-
locity correlation function, C‖(r), in the whole range of
studied parameters ρ and q and found that the expo-
nent assumes universal values that depend only on the
density but not on q, interaction parameters, or temper-
atures. The values of the exponent are plotted in Fig. 8.
B. Orientational ordering
Behaviour of the order parameter at various densities
is shown in Fig. 9a. At low densities the order param-
eter values are close to zero during the whole simula-
tion, which means that particle velocities are globally dis-
aligned. At small propulsive power, q = 0.45, the order-
ing sets in slowly and reaches high values of about ϕ ≈ 0.8
only at overlap densities of ρ ≈ 2.25. At very high driv-
ing power, q = 150, the order parameter reaches unity at
densities of about ρ = 0.09 that corresponds to the mean
distance between the particles r = ρ−1/2 ≈ 3.33, which
is greater than the radius of interaction rc = 2. Obvi-
ously, the cohesive effect of the collisions keeps particles
together, as can be seen already from the snapshots in
Fig. 5.
The phase diagram for our system is shown on Fig.
10. The region of ordered state corresponds to non-zero
mean order parameter ϕ > 0 while the disordered one to
a vanishing particle mean velocity. The location of the
transition points for each set of parameters was deter-
mined using the standard Binder cumulant analysis from
the intersection of the cumulant curves GL calculated for
three different system sizes. The behaviour of the cumu-
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FIG. 5: (Color online) Typical distribution of particles inside
simulation box at constant density ρ = 0.45. (a) q = 0.3, (b)
q = 0.75, (c) q = 15. Only part of the main box is shown for
clarity purposes. Arrows indicate direction of motion of the
individuals as well as velocity magnitude.
lant indicates the continuous character of the transition.
It is clearly seen that the ordered behaviour, at fixed en-
vironmental noise, is possible at certain minimum energy
influx rate q, which, in its turn, determines the average
propulsion speed. The critical energy influx rate changes
with concentration according to the power law qc ∝ ρ−κ,
where κ is 0.46 ± 0.02. We show the transition lines for
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FIG. 6: (Color online) Statistical properties of the ABP-DPD
model at constant density ρ = 0.45. (a) Semi-log plot of
velocity autocorrelation function C(t) over time t. (b) Spatial
velocity correlation function C‖(r).
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FIG. 7: (Color online) Cluster statistics for ABP-DPD model
at constant density ρ = 0.45. Inset: Average cluster size.
The exponent p(m) ∝ m−ζ for the straight segment: q = 1
ζ ≈ 1.16, q = 1.5 ζ ≈ 1.1, q = 7.5 ζ ≈ 1.1, q = 15.0 ζ ≈ 1.11.
two ambient temperatures, TE = 0.3 and 0.6. The twice
as higher temperature of the environment at fixed friction
γE means that the passive fluctuations (DE) are twice
as more intense and a higher energy influx is required for
the ABP to be able to align. The qc values required for
the transition at TE = 0.6 and T S = 0 are roughly 1.4
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FIG. 8: (Color online) Behaviour of the exponent for the
velocity correlation function, C‖(r) ∝ r
−d+2−η.
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FIG. 9: (Color online) Orientational order parameter for our
model (ϕ = 1 corresponds to a completely ordered system,
ϕ = 0 - to a completely disordered system).
times higher than those found at TE = 0.3 and T S = 0.
The qc values observed T
E = T S = 0.3 are very close to
those obtained at TE = 0.6 and T S = 0.
Here, we would also like to demonstrate how the indi-
vidual and collective dynamics of the particles depends
on the key parameters of the interaction. As men-
tioned above, the velocity correlations in our system de-
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FIG. 10: (Color online) Phase diagram for the ABP-DPD
model at γE = 0.45, γS = 1.5, TS = 0. The blue and red
open circles show the settings corresponding to series shown
in Figs. 3, 4 and 6, 7, respectively.
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FIG. 11: Orientational order parameter in the ABP-DPD
model as a function of intraswarm friction γS . Inset: Velocity
correlation time vs friction γS (TS = 0, ρ = 0.45, q = 0.45).
cay exponentially in time in both phases according to
C(t) ∝ e−t/τS (see Fig. 11). We have measured the
correlation time τS to demonstrate the role of the in-
traswarm dissipation, which is controlled by γS . In a
system without interactions, the relaxation time would
be completely determined by the dissipative and driving
mechanisms of the Langevin equation and would nor-
mally decrease with increasing the friction, τE = M/γE.
In contrast, as can be seen in the plot, the correlation
time in the swarm, τS , is growing proportionally to γS.
The friction coefficient γS scales the dissipative power of
the pairwise collisions and therefore is the key parameter
controlling the alignment. The pairwise friction acts only
on relative motion of the agents and therefore suppresses
velocity fluctuations in the aligned state thus stabilising
the motion. Indeed, in the main plot we see that the
mean order parameter is also growing larger with γS .
Finally, Fig. 12 illustrates the role of the swarm tem-
perature T S. The swarm temperature in our model can
be defined via a fluctuation-dissipation relation for the
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FIG. 12: (Color online) Behaviour of the order parameter as
a function of the swarm temperature TS (γS = 1.5, ρ = 0.45,
TE = 0.3). The dashed lines show the power law fit to the
points left of the transition temperatures.
parameters of the pairwise interaction, noise, and the
friction coefficient, as given by the Eq. (11). In terms
of the temperature, the transition looks completely anal-
ogous to what is usually seen in the magnetic systems.
At zero temperature, the ordering is maximal, while it
is suppressed by the fluctuations and vanishes at certain
maximal temperature T Sc , which is getting higher at the
higher input power q. The order parameter approaches
zero according to a power law φ ∝ |T Sc − T S|β with
β=0.52 for q = 0.75, β = 0.41 for q = 1, and β = 0.37 for
q = 1.5, which is in agreement with the critical exponent
β reported earlier for the Vicsek model and other models
with aligning interactions [56, 59].
IV. DISCUSSION
As we can see from the numerical data, a system of
ABPs with dissipative interactions indeed demonstrates
the same qualitative properties as the well studied Vicsek
model [54, 59]. In contrast to most previous approaches,
here we have separated two influences on the particle mo-
tion: the effect of the environment, which is introduced
through the Langevin equation (1), and the effect of the
other active agents, where the interactions are set by a
separate pairwise dissipative parameter. Both effects can
be associated with a temperature, corresponding noise,
and a friction parameter that control the rate of dissipa-
tion. Note that these two types of noise and dissipation
have different influence on the system. The former one
is acting even on single particles, while the latter applies
only to pairs and vanishes for single agents. At zero tem-
perature of the environment, TE = 0, the model reduces
to the motion with a constant speed, usually referred
to as self-propelled particles, as for instance in the Vic-
sek model. This regime would correspond in reality to
a motion of macroscopic animals such that the thermal
fluctuations are negligible. At T S = 0, we have a system
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with aligning inelastic collisions but without the corre-
sponding noise in alignment. As we see from Fig. 11,
the pairwise friction that scales the dissipation power in
the collisions can be used to regulate the degree of align-
ment in the system, which is expressed as the mean or-
der parameter. Thus, our model allows one to mix these
contributions in different proportions and model different
swarming scenarios.
Now, we would like to discuss the extent of the differ-
ences and similarities of the swarming behaviour in our
model to observations from the Vicsek model in more de-
tail. The main difference of the present analysis from the
previous studies is that in our simulations we assumed a
constant noise, as it is associated with the action of the
environment, and followed the phenomenon as a func-
tion of the propulsive power of the particles. This path,
however, can also be mapped onto a situation with a
fixed particle speed and a variable noise. In static iso-
lated systems, the ratio of the characteristic interaction
energy to the thermal energy completely determines the
equilibrium state. In the swarm of active particles, the
crucial number is the ratio of the stationary velocity due
to propulsion to the characteristic velocity due to thermal
fluctuations. This ratio can be written as
V 20
〈V 2eq〉
≈ q
γE
M
TE
=
qτE
TE
, (19)
where we used the relation between the friction and the
relaxation time in the Langevin equation, τE = M/γE,
and the equipartition relation, M〈V 2eq〉 = TE . Thus,
the ratio in question is equivalent to the incoming en-
ergy within the characteristic relaxation time, qτE , to the
thermal energy. In case the noise level is fixed by TE, it
is the stationary particle speed that matters. The mean
speed in the ABP model at large q is given by V 20 = q/γ
E.
At higher temperatures of the environment, one needs to
pump in more energy to produce the same ratio of the
characteristic speeds. This point is confirmed by the data
presented in Fig. 10. In case the stationary speed is fixed,
one needs to reduce the temperature, which is, in the
Langevin or DPD models, proportional to the fluctuation
amplitude D. Therefore, the phase diagram in terms of
noise amplitude D vs density ρ or TE vs ρ will be inverse
of our diagram shown in Fig. 10. It is interesting to note
that the sum of the critical swarm temperature, as shown
in Fig. 12, and the ambient temperature TE is roughly
proportional to the energy influx rate. Here, we have
T Sc +T
E ≈ 0.2+0.3 = 0.5 for q = 0.75, T Sc +TE ≈ 0.7 for
q = 1, and T Sc +T
E ≈ 0.8+0.3 = 1.1 for q = 1.5. So, the
fluctuations of different nature simply add up to increase
the effective swarm’s temperature, which can be defined
as T = TE + T S so that the ratio q/T is about 1.5 in all
cases. This idea is supported also by the phase diagrams
shown in Fig. 10, where two systems with equal values
of TE + T S = 0.6 demonstrate a transition at nearly
the same q and ρ. In what regards the meaning of the
temperatures entering this relation, we should note that
although we assumed the noise in the Langevin equation
strictly bound to ambient temperature, i.e. passive in
nature, in some systems this term could be a combina-
tion of passive and active contributions so that the net
magnitude of fluctuations corresponds to some effective
temperature [44]. Finally, we should also note that in
this formulation the relation between the swarming phe-
nomenon and spontaneous symmetry breaking in dissi-
pative systems upon increase of the energy influx rate
becomes more obvious [60]. We hope to explore this re-
lation in more detail in the future.
In simulations, we observe aggregation and orienta-
tional ordering of ABP at sufficiently high densities in
presence of sufficiently high propulsive power. At the
fixed level of noise and propulsive power, the cluster size
grows with the particle concentration in the same way as
we observed previously for the Vicsek model [54]. Thus,
the dissipative interactions as well lead to cohesion of ac-
tive particles. Secondly, they lead to particle alignment
as can be seen from the growth of the order parameter
with concentration, again, similar to the dependence seen
in the Vicsek model. The transition into the orientation-
ally ordered phase happens across the line qc ∝ ρ−0.46,
which is an inverse of the transition line for the Vicsek
model, where it happens at ξ ∝ ρ0.45, where ξ is the noise
amplitude [54, 61]. This power law behaviour seems to be
not unique to the Vicsek model, but a universal property
of systems with global alignment and has been reported
also for systems with pairwise aligning interactions (with
an exponent κ = 0.46± 0.04) [35].
In what regards other properties, we should mention
the behaviour of the correlations functions C(t) and
C‖(r) (Figs. 6 and 3), which demonstrate the same qual-
itative features as the Vicsek model we studied previ-
ously [54]. The two-point velocity correlation function
changes the shape from exponential to a power law at
the critical point and inside the whole region of the or-
dered behaviour. The exponent η, which describes the
decay of C‖(r) ∝ r−d+2−η in the ordered phase, takes
the same values from 0.5 to 0.97 on increasing density
and shows the same density dependence as we previously
saw in the Vicsek-type model [54]. It seems to be in-
sensitive to other details of the system and reflects just
the symmetry of the system. At the transition point, the
exponent is expected to satisfy the Fisher’s scaling law:
γ/ν = 2−η [62], where γ and ν are the critical exponents
for isothermal susceptibility and the fluctuation correla-
tion radius. In the limit of low concentrations, where
the repulsions are not important, we have η = 0.5, thus
2 − η = 1.5, which is in agreement with the result for
γ/ν = 1.47 obtained previously for the standard 2D Vic-
sek model [59]. Moreover, the shape of the cluster size
distributions as shown in Figs. 7 and 4 in our model is
also identical to that for the Vicsek model ranging from
ζ = 0.5 to ζ = 1.5 depending on the level of noise and
the density [54–56]. Although the type of active particle,
the interactions and the type of noise differ from those in
the Vicsek model, the identical values of the exponents
suggest that our model belongs to the same universality
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class [56].
V. CONCLUSIONS
We have studied dynamic self-organisation in a model
combining the active Brownian particles with dissipative
particle interactions, which are introduced via inelastic
collisions. We found that the ABP-DPD model exhibits
an orientational order-disorder transition on increasing
energy influx rate or particle number density, which is
completely analogous to that in the Vicsek model, al-
though the alignment mechanism in our model is com-
pletely different and the particle speeds are not constant.
Moreover, the ABP-DPD system demonstrates the crit-
ical behaviour, which is identical to that of the Vicsek
model. We have shown that the amount of ordering of
such an active system can be characterized by effective
temperatures of the environment and of the swarm and
the ratio of the characteristic thermal energy to the en-
ergy influx per particle.
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