Despite extensive research and remarkable advancements in the control of complex networks, time-invariant control schedules (TICS) still dominate the literature. This is both due to their simplicity and the fact that the potential benefits of time-varying control schedules (TVCS) have remained largely uncharacterized. Yet, TVCS have the potential to significantly enhance network controllability over TICS, especially when applied to large networks. In this paper we study networks with linear and discrete-time dynamics and analyze the role of network structure in TVCS. Through the analysis of a new scale-dependent notion of nodal communicability, we show that optimal TVCS involves the actuation of the most central nodes at appropriate spatial scales at all times. Consequently, we show that it is the scale-heterogeneity of the central-nodes in a network that determine whether, and to what extent, TVCS outperforms conventional policies based on TICS. Several analytical results and numerical examples support and illustrate this relationship.
are oblivious to the fundamental question of whether, and to what extent, TVCS provides an improvement in network controllability compared to TICS. Our previous work [14] has studied the former question (i.e., whether TVCS provides any improvement over TICS) in the case of undirected networks, but did not consider general controllability metrics or, more importantly, addressed the latter question of how large the relative improvement in network controllability is. Given the trade-off between benefits and costs of TVCS, a clear answer to this question is vital for the practical application of TVCS in real-world complex networks.
In this paper, we address these two questions in the context of directed discrete-time linear network dynamics. We show that 2k-communicability, a new notion of nodal centrality that we define here, plays a fundamental role in TVCS. This notion measures the centrality of each node in the network at different spatial scales. Based on the distinction between local and global nodal centralities, we show that the optimal control point at every time instance is the node with the largest centrality at the appropriate scale (i.e., the node with the largest 2k-communicability at an appropriate k). Accordingly, our main conclusion is that the benefit of TVCS is directly related to the scaleheterogeneity of central nodes in the network: the most benefit is gained in networks where the highest centrality is attained by various nodes at different spatial scales, while this benefit starts to decay as fewer nodes dominate the network at all scales. We provide analytical results and extensive case studies of synthetic and real networks to support and illustrate this conclusion.
Results

Model
We consider a network of n nodes that communicate, in discrete time, over a weighted (in general directed) graph G = (V, E, A), where V = {1, . . . , n} and E ⊆ V × V denote the set of nodes and edges, respectively, and A is the adjacency matrix such that for any i , j ∈ V , a ij ≥ 0 denotes the weight of the edge from node j to node i (see Supplementary Note 2 for methods of obtaining A from network connectivity structure). Each node i has a state value x i ∈ R that evolves over time through the interaction of node i with its neighbors in G. We assume each node has linear and time-invariant dynamics and one node can be controlled exogenously at each time. Therefore, the overall network state x = [x 1 . . . x n ] T ∈ R n evolves over time according to x(k + 1) = Ax(k) + b(k)u(k), k ∈ {0, . . . , K − 1}, (1) where u(k) ∈ R is the control input and b(k) ∈ R n is the time-varying input vector (both at time k) and K is the time horizon. For simplicity of exposition, we consider only one control input at a time, but the discussion is generalizable to multi-input networks (Supplementary Note 6). If ι k ∈ {1, . . . , n} is the index of the node to which the control signal u(k) is applied at time k, then b(k) is equal to the ι k 'th column of the identity matrix. The purpose of applying the control input {u(k)} K−1 k=0 is to steer the network state from its initial state x(0) = x 0 to a desired state x(K) = x f . If this is possible for any x 0 and x f , (1) is called "controllable". It is well-known [15] that this is the case if and only if the "controllability Gramian"
is invertible, in which case the minimal energy required for steering the network from the origin x 0 = 0 to any x f equals x T f W −1 K x f (Methods, x T f and W −1 K denote the transpose of the vector x f and the inverse of the matrix W K , respectively). 1 Therefore, the unit-energy reachable set (namely, the set of all x f such that x T f W −1 K x f ≤ 1) is a hyper-ellipsoid, the direction and length of the axes of which are given by the eigenvectors and (square root of) the eigenvalues of W K , respectively (Methods). Intuitively, the "larger" the reachability hyper-ellipsoid, the "more controllable" the network dynamics (equation (1)) are. To quantify how large the hyper-ellipsoid is, several measures based on the eigenvalues of W K have been proposed in the literature [6, 8, 16] , including the trace of W K (denoted as tr(W K ), measuring average squared length of hyper-ellipsoid axes), the trace of W −1 K (denoted as tr(W −1 K ), measuring average control energy over random target states), the smallest eigenvalue of W K (denoted as λ min (W K ), measuring worst-case controllability), and the determinant of W K (denoted as det(W K ), measuring the hyper-ellipsoid volume). Each metric has its own benefits and limitations, on which we elaborate more in the following section.
Time-Varying vs.
Time-Invariant Control Scheduling
Assume f (W K ) ≥ 0 is any of the aforementioned controllability measures. We seek to choose the control nodes {ι k } K−1 k=0 (or, equivalently, {b(k)} K−1 k=0 ) optimally. The conventional approach in the literature [2] [3] [4] [5] [6] [7] [8] [9] to this problem is to reduce the search space to constant choices of the control node (i.e., ι 0 = ι 1 = · · · = ι K−1 = i ) and then choose i such that f (W K ) is maximized. This, namely, the time-invariant control scheduling (TICS) problem, can be formally specified as
The main advantage of TICS is its simplicity, from theoretical, computational, and implementation perspectives. However, this simplicity comes at a possibly significant cost in terms of network controllability, compared to the case where the control nodes {ι k } K−1 k=0 are independently chosen, namely,
This approach, namely, time-varying control scheduling (TVCS), is at least as good as TICS, but has the potential to improve network controllability. Figure 1 (a-b) illustrates a small network of n = 5 nodes together with the optimal values of equations (3) and (4) and the relative advantage of TVCS over TICS, defined as
Three observations are worth highlighting. First, the value of χ is extremely dependent on the choice of controllability measure f , and different choices lead to orders of magnitude change in χ. Second, the relative advantage of TVCS over TICS is significant for all choices of the controllability measure, with the minimum improvement of χ = 35% for the choice of f (·) = tr(·). 2 Finally, even with optimal TVCS, λ min (W K ) is orders of magnitude less than 1, indicating the inevitable existence of very hard-to-reach directions in the state space. 3 Note that except for tr(W K ), all the measures rely heavily on this least-controllable direction, while tr(W K ) trades this off for average controllability in all directions in the state space. Despite the significant increase in size and complexity, the same core principles outlined above apply to controllability of real-world networks. The large size of these networks, however, imposes new constraints on the choice of the controllability measure f that make the use of f (·) = λ min (·), tr((·) −1 ) −1 , and det(·) numerically infeasible and theoretically over-conservative (Methods). As a result, we resort to the particular choice of controllability measure
for networks beyond n 15. Since this measure has the smallest sensitivity to the choice of {ι k } K−1 k=0 (Figure 1(b) ), we expect any network that benefits from TVCS using the choice of equation (6) to also benefit from it using other Gramian-based measures (while the converse is not necessarily true, i.e., there are networks that significantly benefit from TVCS using other measures but show no benefit in terms of tr(W K )). Figure 1 (c) illustrates an air transportation network among the busiest airports in the United States, comprising of n = 500 nodes. The size of the network makes the use of f (·) = λ min (·), tr((·) −1 ) −1 , and det(·) infeasible, but using the choice of equation (6) we see a χ 20% improvement in the controllability of the network, verifying our expectation about the benefits of TVCS.
In spite of this potential benefit, TVCS has usually higher computational and implementation costs that need to be taken into account. These include the higher computational cost of computing the optimal TVCS, and that of installing an actuator at several (ideally all) nodes of the network. Further, not all networks benefit from TVCS alike. A simple directed chain network with the same size as that of Figure 1 (a) gains absolutely no benefit from TVCS, independently of the choice of controllability measure f (Figure 1(d-e) ). Similarly, χ values of 0 are also observed in larger, complex networks, indicating that the optimal TVCS involves the control of a single node at all times (Figure 1(f) ).
These observations collectively raise a fundamental question: which networks do and which networks do not benefit from TVCS, and how can one distinguish between them? For ease of reference, we call these networks as class V and I, respectively. In other words, a network belongs to class V if it has χ > 0 and to class I otherwise. In the following, we restrict our attention to the choice of controllability measure in equation (6) due to its applicability to all net-work sizes, and carry a thorough analysis of its properties in order to address the aforementioned fundamental question in the theory of dynamical networks.
2k-Communicability in Dynamic Networks
We introduce here a new notion of nodal communicability which plays a pivotal role in distinguishing between class I and class V networks. It can be shown that the solution to TVCS (equation (4)) with f (·) = tr(·) consists of the indices of the largest diagonal entries of (A k ) T A k (Methods). In other words, for any k, the optimal control node ι * K−1−k at time K −1−k is precisely the index of the largest diagonal entry of (A k ) T A k . This motivates our definition of the 2k-communicability of a node i as
It can be shown that as k → ∞, R i (k) results in the same rankings of the nodes as the left eigenvector centrality squared, which is thus taken as the definition of R i (∞) (Methods and Supplementary Note 1). Figure 2 (a-b) illustrates the evolution of R i (k) as a function of k for all i ∈ V for a sample network of n = 20 nodes. Perhaps the most salient property of 2k-communicability is the extent to which it relies on the local interactions among the nodes. Recall, cf. [17] , that for any k, the (i , j) entry of A k equals the total number of paths of length k from node i to j (if the graph is weighted, each path counts as its weight, equal to the product of the weights of its edges). From equation (7), we see that R i (k) then equals the sum of the squares of the total (weighted) number of paths of length k ending in node i . In other words, R i (k) only depends on connections of node i with its k-hop outneighbors, and is independent of the rest of the network. Therefore, R i (k) is a local notion of centrality for small k and it incorporates more global information as k grows. In particular, R i (k) is closely related to
• the out-degree centrality of node i for k = 1;
• the left eigenvector centrality of node i for k → ∞;
(Methods and Supplementary Note 1). This scaling property of 2k-communicability is illustrated in Figure 2 Distinguishing Between Class V and I Networks Based on 2k-Communicability We next use the scaling property of 2k-communicability to unveil network structures that benefit from TVCS. For ease of reference, let r (k) ∈ V denote the index of the node that has the largest value R i (k). Formally, r (k) = arg max i R i (k). Then, according to the discussion above, the relation
is the core connection between 2k-communicability and TVCS. From this, we see that the optimal TVCS involves the application of u(0) to the node r (K − 1) with the highest global centrality and gradually moving the control point until we apply u(K − 2) to the node r (1) with the highest local centrality. 4 The intuition behind this procedure is simple. At k = 0, the control input has enough time to propagate through the network, which is why the highest globally-central node should be controlled. As we reach the control horizon K, the control input has only a few time steps to disseminate through the network, hence the optimality of locally-central nodes.
The role of R i (k) in TVCS has an immediate implication for distinguishing between class V and I networks: a network belongs to class V if the nodes with the highest R i (1) and R i (K − 1) are distinct (Supplementary Note 3). Consider again the networks of Figure 1 (c and f). Here, the color intensity of each node indicates its value R i (1) while its size corresponds to its value R i (K − 1). Clearly, the first few largest and darkest nodes are distinct in If a network has r (0) = r (K − 1), it is still possible that the network belongs to class V. In fact, about half of the networks with r (0) = r (K − 1) still belong to V (Figure 3 (a)). However, these networks have a value of χ of no more than 3% on average, and in turn this value quickly decreases with the dominance of the node r (0) over the rest of the network nodes ( Figure 3(b) ). This is a strong indication that, for most practical purposes, the test based on 2k-communicability is a valid indicator of whether a network benefits from TVCS. Furthermore, in the case of undirected networks, it is possible to analytically prove that a network belongs to class I (χ = 0) if certain conditions based on the eigen-decomposition of the adjacency matrix A are satisfied. As shown in Supplementary Note 4, these conditions include:
(i) Networks where the eigenvector centrality of one node is significantly higher than the rest of the network, and (3) and (4), respectively) and the relative TVCS advantage (equation (5)) for the network in (a). (c) An air transportation network among the busiest airports in the United States (see 'air500' in Table 1 for details). The network is undirected, and the dynamical adjacency matrix A is computed from static connectivity using the transmission method (Supplementary Note 2). This is an example of a network that significantly benefits from TVCS with χ 20%. (d) A small example network of the same size as (a) but with no benefit from TVCS. (e) The optimal values of TICS and TVCS (equations (3) and (4), respectively) and the relative TVCS advantage (equation (5)) for the network in (d). We see that the network does not benefit from TVCS independently of the choice of controllability metric. (f) A social network of students at the University of California, Irvine (see 'UCI Forum' in Table 1 for details). Similar to (c), the network is undirected and the adjacency matrix is computed using the transmission method (Supplementary Note 2). This network, however, does not benefit from TVCS (χ = 0). In (c) and (f), the controllability measure of equation (6) is used due to the large size of the network. In both cases, the color intensity and size of nodes represent their values of R i (1) and R i (K − 1), respectively (K = 10). While there is a close correlation between nodal size and color intensity in (f) (i.e., the darkest nodes are also the largest), this is not the case in (c), which is the root cause for the difference in their χ-values. The evolution of the functions {R i (k)} n i=1 . Although these functions are originally only defined over integer values of k, we have extended their domain to real numbers for better illustration of their crossings and oscillatory behavior. Oscillatory behavior only arises when A has complex-valued eigenvalues (otherwise, R i (k) is strictly convex). (c) An example network of n = 100 nodes for illustration of the scaling property of 2k-communicability. The node whose 2k-communicabilities are to be computed (i.e., "node i ") is depicted in red. (d-f) The 2-, 4-, and 14-communicability of the node depicted in red, as determined by its 1-, 2-, and 7-hop incoming paths. We see that R i (1) only depends on the immediate (out-)neighbors of i , but as k grows, R i (k) encodes more global information.
the network dynamics is dominated by the largest eigenvalue of A. A totally disconnected network (with nonzero self-loops) is the extreme case of such networks.
(ii) Networks where the eigenvector centrality of all nodes is determined by the weight of their link to the most central one. The canonical example is a star network with no (or small) self-loops.
(iii) Networks where A has three distinct eigenvalues (e.g., complete bipartite networks, connected strongly regular networks, and some cones on strongly regular graphs) and r (0) = r (∞). Star networks are also the canonical example here.
The general abstraction from these cases is that a network belongs to class I if it contains a sufficiently distinct central node, which reinforces our main conclusion that V is the class of networks with multiple scale-heterogeneous central nodes.The inclusion relationships between the various classes of networks introduced in this section are summarized in Figure 3 (c).
The Effects of Network Manipulation on Optimal Control Scheduling
In many real-world applications of control scheduling, not all the nodes are available/accessible for control. In this case, only a "manifest" subset of the nodes are available for the application of control inputs, while the remaining nodes are "latent" to the controller. The natural solution would then be to choose the control nodes optimally among the manifest nodes. Another solution, however, is to manipulate the dynamics among the manifest nodes such that the optimal control nodes (when computed without any restrictions on control scheduling) lie among the manifest nodes for all time, provided that such manipulation is possible.
Analytically, we can guarantee that the latter scheme (manipulating the manifest-manifest dynamics) can always enforce an all-manifest (i.e., entirely composed of manifest nodes) optimal TVCS, provided that the manipulation is sufficiently strong and not acyclic (Supplementary Note 5). Both requirements have clear interpretations. First, depending on how large the size of the manifest subnetwork is and how central its nodes already are (premanipulation), larger manipulation may be necessary to turn them into central nodes at various scales (i.e., r (k) for k = {0, . . . , K − 1}). Second, for the manifest nodes to become central at arbitrarily global scales (i.e., r (k) for k ∼ K → ∞), the manipulation must contain paths of arbitrarily long lengths, which are absent in acyclic networks.
A fair concern, however, exists regarding the minimum size of the manipulation needed to make the TVCS allmanifest. If this is excessively high, the prescribed approach may be infeasible in practice. Nevertheless, among networks of various size and structure, random manipulations with norm of about 10% of the norm of A are on average sufficient (Figure 4 ). Here, we see that the largest manipulations are needed for manifest subnetworks of about 10% the total size of the network. This is because when the size of the manifest subnetwork is extremely small, manipulations are focused on this small subset of nodes and thus more efficient, while with extremely large manifest subnetworks, the majority of the nodes are accessible for control and there is little restriction on the TVCS.
Finally, Figure 4 also shows the comparison, in terms of controllability, of the manipulation-based approach against the alternative approach of selecting an optimal TVCS with the additional constraint that control nodes must be manifest (without any manipulation of the dynamics), which results in a sub-optimal all-manifest TVCS. For the comparison to be fair, we normalize each network by its spectral radius (largest magnitude of its eigenvalues), and then compare the optimal value of their TVCS (equation (4)). We see that the amount of relative advantage produced by manifest subnetwork manipulation is comparable to the relative size of the manipulation, except for medium-sized manifest subnetworks (5 ∼ 20% of nodes), where the manipulation advantage is about two times its size.
TVCS in Synthetic and Real Networks
Here, we discuss the benefits of TVCS and its relation to network structure for several examples of synthetic and real networks. We start with the classical deterministic examples of undirected line, ring, and star networks ( Figure 5 ). Due to their simple structure, the 2k-communicabilities of these networks can be analytically computed in closed form (Supplementary Note 7). Using these results, it follows that for the line and star networks, the optimal control node is always the center node (or any of the two center nodes if a line has even number of nodes), while the optimal control node is arbitrary in a ring network. Notice that in all cases, it is the homogeneity of these networks that results in a single node having the greatest centrality at all scales (see Supplementary Note 5 for examples of nonhomogeneous star networks that have scale-heterogeneous central nodes and thus belong to class V).
Next, we analyze the role of TVCS in three classes of probabilistic complex networks that are widely used to capture the behavior of various dynamical networks. These , and then transformed to adjacency matrices A using the transmission method (Supplementary Note 2), and K = 10. (c) A Venn diagram illustrating the decomposition of dynamical networks based on the extent to which they benefit from TVCS. The color gradient is a depiction of this extent, as measured by χ (equation (5)), where darker areas correspond to higher χ. As shown in (a) and (b), the class of networks for which r (0) = r (K − 1) is only a subset of V but provides a good approximation for it.
include the Erdös-Rényi (ER) random networks, Barabási-Albert (BA) scale-free networks, and Watts-Strogatz (WS) small-world networks. Each network has its own characteristic properties, and these properties lead to different behaviors under TVCS. The average χ-values of these networks are computed for various values of n and network parameters ( Figure 6 ). For ER networks, χ is in general small, and decays with n. This is because ER networks, especially when n is large, are extremely homogeneous. This homogeneity is further increased during the transmission method, leading to a network matrix A that is extremely insensitive to the choice of control nodes. The connectivity structure of BA networks, in contrast, is extremely inhomogeneous, with one (sometimes 2) highly central nodes and a hierarchy down to peripheral leafs. As one would expect, this implies a small χ-value since the center node has the highest centrality at all scales (Supplementary Figure S1 ). However, when the connectivity matrix is transformed to A using the transmission method, the incoming links to all nodes are made uniform (adding up to 1). This in turns make the centrality levels of all the nodes comparable, leading to high χ-values observed (notice that the underlying connectivity structures are still highly inhomogeneous, distinguishing them from the ho-mogeneous ER networks). Notice that as the growth rate m a is increased, smaller networks tend towards complete graphs and high χ values shift to larger n.
As our last class of probabilistic networks, WS networks have the broadest range of size-parameter values with significant χ. As one would expect, χ is low near β = 0, 1, corresponding to regular ring lattice and ER networks, respectively. For β ∼ 0.2, there is a sufficiently high probability of having multiple nodes that are close to many rewired links (increasing their centrality), yet there is a low probability that these nodes, and the nodes close to them, are rewired all alike, resulting in heterogeneous central nodes and high χ-values. This heterogeneity is increased with n as larger networks have more possibilities of rewiring every edge.
Finally, we used the tools and concepts introduced so far to analyze TVCS in several real-world dynamical networks (Table 1 ). These networks are chosen from a wide range of application domains, from neuronal networks to transportation and social networks. According to the type of dynamics evolving over each network, we have used either the transmission or induction method to obtain its dynamical adjacency matrix from its static connectivity (Supplementary Note 2).
Figure 4: Manipulation of manifest subnetworks in order
to obtain an all-manifest optimal TVCS. The horizontal axis represents the percentage of manifest nodes in the network. In red, we show the minimum size of manipulation needed for the optimal TVCS to only include manifest nodes, relative to the size of the initial adjacency matrix (both measured by induced matrix 2-norm). In blue, we depict the optimal (i.e., maximal) value of tr(W K ) for the case where the minimal manifest manipulation is applied, relative to the maximal value of tr(W K ) subject to the constraint that all the control nodes are manifest (the former is with manipulation and without constraints on the control nodes, while the latter has no manipulation but control node constraints). Results are for 10 3 random networks of logarithmically-uniform sizes in [10 1 , 10 3 ] but otherwise similar to Figure 3 . Markers (circles/squares) represent average values and bars represent one standard deviation intervals. In both cases, the overall adjacency matrix is normalized by its spectral radius for fairness of comparison. We see that medium-sized manifest subnetworks (5 ∼ 20%) are the hardest yet most fruitful to manipulate. Supplementary Note 7) , concluding that all networks belong to class I, with the optimal control node depicted in red in each case (the optimal control node is arbitrary in a ring network due to its symmetry).
We have computed the χ-value for each network using a variable time horizon K ≤ 50, with the results ranging from 0 to more than 30% for different networks. These large variations even within each category signifies both the potential benefits of TVCS and the possibility of its redundancy, a contrast that has been pivotal to our discussion. In the last column, we have also indicated whether the most local and most global central nodes coincide in each network. Recall that this is a sufficient but not necessary condition for a network to be in class V (Figure 3 and Supplementary Note 3). Though only sufficient, this simple metric can correctly classify class members of V from I among these networks, except for the WesternUS power network, for which r (0) = r (K − 1) only marginally holds (the dominance of r (0) is 0) (cf. Figure 3(b) ).
Discussion
Despite the breadth and depth of existing literature on the controllability of complex networks and control scheduling, the significant potential of TVCS has been greatly overlooked. This work strives to explore the advantages of TVCS in linear dynamical networks and obtaining theoretical and computational relationships between these advantages and network structure. Using Gramian-based measures of controllability, we showed that TVCS can significantly enhance the controllability of many but not all synthetic and real networks. This motivated the pursuit of identifying properties based on network structure that explain when, why, and by how much TVCS is beneficial.
Using the newly introduced notion of 2k- Table 1 : Characteristics of the real-world networks studied in the paper
ref. For each network, we have reported the number of nodes n, number of edges |E| (with each bidirectional edge counted twice), whether the network is directed, the method used for obtaining dynamical adjacency matrix A from static connectivity C (A → C), the χ value (equation (5)), and whether the most local and global central nodes coincide (r (0) = r (K − 1)). Since the value of χ is a function of K, we have chosen the value of K ≤ 50 that has the largest χ for each network. Detailed descriptions of these datasets are provided in Supplementary Note 8. Figure 6 : The average χ-value for (a) ER, (b) BA, and (c) WS probabilistic networks. The horizontal axis determines the size of the network n in all cases, while the vertical axis determines the values of the corresponding parameters for each network: edge probability p for ER, growth (link attachment) rate m a for BA, and rewiring probability β for WS. After constructing the unweighted connectivity according to each algorithm (ER, BA, or WS), standard uniformly random weights are assigned to each edge, which is then converted to A using transmission method (Supplementary Note 2). For each value of n and network parameter over a coarse mesh (∼ 100 points), 100 networks are generated and the average of their χ-value is computed, which is then smoothly interpolated over a fine mesh (MATLAB csaps).
Neuronal
communicability, we showed that the scale-heterogeneity of central nodes in a network is the main cause and correlate of TVCS advantages. If a network has several distinct central nodes and different scales, the optimal TVCS involves starting the control from the most global central nodes and gradually moving towards most local ones as the time horizon is approached. If, on the other hand, a single node acquires the highest centrality at all scales, optimal TVCS prescribes the sole control of this node over the entire horizon, leading to optimality of TICS.
A striking finding that defied our expectations is the effect of network dynamics, beyond its raw connectivity structure, on TVCS. Here, we differentiated between the raw connectivity structure of a network (obtained using specific field knowledge and measure the relative strength of nodal connections) and its dynamical adjacency matrix which determines the evolution of network state over time. Depending on the nature of network state, we proposed two methods, transmission and induction, for obtaining the dynamical adjacency matrix from static connectivity. The effects of these methods, however, is noteworthy on the benefits of TVCS, even though the underlying network connectivity is the same ( Table 1 and Supplementary Figure S1 ). While the transmission method significantly enhances the merit of TVCS, the induction method depresses it (both compared to raw connectivity). We believe the reason for the former is the additional homogeneity that the transmission method introduces among the nodes, while the latter is due to the conversion from continuous to discrete-time dynamics, which enables long-distance connections even over small sampling times (due to the fact that interactions occur over infinitesimal intervals in continuous time). These results suggest that controllability of network dynamics is not only a function of its structural connectivity, but also greatly relies on the type of dynamics evolving over the network, an aspect that has received little attention in the existing literature and warrants future research.
The focus of our discussion has so far been on single input networks where one node is controlled at a time, in order to enhance the simplicity and clarity of concepts. Nevertheless, our results have straightforward generalizations to multiple-input networks (Supplementary Note 6). If m denotes the number of control inputs, the optimal TVCS involves applying these control inputs to the m nodes with the highest centralities at the appropriate scale at every time instance (i.e., the m nodes with the largest R i (K−1−k) have to be controlled at every time instance k). It is clear that the additional flexibility due to the additional inputs makes V larger, i.e., more networks have χ > 0. Nevertheless, this additional flexibility also makes TICS significantly more efficient. Therefore, it is not immediately clear whether this enlargement of V also entails larger χ for networks with the same size and sparsity. In fact, increasing m reduces average χ for all the classes of ER, BA, and WS networks (Supplementary Figure S2 ), suggesting that the additional flexibility is more advantageous for TICS than TVCS.
Regardless of the number of inputs (1 or more), an im-portant implicit assumption of our work is that this number is limited, i.e., no more than m nodes can be controlled at every time instance. This may at first seem over-conservative since TVCS requires, by its essence, the installation of actuators at all (or many) nodes of the network. Therefore, one might wonder why limit the control to only m nodes at every time instance when all the nodes are ready for actuation. The answer lies within the practical limitations of actuators. For ideal actuators, distributing the control energy over as many nodes as possible is indeed optimal. However, this is not possible in many scenarios, including when (i) actuators exhibit nonlinear deadzone behaviors, so that each one requires a sizable activation energy, (ii) actuators are controlled via communication channels with limited capacity, so that only a small number of devices can be simultaneously operated, (iii) actuators are geographically disperse so that precise coordination becomes difficult or time-consuming, and (iv) simultaneous control of proximal nodes results in actuator interference.
Although the dynamics of all real networks have some degrees of nonlinearity, the analysis of linear(ized) dynamics is a standard first step in analysis of dynamical properties of complex networks [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . This is mainly due to the fact that stability and controllability of linearized dynamics of a nonlinear network implies the same properties locally for the original nonlinear dynamics, making linear dynamics a powerful tool in analyzing many dynamical properties that are in general intractable for nonlinear dynamics. The local validity of linearization, however, is a main limitation of this work, particularly in networks where the change of state is significant relative to the size of the domain over which the linearization is valid. The generalization of this work to linear time-varying dynamics (namely, A(k) instead of A in equation (1)) is a warranted next step for future exploration of the role of TVCS in general nonlinear networks.
Methods
Optimal Control of Linear Networks and the Reachability Ellipsoid
Assume the linear network dynamics in equation (1) are controllable at time K, i.e., W K is invertible (equivalently, positive definite). While for any x f ∈ R n , there are usually infinitely many choices of {u(k)} K−1 k=0 that take the network from x(0) = 0 to x(K) = x f , the one that has the smallest energy is given by [15, Thm 6.1] 
It is immediate to verify that this gives the minimal energy
Therefore, the unit-energy reach-ability set is given by
Since W −1 K is positive definite, this is a hyper-ellipsoid in R n , with axes aligned with the eigenvectors of W K . Let (λ i , v i ) be an eigen-pair of W K and x f = cv i . Then,
showing that the axis lengths of this hyper-ellipsoid are given by the square roots of the eigenvalues of W K .
Gramian-based Measures of Controllability
Gramian-based measures are the most common measures of network controllability. Due to the relationship between Gramian eigenvalues and minimal control energy (as outlined above), these measures quantify how large the eigenvalues of W K are in different ways. Let λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0 denote the eigenvalues of W K . The most widely used Gramian-based measures are
• tr(W K ) = λ1 + λ2 + · · · + λn,
It is clear from these relationships that all these measures, except for tr(W K ), approach 0 if λn → 0. This property, i.e., the behavior of a measure as λn → 0, is the most critical difference between tr(W K ) and the other three measures. For the rest of this discussion, let fc (·) be any of tr((·) −1 ) −1 , det(·), or λ min (·). Since the network is (Kalman-) controllable if and only if λn > 0, having fc (W K ) > 0 guarantees network controllability while tr(W K ) > 0 does not. This is a major disadvantage of tr(W K ) for small networks, where controllability in all directions in state space is both achievable and desirable. As the size of the network grows, however, λn typically decays exponentially fast to zero [6] , irrespective of network structure. This exponential decay of worst-case controllability is even evident in the example network of Figure 1 (a) comprising of only n = 5 nodes.
Computationally, this means that λn (and in turn fc (W K )) quickly drops below machine precision as n grows. In fact, for K = 10 and double-precision arithmetics, this happens for n ∼ 15, making the TVCS (equation (4)) with f = fc numerically infeasible (as it involves the comparison of fc (W K ) for different {b k } K−1 k=0 , which are all zero up to machine accuracy). Further, notice that the computational complexity of TVCS for f = fc grows as n K due to the NP-hardness of TVCS, enforcing the use of sub-optimal greedy algorithms even if machine precision was not a concern (see [12] and the references therein for details).
In addition to the computational aspects of TVCS, the exponential decay of λn also has theoretical implications for the choice of f . When using f = fc , TVCS seeks to assign the control nodes {ι k } K−1 k=0 such that controllability is maintained in all directions in the state space, with special emphasis on the hardest-to-reach directions. The use of tr(W K ), on the other hand, involves maximizing the average of Gramian eigenvalues, which usually strengthens the largest eigenvalues and spares the few smallest ones. In large networks, the latter is in general more realistic as controllability is hardly needed in all n directions of the state space. As discussed in detail in [42] , this seems to be the case in the resting-state structural brain networks: this paper shows that tr(W K ) is maximized by controlling specific brain regions that have long been identified as the structural "core" or "hubs" of the cerebral cortex, while the Gramian is itself close to singular.
Finally, due to the same strong dependence of fc (W K ) but not tr(W K ) on λn, we often observe that tr(W K ) is significantly less sensitive to the choice of the control nodes {ι k } K−1 k=0 , leading to orders of magnitude smaller χ than that of fc (W K ) (Figure 1(b) ). This means that V is only a small subclass of networks that benefit from TVCS measured by fc . This also has a clear interpretation, since maintaining controllability in all directions in the state space requires a broader distribution of the control nodes that facilitates the reach of the control action {u(k)} K−1 k=0 to all the nodes in the network.
Optimal TVCS and TICS
Consider the TVCS problem in equation (4) with f (·) = tr(·). Using the definition of the controllability Gramian (equation (2)) and the invariance property of trace under cyclic permutations, we can write tr(W K ) = where each term b(K−1−k) T (A k ) T A k b(K−1−k) is the ι K−1−k 'th diagonal entry of (A k ) T A k . Therefore, the optimization in equation (4) boils down to finding the largest diagonal element of (A k ) T A k and applying u(K−1−k) to this node. On the other hand, for the TICS problem (equation (3)), we have
so one has to instead find the largest diagonal entry of K−1 k=0 (A k ) T A k , and apply all the controls inputs u(0), . . . , u(K− 1) to this same node, which is clearly sub-optimal with respect to TVCS.
2k-Communicability, Degree, and Eigenvector Centrality
The notion of 2k-communicability introduced in this article has close connections with the degree and eigenvector centrality in the limit cases of k = 1 and k → ∞, respectively (see Supplementary Note 1 for the definitions of various eigendecomposition based notions of network centrality). Recall that the out-degree centrality and 2-communicability of a node i ∈ V are defined as, respectively, Therefore, if the network is unweighted (i.e., all the edges have the same weight), then R i (1) ∝ d out i , so 2-communicability and out-degree centrality result in the same ranking of the nodes (in particular, r (1) is the node with the largest out-degree). As edge weights become more heterogenous, these two rankings become less correlated, with 2-communicability putting more emphasis on stronger weights.
A similar relation exists between ∞-communicability and left eigenvector centrality, as we show next. Let v1, u1 ∈ R n be the right and left Perron-Frobenius eigenvectors of A, respectively, normalized such that v T 1 v1 = u T 1 v1 = 1. Since the network is by assumption strongly connected and aperiodic, we have Given that dividing R i (k) by ρ(A) 2k for all i does not change the ranking of nodes, we define R i (∞) = u 2 1,i for all i. Since squaring non-negative numbers preserves their order, nodal rankings based on ∞-communicability and left eigenvector centrality are identical.
Nodal dominance
Among the networks where the nodes with the greatest R i (1) and R i (∞) coincide (i.e., r (0) = r (∞)), there is a higher chance (than in general) that any network belongs to class I. However, about half of these networks still belong to class V, meaning that there exists 1 < k < ∞ such that r (k) = r (0). To assess the importance of this time-variation of optimal control nodes, we define the dominance of the node r (0) (over the rest of the network) as follows. Let r (0) be the index of the node with the second largest R i (1) (largest after removing r (0)). Similarly, let r (∞) be the index of the second largest R i (∞). We define Dominance of r (0) = min R r (0) (0) − R r (0) (0) R r (0) (0) ,
A small dominance indicates that another node has very similar value R i (0) or R i (∞) to r (0), while a large dominance is an indication of a large gap between R r (0) (k) and the next largest R i (k) for both k = 0 and k → ∞.
