Abstract. A notion of highly probable fitness optimization through evolutionary computing runs on small size populations in a very general setting is proposed. This has applications to evolutionary learning. Based on rapidly mixing Markov chains, the approach pertains to most types of evolutionary genetic algorithms, genetic programming and the like. For systems having associated rapidly mixing Markov chains and appropriate stationary distributions the new method finds optimal programs (individuals) with probability almost 1. Algorithmically, the novel approach prescribes a strategy of executing many short computation runs, rather than one long computation run. Given an arbitrary evolutionary program it may be infeasible to determine whether its associated matrix is rapidly mixing. In our proposed structured evolutionary program discipline, the development of the program and the guaranty of the rapidly mixing property go hand in hand. We conclude with a tentative toy example.
Introduction
Theoretical performance analysis of genetic computing often uses unbounded or exponential population sizes [1, 10, 15, 16] . Results obtained in this way may not be directly applicable to real practical problems where we always have to deal with a bounded (small) population size [4, 14] .
Considering small population sizes it is at once obvious that the size and constitution of the population may have a major impact on the evolutionary development of the population. We aim to establish a fast feasible speed of convergence to a distribution of populations from which we can obtain by Monte Carlo sampling an optimal type individual with high probability.
The method we propose is applicable to a wide range of genetic computing models which includes genetic algorithms on strings and genetic programming on trees, and so forth. The computational properties are analyzed in terms of a finite Markov chain where the states correspond to finite populations. The transition probability between two states is induced by the selection, reproduction, and fitness rules, [10, 16, 7] We analyze the speed of convergence using recent results, [11, 2, 3] in rapid mixing of Markov chains, to obtain an overall feasible process (for example, polynomially many runs of polynomially long evolutions of small size populations.)
Outline of a Discipline of Genetic Optimization. An evolutionary computation process with positive mutation rates corresponds to the development of an ergodic Markov chain whose states are the populations and which converges to a desired stationary probability distribution over the sample space of which the elements are populations, [10] . In each single run of the evolutionary computation we find with some probability a particular population. Repeat this process so as to obtain a large enough sample of populations drawn from the stationary distribution, and subsequently determine the fittest individuals from each such population. We shM1 show that if proper conditions can be guarantied, then this process finds a global optimally fit individual with probability almost one. Our analysis shows that for certain genetic computations using a large number of short runs is provably a good strategy as opposed to one long run. In practice, several researchers observed earlier that it pays to restart on a new population when the evolution takes a unpromising direction, for example [6, 4] . 2 To the author's knowledge, we provide the first formal method of genetic fitness optimization (applicable to restricted classes of GA, GP, and related optimization problems) together with a rigorous analysis demonstrating that this strategy is guarantied to work with high probability, rather than intuitive heuristic or ad hoc arguments.
The efficiency of this technique in any application depends crucially on the rate of convergence of the Markov chain. Since the number of states is typically very very large, the chain should reach equilibrium after each particular evolution has only explored a tiny fraction of the state space. Chains with this property are called rapidly mixing.
Towards Structured Genetic Computing. To actually use the method we have to find a structured methodology to set up the genetic system (selection~ reproduction, fitness) such that the resulting Markov chain is rapidly mixing, and, moreover, such that the types with sufficiently high fitness will be obtained by Monte Carlo sampling with sufficiently high probability from the (close to) final stationary state distribution. What we have in mind is a design methodology to develop a genetic system satisfying these requirements from the specifications of the problem statement. This is a tall order, but on the positive side we recall that similar techniques have been used successfully in combinatorial counting, statistical physics, and combinatorial optimization, [11] and certain quadratic dynamic processes related to genetics of infinite populations [13] .
