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Regression Tree
Regression Tree 1 is a non-parametric method a that recursively partitions the predictor space into It is important to note that the optimization is local. It means that in the greedy methods there is no assurance that successive locally optimal decisions lead to the global optimum 3 . Moreover, ( ) = ∑ ( ) ∈̃, is the loss function of the entire tree, where ̃ is the set of its terminal nodes.
Having found the best split * , the data are partitioned into two regions and the splitting process is repeated on each of them. This procedure can be carry until when in each leaves there is only 1 case;
in this way, we are in presence of overfitting and the tree, denoted Tmax, is not a good predictor. Hence, an important issue is the choose of the tree size.
Breiman and Stone 4 proposed a method called pruning, based on the cross-validation. The idea is to choose subtrees using the loss function ( ), adjusted by a complexity parameter ≥ 0:
where |̃| denotes the number of terminal nodes in T. The idea is to find, for each α, the subtree ⊂ , where denotes the tree goes in overfitting, obtained by pruning Tmax in order to minimize 
Random Forest
One of the major complaints of tree-based model is their instability. Small changes in the predictor distribution can drastically change the structure of the resulting tree. A consequence of unstable methods is that the prediction error is high.
An approach that mitigates this problem and increases the accuracy of the predictors consists of Random Forest Algorithm -Regression # Set parameters BOOT #number of replications nmin #identify a minimum node size g #number of variables selected by the algorithm at each node of the tree # For i=1 to BOOT { (a) Draw a bootstrap sample booti of size N from the training data (b) Grow a tree Tbooti to the bootstrapped data, by recursively repeating the following steps for each node of the tree, until the minimum node size nmin is reached. (i) Select g variables at random from the r covariates (ii) Take the best split/variable among the g variables available (iii) Split the node in two child nodes. } From the ensemble of trees, the prediction at a new point x is:
From Random Forest is possible to extract two variable importance measures which identify the covariates that have a major impact on the prediction of the response variable. In this paper we consider only one of them, the Total Decrease in Node Impurity (known also with the name of Gini Importance). For evaluating the discriminatory power of a variable, this measure accumulates the Gini gain over all splits of trees grown in the forest 8 .
In detail, at each tree of Random Forest, the heterogeneity reductions due to variable Xr over the set of nonterminal nodes are summed up and the importance of Xr is computed averaging the results over all the trees of the ensemble. Formally, let be the decrease in the heterogeneity index due to Xr at the nonterminal node ∈ of the Ti tree. The variable importance of r-th variable over all the trees is:
where is the indicator function which equals 1 if the r-th variable is used to split node m c and 0 otherwise.
