We consider the Max-Buying Problem with Limited Supply, in which there are n items, with C i copies of each item i, and m consumers such that each consumer b has a valuation v ib for item i. The goal is to find a pricing p and an allocation of items to consumers that maximize the revenue, with every item allocated to at most C i consumers, every consumer receives at most one item, and if a consumer b receives item i, then p i ≤ v ib . We present a randomized e/(e − 1)-approximation for the MaxBuying Problem with Limited Supply and show how to derandomize it, improving the previously known upper bound of 2. The algorithm uses an integer programming formulation with an exponential number of variables to do a probabilistic rounding and it explores some structure of the problem that might be useful when developing approximations for other pricing problems. We also present a PTAS for the price ladder variant, in which the pricing must be non-increasing (that is, p 1 ≥ p 2 ≥ · · · ≥ p n ), improving the previously known upper bound of 4.
Max-Buying Problem with a Price Ladder and showed how to reduce the Rank-Buying Problem with a Price Ladder to the Max-Buying Problem with a Price Ladder (for unlimited supply only). They also presented a 4-approximation algorithm for the MaxBuying Problem with a Price Ladder and Limited Supply. For the case without the price ladder requirement, Aggarwal et al. presented an e/(e − 1)-approximation algorithm for the Max-Buying Problem with unlimited supply, along with a lower bound of 16/15 (which can be improved to 8/7 using a result of Guruswami and Khot [13] ), a log(m)-approximation that can be used for the three models, where m is the number of consumers, and a 1 + ε lower bound for the Min-Buying Problem, for some positive constant ε.
Another variant considered by Aggarwal et al. [1] is an online version of the MaxBuying Problem with Limited Supply defined as follows. We are given the valuation matrix v in advance but we do not know the arrival order of the consumers and we have to choose a pricing. When a consumer arrives, the seller assigns to the consumer the most expensive item feasible for her/him that still has an unsold copy, if there is one such item. They proved that, for any fixed pricing, the revenue obtained by any ordering of the consumers is at least 1/2 of the revenue obtained by an optimal ordering of the consumers. From this, it follows that any α-approximation for the Max-Buying Problem with Limited Supply (with or without a price ladder) can be used to give a pricing, and provide a 2α-competitive algorithm for this online version.
Briest and Krysta [3] showed that the Min-Buying Problem (with or without a price ladder) is not approximable within O(log ε m) for some positive constant ε, unless NP ⊆ DTIME(n O(log log n) ), within O( ε ) where is an upper bound on the number of non-zero valuations per consumer, and within O(n ε ) unless NP ⊆ DTIME(2 O(n δ ) ) for every δ > 0. They also showed that the Max-Buying Problem with a Price Ladder is strongly NP-hard and they presented a 2-approximation algorithm for the Max-Buying Problem with Limited Supply (without a price ladder).
For the Min-Buying Problem with Uniform Budgets, Briest [2] showed that the problem cannot be approximated within O(log ε |B|) for some positive ε if we assume some specific hardness of refuting random 3SAT-instances or approximating the balanced bipartite independent set problem in constant degree graphs. Later on, Chalermsook et al. [4] presented lower bounds of ( 1/2 ) (unless P = NP) and (log 1−ε (m + n)) for any positive constant ε (unless NP ⊆ DTIME(n O(log δ n) ), where δ is a constant depending on ε). Finally, Chalermsook et al. [5] presented a lower bound of (min( 1−ε , n 1/2−ε )) (using the Exponential Time Hypothesis) for any positive constant ε for this problem.
Guruswami et al. [12] studied the Envy-Free Pricing Problem, in which a consumer b must receive an item in the set D b = {i ∈ I : p i < v ib } that maximizes v ib − p i . If such set is empty, then b must either receive no item or receive an item such that p i = v ib . The problem was considered in a more general setting where consumers have valuations for bundles of items (like in a combinatorial auction), but their work focus on unit-demand auctions and also on single-minded consumers. Guruswami et al. proved that the Envy-Free Pricing Problem for the unit-demand case is APX-hard and provided an O(log n)-approximation for it. Also, as the Envy-Free Pricing Problem with uniform budgets for the unit-demand case is the same problem as the Min-Buying Problem with uniform budgets, the lower bounds of Briest [2] , Chalermsook et al. [4] , and Chalermsook et al. [5] also hold for the Envy-Free Pricing Problem. Finally, it is interesting to point out that there is a strong connection between the Envy-Free Pricing Problem and the Network Pricing Problem (where one has to choose a pricing on tollbooths in a network). As shown by Fernandes et al. [7] , any α-approximation algorithm for the Network Pricing Problem (and some of its variants) would also lead to an α-approximation algorithm for the Envy-Free Pricing Problem. The converse is also true for a variant of the Network Pricing Problem, as shown by Heilporn et al. [14] .
Our Results
In this paper, we focus on the Max-Buying Problem. Notice that the Min-Buying Problem, the Rank-Buying Problem, and the Envy-Free Pricing Problem are in fact constrained versions of the Max-Buying Problem, since in these problems every consumer receives a feasible item, and thus, theoretical developments for the Max-Buying Problem, as presented in this paper, can shed some light on these problems.
We present two new approximation algorithms for the Max-Buying Problem with Limited Supply, one for the general case and the other for the case where a price ladder is required. Both algorithms improve on the previously best known approximation ratio for these problems.
For the Max-Buying Problem with Limited Supply (without the price ladder requirement), we present an e/(e−1)-approximation, improving on the previous upper bound of 2 by Briest and Krysta [3] . (Recall that e/(e − 1) < 1.582.) Also, this algorithm has the same approximation ratio as the algorithm for the Max-Buying Problem (with unlimited supply) presented by Aggarwal et al. [1] . Notice that unlimited supply is a particular case of our problem where the number of copies of every item is the number of consumers. We believe that the algorithm is interesting by itself: it uses an integer programming formulation with an exponential number of variables to do a randomized rounding. We also show how to find a deterministic algorithm though derandomization of our algorithm using the method of conditional expectations [6, 22] .
For the Max-Buying Problem with Limited Supply and a Price Ladder, we present a polynomial-time approximation scheme (PTAS), that is, a family of algorithms parametrized by a positive rational ε such that the algorithm is polynomial for constant ε and provides an approximation ratio of 1 + ε.
Notice that, using the result presented by Aggarwal et al. [1] , our first algorithm is 2e/(e − 1)-competitive for the online version of the Max-Buying Problem with Limited Supply and, for each ε > 0, our second algorithm is (2 + ε)-competitive for the online version of the Max-Buying Problem with Limited Supply and a Price Ladder.
This paper is organized as follows. In the next section, we present some notation and describe formally the problem that we address. In Sect. 3 we present an integer programming formulation for the Max-Buying Problem with Limited Supply that has an exponential number of variables and show how to solve the linear relaxation of this formulation in polynomial time. We also present a lower bound on the integrality gap of this formulation. In Sect. 4 we present a randomized e/(e − 1)-approximation for the Max-Buying Problem with Limited Supply and in Sect. 5 we show how to derandomize it. In Sect. 6 we present a polynomial-time approximation scheme for the Max-Buying Problem with Limited Supply and a Price Ladder. Finally, in Sect. 7 we end with some final remarks.
Model and Notation
We denote by B the set of consumers and by I the set of items. Definition 2 A pricing is a non-negative rational vector indexed by I where p i is the price of item i.
We consider individually rational consumers, that is, a consumer will only buy an item if it is not too expensive.
Definition 3 Given a valuation v and a pricing
Since for a given pricing, it is possible that there are many feasible items for a consumer, we consider that the seller chooses an allocation of items to consumers. Note that an allocation is not necessarily a matching, as it might assign the same item to more than one consumer (each one receives a copy of the item).
Definition 5
The Max-Buying-Limited Problem consists of, given a valuation v and a positive integer vector C indexed by I , finding a pricing p and an allocation x that maximize the seller's revenue, and such that every item is allocated to at most C i consumers and every consumer either receives no item or receives a feasible item.
Given a pricing p, one can construct a bipartite graph G with parts I and B and an edge {i, b} of weight p i for every item i and consumer b such that p i ≤ v ib . An optimal allocation for the Max-Buying-Limited Problem can then be obtained by finding a Maximum Weighted ρ-Matching for G where ρ(b) = 1 for every consumer b and ρ(i) = C i for every item i. As this construction can be done in polynomial time and there are known polynomial-time algorithms for solving the Maximum Weighted Bipartite ρ-Matching Problem [19, 21] , if the pricing is given, then it is possible to compute an optimal allocation in polynomial time.
Consider a solution (x, p) for the Max-Buying-Limited Problem, an item i, and the set S of consumers that bought item i according to x. Because i is feasible for every consumer in S, we have that p i ≤ min{v ib : b ∈ S}. If S = ∅ and p i < min{v ib : b ∈ S}, then (x, p) cannot be an optimal solution because one could increase the price of i to obtain a strictly better solution. So we may assume, w.l.o.g., that p i = min{v ib : b ∈ S} for every item i that is bought by a non-empty set S of consumers.
We will present an IP formulation for the Max-Buying-Limited Problem that is heavily based on the observation above and on the next definitions. From this formulation, we will design a randomized rounding approximation algorithm in the next section.
Definition 6 For an item
a star of i and we denote by S the set of all stars, that is, S = i∈I S(i).
For S ⊆ B and an item i, note that S ∪ {i} induces a star in the complete bipartite graph where the parts of the bipartition are I and B. Notice that a feasible solution of the Max-Buying-Limited Problem can be seen as a collection of stars, one for each item, with every consumer in at most one star, and the price of an item i being P (i,S) , where (i, S) is the star of item i in the collection.
Definition 7 For a star
Next, we present our formulation, called (SF) for star formulation, in which we have a vector x of binary variables, with |S| positions, where x (i,S) is equal to 1 if and only if the set of consumers that receive item i is precisely S. The goal is to determine x that (SF) maximizes
The (SF) is what is commonly called a Configuration LP. In a Configuration LP, we enumerate all possible configurations for the problem (in our case, a configuration is a star) and choose a feasible set of configurations. In our case, we reduced the MaxBuying Limited Problem to the Set Packing Problem [10] . A similar idea was used by Hochbaum [15] to obtain an O(log n)-approximation for the Metric Uncapacitated Facility Location Problem by reducing it to the Set Cover Problem [10] .
Consider the linear relaxation of (SF) (which we will call (SF R )), obtained by exchanging restriction (1) by
Notice that (SF R ) can have (|I |2 |B| ) variables. But, fortunately, it is possible to solve it in polynomial time using a procedure similar to the one used by Karmarkar and Karp [16] . First, we solve the dual in polynomial time (using a polynomial-time separation oracle and the ellipsoid method [17] ) and then solve the primal restricted to the columns corresponding to the constraints used in the resolution of the dual (again using the ellipsoid method). Notice that there is a polynomial number of such columns.
Proposition 1 (SF R ) can be solved in polynomial time.
Proof First, notice that the dual of (SF R ) is
We will prove that we can solve the separation problem for this dual linear program in polynomial time. From this, and using the classical result of Grötschel et al. [11] , we will conclude that we can solve this dual linear program in polynomial time.
Consider that one is given a vector (α, β) that is a candidate to be a solution of the dual above. We want, in polynomial time, to decide if (α, β) is indeed a solution and, if (α, β) is not a solution, to provide a violated inequality.
First of all, we will assume that, for every consumer b, we have that β b ≥ 0, because if there is a consumer b such that β b < 0, then (α, β) is clearly not feasible and we can return the inequality β b ≥ 0 to prove it. Also, we will assume, w.l.o.g. that C i ≤ |B| for every item i. Now, for some i ∈ I , b ∈ B, and k ∈ {1, . . . ,
We state that such (i, S) ∈ S(i, b, k) that minimizes b∈S β b can be found (if it exists) in polynomial time. One has only to consider the first k
That is, one can iterate over all i ∈ I , b ∈ B, and k ∈ {1, . . . , C i } and decide if there is a star in S(i, b, k) that violates an inequality. Thus the dual can be separated in time polynomial on the size of v.
To conclude our proof, denote the dual restricted only to the inequalities generated by the separation oracle by (D ) and denote (SF R ) restricted only to columns that correspond to violated inequalities found by the separation oracle by (SF R ). By the strong duality theorem [9] , (SF R ) has the same optimal value as (D). But, notice that (D) has the same optimal value as (D ) and, again by strong duality, (D ) has the same optimal value as (SF R ). Thus, (SF R ) has the same optimal value as (SF R ), but it has only a polynomial (on the size of v) number of columns (and rows) and it can be solved by the ellipsoid method in time polynomial on the size of v.
Next, we present a lower bound on the integrality gap of (SF).
Proposition 2 The integrality gap of (SF) is at least 5/4 for limited supply, even if we consider uniform budgets.
Proof Consider the following instance where I = {1, 2} with C 1 = 1 and Fig. 1 ). First, notice that the value of an optimal solution for this instance is 4. In fact, if p 1 > 0 and item 1 is sold, then the revenue that we can obtain from item 1 is at most 2 (because C 1 = 1) and the maximum revenue that we can obtain from item 2 is also at most 2 (because either consumer 1 or 2 bought item 1). If item 1 is not sold to a consumer in {1, 2}, then the revenue from item 1 is zero and the revenue from item 2 is at most 4.
Consider now a fractional solution x for (SF R ) with
, from where we conclude that x has value 5.
From the previous proposition, we conclude that any approximation algorithm that solely utilizes the value of an optimal solution for (SF R ) as an upper bound for the value of an optimal solution cannot have an approximation ratio better than 1.25.
An Algorithm for Limited Supply
Next, we present a new approximation algorithm for the Max-Buying-Limited Problem with a better ratio than the approximation presented by Briest and Krysta [3] . This approximation applies also to the Max-Buying Problem (with unlimited supply), achieving the same ratio of the best known approximation for this problem [1] .
We will use this IP formulation to design an approximation algorithm for our problem using randomized rounding. Next we present our algorithm.
StarRounding(I, B, v, C)
1 Let x be an optimal solution of (SF R ) for (I, B, v, C) 2 for each item i ∈ I 3 Choose a star S i ∈ S(i) with probability P(
Set the price of i as P S i 5 for each consumer b ∈ B 6
Leti be an item such that P S i is maximum with S i = (i, Proof First, notice that the objective function of (SF) can be rewritten as S) and that this value for the x chosen in Line 1 is an upper bound on the value of an optimal solution of our problem. We will prove that the expected price paid by consumer b in the solution produced by the algorithm is at least We will denote the -th star in this ordering simply by , its price by P , its primal variable by x and its item by c( ). Finally, we denote by E the event in which star was chosen by StarRounding in Line 3.
Let R(b) be the revenue that we obtain from consumer b. For 1 ≤ ≤ k, note that E[R(b)|E 1 , . . . , E −1 , E ] = P because StarRounding will allocate c( ) (or another item with the same price) to consumer b as c( ) is one of the most expensive items that has b in the chosen star. Also, notice that P(E |E 1 , E 2 , . . . , E −1 ) ≥ x , because we choose the star of an item independently of the star chosen for other items and the probability of event E can only increase if we know that a set of other stars of item c( ) were not chosen.
Let
Using the observations above, we will prove that, for every 1
Observe that the theorem follows from this statement, as it reduces to
e because f (z) is decreasing. So we proceed with the proof of the statement, by induction on k − . Note that
thus the statement is valid for = k, the base case. Now, for < k, assume the statement is valid for + 1. We have that
where the last inequality follows from the fact that
Using the induction hypothesis, we deduce that
In order to proceed, let us first show that 1 − e −x − e −x f +1 x ≥ 0. For that, let h(z) = 1 − e −z − e −z tz, for some 0 < t ≤ 1. Notice that h(0) = 0 and that h (z) = e −z + e −z tz − e −z t ≥ e −z tz. Therefore, h(z) is non-decreasing for non-negative z, from which we conclude that h(z) ≥ 0 for every non-negative z. So, in particular, 1 − e −x − e −x f +1 x ≥ 0, as we wished. Also, notice that P k i= x i ≥ k i= P i x i . Combining this with the previous, we deduce that
and conclude that
which ends the induction and the proof of the theorem.
In the next lemma we show that this analysis is tight.
Lemma 1 For every ε > 0, there is an instance for which the expected revenue of a solution found by StarRounding is smaller than ((e − 1)/e + ε)OPT, where OPT is the value of an optimal solution for this instance.
Proof Consider the instance with a set of items I and only one consumer b such that v ib = 1 for every i ∈ I . It is easy to see that an optimal solution for this instance has value 1. It is also clear that an optimal solution of (SF R ) has value 1. One such optimal solution is x such that x (i,{b}) = 1/|I | and 
Derandomizing StarRounding
In this section we show how to obtain a deterministic e/(e − 1)-approximation for the Max-Buying-Limited Problem by derandomizing the algorithm StarRounding presented in the previous section. Our algorithm uses conditional expectations [6, 22] in order to decide if it should keep a specific star in the solution. For this, we have to compute the expected revenue of the solution being constructed by StarRounding, given that a set of stars is already included in the solution.
We start presenting an algorithm called DeterministicStarRounding, which is a derandomized version of algorithm StarRounding. For this, we consider the algorithm Expectation (presented afterwards), which is given I , B, v, a solution x of (SF R ) for (I, B, v, C) , and a set X of stars where every item has at most one star in X and every star S in X has x S > 0, and calculates the expected revenue of the solution produced by StarRounding conditioned to the stars in X being chosen.
DeterministicStarRounding(I, B, v, C)
1 Let x be an optimal solution of (SF R ) for (I Set the price of i as P S i 5 for every consumer b ∈ B 6
Leti be an item such that P S i is maximum with S i = (i, S) and b ∈ S 7 if there is no such item 8 consumer b does not receive an item 9 else 10 sell item i to consumer b
We start by introducing a notation for representing an ordering of the stars with positive probability.
Definition 8
For a solution x of the linear relaxation of (SF), let S = {S 1 , . . . , S N } be the set of stars S with x S > 0, ordered by P S in a non-increasing way.
In order to compute the conditional expectations, we need to represent which stars we want to consider as chosen. Besides that, we also need to consider that some stars cannot be chosen (despite the fact that algorithm DeterministicStarRounding does not use this). The following notation will be useful to represent which stars we consider as chosen and which stars we consider as not chosen in the computation of the conditional expectations.
Definition 9
We denote by X and by X the set of stars that we want to consider as chosen and the set of stars that we want to consider as not chosen, respectively, in the computation of the conditional expectation of the revenue. We consider that X∪X ⊆ S and X ∩ X = ∅ and, if an item i has a star in X then every other star of i in S is in X.
In particular, note that every star S ∈ X ∪ X has positive probability (accordingly to x) and that an item has at most one star in X, which agrees with the way that algorithm StarRounding works.
Next, we present the algorithm Expectation. For this we use the algorithm Expectation-b that receives I , B, v, a solution x of (SF R ), X, X and S as above, and computes the expected revenue obtained from consumer b in a solution produced by StarRounding conditioned to the stars of X being chosen and the stars in X not being chosen.
Expectation(I, B, v, x, X)
1 Let S = {S 1 , . . . , S N } be the stars S in non-increasing ordering in P S 2 Let X be the set of stars S ∈ S \ X for which there is a star T ∈ X with c(T ) = c(S) 3 sum = 0 4 for each consumer b ∈ B 5 sum = sum + Expectation-b(I, B, v, x, X, X, S, b) 6 return sum Despite the fact that algorithm Expectation builds X from X by simply considering that if a star S is in X then every other star T of the same item has to be in X, the set X will have a more general role in algorithm Expectation-b presented below.
Expectation-b(I, B, v, x, X, X, S, b)
1 if every star in S that contains b belongs to X 2 return 0 3 else 4
Let T be the first star in S \ X that contains b
Because algorithm DeterministicStarRounding uses algorithm Expectation which, in turn, uses algorithm Expectation-b, we start presenting two lemmas related with algorithm Expectation-b, one that guarantees its correctness and another that guarantees its polynomiality. Before this, we present two useful definitions. We start with the correctness result for algorithm Expectation-b.
Lemma 2 Given I , B, v, a solution x of (SF R
, sets S, X ⊆ S, and X ⊆ S such that X ∪ X ⊆ S and X ∩ X = ∅ with the property that, if an item i has a star in X, then every other star of i in S is in X. Along with a consumer b, we have that
Proof First of all, suppose that the algorithm StarRounding in fact chooses the stars in X and does not choose the stars in X.
The proof follows by induction on k, the number of stars in S \ X containing b. Note that, if k = 0, then every star in S containing b belongs to X and the consumer b receives no item at the end of the execution of the algorithm, from which we conclude that
If k > 0, suppose that the result is valid for smaller values of k. Let T be the first star in S \ X that contains b. Note that every star U that contains b and appears before T in S belongs to X. That is, if T ∈ X, we have
∈ X, note that every other star from item c(T ) does not belong to X (otherwise, T would belong to X) and we conclude that E[R(b)|Y S = 1 ∀S ∈ X ∪ {T }, Y S = 0 ∀S ∈ X] = P T . Besides that, because we choose the stars of an item independently from the stars chosen for the other items, we have that P(Y T = 1|Y S = 1 ∀S ∈ X, Y S = 0 ∀S ∈ X) = x T /(1 − {x S : S ∈ X and c(S) = c(T )}). Let q = x T /(1 − {x S : S ∈ X and c(S) = c(T )}), and deduce that
where the last equality follows from the induction hypothesis. Hence algorithm
Lemma 3 The algorithm Expectation-b can be implemented to run in time polynomial on the size of the representation of v and x.
Proof Considering the fact that the sizes of the representations of S, X, and X are polynomially bounded by the sizes of the representations of v and x, it is easy to see that Lines 1 to 8 can be executed in time polynomial on the size of the representations of v and x. To conclude our result, one only needs to notice that Line 9 has a recursion where the size of X increases by 1 in each step. In this way, we execute at most |S \ (X ∪ X)| recursive calls of Expectation-b, and the result follows. Now we focus on algorithm Expectation, showing its correctness and polynomiality.
Lemma 4 Given I , B, v, a solution x of (SF R ), and a set X of stars where if S ∈ X then x S > 0 and there is no other star T ∈ X such that c(T ) = c(S), we have that
Proof Let X and S be as in the algorithm Expectation. For every consumer b, the expectation E[R(b)|Y S = 1, ∀S ∈ X and Y S = 0, ∀S ∈ X] is finite and, by Lemma 
Lemma 5 The algorithm Expectation can be implemented to run in time polynomial on the size of the representation of v and x.
Proof The result follows directly from Lemma 3.
We are now ready to prove the main result of this section.
Theorem 2 DeterministicStarRounding is an e/(e−1)-approximation algorithm for the Max-Buying-Limited Problem.
Proof Notice that, by the proof of Proposition 1, we can find, in time polynomial on the size of v, an x such that the number of non-zero components of x and the size of its representation are polynomially bounded on the size of v. From Lemma 5, the algorithm Expectation can be implemented to run in time polynomial on the size of representation of v and x. Thus, it is easy to see that the algorithm DeterministicStarRounding can be implemented to run in time polynomial on the size of v.
It is enough to prove that the derandomization preserves the approximation ratio.
So, for every 1 ≤ i < |I |, we have that
From this, using induction and Theorem 1, we conclude that
where SOL(x) denotes the value of the solution x of the linear relaxation of (SF). To conclude our proof, note that E[R|Y S = 1, ∀S ∈ X |I | ] is precisely the value of the solution found by DeterministicStarRounding.
An Algorithm for Limited Supply with a Price Ladder
In this section, we present a polynomial-time approximation scheme for the variant of the Max-Buying-Limited Problem where we impose a price ladder. We use some ideas from the 4-approximation developed by Aggarwal et al. [1] , but in a different way, in order to obtain a better approximation ratio. Next we formalize the variant of the problem with the price ladder requirement.
Definition 12
The Max-Buying-PL-Limited Problem is the variant of the Max-BuyingLimited Problem in which the prices must be non-increasing, that is,
where n is the number of items.
We now formalize an auxiliary problem that will be used in our approximation algorithm. First, we introduce some useful notation. Notice that s is the size of a level and is the number of levels in a group, except for the first group G 0 , which has 0 levels. Proof Let (x, p) be an optimal solution for the Max-Buying-PL-Limited-(α, t) Problem and let d k be the smallest price in G t . By simple calculations, it follows that k = (t + 0 )s − 1 ≥ log α V . Suppose, w.l.o.g., that items with price zero are not allocated in (x, p), since they do not contribute to the value of the solution. We can construct another solution (x,p) We will prove that, when s and are fixed, the auxiliary problem can be solved in polynomial time. Proof For non-negative integers j and r , let F( j, r ) be the maximum achievable revenue for the instance of Max-Buying-PL-Limited-(α, s, , 0 ) with just the first j items, allowing only prices in ∪ r i=0 G i . Also, for the variant of Max-Buying-PLLimited-(α, s, , 0 ) where each consumer is restricted to buy at most one item, for i ≤ j, let P(i, j, r ) be the maximum achievable revenue, considering only items i, i + 1, . . . , j and prices in G r , and P(i + 1, i, r ) = 0. We have the following recurrence:
Definition 13
if j > 0 and r = 0, max 0≤i≤ j {F(i, r − 1) + P(i + 1, j, r )}, otherwise.
Let t be as in Lemma 6 and notice that F(|I |, t) is the value of an optimal solution for the Max-Buying-PL-Limited-(α, s, , 0 ) Problem. Let us argue that we can compute P(i, j, r ), and thus solve the above recurrence, in time k O(s ) .
To compute P(i, j, r ), first we enumerate all possible valid pricings with prices in G r (there are O(|I | s ) such pricings respecting the price ladder restriction). Then, for each such pricing, we construct a bipartite graph G with bipartition sides {i, . . . , j} and B, in which, for every item h in {i, . . . , j} and every consumer b ∈ B, there is an edge {h, b} ∈ E(G) of weight p h if and only if v hb ≥ p h and p h / ∈ L (r −1) + 0 . In such a graph, we find a maximum weighted C + -matching [18, 19, 21] , with C + h = C h for every item h, and C + b = 1 for every consumer b (that is, every consumer is matched to at most one item and every item h is matched to at most C h consumers). The total time for all of this is k O(s ) .
The next theorem establishes that there is a PTAS for the Max-Buying-PL-Limited Problem. . Also, we can derandomize the algorithm by selecting the best solution for the Max-Buying-PL-Limited-(α, s, , 0 ) while varying 0 from 1 to .
Theorem 4 For every

Final Remarks
In this paper, we focused on the Max-Buying Problem when we have limited supply, considering the case with the price ladder restriction and without this restriction. Our results improve on the previously best known approximation ratios for both problems (with and without the price ladder restriction).
We believe that pricing problems with limited supply are very interesting because this is a realistic restriction and also a hard one to be considered from the approximation algorithm's perspective. Even though in general the Max-Buying Problem seems to be simpler than the Min-Buying Problem, the Rank-Buying Problem, and the Envy-Free Pricing Problem, it is not trivial to develop good approximations for it when we have limited supply.
As a open problem, it is interesting to notice that our algorithm, when applied to the Max-Buying Problem, has the same ratio as the algorithm presented by Aggarwal et al. [1] . It would be nice to develop an approximation with ratio better than e/(e − 1) for the Max-Buying Problem (if possible, for limited supply) or to prove that this value is a lower bound on the approximation ratio of every algorithm for these problems.
