Di erential algebraic equations consisting of a constant coe cient linear part and a small nonlinearity are considered. Conditions that enable linearizations to work well are discussed. In particular, for index-2 di erential algebraic equations there results a kind of Perron-Theorem that sounds as clear as its classical model except for the expensive p r o o f s .
Clearly, (1.1) covers the well-understood case of regular explicit ODEs x 0 (t) = Bx(t) + g(x(t) t ) (1.3) by A = ;I, h(y x t) g(x t). The , then the trivial solution is asymptotically stable in the sense of Lyapunov. Does this assertion hold true also in more general cases? If so, to what extend does it hold? Answers should beof great interest, since they constitute the background of further stability considerations via linearization and tracing back linear parts to the constant coe cient case. Although the classical stability results formed by P oincar e, Perron and Lyapunov (e.g. 1], 2]) date back more than hundred years, the respective theory for DAEs is rather in its infancy. For so-called transferable DAEs (1.1), in 3] the stability question is reduced to that for an inherent regular ODE relative to a certain invariant subspace. Unfortunately, this inherent state equation is not attainable in practice. On the other hand, criteria by linearization are expected to enable also practical determinations. For autonomous low index DAEs, stability via linearization is considered e.g. to be satis ed. Note that (1.5) holds for trivial reasons if h(y x t) d o e s not depend at all on its rst argument. Due to condition (1.5) only those components of x 0 (t) occur in the nonlinear part of (1.1) that are already involved in the leading term Ax 0 (t). Next, denote by P 2 L(IR m ) a n y projector matrix along N that is P 2 = P, k er P = N. Then Q := I ; P projects onto the nullspace N, hence A = A(P + Q) = AP. It is easily checked that (1.5) implies the identity h(y x t) h(P y x t ) (1.6) and vice versa. This suggests to reformulate equation (1.1) more precisely as
In the following we indicate equation (1.1) as a shorter notation of (1.7). Naturally, now we should ask for solutions of (1.1) that belongtothe class
Only those components of the unknown function are expected to be from C 1 whose derivatives are really involved in (1.1). For the other components continuity will do. At this place it should be mentioned that both the class C 1 N and the formulation (1.7) are invariant of the special choice of the projector P. For Example: Consider the two-dimensional system x 0 1 (t) + x 1 (t) + (t)x 1 (t)
with continuous, uniformly bounded on 0 1) scalar functions ( ), ( ), ( ). Obviously, all the above assumptions on h are satis ed. In particular, (1. N consists of all continuous functions x( ) = (x 1 ( ) x 2 ( )) T , the rst component of which is continuously di erentiable. System (1.8), (1.9) shows once more that, looking for C 1 solutions instead of those from C 1 N , would necessitate more smoothness of the function h. However, in view of applications, we try for lower smoothness conditions if possible. It is evident that the regular ODE (1.8) for x 1 ( ) can be treated again by standard arguments. Its zero-solution is stable. The constraint equation (1.9) determines the second component in dependence of the rst one, and x 1 (t) ! 0 (t ! 1) yields x 2 (t) ! 0 (t ! 1 ). Obviously, t o c o ver all neighbouring solutions of the trivial one in the complete system (1.8), (1.9) we should vary only the initial data of the rst component. Observe that fA Bg = f;1g I C ; and that the trivial solution is asymptotically stable in this modi ed sense.
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The example discussed above demonstrates an important peculiarity o f D AEs. One has to deal with constraints like (1.9), but also with so-called hidden ones (cf. x2 below). Naturally, the initial values x 0 := x(t 0 ) of solutions satisfy all relevant constraints, i.e., x 0 is consistent at t 0 . However, how to state initial value problems? Formulations like x(t 0 ) = x 0 , x 0 2 IR m is consistent at t 0 , are nice but un t for practical use. In general, one has no idea on how the constraints look like. On the other hand, simply stating x(t 0 ) = x 0 2 IR m would yield unsolvable problems. In the following, we try to pick up and x the free integration constants involved by means of a certain projector matrix 2 No doubt, this is a straightforward generalization of the classical notion for regular ODEs which is recovered by = I. As mentioned before, a respective stability result for (1.1) with an index-1 pencil fA Bg is given in 7] . It says that fA Bg I C ; implies the trivial solution to beasymptotically stable, whereby = P is chosen. In particular, this assertion applies to the special system (1.7), (1.8) and con rms the stability behaviour we discussed before. It should be mentioned that, in the above Lyapunov stability notion, the projector matrix 2 L(IR m ) can be replaced by any matrix C 2 L(IR m ) with the only property ker C = ker . This fact can be realized easily by using the relations C = C , = C + C, where C + 2 L(IR m ) indicates the Moore-Penrose inverse of C. Hence, in particular, Lyapunov stability does not depend on the special choice of the projector , the only relevant c haracteristic feature is its nullspace, but that is fully determined by the DAE itself. One might expect that, in general, fA Bg I C ; yields the trivial solution to be asymptotically stable. In Section 2, this tentative, somewhat coarse conjecture, is discussed by means of examples. After that, we derive the main result of the present paper (Theorem 3.3, Section 3), a stability criterion for the index 2 case. Section 4 contains the detailed proofs.
A tentative conjecture and counterexamples
The good experience with regular ODEs and index-1 DAEs of the form (1.1), which corresponds to matrix pencilsfA Bg of index zero or one, gives rise to the tentative conjecture that the origin is an asymptotically stable stationary point i f fA Bg I C ; . We know this to becometrue for indfA Bg 1. Thereby, we have ker = ker A. If the nonlinearity in (1.1) disappears, i.e., h(y x t) 0, the above conjecture also holds true. The projector projects along the in nite eigenspace of the matrix pencil fA Bg. As Since A 1 is singular, we know that indfA Bg > 1. Further, we realize that fz 2 IR 4 : z 2 ker A 1 B P z 2 im A 1 g = f0g:
Consequently (cf. 9]), the matrix pencil fA Bg has index 2. Furthermore, p( ) = det( A + B) = ; , thus fA Bg = f g. For < 0, our conjecture promises asymptotical stability for the origin. However, taking a look at the ow-picture in the (x 1 x 2 )-plan we can realize immediately that the solutions move a way from the origin. Hence, our conjecture is wrong.
As we shall see below, the problem with Example 1 is that linearization does not work in this case. The DAE (2.1) does not represent an index-2 DAE although we have indfA Bg = 2 . System (2.1) is rather a singular index-1 DAE having a singularity a t x 2 = 0. In Section 3 below we shall formulate convenient structural conditions that enable linearization and exclude this kind of singularities. In (2.2), < 0 indicates a parameter and q(t) is a continuous, uniformly bounded, scalar function. Again, all conditions for h given in Section 1 are ful lled. Moreover, we derive that indfA Bg = 2 , fA Bg = f g. On the other hand, the last two equations of (2.2) yield x 3 (t) = e t x 3 (0) x 2 (t) = ;q(t)e Considering the rst equation from (2.2), i.e. x 1 = ;x 0 2 , we learn that continuity of the function q( ) is not adequate for this problem. To o b t a i n j u s t a c o n tinuous solution component x 1 we have to demand that q( ) i s C implies the zero-solution to be asymptotically stable. This simple fact will becon rmed once more by Theorem 3.3 below.
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We k n o w the above conjecture to be somewhat coarse. To i m p r o ve it, one has to add { structural conditions that guarantee linearization to work, but also { more regularity and smallness conditions for the nonlinearity h.
3 A positive result for the case indfA Bg = 2 In this part we study equation (1.1) with an index-2 matrix pencil fA Bg. For that case, we shall verify our improved conjecture (cf. Section 2) and give precise formulations of all additional assumptions needed, respectively. For more clarity, we recall the standard assumptions used in Section 1 and indicate them as (A).
Assumption (A): (ii) To each small " > 0, a (") > 0 can befound such that jxj ("), jx The relations (3.1) lead to (P P 1 ) 2 = P P 1 (P Q 1 ) We decompose x = P x + Qx = P P 1 x + P Q 1 x + Qx =: u + v + w and decouple (3.2) into the system u 0 (t) + P P 1 A For the proof we refer to Section 4 below. Lemma 3.2 enables us to rewrite (3.11) locally equivalently as y(t) = f(u(t) + V w (t) t ) and, in more detail, as v(t) = P y (t) = P f (u(t) + V w (t) t ) (3.13) V w (t) = Qy(t) = Qf(u(t) + V w (t) t ): Considering once more equation (3.5) we know that v 0 (t) is needed. Our concept of C 1 N -solvability means in terms of the decomposition used that u( ) = P P 1 x( ), v( ) = P Q 1 x( ) are from C 1 and w( ) = Qx( ) is just continuous. The idea is now to further specify the structure of (1.1) by supposing that P f (z t) = P f (P P 1 z t) z 2 D (") t 2 0 1) (3.14) or, equivalently, P f 0 z (z t)V Q 0. In other words, f 0 z (z t) is forced to map N N 1 into N. By this we meet the natural smoothness of the solution, and we are allowed then to di erentiate equation (3.13) with respect to t. 2 Bu(t) + g(u(t) t ) (3.16) V w (t) = k(u(t) t ): (3.17) Together with v(t) + U w (t) = f(u(t) + V w (t) t ) (3.18) provided by Lemma 3.2, we arrive at a local decoupling of (1.1). If x( x 0 t 0 ) solves the initial value problem for (1.1) and the initial condition P P 1 x(t 0 ) = P P 1 x 0 x 0 2 IR m (3.19) with su ciently small jP P 1 x 0 j, then u( ) = P P 1 x( x 0 t 0 ) satis es the regular ODE (3.16), but also u(t 0 ) = P P 1 x 0 : Moreover, the components v( ) = P Q 1 x( x 0 t 0 ) a n d w( ) = Qx( x 0 t 0 ) satisfy (3.17), (3.18). The resulting idea is to use such decouplings to construct all neighbouring solutions of the zero-solution.
Let us recall once more the structural conditions used for (1.1) and denote them by (C). . Then the trivial solution of (1.1) is asymptotically stable in the sense of Lyapunov with : = P P 1 .
The proof will be carried out in Section 4.
Remarks:
1) Theorem 3.3 generalizes the results for autonomous DAEs in 2]. This is not as trivial as one might think when coming from the regular ODE case.
2) The nullspace ker(P P 1 ) = N N 1 is nothing else but the in nite eigenspace of the pencil fA Bg. Instead of P P 1 for stating the initial conditions we can use any matrix C that has the kernel N N 1 . (i)h(x t) = h(P x t ) for (0 x t ) 2 D 0 1).
(ii)h(x t) ;h((P P 1 + P Q 1 + U Q )x t) 2 im A for (0 x t ) 2 D 0 1).
(iii)h(x t) ;h(P x t ) 2 The proof is given in Section 4.
Although criterion (iv) related to certain subspaces looks somewhat strange, it seems to be very useful in practice, e.g. in circuit simulation ( 11] f(z t) F(f(z t) z t ) (4.4) f(0 t ) = 0 jf(z t)j 1 2 (") (P Q 1 + U Q )f(z t) = f(z t) = f((P P 1 + V Q )z t) hold true. By the Implicit Function Theorem, the smoothness of F is passed on to the function f. Since (A), (B) ), the implicitly given function f is also continuous and possesses continuous partial derivatives f N -function x( ) in the neighbourhood of the origin solves the DAE (1.1), then it satis es also the identity (P Q 1 + U Q )x(t) = f((P P 1 + V Q )x(t) t ): With the denotations u := P P 1 x, v := P Q 1 x, w = Qx this reads v(t) + U w (t) = f(u(t) + V w (t) t ): In particular, it holds that v(t) = P f (u(t) + V w (t) t ): Now, the structural condition (C)(ii) casts the nullspace component out from the function P f such that v(t) = P f (u(t) t ) (4.9) (t) + ( P Q 1 (x) 0 (t) x (t) t ) = 0 : (4.11) This formulation suggests to replace the terms P Q 1 x, (P Q 1 x) 0 by means of (4.9) and (4.10), respectively. Then we arrive a t t h e DAE P (4.14)
Multiplying by P Q 1 gives P Q 1 z = 0, further QQ 1 z = QQ 1 P Q 1 z = 0. Thus (4.14) simpli es to PP 1 z + A 2 BP)P P 1 represents the nite eigenspace that has dimension dim imP P 1 = m;dim N;dim N\S.
Proof of Theorem 3.3:
As we have shown above, each small C 1 N -solution of (1.1) satis es (4.12). On the contrary, if x( ) i s a C 1 N -solution of (4.12), by multiplying by (P Q 1 + U Q ) we nd the relation
2h (x(t) t ) + U Q A ;1 2 BPP 1 x(t) = 0 to be satis ed, hence (P Q 1 + U Q )x(t) = f((P P 1 + U Q )x(t) t ) and due to the structural condition (C)(ii) P Q 1 x(t) = P f (P P 1 x(t) t ) (4.15) (P Q 1 x) 0 (t) = P f 0 z (P P 1 x(t) t )(P P 1 x) 0 (t) + P f 0 t (P P 1 x(t) t ): Then, we have which is larger than C 1 N = fx 2 C : P P 1 x 2 C 1 P Q 1 x 2 C 1 g. From this point of view, the solutions of (1.1) seem to be smoother than those of (4.12). However, the representation (4.15) shows clearly that due to the smoothness of f, which results from (A), (B), (C), each solutions of (4.12) has a continuously di erentiable component P Q 1 x(t), too, i.e. each solution of (4.12) has C 1 N -regularity. Consequently, (1.1) and (4.12) are equivalent. Now we show that the respective stability result for the index-1 case ( 7] It remains to show that the nonlinearity H is small in the sense of (A)(ii).
In the following, if we apply the inequalities (4.1), we choose (") small enough such that (") " becomes true. For " > 0 satisfying (4.13) a n d jP P 1 x 0 j 1 2 ("), jxj ("), P P 1 x 2 D ("), t 2 0 1), we nd by Lemma 4.2 above, the trivial solution of (4.12) is asymptotically stable. Thereby, we can put = P P 1 . In any case, has to have the nullspace ker = N N 1 , which represents the in nite eigenspace of the index-1 pencil fÃ B g as well as the index-2 pencilfA Bg. 2 BPP 1 z that means, the function y = f(z t) implicitly given by (3.20) depends on P P 1 z only, i.e. f(z t) f(P P 1 z t) thus P f (z t) P f (P P 1 z t).
(ii) Sinceh(x t) ;h((I ; V Q )x t) belongs to im A we may use the identity (P Q 1 + U Q )A 
