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Abstract
Video streaming is becoming more mainstream as the availability of Internet and band-
width is increasing. At the same time, the surge in computational power in laptops and
stationary computers for home use has caused persistent 3D online worlds to gain mo-
mentum, and these worlds are now big contenders in the entertainment industry.
Recently, we have also seen the start of a synergy of online virtual worlds and video
streaming. The need to stream video into the online 3D environment has come into ex-
istence to enable live advertising to strengthen the revenue from games, and to further
expand the experience by having playback of movies and other video feeds in complex
3D environments.
In this thesis, we discuss ways of optimizing the bandwidth usage at the application
layer when streaming video into virtual worlds. We propose that clients pass messages
to the server containing the currently needed video quality, and thereby not waste
bandwidth by streaming video with a quality that is greater than the user is able to
perceive. The client must at all times measure the limitations posed by distance and
angle from the video source within the 3D environment to the user’s viewpoint. It
must then predict the movement of the viewpoint, and send a signal to the server of
the needed quality. The server should then (if it is able to fulfill the request) process
the signal accordingly, so that only the minimum amount of bandwidth for an optimal
user experience is used.
The possibility of the proposed approach has been measured by using a prototype
client, implemented using OGRE 3D and FFmpeg, and extensively testing the abilities
of the test participants to perceive video content with reduced visual quality in a 3D
environment. We conclude that distance and starting quality of the source video affects
the ability to perceive video quality, and discuss whether this approach will aid in
bringing video streaming to the virtual worlds.
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Chapter 1
Introduction
1.1 Background and Motivation
Before we start talking about the problem we have tried to improve, some background
information is in order. In this chapter, we explain our motivation for researching video
streaming in virtual worlds: firstly by looking at video streaming and 3D, games and
other virtual 3D environments, then by talking about the union of the two.
Furthermore, we define the problem, discuss our research method, and summarize our
findings and the impact they may have. The rest of the document is outlined at the end
of the chapter.
1.1.1 Video Streaming
Video streaming is a term used when transferring video in streams intended to be
consumed in real time. You do not download a file containing video data, then watch it,
but rather transfer the video data in a special format, and start watching it the moment
enough of it has been buffered to assure a smooth experience. In many ways, video
streaming is like television, where frames are constantly received and presented to
the user. The opposite, downloading a file in its entirety before watching it, can be
compared to a DVD. In urban areas where advanced network infrastructure with fiber-
optical cables is built, television is sometimes implemented as digital video streams,
transfered over the IP network like other Internet traffic. The television signals do then
typically share the capacity of the cables with telephony, video on demand services,
and normal Internet traffic.
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Video streaming is typically divided into two distinct categories: on demand and live.
In on demand streaming, the user requests a video via a suitable interface, which ini-
tiates the video stream. Live streaming is like television, where a video stream is con-
stantly streamed, and users may opt to tune in.
During the recent rise of the so called web 2.0, video streaming over the Internet be-
came mainstream, and is now commonly used for entertainment, live news coverage,
video lectures at universities, and much more. YouTube, currently the most popular
video streaming service, pioneered video streaming, not by being first, but by being
first on getting everything right. YouTube started out as a company founded by two
students, and ended up being acquired by Google in 2006 for $1.65 Billion in stock [3].
Video streaming is one of the new services available that define a more omnipresent
connected lifestyle.
The available bandwidth to people’s homes has also undergone a small revolution. The
days of slow modems are gone, as Digital Subscriber Lines (DSL) and even optical lines
are becoming the norm. This is the main contributor to the rise of video streaming, as it
is now possible to watch high quality, near instantaneous video feeds over the Internet.
For instance, while a dial-up modems capable of providing bandwidths of 56 kilobits
per second (kbit/s) were considered very good at the end of the nineties, a decade
later, Asymmetric DSL (ADSL) lines capable of bandwidths of more than 10 Megabits
per second (Mbit/s) are not uncommon.
1.1.2 3D graphics
At the same time, 3D applications are also becoming more and more common, with
the average computer more than capable of handling simple 3D graphics. A decade
ago, 3D was mainly something that occurred on a gamer’s computer, often so that a
new batch of aliens or zombies could be slaughtered as gorily as possible. These days,
however, 3D is used for so much more.
A staple of any popular, modern user interface is its sleekness. Metrics of sleekness to-
day are animations, transitions, and 3D. Many mobile phones and other mobile devices
even have fancy 3D menu systems today. It is probably fair to say that as computational
power increases, so does usage of 3D in areas not usually related to 3D graphics. As
an example of this, look at how portable device manufacturer HTC in 2008 unveiled
a new user interface scheme called TouchFLO 3D to be used in its upcoming range of
smart mobile phone, where 3D is the big selling point [4].
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Moreover, games are not left behind in the technological development either. Some
games today have advanced 3D graphics that border on being photo-realistic. And
a better comprehension of advanced graphics leads to more diversity, which attracts
even more people to games. See figure 1.1 for an example of the graphics in video
games today.
Figure 1.1: Screenshot from computer game Crysis Warhead(2008)
1.1.3 The online world
With the arrival of networks binding workstations together, operators quickly discov-
ered how they could utilize this new infrastructure in more fun ways. Network gaming
was born. Early games that were played over a computer network were text-based,
and could be described as glorified chat rooms. But, as availability of the Internet,
bandwidth and computational power increased, so did the tools needed by game de-
signers to create virtual worlds for people to get truly immersed in. The genre where
people are not simply playing a short game of racing, shooting or puzzle-solving with
each other, but rather dwell in a persistent, online virtual world was coined the Mas-
sive Multiplayer Online Role Playing Game (MMORPG)1. During the mid-90s, the
MMORPGs started to feature complete 3D representations.
1When persistent, online games do not feature role playing, they are often referred to simply as
Massively Multiplayer Online games (MMO). However, these huge persistent online games are almost
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Early on, the MMORPGs typically had a medieval setting, but as the genre matured,
more cultural references found their way into the online worlds, and paved the way for
different settings, big existing intellectual properties (IP), and increasingly large bud-
gets, as with the rest of the video game industry. While the typical game in 1997 was
created by a team of 7 to 14 people over a period of some 15 months at a development
cost of £250,000 to £500,000, the average game a decade later was created by 30 to 60
people over a period of 18 to 24 months at a total price of £3 million to £6 million [5].
In 2003, the MMORPG "World of Warcraft" (WoW) was released to a craving fan base,
and quickly proved that online games were big business. Based on an already popular
series of games, WoW had production values and accessibility rarely seen in the genre.
In mid 2008, WoW had more than 10 million active players (i.e., players that pay the
monthly fee needed to play) [6], and is yearly contributing with more than $550 million
to the operating profit of its mother company, Activision-Blizzard [7].
However, games are not the only way to escape reality, and head into a brand new
world of digital salvation. Persistent online worlds without the typical notions of
gaming, rules and scoring points eventually surfaced. Focusing on online social inter-
action, they proved popular. The best known virtual world of this type in the western
world is Second Life [8]. These virtual worlds also helped in making online virtual
economies mainstream. Some people have gone to the lengths of actually quitting
their jobs to take on a full time job inside one of these virtual worlds. As of August
2007, Second Life had more than 9 million residents (users), more than 100 real life
brands where represented within the world (including heavyweights like Amazon,
AOL, BBC, BMW, Coca-Cola, IBM, Intel, Microsoft, NBC, Philips, Reuters, Sony, Sun
Microsystems, Toyota, Visa, Vodafone, Warner Bros., Xerox, and many more), and its
economy was booming with somewhere between $1 and $2 million being spent in the
virtual world every day on everything from virtual homes to virtual clothing for their
avatars [9].
Online environments not affiliated with gaming have also been used in more serious
contexts. In 1999, the Department of Architectural and Design Science at the Univer-
sity of Sidney created a virtual campus to aid in education of students [10]. And while
this implementation was created without any 3D and video, it did use recorded audio,
and illustrated the possibilities given by the technological advances of networks and
multimedia. The Virtual Campus belongs to a group of virtual worlds known as Col-
laborative Virtual Environments (CVE). Video has been included in various ways in
CVEs, like in [11] where a multi-user framework that includes video stream texturing
always about role playing, as that style of play works very well with the strengths and limitations of
online persistence.
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on animated avatars is proposed. Note that a game can also be a CVE, as long as peo-
ple can interact with each other within the game. A CVE, on the other hand, does not
need to be a game.
1.1.4 The Synergy of 3D and Video Streaming
As these social 3D environments started gaining momentum, so did the desires to ex-
plore even more social interaction within them. After all, users became friends across
geographical barriers, so why should they not be able to do what friends in the same
local area could do? Mini-games where users from across the world could use their
avatars to go bowling or other everyday activities quickly emerged. Sony Computer
Entertainment has launched their persistent online world for the PlayStation®3 sys-
tem, called Home, where users are able to take their avatars into virtual movie theaters,
where they can watch high-definition movies2 from big studios like Sony Pictures,
while still being in the 3D environment, and have full control over their avatars [12].
This is perhaps the most extensive use of video streaming in virtual worlds so far,
and illustrates just how much can be done as the technology matures. Figure 1.2(a)
is an image taken from Home’s virtual movie theater, and shows the goal of having a
fully functional virtual cinema, complete with a lobby, movie posters, and the ability
to discuss the offered film. After the launch of Home on the 11th of December 2008,
large screens throughout the different scenes in Home (called Spaces) would show
game trailers and other video content, in addition to the virtual movie theater show-
ing movie related content and more extensive video material.
Social interaction is not the only reason for including video streaming in virtual worlds.
Since the days of 8-bits video game consoles capable of displaying 8 different colors, to
the current market for video games, the costs of developing an average game has sky-
rocketed. In 2008, Grand Theft Auto 4 became the most expensive video game ever
created. More than 1000 people spent 42 months developing it, costing an estimated
$100 million. It went on to sell more than 13 million copies, making it a financial suc-
cess [13]. That cannot be said for the runner-up on the most expensive list, Shenmue
from 1999, costing more than $70 million to develop, and barely selling more than 1
million copies [14]. As these games show, more ambition and scope lead to higher
costs, making poor-selling games financial disasters and well-selling games financial
gold mines. Game developers eventually realized that new sources of revenue would
2High definition movies are, as of May 2009, not yet available in Home, but are expected to be im-
plemented sometime in the future.
6 Video Streaming into Virtual Worlds
(a) Virtual movie theater in PlayStation®Home
(b) Dynamic advertisement for Diet Sprite in Anarchy Online
Figure 1.2: Virtual worlds with video content
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reduce the financial risks involved, and started with in-game advertisement3. Having
in-game advertisement can also make the success of a game even greater. At first, de-
velopers mainly used product and brand placement. The restaurant in the background
of the opening cinematic was not a generic one anymore, but rather a large, real-life
restaurant chain that would pay to get the added exposure.
But as the availability of the Internet and the bandwidth grew, a new type of advertise-
ment agencies surfaced. They specialized in dynamic advertisement delivered straight
into games around the world. This type of dynamic advertisement differed greatly
from the static advertisement seen previously. Instead of including product and brand
placement and more direct advertisement statically in the games as they were being
made, developers now rather incorporate a platform to feed dynamic advertisement
into in their games, and reap the rewards later, given that the public interest for the
game merits interest from advertisers. Anarchy Online was one of the first games to
feature extensive dynamic advertisement, especially video advertisement [15]. Bill-
boards scattered throughout the vast persistent world, as seen in figure 1.2(b), would
display ads, some even with video and sound.
0
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Figure 1.3: Worldwide in-game advertising expenditures (in millions of US dollars) [1]
The market for dynamic in-game advertisement is growing at a very fast rate, accord-
ing to a report from the Yankee Group. By 2011, the market for advertisement in video
games will have grown to $971.3 million [1]. Figure 1.3 illustrates the estimated growth
of the marked for in-game advertisement.
Today, in-game dynamic advertisement is typically downloaded as the game is started,
and stored locally. In this scheme, the need for video streaming over a network connec-
3All the advertisement in the world would not help cover losses if nobody is playing a game. But
a game might be moderately successful in terms of sales, yet still not make enough money to cover
development costs. In this scenario, having in-game advertisement would help in raising the income.
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tion is not present. However, if in-game advertisement is to evolve into a mainstream
contender and rival television-based advertisement, technology must be present to al-
low the service providers of dynamic in-game advertisement to easily distribute vast
amounts of lengthy video adverts. Having it streamed to the clients would greatly
simplify this.
1.2 Problem Definition / Statement
In this thesis, we will look at ways of optimizing bandwidth usage when streaming
video into 3D virtual worlds. Our proposed solution will utilize a signaling protocol
to enable the client to signal the required video quality to the server. The server can
then scale the video stream down, either by reducing the frame resolution, or by re-
ducing the bitrate of the outgoing stream. This will exploit the fact that when video is
shown in a 3D environment, and the user is allowed to move the camera freely around,
full video quality will not be necessary most of the time, as illustrated in figure 1.4. By
camera, we refer to the entity which governs the perspective into the 3D environment,
and decides which objects are to be rendered, and their size and alignment in the final
rendered output. As the user moves its avatar, and thus the camera, away from the
video source within the virtual world, the client can request the server to downgrade
the quality of high quality video meant for larger surfaces, without this being notice-
able to the user. The angle between the video surface and the center of the viewport
can also influence needed quality. In any situation where the angle of the video sur-
face is not remotely perpendicular on the viewport, full quality of the video might be
unnecessary, since the video might appear in the rendered output in a way that makes
a poorer quality sufficient, and the user will not be able to perceive any loss in quality.
At its most extreme, it might not be necessary to transmit any video at all; the user may
have turned the camera all the way around, then only sound is needed, until the client
believes that the video surface shortly will be visible again, and request that the video
stream is resumed. It is important in the latter case that the server continues the video
stream internally, so that when the resume-request arrives from the client, the playback
is reestablished at the client at the expected time with the expected frame, i.e., when
the user turns the camera back around, the video should not have been paused, but
rather continue as it was never stopped.
The degree of quality downscaling (by either bitrate, spatial resolution, or any other
attribute not covered here) possible in any given situation in any given application
cannot be generalized. If the visual fidelity of the video content is crucial for the ap-
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(a) Situation where video source is close to the camera, thus re-
quiring full video quality
(b) Situation where video source is further away from camera, and
not completely within the viewport, thus not requiring full video
quality
Figure 1.4: Different camera positions having different video quality requirements
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plication, then one must be extra cautious when adjusting it. Likewise, if quality of
video content is not important at all, it might de degraded more than otherwise recom-
mendable to gain a bigger drop in consumed bandwidth. Instead of defining a wide
selection of scenarios that might have some relevance to the real world, we will take
a more generic approach, and look at how the distance from and angle between the
virtual camera to the virtual video source effects perceived video quality. We will also
look at the effects of different content types, different quality reduction schemes, and
levels of quality reduction. Application developers can then look at our results, and
decide for themselves if this approach is suitable for their application.
It is expected that readers of this thesis have a basic understanding of video streaming,
and how it typically works today. 3D will not be explained at all in this document,
but the knowledge that the real world has three dimensions (multiversial theories do
not apply to our focus area), and how that is typically replicated in modern video
games and virtual worlds is sufficient. We will ,however, briefly cover some important
underlying aspects of computer graphics.
We will not look at sound, but it is probable that the proposed solution will work on
sound as well. Certain frequency ranges might be left out as the playback volume goes
down due to distance between the virtual sound source and the user’s avatar (which
we will assume is used as the reference point when calculating sound levels). However,
due to the complexity of frequency alterations like this, a more viable approach for
sound would be to simply cease the transmission of the sound stream when it is not
audible for the user, and to resume when it will be audible again, much like we propose
for video when the video surface is temporarily not visible. Reducing the bitrate of
the sound as the distance and thus the sound levels go down might work reasonably
well, but it will depend on the source material. Also, channels might be merged or
removed altogether, like reducing material with 5.1 sound channels (normal on DVDs)
to a regular stereo signal, or even reducing a stereo signal to a mono signal. We leave
this work for someone else.
The client must define a metric for quality requirements, and constantly measure the
camera’s field of view and motion, and predict the needed quality as accurately as
possible. Figure 1.4 illustrates different camera positions resulting in different quality
requirements for the video stream. The server will listen for incoming packets from the
client, and try to only transmit the requested quality. Fault tolerance on both ends will
ensure that missing packets not will seriously degrade perceived quality, and failure
to downscale on the server side not will result in problems on the client side.
Following this approach, bandwidth may be preserved when streaming video into vir-
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tual environments. The bandwidth optimization will happen at the application layer,
and not on lower layers where optimization is usually done. This means that there
might be a lot of potential for significantly reducing the consumed bandwidth. How-
ever, due to the placement at the application layer, the usage potential is severely re-
duced to a very specific type of application. Additionally, CPU usage on both the
server and client side may increase.
This approach is similar in nature to what was done in [16], but for a different type of
applications.
1.3 Research Method
To test the effects of the proposed solution, we created a prototype. The prototype is a
fully functional 3D application, with a movable camera, and an interface for accessing
its functions and parameters.
The prototype is able to decode video, and it is capable of receiving Internet streams
(given by RTSP or RTP addresses) as well. The decoded video can then be played back
on one or more surfaces within the 3D environment (called screens, virtual screens or
video surfaces).
Because it is impossible to give any exact numbers on how much bandwidth it is pos-
sible to shave off in general (it greatly depends on the type of application, the video
source material and the codec it is encoded with, and distances and angles, which will
depend on placement of the virtual video screen within the environment, points of in-
terest near the video screens, etc.), we have instead focused on the degree of quality
impairment assessors can recognize based on distance and angle in generic tests (see
chapter 4). Because of this, we deemed it unnecessary to implement the server side of
our proposed approach. However, the client is fully implemented, including support
for calculation of required quality metrics based on distance and angle, signaling of
said quality over the network, and play back network streams, though suitable soft-
ware must be used for the latter, as we have not implemented a server ourselves.
After the client was fully implemented, we used it to test video quality as perceived by
the assessors. They were shown a reference clip, and then the same clip with a reduced
quality, and asked it they perceived any difference. After the testing was done, we an-
alyzed the results, and tried to indicate how distance, angle and source material effects
quality perception. Based on this, it should be apparent if our approach is feasible.
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The focus was thus to find out how much perceived quality is lost in the transition to a
3D environment, which can be used to make qualified assumptions on a case-by-case
basis later, rather than selecting a compromise of all 3D applications, and testing actual
bandwidth consumption with and without our solution in that particular case. The re-
duction in consumed bandwidth (and storage requirements) is generally roughly equal
to the reduction of video quality. So, if only fifty percent of the original video bitrate is
necessary, than the video file (and the bandwidth it consumes when streamed) will be
about half of the original. The same applies to spatial resolution. Note that this is not
strictly scientific, but rather an observation. In either case, the data is cut in half, so it
is a fair assumption. The compression scheme might cause exceptions to this assump-
tion, which is why it should be treated as a rough approximation, and not a definitive
rule.
1.4 Main Contributions
During our work, we have discovered that distance between the camera and the virtual
video screen does influence the ability to perceive video quality. Exactly how much
seems to vary, and it is difficult to give a general approximation of the degree of quality
reduction possible without it being perceived. In general, the best way to reduce video
quality to preserve bandwidth when streaming video into virtual worlds, is to decrease
the bitrate of the video, while reducing the spatial resolution instead may be highly
beneficial if the spatial resolution of the source video is high, especially if it is higher
than or close to the spatial resolution of the render target.
While we have looked at the possible influence of angles, content types, and levels of
quality reductions as well, these musings did not yield any hard results. To briefly
clarify the latter, the effects of the levels of quality reductions used are of course quite
apparent, and as expected for the most part. The more the quality is reduced, the
higher chance of the reduction being noticed by the users. However, the differences
between them are not as big as one would expect, and in many cases, the recognition
rate of 50 percent of original bitrate or spatial resolution was nearly as low as the recog-
nition rates for 75 percent of the reference bitrate or spatial resolution. We discuss some
reasonable numbers as to average acceptable quality reduction levels, but concluded
that this depends too much on the setting and requirements of the application to give
any definite answer. Additionally, we believe that dynamically adjusting the quality
based on the current distance between camera and virtual playback device, angle be-
tween virtual video screen and viewport, content type and quality requirements, will
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result in a bigger and less recognizable quality drop than finding static compromises.
Dynamic video quality requires message passing from the client to the server, though,
and will result in added complexity.
We have also created a prototype client, capable of playing back local video files and
network streams in a 3D environment. This prototype can be used for further testing,
and as a foundation for an implementation of a fully distributed system, as it corre-
sponds to a near feature-complete client.
1.5 Outline
In chapter 2, we briefly discuss the technologies and frameworks that forms the foun-
dation of our proposed approach to preserve bandwidth when streaming video into a
virtual world, including digital video and computer graphics.
Then, in chapter 3, our prototype used for testing video quality downscaling in a 3D
environment is thoroughly explained, including its design and functionality.
Chapter 4 is all about our tests, and the results of them. How has the testing been
conducted, what have we been testing, and what are the results? We discuss at length
the possible effects of angles, distances, content types, etc. might have on the ability to
perceive quality reductions.
Furthermore, we discuss some of the additional steps needed to implement our idea
of a distributed system where the server downscales its outgoing video streams based
on requests from the clients in chapter 5. Here, we also talk about video streaming in
general, and offer some additional test observations related to distribution.
Finally, in chapter 6, we summarize the entire document, and discuss some critical
assessments.
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Chapter 2
Technologies and Frameworks
In this chapter we briefly discuss some of the technologies and frameworks that our
prototype builds upon. It is important to have a basic understanding of the way in
which they work in order to understand how the prototype works. While different
frameworks, libraries and overall techniques might be used in other applications, it is
reasonable to assume that there are enough similarities to perform a similar implemen-
tation in normal scenarios.
2.1 Computer Graphics
We will not discuss computer graphics at length, because we think that it has reached a
level of mainstream impact that makes many aspects related to it common knowledge
among computer users (which we will assume includes the readers of this document).
However, there are technical aspects related to computer graphics (and 3D computer
graphics in particular) that might make it easier to understand how our prototype
works, and that are not considered common knowledge. In this section, we briefly
look at some of these aspects.
2.1.1 History
Disregarding mechanical devices with some sort of highly analog way of communicat-
ing back to the user, the first computer to feature what we can call computer graphics
was the Whirlwind Computer by Massachusetts Institute of Technology (MIT) for the
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American Navy, first demonstrated in 1951. According to [17], it was capable of show-
ing text and crude graphics on a large oscilloscope screen. It was designed to aid oper-
ators in keeping track of aircrafts, and would superimpose dots representing aircrafts
over a geographic drawing representing the local geography. The operators even had
a special input device (a light pen, similar in functionality to light guns still used for
computer games), and when the pen was pointed at a dot, the Whirlwind would dis-
play various information about the aircraft the dot represented. The physical aspects of
this are not relevant to us right now. The Whirlwind was later used for other projects,
and its capabilities kept evolving.
The next big advancement in computer graphics was probably the TX-2 computer built
by MIT, and ready in 1959. As with most early computer technology, the TX and TX-2
were funded by the military, and were designed to be demonstrations of the relatively
new transistor technology, and that transistors could be used as the foundation of ma-
jor computer systems. The TX-2 was a massive machine, both in terms of physical size
and functionality. It had 320 kilobytes of memory, a built-in printer, and a nine inch
Cathode Ray Tube (CRT) display. With the TX-2 came the idea to use its light pen to
virtually draw on the screen, and interactive computer graphics was born.
In 1960, William Fetter, a graphical designer for the Boeing Aircraft Company, coined
the phrase "Computer Graphics", possibly along with Verne Hudson [17]. He used
computers to generate images of the human shape under various conditions, in order
to simulate and improve ergonomics on board aircrafts. He later left Boeing to create
the very first television commercial featuring in-perspective computer graphics.
The first graphical computer game was created in 1961. Spacewar was a fighting game
featuring spacecrafts, where two players would fight each other by firing missiles. It is
important to note that Spacewar was not the first video game, but the first video game
using computer graphics. Earlier games tended to use oscilloscopes and other ana-
log devices where the graphics were not created by a computer. The era of computer
graphics was now born, and innovations started appearing at a steady pace. More
ground breaking technologies would see the light of day, and computer graphics like
we are familiar with today were just around the corner. In 1995, Toy Story, the first
full-length computer-generated animation movie, was released by Pixar Studios and
Walt Disney Pictures. It ran on and off movie theaters for 9 years, and went on to earn
an estimated $360 million at cinemas [18]. Its sequel fared even better, ending up mak-
ing more than $485 million, marking the rather extraordinary success of Pixar Studios,
which to date has been nominated to 22 Academy Awards, and whose movies (9 full-
length computer animated feature films) have earned an estimated $4.85 billion at the
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box office [18].
Wolfenstein 3D became the first game to use textures in 1992, and was also among the
first First Person Shooter (fps) games. The flight simulator Strike Commander from
1993 was one of the first games to use polygons to create true 3D graphics, and Quake
became the first game to generate 3D graphics like we to do today by introducing
light maps1 in 1996 [19]. Figure 2.1 shows screenshots from these games, and may be
compared to modern 3D graphics using the same principle techniques in figure 1.1.
2.1.2 Important Technical Aspects of Computer Graphics
In this section we briefly discuss some technical aspects of computer graphics that we
find helpful to understand. Of course, the selection presented here is only a tiny subset
of the necessary parts for creating a cutting edge 3D, graphics intensive application.
If the goal is to create high-end two dimensional computer graphics instead, other
techniques might be used instead of those mentioned here, like substituting polygon
meshes with sprites, etc.
Pixels are the smallest entity in a digital image, and correspond to a physical pixel
in a digital monitor. For instance, a Liquid Crystal Display (LCD) monitor has a ma-
trix of pixels, that each consist of three sub-pixels representing either the color red,
green or blue. The sub-pixels are lit to emit light of the desired color from the pixel. A
1080p High Definition (HD) display has 1920 by 1080 pixels, meaning that the display
is comprised of more than two million distinct pixels. From a distance, all these pixels
individually showing their specified color, combined give the appearance of one uni-
form surface showing the received image. Move closer, however, and the individual
pixels are clearly visible. Pixels in a digital image perform the same function. Because
completely continuous signals are not possible in the digital realm, an image cannot be
presented with near infinite precision like in nature. Instead, discrete levels must be
chosen to give a high enough level of precision to make the signal appear continuous
without actually being it. A digital camera with imagery hardware capable of record-
ing 10 megapixels can capture images with ten million pixels. When creating real-time
graphics, the image is rendered with the same amount of pixels as the target display,
thereby assuring optimal visual fidelity. For better performance on slower machines,
a lower resolution (a smaller pixel matrix) might be used instead. Digital video is also
1Quake used a technique called radiosity to calculate diffuse light reflections between objects. It was
computationally too expensive for the computers of 1996 to do in real-time, so the light maps held the
results of this process, pre-calculated. Naturally, only static objects benefited from the revolutionary
virtual light [19].
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(a) Screenshot from Wolfenstein 3D (1992), the first game to
use textured surfaces
(b) Screenshot of Strike Fighter (1993), the first game to use
texture mapped polygons
(c) Screenshot of Quake (1996), the first game to use light
maps
Figure 2.1: Screenshots from 3D graphics pioneers
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made up of pixels, and one of the ways of preserving bandwidth we have looked at is
reducing the resolution, thus having fewer color values to transfer.
Rendering is the process of actually generating an image based on the objects visible
in the current field of view of the camera. When programming 3D, the programmer
typically adds and removes, moves and turns, and adjusts 3D objects in some manner.
The 3D objects themselves are created by animators, graphical artists and designers,
and represent physical entities. The rendering process will calculate the image based
on placement and attributes of all the visible objects, and apply additional processing
based on light sources, surface properties, physics, etc. Movable imagery (like movies,
games, and all other non-static graphics) must have each frame rendered like a discrete
image, typically 60 times per second. Rendering can be done in real-time for real-time
applications (like games), or slowly for more visual fidelity when real-time is not a ne-
cessity (like when rendering an animated film). Some of the most common parts of the
rendering process are shading the objects, texture-mapping them (applying texture de-
tails), bump-mapping (apply variations of texture smoothness), applying shadows and
reflections, applying transparency, illumination and caustics, adding blur effects, and
adding post-effects (like cell shading for a cartoon look). The result of the rendering
process is a matrix of color values corresponding to the target resolution. This matrix
forms the pixels of the discrete digital image sent to the graphics hardware before be-
ing drawn on the screen, or to a video library (like FFmpeg) for persistent storage as
stored video or graphics files. The most common way of rendering 3D graphics today
is 3D projection, but with added computational power, ray tracing might become the
norm in the future. Ray tracing, a technique where light rays are traced through the
pixels in the image plane, is very computationally expensive, but is known for being
capable of creating a high level of photo-realism. Figure 2.2 shows a rendered image
using ray tracing (created by Gilles Tran).
Vector and raster graphics are two very distinct ways of storing graphics. Raster
graphics are the conventional way, where a finite amount of points is stored with indi-
vidual color values (and possibly other attributes, like transparency). Rendered graph-
ics are typically raster graphics. Vector graphics do not use a discrete set of points like
rasterized graphics does, but rather use a set of geometrical primitives based on math-
ematical equations to represent images. The placement of the primitives is given by
relative coordinates. Vector graphics must be rasterized before being shown, but can
be rasterized into any resolution without any loss of graphical quality. A rasterized im-
age will be blocky and ugly if stretched out to cover more pixels than it has values for,
so the ability of vector graphics to be rasterized and shown in any resolution is sought
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Figure 2.2: Rendered image (using ray tracing)
after in many situations. It is theoretically possible to endlessly zoom in on a detail in
a vector-backed image, and though more details might not become visible, the present
elements will maintain their visual quality. For instance, modern operating systems
tend to store their icons and other graphical elements in vector format so that the user
can choose a desired size for the graphical elements without them loosing any visual
fidelity. Real-time graphics are typically not rendered as vector graphics, though there
are exceptions, like Adobe Flash, which runs in web browsers, and is frequently used
for games and other interactive content on the web.
Polygons form the foundation of 3D computer graphics2. Each object in a scene must
be represented in a way that makes it possible for the renderer to identify its shape and
size. Objects are therefore built with polygons. Objects in this sense are polyhedral, be-
cause that makes them easier to represent and render. More complex geometry causes
2It is very much possible to produce true 3D graphics without relying on polygons, but polygon-
based 3D became the norm in the mid-90s because it produced a better quality than the alternatives.
Since then, polygons have been highly dominant, and since most graphics hardware now is designed
with polygons in mind, it is unlikely that this will change anytime soon. There have been some attempts
on using voxels instead of polygons, like with the Delta Force games (1998 and 1999), but this technique
did not gain any foothold in the industry. [19]
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greater computational stress for the renderer. Polygons are typically of a triangular
shape, due to its ability to form a wide variety of different shapes when many triangles
are clustered together, while at the same time not being too complex. More complex
polygon shapes are possible, however. Polygons that fall outside of the clipping planes
defined by the camera frustum (see 2.1.3) are culled, meaning not rendered. A common
metric of 3D engines are their polygon count, which refers to the amount of polygon
involved when rendering each individual frame. This phrase is often thrown around
by engine developers to state the superiority of their product. Our prototype runs
with an average polygon count of about 2800. Polygon meshes (sometimes referred
to as meshes) are clusters or grids of individual polygons. Most objects representing
physical entities are stored as meshes in the scene, and the renderer will then wrap
the meshes in textures, before additional rendering steps are taken, like further surface
modeling, shading, shadows, reflections, etc. Figure 2.4 shows the polygon mesh of a
simple sphere before additional rendering takes place. Figure 3.1(b) shows the poly-
gon meshes of our prototype when playing back video (the prototype has the ability
to limit any further rendering, thus showing the meshes in the scene (see section 3.1)).
Particle effects are used for fuzzy phenomena where it is not ideal to use conventional
graphical constructs. The particle system is conventionally a part of the renderer, and
the effects themselves might be a combination of pre-rendered graphics and effect logic
contained in a script file parsed by the manager responsible for particle effects. Fuzzy
phenomena best suited for implementation as particle effects include things like snow,
smoke, explosions, fire, etc. These would be very difficult to achieve by implement-
ing them as textured polygon meshes, because phenomena like these typically are ex-
pected to behave differently than other physical entities. Normal objects, represented
my meshes, have mass, and application logic will probably prevent movement through
them. Similarly, a physics system should prevent objects from overlapping, because in
the real world, space can only be occupied by one object at a time. For something
like smoke, this makes no sense, as smoke implemented as polygons would be like
an solid wall. At the same time, using polygon meshes to implement decent looking
smoke would be difficult, because it would require a huge amount of small objects,
moving in roughly the same direction. The individual objects would have to be small
enough to not be detectable as objects. Having one object to represent the entire cloud
of smoke would look even worse.
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2.1.3 Cameras in 3D environments
Throughout this document, we frequently discuss cameras and viewports, and how
video quality can be adjusted based on the placement of the virtual video source com-
pared to them. It does not require much experience with interactive 3D environments
(like games) to know what we mean by camera, and if such experience is not possessed,
it should still be graspable with a bit of logical reasoning. However, how cameras work
in 3D environments might not be known, and it might be helpful in understanding
how our proposed approach might work outside of written theory. Note that we base
this section on how cameras and viewports are implemented in the OGRE 3D engine,
and that other engines might represent them differently. The differences are probably
small, however, and we will avoid attributes that are clearly engine-specific as much
as possible.
The Camera Frustum
The area of the scene that the camera deems visible is governed by the camera frustum.
A frustum is a geometrical object, defined as the portion of a solid which lies between
two parallel planes cutting the solid [21]. The camera frustum is square, basically mak-
ing it a pyramid with its top chopped off (see figure 2.3(a)). The frustum forms six
clipping planes (its surfaces), and everything falling outside of these clipping planes
is culled, in a process called frustum culling, and not rendered. The camera itself is
located where the top of the pyramid would have been, making the frustum a tun-
nel that continuously expands as the distance to the origin increases. The floor of the
frustum, or the end of the tunnel, is known as the far clip plane. Objects further away
from the camera than the far clip plane will naturally not be rendered. The far clip
plane defines what is sometimes referred to as the drawing distance, since objects fur-
ther away will not be drawn on the screen. A smaller drawing distance leads to better
performance, since fewer objects need to be rendered (given that the reduction of the
drawing distance, i.e. the distance between the near and far clip plane, actually causes
more objects to fall outside the frustum). Objects closer to the camera than the near clip
plane (which is the top of the frustum, or the start of the tunnel) will not be rendered
either. They are conceptually too close to be seen, because the field of view does not
cover them. An example of the latter is when a camera represents a first-person view
(i.e. through the eyes of a virtual character), and the feet are not visible. The feet are
in front of the camera, but when a person is looking straight ahead, the feet still fall
outside of a person’s viewport.
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(b) Camera frustum [20]
Figure 2.3: Various frusta
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Figure 2.3(b) shows a camera frustum. (x, y, z) denotes the location of the camera in
world coordinates. X and Y represent the size of the near clip plane, and are functions
of the distance between the camera and the near clip plane, denoted Z. X’ and Y’ rep-
resent the size of the far clip plane, and are functions of the total distance between the
camera and the far clip plane, denoted Z + Z’ (Z’ being the distance between the near
and far clip plane). When setting up a camera, the values of Z and Z’, the aspect ra-
tio (defined as X/Y), and the vertical angle, denoted W, between the line of sight and
bounding plane of the frustum are submitted to the engine, which then calculates the
remaining values [20].
The Camera
The camera in interactive 3D applications is the entity responsible for calculating the
subset of the scene that is going to be visible on the screen, and thus in need of render-
ing. That is, the camera is responsible for giving the perspective into the virtual world,
on which the process of culling objects that are not visible and rendering objects that
are visible is based. The camera is an entity that can be moved around, and in many
ways it behaves like most other objects, but it is not renderable, at least not by default.
This means that the camera is not a visible object, so if multiple cameras are present in
the scene at once, it does not matter if they are in each other’s line of sight. In other
words, they are invisible. In OGRE 3D, a camera, like all other entities, can be attached
to a scene node, and thus piggyback around the scene. The camera will follow the
movement path of its parent node, and adopt all its alignment changes as well. Imag-
ine attaching a real-life camera to a basket ball; as the ball is moved around, turned and
flipped, so is the camera. Cameras in OGRE can also exist in free space, where they are
not directly affected by any other nodes or entities, but must be moved around manu-
ally by higher-level application logic. In many ways, cameras behave very similarly to
light sources, which are also entities that can either be attached to nodes or exits in free
space, and which are not directly visible (though the actual light source can sometimes
be visually identified by the light it emits, depending on the type of light source). In a
typical 3D game, where the camera follows an avatar or entity around, the camera will
be attached to the node containing the avatar or entity.
As with their real-life counterparts, the camera has many advanced attributes that dic-
tate how the scene is rendered. It can of course be moved around, pitched, yawed, and
zoomed in or out, but there are more fundamental aspects that can be changed as well.
We will not go into detail here, but the aspect ratio is important in order to understand
how the camera frustum works. The aspect ratio is the relative difference between the
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horizontal and vertical sides of the display plane of the render target, or the relative
differences of the width and height of the near and far clipping planes of the camera
frustum. The aspect ratio of the camera should always match the aspect ratio of the
render target, typically a monitor or video file. On televisions, aspect ratios are lim-
ited to either 4:3 (the width divided by the hight in pixels are equal to four divided by
three), or 16:9. The former is the aspect ratio of "normal" television sets, used from the
birth of the television until very recently, and still present in many small television sets
and portable devices. The latter is often referred to as widescreen, and is the norm to-
day for all television sets larger than twenty inches. When the render target is a video
file, one of these aspect ratios is typically used (though movie theaters use a different,
even broader aspect ratio). On computer monitors, a larger variety of aspect ratios are
common, including 5:4 and 16:10. If the aspect ratio of the camera does not match the
aspect ratio of the render target, objects will appear to be either stretched out if the
aspect ratio is too big, or squished together if the aspect ratio is too small. It is often
also possible to change the virtual focal length, and other physical attributes found
in real-life cameras. Some engines (like OGRE 3D) support stereoscopic rendering, a
technique that renders based on two cameras simultaneously. This makes it possible
to simulate eye vision (after all, most living organisms capable of sight use two eyes to
achieve depth of vision, thus also utilizing stereoscopic rendering), given that the two
cameras are placed with some distance between them, and face in the same general
direction. The output from stereoscoping rendering will appear to be "cross-eyed" and
nauseating, but with special red/blue glasses, the output will seem like true 3D (more
or less successfully) by playing off our naturally present depth of vision.
The camera is also responsible for things like translating world space to screen space,
and vice versa. This is useful when the application uses mouse interactivity, and it is
needed to know the object pointed at with the mouse cursor. It is then possible to query
the engine for the virtual ray from the origin of the camera, through the screen at the
location of the cursor. The scene manager (in engines that are based on scene graphs)
can then be queried for all objects that might intersect that ray, and application logic
can be used to find the logical candidate, which, disregarding transparency, typically
is the object that first intersects the ray, thus being closest to the camera.
The Viewport
Viewports are a bit more abstract than the notion of cameras, but are equally impor-
tant. The viewport is a rectangle into which the scene is rendered, and is the gateway
between the underlying render system and the rest of the 3D engine (typically by way
26 Video Streaming into Virtual Worlds
of the camera it is governed by). The purpose of 3D engines is to reside on top of lower-
level render systems to provide ease of use and abstraction. For instance, the OGRE
3D engine can use OpenGL, the Direct3D subcomponent of DirectX, and a software
renderer as its underlying render system. While the camera is an object that, though
usually not renderable, is physically present in the scene (albeit in a virtual sense of the
word physical), the viewport is a much more abstract construction, and does not exist
on the same plane of abstraction as the cameras and other objects in the scene graph.
The viewport must have a camera dictating its perspective of the virtual world. The
camera to which the viewport belong is not necessarily a static property, but whether
or not a viewport can be assigned to another camera later on, a viewport in use must
always be connected to a camera. And while a camera can have an undefined amount
of viewports listening to it, a viewport can only listen to one camera.
Before we continue, a quick mentioning of the render window is in order. The ren-
der window is not really directly related to the 3D engine (or any other layer in the
graphics pipeline at all for that matter), but is the GUI window in which all rendering
takes place. The window is a normal window like any other given to the application
by the windowing GUI of the operating system. If not run in fullscreen mode, the win-
dow will appear exactly like all other windows created by the windowing GUI, which
typically means a stylized title bar with an icon, title and some control buttons, and
a surrounding frame around the window. The look of the window is completely de-
pendent on the windowing GUI, and will look and behave differently across different
platforms. When running a graphics intensive application (which a 3D application al-
most always is), it is typically desirable to run the application in full screen mode. This
is because getting permission from the windowing system to run in fullscreen usually
disables the windowing system itself temporarily, thus freeing graphical resources it
might have been using. For modern windowing systems with slick animations, trans-
parency, 3D effects, and more advanced graphical effects than older windowing sys-
tems, the resources freed when the windowing system is halted can make a substantial
impact on performance when running graphics intensive applications. It is of course
also possible to render to a component in a window rather than the entire window
itself. This is dependent on the engine, but can be very useful when creating graphics,
simulation or visualization tools. There must always be a main render window (given
that the render target is not a video container, but a monitor). Some engines allow
for multiple render windows, but the DirectX device or OpenGL context is typically
bound to the render window first created by the application, which then functions as
the main render window. Also of note is the fact that failure to shut down any graphics
engine properly, thus not allowing it to free DirectX devices, OpenGL contexts, or any
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other instance directly connected to the graphics hardware in the computer, can lead
to possibly undefined, and almost definitely unwanted behavior, as the windowing
system of the operating system might not be able to regain control over the graphics
hardware, and a reboot might be necessary.
The render target of a real-time 3D engine is almost always a render window. As we
have previously said, it is definitely possible to render to a file or another target as well,
but for our sake, render target implies a render window. Sometimes it is desirable to
render to an in-engine texture instead, because that allows for the scene to be rendered
in multiple steps, or to provide custom reflections. This is a technique that actually
makes sense in a real-time setting, but it changes little in terms of the details we care
about now, so we will stick to our previous assumption that render targets are render
windows.
Several viewports can be rendered at once, though the most common scenario involves
one viewport covering the entire render target. In case of multiple simultaneous view-
ports, they are typically given priority values to indicate the order of rendering. Over-
lapping viewports are also possible, though it can cause trouble if not governed prop-
erly. For instance, multiple overlapping viewports might share the depth buffer of the
render target, which can lead to depth fighting it the buffers of the viewports are not
cleared after each frame.
A commonly seen example of using multiple concurrent viewports is racing games,
where the render target is covered by a viewport showing what is happening in front
of the car. A smaller viewport might be overlaid at the top of the screen, representing
the rear-view mirror of the car. This smaller viewport will be bound to a different
camera attached to the back of the car node, pointing against the driving direction. This
viewport will then capture everything happening at the back of the car, functioning
very much like a normal physical rear-view mirror. This can of course dramatically
decrease performance, as polygons that would otherwise have been culled due to not
being visible, now must be rendered.
Summary
To briefly summarize this section, a viewport is a rectangle containing a snapshot of
the world as virtually seen by the camera it is bound to, and limited by the camera’s
frustum. If you close one eye, and think of it as the camera, the viewport will be the
elliptic image you see, containing a snapshot of the real world presented to the sensory
cells in your brain. A virtual video screen within the scene will be represented in the
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viewport as a convex quadrilateral using a single frame from the video source as its
texture, though parts of it may have been culled. For more information about cameras,
viewports, frusta, and other constructs we have talked about here, see [20], which we
have used as a basis for this section.
2.2 Digital Video
As we stated in chapter 1, the purpose of looking at perception of video quality when
playing it back in 3D environments is to evaluate possibilities of preserving bandwidth
when streaming video into virtual worlds. We will discuss distributed systems utiliz-
ing our approach in chapter 5, but some knowledge of digital video is required to
understand the local aspect as well.
We have already looked at how modern displays, computer graphics and digital im-
ages are made up of pixels. The same goes for digital video, but representing video as a
sequence of images, all being matrices of individual pixel values, would be hugely ex-
pensive in terms of storage requirements. To avoid this, digital video is encoded with a
codec whose purpose is to represent the content using as little space as possible, while
at the same time being as faithful to the source material as possible. We will not look
at technical details about codecs or digital video, but a brief explanation of the under-
lying variables to the storage space a digital video requires, and thus the bandwidth it
consumes when being streamed, is necessary to understand our different approaches
to reduce the needed bandwidth, and how they affect the quality of the video.
The bandwidth consumed by streaming a video clip over the Internet and storage
space occupied when stored or buffered, is largely determined by three aspects. The
codec the video is encoded with, and the format it is packaged in (or the different
streams, like picture, sound, subtitles, etc., are muxed in) play a big part. In general,
newer standards are better than old ones when it comes to getting the best possible
quality and using as little space as possible. Additionally, some standards are created
for streaming, and might be more suitable than ones created for local storage, or stor-
age on an optical disc. Secondly, the spatial resolution of the video greatly influences
its file size and bandwidth needs. Each pixel must have its color values present, and
besides clever encoding utilized by most video codecs, this will lead to a linear space
requirement. Finally, the bitrate of the video can make a huge difference in size require-
ments. The bitrate basically denotes how many bits the video can be represented with
per time unit (nearly always second), and a higher bitrate will lead to more bandwidth
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being consumed. A higher bitrate will also lead to a better, more detailed image than
if fewer bits were used, simply because less harsh compression can be used, leading to
less loss of detail, fewer encoding artifacts because pixels can be combined in smaller
groups, thus avoiding an apparent block-effect in the video, and a better, smoother im-
age altogether. In our work, we have tried reducing both the spatial resolution and the
bitrate to reduce bandwidth consumption, but we have not regarded codec or format
of the video.
2.3 Frameworks
2.3.1 OGRE 3D
The Object-oriented Graphics Rendering Engine (OGRE) project was started in 2000 by
Steve Streeting, with an open source license. Its goal was to create an easily grasped,
open source, object-oriented 3D-engine, suitable for games, simulations, and any other
application where 3D graphics are needed.
The project quickly attracted followers, and by February 2005, the first stable version
was released. The development has since then continued, and version 1.6 (code named
Shoggoth) was released in August 2008. This version is used in the implementation of
out prototype (see chapter 3).
As of February 2009, OGRE 3D has been used in several commercial and otherwise
noteworthy projects, including the several adventure games from Deck13, and MMORPG
Anarchy Online is slated for a complete graphical make-over by porting its graphics
over to OGRE [22].
OGRE is written entirely in C++ on the 32-bit Microsoft Windows platform. However,
it is compatible with the Linux and Mac OS X platforms as well, and binary distribu-
tions exist for most configurations. When using Windows or OS X, one of the official
installers should be used for installing OGRE; a package repository should be used
when the target platform is Linux, and the used distribution supports one of the com-
mon package installers available. OGRE can also be compiled from source for greater
flexibility, and compatibility with more exotic configurations. Wrappers exists for sev-
eral programming languages, so if C++ is not preferred, then Java, Python, .Net, etc.
may be used instead. OGRE is intended for real-time 3D rendering, thus is not the
best choice for rendering images ahead of time (like an animated film). More technical
information about OGRE and its dependent libraries can be found in [20] and [23].
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OGRE is (with a few notable exceptions) strictly 3D graphics, and is therefore not a
game engine (like another open source darling, Irrlicht). Input and output, physics,
sound, networking, Graphical User Interface (GUI), and other aspects usually needed
to create a rich 3D application must be taken care of by external libraries. OGRE can
natively interface with Object-oriented Input System (OIS) for input from Human In-
terface Devices (HID), and with Crazy Eddie’s GUI (CEGUI) for graphical user inter-
faces. The Nvidia C for graphics (Cg) Toolkit for shader programming is also included
to help developers create shaders, programmatic ways of adding surface effects. The
use of libraries for other non-included functionality is well-documented, like Open
Audio Library (OpenAL) for sound, etc. Some functionality not directly related to 3D
graphics that is included in OGRE are memory management, resource loading, log-
ging, and skeletal animation.
Figure 2.4: Scene graph 3D coordinate system
The engine is scene graph based, meaning that the 3D environment is divided into
scenes, denoting a single place in space and time. When switching to a completely dif-
ferent 3D environment, the current scene is unloaded, and a new scene is loaded and
rendered. Within the scene, a coordination system in 3 directions (typically denoted
x, y and z) keeps track of all nodes, containing particle effects, polygon meshes, bill-
boards, light sources, sprites, or any other 3D concept one wishes to attach to a node.
A node (and all its components) can then be moved around by altering its coordinates,
letting the engine recalculate its effect on the rest of the scene, and the scene’s effect on
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the node and its components, and then rendering the scene again. Figure 2.4 illustrates
how a 3D coordinate system looks. The scene depicted is taken from our prototype
(see chapter 3), and contains a small, floating plane representing a floor, and a floating
sphere functioning as a camera marker for a specific camera and viewport position (the
small ray emitted from the sphere represents the camera centerline, a line going from
the camera through the center of the viewport, i.e. in which direction the camera was
facing when in that position). In this scene graph, the sphere and floor plane are the
only objects. Both are anchored in the scene with a three dimensional coordinate that
marks where the center of the object is located. Additionally, objects have a size and
direction (typically denoted by radians from their initial perpendicular placement). In
the above screenshot, the polygon mode has been set to a wireframe to better show the
coordinate system. Refer to chapter 3 for more information on camera markers and
how to place them, and how to switch polygon modes.
After the initial scene is set up, along with logging, resource loading, creation of the
rendering window, choice of rendering mode, etc., one or more frame listeners are
responsible for the non-graphics related logic. While the engine takes care of all the
rendering and low-level calculations, the frame listener will be notified before and
after each frame by the OGRE event loop. The event loop can be created manually if
it needs to tie in with non-graphics related time-critical code like networking, or the
default OGRE event loop can be used. Upon being alerted, the frame listener will act
according to user input (typically delivered from OIS), animation tracks, and other
application logic the programmer has added. Depending on the application, the bulk
of the application logic will be placed in, or called from, the frame listeners.
OGRE has an plugin architecture, which also comprises critical components like the
rendering system and scene manager. Pluggable rendering systems give flexibility,
in that the underlying rendering system can be chosen at runtime, depending on the
available plugins. A plugin for OpenGL is always supplied, and a plugin for Direct3D
(part of the Microsoft DirectX framework) is supplied with Windows distributions.
Different scene manager plugins give different optimizations, and should be chosen
based on the scene in question, based on scale, distances and complexity of the objects
to be rendered. OGRE behaves identically regardless of the plugins it uses to render
and manage the scenes.
OGRE is commonly regarded as one of the best open source 3D engines today, and is
often used in games created by communities and hobbyists. New versions are coming
out at a steady pace, and the engine is well-documented, making it a good choice for
academic research, like in [24], [25] and [26].
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We have used OGRE as the 3D engine powering our prototype.
2.3.2 FFmpeg
Fast Forward mpeg (FFmpeg) is used to denote both a suite of computer applications,
and the core libraries powering these applications. The applications are command
line-only (thus being primarily used on UNIX-like systems), and cover video-related
functionality from playing back video material, to converting and streaming it. Both
the applications and the libraries are available on most platforms.
FFmpeg is well-known for being extremely extensive in its support for video codecs
and formats. It is completely open source, and its support for patented, proprietary
codecs and formats (mostly reverse-engineered), means that the legality of it is ques-
tionable, especially in countries that enforce software patents. Because of this, FFmpeg
is used in few high profile commercial projects, and is even omitted from most Linux
distributions (though typically easily installable).
When the name is used in connection with the libraries, it is libavcodec and libavformat
that are usually implied. These libraries form the basis of many applications that offer
video or audio conversion, noteworthy among them being VLC, MPlayer, Audacity,
TVersity, and many more (a list is available at the official web page).
libavcodec is a library containing and linking to encoders and decoders for audio and
video codecs. System differences aside, libavcodec usually relies on other shared li-
braries to process incoming calls. Applications depending on it will either encode
frame after frame before storing them in a video file (in a specific video format) or
sending them over the network, or decode frame after frame before displaying the raw
images in some manner. There are of course other areas of usage as well.
libavformat is a library containing muxers and demuxers for a wide range of mul-
timedia container formats. A muxer is a component responsible for adding multiple
content streams, like video, audio in different languages, subtitles, etc., into a container
format. A demuxer does the exact opposite, by extracting streams from a container for
presentation. Using libavformat allows an application to demux a container file (like
AVI, Matroska or Ogg), and pass the desired streams contained in it to libavcodec for
decoding. The reversed process is of course also possible, with libavcodec encoding
images into frames, and sending them to libavformat for muxing in a valid container
format.
The process outlined above is exactly what we have used these libraries for in our
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prototype; libavformat extracts each frame from the file (or network stream), and sends
the frames to libavcodec, which decodes them, and places the raw image data in a pixel
buffer, and thereby displaying the frame on a textured surface in the 3D environment
for the user to see.
2.4 Summary
In this chapter, we have looked at digital video, computer graphics and virtual camera
systems, the OGRE 3D engine, and the FFmpeg libraries for demuxing and decoding
video content. This outlines all that is needed to understand our prototype, which we
will now talk about in chapter 3.
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Chapter 3
Implementation
To test whether downscaling video would preserve bandwidth without being notice-
able when the video was being played back in a virtual world, a simple prototype was
constructed to aid in testing. In this chapter, we explain the prototype’s design and
functionality.
3.1 The Prototype
We decided that instead of creating a fully functional system for video streaming, qual-
ity measurements, communication between client and server, additional video process-
ing on the server side based on client feedback, etc. as outlined previously, we would
instead focus on testing the perceived video quality when playing back video with im-
paired quality in a 3D environment. The reason for this decision is that the degree of
quality reduction for a clip depends on the type of clip and its representation within
the virtual environment, and it is therefore difficult to measure any general reductions
of bandwidth consumed. Furthermore, even with only a limited knowledge of video
encoding technologies, it is easy to deduce how much bandwidth one saves by using
a lower bitrate or spatial resolution.
The prototype is a fully functional 3D application with a movable camera, and is ca-
pable of playing back most common video formats and codecs. Interaction within the
application is handled by keyboard and mouse.
Our implementation is, as with OGRE 3D, written entirely in C++, and should be
runnable on any platform supported by OGRE and FFmpeg (including Microsoft Win-
dows, Apple Mac OS X, and Linux). It is worth noting, however, that building ap-
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plications that use FFmpeg is not trivial using Microsoft’s compiler supplied with its
Visual-branded development tools, and a more Unix-like approach should be used
when trying to deploy on Microsoft Windows operating systems. A simple and tested
way of accomplishing this is to use MinGW (a Windows implementation of the gcc
compiler and other useful UNIX tools), combined with Minimal SYStem (MSYS), an
expanded set of UNIX tools for Windows.
The code for the prototype implementation is available at http://simula.no/research/
networks/software, and may be compiled and tested if that is desirable. To build
the project, an OGRE Software Development Kit (SDK) must be installed on the ma-
chine (download and follow instructions at the official web site [23]). Additionally,
FFmpeg libraries (notably avcodec and avformat) and their header files must be present,
and visible to the compiler and linker.
3.2 Design
The prototype is designed like an average OGRE application, as illustrated in the
OGRE tutorials. The main class (located in the file main.c) is responsible for the initial
setup of the render window, scene manager, scene and event listeners. Upon successful
completion of the required setup steps, the execution path, started by the constructor
of the class, will start the event loop, causing the 3D engine to start rendering. At this
point, the frame listener has been initiated, and is being invoked before and after each
frame is rendered by event firing in the engine.
The frame listener is responsible for most of the application logic, and is by far the
most extensive code file for our prototype (ControllerFrameListener.h). When video
is being played back, the frame listener will update the video player with time passed
since last frame, allowing the video player to fetch and decode another frame if enough
time has passed. The main task of the frame listener, however, is to respond to user
input. The prototype uses OIS for buffered mouse and keyboard input, which the
frame listener reacts to or passes on, depending on the type of input, and context of
other components. The simplest example of this is the update of movement vectors
upon detecting that the user has pressed an arrow key, causing the camera to move
accordingly the next rendered frame. The same goes for mouse movement, which will
change the camera’s direction. The screen can be captured by pressing the print screen
key on the keyboard, and the main event loop will be ended, thus gracefully shutting
down the application, when the escape key is pressed. If the shutdown process cannot
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be run, problems might arise on the system because of the application’s interaction
with graphics and input systems, especially in Linux, and a full reboot might be the
only way to solve the issues.
The prototype also includes a text console, which when triggered (by pressing the F1
key), will receive all key press events from the frame listener that are not bound to
higher level functionality (like exiting), and present them in a manner similar to how
most text consoles work, i.e. displaying characters as the user types them, and parsing
all characters when the return key is pressed, at which point the entire line (all textual
input since the last time the return key was pressed) is returned to the frame listener,
which will split the line into words, parse the input, and call the appropriate func-
tion or code block. The console is based on code found in OGRE’s wiki, but we have
changed certain aspects of it, and added additional needed functionality.
The console provides a static function getSingleton which returns a pointer to an
instance of the class. This enables all components to give textual feedback to the user
by printing messages to the console, even if no pointer to the instance is stored in
the component. This is identical to the approach taken by the OGRE log manager,
responsible for writing engine and application feedback to various log files. A massive
switch block is located in the frame listener, which will parse all commands returned
from the text console. See table 3.1 for a complete list of all available commands in the
prototype.
Some of the commands supported by the prototype are there simply to vary the testing
conditions, others are utilities for normal operation, whereas some of them represent
core functionality. The video commands are obviously among the most interesting
ones for us, and allow the user to open a specified video file, play it back, and pause
and restart it. The optional demo parameter will initiate two video players with the
same video file, and play back the two streams independently next to each other. This
is useful when testing quality downscaling, since one of the virtual video screens will
show the original video stream, and the other the modified one.
Video decoding is handled by the video player, found in the files videoplayer.h and
videoplayer.c. This class relies on FFmpeg to decode frame by frame of a given video
file or network stream. The codec and format support is quite extensive, and because
of the nature of FFmepg, our prototype is capable of reading most files that popular
video software VLC and MPlayer can read. The frame listener will for each frame up-
date the video player with time elapsed since last frame. Upon opening a new video
file, the video player will detect the time per frame of the video, and can therefore
calculate when new frames are to be decoded and shown without breaking the play-
38 Video Streaming into Virtual Worlds
Table 3.1: List of available commands in the prototype
Command Description
quit, exit, [ESC] Close the application. All resources are unloaded,
and log files stored in the working directory.
camera <details | auto |
manual | goto <x> <y> <z>
| marker [clear]>
Camera operations and options. Auto requires a
video screen. Only one marker may be placed (use
clear to set a new marker).
polygon <solid |
wireframe | points>
Change the polygon mode.
filtering <0 | 1 | 2 | 3> Change filtering technique (3 being most advanced
and 0 being none).
video <open <filename>
<instance name> [demo] |
play | pause | restart |
stop>
Video playback operations.
stats <on | off> Turn statistics overlay on or off.
fps Get Frames Per Second statistics (for real-time up-
dates, use stats instead).
fullscreen <on [<x> <y>]
| off [<x> <y>]>
Change screen mode and/or screen resolution.
fog <on | off> Enable or disable fog.
sky <box | dome> Set the sky to be either a sky box or a sky dome.
quality <on
[<framedelay>] |
emulation <on | off> |
send <destination> | off>
Quality measurement operations. Emulation on
will dynamically downscale any video being played
back based on measurements. The frame delay con-
trols how often quality requests should be sent to
server or local video player. Sending of quality re-
quests can be turned on using the send option, with
a name or address of a reachable destination.
test <instance name> Start quality test routine. Tests cannot be aborted.
Note that log file with any previous results is over-
written! When testing, left mouse key records nega-
tive assessor feedback, and right mouse key records
a positive feedback. The space bar ends the voting,
and starts the next test.
say <message> Echo message on screen.
[LEFT MOUSE KEY] Dismiss any onscreen message.
[PRTSC] Take screenshot. Screenshots are stored in working
directory as PNG files.
help Show all available commands.
[F1] Hide or show the console.
[w][a][s][d][q][e],
[ARROW KEYS], [MOUSE
MOVEMENT]
Camera movement (when console is hidden).
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(a) Screenshot of the prototype displaying video, using sky dome and exponential fog
(b) Screenshot of the prototype in wireframe mode
Figure 3.1: Sample screenshots from the prototype
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back speed of the video. The video player will also detect the spatial resolution of
the video content, which allow the frame listener to request the creation of a plane for
video playback with the right size. The video stream is shown in the virtual environ-
ment by accessing the texture on the desired playback object. The video player will
lock the texture after having completely decoded a frame, use the swscale library to
convert the frame to the right color mode (and scale to a different spatial resolution if
instructed), before painting the frame on the texture. For a normal video clip, this pro-
cess might take place 25 times per second, or roughly every two or three frames if the
frame rate is locked to match the refresh rate of the monitor (LCD panels usually have
a maximum refresh rate of 60 Hz, though the refresh rate might also be restricted by
the Graphical Processing Unit (GPU) as well). This technique comes with portability,
since it will work with other video decoding libraries as well, and even makes it easy to
post-process the video additionally by using an image processing library on a frame-
by-frame basis. Also, since almost all visible objects in a 3D environments are textured
(excluding particle effects and light sources), the video can be shown on surfaces and
objects not created with this purpose in mind. For example, if we were to create some-
thing like the framework with video-based avatars that P. Quax et al. present in [11],
a video stream showing the faces of the participants could be painted on the faces of
virtual avatars, simply by painting the video frames on the original face textures.
Figure 3.1(a) shows a screenshot from within the prototype. Here we can see a video
clip being played back on a surface within the 3D environment. The sky is a sky dome
with movement, and exponential fog has been turned on. Figure 3.1(b) shows the pro-
totype where polygons are shown as a wireframe. This illustrates how the basic scene
we are using is composed, and the foundations of how the video stream is displayed
within the world.
With the current design approach, one video player object must be created for each
playback device in the virtual environment. If the same video stream should be shown
on multiple playback surfaces, simply introducing arrays or a similar data structure to
store pointers to or names of textures to be painted on would allow the video player
to paint the frames on all the textures. If all the surfaces were identical, they could
all use the same material and texture, and they would all benefit from the regular
updating of their texture. The latter approach is feasible in many situations where the
size of the surfaces is the same, like when having billboards showing advertisement,
or television screens showing a program or movie (though switching channel on one
TV set would then result in a channel change across all other TV objects using the same
video texture).
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As previously stated, the full software ecosystem needed for a complete test is not
created (no work as been performed on the server side), but the client side is near fea-
ture complete. The command quality on will cause the frame listener to measure
the distance from the camera node’s placement in the scene graph to the video play-
back plane, and compare it with an optimal distance (which we have set to 1000 world
units in our prototype, though should have based this on a calculation of the actual
size of the virtual playback device in the viewport for greater precision). Based on
this information, a percentage will be calculated, indicating the current needed qual-
ity. 100 percent indicates that full quality is needed, whereas 0 percent indicates that
the video plane is currently not visible, so no video data needs to be transferred. Val-
ues between these imply that the server may transcode the video to a lower quality to
preserve bandwidth. A threshold that dictates how often action should be taken when
the needed quality changes can also be specified.
We have frequently used the term downscaling quality of the video, by which we mean
some kind of perceivable quality loss. The most logical way of achieving this would
be to decrease the spatial resolution of the video stream, or reducing its bitrate. The
best, least noticeable way depends on the source material, and a combination of these
two techniques may be attempted. Since we have not implemented the server-side of
our proposed setup, the effect of having a server that dynamically adjusts the qual-
ity of the streamed video can be replicated locally in our prototype. By including the
emulation on argument when enabling calculation of needed quality, the frame lis-
tener will ask the video player to locally downscale the spatial resolution of all video
frames before showing them, based on the calculated needed quality. This will give
the effect of receiving lower quality video, without actually having a server in place.
A similar approach could easily be implemented for adjusting the bitrate of the video
instead of or in addition to changing the spatial resolution. If the demo argument was
given when creating a new video player, the original video quality will be shown on
the demo video playback plane, while the effects of quality downscaling will be shown
in the regular video plane. This allows for easy comparison, though it might not be
representative for the actual differences, since the angle and/or distance to the regular
video plane and the demo video plane might be different. This can also be combined
with automatic camera movement to see the effects of dynamic video quality.
A network manager is included with the prototype to send quality request messages,
but as previously stated, the effects of sending these packages are absent since no
server has been implemented. In a fully functional system, the network manager must
be extended, and more information should be included with each package to allow the
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server to identify client and video instance to apply quality processing on.
3.3 Capabilities
We have not implemented the full ecosystem necessary for a fully functional system
with the proposed functionality, but the prototype represents a fully functional client,
albeit with some shortcomings.
The prototype can play back video, and most formats and codecs are supported. The
video stream is displayed on a flat plane in the 3D environment, and acts as any other
object would in a three dimensional space. When controlling the camera, it is possible
to rotate, and view the video from an angle. It is important to note that though the
video plane is an object, it is not a mesh, and does thereby not have any depth or
visibility besides the video texture. This means that if the camera is moved behind the
plane, it will be completely see-through, and the space it occupies will appear to be
empty.
Video sources can be anything that FFmpeg supports, which currently are local files,
network streams or capture devices, like a connected web camera. RTP and RTSP
streams are supported, so the prototype can play back video streams similar to one an
implemented scaling server might produce.
The prototype will measure distance and angle of the camera placement compared to
the placement of the virtual video screen, if enabled. Based on this, the current de-
sired quality of the video stream is calculated. This indicator ranges from 0 (where
the virtual video screen is not visible at all, and transfer of video data may temporar-
ily be stopped, although any sound stream related to the video stream (included or
not) should not be affected), to 100, where full quality is needed, and no downscal-
ing should be performed. A value of 50 would indicate that a quality of 50 percent
of the original will be sufficient. As previously stated, quality might mean bitrate or
resolution, or both.
The quality indicator can then either be sent to a server (that is not currently imple-
mented, so the packages will probably just crash into a closed port at the destination),
used to locally downscale the spatial resolution of the video stream that is being played
back (from a local file, capture device or network stream), or simply ignored. A dedi-
cated log file will keep track of all calculated results.
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3.4 Summary
We have now explained the basic design and functionality of our prototype. Its main
task has been to provide a stable platform for testing the ability to perceive video qual-
ity in 3D environments. In chapter 4 we will present the tests conducted and the results,
and discuss the results and what we can conclude based on them.
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Chapter 4
Testing
Our work has included extensive testing. To see whether perceived video quality
would be influenced by distances and angles when video is being played back in a
3D environment, tests were conducted with the goal of finding out if assessors could
see any difference between a reference clip and the same clip with reduced quality in
a wide range of different scenarios.
4.1 The Tests
The tests were designed with test standards [27] and [28] in mind, but some compro-
mises had to be made due to some of the fundamental differences in the subject matter
of our tests and the tests the standards are intended for.
As previously stated, the goal of the tests was to get statistics on how much angle and
distance influence the ability to perceive video quality when the video is being played
back in a 3D environment. Intuitively, it is easy to jump to the conclusion that full
video quality rarely is needed in this particular situation, but as we soon will see, it is a
bit more complicated than that. We also wanted to find the best way of reducing video
quality.
Due to the large number of different tests, we saw that getting a sufficient number of
assessors could potentially be a problem, considering the time it would take to com-
plete all the tests. Instead, an approach with random test parameters was devised, that
allowed assessors to choose the length of their test session. Our prototype, upon be-
ing set in the test mode by issuing the test <instance name> command, would
randomly select a test out of the available test pool, poll the assessors, record the in-
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termediate results, and start the process over again. All results were stored in a log
file, and the log files were later parsed to give a summarized set of results for each
test. All tests were performed using similar monitors, with the same visual settings for
the application. All tests were also performed in similarly lit rooms, with a setup that
encouraged the assessors to maintain a reasonable distance to the monitor.
The visual setup used for the prototype was a screen resolution of 1024 by 768 pixels
on nineteen inch LCD monitors with as aspect ratio of 4:3, which natively matched the
aspect ratio of the raw rendered output. The application was run in fullscreen mode.
Fullscreen anti-aliasing was set to 4x to even out the edges of the virtual video screens
while angled, and anisotropic filtering was used to minimize visual impairment when
the distance to the video screen increased. Anisotropic filtering is a technique that
reduces blur and preserves the detail of textures on surfaces rendered at an oblique
angle with respect to the camera [20]. The anisotropy threshold was left at its default
value of one degree. Vertical synchronization (Vsync) was applied to avoid getting
screen tear, and the maximal supported refresh rate of the monitors were used, which
is roughly 60 Hz for LCD monitors. The computers running the experiments used
Linux as their operating systems, and OpenGL was used as the underlying rendering
system. Only computers capable of maintaining a near-perfect framerate were used,
meaning that the tests ran at roughly 60 frames per second for the majority of the time.
Assessors were people that volunteered when asked to participate, and were mostly
university students. However, as our base of operations were located at the main Oslo
campus, there should be no bias as to the field of interest of the students. Some as-
sessors tested for longer periods of time than others, but given the large number of
individual tests, it is very unlikely that tests were taken multiple times by the same
assessor. This cannot be guaranteed however, since tests were randomly chosen at
run-time.
Table 4.1 shows all the different tests performed for each content type. It is not nec-
essary to study this table carefully, but it is important to note that several distances,
angles and quality levels were tested in combination with each other. As the table
shows, four different distances between the camera and the virtual video screen were
tested, along with four different angles between the centerline of the camera and the
surface of the virtual video screen. Not all combinations of these two parameters were
tested; we felt we only needed two distances for all angles, and two angles for all dis-
tances. The two most extreme distances were consequently only tested with the two
smallest angles, and the two most extreme angles were only tested with the shortest
distances. This setup was chosen because we felt that having large angles when testing
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the most extreme distances (and vice versa) would only cause additional insecurity, as
we were trying to find the possible effects of distance and angle independently. For
each of the valid combinations of angle and distance, video quality was downscaled
with respect to both bitrate and spatial resolution. The quality downscaling had three
levels: 75%, 50% and 25% of the bitrate and spatial resolution of the reference clips.
Figure 4.1 shows how the virtual video screen may look in the different angles used
during the tests, and figure 4.2 shows how the virtual video screen may look with re-
gard to distances during the tests1. We used two different source clips, each clip being
tested in 12 different combinations of angle and distance, with six different qualities
(three different bitrates and three different spatial resolutions) for each combination of
angle and distance, giving a total number of 144 unique tests.
All tests were performed with two different content types. Each video clip was roughly
eight seconds long. One clip was a sports clip, featuring a man water skiing. The
quality was quite low, and the original spatial resolution of the clip was 640 by 352
pixels, which is less than that of the Video Graphics Array (VGA) standard introduced
by IBM in 1987, and deemed quite insufficient for modern displays. The bitrate of the
clip was 1500 kilobits per second (kbps), or as close to that as the encoding process
with MEncoder would allow. The second clip featured parts of a scene from the open
source, short animated film Big Buck Bunny initiated by the Blender Foundation [29].
The chosen footage shows three furry squirrels plotting against the bunny, with some
camera panning and detailed background foliage. The clip is in high definition, using
the spatial resolution of the 720p standard, which is 1280 by 720 pixels, substantially
larger than that of the first clip. It is encoded with a bitrate of 5000 kbps, or as close to
that as MEncoder would allow. A sample frame from each source video, rendered by
the prototype with a distance between the camera and virtual video screen selected to
give a fullscreen showing, can be seen in figure 4.32.
As mentioned earlier, the quality downscaled versions of the clips have bitrates or
spatial resolutions that are 75%, 50% and 25% of the references. This means that the
downscaled sports clips had bitrates of 1125 kbps, 750 kbps and 375 kbps respectively,
or as close as MEncoder would allow. The spatial resolutions were 480 by 264 pixels,
320 by 174 pixels, and 160 by 88 pixels. The downscaled versions of the second clip
had bitrates as close to 3750 kbps, 2500 kbps and 1250 kbps as MEncoder would allow.
1These are illustrations only, and may not accurately portray the actual look of the tests.
2Note that the prototype was running with a different spatial resolution when these screenshots were
taken than during the testing. The aspect ratio had not been changed, giving the stretched look in the
figures. The areas of the screenshots outside of the virtual video screens have been edited out in the
figures.
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0˚
25˚
50˚
75˚
Figure 4.1: Different angles between virtual video screen and the bottom side of the
viewport
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700 wu
1400 wu
2100 wu
2800 wu
Figure 4.2: Different distances (in world units) between camera and virtual video
screen. Longer distances give a smaller area in the viewport
Video Streaming into Virtual Worlds 51
(a) The animation clip
(b) The sports clip
Figure 4.3: The source videos, rendered by the prototype in fullscreen
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Their spatial resolutions were 960 by 540 pixels, 640 by 360 pixels, and 320 by 180
pixels.
Both clips were encoded from a sequence of raw images (uncompressed), into an AVI
container using the MPEG-4 part 2 codec [30]. This codec uses variable bitrates. The
result of the encoding process is that the animation reference clip has an average bitrate
of 4576 kbps. The version of this clip with the biggest bitrate reduction had an average
bitrate of 1413 kbps. The sports reference clip had an average bitrate of 1438 kbps, and
the version of this with the most reduced bitrate had a bitrate of only of 490 kbps. We
used MEncoder [31] to encode the video clips. Below is the command issued to encode
the source videos into the different varieties used in our tests.
>mencoder <source file> -o <destination file> -ac copy -ovc lavc -lavcopts vbitrate=<desired
bitrate> -vf scale:<X>:<Y>
This command calls MEncoder with an input file, and tells it to output the results of
its run to the output file. The file extension of the output file is used to determine
the video format to mux streams in. The ac paramter denotes the desired audio codec,
but as we do not care about sound in our experiments, we request MEncoder to simply
copy the existing sound streams (if any). The next parameter denotes the desired video
codec, which we set as lavc, short for libavcodec, which should now be recognizable
as part of the FFmpeg library suite. We then add an option argument to libavcodec,
requesting a certain bitrate. Finally, we issue a video format argument requesting the
frames to be scaled according to specified vertical and horizontal dimensions. When
encoding video for the tests with varying spatial resolution, the desired bitrate was
left constant (but MEncoder will still reduce it as a direct result of the reduction in
spatial resolution), and when encoding video for tests with varying bitrate, the spatial
resolution was left constant.
As we briefly mentioned in section 2.2, reducing the bitrate of digital video can cause
the video to lose detail, as fewer discrete levels might be used in the quantization
process in the encoding phase. This will cause compression artifacts, as less of the
original, uncompressed frames can be restored in the decoding phase of the playback.
In moving imagery where motion prediction is used, like in MPEG-4 encoded video
like ours, the compression artifacts might survive for several consecutive frames, and
follow the overall optical flow of the image. A common way of describing digital
video with an insufficient bitrate is as blocky. The implications of reducing the spatial
resolution of the video should be easier to comprehend after reading chapter 2, as it
basically implies scaling the frames down to fit a matrix of fewer pixels. In terms
of quality during playback, a reduced spatial resolution will cause a blurrier image,
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as the frames must be stretched out to cover an area meant for images with higher
spatial resolutions; each pixel value is applied to multiple neighboring pixels, not just
the one pixel it is intended for. It is important to keep in mind that this reduction in
spatial resolution will in fact also reduce the bitrate. Since the bitrate, which denotes
data amount per time unit, is highly dependent on the spatial resolution, lowering this
will cause a lower bitrate without resorting to harsher compression. Maintaining the
same bitrate regardless of the reduction in spatial resolution would have caused more
visual fidelity within the smaller amount of pixels. For instance, the animation clip
with the maximal reduction in spatial resolution has an average bitrate of 1318 kbps,
compared to the bitrate of 4576 kbps of the animation reference clip. The sports clip
with the lowest spatial resolution has a bitrate of 577 kbps, compared to 1438 kbps for
the sports reference clip.
In each test, the original video was first shown with the randomly selected distance
and angle, followed by a brief pause, before the downscaled version of the same clip
was shown with the same distance and angle. This is similarly to the double-stimulus
impairment scale (DSIS) test standard [27]. Note that DSIS are not meant for tests with
binary answer scales, so we have not followed all the characteristics of DSIS. Thus,
our tests cannot be said to be DSIS compliant. After both clips had been shown, the
prototype displayed the message "Did you see any difference?", and waited while the
assessors voted. One button was clearly marked "Yes", while another was marked
"No". When the voting was over, a button marked "Continue" would log the results,
and the next test would commence. To account for occurrences that drew attention
away from the testing or assessors leaving during a test, it was possible to press the
continue button, and thus move on to the next randomly selected test, without voting.
Assessors were told that they should compare the two clips, and that one of them might
be of inferior quality compared to the other one. They were not told that there always
was a difference in quality, since that might have affected their answers. Neither were
they told that the reference clip always came first, which is one of the key differences
from DSIS.
4.2 Results
In total, we gathered 2047 answers from the assessor polls, and given the fact that
there were 144 tests in total, each test has 14.2 answers on average. The application
maintained a list of tests with sufficient results, and redraw the test parameters a few
times to try to find tests that were still in need of more results. However, to avoid
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(a) Angles, from 0°to 75° (b) Distances, from 700 world units to 2800 world
units
Figure 4.4: Screenshots of different angles and distances of video playback in the pro-
totype
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distracting pauses while the prototype virtually endlessly randomized parameters in
an attempt to draw open tests when the completion rate increased, it gave up after a
certain amount of redraws, and ran a test that really did not need any more results.
This has lead to a slightly skewed set of results, where some tests have more than
twice as many answers as the average, while others have less. The goal, according
to [27] and [28], was to have at least 15 answers per test.
Even though some tests have fewer answers than what was deemed optimal, we still
believe that the results, at least in the tests where the results are significant, do possess
a great deal of validity, and could be used as a foundation for further research and
industrial, commercial or academic usage. The results should be used as indicators for
the general trend, rather than specific values. This is especially important considering
the fact that some tests have more votes than others. We will discuss the results in
detail later in this section.
Table 4.2 shows the results from the tests using the high definition animation clip. The
results are grouped based on the quality modifier used, and on whether the bitrate or
the spatial resolution has been downscaled. The results for each test are presented by
first stating the number of positive replies (the number of times assessors reported that
they did in fact see a difference between the reference clip and the clip with down-
graded quality), then the number of negative replies (the numer of times assessors did
not see any difference between the clips). The combinations of distance and angle that
were not tested are left blank. Likewise, table 4.3 shows the same data for the tests that
used the lower quality sports clip, and finally table 4.4 shows the unprocessed com-
bined data for all tests. The first column shows which scaling degree has been used.
This percentage indicates how much of the original bitrate or spatial resolution the
test clip was encoded with. The next column contains the distance between the virtual
video screen and the camera in world units. Then come four columns with values for
tests using bitrate reduction, grouped based on the four angles used for testing. The
final four columns contain the same data, but for tests using spatial resolution reduc-
tion. So the values in the eight column on the sixth row tell you how many positive
and negative responses there were when the clip was played back with a spatial reso-
lution of 50 percent of the reference clip, shown at a 25 degree angle, with a distance
of 1400 world units between the camera and virtual video screen, which for the ani-
mation clip would be five positive and nine negative responses, meaning that of the 14
assessors who participated in that particular test, five could see a difference between
the reference clip and the downgraded one, whereas nine assessors could not.
Tables 4.5, 4.6 and 4.7 show the same data as tables 4.2, 4.3 and 4.4, but with the data
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Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 7/19 2/8 5/10 7/5 13/19 3/13 2/14 5/20
1400 2/11 2/10 7/6 4/8 1/11 4/11 5/8 0/13
2100 2/8 3/11 1/11 7/16
2800 1/14 3/7 3/8 4/14
50% 700 2/12 8/9 3/12 5/10 5/5 13/5 10/1 9/5
1400 3/7 6/15 1/15 2/9 2/9 5/9 4/6 2/8
2100 1/9 2/9 3/8 5/12
2800 3/10 2/10 4/8 4/12
25% 700 6/6 12/4 15/1 10/3 11/1 21/1 20/2 12/2
1400 6/11 6/6 8/5 7/7 11/2 15/1 7/3 18/2
2100 3/11 6/6 6/5 8/10
2800 2/8 4/7 5/7 1/11
Table 4.2: Assessor feedback (yes/no) for all tests using the high quality animation clip
Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 12/2 9/6 13/5 10/1 6/9 7/17 6/8 5/6
1400 4/6 1/14 3/11 4/14 3/10 7/12 8/6 3/12
2100 4/6 3/9 5/12 4/10
2800 5/7 1/10 2/10 3/10
50% 700 12/0 7/7 8/2 6/4 10/2 21/4 10/1 4/7
1400 6/17 8/4 5/9 8/8 7/10 6/14 4/6 2/17
2100 5/21 3/8 2/10 2/14
2800 2/9 4/6 4/6 2/9
25% 700 10/0 18/7 10/0 9/1 22/0 17/0 13/3 10/0
1400 6/4 9/7 6/7 2/17 8/2 8/3 14/2 7/12
2100 10/11 7/4 7/5 7/4
2800 1/9 3/9 6/4 3/10
Table 4.3: Assessor feedback (yes/no) for all tests using the lower quality sports clip
Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 19/21 11/14 18/15 17/6 19/28 10/30 8/22 10/26
1400 6/17 3/24 10/17 8/22 4/21 11/23 13/14 3/25
2100 6/14 5/19 6/23 11/26
2800 6/21 4/17 5/18 7/24
50% 700 14/12 15/16 11/14 11/14 15/7 34/9 20/2 13/13
1400 9/24 14/19 6/24 10/17 9/19 11/23 8/12 4/25
2100 6/30 5/17 5/18 7/26
2800 5/19 6/16 8/14 6/21
25% 700 16/6 30/11 25/1 19/4 33/1 38/1 33/5 22/2
1400 12/15 15/13 14/13 9/24 19/4 23/4 24/5 25/14
2100 13/22 13/10 13/10 15/14
2800 3/17 7/16 11/11 4/21
Table 4.4: Assessor feedback (yes/no) for all tests using both clips combined
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Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 0.27 0.20 0.33 0.54 0.41 0.19 0.13 0.20
1400 0.15 0.17 0.54 0.33 0.08 0.27 0.39 0.00
2100 0.20 0.21 0.08 0.30
2800 0.07 0.30 0.27 0.22
50% 700 0.14 0.47 0.20 0.33 0.50 0.72 0.91 0.64
1400 0.30 0.29 0.06 0.18 0.18 0.36 0.40 0.20
2100 0.10 0.18 0.27 0.29
2800 0.23 0.17 0.33 0.25
25% 700 0.50 0.75 0.94 0.78 0.92 0.96 0.91 0.86
1400 0.35 0.50 0.62 0.50 0.85 0.94 0.70 0.90
2100 0.23 0.50 0.55 0.44
2800 0.20 0.36 0.39 0.08
Table 4.5: Normalized share of assessors giving positive response for all tests using the
high quality animation clip
Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 0.86 0.60 0.72 0.91 0.40 0.29 0.43 0.46
1400 0.40 0.07 0.21 0.22 0.23 0.37 0.57 0.20
2100 0.40 0.25 0.29 0.29
2800 0.42 0.09 0.17 0.23
50% 700 1.00 0.50 0.80 0.60 0.83 0.84 0.91 0.36
1400 0.26 0.67 0.36 0.50 0.41 0.30 0.40 0.11
2100 0.19 0.27 0.17 0.13
2800 0.18 0.40 0.40 0.18
25% 700 1.00 0.72 1.00 0.90 1.00 1.00 0.81 1.00
1400 0.60 0.56 0.46 0.11 0.80 0.73 0.88 0.37
2100 0.48 0.64 0.58 0.64
2800 0.10 0.25 0.60 0.23
Table 4.6: Normalized share of assessors giving positive response for all tests using the
lower quality sports clip
Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 0.63 0.44 0.55 0.74 0.40 0.25 0.27 0.28
1400 0.26 0.11 0.37 0.27 0.16 0.32 0.48 0.11
2100 0.30 0.17 0.21 0.30
2800 0.22 0.19 0.22 0.23
50% 700 0.54 0.48 0.44 0.44 0.68 0.79 0.91 0.50
1400 0.29 0.42 0.20 0.37 0.32 0.32 0.40 0.14
2100 0.17 0.23 0.22 0.21
2800 0.21 0.27 0.36 0.22
25% 700 0.73 0.73 0.96 0.83 0.97 0.97 0.87 0.92
1400 0.44 0.83 0.52 0.27 0.83 0.85 0.83 0.64
2100 0.37 0.57 0.57 0.52
2800 0.15 0.30 0.50 0.16
Table 4.7: Normalized share of assessors giving positive response for all tests using
both clips combined
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presented as normalized shares of the assessors giving positive responses (i.e., the per-
centage of positive responses for each test).
Tables 4.8, 4.9, and 4.10 share the same setup with the previous tables mentioned,
but present their data as results processed according to the rules of the binomial sign
test [32]. In them, 'Y'denotes that the majority of participants in that particular test gave
a positive response, and 'N'denotes that the majority found no difference. '-'denotes
that it was a tie with just as many negative as positive responses. Parentheses denote
that no clear conclusion can be drawn, due to lack of significance in the dataset for that
test. A significance level of 0.05 has been used for table 4.8 and table 4.9, while a sig-
nificance level of 0.01 has been used for table 4.10. The significance level is an attribute
of the binomial sign test, and a standardized table for tests using this method has been
used to determine whether individual test results were significant or not, determined
based on the number of assessors for that test, and the difference between the number
of positive and negative responses. A significance level of 0.01 tolerates less uncer-
tainty than a significance level if 0.05, and has been used for the table of combined
results for more accuracy. The significance level is basically an indicator of how sig-
nificant the result is with respect to the chance of the result being obtained by chance.
So in table 4.10, there is a one percent chance that the results deemed significant are
caused by chance rather than our assumption that they are caused by the effects of
distance and angle. This is considered very accurate in statistics. The table of critical
values in the binomial sign test can be found in [32].
The definition of the binomial sign test, according to [32], is a nominal-level test for
difference between two sets of paired or related data using the direction of each differ-
ence only. This test method suits our needs perfectly in this situation, because we have
a dataset with binary values, and we are not very interested in how great the differ-
ences between the amount of negative and positive responses for a given test are, but
rather where the majority of the votes lie.
These tables are of far greater interest and value than the preceding tables, because the
data here has been processed. They represent the actual outcome and findings of the
test. The previous tables should only be seen as the foundation, because they contain
the raw data the analysis is based on. The varying number of assessors for each test is
one particular reason for the lack of real significance for the previous tables. The tests
where the results are labeled not significant (by parenthesizing the outcome) are not
significant because of a quite even distribution of replies, typically combined with too
few assessor responses to still regard the result as significant. The statistical process
of determining significance according to the binomial sign test, is simply to look at
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Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 N (N) (N) (Y) (N) N N N
1400 N N (Y) (N) N (N) (N) N
2100 (N) N N N
2800 N (N) (N) N
50% 700 N (N) N N (-) Y Y (Y)
1400 (N) N N N N (N) (N) (N)
2100 N N (N) (N)
2800 N N (N) N
25% 700 (-) Y Y Y Y Y Y Y
1400 (N) (-) (Y) (-) Y Y (Y) Y
2100 N (-) (Y) N
2800 (N) (N) (N) N
Table 4.8: Results of assessor polls for tests using the animation clip
Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 Y (Y) Y Y (N) N (N) (N)
1400 (N) N N N N (N) (Y) N
2100 (N) (N) (N) (N)
2800 (N) N N N
50% 700 Y (-) (Y) (Y) Y Y Y (N)
1400 N (Y) (N) (-) (N) (N) (N) N
2100 N (N) N N
2800 N (N) (N) N
25% 700 Y Y Y Y Y Y Y Y
1400 (Y) (Y) (N) N (Y) (Y) Y (N)
2100 (N) (Y) (Y) (Y)
2800 N (N) (N) N
Table 4.9: Results of assessor polls for tests using the sports clip
Scaling Angle & Bitrate Spatial resolution
degree distance 0° 25° 50° 75° 0° 25° 50° 75°
75% 700 (N) (N) (Y) (Y) (N) N N N
1400 (N) N (N) N N (N) (N) N
2100 (N) N N (N)
2800 N N N N
50% 700 (Y) (N) (N) (N) (Y) Y Y (Y)
1400 N (N) N (N) (N) (N) (N) N
2100 N N N N
2800 N (N) (N) N
25% 700 (Y) Y Y Y Y Y Y Y
1400 (N) (Y) (Y) N Y Y Y (Y)
2100 (N) (Y) (Y) (Y)
2800 N (N) (-) N
Table 4.10: Results of assessor polls for tests using both clips
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the number of positive responses and the number of negative responses, and see if the
distance between them is big enough, based on the total number of assessors for that
particular test, in the table of critical values in the binomial sign test [32].
4.2.1 The Effects of Distance
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(a) Share of assessors recognizing quality difference in tests using bitrate downscaling, at 0°angle
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(b) Share of assessors recognizing quality difference in tests using bitrate downscaling, at 25°angle
Figure 4.5: Share of assessors recognizing lower bitrates grouped by distance from
virtual video screen to camera
The prototype playing back the sports clip at distances of 700, 1400, 2100 and 2800
world units between the virtual screen and the camera, at an angle of 0°, is shown in
figure 4.4(b). These are the same distances used during the test process. None of these
screenshots show video content with downscaled visual quality.
Figure 4.5 shows the effects of distance between the virtual video screen and the cam-
era when the bitrate is reduced, at two different angles. It is worth noting that these
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figures (and the ones to come) are based on table 4.7, and thus do not accurately rep-
resent the results, since results that might not be significant are included. Figure 4.5(a)
shows the normalized shares of positive responses, which work as indicators as to how
many think they saw a difference between the reference clip and the clip with a qual-
ity impairment, for each test. The figure includes all tests where the bitrate has been
reduced and the angles were 0°. The amount of bitrate reduction is represented as in-
dividual lines. Figure 4.5(b) shares the same setup, but for tests where the angle was
25°.
There are clearly some inconsistencies in these figures. It makes no sense whatsoever
that more people noticed the lower bitrate when it was 75 percent of the original bitrate
than when the bitrate was only 50 percent of the original bitrate at 700 world units dis-
tance. The same happens again at 2100 world units distance, and, given that there were
no errors with the encoded video clips used, this observation gives merit to our initial
warning that the numbers used to generate these graphs are not necessarily significant,
and some caution should be applied when scrutinizing the figures. The same goes for
some of the points in both figures that indicate a higher level of reduction recognition
than the preceding points. However, keeping in mind that we have analyzed the data
according to the binomial sign test, the only relevant aspect here is whether the major-
ity of the answers was positive or not, as table 4.10 tells us. Then, it does become quite
apparent that the distance between the virtual video screen and camera does impact
the ability to perceive lower quality.
However, inconsistencies or not, is apparent that as the distance increases, the share of
assessors recognizing the lower bitrate shrinks. This seriously strengthens our theories
about distance influencing the ability to perceive video quality.
Figure 4.6 represents the same data as figure 4.5, but for the tests where the spatial res-
olution has been lowered instead of the bitrate. And although there are inconsistencies
here as well, it does give the same immediate impression of smaller shares of recog-
nition of reduction in spatial resolution as the distance increases, just as with bitrate
reduction. By comparing figure 4.6(a) to figure 4.5(a), we also get the impression that
reduction in spatial resolution is easier to detect in 3D environments than reduction in
the video bitrate.
While we will not go into the mathematical aspects of 3D representation here, it is
very much possible to use trigonometry to calculate the actual spatial dimensions of
the virtual video screen in the viewport, based on its distance from the camera. Even
simpler, taking screenshots and looking at them in an image editor reveals that, using
the 1280 by 720 pixels animation clip, the area of the viewport (which is always 1024 by
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(a) Share of assessors recognizing quality difference in tests using spatial resolution downscaling,
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Figure 4.6: Share of assessors recognizing lower spatial resolutions, grouped by dis-
tance from virtual video screen to camera
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768 pixels in our tests) covered by the virtual video screen is 100% at a distance of 700
world units, roughly 52% at 1400 world units between the camera and virtual screen,
roughly 23% at 2100 world units between them, and about 13% at 2800 world units
between them. We see that the reduction of space taken by the virtual video screen in
the viewport is almost linear, and is close to matching the linearity of the increase in
distance between the camera and virtual video screen. One might guess that the share
of assessors recognizing the reduced quality would follow the same linearity, but that
does generally not seem to be true, though some of the lines in the figures in this section
are not far off. Therefore, we cannot define any general function for finding the share
of assessors recognizing reduced video quality for any given distance.
It does seem quite clear after studying these figures, and more importantly, table 4.10
which takes significance into account, that distance does indeed have an effect on the
ability of people to perceive video quality when the video is presented in a virtual
world.
4.2.2 The Effects of Angle
Figure 4.4(a) shows the prototype playing back the sports clip at a distance of 1000
world units between the virtual screen and the camera, at angles of 0°, 25°, 50°and
75°, respectively. These are the same angles used during the test process, though at
different distances. None of these screenshots show video content with downscaled
visual quality.
Figure 4.7 shows the effects of angles between the virtual video screen and the lower
side of the viewport. It is immediately apparent that these graphs do not give us any
consistent information about any effect the different angles might have on the ability
to perceive drops in bitrate in the clips. There are, however, some aspects of the graphs
that do provide some interest. Firstly, we see that the lines in figure 4.7(b) are generally
lower than those in figure 4.7(a), confirming our impression from the previous section
that distance does matter to the perception of quality. Secondly, we see that when
the bitrate was reduced to 25 percent of the reference, a much higher share of assessors
spotted a difference compared to when the bitrate only was reduced to 50 or 75 percent,
the difference between which seems to be quite indiscernible.
Figure 4.8 represents the same data as figure 4.7, but for tests where the spatial reso-
lution has been downgraded instead of the tests where the bitrate has been lowered.
Again, it is evident that it is much more difficult to see any prevalent trends com-
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pared to the distance-oriented graphs, but these are at least slightly closer to what was
expected than in figure 4.7, because there is slightly more consistency, and less criss-
crossing and seemingly randomness. The lines are generally lower when the distance
is bigger (1400 world units compared to 700 world units), and the reduction of the spa-
tial resolution to 25 percent of the original generally causes a significantly higher level
of recognition of the impairment than the smaller reductions, though with some very
noticeable exceptions.
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Figure 4.9: The total effect of angles on the perception of quality
However, as figure 4.9 illustrates, the potential effect of angles on quality perception,
might be more prevalent if all data for the specific angles are combined. In figure 4.9 all
responses are only divided by method of quality impairment, and all responses for the
different angles are combined (except for the distances where not all angles are tested).
We see that it seems to be easier to spot differences in spatial resolution than in bitrate,
but even more interestingly, both lines share the same pattern. They both rise slowly
as the angle increases, but plummet when the angle is at its largest. More testing is
definitively needed to confirm or dismiss this as a general trend, but it may definitely
have psychological reasons. During the testing process, we often observed assessors
crying out about huge differences between the reference clip and the downscaled one
when the angles grew, even when the differences were subtle. A potential explanation
for this is that video appears very different when shown with an angle. Most people
are not used to watch video in this fashion, which may have triggered feelings of big
differences, even though the reference appears pretty much identical. When testing,
many assessors would think out loud, and explain that they focused on fixed points
and certain details when looking for potential differences. These points and details
will appear quite differently when the angle grows, which may explain why people
thought they saw differences. This loosely formed theory about psychological effects
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does not explain why the recognition rates plummet when the angle is at its most
extreme, but an angle of 75°gives more the impression of an area with moving colors
rather than actual video content.
This is also a more natural reason for the increase of people noticing the difference
when the angle increases. In our technical implementation, we have used the most
natural way of rotating the virtual video screen. As we said in chapter 2, the OGRE
3D engine, which our prototype uses, is scene graph based, and all objects use their
center point as an anchor to the scene. So when the virtual video screen is rotated, it
is rotated around its center point. This means that as the angle increases, the distance
between the closest side of the virtual screen and the camera decreases. When the
angle gets large enough, the closest part of the virtual screen even gets culled due to its
proximity. This might make it easier to spot differences. If this is indeed the case, the
whole problem could have been avoided by moving the virtual video screen further
away when it is rotated, so that its closest side would have the same distance as the
original distance.
It is very difficult to conclude anything based on the measured results in terms of the
effect viewing angle might have on the quality perception of the assessors. The num-
bers do not point in any direction with enough significance to merit anything more
than mild suspicions. We leave further work in this respect to others.
4.2.3 The Effects of different Content Types
So far we have looked at the potential effects distances and angles might have, but
equally important are the effects different content types might have. In our tests, we
have used two different video clips. One has a fairly low spatial resolution and bitrate,
whereas the other one has bitrate and spatial resolution that are higher than what is
probably needed in a 3D setting anytime soon. The first clip features human beings and
real water and background foliage, whereas the other one is animated, and features fur,
camera panning and more visible details.
Because of the many possible ways of looking at the data, we have chosen some of
the key elements, at least in our opinion, for discussion here. The last section showed
that the effects angle might have on quality perception were ambiguous at best, so we
have chosen not to include angles into the comparison here. We will also focus on the
areas were there is the biggest potential for substantial differences, which we believe
is the shortest distance possible between the virtual video screen and the camera, an
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even angle, and the maximum tested quality reduction. Figure 4.10 illustrates this
comparison.
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Figure 4.10: Share of assessors recognizing inferior video quality, grouped by video
source
As figure 4.10 shows, there are significant differences in this particular scenario when
bitrate is reduced, but the situation is more even when the spatial resolution is re-
duced. However, the high quality animation clip seems to be more resistant to quality
drops than the lower quality sports clip, as fewer people in general noticed any differ-
ences in the animation clip compared to the sports clip. This is also visible in many
other scenarios not illustrated here (table 4.8 and table 4.9 can confirm on this claim),
but rarely seem to occur the other way around. This could be an indication of either
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strengths in the content matter or in the superior starting quality, but we cannot state
the most contributing factor without further testing with a more extensive selection of
source content. Though it is likely that quality is more critical for content with a lot of
movement, like the sports clip has, compared to relatively slower paced video.
There are other reports partly confirming that starting quality does indeed make a
difference. According to a survey performed by the Leichtman Research Group, 18
percent of all American owners of television sets capable of showing high definition
content, think they are watching HD content when they are not [33]. HD can mean ei-
ther the 720p standard (1280 by 720 pixels) or the less common 1080p3 standard (1920
by 1080 pixels). Let us pessimistically assume that the imaginative HD content uses
the 720p standard. Then 18 percent of Americans with HD-capable sets, thus assumed
to be in a state of healthy personal presence and economy, cannot detect the differ-
ence between content with a spatial resolution of 1280 by 720 pixels and content with
a spatial resolution of only 720 by 480 pixels, which is the native spatial resolution of
the NTSC-M standard used for standard definition (SD) broadcasts in America. The
difference between HD 720p and SD 480i might not seem that great, but it actually in-
volves a difference between having 921600 pixels (720p) and only 345600 pixels (480i).
As these numbers illustrate, American SD broadcasts only have about 38 percent of
the total number of pixels of the 720p standard. And yet, almost one fifth of American
owners of these sets do not see the difference. This supports the observation that as-
sessors are more likely to see a difference when using the clip with the lower original
spatial resolution.
However, the aforementioned survey does not state whether the group claiming to
be watching HD content when they are not meets the conditions needed in order for
us to use the survey is this regard. Have these television owners ever seen actual
HD content? It could just be the case that their new television sets produces images
much better than their previous sets, even though the source signals are the same,
causing the happy owners to assume it must be the improved type of source signal they
have heard dramatically will improve the visual fidelity of the television broadcasts.
Furthermore, the graphs in figure 4.10 indicate that the biggest deviations in the results
occur when the bitrate is reduced, and not the spatial resolution. The bigger difficulty
in perceiving a bitrate of only 25 percent of the original for the animation clip compared
to the ability to perceive a bitrate lowered to 25 percent for the sports clip is probably
3There is also a standard known as 1080i, which has an equal amount of pixels, but uses interlaced
images. This standard is more commonly used for television broadcasts than 1080p (progressive images
instead of interlaced), but we only care about the spatial resolution of the images here. The 720 variant
also comes in an interlaced version called 720i, but it is even less common than the 1080 variants.
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connected to the starting quality. Whereas the animation clip starts out with a bitrate
of 5 Megabit per second (Mbps), roughly equivalent of that of a DVD video, the sports
clip starts with a bitrate of 1.5 Mbps, positioning itself somewhere between the bitrate
used in Video Compact Discs (VCD) and DVDs. Note that comparing the bitrates
of our clips directly to those of different standards can be misleading, since different
encoding schemes may have been used (DVDs, for instance, use MPEG-2 instead of
MPEG-4 as our clips do), and thus comparing bitrates will not say anything about
the actual visual quality. This theory is not completely sound either, when taking the
starting spatial resolution into account. Whereas the animation clip has a bitrate that
is 3.3 times higher than the bitrate of the sports clip, the amount of pixels in the former
clip is 4.1 times higher than in the latter clip due to the significantly higher spatial
resolution. We will not go into detail about how video encoding works here, but while
the spatial resolution will not linearly affect the bitrate needed to maintain a certain
level of visual quality, these factors are not completely unrelated either. Therefore,
much of the extra bitrate the animation clip has over the sports clip is consumed in
simply supplying all the additional pixels with color values.
Another contributing factor is the fact that the high quality clip has a spatial resolution
much closer to the spatial resolution of the render target than the lower quality sports
clip has. This is even the case when the spatial resolution of the animation clip is
reduced to 75 percent of its starting point. We see this as a highly influential, and will
discuss this more in section 4.2.4. This does not, however, seem to have any effect on
the recognition rates in this case, since the figure shows them as being quite similar.
This theory should only apply when the reduction in spatial resolution is low, so that
the spatial resolution of the animation clip is still close to the same size as the spatial
resolution of the render target. That rules out this situation, as the figure shows the
recognition rates for tests where the quality modifier was set to 25 percent.
That leaves us with a theory about a multitude of different factors causing the differ-
ence in ability to detect quality reduction in the two clips. We believe both spatial res-
olution and bitrate in combination is important, because the better the starting quality
is, the more can it be reduced without making the visual quality abysmal. And while
the absolute reduction of both spatial resolution and bitrate are far greater with the
animation clip than with the sports clip, the end result is still clips with bigger spatial
resolutions and higher bitrates. In a rhetorical example where one clip has its spatial
resolution reduced from 100 by 100 pixels to 10 by 10 pixels and another clip has its
spatial resolution lowered from 10 by 10 pixels to 1 by 1 pixel, we think most people
would say that the latter clip had the biggest quality reduction, even though they have
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the same relative reduction and the former clip has the most extreme absolute reduc-
tion. The theory behind this highly untested scenario is that it is easier to cry foul when
1 pixel is covering an area meant to be covered by 100 pixels, than when 100 pixels are
covering an area meant to be covered by 1000 pixels. The basic point is that a certain
amount of pixels are needed to maintain a certain level of detail, and when the pixel
count is reduced too much, details are going to disappear, which are easier to see than
when details get less detailed as happens when there are still a fairly large amount of
pixels left, even though many has been removed. Additionally, it might be easier to
see reductions, especially in bitrate, when human skin and other real-world textures
are present, since they tend to have a higher level of detail and a lower level of color
uniformity than with computer generated textures. This would also explain the higher
level of quality impairment recognition in tests using the sports clip.
4.2.4 The Effects of Quality Reduction Scheme
As seen in figure 4.11, there are some recurring similarities in the shares of assessors
noticing the quality differences between tests using bitrate reduction and tests using
spatial resolution reduction. We have again chosen to only look at numbers grouped by
distance between virtual video screen and the camera, and the reason for this decision
is again that the effects of different angles as indicated by our results appear to be
inconclusive at best. These figures are a bit more uplifting, as they show a general trend
of lower recognition rates as the distance increases, and on average a much higher
recognition rate with more severe bandwidth reduction. The graphs for each pair of
different levels of quality reduction also share the same overall pattern, which gives
merit to the theory about the effects of distance, as the response distribution is similar
regardless of which type of quality reduction was used.
The graphs in figure 4.11 are also ambiguous to a certain extent. In figure 4.11(c) and
figure 4.11(b), the recognition rate for bitrate reduction is constantly lower than the
recognition rate for spatial resolution reduction, but in figure 4.11(a), it is the other
way around.
If there is one thing these graphs might indicate, it is that as the degree of quality reduc-
tion increases, so does the distance between the share of assessors noticing lower qual-
ity because of reduction of bitrate compared to the share of assessors noticing lower
quality due to lower spatial resolutions. For tests where the reduction of quality was
only to 75 percent of original values, more people noticed the lower quality when bi-
trate was used as a modifier compared to tests where spatial resolution was used as
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Figure 4.11: Share of assessors recognizing inferior video quality, grouped by method
of reducing video quality
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the modifier for lower quality. In figure 4.11(b), where reduction was set to 50 per-
cent of original values, it was the other way around, but only barely. Finally, when
the different modifiers were reduced to 25 percent of their original values, the distance
between the different lines had grown considerably. This might be looked at as an in-
dication of a more complex situation than we had anticipated, in that the most suitable
way of reducing quality may be dependent on how much you want to reduce quality.
These figures would then indicate that bitrate should be the parameter to alter if the
goal is to reduce the quality by more than 50 percent, given that you are using similar
distances and source content as we have (keeping in mind that these figures represent
the dataset of both source clips combined). If the goal is to reduce the quality by less
than 50 percent, then the spatial resolution should be decreased instead. More testing
is definitively needed before that can be written in stone, however.
There is another, quite simple explanation for this as well. The spatial resolution (es-
pecially for the high definition animation clip) is higher than the spatial resolution for
the render target in the test. So while the scene was never rendered at a higher spatial
resolution than 1024 by 768 pixels, the animation reference clip is encoded with a spa-
tial resolution of 1280 by 720 pixels. This is definitely something that can have caused
the lower recognition rates for tests reducing the spatial resolution to 75 percent, as
that still uses a reduced spatial resolution for the animation clip nearly as large as the
spatial resolution of the monitor. But as seen in the graphs, as the spatial resolution
of the clips decreases, more assessors recognize the lower quality. These tests are not
perfectly accurate, because there will always be people thinking they see differences
for psychological reasons. So a hypothesis it is easy to jump to at this point, is that the
spatial resolution of video content never needs to be bigger than the spatial resolution
of the render target. And while this makes perfect sense, it might not be as simple as
that (see section 6.3). See figure 3.1(a) for a screenshot of the prototype. The prototype
is being rendered at a spatial resolution of 1440 by 900 pixels in this case, but it is easy
to see that though the viewport is 1440 by 900 pixels, the area of it being used to show
the video clip is certainly nowhere near being 1280 by 720 pixels, the spatial resolution
of the animation clip being shown. It is only natural to assume that the spatial res-
olution could be reduced significantly before the reduction of quality would become
perceivable.
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4.2.5 The Effects of Level of Quality Reduction
The graphs in figure 4.12 should come as no surprise. Generally, fewer people noticed
the drop in quality when spatial resolution was 75 percent of the reference, more when
the spatial resolution was 50 percent, and substantially more when the spatial reso-
lution was as little as 25 percent of the reference. For the tests where the bitrate was
reduced instead of the spatial resolution, the figure is not as clear. For the most part,
most people saw the difference in quality when the bitrate was only 25 percent of the
bitrate of the reference, as expected. However, the lines for 50 percent and 25 percent
criss and cross, suggesting that a reduction in bitrate of less than 50 percent appears
quite similar regardless of the actual reduction.
An aspect not yet discussed is levels of acceptance in terms of recognition of lower
quality video. If you want to develop a system utilizing our approach, how much can
the quality be reduced without an unacceptable large share of the users noticing the
reduced quality? It is very difficult to give a general answer to that, and the most suit-
able approach for systems where the server attempts to downscale the video before
streaming it to the client will in many cases be the one we outlined early on; letting
the client communicate back to the server exactly how much quality is needed the next
seconds according to the current angle and distance may yield very good results. It
is possible to use the distance between the camera and the virtual video screen to cal-
culate exactly how big the video screen will be in the viewport in pixel dimensions,
given that the pixel dimensions of the target renderer are known, and not knowing
the target resolution must be a very rare occurrence indeed. It is most likely not nec-
essary to transmit video with a higher spatial resolution than the spatial resolution
of the virtual video screen in the viewport. It is more difficult to calculate the exact
needed bitrate, but experimentation with the video source might give some good in-
dicators as to how sensitive this particular content type is to bitrate fluctuations. Our
prototype, though not using advanced frustum calculations to get the exact size of the
virtual video screen in the viewport, can calculate a distance metric based on the cur-
rent dictance between the camera and virtual video screen compared to what has been
deemed an optimal distance on average, and request that the video is downscaled to
the exact required level, or a specified threshold to minimize message passing. It is this
approach we believe in, because if would dramatically reduce the recognition rate of
the lower quality in all situations, because it would only reduce quality levels based on
qualified assumptions and calculations, instead of trying to find a compromise where
quality is reduced as much as possible, while keeping the recognition rate down.
However, if, for some reason, the outlined approach is not possible, and it is desirable
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to have a fixed-level quality reduction, what do our results tell us? In terms of angle
between the lower side of the viewport and the virtual video screen (which is the same
as the angle the camera centerline intersects the center of the virtual video screen with,
subtracted by 90 degrees), the results are not conclusive, and have been left out of
our recent comparisons. Going back to table 4.10, which holds the analyzed, more
scientifically sound data, this is confirmed, as no apparent trends manifest themselves
in the lines of different angles. But we have seen that the effect of distance might be
more constant, being confirmed by table 4.10.
The big variable here is what an acceptable recognition rate is? This will most likely
vary a lot depending on the type of the system. For instance, if a virtual movie theater
is created (like in PlayStation Home, as mentioned in chapter 1), then the video quality
will probably be very important, since the purpose of the application is to show video.
If the video instance in a virtual world is only an advertisement billboard, then the
situation might be completely different, since billboards often will be smaller than the
canvas at a movie theater, the users are less likely to spend time staring at an adver-
tisement billboard than a new Hollywood movie, and perhaps even most importantly,
if virtual advertisement billboards are present, chances are that there will be a large
amount of them showing different content, and reducing the bandwidth consumed by
each of them might be crucial4. If we study figure 4.12, we see that on average, no more
than 40 percent of the assessors saw any difference in quality when spatial resolution
was reduced to 75 percent of the original, regardless of the distance between the virtual
screen and the camera. The closest distance we used, 700 world units, meant that the
video screen covered the entire viewport when the angle was 0°, so that would imitate
the closest you would ever want to allow the camera to be, otherwise the video con-
tent would have to be either vectorized or transmitted with a spatial resolution larger
than that of the render target to avoid visible quality degradation. At the same time,
more than 50 percent always recognized the drop in quality when the spatial resolution
was reduced to 25 percent of the original, closing in on 100 percent when the distance
indicates fullscreen showing. This is not likely to be acceptable in any situation.
In tests where the bitrate was reduced to minimize bandwidth requirements if the con-
tents were to be streamed, the situation is a bit more linear with respect to distance,
but we see that as the distance increases, people are not only less likely to see any
4We have not discussed practical implementation at any details, but in this specific situation, it would
be sensible to treat all billboards showing the same content as one instance of that source signal, and
reduce quality with regards to the one with the highest quality requirements, which will typically be the
closest one to the camera. Using this approach, the rest of the billboards showing the same content will
use video with better quality than needed, but that is definitely to be preferred over streaming the exact
same video content to all billboards showing that content as separate streams.
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difference (as expected and already observed), but they are also not more likely to
notice a big reduction in visual quality by means of a lower bitrate, than they are to
notice a relatively small bitrate reduction in comparison. This hints at a possible opti-
mal scheme of lowering the bitrate exponentially more as the distance increases, thus
vastly reducing the needed bandwidth. This is also something that needs to be tested
further before anything final and conclusive can be said, but we find it an interesting
observation nevertheless.
4.3 Summary
We have now presented and discussed most aspects of our tests and the results of
them. We have concluded that distance does affect the ability to perceive video quality
in virtual worlds, and that it is likely that content type and starting quality also affects
this ability.
Once again, we stress the importance of not paying the figures in this chapter too much
heed. Table 4.10 contains scientifically processed and analyzed data, and should be
consulted for every observation we have made and conclusion we have drawn in this
chapter. The rest of the figures are for illustrative purposes only, and may contain data
not scientifically sound. Standard deviations would illustrate this point and make the
figures more accurate, but would at the same time make them more difficult to read,
and remove most of the fluidity and illustrative power.
So far, we have talked about a local implementation. Next, we give an outline of how
to create a distributed 3D virtual world solution with video streaming.
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Chapter 5
Creating a Distributed System
Throughout this document, we have discussed computer graphics, our prototype client,
and the ability of assessors to perceive reduction of video quality when the video is
played back in a virtual world. In this chapter, we look at how all this can be combined
into a fully functional distributed system following our approach. The main difference
between the system we outline here and our existing prototype, is the presence of a
streaming server, capable of receiving quality requests from the client, and processing
its outgoing video streams appropriately.
5.1 Video Streaming
Video streaming, a part of what is commonly referred to as media streaming, is video
that is continuously received by an end-user or system, and typically presented as it
is being received (if the latter is not desired, normal file transfer would be sufficient in
most situations). The alternative to video streaming is downloading, which means to
acquire a complete copy of the video stream in its entirety before playing it back. A
good, easily understandable analogy to video streaming is television. Channels and
programs are transmitted from the broadcaster, and receivers may opt to watch the
stream as it is being received. It is not possible to seek within the stream; the video
frames are not stored after being shown, and one cannot request the broadcaster to
skip ahead. All these limitations do not apply to video streaming, detailed further
later in this section. The opposite would be to purchase a Digital Versatile Disc (DVD)
with video material, and watch it whenever you want. In this case, skipping and re-
watching is possible.
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Of course, with video streaming (in our sense of the word, which is digital video
streams over a network) not having dedicated frequencies to transmit over, and not
necessarily a dedicated computer to receive the signals, the complexity increases over
that of the traditional, analog television signals. The available bandwidth might not
be constant (in fact, it is probably not), so buffering is typically preferred to ensure a
smoother user experience. And since the video is buffered, and storage is typically
not an issue these days, the entire video might be buffered when the entire stream
is consumed, making network communication unneeded if the video is played back
again before the buffer is emptied. Additionally, since Internet communication is bi-
directional, the client can tell the server which stream it wants, resulting in what is
known as Video on Demand (VoD). The stream is still streamed and being played back
almost instantaneously (depending on how much is buffered), but the user can choose
what and when to receive. Bi-directional communication also allows for seeking in the
stream, by communicating the desired time back to the server, and buffering allows for
pausing the stream, as the incoming stream will be buffered, and then resumed when
the user requests it.
There are many different types of video streaming, but it is common to use two distinct
categories, with some shades of gray in between. Live video streaming basically works
like television; a video stream is broadcasted, and viewers interested in watching the
content must watch the video stream as it is broadcasted. There is no seeking, pausing
or restarting the stream, except as side effects of possible buffering. This type of video
streaming is suitable for live events, such as a sporting event, or a live debate. Because
it is live, so all viewers are watching at the same time, live video streaming can easily
be combined with other interactive features, like live chat amongst the viewers and
participants of the show. The strength of live video streaming over a network com-
pared to traditional television is that it does not require dedicated frequencies in all
targeted regions, and no special equipment is needed. Anyone with a decent Internet
connection and a run of the mill web camera can set up a live feed, either by doing
so with special software, or by setting up their own simple media server. Open source
media software like FFmpeg and VLC can be set up as media servers with a few simple
commands.
The other category of video streaming is called Video on Demand (VoD). As the name
implies, by streaming video on demand, users can choose what content they want,
and when they want it. Often, a web interface will show all available content, with
special links attached to each one. By clicking this link, software capable of reading
and presenting the stream format will be started, a connection established with the
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media server, and the user can start watching the chosen content. Some providers have
their own proprietary way of selecting and watching video on demand, and there are
many more schemes of offering this than we outline here. On demand video streaming
will usually also offer VCR commands, allowing the user to pause and seek within the
stream. VoD is great for movie streaming, since a media provider can offer a large
selection of movies, and users can watch the movies when they want to, usually for a
fee.
YouTube (available at www.youtube.com) is a great example of a popular service
offering on demand video streaming. Using the web interface, users can choose from a
huge selection of small, user-submitted videos, and watch them in their web browsers
using Adobe Flash technology, found on most Internet-connected computers today.
Some types of video streaming can be said to fall outside the two previously mentioned
categories. For instance, some services may offer only live video streaming, but will
start each stream over again on regular intervals, thus letting users choose when to
watch the content, but only to a limited degree. This is called Near Video on Demand
(NVoD), and while not very common anymore, it can sometimes be found in television
channels offering its viewers a certain amount of freedom in choosing when to watch
the programming. A subscription-based movie channel might for instance be sent in
parallel on multiple frequencies with a time delay, so that if a user wants to watch a
movie, but the time slot does not fit, then the user may have the option of watching the
same movie one hour later on the parallel channel. This was the first VoD-like service
over analog television.
5.1.1 Protocols
The most common protocols in use in the Internet today, Transmission Control Proto-
col (TCP) over Internet Protocol (IP) is not suitable for video streaming. B. Wang et
al. provide guidelines as to when direct TCP streaming renders satisfactory perfor-
mance [34]. TCP, located in the transport layer of the Open Systems Interconnection
(OSI) protocol stack, ensures lossless transfer at the cost of significant overhead. All
packets must be acknowledged by the receiver, and packets may be held back at the
sender until receipts for receiving previous packets are seen from the receiver. Having
a transport layer that enforces a stable, lossless transfer connection (given no critical
errors with the network itself or with any of the end nodes) is great when transfer-
ring files or other content types where it is critical that the content is received exactly
identical to how it is sent. When reading an article in an online newspaper, it is not
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acceptable that a paragraph is missing or garbled because a router went down some-
where in the path between the server and the computer on which the article is being
read. A rather large increase in consumed bandwidth and the time it takes to transfer
the article is accepted to ensure an error free transmission. With video streaming and
other real-time mediums, this is not the case. When downloading video content for
later consumption, TCP is great, because it will maintain the original video quality by
not dropping any packets. But when the video is being watched in real-time, speed is
preferred over correctness. It is simply better in most cases to receive video frames for
decoding as quickly as possible, so that the user do not have to get stuttering video,
with interruptions and waiting for the next frames. It is preferable to perhaps have
some missing frames but a smooth picture, rather than perfect image quality that fails
to play back in the same speed as intended. The same principle goes for other tech-
nologies preferring real-time rather than no packet drops, like Internet telephony, as
well.
Because of these inconsistencies with how TCP works and what is most suitable for
video streaming, different protocols tend to be used instead. User Datagram Protocol
(UDP) is also located at the transport layer in the protocol stack, and replaces TCP
when used. It sends datagrams instead of creating virtual connections between end
nodes. This means that data is sent on a strictly best-effort basis, and no transmission
success can be guaranteed. The data is packed in a datagram, and the destination
address is placed in its header. The datagrams are then sent with the hope of reaching
their destination, but errors may or may not occur, and they may or may not reach
the recipient. The sender has no way of knowing whether the datagrams reach the
destination. This might sound like a really bad idea, but it is much more capable of
delivering real-time traffic than TCP. Especially with the high standard of the network
infrastructure today, errors occur too infrequently to cause problems for applications
valuing timeliness over reliability. Wireless networks are of course an entirely different
story, but when using UDP over wireless links, measures are typically taken to avoid
massive packet losses.
UDP is not meant especially for video streaming, but for all applications where quick
but unreliable communication is preferred over slower and reliable communication.
Other transport-layer protocols have also been proposed by researchers (e.g., the Telnet
real-time protocol suite by A. Banerjea et al. [35]). Some application-layer protocols are
created solely for video streaming, thus being a useful asset when creating a video
streaming system. We will now look at some of these in more detail.
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5.1.2 RTP
Real-time Transport Protocol (RTP) [36] was first published in 1996, and is tailored
for real-time media transfer. As a protocol, it is not located on the transport layer
of the protocol stack like TCP and UDP are, but rather at the application layer. This
means that it lies on top of a transport layer protocol, usually UDP since it is better
suited for real-time traffic. It addresses the concept of timeliness over reliability found
in real-time scenarios, and has been widely adopted as the preferred way of packag-
ing streamed media. It implements the Application-Layer Framing (ALF) idea by D.
Tenenhouse and D. Clark [37].
One of the goals when creating RTP was to standardize how audio and video was
being delivered over the Internet. Closed and proprietary packet formats were seen
as a hindrance in the evolution of media streaming, and it was thought that a stan-
dardized packet format, open to everyone, would usher in greater flexibility and inter-
communication across different platforms, companies, and service providers.
RTP is strictly best-effort, with no built-in mechanisms for handling Quality of Service
(QoS). However, data packaged using RTP is sequenced, so the recipient may choose
to use the sequencing to detect missing packets, and provide enhanced error conceal-
ment. Furthermore, RTP connections can be accompanied by RTP Control Protocol
(RTCP), offering statistics and control information for the RTP connection, making it
easier to implement QoS measures.
RTP sessions are established between endpoints, and use a fixed profile and payload
format (though some RTP applications, notably open source ones like MPlayer, allows
for adjustment of vital media parameters mid-stream). The support for different pro-
files and payload formats were incorporated into the RTP standard to avoid frequent
standard revisions as new applications wanted to add RTP support. The RTP pro-
files describe the overall type of data being packaged (like audo or video), while the
payload format is how the data is packaged. The RTP header’s fields are given by
the profile, and clients receiving the stream must parse the header based on its stated
profile. The payload format is how the data is encoded, and must be recognized and
understood by the recipient upon arrival in order to achieve successful decoding. An
additional payload header may follow the RTP header, depending on the profile and
payload format.
RTP is part of the Internet Engineering Task Force (IETF) multimedia protocol stack,
for protocols used for media transport over the Internet (see figure 5.1(a)), where it
sits on top of IP and UDP (as previously mentioned), and next to other protocols like
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Figure 5.1: Various protocol stacks containing RTP [2]
RTSP (see the next section), and Session Initiation Protocol (SIP), which is used in many
Voice Over IP (VOIP) telephony services. On top of RTP are the media codecs, which
would encompass the different payload formats for the various RTP profiles. The rest
of the IETF multimedia stack is not really relevant to us right now. Neither is the Inter-
national Telecommunication Union stack of teleconferencing protocols (figure 5.1(b)),
but, as with the IETF stack, RTP is located above UDP, next to other protocols for trans-
porting data, and below media codecs. RTP’s presence in these stacks shows how im-
portant RTP is in media transport over the Internet.
5.1.3 RTSP
Real Time Streaming Protocol (RTSP) is another protocol frequently used when stream-
ing video over the Internet. Unlike RTP, which is a protocol used for data trans-
port, RTSP is a protocol for controlling sessions. They are both implemented in the
application-layer. RTSP can be used for establishing and tearing down media sessions
between a server and client, and control the session while media is being streamed by
using VCR-commands like play and pause.
As H. Schulzerine et al. point out in [38], it is important to keep in mind that RTSP does
not transport any data at all on its own, but rather makes it easier to control stream-
ing sessions. RTP over IP/UDP is often used in conjunction with RTSP to achieve a
functioning video streaming.
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RTSP works in the same way as Hypertext Transfer Protocol (HTTP), by sending tex-
tual requests from the client to the server. A client wanting to initiate a session to a
streaming server might first send a describe request, to which the server will reply
with all relevant information about the content it offers. The reply will typically be for-
matted according to Session Description Protocol (SDP). Based on this information, the
client can then request to initiate a stateful session for transporting the chosen video
and/or audio stream from the server to the client.
The client will then send a setup request to the server, confirming its selection, and
causing the server to start setting up a session. The server’s reply will usually be a
confirmation of all the requested parameters, in addition to the parameters set by the
server (like its port numbers to be used, etc.).
Once the session is established and the client is ready to start the playback, a play
request will be sent, prompting the server to start the streaming. Additionally, a pause
request may be sent to pause the transfer, and a record message can be used to send
a stream to the server for storage. When the desired content stream in consumed, a
teardown message from the client tells the server to tear down the connection to the
client, at which point the server will free all session-related data on the server, and thus
forgetting the state of the session, and the client itself.
In the IETF multimedia protocol stack (figure 5.1(a)), RTSP is located on the same level
as RTP (since they often work in tandem), and below media negotiation and call con-
trol, both being examples of session management.
Most common media servers today use RTP and RTSP for streaming media to the
clients, though some may opt to use TCP below RTP instead of UDP because of its
greater reliability when moving data through network routers and its ability to pass
firewalls. In a fully implemented system based on our proposed design, using RTP
and RTSP might also be the most feasible. And though we have not implemented a
server capable of reacting to dynamic quality requests from clients, our implemented
client-side prototype does support streams given by both RTSP addresses (using the
previously outlined requests to set up a media session) and RTP addresses (resulting
in a basic stateless transport stream of media).
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5.2 Changes in the Prototype
Our implemented prototype, used for testing, meets almost all requirements we have
defined for a client in our proposed ecosystem. These requirements are basically the
ability to show video content in a virtual environment, receive video streams over a
network using RTP, possibly with RTSP, and calculating quality requirements metrics
that can be sent over the network back to the server. In chapter 3, we looked at how it
can be used to simulate receiving downscaled video. It does this by locally reducing the
spatial resolution of video material, based on current distance between virtual video
screen and camera, and angle between the virtual video screen and the viewport.
The prototype supports sending quality request messages over the network using UDP.
The format of these packages is very simplified in our prototype, since we do not have
a server to read them, but it would probably be sufficient to include a client identifier
and an instance identifier to support multiple video streams to each client. To avoid
the added network traffic and complexity that transmission of quality requests for each
frame would lead to, it is possible to specify the quality intervals that the frame listener
uses to determine whether or not is should act on new quality calculations. The default
value is 1, meaning that if the desired video quality percentage changes by at least 1,
appropriate actions should be carried out (e.g. send a new request to the server). A
more reasonable value for a real-life implementation might be 3 or 5, but that depends
greatly on the type of application, quality of the original video stream, and how critical
the quality is to the user experience.
It might also be beneficial to have sequenced packets, as that would let the server
prioritize the most recent request. A situation where multiple requests reach the server
in the wrong order is possible, especially if there is rapid camera movement, causing
the client to send multiple requests with little delay between. Additionally, there is
no guarantee that packets sent over UDP, a connection-less protocol, will arrive in the
same order they were sent.
Finally, the video playback code currently found in the client is certainly not optimized
for network reception. More fault tolerance and some buffering should be imple-
mented to ensure a better user experience. This will also add some extra complexity, as
the client not will be able to instantaneously control the playback anymore, so it should
attempt to predict camera movement a small amount of time ahead.
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5.3 Test Observations related to Distributed Systems
In chapter 4, we presented our tests and their results, and discussed the observations
we made. Here we present some additional observations related to implementing our
proposed approach fully as a distributed system.
At this point, we would like to comment on an aspect we have avoided until now,
namely practicality. While no part of our proposed approach would we terribly dif-
ficult to implement in a system that already streams video into a virtual world, the
sole challenge would be to alter the properties of the video stream mid-stream, with-
out halting streaming from the server and playback at the client. We make no claims
of deep, profound knowledge and experience in developing systems like this, but let
us briefly compare the two proposed ways of reducing the video quality, and thus the
needed bandwidth.
Changing the spatial resolution mid-stream might cause significant issues on both
server and client side1. The spatial resolution is communicated to the client during
the RTSP setup phase, and is not expected to change during the streaming process.
It might also be possible to acquire the spatial resolution from the RTP packets them-
selves, but most clients will not attempt that (given that RTSP or a similar protocol
actually is used, which we have assumed all along), since the spatial resolution should
be constant. For instance, video playback software MPlayer is reported to adapt to
mid-stream changes to spatial resolution, even when the initial resolution is commu-
nicated from the server via RTSP, while it is reported that the similar VLC software
does not. It would probably be possible to circumvent this by more closely inspecting
incoming packets and their payloads, but it would also require flags to be set in the
component responsible for decoding the frames and paint them on video textures, as
they should be upscaled to the initial resolution to avoid texture stretch when rendered.
A dedicated scaling library upscaling the frames to the needed spatial resolution will
produce much better results than if the spatially smaller textures are simply stretched
out to cover the mesh or plane when rendered, at the expense of extra cpu usage. Our
prototype uses the swscale library to do this when locally reducing the spatial reso-
lution based on messages from the frame listener, to emulate reduced quality coming
from a imaginative server.
1This is not entirely accurate in a general fashion, as some combinations of protocols, formats and
codecs rely on inband meta information, where all the information otherwise transmitted during the
RTSP setup phase is contained for each frame. Many streaming clients should handle changes in the
spatial resolution mid-stream in this scenario. However, when there is a setup phase, and the spatial
resolution is communicated before the streaming commences, most clients will assume that this is a
static property, and not expect any changes to it.
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Reducing the bitrate, on the other hand, should not cause any difficulties at all. Most
commonly used, effective codecs used for video streaming already uses variable bi-
trates. This is great, because the video is encoded with just enough information (with
an upper limit) for each frame to represent the data of that frame. This is one of the key
elements in effectively represent video content, as many pixels will have the same val-
ues across many frames, thus new values need not be stored for each successive frame.
This is basic digital video representation, and will not be further explained here. This
simple fact makes it easy to instruct the transcoding process on the server to use an
averagely lower bitrate, and the client will have no difficulties adapting to it, as it is al-
ready receiving a video stream with a variable bitrate. With this in mind, reducing the
bitrate rather than the spatial resolution of video streams might be the natural starting
point if adopting our proposed solution.
5.4 Summary
In this chapter, we have talked about video streaming, and the commonly used proto-
cols for streaming video. We think it is likely that some of the protocols presented here
would be used if our proposed solution was implemented as a distributed system.
We have also outlined some shortcomings of our implemented prototype client, that
would have to be fixed before the prototype should be included in a distributed system.
Finally, we made some additional observations regarding the tests and their results,
related to distributed systems. Our opinion is that it would be much easier to im-
plement quality reduction by means of bitrate reduction rather than spatial resolution
reduction.
In chapter 6, we summarize what we have done, observed and concluded, discuss
some critical assessments, and outline future work we believe can be carried out with
regards to this specific problem.
Chapter 6
Conclusion
We have now defined the problem we sought out to solve, and our initial theories.
We have also briefly recapped some basic theory about video streaming and computer
graphics, and explained our prototype and its capabilities. In chapter 4, we outlined
our testing process, and discussed the results it produced. In this chapter, we will
summarize the key elements so far, state some of the contributions we have made. We
will also comment on some critical assessments, and finally suggest some future work
that could be carried out in the field of streaming video into virtual worlds.
6.1 Summary
To test the idea of lower recognition rates of reduced quality when video content is
played back in a virtual world, we created a prototype. The prototype is a fully func-
tional 3D application with a user controlled camera. The prototype is also capable of
playing back video content, either from local files or network streams, on planes in the
3D environment, referred to as virtual video screens.
After the prototype was created, it was used as a platform for extensive testing. Dur-
ing the testing, assessors would participate in randomly selected tests using predefined
test parameters. In the tests, assessors were shown a reference clip with a certain dis-
tance between the camera and the virtual video screen, a certain angle between the
camera centerline and the virtual video screen, and one of two content types. After
collecting more than 2000 answers, the results were parsed, grouped and analyzed,
and then presented with respect to the distance between camera and virtual playback
device, the angle between the sides of the viewport and the virtual playback device,
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the type of content, the type of quality reduction, the level of quality reduction, and
the effects all these factors might have. We then discussed the results with regard to
inconsistencies, emerging trends, synergy between different factors, and potential con-
clusions that could be made.
6.2 Contributions
While the test results were surprisingly inconsistent in some ways, they were quite
clear in others. We have learned that distance between the virtual video screen and
camera definitively influence the ability to perceive video quality. As this distance
increases, the space allocated to the virtual video screen in the viewport decreases,
causing a smaller spatial area of the render device to show the video content. This is
also linked to the initial spatial resolution of the video content, as we have theorized
about the insignificance of having video content with a higher spatial resolution than
the render target, and thus a possibility that the spatial resolution of video content can
always be downscaled to match the spatial resolution of the render target, giving full
quality when viewed at a distance resembling fullscreen quality. If the camera should
be allowed to move even closer, a higher spatial resolution would contribute to better
quality even then.
We concluded that our tests did not give any solid indicators for any general influence
the angle of the virtual video screen might have, except that the most extreme angle
seemed to hide lower quality video better than the other angles tested. But even this
observation is based on results bordering on partially not being significant.
In terms of different types of quality reduction, we have already noted our theories
about spatial resolution. We also saw clear trends of more difficulty in detecting a
reduction in the video bitrate than in the spatial resolution of the video. In combina-
tion with this, we also speculated on the added practicality of reducing bitrate rather
than spatial resolution, as bitrate already is variable in most cases where video stream-
ing is involved, and would involve less technical re-implementation of streaming and
decoding code than changing spatial resolution mid-stream, which is typical a more
convoluted process.
Different types of content were shown to influence the results, though any clear reason
for this cannot be detected from our dataset. Spatial resolution of the video compared
to the spatial resolution of the render target has already been mentioned as one possible
contributing factor, but a general higher spatial resolution and bitrate might also affect
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the user’s ability to perceive drops in video quality.
Lastly, we offered some opinions on the importance of the level of quality reduction.
As we said in chapter 4, the acceptable levels of recognition of quality degradation
should be set based on type of application and other contextual parameters, but our
general belief is that dynamically downscaling the quality with much smaller intervals
than used in our test (which uses static levels of downscaling) would be preferred in
most cases. This requires constant message passing from the client to the server of the
currently required quality, but would assure quality reduction rarely detectable, rather
than a compromise as using static quality levels would be.
More testing is required to give more final answers regarding the possible effects some
of these parameters might have, though we see clear indicators of definite influence
by distance between virtual playback device and camera, starting quality of the video
material, level of reduction (naturally), and method of reduction. With respect to the
latter, we would recommend reducing the spatial resolution if the spatial resolution
is very high to begin with. By very high, we mean spatial resolutions close to that
of the render target. Otherwise, reducing the bitrate might be the easiest scheme to
implement, while simultaneously being more difficult to notice for the users.
6.3 Critical Assessments
Upon analyzing the test data, we quickly came to the conclusion that the tests were
not optimally designed. While we still believe some of the overall design choices make
sense, providing some sort of separation between the different assessors could have
yielded better results, because it would have allowed us to implement a few tests
where the votes were not being recorded, before recording votes from that assessor.
This would have allowed the assessors to warm up and adapt to the test method be-
fore their answers were binding. This is of course something we considered, but we
thought the randomness of the tests would assure a fairly equal share of unqualified
answers across all the tests. This might actually also be the case, but having most of
these answers removed altogether would perhaps have produced less ambiguous re-
sults.
Even more important is the fact that we did not perform any tests without any quality
reduction whatsoever. In the light of the occasional random-seeming voting with re-
gard to angles between the virtual video screen and viewport sides, having numbers
showing the impressions assessors got of any quality reduction when there was none
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would have helped us figuring out whether the answers on these tests were driven
from actually noticing the quality reduction, or pure psychological reasons (i.e. that
the angles fooled the assessors into believing they saw a lower quality clip). Including
trick tests like this would have implied a huge amount of additional testing if added
after the start of the testing, as they would have to be mixed with the rest of the tests
to avoid assessors understanding that there were no differences between the clips, and
thus a large amount of already completed tests would have to be carried out again to
allow the number of answers to these trick tests needed for any statistical significance.
Also, with relevance to this, we do recognize the fact that a varying number of answers
to each test is not desirable, and more attention should have been paid to this in the
technical implementation, in order to avoid a skewed selection of tests from the test
pool.
In terms of source material used for the tests, we see now that using a clip with a spatial
resolution partly bigger than the spatial resolution of the monitors used was not a great
idea. While it causes no harm, and actually gave us a strong indication of a situation
where spatial resolution almost always may be reduced, it did make it more difficult to
compare the different content types at the lowest quality reduction. Similarly, while we
can now almost draw some conclusions regarding the importance of starting quality,
we cannot say anything definite about it, since the two clips feature different content.
Neither can we say much about the importance of the type of content, since the two
clips are encoded in different starting qualities. This is a side effect of the technical
implementation being developed ahead of the design of the test process, and the fact
that the tests were originally meant to feature more content types, but the number of
video clips was reduced from six to two because the time needed to complete extensive
testing with six different content types would have been well beyond the scope of this
thesis.
Overall, more focus on the psychological aspects surrounding a test process like ours
would have been beneficial. By introducing more tests and parameters, it might have
been easier to detect answers triggered by actually seeing a difference, versus answers
triggered by thinking there is a difference, not understanding the test procedure, and
giving random answers, or feeling pressured to say there is a difference due to fear of
appearing ignorant or not observant enough.
Finally, we feel it is due to mention something about insecurities introduced by the
rendering process. Different 3D engines and rendering systems might deal differently
with aspects that might influence our results. For instance, one renderer might be very
bad at rendering detailed textures at an angle, thus producing images of inferior visual
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quality than one equipped with the latest technology for doing that well. Specifically,
having a spatial resolution of a texture that is bigger than the spatial dimensions of the
area it ends up filling in the viewport might be beneficial in some rendering systems
if the textures are part of further effect processing. Also, it might be highly desirable
to have texture dimensions that are multiples of two, since that is often preferred by
graphics hardware, a preference sometimes also adopted by engines and rendering
systems. We have used the OGRE 3D engine, and have not made any effort to re-
search any low-level differences like outlined above that separates OGRE from other
3D engines.
6.4 Future Work
As we have stated repeatedly, further testing should be carried out to acquire more con-
clusive answers to several of the potential influences of the ability to perceive visual
quality when video is played back in virtual worlds. By including trick tests where
there is no difference between the two clips, the degree of false positives may be es-
tablished with a certain accuracy. And by including more video content, the effects
of different starting qualities and content types may be discovered. Having a larger
population of assessors would perhaps also give more statistically significant results.
Beyond that, a fully functional system (including the server side) as described by our
initial proposal, would allow for measurements of actual preserved bandwidth when
using our approach, though the difficulty here will be finding generic situations where
measurements give a general trend, rather than just results specific to that exact setup.
Implementing a full system would also allow for testing of dynamically scaled quality
(which we believe is most suitable), and tests could be adapted to be longer and use
fixed camera paths.
Another intriguing thing to attempt would be to implement a system similar to ours,
but switch out FFmpeg with something like QStream. That would allow for usage of
priority mapped video based on an avatar’s position in the 3D world, which would
provide a much more flexible way of adjusting the quality of video streams. For more
information about QStream, see qstream.org.
We still view this field as fairly unexplored, and believe video streaming into virtual
worlds will become even more interesting as the evolution of virtual worlds continues.
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