Abstract. In 1952 Lee and Yang proposed the program of analyzing phase transitions in terms of zeros of partition functions. Linear operators preserving non-vanishing properties are essential in this program and various contexts in complex analysis, probability theory, combinatorics, and matrix theory. We characterize all linear operators on finite or infinite-dimensional spaces of multivariate polynomials preserving the property of being non-vanishing whenever the variables are in prescribed open circular domains. In particular, this solves the higher dimensional counterpart of a long-standing classification problem originating from classical works of Hermite, Laguerre, Hurwitz and Pólya-Schur on univariate polynomials with such properties.
Introduction
Zero loci of multivariate polynomials or transcendental entire functions and their dynamics under linear transformations are central topics in geometric function theory which in recent years has found applications in statistical mechanics, combinatorics, probability theory and matrix theory [6, 8, 10, 11, 12, 13, 53] . For instance, as shown in [6, 13, 33] , the Lee-Yang program on phase transitions in equilibrium statistical mechanics [31, 59] is intimately related to the problems of describing linear operators on polynomial spaces that preserve the property of being nonvanishing when the variables are in prescribed subsets of C n . In this paper we fully solve these problems for (products of) open circular domains. In particular, this accomplishes a long-standing classification program originating from classical works of Hermite, Laguerre, Hurwitz and Pólya-Schur on univariate polynomials with such properties [14, 17, 28, 41, 42, 43] .
Given an integer n ≥ 1 and Ω ⊂ C n we say that f ∈ C[z 1 , . . . , z n ] is Ω-stable if f (z 1 , . . . , z n ) = 0 whenever (z 1 , . . . , z n ) ∈ Ω. A K-linear operator T : V → K[z 1 , . . . , z n ], where K = R or C and V is a subspace of K[z 1 , . . . , z n ], is said to preserve Ω-stability if for any Ω-stable polynomial f ∈ V the polynomial T (f ) is either Ω-stable or T (f ) ≡ 0. For κ = (κ 1 , . . . , κ n ) ∈ N n let K κ [z 1 , . . . , z n ] = {f ∈ K[z 1 , . . . , z n ] : deg zi (f ) ≤ κ i , 1 ≤ i ≤ n}, where deg zi (f ) is the degree of f in z i . If Ψ ⊂ C and Ω = Ψ n then Ω-stable polynomials will also be referred to as Ψ-stable. The fundamental classification problems that we address below are as follows. For n = 1 these problems were stated in this general form in [14, 17] , see also [26] and [43, pp. 182-183] . Their natural multivariate analogs given above were formulated explicitly in [9, 10] , thereby encompassing essentially all similar questions or variations thereof that have been much studied for more than a century. Note that for n = 1, K = R and Ω = {z ∈ C : Im(z) > 0} Problems 1-2 amount to classifying linear operators that preserve the set of real polynomials with all real zeros. This question has a long and distinguished history going back to Laguerre and Pólya-Schur, see [10, 14] and the references therein. In particular, in [41] Pólya and Schur characterized all diagonal operators with this property (so-called multiplier sequences), which paved the way for numerous subsequent investigations [7, 9, 15, 16, 17, 19, 26, 32, 35, 40, 43, 50] . However, it was not until very recently that full solutions to this question -and, more generally, to Problems 1-2 for n = 1 and any open circular domain Ω -were obtained in [7] .
In physics literature ( [51] , [53, §5] ) one sometimes distinguishes between "soft" and "hard" theorems asserting the non-vanishing of partition functions in certain regions. This dichotomy stems from "soft-core" vs. "hard-core" pair interactions in lattice-gas models and does not refer to the level of difficulty in proving such theorems but rather to the fact that in some sense "soft" theorems are constraint-free while "hard" theorems involve constraints of various kinds, such as the maximum degree of a graph. By analogy with this terminology, one may say that results pertaining to Problem 1 are "hard" or "algebraic" (bounded degree) while those for Problem 2 are "soft" or "transcendental" (unbounded degree). For n ≥ 1 several partial results of the latter type were established and appplied to various questions in e.g. combinatorics and statistical mechanics in the past two decades. In [33] Lieb and Sokal proved a general result [33, Proposition 2.2] pertaining to Problem 2 and more results of the same kind were recently obtained in [13, 57] . Another contribution to this subject is Hinkkanen's Schur-Hadamard composition theorem [23] . Progress on Problem 2 was recently made in [9] where a complete solution was given for finite order partial differential operators when Ω = Ψ n and Ψ is an open half-plane. Further contributions to this problem have been reported in [19] .
The main results of this paper provide complete solutions to Problems 1-2 when Ω = Ω 1 × · · · × Ω n and Ω i , 1 ≤ i ≤ n, are arbitrary open circular domains in C. We also characterize all linear transformations preserving the class of Lee-Yang polynomials defined with respect to any such set Ω. In particular, the classification theorems of [7] may now be viewed as special cases of the theorems below from which they follow by setting n = 1. To achieve this we need several new ideas and results. For instance, we define the polarization of a linear operator to reduce the sufficiency part for arbitrary degrees in the algebraic characterization to the case of linear transformations acting on polynomials of degree at most one in each variable. For the necessity part in the transcendental characterization we generalize Szász' inequalities [55] to several variables. These are bounds on the coefficients of a stable polynomial that only depend on its first few non-zero coefficients.
The solutions to Problems 1-2 may be summarized as follows: (essentially all) linear operators preserving n-variate stable/Lee-Yang polynomials are induced by 2n-variate stable/Lee-Yang polynomials via appropriately defined symbol maps.
In a sequel [6] to this paper we build on our classification theorems to develop a self-contained theory of multivariate stable polynomials. We therefore take care to rely on as few auxiliary results as possible in the process. Combined with the present work, the theory and applications in [6] also yield a natural framework for dealing in a uniform manner with Lee-Yang type problems in statistical mechanics, combinatorics, and geometric function theory in one or several variables, thus contributing to Ruelle's quest [46] for an appropriate mathematical context encompassing the celebrated Lee-Yang theorem [31] (locating the zeros of the partition function of the ferromagnetic Ising model on the imaginary axis in the complex fugacity plane) and its many modern relatives [1, 3, 4, 5, 22, 27, 33, 37, 38, 45, 48, 51] . This also illustrates Hinkkanen's observations about zeros of multivariate polynomials and their "so far unnoticed connections to various other concepts in mathematics" [23] , which are further substantiated by recent applications to probability theory, matrix theory and combinatorics [8, 11, 12, 13, 34, 44, 54, 57 ].
Operator Symbols and Ω-Stable Polynomials
The general notion of Ω-stability defined in the introduction extends classical univariate concepts such as Hurwitz or continuous-time stable polynomials and Schur or discrete-time stable polynomials (see, e.g., [35, 43] ). These correspond to n = 1, Ω = {z ∈ C : Re(z) ≥ 0} and n = 1, Ω = {z ∈ C : |z| ≥ 1}, respectively. Let now n be an arbitrary positive integer. For θ ∈ [0, 2π) set
We find it convenient to work with the upper half-plane
therefore we will follow Levin's terminology [32] and refer to H-stable multivariate polynomials simply as stable polynomials (cf. [7, 8, 9, 11] = {z ∈ C : Re(z) > 0} then Ω-stable polynomials are called weakly Hurwitz stable. In [13] these are termed polynomials with the half-plane property.
1.1. Algebraic and Transcendental Symbols. The solutions to Problems 1-2 for circular domains make use of appropriately defined operator symbols that we proceed to describe. For simplicity, in this section we only state the main theorems for linear operators preserving (H-)stability.
Recall that K κ [z 1 , . . . , z n ], where K = R or C and κ = (κ 1 , . . . , κ n ) ∈ N n , is the K-space of polynomials in variables z 1 , . . . , z n of degree at most
n we define the algebraic symbol of a linear operator
where γ ⊕ κ = (γ 1 , . . . , γ n , κ 1 , . . . , κ n ) while ≤ denotes the standard product partial order on N n and we employ the usual multi-index notations
. . , z n w n ) and
Our first theorem provides an algebraic characterization of stability preservers on finite-dimensional complex polynomial spaces, which solves Problem 1 for K = C and Ω = H. 
where α is a linear functional on C κ [z 1 , . . . , z n ] and P is a stable polynomial, or
Remark 1.1. Theorem 1.1 may also be stated in terms of other (algebraic) symbols of T that are equivalent to the one defined above, for instance the polynomial
, see, e.g., Lemma 1.7 (3).
By the Hermite-Biehler theorem (see, e.g., [43, Theorem 6.3.4] ) in the univariate case the relation f ≪ g is equivalent to saying that f and g are real-rooted (or identically zero), their zeros interlace and their
′ is non-positive on the whole of R. We study further properties of this relation in §1.2.
The algebraic characterization of real stability preservers on finite-dimensional polynomial spaces -which solves Problem 1 for K = R and Ω = H -is as follows. 
where α, β : R κ [z 1 , . . . , z n ] → R are linear functionals and P, Q are real stable polynomials such that
, where K = R or C, is a linear operator we define its transcendental symbol, G T (z, w), to be the formal power series in w 1 , . . . , w n with polynomial coefficients in K[z 1 , . . . , z n ] given by
Let us define the complex Laguerre-Pólya class H n (C) as the class of entire functions in n variables that are limits, uniformly on compact sets, of polynomials in H n (C), see, e.g., [32, Chap. IX] . The usual Laguerre-Pólya class H n (R) consists of all functions in H n (C) with real coefficients.
Our next theorem provides a transcendental characterization of stability preservers on infinite-dimensional complex polynomial spaces, thus solving Problem 2 for K = C and Ω = H. 
where α is a linear functional on C[z 1 , . . . , z n ] and P is a stable polynomial, or is that the transcendental symbol of T with respect to H π 2 , i.e., the formal power series
defines an entire function which is the limit, uniformly on compact sets, of weakly Hurwitz stable polynomials.
The analog of Theorem 1.3 for real stability presevers -which solves Problem 2 for K = R and Ω = H -is as follows. 
where α, β : R[z 1 , . . . , z n ] → R are linear functionals and P, Q are real stable polynomials such that 
The following theorem is a multivariate version of Hurwitz' theorem on the "continuity of zeros", see, e.g., [13, Footnote 3, p . 96] for a proof. We next list some of the closure properties for (real) stable polynomials. The first property in Lemma 1.7 below is deduced by applying Theorem 1.6 with D = {z ∈ C : Im(z) > 0} n and f k (z 1 , . . . , z n ) = f (z 1 , . . . , z i−1 , µ + z i /k, z i+1 , . . . , z n ), k ∈ N, while the remaining properties are easy consequences of the definitions and Lemma 1.5.
We will now establish a series of results involving the notion of proper position introduced in Definition 1.1, compare with [9, §2] , [13, Theorem 3.2] . In particular, the next lemma provides a multivariate analog of the classical Hermite-Biehler theorem showing that proper position is a natural higher dimensional counterpart of interlacing. 
Proof. The equivalences (1) ⇔ (5) and (3) ⇔ (4) are immediate from the definitions and Lemma 1.5. It is also clear that (3) ⇒ (1) and (2) ⇒ (1). We proceed to prove the remaining implications, namely (1) ⇒ (3) and (1) ⇒ (2). Suppose that (1) holds, i.e., h ∈ H n (C), and fix w = α + iβ ∈ {ζ ∈ C : Im(ζ) > 0} n with α, β ∈ R n . The polynomial p(t) = h(α + tβ) is stable so we may write it as
where C ∈ C and Im(ζ j ) ≤ 0, 1 ≤ j ≤ d. Note that for all j one has |i−ζ j | ≥ |−i−ζ j | with equality only if ζ j ∈ R. Hence
To prove (3) we need to show that the univariate polynomial q(z n+1 ) = f (w) + z n+1 g(w) is stable. If g(w) = 0 then q(z n+1 ) is a non-zero constant so it is stable. Therefore we may assume that g(w) = 0. By the above we have |f (w)/g(w) + i| ≥ |f (w)/g(w) − i|, which implies that Im(f (w)/g(w)) ≥ 0. Now if q(z n+1 ) = 0 then f (w)/g(w) + z n+1 = 0 and thus Im(z n+1 ) ≤ 0. It follows that q ∈ H 1 (C) and since w ∈ {ζ ∈ C : Im(ζ) > 0} n was arbitrarily fixed we deduce that f +z n+1 g ∈ H n+1 (C) hence f + z n+1 g ∈ H n+1 (R), which confirms (3).
Finally, to show that (1) ⇒ (2) note that by the above it is actually enough to prove that (3) ⇒ (2). Now if (3) holds then letting z n+1 = i we get in particular that h ∈ H n (C) and therefore |f (w) + ig(w)| ≥ |f (w) − ig(w)| for all w ∈ {ζ ∈ C : Im(ζ) > 0}
n . It remains to show that we cannot have |f (w)+ig(w)| = |f (w)−ig(w)| for such w. Supposing the contrary it follows from the above arguments that for some α ∈ R n and β ∈ R n + all the zeros ζ j , 1 ≤ j ≤ d, of the polynomial p(t) = f (α + tβ) + ig(α + tβ) are real. Since f (α + tβ) and g(α + tβ) have real coefficients this can occur only if these polynomials are constant multiples of each other, say f (α + tβ) + ag(α + tβ) = 0 for some a ∈ R. By setting the variable z n+1 = a we see that f (z) + ag(z) is either a stable polynomial or identically zero. Since it vanishes for z = α + iβ it must be identically zero, which contradicts the assumption that f and g are not constant multiples of each other. We conclude that (3) ⇒ (2), which completes the proof of the lemma. 
Note in particular that for the open right-half plane H π 2 the above relation reads
. . , z n ] and 1 ≤ j ≤ n define the j-th Wronskian of g, f as
The following multivariate analog of the Hermite-Kakeya-Obreschkoff theorem (see, e.g., [43, Theorem 6.3.8] for the classical univariate version) was first proved in [9] . Below we give an alternative shorter proof. 
Proof. If f and g are linearly dependent then both conditions say that f and g are real stable or zero and then the Wronskians are all zero. Hence we may assume that f, g ∈ R[z 1 , . . . , z n ] \ {0} are not constant multiples of each other. The "if" direction follows from Lemma 1.8 (1) ⇒ (3) and Lemma 1.7 (1). For the converse assume that all non-zero polynomials in the space {αf + βg : α, β ∈ R} are stable and that there exist z, w ∈ {ζ ∈ C : Im(ζ) > 0} n for which
By connectivity there is a number v ∈ {ζ ∈ C : Im(ζ) > 0} n for which f (v)/g(v) = a ∈ R \ {0}. It follows that f − ag is identically zero which we assumed was not the case. Hence Im(f (z)/g(z)) has constant sign for z ∈ {ζ ∈ C : Im(ζ) > 0} n and we conclude, by Lemma 1.
Suppose now that g ≪ f , where we may assume that g is not identically zero. Let x ∈ R n be such that g(x) = 0 and consider the rational function q(t) = f (x + e j t)/g(x + e j t), where e j is the j-th standard basis vector of R n . Hence q(t) is analytic at the origin with a first order Taylor expansion given by
From Lemma 1.8 and the fact that Im(f (x)/g(x)) = 0 we then get
Since the set of all x ∈ R n for which g(x) = 0 is dense in R n the theorem follows.
Proof. If f, g ∈ R[z 1 , . . . , z n ] \ {0} are real stable polynomials such that f ≪ g and g ≪ f then f ≪ g and f ≪ −g. Hence, by Theorem 1.9,
for all 1 ≤ j ≤ n and x ∈ R n for which f (x) = 0. Thus g/f is a real constant. 
The following lemma (in the case n = 1) is due to Lieb and Sokal [33, Lemma 2.3] . For completeness we provide here a short proof essentially based on the same idea. 
is either identically zero or stable.
Proof. We may assume that Q(z) is not identically equal to zero and that j = 1. Since Q(z) is stable and Im(w) > 0 ⇔ Im(−w −1 ) > 0 the polynomial
is stable. Hence, by Remark 1.3 (with θ = 0) one has
for all z ∈ {ζ ∈ C : Im(ζ) > 0} n , so by Remark 1.3 again the polynomial
is stable. In light of Lemma 1.7 (1), this implies in particular the conclusion of the lemma (letting w = 0).
We can now settle the sufficiency part of Theorem 1.1 in the case of multi-affine polynomials, i.e., for κ = (1, . . . , 1).
is stable, where z = (z 1 , . . . , z m ) and w = (w 1 , . . . , w n ). Then T preserves stability.
Proof. Let T be as in the lemma. Since Im(w j ) > 0 ⇔ Im(−w
Therefore, if f ∈ C[v 1 , . . . , v n ] is stable and multi-affine we deduce that
where v = (v 1 , . . . , v n ). By repeated use of Lieb-Sokal's Lemma 2.1 we then get
Letting {ζ ∈ C : Im(ζ) > 0} n ∋ v → 0 and invoking Hurwitz' Theorem 1.6 we obtain
which proves the lemma.
Decoupling Schemes: Polarizations of Polynomials and Operators.
For
MA be the space of multi-affine polynomials in the variables
where E i (x 1 , . . . , x m ) is the i-th elementary symmetric polynomial in the variables x 1 , . . . , x m , that is,
Dually we define a (linear) projection operator
Remark 2.1. In physics literature polarization and projection operators as above have mostly been used for univariate polynomials and are often referred to as "decoupling procedures" [3, 31] [6, §9] ). Multivariate polarization notions similar to those defined above are used in the theory of hyperbolic polynomials and partial differential equations [21, 25, 29] .
and conversely we have
It is immediate from Lemma 1.7 (4) that the projection operator Π ↓ κ preserves stability, but the remarkable fact is that so does Π ↑ κ . This is essentially the famous Grace-Walsh-Szegö coincidence theorem [20, 56, 58] albeit in a disguised form. For completeness let us state this theorem. , and let ξ 1 , . . . , ξ n be points in C. Suppose further that either the total degree of f equals n or that C is convex (or both). Then there exists at least one point ξ ∈ C such that
We give a new and self-contained proof of Theorem 2.3 in [6, §2] .
Proof. The "if" direction follows from the fact that Π ↓ κ preserves stability. For the other direction it suffices to prove the theorem for univariate polynomials since we may polarize the variables one at a time (when the other variables are fixed in the upper half-plane). Suppose therefore that f (z) = d k=0 a k z k is a univariate stable polynomial. Then the polarization of f is given by
If F (ζ 1 , . . . , ζ n ) = 0 for some (ζ 1 , . . . , ζ n ) ∈ H n then by the Grace-Walsh-Szegö theorem (Theorem 2.3) there exists ζ ∈ H such that f (ζ) = F (ζ, . . . , ζ) = 0, contradicting the stability of f . 
where the upper indices z and w indicate that the corresponding operators act only on the z-variables and w-variables, respectively. Hence the symbol of the polarized operator may be written as
Using the fact that Π ↓z κ • Π ↑z κ is the identity operator and that T and Π ↑w κ commute (since T only acts on the z-variables) we get
as desired. We will need the following simple lemma which makes it clear that there are plenty of stable polynomials.
n . Then for all ǫ > 0 sufficiently small one has
Expanding f in powers of z + W we see that there exists ǫ 0 > 0 such that
Remark 3.1. From the proof of Lemma 3.1 it follows that the topological dimension of the set H n (C) ∩ C κ [z 1 , . . . , z n ] (of all stable polynomials in n variables of degree at most κ) equals (1 + κ 1 ) · · · (1 + κ n ). In particular, this explains the statement made in [11, §1] concerning the topological dimension of the set of so-called strongly Rayleigh probability measures on the Boolean algebra 2 [n] , where [n] = {1, . . . , n}.
(ii) If K = C and every non-zero element of V is stable then dim V ≤ 1.
Proof. We first deal with the real case. Suppose that there are three linearly independent polynomials f 1 , f 2 and f 3 in V . By the multivariate Hermite-KakeyaObreschkoff theorem (Theorem 1.9) and the assumption on V these polynomials are mutually in proper position. Without loss of generality we may assume that f 1 ≪ f 2 and f 1 ≫ f 3 . Now consider the line segment in V given by ℓ θ = θf 3 + (1 − θ)f 2 , 0 ≤ θ ≤ 1, and note in particular that for any such θ one has either
Since f 1 ≪ ℓ 0 and f 1 ≫ ℓ 1 it follows from Hurwitz' theorem (Theorem 1.6) that f 1 ≪ ℓ η and f 1 ≫ ℓ η . This means that f 1 and ℓ η are constant multiples of each other (cf. Corollary 1.10), contrary to the assumption that f 1 , f 2 and f 3 are linearly independent. For the complex case let
be the "real component" of V . By Theorem 1.9 all non-zero polynomials in V R are real stable hence dim R V R ≤ 2 by part (i) proved above. Note that V is the complex span of V R . If dim R V R ≤ 1 we are done so we may assume that {p, q} is a basis of V R with f := p + iq ∈ V which by assumption is a (not identically zero) stable polynomial. By Theorem 1.9 again we have W j [p, q](x) ≥ 0, 1 ≤ j ≤ n, x ∈ R n , and since p and q are linearly independent the j 0 -th Wronskian W j0 [p, q] is not identically zero for some index j 0 . Now if g ∈ V \ {0, f } we may write
for some a, b, c, d ∈ R. We have to show that g is a (complex) constant multiple of f . Since g ∈ V is not identically zero it is a stable polynomial, so that in particular
Let u, v ∈ R and note that by linearity we have
Arguing as above we deduce that
so H(u, v) ≥ 0 for all u, v ∈ R if and only if a = d and b = −c. This gives
as was to be shown.
We can now show that the symbol of any stability preserver whose range is not one-dimensional must necessarily be stable.
Proof of Necessity in Theorem 1.1. Suppose that
Hence the image of T is a linear space whose non-zero elements are all stable polynomials. By Lemma 3.2 (ii) we have that T is given by T (f ) = α(f )P , where P is a stable polynomial and α is a linear functional. On the other hand, if
Real Stability Preservers
The aim of this section is to prove Theorem 1.2. Let
Proposition 4.1. For any n ∈ N the following holds:
Since h + ig ∈ H − n (C), the right-hand side of (4.1) is non-vanishing whenever y ∈ R n + , which amounts to saying that f (x + iy) = 0 for all y ∈ R n + . By Definition 1.1 this implies that −g ≪ h, i.e., h ≪ g. On the other hand, g ≪ h since h + ig ∈ H n (C). Therefore the proposition is just a reformulation of Corollary 1.10. κ T (f (−z)), hence they preserve real stability simultaneously. To settle the sufficiency part of the theorem we may therefore assume that G T (z, w) is real stable. But then the desired conclusion simply follows from the complex case.
To prove the necessity part of Theorem 1.
By the multivariate Hermite-Kakeya-Obreschkoff theorem (Theorem 1.9) we have that αF + βG ∈ H n (R) ∪ {0} for all α, β ∈ R and hence that αT (F ) + βT (G) ∈ H n (R) ∪ {0} for all α, β ∈ R. By Theorem 1.9 again this means that
. By a homotopy argument we then deduce that there exists t ∈ [0, 1] such that
n . Therefore, by Proposition 4.1 there is a real stable polynomial p and a, b ∈ R such that G T (z, W ′ ) = (a + bi)p(z). Let us write (z + W ′ ) κ = f (z) + ig(z), where f, g have real coefficients. Then T (f ) = ap and T (g) = bp so that
Now, as noted in the proof of Lemma 3.1 for any
This implies that |bf − ag + ǫ ′ h + i(af + bg)| > 0 whenever Im(z i ) ≥ 0, 1 ≤ i ≤ n. In particular, bf − ag + ǫ ′ h + i(af + bg) ∈ H n (C) so by Theorem 1.9 we have bf − ag + ǫ ′ h ∈ H n (R) ∪ {0}. It follows that
This means that all nonzero polynomials in the image of T are real stable and by Lemma 3.2 we conclude that the image of T is of dimension at most two. Thus we may assume that
, as claimed.
Soft-Core/Transcendental Classifications
In this section we settle Theorems 1.3 and 1.4, that is, the transcendental characterizations of stability, respectively real stability preservers.
. . , z n ] preserves stability if and only if the same holds for all its restrictions
n . Therefore, by Theorem 1.1, Theorem 1.2 and the definitions of the symbols G Tκ (z, w), G T (z, w) we see that Theorem 1.3, respectively Theorem 1.4, would follow from the case K = C, respectively K = R, of the next theorem. As before we use the standard (product) partial order ≤ on N n : for α, β ∈ N n one has α ≤ β
α , where z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ), be a formal power series in w with coefficients in K[z 1 , . . . , z n ]. Then F (z, w) ∈ H 2n (K) if and only if
The proof of Theorem 5.1 requires several new ingredients and additional results that we proceed to describe. Since the arguments are the same for K = R and K = C, we will only focus on the latter case.
(we use the convention that k ±k = 1 for k = 0). For n = 1 these are the so-called Jensen multipliers that are known to preserve (univariate) stability [14, 32, 43] . For each fixed β ∈ N n the sequences {J(α, β)} α≤β and {(β) α } α≤β may be called multivariate (or generalized) Jensen multipliers in view of the following lemma. 
preserve stability.
Proof. Fix β ∈ N n . Since the first operator is a composition of the second operator and a rescaling of the variables, it is enough to prove the lemma only for the second operator -call it T and denote by T κ its restriction to C κ [z 1 , . . . , z n ], where κ ∈ N n . By Theorem 1.1 we need to show that
is stable for all κ ∈ N n . However,
so the lemma amounts to showing that for any m, n ∈ N the univariate polynomial
is real-rooted (then necessarily with all negative roots). To prove this note that
where S is the operator on C[t] given by S = 1 + d dt n . To prove the well known fact that S preserves stability it suffices to consider the case n = 1. The symbol of S is S[(t + w) m ] = (m + t + w)(t + w) m−1 , which is a stable polynomial. The desired conclusion now follows from Theorem 1.2.
Multivariate Szász Principles.
A remarkable fact about univariate stable polynomials, first noted by Szász [55] and subsequently used by Edrei [18] , is that the growth of such a polynomial is controlled by its first few non-vanishing coefficients. We extend Szász' principle to higher dimensions and establish estimates for the growth of multivariate stable polynomials.
Proof. By assumption one has Im
as claimed.
Szász used his lemma to obtain the following bound for the polynomial f in Lemma 5.3: . Using the latter inequality in the following arguments one can get stronger bounds for the growth of multivariate real stable polynomials with all non-negative coefficients.
As before, we let {e i } n i=1 be the standard basis in R n .
Lemma 5.4. Suppose that the polynomial
is stable and let
where |β| = n i=1 β i . Proof. Let us rewrite the above polynomial as f (z) = α a(α)z α and suppose that β = 0 is such that a(β) = 0. Since the operator z α → J(α, β)z α , α ∈ N n , preserves stability (Lemma 5.2) the polynomial
is stable. Setting all variables equal to t we deduce that the univariate polynomial g(t) of degree k = |β| given by
a(e i + e j ) + i : βi≥2
which is the desired estimate.
Theorem 5.5. Suppose that the polynomial
|a(e i + e j )|.
Proof. We make use of the following simple inequalities that may be proved by induction or from Stirling estimates.
Let d(n, k) = β∈N n ,|β|=k β β /β! and note that |{β ∈ N n : |β| = k}| = n+k−1 k for n, k ∈ N. By (5.1) we have the following (rough) estimate:
Let A be as in Lemma 5.4 and apply the same lemma:
Set R = 2eAr. By (5.1) and the Cauchy-Schwarz inequality we get
which combined with (5.2) proves the theorem.
Given f (z) = α a(α)z α ∈ C[z 1 , . . . , z n ] let supp(f ) = {α ∈ N n : a(α) = 0} be its support. Denote by M(f ) the set of minimal elements of supp(f ) with respect to the partial order ≤ on N n . Moreover, for a fixed set M ⊂ N n we let
We can now establish a multivariate Szász principle.
Theorem 5.6. Let M ⊂ N n be a finite non-empty set and f (z) = α a(α)z α ∈ C[z 1 , . . . , z n ] be a stable polynomial with M(f ) = M. Then there are constants B and C depending only on the coefficients a(α) with α ∈ M 2 such that
for all r ≥ 0. Moreover, B and C can be chosen so that they depend continuously on the aforementioned set of coefficients.
Proof. We construct B and C inductively over m = n + k, where
If f (0) = 0 then k = 0 and the bound follows from Theorem 5.5, so we may assume that k > 0. Also, if n = 1 we may just factor out a multiple of z and use the fact that r ≤ e r 2 together with Theorem 5.5. Hence we may assume that n > 1. Let α = (α 1 , . . . , α n ) ∈ M(f ) be such that |α| = k and suppose (without loss of generality) that α 1 > 0. Now
where |g| r = max |g(z)| :
and f (0, z 2 , . . . , z n ) is either identically zero or a stable polynomial in n−1 variables, by the induction assumption we have Set C = max{C 1 , C 2 + 1} and B = 2 max{B 1 , B 2 }. From the above estimates we get |f | r ≤ Be 
α is a sequence of polynomials in H 2n (C) converging to F (z, w), uniformly on compacts, then P m,α (z) → P α (z) as m → ∞ uniformly on compacts for fixed α ∈ N n . Given β ∈ N n let Λ be the linear operator on C[w 1 , . . . , w n ] defined by w α → (β) α w α , α ∈ N n , and extend it to a linear operatorΛ on C[z 1 , . . . , z n , w 1 , . . . ,
We claim thatΛ preserves stability in 2n variables. Indeed, this amounts to saying that its restrictionΛ κ to C κ [z 1 , . . . , z n , w 1 , . . . , w n ] preserves stability for each κ ∈ N 2n . The latter statement is an immediate consequence of the fact that Λ preserves stability in n variables (by Lemma 5.2) combined with Theorem 1.1 and a straightforward computation showing that the symbol GΛ κ ofΛ κ is a stable polynomial in 4n variables. Now, sinceΛ sends all but finitely many monomials w To prove the converse assume that α≤β (β) α P α (z)w α ∈ H 2n (C) ∪ {0} for all β ∈ N n . Let m ∈ N, set β m = (m, . . . , m) and note that
We want to show that there is a positive integer M such that for all r > 0 there is a constant K r (depending only on r) such that for all m > M we have |F m (z, w)| ≤ K r whenever |w j | ≤ r and |z j | ≤ r for 1 ≤ j ≤ n. This will prove the sufficiency part of Theorem 5.1 since {F m (z, w)} m∈N is then a normal family whose convergent subsequences converge to F (z, w) (by the fact that lim m→∞ J(α, β m ) = 1 for all α ∈ N n ). Now, there exists a positive integer N such that the set M(F m ) of minimal elements of supp(F m ) does not change for m ≥ N (this is easily seen from the fact that all lower degree terms are multiplied by eventually non-zero numbers J(α, β m )). Since lim m→∞ J(α, β m ) = 1 it follows from Theorem 5.6 that there is a positive integer M and constants B and C such that if |w j | ≤ r and |z j | ≤ r,
which completes the proof of the theorem.
Circular Domains and Lee-Yang Polynomials
We will now solve Problems 1-2 whenever Ω is a product of arbitrary open circular domains. Using this we then characterize all linear transformations preserving the class of Lee-Yang polynomials defined with respect to any such set Ω.
6.1. Products of Open Circular Domains. Recall that a Möbius transformation is a bijective conformal map of the extended complex plane C given by
Note that one usually has the weaker requirement ad − bc = 0 but this is equivalent to (6.1) which proves to be more convenient. An open circular domain is the image (in C) of the upper half-plane H under a Möbius transformation, i.e., an open disk, the complement of a closed disk or an open affine half-plane. As usual, the support of a polynomial f (z) = α∈N n a(α)z α ∈ C[z 1 , . . . , z n ], i.e., the set {α ∈ N n : a(α) = 0}, is denoted by supp(f ). We say that f is of degree
, where as before [n] = {1, . . . , n}. To deal with discs and exterior of discs we need some auxiliary results.
be a family of circular domains, f ∈ C[z 1 , . . . , z n ] be of degree κ ∈ N n , and J ⊆ [n] a (possibly empty) set such that C j is the exterior of a disk whenever j ∈ J. Denote by g the polynomial in the variables z j , j ∈ J, obtained by setting 
Proof. Let us first prove the lemma in the case when J = [n]. We may assume that C j is the exterior of the closed unit disk D for all j ∈ [n]. Suppose that there is no unique maximal element of supp(f ). For fixed λ = (λ 1 , . . . , λ n ) ∈ R n + and β = (β 1 , . . . , β n ) ∈ N n consider the univariate polynomial
where K = K(λ, β) ∈ C is the appropriate constant making F monic. Let A(β) be the closure (with respect to uniform convergence on compacts) of the set {F (λ, β; t) : λ ∈ (1, ∞) n }. By Hurwitz' theorem (Theorem 1.6) all elements of A(β) are C \ Dstable. However, since there is no unique maximal element of supp(f ) there exists β ∈ N n such that A(β) contains polynomials of different degrees. Hence, as we vary λ at least one zero must escape to infinity. This is impossible since all the zeros of F (λ, β; t) have modulus at most one.
If J = [n] and the maximal elements are different for different choices of c i then as above some zero of a specialization of f would escape to infinity contradicting the boundedness of the zeros.
When dealing with non-convex circular domains one has to be careful with degrees. We are therefore led to consider the following classes of polynomials.
is a family of circular domains and κ = (κ 1 , . . . , κ n ) ∈ N n we let N κ (C 1 , . . . , C n ) denote the set of 
restricts to a bijection between N κ (C 1 , . . . , C n ) and N κ (D 1 , . . . , D n ).
Proof. The relation between tuples of open circular domains defined by relating tuples for which there is such a linear transformation Φ κ is an equivalence relation. Therefore it suffices to assume that C j = D j for j ≥ 2 and that D 1 = H (= H 0 ). Thus we want to find Φ κ of the form
If C 1 is convex we may chose φ(z) = (az + b)/(cz + d) as in (6.1) so that φ(H) = C 1 and cz + d = 0 for all z ∈ H. If C 1 is non-convex we may chose φ so that φ(H \ {η}) = C 1 for some specific point η ∈ H, f (z 1 , ξ 2 , ξ 3 , . . . , ξ n ) may be written as
where φ(z) = (az + b)/(cz + d) is chosen as above. It follows that −cz + d = 0 for all z ∈ C 1 so it only remains to prove that the degree of Φ −1 κ (g) in z 1 is κ 1 when C 1 is non-convex. To do this fix ξ j ∈ D j , 2 ≤ j ≤ n, and consider the
k which is non-zero since as we previously noted one has −d/c ∈ H.
The following theorem answers a more precise version of Problem 1 for K = C and Ω = C 1 × · · · × C n , where the C i are arbitrary open circular domains. 
if and only if either (a) T has range of dimension at most one and is of the form
where α is a linear functional on C κ [z 1 , . . . , z n ] and P is a C 1 × · · · × C nstable polynomial, or (b) the polynomial in 2n variables z 1 , . . . , z n , w 1 , . . . , w n given by 
The theorem is trivial if the range of T has dimension at most one so we may assume that this is not the case. With φ i , i ∈ [n], and Φ κ as in the statement of the theorem let Φ γ : C γ [z 1 , . . . , z n ] → C γ [z 1 , . . . , z n ] be the linear transformation defined as in (6.3) only with γ = (γ 1 , . . . , γ n ) instead of κ = (κ 1 , . . . , κ n ). Set T ′ := Φ −1 γ T Φ κ . By Theorem 1.1 and Lemma 6.2 we have the following chain of equivalences:
see (6.3) . Now Φ γ⊕κ (G) is precisely the polynomial in Theorem 6.3 (b). Indeed, letting subscript z and subscript w indicate that the corresponding operator acts on the z and w variables, respectively, we have
Note that if all C i are open convex circular domains then Theorem 6.3 answers Problem 1 (for such domains) precisely as stated in the introduction, and when non-convex circular domains are involved it answers a more precise version of the problem.
Linear Preservers of Lee-Yang Polynomials.
Given an open circular domain C ⊂ C let C r be the interior of the complement of C, that is, C r = C \ C. This definition is motivated by the original Lee-Yang theorem [31] and its various versions such as the so-called "circle theorem" ( [6, Theorem 8.4] , [23] , [49] ). For instance, the class of "complex Lee-Yang polynomials" related to the latter which was introduced and studied in [3] corresponds to the case when C i = D, i ∈ [n], in Definition 6.1. Note also that by Corollary 1.10 the Lee-Yang polynomials with respect to {H i } n i=1 , where H i = H, i ∈ [n], are precisely the polynomials that are non-zero complex constant multiples of real stable polynomials.
We say that a linear operator T : C κ [z 1 , . . . , z n ] → C[z 1 , . . . , z n ] preserves the κ-Lee-Yang property with respect to {C i } n i=1 if T (f ) ∈ LY(C 1 , . . . , C n )∪{0} whenever f ∈ LY κ (C 1 , . . . , C n ). From our symbol theorems we can deduce a characterization of all such linear operators. We only display the case when T is non-degenerate in the sense that its image has dimension larger than 2. Proof. The proof of the corresponding theorem in the case n = 1 from [7] , namely [7, Theorem 3] , extends naturally to the above setting.
Related Results
A multivariate polynomial is called strictly stable if it is non-vanishing whenever all variables lie in H = {z ∈ C : Im(z) ≥ 0}. The arguments in §2 carry over to the closed upper half-plane H and yield the following sufficient condition for strict stability preserving. One can also check that the sufficiency part of Theorem 6.3 carries over to closed circular domains and thus yields a (sufficient) condition for linear operators T : C κ [z 1 , . . . , z n ] → C[z 1 , . . . , z n ] to preserve C 1 × · · · × C n -stability, where C i , i ∈ [n], are arbitrary (open) circular domains. For simplicity we only state here a special case that extends Theorems 7.1. is C-stable then T preserves C-stability.
As noted in Remark 6.1, for the the closed unit disk C = D the symbol used in Theorem 7.2 is just a constant multiple of T [ (1 + zw) κ ] while for a closed half-plane bordering on the origin it is a constant multiple of G T (z, w) = T [(z + w) κ ]. Note though that the conditions in Theorems 7.1, 7.2 are not necessary. For instance, the identity operator obviously preserves strict stability but its (algebraic) symbol (z + w) κ is not strictly stable, cf. (i) in §8.
Further Directions
To conclude we mention some of the most appealing cases where Problems 1-2 remain open:
(i) Ω is a closed circular domain, to begin with Ω = H (cf. Theorem 7.1); (ii) Ω is a strip, e.g., Ω = {z ∈ C : |Im(z)| < a}, a > 0; (iii) Ω is a sector, e.g., Ω = z ∈ C : Finally, from a complex analytic perspective and its many potential applications [10] it would be quite useful to establish analogs of these results for transcendental entire functions in one or several variables.
