Abstract In this paper, we develop some foundations for a theory of algebraic geometry of congruences on commutative semirings. By studying the structure of congruences, firstly, we show that the spectrum Spec c (A) consisting of prime congruences on a semirings A has a Zariski topological structure; Then, for two semirings A ⊂ B, we consider the polynomial semiring S = A[x 1 , · · · , x n ] and the affine n−space B n . For any congruence σ on S and congruence ρ on B, we introduce the ρ−algebraic varieties Z ρ (σ)(B) in B n , which are the set of zeros in B n of the system of polynomial ρ−congruence equations given by σ. When ρ is a prime congruence, we find these varieties satisfying the axiom of closed sets, and forming a (Zariski) topology on B n . Some results about their structures including a version of Nullstellensatz of congruences are obtained.
Introduction
As known, ideals are very important in studying ring structure and the polynomial equations over rings, and, in a commutative ring, the ideal and the congruence corresponds to each other equivalently. Yet, in a commutative semiring, this changes, and congruences seem to behave more natural than ideals.
Our motivation here is to consider the problem of solving polynomial equations over semirings, like the same important problem in algebraic geometry on rings. We focus on congruences, and try to develop some foundations for a theory of algebraic geometry of congruences on commutative semirings. Firstly, we study prime congruence, maximal congruence, congruence generated by a subset and a few other types congruence, and obtain some results about their structures (see Prop.2.6, 2.10, 2.12, 2.13, 2.16, 2.19, 2.21, 2.23). In particular, we show that the spectrum Spec c (A)
consisting of prime congruences on a semirings A has a Zariski topological structure (see Theorem 2.25). Then, for two semirings A ⊂ B, we consider the polynomial semiring S = A[x 1 , · · · , x n ] and the affine n−space B n . For any congruence σ on S and congruence ρ on B, we introduce the ρ−algebraic varieties Z ρ (σ)(B) in B n , which are the set of zeros in B n of the system of polynomial ρ−congruence equations given by σ (see Def.3.1). When ρ is a prime congruence, we find these varieties satisfying the axiom of closed sets, and forming a (Zariski) topology on B n (see Theorem 3.4). Some results about their structures including a version of Nullstellensatz of congruences are obtained (see Prop.3.9, Theorems 3.7, 3.10, 3.11, 3.12 ).
These facts show one possible way among others to consider the problem of solving polynomial (congruence) equations in semirings, they seem to be well corresponded to the ones of classical algebraic geometry of ideals on commutative rings, yet in a different background. Also, the results of (Zariski) topology for congruences and varieties established here, might be useful in further study on some more deep questions about such as Sheaf theory, scheme on semirings.
Another possible application of this work, as pointed out by the anonymous referee in their reports, is about some questions in tropical geometry. One of the key connection might be the Nullstellensatz question. Recently, in the tropical setting, an analogue of Hilbert's Nullstellensatz has been extensively studied and many interesting results about it have been obtained (see, e.g., [BE] , [JM1] , [Iz] , [IzS] , [GG] , [Gr] , [MR] , etc.). In this paper, we provide a version of Nullstellensatz of ρ−algebraic varieties on semirings. For an possible application in tropical geometry, it seems that the radical of congruence used in this paper need to be improved, and we wish to consider it in a future work.
There are more general version of algebraic equations than our congruence ones considered here. When we do some work on arithmetic problems in number theory, we usually only need to consider the solution of positive integers even prime numbers.
So I ask myself a question that how to work on algebraic equations if there is no subtraction? and I come to realize that the usual polynomial equations can be viewed as a special class of the general algebraic relations, which led to my consideration of the present work. In fact, I learn, as pointed out by Prof. Laszlo Marki and an anonymous referee, this is related to the context of universal algebraic geometry and logical geometry whose development was initiated by B. I. Plotkin (see, e.g., [P1-2] , [PP] , ).
Lastly, we need to give an explanation about the use of prime congruences here. Unlike working with prime ideals on rings, when we study congruences on semirings,
we confront with several versions of prime congruences in the literature, and they are usually used for different purposes. The prime congruences of Def.2.1(1) below we use in this work based on our trying to find a suitable topology to do some geometry about the set of (congruence) zeros, i.e., the varieties, as shown in Theorem 3.4 below. It seems to us that not all the other version of prime congruences can satisfy our demand here.
The structure of congruences
Let (A, +, ·) be a semiring, that is, A is a non-empty set on which we have defined operations of addition and multiplication satisfying the following four conditions (see [G, p.1] ): (1) (A, +) is a commutative monoid with identity element 0; (2) (A, ·) is a monoid with identity element 1 = 0; (3) a(b + c) = ab + ac and
The semiring A is commutative if the monoid (A, ·) is commutative. In the following, unless otherwise stated, the semiring always means a commutative semiring. Now for a commutative semiring A, recall that a ( binary) relation on A is a subset of A × A (see [Ho, p.14] ), and a relation ρ of A is a congruence if it is an equivalence relation satisfying the following condition (see [G, p.4] ):
So an equivalence relation ρ is a congruence on A if and only if ρ is a subsemiring of A × A. The identity congruence on A is denoted by id A = {(a, a) : a ∈ A}. Let ρ be a congruence on A, if ρ = A × A then it is called a proper congruence. Obviously, ρ is not proper if and only if (1, 0) ∈ ρ. The quotient semiring of A by ρ is denoted by A = A/ρ. For c ∈ A, we denote c = c modρ ∈ A. Moreover, for any positive integer n and subset C of A n , where A n = {(a 1 , · · · , a n ) : a 1 , · · · , a n ∈ A}, we
If A contains no zero divisors, then A is called a semidomain. If A is a semidomain, and (A \ {0}, ·) is a multiplicative group, then A is called a semifield. For example, (Z ≥0 , +, ·) is a semidomain, and (Q ≥0 , +, ·) is a semifield, where Z ≥0 (resp. Q ≥0 ) is the set of non-negative integers (resp. rational numbers).
Definition 2.1. Let A be a commutative semiring, and ρ be a congruence of
(1) If ρ satisfies the following condition:
Then ρ is called a prime congruence.
(2) If ρ satisfies the following condition:
Then ρ is called a semi-prime congruence.
(3) If ρ satisfies the following condition:
Then ρ is called a maximal congruence.
(4) If ρ satisfies the following condition:
Then ρ is called a semi-maximal congruence.
Note that there are several other definitions for prime congruences (yet their meaning are not always the same) in the literature on semirings. The above Def.2.1(1) of prime congruences is the same as in . We denote Spec c (A) = {ρ : ρ is a prime congruence of A},
And call Spec
Recall that an ideal I of a commutative semiring A is a non-empty subset I of A which is closed under addition and satisfies the condition that if a ∈ A and b ∈ I then ab ∈ I. A prime ideal P of A is an ideal P which satisfies the condition that if a·b ∈ P then a ∈ P or b ∈ P (a, b ∈ A). We denote I(A) = {all ideals of A}, E(A) = {all equivalences of A} and C(A) = {all congruences of A}. For any non-empty subsets S and T of A, we denote S + T = {s + t : s ∈ S, t ∈ T }, S · T = {st : s ∈ S, t ∈ T }, and for a ∈ A, a + S = {a + s : s ∈ S}, a · S = {as : s ∈ S}. For J ∈ I(A) and σ ∈ C(A), we denote ρ J = {(a, b) ∈ A × A : a + J = b + J} and
Lemma 2.2. Let A be a commutative semiring. We have
Proof. Follow directly from the definitions.
Note that if A is a commutative ring (obviously it is also a commutative semiring), then it is easy to see that I ρ J = J and ρ Iσ = σ for all J ∈ I(A) and σ ∈ C(A). But this property changes for a commutative semiring, i.e., the inclusions in the above Lemma 2.2(3-4) may be strict in general for a commutative semiring A. For example, let A = (Z ≥0 , +, ·) be the semidomain as above. Take the ideal J = 2 · Z ≥0 = {2n :
From now on, we mainly study the congruences on commutative semirings.
For a congruence ρ = A × A on a commutative semiring A, it is easy to see that, ρ is a semi-prime congruence ⇔ A/ρ is a semidomain;
ρ is a semi-maximal congruence ⇔ A/ρ is a semifield;
ρ is contained in a maximal congruence of A. In particular, A contains a maximal congruence. Obviously, a semi-maximal congruence is also a semi-prime congruence.
Moreover, it is easy to see that the intersection of a family of congruences of A is also a congruence. So, for any relation R on A, there exists the unique smallest congruence of A containing R, which is the intersection of all congruences of A containing R. We denote it by R c , and call it the congruence generated by R.
Definition 2.3. Let A be a commutative semiring. We use the operation * to denote the twisted product on A × A as follows (see e.g., [BE] , ):
Then for every positive integer n, we define (a, b) * n inductively as follows:
We also define (a, b) * 0 = (1, 0).
Using this operation, the condition for a congruence ρ of A to be a prime congruence is as follows:
In the following, for two non-empty subsets S and T of A × A, we shall write
Lemma 2.4. Let A be a commutative semiring.
(1) * is associative:
(6) for positive integers n, we have
Proof.
(1)∼ (5) follow directly from the definitions, and (6) is proved by induction.
Corollary 2.5. Let A be a commutative semiring and ρ be an equivalence relation on A. Then (1) (A × A, +, * ) is a commutative semiring with additive zero (0, 0) and multiplicative unity (1, 0).
(2) ρ is a congruence on A if and only if ρ is an ideal of (A × A, +, * ).
(3) ρ is a prime congruence on A if and only if ρ is a prime ideal of (A × A, +, * ).
Proof. This follows from Lemma 2.4 above.
Proposition 2.6. Let A be a commutative semiring, and n be a positive
Proof. We use induction on n. The case for n = 1 is obvious. For the first equality, assume it holds for n, then
So via the induction, the first equality holds for all positive integers n.
For the second equality, assume it holds for n, then
So via the induction, the second equality holds for all positive integers n.
Definition 2.7. Let A be a commutative semiring and R be a relation of A.
Lemma 2.8. Let ρ be a congruence on a commutative semiring A. Then ρ + is also a congruence of A, and ρ + ⊃ ρ. Moreover, (ρ + ) + = ρ + .
Proof. Follows easily from the definition.
Definition 2.9. Let ρ be a congruence on a commutative semiring A. We define a radical of ρ by
(a+c, b+c) * n ∈ ρ for some c ∈ A and some positive integer n}.
This can also be defined as follows, as pointed out by an anonymous referee:
* n +(c, c) ∈ ρ for some c ∈ A and some positive integer n}, which follows from the fact that (a + c + 1,
for some e ∈ A). Obviously, ρ ⊂ √ ρ.
I thank the referee for pointing out this fact to me, which help me to simplify the results and proofs about radical and nilpotent congruences in the following Propositions 2.12 and 2.13.
Proposition 2.10. Let ρ be a congruence on a commutative semiring A. Then √ ρ is also a congruence on A. Moreover, (
c, b+c) * n ∈ ρ for some c ∈ A and some positive integer n. So (a+c, b+c) * n * (0, 1) ∈ ρ.
Thus by Lemma 2.4 above, (b + c, a + c)
e, f ∈ A and some positive integers m, n. Then by Lemma 2.4 and Prop.2.6 above,
Then by definition, (a + e, b + e) * m ∈ ρ and (c + f, d + f ) * n ∈ ρ for some e, f ∈ A and some positive integers m, n.
The remainder is to show that
some e ∈ A and some positive integer n. Then by Prop.2.6 above,
some d ∈ A and some positive integer n, i.e., (a + e, b + e) * n ∈ ρ with e = c + d ∈ A, so (a, b) ∈ √ ρ, and so ( √ ρ) + ⊂ √ ρ. Therefore ( √ ρ) + = √ ρ, and the proof is completed.
Definition 2.11. Let A and ρ be as in Def.2.9 above.
(1) If √ ρ = ρ, then ρ is called to be a radical congruence on A.
(2) If √ ρ = ρ + , then ρ is called to be a quasi-radical congruence on A. Proposition 2.12. Let A be a commutative semiring. Let ρ, ρ 1 and ρ 2 be congruences on A.
(
∈ id A for some e ∈ A and some positive integer k.
(5) If ρ is a prime congruence, then √ ρ = ρ + , i.e., ρ is a quasi-radical congruence.
If the prime congruence ρ satisfies ρ = ρ + , then ρ is a radical congruence.
(1) and (2) follow directly from the definitions.
(3) Since ρ ⊂ √ ρ, we only need to show that
. By the binomial expansion in Prop.2.6 above, we get ((a, b) * n + (c, c)) * m = (a, b) * (mn) + (e, e) with e ∈ A, which implies
(4) Follows from the above Prop.2.6 and Lemma 2.4.
(5) Follows from the definition. The proof is completed.
Recall that the semiring A satisfies the additive annihilation law if
. For example, (Z ≥0 , +, ·) satisfies the additive annihilation law. 
, which is the congruence of A generated by the relation R nil (A), and call N c (A) the quasi-nilpotent congruence of A. Obviously,
Now for two relations R and R ′ on a non-empty set S, recall that their product
and the inverse [Ho, pp.14, 15] ). Obviously,
As in [Ho] , for any relation R on S, we denote its transitive closure by R ∞ , which is
It is well known that R ∞ is the smallest transitive relation on S containing R (see [Ho, p.20] ). Also, we denote by R e the equivalence on S generated by R, i.e., the smallest equivalence on S containing [Ho, p.20] ). Moreover, (x, y) ∈ R e ⇔ x = y or for some positive integer n there exists a sequence
Definition 2.14. Let A be a commutative semiring, R be a relation on A, and E be an equivalence relation on A. We define the relations R L = {(ax + y, bx + y) : (a, b) ∈ R, x, y ∈ A}, and
Lemma 2.15. Let A be a commutative semiring, R 1 and R 2 be two relations on A, and E be an equivalence relation on A. We have
if and only if R 1 satisfies the following condition:
L for all positive integer n.
(8) E ♭ is the largest congruence on A contained in E.
Proof. Follow easily from the definitions.
Proposition 2.16. Let R be a relation on a commutative semiring A. Then
e , where R c is the congruence of A generated by R as before. [Ho, p.20] ). By Lemma 2.15 above,
e , by the above discussion, (a, b) ∈ S n for some positive integer n. Since S n = (S n ) L , by Lemma 2.15 above, (ax, bx) ∈ S n and (a + y, b + y) ∈ S n ,
e is a congruence of A containing R. Now let ρ be a congruence of A containing
e , and the proof is completed.
Corollary 2.17. Let R be a relation on a commutative semiring A. Then for a, b ∈ A, (a, b) ∈ R c if and only if a = b or for some positive integer n there exists a
Proof. Follows from the above Prop.2.16 (see [Ho, p.21] ).
Let R and ρ be a relation and a congruence on a commutative semiring A, respec-
is a relation on the quotient semiring
Corollary 2.18. Let R and ρ be a relation and a congruence on a commutative semiring A, respectively. Then
Proof. Follows from the above Cor.2.17.
For a commutative semiring A, recall that E(A) and C(A) denote the set of all equivalences and the set of all congruences on A, respectively. It is known that both (E(A), ⊂, ∧, ∨) and (C(A), ⊂, ∧, ∨) are complete lattices (for lattice, see e.g., [Ho, p.12] 
Similarly, for ρ, σ ∈ C(A), Proposition 2.19. Let ρ and σ be two congruences on a commutative semiring
In other words, for a, b ∈ A, (a, b) ∈ ρ ∨ σ if and only if for some positive integer n there exist elements
Proof. Follows from Prop.2.16 above.
Corollary 2.20. If ρ and σ are two congruences on a commutative semiring
Proof. Follows from Prop.2.19 above.
For example, if A is a semifield and ρ, σ ∈ C(A),
Proposition 2.21. Let A be a commutative semiring. For a, b ∈ A, denote
Then R(a, b) + (as defined in Def.2.7 above) is a congruence on A, and
R(a, b) for some s ∈ A, so (u+s, v+s) = (ax+by+z, bx+ay+z) for some x, y, z ∈ A,
so (u+s, v+s) = (ax+by+z, bx+ay+z) and (v+t, w+t) = (ax
for some x, y, z, x ′ , y ′ , z ′ ∈ A. Then (u+s+t, v+s+t) = (ax+by+z+t, bx+ay+z+t),
and so (u, w) ∈ R(a, b) + . Therefore, R(a, b) + is an equivalence on A. Next, let
The inclusion R(a, b) ⊂ ρ follows from Cor.2.5 above. The remainder can be verified directly, and the proof is completed.
Lemma 2.22. Let A be a commutative semiring and ρ be a congruence on
Proof. By Lemma 2.8 above, ρ + is a congruence on A, and (ρ + ) + = ρ + .
Write t = az 2 + bz 2 , then from (a, b) * (z 1 , z 2 ) ∈ ρ + and (a, b) * (z 2 , z 3 ) ∈ ρ + , we have
(a, b) * (z 3 , z 4 ) ∈ ρ + , we also have (a, b) * (z 1 , z 4 ) ∈ ρ + , and so on. After finite steps, we get (a, b) * (z 1 , z n ) ∈ ρ + , i.e., (a, b) * (c, d) ∈ ρ + . The proof is completed.
Proposition 2.23. Let A be a commutative semiring and ρ be a maximal congruence on A. If ρ = ρ + , then ρ is also a prime congruence.
then we need to show that (a, b) ∈ ρ. To see this, let R = {(c, d)} ∪ ρ, then R is a relation on A and R ρ. So R c ρ, and so R c = A × A because ρ is maximal. In particular, (1, 0) ∈ R c . By Cor.2.17 above, there exists a sequence 1 = z 1 → z 2 → · · · → z n = 0 in which for each i ∈ {1, 2, · · · , n − 1} either
Note that (a, b) * (z i+1 , z i ) = ((a, b) * (z i , z i+1 )) * (0, 1). So the above discussion shows that (a, b) * (z i , z i+1 ) ∈ ρ for all i ∈ {1, 2, · · · , n − 1}. By our assumption, ρ = ρ + .
Hence by Lemma 2.22 above, we get (a, b) * (1, 0) = (a, b) * (z 1 , z n ) ∈ ρ, i.e., (a, b) ∈ ρ.
Therefore, ρ is a prime congruence on A, and the proof is completed.
A question. Is a maximal congruence in a commutative semiring always prime?
As pointed out by an anonymous referee, in [JM1] it is shown that maximal congruences are always prime in an additively idempotent semiring.
Definition 2.24. Let A be a commutative semiring and σ be a congruence on A. We define V co (σ) = {ρ ∈ Spec c (A) : ρ ⊃ σ}.
Theorem 2.25. Let A be a commutative semiring.
(1) If σ 1 and σ 2 are two congruences on A, then
(2) If {σ α } α∈Λ is a family of congruences on A, then ∩ α∈Λ V co (σ α ) = V co (σ), where
c is the congruence on A generated by the set ∪ α∈Λ σ α .
so (bd, bc) ∈ σ 2 , and then (ac + bd, ad + bc) ∈ σ 2 , i.e., (a, b)
, and the equality holds. topology will also be constructed for the congruence algebraic varieties.
Zeros of polynomial congruence equations
Let A and B be two commutative semirings with A ⊂ B. Let A[x 1 , · · · , x n ] be the commutative semiring of polynomials in n variables over A (see [G, p.3] ). Let
n ∈ B} be the affine n−space over B. An element P ∈ B n will be called a point, and if P = (b 1 , · · · , b n ) with b i ∈ B, then the b i will be called the coordinates of P.
Definition 3.1. For the commutative semirings A ⊂ B as above, write S =
. let T ⊂ S × S be a non-empty subset, and let ρ be a congruence on B. Then we define
and call Z ρ (T )(B) the ρ−zero set of T in B n . In particular, if ρ = id B is the identity congruence on B, then Z ρ (T )(B) is the set of solutions (i.e. common zeros) of the system of polynomial equations {f = g (∀ (f, g) ∈ T )} in B n . In the following, we will call {(f, g) ∈ ρ (∀ (f, g) ∈ T )} a system of polynomial ρ−equations. A subset Y of B n will be called an ρ−algebraic variety over A if there exists a non-empty
Remark 3.2. The motivation here comes from algebraic varieties (see [Ha, Chapter 1]). As we know, one of the main problem of algebraic geometry is to solve polynomial equations in rings. Let A and B be two commutative rings with
, the solutions in B n of the system of polynomial equations f α = 0 (α ∈ Λ) is then the set Z(f α ) α∈Λ (B) = {P ∈ B n : f α (P ) = 0 (∀α ∈ Λ)} (see [Ha, p.2] , [K, p.10] ). By using the identity congruence id B on B, this set can be rewritten as Z(f α ) α∈Λ (B) = {P ∈ B n : (f α (P ), 0) ∈ id B (∀α ∈ Λ)}. So it is natural to consider the polynomial questions in semirings, in a sense of congruence, generalizing the identity congruence (i.e. equality), as stated in the above Def.3.1.
Note that, in a ring, the equation f = g can be always changed to be f − g = 0, i.e., the form h = 0. The case for the system of polynomial equations (f α = g α ) α∈Λ is similar. But, this is not true in a semiring, because usually there is no subtraction in a semiring. One can also consider the polynomial congruence equations or other related congruence equations in non-commutative semirings, yet it may be more complicated. Here we only consider the case of commutative semirings. (2) Let T 1 and T 2 be two non-empty subsets of S × S, then
, where T 1 * T 2 is defined as Def.2.3 above.
(3) The intersection of any family of ρ−algebraic varieties is an ρ−algebraic variety.
(1) Obvious.
and (f 2 , g 2 ) ∈ T 2 . So α(P ) = (f 1 (P ), g 1 (P )) * (f 2 (P ), g 2 (P )) = (f 1 (P )f 2 (P ) + g 1 (P )g 2 (P ), f 1 (P )g 2 (P )+f 2 (P )g 1 (P )) = f 2 (P )(f 1 (P ), g 1 (P ))+g 2 (P )(g 1 (P ), f 1 (P )) ∈ ρ, and so P ∈ Z ρ (T 1 * T 2 )(B), which shows that
so ∩Y α is also an ρ−algebraic variety, and the proof is completed. (1) The union of two ρ−algebraic varieties is an ρ−algebraic variety;
(2) The intersection of any family of ρ−algebraic varieties is an ρ−algebraic variety;
(3) The empty set ∅ and B n are ρ−algebraic varieties.
and P / ∈ Y 1 , then there is an element (
On the other hand, for any (f 2 , g 2 ) ∈ T 2 , we have (
e., (f 1 (P ), g 1 (P )) * (f 2 (P ), g 2 (P )) ∈ ρ, which implies that (f 2 (P ), g 2 (P )) ∈ ρ since ρ is a prime congruence, so that P ∈ Y 2 . Therefore
(2) and (3) follow from Lemma 3.3 above, and the proof is completed. For such ρ, a subset of B n is equipped with the subspace topology induced from τ ρ,A . An ρ−algebraic variety X of B n is irreducible if it can not be expressed as the union X = X 1 ∪ X 2 of two proper subsets, each one of which is closed in X.
Definition 3.6. Let A, B, ρ and S be as in Def.3.1 above. For any subset
Obviously, ρ B (Y ) is a congruence on S.
Theorem 3.7. Let A, B, ρ and S = A[x 1 , · · · , x n ] be as in Def.3.1 above.
Proof. (1) and (3) follow easily from the definitions.
(2) T ⊂ ρ B (Z ρ (T )(B)) follows directly from the definition. For the equality, Since
For any (f, g) ∈ T c , by Cor.2.17 above, f = g or for some positive integer n there exists a sequence
, f i (P )) ∈ ρ, which also implies that (f i (P ), f i+1 (P )) ∈ ρ because ρ is a congruence. So for the above sequence, we
so (f 1 (P ), f n (P )), i.e., (f (P ), g(P )) ∈ ρ. This shows that (f (P ), g(P )) ∈ ρ for all
The proof is completed.
Lemma 3.8. Let A, B, ρ and S = A[x 1 , · · · , x n ] be as in Def.3.1 above. For f, g ∈ S, P ∈ B n and positive integer m, we have (f, g) * m (P ) = (f (P ), g(P )) * m ∈ B × B (here we write (f, g)(P ) = (f (P ), g(P ))).
Proof. By Prop.2.6 above,
Next, we will state a version of Nullstellensatz for congruences. For this, we need write some notations. Let A be a commutative semiring and θ be a congruence on
be the commutative semiring of polynomials in n variables over A. For two monomials ax
n and bx
we denote
In general, for two polynomials f = Σa i 1 ···in x
S, we denote f ≡ g (mod θ) if all the corresponding coefficients a i 1 ···in and b i 1 ···in
, then obviously (f (P ), g(P )) ∈ θ for all P ∈ A n , where A n is the affine n−space over A as before.
Now for the semirings A, B, S = A[x 1 , · · · , x n ] and the congruence ρ of B in Def.3.1 above, let σ be a congruence on S, we define
By definition, obviously √ σ ⊂ σ/ρ, and if √ ρ = id is the identity congruence, then σ/ρ = √ σ. In general, it is easy to see that the relation σ/ρ on S satisfies almost all the properties of a congruence except the transitivity, that is, it might not be transitively closed, so it might not be a congruence. Recall that ( σ/ρ) c is the congruence on S generated by the relation σ/ρ.
Proposition 3.9. Let A, B, ρ and S = A[x 1 , · · · , x n ] be as in Def.3.1 above.
Then for any congruence σ on S, we have (
Proof. Since the right-hand side of the inclusion is a congruence, we only
. By definition, (f 1 + h, g 1 + h) * m ∈ σ for some h ∈ S and some positive integer m.
For any P ∈ Z ρ (σ)(B), (f 0 (P ), g 0 (P )) ∈ ρ for all (f 0 , g 0 ) ∈ σ, so in particular,
Then by Lemma 3.8 above, (f 1 (P ) + h(P ), (see, e.g., [BE] , [JM1] ). There are other approaches were taken on this question in the literature (see, e.g. [Gr] , [GG] , [Iz] , [Is] , [MR] ). 
. On the other hand, let W be any closed subset containing Y. 
Theorems 3.7 and 3.10 above,
From the proof of Theorem 3.4(1) above, we have Let ρ be a congruence on B, and T ⊂ S × S be a non-empty subset. Recall that T c is the congruence on S generated by T. Then it is easy to see that both the quotient semirings S/T c and B/ρ are A−semialgebras. Recall that for a subset Y
Theorem 3.12. Let A, B and S = A[x 1 , · · · , x n ] be as in Def.3.1 above.
Let ρ be a congruence on B, and T ⊂ S × S be a non-empty subset. Then there exists an one-to-one map of Z ρ (T )(B)/ρ onto Hom A−alg (S/T c , B/ρ), so the
Proof. By the composition of homomorphisms A ֒→ B → B/ρ (resp. A ֒→ S → S/T c ), B/ρ (resp. S/T c ) becomes a natural A−semialgebra. Define a map
where φ 0 (P ) : S/T c −→ B/ρ is defined as follows:
.e., (f, g) ∈ kerγ P , so T ⊂ kerγ P , and so T c ⊂ kerγ P . Therefore, there is a unique homomorphism of semirings, say φ 0 (P ) : S/T c −→ B/ρ such that φ 0 (P ) • η = γ P , where η : S −→ S/T c is the natural surjective homomorphism.
Moreover, for any a ∈ A and f ∈ S, φ 0 (P )(a · f ) = φ 0 (P )(af ) = γ P (af ) = (af )(P ) = a · f (P ) = a · f (P ) = a · γ P (f ) = a · φ 0 (P )(f ), so φ 0 (P ) is also an A−semimodule homomorphism, hence φ 0 (P ) ∈ Hom A−alg (S/T c , B/ρ). By this way, the map φ 0 is given. Now let P, Q ∈ Z ρ (T )(B) be two points such that φ 0 (P ) = φ 0 (Q), then for any f ∈ S, γ P (f ) = φ 0 (P )(η(f )) = φ 0 (P )(f ) = φ 0 (Q)(f ) = γ Q (f ).
So γ P = γ Q . If we write P = (b 1 , · · · , b n ) and Q = (c 1 , · · · , c n ), then coordinates b i = x i (P ) and c i = x i (Q). So b i = x i (P ) = γ P (x i ) = γ Q (x i ) = x i (Q) = c i , and so P = (b 1 , · · · , b n ) = (c 1 , · · · , c n ) = Q, i.e., P = Q ∈ Z ρ (T )(B)/ρ. Conversely, if P, Q ∈ Z ρ (T )(B) satisfy P = Q ∈ Z ρ (T )(B)/ρ, then obviously, γ P = γ Q , and so φ 0 (P ) = φ 0 (Q). Therefore, φ 0 (P ) = φ 0 (Q) ⇔ P = Q, and so φ 0 induces an injective map φ : Z ρ (T )(B)/ρ −→ Hom A−alg (S/T c , B/ρ), P → φ 0 (P ) (∀ P ∈ Z ρ (T )(B)).
Next, we define a map ψ : Hom A−alg (S/T c , B/ρ) −→ Z ρ (T )(B)/ρ, γ → ψ(γ),
where the point ψ(γ) ∈ Z ρ (T )(B)/ρ is defined as follows:
By composing γ with the natural A−semialgebra homomorphism η : S −→ S/T c , we get an A−semialgebra homomorphism β = γ • η : S −→ B/ρ. For each i = 1, · · · , n write u i = β(x i ) = γ(η(x i )) ∈ B/ρ, so u i = b i for some b i ∈ B. Then we define ψ(γ) = (b 1 , · · · , b n ) ∈ B n /ρ. We need to show that (b 1 , · · · , b n ) ∈ Z ρ (T )(B)/ρ. For this, write P = (b 1 , · · · , b n ) ∈ B n . For any (f, g) ∈ T (⊂ T c ), f = g ∈ S/T c , so β(f ) = γ(η(f )) = γ(f ) = γ(g) = γ(η(g)) = β(g). Note that f = f (x 1 , · · · , x n ), g = g(x 1 , · · · , x n ) and β is an A−semialgebra homomorphism, we have f (β(x 1 ), · · · , β(x n )) = β(f (x 1 , · · · , x n )) = β(f ) = β(g) = β(g(x 1 , · · · , x n )) = g(β(x 1 ), · · · , β(x n )),
i.e., f (b 1 , · · · , b n ) = g(b 1 , · · · , b n ) ∈ B/ρ, which means f (P ) = g(P ), so (f (P ), g(P )) ∈ ρ, which implies that P ∈ Z ρ (T )(B). So the above ψ(γ) = P ∈ Z ρ (T )(B)/ρ. By this way, the map ψ is given.
Now we consider the composition map ψ • φ : Z ρ (T )(B)/ρ −→ Hom A−alg (S/T c , B/ρ) −→ Z ρ (T )(B)/ρ.
For any P ∈ Z ρ (T )(B), by definition, (ψ • φ)(P ) = ψ(φ(P )) = ψ(φ 0 (P )) = (φ 0 (P )(x 1 ), · · · , φ 0 (P )(x n )) = (γ P (x 1 ), · · · , γ P (x n )) = (x 1 (P ), · · · , x n (P )) = P .
So ψ • φ = id is the identity map.
Also for the composition map For any γ ∈ Hom A−alg (S/T c , B/ρ), write ψ(γ) = P for some P = (b 1 , · · · , b n ) ∈ Z ρ (T )(B). Then by definition, ψ(γ) = (γ(x 1 ), · · · , γ(x n )), so γ(x i ) = b i (i = 1, · · · , n). On the other hand, by definition, φ 0 (P )(x i ) = γ P (x i ) = x i (P ) = b i (i = 1, · · · , n). So φ 0 (P )(x i ) = γ(x i ), and hence φ 0 (P ) = γ, i.e., (φ • ψ)(γ) = φ(P ) = φ 0 (P ) = γ, which implies that φ • ψ = id is the identity map. Therefore, both φ and ψ are bijective, so ♯Z ρ (T )(B)/ρ = ♯Hom A−alg (S/T c , B/ρ), and the proof is completed.
Example 3.13.
(1) Let A = (Z ≥0 , +, ·) be the semidomain as before, p be a prime number, and ρ = mod p be the modulo p congruence, i.e., ρ = {(a, b) : a, b ∈ A, a ≡ b (mod p)}. Let S = A[t] be the commutative semiring of polynomials in one variable over A. Take T = {(t, 0)} ⊂ S × S, and let σ = T c be the congruence on S generated by T. By definition, we have easily that Z ρ (σ)(A) = Z ρ (T )(A) = {mp : m ∈ Z ≥0 }, and ( √ ρ) A (Z ρ (σ)(A)) = {(f, g) ∈ S × S : f (0) ≡ g(0) (mod p)}.
So for (f, g) ∈ ( √ ρ) A (Z ρ (σ)(A)), we have f (0) ≡ g(0) (mod p). We may as well assume that g(0) = f (0) + mp for some m ∈ Z ≥0 . Then (f, g) = (tf 1 + f (0), tg 1 + f (0)+mp) for some f 1 , g 1 ∈ S. By Prop.2.21 above, we have (tf 1 +f (0), tg 1 +f (0)) ∈ R(t, 0) ⊂ σ ⊂ √ σ. Note that f = tf 1 + f (0) and g ≡ tg 1 + f (0)(mod p), in other words, f ≡ tf 1 + f (0)(modρ) and g ≡ tg 1 + f (0)(mod ρ), so by definition, (f, g) ∈ ( σ/ρ) c , and so ( √ ρ) A (Z ρ (σ)(A)) ⊂ ( σ/ρ) c . Therefore, by Prop.3.9 above, the equality holds, i.e., ( σ/ρ) c = ( √ ρ) A (Z ρ (σ)(A)).
(2) As discussed in (1) 
