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ABSTRACT
Convolution neural networks have become one of the dominating deep learning models, espe-
cially for computation vision tasks such as image classification and segmentation. Dense convo-
lution filters are inefficient, due to huge amount of full precision multiplications involved in their
computation. Motivated by previous successes on sparse models and binary models, we propose
a Max-Min technique to train sparse and binary convolution neural networks with fixed struc-
tures. As opposed to previous methods, the network structure is consistent during the training
phase, which has potential advantage with respect to power and memory management for hard-
ware implementation. Computation complexity of the proposed techniques is analyzed to compare
with the dense structures, showing significant reduction on the number of floating point oper-
ations (FLOPs). Specific techniques, including training tricks and structural augmentation, are
discussed to facilitate fast and correct convergence, and to alleviate potential accuracy degrada-
tion introduced by these accelerating techniques. The proposed techniques are applied on several
most successful architectures to obtain their sparse and binary versions, including AlexNet for
both techniques, VGGNet, Inception-v3, and ResNet for sparsification. Extensive experiments
on benchmark datasets (MNIST and CIFAR10) are conducted, demonstrating the effectiveness of
the proposed techniques empirically with comparable prediction performance between the original
dense models and their sparse or binary versions.
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1. INTRODUCTION
Recent advancement in deep learning, thanks to much more accessible and powerful computing
resources, has considerably promoted the development of several real-world applications, includ-
ing computer vision, speech recognition, natural language processing, and biomedical data anal-
ysis. Among the state-of-the-art deep model architectures, convolution neural networks (CNNs)
have had enormous successes in various applications, especially in computer vision tasks, such as
image classification and segmentation. Recent development of computer vision almost synchro-
nizes the evolution of CNNs, with many successful architectures proposed in the literature, such
as AlexNet [1], VGGNet [2], Inception-v3 [3] and ResNet [4, 5] to name a few. However, the
most effective models consist of tens to thousands of convolution layers, and training these mod-
els is computationally expensive, demanding prohibitive computing resources, which can be up to
thousands of GPUs or TPUs. These advanced devices are still costly and power-consuming, not
accessible to general users, and not suitable for mobile or embedded devices with tight resource
constraints. Moreover, even inference using huge models may pose stringent requirements on these
portable devices, regarding energy consumption and computation speed. Therefore, to further ex-
pand the territory of deep learning applications, it is critical to implement efficient architectures
with high prediction performance and reduced computation complexity.
Several software and hardware speed-up solutions have been proposed recently to reduce model
size and computation complexity, and two most popular techniques makes models sparse or quan-
tized [6–19]. As shown in Fig. 1.1, generic CNNs use full-precision kernel weights with dense
structure. Since each kernel convolution constitutes a huge amount of real-value multiplications,
training and inference with these models can be very inefficient. On the other hand, sparse CNNs
only use a certain portion of kernel weights, and thus have the potential to reduce the number
of multiplications significantly. Binary CNNs adopt binary values of weights, wherein real-value
multiplications are eliminated and only additions are necessary for convolution operations.
To improve computation efficiency, sparse models only have a certain portion of model weights
1
(a) (b)
Figure 1.1: Comparison between dense, sparse and binary CNNs. (a) Generic convolution neural
networks (the gray part is convolution kernel); (b) Illustration of dense, sparse and binary convo-
lution operation.
as nonzero values, leaving the remaining part vanishing [6–11]. This way, the computation com-
plexity of convolution can be reduced sharply, as only multiplication and addition with nonzero
values are required. The underlying principle is that the original model might be redundant, and
some weights are therefore unnecessary and can be eliminated by setting to zero. Two methods are
widely adopted to achieve sparse models, namely regularization and approximation. Regulariza-
tion penalties models directly for its non-vanishing parameters, where penalty terms are included
in the objective value, which is optimized and is typically the loss function. ℓ1 regularization and
its variants are the most popular methods. Regularization attains sparse models through training,
and is beneficial for complex models to avoid overfitting problem. However, the resulting struc-
ture is not predictable, as it is not clear at the beginning which part of the model weights will
ultimately vanish, and different input data might result in completely different sparse structures.
This problem is more serious for deep neural networks, which typically comprise massive param-
eters and lack interpretability. Approximation method, on the other hand, involves approximating
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(a) (b)
Figure 1.2: Example contour plots showing the optimal solutions for dense, sparse and binary
models. These contour plots shows the optimal sparse solution (a) or the optimal binary solution
(b) can locate far away from the optimal dense solution. Optimal solutions in the total space are
marked as white star, while those in the subspaces are marked as white triangle. The bold solid
lines in (a) are the two axes, and the bold dashed lines in (b) are the two lines y = ±x.
the convolution results of complex models through sparse matrices, where sparse approximation
theory usually plays key role, such as low-rank expansion and sparse decomposition. As an exam-
ple, in [8], sparse model is obtained after training the original complex model, and fine-tuning is
necessary after initial sparsification.
As another accelerating technique, binarization converts model parameters or even input data
into binary values, replacing multiplication of real numbers with addition or even bitwise opera-
tions [12–19]. Typical training strategies for binary models are inspired by binary approximation of
matrix with minimum quantization error, and binary are commonly accompanied by sparse. How-
ever, binary models suffer from significant performance reduction, and high inference accuracy
demands specific strategy with excess computation complexity. As an example, [18] proposes one
technique where a set of binary convolution filters are stochastically generated with untrainable
weights, followed by full precision linear layer with trainable weights. Although less parameters
are necessary to update in the training phase, more channels are requisite for high accuracy, and
the computation is still complex with dense addition for binary convolution.
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Both existing sparsification and binarization techniques make implicit assumptions to some
extent that the optimal solution of sparse or binary models locates nearby the optimal solution of
the original dense models in the solution space, as the training strategies proposed are usually in-
spired by approximation with minimum error. This methodology can be suspicious, as the solution
manifold might be complicated and delicate, making optimal models with different characteris-
tics potentially far away (examples are shown in Fig. 1.2), and thus require different strategies for
training. Also, it is still unclear if performance reduction for sparse or binary models is due to their
approximating nature, or comes from the algorithms finding the approximate models.
Research on discriminative fast approximation methods with specified model structures can
be beneficial to partly answer the above two questions. With a specified model structure during
the training phase, we are restricted in a subspace of such sparse or binary models with the given
structure when searching for the optimal solution, without considering the optimal solution for
the original dense model. Also, searching for the optimal solution in a specific subspace for each
compression method reduces bias for comparison between different methods. In order to do this,
we propose a new technique to train sparse and binary sparse models, where the model has the
same specified structure during training as the final model used for inference.
The thesis is organized as follows. In Chapter 2, we will discuss a discriminative sparsifica-
tion algorithm to implement convolution neural networks with only two weights in each kernel,
as opposed to k × k that is commonly used. With training techniques detailed, computation com-
plexity in terms of the number of floating point operations (FLOPs) and model size is analyzed,
which demonstrates efficiency improvement of the sparse model as opposed to their dense ver-
sion. Specific initialization scheme is proposed, which is important for correct convergence of
training the sparse models. Experimental results on datasets of MNIST [20] and CIFAR10 [21]
are provided to verify the effectiveness of the proposed technique, where sparse versions of several
architectures are compared with their dense counterparts, including AlexNet, VGGNet, Inception-
v3 and ResNet. Chapter 3 discusses discriminative binarization algorithm, which is extended from
the sparsification algorithm to reduce the number of multiplications further. Two methods are
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proposed to obtain binary sparse models, and structural augmentation technique is employed to re-
duce accuracy degradation. Experimental results of applying the technique to AlexNet on datasets
MNIST and CIFAR10 show the effectiveness of the proposed technique. Future works are dis-
cussed in Chapter 4, including sparsification technique of fully-connected layers, transfer learning
with sparse models, and hardware implementations for the proposed technique.
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2. DISCRIMINATIVE SPARSIFICATION
In this chapter, we will discuss a training technique to obtain sparse convolution neural net-
works with fixed structures, where the number of weights in each k × k convolution kernel is
restricted to 2 instead of k × k. The sparse structure is fixed during training step, which has the
potential advantage for power and memory management in hardware implementation. In this pro-
posed technique, nonzero elements in each kernel are determined with specific principles, which
will be discussed before the detailed description of the algorithm. To show the efficiency of im-
provement provided by the proposed technique, computational complexity of sparse models is
compared with their original dense versions. For correct and fast convergence of training deep
neural networks, initialization is critical, and the specific initialization scheme is analyzed for the
sparse models. The effectiveness of the proposed technique is verified empirically by extensive ex-
periments on two commonly adopted benchmark testbeds, MNIST [20] and CIFAR10 [21], where
the proposed technique is applied to several most successful deep models, including AlexNet [1],
VGGNet [2], Inception-v3 [3], and ResNet [4, 5].
2.1 Sparse Convolution Neural Networks
Convolution neural networks involve massive weight parameters, especially for deep models
with tens to thousands of convolution layers. Complicated convolutions make deep models pow-
erful on extracting informative feature representations, at the expense of enormous computation
complexity, together with the potential overfitting problem. On the other hand, it is not conclusive
if all the parameters are indispensable, especially when we take into account that various sparse
models are proposed in the literature [6–11] for model compression and computation speedup,
in order to enhance training and inference efficiency. Previous methods by sparsification can be
roughly categorized as regularization or approximation. Regularization techniques take advantage
of the sparsity of parameters optimized with structural regularization, such as ℓ1 regularization and
its variants, to make most parameters in the model vanish. Approximation techniques leverage
6
Figure 2.1: LBP viewed as convolution neural network and evolved to LBCNN. [18]
sparse approximation theory, featuring an extensive use of low-rank expansion and sparse decom-
position methods. However, if it can be safely assumed a priori that some sparse structure is valid
for the classification task, it is natural to ask whether we can restrict the model with that fixed
structure, making the model to possess consistent sparsity during the training phase. In the follow-
ing sections, we will try to answer this and propose one training technique for models with fixed
sparse structure. Some theoretic analysis of the initialization scheme will be also provided, which
is important for correct and fast convergence during training.
2.2 Algorithm Details
As mentioned in the previous section, we want to specify the structure of the final sparse
model before training. This basic idea is inspired by the local binary convolution neural net-
7
Figure 2.2: Generalize LBCNN by the kernel-wise Max-Min technique.
work (LBCNN) [18]. As illustrated in Fig. 2.1, the authors observed the similarity between the
traditional local binary pattern (LBP) operator and the standard convolution operator, and further
demonstrated that it is possible to recover the LBP operation through eight 2-sparse binary convo-
lution filters followed by linear connected layers. The authors replaced the standard convolution
layers with a bunch of fixed binary convolution layers, and fed their outputs to linear connected
layers. Weights in the binary convolution layers only take values from−1, 0,+1 and are generated
stochastically before training, while the linear connected layers employ trainable full precision pa-
rameters. The authors validated that the prediction performance degradation of LBCNN is small
considering the significantly reduced computation. However, it is a little arbitrary to stochasti-
cally generate the fixed binary convolution layers in LBCNN as it has the risk of ignoring the
data characteristics when training the deep networks. Different data might require different binary
convolution filters, while tuning on different candidate filters is almost impossible in the frame-
work of LBCNN. Using specific binary convolution layers, even though generated stochastically,
will inevitably introduce prior informantion arbitrarily specified, resulting in potential bias with
degenerated prediction performance. Motivated by that, for our “discriminative” sparsification, we
expect to determine the nonzero kernel weights through training, where data help determine the
contributing kernel elements and their corresponding weights.
In order to do this, we notice that for 2-sparse binary filters, where kernel weights only take
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values from {+1, 0,−1}, the only two nonzero elements are the maximum and minimum in the
kernel. Enlightened by this observation, as shown in Fig. 2.2, we propose a new training strategy,
where all kernel elements are replaced by zero, except the maximum and minimum, which remain
intact. However, the non-extremal elements cannot be discarded, because we would like to have
the flexibility to learn the positions of final nonzero elements through training so that the final
2-sparse binary filters can better capture data characteristics than the existing LBCNN does. For
that, we use sparse kernels only for forward and backward propagation, and dense kernels are
recovered during parameter updates. This is the same strategy that has been adopted for training
binary filters [12]. Since only extremal elements contribute to the final results, during each step of
parameter updates, only the original extremal elements are modified. These parameters may retain
or lose their extremal status afterwards. When the training is finished, the optimal model will need
only two parameters for each convolution kernel instead of k × k as in standard CNNs so that we
achieve the reduced deep models. We will call this training strategy the Max-Min technique with its
pseudo-code provided in Algorithm 1. The obtained sparse CNN will be called kernel-wise sparse
CNN, since the extremal elements (maximum and minimum) are determined for each kernel or
along the kernel dimension.
2.3 Computation Complexity Analysis
Convolution neural networks typically involve enormous computation complexity, as each ker-
nel needs to do convolution with multiple local regions from inputs of the corresponding layer.
For comparison of different models, the number of parameters is a specification of model size, and
the number of full-precision multiplications (FLOPs) is widely adopted to characterize computa-
tion complexity. As an example, VGG19 employs 16 convolution layers and 3 fully-connected
layers. The whole model contains 143.6 million learnable parameters, with 20 million for con-
volution layers and 123.6 million for fully-connected layers. Although the number of parameters
in fully-connected layers dominates in VGG19, the trend is reversed when investigating the num-
ber of FLOPs. For inference on one image of size 224 × 224, for example, from the ImageNet
dataset [22], 19.5 billion FLOPs are required for convolution and 123.6 million FLOPs for fully-
9
Algorithm 1 SGD training of kernel-wise sparse CNN with Max-Min technique. C is the cost
function for minibatch and the function sparse(w) retains only the maximal and minimal elements
along kernel dimensions while setting all others to zero. L is the number of layers.
Require: a minibatch of (inputs, targets), previous parameters wt−1 (weights) and bt−1 (biases),
and learning rate η.
Ensure: updated parameters wt and bt.
1. Forward propagation:
wspt−1 ← sparse(wt−1)




Initialize output layer’s activation gradient ∂L
∂hL













wt ← wt−1 − η ∂L∂wspt−1
bt ← bt−1 − η ∂L∂bt−1
connected matrix multiplication, from which we can see the significance of making convolution
layers sparse with respect to model reduction.
With the proposed technique, at each step of inference, there are only 2 multiplication for each
kernel, instead of k × k, so the reduction in FLOPs is around 1
2
k2. The training phase can benefit
more from it, since during forward and backward propagation, only two parameters in each kernel
are involved in the computation and need to be updated at each step, and calculation of gradients
with respect to other parameters can be saved. As an example, for sparse version of VGG19,
there are 4.46 million parameters in convolution layers and 4.4 billion FLOPs will be required
for inference since all convolution layers have the same kernel size 3 × 3. The total number of
FLOPs for inference is reduced from 19.65 billion to 4.5 billion. Detailed comparison for other
deep architectures will be presented in a latter section.
2.4 Initialization
Initialization is important for correct and fast convergence of training deep models, which
has been well studied in the existing literature [23–30]. The basic conclusion is that parameters
10
need to be carefully initialized on the critical line, which separates the chaotic and ordered phases
considering network training dynamics. Only in this case the model is trainable without gradient
vanishing or exploding issues [26]. For standard CNNs, the relationship between variances of











where y(l) is the input of the activation function at the l-th layer; W(l) denotes kernel weight ma-
trix; and nl is the number of filters. Non-vanishing and non-exploding gradients for convergence
are typically guaranteed by avoiding reducing or magnifying the magnitudes of input signals ex-





ij ] = 1. (2.2)
For the proposed Max-Min sparsification technique, the sparse weights only contain the two
extremal elements in each kernel. For the k2 i.i.d. random variables in W where each follows
the same cumulative distribution function (CDF) F (w), the joint distribution of the minimum and
maximum elements is determined by the CDF as
Ψ(x, y) ≡ P (wmin ≤ x,wmax ≤ y)
= P (wmax ≤ y)− P (wmin > x,wmax ≤ y)
= F k
2
(y)− {relu(F (y)− F (x))}k2
(2.3)
where relu is the rectified linear unit function defined as
relu(x) = max(0, x) (2.4)
Each element has a probability of 1/k2 to be the maximum or minimum element, so the m-th
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2−1(x) + (1− F (x))k2−1]dF (x)
(2.5)
With the common assumption of Gaussian weight distribution with zero mean for the standard




[xm + (−x)m]F k2−1(x)dF (x) (2.6)
From the above derivation we can see that the variance of sparse weights W̃(l)ij is given by
Var[W̃
(l)
ij ] = Var[W
(l)





where k is the kernel size, Φ(x) is the cumulative distribution function of the standard Gaussian









2−1(x)dΦ(x) = 1 (2.8)
For kernel size k = 3, the scaling factor is 0.569. Experiments show that this scaling for initializa-
tion is important for fast and correct convergence.
2.5 Experiments
To verify the proposed technique, we apply it to several most successful deep models, including
AlexNet, VGGNet, Inception-v3, and ResNet. For 1×1 convolution layers employed in Inception-
v3 and ResNet50, there is only one element in each kernel, thus sparsification is not necessary. For
models using He initialization, including VGGNet, Inception-v3, and ResNet, the correct scaling
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factor is taken into account during initialization, while for AlexNet, no special initialization scheme
is adopted as usual.
Model size and computation complexity for each model is compared with its sparse version
in Table 2.1, where computation complexity is for inference on one sample of size 224 × 224, as
described previously.
















Table 2.1: Comparison of model size and computation complexity.
The performance of the proposed technique is evaluated on MNIST and CIFAR10, whose
example images are illustrated in Fig. 2.3. MNIST is a benchmark for handwritten digit number
recognition and CIFAR10 is for object classification. Test accuracy for different models on both
datasets is summarized in Table 2.2, where we can see that the proposed technique is effective
for different deep architectures, since the performance of our sparse model is comparable to the
dense model for each of the four different architectures. The plot of training and test accuracy for
both dense and sparse models are illustrated in Fig. 2.4 and Fig. 2.5 for MNIST and CIFAR10,
respectively. It can be seen that in each plot, the test accuracy of the sparse model converges to a
similar value as its dense version does.
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Figure 2.3: Example images from the datasets MNIST and CIFAR10. MNIST is from [20]. CI-
FAR10 is from [21].


















Table 2.2: Prediction performance comparison on MNIST and CIFAR10.
2.6 Discussion and Summary
Sparsification is one common technique to reduce model size and save computation complexity,
and searching optimal solution for sparse models with fixed structure. In this chapter, we propose
a Max-Min technique to train sparse convolution neural networks. The sparse models obtained
with our technique have fixed structures, which have the potential advantage of power and mem-
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ory management for hardware implementation. Detailed algorithm for training with the proposed
technique is described, together with specific techniques employed in the algorithm. Initialization
scheme for the proposed Max-Min technique is discussed, which is important for
Detailed algorithm is described, together with specific techniques and initialization scheme,
which is important for correct and fast convergence during the network training phase. Analysis
of computation complexity shows significant improvement of model efficiency resulted from our
sparse models over the dense versions, especially in terms of FLOPs. Extensive experiments on
several most successful deep models with two benchmark datasets, MNIST and CIFAR10, demon-
strate comparable prediction performance from the sparse models with significant computation
reduction compared to dense models, which verifies the effectiveness of the proposed technique
for different deep architectures.
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(a) AlexNet (b) VGG19
(c) ResNet18 (d) ResNet50
(e) Inception-v3
Figure 2.4: Accuracy of dense and sparse models on MNIST.
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(a) AlexNet (b) VGG19
(c) ResNet18 (d) ResNet50
(e) Inception-v3
Figure 2.5: Accuracy of dense and sparse models on CIFAR10.
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3. DISCRIMINATIVE BINARIZATION
Sparsification can reduce model size and computation complexity, as the number of real-value
parameters in convolution kernel is reduced. However, extensive full-precision multiplications are
still involved, limiting the compression ratio of sparse models. In this chapter, we will further ex-
tend the previous technique to train binary sparse models, where multiplication is replaced by addi-
tion in convolution filters, and thus reduce model size and computation complexity to more extent.
To determine these binary sparse weights, two methods with detailed algorithms are discusses. For
correct and fast convergence of training, specific initialization schemes for the binary convolution
filter are described. Experiments show significant accuracy reduction due to binarization, which
partly answer the question about which model compression technique between sparsification and
binarization is more harmful to performance. To alleviate the performance degradation, we adapt
the technique proposed in local binary convolution neural networks (LBCNN) [18], where a wider
internal layer is inserted to enhance representation capability of binary models. In order to further
reduce computation complexity of LBCNN, a new technique, called channel-wise Max-Min spar-
sification, is introduced to reduce the number of parameters and floating-point operations (FLOPs)
for 1× 1 convolution filters, where the kernel-wise sparsification becomes ineffective. At last, for
comprehensive comparison between different models including dense, sparse, and binary sparse
versions, computation complexity is estimated for each of them. Experiments on CIFAR10 with
different techniques applied on AlexNet are conducted for performance comparison, which shows
the effectiveness of the proposed methods of training binary sparse and channel-wise sparse mod-
els.
3.1 Binary Convolution Neural Networks
Sparse models reduce the computation complexity through vanishing a certain portion of weights
in convolution filters. However, they still require real number multiplications for convolution,
which is slow and energy consuming. On the contrary, binary models have convolution filters
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with binary weights, where nonzero elements only take values from {+1,−1}. This will reduce
the computation complexity considerably, as only summation (floating-point addition) is needed
for convolution. During the network training phase, binary weights are usually generated by tak-
ing the sign of full precision weights [12]. Although efficient, binary CNNs are prone to severe
prediction accuracy degradation, especially for large datasets such as ImageNet. Various tech-
niques have been proposed to tackle this problem. The authors in [14] introduced a scale factor
for minimizing quantization error and proposed special training techniques for binary convolu-
tion layers. In [15] and [16], multi-bit convolution was developed to alleviate information loss
introduced by aggressive quantization. The authors in [15] made the observation that quantiza-
tion of the first and last layers will lead to significant accuracy reduction. Replacing ReLU with
PReLU as the activation function with low learning rate for stable training has shown improved
prediction performance, and a new regularization is proposed specifically for binary convolution
networks [17]. [19] adopts multiple binary weight bases and multiple binary activations to alle-
viate the accuracy degradation. [18] makes analogy between binary convolution and local binary
pattern method, and replaces standard convolution with local binary convolution, where binary
convolution filters, which are generated stochastically and not trainable, are followed by linear
fully connected layers with trainable full precision weights. Both the last two techniques achieve
comparable accuracy as standard CNNs.
As we have successfully trained sparse models with only two parameters in each kernel and
slight accuracy degradation, it is a natural question to ask whether we can take one further step to
use only one full precision parameter, and thus only employ addition in each convolution filter. In
the following section, we will introduce two methods for training binary sparse models, where the
structure of the binary sparse models is fixed as before, and positions of nonzero elements in the
binary kernels are determined during training. The two methods for training binary sparse models
are illustrated in Fig. 3.1, together with the method for training sparse model introduced in the pre-
vious chapter. We will also apply the technique proposed in [18] to alleviate accuracy degradation,
where a wider internal layer is inserted without introducing more full-precision multiplications.
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(a) Sparse (b) Heuristic binary (c) Approximation binary
Figure 3.1: Comparison between the methods to get sparse and binary kernels. (a) is for sparse,
(b) and (c) are for binary. The latter two will be discussed in the following two sections.
However, our binary filters are not generated stochastically, but trainable using data.
3.2 Heuristic Method
In order to achieve binary operation, one heuristic method is to assume a priori that each binary
convolution kernel is composed of one +1 and one−1, with all other elements vanishing. Denoting
the maximum and minimum elements in a given kernel W as Wmax and Wmin, we replace these
two elements with (Wmax −Wmin) and (Wmin −Wmax), respectively. The remaining part is the
same as previous Max-Min technique for sparse models. With this strategy, effectively each kernel
only needs one full precision parameter for forward and backward propagation. This heuristic
method is summarized in Algorithm 2.
Initialization of this model is a little different, as the variance of the new binary kernel weights





max) as the only two nonzero elements by α(l)B̃(l), where α(l) = W
(l)
max −W (l)min, B̃(l) is a binary
kernel with one +1 and one −1.
Based on the same result for the distribution of the two extremal elements derived in the previ-
ous chapter,
Ψ(x, y) = F k
2
(y)− {relu(F (y)− F (x))}k2 (3.1)
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Algorithm 2 SGD training of binary sparse CNNs with heuristic Max-Min technique. C is the
cost function for minibatch and the function binarysparse(w) replaces the maximal and minimal
elements along kernel dimensions by +1 and −1, respectively, while sets all others zero. ∆ is
the difference between maximum and minimum. L is the number of layers. This algorithm is
illustrated as the case of one kernel, but generalization to multiple kernels is straightforward.
Require: a minibatch of (inputs, targets), previous parameters wt−1 (weights) and bt−1 (biases),
and learning rate η.
Ensure: updated parameters wt and bt.
1. Forward propagation:
wbnspt−1 ← ∆ · binarysparse(wt−1)




Initialize output layer’s activations gradient ∂L
∂hL













wt ← wt−1 − η ∂L∂∆ · binarysparse(wt−1)
bt ← bt−1 − η ∂L∂bt−1

















(k2 − 1)|x− y|m|F (x)− F (y)|k2−2dF (x)dF (y)
(3.2)
while for odd m it is zero. With the same assumption of Gaussian random weights as before, the
variance of the scaled binary weights is given by
Var[α(l)B̃
(l)
ij ] = Var[W
(l)
ij ] · (k2 − 1)
¨
(x,y)∈R2
|x− y|2|Φ(x)− Φ(y)|k2−2dΦ(x)dΦ(y) (3.3)
where k is the kernel size, Φ(x) is the cumulative distribution function of the standard Gaussian







ij ] · (k2 − 1)
¨
(x,y)∈R2
|x− y|2|Φ(x)− Φ(y)|k2−2dΦ(x)dΦ(y) = 1 (3.4)
For kernel size k = 3, the scaling factor is 2.105. Experiments show that this scaling for initializa-
tion is important for fast and correct convergence.
3.3 Approximation Method
A priori assumption of binary filter is heuristic, as it is not guaranteed that each sparse filter in
the optimal model contains both positive and negative weights, and it is possible that some filters in
the optimal binary 2-sparse model is composed of nonzero weights with the same sign. To take into
account this situation, we consider to use optimal binary approximation of the sparse convolution,
where the binary kernel B̃∗ and scale factor α∗ are given by [14]










, because there are only two non-vanishing elements in each sparse kernel. However,
this scale factor can be absorbed into the training parameters, and this extra multiplication is not
necessary. This approximation method is summarized in Algorithm 3.


















[(y − x)m + (x− y)m](k2 − 1)(F (y)− F (x))k2−2dF (x)dF (y)
(3.6)
while for odd m it is zero.
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Algorithm 3 SGD training of binary sparse CNNs with approximation Max-Min technique. C
is the cost function for minibatch and the function binarysparse(w) replaces the maximal and
minimal elements along kernel dimensions by their signs, while sets all others zero. α is the sum
of the absolute value of maximum and minimum. L is the number of layers. This algorithm is
illustrated as the case of one kernel, but generalization to multiple kernels is straightforward.
Require: a minibatch of (inputs, targets), previous parameters wt−1 (weights) and bt−1 (biases),
and learning rate η.
Ensure: updated parameters wt and bt.
1. Forward propagation:
wbnspt−1 ← α · binarysparse(wt−1)




Initialize output layer’s activations gradient ∂L
∂hL













wt ← wt−1 − η ∂L∂α · binarysparse(wt−1)
bt ← bt−1 − η ∂L∂bt−1










































(k2 − 1)(|x|+ |y|)m|F (x)− F (y)|k2−2dF (x)dF (y)
(3.7)
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The variance of the optimal scaled binary weights is given by
Var[α∗(l)B̃
∗(l)




















(|x|+ |y|)2|Φ(x)− Φ(y)|k2−2dΦ(x)dΦ(y) = 1 (3.9)
For kernel size k = 3, the scaling factor is 0.527. Experiments show that this scaling for initializa-
tion is important for fast and correct convergence.
3.4 Insertion of Wider Internal Layers
The above methods can be applied to train binary sparse convolution neural networks. How-
ever, as shown in Fig. 3.2, experiments show significant accuracy degradation for both methods,
meaning that too much information is lost during binarization. Also, there is some strange behavior
of the approximation method, making its performance worse than the other method. The undesired
behavior might be due to the information loss on the gradient, as we have not taken into account
the gradient of sign and absolute value function.
To solve the problem of performance degradation, we employ the method proposed in [18],
where wider internal filters are introduced, to enhance the representation capacity of the convolu-
tion filter. Wider internal filters can be viewed as introducing more quantization bits, which has the
potential to improve the prediction accuracy with such enhanced representations, in addition to the
full-precision values used in the following 1×1 convolution filters. The original input is processed
by the binary sparse convolution layer we proposed, and then by full-precision 1 × 1 convolution
layer. For simplicity, we will call this method local binary sparse convolution, to differ it from the
dense local binary convolution in the original paper. We use the same number of channels (256)
inside the internal layer as in [18] for AlexNet. The accuracy plots in Fig. 3.3 demonstrate that this
technique facilitates the recovering of accuracy. Fig. 3.4 compares the effect of this technique on
24
Figure 3.2: Accuracy degradation of binary sparse AlexNet on CIFAR10.
binary sparse models using heuristic and approximation methods, where we find the approximation
method becomes useful, and the two methods show little difference.
3.5 Channel-wise Sparse CNN
Insertion of wide internal layers is beneficial for accuracy recovering, as we have already dis-
cussed. However, dense convolution layer is still involved, and we can not use previous Max-Min
technique to make it sparse. Actually, since each kernel have size 1×1, kernel-wise Max-Min spar-
sification is inapplicable. On the other hand, for accuracy recovering, we employed a large number
of redundant filters. Therefore, to reduce the computation complexity further, we can make the
convolution layer sparse along the input channel dimension, using similar method to train sparse
model as we discussed in previous chapter. This is called channel-wise Max-Min technique, as il-
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(a) Accuracy of local binary sparse AlexNet on CIFAR10 using heuristic method.
(b) Accuracy of local binary sparse AlexNet on CIFAR10 using approximation method.
Figure 3.3: Accuracy recovering by insertion of wide internal layers.
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Figure 3.4: Accuracy comparison of local binary sparse AlexNet on CIFAR10 using heuristic and
approximation methods.
lustrated in Fig. 3.5. The algorithm is essentially the same as Algorithm 1, except the weight tensor
is made sparse along the dimension corresponding to input channel, instead of the two dimensions
of kernel.
Fig. 3.6 shows the performance of the proposed channel-wise sparse local binary sparse AlexNet
on CIFAR10. As can be seen, using a internal layer of size 256 as dense version will make the per-
formance reduce. However, as we only use two instead of 256 elements, we can increase it to larger
value (2048 as an example), without introducing significant computation. The analysis and com-
parison of computation complexity for different sparse and binary sparse version will be shown in
the next section. Table 3.1 summarizes the performance of different techniques mentioned before.
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Figure 3.5: Kernel-wise vs Channel-wise Max-Min and Channel-wise LBCNN.




binary sparse (heuristic) 86.83
binary sparse (approximation) 79.69
local binary sparse (heuristic) 88.61
local binary sparse (approximation) 88.35
channel sparse local binary sparse (256) 87.14
channel sparse local binary sparse (512) 87.55
channel sparse local binary sparse (1024) 88.22
channel sparse local binary sparse (2048) 88.60
Table 3.1: Comparison of performance on CIFAR10.
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Figure 3.6: Accuracy comparison of different local binary sparse AlexNet on CIFAR10 using
heuristic method.
3.6 Computation Complexity Analysis
Computation complexity of local binary CNNs is dominated by the full-precision multiplica-
tions in the 1 × 1 convolution layers. As summarized in Table 3.2, making the channel sparse
reduces computation complexity considerably. Increasing the width of the added internal layers
has little impact. Although increasing the channel number to 2048 will inflate the number of ad-
ditions in binary convolution layers by 8, the final number of parameters is still the same as dense
local binary convolution networks proposed in [18] because we are using binary sparse convo-
lution here. On the other hand, the number of multiplications (FLOPs in 3.2) shrinks by 3 with
channel-wise sparsification, from 183M in local binary CNNs (both dense and sparse) to around
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65M in channel sparse local binary CNNs.




binary sparse 58.9M 114M
local binary (256) 58.9M 183M
channel sparse local binary sparse (256) 58.6M 60.7M
channel sparse local binary sparse (512) 58.6M 61.3M
channel sparse local binary sparse (1024) 58.6M 62.5M
channel sparse local binary sparse (2048) 58.6M 64.8M
Table 3.2: Comparison of model size and computation complexity.
3.7 Summary
In this chapter, we extend the Max-Min technique for training sparse models to deriving bi-
nary sparse models. Two algorithms are introduced, namely heuristic and approximation methods,
together with corresponding initialization schemes. Experiments show that binarization has more
harmful impact on the model prediction performance. A wider internal layer is inserted to alle-
viate the degradation of prediction accuracy. In addition, channel-wise Max-Min sparsification
technique is proposed to further reduce the computation complexity without adverse effect on
prediction performance. Experiments with AlexNet on CIFAR10 verifies the effectiveness of the
proposed techniques.
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4. SUMMARY AND FUTURE WORK
In this thesis, we propose two model compression techniques with training algorithms to reduce
model size and computation complexity of convolution neural networks. The proposed Max-Min
technique is an effective method to train sparse models with fixed convolution kernel structures.
The accuracy of sparse models derived by the Max-Min training technique is comparable with
that of corresponding dense deep models. Applied to binarization, on the other hand, requires
inserting more internal filters to maintain the prediction performance after model reduction. The
channel-wise Max-Min sparsification is proposed to further reduce the computation complexity,
combined with binarization. Two methods are introduced to determine binary weights, namely
heuristic and approximation methods, which show similar performance with more internal filters
inserted. Detailed algorithms and specific training techniques, together with initialization schemes
are illustrated. Computation complexity of dense, sparse and binary sparse models are analyzed
and compared.
Applying these techniques to various deep models, experiments on different datasets, including
MNIST and CIFAR10, show the effectiveness of both methods. Comparing Max-Min sparsifica-
tion and binarization, the performance degradation from binarization that we empirically observe
in our experiments indicates that binarization is more harmful than sparsification regarding predic-
tion accuracy.
There are several interesting problems that remain unsolved, from both software and hardware
aspects. More effort can be made on these problems in the future. These include the following.
1) We only talk about sparsification and binarizaiton of convolution layers. Although compu-
tation complexity is mainly determined by convolution layers, model size might be dominated by
fully-connected layers. Applying the proposed Max-Min technique on such layers will also be ben-
eficial, especially for those models where the model size is dominated by the last fully-connected
layers, such as AlexNet and VGGNets. One candidate method is to apply it along the input feature
dimension.
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2) After training, we only need the nonzero parameters to shrink the model size. However, if
we want to use the trained sparse models for transfer learning, we should start from a dense model
to do Max-Min training on new data. It might be better for this dense model to be as close to the
last dense model during training as possible. Improper initialization might make the corresponding
transfer learning slow and incorrect. Therefore, correct initial model restoring for transfer learning
is an important issue to tackle.
3) During the training phase, we only use two parameters for forward and backward propa-
gation, but we need to store all parameters during parameter updating. To reduce the memory
requirement and thus improve training speed, hardware implementation should be designed specif-
ically. As an example, we may store the redundant parameters in the disk, and read and write them
only when we need to update parameters. This will potentially make the I/O speed for reading and
writing to become the bottleneck of deep network training.
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