Let M be the space of finite measures on a Polish space, and let G be the Gamma distribution on M with shape ν ∈ M. Let ∇ ext be the extrinsic derivative with tangent space T M = ∪ η∈M L 2 (η), and let A : T M → T M be measurable such that A η is a positive definite linear operator on L 2 (η) for every η ∈ M. Moreover, for a measurable function V on M, let dG V = e V dG . We investigate the Poincaré, weak Poincaré and super Poincaré inequalities for the Dirichlet form
Introduction
Let M be the class of finite measures on a Polish space E, which is again a Polish space under the weak topology. Let ν ∈ M with ν(E) > 0. The Gamma distribution G with shape ν is the unique probability measure on M such that for any finite many disjoint measurable subsets {A 1 , · · · , A n } of E, {η(A i )} 1≤i≤n are independent Gamma random variables with shape parameters {ν(A i )} 1≤i≤n and scale parameter 1; that is,
where for a constant r > 0, and we set γ 0 = δ 0 be the Dirac measure at point 0. It is well known that G is supported on the class of finite discrete measures
Consider the weighted Gamma distribution G V (dη) := e V (η) G (dη), where V is a measurable function on M. We will investigate functional inequalities for the Dirichlet form induced by G V (dη) and a positive definite linear map A on the tangent space of the extrinsic derivative. See [5] and references therein for Dirichlet forms induced by both extrinsic and intrinsic derivatives, where the shape ν is the Lebesgue measure on R d such that the Gamma measure G is supported on the space of infinite radon measures on R d . In this paper, we only consider finite shape ν. exists for all x ∈ E, such that
If F is extrinsically differentiable at all η ∈ M, we denote F ∈ D(∇ ext ) and call it extrinsically differentiable on M.
For F extrinsically differentiable at η ∈ M, we define the directional derivative along
where and in what follows, for a measure η we denote
When φ is bounded, this coincides with the directional derivative under multiplicative actions: ∇ To introduce the Dirichlet form induced by the extrinsic derivative and the weighted Gamma distribution G V , we consider the class F C ∞ 0 , which consists of cylindrical functions functions of type
where I (E) is the set of all measurable partitions of E. Obviously, such a function F is extrinsically differentiable with
We consider the square field
and the pre-Dirichlet form
where A and G V satisfy the following assumption.
(H) For any η ∈ M, let A η be a bounded linear operator on B b (E) such that
and for any A ∈ B(E) and x ∈ E, A η 1 A (x) is extrinsically differentiable in η with
where · L 2 (η) is the norm (or the operator norm for linear operators) in L 2 (η).
Moreover, V ∈ D(∇ ext ) such that sup η(E)≤r |V (η)| + ∇ ext V (η) L 2 (η) < ∞, r ∈ (0, ∞).
We write A = 1 if A η is the identity map on L 2 (η) for every η ∈ M. According to Theorem 3.1 below, the assumption (H) implies that (E A ,V , F C ∞ 0 ) is closable in L 2 (G V ) and the closure (E A ,V , D(E A ,V )) is a symmetric Dirichlet form. If moreover (1.6) We aim to investigate functional inequalities for the Dirichlet form E A ,V and the spectral gap of the generator L A ,V . We first consider the Poincaré inequality
where λ > 0 is a constant. The spectral gap of L A ,V , denoted by gap(L A ,V ), is the largest constant λ > 0 such that (1.7) holds. If (1.7) is invalid, i.e. there is no any constant λ > 0 satisfying the inequality, we write gap(L A ,V ) = 0 and say that L A ,V does not have spectral gap. It is well known that (1.7) is equivalent to the exponential convergence of the associated Markov semigroup P
When gap(L A ,V ) = 0, the following weak Poincaré inequality was introduced in [8] :
where α : (0, ∞) → (0, ∞) corresponds to a non-exponential convergence rate of P A ,V t as t → ∞, see [8, Theorems 2.1 and 2.3]. In particular, (1.8) implies
We also consider the super Poincaré inequality
where β : (0, ∞) → (0, ∞) is a decreasing function. The existence of super Poincaré inequality is equivalent to the uniform integrability of P A ,V t for t > 0, and, when P A ,V t has an asymptotic density with respect to G V , it is also equivalent to the compactness of P
We say that E A ,V does not satisfy the super Poincaré inequality, if there is no any β : (0, ∞) → (0, ∞) satisfying (1.9). In particular, (1.9) holds with β(r) = e cr −1 for some constant c > 0 if and only if the log-Sobolev ienquality
holds for some constant C > 0. It is well known (see [1, 4] ) that (2.1) is equivalent to the hypercontractivity of P
as well as the exponential convergence in entropy:
See [15, 16, 17] or [18] for more results on the super Poincaré inequalities, for instance, estimates on the semigroup P A ,V t and higher order eigenvalues of the generator L A ,V using the function β in (1.9).
The reminder of the paper is organised as follows. In section 2, we state the main results of the paper, and illustrate these results by a typical example with specific interactions. In Section 3, we establish the integration by parts formula which implies the closability of (E A ,V , F C ∞ 0 ). Then the main results are proved in Section 4, and extended in Section 5 to the space M s of finite signed measures.
Main results and an example
We first consider E 1,0 in L 2 (G ) whose restriction on M 1 := {µ ∈ M : µ(E) = 1} gives rise to the Dirichlet form of the Fleming-Viot process. Corresponding to results of [11, 12] for the Fleming-Viot process, we have the following result.
Theorem 2.1. Let V = 0 and A = 1.
(1) gap(L 1,0 ) = 1, i.e. λ = 1 is the largest constant such that (1.7) holds for V = 0 and A = 1.
(2) If supp ν contains infinite many points, then E 1,0 does not satisfy the super Poincaré inequality.
(3) There exists a constant c 0 > 0 such that when supp ν is a finite set, the log-Soboev inequality
holds, where δ := min{ν({x}) : x ∈ supp ν}.
To extend this result to E A ,V , we will adopt a split argument by making perturbations to E 1,0 on bounded sets and estimating the principal eigenvalue of L A ,V outside. To this end, we take
we have
So, ρ is the intrinsic distance function to the zero measure induced by Γ 1,0 .
According to (3.1) below, we set
Obviously, σ k is decreasing in k. Finally, for any N > 0, let
We have the following extension of Theorem 2.1 to E A ,V . When supp ν is finite the model reduces to finite-dimensional diffusions, for which one may derive super Poincaré inequalities by make perturbations to (2.1). As the present study mainly focus on the infinite-dimensional model, we exclude this case in the following result.
Theorem 2.2. Assume (H) and that (1.6) holds. Suppose that a(r) −1 is locally bounded in r ∈ [0, ∞) and
Then the following assertions hold.
(2) If supp ν contains infinite many points, then E A ,V does not satisfy the super Poincaré inequality.
(3) The weak Poincaré inequality (1.8) holds for
The following result shows that the condition in Theorem 2.2(1) is sharp when A η and V (η) depend only on ρ(η).
Corollary 2.3. In the situation of Theorem 2.2, assume that for some a, v ∈ C 1 ([0, ∞)) with a(r) > 0 for r ≥ 0 such that V (η) = v(ρ(η)) and A η = a(ρ(η))1 for large ρ(η). Then
and gap(L A ,V ) > 0 if and only if lim k→∞ σ k < ∞.
As in the proof of [9 
The above two corollaries are concerned with the validity of Poincaŕe inequality. On the other hand, according to Theorem 2.2(4), the weak Poincaré inequality always exist under (H), (1.6) and (2.7). We will see in the proof that the rate function α is derived by comparing E A ,V with E 1,0 on bounded sets B N , N > 0. However, when these two Dirichlet forms are far away, this α is less sharp. As a principle, to derive a sharper weak Poincaré inequality, one should compare E A ,V with a closer Dirichlet form which satisfies the Poincaré inequality. In this spirit, we present below an alternative result on the weak Poincaré inequality. To sate the result, we introduce the class H as follows.
, where c(h) ∈ R such that G V h is a probability measure on M.
By Theorem 2.2(1) with k = 1, for any h ∈ H , the Poincaré inequality
It is easy to see that H = ∅ under conditions of Theorem 2.2 and inf a > 0. 
where C(h) is given by (2.9) and (2.11).
To conclude this section, we present below a simple example to illustrate the main results. For simplicity, we only consider A η = 1. But by a simple comparison argument, the assertions apply also to
Example 2.1. Consider the following potential V 0 with interactions given by ψ i ∈ B b (E × E), i = 1, 2, 3 :
where p ∈ R is a constant. Let
Assume that one of the following conditions hold: 
Then there exists a constant c > 0 such that the weak Poincaré inequality (1.8) holds for α(r) = cr
Proof. Obviously, assumptions in Theorem 2.2 hold for V and A η = 1. By definition it is easy to see that
.
Therefore, under one of conditions (1)- (3) we have (4), we prove the weak Poincaré inequality for the desired α(r). Since one may always take α(r) ≤ 1 in (1.
, it suffices to prove for small r > 0, say r ∈ (0, 1].
It is easy to see that
Combining this with (2.11), we may find out constants c 3 , c 4 > 0 independent of ε ∈ (0, 1] such that
Taking this into account and applying Theorem 2.5 for
as required for r ∈ (0, 1], we conclude that the weak Poincaré inequality holds for α(r) := inf
Therefore, by taking ε = 1 ∧ r 1 2(p−ν(E)) , we prove (1.8) for the desired α(r).
3 The Dirichlet form
It is easy to see from (1.4) that when
To prove this result, we introduce the divergence operator corresponding to ∇ ext . To this end, we formulate the Gamma distribution G by using the Poisson measure πν with intensivê ν(dx, ds) := s −1 e −s ν(dx)ds onÊ := E × (0, ∞). Recall that πν is the unique probability measure on the configuration space
such that for any disjoint relatively compact subsets {Â i } 1≤i≤n ofÊ, {γ → γ(Â i )} 1≤i≤n are independent random Poisson random variables with parameters {ν(
So, the Laplace transform
Moreover, the Mecke formula of πν implies
To establish the integration by parts formula for ∇ ext φ F , we introduce the divergence operator div ext as follows.
where η(·) stands for the integral with respect to η as in (1.3), then we write φ ∈ D(div ext ) and denote
When φ(η, x) = φ(x) does not depend on η, the following integration by parts formula follows from [6, Theorem 14] . We include below a complete proof for the η-dependent φ.
Proof. By (3.4) and the dominated convergence theorem, we obtain
Hence, by using (3.4) again,
Therefore, (3.6) holds.
Proof of Theorem 3.1. We first prove (3.2) . By the definition of E A ,V and Lemma 3.2, for any F, G ∈ F C ∞ 0 we have
Therefore, by (3.5), (3.2) holds for
Next, assume that (1.6) holds. It remains to find out a sequence
To this end, we consider ρ n := n −1 + ρ 2 , n ≥ 1. By (2.3), we have ρ n ∈ D(∇ ext ) with
) such that h(r) = 1 for r ≤ 1 and h(r) = 0 for r ≥ 2. We have
It is easy to see that G V (|F n − 1| 2 ) → 0 as n → ∞ and due to (1.6),
Proofs of the main results
In this section, we prove Theorems 2.1, 2.2, 2.5 and Corollary 2.3 respectively.
Proof of Theorem 2.1 and a local Poincaré inequality
Proof of Theorem 2.1. The invalidity of the super Poincaré inequality will be included in the proof of Theorem 2.2(3) for a more general case. So, we only prove (1) and (3). (a) We first prove gap(L 1,0 ) = 1, i.e. λ = 1 is the optimal constant for the Poincaré inequality
where according to (1.1),
By the additive property of the Poincaré inequality, it suffices to prove that for every 1 ≤ i ≤ n, λ = 1 is the largest constant satisfying
This follows from the fact that the generator of the Dirichlet form
which has spectral gap 1 with the first eigenfunction
It suffices to find out a universal constant c 0 > 0 such that (2.1) holds for
Letting µ n and µ i be in (4.2) for A i = {x i }, (2.1) for this F becomes
By the additive property of the log-Sobolev inequality, this follows from the following Lemma 4.1. . Then there exists a constant c 0 > 0 such that for any a, b > 0,
Proof. (a) Let a ≥ 2. We will use the Bakry-Emery criterion on Riemannian manifolds with convex boundary which in particular includes
. By [19, Theorem 1.1(4)] with σ = 0 and t → ∞, if
holds for some constant K > 0 and all
So, the desired inequality (4.3) with c 0 = 4 follows since
So, by the Bakry-Emery criterion,
holds
Therefore, for µ a,b 2 (f 2 ) = 1 with µ a,b 2 (f ) = 0 we have
This implies
We have (see [1] )
Combining this with (4.6) and using the Poincaré inequality (4.15) below, we arrive at
(4.8)
In conclusion, when b ≤ 4, the desired inequality (4.3) for a ∈ (0, 1 2 ] follows from (4.8). Finally, for b ≥ 4 we deduce from (4.5) and (4.8) that for any
where c 1 > 0 is a universal constant independent on a ∈ (0, ], so that by (b) there exists a constant c 0 > 0 such that
, where µ a ′ ,∞ := lim b→∞ µ a ′ ,b is the Gamma distribution with parameter a ′ . By the property of Gamma distributions we have
Using (4.9) with b → ∞ and the additivity property of the log-Sobolev inequality, we obtain
By an approximation argument we may apply this inequality to
To prove Theorem 2.2, we consider the local Poincaré inequality for E 1,0 on the set B N , by decomposing η into the radial part η(E) and the angle partη :=
. It is well known that under G these two parts are independent with
ds, and Dir is the Dirichlet distribution with shape ν, see for instance [12] for details. According to [11] (see also [12, Proposition 3 .3]), we have the Poincaré inequality
Proof. Since B N = {η(E) ≤ N 2 /4}, (4.10) implies (4.14)
We observe that (2.1) implies
Indeed, applying the Poincaré inequality
, and noting that forf (s) := f (s ∧ r) we have
it follows that
By the additivity property of the Poincaré inequality, (4.11), (4.14) and (4.15), we obtain that for any
So, it remains to prove
Moreover,
This implies (4.16), and hence finishes the proof.
Proofs of Theorem 2.2 and Corollary 2.3
Proof of Theorem 2.2. We will make a standard split argument by using the local Poincaré inequality (4.13) and the principal eigenvalue of L A ,V outside B N . To estimate the principal eigenvalue, we recall Hardy's criterion for the first mixed eigenvalue. Consider the following differential operator on [0, ∞):
For any k > 0 and n ≥ 1, let λ k,n be the first mixed eigenvalue of L on [k, k + n] with Dirichlet condition at k and Neumann condition at k + n. Define 
Below we prove assertions (1)- (3) respectively.
(1) By (4.13) and a standard perturbation argument, we have
If σ k < ∞ for some k > 0, it suffices to prove the Poincaré inequality
k , where according to (4.17), (4.20)
with Dirichlet condition at k and Neumann condition at k + n, such that
Combining this with the definition of L we obtain
So,
To apply the integration by parts formula, we make approximation to u n as follows. By
Since F N = 0 for ρ ≤ N, (4.21) implies that for any k < N,
On the other hand, since A η is positive definite due to (H), for any u ∈ C 2 ([0, ∞)) with u(r) > 0 for r ≥ N, we have
Combining this with (4.22) and the definition of F N , we obtain
Multiplying by λ −1 k,n and letting n → ∞ leads to
By the definition of ψ andā, and noting that Γ 1 (ρ, ρ) = 1, we have
So, (4.23) implies
Letting ⌊s⌋ = sup{k ∈ Z : k ≤ s} be the integer part of a real number s, we have
Then there exists N ∈ k, ψ −1 ψ(k) + 8λ
so that (4.25) yields
Combining this with (4.18) and noting that G V (F ) = 0, we may find out
, this implies (4.19) with
Then the proof is finished by (4.20).
(2) Assume that supp ν is an infinite set. To disprove the super Poincaré inequality, it suffices to construct a sequence
Indeed, if (1.9) holds for some β : (0, ∞) → (0, ∞), then
Combining this with (4.27) and letting n → ∞, we obtain 1 ≤ rC for all r > 0 which is impossible.
We now show that (4.27) holds for F n (η) := (1 − η(E))
, where {A n } n≥1 are measurable subsets of E such that 1 2 ν(E) > p n := ν(A n ) ↓ 0 as n ↑ ∞, which exist since supp ν is an infinite set.
Obviously,
is bounded on the set {η(E) ≤ 1}, we may find out constants K i , C i > 0, i = 1, 2, 3 such that (4.10) implies for all n ≥ 1 that
Since p n ↓ 0 as n ↑ ∞, we prove (4.27).
(3) The local Poincaré inequality (4.13) implies that for any
So, for any r > 0, taking N > 0 such that
, we prove (1.8).
Proof of Corollary 2.3.
for the given function ξ. So, when σ k < ∞ for some k > 0, Theorem 2.
On the other hand, let σ k = ∞ for all k > 0. We have
where λ k,n is given in the proof of Theorem 2.2. Let u k,n be the corresponding first mixed eigenfunction of L on [k, k + n] with u k,n (r) > 0 in (k, k + n], and let
Obviously, due to (4.29) this implies gap(L A ,V ) = 0.
Proof of Theorem 2.5
Let h ∈ H , i.e. h ∈ C 1 ([0, ∞)) with h(r), h ′ (r) > 0 for r > 0 such that (2.8) and (2.9) hold. By (2.10) and noting that V h = V − h(ρ) + c(h) where c(h) is a constant such that G V h is a probability measure, for any F ∈ F C ∞ 0 we have
So, for any r > 0 and N > 0 such that
, we have
Therefore, the weak Poincaré inequality (1.8) holds for
, r > 0.
Extensions to the space of finite signed measures
Consider the space of finite signed measures
equipped with the weak topology. To extend the Dirichelt form (
for a probability measure G V s with a potential V on M s , we introduce below the measure G V s , the extrinsic derivative and the operator A respectively. In [13] the following "Lebesgue analogue" measure Λ was introduced on M s by using a weighted convolution of two Gamma distributions. In the same spirit, we extend the measure G to G s on M s as follows:
To ensure that supp η + and supp η − are disjoint such that η = η + −η − is the Hahn decomposition of η, we will assume that ν does not have atom. In this case, (supp η 
Let F s C ∞ 0 be the class of cylindrical functions of type (5.3)
where {A i } 1≤i≤n is a measurable partition of E, and η = η + − η − is the Hahn decomposition. Let
It is easy to see that such a function F is extrinsically differentiable with
where
Since for any η ∈ M s , A η+εδx = A η holds for small ε > 0 and all x ∈ E, ∇ ext F (η)(x) is again extrinsically differentiable in η with
Finally, For any η ∈ M s , let A η be a positive definite bounded linear operator on L 2 (|η|), where |η| := η + + η − is the total variation of η. Consider the pre-Dirichlet form
To ensure the closability of this bilinear form, we assume
s is a probability measure. Moreover, for any A ∈ B(E) and x ∈ E, A η 1 A∩A c η (x) and A η 1 A∩Aη (x) are extrinsically differentiable in η with
Obviously, this assumption is satisfied if A η = F (η)1 for some positive bounded extrinsically differentiable function F such that G V s is a probability measure with
Integration by parts formula
Theorem 5.1. Assume (H'). Then
To prove this result, we introduce the divergence operator associated with ∇ ext .
In this case, the divergence operator is given by
We have the following integration by parts formula for the directional derivative
Proof. By a simple approximation argument, we may and do assume that φ is bounded so
By (3.5) and (5.11) we obtain
Combining this with Lemma 3.2, (5.1) and (5.11), we obtain
Proof of Theorem 5.1. Let F ∈ F s C ∞ 0 be given in (5.4), and let
Then (H') and (5. 
This together with (5.10) implies (5.8) for
2 ) → 0 as n → ∞, and
Functional inequalities for
For any N > 0, letB 
holds, and the constant 1 in front of E s 1,0 (F, F ) is optimal.
(2) If supp ν is infinite, then E s 1,0 does not satisfy the super Poincaré inequality. On the other hand, there exists a constant c 0 > 0 such that when supp ν is a finite set, the log-Soboev inequality
Proof. By taking F (η) depending only on η + , it is easy to see that a Poincaré inequality for E s 1,0 implies the same inequality for E 1,0 . So, the optimality of (5.12), and the invalidity of the super Poincaré inequality when supp ν is infinite, follow from Theorem 2.1. It remains to prove the inequalities (5.12), (5.13) and (5.14). According to the additivity property of the Poincaré log-Sobolev inequalities, these inequalities follow from the corresponding ones of E 1,0 . For simplicity, below we only prove the first inequality.
Let F ∈ F s C ∞ 0 . By Theorem 2.1, (5.1), (5.7) for A = 1 and V = 0, and using (5.11), we obtain
By the Jensen inequality, we have
Therefore, On the other hand, we estimate G V s (F 2 1 {ρs≤N } ) by using the local Poincaré inequality (5.14). Since the bounded set in (5.14) isB , N > 0. for 0 < ν(A n ) ↓ 0. Moreover, one may also extend Corollaries 2.3-2.4 and Theorem 2.5. We omit the details to save space. 
