Detection text detection and extraction from natural scenes (i.e. video or images) can deliver significant information for various applications. To address the issue of text detection, a novel approach for text detection from natural scene image is introduced by developing a joint feature extraction method by considering shape and scale invariant feature transform (SIFT) feature analysis techniques. Shape extraction is improved by applying curvature-based shape analysis model. To construct the feature descriptor, input image is passed through canny edge detection process in which gradients are computed of each image. Later, we perform SIFT analysis and SIFT-based feature matching to formulate the SIFT feature descriptor. Finally, these two descriptors are merged together, and a combined descriptor is presented for text detection. Experimental study is carried out by considering benchmark ICDAR 2003ICDAR , 2013 and 2015 data sets. Experimental study shows that proposed approach outperforms when compared with stateof-art text detection model.
Introduction
In recent years, multimedia data amount has grown drastically due to rapid development in internet-based multimedia communication applications. The huge amount of multimedia database demands for significant approaches for multimedia data analysis, video indexing, retrieval and summarisation for speed prone applications such as medical imaging systems or live streaming. Various schemes accounted the need of these application and developed various techniques for video analysis by considering audio, video or image (in the form of frames) or text information (Qian et al., 2007) . Among these techniques, text extraction from any image or video frame is considered the most efficient approach for semantic information extraction. Figure 1 shows sample text images of natural image. In this field of multimedia applications, video is considerably more reliable because it consists huge and significant information about particular scene. Hence, text extraction from video has become a popular topic for research. Recently, in another work (Yi and Tian, 2011) , authors developed a new approach for text location in a complex background in which multiple colours are considered for experimental analysis. This approach mainly aims on the detection of text strings from a natural scene image by comprising two steps as: achieving the colour character component and text character candidates by image partition and joint structural feature extraction followed by character candidate grouping and resulting in detection of text strings. According to this approach, it is assumed that at least three characters are present text string. Based on this assumption, authors introduced two techniques for text extraction. These two methods are character grouping and text line grouping methods.
Text extraction can improve the performance significantly of retrieval process (Dalton et al., 2013) . Hence, several techniques have been proposed for text detection and extraction from natural or video scenes. Recently, Ye and Doermann (2015) presented an extensive survey study for text detection and extraction. Nagy (2000) presented a literature study for image analysis. Liang et al. (2005) also presented a literature survey for camera-based analysis and text recognition in documents. In some of the existing techniques, texture-based analysis is utilised for text detection in which text region is assumed to have diverse texture characteristics that can be utilised for background subtraction (Mao et al., 2002) . Similarly, Kim et al. (2003) developed a new approach for text detection with the help of texture analysis-based methodology. According to this work, raw pixels of any scene are transformed into textural pattern and directly parsed to support vector machine (SVM) classifier. In this work, continuously adaptive mean shift algorithm (CAMSHIFT) is developed for text region identification.
From the analysis of scene text detection survey, these methods can be classified into two categories: connectedcomponent-based methods and region-based methods (Jung et al., 2004) . Region-based text extraction methods observe the text region and perform the diverse texture analysis for the particular area. According to these methods, local regions of text scene and position are considered for feature extraction. Later, text likelihood is estimated with the help of classifier. This estimation is carried out by feeding feature vector in to classifier. Key issues of these methods are computational complexity and poor precision rate for text detection. The main reason of these issues is diversity in characters and complex background which makes feature extraction insignificant or inefficient. Another approach for text extraction is known as connected component-based analysis. This method exhibits that connected components provide various properties (i.e. colour and stroke width) of text region. Connectedcomponent-based methods follow twofold working strategy in which first of all candidate connected components are extracted and later non-text connected components are pruned to obtain text region. This approach has shown its significance for text detection for varied scales, and it can be implemented for character recognition as well. However, candidate connected component extraction and pruning are challenging tasks when varied illumination, blur images and complex background are considered. Variable connected components result in a contradiction between non-text and text regions in pruning stage. In the last decade, various methods have been developed for text detection and extraction. Text detection still remains a challenging task for researches due to colour variation, text size and orientation of text characters in natural scenes. However, various approaches have been developed during the last decade; in these researches, it is reported that text detection is a challenging task, which is caused due to colour variation, sizes and alignments of the characters (Jung et al., 2004) .
To overcome these issues, in this work, we present an adaptive scheme for text detection in natural scenes. According to the proposed model, first of all, a pixel-based analysis is performed on a given natural scene image, resulting in text character segmentation. In proposing mode, shape and scale invariant feature transform (SIFT) features are combined together to obtain a better feature analysis of text region. After detecting the text region, background and foregrounds are estimated. Background and other noises are pruned using connected component analysis. Main contribution of this work is as follows:
1 development of pixel analysis technique for preprocessing or pixel analysis 2 character segmentation 3 development of combined module of feature extraction considering shape and SIFT feature.
The rest of the manuscript is organised as follows: Section 2 presents a literature study about state-of-art techniques for feature extraction, proposed model is described in Section 3, experimental study and analysis are presented in Section 4 and Section 5 provides concluding remarks. (2015) discussed texture-based approach for text detection in natural scene images using hierarchical model. Authors have discussed that proposed approach can be implemented for text extraction in a natural scene image in which text scale is varying, colours fonts and angles are varying. In this work also, candidate segmentation is applied with the help of connected component analysis. We have considered local contrast and colour consistency for candidate text segmentation. During segmentation, non-text and text connected components are portioned by applying hierarchical model. Minetto et al. (2014) developed a text detector system. This system is applicable for natural images in which text is embedded in natural image. This work uses image segmentation and character/non-character classification with the help of shape descriptors. Furthermore, candidate character is grouped into words or text lines that are fed to classifier resulting in text or non-text elements by utilising HOG descriptors. Natural images may consist of text strings which can provide the significant information from the natural scene. These data are used for multiple applications. Due to text pattern diversity, background variation and occlusion, text extraction becomes a challenging task. This issue can be resolved by applying character descriptor model that utilises various state-of-art feature extraction techniques. This approach is discussed in Yi and Tian (2014) . According to this approach, authors have developed a character descriptor model with the help of other feature extraction techniques, and then a stoke configuration is applied to model the character structure.
In this field of text recognition and extraction, optical character recognition (OCR) technique is considered as a promising technique. Several researches have discussed OCR-based system. This technique is also used for commercial applications such as number plate recognition. This technique is efficient when a simple background is present in the natural scene image. For video text extraction purpose, it is complex to implement. Sawaki et al. (2000) proposed a new approach for text extraction based on OCR system. This approach is mainly based on the construction of 'context-based image templates' in which text lines are grouped together for text extraction.
In 1 user can train the end-to-end data 2 segmentation technique is not applied 3 it can work or both lexicon-based and lexicon-free tasks 4 smaller and effective model. Karaoglu et al. (2016) introduced a fine-grained technique for image classification. This work mainly focuses on the classification of company logos and retrieval of logos. In this work, a model is developed to extract the textual cues, and later, these textual cues are combined with visual cues. Chidiac et al. (2016) introduced a robust approach for text detection in natural scene images. This work considers conventional detector, i.e. MSERs detector for varying lighting conditions. Furthermore, MSER technique is improved to extract the exact boundaries of the given text. Next, stoke width detection is applied, which helps to remove the non-text pixels. Finally, OCR module is applied to detect the text by considering their confidence measurement. Liu and Samarabandu (2006) proposed a new approach for natural scene image text extraction. Natural scene images are complex in nature, which require a careful evaluation for text extraction. In this work, edge-based text extraction model is presented, which is based on the multiscale edge detection. This scheme is capable to perform the text extraction from printed documents as well as natural scenes. It can be applicable for vehicle license plate detection, object identification and document retrieval.
In next section, we present a novel approach for text extraction. This approach is a combination of SIFT and shape features extraction techniques.
Proposed model
Here, we present the proposed model for text detection in natural scene images. According to the proposed approach, initially input image is preprocessed resulting in image enhancement and noise removal from the image. Later, we apply shape feature extraction and then SIFT technique for feature extraction. Finally, text is localised with the help of SIFT technique.
Shape feature extraction
In this section, we study about the shape feature computation and analysis. This method can be divided as follows:
1 generation of edge map 2 orientation estimation 3 curvature computation.
Generation of edge map
To estimate the curvature information, here we need to generate edge map of the input image. This can be carried out by applying Canny edge detector approach (Canny, 1986) . This edge detector method results in image map generation containing each pixel information. This method considers only the pixels that are belong to the image mask that other pixels are discarded from image mask.
Orientation estimation
After computing the edge map, we compute image gradients for each pixel which is present at the edge of image. This can be computed as
The position of edge pixels is denoted by ( ) 
Curvature computation
Curvature of any edge map is given as
Overview of SIFT algorithm
SIFT is known as scale invariant feature transform and first of all presented by Lowe in 1999 (Lowe, 2004 ). This approach is widely used in computer vision system to detect the local feature and providing the description of local features. With the help of this approach, keypoints can be extracted because feature is invariant to the image rotation, translation and scale. Main stages of this techniques are discussed below:
1 extrema detection based on scale space computation 2 localisation of detected keypoint 3 orientation assignment 4 keypoint descriptor analysis.
Scale space extrema detection
This is the first stage of SIFT feature extraction implementation in which keypoints are extracted, which are invariant to change of scale. To extract the stable features,
Gaussian function is applied. Let ( ) 
where k is a constant factor. This image is processed in octave manner where in each octave convolution is applied resulting in scale-space images. Similarly, DoG (Distribution of Gaussian) is produced by subtracting the adjacent Gaussian images. After applying octave process, images are down sampled by factor of 2. Next stage of SIFT processing includes keypoint localisation.
Keypoint localisation
According to this process, interpolation approach is implemented on detected candidate keypoint which helps to obtain the position of keypoints. Further, the keypoints which are prone to noise, contain lower contrast results in performance degradation, these points will be eliminated.
Orientation assignment
In this section, we discuss the orientation assignment process for each keypoint. This step helps obtain invariance image rotation relative to keypoint descriptors. Because images samples are Gaussian smoothed, keypoints are selected, orientation θ , magnitude m and gradients are computed as given in Eq. (2) ( ) (
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Let us consider that two images are denoted as 1 I and 2 I , respectively. Keypoints detection of these two images uses saliency-based scheme to represent the matching of keypoints. 
Proposed approach for text detection
In this section, we describe the approach for text detection using the proposed scheme. Proposed approach is carried out by following below mentioned steps. These steps are:
1 image preprocessing 2 image shape analysis or shape feature extraction 3 SIFT feature extraction 4 SIFT feature matching 5 global matching using shape and SIFT features 6 text tracking or detection.
SIFT feature extraction and matching
Let us consider that current frame or input image is denoted as C , whereas ground truth of text is denoted as reference frame as . R By considering these assumption, we apply feature extraction and feature matching stage which is processed as follows:
1 apply SIFT feature point extraction extraction 2 apply SIFT feature point extraction for detected candidate region 3 apply keypoint matching between set of feature points.
According to Lowe et al. (2004) , threshold is considered as 0.8. Various studies show that this threshold is not effective when image is suffering from low contrast, illumination and occlusion. Hence, performance of text detection methods degrades. To overcome this issue, here, we implement an enhanced feature extraction approach by combining SIFT and shape features of any given natural scene image.
Global matching using shape and SIFT features
In text extraction process, mismatching of matches is a crucial task which affects the performance of text detection and extraction in natural scene images. This mismatch between features affects the performance of text line detection. According to some research studies, distance ratio-based techniques improved the performance of text detection and extraction by reducing false matches, but still there are some challenges present in this area which need to be addressed. to overcome the issues, here we use global matching using shape and SIFT features. According to this approach, Euclidean distance is computed between two adjacent keypoints. Later, relative location is compared by considering current frame and reference frame. If relative location of a considered keypoint is not matching with the current frame, then it results in mismatch and discarded during evaluation. Using an error threshold, this relative location error can be eliminated, and performance can be improved. Ground truth or reference frames are denoted as
, , , , n P P P P … , and corresponding keypoints are expressed
Relative position is estimation of these points with the help of distance matrices by considering ground truth and detected text location. This relation is expressed as follows:
Similarly, for current frame, this relation is expressed as follows:
In Eq. (4) 
where t d is the error threshold distance mismatch. This threshold helps us to obtain an error-free matrix of 
where θ is the rotation angle, λ is the image scaling parameter, x y t t denotes x-and y-axes, respectively.
This overall model helps us to obtain shape feature, SIFT feature, and a combination of these two features are used for global feature matching in which Euclidean distance measurement is applied by considering two keypoints. For each keypoint, a scale factor is computed based on their distance ratio, and a new matrix is formed. From this study, we assume that mismatches in text location estimation are caused due to irregular distance ratios. To eliminate these irregular points, we apply matrix sorting, and based on the distance error threshold strategy, we obtain distance error-free matrix. Finally, we apply a text variation estimation model that uses rotation angle, mage scaling, xand y-axes and generates a feature vector.
Experimental study
In this section, we discuss about the experimental analysis of proposed model for text detection. First of all, we discuss about the considered data set for experimental study.
Data set details
In our study, we have considered two data sets that are available publicly. First data set is considered as robust reading data set that is obtained from ICDAR 2003 data set library. There are total 509 images are present in this data set. Ground truth of each image is given in XML format which contains all the information related to text strings that are present in the image. In this data set, all text strings are present in the horizontal form.
In Figure 2 , we show some sample images that are taken from the ICDAR 2003 data set. For experimental analysis, here we have considered another data set that is publicly available. This data set is known as ICDAR 2015 data set. This data set contains 1,670 images for text detection. Our algorithm was coded with MATLAB language under Windows 10 on a PC equipped with an Intel Core i3 processor and 8G RAM. Figure 3 shows sample data set images of ICDAR 2015 data set. 
Performance evaluation
For performance evaluation, we consider two matrices that are known as precision ( ) P and recall r (Lucas, 2005; Lucas et al., 2003) . Here, precision is can be measured by taking the ratio of successfully extracted text regions from the whole detected text region, and recall is computed by taking the ratio of successfully extracted region and round truth region. Considering these data sets, we present a comparative study of performance which is given in Table 1. This table  shows In Figure 4 , we show the processing steps of the proposed approach. Initially, input image is processed, and shape analysis is performed followed by edge detection and shape analysis. On this image, SIFT feature extraction is applied and both feature vectors shape and SIFT features are combined together to obtain a feature set. Based on this feature set, text variations are detected by considering their relative location, and text is detected as shown in Figure 5 which is the output of images considered in Figure 4 . Similarly, we have evaluated the performance of the proposed approach for various data sets, and a cumulative analysis is carried out to show the robustness of proposed approach. The proposed approach provides promising results for text detection; hence, it can be used for various applications in computer vision systems.
Conclusion
In this paper, we have proposed a novel approach for text detection from natural scene image. To carry out this research, here we present shape feature and SIFT feature analysis for text detection. In this work, we showed that both feature descriptor techniques result in higher performance for text detection when compared with other state-of-art techniques. For shape analysis, connected component segmentation is utilised with the help curvaturebased shape feature extraction mode. Finally, SIFT feature extraction and feature matching is applied to carry out the final text detection.
