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We describe a recursive algorithm that produces an integral basis
for the centre of the Iwahori–Hecke algebra of type A consisting of
linear combinations of monomial symmetric polynomials of Jucys–
Murphy elements. We also discuss the existence of integral bases
for the centre of the Iwahori–Hecke algebra that consist solely
of monomial symmetric polynomials of Jucys–Murphy elements.
Finally, for n = 3, we show that only one such basis exists for
the centre of the Iwahori–Hecke algebra, by proving that there are
exactly four bases for the centre of the corresponding symmetric
group algebra which consist solely of monomial symmetric
polynomials of Jucys–Murphy elements.
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1. Introduction
The centre of the Iwahori–Hecke algebra of type An−1 shares a number of characteristics of the
centre of the corresponding group algebra ZSn . For instance, it has the same dimension (the number
of conjugacy classes in Sn), it has an integral basis specialising to class sums [6], and like the centre
of the group algebra, it has long been known to be equal to the set of symmetric polynomials in
Jucys–Murphy elements when considered over the rational function ﬁeld [1,9]. This last result has
been extended to the integral Iwahori–Hecke algebra [3], mirroring G. Murphy’s result for the centre
of the integral group algebra precisely. A natural question is then whether the basis given by Murphy
in [9] generalizes to the Iwahori–Hecke algebra. Unfortunately, this generalization fails [1, p. 64]. See
Section 4 for examples and comments for n = 3,4,5.
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ric polynomial basis might exist for the Iwahori–Hecke algebra, and we provide evidence to indicate
that integral bases of the centre of the Iwahori–Hecke algebra consisting solely of monomial symmet-
ric polynomials in Jucys–Murphy elements are rare (Section 5). In particular, in Section 6 we show
that there is exactly one basis of monomial symmetric polynomials in Jucys–Murphy elements for the
centre of the Iwahori–Hecke algebra of S3, by proving that there are exactly four such bases for
the centre of the corresponding group algebra. Our main theorem, however, shows that there always
exists an integral basis for the centre of the Iwahori–Hecke algebra consisting of integral linear com-
binations of monomial symmetric polynomials in Jucys–Murphy elements (Theorem 4.1). This is the
ﬁrst such basis for the centre of the Iwahori–Hecke algebra given in terms of symmetric polynomials,
and the second description of an integral basis after [2,6].
We begin with deﬁnitions and preliminary results (Sections 2 and 3).
2. Deﬁnitions
2.1. Partitions and compositions
A composition λ is a ﬁnite ordered set of positive integers. If λ = (λ1, . . . , λr), the λi are called
the components of λ, and the number of components in λ, denoted (λ), is called its length. If λ is
a composition we write |λ| =∑ri=1 λi . If |λ| = n we say λ is a composition of n, and we write λ  n.
We denote the empty composition (the unique composition of zero) as ∅, and we deﬁne |∅| := 0.
A partition of n is a composition whose components are weakly decreasing from left to right. If λ
is a partition of n we write λ  n. For any composition λ there is a unique partition with the same
components as λ, denoted λˆ. Repeated components of a composition will sometimes be denoted by
exponents; for instance (13,2) is shorthand for (1,1,1,2). If λ = (λ1, . . . , λr)  n then we deﬁne λ−1
to be the composition (λ1 − 1, . . . , λr − 1) of n − (λ), excluding zero components. For example, if
λ = (3,1,4)  8, then λ − 1 = (2,3)  5. For a given n, if a composition λ satisﬁes (λ) + |λ|  n,
we deﬁne λ to be the partition of n obtained from the parts of λ by adding 1 to all parts, and
n − (λ) − |λ| copies of 1. Note that the construction of λ is relative to n: for λ = (3,1,4), we have
λ = (5,4,2,1), if n = 12; while λ = (5,4,2,1,1,1), if n = 14. In particular, if λ  n, then λ − 1 = λ.
If λ = (λ1, λ2, . . . , λt) is any nonempty composition, then we deﬁne
λ′ :=
{
(λ1, λ2, . . . , λt−1) if (λ) 2,
∅ if (λ) = 1.
Let Λ be the set of all compositions of all positive integers together with ∅. For the sake of conve-
nience in the sequel, we deﬁne recursively the following ordering on Λ. For any two compositions λ
and μ in Λ, we have
λ < μ ⇐⇒
{ |λ| < |μ|, or
0 < |λ| = |μ| and λ′ < μ′. (2.1)
2.2. The symmetric group
The symmetric group Sn is the group of permutations of {1, . . . ,n}. We will use the Coxeter pre-
sentation for Sn given by the generators S = {si = (i i+1) | 1 i  n−1}, and subject to the relations
s2i = 1 for each i; si s j = s j si if |i − j|  2; and si si+1si = si+1si si+1 for 1  i  n − 2. An expression
w = si1 . . . sik for w ∈ Sn is said to be reduced if k is minimal. In this case, we say the length of w ,
denoted (w), is k.
An element w of Sn is called increasing if it can be written in the form si1 si2 · · · sik with 1 i1 <
i2 < · · · < ik < n. For such an element w , we say w is of shape λ, if λ is the composition of k deﬁned
as follows. Without any rearrangement of the si j , we rewrite w = si1 si2 · · · sik as α1α2 · · ·αt , where
the αi are disjoint cycles of maximal length. Then λ = ((α1), (α2), . . . , (αt)). For example, s1s3s4s6
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|λ| + (λ) = k + t  n.
The conjugacy classes of Sn are indexed by partitions of n. Denote the conjugacy class of cycle
type λ  n by Cλ . Note that Cλ is the unique conjugacy class that contains a minimal element of
shape λ − 1. From the alternative perspective, if w is an increasing element of shape λ in Sn , then
(λ) + |λ| n and w is a minimal element in the conjugacy class Cλ .
2.3. Symmetric polynomials
A polynomial in the variables {X1, . . . , Xn} is symmetric if it is ﬁxed by the action of Sn on the
indices of the variables. Each partition λ = (λ1, . . . , λr) with r  n determines a monomial symmetric
polynomial,
mλ =mλ(X1, . . . , Xn) :=
∑
σ∈Sn
Xλ1σ(1) . . . X
λr
σ(r),
where m∅ := 1. Note that we also write mλ1,λ2,...,λr for mλ .
For example,
m2,1(X1, X2, X3) := X21 X2 + X21 X3 + X22 X1 + X22 X3 + X23 X1 + X23 X2.
Given a composition λ = (λ1, λ2, . . . , λr) with r  n, we deﬁne the monomial quasi-symmetric poly-
nomial pλ as
pλ(X1, X2, . . . , Xn) :=
∑
Xλ1j1 X
λ2
j2
· · · Xλrjr ,
where the sum is taken over all ordered r-tuples ( j1, j2, . . . , jr) with 1 j1 < j2 < · · · < jr  n. We
deﬁne p∅ := 1, and we also write pλ1,λ2,...,λr in lieu of pλ when λ = (λ1, λ2, . . . , λr).
For example, p2,1 = X21 X2 + X21 X3 + X22 X3 and p1,2 = X1X22 + X1X23 + X2X23 so that m2,1 =
p2,1 + p1,2.
2.4. The Iwahori–Hecke algebra
The Iwahori–Hecke algebra Hn of Sn is the unital associative algebra generated over R = Z[ξ ] by
the set {T˜ s | s ∈ S}, with relations
T˜ w T˜ s =
{
T˜ ws + ξ T˜ w if (ws) < (w),
T˜ ws otherwise,
where T˜ w := T˜ si1 . . . T˜ sir if w = si1 . . . sir is reduced. The Iwahori–Hecke algebra Hn is an R-module
with basis {T˜ w | w ∈ Sn reduced}, and specializes at ξ = 0 to the symmetric group algebra ZSn . We
let Z(Hn), respectively Z(ZSn), denote the centre of Hn , respectively ZSn . Specialization of Z(Hn) at
ξ = 0 gives Z(ZSn). It is known that Z(Hn) has an integral R-basis {Γλ | λ  n} characterized by the
following properties:
• Γλ specializes at ξ = 0 to the sum of elements in the conjugacy class Cλ in Z(ZSn), and
• the only shortest elements from any conjugacy class appearing in Γλ are those from Cλ , and they
appear with coeﬃcient 1.
These results can be found in [2,6]. We refer to this basis in the sequel as the Geck–Rouquier basis. If
λ = (λ1, λ2, . . . , λt), then we write Γλ as Γλ1,λ2,...,λt .
The Iwahori–Hecke algebra is equipped with an inner product deﬁned via the standard trace func-
tion tr(
∑
w∈S rw T˜w) = r1 as follows,n
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{
1 if vu = 1,
0 otherwise.
If h is central in Hn then 〈T˜ w ,h〉 is the coeﬃcient of T˜ w in h. This inner product gives rise, via
specialization at ξ = 0, to an inner product on the group algebra.
The Jucys–Murphy elements [7,9] Li are deﬁned by setting L1 = 0 and for 2 i  n,
Li :=
∑
1 ji−1
T˜( j i).
For example, L2 = T˜ s1 and L3 = T˜ s1s2s1 + T˜ s2 . Specialization at ξ = 0 gives corresponding Jucys–Murphy
elements in ZSn .
Let Mξ = Mξ (n) = {mλ(L1, . . . , Ln) | (λ)  n}, the set of monomial symmetric polynomials in
Jucys–Murphy elements in Z(Hn), and let M0 denote the corresponding set in Z(ZSn).
3. Preliminaries
In this section we recall some of the machinery from [3] necessary for the ﬁrst main result of this
paper, Theorem 4.1.
For k a positive integer, deﬁne
a(k) :=
k∑
m=1
(
k +m − 1
2m − 1
)
ξ2m.
This polynomial was introduced in [8], but can also be deﬁned using q-integers, as in [3] (noting the
different deﬁnition of ξ used there). For a composition λ = (λ1, . . . , λr), deﬁne a(λ) =∏ri=1 a(λi). For
compositions λ and μ with |λ|, |μ| < n, deﬁne the polynomial Aλ,μ ∈ R to be the coeﬃcient of pλ in∑
|γ |=|λ|−|μ| a(γ )pγ pμ , setting Aλ,μ = 0 if |λ| |μ|. Deﬁne the matrix A(k) by labelling its rows with
compositions λ, where |λ| < k, according to the order deﬁned in Section 2.1, and with (λ,μ)-entry
equal to Aλ,μ . Deﬁne the matrix Z (k) recursively by setting Z (1) = (1) and
Z (k+1) :=
(
Z (k) I
0 I
)
.
Deﬁne
Ξ(k+1) :=
(
Ξ(k) 0
0 Ξ(k)
)
Z (k+1)A(k+1)
and Ξ(1) = (1). The matrix Ξ(k) is the matrix of coeﬃcients of minimal length conjugacy class ele-
ments in quasi-symmetric polynomials of Jucys–Murphy elements [3, Theorem 6.7]. Speciﬁcally,
〈
T˜ w , p
μ(L1, . . . , Ln)
〉= Ξ(k)
λ′,μ′ ,
for λ,μ  k and w of shape λ. For the sake of convenience, we use the bijection λ → λ′ , that maps
compositions of a ﬁxed positive integer k to compositions of nonnegative integers less than k, to
deﬁne the re-indexed matrix X (k)λ,μ := Ξ(k)λ′,μ′ . To obtain coeﬃcients in symmetric polynomials (as op-
posed to quasi-symmetric polynomials) of Jucys–Murphy elements, deﬁne the matrix T (k) indexed by
compositions λ,μ of k by setting
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{
1 if λ = μ,
1 if λˆ = μ,
0 otherwise.
Finally, M(k) is the matrix indexed by partitions of k obtained from (T (k))−1X (k)T (k) by deleting
those rows and columns labelled by non-partitions.
For positive integers n and k  n/2, the (λ,μ)-entry of M(k) is 〈T˜ w ,mμ〉, where w ∈ Sn is an
increasing element of shape λ [3, Theorem 7.1] (there is always such a w since k n/2). Also, by the
nature of the construction of M(k) , its entries are independent of n [3, Lemma 5.2]. One of the main
results of [3] is that M(k) is invertible over R . This fact was originally conjectured by G. James [8]. We
give a brief summary of the construction of the inverse of M(k) , needed in Section 4.
Let
Υ (k+1) := Z (k+1)A(k+1)
(
Υ 0
0 Υ
)
with Υ (1) = (1).
Then Ξ(k) and K (k)Υ (k)K (k) are inverse [3, Lemma 5.5], where K (k) is deﬁned recursively
by K (k+1) =
(
K (k) −K (k)
0 −K (k)
)
and K (1) = (1). As with Ξ(k) above, we deﬁne the re-indexed matrix
Y (k)λ,μ := Υ (k)λ′,μ′ .
The matrices (T (k))−1X (k)T (k) and (T (k))−1K (k)Y (k)K (k)T (k) are inverse. Let N(k) be the matrix ob-
tained from (T (k))−1K (k)Y (k)K (k)T (k) by deleting rows and columns not labelled by partitions. It is
shown in [3] that M(k)N(k) = I , and the entries of N(k) are from R .
4. A new integral basis for Z(Hn) using symmetric polynomials in Jucys–Murphy elements
In the case of the group algebra of the symmetric group, Murphy has shown that the set of mono-
mial symmetric polynomials mμ in Jucys–Murphy elements, such that an increasing element of shape
μ is in Sn , is a Z-basis for Z(ZSn) [9]. We have veriﬁed that the generalization of this particular set
is not an R-basis for Z(Hn) when n = 3,4,5, and we conjecture that this set is an R-basis for Z(Hn)
only when n = 1,2. (While a statement generalizing Murphy’s result to Z(Hn) for all n appears in
[8, Theorem 3.6], the proof contains an error.)
We present the details here of the counterexample when n = 3. In this case, the direct gen-
eralization of Murphy’s symmetric group result states that the set of monomials {m∅,m1,m2} in
Jucys–Murphy elements is an R-basis for Z(H3). If this is true, then the transition matrix from this
monomial “basis” to the Geck–Rouquier basis {Γ1,1,1,Γ2,1,Γ3} must be invertible in R . This transition
matrix is: [1 0 3
0 1 2ξ
0 0 1+ ξ2
]
.
However, its determinant is 1 + ξ2, which is not invertible in R . Observe that this set of monomials
does specialize at ξ = 0 to a Z-basis for Z(ZS3).
While a more general statement—that there is an integral basis for Z(Hn) consisting solely of
elements from Mξ—also seems unlikely in general (though true for n  4, see Section 5), we show
here that there always exists an integral basis for Z(Hn) which consists of R-linear combinations of
elements from Mξ . This is the ﬁrst such basis for Z(Hn) given in terms of symmetric polynomials,
and the second description of an integral basis after [2,6].
For a partition λ, let
Mλ =
∑
μ|λ|
N(|λ|)μ,λ mμ,
where N(|λ|)μ,λ is the entry in the matrix N(|λ|) whose row is labelled by μ and whose column is labelled
by λ.
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Proof. We will show that Mλ is the class element Γλ of the Geck–Rouquier basis, where λ is the
unique partition of n whose corresponding conjugacy class has a minimal length element of shape λ,
plus a linear combination of class elements whose shortest elements are strictly shorter than |λ|.
Firstly, the coeﬃcient of Γλ in any central element h is 〈T˜ w ,h〉 for w an increasing element of
shape λ − 1, as a direct result of the characterization given in Section 2.
For the moment, consider n  2k—large enough so that all w of shape λ  k are in Sn . The ele-
ments of Mξ , indexed by partitions ordered according to (2.1), are related to the class elements Γλ
via a block upper-triangular matrix, thanks to [8, Theorem 2.7]. That is, for monomial symmetric
polynomials of degree less than or equal to k, we have
(m∅,m1, . . . ,m1k ) = (Γ∅, . . . ,Γ1k )M,
where M is a block upper triangular matrix with diagonal blocks M(0), . . . ,M(k) . As noted in the
previous section, the diagonal blocks are independent of n.
Restricting to monomials of degree k we have
(mk, . . . ,m1k ) = (Γk, . . . ,Γ1k )M(k) +
(
linear combinations of Γν for |ν − 1| < k
)
.
Therefore
(M(k), . . . ,M(1k)) = (mk, . . . ,m1k )N(k)
= (Γk, . . . ,Γ1k ) +
(
linear combinations of Γν for |ν − 1| < k
)
.
Because the entries of the matrices M(k) and N(k) are independent of n, we have
Mλ = Γλ + a linear combination of
{
Γν
∣∣ |ν − 1| < |λ|}.
The theorem follows by induction on |λ|. 
Remark. The bases given in Theorem 4.1 embed in each other. That is, if |λ| + (λ)m n, then the
linear combination of elements from Mξ represented by Mλ is in the integral basis for both Z(Hm)
and Z(Hn).
Theorem 4.1 also provides an effective algorithm for computing an integral basis for Z(Hn). The
existing algorithm for computing class elements, given in [2], requires the computation of each class
element independently, with terms T˜ w added individually. That is, many computations are required
for every conjugacy class in the symmetric group. However, the algorithm from Theorem 4.1 requires
only the computation of the n matrices N(0), . . . ,N(n−1) . Once these matrices are computed, basis
elements corresponding to minimal elements of length less than n can be obtained immediately in
terms of elements from Mξ . The problem of obtaining the matrices N(k) reduces to calculating the
matrix A(k) , deﬁned in Section 3, whose entries are determined by structure constants in the ring of
quasi-symmetric polynomials. But most importantly, because of the recursive nature of the algorithm
described in Theorem 4.1, once a basis of Z(Hn−1) is obtained, only one additional matrix, N(n−1) , is
required to complete the basis for Z(Hn).
To illustrate Theorem 4.1, we provide the bases for Z(Hn) produced therein when n = 3, 4 and 5.
The matrices M(k) and N(k) , when k 4, are used in the calculations. For k 3 they are:
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M(2) =
(
1+ ξ2 1
ξ2 1
)
, N(2) =
(
1 −1
−ξ2 1+ ξ2
)
,
M(3) =
(1+ 5ξ2 + 5ξ4 + ξ6 3+ 5ξ2 + ξ4 1
2ξ2 + 4ξ4 + ξ6 1+ 4ξ2 + ξ4 1
3ξ4 + ξ6 3ξ2 + ξ4 1
)
and
N(3) =
( 1+ ξ2 −2ξ2 − 3 2+ ξ2
−2ξ2 − ξ4 1+ 5ξ2 + 2ξ4 −1− 3ξ2 − ξ4
3ξ4 + ξ6 −3ξ2 − 7ξ4 − 2ξ6 1+ 3ξ2 + 4ξ4 + ξ6
)
.
Example 4.2. n = 3
B = {m∅, m1, m2 − ξ2m1,1}.
Note that the last element in this basis is obtained from ﬁrst column of N(2) , corresponding to the
partition (2), because the element of shape (2), s1s2, is in S3. The other column of N(2) is labelled
by (1,1), but S3 contains no element of shape (1,1).
Example 4.3. n = 4
B = {m∅, m1, m2 − ξ2m1,1, −m2 + (1+ ξ2)m1,1,(
1+ ξ2)m3 + (−2ξ2 − ξ4)m2,1 + (3ξ4 + ξ6)m1,1,1}.
Here we have both partitions of 2 giving an element in S4, and so both columns of N(2) are
represented. We also have the ﬁrst column of N(3) represented, labelled by the partition (3).
Example 4.4. n = 5
B = {m∅, m1, m2 − ξ2m1,1, −m2 + (1+ ξ2)m1,1,(
1+ ξ2)m3 − (2ξ2 + ξ4)m2,1 + (3ξ4 + ξ6)m1,1,1,(−2ξ2 − 3)m3 + (1+ 5ξ2 + 2ξ4)m2,1 + (−3ξ2 − 7ξ4 − 2ξ6)m1,1,1,(
1+ 5ξ2 + 5ξ4 + ξ6)m4 − (ξ8 + 6ξ6 + 9ξ4 + 4ξ2)m2,2 − (ξ8 + 6ξ6 + 9ξ4 + 3ξ2)m3,1
+ (ξ10 + 7ξ8 + 14ξ6 + 8ξ4)m2,1,1 − (ξ12 + 8ξ10 + 20ξ8 + 16ξ6)m1,1,1,1}.
In this case, the ﬁrst two columns of N(3) , labelled by partitions (3) and (2,1), are represented, but
not the third column, because S5 contains no element of shape (1,1,1). The ﬁnal element of the basis
is obtained from the ﬁrst column of N(4) , which corresponds to the partition (4) and the increasing
element s1s2s3s4 in S5 (N(4) not shown).
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While Theorem 4.1 gives a basis for Z(Hn) in terms of elements from Mξ , it is clearly not a basis
consisting solely of elements from Mξ when n  3. The question of whether such a basis exists in
general is open.
OpenQuestion 5.1. For any n, does there exist an integral basis for Z(Hn) consisting solely of elements
from Mξ ?
When n  4, there is such a basis. For example, Z(H3) has the basis {m∅,m1,m1,1}, and Z(H4)
has bases
{m∅,m1,m2,m1,1,m1,1,1}, {m∅,m1,m1,1,m1,1,1,m2,1,1} and {m∅,m1,m1,1,m1,1,1,m2,2,2}.
See [4] for details of the n = 4 case, including a characterization of monomial bases of Z(ZS4).
We do not know of any such basis of monomials for Z(H5). However, since we have a basis of
monomials for Z(H4), we would have an aﬃrmative answer to Open Question 5.1 for Z(H5) if we
could ﬁnd three monomials indexed by partitions of n 4 that span the three class elements whose
shortest terms are of length three or four (s1s2s3, s1s2s4 and s1s2s3s4), namely Γ4,1, Γ3,2 and Γ5,
modulo shorter class elements. One of these could be m1,1,1,1, which is equal to Γ5. Thus, the problem
reduces to ﬁnding two monomials that span Γ4,1 and Γ3,2 modulo other class elements. Since there
is no bound on the size of the partition for a monomial, beyond requiring the partition to have fewer
than 5 parts (because the monomial is in L1, . . . , L5 and L1 = 0), there are inﬁnitely many candidates
for such monomials.
6. There is only one integral basis for Z(H3) that is a subset of Mξ
Any subset of Mξ that is a basis for Z(Hn) specializes to a subset of M0 that is a basis for Z(ZSn).
Unfortunately, not every integral basis for Z(ZSn) which consists of elements of M0 is a specialization
at ξ = 0 of an integral basis for Z(Hn) which consists of elements of Mξ . See the counterexample in
Section 4. However, determining the subsets of M0 that are bases for Z(ZSn) allows us to restrict
our attention to the corresponding subsets of Mξ in Z(Hn). In this section, we show that there are
exactly four subsets of M0 which are bases for Z(ZS3), only one of which corresponds to an integral
basis for Z(H3).
6.1. Coeﬃcients of class sums in elements of M0 for ZS3
Let C be the matrix with three rows and inﬁnitely many columns whose entries are the coeﬃcients
of the class elements Γλ (rows) in the monomial symmetric polynomials mμ (columns) in Jucys–
Murphy elements for ZS3, where μ has fewer than three parts. In other words, the entries of C are
〈wλ−1,mμ〉, where wλ−1 is an increasing element of shape λ − 1, and λ = (1,1,1), (2,1), or (3).
For example, from Table 1, which gives the ﬁrst twenty columns of C , the coeﬃcient of Γ2,1 in
m4,3 is 〈w1,m4,3〉 = 〈s1,m4,3〉 = 8. The rows of C are indexed by class elements ordered by the
length of a shortest term in the class sum. The columns of C are indexed by monomial symmetric
polynomials ordered from left to right according to the ordering on compositions given in Section 2.1.
The monomials corresponding to partitions with more than two parts are not listed since in those
situations the monomials are either zero (exactly three parts) or nonexistent (more than three parts).
For any integer k, we deﬁne the k-block of C in the following way. If k  2, then the k-block is
the submatrix of C consisting of those columns labelled by mλ for λ  k. The 0, or empty block, has
the single column headed by m∅ , while the 1-block has the single column headed by m1. A block is
called even or odd according to whether k is even or odd.
Certain rows of zeros appearing in the k-blocks “alternate” according to whether k is even or odd.
More precisely, we have the following:
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Coeﬃcients of class sums in monomial symmetric polynomials of Jucys–Murphy elements in ZS3. This table was generated
using GAP [10] with CHEVIE [5].
m∅ m1 m2 m1,1 m3 m2,1 m4 m2,2 m3,1
Γ1,1,1 1 0 3 0 0 0 7 2 2
Γ2,1 0 1 0 0 3 2 0 0 0
Γ3 0 0 1 1 0 0 5 1 4
m5 m3,2 m4,1 m6 m3,3 m4,2 m5,1 m7 m4,3 m5,2 m6,1
Γ1,1,1 0 0 0 23 2 8 10 0 0 0 0
Γ2,1 11 4 6 0 0 0 0 43 8 12 22
Γ3 0 0 0 21 3 6 12 0 0 0 0
Lemma 6.1. Let k be a nonnegative integer, and letμ  k. Let wλ−1 be an element of shortest length appearing
in Γλ . If (wλ−1) ≡ k (mod 2), then 〈wλ−1,mμ〉 = 0.
Proof. A column from an even block is a sum of products of Jucys–Murphy elements; the products
being of even total degree. Each group element w in a Jucys–Murphy element is of odd length, be-
cause it is a transposition. A product of two elements of odd length is even, of even length is even,
and of mixed lengths is odd. Thus, the length of a product of an even number of odd-length elements
will be even. Consequently, the coeﬃcient of any element of odd length (s1 and s1s2s3) in such a
product will be zero.
Similarly, a column from an odd block is a sum of products of an odd number of Jucys–Murphy el-
ements. Consequently, the coeﬃcient of even length elements (the identity and s1s2) will be zero. 
Lemma 6.2. The following relations hold for monomial symmetric polynomials in two variables:
(1) mi =m2mi−2 −m2,2mi−4 for i  5;
(2) mi,i =m1,1mi−1,i−1 for i  2;
(3) mi+ j,i =mi,im j for i, j  1.
Proof. Straightforward. 
Because there are only two non-zero Jucys–Murphy elements in ZS3, namely the specializations
of L2 and L3, Lemma 6.2 gives relations among elements of M0 for ZS3.
Lemma 6.3. The following monomial recursions hold in Z(ZS3):
(1) mi = 5mi−2 − 4mi−4 for i  5;
(2) mi,i =mi−1,i−1 + 2mi−2,i−2 for i  3;
(3) mi+ j,i = 5mi+ j−2,i − 4mi+ j−4,i for i  1 and j  5.
Proof. To prove (1), we ﬁrst verify the recurrence for i = 5,6,7,8. For instance, from Table 1, we have
m5 =
( 0
11
0
)
= 5
(0
3
0
)
− 4
(0
1
0
)
= 5m3 − 4m1
and
m6 =
(23
0
21
)
= 5
(7
0
5
)
− 4
(3
0
1
)
= 5m4 − 4m2,
where each monomial is written as a vector with respect to the basis of class sums for the centre.
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mi =m2mi−2 −m2,2mi−4
=m2(5mi−4 − 4mi−6) −m2,2(5mi−6 − 4mi−8)
= 5(m2mi−4 −m2,2mi−6) − 4(m2mi−6 −m2,2mi−8)
= 5mi−2 − 4mi−4.
The proof of (2) is similar. To prove (3), we use Lemma 6.2(3) and recurrence (1) of this lemma:
mi+ j,i =mi,im j
=mi,i(5mj−2 − 4mj−4)
= 5mi,im j−2 − 4mi,im j−4
= 5mi+ j−2,i − 4mi+ j−4,i . 
Lemma 6.4. If i  1, then
〈1,mi〉 = 16
(
1+ (−1)i)(2i + 5),
〈s1,mi〉 = 16
(
1− (−1)i)(2i + 1),
〈s1s2,mi〉 = 16
(
1+ (−1)i)(2i − 1).
Proof. The lemma is veriﬁed easily for 1 i  5 using Table 1. For i > 5, we use the recurrences of
Lemma 6.3, and proceed by induction.
For instance, Table 1 gives, respectively for i = 1, . . . ,5, the values 0,3,0,7,0 of the inner prod-
uct 〈1,mi〉, and this agrees with the claim in each case. If i > 5, then mi = 5mi−2 − 4mi−4 by
Lemma 6.3, and so
〈1,mi〉 = 5〈1,mi−2〉 − 4〈1,mi−4〉
= 5
[
1
6
(
1+ (−1)i−2)(2i−2 + 5)]− 4[1
6
(
1+ (−1)i−4)(2i−4 + 5)]
= 1
6
(
1+ (−1)i)[5(2i−2 + 5)− 4(2i−4 + 5)]
= 1
6
(
1+ (−1)i)[(5.22 − 4)2i−4 + 5]
= 1
6
(
1+ (−1)i)(2i + 5).
The other inductions are similar. 
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〈1,mi,i〉 = 13
(
2i + 2(−1)i),
〈s1,mi,i〉 = 0,
〈s1s2,mi,i〉 = 13
(
2i − (−1)i),
〈1,mi+ j,i〉 = 16
(
1+ (−1) j)(2i+ j + 2i + 4(−1)i),
〈s1,mi+ j,i〉 = 16
(
1− (−1) j)(2i+ j + 2i),
〈s1s2,mi+ j,i〉 = 16
(
1+ (−1) j)(2i+ j + 2i − 2(−1)i).
Proof. The ﬁrst three equalities are easily veriﬁed using Table 1 when 1  i  2. For i  3, use
Lemma 6.3(2) and proceed by induction.
For the second three equalities, we ﬁrst verify the eight cases: 1 i  2, 1 j  4, all but one of
which is contained in Table 1. Then, for ﬁxed i  1, the closed forms follow by induction on j, using
Lemma 6.3(3). Similarly, for ﬁxed j  1, we use Lemma 6.2(3) and Lemma 6.3(2) to write
mi+ j,i =mi,im j = (mi−1,i−1 + 2mi−2,i−2)mj =mi−1+ j,i−1 + 2mi−2+ j,i−2,
and proceed by induction on i. 
Corollary 6.6. All coeﬃcients of class elements in the monomials mi+ j,i , for i, j  1, are even.
6.2. Monomial bases for Z(ZS3) and Z(H3)
Lemma 6.7. The only pair of non-trivial monomials that integrally span {Γ1,1,1,Γ3} is {m2,m2,2}.
Proof. To begin with, Lemma 6.1 tells us that any two-element integral spanning set for {Γ1,1,1,Γ3}
cannot contain monomials from odd blocks. Secondly, we are restricted to monomials of form m2 j and
mi,i in light of Corollary 6.6 (for i, j  1). Lemmas 6.4 and 6.5 imply that the matrix of coeﬃcients
for the rows labelled by Γ1,1,1 and Γ3 for the two monomials m2 j and mi,i is
(
(1+ (−1)2 j)(22 j + 5)/6 (2i + 2(−1)i)/3
(1+ (−1)2 j)(22 j − 1)/6 (2i − (−1)i)/3
)
,
with determinant
d = (−1)
i+1(4 j + 1) + 2i+1
3
.
If d = ±1, then {m2 j,mi,i} is an integral spanning set for {Γ1,1,1,Γ3}. We determine all values for i
and j such that d = ±1.
If i is odd, then d > 0, and so we only need to ﬁnd values of i and j for d = 1. But, since i, j  1, it
follows that d ≡ 3 (mod 4), and so there are no solutions in this case. If i is even, then d ≡ 1 (mod 4).
Thus, d = 1, and we must solve the exponential Diophantine equation
2i+1 = 4 j + 4.
A. Francis, L. Jones / Journal of Algebra 321 (2009) 866–878 877If j  2, then reduction modulo 8 shows that this equation has no solutions. Therefore, the only
solution is i = 2 and j = 1, which gives the set of monomials {m2,m2,2}. 
Allowing the trivial monomial m∅ produces only three more pairs of monomials that integrally
span {Γ1,1,1,Γ3}:
Proposition 6.8. The only pairs of monomials that integrally span {Γ1,1,1,Γ3} are {m∅,m2}, {m∅,m1,1},
{m∅,m2,2} and {m2,m2,2}.
Proof. If the monomial m∅ is included in a spanning set, the other monomial included to span
{Γ1,1,1,Γ3} must have coeﬃcient one on Γ3. The only monomials satisfying this condition are m2,
m1,1 and m2,2 (Lemmas 6.4 and 6.5). 
Proposition 6.9. The only monomial that integrally spans {Γ2,1} is m1 .
Proof. To span this one-element set integrally, a monomial must clearly have coeﬃcient 1 or −1
on Γ2,1. From Lemma 6.4, the only monomial of form mi that has coeﬃcient 1 or −1 on Γ2,1 is m1.
Monomials from even blocks are excluded because they have coeﬃcient zero on Γ2,1 (Lemma 6.1). At
the same time, other monomials in odd blocks are all of form mi, j for i = j, and so always have even
coeﬃcients by Corollary 6.6. This proves the claim. 
Theorem 6.10. There are exactly four bases for Z(ZS3) consisting solely of elements from M0 . They are
{m∅,m1,m2}, {m∅,m1,m1,1}, {m∅,m1,m2,2} and {m1,m2,m2,2}.
Proof. This follows immediately from Propositions 6.8 and 6.9. 
Theorem 6.11. The only subset of Mξ that is an integral basis for Z(H3) is {m∅,m1,m1,1}.
Proof. The proof reduces to checking the columns corresponding to the monomials that form bases
for Z(ZS3) (Theorem 6.10). These are:
m∅ m1 m2 m1,1 m2,2
Γ1,1,1 1 0 3 0 2+ ξ2
Γ2,1 0 1 2ξ 0 ξ
(
3+ ξ2)
Γ3 0 0 1+ ξ2 1 1+ 4ξ + ξ2
The only three columns that together give an integrally invertible matrix are m∅ , m1 and m1,1. 
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