The subjective familiarity of 40 homophone pairs was examined. The homophones consisted of monosyllabic English words (on one reading) and male first names (on the other)-for example, art and Art. Subjects heard these homophones embedded in two kinds of lists, one with 40 unambiguous words and one with 40 unambiguous names. Ratings were made for familiarity as words and as names. These correlated significantly with the log of printed frequency (.63 for words, .53for names). In a final task, just the homophones were presented, and the subjects were asked for a comparative rating of whether the word usage or the name usage was more familiar. This direct comparison correlated well (.91) with the difference between the ratings for the name and word familiarities, but less well (.55) with the differences between the printed frequencies of the word and name meanings. This indicates either consistent biases in the judgments or true differences between printed frequencies and subjective familiarity.
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Homonyms have been useful in psychological research, because they can help us test lexical effects without interference from phoneme-based or sound-based effects. The primary benefit has been in the study oflexical access (Coltheart, Davelaar, Jonasson, & Besner, 1977; Davelaar, Coltheart, Besner, & Jonasson, 1978; H. Rubenstein, Garfield, & Millikan, 1970; H. Rubenstein, Lewis, & M. A. Rubenstein, 1971) , in which the ability to access one phonemic string via two different orthographic strings (which might represent words of different frequency classes) can shed light on access in the general case.
Homonyms that differ orthographically ("homophones") have separate entries in word counts and therefore can be assigned printed frequencies directly (in sources such as Thorndike & Lorge, 1944 , or Kucera & Francis, 1967 . Homonyms with the same spelling are more difficult to distinguish, though it is possible in some cases. For example, the expanded version of the Brown corpus (Francis & Kucera, 1982) provides syntactic markers, which can distinguish such pairs as arm (the noun) and arm (the verb). A similar approach is taken for British English for the Lancaster-Oslo/Bergen corpus (Johansson & Hofland, 1989) .
Printed frequency counts have some inherent limitations, some of which can be overcome by using subjective judgments of familiarity. Printed frequency is especially problematic for the lower frequency words, since whether or not lower frequency items will be represented depends on the particular texts chosen. When frequency and familiarity disagree, it is familiarity that better preThis research was supported by NIDCD Grant DC-00825 to Haskins Laboratories. We thank Ken Pugh, Sonya Sheffert, Roger 1.Kreuz, and an anonymous reviewer for helpful comments. Address correspondence to D. H. Whalen, Haskins Laboratories, 270 Crown St., New Haven, CT 06511. diets performance (Connine, Mullennix, Shernoff, & Yelen, 1990; Gernsbacher, 1984; Kreuz, 1987) .
One class of homonyms that has rarely been studied is that ofproper name/common word pairs, such as art and Art. Kreuz (1987) included 48 such pairs in his list of homonyms to be rated, but there was a great deal ofvariation in the type of proper name included. These ranged from typical first names (Ben and Mary) to unusual first names (Dred and Cain) to locations (Maine and Skye) to names that occur only as part of larger names (Klux and Rhode). Since names of such variety are associated with varying categories, they do not provide a good base for studies dealing explicitly with the proper/common dimension. The present study presents a small but tightly controlled set of stimuli that can provide the basis for further exploration. Additionally, ifthere are differences across the different groups of speakers of English, or for the same group across time, it will be helpful to have a baseline for comparisons. It may be that familiarity ratings for names change more readily than those for words, given the changes in name selection that can be seen across generations. Such changes will be easier to assess with more data. Also, it is hardly the case that words are stable. Kreuz (1987) includes words like gene that have become much more heavily used in recent times, but also words like moll that are nearing obsolescence.
The homonyms studied here were a subclass ofhomophones, ones in which the words not only are pronounced the same, but also are spelled the same. Having them differ on the proper/common dimension allows us to ignore the "different word/different senses" distinction that is otherwise inherent in such homophones. (For example, the use of ear as "musical sense" mayor may not be a different word, depending on the criteria.) In the present study, the homophones were restricted in spelling, number of syllables, and semantic domain. The spelling was required to be the same, so that the only way of dis- Francis (1967) ; just the nouns are about five times as Results and Discussion Table I shows the results for the homophones. Each homophone is given a rating and a rank. The rating is the average score over all subjects given to that lexical item when heard as part of the name list and when heard as part of the word list. A rating of7 means very common; a rating of 1 indicates very uncommon. Names and words ambiguous, and they were instructed to base their ratings on the first meaning that came to mind. The text of the instructions is given in the Appendix.
The subjects filled in answer sheets with the numbers 1-7 for each list. The instructions emphasized that all values between 1 and 7 were to be used. This aspect of the instructions was usually repeated by the experimenter after the instructions had been read.
We used an all-positive scale rather than one that went from -3 to +3, for practical reasons. In pretests, the subjects had been less adept with the negative/positive scale, and there were clear instances in which they had omitted the minus sign. None ofthe subjects reported any difficulty in conceiving of the scale as one covering a range from rare to common.
Note-SD, standard deviation. Table 3 Ratings ofthe Unambiguous Words in Experiment 1 are ranked from 1 to 40, with 1 reflecting the highest rating (most common). Tables 2 and 3 show the mean ratings for the unambiguous names and unambiguous words, respectively. The subjects found this task easy to do, and they used the full range of the scale. The standard deviations were similar to those in Kreuz (1987) . For the word list, there was no effect of the order in which the lists were heard [F(1,2558) = 1.37, p = .24]. The mean over all items for the subjects who heard the word list first was 3.9; the mean for those who heard the name list first was 4.0. There was an effect of order for the name list, however [F(1,2558) = 9.31, P = .002]. The mean over all items for the subjects who heard the word list first was 3.6; the mean for those who heard the name list first was 3.9. Thus, overall, names were given slightly lower ratings by the subjects who had first rated words, perhaps because no name is as common as the most common word. (Only a few words differed by more than 1 rating point, depending on the order in which the lists were heard. The 
Method
Stimuli. The 40 homophone stimuli from Experiment I were used for Experiment 2. These items had appeared in two forms in Experiment 1; they had been read either as a name or as a word. In order to use both of these productions, two randomizations of the stimuli were created, one with the 40 homophones pronounced as part of the name list, and the other with the 40 homophones pro-SD Although we can compare the ratings ofthe use ofthe homophones as names or as words, it should also be possible to directly assess subjects' judgments of the relative frequency. The objective of the second experiment was to determine whether subjects are able to relate these two domains, even though they differ in size and frequency within the language. names, followed by the scores from when the word list was heard first and from when the name list was heard first, were The ratings for the words correlated well with the Kucera and Francis (1967) counts as well as with previous ratings. For the Kucera and Francis numbers, all orthographic matches were counted, so that some included name usages as well. A log transform was applied, since this minimizes the effect of extremely frequent words (Carroll, 1971) . The correlation for the 73 words that occurred in the Brown corpus was a significant .63 (p < .001). This is somewhat lower than Kreuz's (1987, p. 156 ) correlation of .75. The correlation was .72 for the subset of homophones and nonhomophones. For the comparison with other familiarity scales, the FAM property of the MRC psycholinguistic database (Wilson, 1988 ) was used. (There was no overlap with Kreuz, 1987 , of course, since he required a different spelling and used homonyms with the same spelling.) The FAM number collapses the rating values of Paivio, Yuille, and Madigan (1968) , Toglia and Battig (1978) , and Gilhooly and Logie (1980) , again on a 7-point scale. There were only 37 words from the present set of 80 that had such a rating. The correlation with the current ratings was .89 (p < .001), similar to Kreuz's (1987, p. 156) .85 correlation with the Toglia and Battig (1978) values. The 19 items that were only words had a correlation of .91 (p < .001), and the 18 homophones had a correlation of .88 (p < .001). So, despite the possible problems in using word/name homophones, the familiarity ratings behaved quite similarly to those in the literature.
We can also examine the name rating in relation to printed frequency, although there are no other ratings of first names in the literature. Nine of the names in this study did not appear in Francis and Kucera (1982) as proper names. The correlation for the remaining 71 items with the log frequency of the proper-name usage was .53 (p < .001). The correlation for the 37 unambiguous names that appeared in the corpus was .38 (p < .05), and the value for the 34 homophones was .67 (p < .001). The lower correlation for this set of items could have been due to any number of factors, including the auditory presentation used; differences between the form of a name used in speech and in print (e.g., using William in print and Will in speech); overrepresentations ofcertain names in the Brown corpus (e.g., Dwight, presumably referring to Eisenhower); the conflation of first-name and last-name usage in the Francis and Kucera count; and probable changes in the actual frequency of male first names over the past 30 years. In general, though, if male first-name familiarity is the dimension ofinterest, it appears that it would be advisable to obtain such familiarity directly rather than inferring it from the printed frequency. nounced as part of the word list. The subjects would thus hear only one or the other production.
Subjects. The same subjects that had participated in Experiment I listened to one of these lists after they had rated the words and names. The list of 40 homophones always came third. Half the subjects heard the items that had been pronounced as names; the other half heard the items that had been pronounced as words.
Procedure. The subjects were instructed that they would hear some of the items from the previous lists, and that the items could be used as either words or names. They were asked to rate the commonness of the word usage relative to the name usage. They were asked to rate each item on a scale of 1~7 (I = item is much more common as a name, 7 = item is much more common as a word, and 4 = both uses are equally common). The exact text of the instructions is given in the Appendix.
Results and Discussion
The rating and standard deviation of the rating for each homophone are given in Table 4 . There was no effect of whether the item was read as a name or as a word [F(l,1278) < I, n.s.]. The mean for items read as names was 3.6, and the mean for items read as words was 3.7. Figure 1 shows the word versus name score plotted with a square for each item. In order to compare these values with those of Experiment 1, the graph shows the scores with 4 subtracted, so that a score of 3 means most wordlike, -3 means most namelike, and 0 means equally likely to be a name or a word. The ratings descend in a fairly linear manner, from 2.25 for Kit to -2.72 for Tom. There is no apparent clumping of the values. We might have expected a fair number of "0" values if the subjects knew that both senses were neither extremely common nor uncommon but were unable to relate the two scales and so opted for equality. Instead, they seem to have been able to make reliable judgments, ones that matched their use of both independent scales. Figure 1 also plots, for each item, the difference between the rating for the item as a word and the rating for the item as a name from Experiment 1 (diamonds). There was a significant correlation of .91 between the difference score (word -name, Experiment 1) and the relative frequency score (word vs. name, Experiment 2). The difference value tends to be higher than the direct rating. This means that being a homophone either increases the familiarity on the word task, or decreases the familiarity on the name task. We have no way of deciding between these with the present results. Indeed, each may be active, especially at different ends of the scale. For items that are more common as names, it could be that the name familiarity boosts the value for the words (as with hank and tom). With items that are more common as words, subjects may be unable to ignore the word meaning, which might induce them to lower their name ratings (as with guy and will). However, since there was no effect of presentation order in Experiment 1, the effect seems to be due to a feature ofthe homophones rather than to the task at hand. That is, if the seemingly higher than expected familiarity of the word sense of tom is due to the familiarity of the name Tom, it appears whether the name sense has been processed in the experimental session or not. Whatever interference there is occurs for the subjects who perform the word rating task first, where only their internal knowledge of Tom is relevant.
The relative familiarity judgments were also compared with the difference between the printed frequencies for the Brown corpus of American English ( & Kucera, 1982) and the LOB corpus of British English (Johansson & Hofland, 1989) . In this case, items that had no occurrences in either of the corpuses were assigned a frequency of 1, so that all 40 items could be included in the analysis. A difference value was obtained by subtracting the log ofthe name frequency from the log ofthe word frequency.Ifthere is any large cultural difference between the American Brown corpus and the British LOB corpus, the correlation of the present American judgments should be less for the LOB than for the Brown corpus. In fact, the correlation was smaller for the Brown corpus (.55; p < .001) than for the LOB corpus (.59; p < .001). From this result, there is no indication of major cultural differences in the rating of name and word frequencies.
The correlations with the printed frequencies, however, are much smaller than the correlation with the subjects' own familiarity judgments. On the one hand, this is completely unsurprising, since the judgments were all based on the same intemallexicons and the printed frequencies combined many writers' work. The occurrence oflow-frequency items, including names (and, in some of our cases, nicknames), is less representative than that of high-frequency items. On the other hand, it is still the case that the task in the first experiment was to rate the items within their own domain-that is, words in relationship to the usage of other words and names in relationship to the usage ofother names. It could easily have been the case that nonlinearities in one or the other distribution would lower the correlation between the direct judgments and the difference between the separate judgments. Perhaps if the word list had included more very high frequency items, this effect would have occurred. As it was, will was the only item that had more than 500 occurrences. So, given the high correlation, we can conclude that subjects are successful in relating the two kinds of frequencies that they were asked to report on here.
It might be that the high correlation is due not to the use of a single lexicon (i.e., the subject's), but instead to the use of the same subjects in both experiments. The subjects may have retained a memory oftheir ratings and simply compared them mentally, rather than performing the task afresh. However, this notion would be difficult to assess, since another group of subjects would, no doubt, give a lower correlation, simply because intersubject correlations tend to be lower than intrasubject ones. The lack of an effect oflist order in Experiment 1 is also helpful here, since the subjects were able to ignore the judgments they made on the homophones when they performed the second task in Experiment 1. This makes it likely that they were performing as desired in Experiment 2, and thus the high correlation between the independent word and name judgments and the direct comparison judgments is due to a close relationship between the two.
GENERAL DISCUSSION
The subjects were quite capable of making familiarity judgments on homophones of common words and proper names. The ratings obtained for the word meanings were comparable with previously obtained ratings, despite the difference in the word type (the homonomy) and the use of auditory rather than visual presentation. There was no possibility of covert use of differences in the printed version, since all the stimuli were to be spelled the same on both readings. The name judgments correlated significantly with the log of the printed frequency, but the correlation was not as large as that for common words. Several possible explanations for this difference were proposed, but the general conclusion is that if familiarity as a name is the dimension of interest, familiarity ratings should be obtained directly. The values listed here appear to be usable, at least for the United States and Britain; the one comparison that we could make for these results-the comparison of written American and British English-showed a small difference, with, in fact, slightly better agreement between the printed British English and the current American familiarity judgments than with the American print sources.
It was also possible to obtain reliable ratings of the relative occurrence of the common word and proper name uses of the homophones. This rating correlated well with the difference between the separately obtained familiarity of the word sense and the name sense, even though the words and names were rated for familiarity as words or as names, respectively. Thus, the two kinds of familiarity, one as a word and one as a name, are still based on the same kinds of experience, since the direct comparison is well matched to the independent ones. These stimuli may prove useful for other studies as well. For example, there are some aphasia patients who seem to be specifically impaired for proper names (Semenza & Zettin, 1988) . Would such an aphasia interfere with the word meaning of word/name homophones? Such homophones can also be used to explore the effects of the common/proper distinction on priming (e.g., Valentine, Moore, Flude, Young, & Ellis, 1993) . These homophones have already formed the basis ofone study (Whalen & Wenk, 1993) , and another is in progress. The first study showed that the names behaved like highfrequency words, even though they were lower in their average rating than were the words. The work in progress is a test ofwhether the two familiarity functions affect word and name reading times in a complementary way. Subjects rapidly read the items, sometimes as a word, and others as a name. If the reading-appropriate familiarity is what determines response time, there should be different patterns for the two functions. Results such as these will solidify what is apparent from the present work-that subjects do indeed attach different levels of familiarity to the word and the name meanings of homonyms.
