The first simulation compares the performance of the two criterion BIC1 and BIC2 derived under the two prior assumptions for δ. Specifically, the data were generated as follows:
In each case, the bold solid line shows the mean ofm − m over 100 simulations, with the dashed lines being the mean ± 1 standard deviation.
We examined two settings: T = 10000, m = 99 and T = 1000, m = 9. In the first setting, m = T 1/2 is much larger than log T , and thus we expect BIC1 to be more accurate than (2*), but not so in the second setting where m is relatively small. For each of σ µ = 1, 2 . . . , 7, we simulated 100 sequences under both settings and estimated the number of change-points using (2*), BIC 1 , and its unknown-variance version as described at the end of Section 3 of the manuscript. Figure 2 shows the average value ofm in 100 simulations at each value of σ µ . For small σ µ , the power for finding the change-points is low, and the estimated number of change-points is usually smaller than the true number of change-points, whereas the converse is true for large σ µ . As shown by Figure 2 , the new approximation BIC 1 achieves more sensitivity when the signal is weak and higher specificity when the signal is strong, at both T = 10000
and T = 1000. The results also show that the performance of BIC 1 and its variance unknown version are very similar. Thus, not knowing the variance, even for this relatively difficult data set, does not compromise the accuracy of estimating m.
Multi-sequence Segmentation Algorithm
In applications of these ideas to high throughput experimental settings such as DNA copy number detection, the length of the sequences can reach over a million, and N can be in the thousands. The size of the space of possible models makes systematic comparison of all models impractical.
In our earlier work (Zhang et al., 2010) , we adopted a recursive hypothesis testing approach that generalized the Circular Binary Segmentation algorithm (CBS) (Vostrikova, 1981; Olshen et al., 2004) designed for a single sequence. Termination of the algorithm was based on a pvalue criterion, and selection of carriers was based on an ad hoc thresholding rule inside each iteration. The BIC procedures described above eliminates the ad hoc aspect of our earlier algorithm and hence gives us a more rational method for carrier selection. We now combine BIC carrier selection with a version of our earlier search algorithm; but in the spirit of trying to eliminate arbitrary features of the algorithm, we no longer use a p-value based criterion for continuation/termination.
Intuitively, the procedure starts by scanning the region 1, . . . , T for a candidate changed interval (s * , t * ) by computing a "score" for every interval, and then maximizing the score. 
where for each j (N log N ) operation.
Below is a detailed description of the algorithm, which we call MSCBS-MBIC for Multisample CBS with Modified BIC model selection. In our notation, S, Z, and R are ordered arrays of elements. At any iteration, S contains the increasing list of change-points, Z contains the maximized scores (1) for the next split between adjacent pairs of change-points, and R holds the best splitting locations.
While |S| − 2 < M repeat: 2. Let L = |Z|, Set:
Given S, compute BICπ(k,Ĵ) by optimizing over J and π. Store the current set of
Finally, let k * = argmax 0≤k≤M BICπ (k,Ĵ) . Return the change-points S (k * ) and the estimated carrier setsĴ.
The only user specified parameters for this algorithm are M , the maximum number of splits to allow, and π, the initial value of the carrier proportion for the scan. The maximum value of M is usually set to a large number (depending on computational resources). The BIC is computed for every split, and the best model up to M is chosen. Thus, as long as M is not too small (and if m is maximized at M we can increase the value of M ), the algorithm is not very sensitive to this parameter. We fix π initially to speed up the scanning process, which is the computational bottleneck of the algorithm. Note that after identification of putative change-points the value of π and the carrier sets are re-estimated by maximizing the BIC, so the reported carrier sets are based on a data determined value of π. 
Derivation of Result for Variance Unknown Case
The derivation for the variance unknown case follows the derivation of Proposition 1, but with an additional integral over σ. With slight abuse of notation, we let X = (X 1 , . . . , X T −1 ), where
Let Σ = Cov(X). Then, SS all = X Σ −1 X and by the same argument as (4*),
Let φ = σ −2 , and let π φ (δ) be the prior
where Γ(t) = Σ(t) for the g-prior and equals the identity for the independence prior. We compute the posterior probability of the model with m change-points,
The posterior probability for the model with no change-points is
Dividing (3) by (4) and using the identity (suppressing notation in t) 
As T → ∞, by Assumption III,
+ SS bg (t)
SS wg (t) (T +1)/2 = exp[C(t)SS bg (t)/(2σ)],
with C(t) = Op(1). Also by Assumption III, T + 1 2 log 1 + SS bg (t) SS wg (t) = T − 1 2 log 1 + SS bg (t)
With (t) defined as in (28*),
The rest of the derivation follows the variance known case, with the process U (t) replaced by the processσ −1 U (t).
