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Let 0 be the ring of integers in an algebraic number field. The 
genesis of this paper was the attempt (successfully realized; cf. Theo- 
rem 5.1) to generalize the results of [5] and [23, Sections 3 and 41 
by calculating Ka(D/a) for any nonzero ideal a C D. The key steps 
in this calculation are several theorems of independent interest, including 
in particular a presentation and an injective stability theorem for K2 
of a discrete valuation ring. Among the other consequences of these 
results are: 
(1) a proof that for any discrete valuation ring A with field of 
fractions F, the map K,(A) + K,(F) is injective and the sequence 
1 -+ &(A) --+ K,(F) 4 K&J) -+ 1 
is exact, where the last map is induced by the tame symbol [2] on A 
(answering affirmatively a question of Bass and Tate); 
(2) examples of rings of integers that are universal for GE, [7] 
but not universal for GE, , n > 3 [21]; 
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(3) examples of rings of integers D for .which K,(D) is not 
generated by symbols and Ka(2, Do) -+ Ks(3, D) is not surjective; 
(4) a K-theoretic interpretation of the norm residue symbol 
[20, Chap. XIV, Sect. 21 of local class field theory; 
(5) a presentation and injective stability theorem for K2 of any 
finite local principal ideal ring; 
(6) a new proof of a special case of the result of van der Kallen 
[28] computing the “tangent space to Ka”; and 
(7) a proof that for any fixed ring B that is the homomorphic 
image of a discrete valuation ring, the groups L(@, B) introduced in 
[22, Sect. 31 are isomorphic for all nonsymplectic root systems @. 
Many of these results were announced in [9]. 
The starting point of this paper is the result of [23] that for a local 
ring R, K,(R) is generated by the Steinberg symbols {u, z& , U, ZI E Ii*. 
In Section 1 we derive several new identities satisfied by these symbols 
over any commutative ring. These identities, together with those 
previously given by Steinberg [25] and Matsumoto [15] are shown in 
Section 2 to be a complete set of defining relations for K,(A) when A 
is a discrete valuation ring. It then follows immediately that the groups 
Ka(n, A) are isomorphic to each other and to K,(A) for all n > 3, and 
that the sequence 
1 - K,(A) - K,(F) -5 K,(R) - 1 
is exact. Moreover, Kaplansky (unpublished; see Section 2) has shown 
that the map A* --t i&* splits when A is complete, and this splitting 
induces a splitting of the preceding exact sequence. 
Suppose now that D is the ring of integers in the algebraic number 
field F and that p is a maximal ideal of D with p n 2 = pZ. Let 
e = e(P/p) be the ramification index, and denote by &, the p-primary 
component of the roots of unity in r;‘P , the completion of F at p. Then 
the results of Section 2, together with Calvin Moore’s computation of 
K,(p,) [17] imply the existence of a surjection & -+ &(D/+P) for all 
m > 1. This provides an upper bound on the order of K,(D/pm) for 
all m > 1. 
Conversely, in Section 4 we prove that for large m, K,(D/pm) maps 
onto (and is therefore isomorphic to) ,& . Here the argument is topological 
and uses the norm residue symbol. Together with the exact sequence 
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of Section 2, this yields the K-theoretic interpretation of the norm 
residue symbol mentioned above. 
To complete the computation of &(0/p”), it suffices to determine 
the structure of the relative groups K,(p”-l/p”) defined by the exact 
sequence 
This is done in Section 3 for the maximal ideal in any discrete valuation 
ring with perfect residue field of nonzero characteristic. These results 
are summarized in Theorem 3.8. 
In Section 5 we combine our computations with results of Bass, 
Milnor, and Serre [3] to construct examples of rings of integers whose 
I&‘s are not generated by symbols. We also deduce the aforementioned 
special case of van der Kallen’s theorem [28]. 
Section 6 contains a discussion of the topological K,-functor for 
discrete valuation rings. The Appendix indicates how the main results 
of this paper can be extended to the functors L(@, ) of [22] whenever 
@ is nonsymplectic. This yields the theorem mentioned in (7) above. 
The techniques and results of this paper will be applied in a forth- 
coming paper with R. C. Alperin to compute SK,(Zz-) for many finite 
abelian groups r (see [l] for an announcement of these results). 
During the preparation of this paper we have had the benefit of 
several helpful conversations with H. Bass, S. Chase, and J. Milnor 
for which we thank them. We would also like to thank S. Chase for 
the argument attributed to him in Section 4, I. Kaplansky for allowing 
us to include his unpublished argument in Section 2, S. Lichtenbaum 
for conjecturing the correct upper bound on the order of K,(D/pm), 
and R. Swan for communicating to us his argument using pushouts 
which allowed us to eliminate the use of the Reidemeister-Schreier 
Theorem in Section 2. 
0. NOTATION, TERMINOLOGY, AND REVIEW 
All rings are commutative with 1. If A is such a ring, A* denotes 
its group of units and rad A denotes its Jacobson radical. If G is a group 
and u, T E G, we write 
‘0. = TuT-1 
[T, u] = TUT-b-1 = Tu * u-l. 
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If G is finite, j G [ denotes its order. The rational integers are denoted 
by 2, the rational numbers by Q, and a finite field with q elements 
by F, . The roots of unity in a field E are denoted by p(E), and if p 
is a rational prime, the p-primary component of p(E) is written Pi . 
Let A be a commutative ring with 1 and n > 3 an integer. The 
Steinberg group, St(n, A), is the group with generators xii(a), where 
a E A and i, j are distinct integers between 1 and n, subject to the 
Steinberg relations 
xii(u) xii(b) = x&z + b) (RI) 
h(4, %d41 = 1 if i#Z, jfk 
= xi,(ab) if i # 1, j = k. VW 
Let GL(n, A) denote the group of invertible. n x n matrices with 
coefficients in A. There is a homomorphism 
qn : St@, A) -+ GL(n, A) 
sending xii(a) to eij(a), the elementary matrix with l’s on the main 
diagonal whose only possibly nonzero off-diagonal entry is an a in the 
q-position. St(n, A) and GL(n, A) are functorial in A, and P)~ is a natural 
transformation of these functors. By definition &(n, A) = ker vn . 
Sending (Y E GL(n, A) to (i y) E GL(n + 1, A) gives rise to an 
embedding GL(n, A) -+ GL(n + 1, A), and the map sending 
xu(a) E St(n, A) to the generator of the same name in St(n + 1, A) 
yields a compatible homomorphism (not necessarily injective!) 
St(n, A) --+ St(n + 1, A). Thus there are induced homomorphisms 
K&h 4 --+ JG(n + 1, A) 
for all n > 3. Passing to the direct limit as n + co yields the definitions 
St(A) = St(c0, A) = & St(n, A) 
GL(A) = GL(co, A) = lim GL(n, A) 
K,(A) = K~(co, A) = lim K2(n, A). 
It is clear from the definitions that K,(A) = ker yrn , where qoo = lim vn . 
In view of these definitions, we shall henceforth adopt the convention 
that propositions stated for K2(n, A), n > 3, include the possibility 
n = co unless specifically restricted to n < co. Note that St(n, A) 
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and K,(n, A) are denoted St(A,-, , A) and L(A,-, , A), respectively, 
in [22] and [23]. 
Now suppose u E A * and let i, j be distinct integers between 1 and n. 
Define wu(u), h,(u) E St(n, A) by the formulas 
w&) = x&) xji(-u-l) x&) 
h,j(U) = W&) qj(- 1). 
(These elements are denoted Z&.(U), R,(u) in [22] and [23].) If U, z, E A*, 
the element 
(24, 9J)A = h&v) h&)-l h,,(v)-’ 
lies in both &(n, A) and the center of St(n, A) [16, Corollary 9.3, 
Lemma 9.71 and is independent of the particular pair of indices i, j 
chosen [16, p. 741 (cf. [22, Proposition 1.3~1). If there is no danger 
of confusion, we will often write { , } for { , }A . The pairing 
{ , }A : A* x A* + K&z, A) 
is called a bilinear Steinberg symbol on A (often abbreviated to 
“symbol”); it satisfies the identities 
{uv, w} = (u, w}(v, w}, w E A* WI 
(24, ?I} = {v, u}-1 (9 
(24, -u} = 1 633) 
(24, 1 - u} = 1 if 1-UEA*. (S4) 
(Note that (Sl) implies (1, U} = 1.) Proofs of these identities can 
be found in [16, Lemmas 9.7 and 9.81, [15, 5.5-5.71, and [17, 3.2, 3.9, 
Appendix]. 
The definitions of St(n, A), P)% and &(n, A) are easily extended 
to the case n = 2. All that is required is to replace (R2) (which is 
vacuous for n = 2) by 
w&) x&z) w&)-’ = x~~(-z4%). (R3) 
(This relation is a consequence of (Rl) and (R2) if n > 3.) There 
is an analogous homomorphism K,(2, A) -+ J&(3, A), and the symbols 
(u, r& E Ks(2, A) are still central in St(2, A). However these symbols 
satisfy only a weakened form of (Sl) and (S2) [15, Proposition 5.51; 
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it is for this reason that the main theorems of this paper are stated 
only for n 3 3. 
We shall require several results from [23]. The most important 
of these, [23, Theorems 2.5 and 2.131, states: lTf A is a local ring, Kz(n, A) 
is generated by the symbols {u, TJ>~ , u, v E A*, for all n 3 2. Moreover, 
if I is an ideal contained in rad A, the relative group K2(n, I) = 
ker(K2(n, A) - Kkn, 44) is generated by the symbols {u, I + q}A , 
u~A*,q~I,foralln 32. 
The following two equations of [23] are valid in St(n, A) for all 
n > 2. In these equations, (II denotes any fixed pair of indices aj, i # j 
and -cx denotes the reversed pair, ji: 
“~%c-,(q) = x&(1 + qw)-‘)I-w, 1 + p> Ml + P) G(-P~(~ + P)-~) (0.1) 
for v, 1 + qv E A* [23, Proposition 2.7~1. 
%(~)%(4$&) 
= x&(1 + qz)-l)(-w, 1 + qv$y-@, Z/h,(l + 4%) 4-W2(l + c&W) 
(0.2) 
for u, v, 1 + qv, 1 + qZEA*, where x = u + z, [23, Sect. 2, (411. 
1. NEW IDENTITIES IN Kz(n, A) 
In this section we derive several new identities satisfied by the 
Steinberg symbols (u, vjA . The importance of these identities will be 
demonstrated in Sections 2-5, where they will be used to give a presenta- 
tion for K2 of a discrete valuation ring and to compute certain Kz’s. 
These identities are proved in greater generality than is needed for the 
applications in this paper. The reader interested only in these applica- 
tions may make the blanket assumption that p, q, Y E rad A. 
Throughout this section we write 01, 8, y for the pairs of indices 
(12), (23), (31), respectively, with -CX, -8, -y denoting the reversed 
pairs (21), (32), (13). S ince in this section we deal with a fixed com- 
mutative ring A, we will abbreviate the symbol (u, vjA to {u, v>. 
PROPOSITION 1.1. (a) Suppose p, q, Y E A are such that 
1 -p, l-q,l--,I -pq, l-q,1 -ppr,l-pqY 
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are all units. Then the identity 
I 1 - qr 1 -PP II 1 - pr 1 - pqr -l--p’ -___ 1-P l-q’ l-q II l-PQ l-PPqr =1 -l--r’ 1-Y I 
holds in K2(n, A). 
(b) If p, q E A and v E A* are such that 
1 - p, 1 - q, 1 - pv, 1 - qv, 1 - pqe, 
are units, then the identity 
holds in K2(n, A). 
Following Swan [26, Lemma 7.71, let us make the substitutions 
a = xx-p), b = %3(-q), c = xy(-r) 
in the commutator identity of Philip Hall [14, Theorem 5.11: 
ya, [b-l, c]] C[b, [c-l, u]] qc, [u-l, b]] = 1. 
Using the Steinberg relations (Rl) and (R2) to simplify the resulting 
expression yields 
where 
qba) c, 2&d c, o,(-dcy = 1 
cm = [s(-P), Gx(--pr)l~ 
CB = M-q), %‘3(-Pr>l, 
c, = PY(-r>P x-A-P4K 
(1.1) 
Now the commutators that occur in this expression can be evaluated 
using Eq. (0.2). Writing y = pq~ and w  = 1 - y we obtain 
ca = %(-PI * s-,(l-ur)z-,(-l)xa(p) 
PY =x, - ( Ii 
I-qqr I-pqY 
U-2) 
W -l--p’ 1-P 
1 h-,(w) x.., (- -=) 
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and the other commutators are evaluated in a similar fashion. Sub- 
stituting these expressions into (1.1) and moving all symbols (which 
are central in St(n, A)) to the right, we see that to complete the proof 
we must show 
r5(-n)E ZJ4)E 
oi a %(-e)E, = 1 (1.3) 
where 
E = x B h- (w) x a a i 1 w a 
-a (- g, 
E, = x, (5) h,(w) x-5 (- q, 
E, = x, (5) h-,(w) x-, (- T). 
Now it follows from the Steinberg relations and [I 6, Corollary 9.41 
that 
“d-Q’E, = x- y (Jy) x,(G) h&u) x, (- $) x-, (- F)P 
+-p)q = xm5 (%) xy (5) h+/(w) x, (- &) AL/ (- g. 
Thus the left-hand side of (1.3) equals 
x-, (-@$) x, ($) h-,(w) h-,(w) h-,(w) x, (- $) x+ (- F). (1.4) 
But [16, Lemma 9.101 yields 
1 = /z,(w)-1 h,(w)-’ /q(w)-1 
= L(w) &3(w) L@) 
which implies the triviality of the expression in (1.4) and completes 
the proof of part (a) of Proposition 1.1. 
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The proof of part (b) is analogous to that of part (a). Replace r by z, 
and evaluate C, using Eq. (0.1): 
c, = M-4, u--P411 
= b-A--Pd, %(-@I-’ 
= @-Yt-Pa> “+)x-,( pq))-l 
= x, (5) h-,(w){v, 1 - pqv}-1 x-, (*) 
where y = pqv and w  = 1 - y. The proof is finished as in part (a). 
Remark. If 1 - v is a unit, an easy computation shows that part (b) 
is a consequence of part (a) and (Sl)-(S4). 
COROLLARY 1.2. Suppose n E rad A and v E A*. Then for all integers 
m 2 2 and for every integer k, 1 < k < m - 1, the identity 
1 1 -TM=-l 1- v7P k I I 1 - v7r+k 1 - vi? - l-n ’ lwn = - l--k ’ l--k I 
holds in &(n, A). 
This identity is trivially true when k = 1, so we may proceed by 
induction on k. Taking p = n, q = 7rk--l, and r = v7rrmhk in Proposi- 
tion l.la, we have upon applying (Sl): 
I 
1 _ vT+l 1 - v?rm 
II 
1 _ m-k+1 1 - 07P - 
_ 
l--x ’ 1-7r l- Tk-l ' 1 - &-I I 
I 
1 - v7rm-k l-mu?r” = -- 
1 - 9 I ’ 1 - vrrm-k ’ 
Applying the induction hypothesis to the left-hand side and (Sl)- 
(S3) to the right-hand side yields 
I 
_ 1 - VT?=1 1 - w7P 1 - vnm-l 1 - zm” k-l 
1-7T ’ l-77 II - l-37 ’ l-77 I 
I 
1 - err”-” 1 - v7P =- 
1 - 7rk ’ l-Tk I ’ 
as asserted. 
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COROLLARY 1.3. Suppose rr E rad A and v E A*. Then for all integers 
1 > 2, the identity 
holds in &(n, A). 
Using p = 7~ and q = &-I in Proposition 1. I b yields 
Taking m = I and Fz = I - 1 in Corollary 1.2 shows that 
and completes the proof of the Corollary. 
Remark. Note that the proof of Corollary 1.3 uses only identities 
(Sl)-(S3) and Proposition 1.1 for p, q, r E rad A. This fact will be 
used in Section 2. 
LEMMA 1.4. Suppose p, q, r E A are such that pq = pr = 0 and 
1 + p, 1 + q, 1 + Y, 1 + q + r E A*. Then 
(4 11 + $3 1 + 4 + 4 = (1 + p, 1 + q){l + p, 1 + r>, 
and for any d E A such that I + dp, 1 + dq E A*, 
lb) (1 + 4% 1 + q} = (1 + p, 1 + dq}. 
According to [23, Corollary 2.91, the identity 
il +A 1 + a> = bL(P), %(dl 
holds in St(n, A). As in 126, Lemma 7.61, part (a) follows immediately 
from (RI), the centrality of the symbol (1 + p, 1 + r} and the com- 
mutator identity [14, Theorem 5.11: 
[a, bc] = [u, b] *[a, c]. 
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Using (R2) we obtain 
[X,(P), %@I11 = bL(Ph [GW, %&7)11 
= “““‘[K,(d), Q3(q)l[Qo %?wl 
= [“““‘X_,(d), “-“‘“‘x_B(q)][x-,(d), x-,(q)l-l 
= [x-,(d) %(dP), %3m%,(d)~ %?bw* 
Applying the inverse of the above commutator identity, we see that 
the right-hand side of this equation is equal to 
“-“%!3(4% %3(qll. 
Part (b) now follows from [23, Corollary 2.91 and the centrality of 
the symbol (1 + dp, 1 + 91. 
Note that when d is a unit, Lemma 1.4b is a consequence of Proposi- 
tion l.lb and (Sl)-(S3). 
COROLLARY 1.5. Suppose r E rad A and that 7~~ = 0. Then for all 
u,v~A*, any integer 1 > m > 2 and all integers k, 1 < k < I- 1, 
the identity 
(a) (1 + uz-, 1 + ~77~--~}~ = (1 + u&, 1 + v7F) 
holds in I&(n, A). In particular, 
(4 (1 + z&T, 1 + vTP-l)m = 1, 
and if i + j > m + 1, 
(c) {l+uTf~,l+v7r~}= 1. 
Let us apply Corollary 1.2 with 1 replacing m. Since 1 2 m, we have 
vrl = 0; thus (S2) and (S3) yield 
(1 - rr, 1 - z+l}k = (1 - 4, 1 - a?+~}. 
Replacing v by uv and then applying Lemma 1.4b with -u replacing d 
completes the proof of (a). 
Taking k = I- 1 = m - 1 in (a) yields the identity 
-3 + ufl, 1 + mm-l}m-l = (1 + mT”-1, 1 + vi?}, 
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and applying Lemma 1.4b to its right-hand side gives 
(1 + U7r, 1 + Wr”-l}m-r = (1 + Ztnn~-l, 1 + z&r>. 
Part (b) now follows from (S2). 
Finally if i = k and j = I - /z, then i + j > m + 1 implies that 
I > m + 1 > m. Thus the left-hand side of (a) is trivial, and its right- 
hand side is (1 + u&, I + zi&}. This completes the proof of the 
Corollary. 
The identity of the following proposition, which depends on a pair 
of integers s, t 3 1, will be called the (s, t)-identity. It generalizes 
[23, Corollary 2.81. 
PROPOSITION 1.6. SFppose q E A and u1 ,..., u, , v1 ,..., vi E $Z*. Define 
2~ lz,, = 0, yk = Cizl ui for K = l,..., s, and xk = CiE1 vi for 
,-**> t. If ys = zt and 1 + qyi , 1 + qzj E A* for i = l,,.., s, 
j = I,..., t, then the identity 
holds in &(n, A). Moreover, the following formal relations hold among 
these identities and (Sl)-(S4): 
(a) The (1, I)-identity is trivially valid. 
(b) The (1,2)-identity is a formal consequence of (Sl)-(S4). 
(c) Ifs + t = s’ + t’, the (s, t) and (s’, t/)-identities are equivalent 
in the presence of (Sl) and (53). 
(d) If ~1 + ~2 E A*, the (2, 2)-identity is a consequence of the 
(1, 2)-identity, and thus of (Sl)-(S4). 
(e) If A is a local ring, all (s, t)-identities are formal consequences 
of the (1, 3, (1, 3), and (2, 2)-identities (and thus of the (2, 2)Gdentity 
and @I)-(S4)). 
Let us write a, for the left-hand side of the above identity and view 
a, as a function of the s units ur ,..., u, . Assume we have shown that 
in St(n, A), the relation 
““‘-y”‘G(-4) = b(--q(l + 4YJl) us&(1 + 4Ys) %(4Ys2(1 + 4YJ1) (1.5) 
607/x8/2-6 
194 DENNIS AND STEIN 
holds for any set of units {ul ,..., z+} satisfying 1 
Then applying (1.5) to {vi ,..., z)J, we have 
f qyt E A* for i = l,..., s. 
Zm(-zt)K,(-q) = x-,(--Q(l + qq’) Q,(l + 4%) %(q$( 1 + qQ), 0.6) 
where u1 is the right-hand side of the identity. But since zI = ys by 
hypothesis, the expressions in (1.5) and (1.6) must be equal, and, 
therefore, us = uf , as asserted. 
It remains to prove (1.5). The proof is by induction on s, the case 
s = 1 being Eq. (0.1). 
If s > 1, we have ys = u, + ys-r . Therefore by induction 
%Wx-,(-q) 
(1.7) 
zz “a(-u”)[Gk-q(l + 4Ys-1r1) fJ,-lk41 + QYS-1) ~akYLU + 4Ys-m. 
The right-hand term of (1.7) can be computed using relation (R2), 
[16, Corollary 9.41 and Eq. (0.1). Th is straightforward calculation, 
which is almost identical with that of [23, Corollary 2.81, shows that 
the right-hand terms of (1.5) and (1.7) coincide, completing the proof 
of our identities. 
It is clear that the (1, 1)-identity is trivial. Writing ur = u + V, 
zli = U, os = v e A*, the (1, 2)-identity is 
or, using (Sl)-(S3), 
I 
(u + 4u + 44 
V 
, 1 + 4(u + v)/]j& > - f1 = 1. 
But 
1 _ (u + v)U + 44 = -41 + 4@ + 4) 
V V 
, 
and thus, upon multiplying the preceding equation by 
1 = 
I 
(u + w + Pu) 
V ’ u(1 +,(: + v)) ’ I 
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I 
(u + 4u + CPU) 
V 
> 1 + !I(” + 41 [j& ? - ;I 
= (u + fg(l + 44 
1 
2, 1 v -- 
V 
> 
El i-g?-u II I 
I 
u+v V 
= ->--- 
V u I 
= 11 + i) - 51’ = 1. 
Thus the (1,2)-identity follows formally from (Sl)-(S4). 
Now the inverse of the extreme right-hand term of the (8, Q-identity 
is, using (Sl) and (S3), 
I vt 1 + w-1 -1’ 1 + q-3 I * 
Setting us+r = -vl and using the fact that y8 = zt , we have y8+r s 
31; - vt = xt - vt = Z&1 . Multiplying on the right by the above 
term, we see that the (s, t)-identity is equivalent to the (s + 1, t - l)- 
identity 
where the right-hand side equals 1 if t = 1. Continuing this procedure 
by descending induction on t shows that the (s, t)-identity is equivalent 
to the identity 
proving (c). 
Next, if ur + ua E A*, we may use the (1,2)-identity with or = 
ur + u8 to reduce the (2, 2)-identity to the (1,2)-identity, proving (d). 
Finally, suppose that A is a local ring, and consider the (s, Q-identity. 
If t > 3, then either vf-i + ZJ~ E A* or vt--2 + vi-1 + vt E A*. In the 
first case we may use the (I, 2)-identity and in the second, the (1, 3)- 
identity, to reduce to the identities of type (s, t - 1) or (s, t - 2). 
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We may continue this process, by induction on t, until t < 3, i.e., 
until we have reduced our original identity to one of type (s, 1) or (s, 2). 
Then if s > 3, a similar induction argument on s allows us to reduce 
to an identity of type (1, 2), (2,2) or (1, l), the latter being trivial. 
Hence over a local ring, the (1, 2), (1, 3), and (2,2)-identities imply 
all others. The remainder of (e) now follows from (b) and (c). 
Let us illustrate one way to use the (s, t)-identities. Choose u2 = 
1 + h E A*, with hq = 0, and let ui = 1 + qyiel for i = 2 ,..., s. Then 
the left-hand side of the identity reduces to (1 + A, 1 + q}, and an 
easy induction argument shows that 
ui = (1 + q)i-’ for 2 < i < s. 
Therefore we have 
Yk = i ui 
i=l 
= h + i (1 + q)“-’ 
i=l 
= x + i: (“i) qi-1. 
i=l 
This yields 
1 +qys= 1 +!If (;)#-I 
i=l 
= (1 + 4Y. 
(14 
Now suppose we can find a vl so that y8 = xi upon defining 
05 = (1 + !I%1) 01 for j = 2,..., t. (1.9) 
Then vJ(1 + qxiel) = vl for j = I,..., t and the right-hand side of 
the (s, t)-identity becomes 
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by (1.8). Moreover, if the z+ can be defined as in (1.9), another easy 
induction argument shows that 
1 + qzj = (1 + 470 for i = I,..., t, 
and, therefore, the right-hand side of the (s, t)-identity is also equal to 
+Jl 9 1 + 4%lt. 
Finally, let us investigate what condition on vu1 will allow us to define 
the V~ as in (1.9). Writing v = z+ , we obtain 
ZlC = g (;) .jqj-l for K = I,..., t 
by induction on k. Thus, we can define the TJ~ as in (1.9) for any v such 
that JJ~ = zt , i.e., such that 
x+f: (;)q”-‘= i (f)v,-1. i=l i=l 
These results are summarized in the following proposition. 
PROPOSITION 1.7. Suppose 1 + Q, 1 + X E A* are such that hq = 0. 
If erGA* issuch that 1 +qvEA* and 
x + i (i) qi-1 = i (f ) vjqj-1, 
i=l j=l 
then the identity 
(1 + A, 1 + 4) = +A 1 + Q}$ = 1% 1 + PY 
holds in &(n, A). 
2. AN EXACT SEQUENCE 
Let F be a field. It is a theorem of Matsumoto [15, Corollaire 5.1 l] 
(cf. [16, Theorem 11.1 and Sect. 121) that K,(F) is isomorphic to the 
abelian group with generators {x, y}, x, y E F*, subject to the relations 
W) 
63”2) 
(S”3) 
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The isomorphism is given by sending the generator (x, y} to the 
Steinberg symbol {x, y}F E K,(F). 
For the purposes of this section, the following presentation of K,(F) 
will be more convenient. We denote by v a nontrivial discrete valuation 
of F. 
LEMMA 2.1. K,(F) is isomorphic to the abelian group with generators 
ix, Y>> x, Y EF*, subject to the relations 
h% 7 Yl = {Xl 7 YE% ? Yl (Ml) 
{X,Yl = {Y, xl-’ W2) 
{x, -x} = 1 053) 
{x, 1 - X} = 1 if v(x) > 0 and V(1 - X) = 0. W4) 
It is clear that (Ml) and (M2) imply (s”2). If x EF* with V(X) = 0, 
~(1 - X) > 0, then (S”3) follows from (M2) and (M4) by reversing the 
roles of x and 1 - X. If V(X) < 0, then “(x-l) > 0 and ~(1 - x-l) = 0; 
hence (Ml)-(M4) imply 
{x, 1 - X) = {X, 1 - x-i}(X, -X} 
= (x-1, 1 - .-I}-1 
= 1. 
Thus (Ml)-(M4) imply (S”l)-(S”3). 
Conversely, since -x = (1 - x)/(1 - x-l) for x # 1, (Sol)-(S”3) 
imply 
I 1 = x, 1 - x-1 I 
= {x-l, 1 - x-y = 1. 
Finally, expanding the identity {my, -my} = 1 yields {x, yj = { y, x}-l, 
which proves that (S”l)-(S”3) imply (Ml)-(M4) and completes the proof 
of the Lemma. 
Suppose now that A, is the discrete valuation ring associated to v, 
with maximal ideal P, and residue class field kV . Define a function 
c,:F* xF*-+A,* 
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by the formula 
&) 
C”(X, y) = (- ly(*)“(v) yvcz) . 
The following properties of c, are an immediate consequence of its 
definition: 
G(W, > Y> = C”h 9 Y) c&Q Y Y) (Cl) 
C&,Y> = C”(Y, x)-l (C2) 
c,(x, -x) = 1 (C3) 
C”(X, 1 - x) = (1 - iv)-“(“) (C4) 
if v(x) 3 0 and v(l - x) = 0. 
The tame symbol 
( , )“: F* x F*+R,* 
is defined to be c, followed by the residue class homomorphism 
A,* ---f &*. Properties (Cl)-(C4) of c, imply that the tame symbol 
satisfies the defining relations (Ml)-(M4) of K,(F) (cf. [ 16, Lemma I 1 S]) 
and therefore induces a surjective homomorphism 
7”: K,(F) + k;* w K&f”). 
If v = VP is a p-adic valuation of Q, ( , )” and T” are also written 
( Y )P 9 TP - 
Since v will henceforth be a fixed discrete valuation of F, we will 
write A, P, /, c, ( , ), and 7 for A,, P, , 5, c, , ( , )” , and 7”) respec- 
tively. The main results of this section are the following two theorems. 
THEOREM 2.2. The sequence 
1 --+ K,(A) - K,(F) L K,(R) - 1 
is exact. Moreover, if A is P-adically complete, this sequence is split exact. 
The proof of Theorem 2.2 yields a presentation for K,(A) and a 
stability theorem for the groups Ks(n, A). 
THEOREM 2.3. Let A be a discrete valuation ring with maximal 
ideal P. Then for every integer n > 3, Kz(n, A) is isomorphic to the 
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abelian group with generators {u, v}, u, v E A*, subject to the relations 
i %%,4 = @I 3 v>@,,4 (Sl) 
(24, v) = {v, u>-1 w 
(24, -u} = 1 (S3) 
(24, 1 - U} = 1 if 1 --uEA*. (S4) 
I 1-v l-Ppqr 
1 -pr 1 -pqr 
--l--p’ 1-P Ii -I--q’ 1-q II 
l-PpP 1-w --1 
-I--r’ l-r l- 
for P, q, r E P. W) 
{Ul) 1 -I- !A [ 1 _;lequ, 1 + !dUl + %I 1 +!I% I 
h 1 + Pl> 1 Tpl 
1 + 4h + 
= 
4 9 1 , 1 +!P1 I 
forall q~P,ul,uz,vI,vz~A*suchthatu,+u,=v,+v,~P. 
(S7) 
The isomorphism is given by sending the generator {u, v) to the Steinberg 
symbol {u, v}~ E Kz(n, A). 
As a consequence, 
for all n > 3. 
K&G 4 : Kz(n + 1, A) 2 K*(A) 
Before beginning the proofs of these two theorems, which will occupy 
most of this section, let us extend the results of Theorem 2.3 to a wider 
class of rings. 
LEMMA 2.4. Let I be an ideal in the local ring R and let J be an index 
set. Suppose for each j E J that ui is a product of symbols in Kz(n, R) and 
that the relations ai = 1, j E J, are a complete set of defining relations 
for KS(n) R). Then th e relations ai = 1, j E J, are a complete set of defining 
relations for Kz(n, R/I), w h ere Ei is the corresponding product of symbols 
in K,(n) R/l). 
We let F(R) d enote the free abelian group on the formal symbols 
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{u, v}, U, v E R* and let 9(R) denote the kernel of the map 
F(R) -+ K&G R). 
The following diagram is commutative with exact rows: 
1 -K-F(R) - F(R/l) - 1 
1 1 1 1 - K&> 4 - &(n, R) - Kz(n, R/I) - 1 
Clearly {u, ZI>{U, I>-’ E K if u E R*, ZJ = 1 mod I, and hence, according 
to [23, Theorem 2.51 the map K -+ K&n, I) is surjective. The snake 
lemma asserts that the induced map W(R) -+ @(R/I) is surjective. 
Thus a collection of generators of 9?(R) maps onto a set of generators 
of .BY(R/l), which is the assertion of the Lemma. 
THEOREM 2.5. If A is the homomorphic image of a discrete valuation 
ring, the groups Kz(n, A) have the presentation given in Theorem 2.3 
for all n > 3. Consequently, Kz(n, A) z K,(A) for all n > 3. 
The Theorem is an immediate consequence of Theorem 2.3 and 
Lemma 2.4. 
We are now ready to begin the proofs of Theorems 2.2 and 2.3. 
For the remainder of this section we fix a generator r of the maximal 
ideal P of A. We write unadorned (x, y> for the Steinberg symbol 
{x, Y}~ and {u, v}~ for the Steinberg symbol with values in K,(A). 
As a preliminary step in the proof of Theorem 2.2, we need to com- 
pute, for a E A, the Steinberg symbol (1 + ar, rr> E 1(2(F). If a E A*, 
we have 
{I + a7r, 7r) = {I + a7r, -a~>{1 + ~77, -u-l) 
= {-a, 1 + m}. 
If a $ A*, then necessarily a E P, and 
i 
1ta 
(l+m~)= I+& __ 77, 77 
* 1 
(1 - n-, 7T) 
= 11 +p&r 
x !  
!  
lfa 1 + a77 zzz 
-G--T I 
202 DENNIS AND STEIN 
by the first case, since (1 + u)/(l - rr) E A*. Summarizing, we have 
(1 + u77, n} = (-a, 1 + arr} if acA* 
I 1+a 1+aTr I 
(2.1) = 
-i-G-F l--VT 
if a$A*. 
Because A is a local ring, K,(A) is g enerated by the Steinberg symbols 
{UP 44 9 U, v E A* [23, Theorem 2.131. We will write im K,(A) for 
the image of K,(A) in K,(F). Th en the computation just completed 
shows that for a E A, 
{I + UT, T} = 1 mod im K,(A). 
Now if x, y EF*, then 
lx, rl = G4 er>@@, Yh 4 
where u = XT+“), v = Y,--~(v) E A*. Thus, if g = l-Ii {xi , yJ E K,(F), 
then 
g = @ c(xi ,JQ), “) mod im &(A). 
In particular, if g E ker T, then for some a E A, 
g c (1 + uTf,Trr) sz 1 mod im K,(A) 
by the definition of T and (2.1). This proves that ker T C im K,(A); 
since clearly im K,(A) C ker T, the sequence of Theorem 2.2 is exact 
at K,(F). 
Let U be defined by the exact sequence 
l-+U-+A*-+R*-+l 
and define 
,x U + K,(A) 
on the element w = 1 + an E U by 
P(W) = {-a, wL4 if UEA* 
I 1+u w = --I--n’ I 1-T A if a$A* 
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We claim that p is a homomorphism, i.e. 
PhW2> = PW P(W2) cm 
for w1 = 1 + a?r, w2 = 1 + brr E U. There are several cases to consider 
according to the definition of p. In all of these cases, (2.2) will be a 
consequence of (Sl) and the (s, t)-identities, which according to 
Proposition 1.6 are formal consequences of (Sl)-(S4) and (S7). The 
computations involved are straightforward and will be omitted. 
Case 1. If a, b and a + b are units, (2.2) follows from the (1, 2)- 
identity with 
q=--” 
24, = y1 = x2 = 
WlW2 - 1 
4 
PO, - 1 q=------ 
4 
w2 = * (1 + qzJ1). 
Case 2. If a and b are units, but a + b is not a unit, then (2.2) 
follows from the (2,2)-identity with 
q = -7r 
241 = 
WlW2 - (1 + 4) 
nu + (I) 
w1 - 1 
Wl = ___ 
4 
w2 = Jf+ (1 + qq) 
y2 = z2 = 
WlW2 - 1 
4 * 
Case 3. If a is a unit, and b is not a unit, (2.2) follows from the 
(I, 3)-identity with 
q = -77 
Ul = y1 = 2, = 
WlW.2 - 1 
9 
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w, - 1 
Vl = ___ 
!l 
v2 = “,‘:‘,“’ (1 
213 = 1 + q(v1 + VP). 
Case 4. If both a and b are nonunits, 
(2,4)-identity with 
q = -7r 
241 = Wl% - (1 + 4) 
!I(1 + 4) 
112 = 1 + 4% 
"l = 
Wl - (1 + d 
q(l + 4) 
v2 = Wsq(l (;; Q) (1 
v3 = 1 + q(v1 + v2) 
+ 44 
then (2.2) follows from the 
+ !Pl) 
v4 = 1 + q(v1 + v2 + v3) 
y2 = 2, = 
WlW2 - 1 
4 * 
Now let X be the pushout (in the category of multiplicative abelian 
groups) of the diagram 
P 1 i 
K,(A) ------+ i. 
Thus X is the quotient of K,(A) @ A* by the subgroup generated by 
MW)> w-9 I w  E u>- 
If x = ~-8, y = vrj E F*, define 
DISCRETE VALUATION RINGS 205 
to be the image in X of the pair 
(@, 4,4 ,4x, Y)) E K,(A) 0 A *. 
Now it follows from Eq. (2.1) that the diagram 
U--A* 
is commutative; thus, there exists a homomorphism X -+ K,(F) such 
that 
(the last equality is proved in the discussion following Eq. (2.1)). 
We claim that, conversely, the map K,(F) -+ X defined on generators 
by {x, JJ> I+ {CV, r>r is a homomorphism, and, therefore, that X = K,(F) 
and the square 
U-A” 
is cocartesian (a pushout). 
Before proving this claim, let us show how it completes the proof 
of Theorem 2.3. Since U + A* is injective, it follows that 
K?,(A) + Km 
is also injective. Moreover, if we replace K,(A) by the group G, .whose 
presentation is given in Theorem 2.3, the same arguments will show that 
U---+A* 
is cocartesian and therefore that the map G + K,(A) given by 
@, 4 ++ G4 +4 
is injective. Since this map is known to be surjective, we thus prove 
that K,(A) has the stated presentation. The isomorphisms 
K&, A) 2 K,(n + 1, A) 5 K,(A) 
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hold for n > 3 because these groups are generated by the symbols 
{u, v}~ , which satisfy the defining relations (Sl)-(S7), as proved in 
Section 1. 
To complete the proof of Theorem 2.3, we must show that the 
pairing on F* x F*, (x, y) I-+ {x, y} X , satisfies the relations of Lemma 2.1. 
Relations (Ml)-(M3) follow directly from (Sl)-(S3) and (Cl)-(C3). 
To verify (M4), we must show that for every x = urr” E F* with n 3 0 
such that V( 1 - x) = 0, there exists a w  E U such that 
(h 1 - 42 > 4% 1 - 4) = (P(W), w-‘1. 
We claim that w  = (1 - u+)” fulfills these requirements. First, since 
V(1 - X) = 0, 
c(x, 1 - x) = (1 - x)-Q 
= (1 - z&)-n 
= w-1 
as required. If n = 0, 
p(w) = p(1) = {U, 1 - U}A = 1. 
If n = 1, p(w) = p( 1 - UT) = {u, 1 - ~1~ . Finally, if n > 2, it 
follows from Corollary 1.3 and the definition of p that 
To prove that the sequence of Theorem 2.2 is split exact when A 
is complete, it will suffice to exhibit a splitting #: R* + A* for the 
residue class map A* --+ R* since the map K,(R) 4 K,(F) given by 
u t-+ MU>> 4 
will then split the exact sequence. Kaplansky has shown that such a 
splitting always exists when A is complete. As the proof does not 
appear in the literature, we include it here. 
Now A*/U is isomorphic to the multiplicative group R* and we 
must show that U is a direct factor of A*. Although the notation is 
multiplicative, we use the concepts of additive abelian group theory. 
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First, U is pure in A *. It suffices to check this one prime at a time. 
If p is the characteristic of ,&, we have that I* is p-torsion-free, which 
is stronger than the statement that U is p-pure in A*. For a prime 4 
different from p, Hensel’s lemma implies that U is q-divisible, which 
is again stronger than q-purity of U in A*. We have 0 Up” = I, and 
U is complete in the topology given by (V”}, since this topology is 
finer than that inherited by U from A. Thus, U is multiplicatively 
a complete module over the p-adic integers (compare [12, II, Sect. 151). 
We can now cite the algebraic compactness of such a group, and the 
fact that an algebraically compact pure subgroup is a direct summand. 
A little more directly, [13, p. 55, exercise 621 supplies what is needed. 
COROLLARY 2.6. Suppose A is the valuation ring in a local jield F, 
with residue class Jield I of characteristic p > 0. Then 
where D is a divisible abelian group and pP is the p-primary component 
of the roots of unity in F. 
C. Moore [17] (see also [16, Theorem A.141) has shown that K,(F) M 
D @ p”, where ,u is the full group of roots of unity in F and D is divisible. 
Since F is a local field, A is complete and i& is a finite field, hence perfect. 
Thus by Theorem 2.2, the sequence 
is split exact. Since D is divisible, the splitting homomorphism must 
map K,(R) K+ A* into a subgroup of D @CL complementary to D. But 
all complements of D are isomorphic to p and since t.~ M t.~~ @ .J*, 
our result follows. 
It is sometimes possible to obtain a split exact sequence even when 
the valuation ring is not complete. 
COROLLARY 2.7. Let p be a rational prime and Z(,) the localization 
of Z at ( p). The sequence 
1 -+ WG,,) -+ f&(Q) + KP,) + 1 
is split exact. Hence 
where the direct sum is taken over all odd primes q # p. 
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Tate [16, Theorem 11.61 has shown that the map 
&z(Q) -+ ktd0 u F,* 
aodd 
given by {x, Y>O H ((x, y)s , (x, y)a , (x, Y)~ ,...) is an isomorphism, 
where (x, y)e is the tame symbol for odd primes 4, and (x, y)a is the 
2-adic symbol defined by the formula 
@, y)z = (- l)“+X+kJ 
where x = (- 1)i 2j5ku, y = (- 1)’ 2J5K~’ with i, K, I, K either 0 or 1 
and U, U’ quotients of integers congruent to 1 mod 8. The commutative 
diagram 
1 - ww  l K,(Q) - F,* - 1 
1 
1 - k!rl) 0 u F,* 
1 1 
-{fl}@UF,*-F,*- 1 
9+2, P 
yields the proof of the Corollary. 
Remarks. 1. Let F(T) d enote the field of rational functions in 
one variable over the field F. The technique used to compute K,(Q) 
can also be applied to Ks(F( T)) to yield a split exact sequence 
where p ranges over all nonzero prime ideals of the polynomial ring 
F[T] (cf. [16, p. 1061). The techniques of the above Corollary can 
then be applied to yield the split exact sequence 
and the computation 
2. We conjecture that for any set S of rational primes, the 
following natural generalization of Corollary 2.5 holds. Let Zts) = 
(JpES Ztp) . Then the sequence 
1 - fWw) - K,(Q) + u K(F,) -+ 1 
LIES 
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is split exact, and 
A similar conjecture applies to the situation described in Remark 1. 
Quillen has recently proven the existence of a localization exact 
sequence in algebraic K-theory [19, Theorem 51. The conjecture for 
2~~) is an immediate consequence of this sequence, as is the conjecture 
for F[T] in the light of a recent result of Gersten [IO, Sect. 61. 
3. THE STRUCTURE OF K,(Pm-l/Pm) 
As in the preceding section, A denotes a discrete valuation ring 
with maximal ideal P generated by n. We assume that R = A/P is a 
perfect field of characteristic p > 0. If A has characteristic 0, we denote 
the ramification index of P over p by e. Hence we can write p = wrre 
for some w  E A*. If A has characteristic p, we set e = co. 
Suppose m > 1 is an integer. Then A/Pm is a complete local ring. 
According to [6, Lemma 71 the set U consisting of all elements of 
(A/w* which have pkth roots for all integers Fz > 1 is the unique 
set of multiplicative representatives of 1&* in (A/Pm)*. It follows that 
every element of (A/Pm)* can be written uniquely as u( 1 + 9) where 
u E U and 4 E P/P”. Note that the subgroup 1 + P/P” of (A/Pm)* 
has exponent pm-l [23, Lemma 3.51. 
The main result of this section, Theorem 3.8, describes the structure 
of the groups K&Pm-l/Pm). Th is result will be used in the next section 
to give a complete computation of the groups K,(A/P”) when I is 
finite (Theorem 4.3). Throughout this section we will not distinguish 
between rr, W, and p and their images in A/P”. 
Since the rings A/P” are local, the groups K,(A/Pm) are generated 
by symbols [23, Theorem 2.131. For any integer Z, 1 < I < m, the 
relative groups K,(P’/P”) are defined by the exact sequence 
1 ---f K,(P/P) --+ K&4/P) -+ K&4/P) ---f 1. (3.1) 
Using the snake lemma, we derive from (3.1) the exact sequence of 
relative groups 
1 + K,(PZ/P) -+ K2(P~--1p) + K,(Pl/P) - 1, 
valid for 2 < 1 < m. 
(3.2) 
607118/2-7 
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The following lemma is an immediate consequence of exact sequences 
(3.1) and (3.2). 
LEMMA 3.1. K,(A/P) ’ g is enerated by any set of Steinberg symbols 
that lift any sets of generators of the groups K,(A/P) and K2(P’-1/P1), 
2 < I < m. Moregenerally, K2(Pk/Pm) ’ g as enerated by any set of Steinberg 
symbols lifting any sets of generators of the groups K,(P’-l/P’), 
LEMMA 3.2 (cf. [23, Lemma 3.81). For each m > 2, the group 
Kz(Pm-l/Pm) is generated by the symbols 
{I + Tr) 1 + u#=r> = { 1 + Zclrr, 1 + TP-1) 
where {ut} C U is any set of representatives in A/Pm of a basis of 4 over 
its prime subfield FP . 
Moreover, each of these symbols has order 1 or p. Hence Kz(F-l/Pm) 
is an elementary abelian p-group of rank at most [R: F,], and Kz(Pk/P”) 
has exponent pm--k. In particular, if R is a finite Jield, K,(A/P”) is a finite 
abelian p-group. 
According to [23, Theorem 2.51, K2(Pm--l/Pm) is generated by 
symbols of the form {w, 1 + r}, where w  E (A/Pm)*, r E Pm-l/Pm. By 
our previous observation, we can write w  =u(l +q) with uEU 
and q E P/P”. As u E U, for any k > 1 there is a v E U such that 
VP’ = u. Hence taking k > m - 1, 
(w, 1 + r> = @(l + q), 1 + r> 
= (0, 1 + ~>““(l + 4, 1 + 7) 
= (1 + 4, 1 + r> 
by (Sl) since 1 + P/Pm has exponent pm-r. Therefore K,(P”-l/P”) is 
generated by the symbols (1 + q, 1 + r), q E P/P”, r E Pm-l/Pm. 
Now if q E P2/Pm, then (1 + q, 1 + r> = 1 by Corollary 1.5~. Hence, 
we may assume q = WIT for some w  E (A/Pm)*. Since rrr = 0, Lemma 
1.4b yields 
{l + WTr, 1 + Y} = (1 + Tf, 1 + wr}. 
Now let {z+] be a set of representatives of a basis for R over FP . 
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Then there exist integers m, , with only finitely many nonzero, such 
that X:1 m,ufrrm-l = WY. Hence, Lemma 1.4a implies that 
(1 + 4, 1 + y> = 11 + r, 1 + 1 w,+~ 
rr{l + 7r, 1 I m$177~-l) 
Thus, the elements (1 + r, I + u~x”-~) generate K,(Pm-l/Pm), as 
asserted. Moreover, we may assume that {urj C U. For if uI $ U, choose 
ur’ E U such that u, = u,’ mod P; then ulrrrm-r = ul’rrm-r mod Pm and 
we may replace uI by ulr. The equality 
(1 + Tr, 1 + z&P-l} = (1 + ZQT, 1 + 77-l) 
follows from Lemma 1.4b as T? = 0. 
NOW, since p divides the binomial coefficients (7) for i = l,..., p - 1, 
and since prrm-r = ~rrm++l = 0, we have 
(1 + u7p-1)” = 1 
in A/Pm for any u = u1 . Therefore (Sl) implies that 
(1 + r> 1 + u7Py = 1. 
Using exact sequence (3.2), induction on m shows that Kz(Pk/P”) 
has exponent pmmk for 1 < k < m. 
Finally, if R is a finite field, then K,(R) = 1 [25, 3.31, and it follows 
from the preceding argument and exact sequence (3.1) that K,(A/P”) 
is a finite abelian p-group. 
COROLLARY 3.3. The group K,( Pm-‘/Pm) is trivial, except possibly 
when m is a multiple of p. 
Each generator (1 + r, 1 + UTP-l} of K,(FM1/Pm) has exponent p 
according to Lemma 3.2. On the other hand, Corollary 1.5b implies 
that (1 + 71, 1 + UZ-~-~}~ = 1. Thus if p does not divide m, these 
generators are all trivial. 
LEMMA 3.4. If 2 < m < p(e - l)/(p - I), then K,(Pm-l/F) = 1 
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and hence K,(A/Pn) = K,(R). In particular, if A has characteristic p, 
then K,(P-l/Pm) = 1 and K,(A/P) = K,(k) for all m >, 2. 
By Corollary 3.3 we may assume that m = pr for some r with 
1 < I < (e - l)/(p - 1). The proof will be by induction on r. Exact 
sequence (3.2), Lemma 3.2, and our induction hypothesis allow us to 
assume that K,(P/Pp’) has exponent p. 
Write u = ur , ur as in Lemma 3.2, and suppose we can find a 
w  E (A/F”)* such that v, h = UT pr--l and q = rr satisfy the hypotheses 
of Proposition 1.7 for s = t = p. Then we obtain 
(1 + 247r”T-1, 1 + ?7} = (e), 1 + ?T}P = 1, 
since {v, 1 + r} E Kz(P/Ppr) w  ic is of exponent p. This would com- h’ h 
plete the proof, as symbols of this form generate K~(PP~-~/~~). 
Write e, = 1 + 6 and assume that pS = 0. To apply Proposition 1.7, 
we must have 
U7Tpc-1 + f (:)+I = f (:) (1 + a)inf-1 
i=l i=l 
= f (g&l + 8Pn"-l; 
14 
that is, we must choose 6 so that 
By Lemma 3.2, u E U and therefore has a pth root w  E U. Defining 
8 = w+‘-~ will complete the proof, provided pS = 0. But pS = 
ww~+r-l;thus,p~=Oife+r-l >,pr;thatis,ifr<(e-l)/(p-1). 
In view of Lemma 4.4, we will henceforth assume that A has charac- 
teristic 0 (that is, 1 < e < co). 
LEMMA 3.5. If m > p(e + l)/(p - 1) and K,(P-e-l/P-e) = 1, 
then K,(P-l/Pm) = 1. 
Since Kz(P”“-l/P”-e) = 1, it follows from Lemma 3.1 that 
K,(F-e-l/F) is generated by the symbols (1 + UQT, 1 + T?}, where 
the ur are as in Lemma 3.2 and k = m - e ,..., m - 1. But 
(1 + @)p = 1 + rPk mod Pm 
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andpk >p(m - e). Therefore, if m > p(e + l)/(p - 1) >pe/(p - I), 
then pk > p(m - e) > m, and thus 
(1 +ur7r, 1 +%-“>” = 1. 
This shows that K,(Pm-e/P”) has exponent p. 
Now it is easily checked that m 3 p(e + l)/(p - 1) implies that 
p(m - e - 1) 3 m, and, therefore, that +‘(m-e-1) = 0 mod P. Thus 
(1 + *m-c-l)P G 1 +p#n-e-l 
= 1 + WTP-~ mod Pm. 
Hence for any u E (A/P)*, 
{I + uvr, 1 + WF’} = {I + r&r, 1 + 7P--B--1)P = 1 
because (1 + ~17, 1 + 7P+--l) E K,(.P-+-l/P), which we proved above 
has exponent p. Since (1 + UT, 1 + WZ-‘+~} = (1 + uw7r, 1 + ~-1) by 
Lemma 1.4b, and since elements of this form generate K,(P-l/P), 
we conclude that K,(P-‘/Pm) = 1, as asserted. 
COROLLARY 3.6. If e is not divisible by p - 1, then K,(Pn-l/P”) = 1 
and K,(A/Pm) = K,(A) for all m > 2. 
Let m > 2 be the smallest integer such that K,(P”-l/Pm) # 1. 
It follows from Corollary 3.3 and Lemma 3.4 that we may assume 
m = pr > p(e - l)/(p - 1) f or some integer T. Since K&P’-l/Pi) = 1 
for 2 < 1 < m, we would contradict Lemma 3.5 were 
m 2 P(e + IMP - 1). 
Thus the strict inequalities 
P(e - 1) 
P--l 
<p’ < P@ + 1) 
P-1 
must hold, which implies 
e-l <r(p-l)<e+l. 
But e, p - 1, and Y are integers; thus, we must have e = r(p - l), 
which completes the proof of the Corollary. 
LEMMA 3.7. Assume m > p(e + l)/(p - 1) and let {ul) be a set 
of symbols in Kz(P/p”r) whose images (GJ in K,(P/Pm+) are contained 
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in and generate K,(F-e-l/P*-e). Then the set (up} is contained in and 
generates K,(P”“-l/Pm). 
Let u E (A/P”)* be an arbitrary unit. Since (63 generates 
Kz(Pm-e-l/Pna-e), ‘t f 11 1 o ows from exact sequence (3.2) that there is some 
product, 0, of the symbols ur such that 
u = (1 + un, 1 + TP-++~} mod Pm+. 
In particular, we can write 
u = (1 + u%-, 1 + ,+q, 
for some T E K,(Pn-“/P”). But arguing as in the proof of Lemma 3.5, 
we see that Kz(P”-e/Pna) has exponent p, and therefore, 
up = (1 + t&r, 1 + ?T,-e-l}, 9 
={I +2&r, 1 +wn-l} 
= (1 + wwr, 1 + n-,-l}. 
Since u was arbitrary, it follows from Lemma 3.2 that {u1p) generates 
K,(P”-l/P”). In a similar fashion we can show that each ur is a product 
of symbols of the form 
(1 + UT, 1 + @), m-e--l<k<m-1, 
proving that IJ~ lies in K,(Pm-l/P1lZ). 
THEOREM 3.8. Let ps be the highest power of p dividing e, and if 
p - 1 divides e, let n = pe/(p - 1). 
(a) The group K2(Pm--l/Pm) is trivial, except possibly when p - 1 
divides e and m = n + ke, 0 < k < s. Moreover, if K,(Pz-l/P1) = 1 
for some I = n + k,e, then K,(P”-l/P”) = 1 for all m >, 1. 
(b) If m > n, then any lifings to K,(P/Pn”) of generators of 
K,(P”-l/P”) will generate K,(P/P”). 
(c) K,(P/P”) has exponent ps+l for all m > 2. 
(d) Any symbol 
{I + mr, 1 + 7F1) E fqpn--l/py 
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is trivial if the equation 
u z wx + xp mod PIPn 
has a solution x in the residue field /. 
(e) Let 0 denote the endomorphism of R de$ned by 
e(x) = wx + XP. 
There exists a surjective homomorphism 
which vanishes on the image of 8. 
(f) In particular, if R is a jinite jield, K,(A/P”) is a cyclic p-group 
of order at most pS+l, generated by any symbol 
(1 + UTr, 1 + d-l} 
such that the equation u = wx + xp has no solution in /(that is, mod P/P”). 
It follows from Corollary 3.6 that K,(Pm-l/Pm) = 1 unless p - 1 
divides e. Moreover, Lemma 3.4 and Corollary 3.3 imply that the 
smallest integer m for which K,(Pm-l/Pm) can be nontrivial is m = n 
(= pe/(p - 1) by definition). Now if r is an integer such that 
n+ke>pr>n+(k-l)e, 
it follows by induction on k from Lemma 3.5 that K,(pP’-l/pP’) = 1. 
For k = 1, the above condition is 
n>pr-e>n--e. 
If p does not divide e, then K,(P pr--e--l/Ppr-e) = 1 by Corollary 3.3. If p 
divides e, the inequality n > pr - e implies that 
P(e - l)l(P - 1) 2 Pr - e, 
and, therefore, KZ(P~r--e-l/P P7-e) = 1 by Lemma 3.4. Finally, since 
pr > n implies pr 3 p(e + l)/(p - l), all of the hypotheses of 
Lemma 3.5 are satisfied and we may begin our induction at k = 1. 
If k > 1, the induction hypothesis from the kth step is precisely the 
hypothesis of Lemma 3.5, which then yields the k + 1st step. This 
proves that K,(Pm-l/p) is trivial unless p - 1 divides e and 
m = n + ke, k 2 0. 
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Note that to prove the last statement of (a), it now suffices to show 
that K,(Pn-l/P) = 1 f or m = n + ke, k >, k, >, 0. This follows 
immediately from Lemma 3.5 by induction on K whenever n + ke > 
He + W(P - 1). Th is inequality is valid unless k = 1. 
Now if n + e > p(e + 1)/Q - l), an induction argument using 
Lemma 3.7 proves (b). This condition is fulfilled whenever e > 
p/(p - 1); that is, if e >, 2. 
If e = 1, we may assume by Corollary 3.6 that p = 2, and, therefore, 
that n + e = 3. Since Corollary 3.3 then implies that Kz(P2/P3) = 1, 
the last statement of (a) (which has already been proven in this case) 
implies that K,(Pm-l/P”) = 1 f or all m > 3, proving the last statement 
of (a) when e = 1. This also shows that K,(P/P) = K,(P/P) for all 
m > 2 when e = 1, which completes the proof of (b) in this case. 
Finally, note that we have also shown that K,(P/P) has exponent 2 
if e = 1 and p = 2, which completes the proof of (c) in this case. 
Next let I = n + (s + 1)e and assume e > 1. Since we have already 
proven (b), an induction argument using Lemmas 3.2 and 3.7 shows 
that for u E U, the elements 
(1 + z&r, 1 + ?T+l}~a+1 E K,(P/P) 
actually are contained in and generate K,(P1/P). Hence if we show 
that K,(P/P) has exponent p s+l for all m > 2, proving (c), it will 
follow from the last statement of (a) that K,(P-‘/Pm) = 1 for all 
m > I, which will complete the proof of (a). 
Write n = ps+lk, with p and k relatively prime, let w  E U and set 
(Tzx - 
1 
1 - (wTk)P”+l-l 1 - (w+)P*+1 
1 -w& ’ l- w?rk t ’ 
an element of K,(A). Applying (Sl) to Corollary 1.3 with w7rk replacing 
r, z, = 1 and I = ps+l yields a@ = 1. Moreover, (Sl)-(S3) yield 
o F (1 - mk, 1 - w~‘~~--ld+k} mod Pn. 
Thus, it follows from Lemmas 1.4b and 1.5a that 
D = (1 + wp’+lm, 1 + +-l}k mod Pn. 
However, since every unit in U is of the form w@ for some w  E U, 
and since p and k are relatively prime, it follows from Lemma 3.2 
that &(P”-l/P), and therefore, by (b), K,(P/P), is generated by 
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the images of such elements 0, each of which has exponent pa+l. This 
completes the proofs of (a) and (c). 
To prove (d), suppose first we can find a z, E (A/F)* such that 
V, JI = ~n”-l and q = n satisfy the hypotheses of Proposition 1.7 
for s = t = p. Then we would have 
(1 + 2477, 1 + 7+)-I = (1 + 247P-1, 1 + %-} 
= {v, 1 + 4)p 
Z 1 
since K,(P/Pn) h as exponent p. To find such a V, write w  = 1 + W, 
with I = n - e - 1. The hypotheses of Proposition 1.7 then require 
that 
mP-1 + gl(?p = f (f&l + &Z)i,i-1. 
i=l 
(3.3) 
Since p divides (4) for 1 < i < p - 1, and since pnr+’ = 0, the right- 
hand side of (3.3) is just 
p&r + 6 P&P+P-l + -f ($+l. 
i=l 
Thus, (3.3) reduces to 
uTn-1 =p&l + &.$PfP-1, 
which, on noting that p = CM+ and lp + p = n, becomes 
Since nlE = 0, solving this last equation is equivalent to solving the 
equation 
11 = ws + 82, 
mod rr, i.e., in the field 4, The hypotheses of Proposition 1.7 are 
thus satisfied provided that w  = 1 + 6 4 is a unit. This fails to hold 
only if I=0 and 6r-1modP. In this case e=p-1 and 
u=---w-1mmodP. 
As the result is trivial if u E P, we may assume that u is a unit. We obtain 
(1 + UT, 1 + d-l> = (1 + (24 + u’)Tr, 1 + 7F}{I + ut, 1 + 7r,-1}-1 
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where U’ = a2 + WV. But u + U’ E w(- 1 + w) + (- 1 + 0)~ mod P 
and hence (1 + (U + z+, 1 + +-l> = 1 by the preceding part of 
the proof as 1+6=1+(-l+w)=o is a unit. Similarly, 
(1 + U’Tf, 1 + 79-l) = 1 as l+a=l+w---umodP is a unit. 
This completes the proof of part (d). 
Now define 8: R-t I by 
O(x) = wx + x”. 
Then 6 is an F,-vector space endomorphism of /. By (Sl), Lemma 1.4a, 
Corollary 1.5c, and Lemma 3.2, we can define a surjective homo- 
morphism 
I&+ --+ K,(P”-l/Pn) 
by sending u E 1+ to (1 + UT, 1 + @-l>. Since (1 + UT, 1 + #-l} = 1 
if u E im 0, this homomorphism induces a surjective homomorphism 
coker 0 --+ K2(Pn-l/Pn). 
If B is a finite field, then dim, ker 8 = dim, coker 6’ < 1. Thus 
Ks(P”-l/P”) is either trivial or cycl;c of order p. I”t then follows from 
(b) and (c) that K,(P/Pm) is a cyclic p-group of order at most ps+l 
for all m >, n. Since K,(d) = 1 when R is finite [25, 3.31, (f) now follows 
from (d) and exact sequence (3.1). 
Remark. In the case where R is a finite field, we show in the next 
section (Theorem 4.3) that K2(Pn--l/Pm) is nontrivial if and only if 
there is a primitive pth root of unity in A, , the completion of A at P. 
It is easily shown (see [17, pp. 175-1761) that there is such a primitive 
pth root of unity in A, if and only if there is a solution to the equation 
0 = wx + x* in A and p - 1 divides e. As the field R is finite, ker 8 = 
coker 0 and it follows that the surjection coker 0 -+ K,(P+l/P”) is an 
isomorphism in this case. 
4. COMPUTATION OF K,(A/Pm) 
Suppose R is a commutative local ring and G is an abelian group. 
A pairing on R with values in G is a function 
( , ):R* x R*-+G 
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together with a surjective homomorphism 
h: K,(R) --f G 
such that the diagram 
R* x R* -=f% K,(R) 
\l 
h 
(%) 
G 
(4-l) 
commutes. 
PROPOSITION 4.1. Let I be an ideal in the local ring R and suppose 
R* is compact in the I-adic topology. Let ( , ), h be a pairing on R with 
values in the abelian group G. If ( , ) is a continuous junction with respect 
to the discrete topology on G, then there exists an integer k > 1 such 
that h induces a surjection 
K,(R/I’“) + G. 
Since ( , ) is continuous and vanishes on R* x 1 (by diagram 
(4.1) and (Sl)), th e compactness of R* implies the existence of an 
integer k > 1 such that ( , ) vanishes on R* x (1 + P). 
According to [23, Theorems 2.5 and 3.11, the relative group J&(P), 
defined by the exact sequence 
1 ---f K2(Ik) + K,(R) -+ K,(R/P) + I, 
is generated by symbols of the form {u, v}~ , u E R*, v E 1 + P. Thus 
any (T E K,(P) can be written as u = lJ {ZQ , vi}s , ui E Ii*, vi E 1 + Ik. 
It follows from diagram (4.1) that h(u) = n (ui , vi) = 1, and hence 
K,(Ik) C ker h. Therefore, h induces a surjection 
as claimed. 
K,(R/Ik) + G 
We return now to the situation of the preceding two sections. We 
denote by F a field complete under a discrete valuation v, with valuation 
ring A, maximal ideal P generated by rr, and residue field R which 
we now assume to be finite of cardinalty pf (F is a “local field”). The 
ramification index of p in F is denoted by e. We write TV for the roots 
of unity in F, considered as a topological abelian group with the discrete 
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topology. The p-primary component of p is denoted cup , and we set 
Pr= IPPI’ 
The norm residue symbol [20, Chap. XIV, Sect. 21 
of local class field theory is a continuous pairing on F in the sense 
of our previous definition. Denote by h, the associated surjective 
homomorphism 
mF) - P* 
PROPOSITION 4.2. The restriction of the norm residue symbol to 
A* x A* is a continuous pairing on A with values in pp . 
Let H be the subgroup of p generated by all 
21, v 
( 1 -9 
u,v~A*. 
v 
Then it is easily checked that the homomorphism A,: K,(F) --f p induces, 
by restriction, a surjective homomorphism K,(A) + H. Hence it 
suffices to show that H = pD . 
Applying Proposition 4.1, we see that there is a k >, 1 such that 
X, induces a surjection Kz(A/Pk) -F H. Lemma 3.2 implies that H 
is a p-group and hence H C pp . 
Since pp is cyclic, there exist x, y E F* such that u generates pp . ( ) 
Let 5 E F* be a primitive (p’ - 1)st root of unity. ‘Then X, y can be 
uniquely expressed in the form 
x = p U& 
y = 5” 21111 
for integers i, j, k, I and U, v E 1 + P. Therefore 
Writing u = 1 + arr, a E A, and applying X, to identity (2.1) yields 
(+r) = (z-y) if aEA* 
l+a 
-l--p3 *VT 
= 
! if aE P. v 
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Hence 
% 77 
c-1 
=9 v and - 
” ( 1 v 
lie in H. If p = 2, this argument also shows that (?$) = (+) E H, 
since -1 = 1 - 2 E 1 + P. Finally, the product of the remaining 
symbols (including (2”z) = (x$2) ifp f 2) is trivial as it lies in the 
p-group H and also has exponent pr - 1 by (Sl) since each term involves 
5. Therefore the generator 
( 1 
x,r_ of ps is a product of terms lying in H 
V 
and hence H = pp. 
For any real number x and any integer r 2 0, denote by [~][a,,] the 
nearest integer in the interval [0, r] to the largest integer <x, i.e. 
Mo.d = inf(sup(O, [4x3), r) 
where [x] denotes the greatest integer in x [3, p. 741. 
THEOREM 4.3. Let F be a localfield with valuation ring A and maximal 
ideal P. For every integer m > 1, the group K,(A/P”) is a cyclic p-group 
of order pi, where 
[ 
m 1 
t = e - p - 1 I [Of] 
andp” = 1 pp I. 
By Corollary 2.6, K,(A) M D @ pp , where D is a divisible abelian 
group. As K,(A/P”) is a finite p-group (Lemma 3.2) and D is divisible, 
D is contained in the kernel of the surjection 
K,(A) m D @ pa -+ K,(A/Pm). 
Thus pp maps onto K,(A/Pm) and K&A/P”) is a cyclic p-group of 
order at most p r. In particular, if e is not divisible by p - 1, then 
Pp = (11 117, L emma 5.11, and thus, K,(A/Pm) = 1 for all m (as we 
have already shown in Corollary 3.6), proving this special case of the 
theorem. 
Next suppose p - 1 divides e, and consider the integer-valued 
function t defined by 1 K,(A/P”) 1 = Al. The preceding argument 
shows that t(m) < Y  for all m. On the other hand, it follows from 
Propositions 4.1 and 4.2 that for large m, there is a surjection 
K,(A/Pm) + ~1~ . Hence t(m) = r for large m. 
Now Theorem 3.8 implies that t(m) is a monotone increasing step func- 
tion whose value can increase only at the points m = [pe/(p - l)] + Re, 
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K > 0, and by at most 1 at these points. Moreover, t(m) = 0 for 
m < Pa - 11, and if t(m) does not increase at a point 
m = ps + k,e, 
then it remains constant for all larger values of m. This shows that the 
value of t must increase by 1 at each of the above points until the value r 
is attained. 
In summary, t(m) increases by 1 at every integer of the form m = 
[pe/(p - l)] + ke, k > 0, beginning with t(pe/p - 1) = 1 and ter- 
minating when the maximal value Y is attained. This is precisely the 
result stated in the theorem. 
Remarks. I+ If A is a discrete valuation ring with finite residue 
field that is not complete, we may complete A in the P-adic topology, 
obtaining A^, and then apply Theorem 4.3, using the isomorphism 
A/P” m A^/@. We will apply this method in the next section to compute 
K,(D/pk), where 0 is the ring of integers in an algebraic number field 
and p is a nonzero prime ideal of D. 
2. Let F be a local field with valuation ring A. We now describe 
a K-theoretic interpretation of the norm residue symbol. According 
to Theorem 2.2, the sequence 
1 -+ K,(A) ----f K,(F) A K,(R) + 1 
is split exact. Let I > [Pe/(P - l)] + (r - 1)e be an integer and let 
u: K,(F) --t K,(A/P”) d enote the composition of the splitting homo- 
morphism K,(F) -+ K,(A) with the canonical surjection 
Km - aw2)~ 
Then it follows from the preceding discussion in this section that there is 
an isomorphism 
awl) 0 w? -+ II 
which makes the diagram 
K,(F) 
commute. It follows that the norm residue symbol can be computed 
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using the usual properties of the tame symbol together with the 
techniques of Section 3. 
Theorem 4.3 allows us to compute K,(R) for certain finite rings R. 
Let W,(F,) denote the ring of Witt vectors of length m over the finite 
field F, , q = pf [20, Chap. II, Sect. 61. 
COROLLARY 4.4. (a) &(F,JXli(X*)) = 1 for all integers m > 1; 
(b) K,( WJF,)) = 1 if p is odd or if 9 = 1; and 
(c) K,(?V,(F,)) = Z/22 ifp = 2 and m > 2. 
Part (a) is a special case of Lemma 3.4. Let A = W(F,) be the ring 
of infinite Witt vectors over F, . If p # 2, A has no pth roots of unity 
and (b) follows from Theorem 4.3. If p = 2 and m = 1, then W,(F,) = 
F* and (b) is due to Steinberg [25, 3.31. If m > I and p = 2, then {&l> 
is the 2-component of the roots of unity of A. As W,(F,) m A/(2”), 
e = 1, and r = 1, we see that the first nontrivial group occurs for 
m = 2, proving (c). 
Remarks. 1. If p = 2 and f = 1, we have W,(F,) M 2/2”Z 
[20, Chap. II, Sect. 6, Corollaire] and Corollary 4.4 yields the long 
conjectured result 
Kz(Z/2mZ) - Zj2Z for m > 2. 
2. Theorem 3.8d allows us to find a generator of &(W,,(F,)), 
q = 2f. Taking n = -2, we see that (1 + 7~, 1 + UT} will generate 
WGtFJ) (and h ence will generate K,( WJF,)) for all m > 2) if and 
only if there is no solution x to the equation 
u-x+x2 
in F, . In particular, u = 1 works if and only if F, p F, ; that is, if 
and only if f is odd. Hence {- 1, -I> generates Kz( WJF,)), m 3 2, 
if and only if f is odd. 
3, Theorem 4.3 allows us to compute K,(R) for any finite 
principal ideal ring R. Such a ring is a finite direct product of local 
principal ideal rings; since K, commutes with finite products (cf. 
[23, Lemma 2.12]), it suffices to compute K,(R) when R is principal 
and local. The following argument, due to Chase, shows that any 
such ring R is the homomorphic image of the valuation ring of a local 
field (cf. [18]). 
If R has characteristic p > 0, then R M F,[X]/(Xm) and the result 
is clear. If R has characteristic p”, m > 1, and has residue class field 
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F, , then R contains a unique subring isomorphic to W,(F,). Hence, 
writing W = W(F,), there is a surjection 
W[X] + R 
obtained by mapping W onto W,(F,J and X to r, a generator of the 
maximal ideal of R. 
Next, let e be the ramification index of p in R, so that we can write 
ne = up for some u E R *. Choose generators rri of the powers of the 
maximal ideal of R in the form pjnk, 0 < R < e - 1, and choose a 
collection of representatives for the residue field from W,(TJ. As 
every element of R can be written as a sum of the form &,, uirr6 
(vl # 0, &+l = 0; ui a representative of an element from the residue 
field of R), it follows that every element of R can be written as a 
polynomial in 7r of degree less than or equal to e - 1 and having 
coefficients in W,(F,). Applying this statement to rre, we see that 
there exists a manic polynomial h(X) E ?V”(F,)[Xl such that I;(n) = 0, 
deg h = e, and I?(O) = vp, v E W,(F,)*. 
Choose a manic polynomial h(X) E W[X] such that h(X) = 
h(X) mod p”. Then h lies in the kernel of the surjection W[Xl + R, 
and hence there is an induced surjection 
ww40 -+ R. 
Eisenstein’s criterion and Gauss’ Lemma show that h(X) is irreducible 
over the field of fractions, L, of W, and from this it follows easily that 
wKl/(h(X)) is th e valuation ring of the field L[Xj/(h(X)). This field 
is local, since it is a finite extension of L which itself is a finite extension 
of QP . Thus, R is the homomorphic image of the valuation ring of a 
local field, as claimed above. 
An immediate consequence of Remark 3 and Theorem 2.5 is the 
following. 
COROLLARY 4.5. If R is a jkite local principal ideal ring, the groups 
Kz(n, R) have the presentation given in Theorem 2.3 for all n > 3. Con- 
sequently, Kz(n, R) 4 K,(R)for all n > 3. 
5. APPLICATIONS: RINGS OF INTEGERS, THE DUAL NUMBEFLS 
Let p be a prime ideal in the ring of integers 0 of an algebraic number 
field F. Write pZ = p n Z and let e = e(p/p) be the ramification 
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index. The completions of F and 0 at p are denoted pP and s, , respec- 
tively, ,and the roots of unity in pP are denoted p(flP). The p-primary 
component of ~(3~) is sometimes abbreviated Cz, . 
Since pP is a local field with valuation ring s, , and since 6&P M 
D/pm, we obtain the following result as a consequence of Theorem 4.3. 
THEOREM 5.1. K,(D/p) is a cyclic p-group of order pi, where 
m 1 
t = [ T - p - 1 1 
and 1 & ( = p’. 
[o,r, 
Note. If e = 1 and p # 2, Theorem 5.1 is due to Christofides [S]. 
Since SJ is a Dedekind domain and Kz commutes with finite products, 
we may use the Chinese Remainder Theorem and Theorem 5.1 to 
compute K,(D/a) for any ideal a C n. The result is 
The formula given above closely resembles that given by Bass, 
Milnor, and Serre for the order of SK,(f), a) when 0 is the ring of 
integers in a totally imaginary number field [3, Corollary 4.3~1 (if F 
has a real embedding, SK,(f), a) = 1). The result of Bass, Milnor, 
and Serre, which we will have occassion to use below, is the following. 
Suppose 0 is the ring of integers in a totally imaginary number $eld, 
let a be an ideal of D and let m be the number of roots of unity in D. Then 
SK,(D, a) is a cyclic group of order k, where 
ord,(k) = I$; [ 
ordpb) 1 -- 
044 P> 1 P - 1 [o.ord,(m)l * (5.2) 
The formulas given in (5.1) and (5.2) differ in two significant ways. 
First, SK,(D, a) is a cyclic group, whereas K&,0/a) may contain a 
distinct summand for each p 1 a (for example, K,(D/(4)) is isomorphic 
to the Klein 4-group when f~ = 2[(1 + d/--7)/2], since the prime 2 
splits in 0). Second, for a prime p C D>, the order of K,(D/p”) is 
bounded by the order of the roots of unity in the p-adic completion, 
6, , of Q, whereas the bound on the order of SK,(E), pm) is the number 
of pth power roots of unity in D itself. (We shall exploit the second 
difference in Theorem 5.3 below.) These remarks yield a computation, 
which we shall not make explicit, of the kernel of. the connecting 
homomorphism K,(D3,!a) + SK,(E), a). 
607/18/z-8 
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In order that 6, contain nontrivial pth roots of unity, p - 1 must 
divide e; thus, either p = 2 or p must ramify. Hence, there are only 
finitely many primes p C D for which K,(D/pm) is nontrivial, and there 
exists an ideal a C 0 such that 1 K,(D/a)l is maximal among the orders 
of K, of proper homomorphic images of 0. For such an a, it follows 
from (5.1) and Theorem 5.1 that 
I K&WI = lJ I cc(P,), I. 
P 
Now it follows from (5.2) that I SK@, a)1 = 1 #‘)I if F is totally 
imaginary, and I SK,(D, a)1 = 1 otherwise. Since K,(D) is a finite 
group [8], the exact sequence ([16, Theorem 6.21, [3, Corollary 4.3a]) 
K,(D) --f &@/a) - SK@, a) + 1 
allows us to give the following estimate for I K,(D)I. 
(5.3) 
COROLLARY 5.2. Let 0 be the ring of integers in a number field F. 
If F is totally imaginary, 
If F has a real embedding, 
Both products are taken over all primes p C 0. 
Note. If F has more than one real embedding, the work of Calvin 
Moore gives a better estimate for the order of K,(D). Moore’s Reciprocity 
Uniqueness Theorem [17, Theorem 7.41 (cf. [16, Theorem 16.11) 
gives an exact sequence 
where v ranges over all absolute values of F that are either discrete 
or real archimedean. Combining this with the exact sequence [2, 
Theo&me 61 
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yields the commutative diagram 
1 ---+ ker h - K,(F) - u PcL(R) - m --+ 1 
1 
wheref(p(flV)) = 1 ‘f 1 v is real archimedean and ker(f [ ~(13)) = ,u(~;‘~P)~ 
if v = vp is a p-adic absolute value. A straightforward counting argument 
gives the estimate 
where rl is the number of real embeddings of F. 
Our final results for rings of integers concern the special case of 
quadratic extensions. 
THEOREM 5.3. Let d be a squarefree integer and let XI be the ring 
of integers in F = Q( 1/z). 
(a) If d = -1 mod 8 and d # -1, OY if d = -3 mod9 and 
d + -3, then K%(n, D) is not generated by symbols for any n > 3 
(including n = co). Hence zj CO > n 3 3, D is not universal for GE, . 
(b) If, moreover, d < - 1 I, then the homomorphisms 
are not surjective for co > n 3 3, and these rings are universal for GE, , 
butnotforGE,, co>n>3. 
If d < 0, then D* = (&I>, and (- 1, - 1) is the only possibly 
nontrivial symbol in K,(D). If d > 0, the only possibly nontrivial 
symbols in K,(D) are {- 1, - I} and {E, - l}, where E is the fundamental 
unit of D. In either case, these symbols have order 1 or 2. 
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Now if d = -3 mod 9 and p 1 3, then flp contains the cube roots 
of unity [29, Proposition 6-5-41 and it follows from Theorem 5.1 that 
I K@lP”)I = 3 f or m > 3. If, in addition, d # -3, then @)a = 1 
and SK,(D, p”) = 1 by (5.2). Th us it follows from (5.3) that 3 1 1 K,(O)/. 
Since all symbols in K,(O) have order 1 or 2, K,(D) is not generated 
by symbols. 
Similarly, if d = -1 mod 8 and p 1 2, then flp contains the fourth 
roots of unity [29, Proposition 6-5-51 and it follows from Theorem 5.1 
that &(X)/p”) is cyclic of order 4 if m > 6. If d > 0, then 
=G(O P”) = 1, and it follows from (5.3) that K,(D) contains an 
element of order divisible by 4 which, therefore, cannot be a product 
of symbols. 
If d < -1, then p(F&. = {&l} and 1 SK,@, @)I = 2 by (5.2). 
Thus (5.3) implies that K,(D) contains an element that maps onto a 
nontrivial element of K,(D/pe). But {- 1, -11 is the only nontrivial 
symbol in K,(X)), and its image in K,(X)/@) is trivial, since 
- 1 = (~6)~ mod p6 = 8D. 
Thus K,(O) contains a nontrivial element that is not a symbol, as 
asserted. 
It is known [8] that the homomorphisms Ka(n, D) + K,(D) are 
surjective for n > 3 for any ring of algebraic integers. Thus, K,(n, 0) 
cannot be generated by symbols for any of the rings of (a). 
It is known (Dennis, unpublished) that for commutative rings A, the 
statements “&(n, A) is generated by symbols” and “A is universal 
for GEn” ([7, Sect. 21, [21, Sect. 21) are equivalent. This completes 
the proof of (a). 
If d < -11, the rings Q of (a) are not Euclidean [29, Proposition 
6-4-l ff.], and Cohn [7, Sect. 6 and Theorem 5.21 has shown that D 
is universal for GE,. Thus, K,(2,0) is generated by symbols and 
A&(2, 0) --f &(n, Do) cannot be surjective for n 3 3. 
Remarks. 1. It follows from (b) that the surjective stability theorem 
of [8] is the best possible result for a general ring of algebraic integers. 
2. Taking d = 6, 7 and 33 in (a) gives examples of Euclidean 
rings D such that &(n, X)) is not generated by symbols for any n > 3. 
EXAMPLE. Let R be any commutative ring. If 1 + ab E R*, define 
H,(a, b) = x-,(A(1 + ab)-I) x,(a) x-,(b) x,(-(1 + ab)-l a> 
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where 01 denotes any pair of indices ;j, i # j, and -OL, the reversed 
pair, ji. Upon setting 
<a, bh = f&(4 b) h,U + ab)-l 
we obtain an element of K&n, R) for all n > 2. If 7t > 3, this element 
does not depend on the pair of indices chosen and will be denoted 
{a, b). The following identities are easily verified using the techniques 
of Section I (e.g., (El) is proved using Philip Hall’s identity): 
(a, bc)(b, uc)(c, ub) = 1 1 + ubc E R*p (El) 
(a, b) = (-a, 1 + ub} if UER* 
(4 b) = (1 + ah @ if bER* (E2) 
(a, i} = (--6, -a)-’ 
(a, b)(b, a) = { 1 + ub, -I}. (E3) 
Other identities involving the additive structure of R also exist. Proofs 
of the above identities and a discussion of their significance for K2 
of semilocal rings can be found in [24]. 
Now take R = 0 = Z[l/6] and let a = 2 + 1/6, b = 2 and 
T = 3 + 2/G. For p = (T), we have p2 = (3) as 3 = l -%? where 
E = 5 + 2 1/6 is the fundamental unit of D. As 1 + ub = E, 
(a, b) E K,(D). By Theorem 5.1, K,(Xl/p3) is cyclic of order 3. Using 
(E2) we can compute the image of (a, b) under the surjection 
By Theorem 3.8, we find that (a, b) maps onto a generator of K,(D/p3) 
since 
(a, b) = (1 + r, 1 + r2} mod p3. 
Thus (a, b) E K2(8) is not a symbol as its order is divisible by 3. 
In fact, using (El)-(E3) t i can be shown that (a, b) has order exactly 3 
in K2(0). 
As a last application of our results we will derive an important special 
case of a theorem of van der Kallen [28] and apply it to a question 
of Gersten. 
PROPOSITION 5.4. Let F be any j%Zd and let F[c] = F[T]/(T2) be the 
ring of dual numbers over F, where E = T/( T2). Define K,(EF) by the 
exact sequence 
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Then K,(EF) is isomorphic to the abelian group with generators 
{a, 1 +CE} aEF*, CEF 
(1 + cc, 1 + de) c,dEF 
subject to the relations 
(la) {ab, 1 + CE} = {a, 1 + ce){b, 1 + CE} 
(lb) {a, 1 + (c + 4~) = (a, 1 + c~{u, 1 + de} 
(lc) (1 + aE, 1 + (c + d)~} = (1 + UE, 1 + cc}{1 + a~, 1 + de} 
(2) (1 + CE, 1 + de) = (1 + de, 1 + CC}-1 
(3) {-(1 + CC), 1 + CC) = 1 
(4) {a, 1 + a3{b, 1 + be} = (a + b, 1 + (a + b)E}(l + ac, 1 + be) 
for a + b i: 0 
(5) (1 + UCE, 1 + de} = (1 + CE, 1 + ad+ 
Moreover, if F has characteristic da&rent from 2, the symbols 
(1 + CE, 1 + de) are trivial. In this case 
the module of absolute da~erentiuls of F [4, AG.15.11, the isomorphism 
being given by cd(u) t+ {a, 1 + ace}. Hence sf F has characteristic d@erent 
from 2 and is separably generated over its prime field K, K,(EF) is an 
F-vector space of dimension equal to the transcendence degree of F/K. 
F[E] is the homomorphic image of the discrete valuation ring F[[T]], 
hence K,(F[c]) h as the presentation (Sl)-(S7) according to Theo- 
rem 2.5. Moreover, the inclusion F C F[ E is a splitting for the projection ]
F[e] --t F; therefore K,(F[e]) w K,(F) @ K,(EF). Thus we may write 
each defining relation of K,(F[e]) as the product of a relation in K,(F) 
and a relation among the generators of K,(eF); these latter relations 
will then be a complete set of defining relations for K,(EF). These 
computations are for the most part straightforward and we will give 
only an outline of them. 
The derivation of (l)-(3) and (5) from (Sl)-(S3) and (S5) presents 
no difficulties (the relations derived from (S2) allow us to replace 
generators of the form (1 + CE, a> by (a, 1 + CC}-l), and (S6) leads to 
a vacuous relation in K,(E-F). Moreover, since (S7) need only be 
considered when ur + u2 $ (F[E])*, the K,(EF) relation derived from it 
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is a consequence of (5). Finally, applying this procedure to (S4) 
yields the relation 
1 cd C,l--6 l-c 1 +L,l-+ = (1 - c, 1 + de}. 
This is seen to be equivalent to (4) by making the substitutions d = b, 
c = a/(u + b). 
Now taking c = d in (5) yields the relation 
1 = (1 + act, 1 + CC}” = (1 + LICE, 1 + 2cc). 
If the characteristic of F is different from 2, we may write any two 
arbitrary elements of F* in the form 2a, ac for some choice of a, c; 
hence, the symbols (1 + ce, 1 + de) are trivial in this case, as asserted. 
As a consequence, K,(EF) is generated by the symbols {a, 1 + CC}, 
with the defining relations (la), (lb), and 
It is then easily checked that the map {u, 1 + CC> t-+ (c/u) d(a) defines 
a homomorphism 
&,kF) - QF,Z 
which is the required inverse to the homomorphism given in the 
Proposition. The final assertion is a well-known fact about LJFiz [4, 
AG. 15.61. 
Remark. For a generalization of the computation K,(cF) w QFlz , 
see [ 11, Theorem 31. 
The following result was conjectured by S. Gersten. 
COROLLARY 5.5. Let F be a Jield of characteristic p > 0 and let 
[ , ): F x F* + Br(F) be the Artin-Schreier symbol [20, Chap. XIV, 
Sect. 51, where Br(F) is the Brauer group of F. Then 
@, 1 + 4 ++ [a, b) 
de$nes a homomorphism 
&(4 - W’), , 
where Br(F), denotes the p-primary component of Br(F). 
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Even if the characteristic of F is 2, it follows from relation (4) that 
symbols of the form {b, 1 + aa} generate K,(eF). As [a, a) is trivial in 
Br(F), it follows that symbols of the form (1 + a~, 1 + be} must have 
trivial image under this map. That the map is well-defined is now an 
immediate consequence of the presentation for K,(cF) given in Proposi- 
tion 5.4 and the properties of the Artin-Schreier symbol [20, Chap. XIV, 
Sect. 5, Proposition 111. Note that this homomorphism is never an 
isomorphism unless both groups are zero. 
6. TOPOLOGICAL K, 
Let E be a Hausdorff topological group. A central extension 
l-Cl-GLE-1 
is called topological if C and G are topological Hausdorff groups, L is 
continuous and closed, and # is continuous and open (cf. [16, p, 1781). 
Such a topological central extension is universal if for every other 
topological central extension 
l+C’-+G’-+E-+l 
there exists a unique continuous homomorphism from G to G’ over E. 
If a universal topological central extension exists, then its kernel C 
will be denoted I-Ii E. Milnor [16, Lemma A.16, p. 1791 proves the 
following: 
LEMMA 6.1. If R is a commutative Hausdorff topological ring, and 
if the group R* of units is an open subset of R with continuous division, 
then E(n, R) possesses a universal topological central extension for n >, 3. 
Hence there exists a topological group n, E(n, R) for n > 3 and 
Milnor makes the definition 
yielding a topological group which is not known to be Hausdort?. 
We will now compute Ks top for certain discrete valuation rings. The 
main results are the following two theorems. 
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THEOREM 6.2. Let A be the valuation ring in a local field F with 
residue field L Then there is a split exact sequence 
1 3 p(A) -+ Ky-jF) --f K,(R) --+ 1. 
THEOREM 6.3. Let A be the valuation ring in a local jield. Then 
Kpp(A) M pp where t+, denotes the p-primary component of the roots 
of unity in A. 
Throughout this section, A will have the P-adic topology where P 
is the maximal ideal of A. 
LEMMA 6.4. Let A be a local ring and let 
be a continuous pairing (cf. Section 4) to the discrete topological group C. 
If DC K,(A) h w ere D is a divisible group which can be generated by 
elements of the form {u, v}, u, v E 1 + Pk, for any k > 1, then the induced 
map 
vanishes on D. 
As { , }O is a pairing, by definition there exists a surjective homo- 
morphism 
K,(A) --j c. 
Let (u, v}, u, a E 1 + P, be any generator of D and assume that 
{u, v>,, # 1. Now the inverse image under { , },, of 1 is open and contains 
1 x 1; thus there is a k 2 1 such that (1 + Pk) x (1 + Pk) is contained 
in the inverse image. By our hypothesis we can write 
(% V} = fi C”i 9 vi> 
i=l 
for some ui , vi E 1 + Pk. Hence we obtain the contradiction 
1 # {U, V}o = fi i”i Y  vi>O = l* 
i=l 
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COROLLARY 6.5. Let A be the valuation ring in a local field F. Then 
for every n >, 5 there is a surjection 
l-h + n, J+, 4 
and hence a surjection 
According to the computation of [16, p. 971, for any topological 
central extension 
l-+C,-tG,+E(n,A)+l 
there is a continuous function 
defined by 
where y: St(n, A) -+ G, is the unique homomorphism over E(n, A). 
Taking C, = I& E(n, A) f or n > 5, it follows from Milnor’s construc- 
tion of the universal topological central extension in his proof of 
Lemma 6.1 (see [16, p. 1791) that I-l1 E(n, A) is a homomorphic image 
of &(n, A) = K,(A). H ence it follows that { , },, is a continuous 
pairing. By Corollary 2.6 K,(A) M D @ pP where D is divisible. Since 
D is divisible and A is a complete local ring with finite residue field, 
it easily follows that for any k >, 1, D is generated by elements of the 
form {u, v}, u, v E 1 + P k. By Lemma 6.4 there is a surjection 
Pv - IT, w, 4 for n>5, 
completing the proof of the Corollary. 
We will now prove Theorem 6.3. In view of Corollary 6.5, it will 
certainly suffice to prove that there is surjection n, E(n, A) -+ pp 
for n > 5. To exhibit such a surjection, we need only construct an 
appropriate topological central extension of E(n, A). 
According to Theorems 2.2 and 2.3, Corollary 2.6 and the theorem 
of Moore [17, Theorem A.14, p. 1751, we have the following commutative 
diagram 
~-DO/-G - St@, A) - E(n, A) ----+ 1 
l-DOp- St(n,F) --+ E(n,F) - 1 
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in which all of the vertical maps are injective. Passing modulo the 
divisible group D, we obtain the commutative diagram 
l- /*v - GM) - qn, A) ------+ 1 
1 1 1 1 -Cc. - G,(F) - E(n,F) - 1 
in which the vertical maps remain injective. If n > 5 the lower row 
is the universal topological central extension (see [16, Lemma A. 17 
and the following discussion]) and it follows that the upper row is a 
topological central extension as the topologies are compatible. In fact, 
in view of Corollary 6.5, this must be the universal topological central 
extension. 
As KpD(F) M p [16, p. 1801, Theorem 6.2 follows immediately from 
Theorem 6.3. 
If the discrete valuation ring A is not complete, it is easy to get a 
lower bound on the size of &$‘*(A). It follows from Milnor’s construction 
in the proof of Lemma 6.1 that there is a surjection 
for all n > 5. Hence, there is surjection K,(A) -+ Kpp(A). If we now 
complete A to A^  we obtain a commutative diagram 
G(A) p---f K,(A) 
1 1 
Ki=‘p(4 ----f K?(a) 
and the vertical maps are surjective. Now in fact, K,“““(a) is generated 
by the image of any symbol of the form (1 + UT, 1 + F--l) with 
m = MP - 1) and u any unit for which there is no solution to the 
congruence u = wx + xp in the residue field R (see Theorem 3.8 and 
the proof of Theorem 4.3). As T and such a u can be chosen from A, 
it follows that the composition K,(A) -+ Kpp(A) is surjective. Thus 
we obtain 
PROPOSITION 6.6. Let A be a discrete valuation ring with a finite 
residue jield. Then there is a surjection 
KFp(A) + KFP(A) m /I&, . 
In analogy with [16, Lemma A. IS] one expects this map to be an 
isomorphism. 
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APPENDIX: NONSYMPLECTIC CHEVALLEY GROUPS 
Most of the results of this paper remain true if the functor Ka(n, ) 
is replaced by L(@r , ) f or some nonsymplectic root system @r . Here 
L(@, , A) = ker(St(@r , A) -+ E(@, , A)) is the functor defined in 
[22, Sect. 31, where E(@, , A) is the elementary subgroup of the universal 
Chevalley group of type Qbr . If @r is classical, these same results are 
valid for L(@, , A) = lim,,, L(@, , A). We shall now restate some 
of the more important results in this language and derive an important 
new corollary (Theorem A.2). Throughout we follow the notation of 
[22, Sect. 31, subject to the restrictions of [23, Notation and Termi- 
nology]. 
Section 1 
The new identities of this section hold for any of the symbols { , )a 
[23, Sect. l] for which cy can be embedded in a root system of type A, ; 
in particular, for the long roots 01 in a nonsymplectic root system. 
Moreover, a version of Proposition 1.6 holds even when rk Q, = 1 
(in our proof we have used (SI), w  ic must be replaced by the weaker h h 
cocycle condition when rk di = 1). 
Section 2 
Matsumoto’s theorem and Lemma 2.1 are valid for L(ds, , A) if @, 
is nonsymplectic [15, Corollaire 5.1 I]. Consequently we have: 
THEOREM A.1. Let A be a discrete valuation ring with Jield of frac- 
tions F, maximal ideal P and residue class field L Let Gi be a nonsymplectic 
root system and let 7: L(@, , F) ---t A* be the homomorphism induced by 
the tame symbol of F associated with the valuation of A. Then the sequence 
1 3L(~1,A)-L(~1,F)~K~(A)- 1 
is exact. Moreover, if A is P-adically complete, this sequence is split exact. 
THEOREM A.2. Let @, 0’ be nonsymplectic root systems and suppose 
A is the homomorphic image of a discrete valuation ring. Then 
L(@, A) w L(@‘, A). 
Consequently L(@, A) is isomorphic to the abelian group with generators 
{u, v}, u, v E A*, subject to relations (Sl)--(S7) of Theorem 2.3. 
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Suppose first that A itself is a discrete valuation ring. Then 
Matsumoto’s theorem implies that L(@, F) w  L(@‘, F) for the field of 
fractions, F, of A, and it follows from Theorem A.1 that L(@, A) ~;t 
L(@‘, A). Taking @, = A,, 1 > 2 and applying Theorem 2.3 yields the 
desired presentation. 
Now if A is merely the homomorphic image of a discrete valuation 
ring, we may apply Lemma 2.4 (which is valid for L(@, R)) to achieve 
the desired presentation and the isomorphism of our Theorem. 
Corollaries 2.6 and 2.7 also remain true if K, is replaced by L(@, ) 
for a nonsymplectic @. 
Section 3 
It follows from Theorem A.2 that the results of this section hold 
for the groups L(@, Pm-‘/Pm) and L(@, A/Pm) as well when 0 is non- 
symplectic. 
Section 4 
Again by Theorem A.2, the main results (Theorem 4.3, Corollary 4.4 
and Remarks 1 and 2) hold for L(@, ), @ nonsymplectic. 
Section 5 
Theorem 5.1 and Eq. (5.1) remain true for L(@, ), @ nonsymplectic, 
but we do not know whether the corollaries that depend on [3] are 
valid. That Proposition 5.4 and its Corollary remain true for L(@, ), 
@ nonsymplectic, follows from Theorem A.2. 
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