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Abstract
We introduce and study a complete cohomology theory for complexes, which provides an extended version of Tate–Vogel
cohomology in the setting of (arbitrary) complexes over associative rings. Moreover, for complexes of finite Gorenstein projective
dimension a notion of relative Ext is introduced. On the basis of these cohomology groups, some homological invariants of modules
over commutative noetherian local rings, such as Martsinkovsky’s ξ -invariants and relative and Tate versions of Betti numbers, are
extended to the framework of complexes with finite homology. The relation of these invariants with their prototypes is explored.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The purpose of this paper is to extend Tate–Vogel and relative cohomology theories to the setting of unbounded
complexes of modules over associative rings.
Tate cohomology was created in the 1950s, based on Tate’s observation that the ZG-module Z with the trivial
action admits a complete projective resolution [9, Ch. XII]. At first, it was defined for finite groups G equipped with
a Z[G]-module M . It was extended by Farrell [11] to discrete groups having finite virtual cohomological dimension
and was further extended by Buchweitz [8] to two-sided noetherian Gorenstein rings. Later, Benson and Carlson [7],
Mislin [18], and Vogel [13] independently developed a generalization of Tate cohomology applicable to all pairs of
modules over associative rings which coincides with Tate cohomology when the underlying ring is Gorenstein. More
recently, Tate cohomology for finite modules of finite Gorenstein dimension over noetherian rings has been studied
explicitly by Avramov and Martsinkovsky [6].
Tate–Vogel cohomology has also been extended to the framework of complexes. Goichot [13, Sec. III] defined
Vogel cohomology for complexes of modules over associative rings and a Tate cohomology theory for complexes
of finite Gorenstein projective dimension was introduced by Veliche in [20, Sec. 4]; however (unlike the case for
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modules) if the complex in the first argument is of finite Gorenstein projective dimension Goichot’s extension does
not coincide with Veliche’s extension.
Keeping this in mind, in the first part of the paper we introduce and study a Vogel cohomology theory for
complexes which is compatible with the Veliche extension of Tate cohomology theory which appeared in [20],
provided that the complex in the first argument is of finite Gorenstein projective dimension. It is shown that most
of the properties of Vogel cohomology for modules extend well to the framework of complexes; for instance, we show
that a homologically bounded above complex M is of finite projective dimension if and only if E˜xt
0
R(M,M) = 0
(see Proposition 3.1.3 below). This result extends a result of Kropholler [15, 4.2.4] to the setting of complexes. In
a different approach, we introduce a notion of complete cohomology for complexes using semi-injective resolutions
and then compare these two notions and show that their equivalence is related heavily to the finiteness of the two
invariants, silp R, the supremum of the injective lengths of projectives, and spli R, the supremum of the projective
lengths of the injectives [12].
The relative cohomology theory was introduced by Eilenberg and Moore in their 1965 AMS Memoir [10].
This theory was further studied by MacLane [16]. When R is a two-sided noetherian ring and (left) R-module M
admits a proper resolution G → M by finite modules of Gorenstein dimension 0, Avramov and Martsinkovsky [6]
associate with M , for each n ∈ Z and each R-module N , a relative cohomology group ExtnG(M, N ) by setting
ExtnG(M, N ) = HnHomR(G, N ). Veliche [20, Sec. 6] generalized their results to the more general set-up when M
admits a proper resolution by Gorenstein projective modules over an arbitrary ring R. In this paper we also aim
to present an extended version of relative cohomology functors to the setting of complexes. When M is a complex
of finite Gorenstein projective dimension and N is an R-module, we use cohomology groups of the total complex
(PM , PN )ba , to define a notion of relative Ext, denoted as Ext∗GP (M, N ), where PM (resp. PN ) is a semiprojective
resolution of M (resp. N ) and the subscript ba applied to the Hom functor (PM , PN ) serves for bounded above
morphisms. We show that these relative cohomology groups have the properties that one might expect from a relative
cohomology theory; for instance, we get long exact sequences of relative cohomology groups in both variables in
certain cases. Moreover, we get an Avramov–Martsinkovsky exact sequence for complexes, connecting the relative,
the absolute and the Tate cohomological functors [6, 7.1]. Although our definition of relative Ext deals only with the
special case when N is an R-module, it could possibly propose a new point of view for looking at relative Ext for
complexes.
Using Vogel cohomology for modules, Martsinkovsky [17] introduced a generalization of the Auslander δ-invariant
of a finitely generated R-module M over a Gorenstein local ring to arbitrary commutative noetherian local rings by
taking into account the dimension of the k-vector spaces Ker (ε˜nR(M, k) : ExtnR(M, k) → E˜xtnR(M, k)). He called
them ξ -invariants. In Section 5, we use the same method to assign new homological invariants to any complex M of
finite homology (i.e. Hi (M) finitely generated for all integers i) over a commutative noetherian local ring. This gives
an extended version of the ξ -invariants in the setting of complexes. Furthermore, parallel to [6, Sec. 9], we introduce
and study relative and Tate versions of Betti numbers for complexes. We study these invariants and compare them
with the (absolute) Betti numbers of the complexes.
2. Preliminaries
In this paper R denotes an associative ring. The term R-module means a left R-module. Ro denotes the opposite
ring. Note that a right R-module is a left Ro-module. We begin by recalling some basic definitions and results in
the category of complexes of left R-modules. An R-complex X is a sequence of R-modules X i and R-linear maps
∂Xi : X i → X i−1, i ∈ Z. The module X i is called the module in degree i and ∂Xi is the i th differential. An R-module
M is thought of as a complex concentrated in degree zero. For any integer m, ΣmX denotes the complex X shifted m
degrees to the left, i.e. (ΣmX)i = X i−m and ∂Σm Xi = (−1)m∂Xi−m . We associate two numbers
sup X = sup{i ∈ Z | X i 6= 0} and inf X = inf{i ∈ Z | X i 6= 0}
with the complex X to compute its position. The complex X is called bounded above (resp. bounded below) if
sup X < ∞ (resp. inf X > −∞). It is bounded when it is bounded below and bounded above. For an R-complex X
and i ∈ Z we set Ci (X) = Coker ∂Xi+1. The homology functor from R-complexes of R-modules to graded R-modules
is as usual denoted by H( ). The homology complex H(X) is defined by setting H(X)i = Hi (X) and ∂H(X)i = 0 for
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all i ∈ Z. X is said to be homologically trivial if H(X) = 0. X is called homologically bounded above (resp. bounded
below, bounded) if the complex H(X) is so. X is called homologically finite if Hi (M) is finitely generated for all
integers i .
A homomorphism ϕ : X → Y of degree i is a sequence of R-linear maps ϕn : Xn → Yn+i for
n ∈ Z. All homomorphisms of degree i form an abelian group, denoted as HomR(X, Y )i , which we identify
with
∏
n∈ZHomR(Xn, Yn+i ). It appears as the i th component of a complex HomR(X, Y ) of abelian groups, with
differential ∂(ϕn) = ∂Yn+iϕn − (−1)iϕn−1∂Xn for ϕ = (ϕn) ∈ HomR(X, Y )i . A homomorphism ϕ ∈ HomR(X, Y )n
is called a chain map if ∂(ϕ) = 0. A morphism of complexes is a chain map of degree 0. The category of R-
complexes and chain maps is denoted by C(R). A quasi-isomorphism ϕ : X → Y is a morphism such that H(ϕ)
is an isomorphism. Complexes X and Y are quasi-isomorphic (denoted as X ' Y ) if they are linked by a chain of
quasi-isomorphisms.
Following [5] we say that a complex P of R-modules is semiprojective if HomR(P, ) preserves surjective quasi-
isomorphisms. It is known [5, (8.5.1), (8.7.3)] that P is semiprojective if and only if each Pi is projective and
HomR(P, ) preserves quasi-isomorphisms.
A semiprojective resolution of complex M is a quasi-isomorphism of complexes pi : P → M , with P
semiprojective; when pi is surjective, the resolution is called strict. By [5, 8.3.3] we know that every complex M has a
strict semiprojective resolution P → M . If H(M) is bounded below, then P can be chosen so that inf P = inf H(M).
If, in addition, R is left noetherian and Hi (M) is finitely generated for each i ∈ Z, then P can be chosen so that each
Pi is finitely generated. The projective dimension of M is defined by
pdR M = inf{sup{n | Pn 6= 0} | P is a semiprojective resolution of M}.
Dually, a complex I of R-modules is called semi-injective if HomR( , I ) transfers injective quasi-isomorphisms
into surjective quasi-isomorphisms. It follows from [5, (9.5.1), (9.7.3)] that a complex I is semi-injective if and only
if Ii is an injective R-module for each i ∈ Z and HomR( , I ) preserves quasi-isomorphisms, which is equivalent to
saying that Ii is injective for each i ∈ Z and H(HomR(M, I )) = 0 for every complex M with H(M) = 0.
A semi-injective resolution of N is a quasi-isomorphism of complexes i : N → I with I semi-injective. When
i is injective, the resolution is called strict. By [5, 9.3.3] every complex has a strict semi-injective resolution. When
H(N ) is bounded above, by [4, 1.7], I can be chosen so that sup I = supH(N ). The injective dimension of N is
defined by
idR N = inf{sup{−n | In 6= 0} | I is a semi-injective resolution of N }.
We conclude this preliminary section by recalling the notion of the right derived functors of the homomorphism
functor, which is denoted by Ext∗R( , ). Note that this can be computed using a semiprojective resolution of M
as well as a semi-injective resolution of N ; see [4, 1.8]. More precisely, given complexes M and N , the complex
Ext∗R(M, N ) is defined uniquely (up to canonical isomorphism) by setting Ext∗R(M, N ) = H∗(HomR(PM , N )) =
H∗(HomR(M, IN )), where PM → M is a semiprojective resolution of M and N → IN is a semi-injective resolution
of N .
3. Complete cohomology for complexes
Throughout the paper, as in [17], we shall use the symbol (A, B) for the graded Hom functor applied to the graded
R-modules A and B. So, for all i ∈ Z,
(A, B)i =
∏
n∈Z
HomR(An, Bn+i ).
3.1. Complete cohomology
Let M and N be two complexes and PM and PN denote their semiprojective resolutions, respectively. We shall use
PM (resp. PN ) to denote the corresponding underlying graded modules. The subset (PM , PN )ba of bounded above
homogeneous maps (a homogeneous map is called bounded above if there exists an integer n such that αi = 0 for
all i > n) is a graded submodule of (PM , PN ). The restriction of ∂ to (PM , PN )ba makes it into a subcomplex of
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(PM , PN ). We denote by ˜(PM , PN ) the quotient complex
˜(PM , PN ) = (PM , PN )/(PM , PN )ba .
Passing on to cohomology we obtain complete (Vogel) cohomology, E˜xt
∗
R(M, N ).
By essentially following the same argument as in the module case, one can see that E˜xt
∗
R is a cohomological
functor, independent of the choice of semiprojective resolutions of M and N (see [13, Sec. I] for a proof of this fact
in the module case).
It should be noted that when M and N are R-modules, our definition of Vogel Ext is compatible with the classical
one, because in the module case, every map in (PM , PN ) is naturally bounded below and so bounded above maps are
precisely bounded ones.
3.1.1
There is already a notion of Vogel cohomology for complexes which is different from our definition [13, III]. The
subcomplex that Goichot considered consists of bounded morphisms while we consider bounded above morphisms.
With Goichot’s construction, most of our results are not valid. Among them are Proposition 3.1.3, which indicates the
rigidity of the complete cohomology and 3.1.7, which establish the equivalence between the complete cohomology
and the Tate cohomology of [20, Sec. 4], when the complex in the first argument is of finite Gorenstein projective
dimension.
3.1.2
The short exact sequence
0→ (PM , PN )ba → (PM , PN )→ ˜(PM , PN )→ 0,
where the cohomology of the middle term is just Ext∗R(M, N ), yields, upon passing to the corresponding long
cohomology exact sequence, a natural transformation
ε˜∗R(M, N ) : Ext∗R(M, N )→ E˜xt∗R(M, N ),
which, for any integer n, fits into the following long exact sequence
XnR(M, N )
εnR(M,N )−−−−−→ ExtnR(M, N )
ε˜nR(M,N )−−−−−→ E˜xtnR(M, N ) −−−−→ Xn+1R (M, N ),
where XnR(M, N ) is the (−n)th cohomology group of the total complex (PM , PN )ba .
Our first result, which establishes the rigidity of the complete cohomology for complexes, extends [15, 2.4] to
complexes.
Proposition 3.1.3. For any homologically bounded above complex M the following are equivalent.
(i) pdR M is finite.
(ii) E˜xt
i
R(M, ) = 0 for all integers i .
(iii) E˜xt
i
R( ,M) = 0 for all integers i .
(iv) E˜xt
0
R(M,M) = 0.
Proof. (i)⇒ (ii). Since pdR M < ∞, there is a semiprojective resolution of M , say PM , with sup PM < ∞. Hence
(PM , )ba = (PM , ). So E˜xtiR(M, ) = 0 for all i ∈ Z.
(ii)⇒ (iv). This is clear.
(iv) ⇒ (i). Since E˜xt0R(M,M) = 0, in view of 3.1.2, we may deduce that idM , the identity map on M , is a
cycle. So there should be a bounded above morphism ψ in ((PM , PM )ba)0 such that idPM − ψ ∈ Im ∂1, where
∂1 : (PM , PM )1 → (PM , PM )0. Hence there exists ϕ ∈ (PM , PM )1 such that ∂1ϕ = idPM − ψ .
Since ψ is bounded above, for all j  0, (idPM − ψ) j is the identity morphism on Pj . So for all j  0,
ϕ j−1∂ PMj + ∂ PMj+1ϕ j = idPj .
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Since M is homologically bounded above, PM is exact in all degrees large enough. Let j be an integer such that
Ker ∂ PMj = Im ∂ PMj+1 and ϕ j−1∂ PMj + ∂ PMj+1ϕ j = idPj . Therefore, for all x ∈ Im ∂ PMj+1, ∂ PMj+1ϕ j (x) = x . Thus the map
Pj+1 → Im ∂ PMj+1 splits. Hence by [4, 2.4.P], pdR M <∞.
The implications (i)⇒ (iii)⇒ (iv)⇒ (i) can be proved similarly. 
3.1.4
It follows from the above proposition, in view of the long exact sequence of 3.1.2, that if pdR M or pdR N is finite,
then for any integer n,
XnR(M, N ) ∼= ExtnR(M, N ).
3.1.5
Like for the module case [13, Sec. I], one can see that there exist long exact sequences of complete cohomology
groups associated with short exact sequences of complexes in either argument. Moreover, similar arguments can be
applied to show that we have long exact sequences of X∗R cohomology groups.
3.1.6
In [20, Sec. 4], Veliche introduced a Tate cohomology theory for complexes. Let us recall its construction, briefly.
A totally acyclic complex T of projective modules is a complex of projective R-modules such that for any projective
R-module Q and any integer n ∈ Z, Hn(T ) = Hn(HomR(T, Q)) = 0. A complete resolution of M is a diagram of
morphism of complexes
T
τ→ P pi→M
where pi : P → M is a semiprojective resolution, T is a totally acyclic complex of projective modules and τi is
bijective for all i  0. A complete resolution is said to be surjective if τi is surjective for all i ∈ Z. M is called of
finite Gorenstein projective dimension (G-projective, for short) if it admits a complete resolution T
τ→ P pi→M . Let
G˜P(R) denote the class of complexes of finite Gorenstein projective dimension. Let M be a complex in G˜P(R) and
T
τ→ P pi→M be a complete resolution of M . Let N be an arbitrary complex. For each n ∈ Z, the nth Tate cohomology
group is defined in [20, Sec. 4], by
Êxt
n
R(M, N ) = H−n(HomR(T, N )).
3.1.7
Using the same method as in [17, 2.1] one can see that for any complex M of finite Gorenstein projective dimension
and any bounded below complex N our extension of Vogel cohomology for complexes is compatible with Veliche’s
extension of Tate cohomology; that is, for all integers n,
E˜xt
n
R(M, N ) ∼= ÊxtnR(M, N ).
3.2. Complete cohomology using injectives
Here we introduce a complete cohomology theory using injectives instead of projectives (for an analogue in the
module case, see [19]). Let IM and IN be semi-injective resolutions of the complexes M and N , respectively. Let
(IM , IN )bb denote the subcomplex of bounded below homomorphisms, which actually is the total complex. We shall
use ˜(IM , IN ) to denote the quotient complex
˜(IM , IN ) = (IM , IN )/(IM , IN )bb.
Now passing on to cohomology we obtain, for any n ∈ Z, the cohomology group
e˜xtnR(M, N ) = H−n ˜(IM , IN ).
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One can verify that e˜xtnR(M, N ) is independent of the choice of semi-injective resolutions of M and N . In fact, this
is a cohomological functor contravariant in the first variable and covariant in the second variable.
The short exact sequence
0→ (IM , IN )bb → (IM , IN )→ ˜(IM , IN )→ 0,
of complexes induces, for any integer n ≥ 0, a long exact sequence of cohomological groups
xnR(M, N )
γ nR(M,N )−−−−−→ ExtnR(M, N )
γ˜ nR(M,N )−−−−−→ e˜xtnR(M, N ) −−−−→ xn+1R (M, N ),
where xnR(M, N ) is the (−n)th cohomology group of the total complex (IM , IN )bb.
Injective versions of 3.1.3 and 3.1.4 are valid here. In particular, any homologically bounded below complex N is
of finite injective dimension if and only if e˜xt0R(N , N ) = 0. This, in the case of modules, specializes to [19, 3.7]. We
also note that one can get long exact sequences of both cohomological functors e˜xt∗R and x∗R in either variable.
3.2.1
Like Veliche’s extension of Tate cohomology, one can consider complete coresolutions of complexes of finite
Gorenstein injective dimension and define Tate cohomology functors êxtnR ; see [1, 2.2] for details. Since we need this
construction, we review it here. A totally acyclic complex of injectives is a complex T of injective R-modules such that
for any injective R-module I and any n ∈ Z, Hn(T ) = Hn(HomR(I, T )) = 0. Let N be an R-complex. A complete
coresolution of N is a diagram of complexes N
l→ I ν→ T where N l→ I is a semi-injective resolution of N , T is a
totally acyclic complex of injective R-modules and νi is bijective for all i  0. An injective complete coresolution is
a complete coresolution such that νi is injective for all i ∈ Z. We always can get an injective complete coresolution
N
l→ I ν′→ T ′ from any complete coresolution N l→ I ν→ T in such a way that T and T ′ are homology equivalent.
So we may always assume that N
l→ I ν→ T is an injective complete coresolution. N is called of finite Gorenstein
injective dimension (G-injective dimension, for short) if it admits a complete coresolution. Set L = Coker ν to get a
short exact sequence of complexes
0→ I ν→ T → L → 0.
Since ν is split in each degree, L is a complex of injective modules.
Let N be a complex of finite Gorenstein injective dimension. Choose a complete coresolution N
l→ I ν→ T . For
each n ∈ Z and any complex M a Tate cohomology group is defined in [1] by the equality
êxtnR(M, N ) = H−n(HomR(M, T )).
3.2.2
Like for 3.1.7, it can be seen that for any complex N of finite Gorenstein injective dimension and any bounded
above complex M ,
e˜xtnR(M, N ) ∼= êxtnR(M, N ),
for all integers n.
3.3. Comparisons
Our aim here is to compare cohomological functors E˜xt
i
R and e˜xt
i
R , as well as X
i
R and x
i
R . We begin by recalling
two invariants associated with an associative ring R, i.e. spli(R), the supremum of the projective lengths of injective
modules, and silp(R), the supremum of the injective lengths of projective modules. It is known that if these two
numbers are finite, then they are equal [12, 1.6].
The next two results are proved in [1, 3.2 and 3.3] for when R is noetherian (left and right). Their proofs work
without any assumption on the ring. Since we need them in this generality, we restate them here.
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Proposition 3.3.1. Let R be a ring. Then the following are equivalent.
(i) spli(R) = silp(R) <∞.
(ii) Every homologically bounded above complex M has finite G-projective dimension.
(iii) Every homologically bounded below complex N has finite G-injective dimension.
Theorem 3.3.2. Let R be a ring with the property that spli(R) = silp(R) <∞. Let M be a bounded above complex
and N be a bounded below complex. Then for each n ∈ Z,
Êxt
n
R(M, N ) ∼= êxtnR(M, N ).
The next result is proved for modules in [19, 5.2].
Theorem 3.3.3. Let R be any ring. Then spli(R) = silp(R) < ∞ if and only if for each bounded above complex M
and each bounded below complex N,
E˜xt
n
R(M, N ) ∼= e˜xtnR(M, N ),
for all integers n.
Proof. First assume that spli(R) = silp(R) < ∞. So by Proposition 3.3.1, every homologically bounded above
(below) complex M (N ) has finite G-projective (G-injective) dimension. Hence by 3.1.7 and 3.2.2, we have
isomorphisms
E˜xt
n
R(M, N ) ∼= ÊxtnR(M, N ) and e˜xtnR(M, N ) ∼= êxtnR(M, N ).
Hence Theorem 3.3.2 implies the result. The converse follows from [19, 5.2]. 
The proof of the following proposition is based on the same technique as in the proof of [17, 2.1].
Proposition 3.3.4. Let M be a complex of finite Gorenstein projective dimension. Then for each homologically
bounded below complex N and each integer n, there exist natural in M and N isomorphisms
Xn+1R (M, N ) ∼= H−nHomR(L , PN ),
where T
τ→ PM pi→M is a surjective complete resolution of M, L = Ker τ and PN is a semiprojective resolution of
N . In the case where N itself is bounded below, we have
Xn+1R (M, N ) ∼= H−nHomR(L , N ).
Proof. Consider the split exact sequence 0 → L → T → PM → 0 of complexes. Let PN denote the semiprojective
resolution of N and apply the Hom functor ( , PN ) on this exact sequence to get the following commutative diagram
of Hom groups:
0 0 0y y y
0 −−−−→ (PM , PN )ba −−−−→ (PM , PN ) −−−−→ ˜(PM , PN ) −−−−→ 0y y y
0 −−−−→ (T, PN )ba −−−−→ (T, PN ) −−−−→ ˜(T, PN ) −−−−→ 0y y y
0 −−−−→ (L , PN )ba −−−−→ (L , PN ) −−−−→ ˜(L , PN ) −−−−→ 0y y y
0 0 0
778 J. Asadollahi, Sh. Salarian / Journal of Pure and Applied Algebra 210 (2007) 771–787
in which all rows and columns are exact. Since N is bounded below, the morphisms in (T, PN ) are bounded below.
So bounded above ones are in fact bounded (i.e. only finitely many components of them are different from zero).
So the complex (T, PN )ba is isomorphic to (T, R)⊗R PN . The first factor is exact, since T is a totally acyclic
complex. The second factor also is exact because PN is a bounded below complex of projective modules. Hence
the complex (T, PN )ba is exact. Therefore the exactness of the first column implies that for any integer n, the
(−n − 1)th cohomology of the complex (PM , PN )ba , which is Xn+1R (M, N ), coincides with the (−n)th cohomology
of the complex (L , PN )ba . Since L is a bounded above complex, every morphism in (L , PN ) is bounded above
and so ˜(L , PN ) = 0. So the exactness of the last row implies that for any integer n, the cohomologies of the
complexes (L , PN )ba and (L , PN ) coincide. Hence the result follows. For the proof of our last claim note that L
is a complex of projectives and so HomR(L , ) preserves quasi-isomorphisms between bounded below complexes.
That is H−nHomR(L , PN ) ∼= H−nHomR(L , N ). 
In the case when R is noetherian and M is finite, the following corollary specializes to [6, 7.1].
Corollary 3.3.5. Let M be a complex of finite Gorenstein projective dimension. Then for each homologically
bounded below complex N and for each n > GpdR M − inf H(N ), XnR(M, N ) = 0. In particular, for such n’s,
ExtnR(M, N )
∼= E˜xtnR(M, N ).
Proof. By the above proposition, XnR(M, N )
∼= H−n+1HomR(L , PN ), where TM τ→ PM → M is a surjective
complete resolution of M , L = Ker τ and PN is a semiprojective resolution of N . Since sup L = GpdR M − 1,
and inf PN = inf H(N ), we have inf HomR(L , PN ) ≥ inf H(N ) − sup L . So for n < inf H(N ) − GpdR M ,
HomR(L , PN )n = 0. The result now follows from the above proposition. Our last claim follows from the long exact
sequence of 3.1.2. 
3.3.6
In view of 3.1.4, [20, 3.8] and the above corollary, for any complex M of finite Gorenstein projective dimension,
we have
GpdR M = sup{n + inf H(N ) | XnR(M, N ) 6= 0 for some homologically bounded below complex N }.
We also have the following dual result. Its proof parallels that of 3.3.4 and so is omitted.
Proposition 3.3.7. Let N be a complex of finite Gorenstein injective dimension. Then for each homologically bounded
above complex M and each integer n, there are natural in M and N isomorphisms
xn+1R (M, N ) ∼= H−nHomR(IM , K ),
where N
ι→ IN υ→ T is a surjective complete coresolution of N , K = Coker υ and IM is a semi-injective resolution
of M. In the case where M is bounded above, we have
xn+1R (M, N ) ∼= H−nHomR(M, K ).
In view of this proposition, we are able to record the following corollary.
Corollary 3.3.8. Let N be a complex of finite Gorenstein injective dimension. Then for each homologically bounded
above complex M and each n > supH(M) + GidR N, xnR(M, N ) = 0. In particular, for such n’s, ExtnR(M, N ) ∼=
e˜xtnR(M, N ).
Hence, by [1, 2.4] and the above corollary, for any complex N of finite Gorenstein injective dimension, we have
GidR N = sup{n − sup H(M) | xnR(M, N ) 6= 0 for some homologically bounded above complex M}.
Theorem 3.3.9. Let M and N be complexes such that GpdR M <∞ and GidR N <∞. Then for any integer n,
XnR(M, N ) ∼= xnR(M, N ).
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Proof. Let TM
τ→ PM → M be a surjective complete resolution of M , L = Ker τ , and PN be a semiprojective
resolution of N . Set GpdR M = g and inf PN = inf H(N ) = t . By 3.3.4, for any integer n ∈ Z, Xn+1R (M, N ) ∼=
H−nHomR(L , PN ). But, in order to compute H−nHomR(L , PN ), one just needs to consider L ′ = Ln+t−1 A, the
hard right truncation of L at n + t − 1. Since L ′ is a bounded complex of projectives, it is semiprojective. Hence
we can replace PN by a semi-injective resolution of N , say IN . So H−nHomR(L , PN ) ∼= H−nHomR(L ′, IN ). Let
N → IN υ→ T ′N be an injective complete coresolution of N , set K = Coker υ and consider the exact sequence of
complexes of injective modules
0→ IN → T ′N → K → 0.
Since T ′N is an exact complex, for any integer i , HiHomR(L ′, TN ) = 0. So it follows from the above short exact
sequence of complexes that
H−nHomR(L ′, IN ) ∼= H−n+1HomR(L ′, K ).
Now look at xnR(M, N ). By Proposition 3.3.7, x
n+1
R (M, N )
∼= H−nHomR(IM , K ), where IM is a semi-injective
resolution of M . Set sup IM = s. So to compute H−nHomR(IM , K ), we just need to consider K ′ = @s−n+1K , which
is the hard left truncation of K at s − n + 1. In fact
H−nHomR(IM , K ) = H−nHomR(IM , K ′).
Note that for any complex C with supC ≤ sup IM = s, one can replace K by K ′. Since K ′ is a bounded complex
of injectives, it is semi-injective. Therefore we can (and do) replace IM by semiprojective resolution PM of M , so
H−nHomR(IM , K ′) ∼= H−nHomR(PM , K ′). Since TM is exact, the short exact sequence 0 → L → TM → PM → 0
implies that
H−nHomR(PM , K ′) ∼= H−n+1HomR(L , K ′).
On the other hand, since inf K ′ = −l + 1 ≥ inf PN = t and sup L ′ = g − 1 ≤ sup IM = s, as above we may deduce
that
H−n+1HomR(L , K ′) ∼= H−n+1HomR(L ′, K ′) and H−n+1HomR(L ′, K ) ∼= H−n+1HomR(L ′, K ′).
The proof is hence complete. 
Corollary 3.3.10. Let M and N be complexes such that GpdR M < ∞ and GidR N < ∞. Then for all integers
n > min{GpdR M − inf H(N ),GidR N + supH(M)},
E˜xt
n
R(M, N ) ∼= ExtnR(M, N ) ∼= e˜xtnR(M, N ).
Proof. The result follows from 3.3.5 and 3.3.8, in conjunction with the balance of the above theorem. 
4. Relative cohomology for complexes
In this section, we introduce a notion of relative Ext functors for complexes. We keep the notation of previous
sections. In particular, by 3.1.2, for all complexes M and N and all integers n, there exists an exact sequence of
cohomological functors
XnR(M, N )
εnR(M,N )−−−−−→ ExtnR(M, N )
ε˜nR(M,N )−−−−−→ E˜xtnR(M, N ) −−−−→ Xn+1R (M, N ).
Definition 4.1. Let M be a complex with GpdR M = g < ∞. For each n ∈ Z and each R-module N , we define the
nth relative cohomology group ExtnGP (M, N ) as follows:
• If inf H(M) = −∞, we set ExtnGP (M, N ) := XnR(M, N ).• If inf H(M) = t > −∞, we define it as follows:
ExtnGP (M, N ) =

XnR(M, N ) for n > t + 1;
Ker ε˜t+1R (M, N ) for n = t + 1;
ExtnR(M, N ) for n ≤ t.
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If M and M ′ are two complexes such that inf H(M) = inf H(M ′) and µ : M ′ → M is a morphism of complexes,
then for any integer n and any R-module homomorphism ψ : N → N ′, the homomorphism
ExtnGP (µ,ψ) : ExtnGP (M, N )→ ExtnGP (M ′, N ′)
of cohomology groups is defined as follows:
• If inf H(M) = inf H(M ′) = −∞, ExtnGP (µ,ψ) = XnR(µ,ψ).• If inf H(M) = inf H(M ′) = t > −∞,
ExtnGP (µ,ψ) =

XnR(µ,ψ) for n > t + 1;
Ker ε˜t+1R (µ,ψ) for n = t + 1;
ExtnR(µ,ψ) for n ≤ t.
Moreover, for any integer n, we define a comparison morphism
εnGP (M, N ) : ExtnGP (M, N )→ ExtnR(M, N )
by the following setting:
• If inf H(M) = −∞, we set εnGP (M, N ) = εnR(M, N ).• If inf H(M) = t > −∞, we set
εnGP (M, N ) =

εnR(M, N ) for n > t + 1;
it+1 for n = t + 1;
idExt
n
R(M,N ) for n ≤ t
where it+1 : Extt+1GP (M, N )→ Extt+1R (M, N ) is the canonical inclusion.
Notation 4.2. For any integer t ∈ Z ∪ {−∞}, we let G˜P(R)t denote the full subcategory of C(R) whose objects are
complexes M of finite Gorenstein projective dimension with inf H(M) = t .
Using the above notation and conventions, we have the following theorem. The symbolM(R) denotes the category
of R-modules and R-homomorphisms.
Theorem 4.3. For each n ∈ Z, the assignment (M, N ) 7−→ ExtnGP (M, N ) defines a functor
ExtnGP : G˜P(R)opt ×M(R)→M(Z)
and the maps εnGP (M, N ) yield a morphism of functors ε
n
GP : ExtnGP → ExtnR .
The module version of the following construction can be found in [6, 3.8].
Construction 4.4. Let M be a homologically bounded below complex of finite Gorenstein projective dimension. Let
inf H(M) = t > −∞ and GpdR M = g <∞. It is known that in this case there exists a surjective complete resolution
T
τ→ P pi→M with inf P = t and τn bijective for all n ≥ g. Set L = Ker τ . Let χ denote the inclusion L ⊆ T , and set
Gn =
Ln−1 for n > t;Ct (T ) for n = t;0 for n < t and ∂Gn =
−∂
L
n−1 for n > t + 1;
−(Ω tχ) ◦ ωLt for n = t + 1;
0 for n < t + 1
where ωLt : L t → Ct (L) is the canonical map of modules. Also set
T [n =
Tn for n ≥ t;Ct (T ) for n = t − 1;0 for n ≤ t − 2 and ∂T
[
n =
∂
T
n for n > t;
ωTt for n = t;
0 for n < t
where ωTt : Tt → Ct (T ) is the canonical map of modules. Finally set
χ [n =

χn for n ≥ t;
idCt (T ) for n = t − 1;
0 for n ≤ t − 2
and τ [n =
τn for n ≥ t;Ω tτ for n = t − 1;0 for n ≤ t − 2.
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It is easy to see that χ [ : Σ−1G → T [ and τ [ : T [ → P are morphisms of complexes and the sequence
0→ Σ−1G χ
[
→ T [ τ [→ P → 0 is split exact.
4.5
When M is a homologically bounded below complex of finite Gorenstein projective dimension it is tempting, as in
the module case, to use HomR(G, N ) to define relative cohomology groups for complexes, where G is introduced in
the above construction. Now assume that M ′ is another complex with GpdR M ′ < ∞ and inf H(M) = inf H(M ′) >
−∞. By the above construction there exists a split short exact sequence 0→ Σ−1G ′ χ
[
→ T ′[ τ [→ P ′ → 0 related to M ′.
Let µ : M ′ → M be a morphism of complexes. Then, it is easy to see that there exist induced morphisms µ¯, µˆ and µˇ
such that the following diagram is commutative:
0 −−−−→ Σ−1G ′ −−−−→ T ′[ −−−−→ P ′ −−−−→ 0yµˇ yµˆ yµ¯
0 −−−−→ Σ−1G −−−−→ T [ −−−−→ P −−−−→ 0.
(∗)
It is known that µ¯ and µˆ are unique up to homotopy. But, as is also mentioned in [20, Sec. 6], we do not know whether
such uniqueness holds for µˇ, although we know that if µ is an isomorphism (in particular, if µ = idM ), then so is
µˇ∗ = H(HomR(µˇ, N )). To overcome this hurdle, we used the structure of Vogel cohomology in our definition of
relative cohomology functors.
Theorem 4.6. With the notation of 4.4 and 4.5, for any complex M ∈ G˜P(R)t and any R-module N, there exists an
isomorphism
ρ(M, N ) : H−tHomR(Σ−1G, N )→ Extt+1GP (M, N )
such that for any complex M ′ ∈ G˜P(R)t and any morphism µ : M ′ → M, the diagram
H−t HomR(Σ−1G, N )
H−t HomR(µˇ,N )−−−−−−−−−→ H−t HomR(Σ−1G ′, N )
ρ(M,N )
y ρ(M ′,N )y
Extt+1GP (M, N )
Extt+1GP (µ,idN )−−−−−−−−→ Extt+1GP (M ′, N )
is commutative.
Proof. Apply the left exact functor HomR( , N ) to the diagram (∗) above, to get the commutative diagram
0 −−−−→ HomR(P, N ) −−−−→ HomR(T [, N ) −−−−→ HomR(Σ−1G, N ) −−−−→ 0
HomR(µ¯,N )
y HomR(µˆ,N )y HomR(µˇ,N )y
0 −−−−→ HomR(P ′, N ) −−−−→ HomR(T ′[, N ) −−−−→ HomR(Σ−1G ′, N ) −−−−→ 0
of complexes of abelian groups. This, in turn, induces the following commutative diagram of cohomology groups:
H−t (HomR(T [, N )) −−−−−→ H−t (HomR(Σ−1G, N )) −−−−−→ H−t−1(HomR(P, N )) −−−−−→ H−t−1(HomR(T [, N ))
µˆ∗−t
y H−t HomR (µˇ,N )y µ¯∗−t−1y µˆ∗−t−1y
H−t (HomR(T ′[, N )) −−−−−→ H−t (HomR(Σ−1G′, N )) −−−−−→ H−t−1(HomR(P ′, N )) −−−−−→ H−t−1(HomR(T ′[, N )).
By identifying the groups and maps appearing in the above diagram we get
0 −−−−→ H−t (HomR(Σ−1G, N )) α−−−−→ Extt+1R (M, N )
εˆt+1(µ,N )−−−−−−→ Êxtt+1R (M, N )
H−t HomR(µˇ,N )
y µ¯∗−t−1y µˆ∗−t−1y
0 −−−−→ H−t (HomR(Σ−1G ′, N )) −−−−→ Extt+1R (M ′, N ) −−−−→ Êxtt+1R (M ′, N ).
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So if we define ρ(M, N ) : H−t (HomR(Σ−1G, N ))→ Extt+1GP (M, N ), by setting ρ(M, N )(x) = α(x), the result
follows from the exactness of the upper row of the above diagram and 3.1.7. 
Theorem 4.7. Let M be a homologically bounded below complex of finite Gorenstein projective dimension. With the
notation of Construction 4.4, for any integer n and any R-module N, we have
ExtnGP (M, N ) ∼= H−nHomR(G, N ).
Proof. The result is clear for n < t . Assume that n = t . It follows from the left exactness of the Hom functor that
H−tHomR(T [, N ) = 0. So in view of the exact sequence 0→ Σ−1G → T [ → P → 0, we have
H−t+1HomR(Σ−1G, N ) ∼= H−tHomR(P, N ).
The right hand side is ExttR(M, N ) while for the left hand side we have
H−t+1HomR(Σ−1G, N ) = H−t+1Σ−1HomR(G, N ) = H−tHomR(G, N ).
The result hence follows in this case. Case n = t + 1 follows from Theorem 4.6. So assume that n > t + 1. By
definition we have ExtnGP (M, N ) = XnR(M, N ). By Proposition 3.3.4, XnR(M, N ) ∼= H−n+1HomR(L , N ). But since
n > t + 1, as we saw in the proof of Theorem 3.3.9, we have H−n+1HomR(L , N ) = H−n+1HomR(L ′, N ) =
H−n+1HomR(Σ−1G, N ), where L ′ denotes the hard right truncation L t A of L . The right hand side is equal to
H−nHomR(G, N ). The proof is hence complete. 
It follows, from the Definition 4.1 and the above theorem, that our definition of relative Ext is equivalent to that of
[20, Sec. 6], when M is an R-module.
The next proposition extends to complexes a result of Avramov and Martsinkovsky [6, 4.2(3)].
Proposition 4.8. Let M be a complex of finite projective dimension. Then for each integer n, and each R-module N,
ExtnGP (M, N ) ∼= ExtnR(M, N ).
Proof. Since pdR M < ∞, by Proposition 3.1.3, E˜xtnR(M, ) = 0 for all integers n. If inf H(M) = −∞, the
result follows from the exact sequence of cohomology groups of 3.1.2. So assume that inf H(M) = t > −∞.
In this case, for n ≤ t , the isomorphism is clear. The case n = t + 1 also follows from the definition because
Extt+1GP (M, N ) = Ker (Extt+1R (M, N ) → E˜xt
t+1
R (M, N )) and E˜xt
t+1
R (M, N ) = 0. The result for n > t + 1 follows
from the long exact sequence of 3.1.2. 
The first statement of the following result extends [6, 4.2(4)] to the setting of complexes. Parts (i) and (ii) of it can
be proved as in the module case, while part (iii) follows from [20, 3.8] in view of (i) and (ii).
Proposition 4.9. Let M be a complex of finite Gorenstein projective dimension and N be an R-module.
(i) If pdR N <∞, ExtnGP (M, N ) ∼= ExtnR(M, N ) for all integers n ∈ Z.
(ii) ExtnGP (M, N ) = 0 for all integers n > GpdR M.
(iii) GpdR M = sup{n ∈ Z | ExtnGP (M, X) 6= 0 for some R-moduleX}.
Exact sequences of relative groups exist in certain cases. Recall that a complex C is called GP-proper exact if the
induced complex HomR(G,C) is exact for all Gorenstein projective modules G.
Proposition 4.10. Let M be a complex of finite Gorenstein projective dimension. Then for each GP-proper exact
sequence N = 0→ N → N ′ → N ′′ → 0 of R-modules there exist natural in M and N homomorphisms ∂nGP (M,N)
such that the sequence below is exact:
· · · −−−−→ ExtnGP (M, N ) −−−−→ ExtnGP (M, N ′) −−−−→ ExtnGP (M, N ′′)
∂nGP (M,N)−−−−−−→ Extn+1GP (M, N ) −−−−→ · · · .
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Proof. The result is clear from the long exact sequence of XR , when inf H(M) = −∞. So assume that inf H(M) =
t > −∞. The result trivially holds when n < t and follows from the long exact sequence of XR , when n > t + 1. So
we should consider the cases n = t and n = t+1. Applying the functor HomR(Σ−1G, ) to the proper exact sequence
N, for any integer i ≥ t , gives a natural homomorphism
∂ i (M,N) : H−i+1HomR(Σ−1G, N ′′)→ H−iHomR(Σ−1G, N ),
of cohomology groups, where G is introduced in 4.4. Assume that n = t . It follows from Construction 4.4
that there is a natural isomorphism θt (M, N ′′) : H−tHomR(P, N ′′) → H−t+1HomR(Σ−1G, N ′′). Moreover, by
Theorem 4.6, there is a natural isomorphism ρ(M, N ) : H−tHomR(Σ−1G, N )→ Extt+1GP (M, N ). Set ∂ tGP (M,N) :=
ρ(M, N ) ◦ ∂ t (M,N) ◦ θt (M, N ′′). Now consider the case n = t + 1. It follows from Proposition 3.3.4 that there is an
isomorphism of cohomology groups
ψt+1(M, N ) : H−t−1HomR(Σ−1G, N )→ Xt+2(M, N ).
Set ∂ t+1GP (M,N) := ψt+1(M, N )◦∂ t+1(M,N)◦ρ(M, N ′′)−1. Since the maps ρ, θ and ψ all are natural isomorphisms
and ∂ t and ∂ t+1 are connecting homomorphisms, ∂ tGP and ∂
t+1
GP are both natural in both arguments. Moreover, the
following sequence is easily seen to be exact:
Ext jGP (M, N
′) −−−−→ Ext jGP (M, N ′′)
∂
j
GP (M,N)−−−−−−→ Ext j+1GP (M, N ) −−−−→ Ext j+1GP (M, N ′),
for j = t and j = t + 1. 
Proposition 4.11. Let M = 0 → M → M ′ → M ′′ → 0 be an exact sequence of complexes in G˜P(R)t for some
t ∈ Z∪ {−∞}. Assume that pdR M <∞. Then for each R-module N and each integer n, there exists a natural inM
and N homomorphism ∂nGP (M, N ) such that the following sequence is exact:
· · · −−−−→ ExtnGP (M ′′, N ) −−−−→ ExtnGP (M ′, N ) −−−−→ ExtnGP (M, N )
∂nGP (M,N )−−−−−−→ Extn+1GP (M ′′, N ) −−−−→ · · · .
Proof. If M and hence the other two complexes are not homologically bounded below, i.e. if t = −∞, the result
follows from the long exact sequence of XR . So assume that t ∈ Z. The result trivially holds for n < t . Also by the
long exact sequence of XR , we have the above mentioned long exact sequence for n > t + 1. So we should prove the
existence of such an exact sequence, for n = t and n = t + 1. In view of [20, 4.7], there exists a short exact sequence
of complexes
0→ Σ−1G → Σ−1G ′ → Σ−1G ′′ → 0,
where G, G ′ and G ′′ are related to M , M ′ and M ′′, respectively and are obtained from the Construction 4.4. Since
pdR M < ∞, it follows that pdRΣ−1G is also finite and so this short exact sequence of complexes splits in each
degree, because the terms of Σ−1G ′′ are Gorenstein projective; see [6, 2.2]. Applying the functor HomR( , N ) on this
split short exact sequence, gives for any integer i ≥ t a natural homomorphism
∂ i (M, N ) : H−i+1HomR(Σ−1G, N )→ H−iHomR(Σ−1G ′′, N ).
Now consider the case n = t . As we saw in the proof of the previous theorem, there is a natural isomorphism of
cohomology groups θt (M, N ) : H−tHomR(P, N ) → H−t+1HomR(Σ−1G, N ). Moreover, by Theorem 4.6, there is
an isomorphism ρ(M ′′, N ) : H−tHomR(Σ−1G ′′, N ) → Extt+1GP (M ′′, N ), which is natural in both arguments. Set
∂ tGP (M, N ) := ρ(M ′′, N ) ◦ ∂ t (M, N ) ◦ θt (M, N ). Now assume that n = t + 1. It follows from Proposition 3.3.4, that
there is a natural isomorphism ψt+1(M ′′, N ) : H−t−1HomR(Σ−1G ′′, N )→ Xt+2(M ′′, N ). So we set ∂ t+1GP (M, N ) :=
ψt+1(M ′′, N ) ◦ ∂ t+1(M, N ) ◦ ρ(M, N )−1. Since the maps ρ, θ and ψ are natural isomorphisms and ∂ t and ∂ t+1 are
connecting homomorphisms, ∂ tGP and ∂
t+1
GP are natural in both arguments and the induced sequences are exact. 
By applying the functor HomR( , N ) to the split short exact sequence 0 → Σ−1G χ
[
→ T [ τ [→ P → 0, obtained in
Construction 4.4, and then identifying the groups and maps appearing in its cohomology exact sequence, one gets the
following theorem. We leave the details to the reader. For an analogue in the module case see [6, 7.1].
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Theorem 4.12. Let M be a complex with inf H(M) = t > −∞ and GpdR M = g < ∞. Then for each i ∈ Z and
each R-module N, there exists a long exact sequence of cohomology groups
0 −−−−→ Extt+1GP (M, N ) −−−−→ Extt+1R (M, N ) −−−−→ Êxt
t+1
R (M, N )
−−−−→ Extt+2GP (M, N ) −−−−→ Extt+2R (M, N ) −−−−→ · · ·
−−−−→ · · · −−−−→ ExtgR(M, N ) −−−−→ ÊxtgR(M, N ) −−−−→ 0.
Remark 4.13. Similarly to what we did in this section, it is possible to consider a homologically bounded above
complex N of finite G-injective dimension. In this case, one can define a relative Ext, denoted ext∗GI( , N ), based on
the class of complexes of finite Gorenstein injective dimension. All the results in this section can be rewritten for these
cohomology groups.
5. Some numerical invariants for complexes
Throughout this section, R will be a commutative noetherian local ring with maximal ideal m and residue field k.
Our aim in this section is to introduce and study an analogue of Auslander’s delta invariants and relative and Tate
versions of Betti numbers for complexes of finite homology.
5.1. ξ -invariants for complexes
The notion of Auslander’s delta invariant for a finite module M over a Gorenstein complete local ring R, denoted
as δR(M), is defined by Auslander. A maximal Cohen–Macaulay approximation (mCM) of M is a short exact
sequence 0 → YM → XM f→M → 0, where the middle term is mCM and the kernel of f is of finite projective
dimension (see [2,14] for details on mCM approximations). If f can only be factored through itself by way of
an automorphism of XM , the approximation is called minimal. Suppose that f is a minimal approximation. Let
XM = XM ⊕ F , where XM has no free summands and F is free. Then δR(M) is defined as the rank of F . For
any i > 0, δiR(M) is inductively defined as δR(Ω
iM), where Ω iR(M) denotes the i th syzygy module in a minimal
free resolution of M over R. For more details see e.g. [3, Sec. 5]. Using Vogel cohomology, Martsinkovsky [17, 2.2]
generalized these invariants to arbitrary commutative noetherian local rings as the dimension of the k-vector spaces
Ker (ε˜nR(M, k) : ExtnR(M, k) → E˜xtnR(M, k)). He denoted them by ξ i (M). In this subsection, we apply the same
definition as in [17, 2.2] to assign new invariants to any complex M of finite homology.
Definition 5.1.1. Let M be a homologically finite complex. We define the i’s ξ -invariant of M , denoted ξ iR(M), to be
ξ iR(M) := dimk(Ker (ε˜iR(M, k) : ExtiR(M, k)→ E˜xtiR(M, k))).
It follows directly from the definition that these invariants coincide with Auslander delta invariants when we
consider M to be a finitely generated module over a Gorenstein local ring (R,m).
As usual the nth syzygy of a complex M , denoted as Ωn(M), is defined to be Cn(P), where P → M is a
semiprojective resolution of M . It follows from Shanuel’s Lemma for complexes (see for instance [20, 1.3.6]) that
Ωn(M) is defined uniquely up to a projective direct summand. The proof of the next theorem is the same as in [17,
p. 2], where a similar result is proved for modules.
Theorem 5.1.2. Let (R,m) be a (commutative noetherian) Gorenstein local ring and M be a homologically bounded
above complex which is homologically finite. Then, for any integer i , ξ iR(M) = δ(Ω i (M)).
Proof. Since R is Gorenstein and M is homologically bounded above, by Proposition 3.3.1 the G-projective
dimension of M is finite, say g. Let T
τ→ P pi→M be a surjective complete resolution of M with τi : Ti → Pi
bijective for all i ≥ g. Then ξ iR(M) equals the minimal number of generators of Pi/Im τi . So it can also be computed
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using either dimk Coker (τi ⊗R k) or dimk Ker (HomR(τi , k)). Hence, the ξ -invariant measures the difference between
the Tate and absolute cohomology. That is
ξ iR(M) = dimk(Ker (ε˜iR(M, k) : ExtiR(M, k)→ ÊxtiR(M, k))).
But since GpdR M is finite, by 3.1.7, complete cohomology coincides with Tate cohomology. The result hence
follows. 
Proposition 5.1.3. Let R be a (not necessarily commutative and noetherian) ring with the property that spli(R) =
silp(R) <∞. Let M be a homologically bounded above complex. Then for any R-module N and any integer n,
Ker ε˜nR(M, N ) ∼= Ker γ˜ nR(M, N ),
where γ˜ nR(M, N ) : ExtnR(M, N )→ e˜xtnR(M, N ) is introduced in 3.2.
Proof. We use reverse induction on n to prove the result. By Proposition 3.3.1, GpdR M < ∞. Let n > GpdR M .
So XnR(M, N ) = 0. The balance of Theorem 3.3.9 shows that xnR(M, N ) = 0 for n > GpdR M and hence the result
follows for these n’s from the long exact sequence of cohomology groups. Assume that n ≤ GpdR M and we have
already proved the result for n + 1. Consider the short exact sequence
0→ L → P → N → 0,
in which P is projective. This induces the following commutative diagrams:
ExtnR(M, N )
∂nR(M,N )−−−−−→ Extn+1R (M, N ) ExtnR(M, N )
∂nR(M,N )−−−−−→ Extn+1R (M, N )
ε˜nR(M,N )
y ε˜n+1R (M,N )y γ˜ nR(M,N )y γ˜ n+1R (M,N )y
E˜xt
n
R(M, N )
∼=−−−−→ E˜xtn+1R (M, L) e˜xtnR(M, N )
∼=−−−−→ e˜xtn+1R (M, L).
Let x ∈ Ker ε˜nR(M, N ). So the first diagram implies that (ε˜n+1R (M, N )◦∂nR(M, N ))(x) = 0. Since by the induction
assumption Ker ε˜n+1R (M, L) ∼= Ker γ˜ n+1R (M, L), we get (γ˜ n+1R (M, L) ◦ ∂nR(M, N ))(x) = 0. The commutativity
of the second diagram in conjunction with the fact that the morphism in its lower row is an isomorphism, implies
that x ∈ Ker γ˜ nR(M, N ). So Ker ε˜nR(M, N ) ⊆ Ker γ˜ nR(M, N ). A similar argument proves the reverse inclusion. The
inductive step and hence the proof is now complete. 
Theorem 5.1.2, in view of the above proposition, implies the following corollary.
Corollary 5.1.4. Let (R,m) be a (commutative noetherian) Gorenstein local ring and let M be a homologically
bounded above and homologically finite complex. Then
ξ iR(M) = δ(Ω i (M)) = dimk(γ˜ iR(M, k) : Ker (ExtiR(M, k)→ e˜xtiR(M, k))).
The following proposition is a complex version of [17, 2.4]. We recall that for any integer n, the nth Betti number
βRn (M) is defined to be β
R
n (M) = rankkExtnR(M, k). In the case when M is a finitely generated R-module, it is
interpreted as the rank of the nth free module in a minimal free resolution of M .
Proposition 5.1.5. Let M be a complex with finitely generated homology modules. Then the following hold.
(i) 0 ≤ ξ iR(M) ≤ βRi (M) for all i .
(ii) ξ iR(M1 ⊕ M2) = ξ iR(M1)⊕ ξ iR(M2) for all i , where M1 and M2 are complexes with finitely generated homology
modules.
(iii) If pdR M <∞, then ξ iR(M) = βRi (M) for all i .
(iv) If inf H(M) = inf H(N ) = t and M −→ N is a surjective morphism of complexes, then ξ tR(M) ≥ ξ tR(N ).
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Proof. Parts (i) and (ii) follow directly from the definition. Part (iii) follows from Proposition 3.1.3. For the fourth
part, consider the commutative diagram
ExttR(N , k)
ε˜tR(N ,k)−−−−→ E˜xttR(N , k)y y
ExttR(M, k)
ε˜tR(M,k)−−−−−→ E˜xttR(M, k).
Since the first vertical map is a monomorphism, it is easy, by simple diagram chasing, to see that Ker ε˜tR(N , k) ⊆
Ker ε˜tR(M, k). 
5.2. Relative and Tate versions of Betti numbers
Let M be a homologically finite complex of R-modules. It is known that the Betti numbers of M are important
invariants of M . When M is of finite G-projective dimension, we are able to assign non-negative integers
βGPn (M) = rankk ExtnGP (M, k) and βˆRn (M) = rankk ÊxtnR(M, k)
to M that we call the nth relative Betti number and nth stable Betti number of M , respectively (see [6, Sec. 9] for
similar invariants in the module case). In our last result, we study the relations between these invariants with their
absolute counterpart. Throughout, ( )∗ denotes the dual functor HomR( , R). The following theorem is a complex
version of [6, 9.1].
Theorem 5.2.1. Let M ∈ G˜P(R)t be a homologically finite complex of G-projective dimension g and T τ→ P pi→M
be a complete resolution of it. Let L = Ker τ and L ′ = L t A be the hard right truncation of L at t . Set C = Ct (T ).
Then:
(i) βˆRn (M) = βˆRn (T ) for all n ∈ Z.
(ii) βˆRn (M) = βˆRn−i (Ci (T )) for all i, n ∈ Z.
(iii) If pdR M <∞, then βGPn (M) = βRn (M) and βˆRn (M) = 0 for all n ∈ Z.
(iv) If pdR M = ∞, then we have the following tables:
n · · · t t + 1 · · · g + 1 · · ·
β
GP
n (M) 0 β
R
t (M) ξ
t+1
R (M) ≤ βRt+1(M) βRn−1(L ′) 0 0
n · · · t − 1 t · · · g · · ·
βˆRn (M) β
R−n+t−1(C∗) βR0 (C∗)− ξ0R(C) βR0 (C)− ξ0R(C) βRn−t (C) βRg (M)− ξ
g
R(M) β
R
n (M)
Proof. (i) This is a direct consequence of the definition. Just note that T is a totally acyclic complex related both to
M and T .
(ii) This equality follows from the fact that Σ−iT is a totally acyclic complex of the R-module Ci (T ).
(iii) The first equality follows from Proposition 4.9, while the second one follows from Propositions 3.1.3 and
3.1.7.
(iv) By definition, βGPn (M) = 0 for n < t and n > g and is equal to βRt (M) for n = t . The expression
for βGPn (M) when n = t + 1 follows from Definitions 4.1 and 5.1.1 and Proposition 5.1.5. By Theorem 4.7,
ExtnGP (M, k) ∼= H−nHomR(G, k). But for t + 1 < n ≤ GpdR M , H−nHomR(G, k) = H−nHomR(Σ 1L ′, k). The
right hand side is equal to H−nΣ−1HomR(L ′, k) which is equal to H−n+1HomR(L ′, k). But since L ′ is a bounded
complex of projectives, we have H−n+1HomR(L ′, k) ∼= Extn−1R (L ′, k). This concludes the result in this case.
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For n > g, the expression for βˆRn (M) follows from the fact that for such n, Ext
n
GP (M, k) = 0. The epimorphism
ExtgR(M, k)→ E˜xtgR(M, k)→ 0 of the long exact sequence of Theorem 4.12 explains the expression for βˆRg (M). For
t < n < g, note that βˆRn−t (C) = βRn−t (C).
Assume that n = t . In this case, by (ii), βˆRt (M) = βˆR0 (C). Now since C is Gorenstein projective, it is easy to
see that the map Ext0R(C, k) → Êxt0R(C, k) is an epimorphism. Hence βˆRt (M) = βˆR0 (C) = βR0 (C) − ξ0R(C). When
n = t −1, it follows from (ii) that βˆRt−1(M) = βˆR−1(C). By [6, 9.1.3], βˆR−1(C) = βR0 (C∗)− ξ0R(C). The expression for
βˆRn (M), when n < t − 1, follows from (ii) and [6, 9.1.3]. In fact by (ii), βˆRn (M) = βˆRn−t (C). Now since n − t < −1
and C is Gorenstein projective, it follows from [6, 9.1.3] that βˆRn−t (C) = βR−n+t−1(C∗). 
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