Abstract-A novel switching median filter incorporating with a powerful impulse noise detection method, called the boundary discriminative noise detection (BDND), is proposed in this paper for effectively denoising extremely corrupted images. To determine whether the current pixel is corrupted, the proposed BDND algorithm first classifies the pixels of a localized window, centering on the current pixel, into three groups-lower intensity impulse noise, uncorrupted pixels, and higher intensity impulse noise. The center pixel will then be considered as "uncorrupted," provided that it belongs to the "uncorrupted" pixel group, or "corrupted." For that, two boundaries that discriminate these three groups require to be accurately determined for yielding a very high noise detection accuracy-in our case, achieving zero miss-detection rate while maintaining a fairly low false-alarm rate, even up to 70% noise corruption. Four noise models are considered for performance evaluation. Extensive simulation results conducted on both monochrome and color images under a wide range (from 10% to 90%) of noise corruption clearly show that our proposed switching median filter substantially outperforms all existing median-based filters, in terms of suppressing impulse noise while preserving image details, and yet, the proposed BDND is algorithmically simple, suitable for real-time implementation and application.
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I. INTRODUCTION

D
IGITAL images could be contaminated by impulse noise during image acquisition or transmission. The intensity of impulse noise has the tendency of being either relatively high or relatively low. Thus, it could severely degrade the image quality and cause some loss of information details. Various filtering techniques have been proposed for removing impulse noise in the past, and it is well-known that linear filters could produce serious image blurring. As a result, nonlinear filters have been widely exploited due to their much improved filtering performance, in terms of impulse noise attenuation Manuscript received March 4, 2005 ; revised June 6, 2005. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Ron Kimmel.
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K. and edge/details preservation. One of the most popular and robust nonlinear filters is the standard median (SM) filter [1] , which exploits the rank-order information of pixel intensities within a filtering window and replaces the center pixel with the median value. Due to its effectiveness in noise suppression and simplicity in implementation, various modifications of the SM filter have been introduced, such as the weighted median (WM) [2] filter and the center weighted median (CWM) [3] filter. Conventional median filtering approaches apply the median operation to each pixel unconditionally, that is, without considering whether it is uncorrupted or corrupted. As a result, the image details contributed from the uncorrupted pixels are still subject to be filtered, and this causes image quality degradation. An intuitive solution to overcome this problem is to implement an impulse-noise detection mechanism prior to filtering; hence, only those pixels identified as "corrupted" would undergo the filtering process, while those identified as "uncorrupted" would remain intact. By incorporating such noise detection mechanism or "intelligence" into the median filtering framework, the so-called switching median filters [4] - [11] had shown significant performance improvement.
Early-developed switching median filters are commonly found being nonadaptive to a given, but unknown, noise density and prone to yielding pixel misclassifications especially at higher noise density interference. To address this issue, the noise adaptive soft-switching median (NASM) filter was proposed in [9] , which consists of a three-level hierarchical soft-switching noise detection process. The NASM achieves a fairly robust performance in removing impulse noise, while preserving signal details across a wide range of noise densities, ranging from 10% to 50%. However, for those corrupted images with noise density greater than 50%, the quality of the recovered images become significantly degraded, due to the sharply increased number of misclassified pixels.
In this paper, we propose a highly-accurate noise detection algorithm, called the boundary discriminative noise detection (BDND), which can handle image corruption even up to 90% noise density. Together with the modified NASM median filtering scheme, the proposed BDND has shown far superior performance in terms of subjective quality in the filtered image as well as objective quality in the peak signal-to-noise ratio (PSNR) measurement to that of the NASM filter. For denoising color images, our proposed BDND filter consistently shows impressive results as well.
The paper is divided into five sections as follows. Section II introduces our proposed BDND algorithm for impulse noise identification. Section III describes the filtering scheme in response to the noise detection results. Section IV presents extensive simulation results. Section V concludes this paper.
II. IMPULSE-NOISE DETECTION
A. Noise Models
Four impulse noise models are implemented, for extensively examining the performance of our proposed filter with consideration of practical situations. Each model is described in detail as follows.
1) Noise Model 1:
Noise is modeled as salt-and-pepper impulse noise as practiced (e.g., in [9] ). Pixels are randomly corrupted by two fixed extremal values, 0 and 255 (for 8-bit monochrome image), generated with the same probability. That is, for each image pixel at location with intensity value , the corresponding pixel of the noisy image will be , in which the probability density function of is for for for where is the noise density. 
B. Noise Detection
The proposed BDND algorithm is applied to each pixel of the noisy image in order to identify whether it is "uncorrupted" or "corrupted." After such an application to the entire image, a two-dimensional binary decision map is formed at the end of the noise detection stage, with "0s" indicating the positions of "uncorrupted" pixels, and "1s" for those "corrupted" ones. To accomplish this objective, all the pixels within a pre-defined window that center around the considered pixel will be grouped into three clusters; hence, two boundaries and are required to be determined. For each pixel being considered, if , the pixel will be assigned to the lower-intensity cluster; otherwise, to the medium-intensity cluster for or to the high-intensity cluster for . Obviously, if the center pixel being considered falls onto the middle cluster, it will be treated as "uncorrupted," since its intensity value is neither relatively low nor relatively high. Otherwise, it is very likely that the pixel has been corrupted by impulse noise. Clearly, the accuracy of clustering results (hence, the accuracy of noise detection) ultimately depends on how accurate the identified boundaries and are.
First, we shed the light of our intuition that leads to the development of the proposed BDND algorithm simply based on the histogram distribution of a 21 21 subimage ( Fig. 1 ) extracted from the simulated noisy image "Lena" corrupted by 80% impulse noise density based on the above-mentioned Noise Model 3. For illustrating a "typical" histogram distribution, the subimage chosen bears a "neutral" image content, meaning that the content is neither too "flat" (containing low frequency) nor too "busy" (containing high frequency). It could be observed that the distribution presented at the two ends of the distribution are most likely contributed by impulse noise. Furthermore, the locations of two distinct gaps (or valleys) mark the most possible positions of the two boundaries, respectively, that clearly separate the impulse noise regions (at the two ends) from the uncorrupted pixel region (a much wider region in between); thus, dividing all the pixels within the window into three groups-the lower intensity impulse noise, the uncorrupted pixels (in the middle) and the higher intensity impulse noise.
The proposed boundary discriminative process consists of two iterations, in which the second iteration will only be invoked conditionally. In the first iteration, an enlarged local window with a size of 21 21 (empirically determined) is used to examine whether the considered pixel is an uncorrupted one. If the pixel fails to meet the condition to be classified as "uncorrupted" (i.e., not falling onto the middle cluster), the second iteration will be invoked to further examine the pixel based on a more confined local statistics by using a 3 3 window. In summary, the steps of the proposed BDND are:
Step 1) Impose a 21 21 window, which is centered around the current pixel.
Step 2)
Sort the pixels in the window according to the ascending order and find the median, med, of the sorted vector .
Step 3) Compute the intensity difference between each pair of adjacent pixels across the sorted vector and obtain the difference vector . Step 4) For the pixel intensities between 0 and med in the , find the maximum intensity difference in the of the same range and mark its corresponding pixel in the as the boundary . Step 5) Likewise, the boundary is identified for pixel intensities between med and 255; three clusters are, thus, formed. Step 6) If the pixel belongs to the middle cluster, it is classified as "uncorrupted" pixel, and the classification process stops; else, the second iteration will be invoked in the following.
Step 7)
Impose a 3 3 window, being centered around the concerned pixel and repeat Steps 2)-5).
Step 8)
If the pixel under consideration belongs to the middle cluster, it is classified as "uncorrupted" pixel; otherwise, "corrupted."
For the understanding of the algorithmic steps mentioned above, a 5 5 (instead of 21 21) windowed subimage with the center pixel "202" (being boxed) is used as an example for illustrating the proposed BDND process as follows:
• Pixel intensities are sorted in the ascending order and represented as a vector, where the median med is ; i.e., .
• The vector of intensity differences between each pair of two adjacent pixels in is computed as: .
• For the pixels with intensities between 0 and med in the , the corresponding maximum difference in the is 39, which is the difference between the pixel intensities 0 and 39.
• For the pixels with intensities between med and 255 in the , the maximum difference in the is 98, which is the difference between the pixel intensities 81 and 179.
• Hence, and . Thus, the lower intensity cluster is , the medium-intensity cluster is , and the higher intensity cluster is . • Since the center pixel "202" belongs to the higher intensity cluster, hence, the second iteration needs to be invoked, and a 3 3 window is imposed and centered around it
• Now, the pixel intensities are sorted and represented in the vector form: . • As before, the vector of intensity differences is computed: . • The first maximum difference is 202, which is the difference between the pixel intensities 0 and 202. The second maximum difference is 31, which is the difference between the pixel intensities 224 and 255.
• Hence, and . Thus, the lower intensity cluster is , the medium-intensity cluster is , and the higher intensity cluster is .
• At the end of the discrimination process, the center pixel "202" is classified as an "uncorrupted" pixel, since it belongs to the middle cluster.
C. Color Image Noise Detection
As the most directly used color space for digital image processing, the RGB color space is chosen in our work to represent the color images. In the RGB color space, each pixel at the location can be represented as color vector , where , , and are the red (R), green (G), and blue (B) components, respectively. The noisy color images are modeled by injecting the salt-and-pepper noise randomly and independently to each of these color components. That is, when a color image is being corrupted by the noise density , it means that each color component is being corrupted by . Thus, for each pixel , the corresponding pixel of the noisy image will be denoted as , in which the probability density functions of each color components can be one of the noise models described earlier. In this work, Noise Model 1 is used for performance demonstration.
The process of extending the noise detection algorithm to corrupted color images is straightforward. The proposed BDND algorithm will be simply applied to R-, G-, and B-planes individually, and three binary decision maps are obtained.
III. NOISE-ADAPTIVE FILTERING
Although the major contributions of making the entire switching median filter being noise-adaptive come from the impulse-noise detection as described in the previous section, the post-detection filtering to be discussed in this section also contributes to the overall denoising performance. Based on the filtering process described in [9] , in the follow-up two subsections, we shall highlight this aspect and provide three additional improvements on the filtering stage.
A. Simplified Noise-Density Estimation
In order to determine the window size of the filtering window , the limit of the maximum window size requires to be determined first. For that, Table I is empirically established based on multiple test images, in which different window sizes are suggested for different noise-density levels of corruption estimated. To conduct the estimation of noise density, NASM involves a set of sophisticated procedures (such as quad-tree decomposition) [9] . On the contrary, the noise-density estimation performed in the proposed BDND is much simpler, simply by counting the number of 1s on the binary decision map obtained in the impulse-noise detection stage conducted earlier.
Based on the binary decision map, "no filtering" is applied to those "uncorrupted" pixels, while the SM filter with an adaptively determined window size is applied to each "corrupted" one. 1 
B. Algorithmic Improvement on Filtering
Compare with the NASM's filtering stage, there are three changes (in italic for the ease of identification) for further performance improvement as described in the following. Fig. 3 . Results of denoising courrpted images "Lena," "Peppers," and "Baboon" (with 80% impulse noise density) in Fig. 2 by using the ideal switching filter (first column), the proposed switching median filter with the BDND incorporated (second column), and the NASM filter (third column), respectively. First, the maximum window size is limited to 7 7 (instead of 11 11 as suggested in [9] ) in order to avoid severe blurring of image details at high noise density cases (i.e., ). After that, the filter's window size is obtained in a similar way as that proposed in [9] with a slight modification as follows.
In the NASM [9] , starting with , the filtering window iteratively extends outward by one pixel in all the four sides of the window, provided that the number of uncorrupted pixels (denoted by ) is less than half of the total number of pixels (denoted by ) within the filtering window, while . In this work, an additional condition is further imposed, such that the filtering window will also be extended when the number of uncorrupted pixels is equal to zero. Therefore, the second change for improvement is that while ( and ) or , window will be extended by one pixel outward in all the four sides of the window.
By exploiting the SM filter with the window size of to a noise pixel, the output pixel is where . In [9] , the current pixel is included in the filtering (ranking) process. Note that the current pixel has already been identified as "corrupted;" thus, our third change in the proposed BDND is to exclude the current pixel in the process of filtering; that is, only those "uncorrupted" pixels within the window are considered for the process of ranking. This will, in turn, yield a better filtering result with less distortion. 
C. Color Image Denoising
The switching median filtering scheme can be extended to denoise corrupted color images via the scalar median filtering approach as well as the vector median filtering approach. The scalar approach treats each color component as an independent entity; that is, the same filtering scheme will be applied to R-, G-, and B-planes independently, as if each plane is a separate monochrome image. The filtered R-, G-, and B-planes will be then combined to form the recovered color image.
The vector median filtering approach treats each pixel as a vector rather than three separate components on the filtering stage; thus, the three binary decision maps obtained from the noise-detection stage are combined into a binary decision map (through the logical "OR" function) to mark the locations of "corrupted" pixels; that is, the current pixel will be considered as "corrupted," if at least one of its components is detected as "corrupted." The size of the filtering window centered around each "corrupted" pixel to be filtered is adaptively determined by following the same procedures as the filtering process conducted for the monochrome images. Only those uncorrupted pixels within the window are taken into account on computing the median vector, for replacing the considered (corrupted) pixel located at the center of the window. For a set of uncorrupted pixel vectors , the steps of computing the median pixel are as follows [14] . 1) For each pixel vector , compute its -norm distances with respect to other pixel vectors individually and sum them together. That is, , for . 2) Find the which is the minimum of all (for ), and the vector median corresponds to the that yields .
IV. SIMULATION RESULTS
A. Monochrome Images
The performance evaluation of the filtering operation is quantified by the PSNR calculated using the following standard formula: dB and where and are the total number of pixels in the horizontal and the vertical dimensions of the image; and denote the original and filtered image pixels, respectively.
1) Based on Noise Model 1:
Intensive simulations were carried out using several monochrome images, from which "Lena," "Peppers," and "Baboon" are chosen for demonstrations in Fig. 2 , whereby the original images (left column) and their corrupted versions with 80% noise density injected (right column) are shown side by side. The filtering performance of the ideal switching filter, the proposed switching median filter with the BDND incorporated and the NASM filter are documented in Fig. 3 for comparison. The ideal switching filter is realized by incorporating the ideal noise detection, which is based on the perfect binary decision map generated by recording the exact position of each injected impulse noise during the simulation of noisy image. Using the perfect binary decision map incorporated with our filtering scheme as stated in Section III, the performance of the ideal switching filter is served as the benchmark in our comparisons. It could be obviously observed from Fig. 3 that, for such a high corruption level (i.e., 80%), our results are far superior to that of the NASM filter. The recovered images using the NASM filter, although still comprehensible in overall image contents, are degraded by a significant amount of noticeable noise blotches. Fig. 4 graphically illustrates the quantitative performance comparison in terms of PSNR measurements. Consistently, our results outperform that of the NASM filter across a wide range of noise densities, and almost coincided with that of the ideal switching filter in multiple cases. On the contrary, the PSNR performance of the NASM filter starts to drop dramatically at noise density level 60% and onwards. This is mainly due to the large number of misclassified pixels incurred at these corruption levels. As for our proposed BDND approach, the PSNR is slightly and gradually degraded, since the decline is mainly contributed from more blurring when more pixels are identified as noise and filtered.
Since the noise detection plays the key role on denoising, it would be insightful to evaluate the performance purely contributed from that part, in terms of the number of miss detection (MD)-impulse noise being misdetected, and that of false alarm (FA)-uncorrupted pixel being misclassified as noise. For that, the binary maps obtained from applying the proposed BDND and NASMs noise detection algorithms to noisy image respec- Table II , our BDND algorithm impressively achieves zero MD rate even up to 70% noise density while maintaining a fairly low FA rate. On the other hand, a significant amount of both MD and FA are yielded by the NASMs method, especially at high noise densities. This accounts for the large performance gain of the proposed BDND filter against that of the NASM filter. 2) Based on Model 2: Experiments had been carried out for 70% and 80% corruption cases using test image Lena, each of which comprised of different densities (probabilities of occurrences) of "pepper" (i.e., 0) and "salt" (i.e., 255), according to Noise Model 2 as stated in Section II, and the results are shown in Table III . It could be observed that the proposed BDND algorithm still works quite well for unequal densities of "salt" and "pepper" noise, provided that neither the density of "salt" nor that of "pepper" is equal to or more than 50%. The later is due to the fact that, the proposed BDND algorithm depends on the median of the windowed pixels as the first key step, and the computed median is quite likely a noise in these cases.
3) Based on Model 3: Table IV outlines the results of several experiments for the 80% corruption case, (using test image Lena). Starting off with impulse noise within the range of , the corruption range of both low-intensity and high-intensity noise were increased by 10 in each of the subsequent experiments (i.e., , up to ). Note that the PSNR measurements of the BDND algorithm drops gradually as the range of impulsive noise variation increases.
4) Based on Model 4:
Experiments had been carried out using test image Lena being corrupted with impulse noise in the intensity range of and .
In each experiment, image is 80% corrupted with unequal densities of the low-intensity and the high-intensity impulse noise. As shown in Table V , the proposed BDND algorithm still works fairly well under this model, provided that neither of the noise is as dense as 50% or more. This is due to the same reason as explained in the Noise Model 2.
B. Color Images
It is well known that the human perception of the color differences mismatches the numerical differences yielded in the RGB color space. Therefore, the perceptually uniform color space CIELAB, standardized by the Commission Internationale de l'Eclairage (CIE), is more accurate for defining quantitative measurements of perceptual error between the two color vectors. For that, both images will undergo two consecutive transformations-from the RGB color space to the XYZ color space [17] , and then from the XYZ color space to the CIELAB color space [18] . In the CIELAB color space, the perceptually linear color difference formulas between two colors is [16] :
. Therefore, to measure the total difference between the recovered image and the original image (both recorded in the CIELAB space), the color difference between each pair of two color samples of the two images is computed. All the differences are then summed together across the entire image.
The original and noisy (corrupted by 50% noise density on each color component) color image "Lena" are depicted in Fig. 5 . The noisy component images are separately treated by using the ideal switching filter, the proposed switching median filter with the BDND incorporated and the NASM filter, each being implemented via scalar and vector approaches. The recovered images are shown in Fig. 6 . Again, the performance of the NASM filter is much inferior to that of our proposed BDND filter, while ours is fairly close to that of the ideal switching filter. A more objective view could be observed from Fig. 7 , whereby the quantitative color difference measurements are plotted against various corruption levels. The proposed switching median filter with the BDND incorporated consistently yields impressive performance under a wide range of corruption from 10% to 70% noise densities.
Overall, the implementation of the switching median filters using the scalar approach resulted in less image quality degradation. In the vector median filtering approach, a pixel is considered as corrupted, as long as one of its components is detected as corrupted. Therefore, a higher noise density level will be re- sulted, leading to a larger filtering window according to Section III. This in turn causes more blurs in its filtered image, and thus, higher color difference (error) measurement, as shown in Fig. 8 .
V. CONCLUSION
In this paper, we proposed a novel, fairly accurate and simple impulse-noise detection method, called the BDND, which has been further incorporated into the framework of switching median filter as a very powerful image denoising scheme. Furthermore, improvements are also made in the noise-adaptive filtering stage as described in Section III-B. To consider possible variations often encountered in practical cases, four noise models are used to generate impulse noise. Extensive simulation results reveal that our filter consistently outperforms the NASM filter (especially, with a large margin of improvement at extremely high noise density corruption) by attaining much higher PSNR across a wide range of noise densities, from 10% to 90%. The key success of such performance delivery is mainly due to highly accurate noise detection accomplished by the BDND algorithm-achieving zero miss-detection rate up to 70% noise density corruption (based on Noise Model 1) while maintaining a fairly low false-alarm rate. Together with additional improvements contributed from the post-detection filtering stage, the entire switching median filtering performance has yielded a very close performance to that of the ideal-switching case consistently.
Another tremendous advantage of the proposed BDND algorithm is that it is fairly simple to implement for real-time image applications. 
