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Multivalent particles bind to targets via many independent “ligand-receptor” bonding interactions. This
microscopic design spans length scales in both synthetic and biological systems. Classic examples include
interactions between cells, virus binding, synthetic ligand-coated micrometer-scale vesicles or smaller nano-
particles, functionalised polymers, and toxins. Equilibrium multivalent binding is a continuous yet “superse-
lective” transition with respect to the number of ligands and receptors involved in the interaction. Increasing
the ligand or receptor density on the two particles leads to sharp growth in the number of bound particles at
equilibrium.
Here we develop a theory to show that applying constant mechanical force to multivalent particles can
cause their adsorption transition onto, e.g. a surface, to become infinitely sharp and first-order—which we
term “hyperselective”—with respect to variation in the number of ligands and receptors on the two objects.
Force may be imposed by, e.g. flow of the medium around the particles, via a magnetic field, or by chemical
gradients. This physical principle is a step towards “all or nothing” binding selectivity in the design of
multivalent constructs.
I. INTRODUCTION
Multivalent particles are microscopic objects that in-
teract with a target by many independent bonding units,
often called “ligands” and “receptors”.1–8 Instances
of multivalent interactions span from small to large
length scales, in both biological and synthetic contexts.
Structures that exhibit multivalent interaction at small
length scales include functionalised (bio-)polymers9–12,
nanoparticles, biological toxins, and viruses.13–19 At
larger length scales, cells in living organisms have a
multitude of different kinds of receptors on their sur-
faces/membranes, which serve as points of communica-
tion with the outside world. Interactions between cells
are often multivalent.1–3,14,16,20–31 On the synthetic side,
classic multivalent constructs include ligand-coated col-
loids and vesicles, often employing DNA in order to
finely tune their interactions.6,7,32–58 Mixtures of differ-
ent kinds of multivalent particles can be designed to se-
quentially self-assemble, or to exhibit remarkably selec-
tive surface adsorption.54–56,59,60 However, the kinetics
of multivalent interactions play a strong role in whether
the system reaches equilibrium, or a non-trivial kinetic
steady-state (particularly for strong-binding ligands with
long lifetimes).27,46,50,57,61–64
Binding of multivalent particles is a continuous tran-
sition at equilibrium. There are both enthalpic and en-
tropic contributions to their adhesion strength. The en-
thalpic contribution, intuitively, arises from the bonding
between the ligands and receptors. More bonds mean
a larger, more negative, and more favourable enthalpic
contribution to the binding free energy.
a)Electronic mail: nicholas.b.tito@gmail.com
The entropic contribution is less obvious. Firstly, lig-
ands and receptors must lose local configurational en-
tropy in order to make a bond. This leads the “effec-
tive” ligand/receptor bond strength to often be lower
than what is observed between the two structures in, for
example, free solution.6,8 Secondly, there is a favourable
entropic binding contribution to the number of possible
binding permutations that the ligands and receptors may
explore. If the ligands and receptors are short and spaced
far apart, then this entropy reflects the fact that each
bond can be independently bound or unbound. If the
ligands and receptors are long and flexible, then an addi-
tional source of entropy is the number of binding partners
that each entity may have, much like making connections
on a telephone switchboard.59
The permutation entropy becomes larger and more
favourable when there are more ligands and receptors
on the two multivalent structures. Thus, the binding
free energy ∆G grows larger, and the binding proba-
bility grows exponentially larger (since this depends on
exp (−∆G/RT )). This rapid growth in the binding prob-
ability with the number of ligands and receptors on the
two objects is referred to as superselectivity.5,6 It is fun-
damentally an entropic effect. For example, monovalent
binders can never exhibit superselective binding, since
they lack the permutation contribution to their individ-
ual binding free energy. Their bonding strength may only
be modulated by the enthalpy of their (single) bond.
What happens when mechanical force is applied to
bound multivalent particles? In the biological arena, ob-
jects bound to cell surfaces are often exposed to flow
(e.g. in blood vessels) or other sources of force in the
extracellular matrix. Force, via magnetic fields or elec-
tric charges, is also a convenient tool for manipulating
synthetic multivalent systems. The response of a multi-
valent object to force, e.g. using atomic force microscopy
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2(AFM)65–68, can also serve as a probe for the strength
and type of interactions it has with its target.
In this work, we show that applied force can lead mul-
tivalent particles to exhibit a discontinuous first-order
adsorption/desorption transition. The transition is char-
acterised by a discontinuity in the equilibrium free energy
per particle as a function of the number of receptors on
the target surface.
To demonstrate this feature, we define a model for the
equilibrium response of a multivalent particle to a pulling
force. Attention is restricted to the simple scenario of
multivalent particles bound to (and at equilibrium) on a
substrate with mobile receptors at a fixed non-depleting
concentration. We then consider what happens when
a constant force is applied to the particles normal to
the surface. Our model describes: the equilibrium force-
extension response of a single bound multivalent particle;
and how the applied force affects the equilibrium distri-
bution of particle binding on the substrate. From this
model, we extract a clear microphysical understanding
of what leads the multivalent particles to exhibit a first-
order binding transition under force, and how the tran-
sition depends on the design and concentration of the
multivalent particles.
II. MODEL FOR MULTIVALENT FORCE-EXTENSION
RESPONSE
Consider a multivalent particle with ligands that in-
teract with mobile receptors on an adjacent flat surface.
Components of the model are illustrated in Figure 1. Let
the quantity NL define the number of ligands on a par-
ticle that are within reach of the receptor surface. The
density of receptors on the surface is cR in units of moles
of receptors per b2, where “b” is the distance unit of the
model. We will assume that the receptors cannot be de-
pleted, i.e. they come from a reservoir at fixed surface
concentration cR. Energy units are in terms of RT , where
R is the ideal gas constant and T is absolute temperature.
The ligands are treated as Hookian springs with a
spring constant k (in units of energy per squared dis-
tance) and rest length l◦. The receptors are considered
to be points on the substrate. The ligand/receptor asso-
ciation constant in free solution is denoted Keq (in units
of b3/mol).
The theory outlined in Appendix A uses equilibrium
statistical mechanics to predict the quasi-equilibrium
“force versus extension” curve for a multivalent particle:
that is, how the restoring force F (h) for the particle back
onto the substrate depends on how far h we try to pull
the particle up from the substrate. The starting point
is the binding free energy per ligand, which has three
contributions:
∆Gblig(h)
RT
=
k(h− l◦)2
2RT
− ln
(
cRKeq
h
)
+
∆Gblig,cnf(h)
RT
.
(1)
The first term accounts for the “stretch energy” of the
ligands from their ideal lengths l◦. The second term ac-
counts for the strength of the ligand/receptor bond (via
Keq), and the effective molarity cR/h of receptor bind-
ing partners.28 The third term is the configurational free
energy of the ligand when it is in the bound state, and
confined within the region h between the multivalent par-
ticle and the substrate.
When a ligand is unbound, then the only contribution
to its free energy is its configurational entropy within the
gap h:
∆Gublig(h)
RT
=
∆Gublig,cnf(h)
RT
. (2)
The precise forms of the configurational free energies
∆Gublig,cnf(h) and ∆G
b
lig,cnf(h) are derived and presented
in Appendix A.
Given the bound- and unbound-state ligand free en-
ergies, the full binding free energy for the multivalent
particle is
∆Gbind(h)
RT
= −NL ln
(
e−∆G
ub
lig(h)/RT + e−∆G
b
lig(h)/RT
)
,
(3)
representing the fact that each of the NL ligands on the
particle can be independently bound or unbound. The
height coordinate h corresponding to the minimum of
∆Gbind(h) is defined to be hmin.
Figure 2 presents plots of the multivalent binding free
energy, ∆Gbind(h), as a function of the relative separa-
tion distance ∆z ≡ h−hmin between the receptor surface
and the particle exterior. At values of h < hmin, the free
energy grows more unfavourable due to the entropy asso-
ciated with ligand confinement, contained in ∆Gublig,cnf(h)
and ∆Gblig,cnf(h). For values of h > hmin the free energy
again grows more unfavourable due to: a decrease in the
average number of bound ligands, and the stretch free
energy associated with the ligands that are bound (i.e.
the first term in Eq. 1).
In Appendix B, we derive a simple approximation for
the multivalent binding free energy profiles when the lig-
ands are strong-binding (i.e. large cRKeq):
∆Gbind(h)
RT
≈ NL
[
k(h− l◦)2
2RT
− ln
(
cRKeq
l◦
)]
, (4)
Calculations using this equation are shown in Figure 2
as dashed lines, defining the relative displacement ∆z =
h − l◦ (noting that hmin = l◦ in Eq. 4). We see that
this form well captures the parabolic curvature of the
exact free energy profiles, as well as the scaling of their
minimum values with cRKeq/b.
The restoring force is calculated by taking the gradient
of the binding free energy, d∆Gbind(h)/dh (ignoring the
typical negative sign so that our force values are positive).
3FIG. 1. Illustration of ingredients in the multivalent binding model. Quantities are defined in text.
FIG. 2. Plots of the multivalent binding free energy, Eq. 3,
as a function of relative separation distance ∆z between the
receptor surface and multivalent particle exterior. Results are
shown for four choices of binding strength, cRKeq/b, given
that the multivalent particle has NL = 5 ligands each with an
equilibrium length l◦/b = 3 and stiffness kb2/RT = 1. Solid
lines are numerical calculations using Eq. 3, and dashed lines
are the approximation given by Eq. 4.
This is
F (h) =NL
[
Pb,1(h)
(
k(h− l◦) + RT
h
+
d∆Gblig,cnf(h)
dh
∣∣∣∣∣
h
)
+(1− Pb,1(h))
d∆Gublig,cnf(h)
dh
∣∣∣∣∣
h
]
(5)
The quantity Pb,1(h) is the probability that a single lig-
and is bound to a receptor when the multivalent particle
is at height h:
Pb,1(h) =
e−∆G
b
lig(h)/RT
e−∆G
ub
lig(h)/RT + e−∆G
b
lig(h)/RT
. (6)
Figure 3 presents a series of force-extension curves for
multivalent binding, predicted by Eq. 5, using various
choices of ligand spring constant k, rest length l◦, and
effective binding strength cRKeq. All curves present qual-
itatively similar behaviour: the restoring force increases
roughly linearly with displacement ∆z from the equilib-
rium binding height hmin. At a critical displacement
∆z∗ = h∗ − hmin, the force-extension curve reaches a
maximum value F (h∗) = F ∗.
To understand the physical meaning of F ∗, imagine
carrying out a force experiment on a single multivalent
particle, in which we gradually ramp up the applied force
Fpull on the particle. Eventually, the applied force Fpull
will exceed the maximum restoring force F ∗ in the force
response function F (h).
At this force, the particle will spontaneously dissociate
from the receptor surface. This is analogous to the value
of the applied force (stress) at which an elastic mate-
rial fails in a loading experiment. The quantity F ∗ shall
therefore be referred to as the “rupture force” for the
multivalent particle, and the displacement height ∆z∗
at which this occurs will be referred to as the “rupture
height”.
The rupture force depends on the design of the mul-
tivalent particle. Equation 5 can be solved numerically
to determine this quantity for any choice of the multiva-
lent design parameters, given a receptor surface density
cR. However, in Appendix B we derive the scaling be-
haviour of the rupture height and force for ligands that
are strong-binding:
F ∗ ∝ NL
√
2kRT ln
(
cRKeq
l◦
)
(7)
h∗ − l◦ = ∆z∗ ∝
√
2RT
k
ln
(
cRKeq
l◦
)
(8)
These expressions provide physical insight into how the
design of a multivalent particle influences its rupture
force.
The numerical calculations in Figure 3 reveal the
trends predicted by Eqs. 7 and 8. Stronger-binding lig-
ands or a larger density of surface receptors (i.e. increas-
4FIG. 3. Plots of the restoring force (Eq. 5) as a function of relative separation distance ∆z between the receptor surface
and multivalent particle exterior. Each panel shows results for four choices of the ligand-receptor binding strength, cRKeq/b,
assuming the multivalent particle has NL = 5 ligands. The ligand rest lengths l
◦ and stiffness kb2/RT are indicated within the
panels.
ing cRKeq) leads to a larger required pushing force F
∗ to
rupture the particle from the surface. The displacement
distance ∆z∗ at which rupture occurs also gets larger.
The left-hand panels of Figure 3 reveal that ligands with
a shorter rest length l◦ also serve to increase the over-
all rupture force of the multivalent particle, though this
effect is rather small. On the other hand, changing the
stiffness k of the ligands has a substantial effect on the
rupture force and position, as indicated by the right-hand
panels in Figure 3. Less extensible ligands, i.e. those
with a larger k, lead to a much sharper force-extension
curve, a larger required rupture force F ∗, but a shorter
displacement ∆z∗ at which rupture occurs.
III. USING FORCE TO OBTAIN “HYPERSELECTIVE”
MULTIVALENT BINDING
Applying a constant force to multivalent particles fun-
damentally alters their surface adsorption behaviour. De-
pending on the magnitude of the applied force, the bind-
ing transition can be tuned from the standard continu-
ous ”superselective” profile, to one that is first-order and
discontinuous—a new regime which we term “hyperse-
lective”. This is illustrated in Figure 4. The microscopic
physics leading to this hyperselective regime are now de-
tailed, beginning with the more familiar superselective
regime.
5FIG. 4. Illustration of the three regimes of multivalent binding discussed in this work, depending on the applied force Fpull.
Details are discussed in text.
A. Equilibrium superselective binding transition under no
force
Consider a solution of multivalent particles, with a
given concentration [M ] (in mol / b3), in contact with
a substrate with receptors at a surface molar density of
cR. The multivalent particles have a diameter of a, such
that their excluded volume is Vex = a
3 (in units of b3),
and the amount of area they occupy when bound to the
substrate is Aex = a
2. For all examples here we choose
the particle diameter to be a = 5 nm.
Let the chemical potential for the particles in solution,
corresponding to the molarity [M ], be µ. If the molar
concentration [M ] is dilute, then the chemical potential
for the particles in solution is approximately
µ
RT
≈ ln ([M ]NAVex), (9)
where NA is Avogadro’s number. For purposes of clarity,
we also introduce the “surface receptor count”
NR ≡ cRAexNA (10)
as the average number of receptors that a bound mul-
tivalent particle can simultaneously reach. This is the
measure of receptor density we employ for the figures in
this section.
6(a) (b)
(c)
FIG. 5. Multivalent binding free energy per particle (Eq. 11) as a function of relative distance ∆z = h − hmin of the particle
from the receptor surface, where hmin is the minimum of the curve. Curves are shown for various choices of surface receptor
density cR, with applied forces Fpull of 0 (a), a low force of 3 RT/nm (b), and larger force 15 RT/nm (c). Curves coloured
blue and red are for choices of receptor density cR that are respectively before and after the multivalent adsorption transition.
The green curve is for the intrinsic transition receptor density c◦R,eff in (a) and (b), while the yellow curve is for the mechanical
transition receptor density c∗R in (b) and (c). Black dots indicate the equilibrium binding free energy for each cR. Curves in (b)
and (c) without a black dot correspond to choices of cR < c
∗
R. Fixed parameters for these calculations are: l
◦ = 3 nm, k = 1
RT/nm2, NL = 5 ligands, Kd = 1/Keq = 100 µM, and a molar concentration of 10 µM (from which the chemical potential is
calculated via Eq. 9).
The chemical potential µ shifts the binding free en-
ergy of the multivalent particles, Eq. 3, by an additive
constant, leading to the net binding free energy
∆G(h) = ∆Gbind(h)− µ. (11)
Figure 2 presented examples of these curves, revealing
that they have a distinct minimum ∆G(hmin) at the equi-
librium binding position hmin. This value will be referred
to as ∆Gmin. (We ignore thermal fluctuations around
hmin for clarity of discussion.) Changing the chemical po-
tential µ, all else being fixed, adjusts the depth and sign
of the minimum ∆Gmin. For large negative ∆Gmin, the
multivalent particles bind strongly and spontaneously,
while for positive ∆Gmin binding vanishes. Indeed, the
fraction θ of the receptor surface occupied by bound par-
ticles is
θ =
e−∆G
min/RT
1 + e−∆Gmin/RT
. (12)
For large positive ∆Gmin, θ → 0, while in the opposite
limit θ → 1. Since the equilibrium binding free energy
∆Gmin changes continuously with µ, then the adsorp-
tion transition is continuous. The binding curve θ as a
function of µ has the characteristic continuous sigmoidal
shape, and its inflection point occurs near the choice of
µ where ∆Gmin = 0.
In the complementary sense, µ can be fixed and the
surface receptor density cR can be varied. Given some
choice of design for the multivalent particles, the chemical
potential µ defines the critical receptor density c◦R where
the inflection point of θ(cR) occurs.
7FIG. 6. Multivalent particle adsorption isotherms θ, given by Eqs. 12 and 13, as a function of the natural logarithm of the
surface receptor count NR (related to cR via Eq. 10). Results are given for various choices of Fpull = 0 RT/nm (blue curve)
to 15 RT/nm (red curves). Vertical dashed lines indicate the threshold values of cR for multivalent adsorption at each given
applied force. For choices of Fpull > 0 where c
∗
R < c
◦
R,eff, the adsorption profile displays two points of interest. The solid
point indicates the intrinsic threshold receptor density c◦R,eff, corresponding to where θ = 1/2. The open point indicates the
mechanical threshold receptor density c∗R—below which no particles bind to the surface—and the value of θ at that receptor
density. For larger pulling forces, the intrinsic threshold receptor density c◦R,eff (solid point) vanishes, and the multivalent
binding transition happens at c∗R (open point) in a discontinuous first-order fashion. Fixed parameters for these calculations
are: l◦ = 3 nm, k = 1 RT/nm2, NL = 5 ligands, Kd = 1/Keq = 100 µM, and a molar concentration of [M ] = 10 µM.
For example, Figure 5a displays a series of binding
free energy curves ∆G(h; cR) for different cR, all for the
same multivalent particle design and chemical potential
µ. In each curve, the minimum is indicated by a black
dot. Curves where the minimum is greater than zero are
shown in blue, while those that are less than zero are
red. The green curve is for the choice cR = c
◦
R, where
the minimum binding free energy is exactly equal to zero,
corresponding to θ(c◦R) = 1/2. The binding profile θ(cR)
is shown in full as the left-most blue curve in Figure 6.
Since the minimum binding free energy passes continu-
ously through zero as a function of cR, then the adsorp-
tion transition is continuous in Figure 6.
B. Shifted superselective binding transition under weak
force
Applying a constant force Fpull to the multivalent par-
ticles at equilibrium leads to two new kinds of control
over the adsorbed amount θ:
1. Fpull shifts the equilibrium binding free energy of
the multivalent particles to higher (less negative)
values, so that θ is lower for a given receptor density
cR;
2. Multivalent particles are only able to bind when the
surface receptor density is sufficiently large, such
that the applied force Fpull is smaller than the rup-
ture force F ∗(cR).
Let us initially ignore the latter condition, which can be
safely done when Fpull is small. Applied force causes
bound multivalent particles to move upward in their
free energy landscape, to a new equilibrium coordinate
h˜eq ≤ h∗ where the gradient of the binding free energy
d∆G(h; cR)/dh is equal to Fpull. The value of the free
energy at h˜eq, given as ∆G(h˜eq; cR) ≡ ∆Geff(cR, Fpull)
is now the equilibrium binding free energy of the mul-
tivalent particles within the force field. The fractional
coverage of particles on the surface is then calculated by
θ =
e−∆G
eff(cR,Fpull)/RT
1 + e−∆Geff(cR,Fpull)/RT
. (13)
Note that the applied force does not have any influence
on the shape of the free energy profile ∆G(h˜eq; cR). The
force only serves to change the binding position and free
energy value that the multivalent particles adopt along
this curve.
Figure 5b presents free energy curves for the same de-
sign parameters as in Figure 5a, now illustrating how the
applied force pushes the equilibrium binding free energy
away from ∆Gmin(cR), to the new value ∆G
eff(cR, Fpull).
8FIG. 7. Rupture force F ∗ as a function of surface receptor
count NR (solid black curve). Three arbitrary examples of
applied forces Fpull are shown by the coloured dashed lines.
The coordinate cR where a horizontal line intersects with the
F ∗(cR) curve defines the mechanical transition receptor den-
sity c∗R for that given applied force Fpull. Rupture force curve
is computed for multivalent particles with: l◦ = 3 nm, k = 6
RT/nm2, NL = 5 ligands, and Kd = 1/Keq = 100 µM.
These equilibria are indicated by the black dots in the
figure for each receptor density cR. The multivalent ad-
sorption transition now occurs at the choice of cR where
the effective binding free energy ∆Geff(cR, Fpull) = 0,
plotted as the green curve in Figure 5b. This new crit-
ical receptor density is denoted “c◦R,eff”, and it is larger
than c◦R.
The adsorption profile θ(cR) in the presence of Fpull
is shown as the third blue curve from the left in Figure
6. The applied force has shifted the adsorption inflec-
tion point to the larger receptor density c◦R,eff, though it
largely resembles the adsorption transition at zero force.
The only notable difference is the appearance of a second
point of interest indicated by the open circle. This is now
the subject of our discussion.
C. Force-induced mechanical transition point &
“hyperselective” binding
An external force imposes the strict condition that par-
ticles only bind to the receptor surface if the rupture force
F ∗(cR) for the given receptor density cR is greater than
the external force Fpull. This condition results in an ad-
ditional critical value of receptor concentration, which
we will call the “mechanical” transition point c∗R. Be-
low c∗R, F
∗(cR) < Fpull so that no multivalent binding is
allowed regardless of the magnitude of the binding free en-
ergy ∆Geff(cR, Fpull). Above c
∗
R, we have F
∗(cR) > Fpull
so that multivalent binding is permitted.
Figure 7 presents this idea graphically. The plot
shows, for a given choice of multivalent design parameters
(l◦,Keq, k,NL), how the rupture force F ∗(cR) varies with
the density cR of receptors on the surface. This generally
follows Eq. 7 as derived in Appendix B, i.e. the rupture
force varies with the square-root of the logarithm of cR.
The plot also contains three examples of possible applied
forces Fpull, given as horizontal dashed lines. The inter-
section coordinate between these lines and the F ∗(cR)
define the mechanical transition receptor density c∗R for
the given Fpull.
Thus, for a given choice of nonzero Fpull, there is the
critical receptor density c∗R below which no multivalent
binding can occur.
For example, the free energy curve for cR = c
∗
R is plot-
ted in yellow in Figure 5b. The free energy curves for
smaller values of cR lack an equilibrium point marker
(black dot), i.e. nowhere along those curves is the deriva-
tive d∆G(h; cR)/dh = 0, and so multivalent binding does
not occur.
The effect of this is to “truncate” the multivalent ad-
sorption profiles in Figure 6 when force is applied. The
open circles indicate the coordinate c∗R (and correspond-
ing value of θ) below which binding is prohibited. For
low applied force (blue curves), this has only a minor in-
fluence on the adsorption profile; truncation only occurs
well below the intrinsic inflection point c◦R,eff.
On the other hand, applying an increasingly larger
Fpull causes the truncation point c
∗
R to creep up the ad-
sorption profile in Figure 6. In doing so, c∗R defines a
discontinuous jump in the adsorbed amount θ, from 0 to
a non-zero value.
For sufficiently large force, this truncation point pro-
gresses further along and entirely overtakes the intrinsic
transition c◦R,eff. This we refer to as the “crossover” point,
where the intrinsic binding threshold c◦R,eff ceases to exist,
in lieu of the mechanical binding transition point c∗R. Let
FXpull be the unique value of the pulling force where this
crossover occurs, and cXR ≡ c∗R = c◦R,eff be the value of the
adsorption threshold receptor density at this crossover.
Here, the adsorption of the multivalent particles be-
comes very much like a step-function in receptor density
space, with a critical point at c∗R. This is clear in the
yellow and red adsorption profiles in Figure 6. For val-
ues of cR only infinitesimally below c
∗
R, the free energy
per multivalent particle is the bulk value, µ, and thus
the adsorbed amount θ = 0. Subsequently, right at cR∗,
there is a sudden jump in the free energy per particle to
∆Geff(c∗R, Fpull), corresponding to the fact that F
∗(cR)
is now greater than Fpull. This causes an instantaneous
jump in the adsorbed amount θ to the value
θ(c∗R) =
e−∆G
eff(c∗R,Fpull)/RT
1 + e−∆Geff(c∗R,Fpull)/RT
. (14)
We refer to this discontinuous transition as “hyperselec-
tive” multivalent binding, in order to distinguish it from
the standard continuous superselective transitions under
weak or no applied force.
To better understand this feature, Figure 5c presents
free energy profiles for a choice of Fpull where binding is
in the hyperselective regime, keeping all other parameters
9the same as in Figures 5a and b. The green (c◦R,eff) tran-
sition point has vanished, and now only the yellow c∗R
transition remains. This transition point occurs rather
deep in the free energy landscape. Upon reaching c∗R,
the position of the binding equilibrium h˜∗eq is such that
the free energy ∆Geff(c∗R, Fpull) is already substantially
non-zero and negative. As a result, for this choice of Fpull
the mechanical transition c∗R defines the binding transi-
tion of the multivalent particles.
IV. TUNING THE BINDING TRANSITIONS WITH
PARTICLE DESIGN
The previous section revealed three key transition
points for multivalent binding in cR-space:
1. Intrinsic transition point c◦R: the critical surface
receptor density where θ = 1/2 (i.e. where
∆Gmin(cR) = 0) for particles under no external
force.
2. Shifted intrinsic transition point c◦R,eff: the receptor
density where θ = 1/2 (i.e. where ∆Geff(cR) = 0)
for particles under force. This transition point only
exists when Fpull < F
X
pull).
3. Mechanical transition point c∗R: the surface recep-
tor density where F ∗(cR) = Fpull for particles un-
der nonzero force. This transition point exists for
all Fpull > 0.
This section examines how the transition points vary with
the design of the multivalent particles, as well as their
concentration [M ] in solution.
An estimate for how the intrinsic transition point c◦R
scales with the chemical potential and multivalent de-
sign parameters can be made in the strong-binding ligand
limit using Eq. 4. At zero force, the equilibrium binding
height will be near hmin ≈ l◦. Including the chemical po-
tential term introduced in Eq. 11, and then invoking the
scaling of the chemical potential with the concentration
[M ] given by Eq. 9, leads to
∆Gmin(cR)
RT
≈ −NL ln
(
cRKeq
l◦
)
+ ln
(
1
[M ]NAVex
)
(15)
Solving for the value of cR where ∆G
min(cR) = 0 yields
ln c◦R ∝ ln
(
l◦
Keq
)
+ ln
(
1
[M ]NAVex
)
. (16)
Next, Eq. 4 can be invoked to determine how the binding
free energy equilibria scale with the applied force Fpull.
The equilibrium binding height of the multivalent parti-
cles shifts to
h˜eq ∝ Fpull
NLk
+ l◦, (17)
obtained by combining Eqs. 7 and 8. Putting this expres-
sion in for h in Eq. 4 and again including the chemical
potential term yields
∆Geff(cR, Fpull)
RT
≈ F
2
pull
2RTNLk
−NL ln
(
cRKeq
l◦
)
+ ln
(
1
[M ]NAVex
)
. (18)
As before, the binding inflection point in cR-space is the
choice of cR where ∆G
eff(cR, Fpull) = 0. Thus, we see
that Fpull effectively shifts the transition point to a larger
value c◦R,eff > c
◦
R:
ln c◦R,eff ∝ ln c◦R +
1
2kRT
(
Fpull
NL
)2
(19)
In the absence of any force, the second term goes to zero,
and we recover the standard scaling of c◦R.
Figure 8 presents a series of plots showing how c◦R,eff
varies with the squared force per ligand, (Fpull/NL)
2,
for different choices of multivalent particle concentration
and design parameters. The choices of (Fpull/NL)
2 where
c◦R,eff vanishes (i.e. due to being eclipsed by c
∗
R) are shown
as black dots. These are the “crossover” points between
the superselective and hyperselective binding regimes in-
troduced in the previous section, occurring at the choice
of force FXpull and located at receptor density c
X
R .
Changing Keq or l
◦ shifts ln c◦R,eff by a constant, as
predicted by Eq. 19. It also leads only to a change in
cXR , with very little change in the crossover force F
X
pull.
In contrast, the ligand elasticity k affects the slope of
ln c◦R,eff with (Fpull/NL)
2. As a result, there is a sig-
nificant variation in the crossover force FXpull, with only
marginal change in the corresponding crossover receptor
density cXR . Finally, changing the number of ligands NL
on the particles, or the particle concentration, leads to
variation in both FXpull and c
X
R , but little change in how
ln c◦R,eff scales with (Fpull/NL)
2.
We now turn to an examination of the mechanical tran-
sition point c∗R. In contrast to the intrinsic transition
point, c∗R does not depend on the concentration [M ] of
the particles in bulk. This is because c∗R is related only to
the gradient of the free energy profile ∆G(h; cR), whereas
the chemical potential µ only shifts all ∆G(h; cR) values
by a constant.
Using Eq. 7, we can estimate the scaling of the critical
receptor density c∗R given Fpull:
ln c∗R ∝ ln
(
l◦
Keq
)
+
1
2kRT
(
Fpull
NL
)2
. (20)
Thus, c∗R actually has the same scaling dependence as
c◦R,eff on Fpull and the other multivalent design parame-
ters, except for the concentration dependence. Figure 9
presents results for how c∗R varies with Fpull, for various
choices of multivalent design parameters. As expected by
the scaling relation above, changes in l◦ or Keq lead to
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FIG. 8. Plots of the logarithm of c◦R,eff (expressed as N
◦
R,eff via Eq. 10) as a function of (Fpull/NL)
2, for various choices of:
ligand/receptor dissociation constant Kd = 1/Keq, ligand spring constant k, equilibrium ligand length l
◦, number of ligands
NL, and multivalent particle molar concentration [M ] (related to the chemical potential via Eq. 9). Solid lines are numerical
calculations, and dashed lines are the predicted scaling according to Eq. 19. Black points correspond to the choice of (Fpull/NL)
2
where c∗R is first equal to c
◦
R,eff: for larger (Fpull/NL)
2, the transition point c◦R,eff no longer exists.
vertical shifts in ln c∗R as a function of (Fpull/NL)
2, while
changes in the ligand stiffness k cause the slope of the
curve to change.
V. TUNING THE CROSSOVER POINT BY
MULTIVALENT CONCENTRATION
The fact that the intrinsic transition point, but not
the mechanical transition point, depends on the particle
concentration [M ] can be used advantageously in experi-
mental design. To understand this, we take a deeper look
at what controls the crossover between the superselective
and hyperselective binding regimes.
Consider a fixed multivalent particle design and a given
concentration [M ]. At what choice of Fpull does the me-
chanical transition point c∗R exactly meet with the intrin-
sic transition point c◦R,eff?
When the applied force Fpull is small, the equilib-
rium binding free energy of the particles to a surface
with receptor density cR is ∆G
eff(cR, Fpull). The bind-
ing transition inflection point occurs at c◦R,eff, where
∆Geff(cR, Fpull) = 0. The receptor density c
∗
R is the
smallest choice of cR where multivalent binding still oc-
curs given the applied force; for smaller cR, the applied
force is stronger than the rupture force F ∗(cR), and mul-
tivalent binding is prohibited.
Thus, c∗R is the smallest choice of cR in which there is
a coordinate h˜eq along the free energy curve ∆G(h; c
∗
R)
where d∆G(h; c∗R)/dh = 0. This equilibrium free en-
ergy ∆Geff(c∗R, Fpull) is large (positive) when the ap-
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FIG. 9. Plots of the logarithm of c∗R (expressed as N
∗
R via
Eq. 10) as a function of (Fpull/NL)
2, for various choices of
equilibrium ligand length l◦, ligand spring constant k, and
ligand/receptor dissociation constant Kd = 1/Keq. Solid lines
are numerical calculations, and dashed lines are the predicted
scaling according to Eq. 20. See the caption of Figure 8 for
additional details.
plied force is small. Increasing the applied force causes
∆Geff(c∗R, Fpull) to decrease towards zero, and c
∗
R to grow
larger.
Eventually, we reach a particular choice of applied
force—the crossover value FXpull—where ∆G
eff(c∗R, Fpull)
“catches up” to ∆Geff(cR, Fpull), i.e. ∆G
eff(c∗R, Fpull) =
0. This is precisely the choice of applied force that
yields c∗R = c
◦
R,eff. For an applied force larger than this
choice, the intrinsic threshold receptor density c◦R,eff dis-
appears since there is no longer a choice of cR where
∆Geff(cR, Fpull) = 0.
This concept is illustrated in Figure 10. The plot shows
examples of c∗R and c
◦
R,eff curves, as a function of the
squared force per ligand (Fpull/NL)
2, for three choices
of the multivalent particle concentration (all else being
fixed). The coloured points indicate the value of applied
force FXpull where c
∗
R becomes equal to and then grows
larger than c◦R,eff. Clearly, for a fixed multivalent parti-
cle design (i.e. k, Keq, l
◦, NL), the multivalent particle
concentration determines this crossover force delineating
FIG. 10. Plots of the logarithm of c◦R,eff (expressed as N
◦
R,eff
via Eq. 10) as a function of (Fpull/NL)
2 for three choices
of multivalent particle concentration [M ], given fixed particle
design parameters k, Keq, l
◦, NL. The logarithm of c∗R vs.
(Fpull/NL)
2 is also displayed for this particle design, recalling
that it does not depend on the concentration [M ]. The choice
of (Fpull/NL)
2 where c◦R,eff = c
∗
R for each concentration is in-
dicated by a coloured dot. Receptor densities are expressed as
the average number of receptors within the surface footprint
of a particle.
the two binding regimes. This is a useful and simple
control in experiment.
Invoking the scaling relations for c◦R,eff (Eq. 19) and c
∗
R
(Eq. 20) to find where c◦R,eff = c
∗
R yields no dependence
on Fpull, since that term has the same prefactor in both
cases. If we instead suppose that the two prefactors on
(Fpull/NL)
2 differ by some amount, then we derive
ln
(
c◦R,eff
c∗R
)
=
C
2kRT
(
Fpull
NL
)2
+
1
NL
ln
(
1
[M ]NAVex
)
,
(21)
where C is an unknown constant.
For diminishing choices of Fpull < F
X
pull, the left-hand
side of this expression is positive and grows larger. In-
deed, from Figures 8, 9, and 10 we know that the ratio
c◦R,eff/c
∗
R always gets larger with decreasing force Fpull.
Thus, the constant C must be negative. Pulling out the
negative sign from C to give the positive (still unknown)
constant C+ leads to
ln
(
c◦R,eff
c∗R
)
= − C
+
2kRT
(
Fpull
NL
)2
+
1
NL
ln
(
1
[M ]NAVex
)
.
(22)
At the crossover force FXpull, c
◦
R,eff = c
∗
R, and so the
left-hand side of this equation is zero. Solving for the
value of
(
FXpull/NL
)2
where this occurs yields
(
FXpull
NL
)2
∝ 2kRT
NL
ln
(
1
[M ]NAVex
)
. (23)
Notably, the crossover force does not have a dependence
on the ligand/receptor binding constant Keq or ligand rest
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length l◦. This can be seen in the numerical results in Fig-
ure 8, i.e. the values of (FXpull/NL)
2 where c◦R,eff vanishes
in the upper-left and bottom panels, respectively.
To understand this feature, we look back to the force-
vs-extension curves in Figure 3. Notice that Keq and l
◦
have very little influence on the slope of the restoring
force F (h) as a function of displacement ∆z from the
particle’s equilibrium position. The only change incurred
is a different value of rupture force F ∗. Because Keq and
l◦ do not affect the shape of the force-extension curve,
then they do not have an influence on the crossover force
FXpull. On the other hand, F
X
pull does depend on k, since k
affects the shape of the force-extension curves in Figure
3. The dependence of the crossover force on k is seen in
the middle left panel of Figure 8.
Inserting Eq. 23 back into the scaling expression for
c∗R, in order to estimate the crossover receptor density
cXR , yields
ln cXR ∝ ln
(
l◦
Keq
)
+
1
NL
ln
(
1
[M ]NAVex
)
. (24)
Here, we now see the very clear dependence of cXR on the
ligand/receptor binding strength Keq and ligand length
l◦, as seen in Figure 8. Finally, both [M ] and NL ap-
pear in the scaling expressions for both FXpull and c
X
R ,
and indeed this is observed in the two right-hand panels
in Figure 8.
VI. PRACTICAL CONSIDERATIONS, LIMITATIONS,
CONCLUSIONS
This work has theoretically examined the adsorption
thermodynamics of multivalent particles within a force
field. The model consists of a solution of ligand-coated
multivalent particles with excluded volume at a given
solution concentration. The solution is in contact with a
flat substrate coated with point-like mobile receptors at
a fixed (non-depleting) concentration. A given receptor
may only be bound to at most one ligand at a given
time, and vice-versa. The ligands themselves are modeled
as harmonic springs with a given spring constant and
equilibrium rest length.
The force field applies a constant force to all particles
along the normal axis of the receptor-coated substrate.
For weak or no applied force, multivalent binding is su-
perselective and continuous with respect to the concen-
tration of receptors on the surface. A weak applied force
simply shifts the inflection point of the adsorption curve
to larger values of receptor concentration.
At large applied force, multivalent particles may only
bind when the surface receptor density is larger than a
critical value necessary to keep the particles anchored
within the force field. At this point the multivalent parti-
cles exhibit a first-order (discontinuous) adsorption tran-
sition as a function of receptor density. We refer to this
adsorption behaviour as a “hyperselective” binding.
In experiment, the multivalent particle design is of-
ten fixed by chemistry. Therefore, the most convenient
variables to vary are the molar concentration [M ] of the
multivalent particles in solution, and the applied force
Fpull.
These two parameters drive the binding behaviour into
one of three regimes as follows, summarised in Figure 4:
1. At zero force Fpull, [M ] determines the surface re-
ceptor density c◦R where multivalent adsorption oc-
curs. This is standard multivalent binding, hav-
ing a continuous and superselective binding pro-
file θ(cR) with an inflection point centered near c
◦
R.
The transition point c◦R is pushed to larger values
by decreasing the bulk multivalent particle concen-
tration.
2. Applying a non-zero force Fpull shifts the binding
transition to a new receptor density c◦R,eff > c
◦
R.
This intrinsic transition point c◦R,eff grows larger
by increasing the applied force, and smaller by in-
creasing the particle concentration [M ]. The force
also defines a mechanical transition point c∗R; the
receptor density cR on the surface must be larger
than c∗R for any binding to occur. The mechani-
cal transition point c∗R grows larger with increasing
Fpull, while it has no dependence on the particle
concentration. From Eq. 23, if [M ] and Fpull are
chosen such
F ≡
√
2kNLRT ln
(
1
[M ]NAVex
)
Fpull
>> 1, (25)
then the force is sufficiently weak enough that the
adsorption transition is still likely to be continuous
and superselective.
3. On the other hand, if [M ] and Fpull are chosen such
that
F << 1, (26)
then the force is sufficiently strong enough that the
binding transition is likely to be discontinuous and
hyperselective.
The ligand-receptor binding constant Keq (among the
other multivalent design parameters) influences the or-
der of magnitude of surface receptor density where the
crossover from superselective to hyperselective binding
occurs. This was noted in the results in Figure 8 and in
the relation given by Eq. 24.
If Keq is large, i.e. the ligands are strong-binding, then
the crossover to the hyperselective regime may occur at
vanishingly small surface receptor densities. Conversely,
if Keq is very small, then the crossover receptor density
may be inaccessibly large.
From Eq. 24, we can derive an estimating factor to
help in diagnosing this limitation:
R ≡ l
◦
Keq c˜R
(
1
[M ]NAVex
)1/NL
. (27)
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Here, c˜R is a general magnitude of the surface receptor
density that is accessible in the experiment. When we
choose c˜R to exactly be the crossover receptor density,
then R is unity. If R >> 1, then the input receptor
concentration is well under the crossover value, while the
opposite is true for R << 1.
In practise, the estimating factor R is best be used by
two calculations: once for the lowest accessible cR, and
another time for the largest accessible value. If the two
resulting values of R are sufficiently greater than and less
than unity, respectively, then this means that the range
of receptor densities accessible in experiment are likely
sufficient for catching the crossover from superselective to
hyperselective binding when different forces are applied.
If this is not the case, then the multivalent concentra-
tion [M ] is a convenient control parameter for adjusting
the range of receptor densities where the crossover is ex-
pected. Indeed, Eq. 27 indicates how the crossover re-
ceptor density can be made larger (smaller) by decreasing
(increasing) the particle concentration [M ] in solution.
A primary criticism of the present theory is the as-
sumption that the chemical potential of the multivalent
particles in solution is constant with respect to the ap-
plied force. In principle, if a force is applied to all parti-
cles in the system, normal to the surface, then we expect
over time that the region of the solution adjacent to the
surface will become entirely depleted of any multivalent
particles.
One way to remedy this is to introduce a continuous
(slow) flow of the solution parallel to the surface, so that
particles pulled away by an applied force are continu-
ously replenished by the flow. Another scenario is to use
the surface-parallel flow as the source of the applied force
itself. However, the statistical mechanics of multivalent
binding when the applied force vector is parallel to the
surface are substantially more complex than the present
theory considers. For example, ligands that are highly
stretched in a given state may detatch and rebind to a
closer receptor. The particles will thus “walk” along the
surface through successive ligand unbinding/rebinding
events. On the other hand, when the force is normal
to the adsorbing surface, stretched ligands can only relax
by unbinding.
A more detailed treatment of multivalent force re-
sponse would also take into account thermal fluctuations
of the multivalent particles along their free energy land-
scapes (e.g. in Figure 2). For large particles with many
ligand/receptor bonds, the free energy landscapes will be
quite deep, and thermal fluctuations will play a minimal
role. However for small multivalent binders with shallow
binding free energy profiles, fluctuations will tend to blur
the sharpness of the hyperselective regime.
The majority of the discussion has focused on multi-
valent adsorption. However, the binding can be equiv-
alently examined from the perspective of force-induced
desorption. The present theory may be useful as a start-
ing point for predicting which multivalent particles will
remain bound, under an applied force, on a surface with
a heterogeneous distribution of fixed receptors. For ex-
ample, if the particles have a magnetic dipole, then ac-
tivating a magnetic field will impart a constant force on
them. Particles will only remain bound where the local
receptor densitity is high enough, i.e. the local rupture
force is larger than the applied force. This theory can be
used to predict the necessary threshold receptor density
required for survival.
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Appendix A: Derivation of the multivalent force-responsive
model
Consider a multivalent particle with NL ligands that
interact with mobile receptors on an adjacent flat sur-
face. The density of receptors on the surface is cR (in
units of moles of receptors per squared length b), and we
assume that the receptors cannot be depleted. Let z be
the coordinate axis extending orthogonal to the receptor
substrate. Along this axis, we define h to be the distance
between the receptor surface, and the surface of the mul-
tivalent particle to which the ligands are tethered.
The ligands are treated as Hookian springs with a
spring contant of k and rest length of l◦, while the re-
ceptors are defined to be mobile points on the substrate.
The ligands have an individual force-extension equation
of
Flig,spring(z) = −k (z − l◦) (A1)
where z is their extension length, R is the ideal gas con-
stant, and T is temperature. Thus, the contribution from
this term to the free energy of a ligand when the substrate
and multivalent particle surface are separated by a gap
of size h is
∆Gblig,spring(h) =
1
2
k(h− l◦)2. (A2)
Ligand/receptor bonding is the second contribution to
the free energy of a ligand. From equilibrium multiva-
lency theory6, this takes the form
∆Gblig,bonding(h)
RT
= − ln (Keq[C]eff(h)). (A3)
where Keq is the ligand/receptor equilibrium constant in
free solution (in units of inverse molarity), and [C]eff(h)
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is the effective molarity of the receptors. The effective
molarity is calculated by
[C]eff(h) =
cR
h
. (A4)
Thus, the free energy of each bound ligand is given by
∆Gblig(h)
RT
=
∆Gblig,spring(h)
RT
+
∆Gblig,bonding(h)
RT
=
k(h− l◦)2
2RT
− ln
(
cRKeq
h
)
. (A5)
The full equilibrium partition function for the multivalent
particle when bound to the receptor surface is thus
Qb(h) =
(
1 + e−∆G
b
lig(h)/RT
)NL
. (A6)
This partition function represents the fact that each of
the NL ligands on the surface can be independently
bound or unbound to a receptor. The binding free energy
of the whole multivalent particle is therefore
∆Gb(h)
RT
= − lnQb(h) = −NL ln
(
1 + e−∆G
b
lig(h)/RT
)
.
(A7)
The external force required to push the particle to some
displacement h is the gradient of this free energy of bind-
ing as a function of displacement height h:
F (h)
RT
=
d(∆Gb(h)/RT )
dh
= NL
(
e−∆G
b
lig(h)/RT
1 + e−∆G
b
lig(h)/RT
)[
k(h− l◦)
RT
+
1
h
]
, (A8)
A point of concern here is that as h approaches 0—i.e. as
we push the particle towards the adsorbing surface—the
effective molarity contribution to the ligand binding free
energy in Eq. A5 diverges to infinity. This will never be
out-competed by the ligand stretch free energy, Eq. A2.
The result is that ∆Gb(h) grows infinitely deep at h = 0,
which is not physical.
The origin of this problem is that Eq. A7 is missing
a repulsive free energy contribution for the loss of ligand
configurational entropy, which grows substantial when h
becomes small compared to l◦. To combat this, we must
implement an additional potential.
We define this potential to be the entropic penalty for
the ligands to be confined within the space h between
the substrate and multivalent particle exterior.6 There
are three scenarios to be considered. The first is what
we define as the reference state of a ligand: when it is
unbound given that the multivalent particle is at infinite
distance from the surface (i.e. h =∞). The next case is
when the ligand is unbound and the multivalent particle
is positioned at h, and the last case is when the ligand is
bound to a receptor and the host particle is at distance
h. We now consider these three scenarios in turn.
A ligand is treated as two equally-sized pieces, each
with rest length l◦/2 and a spring constant of ksub = 2k
(the latter following from Hookian springs in series). One
subsection is attached to the multivalent particle, and
the other is imagined to be attached to a receptor on the
substrate. (This is equivalent to taking the perspective
where the receptors are now flexible entities with rest
length l◦/2 and spring constant ksub.) The two remain-
ing ends of the subsections are dangling, referred to as
“binding tips”.
The probability distribution for the binding tip of one
ligand subsection is
Ptip(z) =
√
ksub
2piRT
exp
(
−ksub(z −
l◦
2 )
2
2RT
)
=
√
k
piRT
exp
(
−k(z −
l◦
2 )
2
RT
)
(A9)
For mathematical simplicity, we restrict the configura-
tional freedom of the binding tips to only lie in the z
axis. When the multivalent particle is infinitely far from
the receptor surface, then the configurational integral for
the two subsections of a ligand is
Z◦ub =
{∫ ∞
0
Ptip(z) dz
}2
=
{
1
2
[
erf
(
l◦
2
√
k
RT
)
+ 1
]}2
. (A10)
The integral is squared because both of the ligand sub-
sections are configurationally independent of each other.
Obviously Z◦ub is just the reference state, and so it has
no dependence on the particle-surface separation h. Note
that the error function erf (x) is defined in the standard
way to be
erf (x) =
√
4
pi
∫ x
0
e−t
2
dt. (A11)
Next, when the multivalent particle is at h, then the bind-
ing tips of the ligand subsections must reside between
between z = 0 and z = h:
Zub(h) =
(∫ h
0
Ptip(z) dz
)2
=
{
1
2
[
erf
(
l◦
2
√
k
RT
)
+ erf
((
h− l
◦
2
)√
k
RT
)]}2
.
(A12)
This leads us to the definition of the configurational free
energy for an unbound ligand, relative to when the mul-
tivalent particle is at infinite distance from the surface:
∆Gublig,cnf(h)
RT
≡ − ln
(
Zub(h)
Z◦ub
)
. (A13)
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FIG. 11. Plots of the restoring force with (Eq. A19, solid lines) and without (Eq. A8, dashed lines) ligand repulsion, as a
function of relative separation distance ∆z between the multivalent particle and the receptor surface. Each panel shows results
for four choices of the effective ligand-receptor binding strength, cRKeq/b. Results for different choices of initial equilibrium
binding height hbind/b, and ligand length N , are also given. All plots consider multivalent particles with NL = 5 ligands.
When a ligand is bound to a receptor, then this is equiv-
alent to when the binding tips of the two ligand subsec-
tions are constrained to lie at the same coordinate z:
Zb(h) =
∫ h
0
∆w × Ptip(z)Ptip(h− z) dz
= exp
(
−k(h− l
◦)2
2RT
)
×
√
k∆w2
2piRT
erf
(√
kh2
2RT
)
(A14)
where ∆w is the necessary distance (in units of b) be-
tween the two binding tips for them to be considered
“bound”, taking the role of a “localisation length”. We
will assume that this is unity throughout.
We see that this approach of dividing the ligands into
two subsections naturally yields our original spring term
for the full ligand, exp [−k(h− l◦)2/2RT ], which was
placed into the bound ligand partition function in Eq.
A2. The error function then properly accounts for the
configurational space of the ligand within the gap h be-
tween the receptor substrate and multivalent particle sur-
face. Maintaining our definition for ∆Gblig,spring(h) as
above, then the configurational entropy of a bound lig-
and is defined to be just the residual part in Zb(h) not
contained in ∆Gblig,spring(h):
∆Gblig,cnf(h)
RT
≡ − ln
(
Zb(h)
Z◦ub
)
− ∆G
b
lig,spring(h)
RT
. (A15)
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The repulsive ligand potentials ∆Gblig,cnf and ∆G
ub
lig,cnf can now be incorporated into the total ligand free ener-
gies, so that they read
∆Gblig(h)
RT
=
∆Gblig,spring(h)
RT
+
∆Glig,bonding(h)
RT
+
∆Gblig,cnf(h)
RT
=
k(h− l◦)2
2RT
− ln
(
cRKeq
h
)
− ln
(√
k∆w2
2piRT
erf
(√
kh2
2RT
))
+ lnZ◦ub (A16)
∆Gublig(h)
RT
=
∆Gublig,cnf(h)
RT
= −2 ln
{
1
2
[
erf
(
l◦
2
√
k
RT
)
+ erf
((
h− l
◦
2
)√
k
RT
)]}
+ lnZ◦ub. (A17)
This leads to the multivalent particle binding free energy
analogous to Eq. A7:
∆Gb(h)
RT
= − lnQb(h)
= −NL ln
(
e−∆G
ub
lig(h)/RT + e−∆G
b
lig(h)/RT
)
. (A18)
The equation for the restoring force of the multivalent
particle is obtained by
F (h)
RT
=
d
dh
(
∆Gb(h)
RT
)
= NL × [Pb,1(h)Fb(h)− (1− Pb,1(h))Fub(h)] . (A19)
Here, the single-ligand binding probability Pb,1(h) is
given by
Pb,1(h) =
e−∆G
b
lig(h)/RT
e−∆G
ub
lig(h)/RT + e−∆G
b
lig(h)/RT
, (A20)
and the two contributions to the force are
Fb(h) =
k(h− l◦)
RT
+
1
h
−
exp
(
− kh22RT
)√
2k∆w2
piRT
erf
(√
kh2
2RT
) (A21)
Fub(h) =
√
4k
piRT
× exp
[
−
(
k(h− l◦2 )2
RT
− ∆G
ub
lig(h)−RT lnZ◦ub
2RT
)]
.
(A22)
Figure 11 shows examples of multivalent force-extension
curves with and without the repulsive ligand potentials.
For ease of comparison, we plot results as a function of
the relative displacement variable ∆z. For the calcula-
tions without the ligand repulsion terms, ∆z ≡ h−l◦; for
those with the repulsion terms, we define ∆z ≡ h−hmin,
where hmin is the height coordinate that minimizes the
binding free energy ∆Gb/RT (i.e. Eq. A18).
The ligand repulsion free energy terms adjust the be-
haviour of the force-extension curves at low displace-
ments ∆z, so that they don’t unphysically diverge as the
multivalent particle draws next to the receptor surface.
(This is particularly notable in the upper-left panel of
Figure 11.) However, the ligand repulsion terms have lit-
tle influence on the relevant portion of the force-extension
curve, near the rupture point. Comparing the dashed
and solid curves in Figure 11 reveals that both the mag-
nitudes F ∗ and coordinates h∗ for rupture change little,
except when particle binding is very weak.
Appendix B: Approximate equation for the rupture force F ∗
In this section we examine the scaling behaviour of
F ∗ for large overall ligand binding strength cRKeq. The
condition for the binding height h∗ where rupture oc-
curs, i.e. dF (h)/dh = 0, cannot be obtained analytically
in general. To make progress, we make the following as-
sumptions and approximations:
1. Dissociation of the multivalent particle occurs when
the probability that a single ligand is bound,
P1,b(h), decreases to a critical value P1,b(h)
∗ that
is independent of the input parameters for the sys-
tem.
2. The dissociation distance h∗ is sufficiently large
that the ligand repulsion terms, ∆Gblig,cnf and
∆Gublig,cnf, are nearly zero
Under these approximations, then
P1,b(h) ≈ qb(h)
1 + qb(h)
(B1)
where
qb(h) =
cRKeqe
− k(h−l◦)22RT
h
. (B2)
Thus, choosing a critical value of P1,b(h) implies choosing
a critical value of the quantity qb(h). Let this be called
17
q∗b (h), and the corresponding value of h where this is
reached h∗. The expression for qb(h) can be rewritten to
q∗bh
∗
l◦
=
cRKeqe
− k(h∗−l◦)22RT
l◦
(B3)
The left-hand side can now be considered a scaled thresh-
old value of q˜∗b = q
∗
bh
∗/l◦. This equation can be solve
explicitly for h∗ appearing on the RHS to yield
h∗ = l◦ +
√
2RT
k
ln
(
cRKeq
l◦ · q˜∗b
)
(B4)
To calculate the rupture force F ∗ that this h∗ corre-
sponds to, we note that for values of h before h∗, Eq.
A19 is well-described for increasingly large cRKeq by
F (h)
RT
≈ NL
(
k(h− l◦)
RT
)
= NL
(
k∆z
RT
)
. (B5)
This is demonstrated in Figure 12. Inserting the approx-
imation for h∗ (Eq. B4) into this expression yields
F ∗
RT
≈ NL
√
2k
RT
ln
(
cRKeq
l◦ · q˜∗b
)
(B6)
This result is compared to the true rupture forces in Fig-
ure 13. We see that the approximate form properly cap-
tures the scaling of F ∗ with k (panel b)
ln
(
bF ∗
RT
)
∝ 1
2
ln
(
kb2
RT
)
, (B7)
over all ranges of those variables, for both large and small
values of the effective ligand/receptor binding strength
cRKeq/l
◦. Proper scaling of the approximate equation
with cRKeq/l
◦ in panel (a),
ln
(
bF ∗
RT
)
∝ ln
[
ln
(
cRKeq
l◦
)]
(B8)
is only reached when cRKeq/l
◦ grows large.
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