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This dissertation investigates two separate clean energy applications, 
emphasizing material applications and electrochemistry techniques. The first section 
examines environmentally friendly alternatives for water purification to avoid 
carcinogenic by-products. To diminish such possibilities, research has shifted 
towards photoelectrochemical catalysts, such as titanium dioxide (TiO2), because 
pure TiO2 has limited absorption in the ultraviolet region. Therefore, Ti
3+, a self-
dopant, has become an attractive candidate for environmentally friendly 
alternatives.  This dissertation demonstrates a novel oxidation procedure to form 
self-doped Ti3+ in the bulk of rutile TiO2. A brief overview of the work will be given 
and supporting data including material, methods, structural characterization, 
photocatalytic activity, and wastewater applications will be discussed. These results 
displayed a photoactive shift to the visible-light region due to Ti3+ being present 
within the bulk of the sample, while utilizing a simple industrialization process.
 The second section of this dissertation investigates the clean energy 
 application of fuel cells to decrease fossil fuel dependency. Currently, polymer 
electrolyte fuel cells (PEMFCs) and alkaline fuel cells (AFCs) are the leading 
candidates for transportation applications due to their capability of producing a high 
power density, operating at low temperatures, and achieving sufficient travel range 
between fuel refills.  The oxygen reduction reaction (ORR) at the cathode is the 
rate-limiting reaction for PEMFCs and AFCs versus the hydrogen oxidation reaction 
at the anode. Thus, the cathode requires a significantly higher electrocatalyst load of 
platinum (Pt), which is known to be scarce and costly. 
The Department of Energy (DOE) has been actively involved in developing 
highly active, low-cost non-PGM catalysts using metal-organic frameworks (MOFs) 
as precursors.  The second section of this dissertation examines the impact of ORR 
catalytic activity by MOF-based precursors with various nitrogen-containing 
organic ligands. The catalyst synthesis, processing, and performance evaluation in 
both acidic and alkaline media are discussed. Ligand effects were investigated 
within MOF-based precursors to determine their capability of impacting PEMFC 
and AFC performance. These findings suggest ligands have the ability to enhance 
catalytic activity, further the improvements of an ORR active catalyst, and 
eventually replace costly Pt. 
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INTRODUCTION AND BACKGROUND 
1.1 Dissertation Overview 
My dissertation objective is to demonstrate the advancements within photo- and 
electrochemical processes. This dissertation is split into two main sections. Chapters 1-3 
focus on titanium dioxide (TiO2) as a photocatalyst.  Chapter 1 gives fundamental 
understanding of the photocatalytic activity, applications, and current methods for TiO2 
as a photocatalyst.   The importance of TiO2 phases and band gap will be discussed 
along with the common synthesis techniques used. Furthermore, the wide variety of 
photocatalytic applications will be shown. Specifically, TiO2 is gaining recognition for 
its innate ability to decompose organic wastewater. The basic mechanism of the 
photocatalyst interaction between TiO2 and the organic wastewater will be highlighted 
for a fundamental understanding. Furthermore, the principles behind self-doping within 
TiO2 are covered to justify the importance within such TiO2. Chapter 2 introduces the 
basic theory for the given experimental techniques used to assess the synthesized TiO2 
materials. The samples were studied through structural characterization, photocatalytic 
activity, and wastewater applications. 
 2 
In this dissertation, TiO2 was synthesized through a novel oxidative method. Not 
only is the process facile but produces a self-dopant of Ti3+ within the bulk of the 
crystal phase, leading to a rapid decomposition of the organic wastewater. Chapter 3 
presents the synthesis of the Ti3+ self-doped TiO2 and its application within a 
wastewater system.  This chapter is from “Facile Oxidative Conversion of TiH2 to 
High-Concentration Ti3+ Self-Doped Rutile TiO2 with Visible Light Photoactivity” 
published in Inorganic Chemistry.1  Not only was an economical and scalable method 
for producing Ti3+ self-doped TiO2 accomplished, but a high concentration of one Ti
3+ 
per ~4300 Ti4+ was achieved. Furthermore, the synthesized photocatalyst exhibited 
strong visible-light photocatalytic activity while demonstrating high stability in both air 
and water. 
The second section of this dissertation, Chapters 4-6, investigates the 
development of non-precious metal catalysts within polymer electrolyte membrane and 
alkaline fuel cells.  Chapter 4 introduces fundamental processes within fuel cells. Fuel 
cells are theoretically capable of being more efficient compared to an internal 
combustion engine. However, fuel cells are limited by the use of expensive precious- 
metal catalysts. Hence, non-precious metal catalysts are needed in order to achieve an 
affordable alternative.   The characterization techniques are reviewed to achieve a fuller 
understanding of the catalytic activity relating to the sample’s composition and 
morphology.  
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Chapter 5, “Oxygen Reduction Electrocatalysts from One-Pot Synthesized 
Zeolitic Imidazolate Frameworks (ZIFs),” was published in Advanced Materials.2 Due 
to the existence of nitrogen-containing ligands, ZIFs can be utilized in preparing 
nitrogen-doped carbon materials for polymer electrolyte membrane fuel cells. 
Furthermore, these frameworks allow for porous materials to be employed, creating 
higher surface area material and promoting oxygen reduction catalytic activity. 
Previously, one particular ZIF structure, ZIF-8, was commonly studied, containing the 
ligand group 2-methylimidazole.  In this dissertation, four ligand groups, 2-
methylimidazole, imidazole, 2-ethylimidazole, and 4-azabenzimidazole, were prepared 
through a solid-state synthesis to investigate the impact of the different ligand sizes 
correlating to catalytic activity.  These findings indicate that the precursor porosity is 
irrelevant to the final surface area of the active catalyst and its catalytic activity. 
Additionally, the catalyst consisting of the ligand 2-ethylimidazole, named 
Zn(eIm)2TPIP, displayed minimal precursor surface area but produced a higher catalytic 
activity than the traditional Zif-8.  Thus, this work suggests that the alteration of ligands 
with ZIF compounds can lead to an enhancement of catalytic activity within fuel cells. 
In Chapter 6, these ligands were further investigated within alkaline media 
tailored for alkaline fuel cells. The same fundamental principles can be applied for the 
utilization of non-precious metals within alkaline media. This work is entitled “ZIF-
Based Non-precious Metal Electrocatalysts Surpassing Pt in Activity and Durability for 
Oxygen Reduction Reactions.” As in the acidic media, the alkaline catalytic activity is 
 4 
independent of the precursor surface area. Of the four electrocatalysts, Zn(eIm)2TPIP   
is the most active and outperforms the platinum (Pt) reference catalyst. Furthermore, 
Zn(eIm)2TPIP displays a better durability than the Pt reference catalyst, hence 
introducing a type of catalyst that surpasses the traditional platinum catalyst in both 
activity and durability.  
 
 
1.2 Introduction to Titanium Dioxide 
 
 A semiconductor has a narrow “forbidden” zone between the valence band (VB) 
and the conduction band (CB), as depicted in Figure 1.1.  In a semiconductor, when a 
photon is absorbed with energy equal to or greater than the corresponding band gap, 
electrons in the VB are excited into the CB. Thus, the CB accepts an electron, e-, from the 
VB, where simultaneously a photogenerated hole (h+) is created in the VB. 3,4 A multitude 
of semiconductors are used within photocatalytic studies due to their band gap properties, 
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Insulator Semiconductor Metal 
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Figure 1.1. The energy band diagrams of an insulator, semiconductor, and conductor. 
 
 
Currently, TiO2 and modified TiO2 are among the most commonly studied catalysts 
for photocatalytic oxidation of organic pollutants. The use of TiO2 for photocatalytic 
degradation of organic compounds was first studied in 1959 by Mashio and Kato.5 As a 
photocatalyst, TiO2 is one of the most promising candidates due to its photoactivity, 
thermal stability, electrochemical stability, nontoxicity, and economical cost.6-8 
Furthermore, due to TiO2 possessing a VB at +3.0 V (vs. standard hydrogen electrode 
[SHE]), the h+ within the VB can easily decompose a variety of harmful organic species.9-12  
 Naturally, energy band gaps within TiO2 correspond to the three different 
polymorph crystalline phases of brookite (+3.4 eV), anatase (+3.2 eV), and rutile (+3.0 eV).  
 6 
In this dissertation, only two crystal phases, anatase and rutile, are focused on due to the 
complications in synthesizing brookite TiO2.  As depicted in Figure 1.2, rutile and anatase 
are tetragonal in structure but vary by arrangement. Rutile is designated as the 
thermodynamically stable form of TiO2 as a result of anatase being easily transformed into 
rutile at higher temperatures (above 500°C). 13-15  
 
 







1.3 Synthesis of TiO2 
 
 Production of TiO2 is performed through a variety of techniques including sol-gel,
17-
19 hydrothermal, solvothermal,20-22 chemical vapor deposition,23-25 and electrodeposition.26-
28 Currently, the most recognized TiO2 material is commercial Degussa P25, which is 70% 
anatase and 30% rutile. The mixed phases and lattice imperfections allow for the electron-
hole pair’s lifetime to be prolonged,29-32 increasing the possibility of oxidation/reduction, 
and improving the photocatalytic activity. In this work, P25 is used as a commercial 
standard to compare the synthesized TiO2 samples. Furthermore, the method within this 
dissertation produces TiO2 through a novel synthesis by oxidizing titanium (II) hydride 
(TiH2) with hydrogen peroxide (H2O2) into a gel matrix. The matrix was then calcinated in 
order to form a TiO2 crystal phase with photoactive Ti
3+ self-doping sites, which will be 
discussed in greater detail in Chapter 2. 
 
 
1.4 Applications for TiO2 
 
A variety of industrial applications, including self-cleaning, antibacterial, air 
purification, and wastewater treatments currently utilize TiO2 as a photocatalyst as 





Figure 1.3. Current applications for TiO2 within photocatalytic reactions. 
 
  
Within all four of these applications, TiO2 is used for its photocatalytic properties, 
chemical stability and thermal stability, all while being an ecofriendly and safe alternative 
for photo-electrochemical applications. Within the next few sections, self-cleaning, 
antibacterial, and air purification applications will be briefly explained to achieve a better 
understanding of the capabilities that TiO2 has as a photocatalyst. For simplicity, the overall 




1.4.1 Coatings and Self-Cleaning 
 
Regular cleaning is necessary for surfaces and buildings due to the deposition of dirt 
and pollution accumulation.  Furthermore, organism growth, such as bacteria, algae, and 
fungi, deteriorates building structures leading to mechanical weakening and destruction. 
Currently, to avoid such destruction, building structures have implemented a photocatalyst 
coating. As described in Section 1.1, a photocatalyst has the ability to chemically break 
down or suppress the growth of organic particles adsorbed onto the surface of the 
photocatalyst.  The implementation of TiO2 as a coating for buildings with self-cleaning 
purposes has been highly researched and shown to not only degrade organic pollutants 
through reduction of Ti (IV) and oxidation of O2
- but creates a superhydrophobic surface 





Environmental disinfection is crucial in preventing the spread of infectious 
disease.36 In recent years, microorganisms have been linked to a number of disease 
outbreaks and have been shown to adapt, leading the human body to develop a resistance to 
common disinfectants. Therefore, new disinfection agents are needed in order to regulate 
and/or destroy these infectious microorganisms.37 Antimicrobial effects using TiO2 as a 
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photocatalyst were first reported in 1985 by Matsunaga et al.38,39 These authors investigated 
several microorganisms, such as yeast (Saccharomyces cerevisiae), E-coli (Gram-negative 
bacteria), Lactobacillus acidophilus (Gram-positive bacteria) and green algae (Chlorella 
vulgaris).  Matsunaga et al.38 discovered that these cells were completely sterilized when 
irradiated under a halide lamp in the presence of TiO2. More recently, research has focused 
on a variety of microorganisms including viruses, fungi, and multiple bacteria species 
utilizing TiO2 within aqueous suspensions as a photocatalyst.
37,40,41 Literature describes the 
antibacterial properties of TiO2 to the formation of OH• and other reactive oxygen species 
(ROS), as will be further described in Section 5. Particularly, some studies have indicated 
that the ROS attack the cell membrane of the microorganisms, leading to lipid peroxidation 
and cell membrane damage, resulting in cell death.42,43 
 
 
1.4.3 Air Purification 
 
Due to an increase in the demand for vehicular transportation, air pollution, in the 
form of carbon monoxide (CO), nitrogen oxides (NOX) and volatile organic compounds 
(VOCs), has been on the rise. The United States Environmental Protection Agency has 
stated that 58% of CO, 35% of NOX, and 29% of VOCs within the air are due to motor 
vehicle emissions. 44 Furthermore, not only are these pollutants destroying Earth’s ozone 
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but have been linked to health hazards. The decomposition of these pollutants is reported to 
occur in the same fashion as coatings used for cleaning, 35 discussed in Section 1.4.1. 
 
1.5 Current Wastewater Treatment 
 
The worldwide issue of clean water shortage is mainly attributed to an increasing 
demand for water supply correlated to a rise in industrialization and population.  Currently, 
wastewaters from rural areas and industrial treatment plants are primary candidates for 
treating and reusing water to decrease clean-water resource usage.45 Certain water 
treatments, such as adsorption or coagulation, simply concentrate the pollutants and 
configure them into other phases. However, these systems fail to completely destroy and/or 
eliminate the pollutants.46  To remove such pollutants, most industrial wastewater 
treatments undergo coagulation, flocculation, sedimentation, filtration, and disinfection, 47 

























Coagulation Flocculation Sedimentation Filtration Disinfection 
 
 
Figure 1.4. Industrial wastewater process including coagulation, flocculation, 
sedimentation, filtration, and disinfection. 
 
 
Coagulation chemicals, such as aluminum sulfate and a variety of polymers, are 
added into the wastewater to attract particles together that are not easily settled or filtered 
through the treatment process.  Generally, the flocculation is a simple mixing process that 
allows the sticky coagulated particles to gather and form larger and heavier particles, 
known as the floc. The wastewater is then slowly flowed into a separate basin where 
sedimentation occurs.  The larger particles and the floc settle to the bottom of the basin 
while the wastewater overflows and is flowed into filter systems. The filtration process 
removes any remaining particles from the wastewater through layers of sand, gravel, and 
coal.  The wastewater’s final step is disinfection.  Disinfection, such as chlorination, allows 
for the elimination of unwanted bacteria, organisms, and organic pollutants to inhibit 
growth of diseases in drinking water.48  
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1.6 Mechanism for Using TiO2 for Degradation of Organic Wastewater 
 
Chlorine is currently the most common disinfection agent that is used in wastewater 
treatment. However, chlorine is linked to producing mutagenic and carcinogenic by-
products that are hazardous to human health.49,50 Hence, research has focused on the 
development of “advanced oxidation processes” (AOPs) for altering wastewater treatment 
procedures into ecofriendly alternatives. The fundamental concept of AOPs is their ability 
to generate highly ROS, such as H2O2, OH•, O2-•, O3, that allow for the decomposition of 
organic compounds.51,52 Typically, the most commonly investigated AOPs are 
heterogeneous photocatalysts. Therefore, photocatalysts, such as TiO2, are a promising 
alternative to chlorine within wastewater treatment due to their efficiency in degradation of 
organic wastewater, stability upon catalytic cycling, and stability under harsh chemical and 
thermal conditions.53  
As shown in Figure 1.5, when a photon with a wavelength (λ= < 400 nm), 
corresponding to the band gap of TiO2, is absorbed by the TiO2 particle, an electron-hole 
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Figure 1.5. TiO2 photocatalytic interaction with corresponding bandgap and 
electron-hole pair generation. 
 
 
 In an efficient photocatalyst, such as TiO2, de-excitation and recombination of the 
electron with the hole is avoided by traps on the TiO2 surface.  These traps allow for the 
electrons and holes to encounter reductants and oxidants, respectively, and participate in 
redox half-reactions.  The lifetime of the electron-hole pair separation is elongated by TiO2 
being an n-type semiconductor.  N-type semiconductors have higher potentials on the 
surface than in the bulk, thus allowing for the electrons to move into the bulk and the holes 
to remain on the surface, creating a charge separation.  
Typically, oxygen is used to interact with the excited electron and forms a 
superoxide anion radical, shown in Reaction 1.1. 
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         Reaction 1.1 
The photocatalytically formed superoxide anion can react in an aqueous solution (i.e. H2O) 
to form hydrogen peroxide (H2O2). Reaction 1.2 indicates that once H2O2 is formed, 
reduction can take place by the photoexcited electron in the conduction band to produce 
another reactive hydroxyl radical.54 The reactive oxidizing species is suggested to be 
bonded to the TiO2 surface (OHads). The OHads interacts with the  trapped hole to form a 
hydroxyl radical, as shown in Reaction 1.3.55  
 
                                Reaction 1.2  
                     Reaction 1.3  
 
The hydroxyl radical is a known powerful oxidant that is reactive with a variety of 
substrates, especially through addition and abstraction of organic compounds. Depending 
on the organic compound, the reaction pathway can become quite complex.  Generally, the 
reaction will lead to a radical species, which is often hydroperoxyl radicals (HO2•) with the 
addition of O2, and lead to the formation of water and carbon dioxide upon interaction with 
the organic wastewater.56 The overall process can be easily visualized in Figure 1.6 in order 




Figure 1.6. Mechanism of electron-hole pair formation in a TiO2 particle in the presence 
of an organic wastewater. 
 
 
1.7 Doping of Titanium Dioxide 
 
 A common approach for engineering and changing optical responses within 
photocatalysts is doping.  Doping allows for a bathochromic shift, also known as a decrease 
in the band gap or introducing intra-band gap states. For TiO2, a bathochromic shift results 
in an increase in visible-light absorption.57 Figure 1.7 represents the change in band gap for 
 17 
TiO2 through introduction of a metal dopant and/or various non-metal element, such as S, I, 
C, etc., and creation of sub-bands below the conduction band (CB).  
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Ideally, the integrity of the photocatalyst crystal structure should remain intact while 
enhancing the electronic structure through doping. A variety of doping methods have been 
reported, including the introduction of noble metals,37 metalloids,39 anions,58 co-doping,40 
coupling,42 capping,43 and self-doping.36,59-62  Due to difference in charge states and ionic 
radii, Ti4+ is easier to substitute for with another cation versus O2-. 63  
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Hence, in this work, the focus will be on a self-doping method of introducing Ti3+ 
into the crystal lattice. Theoretical research has indicated at low concentrations of Ti3+, 
oxygen vacancy states are created with energy levels largely below the conduction band at 
0.75-1.18 eV. Due to these energy levels, the oxygen vacancies deteriorate electron 
mobility and hinder visible-light photoactivity. However, at high concentrations of Ti3+ 
electronic states are created just below the conduction band edge creating an efficient 
activity within the visible-light spectrum. Furthermore, the introduction of Ti3+ allows for 
an environmentally alternative solution while maintaining the crystal structure.  
Current methods produce Ti3+ and/or oxygen vacancy doped TiO2
 through reducing 
pure TiO2 (Ti
4+) under harsh, costly, and often complicated conditions such as thermal 
reduction at high pressure (>20 bar) in reducing gases (H2 or CO)
59,60,64 or bombardment 
with  high-energy laser, electron, or Ar+ beams.64 These reduction methods mainly occur on 
the surface of TiO2, leading to Ti
3+ being thermally unstable and easily oxidized in air and 
water. 64-66 Thus, these limitations can be avoided through the use of a facile oxidative 










2.1 X-ray Differaction 
 
 X-ray diffraction (XRD) is primarily used to determine the structural arrangement 
of atoms and molecules in a wide variety of materials. X-rays are generated through the 
focusing of an electron beam that has been accerlerated by a high voltage field onto a solid 
target, as dipicted in Figure 2.1.   
 
 








Figure 2.1. X-ray diffraction setup. 
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As the target is bombared by the beam, electrons collide with atoms in the target and 
x-rays are emitted, which is known as Bremsstrahlung radiation. Furthermore, the high- 
energy electrons can also eject an inner shell electron in the atom. As an electron from the 
outter shell fills the open space, an X-ray photon, with energy corresponding to the target 
material, is emitted.  
 X-rays primarily interact with electrons in atoms, leading to diffracted waves that 
can be used to determine crystal structures.  Within a highly ordered, crystalline structure 
the diffracted waves will consist of sharp peaks with the same symmetry as in the 
distribution of atoms.  The number of peaks observed corresponds to the symmetry of the 
unit cell. Thus, the higher the symmetry, the fewer peaks observed. Bragg’s law states: 
 
nλ =2dsinθ                                              Equation 2.1 
 
where n is an integer, λ is the wavelength of the X-ray, θ is the scattering angle, and d is the 
spacing between the planes in the atomic latice. The d-spacing of the observed peaks is 
related to the distance between the planes of the atoms in the structure.  Also, the intensity 
of the peak correlates to the type of atoms that are repeated within the planes and number of 
electrons within the atom.  Hence, XRD of crystalline materials are each unique by their 
distinct number, position and intensity of their given spectra peaks. 
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2. 2 Electron Paramagnetic Resonance 
 
Electron paramagnetic resonance (EPR) spectra are often used to studying materials 
containing unpaired electrons. A magnetic field is applied in order to detect a transition. 
However, in the case of EPR, the transition is of unpaired electrons, also known as 
paramagnetic electrons. When a magnetic field is applied to the paramagnetic electrons; a 
spin magnetic moment is created in a parallel (ms = -1/2) or antiparallel (ms = +1/2) 
direction of the magnetic field, creating two energy levels for the unpaired electrons.  
Hence, EPR utilizes the separation of these two levels and measures electrons being excited 
from the lower (parallel) to the upper (antiparallel) energy level.  
Without a magnetic field, the majority of the electrons are within the parallel energy 
level. In order to achieve a transition from the parallel to antiparallel energy level a sweep 
of the external magnet’s field, while holding a fixed microwave frequency, must be 
performed to obtain the exact correlation between the two. Both of these energy levels have 
a specific energy due to the Zeeman effect described as  
E = msgeμBB0            Equation 2.2 
 
where ge is the electron’s g-factor (where ge of a free electron is 2.0023), μB  is the Bohr 
magneton  (5.78x10-5 eVT-1), and B0 is the external magnetic field strength. The split 
between these energy states is  
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ΔE = geμBB0            Equation 2.3 
 
which is attributed to their energy differences. Due to  
ΔE = hυ     Equation 2.4 
 
where h is Planck’s constant and υ is the microwave frequency, Equation 2.3 transforms 
into 
hυ = geμBB0       Equation 2.5 
 
giving the fundamental equation for describing the absorption (or emission) of microwave 
energy between the two states. In order to achieve a sufficient signal to noise, the first 
derivative of the magnetic field is often used. 
 
 
2. 3 Thermogravimetric Analysis 
 
Thermogravimetric analysis (TGA) is a quantitative technique that analyzes the 
thermal degradation of materials through the use of a furnace and sensitive balance. If 
required, the heating environment can be in an open-air system or within an inert gas 
environment.  As the temperature is slowly changed, the graph displays the mass versus the 
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temperature to indicate a change in the sample composition.  As the sample decomposes the 
mass will decrease corresponding to the compound lost and will continue to change until 
the sample no longer exists. 
 
2.4 Transmission Electron Microscopy and Scanning Electron Microscopy 
 
 Transmission electron microscopy (TEM) utilizes a beam of electrons that is 
transmitted through a thin sample to generate an in-depth understanding of a sample’s 
morphology and subsurface structure. While in a vacuum chamber, TEM uses a tungsten 
filament (cathode) to produce an electron beam by applying an accelerating voltage (~100-
300 keV) to the cathode, emitting current, and releasing electrons. The anode, positively 
charged, sits just below the cathode in order to attract and accelerate the negatively charged 
electrons through a small hole within the anode. The emitted electrons are then accelerated 
by electromagnetic lenses, allowing the beam to be focused and for the sample to be 
magnified.  The first sets of lenses are two condenser lenses that control how strongly the 
beam is focused (condensed) onto the sample. These lenses allow for a beam to be formed 
and can limit the amount of current in the beam in order to control the diameter of the 
electron beam. For lower magnification, the beam is spread out and illuminates a larger 
area. Conversely, for high magnification, the beam is highly condensed.  Next, the objective 
lens and aperture is used to generate and magnify the final image.  The specimen stage sits 
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on the objective lens for imaging purposes while a cold finger sits underneath the objective 
lens in order to attract contaminants. Below the objective lens is the objective aperture, 
which allows for enhancement of specimen contrast. Without the aperture, thermal diffuse 
scattering, due to thermal vibrations or phonons, becomes significant and leads to a very 
bright and unclear image. Finally, intermediate lenses and the projector lens further 
magnify the image from the objective lens and projects the image onto the phosphorescent 
screen.34 
 Due to simplicity and availability, scanning electron microscopy (SEM) is often 
used to obtain a general idea of morphology and surface composition, compared to TEM.  
Both SEM and TEM are electron microscopes that allow for the possibility to study 
subatomic particles within a sample. Both use the same fundamental principles of 
producing an electron beam, condensing the beam, and producing images. The major 
difference in SEM is the utilization of backscattered (secondary) electrons instead of 
transmitted electrons. The scattered electrons are collected and counted in order for an 
image to be obtained. However, as previously stated, in TEM electrons that pass through 
the sample generate the image needed.  As in TEM, SEM has a similar structure of from the 
electron beam to the two condensers. However, after the second condenser, deflection coils 
are utilized to allow the beam to scan in the x and y directions and move about the sample 
surface. Upon the electron beam interacting with the sample, the electrons lose energy by 
scattering and absorption.   The scattered electrons are then collected in a backscattering 
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electron detector, which translates the electrons into an image. Figure 2.2 (a) and (b) depict 
TEM and SEM, respectively.  
TEM is advantageous over SEM by producing a higher magnification (50 million 
versus 2 million) and resolution (0.05 nm versus 0.4 nm) because of the multiple lens set-up 
and higher voltage capabilities. The high magnification allows for the possibility of the d-
spacing of crystal structures to be detected through the utilization of software. In terms of 
simplicity, the sample preparation and imaging technique are less complex for SEM. For 
SEM, the sample is simply placed onto conduction tape that sits on an aluminum stub. 
However, TEM requires the use of a TEM copper grid in which the sample size must be 
small in order to fit within the TEM grid.   
In this work, both SEM and TEM were used to generate images and d-spacing of 





























































2.5 Brunauer, Emmett, and Teller Theory 
 
For a solid catalyst to promote a reaction, studies have shown that the reaction is 
substantially dependent on the amount of specific surface area (SSA) present. A common 
method for measuring surface area is known as Brunauer, Emmett, and Teller (BET) 
theory.67,68  The SSA of a powder is determined through the adsorption of a gas on the 
surface and calculated by the amount of adsorbate gas in a monomolecular layer on the 
surface. SSA is calculated by the following equation: 
   
     Equation 2.6 
where N is Avogadro’s constant (6.023 x 1023 mol-1), a is the cross-sectional area of one 
adsorbate molecule (0.162 nm2 for nitrogen), m is the mass of the powder (g), and 2240 is 
the volume (mL) occupied by one mole of adsorbate gas at STP.33 
 
 
2.6 Ultraviolet-Visible Spectroscopy 
 
In order to analyze if a molecule absorbs and is active within ultraviolet and visible 
(UV-Vis) light, UV-Vis absorption spectroscopy is often used.  When a molecule is UV-
Vis active, energy is absorbed and an outer electron is excited from the highest occupied 
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molecular orbital (HOMO) to the lowest unoccupied molecular orbital (LUMO). The 
absorbance, A, is related to the intensity of the incident light and light transmitted. 
Furthermore, both absorbance and the intensities correlate to the concentration of the 
solution. Using the Beer-Lambert law: 
A = log(I0/I) = ɛcL           Equation 2.7 
 
where A is the absorbance, I0 is the intensity of the  incident light, I is the intensity of the 
light transmitted, ɛ is the molar absorbtivity (L mol-1cm-1), c is the concentration of the 
sample (mol L-1) and L is the length of the cell (cm, typically = 1 cm). 16 
 
2.7 Diffuse Reflectance Spectroscopy  
 
 Diffuse reflectance spectroscopy (DRS) is ideal for measuring the absorbance of 
solid samples. DRS is typically used for samples that scatter light, leading to a change in 
signal intensity.  The Kubelka-Munk method is used to rigorously account for the 
reflectance that occurs.  The mathematical correction replaces Beer’s law and establishes a 
linear relationship between the concentration (C) and diffuse reflectance (R) , as seen by 
                               Equation 2.8 
                          
     Equation 2.9 
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where Equation 2.9 determines the reflectance in Equation 2.8.35 
 
2.8 Fourier Transform Infrared Spectroscopy 
 
 Fourier transform infrared (FTIR) spectroscopy is often used to define the chemical 
or surface change of a molecule.  When a molecule absorbs infrared radiation, also known 
as a resonant frequency, a change in dipole moment occurs and a molecular vibration is 
created in the form of symmetrical stretching, anti-symmetrical stretching, scissoring, 
rocking, wagging, or twisting.   Thus, a change in vibrational energy from the ground state 
to the excited state occurs. The gap between these two states is known as a vibrational 
energy gap, which correlates to the frequency of the absorption peak, whereas the intensity 
of the absorption peak is related to the change in dipole moment.  For the simplicity of this 
work, FTIR was used to indicate if chemical interactions occurred, which would create new 
resonant frequencies to appear within the spectrum, for both liquid and solid samples.   
 






FACILE OXIDATIVE CONVERSION OF TIH2 TO HIGH-CONCENTRATION TI
3+ 




Titanium dioxide (TiO2) is one of the most promising photocatalysts due to its light, 
thermal, and electrochemical stabilities.6-8 However, the large band gap of pure TiO2 (∼3.2 
eV) renders it only active in the ultraviolet (UV) region. Thus, only UV light (<5% of total 
solar energy) can be utilized to generate electron−hole pairs for the desired 
photoelectrochemical (PEC) processes.69-74 To significantly improve the photocatalytic 
efficiency, it is therefore crucial to enhance the light harvesting of TiO2 in the visible 
spectrum, which accounts for ∼43% of the total solar energy. One of the current strategies 
to tackle this challenge is through band gap reduction engineering via doping various metal 
cations, such as Ag, Nd, Sb, Ru, V, Cr, Mn, and Fe,75,76 or nonmetal elements, such as S, I, 
C, etc.,77,78 in TiO2. Such processes introduce impurity states into the TiO2 band gap to 
enhance visible-light harvesting. However, issues such as the environmental hazards from  
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dopant leaching, lower efficiency from dopant-induced charge recombination and/or traps, 
and dopant-induced thermal instability pose some significant limitations.58  
 Recently, incorporating Ti3+ and/or oxygen vacancies in TiO2 has emerged as an 
effective approach to introduce visible photoactivity with a reduced environmental 
impact.59-62 However, theoretical work has suggested that, in order to achieve an efficient 
activity in the visible spectrum, the concentration of Ti3+ must be sufficiently high to induce 
a continuous vacancy band of electronic states just below the conduction band edge of 
TiO2.
79 Otherwise, a low Ti3+ doping concentration only creates localized oxygen vacancy 
states that deteriorate the electron mobility and exhibit a negligible visible photoactivity. 
This is due to the fact that the energy of the scattered doping states is largely (0.75−1.18 
eV) below the conduction band edge of TiO2 and the occupying photoelectrons are not 
adequately reactive and/or mobile for desired electrochemical reactions.80,81 Therefore, 
doping a high concentration of Ti3+ in TiO2 is essential to enhance the photocatalytic 
activity in the visible region.  
 To date, however, only a handful of methods are capable of producing Ti3+and/or 
oxygen vacancy doped TiO2. These methods all start from pure TiO2, from which a fraction 
of the Ti4+ ions is reduced to Ti3+ under harsh, costly, and often complicated conditions, 
such as thermal reduction at high pressure (>20 bar) in reducing gases (H2 or CO)
59,60,62 or 
bombardment with a high-energy laser, electron, or Ar+ beams.8 These methods are 
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generally considered impractical for a large-scale commercial production. Furthermore, 
since the reduction occurs mainly on the surface of TiO2, the oxygen vacancies are usually 
not adequately thermally stable, even when in air. The Ti3+ ions could also be easily 
oxidized over a short period of time by dissolving oxygen found in water.65,66 Thus, there is 
a pressing need to develop a facile synthetic strategy to achieve a high concentration of 
Ti3+doping throughout the bulk TiO2 matrix with improved thermal and chemical stabilities. 
 Herein, a transformative method of preparing a highly active yet stable TiO2 
containing a high concentration of Ti3+ embedded inside a rutile matrix is reported. In 
contrast to current solid-state reduction-based methods, a solution-based, oxidative 
approach to generate Ti3+species that are uniformly distributed throughout the bulk of the 
resulting TiO2 matrix is applied. The first key to this innovative chemistry is to choose TiH2 
as the starting material. TiH2 is a widely used industrial commodity in the powder 
metallurgy industry. 82 
 Because the oxidation state of the titanium species in TiH2 is +2, a controllable 
oxidative agent is needed to convert part of the Ti2+ species to Ti3+ species. This oxidative 
conversion of Ti2+ → Ti3+is fundamentally different from the reported reductive conversion 
of Ti4+ → Ti3+. To control the oxidation process and to avoid any unnecessary 
contaminations, the second key to this innovation is to choose H2O2 as the oxidation agent. 
Consequently, the only byproduct that needs to be removed is H2O and/or H2. At ambient 
temperatures, TiH2 is highly stable in air and water but very reactive with peroxides.
83 Such 
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a solution-based oxidative method could lead to a scalable and low-cost production of 
highly efficient Ti3+ self-doped TiO2 photocatalyst within the existing industrial 
infrastructure. 
 As shown in Figure 3.1, by reacting gray TiH2 powders with a 30% aqueous 
solution of H2O2, the TiH2 powder was gradually converted to a yellow or green gel-like 
product, presumably forming a cross-linked [−O−Ti−O−]n−Ti−(OH)x·mH2O matrix, but 
with substantial oxygen vacancies. This gel was then desiccated followed by calcination in 
Ar under an optimal temperature in order to remove moisture and form a TiO2 lattice with 





Figure 3.1  Images of gray TiH2 powder that was converted to yellowish gel after 






3.2 Materials and Methods 
 
3.2.1 Synthesis of Ti3+ Self-Doped TiO2 
 
  Titanium (II) hydride (TiH2, 99.0%) and hydrogen peroxide (H2O2, 30.0%) were 
both purchased from Aldrich without further purification. A typical procedure for preparing 
the Ti3+self-doped TiO2 powder sample is described as follows: First, 10 mL of distilled 
water was added to 0.96 g of TiH2 and sonicated for 10 min to form a suspension. Then, 15 
mL of H2O2 was added to the mixture and continuously stirred for 3 h at room temperature. 
At this point, the solution began to coagulate and became a miscible gel-like slurry. Then, 
12 mL H2O2 was added and the mixture was stirred for 4 h followed by adding another 15 
mL of H2O2 and stirring for 16 h. A yellow gel was thus obtained. However, if the starting 
TiH2 had been exposed to air for some time, the gel turned to a greenish color. The gel was 
then vacuum-desiccated overnight to remove most of the moisture. The sample was then 
placed in an oven at 100 °C for 12−20 h, until the gel sample was converted into a yellow 
powder. The yellow powder sample was then calcinated at 630 °C for 3 h in Ar, which led 
to the production of a very black Ti3+self-doped TiO2 powder. The as-synthesized Ti
3+self-
doped TiO2 black powder was then ball-milled (SPEX 8000 M Mixer/Mill) with dried 
yttria-stabilized zirconia beads (2.0 mm) and NaCl powder (400 mesh) for 1 h at 10 min 
intervals. Upon completion, the sample was then rinsed with distilled water and filtered. 
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Filterization was performed until the filtrate, with flame colored test, no longer indicated a 
yellow−orange color, in order to ensure the removal of NaCl. 
 
3.2.2 Structural Characterization 
 
 Powder X-ray diffraction (PXRD) patterns of the final products were obtained on a 
Rigaku D/max-2500VPC with a Ni-filtered Cu Kα radiation at a scan rate of 0.02° s−1 from 
20° to 60°. X-band continuous wave electron-paramagnetic resonance (EPR) experiments 
were carried out using a Bruker ELEXSYS E580 spectrometer operating in the X-band (9.4 
GHz) and equipped with an Oxford CF935 helium flow cryostat with an ITC-5025 
temperature controller. The g factors were calibrated by comparison to a coal standard, g = 
2.00285(±0.00005). The first derivative EPR spectra were recorded at 5 K in the dark. The 
surface area and pore size distribution data were obtained by measuring nitrogen sorption 
isotherms at 77 K on a Micromeritics ASAP 2020 surface area and pore size analyzer. Pore 
size distribution was calculated using a nonlinear density functional theory (NLDFT) 
model, which is available in the Micromeritics ASAP 2020 software package (assuming slit 
pore geometry). Before the measurements, samples were degassed at 180°C overnight. 
Ultra-high purity N2 was used for all measurements. Transmission electron microscopy 
(TEM) was conducted with a FEI Tecnai F20ST TEM/STEM using an accelerating voltage 
of 200 kV. Thermogravimetric analysis (TGA) was performed on a Perkin-Elmer model 
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Pyris 1 system in open air. Ultraviolet-visible near-infrared (UV−vis-NIR) diffuse 
reflectance spectra (DRS) were recorded on a Perkins Elmer Lambda 950 
spectrophotometer. 
 
3.2.3 Analysis of Photocatalytic Activity 
 
  A methylene blue solution was first prepared to model the organic wastewater for 
the surface adsorption and for a photoactivity evaluation. The concentration of the 
methylene blue was determined by monitoring the changes in the maximal absorbance at 
approximately λ = 650 nm characterized by an UV−vis spectrometer (Ocean Optics Inc.). 
In each test, approximately 0.05 g of catalyst was added to ∼30 mL of a methylene blue 
solution and sonicated for 5 min. Then, the suspension was magnetically stirred for 30 min 
until an adsorption−desorption equilibrium was established. The degradation process was 
performed under illumination at 1 sun 1.5 a.m. G provided by a solar simulator (Photo 
Emission Inc. CA, model SS50B). For the UV−vis analysis of the MB solution and 
wastewater, during photocatalytic reaction, 3 mL aliquots were collected at selected time 
intervals. In order to separate the catalyst from the solution, the mixture was centrifuged for 
three 20-minute intervals. The mass spectra (MS) were taken on an electrospray ionization 
mass spectrometer (ESI-MS) using a Bruker ESQUIRE 3000. Fourier transform infrared 
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(FT-IR) spectra were recorded on a MAGNA 550 FT infrared spectrometer on samples 
embedded into KBr pellets. 
 
3.3 Results and Discussion 
 
The powder X-ray diffraction (PXRD) analysis was used to investigate the crystal 
structure of the raw materials (TiH2), intermediate (gel after desiccation but before 
calcination), and the samples after calcination in Ar under 530 and 630°C (Figure 3.2). The 
commercial TiH2 is typically in the fcc TiH1.971 crystal phase (δ phase). Prior to calcination, 
the gel was vacuum-desiccated and oven-dried at 100°C to yield a yellowish powder. The 
XRD pattern indicated that the intermediate powder was a fairly amorphous blend of both 
anatase and rutile. Upon calcinations under 530°C in Ar, the sample structure became rutile 
dominated as seen in spectrum c of Figure 3.2. The diffraction peaks associated with TiH2 
were also completely removed after calcination. A further temperature increase to 630°C 
led to the formation of pure rutile in spectrum d of Figure 3.2. The strong diffraction peaks 
at 2θ = 27.6°, 36.1°, 41.1°, and 54.4° can be indexed to the (110), (101), (111), and (211) 
crystal planes of rutile TiO2, respectively (PDF card 75- 1755, JCPDS). Recent work 
suggests that the coexistence of both (110) and (111) crystal faces in rutile TiO2 promotes 
the photogenerated electron transfer from (111) to (110) face. Thus, the (110) face of rutile 
TiO2 acts as reductive sites, whereas the (111) face serves as oxidative sites.
84 Although 
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anatase TiO2 typically is more photoactive than rutile, recent studies have indicated, in the 





Figure 3.2. XRD patterns of (a) TiH2; (b) desiccated gel (a yellow powder) prior to 
calcination; (c) Ti3+−TiO2 calcinated at 530 °C in Ar; and (d) Ti3+−TiO2 calcinated at 630 
°C in Ar (A = anatase; R = rutile). 
 
 
Low-temperature electron paramagnetic resonance (EPR) was conducted to identify 
and quantify the presence of Ti3+. Figure 3.3a shows the EPR spectrum at 4.2 K of the 
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sample obtained after H2O2 oxidation and annealing in Ar at 630 °C. Two major features in 
this spectrum, both belonging to Ti3+ in an axially symmetric environment, are observed. 
The g values of these features are consistent with the perpendicular and parallel 
components of the axially symmetric lattice Ti3+ centers in the rutile environment with g⊥ = 
1.975 and g∥ = 1.943, respectively.86,87 This finding suggests that the Ti3+ centers obtained 
via our method are located in the bulk lattice of the resulting rutile crystal. The amount of 
Ti3+ centers obtained by annealing for 3 h is quite large, 5.7 × 1017 spins/g (4.6 × 1019 
spins/mol), indicating that one in every 4.3 × 103 Ti atoms was converted to Ti3+. When the 
same sample was annealed in air, all Ti3+ centers were oxidized to Ti4+. No paramagnetic 
species in the region of g < 2 was observed (see Figure 3.3b), confirming disappearance of 
the reducing species of Ti3+ upon heating in oxygen. Instead, a signal characteristic of 
superoxide radical species obtained by interaction of H2O2 with TiO2 or by reaction with 
molecular oxygen was detected.88,89 Interestingly, when citric acid instead of H2O2 was 
used to mix with TiH2 followed by annealing in Ar at 630°C, the resulting sample exhibited 
broad signal for Ti3+ species. This broad peak is an indication of the surface-centered 
radicals that are experiencing a distribution of coordination environments. Therefore, a 
range of g values averaging at 1.999, 1.965, and 1.948 that were previously attributed to 
Ti3+ surface species in rutile are present.90 The annealing also resulted in incomplete 
oxidation of organic (citric acid) to carbonaceous material with carbon-centered radicals 
with g = 2.0028 (the same g value as coal samples), suggesting that oxidation of organics in 
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inert atmosphere proceeds via reactions involving electron transfer to rutile surfaces. These 
electrons are significantly less stable than lattice-trapped electrons and react easily with 
electron scavengers such as oxygen or N2O. Here the number of Ti
3+ centers is much 
smaller as only 3.8 × 1015 spins/g were observed, suggesting that one in every 6.6 × 105 Ti 
atoms is reduced. The oxidative method is believed to incorporate Ti3+ in the inner lattice of 
TiO2, whereas the reduction method is mainly on the surface where oxygen can escape. 
Hence, EPR unambiguously verified the presence and amount of Ti3+ within our self-doped 
samples. 
The thermal stability of the sample annealed at 630°C was further studied by TGA 
in open air, as is shown in Figure 3.4. The sample was thermally stable up to 180°C in open 
air with a negligible weight variation. This also suggests that the Ti3+ species are located in 
the bulk of the crystal instead of on the crystal surface, in agreement with the EPR results. 
Above 180°C, the sample weight increases, indicating the oxygen uptake by the Ti3+ 
species.  
A transmission electron microscope (TEM) was used to further examine the particle 
size, crystallinity, and morphology of the samples. TEM images of Ti3+ self-doped TiO2 
nanopowders calcinated at 530 and 630°C are shown in Figure 3.5. Figure 3.5a shows that 
the particle sizes of the sample treated at 530 °C are typically around 200 nm. As the 
calcination temperature was raised to 630°C, the average particle size increased to 400 nm 





Figure 3.3. EPR spectra of (a) Ti3+-doped TiO2 calcinated in Ar at 630 °C, (b) Ti
4+ 
presence when calcinated in open air at 630 °C, and (c) calcination in Ar at 630 °C with use 






Figure 3.4. TGA curve in open air for Ti3+ self-doped TiO2 sample that was calcinated at 
630 °C in Ar. 
 
temperature. Figure 3.5c and d are the high-resolution TEM (HRTEM) images of the 
sample calcinated at 530 and 630°C, respectively, of which the lattices were clearly 
observed, indicating these particles were highly crystallized. The samples calcinated at 
530°C shows the lattice spacing of d = 0.352 and 0.325 nm, which could be attributed to the 
(101) plane of the anatase phase and the (110) plane of the rutile phase, respectively, 
suggesting that the sample is a mixture of both phases.91,92 In addition, the samples 
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calcinated at 630°C show the lattice spacing of d = 0.324 nm, in agreement with the (110) 
atomic plane of the rutile TiO2. 
 
 
Figure 3.5. (a and b) TEM images of the obtained samples with heat treatment at 530 
and 630 °C for 3 h under argon atmosphere, respectively. (c and d) HRTEM images for 
sample a and b, respectively. 
 
For photocatalysts, increasing porosity and specific surface area have been shown to 
improve photocatalysis efficiency.93,94 The porosities of the ball-milled (BM) and nonball-
milled (NBM) Ti3+ doped TiO2 sample (calcinated at 630°C) were measured using BET 
method at 77 K. A type-II hybrid isotherm was found in both samples, as indicated in 
Figure 3.6a, which represents a standard isotherm for a nonporous or macroporous 
adsorbent. Furthermore, the loop around 1.0 P/P0 for both samples was determined to be a 
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type-H3 loop. This type of loop is observed with an agglomeration of plate-like particles 
resulting in slit-shaped pores, concurring with the HRTEM images in Figure 3.5d. The 
apparent pore width distributions of the samples are also evident in Figure 3.6b based on 
NLDFT calculation. A distinct difference between the BM and NBM samples is found. The 
NBM, with a BET surface area of 2.33 m2g−1, has a pore width distribution from mesopore 
to macropore with the range of 20−120 nm. On the other hand, the BM sample quadrupled 
the BET surface area up to 8.16 m2g−1. Furthermore, Figure 3.6b shows the pore size 
distributed in both meso/macroporous (>20 nm) and micro/mesoporous regions (<3 nm). 
We should also point out that the sample became noticeably darker, indicating an increase 




Figure 3.6. Porosity analysis of photocatalyst. (a) N2 sorption isotherms at 77 K (solid, 
desorption; dashed, adsorption). (b) NLDFT pore size distribution for ball-milled (BM) of 
Ti3+ self-doped TiO2 samples and nonball-milled (non-BM) Ti
3+ self-doped TiO2 samples 




The optical property of the Ti3+ self-doped TiO2 powder sample was analyzed by 
UV−vis-NIR, as is shown in Figure 3.7. A commercial pristine anatase was also analyzed 
for comparison. The absorption region of the Ti3+ self-doped TiO2 sample exhibits a 
significant redshift (from 330 to 370 nm) of the peak in the UV region when compared with 
the commercial anatase (see Figure 3.6 inset). Most importantly, the Ti3+ self-doped TiO2 
sample also displays a broad absorbance in the visible region between 400 and 800 nm. 
Furthermore, the absorption band of the sample extends into the near-IR region. This agrees 
with the assumption that there is a subband located just below the conduction band edge of 




Figure 3.7. UV−vis-NIR diffuse reflectance spectra of commercial anatase TiO2 and 




The photocatalytic activity of the Ti3+ self-doped rutile sample was evaluated by the 
decomposition of an organic dye molecule under the simulated sun light. Figure 3.8 shows 
the UV−vis study of the photocatalytic degradation of 30 mL of a methylene blue aqueous 
solution (10−5 M) using 50 mg of the as-synthesized TiO2 powders under 1 sun 
illumination. Within 20 min, the methylene blue molecules were nearly decomposed, 




Figure 3.8. UV−vis absorption spectra of the pure methylene blue (MB) solution before 
(black line) and after 10 min (red line) and after 20 min (blue line) of solar irradiation in the 
presence of Ti3+ selfdoped TiO2 calcinated at 630 °C. 
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To investigate the degree of the photodegradation of MB by our Ti3+ self-doped 
TiO2, we conducted an ESI-MS study before and after photodegradation. Figure 3.9 
suggests, during the course of photocatalysis, the MB molecules in water undergo a 
significant structural degradation with a significant decrease in detectable fragments. The 
cyclic stability test under the same conditions (Figure 3.10) showed no significant loss in 
the photocatalytic activity after six cycles.    
To verify that the dye was photodegradated instead of absorbed on the Ti3+ doped 
TiO2 powder, the sample was characterized by FTIR before and after photocatalytic 
degradation. As is shown in Figure 3.11, no characteristic IR peaks due to MB are observed 
on the Ti3+ doped TiO2 powders after photodegradation. The IR features of the Ti
3+ doped 
TiO2 powder before and after photocatalytic reaction remains nearly identical. To exclude 
the possibility that the degradation of MB is due to adsorption on the TiO2 powder, the 
photocatalyst was soaked in MB solution for 30 min in the dark followed by the FTIR 
analysis. The spectrum of the resulting MB shows no identifiable variation when compared 
to pure MB, indicating there is no degradation of MB in the presence of the photocatalyst in 
the absence of light. 
To test the feasibility of our Ti3+ self-doped rutile in mitigating organic species in an 
actual wastewater, we conduct the solar photocatalytic degradation of a colorless industrial 
wastewater that contains a wide range of unknown organic pollutants (sample obtained 





Figure 3.9. ESI-MS of (a) untreated pure MB solution without photocatalyst present. (b) 





Figure 3.10. Recycling test results of the Ti3+-self-doped TiO2 sample being calcinated at 






Figure 3.11. FTIR spectra of Ti3+ doped TiO2 before photodegradation of methylene blue, 
after photodegradation of methylene blue, methylene blue mixed with the Ti3+ doped TiO2 
in the dark, and pure methylene blue.  
 
 
MS of the wastewater before and after photocatalytic degradation under 1 sun radiation 
with a tiny addition of hydrogen peroxide as the source of oxygen (60 mL wastewater +0.03 
g Ti3+ doped TiO2, and 0.5 mL 30% H2O2). After 1 h of solar radiation, the organic 
pollutants underwent a significant degradation, which is evident by the diminishing of most 




In conclusion, we have developed an economical, scalable, and inorganic chemistry-
based method to introduce high-concentration Ti3+ (one per ∼4300 Ti4+) in the bulk of rutile 
TiO2 via a solution-based oxidation of TiH2 in H2O2, followed by calcinations in Ar. The 
resulting Ti3+ self-doped TiO2 showed a high stability in air up to 180 °C. The as-
synthesized Ti3+ doped TiO2 also exhibits strong visible-light photocatalytic activity in 





Figure 3.12. ESI-MS of (a) untreated wastewater with no purification, (b) 









INTRODUCTION AND BACKGROUND TO FUEL CELLS 
 
 
4.1 Fundamentals of Fuel Cells 
 
 
Even though fuel cells (FCs) are seen in society as modern technology, FCs were 
discovered over 175 years ago through reverse electrolysis by Christian Friedrich 
Schönbein.95 A few years later, in 1842, William Grove developed a “gaseous voltaic 
battery” by connecting 50 of the reverse electrolysis systems together. Today, a FC is 
viewed as more than just a gaseous voltaic battery. The main variance between a battery 
and a FC is that a FC will continue to produce electricity and product, as long as fuel is 
being supplied.  While both are electrochemical processes, a FC directly converts chemical 
energy from the fuel into electrical energy.96-101 Currently, there are five major types of 
FCs, which deviate from one another mainly by their electrolyte and operating conditions: 
1.  Phosphoric acid fuel cell (PAFC) 
2. Polymer electrolyte membrane fuel cell (PEMFC) 
3. Alkaline fuel cell (AFC) 
4. Molten carbonate fuel cell (MCFC) 
5. Solid-oxide fuel cell (SOFC) 
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These five FCs all incorporate the same fundamental electrochemical principles.  However, 
they do vary quite differently in their operation temperatures, incorporated materials, fuel 
tolerances, and overall performance, as indicated in Table 4.1.  In this thesis, PEMFCs and 
AFCs are the main focus.  
For now, a fundamental understanding of basic FC operations will be discussed.   
The following are the major steps involved in producing electricity in a FC:  1) fuel and 
oxidant transport into the cell, 2) an electrochemical reaction, 3) ionic conduction through 
the electrolyte, 4) electron conduction to the external circuit, and 5) product or excessive 
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For step one, fuel must be continuously supplied in order to keep electricity 
production up.  However, this task is more complicated than the impression conveys.  
When operating at high current, a FC has an abundant need for reactants.  Unfortunately, if 
reactants are not supplied fast enough, the FC will “die” from insufficient reactants.  
Therefore, in order to achieve an efficient delivery of reactants, flow field plates and porous 
electrode structures are incorporated into FCs.  Flow field plates consist of minute channels 
that are used to transport the gas flow and distribute the gas over the surface of the FC. All 
aspects, including shape, size, and pattern, of the flow field plates can significantly 
influence the overall performance of the FC.   Once the reactants are delivered to the 
electrode, step two, the electrochemical reaction, begins to transpire. The current generation 
produced by a FC is directly related to the kinetics of the electrochemical reaction. For 
example, fast electrochemical reactions result in high current output and vice-versa for slow 
electrochemical reactions. Hence, catalysts are often used to enhance the reactivity and 
efficiency of the overall electrochemical reactions. Kinetic limitation of the electrochemical 
reactions is the greatest limitation for FC performance. 100-103 
The electrochemical reaction leads to the formation or consumption of ions and 
electrons. Electrons produced at one electrode (anode) must be consumed at the other 
(cathode), which also holds true for ions (step three).  In order for this to occur, the 
electrons must be provided an electrically conductive path in order for electron flow to 
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occur. For example, in a simple FC, a wire acts as the conductive electron pathway to 
transport from anode to cathode. Unfortunately, the mechanism for ion transport is more 
challenging due to ions being larger and more massive than electrons. Electrolytes are 
implemented in order to provide a pathway for ion flow via a “hopping” mechanism. 
However, ion flow is far less efficient versus electron transport, hindering the 
recombination of electrons and ions. Thus, due to resistance loss, power decreases and 
hinders FC performance.  To minimize these effects, electrolytes are manufactured to be as 
thin as possible in order to diminish the distance of ionic conduction. Solid electrolyte 
membranes, found mainly in PEMFCs, are often one way to avoid such limitations. By 
combining steps one through three, product formation is achieved. In the case of PEMFCs 
and AFCs, water generation transpires and must be removed in order to prevent the FC 
from flooding and becoming inoperable. Fortunately, the use of humidification and pressure 
that help deliver reactants to the FC also aid in removal of product species. 100-103 
 
4.2 Advantages of Fuel Cells 
 
 
Often, FCs are compared to their counter opponents, the internal combustion engine 
and batteries. FCs can be an all solid-state system which incorporates a static mechanically 
ideal system.  Hence, FCs have the potential for higher reliability and longer lasting 
systems that can also operate silently. The mechanistic system also permits for operation 
without pollution, especially in PEMFCs where pure hydrogen and oxygen are used as fuels 
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with resulting by-products being pure water and heat.97,98 Thermodynamically, FCs are 
capable of operating at a higher thermodynamic efficiency compared to heat engines, such 
as internal combustion engines.100 Heat engines convert chemical energy into heat through 
combustion and utilize heat in order to do work. The Carnot Cycle indicates optimum 
thermodynamic efficiency (ƞmax) of a heat engine by 
   
                             Equation 4.1 
                                  
 where the high temperature, known as the inlet or hot gas (in K), is T1 and the rejected 
remainder outlet or cold gas (in K) is T2.
104 Hence, even under theoretical maximum values, 
the internal combustion engine is incapable of converting 100% of the supplied heat energy 
into mechanical energy. Typically, a gasoline engine’s ƞmax is theoretically 37%  for 
internal combustion engines.105 However, combustion does not occur in FCs, in which FCs 
directly convert chemical energy to electrical energy. Hence, the energy conversion 
efficiency of a FC is calculated through the ratio of the actual cell voltage (Vac) to the 
theoretical maximum (Vmax)
100,106, as seen in Equation 4.2. 
 
     Equation 4.2 
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For an ideal system, Vmax can reach 1.23 V based on Gibbs free energy at 25°C and 1 
atmospheric pressure, thus resulting in an efficiency of 83% that can exceed the Carnot 
limit, even at a relatively low operating temperature of 80°C.     
 Because FCs are solid-state devices, they have the ability to react chemically and 
instantaneously change loads. When operating on pure hydrogen, FCs tend to have an 
excellent response time. When developing electrical energy generating devices, FCs and 
batteries require the least amount of energy transformations versus heat engines. However, 
when used for mechanical energy generating devices, FCs, batteries, and heat engines have 
an equal number of conversions, even though their transformation steps are dissimilar. 
Energy loss is associated to each energy transformation. Therefore, the fewer 
transformations used, the greater the efficiency of the device.107  Hence, FCs are most ideal 
for applications desiring electrical energy as the final product. To further display the energy 
transformations for FCs and heat engines, the steps pertaining to electrical energy outputs 
are shown in Figure 4.2.  
FCs, unlike batteries, have a modular setup which allows for a simple and 
independent scaling between power (determined by the FC size) and capacity (determined 
by the fuel reservoir size) .  In batteries, power and capacity are often more complex.    A 
battery’s ability to scale at a larger size seems to be inadequate, whereas FC can scale from 
the 1-W range (cell phone) to the megawatt range (power plant).  Also, FCs have the 







Energy Transformation for Electrical Energy  
Electrical Chemical 
FUEL CELL 





Figure 4.2. Energy transformation steps within a FC and combustion heat engine. 
 
 
by refueling versus batteries using a time-consuming plug-in charging system or must 
simply being disposed of. 108 FC systems at low temperatures (< 212°F/100°C) are highly 
suitable for automotive applications. These low temperatures allow FCs to have a relatively 
fast startup while high-temperature hazards are reduced, and the energy conversion 
efficiency is increased. Furthermore, FCs can often be used in co-generation applications 
 61 
due to water and heat by-product generation. Both these by-products can be used for 
domestic or industrial applications.109  
 
4.3 Challenges of Fuel Cells 
 
Even though FCs present intriguing advantages, some essential disadvantages must 
be discussed in order to enhance the capability of using a FC in the near future. FCs often 
require the use of platinum as the acting catalyst in order to promote power generation. 
However, due to Pt being a rare precious metal, it is very expensive.98,99  Hence, research 
has shifted towards non-platinum group metal (non-PGM) catalysis in order to subdue cost, 
which will be further discussed in Section 4.6.5. However, performance results indicate 
further research must be done in order for these NPMC to progress to Pt standards.  
Even with a Pt catalyst present, power density is a significant limitation in most FC 
systems.  Power density denotes how much power a FC can produce per unit volume 
(volumetric power density) or per unit mass (gravimetric power density).  Some 
improvements in the past decades have been achieved with PEMFCs achieving automotive 
power density targets; however, further improvements are still required.96  According to the 
Ragone plot, the specific power or ability to generate power, combustion engines and 
batteries outperform FCs. However, FCs have a relatively closer performance in regards to 
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specific energy, or the amount of energy within a system, 100,101 which is demonstrated in 
Figure 4.3.   
Another hindrance for future FC applications is the lack of fuel availability and 
storage problems.  FCs work by using hydrogen gas, which is widely unavailable, has a low 
volumetric energy density, and storage is challenging.  The use of alternative fuels, such as 





Figure 4.3. Specific energy versus specific power for capacitors, super capacitors, 





usually requires restructuring of the fuel.  These problems can reduce FC performance and 
increase the requirement of supplementary equipment. Thus, even though gasoline is an 
attractive fuel from an energy density standpoint, in FCs gasoline is not the prominent 
preference. Additional FC limitations include operational temperature, susceptibility to 
environmental toxins, and durability under start-stop cycling.97-100,108,110  However, all these 
disadvantages will not be easily overcome.  Hence, FC researchers need to acquire and 
enhance technological solutions in order to transcend these obstructions.   
 
4.4 Applications for Fuel Cells 
 
Due to PEMFCs’ scalability, a wide range of power outputs from a few milliwatts 
up to millions of watts is achievable, making PEMFCs one of the leading researched FC 
systems.  The four main applications that depend on power output are: 1) backup, 2) 
portable, and 3) stationary power, and 4) transportation. A detailed summary of these 











My work’s primary application focused on transportation within automobiles using 
PEMFCs and AFCs.  The overall goal focuses on lowering FC cost and making a more 
affordable consumer product while maintaining performance. 
 
4.5 Polymer Electrolyte Membrane Fuel Cells 
 
Currently, PEMFCs are a main focus for the Department of Energy due to their 
applications within transportation application due to having a high power density, low 
temperatures, and solid electrolyte membrane.111-114 In our research, oxygen is used as the 
oxidant and hydrogen as the fuel, thus allowing for an oxygen reduction reaction (ORR) 
(i.e. loss of electrons) at the cathode and hydrogen oxidation reaction (HOR; i.e. gain of 
electrons) at the anode to occur. Collectively, these two reactions make up an oxidation-
reduction (redox) reaction of the FC, producing the formation of water.    
By separating the reactions, the electrons from the fuel are forced to flow through 
the external circuit and do work before completing the reaction.  PEMFCs utilize a solid 
proton conductive membrane as the electrolyte and separator of the anode and cathode. The 
solid proton membrane not only allows for ions to be transported from the anode to the 
cathode but separates the two electrodes from detrimental reactions occurring (i.e. 
combination of H2 and O2 directly). Due to the membrane electrolyte operating on protons, 
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any readily oxidized hydrogen-rich fuel (i.e. hydrogen gas, small chain alcohols [methanol 
and ethanol], and formic acid) can be utilized. Furthermore, in order for ions to be readily 
transported, the solid acid electrolyte is humidified with water. 27-29 Figure 4.4 depicts this 







Figure 4.4. Overall fuel cell process in PEMFCs. 
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Figure 4.5.  Half reactions occurring on the anode and cathode and the overall redox 
reaction in PEMFCs. 
 
 
In a commercial FC, the anode and cathode consist of a platinum catalyst coated 
onto a carbonaceous electrode surface. Since hydrogen is flowed through the anode, the 
hydrogen molecules dissociate upon contact with the platinum surface, weakly forming two 
H-Pt bond, and promoting HOR.  Upon this catalytic reaction, each hydrogen atom releases 
an electron to form a hydrogen ion (H+). Electrons flow through the external circuit creating 
electrical current as the H+ ions are simultaneously conducted through the membrane to the 
cathode.115-118 Thus, this departure frees the platinum catalyst site for the next hydrogen 
molecule to react.          
 At the cathode, one O2 molecule reacts with coated platinum catalyst under a four-
electron reduction process in a multi-step sequence. The mechanism of this complex 
process is still uncertain. However, the general assumption is that the oxygen molecules 
weakly bond to the platinum surface, breaking the double bonded O2 and forming a weak 
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O-Pt bond. Overall performance of PEMFCs are primarily limited by the sluggish ORR half 
reaction, which kinetically is more than 100 times slower than the counterpart HOR 
reaction.  Primarily, the difficulty with the ORR is due to the exceptionally strong O=O 
bond (498 kJ/mol), making the activation typically needed kinetically slow.119-122 Once 
oxygen atoms break from the platinum and combine with the two electrons that were 
transported through the external circuit, the two protons that traveled through the 
membrane, form one water molecule, and complete the redox reaction. 115-118 
 
4.6 Components of PEMFCs 
 
Within a PEMFC there are three main layers that make an active single cell, as depicted 
in Figure 4.6, including: 
1) Membrane electrode assembly (MEA) 
a. Anode, cathode, and gas diffusion layer 
b. Proton exchange membrane (PEM) 
2) Catalyst 
3) Hardware (specifically flow fields/current collector) 
Even though the process may at first seem simplistic, the overall components can be quite 
complicated. Section 4.6 describes the overall complex processes that occur in order for a 
single PEMFC to react reagents and conduct electrical current leading to power generation. 
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4.6.1 Membrane Electrode Assembly 
 
The two electrodes (anode and cathode), catalyst materials, and PEM all act together 
to form a MEA for a single PEMFC as shown in Figure 4.6. 
 
 
Polymer Electrolyte Membrane (PEM) 
Catalyst Layer 




Figure 4.6. Membrane electrode assembly consisting of the polymer electrolyte 





The anode, the negatively charged electrode, is composed of a gas diffusion layer 
(GDL) and platinum catalyst that are further discussed in below in Sections 4.6.2 and 
Chapter 4.6.4, respectively. The anode’s main objective is to allow hydrogen gas directed 
from the GDL to react with a platinum catalyst in order to release electrons and protons. 
The anode conducts the free electrons in order to be utilized in an external circuit.  The 
positively charged cathode also contains a GDL layer and, in commercial FC, a platinum 
catalyst. The cathode allows for electrons to be conducted from the external circuit to the 
reactive catalyst layer, where the electrons can recombine with the protons and oxygen to 
form water.123  
 
4.6.2 Gas Diffusion Layer 
  
In order to maximize obtainable current from the MEA, a backing layer is 
implemented. Both the anode and cathode catalysts are painted onto such backing layers to 
ensure an even catalyst distribution.  Typically, the backing layer is made of carbon cloth or 
paper due to their electron conductivity.  Furthermore, porous carbon is often implemented 
for effective diffusion for each reactant gas to the corresponding catalyst within the 
MEA,124 in this case, diffusion of gas molecules from a high concentration of the outer 
backing layer by the gas inlet to a lower concentration region of the inner side of the 
backing layer on the catalyst where the gas reacts.  Hence, the backing layer is often 
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referred to as the gas diffusion layer (GDL). The porosity of the GDL also allows for the 
spread of gas reactants as diffusion occurs, allowing for contact of the entire catalytic 
surface area.            
 Not only does the backing layer help with diffusion, it aids in water management. 
During FC operation, having the optimal amount of water is vital. Too little or too much 
water can be detrimental to the FC and terminate operation.   Utilizing the proper GDL 
allows for a sufficient amount of humidified water to reach the MEA while controlling 
liquid water production at the cathode to avoid cell “looding.” In order to avoid pore 
clogging within the carbon backing layer, the layers are often coated with Teflon™ that acts 
as a wet-proofer. Such actions prevent the loss of rapid gas diffusion which is needed in 
order to maximize the rate of the reactions at the electrodes.  
 
4.6.3 Solid Proton Exchange Membrane (PEM) 
 
The solid PEM is a type of plastic, a polymer that is typically referred to as a 
membrane. The most prevalent membrane used is Nafion®, manufactured and developed 
by DuPont. Depending on the corresponding application or desired testing, the membranes 
can vary in thickness from 50 to 175 microns.  Prospectively, a sheet of normal paper has a 
thickness of about 25 microns, thus an electrolyte solid membrane is 2 to 7 times as thick.  
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PEM are a unique electrolyte in the fact of when water is present, which the 
membrane readily absorbs, the negative ions are detained within the structure. Only positive 
ions are free and mobile within the membrane (Figure 4.7). In FC, specifically PEMFCs, 
these positive ions are often hydrogen ions, or protons, giving the generalized name of a 
proton exchange membrane. Hydrogen ions only flow through the membrane in one 
direction, from anode to cathode. Without this ion movement, the cell would remain 












Figure 4.7. Structure of Nafion® membrane with Teflon backbone, hydrophobic side 
chains, and hydrophilic sulfonic acid ions. 
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As indicated in Figure 4.7, the membrane structure is based on three regions, with 
the first being a polytetrafluroethylene (PTFE) chain, commonly referred to as a Teflon™ 
backbone, making the PEM relatively strong and stable. Attached to the Teflon™ backbone 
are the second region of  -O-CF2-CF-O-CF2-CF2 side chains that connect the molecular 
backbone to the third region.  The third region of the membrane are ion clusters of sulfonic 
acid ions, SO3
- H+. The negative SO3
- ions are permanently attached to the side chain. 
However, upon humidification of the cell and water absorption of the membrane, the 
hydrogen ions become mobile and proton transport occurs. The H+ are transported through 
a hopping mechanism in which the H+ hops from one SO3
- ion site to the next within the 
membrane and eventually to the cathode. Furthermore, the membrane is structured to have 
both hydrophobic and hydrophilic properties. The long-chained molecules in region two 
display hydrophobic abilities while the negative SO3
- ion is hydrophilic.  Hydrophilic 
properties are needed in order for proton transport to occur from the anode to cathode. 
However, hydrophobicity is essential to avoid an abundant amount of water formation and 
cell “flooding” on the cathode, hindering catalytic reactions. Hence, Nafion® acts as an 





4.6.4 Cost Effective, ORR Active, Non-PGM Catalyst  
 
 In order to achieve desired power levels at low temperatures within PEMFCs and 
AFCs, catalysts are needed to enhance the catalytic reactions. To date, PEMFCs and AFCs 
utilize Pt-based electrocatalysts. Within PEMFCs, HOR on Pt is a more facile 
electrochemical reaction versus ORR, leading to ~5-10 times more Pt on the cathode than 
the anode. However, as an industrial metal Pt is highly scarce and expensive, leading to a 
high production cost of FCs. The most probable solution for cost reduction is through the 
replacement of Pt with a low-cost non-PGM catalyst as the cathode material.  
 The first non-PGM materials were of metal-N4 macrocycles with the metal centers 
being either Co or Fe. The first ORR active electrocatalyst was discovered in 1970 by 
Jahnke et al.125 using a Co-N4 chelate on a carbon support. However, the catalytic activity 
of the Co-N4 chelate demonstrated a rapid decrease. Within a few years, research indicated 
that the catalytic activity and stability could be improved through the implementation of a 
heat treatment within an inert gas.126        
 Over the years, the correlation between heat treating and the change in activity and 
stability has been debated. Currently, three models are typically discussed explaining the 
enhanced ORR activity and stability within non-PGM catalysts. The first was by Vanveen 
et al. 127, who indicated that at temperatures around 500-600°C the macrocycle is not 
completely destroyed. Furthermore, they suggest that the ligand undergoes an alteration but 
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the metal-N4 structure remains intact. The second model, by Yeager, 
128 disagrees with the 
first and discusses the process under high-temperature treatments. Yeager suggests that the 
metal-N4 moiety decomposes around 400-500°C. As the temperature is increased to 
~800°C, the sample becomes a metal and oxide mixture. The oxygen species allow the 
catalyst to decrease in hydrophobicity, which leads to dissolution within an electrolyte 
medium. Furthermore, the metallic ions either absorb or coordinate to the carbon surface 
resulting in the formation of a carbon/nitrogen/metal structure.  In the third model, by 
Wiesener, 129 it is believed that the metal is only an intermediate. Within their scenario, the 
metal promotes the decomposition of the chelate and formation of an unknown 
carbon/nitrogen species used for promoting ORR. Thus, according to this model, the metal 
plays no significant role in the actual catalytic activity.  Even though all three models have 
varying viewpoints, they all suggest that an active ORR electrocatalyst must posses a 
carbonaceous species, nitrogen, and a metal center.  
 More recently, Ma et al. 53  pioneered the implementation of zeolitic imidazolate 
framework (ZIF)-based ORR electrocatalysts through the utilization of a cobalt (Co)-ZIF 
material. Subsequently, Prioetti et al. 130   utilized this discovery by replacing the Co metal 
with iron (Fe) and enhancing the ORR catalytic activity. The work discussed in Chapter 5 
further investigates the use of Fe-ZIF-based electrocatalyst for ORR catalytic activity.  
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4.6.5 Flow Fields /Current Collectors 
 
A plate is pressed against the outer surface of the GDL which serves the dual role of 
being a flow field and current collector.  These two plates serve as the last component in 
making up a single FC. These plates are light, robust, gas impermeable, electron 
conducting, and made from graphite.  The primary task of the plate is to serve as a gas 
“flow field” through the use of machined channels.  The overall design, including the 
pattern, width, and depth of the channels, tremendously impact the distribution 
effectiveness of the reactant gases across the MEA.  Furthermore, the channels also 
influence the effectiveness of humidification through the anode and water removal at the 
cathode. The secondary main purpose of the plate is to act as a current collector. The only 
other component to complete the single FC assembly is a load-containing external circuit, 
such as an electric motor, in which power is generated. 
 
4.7 Alkaline Fuel Cells 
 
AFCs are very similar in operation to PEMFCs. The major difference is the use of a 
potassium hydroxide (KOH, 30%) solution as the electrolyte. Furthermore, compared to 
PEMFCs, the cell flows backwards from cathode to anode. At the cathode, ORR occurs 
when oxygen and water are reduced to form hydroxide (OH-). These OH- travel across the 
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KOH electrolyte to the anode, where hydrogen molecules are oxidized to form water.  
Similar to PEMFCs, electrons are carried to an external load to provide power and advance 
to the cathode where the cycle continues. The principles behind this mechanism are 
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Redox Reaction = 
 E° = 0.83 V (SHE) 
 E° = 0.40 V (SHE) 
 E° = 1.23 V (SHE) 
 
Figure 4.9.  Half reactions occurring on the anode and cathode and the overall redox 
reaction in AFCs. 
 
AFCs are most advantageous over PEMFCs due to ORR being more favorable in 
alkaline than acidic environments due to a lower voltage drop. 131 Hence, higher voltages 
are achieved at comparable current densities, leading to a higher efficiency of the system. 
Subsequently, smaller amounts of noble metal and non-PGM electrocatalysts can be 
utilized. Furthermore, similar to PEMFCs, AFCs are capable of operating at room 
temperature and utilizing a cold start-up.   
 Unfortunately, the major disadvantage to AFCs is the CO2 sensitivity of the alkaline 
electrolyte forming carbonates, as shown in Reaction 4.3. 
 
CO2 + 2OH
-  CO32- + H2O   Reaction 4.3 
 
The formation of carbonates is the main reason of poor long-term stability of AFCs. Hence, 
AFCs have been mainly used in applications where CO2 is not present, such as space 
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applications, where pure H2 and O2 can be utilized. Poisoning of the electrolyte is often 
avoided through circulating electrolytes and regenerating the electrode pores through acid 
washing.  
 
4.8 Principles of Rotating Ring Disk Electrode 
 
Rotating disk electrode (RDE) and rotating ring disk electrode (RRDE) are often 
used to predetermine onset potential, catalytic activity, and number of electrons transferred 
for an electrochemical catalyst in FC systems.  Rotating, also known as a hydrodynamic 
method, is applied in order to attain a fast steady state and achieve high precision in 
measurements. Within hydrodynamic systems, usually two different types of fluid flow are 
considered, laminar and turbulent.  Laminar flow occurs in a smooth, steady flow and in 
parallel layers, such as seen in water flowing through a pipe. Turbulent flow is random or 
chaotic flow of the system, such as in vortexes.  The turbulent flow in the case of RRDE 
system is due to convection, which occurs by rotating the electrode. Convection is utilized 
to significantly increase the mass transport rate of the bulk solution to the electrode surface. 
However, the solution nearest to the electrode head rotates with the electrode, creating a 
stagnant layer, known as the boundary layer.  
Within the boundary layer convection is negligible and diffusion becomes the 
dominant factor due to the transportation of an ion through a thin solution layer called the 
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diffusion layer. The Levich equation relates the cathodic limiting current ) of the 
oxidized molecule to the convection and diffusion of the electrode by Equation 4.4: 
 
     
                     Equation 4.4 
                          
where n is the number of electrons per molecule, F is Faraday’s constant equal to 96485 
coulombs per mole, A is the electrode area (cm2), D0 is the diffusion coefficient (cm
2 s-1) of 
the oxidized molecule, C0 is the bulk concentration (mol cm
-3), and ω is the angular rotation 
rate of the electrode. The limiting current is utilized in order to calculate kinetic current (Ik), 
which also correlates to the Faradaic current density (IF).  The Faradaic current density is 
generated when the capacitance current (ICAP), or an argon (Ar) background, is subtracted 
from the current density in an O2 saturated electrolyte (Io), generating Equation 4.5. 
 
 
             
                       Equation 4.5 
   
             A typical RRDE curve after Ar background subtraction is shown in Figure 4.10. 
The plot is used to determine the open circuit potential (OCV) and half-wave potential 
(E1/2) of the catalyst layer. The OCV is determined to be the point in which current is first 
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generated. The E1/2 is located half way between the zero current point and the limiting 
current, as indicated below. 
 
 



































Figure 4.10.     Typical RRDE curve displaying the zero current (i =0) open circuit potential 





            If the diffusion of O2 reached infinity, the IF
 would be only controlled by the ORR 
kinetics of the catalyst, which is known as the kinetic current (Ik).  The Koutecky-Levich 
equation allows for the relationship between Ik and IF  to be established, as seen in Equation 
4.6: 
 
     Equation 4.6 
  
                                  
Furthermore, IK can be employed in order to report the mass activities (IM), given by 
Equation 4.7, of a catalyst and allows for normalized current comparisons by dividing by 
the catalyst mass (mc). 
 
                                                   
                                    Equation 4.7 
As indicated in Figure 4.11, reactions occurring on the catalyst surface correlate to a change 
in current for the RRDE plot.  In order to perform RRDE experiments on a cathodic 
catalyst, the following is needed for a three-electrode system:  a working electrode (WE), a 
reference electrode (RE), and a counter electrode (CE).  The WE consists of both a glass 
carbon disk (GC) and precious metal ring (usually Pt), where reactions occur at both the GC 
and Pt ring. As oxygen flows over the catalyst layer on the WE, the catalyst can have a 
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four- or two-electron reaction. If only a two-electron reaction occurs, the product is 
instantaneously reacted with the ring, at a given potential, where another two-electron 
reaction occurs, as seen below in Equation 4.8. 
 




             Using a ring-disk electrode, the number of electrons can be calculated through 
the utilization of the ring current (IR), the ring’s collection efficiency (37%), and the 
disk current (ID). 
     Equation 4.8 
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As indicated in Equation 4.9, the hydrogen peroxide yield (H2O2 %) can also be calculated 
by utilizing Ir, N, and Id. 
     
    Equation 4.9 
 
4.9 Fuel Cell Performance and Limiting Factors 
 
A current potential polarization curve can be achieved using a potentiostat. A 
potentiostat is crucial in controlling the voltage between the WE and RE and used for 
measuring the current flow between the WE and CE. A CV is achieved when a chosen low 
and high potential are cycled between, thus resulting in a voltammogram. This potential 
sweep is linear, and the sweeping rate in our experiments was carried out at 10 mVs-1.  
Prior to scanning, the WE is held at an open circuit potential that is taken when the 
electrochemical reaction is at equilibrium. Upon scanning, the potential increases (or 
decreases) in order to cause oxidation (or reduction) of the electrochemically active species, 
which causes anodic (or cathodic) current to occur. As the reaction continues, the current 
corresponds with the potential increases during the scan due to faster reaction kinetics. 
When the concentrations of the oxidized and reduced electrochemically active species reach 
a standard state on the surface of the electrode, the standard potential, Eo, is observed. The 
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highest corresponding current is reached when all the reduced (or oxidized) 
electrochemically active species are consumed and the mass transport rate of these species 
reaches a maximum rate.  
When the potential continues to either decrease or increase beyond the mass 
transport limit, the current starts to decline due to the double-layer thickness and leads to a 
anodic (or cathodic) peak. When the potential reaches the set potential limit, the sweep 
reverses directions and scans to the new limit. Again, the reverse potential scan causes a 
reaction of the electrochemically active species and a cathodic (or anodic) peak is observed. 
Both these peaks are of the same height, unless a side electrochemical reaction occurs. 
Figure 4.12 shows a typical CV of a Pt on a WE in an O2-saturated acidic solution of 0.1 M 
perchloric acid.  



















E (V) vs. RHE  
Figure 4.12. CV of Pt in 0.1 M perchloric acid. 
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Unfortunately, actual voltage output of a FC is less than the thermodynamically 
calculated voltage due to outside contributing factors. Furthermore, a dilemma between 
current and voltage remains a limiting factor for enhancing total power. As more current is 
drawn from the FC, the voltage output decreases. Such a phenomenon can be examined 
through the equation for power (P): 
                
    P = iV    Equation 4.10 
where i is the current and V is the voltage. In order to fully understand the power density 
being produce from a FC, a power density curve is often constructed by multiplying the 
voltage at each point on the i-V curve by each corresponding current density, as Equation 
4.10 suggests. For example, Figure 4.13 displays the typical combined FC i-V and power 
density curves.  
 




FC current is directly proportional to the amount of fuel consumed, in which each 
mole of fuel produced n moles of electrons. Hence, as voltage and power are directly 
proportional and are often viewed as a method in measuring efficiency. Therefore, 
interchangeably using voltage and “efficiency” as describing the y-axis is conventional.  
Sustaining high voltage with the presence of high current loads is therefore crucial in order 
to implement and enhance FC technology.  
However, due to irreversible losses, voltage output is less than the 
thermodynamically predicted value. As current increases, these losses become more 
prevalent, which is indicated in the standard i-V curve. The three main reaction steps each 
contribute to these losses through: 
1. Electrochemical reaction = Activation loss (ƞactivation) 
2. Ionic (and electronic) conduction = Ohmic loss (ƞohmic) 
3. Reactant (mass) transport = Concentration loss (ƞconc) 
Hence, the real voltage output (V) can be described as:   
               
         Equation 4.11 
 
where Ethermo is the thermodynamically predicted open-circuit voltage.  
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These major losses can be identified through the characteristic shape of the i-V 
curve in Figure. 4.14, as previously discussed. The losses can be described in each change 
of the characteristic sigmoidal curve with the beginning loss due to activation, the middle 
due to ohmic, and the tail end from concentration losses.  Equation 4.11 is the fundamental 





































Ideal Theoretical Voltage 
Activation Region 
(Reaction Rate Loss) 
Ohmic Region 
(Resistance Loss) 
Mass Transport Region 
(Gas Transport Loss) 
Limiting Current Region 
 
Figure 4.14. Characteristic polarization curve indicating major regions of activation, 
ohmic, mass transport, and limiting current.   
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4.9.1 Activation Losses 
 
The primary reason for activation losses is sluggish electrode kinetics. Like 
chemical reactions, electrochemical reactions involve an activation energy that must be 
overcome by the reactants. Realistically, each complex surface electrochemical reaction step 
has individual reaction rates and activation energy leading to an activation loss.  Generally, 
the voltage drop is controlled by the activation losses of one or more rate-limiting steps. The 
voltage drop due to activation polarization can be approximated in an electrochemical 
reaction when ƞact≥ 50-100 mV by using the Tafel equation. The activation polarization in 
Equation 4.12 is as follows: 
 
        Equation 4.12     
                                         
where α is the electron transfer coefficient of the reaction of the given electrode and io is the 
exchange current density. As shown in Figure 4.15, Tafel plots provide a visual 
understanding of the activation region and, when extrapolated to ƞactivation = 0, measure the 
exchange current density, also known as the maximum extractable current. Furthermore, the 
Tafel plot slope, which is equal to RT/αnF in Equation 4.12, is utilized in observing the 
activation polarization. For example, low Tafel slopes are most desirable in the aspect that 
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if the current density increases, the activation polarization will change minimally leading to 




































) Exchange Current when ƞactivation = 0 
 
Figure 4.15.  Tafel plot and exchange current extrapolation. 
 
4.9.2 Ohmic Losses 
 
The resistance to the flow of ions in the electrolyte and through the electrode lead to 
ohmic losses. In the electrolyte, ohmic losses are primarily formed from electrode 
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separation and lack of ionic conductivity in the electrolyte.  Both the electrolyte and 
electrodes obey Ohm’s law, hence giving Equation 4.13: 
 
    Equation 4.13 
 
where I is the current flow and R is the total resistance (electronic, ionic, and contact, also 
given as R = Relectronic + Rionic + Rcontact, respectively). Due to the total resistance being 
dominated by one particular resistance component, depending on the electrode materials 
and FC conditions, the resistance is normalized with respect to the active cell area. Hence, 
the units for the resistance are often seen as Ω cm2.  
 
4.9.3 Mass Transport Losses 
 
Product dilution becomes dominant when reactants are consumed at an electrode 
during an electrochemical reaction, leading to a limitation of fresh reactant supply and 
product evacuation. Thus, a concentration gradient is formed, becoming the driving force of 
the mass transport process. In PEMFCs, the porous electrodes interact with a multi-phase 
flow of gas and liquid, which has a significant mass transport impact. For example, product 
evacuation is often the primary limiting factor due to the diffusivity differences in hydrogen 






OXYGEN REDUCTION ELECTROCATALYSTS FROM ONE-POT SYNTHESIZED 




A series of non-precious metal electrocatalysts was prepared by pyrolyzing Fe-
doped, Zn-based zeolitic imidazolate frameworks (ZIFs) synthesized via a robust one-pot 
process using imidazole and several of its derivatives. Excellent activity toward the oxygen 
reduction reaction was demonstrated, of which the onset potential was found to be sensitive 
to the structures of ZIF’s organic ligand in the precursors, whereas the FC current-voltage 
polarization was influenced by the surface property of the final catalysts. 
Metal-organic frameworks (MOFs) are hybrid crystalline materials that lie at the 
frontier of material research and have wide applications in gas storage/separation, catalysis, 
sensing, biomedical fields, etc.132-136 Besides the applications of pristine MOFs, there is a 
growing trend of using MOFs as sacrificial templates in preparing other carbon and 
nanomaterial which can be used in supercapacitors, batteries, and as electrocatalysts for  
 
______________________________  







energy storage and conversion.137-140     As a subclass of MOFs, zeolitic imidazolate 
frameworks (ZIFs) are coordination polymers composed by N-containing ligands (e.g. 
imidazole and its derivatives) and metal ions with a tetrahedral coordination mode (mostly 
Zn and Co).141-144 Because of the N-rich composition, ZIFs can be used as sacrificial 
templates in preparing N-doped carbon materials.145-147 Carbon composites containing 
nitrogen and transition metals (TM/N/C, TM = Fe, Co, etc.) have been shown with 
promising activity toward oxygen reduction reaction (ORR) in both acidic148-160 and 
basic161-164 media. Therefore, they stand an excellent chance as the alternative cathode 
catalysts to replace expensive Pt and Pt-group metals (PGM) in the polymer electrolyte fuel 
cells (PEFCs).96 Our group pioneered the approach of ZIFs-based ORR electrocatalyst by 
using a Co-ZIF as the sacrificial template.165 The activity of ZIFs-based catalysts was 
significantly improved by Proietti et al., 130 who demonstrated an excellent FC performance 
by using a Zn-ZIF (ZIF-8141,142) in the precursor. Later on, by pyrolyzing a mixture of Fe-
ZIF and Zn-ZIF, cathode catalyst was shown to have an onset potential of 0.977 V and a 
measured volumetric current density of 12 A cm-3 at 0.8 V in a single cell test.166 Several 
other ZIFs have been tested for their ORR catalytic activity167 and a mechanistic study 
found that the Fe-ligand coordination strength played an important role in the ZIFs-based 
catalyst’s activity.168 Currently, only ZIF-8 is commercially available and is relatively 
expensive due to an extensive fabrication process involving crystallization and 
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separation.169 Herein, a robust one-pot synthetic process of preparing Zn-based ZIF 
precursors with or without the   inclusion of iron organometallic complex is described. The 
new method uses solid-state synthesis followed by pyrolysis without the need for solvent 
and separation, thereby substantially reducing the process and material costs. More 
importantly, the method is highly versatile in preparing a variety of Zn-based ZIFs. In 




172 were successfully prepared, which afforded us to investigate the impact of 
different N-containing ligands on the catalyst activities. Adding an ion organometallic 
complex (tris-phenanthroline iron, TPI) with low concentration led to the uniform 
dispersion of the transition metal complex without altering ZIF structure during the one-pot 
synthesis. The TPI-doped ZIFs were converted directly to Fe/N/C catalysts through 
pyrolysis. The catalytic activity was evaluated at both rotating ring-disk electrode (RRDE) 
and single cell levels. Excellent ORR activities were observed which also exhibited 
interesting dependence on the ligand structure. In addition, a variety of characterization 
techniques were employed in an attempt to establish the structure-function relationship of 
the new catalysts. Our approach not only simplifies the preparation method of ZIFs-based 
electrocatalysts, rendering it suitable for large-scale production with low cost, but also 
paves the new way of synthesizing ZIFs from various ligands to study their impact on the 
catalytic activity.  
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5.2 Materials and Methods 
5.2.1 Instrumentation Techniques and Parameters 
Commercially available reagents were used as received without further purification. 
Powder X-ray diffraction (PXRD) patterns were obtained on a Bruker D8 ADVANCE X-
ray powder diffractometer at a scan rate of 0.02 degree s-1. Ball milling was carried out on a 
Retsch PM 100 planetary ball mill. The surface area and pore size distribution data were 
obtained by measuring nitrogen sorption isotherms at 77 K on a Micromeritics ASAP 2020 
surface area and pore size analyzer. Pore size distribution was calculated using the nonlocal 
density functional theory (NLDFT) model in the Micromeritics ASAP2020 software 
package (assuming slit pore geometry). Before measurements, samples were degassed at 
180°C overnight. UHP grade He and N2 were used for all measurements. 
X-ray photoelectron spectroscopy (XPS) experiments were done using a Kratos™ 
Axis Ultra DLD surface analysis instrument. The base pressure of the analysis chamber 
during these experiments was 3 x 10-10 torr, with operating pressures around 1 x 10-9 torr. 
Spectra were collected with a monochromatic Al Kα source (1486.7 eV) and a 300 x 700 
micron spot size. The Al source was operated at 13 mA of emission current with the target 
anode set to 15 kV; the resulting power was 195 W. For survey spectra, the data were 
95 
collected at a pass energy of 160 eV (fixed analyzer transmission mode), a step size of 1 
eV, and a dwell time of 200 ms. 
High-resolution regional spectra were collected with a pass energy of 20 eV (fixed 
analyzer transmission mode), a step size of 0.1 eV, and a dwell time of 300 ms. For low 
signal-to-noise regions, multiple passes were made, and the results averaged together. Peak 
position was corrected by referencing the C 1s peak position of adventitious carbon for a 
sample (284.8 eV, PHI Handbook of Photoelectron Spectroscopy), and shifting all other 
peaks in the spectrum accordingly. Fitting was done by using the program CasaXPS. Each 
relevant spectrum was fit to a Shirley/Linear-type background to correct for the rising edge 
of backscattered electrons that shifts the baseline higher at high binding energies. Peaks 
were fit as asymmetric Gaussian/Lorentzians, with 0-30 % Lorentzian character. The 
FWHM of all sub-peaks was constrained to 0.7-2 eV, as dictated by instrumental 
parameters, lifetime broadening factors, and broadening due to sample charging. 
With this native resolution set, peaks were added, and the best fit, using a least-
squares fitting routine, was obtained while adhering to the constraints mentioned above. 
Elemental analyses were obtained from Columbia Analytical Services, Ltd. Scanning 
electron microscopy (SEM) images were collected on a Hitachi S4700 FE-SEM. 
Transmission electron microscopy (TEM) work was carried out with a JEOL 2100F 
Schottky field emission gun TEM (FEG-TEM) operated at 200keV. Digital micrographs 
were recorded with a Gatan Image Filter (GIF) Tridiem system. Scanning transmission 
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electron microscopy (STEM) images were collected with the STEM operation mode of the 
J2100F with 1-nm electron beam using a high angle annular darkfield (HAADF) detector. 
Raman measurements were carried out at room temperature with the use of a Raman 
microscope spectrometer (Renishaw, Ltd.) equipped with a He:Ne laser (633 nm). A 180° 
reflective geometry with the analyzer polarization parallel to the incident laser beam 
polarization was adopted. The laser spot diameter was around 1 µm and low laser power 
was applied to ensure no sample damage. 
5.2.2 One-Pot Synthesis of Zeolitic Imidazolate Frameworks (ZIFs) 
The one-pot synthesis of ZIFs was carried out according to the reported procedure.19 
The stoichiometric ratio between ligand and ZnO was 2.2:1. Take Zn(Im)2 for an example: 
imidazole (748.8 mg, 11 mmol, Aldrich) and ZnO (407.0 mg, 5 mmol, Aldrich) were 
combined, ground, and sealed in an autoclave under Ar atmosphere. The mixture was 
heated at 180 °C for 18 hours. The product was obtained as white powder. The 
electrocatalyst precursor was obtained similarly, with adding 5 wt% of 1,10-phenanthroline 
iron(II) perchlorate (TPI) in the mixture of ligand and ZnO. Take Zn(Im)2TPI for example: 
imidazole (748.8 mg, 11 mmol, Aldrich), ZnO (407.0 mg, 5 mmol, Aldrich), and TPI (57.8 
mg, 0.073 mmol, Alfa Aesar) were combined, ground, and sealed in an autoclave under Ar 
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atmosphere. The mixture was heated at 180 °C for 18 hours. The product was obtained as 
pink powder. 
5.2.3 Synthesis of Electrocatalysts 
The electrocatalyst was prepared by weighing the precursor (100 ~ 150 mg) in a 
ceramic boat and placing it in a quartz tube (1 inch diameter). The tube was sealed airtight 
and purged with Ar for 0.5 hour before it was heated at 1050 °C for 1 hour under a flowing 
Ar atmosphere. The pyrolyzed sample was sonicated in H2SO4 (1 M) for 2 hours and 
continuously agitated at room temperature for 20 hours. The acid-washed sample was 
washed with water until it was neutral, dried at 80 °C under vacuum for 24 hours, and then 
pyrolyzed again at 950 °C for 15 minutes under a flowing NH3 atmosphere to give the final 
product. 
5.2.4 Rotating Ring-Disk Electrode Experiments 
The ORR catalytic activity was studied using rotating ring-disk electrode (RRDE) 
experiments on an electrochemical workstation (CH Instruments 760D) at a rotation speed 
of 1600 rpm. The electrolyte was 0.1 M HClO4 and was contained in a three-compartment 
glass cell. The reference electrode was a Hg/Hg2SO4 electrode filled with 0.5 M H2SO4. A 
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gold wire was used as the counter electrode to avoid potential contamination by Pt. A 
glassy carbon (GC) ring-disk electrode with a Pt ring and an area of 0.2472 cm2 (Pine 
Instruments AFE7R9GCPT) was used as the working electrode. The ink formulation was 5 
mg of catalyst, 50 mg of 5 wt% Nafion® in alcohol (Aldrich, batch #: MKBB1351) and 
500 mg of methanol. The ink was sonicated for 30 minutes and then agitated overnight. 
Before each test, the GC electrode was polished with 0.05 µm Gamma Micropolish alumina 
powder and rinsed generously with deionized water of high purity. Then 15 µL of ink 
containing around 100 µg of catalyst was pipetted onto the GC and allowed to dry in the 
air, resulting in a catalyst loading of ca. 400 µg cm-2. 
Experiments were conducted at room temperature and atmospheric pressure using 
UHP-grade gases. The electrolyte was purged under each gas for at least 30 minutes before 
the tests, and the gas flow was maintained over the solution during the experiments. 
Capacitive background current was first recorded in the Ar-purged electrolyte using the 
potential sweep from 0 V to 1.0 V (vs. RHE) at a scan rate of 10 mV s-1. The electrolyte 
was subsequently purged with O2, followed by cathodic linear sweep voltammetry (CLSV) 
at the same scan rate (10 mV s-1) for ORR activity test. The ring potential was set at 1.24 V 
(vs. RHE). 
The oxygen reduction polarization currents were corrected by subtracting the 
background current from that obtained from CLSV. 
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5.2.5 Catalyst Durability Study 
The catalyst durability study was performed at room temperature under Ar or O2 
environment using the same RRDE experimental setup as described above. The catalyst 
inks of all four samples (Zn(Im)2TPIP, Zn(mIm)2TPIP, Zn(eIm)2TPIP, and 
Zn(4abIm)2TPIP) were prepared and coated over the disk electrode. Each sample was 
subjected to multiple voltages cycling in either argon-purged or oxygen-saturated perchloric 
acid electrolyte and the catalyst activity was tested periodically between the cycles. 
Prior to the start of multicycling, the electrolyte was purged by Ar for 1 hour to 
remove any residual oxygen before the background could be taken. Capacitive background 
current was then recorded in an Ar atmosphere at 1600 RPM using a potential sweep from 0 
V to 1.0 V (vs. RHE) at a scan rate of 10 mV s-1. Subsequently, the electrolyte was purged 
in O2 for 30 minutes followed by a cathodic linear sweep voltammetry (CLSV) at a scan 
rate of 10 mV s-1 to obtain a preliminary ORR activity. For catalyst durability in oxygen- 
saturated electrolyte, the catalyst was tested by running a given number of cycles in an O2 
atmosphere using the potential sweep from 0.6 V to 1.0 V (vs. RHE) at a scan rate of 50 
mV s-1. In between these cycles, voltage-current polarization graphs were taken to detect 
the change of the catalyst activity. 
Similar test protocol was used to study the catalyst durability in argon-purged 
electrolyte. The catalyst was cycled using the same sweeping potential and the scan rate 
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except that the electrolyte was free of oxygen. After a given number of cycles, the 
electrolyte was bubbled with oxygen until saturation, followed by a CLSV measurement to 
test the change of the catalytic ORR activity. Upon finishing the activity measurement, the 
electrolyte was purged again by Ar before another round of cycling. 
5.2.6 Single Fuel Cell Test: Preparation of the Cathode 
An ink solution containing electrocatalyst (36 mg), Nafion® (720 mg, 5 wt% 
solution, Aldrich, batch #: MKBB1351), ethanol (489 μL), and water (272 μL) was 
sonicated for 1 hour and stirred for 0.5 hour and then painted onto a piece of carbon paper 
(5 cm2, Avcarb GDS1120) to create the cathode, which was then heated under vacuum at 
80 °C for 1 hour. The catalyst loading was 1.6 mg cm-2. 
5.2.7 Single Fuel Cell Test: Preparation of the Anode 
An ink solution containing Pt/C (20 mg, 20 wt% of Pt, BASF), Nafion® (400 mg, 5 
wt% solution, Aldrich, batch #: MKBB1351), ethanol (544 μL), and water (252 μL) was 
sonicated for 1 hour and stirred for 0.5 hour and then painted onto a piece of carbon paper 
(5 cm2, Avcarb GDS1120) to create the anode, which was then heated under vacuum at 80 
°C for 1 hour. The Pt loading was 0.3 mg cm-2. 
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5.2.8 Single Fuel Cell Test: Preparation of Membrane Electrode Assembly (MEA) 
 The prepared cathode and anode were pre-pressed against either side of a Nafion® 
211 membrane (DuPont) at 120 °C for 1 minute using a load of 500 lb. The pre-pressed 
assembly was then hot-pressed at 120 °C for 2 minutes using a load of 1000 lb to yield the 
final MEA for the polarization curve test. MEA for Tafel plot study was prepared similarly 
using a Nafion® 117 membrane (DuPont). 
5.2.9 Testing Fuel Cell Performance 
 The FC test was carried out on a FC test station (Scribner 850e) using a single cell 
with serpentine flow channels and a geometric electrode surface area of 5 cm2. UHP-grade 
gases were used. During the test, the cell temperature was kept at 80 °C. Gases were 
humidified at 80 °C and were kept at a constant flow rate of 0.3 L min-1 for H2 and 0.4 L 
min-1 for O2, respectively. The total pressure was set at 23 psi for both anode and cathode. 
A polarization curve was recorded by scanning the cell current from 0 to maximum at a 
scan rate of 10 mA s-1. A catalyst density of 0.37 g cm-3 was determined directly from the 
cathode layer-thickness measurement by SEM, which was used to calculate the volumetric 
current density.130 
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5.3 Results and Discussion 
This work’s approach is based on the solid-state synthesis of ZIFs, in which ZnO 
was mixed with N-containing ligands and heated directly to yield ZIFs with only water as 
the by-product.19,173 Not only was the reported ZIFs from solid-state synthesis containing 
ligands 2-methylimidazole (HmIm)19 and imidazole (HIm)173 synthesized, but ZIFs that 
have not been previously reported were containing ligands 2-ethylimidazole (HeIm) and 4-
azabenzimidazole (H4abIm), respectively. Ligands were mixed with nanopowder ZnO at 
the molar ratio of 2.2:1. The mixtures were ground gently to ensure their homogeneity, 
followed by heat treatment at 180 °C for 18 hours to produce the crystalline ZIFs, as 
previously discussed above in materials and methods. The resulting ZIFs were denoted as 
Zn(ligand)2 (Figure 5.1). 
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Figure 5.1. a) Chemical structures of ligands and iron additive. b) Crystal structure of
Zn(Im)2. c) Crystal structure of Zn(mIm)2 (aka ZIF-8, yellow balls represent void). d) 
Crystal structure of Zn(eIm)2. e) Crystal structure of Zn(4abIm)2. 
As can be seen from the powder X-ray diffraction (PXRD) spectra in Figure 5.2, the 
one-pot synthesized ZIFs have very pure phases that are identical to those simulated based 
on the crystal structures,141,142,170-172 with the complete consumption of the starting 
materials. Scanning electron microscope (SEM) images also reveal that the one-pot 
synthesized ZIFs have ordered crystalline shapes, which are similar to ZIFs obtained 
through solvothermal reactions (Figure 5.3). 
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Figure 5.2. PXRD spectra for simulated and synthesized ZIF materials. 
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Figure 5.3. SEM images of a) Zn(Im)2; b) Zn(Im)2TPI; c) Zn(Im)2TPIP; d) Zn(mIm)2; e) 
Zn(mIm)2TPI; f) Zn(mIm)2TPIP; g) Zn(eIm)2; h) Zn(eIm)2TPI; i) Zn(eIm)2TPIP; j) 
Zn(4abIm)2; k) Zn(4abIm)2TPI; l) Zn(4abIm)2TPIP. 
106 
The obtained pure ZIFs, however, cannot be directly used as the precursors to 
prepare electrocatalysts without the presence of the transition metals such as Fe, Co, etc. In 
the previously reported ZIFs-based electrocatalysts, the transition metals are either part of 
ZIFs’ frameworks,165,166 or added separately.130 In our method, 5 wt% of tris-1,10-
phenanthroline iron(II) perchlorate (TPI, Figure 5.1) was added during the one-pot 
synthesis of ZIFs with the products named as Zn(ligand)2TPI. 
PXRD spectra demonstrate that adding TPI does not disturb the crystallization of 
ZIFs (Figure 5.2). TPI may either exist as small aggregates on ZIF crystals or be 
incorporated into ZIF cavities. The one-pot synthesized Zn(ligand)2TPI precursors were 
then pyrolyzed at 1050 °C under Ar for 1 hour. An acid-washing step was applied afterward 
to remove the leached metals followed by a second heat treatment at 950 ºC under NH3, 
with the final products denoted as Zn(ligand)2TPIP. Based on PXRD spectra, pyrolysis has 
turned Zn(mIm)2TPI, Zn(eIm)2TPI, and Zn(4abIm)2TPI into amorphous carbons (Figure 5.2 
b-d). 
The ordered crystalline shapes of these ZIF particles were lost, replaced by porous 
and agglomerated particles (Figure 5.4). Transmission electron microscopy (TEM) images 
of these three samples reveal amorphous structures, which is consistent with the PXRD 
results (Figure 5.4 b-d). Interestingly, scanning transmission electron microscope (STEM) 
demonstrates a foam-like structure in Zn(mIm)2TPIP (Figure 5.4 f), which is different from  
Zn(eIm)2TPIP and Zn(4abIm)2TPIP (Figure 5.4 g, h). This is probably because 
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Zn(mIm)2TPI is the only porous precursor among the four and develops more meso-pores 
after pyrolysis. 
Zn(Im)2TPI is special among all the samples. After pyrolysis, this material 
demonstrates strong PXRD peaks that belong to graphite (JCPDS card no. 41-1487) and 
iron carbide (JCPDS card no. 89-5901) (Figure 5.2 a). 
Figure 5.4. TEM images of a) Zn(Im)2TPIP; b) Zn(mIm)2TPIP; c) Zn(eIm)2TPIP; d) 
Zn(4abIm)2TPIP. STEM images of e) Zn(Im)2TPIP; f) Zn(mIm)2TPIP; g) Zn(eIm)2TPIP; h) 
Zn(4abIm)2TPIP. 
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C 1s X-ray photoelectron spectroscopy (XPS) spectra indicate a much higher 
content of C-Fe in Zn(Im)2TPIP compared to the other three samples (Figure 5.5), 
confirming the existence of iron carbide. Besides an amorphous structure, bamboo-shaped 
multiwalled carbon nanotubes are identified in the TEM images of Zn(Im)2TPIP (Figure 5.4 
a), which is also confirmed in the SEM image (Figure 5.3 c). Nanoparticles sticking around 
those carbon nanotubes are found in the STEM image (Figure 5.4 e), which are presumably 
the residual iron or iron carbide. Such structure was attributed to improve the catalyst 
durability by recent studies.160,174,175 
Raman spectra was also investigated for all four samples to enunciate the difference 
in their carbonaceous structures (Figure 5.6). For amorphous carbon, the increase in 
intensity of D peak is due to the formation of large clusters of carbon rings, and the higher 
ID/IG indicates increase of ordering in carbon structure. Zn(Im)2TPIP exhibits the highest 
ID/IG value among the four, which has also been confirmed by its graphitic peak in PXRD 
(Fig. 5.6 a) and nanotube morphology by TEM (Fig. 5.4 a). Other samples still have 
dominant feature of amorphous carbon, even after thermolysis at 1000 °C.  
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Figure 5.5. XPS spectra of a) Zn(Im)2TPIP, C1s; b) Zn(Im)2TPIP, N1s; c) 
Zn(mIm)2TPIP, C1s; d) Zn(mIm)2TPIP, N1s; e) Zn(eIm)2TPIP, C1s; f) Zn(eIm)2TPIP, N1s; 
g) Zn(4abIm)2TPIP, C1s; h) Zn(4abIm)2TPIP, N1s.
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Figure 5.6. Raman spectra of Zn(Im)2TPIP, Zn(mIm)2TPIP, Zn(eIm)2TPIP, and 
Zn(4abIm)2TPIP. 
All the spectra show D and G bands at around 1328 and 1586 cm-1, respectively. 
The ratio of D to G band intensity, ID/IG, follows the order of Zn(Im)2TPIP > 
Zn(mIm)2TPIP > Zn(eIm)2TPIP > Zn(4abIm)2TPIP, suggesting a decreasing of the 
graphitization level in amorphous carbon.176,177 
The surface area and pore size distribution are two important factors generally 
associated to the ORR catalyst performance. 153 Typically, a highly porous precursor would 
lead to a catalyst with high surface area and good activity. The surface area and porosity of 
one-pot synthesized ZIFs before and after pyrolysis were measured using N2 sorption 
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isotherms at 77 K (Figure 5.7 a, b). Interestingly, Zn(mIm)2 (ZIF-8) is the only porous ZIF 
among the four before pyrolysis, with a Brunauer-Emmett-Teller (BET) specific surface 
area (SSA) of 2065 m2 g-1, which is by far the highest of all the reported surface areas of 
ZIF-8. 142,173 Adding TPI during synthesis decreases the BET SSA to 1629 m2 g-1, possibly 
because of blocking and/or trapping inside pores of Zn(mIm)2 by TPI. The other three ZIFs 
have basically no surface areas with or without the addition of TPI. After pyrolysis, 
however, all four samples show hybrid micro/meso-porous structures (Figure 5.7 c, d), with 
considerably high BET SSA ranging from 443 to 1277 m2 g-1 (Table 5.1).  
Obviously, the porosity of ZIF precursors is not a prerequisite to obtain porous 
structures with pyrolysis. 178 As previously reported, the porosity comes not only from the 
crack of the framework but also from the evaporation of Zn during pyrolysis.130,166 
Generating high-SSA catalysts by pyrolyzing ZIFs-based precursors with or without initial 
porosity represents a major finding from the current study. 178 Such advantage enables us to 
systematically measure the influence of different imidazole ligands in ZIF precursor to the 
composition, surface property, morphology, and performance of the final catalyst for the 
first time. 
The ORR catalytic activities of the pyrolyzed samples were tested using rotating 
ring-disk electrode (RRDE) methods (Figure 5.8). 
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Figure 5.7. a) N2 sorption isotherms of one-pot synthesized Zn(mIm)2 and
Zn(mIm)2TPI. b) Pore size distribution of one-pot synthesized Zn(mIm)2 and Zn(mIm)2TPI. 
c) N2 sorption isotherms of pyrolyzed samples. d) Pore size distribution of pyrolyzed
sample.
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Table 5.1. Specific surface area (SSA), onset potential (E0), half-wave potential 












Zn(Im)2TPIP 443 0.881 0.73 5.9 80 
Zn(mIm)2TPIP 1277 0.902 0.76 67.0 620 
Zn(eIm)2TPIP 920 0.914 0.78 88.1 500 
Zn(4abIm)2TPIP 976 0.904 0.76 39.4 460 
[a] m2 g-1, based on BET model; [b,c] V vs. RHE, obtained from RRDE tests; [d] A 
cm-3, read at 0.8 V from Fig. 5.9 a; [e] mW cm-2, read from Fig. 5.9 b. 
All four samples exhibit prominent ORR catalytic activities. The onset potentials 
(E0, measured at mass activity of 0.06 A g
-1) and half-wave potentials (E½) obtained 
from RRDE measurements are listed in Table 5.1. Zn(mIm)2 serves as a benchmark 
ZIF since it has been previously studied.130,166 The onset and half-wave potentials 
for Zn(mIm)2TPIP are 0.902 V and 0.76 V, respectively. 
Close-to-4 electron transfer number (3.85-3.94) suggests a preferred 
mechanism of complete reduction of oxygen to water. Interestingly, when methyl is 
replaced by ethyl in the imidazolate, the catalyst, Zn(eIm)2TPIP exhibits the
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Figure 5.8. RRDE results: a) ORR polarization curve; b) Tafel plot of mass 
activity; c) number of electrons transferred; d) yield of H2O2.
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improved mass activity with the onset and half-wave potentials of 0.914 V and 0.78 
V, respectively (Table 5.1). This observation appears to continue the same trend of 
activity improvement by alkyl side-chain substitution when Im is replaced by mIm 
in Zn-ZIFs. Further increase of size of the substitution group to 4abIm, 
however,does not lead to a better performance, although catalytic activity is still 
respectable with the onset potential of 0.904 V and half-wave potential of 0.76 V. 
Zn(Im)2TPIP has the lowest activity among all the samples studied. 
High level of graphitization via formation of carbon nanotubes does not 
appear to have led to a better catalyst. It is commonly accepted in the non-PGM 
ORR electrocatalyst research that the porosity and N content are the two most 
important factors in determining the catalytic activity.153 Zn(Im)2TPIP has 
considerably lower nitrogen content and surface area compared to the others, which 
could explain why it has the lowest activity (Table 5.2).  This explanation, however, 
could not completely elucidate the case of Zn(eIm)2TPIP, which has the best onset 
potential but not the highest nitrogen content or surface area. This finding suggests 
that other structural factors, which may be associated with the initial ligand 
composition, could also play important roles in producing active site with lower 
activation barrier. A close examination on the N1s XPS spectra, for example, 
reveals that Zn(eIm)2TPIP has slightly higher pyrrolic to pyridinic nitrogen ratio 
than others, although a more in-depth study is warranted (Figure 5.5). 179,180
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Table 5.2. Elemental analyses of electrocatalysts 
The improved ORR onset potential of Zn(eIm)2TPIP was further confirmed 
in the PEFC tests. Figure 5.9a shows internal impedance (iR)-corrected Tafel plots 
derived from the single cell measurements with all four Zn-ZIFs-based catalysts at 
cathode. In addition to the highest onset potential of 0.929 V among all four 
samples, the membrane electrode assembly (MEA) with Zn(eIm)2TPIP as the 
cathode catalyst also shows a measured volumetric current density (Ivol) of 88.1 A 
cm-3 at 0.8 V. This current density, to the best of our knowledge, is among the 
highest values of all reported non-PGM electrocatalysts.130,155  
The measurements of Ivol of FCs with other cathode catalysts are also listed 
in Table 5.1. Figure 5.10b shows the current-voltage polarization curves and power 
densities measured for the four FCs, each containing MEAs with a Zn-ZIF-base.
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Figure 5.9. a) Tafel plots from iR-corrected polarization curves of single cells,
membrane = Nafion® 117, cathode catalyst  loading = 2.2 mg cm-2, anode catalyst = 
Pt/C @ 0.25mgPt cm-2, cell area = 5 cm2, T = 80 C. PO2 = PH2 = 1.5 bar, flow rates 
@ 400 ml/min; b) The current-voltage polarizations (solid symbols) and power 
densities (hollow symbols) from single cell tests, membrane =  Nafion® 211, other 
conditions were the same as (a). 
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catalysts applied to Nafion® 211 membrane. It is interesting to note that the current 
and power densities of Zn(mIm)2TPIP still outperforms those of Zn(eIm)2TPIP at 
the cell voltage below 0.75 V. The peak power density (Pmax) of the cell 
withZn(mIm)=TPIP achieves a high value of 620 mW cm-2 at the cell potential of 
0.43 V, whereas those containing Zn(eIm)2TPIP and Zn(4abIm)2TPIP reach 500 and 
460 mW cm-2 at potential of 0.34 V, respectively. Higher surface area and porosity 
do appear to play important roles in promoting effective mass transfer at higher cell 
current domain. 
 The stability of these ZIFs-based electrocatalysts was studied by RRDE 
method instead of single cell test to minimize the interference on the performance 
loss by the decay of Nafion® membrane. The multiple-cycle tests were carried out 
in either argon-purged or oxygen-saturated electrolytes. While the disk-limiting 
currents remain nearly unchanged during the cycling, even with a slight increase in 
the case of Zn(Im)2TPIP (Figure 5.10), the kinetic currents measured at 0.75 V show 
gradual decay for all the catalysts (Figure 5.11).  Clearly, improvement in stability is 
still needed before these materials can be used in real applications. 
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Figure 5.10. Current-voltage polarizations measured during multi-cycle durability 
tests for a) Zn(Im)2TPIP in Ar-purged electrolyte; b) Zn(Im)2TPIP in O2-saturated 
electrolyte; c) Zn(mIm)2TPIP in Ar-purged electrolyte; d) Zn(mIm)2TPIP in O2-
saturated electrolyte; e) Zn(eIm)2TPIP in Ar-purged electrolyte; f) Zn(eIm)2TPIP in 
O2-saturated electrolyte; g) Zn(4abIm)2TPIP in Ar-purged electrolyte; h) 
Zn(4abIm)2TPIP in O2-saturated electrolyte. 
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Figure 5.11. The relative changes of kinetic current at 0.75 V (vs. RHE) for 
Zn(Im)2TPIP, Zn(mIm)2TPIP, Zn(eIm)2TPIP, and Zn(4abIm)2TPIP during multiple 
cycling in a) Ar-purged electrolyte and b) O2-saturated electrolyte. The changes for 
each sample at different cycle numbers were normalized with respect to its value at 
the beginning of the cycling test. 
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5.4 Conclusion 
In summary, a facile synthesis of non-PGM ORR electrocatalysts through 
pyrolysis of one-pot synthesized ZIF materials decorated with uniformly dispersed 
iron complex was demonstrated. The method enabled us to systematically study the 
impact of different imidazolate ligands to the catalytic activity. Interestingly, we 
found that the final catalysts obtained from the pyrolyzed ZIFs produced excellent 
surface areas in general, despite the lack of porosity in several precursors. The 
imidazole ligands clearly influence ORR activity of the catalyst, with Zn(eIm)2TPIP 
achieving the highest volumetric current density (88.1 A cm-3) at 0.8 V in a PEFC 
test, representing one of the best among all the reported non-PGM electrocatalysts 
to date. The cell performance at higher cell current is still influenced by the catalyst 
surface area and porosity. Our approach not only greatly reduces the process and 
chemical usage thus the cost of preparing ZIFs-based electrocatalysts, rendering it 
feasible for scale-up production, but it offers a robust route of exploring various 






ZIF-BASED NON-PRECIOUS METAL ELECTROCATALYSTS SURPASSING 
PT IN ACTIVITY AND DURABILITY FOR OXYGEN REDUCTION 
REACTIONS 
6.1 Introduction 
We demonstrate zeolite imidazole framework (ZIF)-based materials, in an 
alkaline medium, that outperform Pt in catalytic activity and durability for an 
oxygen reduction reaction (ORR). 
Compared to polymer electrolyte membrane fuel cells (PEMFCs), alkaline fuel cells 
(AFC) have been shown to have faster oxygen reduction reaction (ORR) kinetics.44 
Currently, the primary cathode catalyst, platinum group metals (PGM),181 is not 
only costly and scarce but are insufficient in durability due to carbon monoxide 
poisoning causing a hindrance in development and commercialization of 
AFCs.96,182,183  Due to inherently faster ORR kinetics, AFCs allow for the utilization 
of non-precious group metal (non-PGM) catalyst as a cathode leading to a higher 
commercialization potential for fuel cells.184,185 The ORR catalytic activity of cobalt 
phthalocyanine, pyrolyzed non-PGM catalysts containing a metal/nitrogen/carbon 
(M/N/C, M = Co, Fe, Ni, Mn, etc.) composition, was first discovered by Jasinski 186 
and has become a principal ORR catalyst candidate due to its promising
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performances in both acidic148,149,156,187-196 and alkaline medias.197-200 Recently, non-PGM 
and metal-free catalysts have heightened interests for replacing Pt. Some of these 
catalysts have an increased catalytic activity and/or durability compared to Pt.200-208 Metal 
organic frameworks (MOFs) have been emerging within carbon and nanomaterials for 
alternative energy applications. MOFs are coordination polymers composed of metal 
ions/clusters and organic linkers.135,209 Our group pioneered the use of metal-organic 
frameworks (MOFs) as precursors for developing highly active, low-cost non-PGM 
catalysts in acidic mediums.2,53,210,211  Zeolitic imidazolate frameworks (ZIFs), a subclass 
of MOFs, have recently emerged in acidic mediums 2,194,210,212 due to their N-containing 
ligands coordinated to tetrahedral metal ion centers.2,119,141,143,194,213 Previously, our group 
reported the preparation of a novel solid-state one-pot synthesis of ZIF with various 
ligands and their impact on the catalytic activity within an acidic electrolyte.2 Herein we 
report the ligand effects within ZIF-based systems correlating to catalytic activity and 
durability within an alkaline medium. Three of our synthesized electrocatalysts surpass 
Pt, with the highest achieving ~40 mV higher than a highly loaded Pt reference for the 
initial catalytic activity and three times more active than Pt after 10,000 cycles. To the 
best of our knowledge, these activities are among the highest reported in an alkaline 
media. 
We synthesized the previously reported ZIF structure containing ligands 2-
methylimidazole (HmIm),214 2-ethylimidazole (HeIm),171 and 4-azabenzimidazole 
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(H4abIm),215 respectively. The incorporation of an active transition metal, such as Fe, is 
needed to create an active electrocatalyst.2,189-191,194,199,210,212  The formation of the ZIF 
structure with the designated ligand is denoted as Zn(ligand)2. As stated in our previous 
work,2 5wt% of tris-1,10-phenanthroline iron(II) perchlorate (TPI) was added during 
crystallization of the ZIFs, producing a product labeled Zn(ligand)2TPI.  The structures 
for the given iron precursor and Zn(ligand)2 samples are shown in Figure 6.1. 
 
 
(a) (b) (c) 
(d) (e) 
TPI Zn(eIm)2 Zn(mIm)2 
Zn(4abIm)2 Zn(Im)2  
Figure 6.1. a) Chemical structure for tris-1,10-phenanthroline iron(II) 
perchlorate and crystalline structures for b) Zn(eIm)2, c) Zn(mIm)2, d) Zn(4abIm)2, 




6.2 Materials and Methods 
 
Commercially available reagents were used as received without further 
purification. Powder X-ray diffraction (PXRD) patterns were obtained on a Bruker D8 
ADVANCE X-ray powder diffractometer at a scan rate of 0.02 degree s-1. Ball milling 
was carried out on a Retsch PM 100 planetary ball mill. A Micromeritics ASAP 2020 
surface area and pore size analyzer at 77 K on was used to measure the surface area and 
pore size distribution, with pore size distribution being calculated by the nonlocal 
density functional theory (NLDFT) model (assuming slit pore geometry). All samples 
were degassed, before measurements, at 180 °C overnight using UHP-grade He and N2. 
Through the use of a Kratos™ Axis Ultra DLD surface analysis instrument with base 
and operating pressures of 3 x 10-10 torr and ~1 x 10-9 torr, X-ray photoelectron 
spectroscopy (XPS) experiments were performed. A monochromatic Al Kα source 
(1486.7 eV) and micron spot size of 300 x 700 were used for the collected spectra. The 
Al source was operated at 13 mA of emission current with the target anode set to 15 kV; 
the resulting power was 195 W. For survey spectra the data were collected at a pass 
energy of 160 eV (fixed analyzer transmission mode), a step size of 1 eV, and a dwell 
time of 200 ms.  Using a pass energy of 20 eV (fixed analyzer transmission mode), a 
step size of 0.1 eV, and a dwell time of 300 ms, high-resolution regional spectra were 
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collected. The results were averaged together from multiple passes in order to lower the 
signal-to-noise ratios. Peak position was corrected by referencing the C 1s peak position 
of adventitious carbon for a sample (284.8 eV, PHI Handbook of Photoelectron 
Spectroscopy) and shifting all other peaks in the spectrum accordingly. Peak fitting was 
done by using the program Casa XPS. To correct for baseline shifting from the rising 
edge of backscattered electrons at high binding energies, each relevant spectrum was fit 
to a Shirley/Linear-type background. Peaks were fit as asymmetric 
Gaussian/Lorentzians, with 0-30 % Lorentzian character. Due to instrumental 
parameters, lifetime broadening factors, and broadening due to sample charging the 
FWHM of all sub-peaks was constrained to 0.7-2 eV and a least-squares fitting routine 
was used. The synthesis of the one-pot ZIF materials and the electrocatalysts are 
provided in Chapter 5, Section 5.2.  
 
6.3 RRDE Measurement in Alkaline Media for Catalyst Activity 
 
The ORR catalytic activity was studied using rotating ring-disk electrode (RRDE) 
experiments on an electrochemical workstation (CH Instruments 760D) at a rotation 
speed of 1600 rpm. The electrolyte was 0.1 M KOH and was contained in a three-
compartment glass cell. The reference electrode was an Hg/HgO electrode filled with 1 
M KOH. A gold wire was used as the counter electrode to avoid potential contamination 
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by Pt. A glassy carbon (GC) ring-disk electrode with a Pt ring and an area of 0.2472 cm2 
(Pine Instruments AFE7R9GCPT) was used as the working electrode. The ink 
formulation was 4 mg of catalyst, 40 μL of 0.5 wt% Nafion® in alcohol (Aldrich), 200 
μL DI H2O and 400 μL of isopropyl alcohol. The ink was sonicated for 1 hour and 
agitated for 5 days. Before each test, the GC electrode was polished with 0.05 μm 
Gamma Micropolish alumina powder and rinsed generously with deionized water of high 
purity. Then 15 μL of ink was pipetted onto the GC and allowed to dry in the air, 
resulting in a catalyst loading of ca. 650 μg cm-2. For comparison, 20% Pt on Vulcan XC-
72 (BASF) was prepared using the same formulation as the ZIF-based catalysts, as 
described above. A medium Pt loading of 60 μgpt/cm2 was used for comparison purposes.  
Experiments were conducted at room temperature and atmospheric pressure using 
UHP-grade gases. The electrolyte was purged under each gas for at least 30 minutes 
before the tests, and the gas flow was maintained over the solution during the experiments. 
Capacitive background current was first recorded in the Ar-purged electrolyte using the 
potential sweep from 0 V to 1.2 V (vs. RHE) at a scan rate of 10 mV s-1. The electrolyte 
was subsequently purged with O2, followed by anodic linear sweep voltammetry (CLSV) 
at the same scan rate (10 mV s-1) for the ORR activity test. Positive going scans were used 
for the Pt/C catalyst due to the irreversible formation of surface hydroxide/oxide to the Pt 
surface. Hence, positive going scans were also used for the synthesized non-PGM 
electrocatalyst for equal comparison. Durability testing was performed under an O2 
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atmosphere from 0 V to 1.2 V (vs. RHE) at a sweep rate of 50 mV s-1 for a given number 
of cycles. After cycling and before each polarization, the electrolyte was purged for 15 
minutes to ensure O2 saturation of the solution. Due to glass corrosion within an alkaline 
electrolyte and the severe impact on the electrocatalytic activity of Pt,216,217 a Teflon cell 
(Pine Instruments) was used for Pt durability.  
 
6.4 Results and Discussion 
 
Using rotating ring-disk electrode (RRDE), the ORR catalytic activities in an alkaline 
medium were examined. The current-voltage polarizations and kinetic current Tafel plots, 
in Figure 6.2, display all four pyrolyzed catalysts versus a Pt/C reference catalyst. 
Corresponding to the RRDE measurements, the onset potentials (E0 measured at a kinetic 
current of 2.2 x10-2 mA cm-2) and half-wave potentials (E1/2) are listed in Table 6.1.  
As a reference, multiple loadings of Pt were analyzed in order to obtain the best E1/2 for 
comparisons to the non-PGM catalyst, as seen in Figure 6.3. The E1/2 value for a Pt/C 
catalyst at a precious metal loading of 60 ugptcm




Figure 6.2. RRDE results: a) ORR polarization curve and b) Tafel plot of kinetic 
current. 
Table 6.1. The onset potential (E0), half-wave potential (E1/2), and kinetic current at 













































Figure 6.3. Different Pt loadings of 80, 60, and 240 ugptcm
-2
  using RRDE. 
 
Table 6.1 displays the four pyrolyzed electrocayalysts’ half-waves of 0.92, 0.91, 
0.91, and 0.86 V corresponding to Zn(eIm)2TPIP, Zn(mIm)2TPIP, 
Zn(4abIm)2TPIP, and Zn(Im)2TPIP.  Furthermore, the kinetic currents (ik) are 
shown by the Tafel plot in Figure 6.2b, with Table 6.1 displaying Zn(eIm)2TPIP 
having the highest kinetic current value at 0.9 V. Koutecky-Levich reveals that 
the linearity of these plots indicate first-order kinetics with respect to the 
reduction of molecular oxygen.218-220  As shown in Figure 6.4a, at high 
potentials (≥0.8 V), the electron transfers of Zn(eIm)2TPIP, Zn(mIm)2TPIP, and 
Zn(4abIm)2TPIP are similar to the Pt/C reference. At 0.8 V, in Figure 6.4b, all 
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electrocatalysts display a low hydrogen peroxide production of <1%. Upon 
reaching lower potentials around 0.2V, the highest hydrogen peroxide 
production is produced by Zn(Im)2TPIP at ~11.5%, while the lowest producing 
is Zn(eIm)2TPIP at ~6%. Correspondingly, among all four non-PGM 





























































Figure 6.4.    RRDE results of a) number of electrons transferred and b) yield (%) of 
H2O2. 
 
           Furthermore, Zn(eIm)2TPIP has the highest activity, with an increased half-
wave of 0.92 V, 40 mV better than Pt/C. If the substitution group size is increased 







a performance 30 mV better than Pt/C. Furthermore, when the ethyl is 
substituted with a slightly smaller ligand of HmIm, the catalytic half-wave 
potential is closely related to the Zn(4abIm)2TPIP at 0.91 V. As the ligand side-
chain size is further decreased to HIm, activity continues to decrease, showing a 
half-wave potential of 0.86 V. Furthermore, Zn(Im)2TPIP is the only 
electrocatalyst that is negatively shifted compared to the Pt/C reference catalyst. 
The onset potential of a Pt reference is typically ~1.0 V for both acidic and 
alkaline-based solutions. 221 The kinetic current density (ik), in Figure 6.2b, 
indicates all four catalysts surpass the measured Pt/C reference’s onset potential 
of 1.05 V. The highest onset potential was achieved by Zn(eIm)2TPIP at 1.16 V 
. The other three electrocatalysts’ onset potential varies on the ligand size. If the 
ligand is slightly larger or smaller than the HeIm, as in Zn(mIm)2TPIP and 
Zn(4abIm)2TPIP, the onset potentials decrease by 20-30 mV, as displayed in 
Table 6.1. However, as the ligand side-chain is removed, forming Zn(Im)2TPIP, 
the onset potential decreases by 50 mV. Furthermore, within Figure 6.1a, at 
~0.8V, a slower mass transport region for Zn(Im)2TPIP is observed. Even 
though Zn(Im)2TPIP has a slower mass transport and lower half-wave potential 
than Pt/C, the kinetic current above 1.0 V outperforms the Pt/C references and is 
similar to Zn(4abIm)2TPIP, indicating that all four that all four electrocatalysts 
surpass the Pt/C onset potential. 
Cycling durability in an O2-saturated solution was performed in the potential 
range of 0.0- 1.2 V at a scan rate of 50 mV s-1 using RRDE. The O2 cyclic 
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voltammetry for Zn(eIm)2TPIP and Zn(mIm)2TPIP is shown in Figure 6.5a and b. 
Since Zn(mIm)2TPIP and Zn (eIm)2TPIP were relatively close in catalytic 
performance, both were studied for durability. 
In order to gain an understanding of the durability of the catalyst and to 
diminish outside contributions to degradation, the normalized ik for Zn(eIm)2TPIP, 
Zn(mIm)2TPIP, and Pt are shown in Figure 6.6. After a mere 500 cycles, Pt declines 
to a normalized ik of ~ 62%, compared to the ~94% and ~84% in Zn(eIm)2TPIP and 
Zn(mIm)2TPIP, respectively.  After 5,000 cycles, Pt degrades to a normalized ik of ~ 
23%. Even after 10,000 cycles, both non-PGM electrocatalysts outperform the 
normalized ik of Pt at 5,000 cycles by a factor of three.  
As depicted in Figure 6.7, the performance of Zn(mIm)2TPIP slightly 
negatively shifts the E1/2 by 9 mV after 4,000 cycles. As Zn(mIm)2TPIP is further 
cycled to 10,000 cycles, the E1/2 only slightly shifts an additional 2 mV, for a total 
decrease of 11 mV from the initial catalyst performance. Similarly, Zn(eIm)2TPIP 
shows minimal change at 4,000 cycles with only a 1 mV drop in the half-wave 
potential, as shown in Figure 6.3a. Even at 10,000 cycles, Zn(eIm)2TPIP only 
changes by 6 mV from the initial half-wave potential.  Hence, both catalysts 
outperform the cycle testing of the Pt/C reference catalyst before and after cycling 
in O2. 
Our previous study indicated how the ZIF precursor has shown to influence the 
composition, morphology, and performance of the catalyst for an ORR in an acidic 
134 
Figure 6.5. Cyclic voltammograms in O2-saturated electrolyte for cycling 
durability for (a) Zn(eIm)2TPIP and (b) Zn(mIm)2TPIP. 
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Figure 6.6.  Normalized kinetic current (ik) for the Pt/C reference (black), 
Zn(eIm)2TPIP (red), and Zn(mIm)2TPIP (blue). 
media.2  As seen in Figure 6.8, the addition of TPI does not affect the crystallization 
process and leads to an identical spectra of the simulated crystal structures.  Upon 
ball milling, peak broadening is observed in all three ZIF materials with 
predominance in Zn(mIm)2TPI.  Previous reports indicate high flexibility within 
ZIF structures, especially within some form of manual packing. 194,222,223 Hence, 
after ball milling, Zn(mIm)2TPI demonstrates an amorphous structure. However, 
both Zn(eIm)2TPI and Zn(4abIm)2TPI only demonstrate minor peak broadening. 
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Figure 6.7. Polarizations of a) Zn(eIm)2TPIP, b) Zn(mIm)2TPIP, and c) 60 ug Pt in 
O2-saturated 0.1 M KOH.   
These minimal changes indicate crystalline structure stability, which is likely 
attributed to the low surface area of Zn(eIm)2TPI and Zn(4abIm)2TPI. Fortunately, 
structural order and nanoporosity are still retained upon the collapsing of the 
crystalline and formation of the amorphous structure.224 As an example, the TEM 
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image of Zn(eIm)2TPIP is shown in Figure 6.9. The final pyrolyzed catalyst 
confirms the desired morphology of a highly desired porous amorphous carbon. 
Structurally, in non-PGM electrocatalysts, a generally accepted aspect to ORR 
activity is the role of the transition metal bound to functional nitrogen groups, such 
as pyridinic, pyrollic, and various quaternary nitrogens. Research has shown that 
after heat treatment at 700°C and above, XPS spectra with N 1s peaks for nitrogen 
species of  pyridinic N (398.6 ± 0.3 eV) , pyrollic N (400.5 ±0.3 eV), nitrile N 
(399.5 ±0.5 eV), graphitic N (~402 eV), and oxidized N (402-405 eV) can be 
examined. 225-227 All four electrocatalysts N 1s XPS spectra are given in Figure 6.10 
and summarized in Table 6.2. As an example, the N 1s XPS spectra for 
Zn(mIm)2TPIP is discussed due to it being previously studied for ORR. The XPS 
for Zn(mIm)2TPIP reveals three main peaks at 398.3 eV, 400.0 eV, and 401.0 eV 
corresponding to pyridinic N, pyrollic N, and nitrile N. Furthermore, two minor 
peaks are observed at 402.7 eV and 404.8 eV for graphitic N and oxidized N, 
respectively. The intensity of the XPS peaks can be converted into atomic 
percentage (at%) in order to compare sample concentrations. As seen in Table 6.2, 
all four samples have similar atomic concentrations of pyrollic N, nitrile N, and 
graphitic N. However, Zn(4abIm)2TPIP and Zn(Im)2TPIP contain the highest 
oxidized N, while Zn(mIm)2TPIP has the highest pyridinic N.  Research has 
suggested that pyridinic-N is crucial for ORR activity, while graphitic-N aids in 
stability for an alkaline media.228 However, according to Table 6.2, Zn(mIm)2TPIP 
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Figure 6.8. PXRD spectra of simulated ZIFs (black), synthesized ZIF with iron 
additive (red), synthesize ZIF with iron additive after ball mill (blue), and pyrolyzed 
samples (pink): (a) HmIm series, (b) HeIm series, (c) H4abIm series, (d) HIm series. 
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Figure 6.9 TEM image of Zn(eIm)2TPIP. 
incorporates a higherpercentage of pyridinic-N compared to all the other analyzed 
electrocatalysts. Also, Zn(eIm)2TPIP and Zn(4abIm)2TPIP  contain similar at% for 
pyridinic-N, nitrile-N, and pyrollic-N. Yet, Zn(eIm)2 outperforms all of the 
electrocatalysts in both onset potential and ORR catalytic activity, suggesting that 
the ligand replacement affects the performance of the electrocatalyst. Furthermore, 
even though Zn(mIm)2TPIP contains a slightly higher at% of graphitic-N, 
Zn(eIm)2TPIP shows a better stability after 10,000 cycles with only a E1/2 6 mV 















































































Figure 6.10.  XPS, N1s spectra of (a) Zn(eIm)2TPIP, (b) Zn(mIm)2TPIP, (c) 














 (at. %) 
Oxidized N 
(at. %) 
Zn(mIm)2TPIP 43 17 23 9 8 
Zn(eIm)2TPIP 36 18 24 8 13 
Zn(abIm)2TPIP 36 18 24 7 16 






In summary, we demonstrated four non-PGM electrocatalysts that are ORR 
active within an alkaline medium. The imidazole ligand clearly impacts the ORR 
activity with Zn(eIm)2TPIP, achieving an  onset potential of 1.16 V and half-wave 
potential of 0.92 V. To the best of our knowledge, Zn(eIm)2TPIP represents the best 
onset and half-wave potentials among non-PGM catalysts to date. Furthermore, 










SUMMARY AND FUTURE DIRECTIONS 
 
7.1 Summary  
 
 This dissertation consisted of two separate sections both consisting of 
catalytic applications for alternative energy applications. A fundamental 
understanding of TiO2 as a photocatalyst is highlighted, including TiO2 phases, band 
gap energies, synthesis techniques, and applications. Specifically, organic 
wastewater treatment and the importance of implementing an environmentally 
friendly alternative are discussed. In this dissertation, the focus was implementing a 
rutile Ti3+ self-doped TiO2 in order to create visible-light photocatalytic activity, 
leading to the decomposition of a simulated and industrial organic wastewater.  
 In this work, the Ti3+ self-doped TiO2 was achieved through a novel 
oxidation process using TiH2 as the precursor. As shown in Chapter 3, this process 
is facile compared to previous synthetic methods, leading to an acceptable approach 
for industrialization processes. Furthermore, a spherical UV-vis-NIR demonstrates 
TiO2 absorbs within the visible-light region. To determine TiO2 capability in 
decomposing organic wastewater, a simulated sample of MB was investigated. 
Within 20 minutes of photocatalytic activity at 1 Sun, UV-vis spectra showed that 
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MB was nearly decomposed. To confirm the magnitude of decomposition, MB after 
1 hour of photocatalytic activity with the Ti3+ self-doped TiO2 was investigated 
using ESI-MS and demonstrated a decrease in intensity by ~ 5.0 x103. Furthermore, 
ESI-MS was also utilized to investigate the decomposition of an industrial organic 
wastewater using the as-synthesized Ti3+ self-doped TiO2. After 1 hour of solar 
radiation, the organic pollutants undergo a significant degradation, showing the 
effectiveness of the synthesized photocatalyst. 
The second section of this dissertation demonstrates the feasibility of using 
non-PGM electrocatalysts within PEMFCs and AFCs. Currently, both PEMFCs and 
AFCs are leading candidates for transportation applications. Unfortunately, 
commercialization is often hindered by expensive PGM electrocatalysts. Due to the 
rate-limiting ORR at the cathode, research has focused on the development of low-
cost non-PGM catalysts. Within this work, MOFs are the primary electrocatalyst 
investigated. Specifically, ZIFs are used due to their capability of removing Zn at 
high temperature, high surface area, carbon framework, nitrogen containing, and 
ability to alter ligand attachments. This dissertation focuses on the impact of four 
different imidazolate ligands: 2-methylimidazole, 2-ethylimidazole, 4-
azabenzimidazole, and imidazole. PXRD spectra demonstrates the simulated ZIF 
structures are synthetically achieved through the facile one-pot synthesis. 
Furthermore, TEM images indicate Zn(Im)2TPIP contains bamboo-shaped 
multiwalled carbon nanotubes compared to the other three samples’ amorphous 
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strcutures. Raman spectra for these samples confirm the TEM images suggesting a 
graphitization level of Zn(Im)2TPIP > Zn(mIm)2TPIP > Zn(eIm)2TPIP > 
Zn(4abIm)2TPIP.  High surface area is important in developing good catalytic 
activity. BET SSA indicated that only Zn(mIm)2TPI has surface area among the 
four electrocatalysts. However, upon pyrolysis, all four electrocatalysts display 
SSA. The highest SSA  is achieved by  Zn(mIm)2TPIP, while Zn(eIm)2TPIP and 
Zn(4abIm)2TPIP display similar SSA, and Zn(Im)2TPIP is significantly lower.  For 
both acidic and alkaline media, the imidazole ligands clearly influence ORR activity 
of the catalyst with Zn(eIm)2TPIP  being the best electrocatalyst in both media. For 
an acidic media, Zn(eIm)2TPIP achieved the highest volumetric current density 
(88.1 A cm-3) at 0.8 V in a PEMFC test, representing one of the best among all the 
reported non-PGM electrocatalysts to date. Alkaline-based studies were performed 
solely on RRDE, but clearly demonstrated that Zn(eIm)2TPIP  not only has the 
highest half-wave potential of 0.92 V but also outperforms the Pt/C reference in 
both activity and durability. 
7.2 Future Directions 
The main challenge in catalysts is improving their catalytic activity with 
maintaining durability. Thus, improvements are needed overcome such obstacles.  
As my future directions, three specific fundamental objectives are proposed. 
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7.2.1 Ti3+ Self-Doped TiO2
The work of the rutile Ti3+ self-doped TiO2 will be continued in the future by 
enhancing the photocatalytic absorbance into the visible near-IR region. Future 
work could include: 
1) Co-doping Ti3+ with either a metal or nonmetal element to further reduce
band gap energy and enhance visible-light harvesting. Specifically, nanosized ZnO 
would be a prime candidate. At high temperatures (>600°C),229 the rutile phase 
dominants within TiO2. The boiling point of zinc is 907°C
230; calcination 
temperatures above and below the boiling point can be investigated. Above 907°C, 
the zinc will “pop,” leave behind nanosized holes within the TiO2 framework, and 
lead to a higher surface area material. However, below this temperature, the ZnO 
will remain intact, causing a Zn/Ti3+-doped TiO2. Previously, Zn-doped TiO2 has 
been shown to improve photocatalytic properties and increase electron 
mobility.231,232 Hence, the co-doping of Ti3+ and Zn will further enhance these 
properties.   
2) Research has shown that TiO2 can uptake Li-ions and achieve high
capacities.233 Properties of TiO2, such as crystal structure, porosity, surface area, 
morphology, etc., contribute to the performance within lithium-ion batteries.  
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Hence, doping has been investigated in order to enhance the electrochemical 
performance of TiO2 within lithium-ion batteries. Implementing Ti
3+ into a lithium-
ion battery electrodes will help improve capacity and lead to an improved battery.. 
7.2.2 Non-PGM Electrocatalysts for Fuel Cells 
Due to DOE standards and Pt outperforming non-PGM electrocatalysts, 
further research needs to be conducted. Hence, future work could include: 
1) Optimization of current techniques, including Nafion ratios, MEA
preparation, and electrocatalyst synthesis. These processes are crucial for obtaining 
a higher catalytic activity but have yet to be a primary focus. Preliminary results 
have shown that these aspects have the capability to be improved and significantly 
enhance catalytic activity. 
2) Only a select few ligands were investigated for the work discussed here.
However, a variety of ligands can be utilized in order to enhance and alter the 
catalytic activity within a synthesized MOF material. Therefore, an assortment of 
nitrogen-containing ligands can be implemented and investigated to evaluate the 
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