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Abstract
Finite element techniques for solving the problem of fluid-structure
interaction of an elastic solid material (incompressible or compress-
ible) in a laminar incompressible viscous flow are described. The
mathematical problem consists of the Navier-Stokes equations in the
Arbitrary Lagrangian-Eulerian formulation coupled with a non-linear
structure model, considering the problem as one continuum. The cou-
pling between the structure and the fluid is enforced inside a mono-
lithic framework which computes simultaneously for the fluid and the
structure unknowns within a unique solver. We used the well-known
Q2P1 Crouzeix-Raviart finite element pair for discretization in space
and the method of lines for discretization in time. A stability result
using the Backward-Euler time-stepping scheme for both fluid and
solid part and the finite element method for the space discretization
has been proved. The resulting linear system has been solved by
multilevel domain decomposition techniques. Our strategy is to solve
several local subproblems over subdomain patches using the Schur-
complement or GMRES smoother within a multigrid iterative solver.
For validation and evaluation of the accuracy of the proposed method-
ology, we present corresponding results for a set of two FSI benchmark
configurations which describe the self-induced elastic deformation of
a beam attached to a cylinder in a laminar channel flow, allowing
stationary as well as periodically oscillating deformations, and for a
benchmark proposed by COMSOL multiphysics where a narrow ver-
tical structure attached to the bottom wall of a channel bends under
the force due to both viscous drag and fluid pressure. Then, as an
example of fluid-structure interaction in biomedical problems, we con-
sidered the academic numerical test which consists in simulating the
pressure wave propagation through a straight compliant vessel.
All the tests show the applicability and the numerical efficiency of our
approach to both two-dimensional and three-dimensional problems.
Keywords : Fluid-Structure Interaction (FSI), monolithic FEM, ALE,
multigrid,multilevel domain decomposition, Vanka smoother, incom-
pressible laminar flow, bio-engineering.
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Chapter 1
Introduction
Since the early eighties a great interest in solving Fluid-Structure Interaction
(FSI) problems has been increasing because of a large number of applications
that can be found in various fields of physics and engineering disciplines such as
aerodynamics, elasticity, civil engineering, biomechanics, hemodynamics, meteo-
rological phenomena and hydroelasticity. Among the multitude of multi-physics
problems we may cite, for instance, the problem of fluttering of wings and struc-
tures such as bridges, mechanical vibrations or water hammer effects in pipe
network, parachute modeling, environmental hazards, petroleum flow in porous
media and blood flow in large arteries. These are only a few examples of fluid-
structure interaction problems that engineers have to deal with.
In particular, a great interest in the numerical solution of the equations of
fluid-structure interaction arised in the medical community because a detailed
understanding of the cardiovascular system can have interesting clinical applica-
tions, for instance, the prediction of the consequences of a surgical intervention,
and can lead to a reduction of the risk of cardiovascular diseases.
In all fluid-structure interaction physical processes, fluid and structure dy-
namics influence each other in a nonlinear way. Indeed, the structure changes its
shape under the action of the fluid force and, conversely, the fluid flow is altered
by the structure deformation. In other words, the fluid follows the structure mo-
tion and in the meantime the region in which the fluid is confined changes as a
consequence of the structure deformation.
Typically, structure dynamics are described in a Lagrangian frame of refer-
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ence, i.e. with respect to a fixed (material) configuration, while the fluid equa-
tions are derived using the Eulerian frame which allows us to describe the fluid
quantities in the physical (spatial) domain.
In those situations where the structure deformation is relatively small, the
fluid domain can be approximated as a fixed domain and the interaction of the
structure onto the fluid flow can be accounted for by suitable boundary conditions
that are called transpiration conditions. This approach is widely used in the
context of wing fluttering or more generally in all physical situation where fluid
flow induces vibrations in the structure. If the structure displacement is such that
the change of the fluid domain is not negligible, as for instance in hemodynamics
where, during a cardiac beat, the diameter of an artery can increase or decrease
of about 10%, we have to face with the complex problem of solving the fluid
equations on a moving domain.
Different techniques have been proposed by scientists in the literature to face
the problem of numerical approximation of Partial Differential Equations (PDEs)
on moving domains. The most popular technique is the Arbitrary Lagrangian Eu-
lerian (ALE) formulation that was proposed at the beginning of the eighties by
Hughes and Donea (see e.g. Donea [1983]; Donea et al. [1982]; Hughes et al.
[1981]). This method is based on the construction of an appropriate (arbitrary)
mapping from the fluid fixed reference configuration to the current moving do-
main. The ALE mapping is practically constructed as a harmonic extension of
the trace of the structure displacement on the fluid-solid interface. Other meth-
ods are the space-time approach, (see e.g. Masud & Hughes [1997]; Tezduyar
et al. [1992a,b] and Hu¨bner et al. [2004]; Mittal & Tezduyar [1995] for FSI ap-
plications), the fictitious domain method (Glowinski et al. [1994a,b]), the level
set method (Chang et al. [1996]), the volume of fluid method (see Appendix) and
finally the immersed boundary method proposed by C. Peskin (Peskin [1977]; Pe-
skin & McQueen [1989]) and applied successfully since the end of seventies to the
numerical simulation of heart contractions.
In recent years, the development of computational techniques in fluid dy-
namics (CFD) and structural mechanics (CSM), together with the increasing
computing power of modern computers, has allowed simulations to be effective
and valuable for the design of many systems in the engineering practice. Many
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commercial programs have been developed, tested on benchmark settings and suc-
cessfully applied as development tool for complex engineering problems. However,
experimental setups are fundamental to provide reliable data for code validation
despite its associated enormous costs.
Fluid-structure interaction physical processes are so complex that the com-
bined solution of FSI problems cannot be obtained analytically but it necessitates
of numerical techniques and computational tools. However, nowadays, there are
still challenging questions in the FSI solution strategies ranging from mathemat-
ical modeling, numerical discretization, linear solver and implementation issues.
Concerning the coupling between the solid and fluid unknowns, the differ-
ent approaches to solve fluid-structure interaction problems can be divided in
two broad categories, the separated or partitioned approach and the monolithic
approach (see Figure 1.1). The solution strategy that is most commonly encoun-
tered and implemented in software packages is the so-called partitioned approach
(Hron et al. [2002]). This consists in decoupling the problem into separate sub-
problems for the fluid and solid domains, where for each of them well-tested
numerical solution techniques and efficient solvers are available. According to
this solution strategy the coupling between the two physical domains eventually
consists in a external boundary condition to be enforced at the interface. For
this case the memory requirements are lower, the approach is more flexible and
fewer programming efforts are required since existing computational codes can
be reused. The drawback of the segregated approach is the treatment of the
interface force which can lead to instabilities and convergence problems when ex-
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plicit partitioned algorithms (also called loosely coupled strategies) are adopted.
This issue is important, for instance, in hemodynamics, when the solid material
is light with a density of the same order of magnitude as that of the fluid one.
The reason is that in this kind of system the interaction between fluid and solid
is very strong and one or just few iterations per time step may not be sufficient
to compute correctly the force at the interface, even if implicit time-stepping
schemes are used by the two-solvers. In these cases numerical experiments show
that only fully-coupled algorithms, which are based on subsequent solutions of
the fluid and structure subproblems, exhibit good stability properties (Causin
et al. [2005]; Fo¨rster et al. [2007]). Several sub-structuring strategies have been
investigated so far; see, e.g., Deparis et al. [2003b, 2006]; Ferna´ndez & Moubachir
[2005]; Ferna´ndez et al. [2007]; Gerbeau & Vidrascu [2003]; Le Tallec & Mouro
[2001]; Matthies & Steindorf [2000].
Alternatively, one could manage implicitly the coupling conditions at each
time step (implicit algorithms), leading to monolithic algorithms, which are fully
coupled by definition. Monolithic algorithms solve simultaneously for the fluid
and the structure unknowns in a unique solver, so that the solid and fluid regions
are treated as a single continuum and the boundary conditions at the interface are
automatically taken into account (Heil [2004]; Hron & Turek [2006]). Monolithic
fully-coupled algorithms are always stable in the energy norm but they are also
CPU-time expensive. This issue is enhanced by the saddle-point character of the
incompressible solid and fluid formulation and is of particular importance in 3D
geometries where a high number of degrees of freedom has to be managed.
The approach that we have pursued in this thesis is a monolithic strong cou-
pling strategy. This approach is the most robust and stable one among the strong
coupling approaches, but it requires strong programming efforts and the devel-
opment of strategies to reduce the computational time. In this thesis, we have
developed and validated a Finite Element Method (FEM) C++ library for solving
the problem of fluid-structure interaction of a compressible/incompressible elastic
solid object in a laminar incompressible viscous flow based on Selective Multilevel
Domain Decomposition (SMDD) numerical techniques. In several physical fields,
such as FSI, CFD or two-phase flow, it is of interest to have an algorithm that
is able to handle finer mesh near interfaces and in boundary layers where the
4
solution has strong variations. The selective multilevel domain decomposition
technique allows the user to select the regions of mesh refinement in order to
reduce the degrees of freedom to be solved. The selective domain decomposition
method has been investigated in the paper of (Aulisa et al. [2006]) in the context
of fluid-dynamics and extended to fluid-structure interaction and fluid-structure-
thermal interaction loosely coupled problems (Aulisa et al. [2008, 2009]). We
have decided to extend this method to two and three dimensional monolithic
fluid-structure interaction problems to reduce the computational time in the FSI
solution process (Bna` et al. [2013a]).
It is known that domain decomposition methods allow for effective imple-
mentation of numerical techniques for partial differential equations on parallel
architectures. In this work the parallelization of these numerical techniques has
been performed by using the library PETSCs (Balay et al. [1997, 2013]). We
observed a cpu-time reduction when multilevel domain decomposition methods
are used for solving CFD, CSM and FSI problems, both in serial and parallel
computations, with respect to standard Krylov based solvers.
During my PhD studies we have investigated the possibility of splitting the
update of the domain from the computation of the physical quantities which define
the status of the fluid and the solid (Bna` et al. [2012a,b]). This leads to a semi-
implicit algorithm where the domain configuration is treated in a explicit way. We
reformulated the solid problem from a displacement-pressure formulation into a
velocity-pressure one, so that the solid and fluid unknowns (velocity and pressure)
are written together in a monolithic manner. Then a velocity-pressure splitting is
performed by using a projection method, which consists of two steps. In the first
predictor step, an intermediate velocity, which does not satisfy the divergence
constraint, is computed. This velocity is projected onto a divergence-free space
in a subsequent pressure correction step (Guermond et al. [2006]; Jobelin et al.
[2006]). In this way a mathematical velocity-pressure decoupling is performed
without partitioning the domain. This cancels the oscillations induced by the
solid-fluid partitioning in the enforcement of the interface conditions. On the
external solid surface a penalty term is added in order to enforce the correct
stress-free boundary conditions.
The fluid-structure interaction equations have been formulated adopting a
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mixed description. The ALE (Arbitrary-Lagrangian-Eulerian) description has
been used for the fluid equations while the Lagrangian description has been
adopted for the solid ones. We have discretized the velocity and displacement
quantities in two and three dimensions by utilizing the high order biquadratic
finite element Q2 and the discontinuous linear P1 finite element for the pressure
variable to maintain high accuracy. This choice of finite element for variable
discretization is such that the well-known LBB-stability condition is not violated.
The resulting discrete nonlinear system for the variables displacement, veloc-
ity and pressure is solved by utilizing outer quasi-Newton iterations in a fully
coupled monolithic framework. Due to the finite element method, the sparsity
pattern of the Jacobian matrix is known in advance and computed by numerical
integration of the Fre´chet Derivative of a simplified FSI operator. Other variants
have been proposed in literature. Hron & Turek [2006] utilize outer quasi-Newton
iterations with line search and computes the Jacobian matrix by divided differ-
ence approach, Ferna´ndez & Moubachir [2005] adopt a Newton method with the
exact computation of the Fre´chet Derivative of the FSI operator while Gerbeau &
Vidrascu [2003] implement a quasi-Newton algorithm based on a reduced model
for fluid-structure interaction problems.
Inside one Newton step, the solution of the linear subsystem is the most time
consuming part of the whole solution process in terms of the CPU time (Turek
[1999]). The matrix associated to the FEM discretization of the FSI equations
is sparse. This matrix can be inverted by direct solver like UMFPACK (Davis &
Duff [1999]) for the serial case or MUMPS (Amestoy et al. [2000]) for the parallel
case. This choice provides a very robust linear solver but its memory and CPU
time requirements are too high for systems with more than 20,000 unknowns.
Alternatively, large linear subproblems can be solved by Krylov-space iterative
methods (BiCGStab, GMRes (Balay et al. [2013]; Saad [2000])) with suitable
preconditioners. The ILU preconditioner is a good candidate because it has been
successfully used for problems arising from unstructured finite element grids. The
saddle point character of our FSI discretized system requires a special treatment
because we have to allow a certain fill-in for the zero diagonal block of the resulting
sparsity matrix.
Nowadays, the multigrid solver is the most efficient algorithm for the nu-
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merical solution of a large sparse linear subproblems with more than 100,000
unknowns. In this thesis we have used an algebraic geometric multigrid approach
based on a hierarchy of linear operators obtained directly from the system matrix.
The complete multigrid iteration is performed in the standard defect-correction
setup with the possibility of choosing the V or F-type cycle. While the coarse
grid solution is obtained by inverting the corresponding matrix with a direct
sparse solver, on finer levels several local subproblems over subdomain patches
using Vanka-smoothing or Pressure-Schur-Complement-smoothing procedures are
solved. This solver is very robust and its efficiency can be increased if the selective
domain decomposition method is applied, in particular in the parallel context.
Different time stepping schemes can be adopted in the context of fluid-structure
interaction, like the well-known Backward Euler, the Crank-Nicholson, the New-
mark method and its variant or the Fractional step θ−scheme. In our numerical
simulations we used the strongly A-stable Backward-Euler scheme for both solid
and fluid parts, or alternatively the Backward Euler-scheme for the fluid domain
and the generalized-alpha scheme for the solid domain.
In this research work we seek to validate and evaluate the accuracy and per-
formance of the proposed methodology for a set of FSI benchmark configura-
tions that can be found in literature (see Bathe & Ledezma [2007]; Ferna´ndez &
Moubachir [2005]; Turek & Hron [2006]).
The first example deals with the self-induced elastic deformation of a beam
attached to a infinite rigid cylinder in a laminar channel flow. The magnitude
of the average inlet velocity determines if stationary or periodically-oscillating
deformations are induced. Our results has been compared with the numerical
results reported in the paper of Turek & Hron [2006].
The second example describe the interaction between the fluid and a vertical
beam in a narrow microchannel. The boundary conditions are time-dependent
but the high viscosity of the fluid is such that the beam and the fluid reach a
final steady configuration. This benchmark belongs to a set of tests proposed by
the COMSOL Multiphysics R© company.
The third example deals with the propagation of a wave in a compliant vessel.
This fluid-structure interaction problem arises in the modeling of the blood flow
in large arteries: it consists of a thin elastic vessel that interacts with a viscous
7
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incompressible fluid. We have compared our results with the ones proposed in
the papers by Ferna´ndez & Moubachir [2005] and Formaggia et al. [2001].
In bioengineering, modeling FSI in the cardiovascular system is a vast and
complex mathematical subject. Even a simplified description of the vessel wall
behavior leads to algorithms that can suffer from stability and convergence prob-
lems (see Causin et al. [2005]). Arterial walls are anisotropic and heterogeneous,
composed of layers with different biomechanical characteristics (see Fung [1993]).
A variety of different models has been suggested in the literature to model the
mechanical behavior of arteries (see Fung [1993]; Humphrey [1995]; Quarteroni
et al. [2000]; Vito & Dixon [2003]), ranging from the detailed description of each
of the layers to the average description of the total mechanical response of the
vessel wall under the assumptions of homogeneity, linear elastic behavior, special
geometry, symmetry and periodicity. In this thesis, we assumed the hypothesis
of homogeneity and isotropy and the mechanical behavior of the vessel wall has
been described by the Neo-Hookean non-linear model.
Talking about the blood, different models has been suggested in the literature
to model is non-linear behavior. However, if the diameter value of the artery is
not too small, as in our cases, the linear assumption of the Newton model can be
accepted.
The contents of the thesis are organized as follows.
Chapter 2 will provide the notation that will be used throughout the thesis, the
basic concepts of Functional Analysis and the most important results of the theory
of Sobolev Spaces. This abstract framework will be used in the formulation of the
numerical algorithms for the solution of the fluid-structure interaction equations.
Chapter 3 will present the mathematical modeling of the multi physical phe-
nomena depicting the fluid-structure interaction with all necessary theoretical de-
scriptions and mathematical formulas. It will also gives a comprehensive overview
over the basic principles of continuum mechanics needed for the mathematical de-
scription of a monolithic-ALE formulation.
Chapter 4 will discuss and suggest the Galerkin finite element and the time
discretization techniques for the numerical discretization of the fluid-structure
interaction equations coupled in a monolithic way. A stability result using the
Backward-Euler time-stepping scheme for both fluid and solid part and the finite
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element method for the space discretization will be also reported.
Chapter 5 will describe the adopted numerical solution strategy of the nonlin-
ear system arising in the numerical discretization of the fluid-structure equations
coupled in a monolithic fashion. More specifically, the Newton-method and its
variants will be presented together with a general introduction to direct and it-
erative solvers like Krylov subspace and multigrid solvers. Last section will be
dedicated to the general description of a variant of multigrid algorithms, the
Multilevel Domain-Decomposition algorithm.
In Chapter 6 we validate the proposed algorithm for a set of well known
numerical benchmarks. We will present corresponding results for a set of two FSI
benchmark configurations which describe the self-induced elastic deformation of
a beam attached to a cylinder in a laminar channel flow, allowing stationary
as well as periodically oscillating deformations, and for a benchmark proposed
by COMSOL multiphysics where a narrow vertical structure attached to the
bottom wall of a channel bends under the force due to both viscous drag and
fluid pressure. Then, as an example of fluid-structure interaction in biomedical
problems, the academic numerical test which consists in simulating the pressure
wave propagation through a straight compliant vessel will be considered.
Finally, in Chapter 7 we will give some conclusions and draw some lines for
future works.
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Chapter 2
Introduction to Functional
Analysis
Numerical approximation of Partial Differential Equations (PDE) is an important
branch of Numerical Analysis. It is an interdisciplinary field and it requires a
knowledge of functional analysis, computer science and calculus of variations.
First of all, the physical background of the problem at hand is required to
understand the behavior of the numerical solution.
Secondly, modern formulation of the problem is based on the variational
(weak) form since it allows the search for generalized solutions in Hilbert (or
Banach) functional spaces. Variational techniques yield a-priori estimates for the
solution, which is important because it indicates in which kind of norms any nu-
merical solution can be proven to be stable. Moreover, theoretical results about
smoothness of the mathematically solutions may suggest the numerical method-
ology to be used and consequently the kind of accuracy that can be achieved.
In this introductory chapter we provide the notation that will be used through-
out the thesis, the basic concepts of Functional Analysis and the most important
results of the theory of Sobolev Spaces. This abstract framework will be used in
the formulation of the numerical algorithms for the solution of the fluid-structure
interaction equations.
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2.1 The Conceptual Path from the PDE prob-
lem to the Solution
Let us imagine to have a great number of problems and numerical methods for
their solution in mind. For the numerical approximation of a given boundary
value problem, what are the possible paths that we may follow to obtain the
solution? Let us look to the scheme in Figure 2.1.
Level 1 is the boundary value problem at hand in the weak formulation to-
gether with the prescribed boundary conditions.
Level 2 provides the kind of discretization (or numerical method) that can
be selected in order to reduce the given problem to one with a finite dimension.
Clearly, the strategy adopted will determine the structure of the numerical prob-
lem. We consider two kinds of discretization. The former is the Galerkin method,
together with its remarkable variant, the Petrov-Galerkin method, which is based
on an integral formulation of the differential problem. The second discretization
we consider is the collocation method, which is based on the fulfillment of the
differential equations at some selected points of the computational domain.
Level 3 specifies the nature of the subspaces where we are looking for the
solution. Typically, we have piecewise-polynomial functions of low-degree if we
are using finite element subspaces, and global algebraic polynomial functions of
high-degree for the spectral method. This choice is crucial because it determines
the functional structure of the numerical solution, the kind of accuracy that can
be achieved and the topological structure of the resulting algebraic system.
At Level 4 we have to select a numerical algorithm for solving the algebraic
form that arises from the discretization of the boundary value problem exploiting,
at most, the topological structure and the properties of the associated matrices. In
Chapter 5 we will present an overview of the most important methods available
nowadays for solving large scale symmetric and non-symmetric linear systems.
In particular we will give a presentation of the multigrid techniques that are
nowadays the most efficient methods for solving large scale linear system.
For initial-boundary value problems the time discretization have to be carried
out between Level 1 and Level 2. Quite often, this is performed using finite
difference divided quotients to approximate the time derivatives. However, other
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Figure 2.1: The conceptual path from the PDE problem to the solution.
approaches can be pursued, for instance the Crank-Nicolson method which uses
the trapezoidal rule for approximate the integral computation. In Chapter 4 we
will present some of the most commonly time discretization algorithms used in
literature for the solution of fluid-structure interaction problems.
All the numerical results presented in this thesis have been obtained in a
double precision on a workstation INTEL R© with 6 Xeon R© processors E5-1660
(15M Cache, 3.30 GHz) and 16 GB RAM DDR3 (51.2 Gb/s). Compiler is gcc
version 4.6.
2.2 Preliminary notation and function spaces
In this section we introduce some notations which will be used in the sequel and
we give you an introduction to the basic mathematical tools of the Finite Element
Method (FEM). For a complete presentation we refer the reader to, e.g., Yosida
[1974] or Brezis [1983].
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2.2.1 Hilbert and Banach spaces
Definition 2.2.1. Let V be a (real) linear space. A norm, ‖ · ‖, is a function on
V with values in the non-negative reals having the following properties:
1. a) ‖v‖ ≥ 0 ∀v ∈ V
b) ‖v‖ = 0⇐⇒ v = 0
2. ‖c · v‖ = |c| · ‖v‖ ∀c ∈ R, v ∈ V
3. ‖v + w‖ ≤ ‖v‖+ ‖w‖ ∀v, w ∈ V.
A seminorm is a map ‖ · ‖ : V → R that satisfies only the properties 1a, 2 and
3.
Definition 2.2.2. A scalar product on V is a bilinear map (·, ·) : V × V → R
such that
1. (w, v) = (v, w) for each w, v ∈ V (symmetry)
2. (v, v) ≥ 0 for each v ∈ V (positivity)
3. (v, v) = 0 if and only if v = 0.
It is very easy to verify that at any scalar product it is associated a norm
through the following definition: ‖v‖ := (v, v)1/2. Moreover, a norm, ‖ · ‖, can be
used to define a notion of distance, or metric, d(v, w) = ‖v−w‖ for points v, w ∈
V . A vector space endowed with the topology induced by a norm (respectively, a
scalar product) is called a normed linear space (respectively, pre-hilbertian linear
space). A special case of metric space is the complete metric space. For a complete
metric space, every Cauchy sequence {vj} of elements of V has a limit v ∈ V .
We recall that, for a normed linear space, a Cauchy sequence is one such that
‖vj − vk‖ → 0 as j, k → ∞. By using this definition, completeness means that
‖v − vj‖ → 0 as j → ∞. We are now in the position to give the definition of
Banach and Hilbert spaces. These function spaces play a key role in the modern
formulation of mathematical problem based on the variational form since they
are the function spaces where we are looking for generalized solutions.
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Definition 2.2.3. A normed linear space (V, ‖ · ‖) is called a Banach space if
it is complete with respect to the metric induced by the norm, ‖ · ‖.
Definition 2.2.4. A pre-hilbertian linear space (V, (·, ·)) is called a Hilbert
space if it is complete with respect to the metric induced by the scalar product,
(·, ·).
In a Hilbert space the Schwarz’ Inequality holds
|(w, v)| ≤ ‖w‖‖v‖ ∀w, v ∈ V . (2.1)
2.2.2 Dual Spaces
If (V, ‖ · ‖V ) and (W, ‖ · ‖W ) are normed spaces, we denote by L(V ;W ) the set of
linear continuous functionals from V into W , and for L ∈ L(V,W ) we define the
norm
‖L‖L(V ;W ) := sup ‖Lv‖W‖v‖V ∀v ∈ V , v 6= 0 . (2.2)
Therefore L(V ;W ) is a normed space; moreover, if W is a Banach space then
L(V ;W ) is a Banach space, too. If W = R, the space L(V ;W ) is called the dual
space of V and is denoted by V ′. The bilinear form < ·, · > from V ′ × V into R
defined as < L, v >:= L(v) is called the duality pairing between V ′ and V . As a
consequence of the Riesz representation theorem, if V is a Hilbert space then the
dual space V ′ is a Hilbert space too and it can be canonically identified with V .
2.2.3 Lp spaces
We now introduce some spaces of functions that are the basis of the modern
theory of partial differential equations. Let Ω be a Lebesgue-measurable open set
contained in Rd, d ≥ 1, with non-empty interior. Let 1 ≤ p ≤ ∞, and consider
the set of real-valued Lebesgue measurable functions v such that∫
Ω
|v(x)|p dx <∞ , 1 ≤ p <∞ , (2.3)
or, when p =∞,
sup{|v(x)| : x ∈ Ω} <∞ , (2.4)
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where we have denoted with ∫
Ω
|v(x)|p dx (2.5)
the Lebesgue integral of v and with dx the Lebesgue measure. These spaces are
called Lebesgue spaces and are usually denoted with Lp(Ω). Their associated
norm is
‖v‖Lp(Ω) :=
(∫
Ω
|v(x)|p dx
)1/p
, 1 ≤ p <∞ , (2.6)
or, when p =∞,
‖v‖L∞(Ω) := sup{|v(x)| : x ∈ Ω} . (2.7)
To be precise, Lp(Ω) denoted the space of classes of equivalence of measurable
functions, satisfying (2.3) or (2.4) with respect to the equivalence relation: w ≡ v
if w and v are different on a subset having zero measure. In fact, we know from
the Lebesgue theory that the Lebesgue integral does not change its value if the
integrand function assumes different values on a subset of points having zero
measure. In other words, if two functions that belong to the Lp(Ω) space differ
only on a subset of measure zero, we view them as representing the same function.
As a consequence, the definition of the space L∞(Ω) in (2.4) and of its norm in
(2.7) should be modified in the following way: v ∈ L∞(Ω) if
inf {M ≥ 0 : |v(x)| ≤M almost everywhere in Ω} <∞ , (2.8)
and
‖v‖L∞(Ω) := {M ≥ 0 : |v(x)| ≤M almost everywhere in Ω} , (2.9)
where “almost everywhere” means “except on a subset of Ω having zero measure”.
The following theorem is a cornerstone of Lebesgue integration theory and
incorporates the key feature of Lp spaces.
Theorem 2.2.1. For 1 ≤ p ≤ ∞, Lp(Ω) is a Banach space.
Moreover, the space L2(Ω) is a Hilbert space endowed with the scalar product
(w, v)L2(Ω) :=
∫
Ω
w(x)v(x) dx . (2.10)
In the sequel the norm in L2(Ω) is denoted by ‖ · ‖0,Ω, or simply ‖ · ‖0 when it
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is clear which is the domain Ω. In addition, the scalar product (·, ·)L2(Ω) is often
indicated by (·, ·)0,Ω or simply (·, ·).
There are some important inequalities that hold for functionals defined over
Lp spaces. The most important is the Ho¨lder’s Inequality,∣∣∣∣∫
Ω
w(x)v(x) dx
∣∣∣∣≤ ‖w‖Lp(Ω) ‖w‖Lp′ (Ω) , (2.11)
where 1 ≤ p ≤ ∞ and (1/p) + (1/p′) = 1, (p′ = ∞ if p = 1). Notice that for
p = 2 the Ho¨lder’s Inequality is the Schwarz’ Inequality (2.1) for the Hilbert space
L2(Ω). In addition, from (2.11) it easily follows that Lq(Ω) ⊂ Lp(Ω) if p ≤ q and
Ω has a finite Lebesgue measure.
2.2.4 Generalized (weak) derivatives
There are several definitions of derivative that are useful in different context. The
classical definition of derivative as the limit of the incremental ratio is a “local”
definition since it involves information about the function only near the point
where the derivative is computed. In the variational formulation of partial differ-
ential equations, (see Chapter 4), pointwise values of derivatives are not needed;
only derivatives that can be interpreted as functions in Lp spaces are relevant.
We have seen before that pointwise values of functions defined in Lp spaces are
not important, only the global behavior describes these kind of functions. Thus,
it is natural to develop a global notion of derivative that is more suited to Lp
spaces.
First, let us introduce the multi-index notation that is very useful for partial
derivatives. A multi-index, α, is an n-tuple of non-negative integers, αi. The
length of α is given by
|α| :=
n∑
i=1
αi . (2.12)
For an infinitely differentiable functions v, we denote byDαv the usual (pointwise)
partial derivative
Dαv :=
∂|α|v
∂xαi1 ...∂x
αn
n
. (2.13)
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Next, let us introduce the concept of the support of a function defined over
some domain in Rn. For a continuous function, v, this is the closure of the (open)
set {x : v(x) 6= 0}. If this is a compact set (i.e., if it is bounded) and it is a
subset of the interior of a set, Ω, then v is said to have a “compact support” with
respect to Ω. Outside the support of a function, it is natural to define it to be
zero, thus extending it to be defined on all of Rn.
Definition 2.2.5. Let Ω be a domain in Rn. Denote by D(Ω) or C∞0 (Ω) the set
of C∞(Ω) functions with compact support in Ω.
We now use the space D to extend the notion of pointwise derivative to a class
of functions that is larger than C∞(Ω). For simplicity, we restrict our notion of
derivatives to the following space of functions.
Definition 2.2.6. Given a domain Ω, the set of locally integrable functions is
denoted by
L1loc(Ω) := {v : v ∈ L1(K) ∀ compactK ⊂ interior Ω} . (2.14)
L1loc(Ω) is a function space that contains all of C
0(Ω), without growth restric-
tions. This implies that functions that belongs to L1loc(Ω) can behave arbitrarily
badly near the boundary. Finally we can read the new definition of derivative.
Definition 2.2.7. We say that a given function v ∈ L1loc(Ω) has a weak deriva-
tive, Dαwv, provided there exists a function w ∈ L1loc(Ω) such that∫
Ω
w(x)φ(x) dx = (−1)|α|
∫
Ω
v(x)φ(α)(x) dx ∀φ ∈ D(Ω) . (2.15)
If such a w exists, we define Dαwv = w.
One can notice that the new definition of derivative coincides with the old one
if the function v is regular enough. The following theorem shows that the smooth-
ness is related to the dimension n and that the weak derivative is a generalization
of the classical derivative.
Theorem 2.2.2. Let α be arbitrary and let v ∈ C |α|(Ω). Then the weak deriva-
tive Dαwv exists and is given by D
αv.
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2.2.5 Sobolev spaces
Using the notion of weak derivative, we introduce a class of functions as a gen-
eralization of the Lebesgue norm and spaces in order to include derivatives. A
comprehensive presentation of these spaces can be found in Adams [1975].
Definition 2.2.8. Let k be a non-negative integer, and let v ∈ L1loc(Ω). Suppose
that the weak derivatives Dαwv exist for all |α| ≤ k. Define the Sobolev norm
‖v‖Wk,p(Ω) :=
(∑
|α|≤k
‖Dαwv‖pLp(Ω)
)1/p
(2.16)
in the case 1 ≤ p <∞, and in the case p =∞
‖v‖Wk,∞(Ω) := max|α|≤k ‖D
α
wv‖L∞(Ω). (2.17)
In either case, we define the Sobolev spaces via
W k,p(Ω) := {v ∈ L1loc(Ω) : ‖v‖Wk,p(Ω) <∞} . (2.18)
Clearly, for each p, 1 ≤ p ≤ ∞, W 0,p(Ω) = Lp(Ω) and W k2,p(Ω) ⊂ W k1,p(Ω)
when k1 ≤ k2.
In addition, it is useful to introduce the notation of semi-norms for the Sobolev
space,
Definition 2.2.9. For k a non-negative integer and v ∈ W kp (Ω), let
|v|Wk,p(Ω) =
(∑
|α|=k
‖Dαwv‖pLp(Ω)
)1/p
(2.19)
in the case 1 ≤ p <∞, and in the case p =∞
|v|Wk,∞(Ω) = max|α|=k ‖D
α
wv‖L∞(Ω) . (2.20)
It is clear that W k,p(Ω) is by definition a normed linear space since ‖ · ‖Wk,p(Ω)
satisfies the three properties of the norm definition. The following theorem asserts
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that the Sobolev spaces are also complete.
Theorem 2.2.3. The Sobolev space W k,p(Ω) is a Banach space.
There is another potential definition of Sobolev space that was proved to be
equivalent to the previous one. Let Hk,p(Ω) denote the closure of Ck(Ω) with
respect to the Sobolev norm ‖ · ‖Wk,p(Ω). For 1 ≤ p < ∞ it turns out that
Hk,p(Ω) = W k,p(Ω). Only in the case p = ∞ we have Hk,p(Ω) = Ck(Ω) 6=
W k,p(Ω). The following density result shows an important feature of the Sobolev
spaces.
Theorem 2.2.4. Let Ω be any open set. Then C∞(Ω) ∩ W k,p(Ω) is dense in
W k,p(Ω) for p <∞.
This result should be separated from another kind of density result, the density
of C∞(Ω¯) in W k,p(Ω). In order for this stronger result to hold, a sort of regularity
condition must also hold. In fact, if Ω has a Lipschitz continuous boundary,
C∞(Ω¯) is dense in W k,p(Ω).
When p = 2, mathematicians used to write Hk(Ω) instead of W k,2(Ω) and
‖ · ‖k,Ω instead of ‖ · ‖Wk,2(Ω). We will adopt this notation in the sequel.
It is easy to verify that if we introduce the following scalar product
(w, v)k,Ω :=
∑
|α|≤k
(Dαw,Dαv)0,Ω , (2.21)
the Sobolev spaces Hk(Ω) are Hilbert spaces.
Finally, we denote with W−k,p
′
(Ω) the dual space of W k,p0 (Ω). As before, when
p = 2 we write Hk0 (Ω) and H
−k(Ω) instead of W k,20 (Ω) and W
−k,2(Ω), respectively.
When considering vector-valued functions v : Ω→ Rn, it is useful to introduce
the following function space
H(div; Ω) := {v ∈ (L2(Ω))n | div v ∈ L2(Ω)} , (2.22)
endowed with the graph norm, i.e.,
‖v‖H(div;Ω) := (‖v‖20,Ω + ‖div v‖20,Ω)1/2 . (2.23)
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When considering space-time functions v(t,x), (t,x) ∈ QT := (0, T )×Ω, it is
natural to define the following space
Lq(0, T ;W k,p(Ω)) :=
{
v : (0, T )→ W k,p(Ω) | v is measurable
and
∫ T
0
‖v(t)‖q
Wk,p(Ω)
dt <∞
}
, (2.24)
endowed with the norm
‖v‖Lq(0,T ;Wk,p(Ω)) :=
(∫ T
0
‖v(t)‖q
Wk,p(Ω)
dt
)
, (2.25)
and 1 ≤ k < ∞. In an analogous way L∞(0, T ;W k,p(Ω)) and C0(0, T ;W k,p(Ω))
can be defined.
2.3 Some results about Sobolev spaces
In this Section we present some important properties of functions that belong to
Sobolev spaces without reporting any proofs. In particular we will consider only
the Hilbert spaces Hs(Ω). The reader interested to the general case and to the
proofs can consult the books of Lions & Magenes [1968a,b] or Adams [1975].
The first step is to give a meaning to the trace on the boundary ∂Ω of a
function v ∈ Hs(Ω) because a function that belongs to the Hilbert space Hs(Ω)
is not univocally defined on a manifold having zero measure. This task is accom-
plished by the following theorem. Let us denote by C0(Ω¯) the space of continuous
functions on Ω¯. The result reads as follows:
Theorem 2.3.1 (Trace theorem). Let Ω be a bounded open set of Rn with Lips-
chitz continuous boundary ∂Ω and let k > 1/2.
1. There exists a unique linear continuous map γ0 : H
k(Ω)→ Hk−1/2(∂Ω) such
that γ0v = v|∂Ω for each v ∈ Hk(Ω) ∩ C0(Ω¯).
2. There exists a linear continuous map R0 : H
k−1/2(∂Ω) → Hk(Ω) such that
γ0R0φ = φ for each φ ∈ Hk−1/2(∂Ω). Analogous results also hold true if we
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consider the trace γΣ over a Lipschitz continuous subset Σ of the boundary
∂Ω.
The previous theorem provides a useful characterization of the spaceHk−1/2(Σ)
since asserts that any functions that belongs to Hk−1/2(Σ), k > 1/2 is the trace
on the boundary Σ of a function in Hk(Ω).
The previous trace theorem can be extended to vector functions belonging to
H0(div; Ω) and reads as follows
Theorem 2.3.2 (Trace theorem for vector functions). Let Ω be a bounded open
set of Rn with Lipschitz continuous boundary ∂Ω and let k > 1/2.
1. There exists a unique linear continuous map γ∗ : H(div; Ω) → H−1/2(∂Ω)
such that γ∗v = (v · n)|∂Ω for each v ∈ H(div; Ω) ∩ (C0(Ω¯))n.
2. There exists a linear continuous map R∗ : H−1/2(∂Ω)→ H(div; Ω) such that
γ∗R∗φ = φ for each φ ∈ H−1/2(∂Ω).
Here we have denoted with n the unit outward normal vector on ∂Ω. Let us
notice that the normal trace of a vector function v ∈ H(div; Ω) over a subset
Σ that is different from the whole boundary ∂Ω does not belong in general to
H−1/2(Σ), but to a larger space, which is usually denoted by H−1/200 (Σ) (see, e.g.,
Lions & Magenes [1968a]).
By means of these trace operators it is possible to characterize the spaces
H10 (Ω) and H0(div; Ω) := (C
∞
0 (Ω))
n (here the closure must be intended with
respect to the norm ‖ · ‖H0(div;Ω) ). In fact, if the boundary ∂Ω is Lipschitz
continuous we have
H10 (Ω) = {v ∈ H1(Ω) | γ0v = 0} , H0(div; Ω) = {v ∈ H(div; Ω) | γ∗v = 0}.
A similar characterization holds for the space
H1Σ(Ω) := {v ∈ H1(Ω) | γΣv = 0} . (2.26)
As a consequence of the density of C∞(Ω¯) in H1(Ω) (under the assumption
that the boundary ∂Ω is Lipschitz continuous), it is easy to prove that for each
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v, w ∈ H1(Ω) the following Green formula holds∫
Ω
(Djw)v dx = −
∫
Ω
wDjv dx +
∫
∂Ω
γ0w γ0v nj dγ , j = 1, . . . , n, (2.27)
where we have indicated with Dj the partial derivative
∂
∂xj
.
Similarly, if w ∈ H(div; Ω) and v ∈ H1(Ω), we have∫
Ω
(div w)v dx = −
∫
Ω
w · ∇v dx +
∫
∂Ω
γ∗w γ0v dγ . (2.28)
Generally, functions in Sobolev spaces W k,p are not so smooth. If some re-
strictions on the two indices k and p are prescribed, these functions turns out to
be regular in according to the following theorem
Theorem 2.3.3 (Sobolev embedding theorem). Assume that Ω is a (bounded or
unbounded) open set of Rn with Lipschitz continuous boundary, and that 1 ≤ p <
∞. Then the following continuous embeddings hold:
1. If 0 ≤ kp < n, then W k,p(Ω) ⊂ Lp∗(Ω) for p∗ = np/(n− kp);
2. If kp = n, then W k,p(Ω) ⊂ Lq(Ω) for any q such that p ≤ q <∞;
3. If kp > n, then W k,p(Ω) ⊂ C0(Ω¯).
The Sobolev embedding theorem states that any function with suitably regular
weak derivative turns out to be continuous. In the one-dimensional case (n = 1)
we have in particular that H1(Ω) ⊂ C0(Ω¯).
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Chapter 3
Mathematical Modeling
Every physical phenomena can be described from the mathematical point of view
for quantitative and qualitative analysis. This chapter will present the basic prin-
ciples of continuum mechanics for the mathematical description of fluid flows,
solid dynamics and the interaction between the fluid and the solid, namely fluid-
structure interaction. The theoretical background presented in this chapter will
enable the reader to understand how modeling a FSI problem. The formulation
of the physical problem, the Eulerian, Lagrangian and Arbitrary Lagrangian Eu-
lerian (ALE) descriptions and the constitutive equations are presented in the FSI
context.
3.1 Overview
In the last decades a great attention has been paid to the study of fluid-structure
interaction problems because of a large number of applications ranging from bi-
ology to civil engineering and aeroelasticity. In particular, the numerical solution
of the equations of fluid-structure interaction is of great interest because of the
increasing demand from the medical community for scientifically rigorous and
quantitative investigations of cardiovascular diseases. In recent years, the simu-
lation of complex problems in Computational Fluid Dynamics (CFD) has been
feasible because of the development of efficient computational techniques and
increasing performances of modern computers. However the solution of a fluid-
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structure interaction problem remains a difficult task.
In this work, the problem of an incompressible viscous fluid flow interacting
with an incompressible or nearly-incompressible elastic body which is being de-
formed by the fluid force is considered. Typical engineering problems of this kind
can be found in the areas of biomechanics which include the blood flow inter-
action with elastic veins and cerebral aneurysm hemodynamics or in the field of
aeroelasticity.
Nowadays there are not theoretical results providing the well-posedness of
the interaction problem between an incompressible Newtonian viscous flow and
a hyperelastic material in the general case. This difficulty task was overcome by
some authors introducing additional simplifying assumptions such as smallness of
the data, linearity, periodic boundary conditions, simple structure model, rigidity
of elastic shells or plates (see, e.g., Beira˜o da Veiga [2004]; Chambolle et al. [2005];
Coutand & Shkoller [2005]; Desjardins & Esteban [2000]; Desjardins et al. [2001];
Grandmont & Maday [2000]; Le Tallec & Mani [2000]; Rumpf [1998]).
In Le Tallec & Mani [2000] a time dependent, linearized model of interaction
between a viscous fluid and an elastic shell in small displacement approximation
and its discretization is analyzed. The problem is further simplified by neglecting
all changes in the geometry configuration. Under these assumptions the authors
are able to show that the proposed formulation is well posed and a global weak so-
lution exists by using energy estimates. Further they show that an independent
discretization by standard mixed finite elements for the fluid and by noncon-
forming discrete Kirchhoff triangle finite elements for the shell together with a
backward or central difference approximation of the the time derivative converges
to the solution of the continuous problem.
In Beira˜o da Veiga [2004] a rigorous result on the existence of strong solutions
to two-dimensional initial-boundary value problems, in which a fluid flow, mod-
eled by the Navier-Stokes equations, interacts with a vessel described by a simple
model, the so-called generalized string model, has been established. The math-
ematical obstacles coming out from the artificial consideration of just a segment
of vessel are avoided by considering data and solutions periodic in the “vessel
direction”.
In Grandmont & Maday [2000] the well-posedness of an unsteady fluid-structure
26
e3
e2
e1
X3 , x3
X2 , x2
X1 , x1
Initial configuration
Current configuration
Reference configuration
Ω0 Ωt
Ω
XΩ0(t)
XΩ(t)XΩ(0)
Figure 3.1: Sketch of the referential domain Ω, initial domain Ω0 and current
domain Ωt and relations between them.
interaction problem has been proved. They consider a viscous incompressible
Newtonian fluid, described by the Navier-Stokes equations, interacting with a
viscoelastic structure assumed as a collection of rigid moving bodies which posi-
tion influences the fluid domain.
In Chambolle et al. [2005] a three-dimensional viscous incompressible fluid
governed by the Navier-Stokes equations, interacting with an elastic plate located
on one part of the fluid boundary, is considered. The existence of at least one
weak solution for this unsteady fluid-structure interaction problem without any
(artificial) viscosity of the structure has been proved.
The basic principles of the continuum theory such as kinematic descriptions
and balance laws principles presented in this chapter are based on Bonet & Wood
[1997] and Ciarlet [1998]. For a basic introduction and a complete reference of
continuum theory the reader can see Haupt [2000] and Gurtin [1981].
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3.2 Continuum theory
In continuum mechanics, we are interested in the motion and deformations of
an elastic body under the action of external and internal forces. The theory of
continuum mechanics is a powerful and effective tool for the design of machine
elements in engineering. This theory is an approximation of the physical reality
because it does not care about the complexity of the internal microscopic structure
of a solid object. If the dimension of the solid object is very large compared to
the atomic reference length this approximation is good enough for engineers.
The basic ideas of continuum mechanics, kinematics, stress and balance laws are
presented in the next paragraphs.
3.2.1 Kinematic descriptions
Let Ω ⊂ R3 be a reference (undeformed) configuration of a given body. Let Ωt ⊂
R3 be a current (deformed) configuration of this object at time t. Let assume that
there is a one-to-one, uniquely invertible, sufficiently smooth mapping XΩ of the
reference (undeformed) configuration Ω to the current (deformed) configuration
XΩ : Ω× [0, T ]→ Ωt ,
which determines the successive position of the material point, see Figure 3.1. It
is clear that the mapping XΩ depends on the choice of the reference configuration
Ω which can be selected in various ways. All the reference configurations are
equivalent but for our purposes it is sufficient to define one of them as the reference
configuration. For instance, we can see Ω as the initial (stress-free) configuration.
Let us denote an arbitrary material point in the reference configuration Ω by X.
The position of this point at time t is given by
x = X(X, t) X ∈ Ω ,
where x is the position vector of the point in Ωt. The mapping X is called
the deformation from Ω to Ωt. In this context the displacement vector field is a
function of time and the material and spatial descriptions are defined respectively
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Figure 3.2: Transformation of a material volume under deformation and displace-
ment fields U and u of a generic material particle.
as
U(X, t) = X(X, t)−X , u(x, t) = x− X−1(x, t) ,
where U(X, t) represents the displacement field of a material point (also called
material particle) identified by X and relates its position in the reference config-
uration to the current configuration at time t, while u(x, t) is the displacement
field in the Eulerian frame. These two physical quantities are related each other
using the mapping invertibility hypothesis by the following expression
U(X, t) = U(X−1(x, t), t) = u(x, t) .
It is known that in solid mechanics the motion and the deformation of a body
are described in terms of the displacement field. However, the velocity and the
acceleration are involved in the description of the dynamical behavior. The ve-
locity and acceleration fields are defined as the first and second time derivative
of the mapping X respectively
v =
∂X
∂t
, a =
∂2X
∂t2
. (3.1)
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3.2.1.1 Configurations
All physical quantities can be defined alternatively on the reference or on the
current configuration and the choice is a matter of convenience. We have seen in
the previous paragraph that the displacement field can be defined in the reference
or in the spatial framework thanks to the invertibility of the mapping.
The interaction between these two “point of view” is essential in continuum
mechanics. The transformation between material and spatial regions are typi-
cally called push forward and pull back operations. The push forward means a
transformation from the material to the spatial configuration and the pull back
means the converse. When we use (X, t) as independent variables we adopt the
Lagrangian formulation, while when we refer to the (x, t) pair we employ the
Eulerian formulation. In the Lagrangian formulation we follow the evolution of a
material particle; in the Eulerian formulation we observe the history of a physical
quantity in a given point in the physical space. When a field is expressed in the
Eulerian coordinates it is referred to as an Eulerian field and when it is expressed
in Lagrangian coordinates we call it Lagrangian field.
The Eulerian description is well suited to describe the fluid flow through a
fixed spatial region. In this case the fluid particles enter and leave the fixed
domain of interest. On the other hand the Lagrangian description is well suited
to describe the motion a body defined as a fixed collection of material particles.
The body can change its shape under the action of external and/or internal forces
but not its composition.
3.2.1.2 Lagrangian description
In the Lagrangian description mesh nodes follow the position of the material
particles. In other words, the mesh nodes are linked to the same material particle
at any time. This approach is mainly used in structural mechanics in the context
of finite element method.
Some applications of this approach are, for instance, the metal forming pro-
cesses and the vehicle crash tests. The drawback of this method is related to
the inability in handling strong mesh deformations which results in frequent re-
meshing and expensive data projection with loss of accuracy.
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Figure 3.3: Top: 1D Lagrangian description; Middle: 1D Eulerian description;
Bottom: 1D ALE (Arbitrary Lagrangian-Eulerian) description.
In the Lagrangian description we consider a physical quantity ϕ to be defined
on the reference configuration Ω as a function of the material coordinate X and
time t:
ϕ = ϕˆ(X, t) : Ω× [0, T ]→ Y . (3.2)
For the Lagrangian field ϕˆ we define the Lagrangian time-derivative and the
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Lagrangian gradient as simply
dϕ
dt
:=
∂ϕˆ
∂t
, ∇ϕ = ∂ϕ
∂X
:=
∂ϕˆ
∂X
. (3.3)
Since the material particles coincide with the same mesh nodes during the motion
the negative effects induced by the convective term disappear and the Lagrangian
time-derivative reduces to a simple time derivative.
3.2.1.3 Eulerian description
In the Eulerian description the position of the mesh nodes is fixed in time. Mate-
rial particles move through the fixed region of interest occupying different position
at different time while the mesh nodes do not change their position (see Figure
3.3 in 1D). This approach is widely used in fluid mechanics because it is able to
handle strong deformation without moving the mesh and it can be used in differ-
ent context such as finite difference, finite volume and finite element. Structured
and unstructured meshes can be used but it is clear that structured meshes are
preferable because of fixed nodes, in particular in the finite difference framework.
The drawback of this approach is that one has to deal with convective terms that
are sources of numerical instability.
Any field quantity ϕ with values in some vector space Y (i.e. scalar, vector
or tensor valued) can be expressed as a function of the spatial position x ∈ R3
ϕ = ϕ˜(x, t) : Ωt × [0, T ]→ Y . (3.4)
For the Eulerian field ϕ˜ we define the Eulerian time-derivative and the Eulerian
gradient as simply
∂ϕ
∂t
:=
∂ϕ˜
∂t
, ∇ϕ = ∂ϕ
∂x
:=
∂ϕ˜
∂x
. (3.5)
3.2.1.4 Arbitrary Lagrangian Eulerian Description
The Arbitrary Lagrangian Eulerian (ALE) description is an intermediate and
more general description that combines the advantages of the Eulerian and La-
grangian approaches. In this description the position of the mesh nodes can be
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fixed or can change in time in a prescribed fashion that is independent from the
motion of the material particles. After each time step the mesh is updated and
the solution is obtained using the most recent mesh configuration.
The Arbitrary Lagrangian Eulerian description was first introduced by Noh
[1964] addressing the hydrodynamics problem in the finite difference framework.
The method was also used by Hirt et al. [1974] and Pracht [1975] for finite dif-
ference analysis. In the eighties the method was extended in the finite element
context for solving fluid-structure interaction and free surface flows problems
by Belyteschko (Belytschko [1977]; Belytschko & Kennedy [1976]; Belytschko &
Mullen [1981]; Belytschko & Schumann [1980]; Belytschko et al. [1982]), Donea
(Donea [1983]; Donea et al. [1982]), Hughes (Hughes & Tezduyar [1984]; Hughes
et al. [1981]) and Liu (Liu & Gvildys [1986]; Liu & Ma [1982]). More recently,
this approach was applied to nonlinear solid problems and contact problems by
Haber [1984], Liu et al. [1986], Benson [1984], Ghosh & Kikuchi [1991] and others.
It is known that Eulerian methods are well suited for fluid mechanics while
Lagrangian methods for solid mechanics. If our problem deals with the interac-
tion between fluid and solid, like moving walls, or with moving boundaries, this
intermediate approach is typically used because exploits the features of both the
descriptions.
In fluid-structure interaction problems the fluid flows in a domain with mov-
ing boundaries due to the motion of the structure which is affected by the fluid
force. In this case the intermediate ALE description is generally used for the fluid
part while we can still describe the solid motion in the Lagrangian framework.
The fundamental physical quantity describing the motion of the fluid is still the
velocity but it is necessary to compute a certain displacement to be defined in
order to provide a transformation of the current fluid domain to some fixed ref-
erence domain. For these reasons this method is sometimes called pseudo-solid
mapping method.
In the following, we introduce the basic mathematical concepts of the ALE
method and then we provide a relationship among all the three descriptions.
In the ALE formulation, a third region ΩZ is introduced to be the reference
configuration, which is in general different from Ω or Ωt. The mapping ζZ from
the reference configuration ΩZ to the Eulerian configuration Ωt, which represents
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ΩZ
XΩ
ζZζˆZ
Figure 3.4: The initial domain Ω, the current domain Ωt, the moving computa-
tional domain ΩZ and the relations between them.
the motion of the mesh nodes in the spatial framework, is given by
ζZ : Z × [0, T ]→ Zt , Z ⊂ ΩZ , Zt ⊂ Ωt ∀ ∈ [0, T ] , (3.6)
ζZ (Z , t) = (x, t) . (3.7)
Its gradient is defined as
∂ζZ (Z , t)
∂(Z , t)
=
(
∂x
∂Z
vZ ,
0T 1
)
(3.8)
where
vZ =
∂ζZ
∂t
(3.9)
is called computational domain velocity, also named ALE velocity, and 0T is a null
row-vector. Finally, for the mapping ζˆZ from the intermediate ALE configuration
to the Lagrangian configuration, we have
ζˆZ : Z × [0, T ]→ Z , Z ⊂ ΩZ , Z ⊂ Ω , ∀ ∈ [0, T ] , (3.10)
ζˆZ (Z , t) = (X, t) . (3.11)
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The inverse of the mapping ζˆZ and its gradient are defined as follows
(Z , t) = ζˆ−1Z (X, t) ,
∂ζˆ−1Z (X, t)
∂(X, t)
=
(
∂Z
∂X
vX
0T 1
)
, (3.12)
where vX =
∂ζˆ−1Z
∂t
is defined as the particle velocity in the ALE reference con-
figuration ΩZ . The material velocity v =
∂XΩ
∂t
and the velocities vX and vZ
previously defined, are related each other by the following expression
v = vZ +
∂x
∂Z
· vX . (3.13)
This relation can be attained by differentiating XΩ = ζ ◦ ζˆ−1 keeping X fixed.
The relation (3.13) can be rewritten as
c := v − vZ = ∂X
∂Z
· vX , (3.14)
where c is defined as the relative velocity of the material particle with respect to
the mesh, as seen from the spatial region.
Now we can consider three particular cases that we can encounter.
• Pure translation of continuum (i.e. no deformation), ∂x
∂Z
= I, which implies
c = vX.
• The Lagrangian and Eulerian cases can be seen as particular cases of the
more general ALE description under the following assumptions:
– The Lagrangian description, ζˆZ = I and X = Z , which implies that
material and mesh velocities coincide.
– The Eulerian description, ζZ = I and x = Z , which implies a null
mesh velocity vZ = 0.
The fundamental relation between material time derivatives, ALE referential
time derivatives and spatial gradient is the following
df
dt
=
∂f
∂t
∣∣∣∣
X
=
∂f
∂t
∣∣∣∣
Z
+c · ∇f = ∂f
∂t
∣∣∣∣
x
+v · ∇f , (3.15)
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which can be interpreted in the usual way: the variation of a physical quantity
f associated to a given particle X is the local variation with respect to the ALE
reference configuration plus a convective term that takes into account the relative
motion of a particle with respect to the ALE reference system. For the material
acceleration we have
dv
dt
=
∂v
∂t
∣∣∣∣
X
=
∂v
∂t
∣∣∣∣
x
+v · ∇v = ∂v
∂t
∣∣∣∣
Z
+c · ∇v . (3.16)
In the next section we are going to describe the deformation and strain fields in
according to the finite elasticity theory.
3.2.2 Deformation and strain
In the finite elasticity theory a continuum body is said to be deformable if it is able
to change its shape under the effects of internal and external forces. An important
quantity in the finite elasticity theory is the deformation gradient which is defined
as the derivative with respect to the material coordinates of the invertible, twice
continuously differentiable map X
F =
∂X
∂X
= Gradx = ∇Xx . (3.17)
Local invertibility of the mapping X needs that F be non-singular, which means
that detF 6= 0. The deformation gradient appears into the following equation
dx = FdX , (3.18)
that give us a measure of how much the infinitesimal line element dX of material
at the point X transforms linearly into the line element dx under deformation
represented mathematically by the the tensor F. The determinant of F, denoted
by the symbol J = detF and called Jacobian of the transformation, is everywhere
strictly positive in order to have an orientation preserving deformation mapping.
This property is related to the invertibility of F. The mathematical condition
J > 0 is also a physical requirement since volume cannot be negative. The relation
between the infinitesimal volume element dV in the reference configuration Ω and
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the infinitesimal volume element dv of the current configuration is related by
dv = JdV . (3.19)
The deformation is called isochoric or volume preserving if J = detF = 1 and the
material that undergoes only isochoric transformation is said to be incompressible.
The deformation gradient is related to the displacement gradient by the following
equations
∇XU = F− I , ∇xu = I− F−1 . (3.20)
Now we are going to establish the relation between the infinitesimal surface
area element in the material and spatial region. Let dA = NdA be a vector
surface area element on ∂Ω, where N is the outward unit normal to the surface,
and da = nda the corresponding area element on ∂Ωt. Then, the area elements in
the material and spatial region are related each other by using Nanson’s formula:∫
∂Ωt
nda =
∫
∂Ω
JF−TNdA , (3.21)
where F−T = (F−1)T and ()T is for transpose. Recalling the definition of the
cofactor matrix of an invertible matrix A, cofA = (detA)A−T , we can state the
Nanson’s theorem on normals:
Theorem 3.2.1 (Nanson’s formula). The measure of a surface element in the ref-
erence configuration is related to that of the corresponding element in the current
configuration
nd(∂Ωt) = cof FXNd(∂Ω) . (3.22)
An important role in this context is played by the Piola transformation. Let
assume that we have a sufficiently regular second order tensor field σ : Ωt → R3×3
defined on the deformed configuration. The Piola transformation of σ associated
to the mapping X is the second order tensor field Π : Ω→ R3×3 defined over the
material configuration as
Π(X) = J(X)σ(X(X))F−T (X) , (3.23)
for every X ∈ Ω. The inverse Piola transformation of Π returns the tensor σ(x)
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according to
σ(x) = J−1(X−1(x))Π(X−1(x))FT (X−1(x)) . (3.24)
The main property of the Piola transformation is given by the following important
theorem
Theorem 3.2.2 (Piola transformation). Let σ be a regular tensor field in Ω and
Π its Piola transformation, we have
∇X ·Π = J∇ · σ , (3.25)
where ∇X is the divergence with respect to the X coordinates and the equality has
to be understood on corresponding points in Ωt and Ω, respectively.
As a result, by the application of the divergence theorem, we have∫
∂Ω
ΠNd(∂Ω) =
∫
∂Ωt
σnd(∂Ωt) . (3.26)
Also the Piola identity will be used
Theorem 3.2.3 (Piola identity).
0 = ∇ · (JF−T ) = ∇ · cof F . (3.27)
Remark 3.2.1. The results just proved in the theorem 3.22, 3.25 and 3.27 are
useful when we will push back the integrals in the conservations equations in-
volving the divergence of a tensor from the current configuration to the reference
configuration and viceversa.
As a general measure of deformation, let consider the change in the scalar
product of the two elemental vectors dX1 and dX2 as they deform to dx1 and
dx2. This change involves both the stretching of the elemental vectors and changes
of the enclosed angle between the two vectors. Recalling (3.18), the spatial dot
scalar product dx1 · dx2 is related to the correspondent material vectors dX1 and
dX2 as
dx1 · dx2 = dX1 ·C · dX2 , (3.28)
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where C is the right Cauchy-Green deformation tensor, which is given in terms
of the deformation gradient as
C = FTF . (3.29)
Note that since the tensor C operates on the material vectors dX1 and dX2, this
tensor is called a material tensor quantity. If the deformation map X describes a
rigid body rotation, the deformation gradient is represented by a rotation tensor
Q. Since a rotation tensor is described by an orthogonal matrix, the Cauchy-
Green strain tensor C coincides with the identity matrix:
C = FTF = QTQ = Q−1Q = I . (3.30)
Alternatively, the initial material scalar product dX1 ·dX2 can be obtained in
terms of the spatial vectors dx1 and dx2 via the left Cauchy-Green deformation
tensor b as
dX1 · dX2 = dx1 · b−1 · dx2 , (3.31)
where b is
b = FFT . (3.32)
Note that since the tensor b−1 operates on the spatial vectors dx1 and dx2, b−1
or b itself, is called a material tensor quantity.
The change in scalar product can be found in terms of the material vectors
dX1 and dX2 and the Lagrangian or Green strain tensor E as
1
2
(dx1 · dx2 − dX1 · dX2) = dX1 · E · dX2 , (3.33)
where the material tensor E is
E =
1
2
(C− I) . (3.34)
Observe that this tensor vanishes for unstrained material since C = I if no defor-
mations are involved. Therefore the Green strain tensor E represents the natural
strain measure. The Green strain tensor E can also be written in terms of dis-
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placements as
E =
1
2
(∇u +∇uT +∇uT∇u) . (3.35)
Alternatively, the same change in scalar product can now be found in terms
of the spatial vectors dx1 and dx2 and the eulerian or Almansi strain tensor e
1
2
(dx1 · dx2 − dX1 · dX2) = dx1 · e · dx2 , (3.36)
where the material tensor e is
e =
1
2
(I− b−1) . (3.37)
3.2.3 Stress tensors
Consider a general deformable body at its current position as shown in 3.5. In
order to develop the concept of stress it is necessary to study the action of the
forces applied by one region R1 of the body on the remaining part R2 of the
body with which is in contact. These forces are called interior forces or contact
forces and they are due to the mutual interaction of particles. For this purpose
consider the element of area ∆a of normal n in the neighborhood of spatial point
P as shown 3.5. If the resultant force on this area is ∆f , the stress vector t
corresponding to the normal n at P is defined as
t(n) = lim
∆a→0
∆f
∆a
, (3.38)
where the relationship between t and n must be such that satisfies Newton third’s
law of action and reaction, which is expressed as
t(−n) = −t(n) . (3.39)
A fundamental result, given by the Cauchy theorem, states that the stress
vector t at a point P of a surface depends only through the normal direction of
the surface at P.
Theorem 3.2.4 (Cauchy Theorem). Continuum mechanics is based on three
fundamental assumptions concerning the interior forces:
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Figure 3.5: Traction vector.
• interior forces act via the surface of a volume (i.e. the surface ∆a of the
volume R1 ),
• interior forces only depend on the normal direction of the surface of the
volume,
• interior forces are additive and continuous.
Due to the Cauchy theorem these assumptions imply that the interior forces must
be of the form
t(n) = σn , (3.40)
where σ is called Cauchy stress tensor which is independent of n.
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Cauchy stress tensor can be written in matrix form
σ =
σ11 σ12 σ13σ21 σ22 σ23
σ31 σ32 σ33
 =
σx τxy τxzτyx σy τyz
τzx τzy σz
 , (3.41)
where σx, σy and σz are normal stresses, and τxy, τxz, σyx, σyz, σzx and σzy are
shear stresses. For 2D computations we consider only plane stress approximation.
In finite deformation problems care must be taken to the choice of the config-
uration to which stress is measured. The Cauchy stress is a symmetric measure
of stress defined with respect to the current configuration. Cauchy stress is often
used to define general constitutive equations for material. The second Piola-
Kirchhoff stress S is a symmetric stress measure with respect to the reference
configuration and is related to the Cauchy stress tensor through the deformation
gradient as
S = JF−1σF−T . (3.42)
Finally, one can introduce the (unsymmetric) first Piola-Kirchhoff stress P, which
is related to S by the relation P = FS.
Because the Cauchy stress tensor plays an important role in any equilibrium
equation, it is important to inquire whether σ is objective. An objective quantity
is a quantity that is independent of the observer, i.e., with respect to different
frames. For this purpose let consider the transformations of the normals and
internal forces t implied by the superimposed rigid body rotation Q as
t˜(n˜) = Qt(n) , n˜ = Qn . (3.43)
Using the relationship between force and stress tensor given by (3.40) in conjunc-
tion with the above equation gives
σ˜ = QσQT . (3.44)
The above equation conforms with the definition of objectivity, hence σ is a valid
candidate for inclusion in a material description.
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3.3 Balance Laws
In this section we will formulate the balance equations for mass and momentum in
three forms: the Eulerian, the Lagrangian and the arbitrary Eulerian-Lagrangian
(ALE) description. The balance equation for energy is reported at end of this
paragraph for reasons of completeness. We assume in our simulations that the
fluid-structure interaction process is isothermal and that the energy balance equa-
tion is always satisfied.
For the formulation of the balance laws we will need to handle a time derivative
of some integrals which support changes in time. The following theorems will be
useful for our purposes.
An interesting property of the Jacobian J is that its time derivative is linked
to the divergence of the velocity field v.
Theorem 3.3.1. Let J denote the Jacobian in the Eulerian frame. We have the
relation
d
dt
J = J∇ · v , (3.45)
sometimes called the Eulerian expansion formula.
This theorem allows to obtain the following fundamental result.
Theorem 3.3.2 (Reynolds transport formula). Let Ωt be a material domain, i.e.
Ωt = {x : x = X(X, t),X ∈ Ω} . The following transport theorem holds for all
differentiable mapping ϕ
d
dt
∫
Ωt
ϕdv =
∫
Ωt
(
∂ϕ
∂t
+∇ · (ϕv)
)
dv . (3.46)
When working with the ALE formulation it will be useful to consider the
Reynolds formula acting on the moving computational domain.
Theorem 3.3.3 (ALE Reynolds transport formula). Let Z0 ⊂ Z be a subdomain
in the ALE reference configuration and Z0,t = {x : x = A(x˜, t), x˜ ∈ Z0}. Clearly,
Z0,t is always contained in the computational domain Zt. The following transport
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theorem holds for all differentiable mapping ϕ
d
dt
∫
Z0,t
ϕdv =
∫
Z0,t
(
∂ϕ
∂t
+∇ · (ϕvZ )
)
dv . (3.47)
Here vZ indicates the domain velocity.
Another important result is the Gauss Divergence Theorem that allows to
transform a volume integral into a surface integral.
Theorem 3.3.4 (Gauss Divergence Theorem). The Gauss divergence theorem
states that for all differentiable mapping ϕ∫
Ωt
∇ · (ϕv) dv =
∫
∂Ωt
ϕv · n da . (3.48)
3.3.1 Balance of mass
The mass m of a fixed region V ⊂ R3 in space with boundary ∂V is
m =
∫
V
ρ(x, t)dv , V ⊂ Ωt , ∀t > 0 , (3.49)
where ρ(x, t) is the Eulerian material density. The arbitrary volume V is the
control volume which is independent of time. The fundamental principle of con-
servation of mass states that the mass inside the control volume does not change
in time. Then the balance of mass in the region V can be written as
dm
dt
=
d
dt
∫
V
ρ(x, t)dv = 0 , ∀t > 0 . (3.50)
Equation (3.50) is also known as conservation of mass in integral form. Making
use of the Reynolds transport formula (3.46) it becomes
∂
∂t
∫
V
ρdv +
∂
∂t
∫
∂V
ρv · nda = 0 . (3.51)
After applying the Gauss divergence theorem we obtain∫
V
(
∂ρ
∂t
+∇ · (ρv)
)
dv = 0 , ∀t > 0 , (3.52)
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which is the global (integral) form of the conservation of mass with respect to the
current configuration. If all the fields are sufficiently smooth this equation can
be written in local (differential) form with respect to the same configuration as
∂ρ
∂t
+∇ · (ρv) = 0 . (3.53)
If the fluid has constant density we recover the well known incompressibility equa-
tion
∇ · v = 0 . (3.54)
It will be useful to obtain the mass balance equation in the Lagrangian frame.
Let Vˆ ⊂ Ω be a fixed set of particles. Mapping back the continuity equation in
integral form (3.50) to the reference domain we obtain
d
dt
∫
Vˆ
JρdV =
∫
Vˆ
∂(Jρ)
∂t
dV = 0 . (3.55)
If we set
ρ0 = Jρ , (3.56)
from the arbitrariness of Vˆ and smoothness of the density and of the Jacobian
we derive the continuity equation in the Lagrangian frame, namely
∂
∂t
ρ0 = 0 , in Ω , ∀t > 0 . (3.57)
In the case of arbitrary Lagrangian-Eulerian description we take a region Z ∈ R3
which is itself moving independently of the motion of the body. Let the motion
of the control region Z be described by a given mapping
ζZ : Z × [0, T ]→ Zt , Zt ⊂ Ωt , ∀t ∈ [0, T ] , (3.58)
with the corresponding velocity vZ =
∂ζZ
∂t
, deformation gradient FZ =
∂ζZ
∂X
and its determinant JZ = detFZ . The balance equation in the ALE global
formulation can be written as
∂
∂t
∫
Zt
ρdv +
∫
∂Zt
ρ(v − vZ ) · nda = 0 . (3.59)
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This equation can be alternatively viewed as an Eulerian description with moving
spatial coordinate system. In order to obtain a local form of the balance equation,
we need to push back the integrals to the fixed region Z
∂
∂t
∫
Z
ρJZ dv +
∫
∂Z
ρ(v − vZ ) · F−TZ nJZ da = 0 , (3.60)
then the local form is
∂
∂t
(ρJZ ) +∇ · (ρJZ (v − vZ )F−TZ ) = 0 . (3.61)
If the fluid has constant density and is motionless, (3.61) is reduced to
∂
∂t
(JZ )−∇ · (JZ vZF−TZ ) = 0 , (3.62)
which is an identity that is valid for every reference configuration we choose. By
using (3.62) and the constant density hypothesis, we get from (3.61)
∇ · (JZ vF−TZ ) = 0 . (3.63)
By applying (3.27) to (3.63) we have
JZ∇v : F−TZ = 0 . (3.64)
At this point, we can show that the balance of mass in the Eulerian and
Lagrangian frame can be recovered from the more general balance of mass in the
ALE frame. If the region Z is fixed in space, i.e. Z = Zt ,∀t ∈ [0, T ], then
ζZ is the identity mapping, FZ = I, JZ = 1, vZ = 0, and (3.61) reduces to
(3.53). Alternatively, if the region Z moves exactly as the material, i.e. ζZ = X,
FZ = F, JZ = J , vZ = v, and (3.61) reduces to (3.57).
3.3.2 Balance of Momentum
The conservation of momentum is in fact the well known second Newton’s law.
This principle states that the rate of change of the momentum of a material
domain V (t), given by
∫
V (t)
ρvdv, is equal to the resultant of the external forces
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acting on it, i.e.
d
dt
∫
V (t)
ρvdv = Fv + Fs , (3.65)
where Fv is the resultant of the volume forces and Fs is the resultant of the surface
forces. The former acts on the whole domain V (t) (e.g. the gravity force) and can
be expressed as the integral of the density multiplied by a specific force (i.e. force
per unit of weight) which has dimension of an acceleration. The latter is instead
responsible of the mutual interaction between the material particles contained in
V (t) and the the exterior through the boundary ∂V (t). To be precise, Fs is equal
to the integral over the external surface ∂V (t) of the Cauchy stress t previously
defined, that is
Fs =
∫
∂V (t)
tda . (3.66)
The momentum conservation law can then be expressed by the following equation,
valid for all material domains V (t)
d
dt
∫
V (t)
ρvdv =
∫
V (t)
ρfdv +
∫
∂V (t)
σnda =
∫
V (t)
ρfdv +
∫
V (t)
∇x · σdv , (3.67)
where we have used the divergence theorem to obtain the last equality. By ex-
ploiting the Reynolds transport formula we obtain the balance of momentum in
conservation form∫
V (t)
∂ρv
∂t
dv +
∫
V (t)
∇ · (ρv ⊗ v)dv =
∫
V (t)
∇ · σdv +
∫
V (t)
ρfdv , (3.68)
where the symbol ⊗ indicates the diadic product. If all fields in (3.68) are suffi-
ciently smooth, by making use of (3.53) and the arbitrariness of V (t), the local
formulation of the balance of momentum in the Eulerian frame can be obtained
from (3.68) as
ρ
∂v
∂t
+ ρ(v · ∇)v = ∇ · σ + ρf in Ωt , t > 0 . (3.69)
The momentum equation in integral form (3.67) can also be rewritten in the
Lagrangian frame by mapping all integrals back on the reference domain Ω to
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obtain
d
dt
∫
Ω
ρJvdv =
∫
Ω
J∇x · σdv +
∫
Ω
ρJfdv . (3.70)
Yet, thanks to (3.56) and (3.57) we have
d
dt
∫
Ω
ρJvdv =
∫
Ω
ρ0
∂v
∂t
dv (3.71)
Thus, by considering the arbitrariness of Ω and (3.71) we obtain the following
differential equation
ρ0
∂v
∂t
= J∇x · σ + ρ0f in Ω , t > 0 . (3.72)
This form is still not satisfactory because the divergence is still taken with respect
to the spatial coordinates x. If we use the Piola transform (3.25) we get
ρ0
∂v
∂t
= ∇ ·P + ρ0f in Ω , t > 0 , (3.73)
where P is the first Piola-Kirchhoff stress tensor.
In the arbitrary Lagrangian-Eulerian formulation, by using the ALE Reynolds
transport formula (3.47), the balance of momentum is given by
d
dt
∫
Zt
ρvdv +
∫
Zt
∇x · (ρv ⊗ (v − vZ ))dv = (3.74)∫
Zt
∇x · σdv +
∫
Zt
ρfdv ,
where Zt is the image by the ALE map ζZ of a subdomain in the ALE refer-
ence configuration. The momentum equation in integral form (3.74) can also be
rewritten in the ALE frame by mapping all integrals back on the reference domain
ΩZ making use of the Piola-Kirchhoff theorem to obtain∫
Z
∂ρJZ v
∂t
dv +
∫
Z
∇ · (ρJZ v ⊗ (v − vZ )F−TZ )dv = (3.75)∫
Z
∇ · (JZσF−TZ )dv +
∫
Z
ρJZ fdv ,
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which in the conservative local form gives
∂ρJZ v
∂t
+∇ · (ρJZ v ⊗ (v − vZ )F−TZ ) = ∇ · (JZσF−TZ ) + ρJZ f . (3.76)
Using Eq. (3.61) the momentum balance equation can also be written in the
non-conservative local form as
ρJZ
∂v
∂t
+ ρJZ (∇v)F−1Z (v − vZ ) = ∇ · (JZσF−TZ ) + ρJZ f . (3.77)
3.3.3 Balance of Angular Momentum
For the angular momentum balance we assume that there are no external or
internal sources of angular momentum, then it follows that the Cauchy stress
tensor has to be symmetric, i.e.
σ = σT . (3.78)
3.3.4 Balance of Energy
Denoting the total energy per mass as E = e + 1
2
|v|2, where e be the internal
energy per unit of mass, q be the heat flux per unit of area, r be the heat source
per unit of mass. Then, the balance of energy states that the change of total
energy of a material region V is equal to the heat generated into the system and
the heat that enters the system through the boundary, that is
d
dt
∫
V (t)
ρEdv =
∫
V (t)
(ρf · v + ρr)dv +
∫
∂V (t)
(σv − q) · n da . (3.79)
Making use of the mass and momentum balance equations (3.53) and (3.69), the
Reynolds transport formula and the arbitrariness of the volume V (t), the equation
for the conservation of energy in local form in the Eulerian frame becomes
∂ρe
∂t
+∇ · (ρev) = σ : ∇v −∇ · q + ρr . (3.80)
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3.4 Fluid Structure Interaction problem formu-
lation
In this paragraph we are going to introduce the fluid-structure interaction prob-
lem formulation together with some few assumptions that allow us to deal with
more appropriately. We consider a mechanical system composed by a laminar
fluid and a solid occupying a moving domain Ωt. In the rest of this work we will
use the superscritps s and f to denote quantities that belong to solid and fluid,
respectively. The description of the mechanical interaction between fluid and
solid is given in terms of the classical conservation laws of continuum mechan-
ics showed in the previous paragraph, endowed with the appropriate constitutive
equations and boundary conditions at the interface. The fluid equations will
be formulated in the ALE frame while the solid equations in the Lagrangian
frame. Let assume that both solid and fluid are incompressible, which is a well
accepted approximation in biomechanics. In addition we assume that all physi-
cal processes are isothermal, which means that the temperature of the system is
constant everywhere. This approximation is also well accepted for many biome-
chanical problems. The advantage of this approximation relies on the fact that
we do not need to solve the energy equation.
3.4.1 Continuum description
Ωf0 Ω
f
t
Ωs0
Ωst
Af
X s
Γ1,f0 Γ
2,f
0
Γ30
Γi0
Γ1,ft Γ
2,f
t
Γ3t
Γit
Γ1,st Γ
2,s
tΓ
2,s
0
Γ1,s0
Figure 3.6: Undeformed (reference) and deformed (current) configurations of a
system in which a vessel wall interacts with a fluid.
Let Ωft and Ω
s
t be the region occupied by the fluid and the solid at the time
t ∈ (0, T ], respectively. At the time t = 0 the fluid and solid region are therefore
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defined by Ωf0 and Ω
s
0. Let Γ
i
t = Ω
f
t ∩Ωst and Γi0 = Ωf0 ∩Ωs0 be the interface where
solid and fluid interact and Γkt , k = 1, 2, 3 and Γ
k
0, k = 1, 2, 3 be the remaining
external boundaries at the time t ∈ (0, T ] and t = 0, respectively. The evolution
of the domain Ωt = Ω
f
t ∪Ωst can be described by considering the evolution of the
solid and fluid parts Ωf0 and Ω
s
0 defined by these two applications
Xs : Ωs0 × R+ → R3 ,
Af : Ωf0 × R+ → R3 ,
such that Im(Xs(·, t)) = Ωst , Im(Af (·, t)) = Ωft . The application Xs maps the
position of any material point xs0 from the given fixed reference configuration Ω
s
0
to the current solid material configuration Ωst . The solid displacement is then
defined as
us(xs0, t) = X(x
s
0, t)− xs0 . (3.81)
The application Af is such that Af (xf0 , t) = x
f
0 + u
f (xf0 , t), where u
f (xf0 , t) is
defined as an arbitrary extension over the fluid domain Ωf0 of the interface solid
displacement us|Γi0
uf (xf0 , t) = Ext(u
s|Γi0) in Ω
f
0 . (3.82)
The more commonly extension operator used in practice is the harmonic or
Laplace operator. This implies that uf is defined as the solution of the ellip-
tic problem
−k∆uf = 0 in Ωf0 , (3.83)
uf = us on Γi0 ,
where k is a diffusion coefficient. Other choices for the extension operator can be
used, see for instance Sackinger et al. [1996] and Tezduyar & Benney [2003].
In selecting a category of mesh moving techniques, geometric complexity is
one of the major determining factors. Sometimes, the overall problem geometry,
including the interface geometry, is simple enough that the mesh can be updated
without solving any additional equations to determine the motion of the mesh.
However, in most practical problem, the overall problem geometry is so complex
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that more advanced automatic mesh moving technique than the solution of an
harmonic problem must be used in order to not much degrade the mesh quality.
We used in the numerical examples described in Chapter 6 a techniques similar to
that one described in Tezduyar & Benney [2003], where the motion of the nodes
is governed by the following parabolic problem
∂uf
∂t
−∇ · (k(x)∇uf ) = 0 in Ωf0 , (3.84)
uf = us on Γi0 ,
and the mesh deformation is dealt with selectively based on the sizes of the
elements. Selective treatment based on element sizes is implemented by simply
altering the way we account for the Jacobian of the transformation from the
element domain to the physical domain. In this case, we would like the smaller
elements to be stiffened more than the larger ones. To describe this approach,
we first write the global integrals generated by the terms in (3.84) as∫
Ω
[...] dΩ =
∑
e
∫
Ωe
[...]eJe dΩe , (3.85)
where [...] symbolically represents what is being integrated, Ωe is the finite element
parent domain, and the Jacobian for element Ωe is defined as
Je = det
(
∂x
∂ξ
)
. (3.86)
Here x represents the physical coordinates and ξ represents the element local
coordinates. We alter the way we account for the Jacobian as follows∫
Ω
[...] dΩ =
∑
e
∫
Ωe
[...]e
(
J0
Je
)χ
dΩe , (3.87)
where χ, a non-negative number, is the stiffening power, and J0, an arbitrary
scaling parameter, is inserted into the formulation to make the alteration dimen-
sionally consistent. In the following, the term (J
0
Je
)χ is taken into account in the
finite element formulation through the parameter k. With χ = 0, the method
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reduces back to a parabolic problem with no Jacobian-based stiffening. With
χ = 1.0, the method is identical to the ones first introduced in Tezduyar et al.
[1992c]. In the general case of χ 6= 1.0, the method stiffens each element by a
factor of (Je)−χ, and χ determines the degree by which the smaller elements are
rendered stiffer than the larger ones. In all the simulations we used a value of
χ = 1.0.
In chapter 5 we will describe the selective multilevel domain decomposition
algorithm for solving the fluid-structure interaction equations. The algorithm
asks the user to select the region of selective refinement. If the regions where the
mesh would undergo large distortions are selected to be refined, e.g. the region
near the fluid-solid interface, we have smaller and stiffer elements where we need
them in order to not degrade the mesh quality.
The fluid-structure interaction process is described mathematically by the
balance equations of mass and momentum defined in the previous paragraph.
The momentum (3.77) and mass (3.61) balance laws for the fluid in the ALE
frame with the initial configuration Ωf = Ωf0 as reference are
ρJZ
∂vf
∂t
+ ρJZ (∇vf )F−1Z (vf −
∂uf
∂t
) = ∇ · (JZσF−TZ ) + ρJZ f in Ωf ,
∇ · (JZ vfF−TZ ) = 0 in Ωf ,
together with the momentum (3.73) and mass (3.57) balance laws for the solid in
the Lagrangian frame with the initial configuration Ωs = Ωs0 as reference
ρ0
∂vs
∂t
= ∇ ·P + ρ0f in Ωs ,
J − 1 = 0 in Ωs .
The coupling between the fluid and the solid is due to the exchange of momen-
tum through the common part of the boundary Γi and determines the interface
boundary conditions, which consist of imposing the continuity of the velocity
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(no-slip condition) and the stress at the interface Γi = Γi0 in the following form
vf |Γi = vs|Γi , (3.88)
JZσ
fF−TZ · nf |Γi + JXσsF−TX · ns|Γi = 0 . (3.89)
In order to the fluid-structure interaction problem be well-posed we have to pre-
scribe the boundary conditions on the fluid inflow and outflow part Γ1,f = Γ1,f0
and Γ2,f = Γ2,f0 for the fluid and the boundary conditions on the solid parts
Γ1,s = Γ1,s0 and Γ
3 = Γ30. For example we can prescribe a Dirichlet type boundary
condition on the inflow part Γ1,f
vf = vA on Γ
1,f , (3.90)
where vA is given, a Neumann boundary condition on the outflow part Γ
2,f
σf = pBn on Γ
2,f , (3.91)
where pB is known, a homogeneous Dirichlet boundary condition for the solid
displacement at the part Γ1,s
us = 0 on Γ1,s , (3.92)
and a stress free boundary condition at the part Γ3
JXσ
sF−TX · ns = 0 on Γ3 . (3.93)
For time-dependent flows, a set of initial conditions must be prescribed. We need
to provide the initial velocity and displacement field, i.e.
v(x, 0) = v0(x) , u(x, 0) = u0(x) , (3.94)
and the elastic stress field. We assume that the elastic stress field both in the
fluid and solid domain is completely relaxed in t = 0, i.e.
σ(x, 0) · n = 0 . (3.95)
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We introduce the domain Ω = Ωf ∪ Ωs, where Ωf and Ωs are the domains
occupied by the fluid and solid in the initial undeformed state, and two fields
defined over this domain as
u : Ω× [0, T ]→ R3 , v : Ω× [0, T ]→ R3 , (3.96)
such that the field v represents the velocity both in the solid and fluid part and
u represents the displacement in the solid part and the artificial displacement in
the fluid part,
u =
us on Ωs ,uf on Ωf , v =
vs on Ωs ,vf on Ωf .
The complete set of equations can be written as
∂u
∂t
=
v in Ωs ,∇ · (k(x)∇uf ) in Ωf , (3.97)
∂v
∂t
=
 1ρ0∇ ·P + f in Ωs ,−(∇v)F−1Z (v − ∂u∂t ) + 1ρJZ∇ · (JZσF−TZ ) + f in Ωf , (3.98)
0 =
J − 1 in Ωs ,∇ · (JZ vF−TZ ) in Ωf . (3.99)
Given a characteristic length L and velocity V, the involved quantities and
operators in system (3.97) - (3.99) can be non-dimensionalized as follows
tˆ = t
V
L
, xˆ =
x
L
,
∇ˆ = ∇L ∆ˆ = ∆L2 ,
uˆ =
u
L
, vˆ =
v
V
,
Pˆ = P
L
ρfV 2
, σˆf = σf
L
ρfV 2
,
µˆf =
µf
ρfV L
, fˆ = f
L
ρfV 2
,
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Denoting by β = ρ
s
ρf
the density ratio and using the non-dimensional quantities
and operators defined above, the non-dimensional system of equations reads
∂uˆ
∂tˆ
=
vˆ in Ωˆs ,∇ˆ · (k(xˆ)∇uˆf ) in Ωˆf , (3.100)
∂vˆ
∂tˆ
=
 1β ∇ˆ · Pˆ + fˆ in Ωˆs ,−(∇ˆvˆ)F−1Z (vˆ − ∂uˆ∂tˆ ) + 1JZ ∇ˆ · (JZ σˆF−TZ ) + fˆ in Ωˆf , (3.101)
0 =
J − 1 in Ωˆs ,∇ˆ · (JZ vˆF−TZ ) in Ωˆf , (3.102)
where Ωˆf and Ωˆs denotes the non - dimensional fluid and solid domain. In
subsequent sections, the hat notation will be dropped and the same symbols,
without the hat, will be used for dimensional and non-dimensional quantities.
3.5 Constitutive equations
Balance laws derived in the previous sections are general since no information
on the material response have been prescribed. From a mathematical point of
view it means that they represent an undetermined system. Therefore, we have
to provide additional equations in the form of suitable constitutive laws in order
to modeling from the macroscopic point of view the real mechanical behavior
of the material in question. In the case of fluid-structure interaction problem
we must establish the mathematical relationship between stress and strain and
between strain and kinematics variables. In this work a comprehensive review
of the constitutive theory will not be presented, we limit ourselves to presenting
some constitutive equations for fluid and solid in the following subsections that
are very used in literature.
3.5.1 Constitutive equations for incompressible fluid
In the FSI problem, fluid dynamics has been described by the incompressible
Navier-Stokes equations derived in the ALE framework. For incompressible flow,
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the density ρf of the fluid is considered to be constant in space and time while
the stress tensor σf is defined by
σf = −pfI + T , (3.103)
where pf is the Lagrange multiplier associated to the incompressibility constraint
3.54. The former term is called the hydrostatic component of the Cauchy stress
tensor while the latter one is called the viscous component. It is known that fluids
react mechanically not to the deformation itself but on the rate of deformation.
The viscous tensor T is responsible for the fluid distortional rate of deformation.
The simplest viscous fluid model is that due to Newton. For a Newtonian
fluid, the tensor T is a linear isotropic function of the components of the velocity
gradient, namely,
T = 2µfD , (3.104)
where µf is the dynamic viscosity of the fluid and
D =
1
2
(∇vf + (∇vf )T ) , (3.105)
is the rate of strain (deformation) tensor. This simple model is commonly used
with some justifications to describe blood flow in the heart and healthy arteries
(Ku [1997]). Blood has nonetheless a non-Newtonian behavior and from experi-
mental observations this non-Newtonian behavior becomes significant in segments
of the venous system, in the sacs of some aneurysms and downstream of some
stenosis where stable vortexes occurs. In the following, we will show some rhe-
ologically admissible constitutive equations with shear thinning viscosity under
the name of Generalized Newtonian Fluid that are more suitable than Newtonian
model in blood flow.
3.5.1.1 Generalized Newtonian Fluid
A fluid for which T is independent of the history of deformation is known as
the generalized Newtonian fluid. In order to derive a generalized Newtonian fluid
model, we have to establish the mathematical relationship between the viscosity
µf and the invariants of the strain tensor D. This assures that the constitu-
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tive model is independent of the coordinate system. Since D is symmetric by
definition, it can be diagonalized and its eigenvalues are real. The three prin-
cipal invariants (ID, IID, IIID) of D can be computed as the coefficients of the
characteristic polynomial
det(D− λI) = −λ3 + IDλ2 − IIDλ+ IIID = 0 , (3.106)
and they can be expressed as a function of the eigenvalues λ1, λ2 and λ3 of the
matrix D
ID = tr(D) = λ1 + λ2 + λ3 ,
IID =
1
2
((tr(D))2 + tr(D)2) = λ1λ2 + λ2λ3 + λ1λ3 ,
IIID = det(D) = λ1λ2λ3 .
For the considerations above, the following relation between the viscous stress
tensor and the rate of deformation tensor can be established
T = 2µf (ID, IID, IIID)D . (3.107)
We can notice that for incompressible flow the first invariant is null, i.e. ID = 0.
In addition, the dependence on the value of the third invariant is often considered
negligible (Astarita & Marrucci [1974]). The incompressible generalized Newto-
nian fluid takes the following form
T = 2µf (IID)D , (3.108)
where µf (·) is the (nonlinear) viscosity function which depend in general on the
second invariant of the strain rate tensor IID.
Generalized Newtonian fluids are a special class of the most general incom-
pressible constitutive model of the form T = T(∇v) called Reiner-Rivlin fluids.
For which class of fluids the constitutive equations is
T = µ1(IID, IIID)D(v) + µ2(IID, IIID)D(v)
2 . (3.109)
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Table 3.1: Various generalized Newtonian models for blood.
Model µ(γ˙)−µ∞
µ0−µ∞
Powell-Eyring sinh
−1(λγ˙)
λγ˙
Cross 1
1+(λγ˙)m
Modified Cross 1
(1+(λγ˙)m)a
Carreau (1 + (λγ˙)2)
n−1
2
Carreau-Yasuda (1 + (λγ˙)a)
n−1
a
Since the behavior of Reiner-Rivlin fluids with non zero values of µ2 in simple
shear flow does not match experimental results on real fluids (Astarita & Marrucci
[1974]), attention is typically confined to the more specific generalized Newtonian
model.
The quantity IID is not a positive quantity, so it is useful to introduce a
metric of the rate of deformation, denoted by γ˙,
γ˙ =
√
2tr(D(v)2) =
√
−4IID . (3.110)
Using (3.110), the generalized Newtonian model (3.108) takes the useful form
T = 2µf (γ˙)D . (3.111)
The most common generalized Newtonian models that have been considered
in the literature for the shear dependent viscosity of human blood are summarized
in table 3.1 and are the Power-law type model, Powell-Eyring model, Cross model,
Modified Cross model, Carreau fluid model and the Carreau-Yasuda Model.
A simple example of a generalized Newtonian fluid is that of the power-law
fluid, which has viscosity function given by
µ = kγ˙(n−1) , (3.112)
where k is a positive constant and is called consistency and n is the law index
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which maximum value is 1. If n = 1 we recover the Newtonian model with its
constant viscosity, but if n < 1 the viscosity is a decreasing function of the shear
rate (shear thinning fluid) and if n > 1 it is an increasing function of the shear
rate (shear thickening fluid). One of the major advantage of this model is the
possibility to obtain analytical solutions to the Navier-Stokes equations. The
two major drawbacks for the shear-thinning case are that the zero shear rate
viscosity is unbounded and the asymptotic limit as γ˙ → ∞ is zero. Both these
asymptotic behavior are unphysical and limit the range of shear rates over which
the power-law model is valid for blood.
One of the more successful viscosity laws for blood is an extension of the
power-law model due to Walburn and Schneck (Walburn & Schneck [1976]). In
addition to the shear rate, they considered the dependance of the viscosity on the
haematocrit (Ht) and total protein minus albumin (TPMA) content through the
parameters k and n.
Yasuda proposed a five parameter (η0, η∞, λ, n, a) model similar to the
modified Cross model, see Table 3.1, but he added an extra material constant
a giving more flexibility in order to fit experimental data. It has been proven
to be very useful for realistic numerical simulation. In the model η0 is the zero-
shear-rate viscosity, η∞ is the infinite-shear-rate viscosity, λ is a time constant, n
is the power-law exponent and a is a dimensionless parameter that describes the
behavior of the non linear curve between the zero-shear-rate region and power-law
region. Several special cases of the Yasuda model can be obtained. For instance,
if a = 2 we recover the Carreau model, if n = a+ 1 = m+ 1 we recover the Cross
model and if m = a and n = a2 + 1 we recover the modified Cross model.
3.5.2 Constitutive equations for solid
The constitutive equations for solid establish the mathematical relationship be-
tween the strain E and the stress S and between the strain E and the displacement
u. In this thesis we will consider only the St. Venant-Kirchhoff material and the
Neo-Hookean model. Both models share the isotropic and homogeneous proper-
ties, and both can be used for the computation of large deformations. However,
the St. Venant Kirchhoff model does not allow for large strain computations,
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while the Neo-Hookean model is also valid for large strains.
3.5.2.1 Elastic Material
Materials for which the stress field depends only on the current state of deforma-
tion and not on the deformation history are called elastic. Under such conditions,
any stress measure at a particle X is a function of the deformation gradient F
associated with that particle. In the following, the deformation gradient F and
the first Piola-Kirchhoff stress tensor P will be used to define the material rela-
tionships. Consequently, we may express the constitutive equation as
P = P(F(X, t),X) . (3.113)
If the first Piola-Kirchhoff stress tensor P and the reference mass density ρ0 are
independent of the particle position X we have
P = P(F(X, t)) . (3.114)
Such materials are called homogeneous. If the material has the same response to
deformation in all directions, it is called isotropic. The constitutive equation for
an isotropic material satisfies the following relation
P(FQ) = QTP(F)Q , (3.115)
which is the material isotropic condition and Q is an orthogonal matrix associated
to a rigid body rotation. In the rest of this thesis we restrict our attention to
materials that are homogeneous, isotropic and frame indifference. Finally, if we
want that the reference configuration is stress free, we have to ensure that the
residual stress is zero, i.e.
P(I) = 0 . (3.116)
3.5.2.2 Hyperelastic material
If the work done by the stress during a deformation process is dependent only
on the initial and final state, the behavior of the material is said to be path-
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independent and the material is termed hyperelastic. As a consequence of the
path-independent behavior, a stored strain energy function or elastic potential Ψ
per unit undeformed volume can be established as the work done by the stress
tensor from the the initial position at time t0 to the current position at time t as,
Ψ(F(X),X) =
∫ t
t0
P(F(X),X) : F˙dt , Ψ˙ = P : F˙ . (3.117)
Presuming that from physical experiments it is possible to construct the function
Ψ, which defines a given material, then the rate of change of the potential can be
alternatively expressed as,
Ψ˙ =
3∑
i,j=0
∂Ψ
∂F˙i,j
F˙i,j . (3.118)
Comparing this equation with equation (3.117) the components of the Piola-
Kirchhoff stress tensor P are given by
Pi,j =
∂Ψi,j
∂Fi,j
. (3.119)
For notational convenience this expression is rewritten in a more compact form
P(F(X),X) =
∂Ψ(F(X),X)
∂F
. (3.120)
For a homogeneous, isotropic and frame indifference material, the potential
energy depends only upon the deformation gradient F. Besides we require for con-
venience that the strain-energy function vanishes in the reference configuration,
i.e.
Ψ(I) = 0 . (3.121)
From physical observations we know that the strain-energy function Ψ increases
with deformation. Therefore, in addition to (3.121) we require that
Ψ(F) ≥ 0 . (3.122)
Finally we have to prescribe the behavior of the scalar-valued function Ψ when
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J = detF approaches +∞ or 0+
Ψ(F)→ +∞ as J → +∞ ,
Ψ(F)→ +∞ as J → 0+ .
These mathematically assumptions mean that it is required an infinite amount
of energy to expand a continuum body to an infinite dimension or to compress it
to a material point.
The frame indifference assumption imposes that Ψ must be invariant if a body
undergoes a rigid body rotation. This implies that Ψ depends on F only via its
stretch component U and must be independent of the rotation component Q.
For convenience, Ψ is often expressed as a function of the right Cauchy-Green
deformation tensor C = FTF
Ψˆ(C(X, t),X) = Ψ(F(X, t),X) . (3.123)
Remembering that S = FP and C = 1
2
(FFT−I), Equations (3.117)-b and (3.120)
become
˙ˆ
Ψ =
1
2
S : C˙ =
∂Ψˆ
∂C
: C˙ , S(C(X),X) = 2
∂Ψˆ
∂C
. (3.124)
3.5.2.3 Incompressible and nearly incompressible hyperelastic mate-
rial
Materials can be classified as compressible, nearly - incompressible and incom-
pressible. Most practical large strain processes take place under incompressible
or nearly - incompressible conditions. Incompressible materials do not allow
changes of volume but only of the shape while compressible materials can un-
dergoes changes of volume. The terminology “nearly - incompressible” used here
indicates a material which is truly incompressible but its numerical treatment
allow a small change of volumetric distortion.
In order to determine the constitutive equation for an incompressible hyper-
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elastic material, recall equation (3.124)-a rearranged as(
1
2
S− ∂Ψˆ
∂C
)
: C˙ = 0 . (3.125)
Previously, the fact that C in this equation was arbitrary implied that S = ∂Ψˆ
∂C
.
In the incompressible case, it is no more true because the term in brackets is
not guaranteed to vanish since C is no longer arbitrary. In fact, given that
J = 1 during the deformation process and therefore J˙ = 0, by using the identity
J˙ = 1
2
JC−1 : C˙, we have
1
2
JC−1 : C˙ = 0 . (3.126)
The fact that Equation (3.125) has to be satised for any C satisfying the con-
straint (3.126) implies that
1
2
S− ∂Ψˆ
∂C
= γ
J
2
C−1 , (3.127)
where γ is an unknown scalar that will, under certain circumstances that we will
discuss later, coincide with the hydrostatic pressure and will be determined by
using an additional equation given by the incompressibility constraint J = 1.
From Equation (3.127) we obtain the following general incompressible hyperelas-
tic constitutive equation
S = 2
∂Ψˆ(C)
∂C
+ γJC−1 . (3.128)
The determinant J in the above equation may seem unnecessary in the case of
incompressibility where J = 1, but retaining J has the advantage that Equation
(3.128) is also applicable in the nearly incompressible case.
Remembering the deviatoric - hydrostatic decomposition of the second Piola
- Kirchhoff tensor S = S′ + pJC−1 and the identity p = 1
3
J−1S : C, where p is
defined as the trace of the Cauchy stress tensor multiplied by one third, it can
proved that p and γ coincide if the following relation is satisfied,
∂Ψˆ
∂C
: C = 0 . (3.129)
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This implies that the function Ψˆ(C) must be homogeneous of order 0, i.e. Ψˆ(C) =
Ψˆ(αC) for any arbitrary constant α. This result can be achieved by recognizing
that for incompressible materials detC = J2 = 1. We can therefore express the
energy function Ψˆ in terms of the distortional component of the right Cauchy -
Green tensor Cˆ = J−
2
3 C to obtain a formally modied energy function ˆ¯Ψ(C) =
Ψˆ(Cˆ). It can be easily proved the function ˆ¯Ψ(C) is homogeneous.
Accepting that for the case of incompressible materials Ψˆ(Cˆ) can be replaced
by ˆ¯Ψ(C), condition (3.129) is satised and Equation (3.128) becomes,
S = 2
∂ ˆ¯Ψ(C)
∂C
+ γJC−1 . (3.130)
If we compare this relation with the deviatoric - hydrostatic decomposition of the
second Piola - Kirchhoff stress tensor, we obtain the following relation for the
deviatoric component of the second Piola - Kirchhoff stress tensor
S′ = 2
∂ ˆ¯Ψ(C)
∂C
. (3.131)
Remark 3.5.1. Note that the derivative ∂
ˆ¯Ψ(C)
∂C
is not equal to the derivative ∂Ψˆ(C)
∂C
, despite the fact that Cˆ = C for incompressibility. This is because J−
2
3 remains
a function of C while the derivative of Cˆ is being executed.
Typical examples for the elastic potential used for homogenous, isotropic and
incompressible materials are the Neo-Hookean model given by
ˆ¯Ψ = µs1(ICˆ − 3) , (3.132)
or the Mooney-Rivlin material
ˆ¯Ψ = µs1(ICˆ − 3) + µs2(IICˆ − 3) , (3.133)
where ICˆ = trCˆ, IICˆ =
1
2
((trCˆ)2 − tr(Cˆ)2) and IIICˆ = detCˆ are the invariants
of the right Cauchy - Green deformation tensor Cˆ and µsi are some material
constants. In particular for the Neo-Hookean incompressible model, making use
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of (3.132) and (3.130), the second Piola - Kirchhoff stress tensor is given by
Ss = psJC−1 + µs1J
− 2
3 (I− 1
3
ICC
−1) . (3.134)
The corresponding Cauchy stress tensor can now be obtained from (3.134) by
using Equation (3.42)
σs = psI + µs1J
− 5
3 (b− 1
3
IbI) , (3.135)
where we have used the identity Ib = IC .
By relaxing the incompressibility constraint J = 1 in
−p
s
λs
+
1
2
(J − 1
J
) = 0 , (3.136)
but still using the Neo-Hookean incompressible constitutive relation for the Cauchy
stress tensor
σs = psI + µs1(b− I) , (3.137)
we recover the Neo-Hookean mixed formulation that can be used for nearly incom-
pressible and incompressible (for νs = 1/2⇒ λs →∞) material at the same time
through the Poisson ratio νs. In addition, the formulation can also be applied to
the compressible case (νs ≈ 0.4)
σs = λs(J − 1
J
)I +
µs
J
(b− I) . (3.138)
Alternative formulations of the compressible Neo-Hookean model exist and can
be easily found in literature (e.g. σs = λs log(J)I + µ
s
J
(b − I) or σs = λs(J −
1)I + µ
s
J
(b− I) ). They show a similar behavior for small volumetric changes.
Remark 3.5.2. All these models when restricted to small deformations can be
linearized leading to the Hooke’s law
σs = λs(∇ · us)I + µs(∇us + (∇us)T ) , (3.139)
which is also known as the Navier-Lame´ equation.
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Chapter 4
Discretization procedure
In this chapter, a monolithic ALE formulation of the fluid-structure interaction
problem derived in Chapter 3 will be numerically discretized by the classical
Galerkin finite element method in space firstly and time discretization is done
next by using one of the time-stepping techniques described in the follow. Before
derivations, a short presentation of the Galerkin finite element is given. The
issues of appropriate space and time discretization techniques will be addressed.
4.1 The Galerkin Method
4.1.1 Introduction
The Galerkin Method is an approximated method that employs the variational
statements (i.e., either variational principles or weak formulations) to determine
continuous solutions of PDE problems that can be found in engineering or applied
sciences. This method seeks a solution to the given problem in terms of adjustable
parameters that are determined by minimizing a functional or by solving the weak
form of the original problem. This method belongs to a wide class of methods
that are called direct methods because the approximated solutions are obtained
directly by using a variational formulation equivalent to the original problem.
The Least Squares, Petrov-Galerkin, generalized Galerkin, collocation method
and subdomain methods are other examples of direct methods that can be used
for numerical approximation of PDEs.
67
4. DISCRETIZATION PROCEDURE
The solutions that can be obtained by using a direct method are in the form
of a finite linear combination of functions from an appropriate functional space.
This means that we are looking for a solution that belongs to a finite-dimensional
subspace VN of the solution space V of the original problem. Since in general
the solution of the original problem lies in a infinite-dimensional space V which
cannot be represented exactly by a finite linear combination of functions, an
approximation error is introduced in the method. In other words, the solution
obtained by using this procedure is an approximation of the true solution of the
PDE problem. As the number of linear-independent vector functions in the ap-
proximated solution is increased (i.e., the dimension of the space VN is increased),
the approximation error is reduced and the approximated solution converges to
the desired solution of the given partial differential equations.
In this thesis the classical Galerkin method has been adopted for spatial
discretization of the FSI equations. This method can be directly applied to a
Boundary Value Problem (BVP) irrespective of the existence of an extremal for-
mulation. In this subsection the general procedure of the Galerkin method is
presented following the presentation of Quarteroni & Valli [1994].
4.1.2 An abstract reference Boundary Value Problem
As usual, Ω denotes a bounded domain of Rn, n = 2, 3, whose boundary is ∂Ω.
We consider a boundary value problem of the formAu = f in Ω ,Bu = 0 on ∂Ω∗ , (4.1)
where f is a given function, u is the solution unknown, A is a linear differential
operator and B is an affine boundary operator. Finally, ∂Ω∗ is a subset of ∂Ω
(otherwise it can be the whole boudary). Most often, L is an unbounded operator
in a space H that can be either L2(Ω) or L2w(Ω). The latter is the weighted Hilbert
space. The solution u is looked for in a space X ⊂ H, such that L and B have a
meaning for functions belonging to X.
Problem (4.1) can generally reformulated in a weak (or variational) form.
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From one hand, this approach allows weak solutions to be founded, which means
that the equations in (4.1) are not in general satisfied in a pointwise manner. This
is a good aspect because it increases the number of physical applications including
problems with non-smooth data. From the other hand, the weak formulation
is the form that is employed by approximation methods like the Ritz-Galerkin
methods and its extensions (Petrov-Galerkin, generalized Galerkin, etc.).
Formally speaking , the weak formulation can be derived after multiplication
of the given differential problem by a suitable set of test functions and performing
an integration over the domain. Most often, the Green formula of integration by
parts (2.27) is used at this stage in order to reduce the order of differentiation for
the solution u. As a result, we obtain a problem that reads
find u ∈ W : A(u, v) = F(v) ∀v ∈ V , (4.2)
where W is the space of admissible solutions and V is the space of test functions.
Both W and V can be assumed to be Hilbert spaces. F is a linear functional on
V that accounts for the right hand side f as well as for possible non-homogeneous
boundary terms. Finally A is a bilinear form corresponding to the differential
operator A. The boundary conditions on the solution u can be enforced directly in
the definition of the space W (this is the case of the so-called essential boundary
conditions) or can be achieved indirectly by modifying suitably the bilinear form
A as well as the functional F (natural boundary conditions).
The existence and uniqueness issues are addressed in the following theorem,
referring to the special case W = V .
Theorem 4.1.1 (Lax-Milgram lemma). Let V be a (real) Hilbert space, endowed
with the norm ‖ · ‖, A(u, v) : V × V → R a bilinear form and F(v) : V → R a
linear continuous functional, i.e., F ∈ V ′, where V ′ denotes the dual space of V .
Assume moreover that A(·, ·) is continuous, i.e.,
∃ γ > 0 : |A(w, v)| ≤ γ‖w‖‖v‖ ∀w, v ∈ V , (4.3)
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and coercive, i.e.,
∃α > 0 : A(v, v) ≥ α‖v‖2 ∀ v ∈ V . (4.4)
Then, there exists a unique u ∈ V solution to (4.2) and
‖u‖ ≤ 1
α
‖F‖V ′ . (4.5)
If the bilinear form is symmetric, i.e.,
A(w, v) = A(v, w) ∀w, v ∈ V , (4.6)
then A(·, ·) defines a scalar product on V , and the Riesz representation theorem
is sufficient to infer existence and uniqueness for the solution of (4.2). We recall
that in the symmetric case the solution of (4.2) can be regarded as the unique
solution to the minimization problem
find u ∈ V : J(u) ≤ J(v) ∀ v ∈ V (4.7)
where
J(v) :=
1
2
A(v, v)− F(v) (4.8)
is a quadratic functional.
4.1.3 Description of the method
Let consider the case where W = V and the problem at hand (4.2). This case cor-
responds to the so-called (Bubnov-)Galerkin method or classical Galerkin method.
If W 6= V we consider the case under the name of Petrov-Galerkin method which
leads to upwind-type discretizations. Let h > 0 be a parameter characteristic of
the approximation that can be reduced in the application. In the finite element
context, h denotes the mesh spacing. Let
{Vh |h > 0} (4.9)
70
denote a family of finite-dimensional subspaces of V that are dependent from the
parameter h. We assume that
for all v ∈ V , inf
vh∈Vh
‖v − vh‖ → 0 as h→ 0 . (4.10)
The Galerkin approximation of the weak problem (4.2) reads: given F ∈ V ′
find uh ∈ Vh : A(uh, vh) = F(vh) ∀vh ∈ Vh , (4.11)
It is therefore an internal approximation of the weak problem (4.2).
Let {φj | j = 1, . . . , Nh} be a basis for the vector space Vh and Nh its dimen-
sion, so the approximate solution can be written as
uh(x) =
Nh∑
j=1
ξjφj(x) . (4.12)
Then, the Galerkin approximation (4.11) can be rewritten from the algebraic
point of view as a linear system of dimension Nh:
Aξ = F (4.13)
where ξ = (ξj), F := (F(φi)), Aij = A(φj, φi) for i, j = 1, . . . Nh. The matrix
A is called the stiffness matrix. The matrix A is positive definite, i.e., for any
η ∈ RNh , η 6= 0, (Aη,η) > 0. If the bilinear form A is symmetric, it is easy to
verify that A is also symmetric.
The following theorem deals with the convergence and stability of the Galerkin
method.
Theorem 4.1.2. Under the assumptions of Theorem 4.1.1 there exists a unique
solution uh to (4.11), which furthermore is stable since
‖uh‖ ≤ ‖F‖V ′
α
. (4.14)
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Moreover, if u is the solution to (4.2), it follows
‖u− uh‖ ≤ γ
α
inf
vh∈Vh
‖u− uh‖ , (4.15)
hence uh converges to u, owing to (4.10).
Estimate (4.15) is usually referred to as Ce´a lemma. When A(·, ·) is symmet-
ric, Galerkin method is referred to as the Ritz method. In this case existence and
uniqueness results can be obtained by using the Riesz representation theorem.
4.2 The Galerkin Finite Element Method
4.2.1 Introduction
The finite element method is a variational procedure in which the approximat-
ing functions are algebraic piecewise-polynomials developed for subdomains into
which a given domain is divided. The subdomains, called finite elements, are
geometrically simple shapes that allow a systematic construction of the basis
functions using concepts from interpolation theory. Since the approximating func-
tions are algebraic polynomials, the computation of the coefficient matrices of the
algebraic equations (4.13) can be easily automatized and computed.
The finite element method has emerged as one of the most powerful numeri-
cal tools for numerical approximation of PDE. It can be used for problems that
are geometrically complex, have discontinuous load, or involve discontinuous ma-
terial or geometric properties. The accuracy of the numerical solution can be
improved either by mesh refinement or by increasing the degree of the FEM basis
polynomials. The FEM method revealed to be well-suited for the development
of general-purpose computational codes.
The standard finite element approximations are based upon the Galerkin ap-
proximation of the variational statement of the physical problem at hand. In the
next subsection we present the basic concepts of the finite element approximation.
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4.2.2 Triangulation
One of the main features of the finite element method is the representation of
a given domain as a collection of “simple” subdomains. There are two reasons
for this. First, the derivation of the finite element basis functions using algebraic
polynomials is possible only for simple and well-defined geometries, such as line in
one-dimension, triangles and rectangles in two-dimension and hexahedron, tetra-
hedron, wedge and pyramid in three-dimension. Second, since the approximating
functions are defined element-wise, the accuracy of the numerical approximation
can be improved by simply increasing the number of elements of the subdivision.
The representation of a domain by a collection of elements is called mesh genera-
tion and the collection is called the finite element mesh Ωh. A further subdivision
of a generic finite element mesh is called the mesh refinement.
All of the above discussion can be expressed in mathematical terms as follows.
Let the set Ω ⊂ Rn, n = 2, 3, be a polygonal domain, i.e., Ω is an open bounded
connected subset such that Ω¯ is the union of a finite number of polyhedra. Let
consider the following finite decomposition
Ω¯ =
⋃
K∈Th
K , (4.16)
where:
• each K is a polyhedron with K˙ 6= ∅;
• K˙1 ∩ K˙2 = ∅ for each distinct K1, K2 ∈ Th;
• if F = K1 ∩ K2 6= ∅, (K1 and K2 distinct elements of Th) then F is a
common face, side, or vertex of K1 and K2;
• diam(K) ≤ h for each K ∈ Th.
Th is called a triangulation of Ω¯. Every element K of the triangulation Th can
be obtained as K = TK(Kˆ), where Kˆ is a reference polyhedron and TK a suitable
invertible linear or non-linear map.
If the domain Ω cannot be expressed as a polygonal domain, the union of all
elements
⋃
K∈Th K is not equal to the total domain Ω and an additional error to
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the finite element solution is introduced due to the inexact representation of the
domain.
In general applications where the geometry is not too complex and irregu-
lar, quadrilateral elements are better than triangular ones. The advantages of
quadrilateral elements over triangular elements are that the computation time
for the construction of matrices and vectors are reduced because only one half
of the number of elements is needed, and solutions are in general more accurate
with respect to the same number of unknowns, especially on orthogonal elements.
These advantages are more evident in 3D calculations (Turek [1999]).
4.2.3 Finite element interpolation
The second basic feature of the finite element method is the construction of
a finite dimensional space Vh that is a suitable approximation of the infinite
dimensional space V . In the finite element method the functions vh ∈ Vh are
piecewise-polynomials, i.e., for each K ∈ Th the space
PK := {vh|K | vh ∈ Vh}
consists of algebraic polynomials.
To be precise, let us denote by Pk, k ≥ 0, the space of polynomials of degree
less than or equal to k in the variables x1, . . . , xd, and by Qk the space of poly-
nomials that are of degree less than or equal to k with respect to each variable
x1, . . . , xd.
We can now define the most commonly used spaces Vh. If we consider the
case where the reference polyhedrons are n-simplex we set
Vh = V
k
h := {vh ∈ C0(Ω¯) | vh|K ∈ Pk ∀K ∈ Th} , k ≥ 1 , (4.17)
which will be called the space of triangular finite elements. Alternatively, we can
drop the additional constraint that vh ∈ C0(Ω¯) and set
Vh = Y
k
h := {vh ∈ L2(Ω) | vh|K ∈ Pk ∀K ∈ Th} . (4.18)
74
In the case where the reference polyhedrons are n-cube we set
Vh = V
k
h := {vh ∈ C0(Ω¯) | vh|K ◦ TK ∈ Qk ∀K ∈ Th} , k ≥ 1 , (4.19)
which is the space of parallelepipedal finite elements.
In both cases, (4.17) and (4.19), it is worthwhile to notice that
V kh ⊂ H1(Ω) ∀ k ≥ 1 . (4.20)
This result is a consequence of the following theorem
Theorem 4.2.1. A function v : Ω→ R belongs to H1(Ω) if and only if
• v|K ∈ H1(K) for each K ∈ Th;
• for each common face F = K1 ∩K2, K1, K2 ∈ Th, the trace on F of v|K1
and v|K2 is the same.
This is an important result since the displacement and velocity unknowns
of the FSI equations belong to the Sobolev space H1 and consequently can be
approximated by means of functions in the spaces (4.17) or (4.19). Instead, in
the case (4.18) we have
Y 1h ⊂ L2(Ω) . (4.21)
As we will see further, the pressure unknown of the FSI equations belongs to
the more bigger space L2. This implies that the space Y 1h is the natural finite
dimensional space for the approximation of the FSI pressure solution.
An important point is concerned with the choice of a set of degrees of freedom
on each element K (i.e., the parameters that allow to uniquely identify a function
in Pk or Qk). This choice depends on the space of polynomials (e.g., the space of
triangular or parallelepipedal finite elements) and its degree. For instance, if we
consider the space V 1h defined in (4.17) or (4.19) the degrees of freedom on each
element K are the values of vh at the vertices of each K. In the next subsection
we will describe the properties and the location of the degrees of freedom of the
finite element that will be used in this thesis to approximate the FSI solution.
We are now in the position to construct a Lagrangian basis for V kh . In par-
ticular, by denoting xj, j = 1, . . . , Nh, the global set of nodes in Ω¯, a sufficient
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condition to determine a basis for V kh is to select those functions φi ∈ V kh such
that
φi(xj) = δij, i, j = 1, . . . , Nh . (4.22)
The restriction of a basis function φi to an element that owns the node xi is called
shape function. It is important to notice that the support of each shape function
is relatively small since it is given by a few elements of the triangulation. This is
good for computational efficiency because it leads to sparse stiffness matrices.
Once we have identified the degrees of freedom and the shape functions, the
set of basis functions {φi}Nhi=1 can be used to expand the approximate solution
over the whole domain in terms of the degrees of freedom ui
uh(x, t) =
Nh∑
i=1
ui(t)φi(x) ∀x ∈ Ω , (4.23)
where Nh is the total number of degrees of freedom. If we consider the degrees
of freedom ui that belongs to the generic element K the solution u can be locally
interpolated by means of local basis functions φ
(k)
i (also called shape functions)
such that
uh(x, t) =
Ne∑
i=1
ui(t)φ
(k)
i (x) ∀x ∈ K , (4.24)
where Ne is the local number of degrees of freedom for the element K.
4.2.4 Conforming Q2P1 Element
The choice of a finite element depends on the type of problem, the robustness, the
accuracy, the efficiency and the available time. The simplest way of satisfying the
convergence requirements is to use elements that are conforming. A conforming
finite element is one which is a subspace of the element space for the continuous
problem. The conforming finite elements are more accurate compared to non-
conforming ones but they require more computing time. The incompressibility
constraint of the fluid and solid velocity requires that the finite element spaces
pair are chosen in order to satisfy the inf-sup or Ladyzhenskaya-Babus˘ka-Brezzi
condition (see Brezzi & Fortin [1991]; Girault & P.-A. [1986]). We employed
76
xy
vh, uh, bi-quadratic (9 nodal dofs)
ph,
∂ph
∂x ,
∂ph
∂y discontinuous linear (3 element dofs)
Figure 4.1: Location of the degrees of freedom for the (Crouzeix-Raviart) Q2P1
element.
the LBB-stable conforming bi(tri)-quadratic, discontinuous linear Q2P1 pair in
two(three)-dimension because it is a good compromise between computing time
and accuracy. In Fortin [1981] the Q2P1 finite element pair is referred to be one of
the most accurate and robust finite element pair for highly viscous incompressible
flow computations.
In the two-dimensional case, the basis function for this element are bi-quadratic
polynomials on the reference square element Kˆ = [−1, 1]2 for the approximation
of the displacement and the velocity solution and linear (discontinuous) polyno-
mials for the approximation of the pressure. See Figure 4.1 for the location of
the degrees of freedom on the reference square Kˆ .
Let consider for each element K ∈ Th the invertible transformation ψK : Kˆ →
K from the reference square Kˆ to the quadrilateral K. Therefore the local basis
on the reference element for Q2(K) is defined as
Q2(K) = {q ◦ ψ−1K : q ∈ span < 1, x, y, xy, x2, y2, x2y, xy2, x2y2 >} ,
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or
Q2(K) = span{(1− x2)(1− y2), 1
2
(1− x2)(y − y2), 1
2
(1− x2)(y + y2),
1
2
(x− x2)(1− y2), 1
4
(x− x2)(y − y2), 1
4
(x− x2)(y + y2),
1
2
(x+ x2)(1− y2), 1
4
(x+ x2)(y − y2), 1
4
(x+ x2)(y + y2)} ,
with nine local degrees of freedom located at the vertices, midpoints of the edges
and in the center of the quadrilateral. This choice of the number and the location
of the degrees of freedom is such that the subspace Q2 coincides with the subspace
V 2h defined in (4.19). The space P1(K) consists of linear functions defined by
P1(T ) = {q ◦ ψ−1K : q ∈ span < 1, x, y >} , (4.25)
with the function value and both partial derivatives located in the center of the
quadrilateral, as its three local degrees of freedom. This choice of the number and
the location of the degrees of freedom is such that the subspace P1 coincides with
the subspace Y 1h defined in (4.18). Since the displacement and velocity solution
of the FSI equations belong to the Sobolev space H1 and the pressure to the
Lebesgue space L2, from (4.20) and (4.21) we deduce that this finite element is
conforming.
The Crouzeix-Raviart finite element has 39 degrees of freedom for each ele-
ment in the case of the FSI displacement, velocity, pressure formulation in two
dimensions and 166 degrees of freedom for 3D computations. This high number
of degrees of freedom leads to prohibitive time-dependent computations, in par-
ticular in the three-dimensional case, if the parallel architecture of the modern
computers is not exploited.
4.3 Temporal discretization
In this section we address the issue of time-discretization for initial-boundary
value problems governed by parabolic or hyperbolic differential equation. The
abstract problem 4.1 needs to be discretized with respect to both the time and
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space variables.
The space discretization is performed firstly and can be carried out by the
Galerkin finite element method previously described. The resulting problem is
a system of coupled first order ordinary differential equations in time. This ap-
proach is known as method of lines or semi-discrete approximation in literature.
The following step is to choose an appropriate time stepping scheme that
should not only be accurate in time, but also stable for different time steps.
In this section we present some methods of time integration of a system of
ordinary differential equations that are massively used in numerical analysis.
4.3.1 Theta-scheme method
A simple and flexible choice for the time-discretization of a system of ordinary
differential equations is the θ-scheme method, which has as particular cases the
single step Backward Euler and Crank-Nicholson schemes, and also multi-step
schemes such as the strongly A-stable Fractional-step-θ-scheme.
Let X be a vector that contains all the degrees of freedom that are generated
in the spatial discretization process of the FSI equations. Let us assume that the
FSI initial value problem can be written in the following form, with X(t) ∈ RmdXdt + f(X, t) = 0 ∀ t > 0 ,X(0) = X0 . (4.26)
Given Xn at time t = tn and ∆t = tn+1 − tn, the method consists in solving for
X = Xn+1
Xn+1 + θ∆tf(Xn+1, tn+1) = Xn − (1− θ)∆tf(Xn, tn) . (4.27)
The time step ∆t can vary in time and the parameter θ is to be taken in the
interval [0, 1].
If θ = 0 the explicit Forward Euler scheme is recovered as follows
Xn+1 + ∆tf(Xn, tn) = Xn . (4.28)
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Explicit time-stepping schemes have been commonly used in the past in non-
stationary flow calculations. The advantages of this method are its easy imple-
mentation and parallelization and the low-cost per time step. The drawback is
that it requires very small time steps for stability reasons, especially if the mesh
size is very small compared to the velocity. The required small time steps leads
to prohibitive treatment of long time flow simulations.
Due to the high stiffness of the system of ordinary differential equations ob-
tained applying the FEM method and to the development of efficient non-linear
and linear solvers, implicit schemes are preferable. Implicit scheme are stable
over a wide range of time steps, they can be unconditionally stable under some
hypothesis and they have been revealed excellent iterative schemes for obtaining
steady-state solutions. The drawbacks of implicit schemes are the difficulty of
implementation and parallelization and the high cost per time-step compared to
explicit schemes. Due to their stability and high cost per time-step, large time
steps are preferable to reduce the computational time. Unfortunately, large time
steps lead to inaccurate fully transient solutions and to the deterioration or, in
the worst cases, to the failure of the convergence of the linear solver.
The implicit schemes that are more frequently used are the first-order Back-
ward Euler scheme (BE) or the second-order Crank-Nicholson scheme (CN) that
belongs to the One-step-θ-schemes family.
The Backward Euler scheme is recovered from (4.27) with θ = 1
Xn+1 + ∆tf(Xn+1, tn+1) = Xn . (4.29)
This method has the nice feature to be strongly A-stable, which means that
the numerical solution X si bounded, but it is only first-order accurate. These
characteristics indicate that the BE scheme is a good choice for steady-state
calculations.
A second-order accurate scheme can be achieved from (4.27) with θ = 1/2,
obtaining
Xn+1 +
∆t
2
f(Xn+1, tn+1) = Xn − ∆t
2
f(Xn, tn) . (4.30)
This scheme is called Crank-Nicholson and differently from the Backward Eu-
ler scheme is not strongly A-stable, it has a weak damping property and can
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occasionally suffers from numerical instability.
4.3.2 Generalized alpha method
The need of development a step-by-step time integration algorithm with algorith-
mic damping in the solution process of structural dynamics problems has been
long recognized. In particular, it is desirable to have the possibility to control the
numerical dissipation in the higher frequency modes, since the spatial resolution
of these high frequency modes is poor if the spatial domain is partitioned using
standard finite elements. The advantage of using numerical algorithms with high-
frequency damping is the improvement of the convergence of iterative equation
solvers in the solution process of highly nonlinear problems. However, the effect
of this damping should not provoke a loss of accuracy nor introduce excessive
algorithmic damping in the important low frequency modes. For example, the
Newmark family of algorithms (Newmark [1959]) gives the possibility to damp
out high frequency modes but they are only first-order accurate and are too dis-
sipative in the low frequency spectrum. Numerous dissipative algorithms have
been developed that attain high-frequency dissipation with little low-frequency
damping while maintaining second-order accuracy; see, e.g., the θ method of Wil-
son (Wilson [1968]), the HHT-α method of Hilber, Hughes and Taylor (Hilber
et al. [1977]), the WBZ-α of Wood, Bossak, and Zienkiewicz (Wood et al. [1981]),
the ρ method of Bazzi and Anderheggen (Bazzi & Anderheggen [1982]) and the θ1
method of Hoff and Pahl (Hoff & Pahl [1988a,b]). In the paper of Chung & Hul-
bert [1993], a new family of one-step, three stage, numerically dissipative time in-
tegration algorithms has been developed, which is called the generalized-α method
and contains the HHT-α and WBZ-α algorithms as particular cases. This inte-
gration method can be seen as an improvement of the previous algorithms since
it is able to minimize the low frequency dissipation for a given desired amount
of high-frequency dissipation. Recently, the generalized-α method has been ex-
tended and analyzed to computational fluid-dynamics (i.e., from a second-order
system to a first-order system) and successfully applied to large scale turbulence
simulation (Jansen et al. [2000]).
Let us consider for simplicity the matrix equation of linear structural dynamics
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Ma + Cv + Kd = F , (4.31)
where M, C and K are the mass, damping, and stiffness matrices, respectively,
F is the vector of applied loads (a given function of time), a = dv
dt
, v = dd
dt
and d
are the vector of acceleration, velocity and displacement unknowns, respectively.
The initial value problem consists of finding a function of time d(t) which satisfies
(4.31) for all t ∈ [0, T ], T > 0, and the initial conditions
d(0) = d0 , v(0) = v0 , (4.32)
where d0 and v0 are given vectors of initial displacements and velocities, respec-
tively. Let 0 = t0 < t1 < ... < tn = T be a partition of the time interval of the
simulation I = [0, T ], which we suppose uniform for the sake of simplicity. We
denote the time step with δt = tn+1 − tn, for 0 ≤ n ≤ N − 1. Let us denote by
dn, vn and an the approximations to d(t
n), v(tn) and a(tn), respectively. The
generalized-α method applied to the linear structural dynamics has the following
form
Given d0 and v0, find dn+1, vn+1 and an+1 such that, for each 0 < n < N − 1
we have
dn+1 = dn + δtvn + δt
2((
1
2
− β)an + βan+1) , (4.33)
vn+1 = vn + δt((1− γ)an + γan+1) , (4.34)
Man+1−αm + Cvn+1−αf + Kdn+1−αf = F(tn+1−αf ) , (4.35)
a0 = M
−1(F(0)−Cv0 −Kd0) , (4.36)
where
dn+1−αf = (1− αf )dn+1 + αfdn , (4.37)
vn+1−αf = (1− αf )vn+1 + αfvn , (4.38)
an+1−αm = (1− αm)an+1 + αman , (4.39)
tn+1−αf = (1− αf )tn+1 + αf tn . (4.40)
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The displacement and velocity update Eqs. (4.33) and (4.34) are identical to those
of the Newmark algorithm. The balance equation is effectively a combination of
the HHT-α and WBZ-α balance equations. In fact, using appropriate expressions
for γ and β, if we set αm = 0, the algorithm reduces to the HHT-α method; αf = 0
produces the WBZ-α method; αm = αf = 0 gives rise to the Newmark family.
The generalized-α method is second-order accurate and unconditionally stable,
provided
γ =
1
2
− αm + αf , αm ≤ αf ≤ 1
2
, β ≥ 1
4
+
1
2
(αf − αm) . (4.41)
The free parameters αm, αf and β can be chosen in order to minimize the low-
frequency dissipation for a given user-specified level of high-frequency dissipation,
denoted by the parameter ρ∞. The authors Chung and Hulbert prescribe to use
the following expressions as an optimal combination of high-frequency and low-
frequency dissipation
β =
1
4
(1− αm + αf )2, αm = 2ρ∞ − 1
ρ∞ + 1
, αf =
ρ∞
ρ∞ + 1
. (4.42)
In the paper of Jansen et al. [2000] the authors performed the analysis of the
generalized-α method applied to a linear symmetric system of ordinary differ-
ential equations. They found that (4.41) are still valid for a first-order system
as sufficient conditions for a second-order accuracy. The extension of the algo-
rithm (4.33)-(4.40) to the full semi-discretized Navier-Stokes equations leads to
a non-linear system of algebraic equations to be solved at each time step. If we
denote by M the mass matrix, K the matrix containing the advective and diffu-
sive term, Y the vector of nodal values of the solution and Y˙ the vector of nodal
time derivatives of the solution, the algorithm reads
MY˙n+αm −K(Yn+αf ) = 0 , (4.43)
Yn+1 = Yn + δt((1− γ)Y˙n + γY˙n+1) , (4.44)
Yn+αf = αfYn + (1− αf )Yn+1 , (4.45)
Y˙n+αm = αmY˙n + (1− αm)Y˙n+1 . (4.46)
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4.4 Weak formulation
In the first part of this section the continuous weak incompressible fluid-structure
interaction formulation will be derived. We will show that starting from the
weak form of the momentum balance equation, a priori energy balance can be
obtained. In the second part we will derive the fully-discretized formulation
using the Galerkin-Finite Element Method for the space discretization and the
Backward Euler as time-integration scheme for both fluid and solid equations. In
the last part the unconditionally stability of the Backward Euler scheme applied to
a fully homogeneous Dirichlet fluid-structure interaction problem will be proved.
4.4.1 Continuous weak formulation
We have seen in section 3.4 that the coupling between the fluid and the solid
model determines the missing boundary conditions, which consist of imposing
the continuity of the velocity and the stress at the interface Γit in the following
form
vf |Γit = vs|Γit , (4.47)
σf · nf |Γit + σs · ns|Γit = 0 . (4.48)
To write the weak formulation of the coupled problem, let us consider the
following functional spaces
U = {ζ ∈ L∞(I,H1(Ω)) : φ|ΓD = 0} ,
V = {φ ∈ L2(I,H1(Ω)) ∩ L∞(I,L2(Ω)) : φ|ΓD = 0} ,
Vg = {φ ∈ L2(I,H1(Ω)) ∩ L∞(I,L2(Ω)) : φ|ΓD = g} ,
P = {ψ ∈ L2(I, L2(Ω))} ,
(4.49)
where I = [0, T ] denotes the time interval of interest, ΓD is the portion of the
boundary where Dirichlet boundary conditions are imposed and g is a user-defined
functions. In addition, we denote with (·, ·)f , (·, ·)s and (·, ·) the L2(Ωf ), L2(Ωs)
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and L2(Ω) inner product, respectively.
The variational formulation of the fluid-structure equations can be obtained
through the usual technique by multiplying the equations (3.100)-(3.102) with
appropriate test functions, integrating over the domain Ω, performing integrations
by parts and taking into account the boundary and interface conditions. This
procedure leads at each time t to the following weak global formulation for the
fluid-structure interaction problem
Given g ∈ H1/2(ΓD) and h ∈ L2(ΓN), find u ∈ U, v ∈ Vg, p ∈ P such that, for
each t we have
(
∂u
∂t
, ζ) = (v, ζ)s − (k∇u,∇ζ)f , (4.50)
(J
∂v
∂t
,φ)f + (βJ
∂v
∂t
,φ)s = −(J ∇v F−1(v − ∂u
∂t
),φ)f
+ (JpF−T ,∇φ)− (Jµ∇vF−1F−T ,∇φ)f (4.51)
− (FΣ,∇φ)s +
∫
ΓN
h · φ dγ
0 = (J − 1, ψ)s + (∇ · (JvF−T ), ψ)f , (4.52)
u|t=0 = u0, v|t=0 = v0 ,
for all (ζ,φ, ψ) ∈ (U,V, P ) .
It is worth noting that by the coupling conditions (3.88), (3.89) and the par-
ticular choice of the fluid-structure test functions, the two boundary terms that
come out from the integration by parts at the fluid and the structure interface
Γi0 cancel out. This assures that forces at the interface are correctly computed.
The rest of this paragraph is devoted to the a priori energy analysis applied
to the general fluid-structure interaction problem. As expected, dissipation only
comes from the fluid viscosity and no energy losses occur at the fluid-structure
interface.
Theorem 4.4.1 (Energy Balance). Assume that the coupled fluid-structure sys-
tem is isolated, i.e., g = 0 and ΓD = ∂Ω, and that exist a solution (u,v,p) ∈
U × Vg × P such that equations (4.50), (4.51) and (4.52) are satisfied for all
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(ζ,φ, ψ) ∈ U×V × P , then the following energy balance holds
d
dt
[∫
Ωft
ρ
2
|v|2 dx
∫
Ωs0
ρ0
2
|v|2 dx +
∫
Ωs0
Ψ(F) dx
]
+
∫
Ωft
µ|∇v|2 dx = 0 . (4.53)
Proof. Using the velocity as a test function and transforming some of the integrals
to the current domain, the momentum balance equation (4.51) becomes∫
Ωf0
ρJ
∂v
∂t
·v dx+
∫
Ωs0
ρJ
∂v
∂t
·v dx = −
∫
Ωft
ρ∇v (v− ∂u
∂t
) ·v dx+
∫
Ωt
p∇·v dx+
−
∫
Ωft
µ|∇v|2 dx−
∫
Ωs0
FΣ · ∇v dx . (4.54)
The second term in the right-end side vanish due to the incompressibility con-
straint. Using the equation of conservation of mass (3.57), the second term of the
left hand side can be rewritten as∫
Ωs0
ρJ
∂v
∂t
· v dx = d
dt
∫
Ωs0
ρ0
2
|v|2 dx . (4.55)
For the mass term in the fluid, by using the Euler expansion formula (3.45)
recasted to the ALE mapping and the pushing the integrals to the current domain,
we have∫
Ωf0
ρJ
∂v
∂t
· v dx =
∫
Ωf0
ρ
2
∂(J |v|2)
∂t
dx−
∫
Ωf0
ρ
2
J(∇ · ∂u
∂t
)|v|2 dx =
d
dt
[∫
Ωft
ρ
2
|v|2 dx
]
−
∫
Ωft
ρ
2
(∇ · ∂u
∂t
)|v|2 dx . (4.56)
For the convective term, since ∇ · v = 0 in the current domain, integrating by
parts, using the homogeneous boundary conditions and the equality vf = ∂u
f
∂t
on
the interface Γit, we have∫
Ωft
ρ∇v (v − ∂u
∂t
) · v dx =
∫
Ωft
ρ
2
(v − ∂u
∂t
) · ∇|v|2 dx =∫
Ωft
ρ
2
(∇ · ∂u
∂t
)|v|2 dx . (4.57)
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The fourth term in the right end side of (4.54) can be rewritten by using the
identity ∇v = dF
dt
as
∫
Ωs0
FΣ ·∇v dx =
∫
Ωs0
∂Ψ
∂F
·∇v dx =
∫
Ωs0
∂Ψ
∂F
· dF
dt
dx =
d
dt
∫
Ωs0
Ψ(F) dx . (4.58)
Using (4.55), (4.56), (4.57), (4.58) and the incompressibility constraint (4.52) in
(4.54), the energy balance (4.53) is obtained, which completes the proof.
4.4.2 Space-time discretized weak formulation
The weak coupled formulation is now discretized in space and time. Let 0 = t0 <
t1 < ... < tn = T be a partition of the time interval of the simulation I = [0, T ],
which we suppose uniform for the sake of simplicity. We denote the time step
with δt = tn+1 − tn, for 0 ≤ n ≤ N − 1. For the space discretization of the
fluid-structure interaction problem (4.50)-(4.52), let us define four finite element
subspaces Uh ⊂ U, Vh ⊂ V, Vh,g ⊂ Vg, Ph ⊂ P that in the case of the finite
element Q2 P1 disc pair read as follows
Uh = {uh ∈ [C(Ωh)]2, uh|K ∈ [Q2(K)]2 ∀K ∈ Th, uh|Γh,D = 0} ,
Vh = {vh ∈ [C(Ωh)]2, vh|K ∈ [Q2(K)]2 ∀K ∈ Th, vh|Γh,D = 0} ,
Vh,g = {vh ∈ [C(Ωh)]2, vh|K ∈ [Q2(K)]2 ∀K ∈ Th, vh|Γh,D = gnh} ,
Ph = {ph ∈ L2(Ωh), ph|K ∈ P1(K) ∀K ∈ Th} ,
where K is one of the elements of the triangulation Th of the reference domain
Ω and gnh is the finite element approximation of g(t
n). Let us denote by unh the
approximation of u(tn), vnh the approximation of v(t
n) and pnh the approximation
of p(tn). Besides, the following shorthand notation will be used
Fn = I +∇unh, Jn = detFn, (4.59)
Fn+
1
2 =
Fn + Fn+1
2
, Jn+
1
2 =
Jn + Jn+1
2
. (4.60)
Then, using the Backward Euler scheme for the time-discretization, the fully-
discretized problem reads
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Given gn+1h ∈ H1/2(Γh,D) and hn+1h ∈ L2(Γh,N), find un+1h ∈ Uh, vn+1h ∈ Vh,g,
pn+1h ∈ Ph such that, for each 0 ≤ n < N − 1 we have
(un+1h , ζ)− (unh, ζ)− δt
[
(vn+1h , ζ)s + (k∇un+1h ,∇ζ)f
]]
= 0 , (4.61)
(Jn+1vn+1h ,φ)f + β(v
n+1
h ,φ)s − (Jnvnh,φ)f − β(vnh,φ)s
− δt(Jn+1pn+1h ,∇φ(Fn+1)−1) + δt(Fn+1Σn+1,∇φ)s
+ δtµ(Jn+1∇vn+1h (Fn+1)−1,∇φ(Fn+1)−1)f + δt(Jn+
1
2∇vn+1h (Fn+
1
2 )−1vn+1h ,φ)f
− (Jn+ 12 ∇vn+1h (Fn+
1
2 )−1(un+1h − unh),φ)f
− ((∇ · (Jn+ 12 un+1h (Fn+
1
2 )−T )−∇ · (Jn+ 12 unh(Fn+
1
2 )−T ))vn+1h ,φ)f
+
δt
2
(∇ · (Jn+ 12 vn+1h (Fn+
1
2 )−T )vn+1h ,φ)f − δt
∫
Γh,N
hn+1h · φ dγ = 0 , (4.62)
(Jn+1 − 1, ψ)s + (∇ · (Jn+1vn+1h (F n+1)−T )), ψ)f = 0 , (4.63)
unh|n=0 = uh,0, vnh|n=0 = vh,0 ,
for all (ζ,φ, ψ) ∈ (Uh,Vh, Ph) .
We can notice that we added two terms in the discrete formulation with respect
to the continuous one, which are
((∇ · (Jn+ 12 un+1h (Fn+
1
2 )−T )−∇ · (Jn+ 12 unh(Fn+
1
2 )−T ))vn+1h ,φ)f ,
δt
2
(∇ · (Jn+ 12 vn+1h (Fn+
1
2 )−T )vn+1h ,
and some integrals are evaluated in the intermediate position between tn and
tn+1. The reason for this is for stability purposes as it will be shown in the proof
of the next theorem.
In each time step we have to find the vector Xn+1 = (un+1h ,v
n+1
h , p
n+1
h ) ∈
Uh ×Vh × Ph such that
F (Xn+1) = 0 , (4.64)
where F represents the system (4.61)-(4.63). The issue of solving numerically
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this system will be addressed in the next Chapter. The rest of this paragraph is
devoted to the stability analysis of the Backward Euler time-discretization scheme
applied to the fluid-structure interaction equations discretized by the Galerkin
finite element method. The next result states its unconditional stability.
Theorem 4.4.2 (Energy inequality). Assume that the coupled fluid-structure
system is isolated, i.e., gn+1h = 0 and Γh,D = ∂Ωh, the structure is hyperelastic
with a quadratic energy density Ψ(Fn+1), the fluid-structure system is discretized
in space by the finite element method and in time by the Backward Euler method,
and that the following identity holds on each time-interval,∫
Ωfn+1,h
ψh dx−
∫
Ωfn,h
ψh dx = INT
tn+1
tn
[∫
Ωft,h
ψh(∇ · ∂uh
∂t
) dx
]
∀ψh ∈ Vh , (4.65)
where INTt
n+1
tn denotes the time integration scheme, then the following energy
inequality holds
1
δt
[∫
Ωfn+1,h
ρ
2
|vn+1h |2 dx−
∫
Ωfn,h
ρ
2
|vnh|2 dx
+
∫
Ωs0,h
ρ0
2
|vn+1h |2 dx−
∫
Ωs0,h
ρ0
2
|vnh|2 dx (4.66)
+
∫
Ωs0,h
Ψ(Fn+1h ) dx−
∫
Ωs0,h
Ψ(Fnh) dx
]
+
∫
Ωfn+1,h
µ|∇vn+1h |2 dx ≤ 0 .
Therefore, the Backward Euler method applied to the fluid-structure interaction
equations in the monolithic discrete formulation is unconditionally stable in the
energy norm.
Before giving the proof of this result, some remarks are in order:
• The energy balance (4.66) constitutes the discrete counterpart of (4.53).
• The relation (4.65) is one of the form of the Geometric Conservation Law
(GCL), see Nobile [2001], suited for a finite element approximation. This
constraint on the fluid domain displacement or, equivalently, on the ALE
mappingA, ensures that the continuous ALE transport formula (3.46) holds
at the discrete level at each time interval. As reported in Nobile [2001], a
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sufficient condition for the fulfillment of (4.65) is to use a time integration
scheme INTt
n+1
tn for the ALE term of degree d · s − 1, where d is the space
dimension and s is the degree of the polynomial used to represent the time
evolution of the nodal displacement within each time step. If we assume a
linear time variation of the nodal displacement within each time step, the
GCL is satisfied in 2D if we adopt the mid-point rule integration scheme.
Proof. We set φ = vn+1h in (4.62) and ψ = p
n+1
h in (4.63). For the mass term in
the solid, using the inequality a
2
2
+ b
2
2
≥ a · b, we have
ρ0
δt
[∫
Ωs0,h
|vn+1h |2 dx−
∫
Ωs0,h
vnhv
n+1
h dx
]
≥ ρ0
2δt
[∫
Ωs0,h
|vn+1h |2 dx−
∫
Ωs0,h
|vnh|2 dx
]
.
(4.67)
On the other hand, thanks to (4.61), we have∫
Ωs0,h
Fn+1Σn+1 : ∇vn+1h dx =
1
δt
∫
Ωs0,h
Fn+1Σn+1 : ∇(un+1h − unh) dx
=
1
δt
∫
Ωs0,h
Fn+1Σn+1 : (Fn+1 − Fn) dx = 1
δt
∫
Ωs0,h
∂Ψ(Fn+1)
∂F
: (Fn+1 − Fn) .
(4.68)
Therefore, since the density Ψ is assumed to be quadratic, we obtain
1
δt
∫
Ωs0,h
∂Ψ(Fn+1)
∂F
: (Fn+1 − Fn) ≥ 1
δt
[∫
Ωs0,h
Ψ(Fn+1) dx−
∫
Ωs0,h
Ψ(Fn) dx
]
.
(4.69)
For the mass term in the fluid, using the same inequality as we did before, we
have
ρ
δt
[∫
Ωfn+1,h
|vn+1h |2 dx−
∫
Ωfn,h
vnhv
n+1
h dx
]
≥ 1
δt
[
ρ
2
∫
Ωfn+1,h
|vn+1h |2 dx
− ρ
2
∫
Ωfn,h
|vnh|2 dx
]
+
1
δt
[
ρ
2
∫
Ωfn+1,h
|vn+1h |2 dx−
ρ
2
∫
Ωfn,h
|vn+1h |2 dx
]
. (4.70)
By applying (4.65) with ψh =
ρ
2δt
|vn+1h |2 and mid-point rule as time integration
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scheme to the last term, we finally get
ρ
δt
[∫
Ωfn+1,h
|vn+1h |2 dx−
∫
Ωfn,h
vnhv
n+1
h dx
]
≥ 1
δt
[
ρ
2
∫
Ωfn+1,h
|vn+1h |2 dx
− ρ
2
∫
Ωfn,h
|vnh|2 dx
]
+
ρ
2
∫
Ωf
n+ 12 ,h
(
∇ · u
n+1
h − unh
δt
)
|vn+1h |2 dx . (4.71)
For the convective term, integrating by parts and using (4.61), we have∫
Ωf
n+ 12 ,h
ρ∇vn+1h
(
vn+1h −
un+1h − unh
δt
)
·vn+1h dx
−
∫
Ωf
n+ 12 ,h
ρ
(
∇ · u
n+1
h − unh
δt
)
|vn+1h |2 dx +
∫
Ωf
n+ 12 ,h
ρ
2
∇ · vn+1h |vn+1h |2 dx
=
∫
Ωf
n+ 12 ,h
ρ
2
(
vn+1h −
un+1h − unh
δt
)
·∇|vn+1h |2 dx
−
∫
Ωf
n+ 12 ,h
ρ
(
∇ · u
n+1
h − unh
δt
)
|vn+1h |2 dx +
∫
Ωf
n+ 12 ,h
ρ
2
∇ · vn+1h |vn+1h |2 dx (4.72)
=
∫
∂Ωf
n+ 12 ,h
ρ
2
(
vn+1h −
un+1h − unh
δt
)
·n |vn+1h |2 dγ
−
∫
Ωf
n+ 12 ,h
ρ
2
(
∇ · u
n+1
h − unh
δt
)
|vn+1h |2 dx = −
∫
Ωf
n+ 12 ,h
ρ
2
(
∇ · u
n+1
h − unh
δt
)
|vn+1h |2 dx .
For the dissipation term we have∫
Ωfn+1,h
µ∇vn+1h · ∇vn+1h dx =
∫
Ωfn+1,h
µ|∇vn+1h |2 dx . (4.73)
By using the fluid and solid incompressibility constraint (4.63), the pressure term
vanish ∫
Ωfn+1,h
ph∇ · vn+1h dx = 0 . (4.74)
Finally, the energy balance (4.66) is obtained after summation of (4.67), (4.69),
(4.71), (4.72), (4.73) and (4.74), which completes the proof.
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Chapter 5
Solvers
In this chapter, we describe the adopted numerical solution strategy of the nonlin-
ear system arising in the numerical discretization of the fluid-structure equations
coupled in a monolithic fashion. More specifically, the Newton-method and its
variants will be presented together with a general introduction to direct and it-
erative solvers like Krylov subspace and multigrid solvers.
5.1 Introduction
We have seen in Chapter 4 that after discretization in time by the method of
lines and in space by the Galerkin finite element method we arrived at a set of
nonlinear algebraic equations for the unknown vector Xn+1 = (un+1h ,v
n+1
h , p
n+1
h )
F (Xn+1) = 0 . (5.1)
Equivalently, the discrete set of equations (5.1) can also be rewritten as follows
(Mf + Ms)un+1h − δt(Lfun+1h + Msvn+1h )−Rhsu(unh) = 0 ,
(Mf +βMs)vn+1h + δtC
f
1(v
n+1
h ) +
δt
2
Cf2(v
n+1
h )−Cf3(un+1h ,vn+1h )−Cf4(un+1h ,vn+1h )
+ δtSf (vn+1h ) + δtS
s(un+1h )− δt(Bf + Bs)(pn+1h )−Rhsv(vnh) = 0 ,
Is(un+1h ) + (B
f )T (vn+1h ) = 0 ,
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where Ms and Mf are the mass matrices, Lf is the lifting operator of the trace of
the solid displacement on the fluid-solid interface that is responsible for the mesh
motion in the fluid subdomain, Cf1 and C
f
3 represent the convective term in the
ALE formulation, Cf2 and C
f
4 are the stabilization terms for the ALE convective
term, Ss and Sf are the stress operators (elastic for the solid part and diffusive
for the fluid), Is is the incompressibility constraint for the solid part and (Bf )T
the incompressibility constraint for the fluid part, Bf and Bs are the discrete
gradient operators in the fluid and solid subdomain. All of the operators, apart
of the dependencies indicated explicitly, depends on the displacement unknown
through the deformation gradient and/or the Jacobian of the transformation.
Besides, the right hand sides depend on the values of the unknowns in the previous
time step. The definition of these quantities is reported below for sake of clarity
Mfun+1h = (u
n+1
h , ζ)f ,
Msun+1h = (u
n+1
h , ζ)s ,
Lfun+1h = (k(x)∇un+1h ,∇ζ)f ,
Rhsu(u
n
h) = (u
n
h, ζ) ,
Mfvn+1h = (J
n+1vn+1h ,φ)f ,
Msvn+1h = (v
n+1
h ,φ)s ,
Cf1(v
n+1
h ) = (J
n+ 1
2∇vn+1h (Fn+
1
2 )−1vn+1h ,φ)f ,
Cf2(v
n+1
h ) = (∇ · (Jn+
1
2 vn+1h (F
n+ 1
2 )−T )vn+1,φ)f ,
Cf3(u
n+1
h ,v
n+1
h ) = (J
n+ 1
2 ∇vn+1h (Fn+
1
2 )−1(un+1h − unh),φ)f ,
Cf4(u
n+1
h ,v
n+1
h ) = (J
n+ 1
2 (∇un+1h −∇unh) : (Fn+
1
2 )−1vn+1,φ)f ,
Sf (vn+1h ) = µ(J
n+1∇vn+1h (Fn+1)−1,∇φ(Fn+1)−1)f ,
Ss(un+1h ) = (F
n+1Σn+1,∇φ)s ,
(Bf + Bs)(pn+1h ) = (J
n+1pn+1h ,∇φ(Fn+1)−1) ,
Rhsv(v
n
h) = (J
nvnh,φ)f + β(v
n
h,φ)s + δt
∫
Γh,N
hn+1h · φ dγ ,
Is(un+1h ) = (J
n+1 − 1, ψ)s ,
(Bf )T (vn+1h ) = (∇ · (Jn+1vn+1h (F n+1)−T )), ψ)f .
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Aspects related to how to solve the nonlinear problem (5.1) are presented in
the following section.
5.2 Nonlinear solver
Standard forms for solving the nonlinear problem (5.1) are fixed-points based
iterations (see Deparis et al. [2003a]; Gerbeau & Vidrascu [2003]; Mok et al.
[2001]; Nobile [2001]; Zhang et al. [2003]). Unfortunately, these methods usually
show a slow rate of convergence and may fail to converge (see Deparis et al.
[2003a]; Gerbeau & Vidrascu [2003]; Matthies & Steindorf [2002, 2003]; Mok
et al. [2001]). In order to speed up the convergence, it is useful to use Newton-
Raphson based methods (see Bathe & Zhang [2004]; Gerbeau & Vidrascu [2003];
Heil [2004]; Hron & Turek [2006]; Matthies & Steindorf [2002, 2003]; Tezduyar
[2001]; Zhang et al. [2003]) as the basic iteration. In the subsequent sections we
describe the main features of the Newton method and its variants developed in
order to reduce the cost and improve the convergence properties of the Newton
method.
5.2.1 Newton’s method
Consider a vector function F : Rn → Rn ∈ C1(D), i.e., F is continuously differ-
entiable function on D, where D is a convex open set of Rn. We denote also by
JF(X) the Jacobian matrix (or tangent matrix) associated with F and evaluated
at the point X = (x1, . . . , xn)
T of Rn, defined as
(JF(X))ij =
(
∂Fi
∂xj
)
(X) , i, j = 1, . . . , n . (5.2)
The newton algorithm looks for a root of the vector function F and can be
formulated as follows
given X0 ∈ Rn, for k = 0, 1, . . . , until convergence
solve JF(X
k)δXk = −F(Xk) (5.3)
set Xk+1 = Xk + δXk .
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Thus, at each step k the solution of a linear system with matrix JF(X) is required.
The next paragraph will briefly describe the linear solvers available nowadays
and the solver we developed to invert the Jacobian matrix in a efficient way.
The following theorem assert (for a proof see Quarteroni et al. [2010]) the local
convergence properties of the Newton method.
Theorem 5.2.1. Suppose that X∗ be a root of F that belongs to D, that J−1F (X
∗)
exists and that F is locally Lipschitz continuous. Then, if X0 is sufficiently close
to X∗, the sequence (5.3) is uniquely defined and converges to X∗ with
||Xk+1 −X∗|| ≤ c||Xk −X∗||2 ,
where c is a constant that depends on the Lipschitz constant and on the norm of
J−1F (X
∗).
Theorem (5.2.1) shows that quadratic convergence is achieved only if the
initial guess is sufficiently close to the solution and if the Jacobian matrix is
nonsingular. Moreover, the explicit computation of the Jacobian matrix is often
very expensive. For these reasons, several modifications to Newton’s method have
been proposed to reduce its cost and to improve its convergence properties, which
will be briefly considered in the next section.
5.2.2 Modified Newton’s methods
Several modifications to Newton’s method have been proposed in order to reduce
its cost when the computed solution is sufficiently close to X∗.
An efficient alternative to (5.3) consists of keeping constant the Jacobian
matrix for a certain number of steps. Generally, a deterioration of convergence
rate is observed accompanied by a gain in computational efficiency. However, in
our computation we preferred to compute the Jacobian at every step.
Another possibility is to use an iterative solver to invert the linear system
(5.3), fixing a priori the maximum number of admissible iterations. The resulting
schemes are called Newton-Jacobi, Newton-Krylov or Newton-Multigrid methods,
according to the iterative process used for the inversion. We used a multigrid
solver as iterative scheme for the solution process of (5.3).
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A third possibility consists of using the inexact Newton method which deals
with approximations of JF , in contrast with exact Newton method, which in-
volves repeated solutions of problem (5.3) with an exact Jacobian JF having the
following block structure  Auu Auv 0Avu Avv δtB
(Bs)T (Bf )T 0
 . (5.4)
Using the definitions given in the first section of this chapter, the tangent matrix
of the discrete FSI operator F reads as follows
∂F
∂X
=
 M
f + Ms − δtLf δtMs 0
∂Mf
∂uh
+ δt∂(C
f+Ss+Sf+B)
∂uh
Ms + βMf + δt∂(C
f+Sf )
∂vh
δtB
Is +
∂(Bf )T
∂uh
(Bf )T 0
 . (5.5)
The main difficulty in the computation of the Jacobian JF is the evaluation
of the cross-derivatives in (5.5), ∂M
f
∂uh
, ∂C
f
∂uh
, ∂S
f
∂uh
, ∂B
∂uh
, ∂(B
f )T
∂uh
, corresponding to
the directional derivative of the fluid operator terms with respect to fluid-domain
perturbations. The evaluation of these terms requires shape derivative calculus
within the fluid (see Ferna´ndez & Moubachir [2003, 2004]; Sokolowski & J.-P.
[1992]). Moreover, the explicit computation of the Jacobian matrix is often very
expensive.
These drawbacks can be overcome by a suitable approximation of JF , for
instance, using finite difference approximations of the only cross derivative terms
(see Heil [2004]; Tezduyar [2001]) or of all terms (see Hron & Turek [2006]) from
the residual vectorF (X). However, the lack of a priori rules for selecting optimal
finite difference infinitesimal steps leads to nonconsistent Jacobians (Ferna´ndez
& Moubachir [2005]) and to a quite sensitivity of the resulting solution behavior
w.r.t. to the finite difference infinitesimal steps. For this reason, another strategy,
which is the one we adopted, may be to approximate JF by neglecting the cross
derivative terms in (5.5) and evaluating the remaining terms on variational level
before applying the finite element discretization (see Bathe & Zhang [2004]; Heil
[2004]; Tezduyar [2001]; Zhang et al. [2003]). In both cases a reduction of the
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overall convergence rate is observed.
Last possibility is to use a software like Sundance that performs the Fre´chet
differentiation of the finite variational form under exam, i.e.(5.1), in a automatic
fashion (see Kevin et al. [2010]).
We conclude by saying that since the sparsity pattern of the Jacobian matrix
is known in advance (see Figure 5.1), which is given by the finite element method,
the computation of the assembly process can be done in a efficient way so that
the linear solver remains the dominant part of the solution process in terms of
CPU time.
Figure 5.1: Sparsity pattern of the Jacobian matrix of the FSI operator.
5.2.3 Quasi-Newton’s methods
Quasi-Newton’s methods are all those schemes in which globally convergent meth-
ods are coupled with Newton-like methods that are only locally convergent, but
with an order greater than one. Given a continuously differentiable function
F (X) : Rn → Rn, which in our case coincides with the residual vector function
(5.1), and an initial value X0 ∈ Rn, at each step k one has to perform the following
operations:
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1. evaluate F (Xk);
2. choose the Jacobian JF (X
k) = ∂F
∂X
(Xk) as being the exact Jacobian or an
approximation of it (i.e. finite difference approximation);
3. solve the linear system JF (X
k)δXk = −F (Xk);
4. update the solution Xk+1 = Xk + ωkδXk, where ωk are suitable damping
parameters.
Last step is the characterizing operation of this family of methods. Parameters
ωk can be chosen in according to a global convergence criterion, i.e, using line
search techniques, which are based on the backtracking idea (see Dennis & Schn-
abel [1996]; Press et al. [2002]). Line search techniques improve the chance of
convergence by adaptively changing the length of the correction vector δX (see
Hron & Turek [2006]; Turek [1999] for more details) in order to minimize a certain
error measure. One of the possible choices for the quantity to minimize is
R(ω) = F (Xn + ωnδXn) · δXn , (5.6)
with ωk ∈ (0, 1]. The algorithm starts with a full step (ωk = 1) checking if R(ω)
is minimized or not. If the initial guess is close to the solution then the above
condition is mostly satised, as it happens in time-dependent simulations with a
sufficient small time step. If it is not, then at least we can store this information
and use it for searching a new damping factor by backtracking along the Newton
direction until the function R(ω) is minimized. Since we have already three
parameters, R(ω = 1) from the full step, R(0) when we evaluate the residual
vector and R ′(0) when the Jacobian matrix is built, a quadratic interpolation
can be constructed. Then, the new damping factor reads
ω1 =
−R ′(0)
2(R(1)−R(0)−R ′(1)) . (5.7)
By replacing R(1) with the last computed information R(ω1), the next damping
parameter can be iteratively computed in the same way until R(ωk) meets the
selected criterion. By this algorithm we can enforce a monotone convergence of
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the approximation Xn (see Kelley [1999]). If ωk = 1 then the Quasi Newton
method coincides with the Newton method and only one iteration is required.
Remark 5.2.1. Theorem 5.2.1 affirms that the Newton’s method is only locally
convergent. The damping greatly improves the robustness of the Newton algorithm
if the current approximation is not close enough to the final solution. Line search
is a method which make the Newton method globally convergent.
5.3 Linear Solvers
Consider the real algebraic system corresponding to (5.3)
Ax = b , (5.8)
where A = JF (X
k) and b = −F (Xk), and assume that A is a non-singular
matrix of dimension n. The solution of linear algebraic systems like (5.8) is the
most time-consuming part of the numerical solution process of a PDE problem,
therefore it is not surprising if a lot of effort has been made in order to develop
efficient linear solvers.
Linear algebraic system solvers are generally divided into two broad cate-
gories, the direct solvers and the iterative solvers. Direct methods give the exact
solution to (5.8) in a finite number of steps (in the absence of round-off errors).
The most classical direct method is the Gaussian Elimination method (GEM),
which consists of decomposing the matrix A into the product LU, where L and
U are, respectively, a lower triangular and an upper triangular matrix. Direct
linear solvers are preferably used when the matrix A is dense or when the matrix
A is sparse and the size of the problem n is small (i.e. number of unknowns
less than 20.000). However, for larger sparse system they become less efficient
with respect to iterative methods and their memory and CPU time requirements
could become prohibitive. Implementations of sparse direct linear solver can be
found in the UMFPACK (Davis & Duff [1999]), MUMPS (Amestoy et al. [2000])
and SUPERLU (Li [2005]) packages. UMFPACK is a set of routines for solving
unsymmetric sparse linear system using the Unsymmetric MultiFrontal method,
MUMPS is a MUltifrontal Massively Parallel distributed symmetric and unsym-
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metric Solver and SUPERLU is a library for for the direct solution of large, sparse,
nonsymmetric systems of linear equations on high performance machines.
Contrarily iterative methods provide the solution to (5.8) as the limit of a
sequence xk and usually the matrix A is only involved in matrix-vector multi-
plications. Typical situations in which iterative methods are involved are large
sparse problems that can arise from the Finite-Element Galerkin discretization
of a PDE. Iterative solvers can be further divided into two broad classes, namely
Krylov Subspace solvers and Multigrid solvers. In the following subsections a
general description of these methods is reported.
5.3.1 Krylov Subspace Solver
The Krylov subspace methods are considered currently among the most important
iterative techniques for solving large linear systems. These techniques are based
on projection algorithms, both orthogonal and incline, onto Krylov subspaces Km
of order m associated with matrix A and vector v, which are defined as
Km(A; v) = span {v,Av, . . . ,Am−1v} . (5.9)
In other words, it is a subspace of the set spanned by all the vectors u ∈ Rn that
can be written as u = pm−1(A)v, where pm−1 is a polynomial in A of degree
≤ m− 1. A general projection algorithm for solving the linear system (5.8) is a
method which seeks an approximate solution xm belongs to the affine subspace
Wm = {v = x0 + y, y ∈ Km(A; r0)} , (5.10)
where r0 = b−Ax0 is the initial residual and x0 an arbitrary initial guess to the
solution, under the condition
b−Axm ⊥ Lm , (5.11)
where Lm is another Krylov subspace of dimension m. The different versions of
Krylov subspace methods are related to the definition of the subspace Lm and
from the way in which the system is preconditioned (Saad [2000]). From the
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approximation theory point of view, the approximation obtained by a Krylov
subspace method can we written in the following form
A−1v ≈ xm = x0 + pm−1(A)r0 . (5.12)
Although all the techniques provide the same type of polynomial approximations,
the choice of Lm, i.e., the constraint used for the computation of the coefficients
of the polynomial pm−1, has an important effect on the behavior of the iterative
technique. Two broad choices for Lm give rise to the best known techniques.
The first class is obtained simply imposing Lm = Km or Lm = AKm, giving
rise to an orthogonal or oblique projection method, respectively. The Arnoldi
method (more commonly known as FOM, full orthogonalization method) and the
GMRES (generalized minimum residual) method fall in this category. In the
Arnoldi method the approximation xm is computed enforcing that the residual
rm = b−Axm is orthogonal to any vector in Km(A; r0), i.e., we look for a vector
xm ∈ Wm such that
vT (b−Axm) = 0 , ∀v ∈ Km(A; r0) . (5.13)
In the GMRES method, instead, we seek for an approximation xm ∈ Wm that
minimizes the Euclidean norm of the residual ||rm||2, i.e.,
||b−Axm||2 = min
v∈Wm
||b−Av||2 . (5.14)
Both FOM and GMRES require to compute an orthonormal basis for the Krylov
subspace Km(A; r0) for building the approximation xm. The orthogolization al-
gorithm, named Arnoldi algorithm and based on the Gram-Schmidt procedure,
entails a high computational effort and a large amount of memory if the di-
mension of the space m is high. This happen if the iterative method does not
converge in a few iterations. For this reason, two variants of the algorithm are
available, one named GMRES(m) and based on the restart after m steps, with xm
as initial guess, the other named Quasi-GMRES based on stopping the Arnoldi
orthogonalization algorithm (Quarteroni [2009]).
The second class of methods is based on defining Lm to be a Krylov subspace
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method associated with AT , namely, Lm = Km(A
T , r0). The conjugate bigra-
dient method BiCG, as well as its stabilised version, the BiCGSTAB method
belong to this class.
5.3.1.1 Preconditioning techniques
It is well observed that iterative solvers require less memory compared to direct
solvers but for ill-conditioned problems they may suffer from lack of robustness
and stability issues without preconditioning techniques. The idea of precondi-
tioning is simply to transforming the original linear system into one which is
equivalent, but which is likely to be easier to solve with an iterative solver. Con-
sider the following equivalent system
P−1Ax = P−1b , (5.15)
obtained multiplying the left and right end side of system (5.8) by a non singular
matrix P−1, named preconditioner. The basic requirements in order for P to be
a good preconditioner of A are that P is “easy” to invert and that the condi-
tion number of P−1A is smaller than the condition number of A. P is said to
be an optimal preconditioner if the condition number of the product P−1A is
bounded uniformly with respect to the order of A (Quarteroni & Valli [1994]). A
preconditioner can also be defined as a supplementary linear system associated
to P which is easy to be solved and combined with an outer iteration technique,
typically one of the Krylov subspace iterations. In general, the reliability of it-
erative techniques depends much more on the quality of preconditioner than the
particular outer iteration technique.
The simplest preconditioner is provided by the diagonal matrix of A
P := D = diag(a11, . . . , ann) , (5.16)
i.e., the Jacobi preconditioner. The resulting matrix P−1A is obtained by scaling
each row by the reciprocal of the diagonal entry of the matrix A and can be
solved by a Krylov subspace method. In order for this preconditioned iteration
method to be an effective procedure is that A is diagonally dominant.
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For a non symmetric sparse matrix A, especially when A is banded, one of
the most successful preconditioning techniques is to perform an incomplete LU
(ILU) factorization of the original matrix. A general incomplete LU factorization
process computes a sparse lower triangular matrix L and a sparse upper triangular
matrix U so that the residual matrix R = LU −A satisfies certain constraints.
The incomplete factorization ILU(0) with no fill-in is defined uniquely by taking
the matrices L and U with the same nonzero structure as the lower and upper
parts of A, respectively, and by taking the zero pattern of R to be precisely the
zero pattern of A (see Saad [2000]).
This incomplete factorization is rather easy and inexpensive to compute, but
it often leads to a crude approximation which may result in a slow convergence of
the outer Krylov subspace algorithm. To improve the rate of convergence, several
alternative incomplete factorizations have been developed by allowing more fill-in
in L and U, leading to the ILU(p) method and its improvements, the modified
ILU (MILU) and the ILUT algorithms (see van der Vorst [2003], Saad [2000],
van der Vorst [1989], Evans [1983]).
In general, the more accurate ILU factorizations are, fewer iterations are re-
quired by the iterative method to converge, but the preprocessing cost to perform
the factorization is higher. However, these trade-offs generally favor the more ac-
curate factorization due to improved robustness of the iterative procedure. This
is especially true when several problems with the same matrix needs to be solved
because the cost of this operation can be amortized.
5.3.2 Multigrid Solver
The multigrid method provide an efficient iterative algorithm for solving elliptic
boundary value problems, however it can be applied on a wider class of problems.
Today it is considered one of the fastest iterative linear solvers for large CFD
problems. In contrast to other iterative methods, the total amount of computa-
tional work involved is proportional to the number of unknowns in the discretized
equations.
In this thesis we have applied successfully the Multilevel Domain Decompo-
sition technique to monolithic FSI problems. This technique was initially pro-
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posed by Aulisa et al. [2006] and applied to CFD problems, FSI and FSTI par-
titioned problems, see Aulisa et al. [2008, 2009]. Multilevel-Domain Decomposi-
tion methodology combines together the major features of Domain Decomposi-
tion (DD), Selective Mesh Refinement (SMR) and Algebraic Multigrid algorithms
(AMG) and it allows the user to select the regions of mesh refinement in order to
reduce the degrees of freedom to be solved without losing the multigrid algorithm
features. This feature is very attractive in several physical fields, such as FSI,
CFD or two-phase flow, where it is of interest to have an algorithm that is able
to handle finer mesh near interfaces or in boundary layers where the solution has
strong variations.
In this section we describe in a quite abstract and simplistic way the Multilevel-
Domain Decomposition methodology in order to introduce the non-familiar reader
to the major ideas that are behind Multigrid, Domain Decomposition and Vanka-
type smoothers, and to show how we combine these methods to solve Fluid-
Structure Interaction problems.
5.3.2.1 Multilevel Domain Decomposition
Domain decomposition methods allow for effective implementation of numerical
techniques for partial differential equations on parallel architectures. The paral-
lelization of the algorithm has been accomplished using the Petsc library. The
multilevel domain decomposition algorithm is based on the assumption that the
given computational domain, say Ω, is partitioned into several non-overlapping
subdomains Ωi, i = 1, . . . ,M , and for each of them we introduce a finite element
discretization. Next, the original problem can be reformulated upon each sub-
domain Ωi yielding a family of subproblems of reduced size which are coupled
each others through the values of the unknown solution at subdomain interfaces.
Although we do not require mesh conformity at the interface between adjacent
subdomains, we enforce continuity for each state variable on the common bound-
aries. This is achieved in a natural and straightforward way by using the ideas
that are behind multigrid algorithms.
In Figure 5.2 an example of non-conforming mesh partitioning is generated
for a square domain Ω, where on the right-bottom part of the domain there is a
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Wall
Domain Ω Non-Conforming mesh Level l = 0
Level l = 1 Level l = 2 Level l = 3
Level l = 4 Level l = 5 Level n = 6
Figure 5.2: Example of a non conforming mesh built using multilevel triangula-
tions.
wall. In the region closed to the wall a progressive mesh refinement is constructed
as it follows. By starting at the coarse level l = 0, we discretize the entire domain
Ω into quadrilaterals (in more generality quadrilaterals and triangles (in 2D),
or hexahedra, wedges and tetrahedra (in 3D)). A conforming coarse mesh T 0h
is then generated throughout the entire domain Ω. Based on a simple element
midpoint refinement, successive level meshes T lh are built recursively up to the
top level l = n, until the geometry and/or the physics of the considered problem
is well represented. Each level mesh T lh is not defined on the whole domain Ω,
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but only on a subregion Ωl where refinement is needed. Every triangulation T lh
is conforming within its own domain Ωl. In the example of Figure 5.2 the refined
subdomains Ωl are thinner regions closer to the wall. If we consider the non-
conforming mesh given by the union of all the triangulations T lh , the nodes of
the coarser mesh are always included in the nodes of the finer mesh on adjacent
boundaries. This is the key point for this kind of discretization and it is always
true for different level meshes generated by using midpoint refinements.
Let V l,Ω
l ⊂ H10 (Ωl) be the finite-dimensional space built on the triangulation
T lh , and let V
l be its continuous extension by zero on the whole domain Ω. Notice
that each element ul ∈ V l is continuous, since by definition each element of V l,Ωl
has zero trace on its boundary. The non-conforming space Vl is defined to be
Vl =
l⋃
k=0
V k. (5.17)
Clearly, this space is defined on the non-conforming triangulation
Th,l =
l⋃
k=0
T kh . (5.18)
Notice that
V0 ⊂ V1 ⊂ . . . Vn, (5.19)
but in general V l−1 * V l. Any element ul of Vl can be represented as
ul =
l∑
k=0
uk, (5.20)
for some ul ∈ V l, thus it is continuous. Of particular interest is the space
Vh := Vn, (5.21)
where we seek the solution uh.
Summarizing, for each level we introduced two families of spaces:
1. V l, built over a conforming triangulation on Ωl, with extension by zero in
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Ω \ Ωl;
2. Vl, built over a non-conforming triangulation up to the level l.
We define the index nMG to be the highest level index l for which Vl = V
l.
Note that nMG ≥ 0 since on the coarsest level (l = 0) we built a conforming
triangulation all over the domain Ω. Moreover if n = nMG then at each level we
have a conforming triangulation, and the standard multigrid spaces are recovered.
We can now define the inter-space transfer operators as it follows. The coarse-
to-fine operator
I ll−1 : Vl−1 → Vl (5.22)
is taken to be the natural injection. In other words
I ll−1ul−1 = ul−1 , ∀ ul−1 ∈ Vl−1. (5.23)
The fine-to-coarse inter-space transfer operator
I l−1l : Vl → Vl−1 (5.24)
is defined to be the transpose of I ll−1, with respect to the inner product (., .). In
other words
(I l−1l wl, ul−1) = (wl, I
l
l−1ul−1) ∀ ul−1 ∈ Vl−1, wl ∈ Vl. (5.25)
Note that although the inter-space operators are defined similarly to the intergrid
operators used in the multigrid method (Brenner & ScottBrown [2008]), they
differ because of the non-conforming space representations.
The Multilevel Domain Decomposition algorithm works similarly to an al-
gebraic multigrid algorithm (Brenner & ScottBrown [2008]) with the exception
that the spaces for the state variables, the residuals, the error correction and the
corresponding test functions should be taken following different rules. Further-
more the inter-level operators (fine-to-coarse (prolongation) and coarse-to-fine
(restriction)) are non-standard since they are defined between two consecutive
non-conforming spaces. In Figure 5.3 we reported the weights for the prolonga-
tion operator in the Q2 finite element space.
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Figure 5.3: Weights for the prolongation operator in Q2 with biquadratic inter-
polation.
Below we present a schematic description for solving the problem
a(uh, vh) = (f, vh) ∀vh ∈ Vh, (5.26)
where a(., .) is a differential operator, f is an external force/source term and they
both depend on the physics of particular problem that is been considered. First
we describe the lth level iteration, and then the full algorithm (see Figure 5.4).
The lth Level Iteration. ML(l, z0, g) is the approximate solution of
a(z, vl) = (g, vl) ∀vl ∈ Vl , (5.27)
obtained at the lth level with initial guess z0 ∈ Vl.
For l = 0, ML(l, z0, g) is the solution of the problem
a(ML(l, z0, g), v0) = (g, v0) ∀v0 ∈ V0, (5.28)
obtained with a direct method. Note that V0 = V
0 is a conforming space all over
the domain Ω.
For l > 0, ML(l, z0, g) is obtained recursively in 3 steps.
1. Pre-smoothing Step. For 1 ≤ j ≤ m1, let
zj = zj−1 +
(
Sl
)−1
rj, (5.29)
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where rj ∈ V l satisfies
(rj, vl) = (g, vl)− a(zj−1, vl) ∀vl ∈ V l , (5.30)
and Sl : V l → V l is some invertible smoothing operator that will be defined
later and it depends on the specific equation system. Since V l is built as a
continuous extension by zero of V l,Ω
l
to the whole domain Ω, then without
loosing generality the equivalent operator Sl,Ω
l
: V l,Ω
l → V l,Ωl can also be
considered.
2. Error Correction Step. Let q0 = 0 and g¯ := I
l−1
l rl, where rl ∈ Vl satisfies
(rl, vl) = (g, vl)− a(zm1 , vl) ∀vl ∈ Vl . (5.31)
Let
q1 = ML(l − 1, q0, g¯). (5.32)
Then
zm1+1 = zm1 + I
l
l−1q1. (5.33)
3. Post-smoothing Step. For m1 + 2 ≤ j ≤ m1 +m2 + 1, let
zj = zj−1 +
(
Sl
)−1
rj. (5.34)
Then the output of the lth level iteration is
ML(l, z0, g) := zm1+m2+1. (5.35)
Here m1 and m2 are positive integers.
The Full Multilevel Algorithm. The solution uh ∈ Vh of the problem
a(uh, vh) = (f, vh) ∀vh ∈ Vh (5.36)
is obtained with the following nested iterations.
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For l = 0, u0 ∈ V0 is the solution of
a(u0, v0) = (f, v0) ∀v0 ∈ V0, (5.37)
obtained with a direct method.
For 1 ≤ l ≤ n, the approximate solutions ul ∈ Vl are obtained recursively from
ul,0 = I
l
l−1ul−1, (5.38)
ul,j = ML(l, ul,j−1, f) 1 ≤ j ≤ r, (5.39)
ul = ul,r. (5.40)
Finally
uh = un. (5.41)
Level 3
Level 2
Level 1
V-cycle W-cycle F-cycle
l
time
Figure 5.4: Multigrid V, W and F cycles.
5.3.2.2 Vanka-type smoothers
The Vanka-type class of smoothers has been originally introduced by Vanka
(Vanka [1985]) for solving the Navier-Stokes equations discretized by finite differ-
ences. This type of multigrid smoothers can be considered as a block Gauss-Seidel
method, where each block consists of a small number of degrees of freedom (for
details see Vanka [1985, 1986]).
The Vanka technique has especially been developed to deal with saddle point
systems having a matrix with a zero block appearing on the diagonal, where
standard point-wise Jacobi or Gauss-Seidel smoothers fail. Due to the incom-
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pressibility constraint, Stokes, linearized Navier-Stokes and incompressible FSI
belong to this class of problems and this is one of the main reasons why the
method has influenced the field of computational fluid dynamics (CFD). Other
reasons are that it can be implemented in a finite element library using elemen-
tary techniques available in solver packages like PETSC and it is efficient and
robust for a wide class of problem configurations.
While the theoretical aspects of the Vanka smoother has not been deeply
investigated (see Manservisi [2006]; Molenaar [1991]; Scheberl & Zulehner [2003]),
many articles can be found in literature presenting numerical studies of different
Vanka-type smoothers for solving the discretized Navier-Stokes equations in CFD.
John and Tobiska apply it to the non-conforming Crouzeix/Raviart element P1-
P0, Turek to the corresponding non-conforming rotated bilinear Rannacher/Turek
element Q1-P0 and Becker to the stabilized Q1-Q1 element (see Wobker & Turek
[2009] and the references therein). In all cases, the smoother has been extensively
tested on the benchmark configuration “Flow around a cylinder” (Turek [1999];
Turek & Scha¨fer [1996]), both for the steady and unsteady case. Less examples
can be found in the contest of Fluid-Structure Interaction or Computational Solid
Mechanics. For further references, the interested reader can consult the overview
paper of Wesseling & Oosterlee [2001] and comparative solver studies including
Vanka smoothers (Turek [1999]).
The characteristic feature of these types of smoothers is that all field variables
(i.e. displacement, velocity and pressure in the FSI case) are directly coupled on
a local level resulting in a large number of small coupled linear systems that
have to be solved successively in each smoothing step. Each system corresponds
to all the degrees of freedom of all field variables associated with a block of
elements in a compact subdomain. The blocks are overlapping and their union
spans the whole domain. The Vanka-smoother can be regarded as an overlapping
domain decomposition method, where each sub-system can be solved using the
most appropriate solver
For conforming finite elements the Fluid-Structure Interaction block may con-
sist of all the elements containing some pressure dofs. Thus, in the case of Q2P1
discretization of fluid structure interaction problems, which has been employed in
this thesis, a smoothing step with a Vanka smoother consists of a loop over all the
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Pressure dofs solved for
Pressure dofs not solved for
Displacement-velocity dofs solved for
Displacement-velocity dofs not solved for
Figure 5.5: Vanka-block for the FSI Q2Q2P1 Crouzeix-Raviart finite element.
blocks, solving only the equations involving the degrees of freedom (dofs) related
to the elements that contain element pressure dofs. The displacement, velocity
and pressure dofs are solved many times in one smoothing step. Examples of
computations with this kind of smoother and finite element discretization can be
found in Hron & Turek [2006] and Razzaq [2011].
Figure 5.5 shows an example of a minimal Vanka-block for a 2D structured
Q2Q2P1 Crouzeix-Raviart finite element triangulation (discontinuous linear pres-
sure and bi-quadratic displacement and velocity). We use the same strategy for
non-structured 2D and 3D triangulations.
1. The internal elements are marked: one in this example, the darker element
located in the middle.
2. A search for all the pressure dofs associated with the internal elements is
done: the 3 dofs (the square and the two arrows) associated to the middle
element.
3. A search for all the velocity dofs associated to the internal elements is done:
the 9 solid circle.
4. The small local matrix associated with all the found dofs (3+ 9×4 = 39) is
extracted from the global matrix and its inverse is obtained using hardware
optimized direct solvers.
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Note that the equation system associated with the dofs to be solved, involves
a number of pressure, displacement and velocity dofs that are not solved for (the
40 × 2 dashed circles for the velocity and displacement and the 8 × 3 dashed
squares for the pressure). Their contribution to the equation system is taken into
account in the assembly process of the current local residual as an explicit term
calculated with the last updated values.
Remark 5.3.1. Since the Crouzeix-Raviart finite element has a discontinuous
pressure with an element-wise compact support, a less number of pressure dofs
has to be updated with respect to finite element with continuous pressure (i.e. Q2-
Q1 Taylor-Hood finite element). In particular, pressure dofs that are not solved
for are 8 × 3 in two-dimension. Besides, this advantage is enhanced in parallel
computations together with Multilevel domain decomposition techniques where a
non-conformal mesh is adopted.
The number of internal elements used in each Vanka-block is a parameter that
we fix a-priori. The larger this number is, the bigger the domain for each Vanka-
block is, the smaller the number of Vanka-blocks needed to span the whole domain
is, the better the algorithm convergence properties are. However, the number of
dofs increases linearly with the Vanka-block size, thus the computational time
increases with a cubic factor, if a direct solver is used. We have found that a
good compromise between these opposite factors is obtained with a number of 64
internal elements in two-dimensional computations.
We used on finer levels a fixed number of Vanka smoothing iterations in the
presmoothing and postsmoothing step which operate locally in each block Ωli ⊂
Ωl. Such iterations define the Sl,Ω
l
: V l,Ω
l → V l,Ωl operator previously declared
and can be written asu
l+1
vl+1
pl+1
 =
u
l
vl
pl
− ωn∑
Ωli

Auu|Ωli Auv|Ωli 0
Avu|Ωli Avv|Ωli dt ∗ (Bf |Ωli + Bs|Ωli)
BT
s|Ωli
BT
f |Ωli
0

−1 res
l
u
reslv
reslp
 ,
(5.42)
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where the residual vector is computed in the following wayres
l
u
reslv
reslp
 =

Auu Auv 0Avu Avv dt ∗ (Bf + Bs)
BTs B
T
f 0

u
l
vl
pl
−
b
u
bv
bp


Ωli
(5.43)
and ωn is a relaxation parameter. Vanka-block equation systems can be solved
using a direct solver or an iterative solver. As iterative solver we have used the
GMRES with ILU preconditioner. The results are similar in terms of computa-
tional time if the dimension of the linear systems to be solved are relatively small.
In addition, we noticed that multigrid algorithms which use direct solvers in the
Vanka smoothing process seem to be more robust with respect to the one which
use iterative solvers if the error tolerance is set too small. However, since the
cost of solving a linear system using a direct solver is approximately 2
3
n3 floating
point operations, where n is the size of the matrix to invert, the performance of
using direct solvers in the Vanka smoothing process decreases rapidly.
In alternative we can see the small local matrix as a block matrix which offers
the possibility of far more efficient solvers than just treating the entire matrix as
a black box. In our case the blocks arise naturally from the underlying physics.
We can decouple the entire local matrix in four blocks as follows[
A00 A01
A10 A11
]
, (5.44)
where each single block is defined as
A00 =
[
Auu|Ωli Auv|Ωli
Avu|Ωli Avv|Ωli
]
A01 =
[
0
dt ∗ (Bf |Ωli + Bs|Ωli)
]
A10 =
[
BT
s|Ωli
BT
f |Ωli
]
A11 =
[
0
]
,
which corresponds to a splitting the displacement and velocity from the pressure.
For two by two blocks there is a family of solvers based on Schur complements.
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The inverse of the Schur complement factorization is([
I 0
A10A
−1
00 I
][
A00 0
0 S
][
I A−100 A01
0 I
])−1
=[
I A−100 A01
0 I
]−1 [
A−100 0
0 S−1
][
I 0
A10A
−1
00 I
]−1
=[
I −A−100 A01
0 I
][
A−100 0
0 S−1
][
I 0
−A10A−100 I
]
=[
A−100 0
0 I
][
I −A01
0 I
][
I 0
0 S−1
][
I 0
−A10A−100 I
]
,
where S = A11 − A10A−100 A01 is the Schur complement. The Schur comple-
ment of a matrix (dense or sparse) is essentially always dense and very expen-
sive to be computed. Therefore, an approximation of S, namely, Sˆ = A11 −
A10[ILU(0)(A)]
−1A01, is implemented in the Petsc library (see Balay et al. [2013]
for further details). The Schur complement algorithm for solving the Vanka-block
equation systems (5.42) reads as follows
given zl =
[
ul
vl
]
, pl , reslz =
[
reslu
reslv
]
and reslp ,
solve A00δz
l = reslz (5.45)
solve Sˆδpl = reslp −A10A−100 reslz (5.46)
solve A00δz
l = reslz −A01δpl (5.47)
update
[
zl+1
pl+1
]
=
[
zl
pl
]
− ωl
[
δzl
δpl
]
. (5.48)
The Schur complement matrix is known only implicitly. Therefore, iterative
schemes that require only matrix-vector products seems to be appropriate solvers
of (5.46). In this way it is not necessary to assemble the Schur complement Sˆ
in order to solve the system with it. The numerical cost of a smoothing step
depends on the number of iterations for the solution of (5.45) and (5.46) and on
the dimension of the involved matrices. If a small number of elements is consid-
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ered for each Vanka-block, the Local Multilevel Pressure Schur Complement is
recovered (local MPSC). On the contrary, if the number of internal elements used
in each Vanka-block is equal to the number of all elements in serial computations
or to number of elements of the domain partition in parallel computations, the
global Multilevel Pressure Schur Complement is recovered (global MPSC) (Turek
[1999]). In this case we apply only a few iterations in order to prevent a very large
increase of these costs and we employ the GMRES solver for which the norm of
the residual is reduced in each iteration (Volker & Tobiska [2000]).
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Chapter 6
Numerical results
In this chapter we validate the proposed algorithm for a set of well known numer-
ical benchmarks. This section is divided into three different sections, namely,the
benchmarking and numerical performance of the Navier-Stokes code, the bench-
marking and validation of the FSI code and the haemodynamics vessel wave
propagation application.
6.1 Navier-Stokes Turek Benchmark
In the benchmark problem for the steady state Navier-Stokes equations defined
in the DFG priority research program “Flow simulation with high-performance
computer” and proposed by Turek & Scha¨fer [1996], coupled multigrid methods
have been proven as efficient solvers for the incompressible Navier-Stokes equa-
tions. In this section a numerical study of the multilevel domain decomposition
algorithm performed on this benchmark is presented. The problem describes the
flow in a channel around a cylinder, which is slightly closer to the lower than to
the upper wall.
6.1.1 Definitions
Geometry and computational mesh The geometry of the benchmark con-
sists of a simple channel of length L = 2.2m and height H = 0.41m. At point
C a cylinder with radius r = 0.05m is placed (see Figure 6.1). The parameters
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which define the geometry are reported in Table 6.1. The geometry previously de-
fined has to be discretized and partitioned in several domains of simple geometry.
The output of the mesh processing is reported in Figure 6.2. The computational
mesh for the simulations is obtained by successive regular or selective refinements
of the coarse mesh of Figure 6.2. In Table 6.2 we have reported the number of
elements and the number of degrees of freedom for each level of refinement. The
following notation has been used:
• if we use only one number (e.g. 3) for indicating the level of refinement it
means that the coarse mesh has been refined regularly over all the domain
(light gray, gray and dark gray regions) for a number of times as indicated
by the number;
• if we use two number separated by the plus symbol (e.g. 3 + 2), the first
number indicates the number of successive regular refinement of the coarse
mesh while the second number indicates the successive selective regular
refinement of the gray and dark gray regions only (see Fig. 6.2) starting
from the regularly refined mesh;
• if we use three number separated by the plus symbol (e.g. 3 + 2 + 1), the
first number indicates the number of successive regular refinement of the
coarse mesh, the second number indicates the successive selective regular
refinement of the gray and dark gray region (see Fig. 6.2) starting from
the regularly refined mesh while the third number indicates the successive
selective regular refinement of the dark gray region only.
Fluid and Structure properties The fluid flow in the channel is described
by the stationary incompressible Navier-Stokes equations for the velocity field
v = (v1, v2) and the pressure p in the spatial (fixed) moving coordinate system
ρ(v · ∇)v +∇p− µ∆v = 0 in Ωf ,
∇ · v = 0 in Ωf .
We assume that no gravitation or other volume forces affect the fluid motion.
The fluid is Newtonian characterized by a viscosity-parameter of µ = 0.001Pa · s
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Figure 6.1: Computational domain.
Figure 6.2: Coarse Mesh.
Table 6.1: Overview of the geometry parameters.
Geometry parameter symbol value
channel length L 2.2 m
channel width H 0.41 m
cylinder center position C (0.2 m, 0.2 m)
cylinder radius r 0.05 m
reference point A A (0.15 m, 0.2 m)
reference point B B (0.25 m, 0.2 m)
and a density ρ = 1Kg/m3.
Boundary and Initial conditions On the upper wall, lower wall and on
the cylinder surface, a homogeneous Dirichlet boundary condition is imposed.
The left wall is set to a parabolic inflow profile with maximum inflow velocity
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Table 6.2: Number of elements and degrees of freedom for refined levels.
Level nel ndof
0 98 1,178
1 392 4,512
2 1,568 17,648
3 6,272 57,248
4 25,088 277,568
3+2 63,872 705,216
4+1 71,168 643,328
5 100,352 1,006,720
2+4 246,368 2,715,008
4+2 255,488 2,815,616
3+2+1 81,920 1,252,416
6 401,408 4,421,888
Umax = 0.3
v2(0, y) =
4Umaxy(H − y)
H2
. (6.1)
The boundary condition on the right wall is the homogeneous Neumann boundary
condition (i.e. do-nothing boundary condition). The benchmark setup results in
a Reynolds number of
Re =
2ρUmeanr
µ
= 20 ,
with the characteristic velocity
Umean =
2
3
Umax = 0.2
of the parabolic profile.
Quantities for Comparison In this stationary benchmark, the correctness
and accuracy of the results are measured by the comparison of the following
quantities of interest:
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• The drag coefficient
CD =
2FD
2ρU2meanr
,
• The lift coefficient
CL =
2FL
2ρU2meanr
,
• The pressure drop
∆p = p(A)− p(B) ,
where A and B are the leftmost and rightmost point of the cylinder, re-
spectively.
FD and FL are the forces exerted by the fluid on the whole submerged body, i.e.
lift and drag forces acting on the cylinder
(FD, FL) =
∫
S
σfn dS ,
where S (see Figure 6.1) is the surface of the cylinder and t and n denote the
unit tangential and outer unit normal vector to the integration path, respectively.
The definition of the Newtonian stress tensor σ is
σ := −pI + µ∇v = −pI + µDvt
Dn
n = −pI + µ < Dv · n, t > t
which leads to the following formula for calculating the forces
FD =
∫
S
(µ
∂vt
∂n
ny − pnx)dS ,
FL =
∫
S
(−µ∂vt
∂n
nx − pny)dS .
The reference values for this benchmark are reported below
• CD = 5.57953523384 ,
• CL = 0.010618948146 ,
• ∆p = 0.11752016697 .
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Table 6.3: Results for the Turek-Navier Stokes benchmark.
Level nel ndof F drag F lift ∆p
1 392 4,512 4.8146589 0.0089345196 0.105267
2 1,568 17,648 5.1894628 0.0097317264 0.112725
3 6,272 57,248 5.3814652 0.0101664 0.115412
4 25,088 277,568 5.4790063 0.010380453 0.116521
3+2 63,872 705,216 5.52818446 0.010485166 0.117031
4+1 71,168 643,328 5.52818449 0.010485157 0.117031
5 100,352 1,006,720 5.528184550 0.010485159 0.117031
2+4 246,368 2,715,008 5.5528702 0.010538353 0.117278
4+2 255,488 2,815,616 5.5528708 0.01053829 0.117277
3+2+1 81,920 1,252,416 5.5528708 0.01053829 0.117277
6 401,408 4,421,888 5.5528708 0.01053829 0.117277
ref. 5.5529 0.01054 0.1173
6.1.2 Numerical Results
The results of the benchmark computations are summarized in Tables 6.3 and
6.4 and Figures 6.3,6.4 and 6.5. Figure 6.3, 6.5 and 6.4 show the u-velocity
field, the pressure field in the dark gray region and the plot of the pressure
and drag and lift stresses over the circle perimeter, respectively. In Table 6.3
we reported the number of refinement, the number of elements, the number of
unknowns, the drag and lift force and the delta pressure values for different levels
of refinement. All the results we showed have been compared with the ones
reported in Turek & Scha¨fer [1996] and are in total agreement. We can notice
that using the Multilevel Domain Decomposition algorithm it is possible to obtain
similar results by prescribing the same number of levels but with fewer degrees of
freedom. For example you can compare the results obtained using 3+2+1 levels
(ndof = 1,252,416) and 6 levels (ndof = 4,421,888): the drag and lift force integral
values, which are computed using a user-defined filter implemented in Paraview,
are the same.
The advantages of using our technique are highlighted by the execution times
of the steady solver, reported in Table 6.4. The solution obtained with 4+2 levels
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and 6 processors requires 22.27 s instead of 159.43 s of a serial solution with
6 levels. The solver implemented in the FEMTTU library is described in the
previous chapter. The load-balancing is achieved using the Metis library. Each
level of refinement is partitioned among the processors using the Metis library in
order to address the load balance. Since the domain at level n+1 can be a subset
of the domain at level n, the partitioning of level n+1 is performed independently
of the previous partitions. This implies that the domain of processor p at level
n+1 is not in general a subset of the same processor at the previous level. This
can be seen clearly from Figure 6.6.
-0.01619
0.398574
0
0.1
0.2
0.3
U
Figure 6.3: u velocity field.
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Figure 6.4: Plot of the pressure and drag and lift stresses over the circle perimeter.
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Figure 6.5: Pressure field in the dark gray region.
6.2 FSI numerical benchmarks
In this section two benchmark settings, one proposed by Turek in Turek & Hron
[2006] and the other one by COMSOL Multiphysics, will be described in order to
compare our results and validate our methodology.
6.2.1 FSI Hron-Turek Benchmark
In Turek & Hron [2006] the authors proposed a benchmark for testing and com-
paring different numerical methods and code implementations for fluid-structure
interaction problems. This benchmark is based on the older successful flow around
cylinder setting developed in Turek & Scha¨fer [1996] for incompressible laminar
flow. The overall setup of this interaction problem consists of an elastic solid
object which is submerged in a laminar channel flow. As the previous benchmark
the fluid is incompressible and the structure is allowed to be compressible or in-
compressible. Then, self-oscillations in the fluid and solid part are obtained so
that characteristic physical quantities and plots for the time-dependent results
can be provided and compared. (see Razzaq et al. [2010]; Turek et al. [2010a,b]
for more details).
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(a) level 3. (b) level 3+1.
(c) level 3+2. (d) level 3+2+1.
Figure 6.6: Domain partition among 6 processors for different levels of refinement:
Figure (a) shows the domain partition of the whole region at level 3, Figure (b-c)
the domain partition of the gray and dark gray regions at level 3+2, Figure (d)
only the dark gray region at level 3+2+1.
Table 6.4: Execution times of the parallel steady Navier-Stokes solver.
Nproc level ndof steady solver time (s)
1 6 4,421,888 159.43
1 4+2 2,815,616 83.49
2 4+2 2,815,616 59.50
3 4+2 2,815,616 40.07
4 4+2 2,815,616 32.87
5 4+2 2,815,616 29.04
6 4+2 2,815,616 22.27
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6.2.1.1 Definitions
Geometry and computational mesh The computational domain is based
on the 2D version of the well-known flow around cylinder benchmark and it is
showed in Figure 6.7. The parameters which define the geometry are reported in
Table 6.5 and are given as follows:
• the domain dimensions are: length L = 2.5m, height H = 0.41m;
• the circle center is positioned at C = (0.2m, 0.2m) (measured from the left
bottom corner of the channel) and the radius is r = 0.05m;
• the elastic structure bar has length l = 0.35m and height h = 0.02m; the
right bottom corner is positioned at (0.6m, 0.19m), and the left end is fully
attached to the fixed and rigid cylinder;
• the control points isA(t), attached to the structure withA(0) = (0.6m, 0.2m).
The thickness and the length of the beam are chosen in order to reduce the bend-
ing stiffness without introducing additional numerical complications connected
with high aspect ratios in the geometry. As reported in Turek & Scha¨fer [1996],
the setting is intentionally non-symmetric to prevent the dependence of the onset
of any possible oscillation on the precision of the computation.
L
l
H
(0, 0)
l
rC
hA
Figure 6.7: Computational domain and detail of the beam.
The geometry previously defined has to be discretized and partitioned in sev-
eral domains of simple geometry. The output of the mesh processing is reported
in Figure 6.8. The computational mesh for the simulations is obtained by succes-
sive regular or selective refinements of the coarse mesh of Figure 6.8. In Table 6.6
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Table 6.5: Overview of the geometry parameters.
Geometry parameter symbol value
channel length L 2.5 m
channel width H 0.41 m
cylinder center position C (0.2 m, 0.2 m)
cylinder radius r 0.05 m
elastic structure length l 0.35 m
elastic structure thickness h 0.02 m
reference point A (0.6 m, 0.2 m)
we have reported the number of elements and the number of degrees of freedom
for each level of refinement. The same notation of the previous benchmark has
been used for indicating the level of refinement.
Figure 6.8: Coarse mesh.
Fluid and Structure properties The configuration of this benchmark is char-
acterized by the interaction of a laminar flow and an elastic solid object. The
fluid is considered to be Newtonian, incompressible and its state is described by
the velocity vf and pressure pf . The balance equations are the Navier-Stokes
equations in the ALE formulation
ρf
∂vf
∂t
∣∣∣∣
A˜
+ρf
(
vf −wf) · ∇vf −∇ · σf = 0 in (0, T )× Ωft ,
∇ · vf = 0 in (0, T )× Ωft .
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Table 6.6: Number of elements and degrees of freedom for refined levels.
Level nel ndof
1 792 15,640
1+1 2,784 53,952
2 3,168 61,376
2+1 11,136 213,696
3 12,672 243,136
2+2 43,008 821,120
4 50,688 967,808
The material constitutive equation is
σf = −pfI + ρfνf (∇vf +∇vfT ) .
The density and the kinematic viscosity are assumed constant and denoted by ρf
and νf , respectively. The Reynolds number is denoted by Re = 2rUm
νf
, with the
mean velocity Um =
2
3
vf (0, H
2
, t), r the radius of the cylinder and H the height
of the channel (see Figure 6.7).
The structure is assumed to be elastic, Neo-Hookean and either compressible
or incompressible. The solid state is described by the displacement us and ve-
locity vs if the material is compressible. When the material is incompressible
the Lagrange multiplier ps (i.e. the solid pressure) associated to the incompress-
ibility constraint is introduced. However, the compressible solid equations can
also make use of the solid pressure if the problem is properly reformulated. The
balance equations are
Jρs
∂2us
∂t2
−∇ ·Ps = 0 in Ωs0 . (6.2)
The first Piola Kirchhoff stress tensor Ps is specified by the constitutive law of
the Neo-Hookean material described in Chapter 2. The solid parameters are the
solid density ρs, the Young Modulus Es, the Poisson coefficient νs and the shear
modulus µs. All these parameters are assumed to be constant.
130
Boundary and Initial conditions The FSI initial-boundary value problem
at hand needs to prescribe some boundary and initial conditions.
• A parabolic velocity profile is prescribed in the left channel inflow section
vf (0, y) = 1.5Um
y(H − y)(
H
2
)2 = 1.5Um 4.00.1681y(0.41− y) . (6.3)
• The outflow condition can be chosen by the user. For example stress free
or do nothing conditions. The outflow condition effectively prescribes some
reference value for the pressure variable p. While this value could be arbi-
trarily set in the incompressible case, in the case of compressible structure
this will have influence on the stress and consequently the deformation of
the solid. In this benchmark, the reference pressure at the outflow section
is set to have zero mean value.
• The no-slip condition is prescribed for the fluid on the other boundary
edges. i.e. top and bottom wall, circle and fluid-structure interface.
Regarding to the initial conditions, we prescribed:
• zero velocity in the fluid and no deformation in the structure;
• for the non steady-tests we used as starting procedure a smooth increase of
the velocity inlet profile in time as follow
vf (0, y, t) =
vf (0, y)
1−cos(pi
2
t)
2
if t < 2.0 ,
vf (0, y) otherwise ,
(6.4)
where the vf (0, y) is the velocity profile given in (6.3).
Material parameters The material parameters of the simulation are the fluid
density, the solid density, the dynamic viscosity, the shear modulus and the Pois-
son coefficient. A minimal set of independent parameters can be obtained by
using the Buckingham pi theorem and it is made up of 4 elements, the density ra-
tio β = ρ
s
ρf
, the Reynolds number Re, the dimensionless shear modulus Ae = µ
s
ρfU2m
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and the Poisson coefficient νs. An overview of certain material properties for some
relevant fluids and elastic materials is shown in Tables 6.7 and 6.8. The choice
of the fluid and solid properties for this benchmark is guided by several require-
ments. First, we would like the flow to be in the laminar regime, which implies a
relatively small Reynolds number. A typical fluid candidate for the simulation is
glycerine. Second, the stiffness of the beam should be low enough to allow signif-
icant deformations. Certain rubber-like materials fit into such a setting, namely
polybutadiene (for an incompressible configuration) and polypropylene. In Ta-
bles 6.7 and 6.8 the combination of glycerine and polybutadiene is highlighted in
grey.
Table 6.7: Overview of some solid material parameters.
Solid material ρs [103Kg
m3
] νs Es [106 Kg
ms2
] µs [106 Kg
ms2
]
polybutadiene 0.910 0.50 1.6 0.53
polyurethane 1.200 0.50 25 8.33
polypropylene 0.890 0.42 900 317
PVC 1.400 0.42 1500 528
cork 0.180 0.25 32 81400
steel 7.800 0.29 210000 76000
Quantities for Comparison Comparisons will be performed both for steady
state and time-dependent simulations. In the last case comparisons will be done
for fully developed flow referring to one full period of the oscillation of the position
of the point A(t).
The quantities of interest are:
• The displacements u1 and u2 in x−direction and y−direction of the point
A(t) at the end of the beam structure (See Figure 6.7).
• Forces exerted by the fluid on the whole submerged body, i.e. lift and drag
forces acting on the cylinder and the beam structure together
(FD, FL) =
∫
S
σfn dS =
∫
S1
σfn dS +
∫
S2
σfn dS ,
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Table 6.8: Overview of some fluid material parameters.
Fluid material ρf [103Kg
m3
] νf [10−6m
2
s
] µf [10−3Kg
ms
]
air 0.00123 0.015 0.018
aceton 0.790 0.405 0.32
ethyl alcohol 0.790 1.4 1.1
oil, vegetable 0.920 76.1 70
water 1.000 1.14 1.14
blood 1.035 3-4 3-4
glycerine 1.260 1127 1420
honey 1.420 7042 10000
mercury 13.594 0.0114 1.55
where S = S1 ∪ S2 (see Figure 6.9) denoted the part of the circle being in
contact with the fluid (i.e. S1) plus the part of the boundary of the beam
structure which is contact with the fluid (i.e. S2) and n is the outer unit
normal vector to the integration path that points outward from the region
inside the beam and the cylider.
S2
S1
S0
Figure 6.9: Integration path S = S1 ∪ S2 for the force calculation.
Remark 6.2.1. The force can be computed in several ways, i.e.:
(FD, FL) =
∫
S
σfn dS =
∫
S1
σfn dS +
∫
S2
σfn dS
=
∫
S1
σfn dS +
∫
S2
σsn dS
=
∫
S1
σfn dS +
∫
S2
1
2
(σf + σs)n dS
=
∫
S0
σn dS .
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In the time dependent case the quantities for comparison are represented
by the mean value, amplitude and frequency. The mean value and amplitude
are computed from one full period of the oscillations by taking the maximum
and minimum values and evaluating the average of the min/max values and the
difference of the max/min from the mean, respectively
mean =
1
2
(max + min) ,
amplitude =
1
2
(max−min) .
The frequency of the oscillations can be computed either from the period time T
as
frequency =
1
T
,
or by using the Fourier analysis on the periodic data and taking the lowest sig-
nificant frequency present in the spectrum. Additionally, a plot of the quantities
over the period for different time integration scheme are showed.
6.2.1.2 Numerical Results
The results of the benchmark computations are summarized in Tables 6.10, 6.11
and 6.12: u1(A) and u2(A) denote the displacements in x− and y−direction of the
point A and FD and FL the drag and lift forces, respectively. For the unsteady
case also the frequencies f1 and f2 obtained for the displacements u1(A) and
u2(A), respectively, are given. The column “ndof” refers to the sum of unknowns
for all velocity components, pressure, and displacement components.
All simulations have been performed with a fully implicit monolithic ALE-
FEM method with a fully coupled multigrid solver as described in the previous
chapter. For the validation of the employed fluid and solid solvers, we performed
computations for different levels of spatial discretization (see Table 6.6). For
the unsteady case the solutions are computed in one case with the first order
Backward-Euler algorithm scheme for both fluid and solid equations and in the
other case with the Backward-Euler algorithm scheme for the fluid equations and
the second-order Generalized-alpha scheme for the solid equations. In both cases
we adopted a constant time step size δt = 0.001.
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Table 6.9: Parameter settings for the Hron-Turek FSI benchmarks.
Parameter symbol measure unit FSI1 FSI3
Fluid density ρf [103Kg
m3
] 1 1
Fluid viscosity νf [10−3m
2
s
] 1 1
Solid density ρs [103Kg
m3
] 1 1
Poisson coefficient νs - 0.4 0.4
Shear modulus µs [106 Kg
ms2
] 0.5 2
Density ratio β - 1 1
Dimensionless shear modulus Ae - 3.5 ×104 1.4 ×103
Average inlet velocity Um [
m
s
] 0.2 2
Reynolds number Re - 20 200
The FSI tests are performed for two different inflow speeds. FSI1 is resulting
in a steady state solution, while FSI3 results in a periodic solution. The parameter
values for the FSI1 and FSI3 tests are given in the Table 6.9.
In Table 6.10, the quantities for comparison for the steady test case FSI1 are
summarized. In Figure 6.10, resulting plots of x− y displacement of the trailing
edge point A of the elastic bar are drawn while the quantities for the non-steady
test FSI3 are presented in Tables 6.12 and 6.11. The results show a (almost)
grid independent solution behavior and the efficiency of the Multilevel Domain
Decomposition algorithm. The selective refinement of the mesh allows to obtain
similar results in the region of interest by prescribing the same number of levels
but with fewer degrees of freedom. The advantages of this technique are clearly
more relevant in the unsteady case.
Comparative benchmark results for different solution methods for fluid struc-
ture interaction problems are reported in Turek et al. [2010b] which have been
developed as collaborative project under the DFG Research Unit 493. As a first
result for the FSI1 benchmark, which leads to stationary displacement of the at-
tached elastic beam, the authors found that all applied methods and codes can
approximate the same results, at least with decreasing mesh width Turek et al.
[2010b]. Evidently for FSI3, the evaluation of the results is a little bit more dif-
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ficult: first of all, all schemes show the tendency to converge towards the (more
or less) same solution values, at least for increasing mesh level. Although the ap-
plied FSI techniques are very different w.r.t. discretization, solver and coupling
mechanisms, the authors found that the FSI3 benchmark setting proves to be a
very valuable tool for numerical FSI benchmarking, leading to grid independent
results for the prescribed geometrical and parameter settings Turek et al. [2010b].
The comparison of our results with the ones reported in Turek et al. [2010b] shows
the feasibility and the accuracy of the proposed methodology.
Table 6.10: Results for FSI1.
Level nel ndof u1(A)[×10−3] u2(A)[×10−3] drag lift
1 792 15,640 0.02277155 0.81681181 14.29122 0.77623
1+1 2,784 53,952 0.02274367 0.81965970 14.29003 0.77545
2 3,168 61,376 0.02274210 0.81849791 14.28967 0.77512
2+1 11,136 213,696 0.02271311 0.81851485 14.28495 0.77474
3 12,672 243,136 0.02271325 0.81848982 14.28475 0.77456
2+2 43,008 821,120 0.02269696 0.81858452 14.28439 0.77428
4 50,688 967,808 0.02269713 0.81855286 14.28432 0.77424
ref. 0.0227 0.818 14.284 0.774
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Figure 6.10: x and y displacement of the point A.
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(a) t = 13.73s. (b) t = 13.76s.
(c) t = 13.78s. (d) t = 13.80s.
Figure 6.11: Fluid flow during one-half oscillation for the FSI3 benchmark.
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Figure 6.12: y-displacement field during one-half oscillation for the FSI3 bench-
mark.
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Table 6.11: Results for FSI3 using the Backward-Euler algorithm for both fluid
and solid equations.
Level nel ndof u1(A)[×10−3] u2(A)[×10−3] f1 f2
1 792 15,640 -3.62 ± 3.39 1.48 ± 39.72 5.32 5.32
2 3,168 61,376 -2.69 ± 2.55 1.53 ± 33.86 5.49 5.49
2+1 11,136 213,696 -2.65 ± 2.53 1.49 ± 33.72 5.49 5.49
3 12,672 243,136 -2.66 ± 2.52 1.49 ± 33.70 5.49 5.49
ref. -2.66 ± 2.52 1.49 ± 33.70 5.49 5.49
Table 6.12: Results for FSI3 using the Backward-Euler algorithm for the fluid
equations and the Generalized-alpha algorithm for the solid equations.
Level nel ndof u1(A)[×10−3] u2(A)[×10−3] f1 f2
1 792 15,640 -3.67 ± 3.49 1.36 ± 40.00 5.46 5.43
2 3,168 61,376 -2.74 ± 2.61 1.59 ± 34.06 5.49 5.49
2+1 11,136 213,696 -2.70 ± 2.60 1.54 ± 33.94 5.49 4.49
3 12,672 243,136 -2.70 ± 2.58 1.54 ± 33.92 5.49 5.49
ref. -2.70 ± 2.58 1.54 ± 33.92 5.49 5.49
6.2.2 FSI COMSOL Multiphysics Benchmark
This example is based on a 2D classical benchmark proposed by COMSOL Mul-
tiphysics to demonstrate its techniques for modeling fluid-structure interactions.
The aim of this benchmark is to compare our results obtained with the methodol-
ogy described in the previous chapters with the ones obtained with a commercial
FSI code implementing a partitioned algorithm.
The overall setup of this FSI problem consists of a narrow vertical structure
attached to the bottom wall of a horizontal channel which bends under the force
due to viscous drag and fluid pressure. As the previous benchmark the fluid
is incompressible and the structure is compressible. The boundary conditions
are time-dependent but are defined in order to get a transient solution which
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converges after a certain period of time to a steady state.
6.2.2.1 Definitions
Geometry and computational mesh The model geometry consists of a hori-
zontal flow channel in the middle of which an obstacle, a narrow vertical structure,
is placed. The fluid flows from left to right, except where tho obstacle forces it to
flow into a narrow path in the upper part of the channel, and it imposes a force
onto the structure’s wall resulting from the viscous drag and fluid pressure. The
structure, being made of a deformable material, bends under the applied force
modifying the path followed by the fluid flow. The parameters which define the
geometry are reported in Table 6.13 and described as follows:
• the channel dimensions are: length L = 300µm, height H = 100µm;
• the elastic vertical structure has length l = 35µm and height h = 5.5µm; the
left side is positioned at d = 100µm away from the channel’s left boundary
and the bottom end is fully attached to the bottom wall of the channel; the
top end of the beam is semicircular which radius is r = 5µm;
• the control point is A(t), attached to the top of the vertical narrow structure
with A(0) = (105µm, 55µm).
As for the previous benchmark, the thickness and the length of the vertical struc-
ture are chosen in order to get a significant excursion of the beam without intro-
ducing additional numerical complications connected with high aspect ratios in
the geometry.
H
L
d
h
r
A
(0, 0)
l
Figure 6.13: Computational domain.
The geometry previously defined has to be discretized and partitioned in sev-
eral domains of simple geometry. The output of the mesh processing is reported
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Table 6.13: Overview of the geometry parameters.
Geometry parameter symbol value
channel length L 3.e−04m
channel height H 1.e−04m
rounded-end beam radius r 5.e−06m
beam distance from the inlet section d 1.e−04m
beam length l 1.e−05m
beam height h 5.5e−05m
reference point A (1.05e−04m, 5.5e−05m)
in Figure 6.14. The computational mesh for the simulations is obtained by suc-
cessive regular or selective refinements of the coarse mesh of Figure 6.14. Since
we are interested in the accurate computation of the drag and lift forces acting
on the beam and of the displacements of the top end of the beam, the region
highlighted in gray (see Figure 6.14) will be used for selective refinement. The
same notation of the previous benchmark has been used for indicating the level
of refinement. In Table 6.14 we have reported the number of elements and the
number of degrees of freedom for each level of refinement.
Figure 6.14: Coarse mesh.
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Table 6.14: Number of elements and degrees of freedom for refined levels.
Level nel ndof
2 1,088 21,188
2+1 2,432 46,980
3 4,352 83,716
2+2 7,808 149,636
3+1 9,728 186,372
4 17,408 332,804
Fluid and Structure properties The fluid flow in the channel is described
by the incompressible Navier-Stokes equations for the velocity field v and the
pressure p in the ALE (deformed) moving coordinate system. We assume that
no gravitation or other volume forces affect the fluid motion. As fluid for the
test, an incompressible water-like substance with a density ρf = 1000Kg/m3 and
dynamic viscosity µf = 0.001Pa · s has been used.
The structural deformations are solved for using a neo-Hookean hyperelastic
material model and a nonlinear geometry formulation to allow large deformations.
The structure consists of a narrow vertical flexible material with a density of ρs =
7850Kg/m3, Young’s modulus E = 200kPa and Poisson coefficient νs = 0.30.
Boundary and Initial conditions At the channel entrance on the left, the
flow has fully developed laminar characteristics with a parabolic velocity profile
but its amplitude changes with time. At first flow increases rapidly, reaching its
peak value at 0.215 s; thereafter it gradually decreases to a steady-state value of
5 cm/s. The centerline velocity in the x−direction, vf (0, H
2
, t) (see Figure 6.18),
with the steady-state amplitude U comes from the equation
vf (0,
H
2
, t) =
U · t2√
(0.04− t2)2 + (0.1t)2 ,
where t must be expressed in seconds.
At the outflow (right-hand boundary), the do-nothing condition is prescribed.
On the solid (non-deforming) walls, no-slip conditions are imposed, v = 0, while
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on the deforming interface the continuity of the velocity is prescribed.
The obstacle is fixed to the bottom of the fluid channel. All other beam
boundaries experience a load from the fluid, given by
σs|γi = (−pfI + µf (∇v + (∇v)T )) · n ,
where n is the normal vector to the boundary. This load represents the sum of
pressure and viscous drag forces.
S1
S2
Figure 6.15: Integration path for the force calculation.
Quantities for Comparison Comparisons will be done when the solution
reaches the steady-state configuration. The quantities of interest are:
• The displacements u1 and u2 in x−direction and y−direction of the point
A(t) at the top end of the beam structure (See Figure 6.13).
• Forces exerted by the fluid on the whole submerged body, i.e. lift and drag
forces acting on the beam structure
(FD, FL) =
∫
S1
σfn dS = −
∫
S2
σsn dS ,
where S1 (dashed path, see Figure 6.15) denoted the part of the beam being
in contact with the fluid, S2 (dash dotted path, see Figure 6.15) denoted
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the part of the beam attached to the bottom wall of the channel and n is
the outer unit normal vector to the integration path that points outward
from the region inside the beam.
6.2.2.2 Numerical results
In this FSI benchmark we are interested in the computation of the displacement
of a beam subjected to a bending force in order to highlight the potentiality of
the Multilevel Domain Decomposition algorithm that has been presented in the
previous chapter. The results of the benchmark computations are collected in
Tables 6.15. We reported the number of refinement, the number of elements,
the number of dofs, the x and y displacements and the drag and lift forces.
We can notice that using the Multilevel Domain Decomposition algorithm it
is possible to obtain similar results in the region of interest by prescribing the
same number of levels but with fewer degrees of freedom. For example you can
compare the results obtained using 3+1 levels (ndof = 186,372) and 4 levels
(ndof = 332,804). The reference values are compared with the results obtained
by solving the model using COMSOL Multiphysics. Subdividing the geometry
described above in 69,864 triangular elements and discretizing the unknowns with
Lagrangian finite element, resulting in 185,770 dofs, we found u1(A) = 1.0915e
−05
and u2(A) = −1.38413e−06, which are in agreement with our results. The small
differences are due to the different compressible Neo-Hookean model implemented
in COMSOL Multiphysics.
Figure 6.16 shows the geometry deformation and the fluid flow at t = 4s when
the system is close to its steady state. Due to the channels small dimensions, the
Reynolds number of the flow is small (Re << 100), and the flow stays laminar in
most of the area. The swirls are restricted to a small area behind the structure.
The amount of deformation as well as the size and location of the swirls depend
on the magnitude of the inflow velocity.
Figure 6.17 shows the mesh deformation at different times. The first image
shows the initial mesh, which you generate prior to solving the model. The mesh
is refined selectively around the beam where a more accurate solution is desired.
As you can see the mesh elements are smaller near the top of the beam where
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Table 6.15: Results for COMSOL benchmark.
Level nel ndof u1(A) u2(A) drag lift
2 1,088 21,188 1.080789e−05 −1.357274e−06 0.0094275 -0.395467
2+1 2,432 46,980 1.082260e−05 −1.361050e−06 0.0083059 -0.384256
3 4,352 83,716 1.081792e−05 −1.359843e−06 0.0083106 -0.384255
2+2 7,808 149,636 1.082794e−05 −1.361782e−06 0.0083124 -0.384256
3+1 9,728 186,372 1.082661e−05 −1.361700e−06 0.0050632 -0.384362
4 17,408 332,804 1.082601e−05 −1.361546e−06 0.0050521 -0.384331
ref. 1.0826e−05 −1.361e−06 0.005 -0.384
2.5e-6
5e-6
7.5e-6
1e-5
DX
0
1.08e-05
0 0.02 0.04 0.06 0.08
U
-0.000943 0.0916
Figure 6.16: u velocity and mesh deformation at t = 4s; the contour lines indicates
the u velocity field.
the mesh undergoes large distortion. The ALE map is constructed as explained
in Chapter 3: the smaller the elements are, the stiffer they behave resulting in
a mesh of higher quality. The second image shows the mesh in its deformed
state when the beam reaches the maximum x-elongation . Because the structure
deforms more in the horizontal direction, the mesh also changes more in this
direction: on the left, the mesh elements are stretched; on the right, they are
compressed in the x direction.
The boundaries of the narrow structure are the only moving boundaries of
the flow channel. Therefore the mesh velocity also has its largest values near
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the structure. Depending on the current state of the deformation whether it is
increasing, decreasing or stationary the mesh velocity can have a very different
distribution. Figure 6.18 further illustrates this point: it compares the maximum
inflow velocity to the horizontal mesh velocity and the horizontal mesh displace-
ment just above the top of the structure. Most of the time the deformation follows
the inflow velocity quite closely. Whenever the inflow velocity starts to decrease,
the deformation also decreases, which you can observe as the negative values on
the horizontal mesh velocity. Toward the end of the simulation, when inflow and
structure deformation approach their steady-state values, the mesh velocity also
decreases to zero.
(a) t = 0s. (b) t = 0.21s.
Figure 6.17: Geometry and mesh near the top of the structure at t = 0s and
t = 0.21s.
6.3 Biomedical application: wave propagation
in a compliant vessel
We consider in this section the academic fluid-structure numerical test arising in
the modeling of blood flow in large arteries, which consists in simulating the pres-
sure wave propagation through a thin straight compliant vessel. This test case,
originally proposed in Formaggia et al. [2001], has been extensively used in the lit-
erature as a benchmark (see e.g., Ferna´ndez & Moubachir [2005]; Ferna´ndez et al.
[2007]; Gerbeau & Vidrascu [2003]), in order to illustrate the efficiency of different
fluid-structure coupling algorithms proposed in literature. This problem is very
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Figure 6.18: Inflow maximum velocity, horizontal mesh deformation and mesh
velocity. The solid curve shows the maximum u velocity at the inflow boundary
(m/s); the dashed one shows the mesh displacement in the x direction (mm)
at the geometry point (1.00275e−04m, 6.83267e−05m); the dotted one shows the
mesh velocity in the x direction (mm/s) at the same point.
interesting from the mathematical and numerical modeling viewpoints: indeed,
even if the flow is governed by parabolic equations such as the time-dependent
incompressible Navier-Stokes, the overall behavior of the coupled fluid-structure
system is in many aspects more similar to that of a hyperbolic problem. As a
consequence, if the inflow and outflow boundary conditions are not chosen prop-
erly, an incorrect representation of the traveling waves with spurious reflections is
observed (Formaggia et al. [2001]), see Figure 6.24. This problem has been tack-
led in Formaggia et al. [2001] by coupling the 3D fluid-structure problem with
a reduced one-dimensional model, which acts as an “absorbing” device for the
waves exiting the computation domain. Finally, the problem is axisymmetric but
has been treated as a three-dimensional one in order to show the applicability of
our approach also to three-dimensional time-dependent problems.
6.3.1 Definitions
Geometry and computational mesh The model geometry consists of a
straight cylinder of radius r = 5.e−03m and length l = 5.e−02m discretized by
3D 27-node hexagonal elements, see Figure 6.20. The surrounding structure has
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a thickness of 0.005 m which is represented by one layer of 3D 27-node hexagonal
solid elements. The parameters which define the geometry are reported in Table
6.16 for sake of clarity. The fluid (light gray) and solid (dark gray) coarse compu-
tational mesh is shown in figure 6.20. The finer computational mesh are obtained
by successive regular or selective refinements of the coarse mesh of Figure 6.20.
We decided to refine selectively the surrounding structure since we are interested
in the maximum interface displacement magnitude. The same notation of the
previous benchmarks has been used for indicating the level of refinement. In Ta-
ble 6.17 we have reported the number of elements and the number of degrees of
freedom for each level of refinement.
l
d
s
s
Figure 6.19: Computational domain.
Table 6.16: Overview of the geometry parameters.
Geometry parameter symbol value
channel length l 5.e−02
channel diameter d 1.e−02
channel radius r 5.e−03
structure thickness s 1.e−03
Fluid and Structure properties The fluid flow in the channel is described
by the incompressible Navier-Stokes equations for the velocity field v and the
pressure p in the ALE (deformed) moving coordinate system. We assume that
no gravitation or other volume forces affect the fluid motion. As fluid for the
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Figure 6.20: Coarse mesh.
Table 6.17: Number of elements and degrees of freedom for refined levels.
Level nel ndof
0 80 5,126
1 640 36,934
1+1 2,048 140,294
2 5,120 280,454
test, an incompressible blood-like substance with a density ρf = 1000Kg/m3 and
dynamic viscosity µf = 0.003Pa · s has been used.
The structural deformations are solved for using the Saint-Venant-Kirchhoff
hyperelastic material model. The structure consists of a thin straight compliant
vessel with a density of ρs = 7850Kg/m3, Young’s modulus E = 3 · 105Pa and
Poisson coefficient νs = 0.3.
Boundary and Initial conditions Both systems, the fluid and the structure,
are initially at rest. An over pressure of 1333.2Pa (10mmHg) is imposed on the
inlet boundary during 3×10−3 s while at the outflow (right-end boundary), the do-
nothing condition is prescribed. The structure is clamped at the inlet and outlet
boundaries. On the solid external surface, the stress free boundary condition is
imposed, while on the deforming interface the continuity of the velocity and of
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the stress is prescribed, given by
vs|γi = v
f
|γi σ
s
|γi = σ
f
|γi = (−pfI + µf (∇v + (∇v)T )) · n ,
where n is the normal vector to the interface.
The boundary data imposed on the inlet and outlet boundaries do not have
any physiological meaning (Ferna´ndez & Moubachir [2005]). Let us notice that
the typical period of a heart beat is about 1 second. The scope of this benchmark
is not to provide realistic physiological simulations of the interaction between the
blood and the arterial wall but to test our solution algorithm on a simplified
representation of this phenomena and to compare our results.
Quantities for Comparison The solution is time-dependent and decays over
time to the null solution. We restrict our observation to the time interval between
0 s and 0.05 s. As quantitative outputs for comparison we provide
• the maximum interface displacement magnitude;
• the inlet and outlet flow-rates.
6.3.2 Numerical results
A pressure wave propagation is observed during the simulation (see Figure 6.24).
Figure 6.24 shows the fluid pressure at time t = 0.0025, 0.005, 0.0075, 0.01,
0.0125, 0.015, 0.0175, 0.02s with the time step ∆t = 1e−04s. In Figure 6.25 the
corresponding solid deformed configurations (half section) are displayed. We also
provides for this test case a few quantitative outputs: the maximum interface dis-
placement, the inlet and outlet flow-rates and the solid displacement magnitude
in the middle section of the cylinder for different meshes. From the observation of
Figure 6.22 we can clearly observe the phase shift between the inflow and outflow
maximum velocities due to the compliance of the vessel wall. Figure 6.21 and 6.23
shows clearly that pressure waves are traveling along the vessel. In particular, due
to the incorrect representation of the traveling waves, spurious reflections occur
resulting in a different solution behavior after about t = 0.01s from what it is ob-
served in the works presented in Ferna´ndez & Moubachir [2005], Formaggia et al.
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[2001] and Formaggia et al. [2009]. Figure 6.23 shows also the solution behavior
for different meshes. It can be noticed that a (almost) grid independent solution
behavior is obtained if at least one refinement is performed and if the time is less
than t < 0.01s. In particular the solution obtained with 1+1 levels is very similar
to the solution obtained with 2 levels, therefore in this example no advantages
can be achieved using the multilevel domain decomposition algorithm with the
selective refinement prescribed in the surrounding structure, as explained above.
Further investigations on this issue will be addressed in the future.
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Figure 6.21: Maximum solid displacement magnitude.
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Figure 6.22: In- and out-flow rates.
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Figure 6.23: Plot over time of the solid displacement magnitude in the middle
section of the cylider for different meshes.
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(a) t = 0.0025s. (b) t = 0.005s.
(c) t = 0.0075s. (d) t = 0.01s.
(e) t = 0.0125s. (f) t = 0.0150s.
(g) t = 0.0175s. (h) t = 0.0200s.
Figure 6.24: Pressure wave propagation.
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(a) t = 0.0025s. (b) t = 0.005s.
(c) t = 0.0075s. (d) t = 0.01s.
(e) t = 0.0125s. (f) t = 0.0150s.
(g) t = 0.0175s. (h) t = 0.0200s.
Figure 6.25: Solid domain deformed configuration.
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Chapter 7
Conclusions
The work presented in this thesis describes the research activity carried out to
develop efficient and accurate algorithms for the solution of fluid-structure inter-
action problems. The performance and accuracy of the proposed methodology has
been analyzed by conducting extensive and accurate simulations and compared
with existing standard benchmark settings. This concluding chapter presents a
summary of the work undertaken and the results achieved by applying our numer-
ical solution methodology to FSI problems. We will also point out areas where
further research should be performed in order to ensure a continual progress.
In this thesis we have presented some finite element techniques for solv-
ing the problem of fluid-structure interaction of an elastic solid material (ei-
her incompressible or compressible) in a laminar incompressible viscous flow.
The mathematical problem consists of the Navier-Stokes equations in the Arbi-
trary Lagrangian-Eulerian (ALE) formulation coupled with a non-linear struc-
ture model, considering the problem as one continuum. Since we are interested
in solving FSI problems where the added-mass effect is significative, the coupling
between the structure and the fluid is enforced inside a monolithic framework
which computes simultaneously for the fluid and the structure unknowns within
a unique solver. The mathematical description and the numerical schemes are
designed in such a way that more complicated constitutive relations (and more re-
alistic ones for biomechanics applications) for the fluid as well as for the structural
part can be easily incorporated. We used the well-known Q2P1 Crouzeix-Raviart
finite element pair for discretization in space and as a time-stepping algorithm
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we used the strongly A-stable Backward-Euler scheme for both solid and fluid
parts, or alternatively the Backward Euler-scheme for the fluid domain and the
generalized-alpha scheme for the solid domain. Furthermore, a stability result
using the Backward-Euler time-stepping scheme for both fluid and solid part and
the finite element method for the space discretization has been proved. The re-
sulting nonlinear discretized algebraic system of equations has been solved by a
Quasi-Newton method, where the Jacobian matrix is approximated by neglecting
the directional derivative of the fluid operator terms with respect to fluid-domain
perturbations, and the resulting linear system has been solved by multilevel do-
main decomposition techniques. Our strategy is to solve several local subproblems
over subdomain patches using the Schur-complement or the GMRES smoother
within a multigrid iterative solver.
For validation and evaluation of the accuracy of the proposed methodology,
we presented corresponding results for a set of two FSI benchmarking configu-
rations (“Channel flow around cylinder with attached elastic beam”, see Turek
& Hron [2006]) which describe the self-induced elastic deformation of a beam
attached to a cylinder in a laminar channel flow, allowing either stationary or
periodically-oscillating deformations, and for a benchmark proposed by COM-
SOL multiphysics where a narrow vertical structure attached to the bottom wall
of a channel bends under the force due to both viscous drag and fluid pressure.
Our results show that the proposed numerical algorithm allows to achieve the
same solution accuracy in the user selected region (e.g. interface) with a smaller
number of degrees of freedom with respect to standard multigrid algorithms. We
have also shown the effectiveness of the implementation of the multilevel domain
decomposition algorithm on parallel architectures.
Then, as an example of fluid-structure interaction (FSI) in biomedical prob-
lems, we considered the academic numerical test which consists in simulating the
pressure wave propagation through a straight compliant vessel. The test shows
the applicability and the accuracy of our approach also to three-dimensional time-
dependent problems.
The presented calculations are for relatively simple examples in order to test
accurately the proposed numerical algorithm, but the numerical formulation is
general enough to allow a straighforward extension to more realistic material
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models. For example the material anisotropy can be taken into account using the
following energy function
Ψ = c1(Ic − 3) + c2(IIc − 3) + c3(|Fa| − 1)2 ,
with a being the preferred material direction and the term |Fa| representing the
extension in the direction a. Viscoelastic behavior may be relevant in muscu-
lar arteries and plasticity effects should be considered when major strains are
involved. In the same manner the constitutive relation for the fluid can be di-
rectly extended to non-Newtonian model (e.g. the Carreau Model) in order to
describe the shear thinning property of blood. Finally, the coupling with models
for biochemical transport processes involved in vascular physiology and biology
and with the energy conservation equation when the variation of blood temper-
ature is relevant would allow to perform more realistic simulations for industrial
applications.
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Appendix
During my PhD period we developed a numerical algorithm to initialize the vol-
ume fraction field of the volume-of-fluid method starting from a given implicit
equation of the interface, f(x, y) = 0 in 2D and f(x, y, z) = 0 in 3D (Bna` et al.
[2014]). This algorithm has been implemented in the VOFI library that will be
distributed as an open-source software.
The volume-of-fluid method is the most popular numerical technique to follow
the evolution of interfaces in two-phase or free-surface flows within the framework
of DNS (Bna` et al. [2013b]). The volume-of-fluid method is based on the phase
indicator or characteristic function χ(x, t), a multidimensional Heaviside step
function with value 1 in the reference phase, and 0 in the secondary phase or
vacuum. The color function or volume fraction C is the discrete version of χ
C(t) =
1
V
∫
V
χ(x, t) dx ,
where V is the volume (area in 2D) of the cell under investigation. The volume
fraction C represents the volume of the cell which is occupied by the reference
phase; it is bounded by the interface and the cell boundary and it is normalized
to 1, i.e. 0 ≤ C ≤ 1.
A simple, but rather rough initialization of the volume fraction in each cell
of the computational domain can be easily attained by considering an arbitrary
number of internal nodes, either on a regular submesh or randomly generated.
The local C value is then given by the ratio of the number of nodes inside the
reference phase to the total number of nodes. More advanced techniques for
multidimensional integration include Monte Carlo methods with different sam-
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pling strategies to improve the efficiency of the method (Evans & Swartz [2000];
Hahn [2005]). Alternatively, it is possible to initialize the scalar C field with a
recursive local mesh refinement in the cut cells (Cummins et al. [2005]). At the
finest level the interface can be approximated by a linear interface, which can be
easily integrated (Scardovelli & Zaleski [2000]). Very precise initial data, which
are necessary for example to compute the convergence rate with grid spacing
of curvature calculations (Popinet [2009]) or of instability growth rates (Bague´
et al. [2010]), may require initialization of the volume fractions directly from an
integration of the analytical expression of the interface.
However, direct initialization is usually rather cumbersome, in particular for
a closed line or surface, such as a circle and a sphere. In these cases the interface
must be subdivided into several portions, each of them with a different analytical
expression, and in each cut cell the local limits of integration must be computed.
Furthermore, this procedure is usually not automatic, in the sense that some
editing of the numerical code is required as the initial interface is moved around
in the computational domain or the grid resolution is changed.
In the paper of Bna` et al. [2014], we consider square cells in two-dimensions
(2D) and cubic cells in three-dimensions (3D), always with a side of length h0, and
we present a numerical algorithm to initialize the volume fraction field starting
from a given implicit equation of the interface, f(x, y) = 0 in 2D and f(x, y, z) = 0
in 3D.
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