Abstract. We analyse the approximation and smoothness properties of fundamental and refinable functions that arise from interpolatory subdivision schemes in multidimensional spaces. In particular, we provide a general way for the construction of bivariate interpolatory refinement masks such that the corresponding fundamental and refinable functions attain the optimal approximation order and smoothness order. In addition, these interpolatory refinement masks are minimally supported and enjoy full symmetry. Several examples are explicitly computed.
1. Introduction. In this paper we are interested in fundamental and refinable functions with compact support. A function φ is said to be fundamental if φ is continuous, φ(0) = 1, and φ(α) = 0 for all α ∈ Z s \{0}. A function φ is said to be refinable if it satisfies the following refinement equation then it is known (see [1] ) that there exists a unique compactly supported distribution φ satisfying the refinement equation (1.1) subject to the condition φ(0) = 1. This distribution is said to be the normalized solution of the refinement equation (1.1) . Throughout this paper, we will assume that the condition (1.2) is satisfied. The Fourier transform of a function f ∈ L 1 (R s ) is defined to be
where x · ξ denotes the inner product of two vectors x and ξ in R s . The domain of the Fourier transform can be naturally extended to include compactly supported distributions. Then we employ the iteration scheme Q n a φ 0 , n = 0, 1, 2, · · · , where Q a is the bounded linear operator on L p (R s ) (1 ≤ p ≤ ∞) given by
This iteration scheme is called a subdivision scheme associated with a (see [1] ). We say that the subdivision scheme associated with a converges in the L p norm if there exists a function f ∈ L p (R s ) such that lim n→∞ Q n a φ 0 − f p = 0. If this is the case, then the limit function f must be the normalized solution of (1.1) with the refinement mask a.
Subdivision schemes play an important role in computer graphics and wavelet analysis. See [8] and [17] for their applications to computer aided geometric design, and see [2] and [20] for their applications to wavelet decompositions.
Before proceeding further, we introduce some notation. By (Z s ) we denote the linear space of all sequences on Z s , and by 0 (Z s ) the linear space of all finitely supported sequences on Z s . The support of a sequence a ∈ 0 (Z s ) is denoted by supp a, which is the finite set {α ∈ Z s : a(α) = 0}. For α ∈ Z s , we denote by δ α the element in 0 (Z s ) given by δ α (α) = 1 and δ α (β) = 0 for all β ∈ Z s \{α}. In particular, we write δ for δ 0 . For j = 1, · · · , s, let e j be the jth coordinate unit vector. The difference operator ∇ j is defined by ∇ j λ := λ − λ(· − e j ), λ ∈ (Z s ). On the basis of the work in [12] , we gave a characterization in [10] for convergence of a subdivision scheme in terms of its mask. The subdivision operator associated with a is defined by
where λ ∈ 0 (Z s ). Note that 0 (Z s ) is a subspace of p (Z s ). The p norm of an element λ ∈ p (Z s ) is denoted by λ p . It was proved in [10] that the subdivision scheme associated with a converges in the L p norm if and only if If a compactly supported function φ is fundamental and satisfies the refinement equation (1.1) with a refinement mask a ∈ 0 (Z s ), then it is necessary that
A finitely supported sequence a ∈ 0 (Z s ) is called an interpolatory refinement mask if it satisfies both (1.2) and the above condition (1.4).
Let a be an interpolatory refinement mask. Then the normalized solution of (1.1) with the mask a is fundamental if and only if the subdivision scheme associated with a converges in the L ∞ norm. The subdivision scheme is said to be a C k interpolatory subdivision scheme if it converges to a function in C k (R s ).
The first C 1 interpolatory subdivision scheme on R was constructed by Dubuc in [6] . His mask is given by
and a(α) = 0 for α ∈ Z \ {−3, −1, 0, 1, 3}. In [4] Deslauriers and Dubuc proposed a general method to construct symmetric interpolatory subdivision schemes. The smoothness analysis of their schemes was conducted by Eirola in [9] . In [18] Micchelli discussed connections of their schemes with the Daubechies orthogonal wavelets (see [3] ).
For the multivariate case, Dyn, Gregory and Levin [7] constructed the so-called butterfly scheme which is a C 1 interpolatory subdivision scheme, while Deslauriers, Dubois and Dubuc [5] obtained several continuous bivariate refinable and fundamental functions. Recently, using convolutions of box splines with distributions, Riemenschneider and Shen [19] constructed a family of bivariate interpolatory subdivision schemes with symmetry.
The purpose of this paper is to give a general construction of interpolatory refinement masks such that the corresponding refinable functions possess the optimal approximation and smoothness properties. Let us discuss these two properties in detail.
For
and call it the shift-invariant space generated by φ. For h > 0, the scaled space S h is defined by S h := {g(·/h) : g ∈ S(φ)}. For a positive integer k, we say that S(φ) provides approximation order k if, for each sufficiently smooth function f in L p (R s ), there exists a constant C > 0 such that
Under the assumption φ(0) = 0, it was proved in [11] that S(φ) provides approximation order k if and only if S(φ) contains Π k−1 , where Π k−1 denotes the set of all polynomials of (total) degree at most k − 1.
The concept of stability plays an important role in wavelet analysis. Let φ be a compactly supported function in
We say that the shifts of φ are stable if there are two positive constants C 1 and C 2 such that
It was proved by Jia and Micchelli in [16] that a compactly supported function φ ∈ L p (R s ) satisfies the above L p -stability condition if and only if, for any ξ ∈ R s , there exists an element β ∈ Z s such that
Note that a fundamental function has stable shifts. Now suppose that φ is the normalized solution of the refinement equation (1.1) with mask a which satisfies (1.2). By Ω we denote the set of the vertices of the unit cube [0, 1] s . For a positive integer k, we say that a satisfies the sum rules of order k if
It was proved in [13] and [14] that a satisfies the sum rules of order k implies S(φ) 
Let φ ∈ L 2 (R s ) be the normalized solution of the refinement equation (1.1) with mask a which satisfies (1.2). A characterization of the smoothness order of φ in terms of the mask a was given in [15] . Let
where S a is the subdivision operator given in (1.3). Then
If, in addition, the shifts of φ are stable and k > ν(φ), then equality holds in (1.5). We demonstrated in [10] that σ k (a) can be easily computed by calculating the spectral radius of a certain finite matrix (see Section 3). Section 2 is devoted to a study of interpolatory refinement masks which satisfy the optimal order of sum rules. For a positive integer r, let a be an interpolatory mask supported on the cube [ 
s . We will demonstrate that 2r is the optimal order of sum rules that a satisfies. In the univariate case (s = 1), there is a unique interpolatory mask supported on [1 − 2r, 2r − 1] and satisfying the sum rules of order 2r. This is the same interpolatory mask as given by Deslauriers and Dubuc in [4] , and will be denoted by b r . In the multivariate case (s > 1), such interpolatory masks are not unique. Let t r be the sequence on Z s given by
Then t r is an interpolatory refinement mask supported on [1 − 2r, 2r − 1] s and it satisfies the sum rules of the optimal order 2r. We denote by ϕ t r the normalized solution of the refinement equation (1.1) with the mask t r .
In Section 3 we will give an analysis of smoothness of fundamental functions arising from interpolatory subdivision schemes. It will be demonstrated that ϕ tr achieves the optimal smoothness in the following sense. If a is an interpolatory mask supported on [1 − 2r, 2r − 1] s and satisfying the sum rules of order 2r, and if φ is the corresponding refinable function, then ν(φ) ≤ ν(ϕ t r ). Thus, an interpolatory mask
s is said to be optimal if it satisfies the sum rules of order 2r and the corresponding refinable function φ satisfies ν(φ) = ν(ϕ t r ). Now it is clear that an optimal refinement mask should be chosen in such a way that the size of its support and the number of nonzero coefficients are minimal. The size of a mask a is defined to be the volume of the convex hull of supp a. In Section 4, we will give a general construction of two-dimensional optimal interpolatory masks g r (r ∈ N). The size of g r is 8r
2 + O(r) and the number of nonzero coefficients of g r is 2r
2 + O(r). In comparison, the size of t r is 16r 2 + O(r) and the number of nonzero coefficients of t r is 4r 2 + O(r). Let RS r denote the interpolatory mask supported on
2 constructed by Riemenschneider and Shen in [19] . The size of RS r is 12r 2 + O(r), but the number of its nonzero coefficients is 9r 2 + O(r), which is about as twice as the number of nonzero coefficients of t r . The masks RS r (r = 2, 3, . . . ) are symmetric about the origin and the line x 1 = x 2 . Our masks g r enjoy better symmetric properties. They are symmetric about the origin, the x 1 -axis, the x 2 -axis, and the lines x 1 = x 2 and
Finally, in Section 5, we will give several examples, including a 16-point bivariate C 1 interpolatory subdivision scheme and a 30-point bivariate C 2 scheme. Furthermore, we will demonstrate that the refinable functions associated to our masks g r (r = 2, 3, . . . , 8) attain the optimal smoothness order.
Approximation Order and Sum Rules.
In this section, we investigate the approximation properties of fundamental and refinable functions. Let φ be a fundamental and refinable function. Then the corresponding refinement mask a is interpolatory. In this case, the shift-invariant space generated by φ provides approximation order k if and only if a satisfies the sum rules of order k. Thus, the problem reduces to a study of sum rules.
The following theorem gives an upper bound for the order of sum rules that an interpolatory mask satisfies in terms of the support of the mask. 
The above equations can be rewritten in the following matrix form:
. . .
Note that the matrix (2j − 1)
is a Vandermonde matrix; hence the
is a Vandermonde matrix, the equation (2.1) has a unique solution for [a(−2l − 1), a(−2l + 1), . . . , a(2h − 1)], which can be easily found as follows:
The proof of the theorem is complete. For a sequence a ∈ 0 (Z s ), the symbol of a is defined to be
As an example, we consider the case where L = 3 and H = 5. In this case the interpolatory refinement mask a obtained from (2.2) in Theorem 2.1 is given by its symbol
It satisfies the sum rules of order 5 and gives rise to a C 2 interpolatory subdivision scheme.
When L = H = 2r − 1, r ∈ N, the interpolatory refinement mask given in (2.2) is exactly the symmetric interpolatory refinement mask constructed by Deslauriers and Dubuc in [4] . Recall that this mask is denoted by b r . Correspondingly, ϕ b r will be used to denote the normalized solution of (1.1) with the refinement mask b r .
For the reader's convenience, we list b r (r = 2, 3, 4, 5) in the following.
Next we extend the results of Theorem 2.1 to the multidimensional case. 
It is evident that b is an interpolatory refinement mask. Suppose that a satisfies the sum rules of order k. We show that b satisfies the sum rules of order at least k. Recall that Ω is the set of all vertices of the cube [0, 1] s . Let
For a nonnegative integer m, by the definition of b, we obtain
where
Since a satisfies the sum rules of order k, we have
It follows that
In other words, b satisfies the sum rules of order k.
, thereby completing the proof.
By using tensor product and Theorem 2.1, it is easy to see that there exists an interpolatory refinement mask which is supported on Π s j=1 [−L j , H j ] and satisfies the sum rules of the optimal order min 1≤j≤s (
). In general, when s > 1, such interpolatory refinement masks are not unique. If a is an interpolatory refinement mask supported on [ 
s , r ∈ N, and satisfying the sum rules of order k, then Theorem 2.2 tells us that k ≤ 2r. Let t r be the mask given by (1.6). Then t r satisfies the sum rules of order 2r. In Section 4, we will give a general construction of interpolatory refinement masks g r (r = 2, 3, . . . ) on Z 2 . Each g r is supported on the square [1 − 2r, 2r − 1] 2 and satisfies the sum rules of order 2r. But the size of the support of g r is smaller than that of t r .
3. Smoothness Analysis. In this section, we analyse the smoothness property of a refinable function in terms of the corresponding mask.
Suppose φ ∈ L 2 (R s ) is the normalized solution of the refinement equation (1.1) with mask a which satisfies (1.2). Let S a be the subdivision operator given in (1.3) and let
with equality provided the shifts of φ are stable and k > ν(φ). Moreover, the results in [10] tell us that the subdivision scheme associated to the mask a converges in the L ∞ norm, provided σ k (a) < 1.
In [10] we demonstrated that σ k (a) can be easily computed by calculating the spectral radius of a certain finite matrix. Let b be the sequence given by
The transition operator T b associated with b is defined by
It was proved in [10, Theorem 4.1] that
where ρ(T b | W ) is the spectral radius of the operator T b restricted to W , and W is the minimal invariant subspace of T b generated by ∆ k j δ, where
When the symbol of the mask is reducible, the following result often simplifies the computation of the smoothness order of a refinable function in terms of its mask. 
Proof. We observe that
Therefore,
On the other hand, without loss of generality, we may assume that b is supported on
By what has been proved we see that the following relation is valid for z near 0:
Combining (3.1) and (3.2) together, we obtain the desired result.
A sequence a ∈ 0 (Z s ) induces the following sequence a 1 on Z as follows:
If a satisfies (1.2), then
Theorem 3.2. Let φ be the normalized solution of (1.1) with a finitely supported refinement mask a, and let ϕ be the normalized solution of (1.1) with the refinement mask a 1 , where a 1 is given by (3. 
3). If φ belongs to L 2 (R s ) and has stable shifts, then ν(φ) ≤ ν(ϕ).
Proof. Let k be an integer such that k > ν(φ). We have ν(φ) = s/2 − log 2 σ k (a) and ν(ϕ) ≥ 1/2 − log 2 σ k (a 1 ). Thus, in order to prove ν(φ) ≤ ν(ϕ), it suffices to show
From the definition of the subdivision operator given in (1.3), we have
We claim that
This will be established by induction on n. By the very definition of a 1 , (3.5) is obviously true for n = 1. Suppose that (3.5)
is valid for n. Then 1 2 (s−1)(n+1)
where the induction hypothesis has been employed to deduce the second last equality. Hence (3.5) is true for n + 1. This completes the induction procedure.
In what follows we use ∇ to denote the difference operator on (Z) given by ∇λ := λ − λ(· − 1), λ ∈ (Z). By (3.5) we have
Since the mask a is finitely supported, there exists a positive integer r such that supp a ⊆ [−r, r] s . It is easily seen that suppS n a δ ⊆ [−2 n r, 2 n r]. Therefore, (3.6) can be rewritten as
Applying the Schwarz inequality to the above sum, we obtain
where C = (2r + 1) s−1 . Consequently,
from which (3.4) follows. The proof of the theorem is complete.
Recall that b r is the unique univariate interpolatory refinement mask which is supported on [1 − 2r, 2r − 1] and satisfies the sum rules of the optimal order 2r, and ϕ br denotes the normalized solution of (1.1) with the refinement mask b r . Proof. Since φ is fundamental, the shifts of φ are stable, and the corresponding refinement mask a is interpolatory. Let a 1 be the mask on Z given by (3.3). If a satisfies the sum rules of order 2r, then it is easily seen that a 1 also satisfies the sum rules of order 2r. We shall prove that a 1 is the same as b r . Once this is verified, then Theorem 3.1 tells us ν(φ) ≤ ν(ϕ b r ) .
In order to prove a 1 = b r , by Theorem 2.1 it suffices to show that a 1 is interpolatory, i.e., a 1 (2α 1 ) = 0 for all α 1 ∈ Z \ {0}. For this purpose, we shall show that, for any choice of numbers ε 2 , . . . , ε s ∈ {0, 1}, (3.7)
Obviously, p is supported on [1 − r, r − 1], since a is supported on [1 − 2r, 2r − 1] s . Moreover, a satisfies the sum rules of order 2r implies that
for m = 0, 1, . . . , 2r − 1. It follows that
This linear system has 2r − 1 equations and 2r − 1 unknowns p (1 − r) s is optimal if and only if a satisfies the sum rules of order 2r and the corresponding refinable function φ satisfies ν(φ) = ν(ϕ b r ). In the next section we will provide a general method for the construction of bidimensional optimal interpolatory masks.
Construction of Optimal Interpolatory Masks.
Our construction of optimal interpolatory masks relies on solvability of certain linear systems of equations. To facilitate our discussion, we establish two auxiliary lemmas first. In what follows, the set of nonnegative integers is denoted by Z + , and the cardinality of a set E is denoted by #E. Proof. The proof proceeds by induction on r. The statements are obviously true for r = 1. Let r > 1 and assume that the lemma has been verified for r − 1.
After a suitable coordinate transform, we may assume without loss of generality that the equations of the lines l 1 , . . . , l r are given by
where λ 1 , . . . , λ r are pairwise distinct real numbers. We observe that p(λ r , x 2 ) is a polynomial in x 2 of degree at most r−1. But it has at least r zeros. Hence p(λ r , x 2 ) = 0 for all x 2 ∈ R. This shows that p(x 1 , x 2 ) is divisible by x 1 − λ r . Suppose
Then q is a polynomial of degree at most r − 2. Let T := T \ l r . Then q vanishes on T . By the induction hypothesis we obtain q = 0. It follows that p = 0, as desired. In order to prove that the matrix (t
2 ) (t 1 ,t 2 )∈T,0≤ν 1 +ν 2 ≤r−1 is nonsingular, it suffices to show that the linear system of homogeneous equations
only has the trivial solution for c ν 1 ,ν 2 (0 ≤ ν 1 + ν 2 ≤ r − 1). For this purpose, let 
Proof. The proof proceeds by induction on r. The statements are obviously true for r = 1. Let r > 1 and assume that the lemma has been verified for r − 1.
Since p does not contain a term associated to x 2r−1 2
, the degree of the univariate polynomial p(λ 2r , x 2 ) is at most 2r−2. But it has at least 2r−1 zeros. So p(λ 2r , x 2 ) = 0 for all x 2 ∈ R. This shows that p(
Then u is a polynomial of (total) degree at most 2r − 2. But p(λ 2r−1 , x 2 ) has at least 2r − 1 zeros; hence so does u(λ 2r−1 , x 2 ). This shows that u(x 1 , x 2 ) is divisible by
Since λ 2r λ 2r−1 = 0, we see that q is a linear combination of the monomials
. By the induction hypothesis we obtain q = 0. It follows that p = 0, as desired. The proof for the last statement is analogous to that for Lemma 4.1.
We are in a position to describe a general method for the construction of bidimensional optimal interpolatory masks. 
If a is symmetric about the two coordinate axes, then (4.1) is valid whenever one of µ 1 and µ 2 is an odd number. Thus, in such a case, we only have to verify (4.1) when both µ 1 and µ 2 are even.
Let us construct the desired mask. Set g r (0) := 1 and g r (2β) := 0 for β ∈ Z 2 \{0}. Then g r is an interpolatory mask and satisfies (4.1) for (ε 1 , ε 2 ) = (0, 0) and all µ ∈ Z 2 + . Set g r (α 1 , α 2 ) := 0 for |α 1 | + |α 2 | > 2r. Then g r satisfies condition (a). Furthermore, set
where b r is the unique interpolatory mask supported on [1 − 2r, 2r − 1] and satisfying the sum rules of order 2r. Since b r satisfies the sum rules of order 2r, we deduce that g r satisfies (4.1) for (ε 1 , ε 2 ) = (1, 0) and
Then g r satisfies (4.1) for (ε 1 , ε 2 ) = (0, 1) and µ 1 + µ 2 ≤ 2r − 1. We assume that g r is symmetric about the two coordinate axes. Thus, it remains to determine g r (1 + 2β 1 , 1 + 2β 2 ) for 0 ≤ β 1 + β 2 ≤ r − 1. Suppose µ 1 = 2ν 1 and µ 2 = 2ν 2 , where ν 1 , ν 2 are nonnegative integers. For (ε 1 , ε 2 ) = (1, 1), (4.1) reduces to the following system of equations for a(1
where ν = (ν 1 , ν 2 ). In this case, (4.1) is valid for 0 ≤ µ 1 + µ 2 ≤ 2r − 1 if and only if (4.2) is true for 0 ≤ ν 1 + ν 2 ≤ r − 1. Let T be the set
Then T intersects the line x 1 − (2j − 1) 2 = 0 at exactly r + 1 − j points for each j = 1, . . . , r. Thus, the conditions of Lemma 4.1 are satisfied. By Lemma 4.1 the square matrix Finally, let us show the uniqueness of such a mask. Let a be an interpolatory mask satisfying conditions (a), (b), and (c). We wish to verify that for (
From the preceding analysis, this is certainly true for (ε 1 , ε 2 ) = (0, 0) or (1, 1). Consider the case (ε 1 , ε 2 ) = (1, 0). By symmetry, (4.1) reduces to the following system of equations for c β1,
(4.4)
Since the matrix 
Since a satisfies the sum rules of order 2r, the following relations are valid for (ε 1 , ε 2 ) ∈ Ω:
We observe that T 1,0 intersects the lines x 1 ±(2j −1) = 0 at exactly 2r −(2j −1) points for each j = 1, . . . , r. Thus, the conditions of Lemma 4.2 are satisfied. Hence the square matrix (α
∈Γ is nonsingular. Therefore, the values of a(α) for α ∈ T 1,0 are uniquely determined by (4.5). On the other hand, a solution for the values of a on T 1,0 can be easily found as follows: a(α 1 , 0) = b r (α 1 ) for α 1 ∈ 1 + 2Z and a(α 1 , α 2 ) = 0 for α 1 ∈ 1+2Z and α 2 ∈ 2Z\{0}. In the same way we can show that a(0, α 2 ) = b r (α 2 ) for α 2 ∈ 1 + 2Z and a(α 1 , α 2 ) = 0 for α 1 ∈ 2Z \ {0} and α 2 ∈ 1 + 2Z. It remains to determine the values of a on T 1,1 . We observe that T 1,1 also intersects the lines x 1 ± (2j − 1) = 0 at exactly 2r − (2j − 1) points for each j = 1, . . . , r. Thus, Lemma 4.2 is applicable and a(α) (α ∈ T 1,1 ) are uniquely determined by (4.5) with (ε 1 , ε 2 ) = (1, 1). This completes the proof for uniqueness.
Let h r denote the unique solution determined in the preceding process. We claim that h r is symmetric about the origin, i.e., h r (α) = h r (−α) for all α ∈ Z. This is certainly true for α ∈ T 0,0 ∪ T 1,0 ∪ T 0,1 . To verify h r (α) = h r (−α) for α ∈ T 1,1 , we set a(α) := h r (−α) for α ∈ T 1,1 . Then (a(α)) α∈T 1,1 satisfies the linear system of equations in (4.5) with (ε 1 , ε 2 ) = (1, 1). By the uniqueness of the solution, we obtain a(α) = h r (α) for all α ∈ T 1,1 , as desired. (A similar reasoning shows that h r is symmetric about the line x 1 − x 2 = 0.) It remains to verify that h r satisfies the sum rules of order 2r. Obviously, h r satisfies (4.1) for all (ε 1 , ε 2 ) ∈ Ω \ {(1, 1)} and (µ 1 , µ 2 ) ∈ Z 2 + with µ 1 + µ 2 ≤ 2r − 1. Let us show that this is also true for (ε 1 , ε 2 ) = (1, 1). Note that Π 2r−1 is the linear span of the set
Thus, it suffices to show that
This is indeed true, since h r is symmetric about the origin. The proof of the theorem is complete. The above proof tells us that h r is minimally supported among all the masks which are supported on [1 − 2r, 2r − 1] 2 and satisfy the sum rules of the optimal order 2r.
If we set
then a satisfies all the conditions in Theorem 4.3. By the uniqueness of the solution, we obtain a = g r . This shows that
A similar argument shows that g r is symmetric about the two lines x 1 − x 2 = 0 and
From our constructions it is easily seen that the numbers of nonzero coefficients of g r and h r are 2r 2 + 6r + 1 and 2r 2 + 4r + 1, respectively.
Examples.
The masks g 1 and h 1 are well known. In this section we provide details for the interpolatory masks h 2 , g 2 , h 3 , and g 3 . In what follows, the refinable function corresponding to a given mask a is denoted by ϕ a . We shall use the results in Section 3 to compute the smoothness order of ϕ g r and ϕ h r . In particular, 2 as constructed by Riemenschneider and Shen in [19] . The following table gives a comparison of our masks h r and g r with t r and RS r . All these masks are supported on the square [1 − 2r, 2r − 1]
2 . For convenience, we use ν(a) to denote ν(ϕ a ). Also we use N (a) to denote the number of nonzero coefficients in the refinement mask a. The values of ν(t r ) = ν(b r ) are taken from [9] and the values of ν(RS r ) are taken from [19] . 
