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Abstract
Matching and partitioning problems are fundamentals of computer vision applica-
tions with examples in multilabel segmentation, stereo estimation and optical-flow com-
putation. These tasks can be posed as non-convex energy minimization problems and
solved near-globally optimal by recent convex lifting approaches. Yet, applying these
techniques comes with a significant computational effort, reducing their feasibility in
practical applications. We discuss spatial discretization of continuous partitioning prob-
lems into a graph structure, generalizing discretization onto a Cartesian grid. This setup
allows us to faithfully work on super-pixel graphs constructed by SLIC or Cut-Pursuit,
massively decreasing the computational effort for lifted partitioning problems compared
to a Cartesian grid, while optimal energy values remain similar: The global matching is
still solved near-globally optimal. We discuss this methodology in detail and show exam-
ples in multi-label segmentation by minimal partitions and stereo estimation, where we
demonstrate that the proposed graph discretization can reduce runtime as well as memory
consumption of convex relaxations of matching problems by up to a factor of 10.
1 Introduction
Matching problems and the closely inter-related minimal partitioning problems are low-level
computer vision tasks that build a backbone for a variety of applications such as multi-label
segmentation [4], stereo estimation [19, 38] and optical flow estimation [7, 18]. However,
posing these problems as energy minimization problems leads to non-convex objectives that
are difficult to solve. In the last years, it has been demonstrated that functional lifting tech-
niques are very well suited for solving these non-convex minimization problems via convex
relaxations in a higher-dimensional space. Unfortunately, despite the precise solutions these
methods provide, they incur significant costs in memory and computational effort, due to the
high dimensionality of the lifted problem.
Consider the continuous minimal partitions problem, also referred to as piecewise-constant
Mumford-Shah problem [29], which builds the basis of the aforementioned computer vision
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Figure 1: Graph discretization on the left and segmentation by convex relaxation with 32 la-
bels, computed on the graph structure on the right. The segmentation is 3.03% less optimal
compared to relaxation on a full Cartesian grid, but requires only around 4.8% of computa-
tion time, the original problem has 4.9 mio. variables, and the reduced problem only 120k.
applications,
min
{Pk}Lk=1
L
∑
k=1
∫
Pk
− fk(x)+ 12 Per(Ω,Pk). (1)
Given a set of L potential functions fk we are looking for a partitioning of the set Ω into L
non-overlapping partitions {Pk}Lk=1, i.e. Pk∩Pl = /0 if k 6= l and
⋃L
k=1 Pk =Ω [10]. Without the
regularizing perimeter term, the solution is given by argmaxk fk(x) for every x∈Ω, but under
inclusion of the second term in (1), the perimeter of each partition Per(Ω,Pk) is penalized,
leading to spatially coherent solutions, where every point is "matched" to a partition, but the
global surface energy stays minimal.
Minimal partitions problems are abundant in imaging. In the discrete setting, they di-
rectly relate to the Potts model [37] and MRFs [4, 5]. This variability hinges on the choice
of potential functions fk. For multi-label segmentation, for example, we can consider each
fk to give the prior likelihood that the point x should be assigned label k, with the likeli-
hood being computed by model-based approaches [13] or returned as the output of a neural
network [12]. On the other hand, considering every partition with label k to encode a dis-
placement of k pixels between two stereo images, the same framework can be used to solve
stereo matching problems [51]. Further immediate examples include optical flow[18], scene
flow and multiview reconstruction [20].
To be able to solve Eq. (1), we minimize over a set of partitions. This discrete matching
problem at the heart of the minimal partitions problem is in general NP-hard. In practice, one
of the most powerful approaches is the solution of a suitable convex relaxation of the original
minimal partitions problem. To do so, the minimization over partitions is first replaced by
minimization over their characteristic functions uk : Ω→ {0,1}, satisfying ∑Lk=1 uk(x) =
1 ∀x ∈Ω,
min
{uk}Lk=1
L
∑
k=1
∫
Ω
− fk(x)uk(x)+
∫
Ω
|Duk|, (2)
where we have equivalently replaced the perimeter of a set by the total variation of its charac-
teristic function, see [10]. In a next step, the functions uk are relaxed to take values in the full
interval [0,1], either directly [26, 50], or by jointly deriving tighter convex reformulations of
the regularizer [10]. Relaxation approaches often lead to near-optimal solutions with high
fidelity [34, 44], yet the computational effort amounts to solving a non-smooth, non-strongly
convex optimization problem over all functions uk, each of which is usually discretized to be
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as large as the given potential functions. Especially when k is large, memory costs quickly
become impractical for computer vision applications.
In this work we hence consider strategies to remediate the computational costs of func-
tional lifting techniques, without majorly impeding their global matching capabilities. As
illustrated in Figure 1, we propose to first discretize the problem on a precomputed graph
structure instead of a Cartesian grid, and then solve the convex relaxation on the graph. This
strategy leads to significant computational advantages while sacrificing almost no accuracy
in terms of the energy of the final solution.
2 Related Work
The minimal partitions problem is a prime example of energy minimization methods in com-
puter vision [8, 29, 40], which have found widespread use. In the context of convex relax-
ations of these partition problems, there have been works in as diverse applications such as
stereo estimation [34, 36, 38, 39, 48], optical flow [44, 45], segmentation [10, 26, 50, 52],and
optimization on manifolds [27], with algorithmic improvements such as [42].
Previous work discusses the optimal discretization of the continuous label dimension [25,
30, 31], reducing the computational effort of functional lifting in a variety of applications.
In our work, we discuss an orthogonal direction of research, as we are discussing compact
discretizations of the image space.
The choice of efficient discretization of the input image data is directly related to super-
pixel approaches, e.g. [1, 47]. Their general idea is to generically reduce the computational
complexity of any (pixel-based) numerical algorithm, by locally grouping pixels of similar
color to larger superpixels. The most prominent algorithm in current practice is SLIC (Sim-
ple Iterative Linear Clustering) [1]. Ideally, the superpixel setup should also be chosen by
an appropriate minimization procedure that adheres object edges. However, edge adherence
is often costly. An interesting exception is the Cut-Pursuit algorithm [22, 23], which solves
total variation minimization and related problems in a fast sequence of binary graph cuts,
making it competitive as a discretization step and leading to boundaries that better adhere
with minimal partitions. This approach has been successfully applied in practice in such
works as [17, 24] and we will contrapose a superpixel structure generated by Cut Pursuit
with one generated by SLIC in our main comparison to a Cartesian grid.
3 Graph Discretizations for Convex Relaxations
3.1 Preliminaries
Let us first introduce our general notation. For the discrete setup we consider an undirected
graph structure is defined by its vertices V , edges connecting vertices E ⊂V ×V and weights
of these edges w ∈ R|E|. We refer to [15] for details.
The continuous minimal partition problem requires the definition of the total variation of
a function u = (u1, . . . ,uL) ∈ L1(Ω,RL) as
TV (u) = sup
{
−
∫
Ω
L
∑
k=1
uk(x)divpk(x) dx, p ∈C1c (Ω,Rd×L),
L
∑
k=1
|pk(x)|2 ≤ 1
}
,
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Figure 2: Sketch of the discretization process for a graph-based discretization. Left: The un-
derlying continuous function u ∈ SBVΠ(Ω,RL) is pictured in black, with piecewise-constant
partitions Π = {P1,P2,P3,P4} shown in gray as well as the discrete graph structure in blue.
Right: A minimal partitions problem with two potentials is solved on this graph structure.
Pictured is the solution u∗ which now corresponds to a piecewise constant solution (in red
and green).
Note that the above definition reduces to TV (u) = ∑Lk=1
∫
Ω |∇uk(x)| dx for smooth u. We
define u to be an element of the space of bounded variation SBV (Ω,RL) if TV (u) is finite. We
can then identify this value with the mass of the distributional derivative Du, i.e.
∫
Ω |Du| =
TV (u). The bounded Radon measure Du can be decomposed [3, Thm. 10.4.1] into
Du = ∇u Ld +Cu+(u+−u−)⊗νuHd−1 Ju, (3)
where Ld is the Lebesgue measure, Ju is the jump set of u, where u+ 6= u−, i.e. the values at
the boundary differ, νu the normal of the boundary and Cu a remainder Cantor part. In the
following we will consider functions u ∈ SBV (Ω,RL), which is the space of functions for
which Cu = 0 [2, 30]. We further define the perimeter of a measurable set P⊂Ω, Per(Ω,P),
in turn by the total variation of its characteristic function χP : Ω→ R [10], the boundary of
a set as ∂S = S¯ \ int(S), and the length of the boundary Γk,l = ∂Pk ∩ ∂Pl between two sets
Pk,Pl via
|Γk,l |=Hd−1(Γk,l), (4)
where, again, Hd−1 denotes the d− 1-dimensional Hausdorff measure. These definitions
allow us to examine the continuous boundary of shapes. Refer to Fig. 2, where these contin-
uous objects are marked in red.
3.2 Graph Discretization
We are interested in solving the continuous minimal partition problems Eq. (2) numerically.
To do so we need to translate the problem into the discrete setting. To take a step from the
continuous definitions to a discrete problem, we make use of the fact that we expect solutions
u∗ to the minimal partitioning problem to be piecewise constant with a finite number of
pieces. A good discretization to a finite setting that mimics this piecewise constant structure
exactly. We hence represent the discretization by a graph of candidate constant sets, the
nodes of which represent each separate constant piece and where neighboring pieces are
connected by edges in the graph. After solving the matching problem on this discrete graph,
the final solution u∗ can be reassembled by assigning to each constant piece its matched
value according to the respective value of the node that represents it. This setup is sketched
in Fig. 2.
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Note that this is a generalization of a classical discretization to a Cartesian grid. Placing
a continuous function on a pixel grid corresponds to claiming that the function is piecewise-
constant on every image pixel - hence the boundaries of the solution u∗ to the minimal
partitions problem will be a subset of the boundaries imposed by the image pixels.
In slight generalization of the minimal partitions problem in Eq. (2) we now discuss the
type of continuous functionals F : SBV (Ω,RL)→ R, that we want to represent discretely.
Due to the discontinuities of SBV , we define different components of F on the continuous
parts and the jump parts Ju of Eq. (3):
F(u) =
∫
Ω\Ju
Φ(x,u(x),∇u(x)) dx+
∫
Ju
κ
(|u+−u−|) |νu|dHd−1, (5)
where ∇,u+,u− refer to the decomposition detailed in Eq. (3). Φ : Ω×RL×RL×d → R
is a function defined away from the jump set of u, while κ : R→ R is a concave function
measuring the jump penalty with κ(0) = 0 [10, 30]. We can consider the first term to be a
generalized data term, and the second as a (jump)-regularizer.
To connect the continuous formulation of Eq. (5) to a discrete setting we define the
discretization as a finite set of candidate setsΠ= {Pi ⊂Ω | Pi∩Pj = /0, ∀ j 6= i}with M = |Π|
partitions. The continuous function u ∈ SBV (Ω,RL) is assumed to be constant on every
partition, so that we can denote its value on partition Pi ∈ Π by a vector ci ∈ RL. Thus,
u(x) = ci for every x ∈ Pi ⊂ Ω. The partition Π can be represented by a set of nodes V =
{1, . . . ,M} where each node corresponds to a segment Pi ∈Π. Furthermore we can describe
every boundary between sets Pi and Pj as Γi j and by that define an edge set E ⊂ V ×V as
E = {(i, j) ∈ V ×V | |Γi j| > 0, i 6= j}. Note, that the perimeter of some partition Pi ∈ Π is
given by PerPi = ∑(i, j)∈E |Γi j|.
Let us assume that our desired solution u∗, which minimizes Eq. (5), is piecewise con-
stant. More formally, given some partition Π let us write u ∈ SBVΠ(Ω,RL) to denote con-
tinuous functions in SBV which are piecewise constant on the regions in Π, and assume
u∗ ∈ SBVΠ(Ω,RL). This implies that the jump set Ju is a subset of ∪(i, j)∈EΓi j and that Ω\Ju
is a subset ∪i∈V Pi, or, in other words, the discrete partitioning by Π is able to represent the
continuous structure of u∗.
Under the above assumption we can restrict the minimization of F over all functions
u ∈ SBV (Ω,RL) to those in SBVΠ(Ω,RL) which allows to simplify Eq. (5) to a problem in
which merely the values ci inside the piecewise constant regions are the unknowns. Let us
discuss the three main components of Eq. (5) separately.
Data Term:
Considering F for any u ∈ SBVΠ(Ω,RL) allows us to rewrite the first term of Eq. (5) as
K(u) =
∫
Ω\Ju
Φ(x,u(x),∇u(x)) dx =
M
∑
i=1
∫
Pi
Φ(x,ci,0) dx =: KΠ(c) (6)
which is the discrete representation KΠ(c) :RM×L→R of this term that mere depends on the
values ci. For linear data terms such as in Eq. (2), i.e. Φ(x,u(x),∇u(x)) =∑Lk=1 fk(x)uk(x) =
fk(x)(ck)i for x ∈ Pi, this is further simplified to
KΠ(c) =
L
∑
k=1
M
∑
i=1
(ci)k
∫
Pi
fk(x) dx =
M
∑
i=1
〈ci, f˜k〉 (7)
with f˜k =
(∫
Pi fk(x)dx
)L
k=1
∈ RL.
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Figure 3: From left to right: Grid Sampling, SLIC Superpixels and L0 Cut-Pursuit. Images
from the Middlebury dataset [41]. The top row shows a fine discretization into the same
number of nodes for every method, whereas the lower row shows a coarse discretization
with the same number of nodes for every method.
Regularization Term:
For the jump regularization, we can write R(u) for any u ∈ SBVΠ(Ω,RL) as
R(u) =
∫
Ju
κ
(|u+−u−|) dHd−1 = ∑
(i, j)∈E
∫
Γi j
κ (|ci− c j|) dHd−1
= ∑
(i, j)∈E
κ (|ci− c j|)
∫
Γi j
dHd−1 = ∑
(i, j)∈E
wi j κ (|ci− c j|) =: RΠ(c)
(8)
identifying the weights wi j =
∫
Γi j dHd−1 = |Γi j|. With this weighting we can define the
weighted finite graph G= (V,E,w) as the discrete graph structure with which any continuous
function u ∈ SBVΠ(Ω,RL) can be represented. Note that if κ is the identity, then RΠ(c) is
equivalent to graph total variation of c (cf. [6, 16]).
Constraint Set:
We are further carrying a constraint set when minimizing the minimal partitions problem.
However, both constraints are pointwise and therefore straight forward to relate to constraints
on ci, i.e., the constraint set directly translates to
CΠ =
{
c
∣∣ (ci)k ∈ [0,1], L∑
k=1
(ci)k = 1,∀i
}
.
Interestingly, the above restriction from the minimization of F over SBV (Ω,RL) to its min-
imization over SBVΠ(Ω,RL) (which translates into the minimization of FΠ over c ∈ CΠ)
remains valid as long as the jump set of the true solution is a subset of the jumps in the
partition Π, independent of what exactly the "super" jump-set of Π is. Let us formalize this
result:
Proposition 1. Assume a discretization Π and its assorted partitions Pi to be given. Let u∗
be a minimizer to the continuous problem Eq. (2) for given potentials fk. If the jump-set Ju∗
of u∗ is a subset of the jump set of Π given as the boundaries ∪(i, j)∈EΓi j, then
min
u∈C
F(u) = min
c∈CΠ
FΠ(c),
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Figure 4: Illustrating the use of model-based segmentation methods: The user scribbles
different objects to be segmented (left) from which a unary data term f is generated, e.g. by
approaches like [32] or a pointwise neural network. As the unaries are insufficient for a good
segmentation (illustrated by the fact that a thresholding of the unaries shown in the middle
does not segment the background well), the proposed framework offers an efficient approach
to obtain accurate segmentations as shown on the right.
for the discrete energy FΠ = KΠ+RΠ, i.e. the continuous minimum F(u∗) is equal to the
minimum FΠ(c∗) of the discrete energy of FΠ under the constraints CΠ.
Proof. See appendix.
Proposition 1 shows that if the jump set of u∗ is contained in Pi, then the exact optimum
u∗ of the continuous problem can actually by found by computing a discrete solution c∗ of
the function FΠ numerically on a finite graph Practically however, we now need to find some
partition Π that approximates (or ideally overestimates) the true jump set Ju∗ , but consists of
a limited number of segments. On a Cartesian grid, the equivalent operation is to subsample
the image, result in the "superpixels" seen in Fig. 3 on the left, which are not well aligned
with edges in the images. However approaches such as SLIC (middle) or Cut-Pursuit (right,
in the variant of [46]) are more adept at finding a superset of candidate partitions.
4 Numerical Evaluation
This section focuses on evaluating the proposed approach. We discuss examples in seg-
mentation and stereo estimation. For segmentation we show a practical example, where the
approach is used to align the output of a pixelwise neural network. We then follow up with
a detailed comparison of graphs generated by SLIC, Cut Pursuit and subsampling.
4.1 Segmentation
Multi-label segmentation is a central application of minimal partition problems, having been
discussed in the continuous setting in works such as [11, 35] and widely studied in discrete
methods such as [5, 21]. To apply multilabel segmentation we use the model described in
Eq. (1), which can be recovered from Eq. (5) by setting κ = Id and choosing the L1 norm for
| · |, leading to an anisotropic penalty of the jumps. We solve the discrete matching on the
graph by a preconditioned primal-dual algorithm as discussed in [46]. Relaxed solutions are
matched to corresponding partitions with maximal argument.
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Figure 5: Qualitative comparison of matching quality for the example of image segmentation
from a given set of pixel features. From left to right:L0-CP graph, the SLIC graph, and a
rectangular grid (right), all with the same number of vertices. The graphs are constructed
as described in Section 3.2. The top images show the final minimal partition result. The
bottom images show the errors compared to the minimal partition computed on the full pixel
grid, where yellow marks regions that are matched differently compared to the ground truth
matching of the full image grid.
Use Case:
As one application scenario, imagine a user wants to segment an image by marking the ob-
jects to be segmented with scribbles, see Fig. 4 on the left. Once the scribbling is complete
we train a tiny pixelwise fully connected network on classifying the scribbled pixels cor-
rectly. The output of this network provides us with pixelwise features as shown in Fig. 4
in the middle. Globally matching these features with 15 labels on the full grid requires 6
GB of memory, whereas the proposed approach reduces the memory requirements to 0.2 GB
due to the graph construction and needs only 13% of computation time in total to yield the
segmentation shown in Fig. 4 on the right, which is precise enough to conduct various image
manipulations such as inserting or removing some of the bottles or fruits.
Quantitative Analysis:
To analyze a wide range of images with canonical potentials, we turn to cartooning, i.e.
multi-label segmentation with a fixed set of target colors chosen by a k-means selection.
Figure 5 visualizes the result of the minimal partition problem for our graph discretization
via L0-CP, a graph constructed via SLIC, and a subsampling of the pixel grid, all with the
same number of vertices. Checking the error maps on the bottom row of Fig. 5 we see that
both superpixel methods lead to solutions that closely match the solution at the finest level,
while the subsampling is comparatively error-prone. The L0-CP constructed discretization
outperforms the SLIC-based discretization, due to its closer adherence to image edges. Eval-
uating the gained efficiency in terms of time and in times of vertices in Fig. 6 shows that this
behavior leads to stable improvements over a wide range of graph discretization steps, energy
values can be matched very closely using the superpixel-based graph discretization. In Ta-
ble 1 we compare the three methods for three different examples. We find significant savings
in runtime and memory, while staying close to the original energy, observing that graph-
based discretization leads to a significant improvement in accuracy, compared to computing
the segmentation on a downsampled grid, and further that using the L0-CP superpixels leads
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Figure 6: Computing the minimal partition on a well chosen graph discretization is much
more efficient than computing it on the full grid. The y-axis in both plots denotes the energy
value of the ground truth solution, which is computed on the full grid. Left: Time saved vs
ground truth plotted vs the matching energy of the minimizer. Right: The number of nodes
compared to the partition energy of the minimizer.
Ex. Methods Red. Time Mem. EnergyRate Saved Offset
1
L0-CP 31% 79% 15MB 0.73%
SLIC 41% 41% 16MB 1.18%
sampling 74% 22% 32MB 5.77%
2
L0-CP 3.6% 87% 12MB 3.5%
SLIC 8.42% 87% 32MB 6.29%
sampling 8.42% 87% 27MB 13.33%
3
L0-CP 6.2% 83% 463MB 2.1%
SLIC 14% 79% 1144MB 4.43%
sampling 14% 82% 2976MB 3.79%
Table 1: Different scores for three examples. Shown are the ratio of time saved and the ratio
of energy mismatch. The baseline method (a full image grid) uses 301, 684 and 6113 MB
for each experiment.
to the most efficient final result, even though the computation of these superpixels itself takes
more time than SLIC (the time/memory to compute superpixels and construct the graph is
factored into all measurements we consider).
4.2 Stereo Matching
For the task of estimating disparities in stereo images the problem setting is different from
that of segmentation tasks. While we want to reconstruct discrete labels for segmentation the
estimated disparities between images live in a continuous range and therefore need dedicated
treatment. The binarized vector structure of discrete segmentation labels ideally has to be
translated to a continuously metricized label space. Assuming piecewise constant disparities
in natural images it is still possible to transfer the graph reduction ideas to stereo estimation
as proposed in [36] and the sublabel accurate setting of [31]. As the data term for stereo
matching can be expressed as a cost-vector defined for each pixel, we need to find a sensitive
scalar data function where superpixels can be computed to construct the graph. A natural
choice for such a function is the pixelwise minimizing argument of the data term. This is
motivated by the intuition that constant regions of pointwise minimizing disparities likely
induce constant regions of the original data term. The features fk are either given directly
as absolute pixelwise disparities, or as output of a stereo network and are then matched
globally to combinations of candidate disparities in a given range. Figure 7 (top) gives a
visual impression of the approximation behavior of the graph reduction on an exemplary
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Figure 7: Results on stereo matching baselines. Top: Comparison of full (left) and proposed
reduced (right) matching. Both methods use sublabels [31] between 32 labels. The proposed
method uses Cut-Pursuit (with parameter αc = 0.1, a higher parameter corresponds to fewer
vertices in the reduced graph) to find a reduced graph, amounting to a time reduction by a
factor of 4.8, although the matching quality is near indistinguishable. Bottom: Time reduc-
tion and energy levels for different parameters αc, showing the granular relationship between
graph reduction and difference in energy value of the matching algorithm.
stereo image. Figure 7 (bottom) visualizes the time vs. the achieved energy values of our
method compared to the full stereo matching problem. Note the scale of the x-axis. We can
easily reduce the necessary time and memory costs by using the graph-based discretization.
Despite of the significant speedup for stereo matching the proposed method still is capable
of producing visually pleasing results, as the matching is still computed with respect to all
variables, just with an optimally chosen discretization.
5 Conclusions
In this work we presented strategies for the efficient realization of convex relaxations by
directly moving from geometric properties of minimal partitions solutions to a graph-based
discretization. We prove that such a graph-based discretization can be constructed in ad-
herence to the global partitioning problem and implementing it on superpixel graphs yields
accurate and efficient solutions in practice. We further find that using a superpixel approach
that is more faithful to minimal surface energies, as the L0-Cut Pursuit algorithm leads to
more accurate solutions compared to SLIC and can be well worth the additional effort. We
believe that the proposed methodology can facilitate the use of convex relaxation methods
in practical applications, especially if input data is of high-resolution, where memory and
computation constraints made these approaches previously infeasible.
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A Proof of Proposition 1
We intend to show Proposition 1 by first showing a lemma for functionals of the form
F(u) =
∫
Ω\Ju
Φ(x,u(x),∇u(x)) dx
+
∫
Ju
κ
(|u+−u−|) |νu|dHd−1, (5)
for u ∈ SBV (Ω,RL) under constraints C given as
C =
{
u
∣∣ uk(x) ∈ [0,1], L∑
k=1
uk(x) = 1
}
.
Lemma A.1. Assume a discretization Π and its assorted partitions Pi to be given. Let u∗
be a minimizer to the continuous problem Eq. (5). If the jump-set Ju∗ of u∗ is a subset of the
jump set of Π given as the boundaries ∪(i, j)∈EΓi j, then
min
u∈C
F(u) = min
c∈CΠ
FΠ(c),
for the discrete energy FΠ = KΠ+RΠ, i.e. the continuous minimum F(u∗) is equal to the
minimum FΠ(c∗) of the discrete energy of FΠ under the constraints CΠ.
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Proof. As defined in Section 3.2 of the main paper, we consider the space SBVΠ(Ω,RL) of
functions in SBV (Ω,RL) that are piecewise-constant on partition Π. From the assumption
that Ju∗ is a subset of the jump set of Π, given by
⋃
(i, j)∈E Γi j, we deduce u∗ ∈ SBVΠ(Ω,RL).
For a partition Π define
ΞΠ = {u ∈C | u ∈ SBVΠ(Ω,RL)},
for
C =
{
u
∣∣ uk(x) ∈ [0,1], L∑
k=1
uk(x) = 1
}
.
Then Π′ ≤ Π, where "≤" refers to the partial order on partitions meaning Π′ is a finer par-
tition than Π. This implies ΞΠ ⊆ ΞΠ′ . For u ∈CΠ and the according c from Section 3.2 we
already have shown FΠ(c) = F(u).
Hence, u∗ ∈ ΞΠ allows us to write
min
c∈CΠ
FΠ (c) = min
u˜∈ΞΠ
F(u˜)
≤ F (u∗) = min
u∈C
F(u).
Equality now follows due to ΞΠ ⊆C from
min
u∈C
F(u)≤ min
u˜∈ΞΠ
F(u˜) = min
c∈CΠ
FΠ (c) .
Now we can find proposition 1 as a simply corollary. The minimal partitions problem
min
{uk}Lk=1
L
∑
k=1
∫
Ω
− fk(x)uk(x)+
∫
Ω
|Duk|, (2)
is a special case of Eq. (5) by choosing the data term via
KΠ(c) =
L
∑
k=1
M
∑
i=1
(ci)k
∫
Pi
fk(x) dx =
M
∑
i=1
〈ci, f˜k〉. (7)
and setting κ = Id for the regularization term.
Proposition 1. Assume a discretization Π and its assorted partitions Pi to be given. Let u∗
be a minimizer to the continuous problem Eq. (2) for given potentials fk. If the jump-set Ju∗
of u∗ is a subset of the jump set of Π given as the boundaries ∪(i, j)∈EΓi j, then
min
u∈C
F(u) = min
c∈CΠ
FΠ(c),
for the discrete energy FΠ = KΠ+RΠ, i.e. the continuous minimum F(u∗) is equal to the
minimum FΠ(c∗) of the discrete energy of FΠ under the constraints CΠ.
Proof. Apply Lemma A.1 to Eq. (2).
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Figure 8: Reduction of the raw image (left) to 6031 nodes in the graph structure (Right).
In the middle we reproject the graph structure onto the original image, visualizing the high
fidelity of the representation, even as the number of nodes reduces to 0.45% of the full grid.
B Algorithmic Details
For implementation reference we replicate some parts of the L0 Cut-Pursuit [22] variant of
[46] in the continuous setting.
To obtain a good trade-off between having as few segments as possible but still con-
structing a partition whose jump set is a super set of the jump set of a minimizer u∗, we
exploit a modification of the Cut-Pursuit (CP) algorithm of [22] discussed in [46]. In [22]
Landrieu and Obozinski develop an approach to solve total variation problems [8, 40] with
an alternating method solving graph cuts and reduced problems on the smaller graphs gener-
ated by these cuts. This is an efficient method with superior performance compared to more
classical optimization methods as primal-dual [9] or Douglas-Rachford [14] algorithms min-
imizing the total variation problem. The Cut-Pursuit algorithm can be further extended to a
variant minimizing the L0 norm of the graph gradient. This strategy is able to quickly re-
turn approximate solutions to partitioning problems for a relatively high number of partitions
compared to the number of potentials L we consider. The final number of partitions depends
on regularization parameters and is data-dependent. In [46] Tenbrinck et. al. modify the Cut-
Pursuit for L0 by simplifying the algorithm to alternating between a graph cut and solving
the data term separately on each generated partitions. We will denote this method as L0-Cut-
Pursuit (L0-CP). We discuss this algorithm in a continuous setting with an L2 data fidelity
term, resulting in the following alternating algorithm: For a given function uk ∈ SBV (Ω,R)
and some given data g ∈ L1(Ω,R), one step of the algorithm consists of the two alternating
optimization steps. The first one is
Bk+1 =argmin
B⊂Ω
∫
Ω
(uk(x)−g(x))1B(x) dx+αc
∫
Ω
|D1B|, (9)
where 1B denotes a characteristic function on B. This set minimization in Eq. (9) is binary
and thus globally solvable. Then compute Πk+1 as the connected components of Bk+1 and,
in a second step, find the mean over every partition,
ck+1i =
1
|Pi|
∫
Pi
g(x) dx. (10)
From the values ck+1i of the partitions Pi ∈ Πk+1, we can compute the continuous solution
via
uk+1 = ∑
Pi∈Πk+1
ck+1i 1Pi . (11)
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Algorithm 1: L0-Pursuit from [46]
Result: Discretization Π
c0←mean(g);
Π0←{Ω};
while Πk 6=Πk+1 do
Bk+1← Solve Eq. (9) for given uk;
Πk+1← connected components of Bk+1;
ck+1← Solve Eq. (10) for given Πk+1;
uk+1← Compute as in Eq. (11);
k← k+1;
end
Π←Πk+1
Note that such an algorithm operates on SBV (Ω,R) rather than SBV (Ω,RL) in order to be
much more efficient, particularly for large L. In comparison to a naive subsampling on a grid
(left) and the SLIC superpixels from [1], the L0-CP generates less uniformly-sized regions,
allowing to combine large constant regions into a single node in a graph and thus being well
suited for an efficient coarsification with accurate edges. Algorithm 1 shows the steps that
this algorithm follows for further clarification.
B.1 Implementation
On a discrete image grid generated by sensor data, Eq. (9) becomes a binary partitioning on
a discrete graph, which can be solved efficiently by a maxflow algorithm, e.g. Boykov-
Kolmogorov [5]. In the end variants, such as L1-Cut-Pursuit [22] or using a real-time
Mumford-Shah such as [43] would also be possible candidates to find a candidate parti-
tion, yet we did not find these variants to yield either sufficient speed or sufficient accuracy
around edges to be applicable - for algorithms that do not explicitly track the partitioning,
the partition also has to be computed from the final result in an additional post-processing
step.
When applying the Cut-Pursuit algorithm, we first need to consider which data will be
used for g, the input to the Cut-Pursuit algorithm. A straightforward approach is to set
g(x) = argmin
k
fk(x) (12)
for the given label potentials, but especially for segmentation, using the color or grayscale
image data directly is also reasonable under the assumption that piecewise constant objects
in the RGB image correspond belong to separate labels, as done for algorithms such as SLIC.
We have chosen the search-trees implementation of [4] to solve the discrete ver-
sion of the binary partition problem stated in Eq. (9). This can be done by reformulating
the energy into a flow-graph structure with two additional terminal nodes sink and source.
How to assign the right capacities to the edges can be taken from [22] or [46]. A significant
bottleneck of this straightforward maxflow implementation is that the computation is difficult
to parallelize. Thus, the computational time can increase drastically for very large images or
other input data. For real-time applications with access to parallelization via GPUs or CPUs
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with sufficient cores we would recommend porting the entire pipeline into a single frame-
work and using a primal dual algorithm with diagonal preconditioned stepsizes as in [33]
not only for the minimal partitions problem but also the binary cuts. Especially running both
subroutines on the GPU is potentially highly beneficial for large images. On the other hand,
solving the binary cut with a primal-dual algorithm only approximates the solution in finite
time and convergence criteria have to be chosen carefully to guarantee accurate results. In
contrast maxflow termination criteria are straightforward, which is why we focus on maxflow
in this work, aside from its applicability to weaker hardware with low specifications.
C Experimental Setup
We implement the graph-structured optimization of the convexified partition problem via a
primal-dual algorithm [9] with diagonal preconditioning [33]. The preconditioning allows us
to reconcile the step sizes of the algorithm with the varying sizes of the graph partitions. We
use the implementation of this algorithm from https://github.com/tum-vision/
prost, which conducts GPU computations with a Matlab wrapper. The L0-CP implemen-
tation is written in Matlab using just the internal maxflow implementation. For the usecase
study we use colors and coordinates as features to be classified via a 2-hidden-layer fully
network with batchnorm and ReLU activations with 6 and 12 hidden neurons. Due to the
tiny architecture and the few scribbles, the training of the network takes 18 seconds on a
Laptop CPU (without fine-tuning the hyperparameters), and inferring pixelwise unaries on
the entire 1440×1920 pixel image takes less than a second.
For the comparison of the inset table (Table 1) we consider three example images, 1.
"cedar.bmp"[49], 2. "fish.jpg"[28], 3. "bin.png"[41], computed for a multi-label segmen-
tation with L = 16 labels. Reduction Rate is the ratio between the number of segments to
the full number of nodes. Time save describes the ratio of time that was saved by the graph
discretization and Energy offset the ratio of energy mismatch. Note that we always denote
the measured the time as the sum of the time used for the reduction method and the compu-
tational time to solve the label problem.
D Superpixel-Sublabel Stereo Lifting
When using a sublabel-based stereo estimation, then attention has to be paid to the treatment
of the data term, as it does not bear the linear structure with to respect to the label coefficients
anymore and hence interferes with the direct application of the proposed graph reduction. A
closer look on the stereo problem formulation of [31] however reveals that the data term
in between two neighboring labels is formed by calculating the convex envelope over the
finitely sampled disparity costs. To be more precise, the stereo matching cost can be regarded
as a in general non-linear data term fx : RL→ R for each x ∈ Ω. It directly operates on the
lifted variable function u : Ω→ RL. The data term is then relaxed to f ∗∗x for each x. This
eventually amounts to a piecewise linear data term for each interval. Summing the data terms
over superpixels, however, even yields a tighter convex approximation as
M
∑
i=1
(∫
Pi
fxdx
)∗∗
≥
∫
Ω
f ∗∗x dx, (13)
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Figure 9: Computing the minimal partition on the graph is much more efficient than grid
subsampling or SLIC superpixels. Left: Time saved vs 100% on the full grid plotted vs
PSNR/SSIM/DICE score of the segmentation vs the full grid segmentation. Right: The
number of nodes compared also compared to the PSNR/SSIM/DICE score of the segmenta-
tion.
where the left data term is the one effectively used when applying the method from [31] to
superpixels as discussed.
E Further plots
Figure 8 shows the fidelity of the L0-Cut Pursuit representation of an RGB image. The
reduction 0.45% in comparison to the full grid is hardly noticable without zooming in. Fig-
ure 9 shows a variant of Figure 6 in the paper. We visualize PSNR / SSIM / DICE values
for the cartooning problem. These are computed by reassembling the output image from the
piecewise constant segmentation and comparing it to the input image.
