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ABSTRACT 
 
This work focuses on the improvements of the Bees Algorithm in order to enhance the 
algorithm’s performance especially in terms of convergence rate. For the first enhancement, a 
pseudo-gradient Bees Algorithm (PG-BA) compares the fitness as well as the position of 
previous and current bees so that the best bees in each patch are appropriately guided towards 
a better search direction after each consecutive cycle. This method eliminates the need to 
differentiate the objective function which is unlike the typical gradient search method. The 
improved algorithm is subjected to several numerical benchmark test functions as well as the 
training of neural network. The results from the experiments are then compared to the standard 
variant of the Bees Algorithm and other swarm intelligence procedures. The data analysis 
generally confirmed that the PG-BA is effective at speeding up the convergence time to 
optimum. 
 
Next, an approach to avoid the formation of overlapping patches is proposed. The Patch Overlap 
Avoidance Bees Algorithm (POA-BA) is designed to avoid redundancy in search area 
especially if the site is deemed unprofitable. This method is quite similar to Tabu Search (TS) 
with the POA-BA forbids the exact exploitation of previously visited solutions along with their 
corresponding neighbourhood. Patches are not allowed to intersect not just in the next 
generation but also in the current cycle. This reduces the number of patches materialise in the 
same peak (maximisation) or valley (minimisation) which ensures a thorough search of the 
ii 
 
problem landscape as bees are distributed around the scaled down area. The same benchmark 
problems as PG-BA were applied against this modified strategy to a reasonable success. 
Finally, the Bees Algorithm is revised to have the capability of locating all of the global 
optimum as well as the substantial local peaks in a single run. These multi-solutions of 
comparable fitness offers some alternatives for the decision makers to choose from. The patches 
are formed only if the bees are the fittest from different peaks by using a hill-valley mechanism 
in this so called Extended Bees Algorithm (EBA). This permits the maintenance of diversified 
solutions throughout the search process in addition to minimising the chances of getting trap. 
This version is proven beneficial when tested with numerous multimodal optimisation 
problems. 
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CHAPTER 1 
INTRODUCTION 
 
1.1 Background 
 
In today’s agile manufacturing environment, industry needs to be able to cope with rapidly 
changing markets. Optimised manufacturing systems and processes can help satisfy customers’ 
demands of low price, high quality, and customised products. In the manufacturing sector, 
optimisation problems abound in areas such as job scheduling, process planning, machine cell 
formation, and assembly line balancing. They can be categorised as discrete or combinatorial 
optimisation problems that are NP (non-deterministic polynomial-time) complete, where 
computational times would increase exponentially as the size of the problem increases. 
Decision variables in this type of instances are from a set of finite or countable infinite elements. 
Others such as optimal machining parameters, component dimensions design, and controller 
parameters, are classified in the continuous domain due to their real-number nature.  
 
For both groups, traditional optimisation methods such as Linear or Integer Programming are 
no longer sufficient in providing swift optimum results due to the complexity of problems that 
involve many dimensions, high degrees of non-linearity and severe constraints. Thus, in order 
to compete in a volatile and global world, companies have turned to Artificial Intelligence (AI) 
techniques in their decision making. One of the subsets of techniques in AI, Swarm Intelligence 
(SI), has garnered much interest in the past two decades. The success of SI can be attributed to 
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its population-based feature that imitates nature and leads to an emergent behaviour through the 
collective actions of individual agents in the swarm (Bonabeau et al., 1999). 
 
Examples of SI algorithms are the Ant Colony Optimisation (ACO) algorithm which mimics 
the food foraging behaviour of ants, Particle Swarm Optimisation (PSO) algorithm which uses 
the analogy of birds flocking, and Artificial Bee Colony (ABC) algorithm emulating the 
foraging behaviour of honeybees while searching for nectar. Another algorithm that captures 
the essence of honeybees searching for food is the Bees Algorithm.  
 
 
1.2 Motivations 
 
The Bees Algorithm was developed in 2005 by a team of researchers from Cardiff University 
(Pham et al., 2005). The algorithm combines random global search led by scout bees, and 
exploitative neighbourhood search by recruited bees. Furthermore, it has seven parameters that 
are number of random scouts, number of elite bees, number of best bees, number of foragers in 
elite sites, number of foragers in best sites, size of neighbourhood, and stagnation limit. Users 
must configure the parameters beforehand. In each iteration of the algorithm, selected random 
scouts of higher fitness (i.e. elite bees and best bees) recruit forager bees to start searching 
around the neighbourhood of the higher fitness point. In nature, this neighbourhood is 
analogous to flower patch or site. Meanwhile, unselected scouts will execute random search 
again. Bee with the most profitable fitness in each patch become scout in the next generation 
and performs bees’ recruitment. If no improvement of fitness occurs in the next cycle, the 
neighbourhood size is shrinked. The flower site is abandoned if there is still no yield in the 
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solution quality once the stagnation limit is reached. Scout bee from the abandoned patch is 
sent for random scouting. These steps are repeated until a stopping criterion is met which can 
be the maximum number of generations reached or a satisfactory solution has been found.  
 
The Bees Algorithm has been used to solve various optimisation problems such as design of 
mechanical structures, training of Artificial Neural Networks (ANNs) for pattern recognition, 
tuning of fuzzy logic controllers, insertion sequence planning in PCB assembly, and machine 
scheduling (Pham and Castellani, 2015). These attainments can be credited to the algorithm’s 
excellent behaviour in exploring landscapes with multiple hills and valleys (multimodal) as 
observed by Pham and Castellani (2009), and Tsai (2014b). Thus, it can be beneficial for 
industry to implement the Bees Algorithm as the search space of many complex real-world 
problems with continuous variables has multimodal characteristics. 
 
Considering that the algorithm is a relatively recent introduction to the optimisation area, there 
are many opportunities for further development. Although the “No Free Lunch Theorem” 
clearly indicates that that no algorithm performs better than any other when their performance 
is averaged uniformly over all possible problems (Wolpert and Macready, 1997), progress in 
this field can bring about a method that, although perhaps not the best for all applications, is 
good enough for a reasonable range of problems.  
 
The main goal of improvement is a better convergence speed. Many stochastic population-
based techniques, including the Bees Algorithm, require a long computation time when in the 
region of the global optimum due to the random search direction. Specifically, in the case of 
the Bees Algorithm, this randomness manifests itself in the arbitrary positioning of bees within 
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their neighbourhood during each cycle. Thus, one way to enhance the search rate is through 
hybridisation with gradient-based algorithms (e.g. Gradient Descent, Newton Search) which 
can discover an excellent direction by quickly following the gradient line. However, a 
disadvantage of gradient search is that the objective function needs to be differentiable (Kaveh 
and Talatahari, 2010; Geem et al., 2001). Meanwhile, integration with other meta-heuristics can 
provide some relief but it will require users to set extra control parameters too.  
 
Several studies have been carried out to automatically tune parameters of the Bees Algorithm. 
Nevertheless, most applications so far have typically adopted an exclusive parameter setting for 
each particular problem. To encourage the use of the algorithm by new and inexperienced 
persons, having a single parameter configuration that works across a range of problems would 
be desirable. In fact, an investigation performed by Crossley et al. (2013) suggested that there 
is only a slight improvement between untuned and tuned Bees Algorithm. The study 
recommended tuning the neighbourhood size if the problem space or dimensionality is large. 
However, it did not take into account the neighbourhood shrinking strategy. Besides, the 
algorithm do not memorise previous visited solutions. This contributes to the creation of patches 
at unprofitable site. Besides, if position of high quality bees is close to each other, overlapping 
patches can occur. This is a waste of resources since the bees on those patches can be redirected 
to other search area. Thus, a more effective neighbourhood search technique with the help of 
memory can enhance the algorithm’s performance. 
 
In addition, for a multimodal landscape where there exists more than one definite optimum, 
locating additional solutions can be advantageous because they can serve as alternatives if the 
others are no longer feasible to be implemented. In particular, in engineering design involving 
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shape or structural optimisation, some physical constraints such as reliability, ease of 
manufacture, and ease of maintenance are difficult to formulate in objective functions (Saveni 
et al., 1998; Qing et al., 2005; Dilettoso and Salerno, 2006). Having options enables engineers 
to select the most suitable solution based on their experiences as well as giving them a better 
understanding of the problem’s search space. Multiple solutions are also useful, for example, 
in digital image analysis where many objects need to be detected at once (Yao et al., 2005; 
Cuevas et al., 2013), in seismology where multiple fault lines have to be detected (Koper et al., 
1999), and in power distribution system where all possible leaking points need to be found 
(Delvecchio et al., 2005). Nonetheless, the standard Bees Algorithm, just like any other global 
optimisers, only converges to a single global optimum. In order to solve multimodal 
optimisation (MMO) problems, the algorithm needs to have a mechanism able to retain multiple 
solutions over generations. 
 
 
1.3 Aim and Objectives 
 
The general aim of this research is to further improve the Bees Algorithm’s ability to handle 
continuous optimisation problems. For each new strategy introduced, no additional parameter is 
needed beside the current ones, with the improvements made mainly focussed on the neighbourhood 
search.  
 
To achieve the aforementioned aim, the following objectives were set: 
i. Develop an improved Bees Algorithm with the aid of a gradient-like method to provide 
search direction for the algorithm in order to achieve faster convergence. 
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ii. Develop a strategy to avoid the formation of overlapping patches in the Bees Algorithm so 
that recruited bees are managed and distributed more efficiently. 
iii. Develop a version of the Bees Algorithm that has the ability to detect multiple global optimal 
solutions in multimodal optimisation problems. 
 
 
1.4 Research Methods 
 
The research methodology consists of: 
i. Reviewing biologically-inspired population-based optimisation algorithms with particular 
attention to swarm intelligence, and behaviour of honeybees, to identify current trends, 
research gaps, and potential solutions. 
ii. Developing the proposed algorithms using MATLAB, a readily available tool that is widely 
adopted for creating and executing software for mathematical problem solving. 
iii. Evaluating the developed algorithms on continuous mathematical benchmark problems 
encompassing various landscapes, and on the problem of training Artificial Neural Network, 
as well as comparing the results with other swarm algorithms to verify and validate the 
effectiveness of the proposed methods. For multimodal algorithms, only multimodal 
numerical functions were used for test purposes. 
iv. Analysing the statistical significance of the results using the Student’s t-test, a well-known 
tool for statistical significance testing. 
 
 
 
