Abstract. We consider distributed smooth nonconvex unconstrained optimization over networks, modeled as a connected graph. We examine the behavior of distributed gradient-based algorithms near strict saddle points. Specifically, we establish that (i) the renowned Distributed Gradient Descent (DGD) algorithm likely converges to a neighborhood of a Second-order Stationary (SoS) solution; and (ii) the more recent class of distributed algorithms based on gradient trackingimplementable also over digraphs-likely converges to exact SoS solutions, thus avoiding (strict) saddle-points. Furthermore, a convergence rate is provided for the latter class of algorithms.
1. Introduction. We consider smooth unconstrained nonconvex optimization over networks, in the following form:
where n is the number of agents in the network; and f i : R m → R is the cost function of agent i, assumed to be smooth and known only to agent i. Agents are connected through a communication network, modeled as a (possibly directed, strongly) connected graph. No specific topology is assumed for the graph (such as star or hierarchical structure). In this setting, agents seek to cooperatively solve Problem (P) by exchanging information with their immediate neighbors in the network.
Distributed nonconvex optimization in the form (P) has found a wide range of applications in several areas, including network information processing, machine learning, communications, and multi-agent control; see, e.g., [27] . For instance, this is the typical scenario of in-network data-intensive (e.g., sensor-network) applications wherein data are scattered across the agents (e.g., sensors, clouds, robots), and the sheer volume and spatial/temporal disparity of data render centralized processing and storage infeasible or inefficient. Communication networks modeled as directed graphs capture simplex communications between adjacent nodes. This is the case, e.g., in several wireless (sensor) networks wherein nodes transmit at different power and/or communication channels are not symmetric.
Main objective: We call θ a critical point of F if ∇F (θ) = 0; a critical point θ is a strict saddle of F if ∇ 2 F (θ) has at least one negative eigenvalue; and it is a Second-order Stationary (SoS) solution if ∇ 2 F (θ) is positive semidefinite. Critical points that are not minimizers are of little interest in the nonconvex setting. It is thus desirable to consider methods for (P) that are not attracted to such points. When F has a favorable structure, stronger guarantees can be claimed. For instance, a wide range of salient objective functions arising from applications in machine learning and signal processing have been shown to enjoy the so-called strict saddle property: all the critical points of F are either strict saddles or local minimizers. Examples include principal component analysis and fourth order tensor factorization [8] , lowrank matrix completion [9] , and some instances of neural networks [13] , just to name a few. In all these cases, converging to SoS solutions-and thus circumventing strict saddles-guarantees finding a local minimizer. The goal of this paper is to study second-order guarantees of existing decentralizations of the gradient algorithm for Problem (P) over undirected and directed graphs.
Literature review. Second-order guarantees of centralized gradient-based methods have been extensively studied in the literature, and briefly summarized next. Early works (e.g., [24] ) showed that the gradient descent algorithm escapes strict saddle points, provided that the direction is perturbed by unbiased noise. More recently, [12] derived the convergence rate of the noisy gradient algorithm converging to SoS solutions. In [18] , it was proved that running the gradient descent algorithm with a random initialization is sufficient to escape strict saddles. The elegant analysis of [18] , based on tools from topology of dynamical systems, has been later extended in [17] to establish second-order guarantees of a variety of first-order methods. Finally, [23] studied the behavior of some momentum-based gradient methods near strict saddle points. However, all these schemes are centralized.
A natural question is whether distributed instantiations of the gradient descent algorithm over (di-)graphs enjoy similar second-order guarantees. This paper provides a first answer to this open question. In fact, there is a rich convergence theory of distributed algorithms for convex optimization, but little is known in the nonconvex case, let alone second-order guarantees. The Distributed Gradient Descent (DGD) is among the first attempts to decentralize the gradient algorithm [21, 22] . Roughly speaking, in the DGD (and subsequent variants), the update of each agent i is a linear combination of two components: i) the gradient ∇f i evaluated at the latest agent's iterate (recall that agents do not have access to the entire gradient ∇F ); and ii) a convex combination of the current iterates of the neighbors of agent i (including agent i itself). The latter term (a.k.a. consensus step) is instrumental to enforce asymptotically an agreement among the agents' local variables. When (P) is convex, convergence of the DGD algorithm is fully understood. With a diminishing stepsize, agents' iterates converge to a consensual exact solution; if a constant step-size is used, convergence is generally faster but only to a neighborhood of the solution, and exact consensus is not achieved. When (P) is nonconvex, little is known about the convergence of the DGD algorithm. Specifically, [34] showed that, if a constant step-size is used, agents' iterates converge to a critical point of an auxiliary function [the Lyapunov function used to prove convergence-see (4.1) in Sec. 4] while reaching approximate consensus (see Theorem 4.1 in Sec. 4.1 for a formal statement of these results). Exact consensus can be achieved using a diminishing step-size. However, nothing is known about the connection of the critical points of the aforementioned auxiliary function and the critical points of F , let alone second-order guarantees.
The extension of the DGD algorithm to digraphs was proposed in [19] for convex unconstrained optimization, and later extended in [31] to nonconvex objectives. The algorithm, which combines a local gradient step with the push-sum scheme [5] , converges to an exact stationary solution of (P), when a diminishing step-size is employed; and its noisy perturbed version almost surely converges to local minimizers, provided that F does not have any saddle point [31] .
To cope with the speed-accuracy dilemma of DGD, [6, 7] proposed a new class of distributed gradient-based methods that converge to an exact consensual solution of nonconvex (constrained) problems while using a fixed step-size. The algorithmic framework, termed NEXT, introduces the idea of gradient tracking to correct the DGD direction and cancel the steady state error in it while using a fixed step-size: each agent updates its own local variables along a surrogate direction that tracks the gradient ∇F of the entire objective (the same idea was proposed independently in [33] for convex unconstrained smooth problems). The generalization of NEXT to digraphs-the SONATA algorithm-was proposed in [30, 27, 26, 29] , with [26, 29] proving convergence of the agents' iterates to consensual stationary solutions of the nonconvex problem at a sublinear rate. Extensions of the SONATA family based on different choices of the weight matrices were later introduced in [32, 25] for convex smooth unconstrained problems. Since some schemes contain others as special cases (see, e.g., [26, Sec. 5] ), hereafter we will refer collectively to this family of algorithms as Distributed Optimization with Gradient Tracking (DOGT) algorithms.
Summary of the contributions: We study second-order guarantees of the available decentralizations of the plain gradient algorithm, namely: the DGD algorithm (over undirected graphs) and the DOGT schemes (over undirected and directed graphs). For DGD employing a constant step-size, we establish the following: (i) Convergence of the iterates to a neighborhood of critical points of F , for all initializations, is proved; this complements the convergence results in [34] ; (ii) For sufficiently small step-sizes, the critical points in (i) are almost surely SoS solutions of (P), where the probability is taken over the initialization. For the DOGT algorithms using a constant step-size, our results are the following: (i) Convergence to an exact stationary solution of (P) over digraphs at a sublinear rate is proved. The analysis is based on a Lyapunov-like function that properly combines average dynamics, consensus and tracking disagreements; (ii) If F is a Kurdyka-Lojasiewicz (K L) function [16, 15] , global convergence is established (i.e., for an arbitrary starting point, the algorithm generates a sequence that converges to a critical point of F ); (iii) Convergence to exact SoS solutions of (P) over undirected graphs and over digraphs when m = 1 is proved, for almost all initializations, drawn from a suitably chosen subspace. To our knowledge these are the first guarantees proved for distributed gradient algorithms over (undirected and directed) graphs. We notice that, recently, [10] studied second-order guarantees of a primal-dual method applied to linearly constrained nonconvex problems. The scheme can be customized to Problem (P) if the graph is undirected, and thus convergence to SoS solutions follows (under a suitably chosen initialization, not discussed in [10] ). Results in [10] neither extend to the decentralized gradient algorithms studied in this paper nor to digraphs.
1.1. Notation. All vectors are denoted by bold letters and assumed to be column vectors; the tuple x = (x i ) n i=1 = (x 1 , . . . , x n ) denotes a column vector whose i-th (column) block component is x i ; V x and B(x, r) denote a neighborhood of x and the closed ball of radius r > 0 centered at x, respectively; x is called stochastic if all its components are non-negative and sum to one; and 1 is the vector of all ones (we write 1 m for the m-dimensional vector, if the dimension is not clear from the context). Given X ⊆ R m , X denotes the complement of X ; we use the shorthand [I] for the set {1, 2, . . . , I}. The set of nonnegative integers is denoted by N + . The Euclidean projection of x ∈ R m onto the convex closed set X ⊆ R m is proj X (x) arg min y∈X ||x − y||. Matrices are denoted by capital bold letters; the (i, j)-th element of A is denoted by A ij ; M m (R) is the set of all m × m real matrices; I is the identity matrix (if the dimension is not clear from the context, we write I m for the m × m identity matrix); A ≥ 0 denotes a nonnegative matrix, that is, a matrix with all the entries being nonnegative numbers; and A ≥ B stands for A − B ≥ 0. The spectrum of a square real matrix M is denoted by spec(M); its spectral radius is spradii(M) max{|λ| : λ ∈ spec(M)}; and its minimum singular value and minimum eigen value are denoted by σ min (M) and λ min (M), respectively. With a slight abuse of notation, we will use the same symbol || · || to denote vector norms in R n and their induced matrix norms. 2. Problem/network setting and distributed algorithms. 2.1. Problem/network setting. We study Problem (P) under the following blanket assumptions.
Assumption 2.1 (On Problem P). Given Problem (P), suppose that (i) Each f i : R m → R is r + 1 times continuously differentiable, for some integer r ≥ 1, and ∇f i is L i -Lipschitz continuous; (ii) F is bounded from below.
We also tacitly assume that agent i knows only its own function f i . The set of critical (a.k.a. stationary) points of F is denoted by crit F {θ : ∇F (θ) = 0}.
Network model: The network of the n agents is modeled as a (possibly) directed graph G = (V, E), where the set of vertices V = [n] coincides with the set of agents, and the set of edges E represents the agents' communication links: (i, j) ∈ E if and only if there is link directed from agent i to agent j. The in-neighborhood of agent i is defined as N in i = {j|(j, i) ∈ E} ∪ {i} and represents the set of agents that can send information to agent i (including agent i itself, for notational simplicity). The out-neighborhood of agent i is similarly defined N out i = {j|(i, j) ∈ E} ∪ {i}. When the graph is undirected, these two sets coincide and we use N i to denote the neighborhood of agent i (with a slight abuse of notation, we use the same symbol G to denote either directed or undirected graphs). Given a nonnegative matrix A ∈ R n×n , the directed graph induced by A is defined as G A = (V A , E A ), where V A [n] and (j, i) ∈ E A if and only if A ij > 0. The set of roots of all the directed spanning trees in G A is denoted by R A . We make the following blanket standard assumptions on G.
Assumption 2.2 (On the network). The graph (resp. digraph) G is connected (resp. strongly connected).
2.2. The DGD algorithm. Consider Problem (P) and assume that the network is modeled as an undirected graph G. The DGD algorithm is based on the following decentralization of the gradient algorithm. Each agent i holds a copy x i of the optimization variable θ, which is updated iteratively; its value at iteration ν is denoted by and function F c (x) = n i=1 f i (x i ), the algorithm can be written in compact form as
Different choices for R and C are possible, resulting in different existing algorithms. For instance, if R = C ∈ M n (R) are doubly-stochastic matrices compliant to the graph G, (2.2) reduces to the NEXT algorithm [6, 7] (or the one in [33] , when (P) is convex). If R and C are allowed to be time-varying (suitably chosen) (2.2) reduces to the SONATA algorithm applicable to (possibly time-varying) digraphs [30, 27, 26, 29] [or the one later proposed in [20] for strongly convex instances of (P)]. Finally, if R and C are chosen according to Assumption 2.3 below, the scheme (2.2) becomes the algorithm proposed independently in [25] and [32] , for strongly convex objectives in (P), and implementable over fixed digraphs. (i) R is nonnegative row-stochastic and R ii > 0, for all i ∈ [n];
(ii) C is nonnegative column-stochastic and C ii > 0, for all i ∈ [n]; (iii) The graphs G R and G C each contain at least one spanning tree; and
It is not difficult to check that matrices R and C above exist if and only if the digraph G is strongly connected; however, G R and G C need not be so. Several choices for such matrices are discussed in [25, 32] . Here, we only point out the following property of R and C, as a consequence of Assumption 2.3, which will be used in our analysis.
Lemma 2.4 ( [25] ). Given R and C satisfying Assumption 2.3, there exist matrix norms · R and · C such that ρ R R−1r R < 1 and ρ C C−c1 C = ρ C < 1, where r (resp. c) is the stochastic left-eigenvector (resp. right-eigenvector) of R (resp. C) associated with the eigenvalue one. Furthermore, r c > 0.
Moreover, the matrix norms || · || R and || · || C have the following properties.
Lemma 2.5. Given R and C satisfying Assumption 2.3, the vector norms induced by the matrix norms ||·|| R and ||·|| C in Lemma 2.4 can be written as ||x|| R = ||H R x|| 2 and ||x|| C = ||H C x|| 2 , respectively, where H R ∈ M m (R) and H C ∈ M m (R) are invertible matrices (dependent on R and C, respectively). Furthermore, the vectornorm functions || · || 3. DOGT Algorithms: convergence and second-order guarantees. Convergence of DOGT algorithms in the form (2.2) (with R and C satisfying Assumption 2.3) has not been studied in the literature when F is nonconvex. In this section we fill this gap and provide a full characterization of the convergence behavior of DOGT including its second order guarantees.
Subsequence convergence & rate analysis.
We begin studying asymptotic convergence; we assume m = 1 (scalar optimization variables); while this simplifies the notation, all the conclusions hold for the general case m > 1. As in [25] , define the weighted sums
where we recall that r is the Perron vector associated with
, it is not difficult to check that the following holds
where c is the Perron vector associated with C, and ζ r c > 0 (cf. Lemma 2.4).
3.1.1. Descent on F . Using the descent lemma along with (3.2) yields
Adding/subtracting suitably chosen terms we obtain 
Combining (3.3) and (3.4) yields (3.5)
where K || is a positive constant such that z a ≤ K || z b , for all z ∈ R n and a, b ∈ {2, R, C}. Note that such a constant exists, due to the equivalence of the norms (we omit their specific expression).
Bounding the consensus and gradient tracking errors. Let us bound first the consensus error
R , for arbitrary z, w ∈ R m and > 0, along with Lemma 2.4, yields (3.6)
for some positive constants K 1 , K 2 , K 3 (whose expression is omitted) and some x > 0. Similarly, the tracking error can be bounded as
for some positive constants K 4 , K 5 , K 6 (whose expression is omitted) and some y > 0.
3.1.3. Lyapunov function. Let us introduce now the candidate Lyapunov function: denoting J R 1r and J C c1 , let
C , where κ > 0 is a positive constant (to be properly chosen). Combining (3.5), (3.6), and (3.7) leads to the following descent property for L:
where
To ensureρ R < 1,ρ C < 1, and Γ > 0 in d ν , we choose the free parameters x , y , 1 , 2 , and κ as follows:
Finally, α > 0 satisfies
The descent property (3.9) readily implies the following convergence result for {L(x ν , y ν )} ν and {d ν } ν .
Lemma 3.1. In the setting above, there hold:
We end this subsection stating the following property of the Lyapunov function, which will be used later in our derivations.
are the gradient of L with respect to the first (resp. second) argument. In the setting above, there holds
for some finite M > 0.
Proof. Using Lemma 2.5, we can write (3.14)
where H C and H R are invertible matrices. Eq. (3.13) follows readily from (3.14) and the Lipschitz continuity of ∇F c .
Main result.
We can now state the main convergence result.
Theorem 3.3. Consider Problem (P), and suppose that Assumptions 2.1 and 2.2 are satisfied. Let {(x ν , y ν )} ν be the sequence generated by the DOGT Algorithm (2.2), with R and C satisfying Assumption 2.3, and α chosen according to (3.12); let {x ν } ν and {ȳ ν } ν be defined in (3.1); and let {d ν } ν be defined in (3.10). Given > 0, let
Proof. (i) follows readily from Lemma 3.1(ii).
, which together with the continuity of ∇F c , yields
. Therefore, θ ∞ ∈ crit F . Finally, (iii) follows readily from the inequality below, due to (3.9) and the definition of T :
where we used the shorthand l
Note that, as a direct consequence of Lemma 3.2, one can infer the following further property of the limit points (
3.2. Global convergence under the K L property. We now strengthen the subsequence convergence result in Theorem 3.3, proving that the sequence {x ν } ν is globally convergent to a critical point of F , under the additional assumption that F is a K L function [16, 15] . Our analysis blends the approach to centralized nonconvex optimization provided in [4] with the subsequence convergence analysis developed in the previous section. We begin introducing the definition of the K L property along with some basic facts (cf. Sec. 3.2.1); in Sec. 3.2.2, we then proceed to apply the K L property to obtain the global convergence result. Throughout the section we still assume m = 1, without loss of generality.
3.2.1. Preliminaries: K L properties and basic facts. Let U : R N → R ∪ {+∞} be a proper lower semicontinuous function; we set [a < U < b] {z ∈ R N : a < U (z) < b}. The K L property is reviewed below [16, 15] . 
, the K L inequality holds:
(b) Proper lower semicontinuous functions which satisfy the K L inequality at each point of dom ∂U are called K L functions.
A lot of functions are known to satisfy the K L property; we refer the reader to the recent work [4] (and references therein) for many specific examples of such functions.
To proceed, we make the following extra assumption on F in (P).
Since the convergence analysis in Sec. 3.1 leverages the Lyapunov function L defined in (3.8) , to build on the K L property, we need L to be a K L function. Lemma 2.5 together with Assumption 3.5 ensure L to be so.
Convergence analysis.
We begin proving the following abstract intermediate result similar to [4] , which is at the core of the subsequent analysis. Proposition 3.6. In the setting of Theorem 3.3, let L defined in (3.8) have the K L property at someź (x,ý). Denote by Vź, η, and φ : [0, η) → R + the objects appearing in Definition 3.4. Let ρ > 0 be such that B(ź, ρ) ⊆ Vź. Consider the sequence {z
, and M > 0 is defined in (3.13) (cf. Lemma 3.2). Then, {z ν } ν satisfies:
Proof. Let d ν > 0 for all integer ν ≥ 0; otherwise, {x ν } ν converges in a finite number of steps, and its limit point is x ∞ = 1θ ∞ , for some θ ∞ ∈ crit F . We first bound the "length" ν t=k z t+1 − z t . By (2.2), there holds
Using ||A|| 2 ≤ √ n||A|| ∞ and ||A|| 2 ≤ √ n||A|| 1 , with A ∈ M n (R); and ||R−I|| ∞ ≤ 2 and ||C − I|| 1 ≤ 2, we get
where L c is the Lipschitz constant of ∇F c . The above inequalities imply
where K is defined in (3.18).
We prove now the proposition, starting from statement (ii). Multiplying both sides of (3.9) by φ (l ν −ĺ) and using φ (l ν −ĺ) > 0 [due to property (iii) in Definition 3.4 and (3.16)] and the concavity of φ, yield
, the K L inequality (3.15) holds; hence, assuming z t ∈ B(ź, ρ) for all t = 0, . . . , ν, yields
which together with (3.20) and (3.13) (cf. Lemma 3.2), gives
and thus
Combining (3.22) with (3.19), we obtain
Ineq. (3.23) proves (ii) if z ν ∈ B(ź, ρ) for all ν ≥ 0, which is shown next. Now let us prove statement (i). Letting k = 0 in (3.23), by (3.17) , we obtain
Therefore, z ν ∈ B(ź, ρ), for all ν ≥ 0. We finally prove statement (iii). Inequalities (3.13) (cf. Lemma 3.2) and (3.21) imply
On the other hand, by Lemma 3.1-(i)
Roughly speaking, Proposition 3.6 states that, if the algorithm is initialized in a suitably chosen neighborhood of a point at which L satisfies the K L property, then it will converge to that point. Combining this property with the subsequence convergence proved in Theorem 3.7 we can obtain global convergence of the sequence to critical points of F , as stated next.
Theorem 3.7. Consider the setting of Theorem 3.3, and further assume that Assumption 3.5 holds. Each bounded sequence {(x ν , y ν )} ν generated by the DOGT Algorithm (2.2) converges to some (
The function L has the K L property at z ∞ ; setź = z ∞ andĺ = l ∞ ; denote by Vź, η, and φ : [0, η) → R + the objects appearing in Definition 3.4; and let ρ > 0 be such that B(ź, ρ) ⊆ Vź. By the continuity of φ and the properties above, we deduce that there exists an integer ν 0 such that i) l ν ∈ (ĺ,ĺ + η), for all ν ≥ ν 0 ; and ii) K M φ(l ν0 −ĺ) + z ν0 −ź < ρ, with K and M defined in (3.18) and (3.13), respectively. Global convergence of the sequence {z ν } ν follows by applying Proposition 3.6 to the sequence {z ν+ν0 } ν . Finally, by Lemma 3.1(ii), d
ν → 0 as ν → ∞. Invoking the continuity of ∇L and Lemma 3.2, we have
In the following theorem, we provide some convergence rate estimates. 
It is then sufficient to establish the convergence rates for the sequence {D ν } ν . By K L inequality (3.15) and (3.13), we have
The convergence rate estimates as stated in the theorem can be derived from (3.27), using the same line of analysis introduced in [3] . The remaining part of the proof is provided in Appendix A.2 for completeness.
Second-order guarantees.
We prove that the DOGT algorithm almost surely converges to SoS solutions of (P), under a suitably chosen initialization and some additional conditions on the weight matrices R and C. Following a path first established in [18] and further developed in [17] , the key to our argument for the nonconvergence to strict saddle points of F lies in formulating the DOGT algorithm as a dynamical system while leveraging an instantiation of the stable manifold theorem, as given in [17, Theorem 2] . Our analysis is organized in the following three steps: 1) Sec. 3.3.1 introduces the preparatory background; 2) Sec. 3.3.2 tailors the results of Step 1 to the DOGT algorithm; and 3) finally, Sec. 3.3.3 states our main results about convergence of the DOGT algorithm to SoS solutions of (P).
3.3.1. The stable manifold theorem and unstable fixed-points. Let g : S → S be a mapping from S to itself, where S is a manifold without boundary. Consider the dynamical system u ν+1 = g(u ν ), with u 0 ∈ S; we denote by g ν the ν-fold composition of g. Our focus is on the analysis of the trajectories of the dynamical system around the fixed points of g; in particular we are interested in the set of unstable fixed points of g. We begin introducing the following definition. Definition 3.9 (Chapter 3 of [1] ). The differential of the mapping g : S → S, denoted as Dg(u), is a linear operator from T (u) → T (g(u)), where T (u) is the tangent space of S at u ∈ S. Given a curve γ in S with γ(0) = u and
). The determinant of the linear operator det(Dg(u)) is the determinant of the matrix representing Dg(u) with respect to a standard basis. 1 We can now introduce the definition of the set of unstable fixed points of g. Definition 3.10 (Unstable fixed points). The set of unstable fixed points of g is defined as
The theorem below, which is based on the stable manifold theorem [28, Theorem III.7] , provides tools to let us connect A g with the set of limit points which {u ν } ν can escape from.
Theorem 3.11 (Theorem 2 of [17] ). Let g : S → S be a C 1 mapping and det (Dg(u)) = 0, for all u ∈ S. Then, the set of initial points that converge to an unstable fixed point (termed stable set of A g ) is zero measure in S. Therefore,
where the probability is taken over the starting point u 0 ∈ S.
3.3.2. DOGT as a dynamical system. Theorem 3.11 sets the path to the analysis of the convergence of the DOGT algorithm to SoS solutions of F : it is sufficient to describe the DOGT algorithm by a proper mapping g : S → S satisfying the assumptions in the theorem and such that the non-convergence of g ν (u 0 ), u 0 ∈ S, to A g implies the non-convergence of the DOGT algorithm to strict saddles of F .
We begin rewriting the DOGT in an equivalent and more convenient form. Define h
2) can be rewritten as
with arbitrary x 0 ∈ R m n and h 0 = 0. By Theorem 3.3, every limit point (
, for some θ ∞ ∈ crit F . We are interested in the non-convergence of (3.29) to such points whenever θ ∞ ∈ crit F is a strict saddle of F . This motivates the following definition.
Definition 3.12 (Consensual strict saddle points). Let Θ * ss = {θ * ∈ crit F : λ min (∇ 2 F (θ * )) < 0} denote the set of strict saddles of F . The set of consensual strict saddle points is defined as
Roughly speaking, U * represents the candidate set of "adversarial" limit points which any sequence generated by (3.29) should escape from. The next step is then to write (3.29) as a proper dynamical system whose mapping satisfies conditions in Theorem 3.11 and its set of unstable fixed points A g is such that U * ⊆ A g .
Identification of g and S.
Define u (x, h), where x (x 1 , . . . , x n ), h = (h 1 , . . . , h n ), and each x i , h i ∈ R m ; its value at iteration ν is denoted by u
and u 0 = (x 0 , 0). Cleary (3.31) describes the trajectory generated by the DOGT algorithm (3.29). However, the initialization imposed by the DOGT scheme leads to a g that maps R nm × {0} into R nm × R nm . We show next how to change the domain and codomain of g to a subspace S ⊆ R nm × R nm , without affecting the convergence of (3.31) to critical points of F , and consequently that of the DOGT algorithm (2.2).
Applying (3.29) telescopically to the update of the h-variables yields:
The initialization h 0 = 0 in (3.29) was meant to preserve the tracking property of the h-variables, namelyh ν = 0, for all ν ≥ 1. This property still holds if we let instead h 0 ∈ span (W C − I) (due to the column stochasticity of C). This naturally suggests the following (2n − 1)m-dimensional subspace as candidate set S:
Such an S also ensures that g : S → S. In fact, by (3.32), h ν ∈ span(W C − I), for all ν ≥ 1, provided that h 0 ∈ span (W C − I). Therefore, {g ν (u 0 )} ν ⊆ S, for all u 0 ∈ S.
Remark 3.13. The choice of the set S results in the new initialization of the DOGT iterate (3.29) , that is u 0 ∈ S. This however does not affect its convergence properties, and the conclusions in Theorem 3.7 (cf. Section 3) still hold. In fact, one can check that the proof of the theorem does not change, since the gradient tracking property,h 0 = 0 for all ν ≥ 0 [which in (3.2) readsḡ ν =ȳ ν for all ν ≥ 0], holds also under the new initialization. Note that such a new initialization can be enforced in a distributed way, with minimal coordination: first, agents choose independently a vector h −1 i ∈ R m ; then they run one step of consensus on h
i 's with weights matrix C, and set h
Equipped with the mapping g in (3.31) and S defined in (3.33), we check next that the condition in Theorem 3.11 is satisfied; we then prove that U * ⊆ A g . 1) g is a diffeomorphism: To establish this property, we add the following extra assumption on the weight matrices R and C.
Assumption 3.14. Matrices R ∈ M n (R) and C ∈ M n (R) are nonsingular.
The above condition is not particularly restrictive and it is compatible with Assumption 2.3. A rule of thumb is to choose R = (R + I)/2 and C = (C + I)/2, with R and C satisfying Assumption 2.3. The new matrices still satisfy Assumption 2.3 due to the following fact: given two nonnegative matrices A, B ∈ M n (R), if the directed graph associated with matrix A has a spanning tree and B ≥ ρA, for some ρ > 0, then the directed graph associated with matrix B has a spanning tree as well.
We build now the differential of g. Letg be a smooth extension of (3.31) to
Dg(u) is related to the differential of g by Dg(u) = Dg(u)P T (u) [2] , where P T (u) is the orthogonal projector onto T (u). Using T (u) = S, for all u ∈ S (recall that S is a linear subspace) and denoting by U h ∈ R mn×m(n−1) an orthonormal basis of span(W C − I), Dg(u) reads
Note that P S = UU . We establish next the conditions for g to be a C 1 diffeomorphism, as stated in Theorem 3.11.
Proposition 3.15. Consider the mapping g : S → S defined in (3.31), under Assumptions 2.1(i), 2.3, and 3.14, with S defined in (3.33) . If the step-size is chosen according to
where L c = L max , then det (Dg(u)) = 0, for all u ∈ S.
Proof. Since Dg(u) : S → S, it is sufficient to verify that Dg(u) is an invertible linear transformation for every u ∈ S. Using the definition of U, this is equivalent to show that U T Dg(u)U is invertible, for all u ∈ S. Invoking (3.35), U Dg(u)U reads
Since U h W C U h is non-singular, we can use the Schur complement of U Dg(u)U with respect to U h W C U h and write (3.38)
where Φ U h U h W C U h −1 U h , and S 1 and S 2 are some nonsingular matrices.
By (3.38) , it is sufficient to show that
is non-singular. Using W C − I = U h ∆, for some ∆ ∈ R m(n−1)×mn (recall that U h is an orthonormal basis of span(W C − I)), we can write (3.40)
where (a) we used the Woodbury identity of inverse matrices. Using (3.40) in (3.39), we obtain
, S is invertible, and consequently, so is U Dg(u)U.
2) The consensual strict saddle points are unstable fixed points of g (U * ⊆ A g ): First of all, note that every limit point of the sequence generated by (3.29) is a fixed point of g on S; the converse might not be true. The next result establishes the desired connection between the set A g of unstable fixed points of g (cf. Definition 3.10) and the set U * of consensual strict saddle points (cf. Definition 3.12). This will let us infer the instability of U * from that of A g .
Proposition 3.16. Suppose that Assumption 2.3 holds along with one of the following two conditions (i) The weight matrices R and C are symmetric; (ii) m = 1. Then, any consensual strict saddle point is an unstable fixed point of g, i.e.,
with A g and U * defined in (3.28) and (3.30), respectively.
Proof. Let u * ∈ U * ; u * is a fixed point of g defined in (3.31). It is thus sufficient to show that Dg(u * ) has an eigenvalue with magnitude greater than one. To do so, we begin showing that the differential Dg(u * ) ofg at u * has an eigenvalue greater than one. Using (3.34), Dg(u * ) reads
where we defined the shorthand ∇ 2 F * c
, and θ * ∈ Θ * ss . We need to prove
If |λ u | > 1, W C − λ u I is nonsingular (since spradii(C) = 1). Using the Schur complement of Dg(u * ) − λ u I with respect to W C − λ u I, we have
for someS 1 ,S 2 ∈ M 2mn (R), with det(S 1 ) = det(S 2 ) = 1. Given (3.44), (3.43) holds if and only if
Multiplying both sides of (3.45) by det(W C − λ u I) yields
Trivially Q(λ u ) > 0, if λ u 1. Therefore, to show that (3.43) holds, it is sufficient to prove that there exists some λ u > 1 such that Q(λ u ) ≤ 0. Next, we prove this result under either condition (i) or (ii).
Suppose (i) holds; R and C are symmetric. Defineυ 1 ⊗ υ, where υ is the unitary eigenvector associated with a negative eigenvalue of ∇ 2 F (θ * ), and let λ min (∇ 2 F (θ * )) = −δ; we can write
for all 1 < λ u < 1+αδ/n. By Rayleigh-Ritz theorem, T(λ u ) has a negative eigenvalue, implying that there exists some real valueλ u > 1 such that Q(λ u ) = 0. Suppose now that conditions (ii) holds; W R and W C reduce to R and C, respectively. Note that R and C are now not symmetric. Let λ u = 1 + , and consider the Taylor expansion of (3.48)
It is clear that Q(1) = 0; then, by the Jacobi's formula, we have
Expanding (3.49) yields (3.50)
wherer andc are the Perron vectors of R and C, respectively. The second equality in (3.50) is due to the following fact: a rank-(n − 1) matrix A ∈ M n (R) has rank-1 adjugate matrix adj (A) = ab , where a and b are non-zero vectors belonging to the 1-dimensional null space of A and A , respectively [11, Sec. 0.8.2]. We also havẽ ζ r c > 0, due to Lemma 2.4. Furthermore, since θ * ∈ Θ * ss , 1 ∇ 2 F * c 1 ≤ −δ, for some δ > 0, and
which implies the existence of a sufficiently small > 0 such that Q(1 + ) < 0. Consequently, there must exist someλ u > 1 such that (3.43) holds. Moreover, such λ u is a real eigenvalue of Dg(u * ). To summarize, we proved that there exists an eigenpair (λ u , v u ) of Dg(u * ), with λ u > 1. Next we show that (λ u , v u ) is also an eigenpair of Dg(u * ). Let us partition
In particular, we have (
Now, let P S be the orthogonal projection matrix onto S. Since v u ∈ S, we have
where (a) is due to Dg(u
is also an eigenpair of Dg(u * ), which completes the proof.
Remark 3.17. Note that condition (i) in Proposition 3.16 implies that that G C and G R are undirected graphs. Condition (ii) relaxes this assumption to directed network topologies when m = 1.
3.3.3. DOGT likely converges to SoS solutions of (P). Combining Theorem 3.11, Proposition 3.15, and Proposition 3.16, we can readily obtain the following second-order guarantees of the DOGT algorithms.
Theorem 3.18. Consider Problem (P), under Assumptions 2.1 and 2.2; and let {u ν (x ν , h ν )} ν be the sequence generated by the DOGT Algorithm (3.29) under the following tuning: i) the step-size α satisfies (3.12) and (3.36); the weight matrices C and R are chosen according to Assumptions 2.3 and 3.14; and the initialization is set to u 0 ∈ S, with S defined in (3.33). Furthermore, suppose that either (i) or (ii) in Proposition 3.16 holds. Then, we have
where the probability is taken over u 0 ∈ S. In addition, if F is a K L function, then {x ν } ν converges almost surely to 1 ⊗ θ ∞ at a rate determined in Theorem 3.8, where θ ∞ is a SoS solution of (P).
Note that (3.54) implies the desired second-order guarantees only when the sequence {u ν } ν convergences [i.e., the limit in (3.54) exists]; otherwise (3.54) is trivially satisfied, and some limit point of {u ν } ν can belong to U * with non-zero probability. A sufficient condition for the required global convergence of {u ν } ν is that F is a K L function, which is stated in the second part of the above theorem.
4. The DGD Algorithm: Second-order guarantees. Consider the DGD algorithm in the setting of Sec. 2.2. The iterate (2.1) can be interpreted as an instance of the gradient descent (GD) algorithm applied to L α : R nm → R, defined as
Therefore, (2.1) can also be written as
This connection has been extensively used in the literature to establish convergence of the DGD algorithm. The next section summarizes the existing results, which will be the starting point of our analysis on second-order guarantees.
Existing convergence results.
Convergence of the DGD algorithm applied to the nonconvex problem (P) has been established [34] , under the following assumption, which is slightly more restrictive than Assumption 2.1.
Assumption 2.1' (On Problem P). Given Problem (P), suppose that: (i) Assumption 2.1(i) is satisfied; and (ii) each f i is bounded from below.
The convergence properties of the DGD algorithm are summarized below. 
where σ 2 is the second largest singular value of D, and R is a universal bound of
Since (2.1) represents the gradient algorithm applied to L α , non-convergence of the DGD algorithm to strict saddle points of L α can be established by a direct application of [17, Corollary 2] to (4.2) . The following extra assumption on the weight matrix D is needed, which is similar to Assumption 3.14 for the DOGT schemes. and weight matrix D satisfying Assumption 4.2. Then, the stable set of strict saddle points of L α is zero measure in R nm . Therefore, {x ν } ν convergences almost surely to a SoS solution of L α , where the probability is taken over the random initialization x 0 ∈ R nm .
Convergence results as stated in Theorems 4.1 and 4.3 are not fully satisfactory, as they do not provide any information on the behavior of DGD near critical points of F (unless all the functions f i have the same unique minimizer), including the strict saddles of F . In the following, we fill this gap. Specifically, we first show that the DGD algorithm convergences to a(n arbitrarily small) neighborhood of the critical points of F , for sufficiently small α > 0 (cf. Section 4.2). Then, we prove that, under some further (mild) assumptions, such critical points are almost surely SoS solutions of (P), where the randomization is taken on the initial point (cf. Section 4.3).
4.2. DGD converges to a neighborhood of critical points of F . We begin introducing the definition of -critical points of F . Definition 4.4. A point θ ∈ R m such that ||∇F (θ)|| ≤ , with > 0, is called -critical point of F . Given > 0, the set of -critical points of F is denoted by crit F .
We establish next a relation between the critical points of L α and the -critical points of F .
Lemma 4.5. Consider Problem (P), under Assumptions 2.1' and 2.2. Every limit point
, which using (4.1) and the column stochasticity of D yields (1 ⊗ I) ∇F c (x ∞ ) = 0. We can then write
where in (a) we used Theorem 4.1(i). Therefore, We prove (4.3) by contradiction. Suppose
Then, one can find a sequence {q ν } ν , with
{q ν } n is bounded. Let {q tν } ν be a convergent subsequence of {q ν } ν ; its limit point q ∞ satisfies dist(q ∞ , crit F ) ≥ γ. For every givenν ∈ N, {q tν } ν eventually will belong to crit 1/ν F ∩ B(0, R), and thus q ∞ ∈ crit 1/ν F ∩ B(0, R). This means that ||∇F (q ∞ )|| ≤ 1/ν, for allν ∈ N, implying ||∇F (q ∞ )|| = 0. We thus have dist(q ∞ , crit F ) = 0, which contradicts (4.4) as q ∞ ∈ B(0, R).
Combining Lemma 4.5, Lemma 4.7 and Theorem 4.1(i), we readily obtain the desired local convergence result of the DGD algorithm, as summarized next.
Theorem 4.8. Consider the setting of Lemma 4.5 and let Assumption 4.6 hold. Then, for any > 0, there exists a sufficiently small α > 0, such that every limit point
of a bounded sequence {x ν } ν generated by the DGD algorithm with that α (or smaller), satisfies
4.3. DGD likely converges to a neighborhood of SoS solutions of F . Theorem 4.8 proves convergence of the DGD algorithm to a neighborhood of critical points of F where all agents' variables are almost consensual; however nothing is said about the second-order nature of these points. In this section, we show that in fact it is unlikely that DGD gets close to strict saddles of F .
We prove our result under the following extra assumptions.
ss is the set of strict saddle of F -see Definition 3.12). Intuition: Our path to prove almost sure convergence of the DGD algorithm to a neighborhood of SoS solutions of (P) will be derived from the non-convergence of DGD to strict saddles of L α (cf. Theorem 4.5). Roughly speaking, our idea consists in showing that wheneverx
belongs to a sufficiently small neighborhood of a strict saddle of F inside the region (4.5),
must be a strict saddle of L α . The escaping properties of DGD from strict saddles of L α will then ensure that {x ν = (1/n) n i=1 x ν i } ν unlikely gets trapped in a neighborhood of a strict saddle of F , ending thus in a neighborhood of a SoS solution of (P). Proposition 4.11 makes this argument formal; in particular, conditions (i)-(iii) identify the neighborhood of a strict saddle of F with the mentioned escaping properties.
Proposition 4.11. Consider the setting of Theorem 4.1 and further assume that Assumptions 4.9 and 4.10 hold. Let {x ν } ν be a bounded sequence generated by the DGD algorithm (2.1) such that its limit point
Proof. Given θ ∈ R m , let υ(θ) denote the unitary eigenvector of ∇ 2 F (θ) associated with the smallest eigenvalue, and defineυ(θ) 1 ⊗ υ(θ). Then, we have (4.6)
where (a) follows fromυ(θ) ∈ null(W D − I); and (b) is due to Assumption 4.9. Let us now evaluate (4.6) at some θ * as defined in condition (iii) of the proposition; using υ(θ
This, together with Theorem 4.1(ii), proves the thesis.
Invoking now Theorem 4.8, we infer that there exists a sufficiently small α > 0 such that conditions (i) and (ii) of Proposition 4.11 are always satisfied, implying that x ∞ is a strict saddle of L α if there exists a strict saddle of F "close" tox ∞ [in the sense of (iii)]. This is formally summarized next. 
To state our final result, let us introduce the following merit function: given
where X SoS denotes the set of SoS solutions of (P), andx (1/n) n i=1 x i . M (x) capture the distance of the averagex from the set of SoS solutions of (P) and well as the consensus disagreement of the agents' local variablesx i . Using Theorem 4.3 in conjunction with Corollary 4.12, we obtain our final result. Theorem 4.13. Consider Problem (P) under Assumptions 2.1', 2.2, 4.6, 4.9, and 4.10; further assume that each f i is a K L function. For every > 0, there exits a sufficiently small 0 <ᾱ < σmin(D) Lc such that
, is the limit point of the sequence {x ν } ν generated by the DGD algorithm (2.1) with α ∈ (0,ᾱ], the weight matrix D satisfying Assumption 4.2, and starting point x 0 ∈ R mn ; and the probability is taken over the initialization x 0 ∈ R nm . Furthermore, any θ * ∈ proj crit F (x ∞ ) is a SoS solution of F almost surely.
Proof. By Corollary 4.12, for sufficiently small α <ᾱ 1 , if proj crit F (x ∞ ) contains a strict saddle point of F , then x ∞ is also a strict saddle point of L α . Letᾱ 2 be such that for DGD with α <ᾱ 2 , by Theorem 4.8, every limit point x ∞ satisfies dist(x ∞ , crit F ) ≤ and x ∞ − 1 ⊗x ∞ ≤ . Consider now the DGD algorithm with α < min{ᾱ 1 ,ᾱ 2 }. Let x 0 ∈ R mn be drawn randomly from the set of probability one measure defined by Theorem 4.3 for which the algorithm converges to a SoS solution of L α . By the above properties of α, it holds that M (x ∞ ) ≤ and proj crit F (x ∞ ) must contain only SoS solutions of F . Therefore, there exists a θ * ∈ crit F such that θ * ∈ X SoS and x ∞ − θ * ≤ .
Numerical Results.
In this section we present some preliminary tests showing the behavior of DGD and DOGT algorithms around strict saddle points of a quadratic nonconvex minimization problem.
Consider the following minimization i Q i b i . The network of n agents is modeled as a ring; the weight matrix W {w ij } n i,j=1 , compliant to the graph topology, is generated doubly stochastic.
To test the escaping properties of DGD and DOGT from the strict saddle of F , we initialize the algorithms in a randomly generated neighborhood of θ * . More specifically, every agent's initial point x 0 i = θ * + x,i , i = 1, . . . , n; in addition, for the DOGT algorithm we set y In the left panel of Fig. 1 , we plot the distance of the average iteratesx ν = (1/n) n i=1 x ν i from the critical point θ * projected on the unstable manifold E u = span(u u ), where u u is the eigenvector associated with the negative eigenvalue λ m = −nδ. In the right panel, we plot x ν − θ * versus the number of iterations. All the curves are averaged over 50 independent initializations. Figure in the left panel shows that, as predicted by our theory, both algorithms almost surely escapes from the unstable subspace E u , at an indistinguishable practical rate. The right panel shows that DOGT gets closer to the strict saddle; this can be justified by the fact that, differently from DGD, DOGT exhibits exact convergence to critical points of F . which by Assumption 2.1-(ii), implies that D must be finite and {z ν } ν∈N+ converges in a finite number of iterations.
Consider ( 
with p = 
