A technique to implement error detection as part of the arithmetic coding process is described. Heuristic arguments are given to show that a small amount of extra redundancy can be very effective in detecting errors very quickly, and practical tests confirm this prediction. 
chosen method has some advantages in implementation efficiency and control of redundancy.
When arithmetic coding is implemented in practice, both encoder and decoder maintain a current interval within which all possible values of the encoded string lie. So long as no error occurs, the encoder and decoder have identical copies of the current interval after each symbol has been processed. The current interval, defined by its length AE and lower bound Ð, undergoes a reduction as each new symbol is processed. In order to use finite arithmetic (and also to allow incremental encoding and decoding), it is then expanded and the leftmost bits are passed out and transmitted by the encoder (or discarded by the decoder). Expansion takes the form of doubling the interval, after subtracting an appropriate offset. Since each doubling denotes the processing of a single output bit, this is the ideal point at which to introduce redundancy. Table 1 summarizes the procedure.
How likely it is that errors will be detected, and how long will it be before they are? It turns out that the error detection behavior depends on the details of the model used. However, we give a stochastic account of the expected behavior that turns out to be very well supported by experimental results.
Consider what happens when an error occurs in a string being decoded. It results in the wrong symbol being chosen by the decoder as the inverted bit is moved through the decoding register. (If not, the error has no effect at all.) This means that the new current interval is incorrect. We regard it as a random interval since the bit in error can be of any significance. Decoding can continue, but the input string will define a new random symbol with respect to this random coding interval, and so the process continues. However, there is now a chance that the string being decoded defines a point which is outside the current interval once it is reduced. We assume that this is a random event with probability ½ Ê.
We are interested in the expected number of bits that are processed before the string departs from the current interval, causing the error to be detected. If the reduction is performed once for each bit that is processed, this waiting time is the expected number of trials before a random event of probability ½ Ê occurs. This is distributed according to a geometric distribution whose mean and standard deviation can easily be calculated.
Choosing the reduction factor. The reduction factor Ê determines the amount of redundancy in the output, and also controls how quickly, on average, errors will be detected. Consider first how much the output is increased by multiplying the interval by Ê for each bit produced. If the current interval has length AE, the number of bits required to represent it is Á´AEµ ÐÓ ¾´AE µ. After the interval is reduced, Á´ÊAEµ Á´Êµ · Á´AEµ bits are needed to represent it.
For a typical implementation Ê will be close to one and so the extra information per bit is small.
The predicted mean time before the error is detected is ½ ´½ Êµ; 145 bits for ½± redundancy and half that number for ¾±. The values chosen in a real implementation will obviously depend on the error characteristics of the channel, but we regard these as reasonable examples.
Guaranteeing detection of single errors. In many applications, errors are expected to be independent rare events, in which case the most common kind of error is an isolated single-bit inversion.
In the scheme outlined above there is no guarantee that this will be detected, because there is always a small chance that the disturbed current interval will reunite with the correct one. This deficiency can be rectified by feeding the output bits forward using a 1-bit register, transmitting the usual output bit exclusive OR'd with the previous one. The input is fed back at the decoder to undo the effect.
Then, single bit errors are propagated indefinitely. This means that even if the erroneous current interval does reunite with its correct value, the decoder input will be complemented. The error will eventually be found with probability that increases asymptotically to one with the length of input.
This procedure also guarantees that error bursts of odd length will be detected: even-length bursts will be susceptible to the problem described above.
This idea may be exploited further by using a register with more memory. A register which simply records the previous Ò bits and feeds forward the oldest one may be used during encoding. By feeding back from such a register during decoding, any error pattern of length less than Ò would always be remembered by the register and so guarantee that the error is detected eventually. Additional properties may be obtained by including feedforward from other positions.
Protecting the end-of-file marker. Because it is usually necessary to wait for some bits to be processed before an error is detected, the last few bits of any compressed file are particularly vulnerable to undetected errors. A special EOF symbol is usually the last symbol processed during encoding, and many errors can be caught by checking that the last symbol decoded when all input bits are processed is indeed EOF. The probability of this symbol is implementation-dependent: it may be varied adaptively. Since coding terminates when it is encountered, an error may cause EOF to be recognized prematurely, truncating the decoded file with no apparent rrors. Therefore a special check symbol, with very small probability, is encoded after EOF. For example, a probability of ¾ ½ results in an additional overhead of 2 bytes. On decoding, an error is reported if the check symbol is not decoded immediately following EOF.
Empirical Tests
Experiments were conducted using a publicly available implementation of arithmetic coding ½ [2] .
To incorporate the basic checking method, just two lines of code were added to the encoder and three to the decoder. Further simple changes were required to include a check symbol for detecting early EOF symbols, and a 1-bit feedback to guarantee detection of single-bit errors. We used the simple adaptive model distributed with the software, which gives only modest compression; but it is anticipated that similar results would be obtained with any other model. 2. Whenever the current interval is doubled, replace its value by the interval with the same lower bound Ð but of length ÊAE.
The test input is a text file of
1. Define Ê as for encoding and maintain the current interval in just the same way.
2. After the current interval has been doubled and adjusted using Ê, check that the point defined by the received string lies inside the current interval. If not, an error has occurred. Table 2 : Number of bits processed before an error is detected cessed before the error is detected was counted from when the error first entered the decoding register, so there is no opportunity for it to have an effect until the next decoded symbol is calculated using the register. How long this will take depends on the model, but on average it might be around half the average log of the symbol probabilities. This adjustment further improves the agreement.
The experiment was repeated using Ê ¼ ¿½, which produced an output of 85,082 bytes or 0.998% redundancy. The result, calculated using 20,000 trials, is also shown in Table 2 . Finally, experiments were conducted with no added redundancy at all. Single-bit errors were detected with a mean waiting time of around ¾ ½ bits or 8 Kbytes. While unacceptable for most purposes, this is accomplished by a simple check during decoding without any change to the encoding procedure:
in effect, it is error detection for free and could be a useful safety net on long files.
No attempt has been made to minimize the computational overhead incurred by adding error detection; results from our implementation indicate that it adds about 20% to encoding and 25% to decoding time. It could be greatly reduced by applying the interval reduction process only periodically. For example, including a check after every tenth bit would reduce overhead to 2% or so, and the only effect on error performance would be up to ten further bits before an error is detected.
Conclusion
Error detection can be incorporated into arithmetic coding in a way that is effective and has very little impact upon performance. The probability of detecting an error is similar to that of conventional techniques such as cyclic redundancy checks. When correcting errors in a communications (as opposed to a storage) environment, the new method improves significantly upon standard checksum detection because it supplies information about the position of errors. For example, with 2% redundancy, retransmitting only 320 bits on detection of an error will be sufficient to correct it about 99% of the time.
