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Abstract
The notion of metric dimension, dim(G), of a graph G, as well as a number of
variants, is now well studied. In this paper, we begin a local analysis of this notion
by introducing cdimG(v), the connected metric dimension of G at a vertex v, which is
defined as follows: a set of vertices S of G is a resolving set if, for any pair of distinct
vertices x and y of G, there is a vertex z ∈ S such that the distance between z and x
is distinct from the distance between z and y in G. We say that a resolving set S is
connected if S induces a connected subgraph of G. Then, cdimG(v) is defined to be the
minimum of the cardinalities of all connected resolving sets which contain the vertex
v. The connected metric dimension of G, denoted by cdim(G), is min{cdimG(v) : v ∈
V (G)}. Noting that 1 ≤ dim(G) ≤ cdim(G) ≤ cdimG(v) ≤ |V (G)|−1 for any vertex v of
G, we show the existence of a pair (G, v) such that cdimG(v) takes all positive integer
values from dim(G) to |V (G)| − 1, as v varies in a fixed graph G. We characterize
graphs G and their vertices v satisfying cdimG(v) ∈ {1, |V (G)| − 1}. We show that
cdim(G) = 2 implies G is planar, whereas it is well known that there is a non-planar
graph H with dim(H) = 2. We also characterize trees and unicyclic graphs G satisfying
cdim(G) = dim(G). We show that cdim(G) − dim(G) can be arbitrarily large. We
determine cdim(G) and cdimG(v) for some classes of graphs. We further examine the
effect of vertex or edge deletion on the connected metric dimension. We conclude with
some open problems.
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1 Introduction
Let G be a finite, simple, undirected, and connected graph of order at least two with vertex set
V (G) and edge set E(G). The distance between two vertices x, y ∈ V (G), denoted by dG(x, y), is
the length of a shortest path between x and y in G, and the distance between a vertex v ∈ V (G) and
a set S ⊆ V (G), denoted by dG(v, S), is min{dG(v, x) : x ∈ S}; we drop the subscript G when no am-
biguity arises. The eccentricity, e(v), of a vertex v ∈ V (G) is max{d(v, x) : x ∈ V (G)}. The radius,
rad(G), of G is min{e(v) : v ∈ V (G)} and the diameter, diam(G), of G is max{e(v) : v ∈ V (G)};
note that rad(G) ≤ diam(G) ≤ 2rad(G). A vertex u ∈ V (G) with e(u) = rad(G) is called a central
vertex of G. The open neighborhood of a vertex v ∈ V (G) is N(v) = {u ∈ V (G) | uv ∈ E(G)}, and
its closed neighborhood is N [v] = N(v) ∪ {v}. The degree of a vertex u in G, denoted by degG(u),
is |N(u)|; an end vertex is a vertex of degree one, and a major vertex is a vertex of degree at
least three. For a fixed graph G, an end vertex ℓ is called a terminal vertex of a major vertex v
if d(ℓ, v) < d(ℓ, w) for every other major vertex w in G. The terminal degree, terG(v), of a major
vertex v is the number of terminal vertices of v in G, and an exterior major vertex is a major vertex
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that has positive terminal degree. We denote by ex(G) the number of exterior major vertices of G,
and σ(G) the number of end vertices of G. A vertex v ∈ V (G) is called a cut-vertex if G − v is
disconnected. For S ⊆ V (G), we denote by G[S] the subgraph of G induced by S. The join of two
graphs H1 and H2, denoted by H1 +H2, is the graph obtained from the disjoint union of H1 and
H2 by joining every vertex of H1 with every vertex of H2. The complement of G, denoted by G,
has vertex set V (G) = V (G) and edge set E(G) such that xy ∈ E(G) if and only if xy 6∈ E(G) for
any distinct x, y ∈ V (G). We denote by Pn, Cn,Kn,Ka,n−a, respectively, the path, the cycle, the
complete graph, and the complete bi-partite graph on n vertices.
A vertex z ∈ V (G) resolves a pair of vertices x, y ∈ V (G) if d(x, z) 6= d(y, z). For two dis-
tinct vertices x, y ∈ V (G), let R{x, y} = {z ∈ V (G) : d(x, z) 6= d(y, z)}. A set S ⊆ V (G) is a
resolving set of G if |S ∩ R{x, y}| ≥ 1 for every pair of distinct vertices x and y of G. The met-
ric dimension of G, denoted by dim(G), is the minimum cardinality of S over all resolving sets
of G. Two vertices u,w ∈ V (G) are called twin vertices if N(u) − {w} = N(w) − {u}; note that
S ∩ {u,w} 6= ∅ for any resolving set S of G. For an ordered set S = {u1, u2, . . . , uk} ⊆ V (G) of
distinct vertices, the metric code (or code, for short) of v ∈ V (G) with respect to S is the k-vector
codeS(v) = (d(v, u1), d(v, u2), . . . , d(v, uk)). The concept of metric dimension, introduced indepen-
dently by Slater [16] and by Harary and Melter [7], is now very well studied. One of the first
motivations for its study is that of robot navigation in a network modeled by a graph (see [12]).
The robot determines its location in the network by “landmarks” or transmitters placed at sites
(vertices of the graph); thus, metric dimension is the minimum number of transmitters required for
the robot to know its position at all times in the network modeled by the graph. It was noted in [6]
that determining the metric dimension of a graph is an NP-hard problem.
Now, after giving the matter mooted by the forgoing scenario some more thought, it is easy to
imagine that the more serious constraint is not the number of transmitters (markers) available to a
robot, an intruder or a virus in a computer network, or a brave landing party onto an alien spaceship
(taking inspiration from sci-fi movies), but the number of sites (vertices of the graph) that must be
consecutively visited, infected, or secured, before the entire network is in some sense “located”. For
example, take K1,3 and label its vertices by 0, 1, 2, 3, where 0 denotes the vertex of degree 3. Let
G be the graph obtained from K1,3 by replacing the edge {0, 3} by the path Pn−2. Now, a landing
party which lands on vertex 1 or 2 would need to visit only three sites to locate every site of G.
But, starting at the third end vertex, it would need to visit n− 1 sites prior to being able to do the
same. Of course, the key assumption here is that a landing party can only move from site A to site
B in one step if A and B are adjacent.
Keeping the above scenario in mind, we introduce the connected metric dimension at a vertex
of a graph and consequent notions. A resolving set S of G is called a connected resolving set of G if
G[S] is connected, and the connected metric dimension of G, denoted by cdim(G), is the minimum
cardinality of S over all connected resolving sets of G. For v ∈ V (G), we define the connected metric
dimension at v of G, denoted by cdimG(v), to be the minimum cardinality of a resolving set of G
which contains v and induces a connected subgraph of G; then cdim(G) = minv∈V (G){cdimG(v)}
for any vertex v ∈ V (G). As an analogue of eccentricity in the context of resolvability, we define
rdiam(G) = maxu∈V (G){cdimG(u)} to be the resolving diameter of G; then cdim(G) can also be
called the resolving radius, denoted by rrad(G), of G. It then follows that the resolving center of G,
denoted by RC(G), is {v ∈ V (G) : cdimG(v) = cdim(G)}, and that the resolving periphery of G,
denoted by RP (G), is {v ∈ V (G) : cdimG(v) = rdiam(G)}.
This paper is organized as follows. In section 2, we recall, for later use, some results on metric
dimension of graphs. In section 3, we obtain some results on connected metric dimension for general
graphs. For a connected graph G and for v ∈ V (G), we make useful observations involving cdim(G),
cdimG(v), and dim(G). We show that rrad(G) ≤ rdiam(G) ≤ rrad(G)+diam(G) and give an example
showing that rdiam(G)−rrad(G) can be arbitrarily large. We further characterize graphs G of order
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n ≥ 2 satisfying cdim(G) ∈ {1, n− 1} and vertices v ∈ V (G) satisfying cdimG(v) ∈ {1, n − 1}. In
section 4, we show that cdim(G) = 2 implies G is a planar graph; this is an interesting result
considering the well-known fact that dim(G) = 2 does not imply the planarity of G (see [12]). Of
course, cdim(G) = 2 is simply saying that G is resolved by {x, y} where xy ∈ E(G). We show
an example of a non-planar graph G resolved by {x, y} ⊆ V (G) such that d(x, y) = 2. For each
positive integer k ≥ 3, we construct a non-planar graph G satisfying cdim(G) = k. In section 5,
we determine cdim(G) and cdimG(v), for v ∈ V (G), when G is a tree, the Petersen graph, a wheel
graph, a bouquet of m cycles (the vertex sum of m cycles at one common vertex) for m ≥ 2, a
complete multi-partite graph, or a grid graph (the Cartesian product of two paths). In section 6, we
examine the effect of vertex or edge deletion on the connected metric dimension. In section 7, noting
that cdim(G) ≥ dim(G) and that cdim(G)−dim(G) can be arbitrarily large, we characterize graphs
G satisfying cdim(G) = dim(G) when G is a tree or a unicyclic graph. In section 8, we conclude
this paper with some open problems.
2 Preliminaries
In this section, we recall for later use some known results on metric dimension.
Theorem 2.1. [3] For a connected graph G of order n ≥ 2 and diameter d,
f(n, d) ≤ dim(G) ≤ n− d,
where f(n, d) is the least positive integer k for which k + dk ≥ n.
Theorem 2.2. [3] Let G be a connected graph of order n ≥ 2. Then
(a) dim(G) = 1 if and only if G = Pn,
(b) dim(G) = n− 1 if and only if G = Kn,
(c) for n ≥ 4, dim(G) = n− 2 if and only if G = Ks,t (s, t ≥ 1), G = Ks +Kt (s ≥ 1, t ≥ 2),or
G = Ks + (K1 ∪Kt) (s, t ≥ 1).
Theorem 2.3. [3, 12, 13] For a tree T that is not a path, dim(T ) = σ(T )− ex(T ).
Theorem 2.4. [11] For the Petersen graph P, dim(P) = 3.
Theorem 2.5. [1, 15] For n ≥ 3, let Wn = Cn +K1 be the wheel graph on n+ 1 vertices. Then
dim(Wn) =
{
3 if n ∈ {3, 6},
⌊ 2n+25 ⌋ otherwise.
Theorem 2.6. [10] For m ≥ 2, let Bm be a bouquet of m cycles with a cut-vertex (i.e., the vertex
sum of m cycles at one common vertex). If x is the number of even cycles of Bm, then
dim(Bm) =
{
m if x = 0,
m+ x− 1 if x ≥ 1.
Theorem 2.7. [14] For k ≥ 2, let G = Ka1,a2,...,ak be a complete k-partite graph of order n =∑k
i=1 ai. Let s be the number of partite sets of G consisting of exactly one element. Then
dim(G) =
{
n− k if s = 0,
n+ s− k − 1 if s 6= 0.
Proposition 2.8. [2] For the grid graph G = PsPt (s, t ≥ 2), dim(G) = 2.
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3 Some general results on connected metric dimension
In this section, we record some useful observations involving the connected metric dimension of
graphs. We observe the relation between the resolving diameter and the resolving radius of a graph.
We show the existence of a pair (G, v) such that cdimG(v) takes all positive integer values from
dim(G) to |V (G)| − 1, as v varies in a fixed graph G. We characterize pairs (G, v) for which
cdimG(v) = 1 and cdimG(v) = |V (G)| − 1, respectively. We begin with some useful observations for
general graphs. We first recall the following well-known result.
Lemma 3.1. Every connected graph of order at least two contains at least two vertices that are not
cut-vertices.
Observation 3.2. Let G be a connected graph of order n ≥ 2. Then
(a) dim(G) ≤ cdim(G) ≤ n − 1, and thus cdim(G) = 1 if and only if G = Pn, by part (a) of
Theorem 2.2;
(b) cdim(G) ≤ cdimG(v) ≤ n− 1 for any v ∈ V (G);
(c) cdim(G) = dim(G) if and only if there exists a minimum resolving set S of G such that S
induces a connected subgraph of G;
(d) if xy ∈ E(G), then |cdimG(x) − cdimG(y)| ≤ 1.
Proof. Let G be a connected graph of order n ≥ 2.
(a) Since a minimum connected resolving set of G is a resolving set of G, dim(G) ≤ cdim(G).
By Lemma 3.1, there exists u ∈ V (G) such that u is not a cut-vertex of G; then S = V (G) − {u}
forms a connected resolving set of G; thus cdim(G) ≤ n− 1.
(b) For any v ∈ V (G), cdimG(v) ≥ minu∈V (G){cdimG(u)} = cdim(G). Next, let v ∈ V (G). By
Lemma 3.1, there exist two distinct vertices, say u and w, in G that are not cut-vertices. Assume,
without loss of generality, that u 6= v, then S = V (G) − {u} is a connected resolving set at v and
thus cdimG(v) ≤ n− 1.
(c) This is immediate from the two definitions.
(d) Put the inequality as −1 ≤ cdimG(x)−cdimG(y) ≤ 1, and let xy ∈ E(G). If S is a minimum
connected resolving set of G with x ∈ S, then S ∪ {y} is a connected resolving set of G containing
y; thus cdimG(y) ≤ |S|+ 1 = cdimG(x) + 1. Swapping the roles played by x and y yields the other
inequality.
Observation 3.3. Let G be a connected, vertex-transitive graph. Then, for any v ∈ V (G),
cdimG(v) = cdim(G).
Observation 3.4. Let G be a connected graph, and let v ∈ V (G). Let C(G) be the collection of
all connected resolving sets S of G with |S| = dim(G). Then cdimG(v) = dim(G) if and only if
C(G) 6= ∅ and v ∈ S′ for some S′ ∈ C(G).
Next, we show the existence of a graph G and its vertices such that cdimG(v) takes all positive
integer values on the closed interval [dim(G), |V (G)| − 1] as v varies in G.
Proposition 3.5. There is a graph G such that, for any integer m with dim(G) ≤ m ≤ |V (G)| − 1,
there exists a vertex v ∈ V (G) satisfying cdimG(v) = m.
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Proof. For a ≥ 3 and b ≥ 1, let G = Ga,b be the graph obtained from the disjoint union of Ka and
Pb by joining an edge between a vertex of Ka and an end vertex of Pb (see Figure 1 for G6,5). Let
V (Ka) = {u0, u1, u2, . . . , ua−1} and let Pb be given by w1, w2, . . . , wb such that u0w1 ∈ E(G); note
that |V (G)| = a+ b.
First, we show that dim(G) = a − 1. Let S be any minimum resolving set of G. Since any
two vertices in ∪a−1i=1 {ui} are twin vertices, |S ∩ (∪
a−1
i=1 {ui})| ≥ a − 2. Let S
∗ = S ∩ (∪a−1i=1 {ui}). If
|S∗| = a − 2, we can assume, without loss of generality, S∗ = ∪a−2i=1 {ui}. But then codeS∗(u0) =
codeS∗(ua−1); thus dim(G) ≥ a−1. Since S = ∪
a−2
i=0 {ui} forms a resolving set of G with |S| = a−1,
we have dim(G) = a− 1.
Second, we show that cdimG(v) takes all integer values on [a − 1, a + b − 1] for some v ∈
V (G); notice that a − 1 = dim(G) and a + b − 1 = |V (G)| − 1. With S as defined, we have
cdimG(u0) = a− 1 by Observation 3.4. Further, we have cdimG(wj) = a+ j− 1 for j ∈ {1, 2, . . . , b},
since any minimum connected resolving set S′ at wj must satisfy |S′ ∩ (∪
a−1
i=0 {ui})| = a − 1 and
S′ ⊇ {w1, w2, . . . , wj−1, wj}.
u1
u2
u3
u4
u5
u0 w1 w2 w3 w4 w5
Figure 1: G6,5
Next, we consider the relation between rrad(G) and rdiam(G). For the usual eccentricity,
diam(G) ≤ 2rad(G); however, a similar relationship between resolving diameter and resolving radius
does not hold.
Proposition 3.6. For a connected graph G of order at least two,
rrad(G) ≤ rdiam(G) ≤ rrad(G) + diam(G),
where both bounds are sharp.
Proof. The lower bound is Observation 3.2(b) and follows directly from the definitions. For the
upper bound, let x, y ∈ V (G) such that cdimG(x) = rdiam(G), cdimG(y) = rrad(G), and S be a
minimum connected resolving set at y. Let y = y0, y1, . . . , yk−1, yk = x denote the vertices along a
shortest path from y to x. Then S ∪ {y1, . . . , yk−1, yk = x} is a connected resolving set at x, and
k ≤ diam(G) by definition of the diameter.
For the sharpness of the lower bound, let G be any vertex-transitive graph; then rdiam(G) =
rrad(G) by Observation 3.3.
For the sharpness of the upper bound, let G be the graph obtained from Pn−4, for n ≥ 6, by
joining an end vertex of Pn−4 to every vertex of P4 (see Figure 2). It is easy to check that {u2, u3}
forms a connected resolving set of G, and hence rrad(G) = cdim(G) = 2 by Observation 3.2(a).
Notice that diam(G) = n− 4, since ui, w1, . . . , wn−4 yield a diametral path for 1 ≤ i ≤ 4. It is also
easy to see that cdimG(wn−4) = n− 2 = rdiam(G), since w1 can not resolve ui from uj .
Remark 3.7. For a fixed graph G, rdiam(G) − rrad(G) can be arbitrarily large. Let G = Ga,b as
described in the proof of Proposition 3.5. Then rdiam(G) − rrad(G) = cdimG(wb) − cdimG(u0) =
a+ b− 1− (a− 1) = b can be arbitrarily large as b→∞.
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G:
u1
u2
u3
u4
w1 w2 w3 wn−4
Figure 2: A graph G satisfying rdiam(G) = rrad(G) + diam(G).
It is a result of Harary and Norman [8] that all central vertices of any connected graph G are
contained in a subgraph of G with no cut-vertices. Figure 3 shows that a similar result does not
hold for resolving centers.
Remark 3.8. (a) There exists a graph G such that the subgraph induced by RC(G) is not con-
nected. Let G be the graph in Figure 3, and we label each vertex v ∈ V (G) by cdimG(v); then
G[RC(G)] = 2K1,3.
(b) There exists a graph G such that any connected subgraph of G containing RC(G) contains
cut-vertices (see Figure 3).
(c) Note that RC(G) is the union of all minimum connected resolving sets of G.
(d) Let H1, H2, . . . , Hk be the k connected components of G[RC(G)], where k ≥ 1. Then, for each
i ∈ {1, 2, . . . , k}, V (Hi) forms a (not necessarily minimum) resolving set of G.
G:
3 3 3 3
3 4 4 3
3 4 4 3
Figure 3: A connected graph G such that G[RC(G)] is not connected and that any connected
subgraph of G containing RC(G) contains cut-vertices; here, each vertex v is labeled by
cdimG(v).
Next, we characterize graphs (vertices in graphs, respectively) with cdim(G) = 1 or cdim(G) =
|V (G)| − 1 (cdimG(v) = 1 or cdimG(v) = |V (G)| − 1, respectively). For 2 ≤ r ≤ n− 2, let Pr be the
path given by u1, u2, . . . , ur. Let H1 be the family of graphs (forks) obtained from a disjoint union
of Pr and Kn−r by joining ur to every vertex of Kn−r. Let H2 be the family of graphs (paddles)
obtained from a disjoint union of Pr and Kn−r by joining ur to every vertex of Kn−r; note that H2
corresponds to the family of graphs Gn−r+1,r−1 described in the proof of Proposition 3.5.
Theorem 3.9. Let G be a connected graph of order n ≥ 2, and let v ∈ V (G). Then
(a) cdimG(v) = 1 if and only if G = Pn and v is an end vertex of G,
(b) cdimG(v) = n − 1 if and only if (i) G ∈ {K2,K3} ∪ {Kn,K1,n−1}, for n ≥ 4, and v is any
vertex of G, or (ii) G = K1,2 = P3 and v is the degree-two vertex of G, or (iii) G ∈ H1 ∪H2
and v = u1.
Proof. Let G be a connected graph of order n ≥ 2, and let v ∈ V (G).
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(a) (⇐) If v is an end vertex of Pn, then {v} is a resolving set of Pn; thus, cdimG(v) = 1.
(⇒) Let cdimG(v) = 1. Then G = Pn by Theorem 2.2(a) and Observation 3.2(a)(b). If v is not
an end vertex of G = Pn, then v fails to resolve two vertices in N(v); thus cdimG(v) ≥ 2. So, v must
be an end vertex of Pn.
(b) (⇐) Case 1: G = Kn for n ≥ 2. In this case, cdim(G) = n − 1 by Theorem 2.2(b) and
Observation 3.2(a). By Observation 3.2(b), cdimG(v) = n− 1 for any v ∈ V (G).
Case 2: G = K1,n−1 for n ≥ 3. If n = 3 (i.e., G = K1,2 = P3) and v is the degree-
two vertex of G, the claim is obvious. So, let n ≥ 4. Let w be the central vertex of G and let
L = {ℓ1, ℓ2, . . . , ℓn−1} be the set of end vertices of G. Let S be any minimum resolving set of G.
Then |S ∩ L| = n − 2 = dim(G) by Theorem 2.3 and the fact that any two distinct vertices in L
are twin vertices. So, cdim(G) = n − 1: (i) cdim(G) ≥ |S| + 1 = n − 1 since G[S] is disconnected;
(ii) cdim(G) ≤ n − 1 by Observation 3.2(a). Thus, cdimG(v) = n − 1, for any v ∈ V (G), by
Observation 3.2(b).
Case 3: G ∈ H1 ∪ H2 and v = u1. Let S be any connected resolving set of G with u1 ∈ S. If
G ∈ H1, then |S∩V (Kn−r)| ≥ n−r−1 ≥ 1 since any two distinct vertices in Kn−r are twin vertices
of G and 2 ≤ r ≤ n−2; similarly, if G ∈ H2, then |S∩V (Kn−r)| ≥ n−r−1 ≥ 1 since any two distinct
vertices in Kn−r are twin vertices of G. Since u1 ∈ S and G[S] is connected, ∪ri=1{ui} ⊂ S; thus
|S| ≥ r+(n−r−1) = n−1, and hence cdimG(u1) ≥ n−1. By Observation 3.2(b), cdimG(u1) = n−1.
(⇒) Let cdimG(v) = n− 1.
Case 1: e(v) = 1. Note that degG(v) = n − 1. Suppose that G 6∈ {K2,K3} ∪ {Kn,K1,n−1};
then n ≥ 3, as G is connected. If n = 3, then G = P3 and claim (ii) of (b) follows. So let n ≥ 4;
then, excluding v, there exist three distinct vertices x, y, z such that xy ∈ E(G) and xz 6∈ E(G).
Since N [v] = V (G) and d(x, y) = 1 < d(x, z), it follows that V (G)− {y, z} is a connected resolving
set of G at v, contradicting the assumption that cdimG(v) = n− 1. (Thus, if e(v) = 1, then (i) or
(ii) of (b) holds.)
Case 2: e(v) = k ≥ 2. Let t ∈ V (G) be at distance k from v. We claim that, for every positive
integer p ∈ [1, k−1], there is exactly one vertex u ∈ V (G) with d(v, u) = p. Assume, to the contrary,
that there exists p ∈ [1, k − 1] such that there are at least two distinct vertices at distance p from v
in G, and take q to be the maximum of all such p’s. Let A = {x1, x2, . . . , xα} be all vertices in G at
distance q from v.
First, assume q ≤ k−2; note that k ≥ 3 in this case. Then there is exactly one vertex y ∈ V (G),
lying on a shortest v− t path, such that d(v, y) = q+1. Without loss of generality, let x1y ∈ E(G).
Then V (G)− {x2, t} forms a connected resolving set of G: (i) since d(v, t) = e(v), no shortest v − s
path contains t for s ∈ V (G) − {t}; (ii) for any vertex s ∈ V (G) − {x2} with 1 ≤ d(v, s) ≤ q, no
shortest v − s path contains x2; (iii) since y is the only vertex at distance q + 1 from v in G and
x1y ∈ E(G), for every s ∈ V (G) with q < d(v, s) ≤ k, there is a shortest v − s path that contains
both x1 and y, but not x2; (iv) v resolves x2 from t in G. Thus, cdimG(v) ≤ n − 2, contradicting
the assumption.
Now, let q = k − 1. If t is the only vertex at distance q + 1 = k from v such that x1 lies on
a shortest v − t path, one can show, as before, that V (G) − {x2, t} is a connected resolving set of
G, implying cdimG(v) ≤ n− 2. So, assume β ≥ 2 and let B = {z1, z2, . . . , zβ} be all vertices in G
at distance q + 1 = k from v. Let B′ be a two-element subset of B. Since V (G) − B′ induces a
connected subgraph of G, cdimG(v) ≤ n− 2 if there is an xi ∈ A which resolves the two vertices of
B′. If no vertex in A can resolve any pair of vertices in B, then B ⊆ N(xi) for each xi ∈ A; in this
case V (G)− {x1, z1} yields a connected resolving set at v.
Thus, for every positive integer p ∈ [1, k − 1], there is exactly one vertex at distance p from v,
which implies that v is an end vertex of Pk ⊂ G. Let the Pk be given by v = u1, u2, . . . , uk, and let
C = {w1, w2, . . . , wn−k} be the set of vertices at distance k from v; note that n− k ≥ 2, otherwise,
G is a path and cdimG(v) = 1 ≤ n− 2. If G[C] ∈ {Kn−k,Kn−k}, then G and v satisfy (iii) of (b).
If G[C] 6∈ {Kn−k,Kn−k}, then there are three distinct vertices x, y, and z at distance k from v such
that xy ∈ E(G) and xz 6∈ E(G). This again makes V (G) − {y, z} a connected resolving set of G,
contradicting cdimG(v) = n− 1.
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As an immediate consequence of Observation 3.2(b) and Theorem 3.9, we have the following
Corollary 3.10. Let G be a connected graph of order n ≥ 2. Then cdim(G) = n− 1 if and only if
G ∈ {K2,K3} ∪ {Kn,K1,n−1}, where n ≥ 4.
4 The planarity of G is implied by cdim(G) = 2
A graph is planar if it can be drawn in a plane without edge crossing. It is well known that
dim(G) = 2 does not imply the planarity of G (see [12]). In this section, we show that cdim(G) = 2
implies the planarity of G by exhibiting, for any integer n greater than 1, all graphs of order n
having a fixed pair of adjacent vertices as a resolving set. For each positive integer k ≥ 3, we show
the existence of a non-planar graph G with cdim(G) = k. Given that cdim(G) ≤ 2 is the same as
being able to resolve G by two adjacent vertices, we show, for contrast, a non-planar graph resolved
by two vertices at distance two from each other.
We first recall a result on the characterization of planar graphs due to Wagner [17]. For two
graphs G and H , H is called a minor of G if H can be obtained from G by vertex deletion, edge
deletion, or edge contraction.
Theorem 4.1. [17] A graph G is planar if and only if neither K5 nor K3,3 is a minor of G.
For each nonnegative integer r, we define a family Fr of obviously planar graphs on a fixed,
connected resolving set {u,w} as follows. First, let F0 = {P2}, where V (P2) = {u,w}. For r ≥ 1,
each graph G of the family Fr must satisfy the following rules:
(R1) {u,w} ⊆ V (G) ⊆ {u,w} ∪ {xa, ya, za : 1 ≤ a ≤ r}
(R2) if x1 ∈ V (G), then x1u ∈ E(G)
(R3) if z1 ∈ V (G), then z1w ∈ E(G)
(R4) if y1 ∈ V (G), then y1u, y1w ∈ E(G)
(R5) if xa ∈ V (G) for 2 ≤ a ≤ r, then xa−1 ∈ V (G) and xaxa−1 ∈ E(G)
(R6) if za ∈ V (G) for 2 ≤ a ≤ r, then za−1 ∈ V (G) and zaza−1 ∈ E(G)
(R7) if ya ∈ V (G), 2 ≤ a ≤ r, then at least one of the following must be true:
(i) xa−1, za−1 ∈ V (G) and xa−1ya, za−1ya ∈ E(G), or
(ii) ya−1 ∈ V (G) and ya−1ya ∈ E(G)
(R8) any of the edges xaya, xaza, or yaza may or may not be in E(G), for each a with 1 ≤ a ≤ r
(R9) there are no other edges in G.
Theorem 4.2. For a connected graph G, cdim(G) ≤ 2 if and only if G ∈ Fr for a nonnegative
integer r.
Proof. (⇐) Suppose G ∈ Fr for a nonnegative integer r. Let S = {u,w}. The case of r = 0
is trivial; so, let r ≥ 1. It is easy to check, based on the rules imposed on graphs in Fr, that
codeS(xa) = (a, a+1), codeS(ya) = (a, a), and codeS(za) = (a+1, a), where 1 ≤ a ≤ r . Thus, S is
a connected resolving set of G and cdim(G) ≤ 2.
(⇒) Suppose cdim(G) ≤ 2. Then there is a connected resolving set S for G satisfying |S| = 2;
put S = {u,w}. Since S is a connected resolving set, uw ∈ E(G). Let r = maxv∈V (G){min{x, y} :
codeS(v) = (x, y)}. Notice, since u and w are adjacent, that the two entries in a code for a vertex
of G can differ by at most one. Thus, the set of possible codes for vertices other than u and w are
{(a, a+ 1), (a, a), (a+ 1, a) : 1 ≤ a ≤ r}, and rule (R1) follows.
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Let xa be the vertex with code (a, a+ 1), if it exists, let ya be the vertex with code (a, a), if it
exists, and let za be the vertex with code (a+ 1, a), if it exists. Rules (R2), (R3), and (R4) follow,
since a vertex can have code (1, 2) only if it is adjacent to u and not w, code (1, 1) only if it is
adjacent to both u and w, and code (2, 1) only if it is adjacent to w and not u.
Regarding (R5), if a vertex xa has code (a, a+1), then it must be adjacent to a vertex at distance
a− 1 from u but cannot be adjacent to a vertex at distance a − 1 from w, so xa must be adjacent
to a vertex with code (a − 1, a), namely xa−1, and cannot be adjacent to ya−1 or za−1. Similarly,
(R6) follows.
Regarding (R7), if a vertex ya has code (a, a), then it must be adjacent to a vertex at distance
a− 1 from u and to a (possibly the same or different) vertex at distance a− 1 from w. So ya could
be adjacent to a vertex with code (a−1, a−1), or to two vertices with codes (a−1, a) and (a, a−1),
or to both.
If we let Sa = {xa, ya, za}, notice that edges within a set Sa do not affect the codes on the
vertices, since their distances from u and w differ by at most one. However, an edge between Sa and
Sb, where b ≥ a+ 2, would change the codes on the vertices. So, (R8) and (R9) follow.
u
w
Figure 4: A graph G with cdim(G) = 2.
So, Theorem 4.2, together with Observation 3.2(a), we have the following
Corollary 4.3. Let G be a connected graph of order n ≥ 3. Then cdim(G) = 2 if and only if G
is not a path and G ∈ Fr for some positive integer r. See Figure 4, where a solid edge must be
present whenever the two vertices incident to the solid edge are in the graph, but a dotted edge is not
necessarily present. Thus, if cdim(G) = 2, then G is planar.
Next, we show that there exists a non-planar graph G such that cdim(G) = k ≥ 3.
Remark 4.4. For an integer k ≥ 3, there exists a non-planar graph G satisfying cdim(G) = k. Let
H be a complete graph on k + 2 vertices with vertex set V (H) = ∪k+2i=1 {ui}, and let G be the graph
obtained from H by subdividing the edge u1uk+2 exactly once (see Figure 5 when k = 3). Since G
contains K5 as a minor, G is not planar by Theorem 4.1. We will show that cdim(G) = k. Let S
be any minimum resolving set of G. Then |S ∩ {u1, uk+2}| ≥ 1 since u1 and uk+2 are twin vertices
in G, and |S ∩ (∪k+1i=2 {ui})| ≥ k − 1 since any two vertices in ∪
k+1
i=2 {ui} are twin vertices in G. So,
cdim(G) ≥ dim(G) ≥ k by Observation 3.2(a). On the other hand, ∪ki=1{ui} forms a connected
resolving set of G, and thus cdim(G) ≤ k.
u3
u2
u1 u5
u4
Figure 5: A non-planar graph G with cdim(G) = 3.
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Let G be a connected graph with dim(G) = 2, and let C be the collection of all minimum
resolving sets of G. Let d := minS∈C{d(x, y) : x, y ∈ S}. Note that d = 1, equivalently cdim(G) = 2,
implies G is planar (see Corollary 4.3). Given that dim(G) = 2 does not imply planarity of G, it is
a natural question to consider values of d for which planarity of G is guaranteed. We will show that
d = 2 fails to imply planarity of G.
Remark 4.5. Let H = K3,3 such that V (H) is partitioned into two partite sets V1 = {u1, u2, u3}
and V2 = {w1, w2, w3}. Let G be the graph obtained from H by subdividing the edge u2w2 exactly
twice and subdividing the edges u3w1 and u3w2 exactly once (see Figure 6). One can easily check that
{u2, u3} forms a resolving set of G, and thus dim(G) = 2 by Theorem 2.2(a). Since dG(u2, u3) = 2
and G is not planar, d = 2 by Corollary 4.3.
u1
u2
u3
w1
w2
w3
Figure 6: A non-planar graph G with dim(G) = 2 and d = 2.
5 The connected metric dimension of some graphs
In this section, we determine cdim(G) and cdimG(v), for any v ∈ V (G), when G is a tree, the
Petersen graph, a wheel graph, a bouquet of m cycles for m ≥ 2, a complete multi-partite graph, or
a grid graph. Along the way, we show that cdim(G)− dim(G) can be arbitrarily large.
First, we consider trees. We recall some terminologies and notations. Fix a tree T . An exterior
degree-two vertex is a vertex of degree two that lies on a path from a terminal vertex to its major
vertex, and an interior degree-two vertex is a vertex of degree two such that the shortest path to
any terminal vertex includes a major vertex. Let M(T ) be the set of exterior major vertices of T .
Let M1(T ) = {w ∈ M(T ) : terT (w) = 1} and let M2(T ) = {w ∈ M(T ) : terT (w) ≥ 2}; note that
M(T ) =M1(T ) ∪M2(T ). For any vertex v ∈ M(T ), let Tv be the subtree of T induced by v and
all vertices belonging to the paths joining v with its terminal vertices. Let T1 = {Tv : v ∈ M1(T )}
and T2 = {Tv : v ∈M2(T )}, and let V (T1) = ∪T ′∈T1V (T
′) and V (T2) = ∪T ′′∈T2V (T
′′).
Theorem 5.1. [13] Let T be a tree with ex(T ) = k ≥ 1, and let v1, v2, . . . , vk be the exterior major
vertices of T . For each i (1 ≤ i ≤ k), let ℓi,1, ℓi,2, . . . , ℓi,σi be the terminal vertices of vi with
terT (vi) = σi ≥ 1, and let Pi,j be the vi − ℓi,j path, where 1 ≤ j ≤ σi. Let W ⊆ V (T ). Then W is
a minimum resolving set of T if and only if W contains exactly one vertex from each of the paths
Pi,j − vi (1 ≤ j ≤ σi and 1 ≤ i ≤ k) with exactly one exception for each i with 1 ≤ i ≤ k and W
contains no other vertices of T .
As a consequence of Theorem 5.1, we have the following
Corollary 5.2. Let T be a tree with ex(T ) = k ≥ 1, and let v1, v2, . . . , vk be the exterior major ver-
tices of T . For each i (1 ≤ i ≤ k), let terT (vi) = σi ≥ 1 and let N(vi)∩V (Tvi) = {si,1, si,2, . . . , si,σi}.
Then
(a) W ∩ {v1, v2, . . . , vk} = ∅ for any minimum resolving set W of T ;
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(b) ∪ki=1(N(vi) ∩ V (Tvi)− {si,1}) forms a minimum resolving set of T .
Now, we consider cdim(T ) and cdimT (v) for a tree T and v ∈ V (T ).
Lemma 5.3. Let T be a tree with ex(T ) = 1. Then cdim(T ) = σ(T ).
Proof. Let v be the (exterior) major vertex of T with terT (v) = σ; then σ ≥ 3. Let N(v) =
{s1, s2, . . . , sσ}. By Corollary 5.2(b) and Theorem 2.3, S = N(v)−{s1} forms a minimum resolving
set of T with |S| = σ − 1 = dim(T ). By Theorem 5.1 and Corollary 5.2(a), for any minimum
resolving set S′ of T , T [S′] is disconnected; thus cdim(T ) ≥ dim(T )+ 1 = σ(T ). On the other hand,
S∗ = N [v]−{s1} forms a connected resolving set of T with |S∗| = σ(T ), and hence cdim(T ) ≤ σ(T ).
Thus, cdim(T ) = σ(T ).
Theorem 5.4. Let T be a tree of order at least two, and let D denote the set of vertices consisting
of interior degree-two vertices and major vertices of terminal degree zero in T . Then
(a)
cdim(T ) =
{
1 if T is a path,
|D|+ σ(T ) if T is not a path;
(b) if we let Γ = ∪w∈M2(T )(N [w] ∩ V (Tw)) ∪M1(T ) ∪ D, then, for any v ∈ V (T ),
cdimT (v) =


1 if M(T ) = ∅ and v is an end vertex,
2 if M(T ) = ∅ and v is not an end vertex,
|D|+ σ(T ) if M(T ) 6= ∅ and v ∈ Γ,
|D|+ σ(T ) + d(v, u) if M(T ) 6= ∅ and v ∈ V (T1)− Γ,
|D|+ σ(T ) + d(v, u)− 1 if M(T ) 6= ∅ and v ∈ V (T2)− Γ,
where d(v, u) denotes the distance between v and its nearest major vertex u.
Proof. (a) If ex(T ) = 0, then T is a path and cdim(T ) = 1 by Observation 3.2(a). If ex(T ) = 1,
then D = ∅ and cdim(T ) = σ(T ) by Lemma 5.3. So, suppose that ex(T ) ≥ 2; let M2(T ) =
{u1, u2, . . . , uk} with terT (ui) = σi ≥ 2 and N(ui)∩ V (Tui) = {si,1, si,2, . . . , si,σi}, where 1 ≤ i ≤ k.
Let S = ∪ki=1(N(ui) ∩ V (Tui) − {si,1}). If D = ∅ and M1(T ) = ∅, then cdim(T ) = σ(T ) since
S ∪M2(T ) forms a minimum connected resolving set of T by Theorem 5.1 and Corollary 5.2. So,
suppose that D 6= ∅ or M1(T ) 6= ∅; then, for each vertex x ∈ D ∪M1(T ), there exist two distinct
vertices w1, w2 ∈ M2(T ) such that x lies on the w1 − w2 path. By Theorem 5.1 and Corollary 5.2
and the fact that T [S ∪ M2(T )] is disconnected, cdim(T ) ≥ (
∑k
i=1 terT (ui)) + |M1(T )| + |D| =
(
∑
u∈M(T ) terT (u)) + |D| = σ(T ) + |D|. On the other hand, S
′ = ∪ki=1(N [ui] ∩ V (Tui) − {si,1}) ∪
M1(T )∪D forms a connected resolving set of T with |S′| = σ(T ) + |D|, and thus cdim(T ) ≤ |S′| =
σ(T ) + |D|. In each case, cdim(T ) = σ(T ) + |D| when ex(T ) ≥ 2.
(b) Let v ∈ V (T ); then v ∈ V (T1)∪V (T2)∪D. Let C be the collection of all minimum connected
resolving sets of T .
Case 1: M(T ) = ∅. In this case, T is a path. If v is an end vertex, then cdimT (v) = 1 by
Theorem 3.9(a). If v is not an end vertex, say vw ∈ E(T ), then {v, w} forms a connected resolving
set of T , and thus cdimT (v) = 2 by Theorem 3.9(a).
Case 2: M(T ) 6= ∅. In this case, M2(T ) 6= ∅. Let M2(T ) = {w1, w2, . . . , wk} with terT (wi) =
σi ≥ 2 and N(wi) ∩ V (Twi) = {si,1, si,2, . . . , si,σi}, where 1 ≤ i ≤ k. Let S
∗ = ∪ki=1(N [wi] ∩
V (Twi)−{si,1})∪M1(T )∪D and S
′ = (S∗−∪ki=1{si,2})∪ (∪
k
j=1{sj,1}). Note that both S
∗ and S′
are connected resolving sets of T with |S∗| = |S′| = σ(T ) + |D| = cdim(T ) by Corollary 5.2 and (a)
of the present theorem; thus S∗, S′ ∈ C.
First, let v ∈ Γ; then v ∈ S∗ or v ∈ S′. Since there exists a minimum connected resolving set of
T containing v, cdimT (v) = cdim(T ) = σ(T ) + |D|.
Second, let v ∈ V (T1) − Γ; then v ∈ V (Tu) − {u} for some u ∈ M1(T ). Let Q be the u − v
path, and let R1 = S
∗ ∪ V (Q); note that S∗ ∩ V (Q) = {u}. Since R1 is a connected resolving set
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of T containing v, cdimT (v) ≤ |R1| = |S
∗|+ |V (Q)| − 1 = σ(T ) + |D|+ d(v, u). On the other hand,
d(v,R) ≥ d(v, u) for any R ∈ C, and hence cdimT (v) ≥ |S∗|+ d(v, u) = σ(T ) + |D|+ d(v, u). Thus,
cdimT (v) = σ(T ) + |D|+ d(v, u).
Third, let v ∈ V (T2)−Γ; then v ∈ V (Tu)−N [u] for some u ∈M2(T ). Let Q′ be the u− v path,
and let t ∈ N(u) ∩ V (Tu) lie on the u − v path. Let S ∈ C with |S| = cdim(T ) such that t ∈ S.
Let R2 = S ∪ V (Q′); then S ∩ V (Q′) = {u, t}. Since R2 is a connected resolving set of T containing
v, cdimT (v) ≤ |R2| = |S| + |V (Q′)| − 2 = σ(T ) + |D| + d(v, u) − 1. On the other hand, d(v,R) ≥
d(v, t) = d(v, u)−1 for any R ∈ C, and hence cdimT (v) ≥ |S|+d(v, u)−1 = σ(T )+ |D|+d(v, u)−1.
Thus, cdimT (v) = σ(T ) + |D|+ d(v, u)− 1.
Next, we consider the Petersen graph.
u1
u2
u3 u4
u5
w1
w2
w3
w4
w5
Figure 7: The Petersen graph P and its labeling.
Proposition 5.5. Let P be the Petersen graph. Then cdim(P) = 4 = cdimP(v) for any v ∈ V (P).
Proof. Let P be the Petersen graph with its labeling as in Figure 7. We note that P is vertex-
transitive and edge-transitive (see [9]); thus, cdim(P) = cdimP(v), for any v ∈ V (P), by Observa-
tion 3.3. By Theorem 2.4 and Observation 3.2(a), cdim(P) ≥ dim(P) = 3. Since {u1, w1, w4, w2}
forms a connected resolving set of P , cdim(P) ≤ 4. We will show that cdim(P) ≥ 4. Assume,
to the contrary, that cdim(P) = 3. For any minimum connected resolving set S of P , we may
assume that X = {u1, w1} ⊂ S by edge-transitivity of P . Then codeX(u3) = codeX(u4) =
codeX(w2) = codeX(w5). Since diam(P) = 2, any vertex in V (P) − X can distinguish at most
three vertices of {u3, u4, w2, w5} by distances; thus cdim(P) 6= 3. Therefore, by Observation 3.3,
cdim(P) = 4 = cdimP(v) for any v ∈ V (P).
Porism 5.6. If B is a minimum resolving set of the Petersen graph P, then P [B] is an empty graph.
Next, we consider wheel graphs. We begin by recalling the following
Observation 5.7. [1] For n ≥ 7, let Wn be the wheel graph on n+1 vertices, and let w be the central
vertex of Wn. Then, for any minimum resolving set S of Wn, w 6∈ S and G[S] is disconnected.
Proposition 5.8. For n ≥ 3, let Wn be the wheel graph on n+ 1 vertices, and let w be the central
vertex of Wn. Then, for any v ∈ V (Wn),
(a) cdim(W3) = 3 = cdimW3(v);
(b) for n ∈ {4, 5}, cdim(Wn) = 2 = cdimWn(v) for v 6= w, and cdimWn(w) = 3;
(c) for n ≥ 6, cdim(Wn) = ⌊
2n+2
5 ⌋+ 1 = cdimWn(v).
Proof. LetWn = Cn+K1 be the wheel graph on n+1 vertices, where Cn is given by u1, u2, . . . , un, u1
and w is the central vertex of Wn; note that the vertices on the Cn belong to the same orbit under
the automorphism group of Wn. Let S be an arbitrary minimum resolving set of Wn.
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First, let n = 3; then W3 = K4. By Observation 3.3 and Theorem 3.9(b), cdim(W3) = 3 =
cdimW3(v) for any vertex v ∈ V (W3).
Second, let n ∈ {4, 5}; then dim(Wn) = 2 by Theorem 2.5. So, w 6∈ S. Since S′ = {u1, u2}
forms a minimum connected resolving set of Wn, cdim(Wn) = 2 = cdimWn(v) for v 6= w and
cdimWn(w) = 3.
Third, let n = 6; then dim(W6) = 3 by Theorem 2.5. Since both S1 = {u1, u2, u3} and
S2 = {u1, w, u3} form minimum connected resolving sets of W6, cdim(W6) = 3 = cdimW6(v) for any
v ∈ V (W6) by Observations 3.2(c) and 3.4.
Next, let n ≥ 7. By Observation 5.7, w 6∈ S and G[S] is disconnected; thus, cdim(Wn) ≥
dim(Wn) + 1 = ⌊
2n+2
5 ⌋+ 1 by Theorem 2.5. On the other hand, S
∗ = S ∪ {w} forms a connected
resolving set ofWn, and thus cdim(Wn) ≤ |S∗| = |S|+1 = ⌊
2n+2
5 ⌋+1. So, cdim(Wn) = ⌊
2n+2
5 ⌋+1 =
cdimWn(v) for any v ∈ V (Wn).
Next, we consider a bouquet of cycles. Throughout this section, let Bm be a bouquet of m cycles
(i.e., the vertex sum of m cycles at one common vertex), where m ≥ 2, and let w be the cut-vertex
of Bm. Let C
1, C2, . . . , Cm be the m cycles of Bm. For each i ∈ {1, 2, . . . ,m}, let P i = Ci −w and
let N(w) ∩ V (P i) = {ui,1, u
′
i,1}.
Lemma 5.9. [10] Let S be any resolving set of Bm. Then
(a) for each i ∈ {1, 2, . . . ,m}, |S ∩ V (P i)| ≥ 1;
(b) for any two distinct even cycles Ci and Cj of Bm, |S ∩ (V (P i) ∪ V (P j))| ≥ 3.
Based on Theorem 2.6 and Lemma 5.9, we have the following
Observation 5.10. Let w be the cut-vertex of Bm. Then
(a) for any minimum resolving set S of Bm, w 6∈ S;
(b) for any minimum connected resolving set Sc of Bm, w ∈ Sc.
Lemma 5.11. Let Sc be any minimum connected resolving set of Bm. Then
(a) for each i ∈ {1, 2, . . . ,m}, |Sc ∩ V (P i)| ≥ 1;
(b) for any two distinct cycles Ci and Cj of length at least four in Bm, |Sc∩(V (P i)∪V (P j))| ≥ 3.
Proof. (a) If |Sc∩V (P i)| = 0 for some i ∈ {1, 2, . . . ,m}, then codeSc(ui,1) = codeSc(u
′
i,1), contradict-
ing the assumption that Sc is a resolving set of Bm. So, |Sc ∩ V (P i)| ≥ 1 for each i ∈ {1, 2, . . . ,m}.
(b) Let Ci and Cj be two distinct cycles of length at least four in Bm. Assume, to the contrary,
that |Sc ∩ (V (P i) ∪ V (P j))| ≤ 2. By (a) of the current lemma, we have |Sc ∩ V (P i)| = 1 and
|Sc ∩ V (P j)| = 1. Notice w ∈ Sc. By the connectedness of Bm[Sc], we may assume, without loss
of generality, that Sc ∩ V (P i) = {ui,1} and Sc ∩ V (P j) = {uj,1}. Then codeSc(u
′
i,1) = codeSc(u
′
j,1)
contradicting the assumption that Sc is a resolving set of Bm. Thus, |Sc∩(V (P i)∪V (P j))| ≥ 3.
Proposition 5.12. Let b be the number of the cycles isomorphic to C3 in Bm. Then
cdim(Bm) =
{
m+ 1 if b = m,
2m− b if b 6= m.
Proof. Let w be the cut-vertex of Bm for m ≥ 2. Let C1, C2, . . . , Cb be the cycles isomorphic to
C3, and let C
b+1, Cb+2, . . . , Cm be the cycles of length at least four in Bm; let b = 0 if each cycle of
Bm is of length at least four, and let b = m if each cycle of Bm is isomorphic to C3.
Case 1: b = m. By Observation 5.10(b) and Lemma 5.11(a), cdim(Bm) ≥ m + 1. Since
{w} ∪ (∪mi=1{ui,1}) forms a connected resolving set of Bm, cdim(Bm) ≤ m+ 1. Thus, cdim(Bm) =
13
m+ 1.
Case 2: b < m. First, we make the following
Claim. R = (∪bi=1{ui,1}) ∪ (∪
m−1
i=b+1{ui,1, u
′
i,1}) ∪ {w, um,1} forms a connected resolving set of
Bm with |R| = 2m− b; thus cdim(Bm) ≤ 2m− b.
Proof. Since Bm[R] is connected, it suffices to show that R is a resolving set of Bm. Let x and
y be two distinct vertices in Bm. If x, y ∈ V (C
i) for some i ∈ {1, 2, . . . ,m}, then R∩V (Ci) resolves
x and y, since R ∩ V (Ci) contains two adjacent vertices of Ci. So, suppose that x ∈ V (P i) and
y ∈ V (P j) for i 6= j. If d(w, x) 6= d(w, y), then w ∈ R resolves x and y. So, let d(w, x) = d(w, y).
If Ci or Cj is isomorphic to C3, say the former, then d(ui,1, x) ≤ 1 < 2 ≤ d(ui,1, y). If neither
Ci nor Cj is isomorphic to C3, then |R ∩ V (P i)| = 2 or |R ∩ V (P j)| = 2, say the former, i.e.,
R ∩ V (P i) = {ui,1, u′i,1}. We may assume that ui,1 lies on the w − x geodesic by a relabeling of the
vertices if necessary. Then d(ui,1, x) = d(w, x) − 1 < d(w, x) + 1 = d(ui,1, y). 
Second, we will show that cdim(Bm) ≥ 2m− b. If b = m− 1, then cdim(Bm) ≥ m+1 = 2m− b
by Observation 5.10(b) and Lemma 5.11(a). If b ≤ m− 2, i.e., there are at least two cycles of length
at least four in Bm, then cdim(Bm) ≥ b + 2(m − 1 − b) + 1 + 1 = 2m − b by Observation 5.10(b)
and Lemma 5.11.
If every cycle in Bm is isomorphic to C3, then N [w] = V (Bm). Also, for x ∈ V (P i) with
d(x,w) < diam(Ci), if y ∈ N(w) and y does not lie on a w − x geodesic, then d(x, y) = d(x,w) + 1.
These observations, together with the proof of Proposition 5.12, yield the following
Corollary 5.13. Let w be the cut-vertex of Bm for m ≥ 2, and let b be the number of the cycles
isomorphic to C3 in Bm. For each j ∈ {1, 2, . . . ,m}, let Γj = V (Cj)−N [w] and Dj = {v ∈ V (Cj) :
d(v, w) = diam(Cj)}. Let v ∈ V (Ci) ⊂ V (Bm) for some i ∈ {1, 2, . . . ,m}. Then
cdimBm(v) =


cdim(Bm) if v ∈ N [w],
cdim(Bm) + d(v, w) − 1 if v ∈ Γi and b = m− 1, or v ∈ Γi −Di and b ≤ m− 2,
cdim(Bm) + d(v, w) − 2 if v ∈ Γi ∩Di and b ≤ m− 2.
Remark 5.14. There exists a non vertex-transitive graph that satisfies cdimG(v) = cdim(G) for any
vertex v ∈ V (G). Let Bm be the bouquet of m cycles such that each cycle is isomorphic to C3 (see
Figure 8 for B4 with C
i = C3 for each i ∈ {1, 2, 3, 4}). By Corollary 5.13, cdimBm(v) = cdim(Bm)
for any v ∈ V (Bm).
Figure 8: B4 with C
i = C3 for each i ∈ {1, 2, 3, 4}.
Remark 5.15. For each integer k ≥ 1, there exists a graph G such that cdim(G)−dim(G) = k. Let
G be a bouquet of k + 1 cycles consisting of one cycle that is isomorphic to C3 and k odd cycles of
length at least five. Then cdim(G) = 2k+1 by Proposition 5.12 and dim(G) = k+1 by Theorem 2.6.
So, cdim(G)− dim(G) = k, which can be arbitrarily large as k →∞.
Next, we consider complete multi-partite graphs.
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Proposition 5.16. For k ≥ 2, let G = Ka1,a2,...,ak be a complete k-partite graph of order n =∑k
i=1 ai ≥ 4, and let s be the number of partite sets of G consisting of exactly one element. Then
(a) cdim(G) =


n− 1 if s = 1 and k = 2,
dim(G) = n− k if s = 0,
dim(G) = n+ s− k − 1 otherwise;
(b) let V (G) be partitioned by V1, V2, . . . , Vk such that |Vi| = ai, 1 ≤ i ≤ k, and a1 ≤ a2 ≤ . . . ≤ ak;
then, for v ∈ V (G),
cdimG(v) =
{
cdim(G) + 1 if s = 1, k ≥ 3, and v ∈ V1,
cdim(G) otherwise.
Proof. Let V (G) be partitioned according to part (b) of the statement, and let Vi = {wi,1, wi,2, . . . , wi,ai}.
(a) First, let s = 0; then ai ≥ 2 for each i ∈ {1, 2, . . . , k}. Notice S = ∪ki=1(Vi − {wi,1})
forms a connected resolving set of G. Since |S| = n − k = dim(G) by Theorem 2.7, it follows by
Observation 3.2(a) that cdim(G) = dim(G).
Second, if s = 1 and k = 2, then G is a tree with ex(G) = 1, since n ≥ 4. Thus, we have
cdim(G) = n− 1 by Lemma 5.3. If s = 1 and k ≥ 3, then S = ∪ki=1(Vi−{wi,1}) = ∪
k
i=2(Vi−{wi,1})
forms a connected resolving set of G. Since |S| = n − k = dim(G) by Theorem 2.7, it follows by
Observation 3.2(a) that cdim(G) = dim(G).
Third, let s ≥ 2. Then, S = (∪si=2Vi)∪ (∪
k
j=s+1(Vj −{wj,1})) forms a connected resolving set of
G. Since |S| = (s− 1) +
∑k
j=s+1(aj − 1) = (s− 1) +
∑k
j=1(aj − 1) = (s− 1) + (n− k) = dim(G) by
Theorem 2.7, it follows by Observation 3.2(a) that cdim(G) = dim(G).
(b) Let v ∈ V (G). Let S be an arbitrary minimum connected resolving set of G. Notice that
all vertices of each Vi are equivalent with respect to inclusion in S by virtue of the actions of the
automorphism group on G.
First, let s = 1 and k = 2, or s = 0. Then S ∩ Vi 6= ∅ for each i, and we may assume that v ∈ S.
Thus, cdimG(v) = |S| = cdim(G).
Second, let s = 1 and k ≥ 3. Notice, in this case, S ∩ V1 = ∅ and S ∩ Vi 6= ∅ for i > 1. Thus, if
v /∈ V1, then cdimG(v) = cdim(G). Since G[S ∪ V1] is connected, cdimG(v) = cdim(G) + 1 if v ∈ V1.
Third, let s ≥ 2. In this case, all vertices in ∪si=1Vi are equivalent with respect to inclusion in S
by virtue of the actions of the automorphism group on G. Further, we have S ∩ (∪si=1Vi) 6= ∅ and
S ∩ Vj 6= ∅ for each j > s. Thus cdimG(v) = |S| = cdim(G).
Next, we consider grid graphs (the Cartesian product of two paths). The Cartesian product of
two graphs G and H , denoted by GH , is the graph with the vertex set V (G) × V (H) such that
(u,w) is adjacent to (u′, w′) if and only if either u = u′ and ww′ ∈ E(H), or w = w′ and uu′ ∈ E(G).
See Figure 9 for the labeling of P7P4.
Lemma 5.17. For s, t ≥ 2, let G = PsPt be the grid graph with labeling as in Figure 9. Let S1 =
{(u1, w1), (u1, wt)}, S2 = {(u1, w1), (us, w1)}, S3 = {(u1, wt), (us, wt)}, and S4 = {(us, w1), (us, wt)}.
Then S is a minimum resolving set of G if and only if S = Si for some i ∈ {1, 2, 3, 4}.
Proof. (⇐) We will show that S1 forms a minimum resolving set of G. Let v1 = (ua, wb) and
v2 = (uc, wd) be two distinct vertices in G. Note that d((u1, w1), (ua, wb)) = a − 1 + b − 1,
d((u1, w1), (uc, wd)) = c− 1 + d− 1, d((u1, wt), (ua, wb)) = a− 1 + t− b, and d((u1, wt), (uc, wd)) =
c − 1 + t − d. So, (u1, w1) resolves v1 and v2 if a + b 6= c + d, and (u1, wt) resolves v1 and v2 if
a−b 6= c−d. If no vertex in S1 resolves v1 and v2, then a+b = c+d and a−b = c−d, which implies
a = c and b = d, contradicting the assumption that v1 6= v2. Thus, S1 is a minimum resolving set of
G with |S1| = 2 = dim(G) by Proposition 2.8. Similarly, one can easily show that Si, i ∈ {2, 3, 4},
forms a minimum resolving set of G.
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Figure 9: Labeling of P7P4.
(⇒) Let S = {S1, S2, S3, S4}. Let R = {(ua, wb), (ux, wy)} 6∈ S with |R| = 2. We will show
that R is not a minimum resolving set of G.
Case 1: a = x. Without loss of generality, let b < y.
First, let R ∩ Si 6= ∅ for some i ∈ {1, 2, 3, 4}, say R ∩ S1 6= ∅, without loss of generality (other
cases can be handled similarly). If a = 1 and b = 1, then codeR((u1, wy+1)) = codeR((u2, wy)). If
x = 1 and y = t, then codeR((u1, wb−1)) = codeR((u2, wb)). In each case, R fails to be a resolving
set of G.
Second, letR∩Sj = ∅ for each j ∈ {1, 2, 3, 4}. If a = 1, then codeR((u1, wb−1)) = codeR((u2, wb))
and codeR((u1, wy+1)) = codeR((u2, wy)). The case a = s is equivalent to the case a = 1 by
symmetry of the grid graph. If a 6∈ {1, s}, then codeR((ua−1, wb)) = codeR((ua+1, wb)) and
codeR((ua−1, wy)) = codeR((ua+1, wy)). In each case, R fails to be a resolving set of G.
Case 2: b = y. Without loss of generality, let a < x.
First, let R ∩ Si 6= ∅ for some i ∈ {1, 2, 3, 4}, say R ∩ S1 6= ∅, without loss of generality (other
cases are similar). If a = 1 and b = 1, then codeR((ux, w2)) = codeR((ux+1, w1)). If a = 1 and b = t,
then codeR((ux, wt−1)) = codeR((ux+1, wt)). In each case, R fails to be a resolving set of G.
Second, letR∩Sj = ∅ for each j ∈ {1, 2, 3, 4}. If b = 1, then codeR((ua−1, w1)) = codeR((ua, w2))
and codeR((ux, w2)) = codeR((ux+1, w1)). The case b = t is equivalent to the case b = 1 by symmetry
of the grid graph. If b 6∈ {1, t}, then codeR((ua, wb−1)) = codeR((ua, wb+1)) and codeR((ux, wb−1)) =
codeR((ux, wb+1)). In each case, R fails to be a resolving set of G.
Case 3: a 6= x and b 6= y. Let a < x and b < y (other cases can be handled similarly).
First, let R ∩ Si 6= ∅ for some i ∈ {1, 2, 3, 4}, say R ∩ S1 6= ∅, without loss of generality (other
cases are similar). Then a = b = 1 and codeR((u1, w2)) = codeR((u2, w1)), and thus R fails to be a
resolving set of G.
Second, let R ∩ Sj = ∅ for each j ∈ {1, 2, 3, 4}. If a = 1 or b = 1 (but not both), then
codeR((ua, wb+1)) = codeR((ua+1, wb)). If x = s or y = t (but not both), then codeR((ux−1, wy)) =
codeR((ux, wy−1)). If a 6= 1, b 6= 1, x 6= s, and y 6= t, then codeR((ua−1, wb)) = codeR((ua, wb−1))
and codeR((ux, wy+1)) = codeR((ux+1, wy)). In each case, R fails to be a resolving set of G.
Theorem 5.18. For s ≥ t ≥ 2, let G = PsPt be the grid graph with labeling as in Figure 9 and
let L = ∪ti=1{(u1, wi), (us, wi)}. Then
(a) cdim(G) = t;
(b) for v ∈ V (G), cdimG(v) =
{
t if s = t and degG(v) ≤ 3, or s > t and v ∈ L,
t+ 1 if s = t and degG(v) = 4, or s > t and v 6∈ L.
Proof. Let X = V (G)− ((∪si=1{(ui, w1)})∪ (∪
t
j=1{(u1, wj)})). Then X (and thus, any subset of X)
fails to be a (connected) resolving set of G, since codeX((u1, w2)) = codeX((u2, w1)).
16
(a) Note that min{s, t} = t. Since ∪ti=1{(u1, wi)} forms a connected resolving set of G by
Lemma 5.17, cdim(G) ≤ t. Next, we show that cdim(G) ≥ t. Assume, to the contrary, that
cdim(G) ≤ t− 1. If S is a connected resolving set of G with |S| ≤ t− 1, we may assume that S ⊆ X ,
contradicting the assumption that S is a resolving set of G. So, cdim(G) ≥ t, and thus cdim(G) = t.
(b) Let L1 = ∪ti=1{(u1, wi)}, L2 = ∪
t
i=1{(us, wi)}, L3 = ∪
s
j=1{(uj , w1)}, and L4 = ∪
s
j=1{(uj , wt)}.
Note that L = L1 ∪ L2.
Case 1: s = t and degG(v) ≤ 3, or s > t and v ∈ L. Note that, for each v ∈ V (G),
degG(v) ∈ {2, 3, 4}. First, let s = t and degG(v) ≤ 3. Then v ∈ Li for some i ∈ {1, 2, 3, 4}, and Li
is a connected resolving set of G with |Li| = t = cdim(G) by Lemma 5.17 and (a) of the current
theorem. Second, let s > t and v ∈ L. Then v ∈ Lj for some j ∈ {1, 2}, and Lj is a connected
resolving set of G with |Lj| = t = cdim(G) by Lemma 5.17 and (a) of the current theorem. So, in
each case, cdimG(v) ≤ t. Since cdimG(v) ≥ t by Observation 3.2(b) and (a) of the current theorem,
we have cdimG(v) = t.
Case 2: s = t and degG(v) = 4, or s > t and v 6∈ L. Let v = (uα, wβ) ∈ V (G). Let D =
∪ti=1{(uα, wi)}. Note that v ∈ D. First, we show thatD
′ = D∪{(uα−1, wβ)} is a connected resolving
set ofGwith |D′| = t+1, and thus cdimG(v) ≤ t+1. LetB1 = ∪
t
i=1{(u1, wi), (u2, wi), . . . , (uα−1, wi)}
and B2 = ∪ti=1{(uα+1, wi), (uα+2, wi), . . . , (us, wi)}. Let x = (ua, wb) and y = (uc, wd) be two
distinct vertices in G. If x, y ∈ B1 (x, y ∈ B2, respectively), then D is a connected resolving
set of G[B1] (G[B2], respectively) by Lemma 5.17. So, suppose that x ∈ B1 and y ∈ B2, or
x ∈ B2 and y ∈ B1, say the former. Note that codeD(x) = codeD(y) implies that b = d and
|α−a| = |α−c|. Since d((ua, wb), (uα−1, uβ)) = d((ua, wb), (uα, uβ))−1 < d((ua, wb), (uα, uβ))+1 =
d((uc, wd), (uα, uβ)) + 1 = d((uc, wd), (uα−1, wβ)), we have codeD′(x) 6= codeD′(y). So, D′ is a con-
nected resolving set of G. Next, we show that cdimG(v) ≥ t+ 1. Let S be any connected resolving
set of G containing v. Since cdimG(v) ≥ cdim(G) = t by Observation 3.2(b) and (a) of the current
theorem, |S| ≥ t. If |S| = t, we may assume that S = D since no t vertices in X forms a resolving
set of G. Since codeD((uα−1, w1)) = codeD((uα+1, w1)), D fails to be a resolving set of G. So,
|S| ≥ |D|+ 1, and hence cdimG(v) ≥ t+ 1. Therefore, cdimG(v) = t+ 1.
6 The effect of vertex or edge deletion on the connected met-
ric dimension of graphs
Throughout this section, let v and e, respectively, denote a vertex and an edge of a connected graph
G such that both G−v and G−e are connected graphs. In [4], it was shown that dim(G)−dim(G−v)
can be arbitrarily large (c.f. [1]). It was also shown in [4] that dim(G−v)−dim(G) can be arbitrarily
large. We recall the following result on the effect of edge deletion on metric dimension of a graph.
Theorem 6.1. [4]
(a) For any graph G and any edge e ∈ E(G), dim(G− e) ≤ dim(G) + 2.
(b) The value of dim(G) − dim(G− e) can be arbitrarily large, as G varies.
In particular, if G− e is a tree (i.e., G is a unicyclic graph), we have the following
Theorem 6.2. [3, 5] Let T be a tree of order at least three. If e ∈ E(T ), then
dim(T )− 2 ≤ dim(T + e) ≤ dim(T ) + 1.
Now, we examine the effect of vertex deletion on the connected metric dimension of a graph.
Remark 6.3. The value of cdim(G) − cdim(G − v) can be arbitrarily large, as G varies. Let
G =Wn for n ≥ 7 and let v be the central vertex of degree n in G. Then cdim(G) = ⌊
2n+2
5 ⌋+ 1 by
Proposition 5.8, and cdim(G− v) = cdim(Cn) = 2 since any two adjacent vertices form a connected
minimum resolving set of Cn. Thus, cdim(G) − cdim(G− v) = ⌊
2n+2
5 ⌋ − 1.
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Remark 6.4. The value of cdim(G − v) − cdim(G) can be arbitrarily large, as G varies. For
k ≥ 6, let G− v be a tree obtained from the (k+2)-path, given by u0, u1, u2, . . . , uk, uk+1, by joining
a vertex ℓi to ui for each i ∈ {1, k}, and let G be the graph obtained by joining ℓ1 and ℓk to a
new vertex v (see Figure 10). Then cdim(G − v) = k + 2 by Theorem 5.4(a), and cdim(G) ≤ 7
since S = {u0, u1, ℓ1, v, ℓk, uk, uk+1} forms a connected resolving set of G with |S| = 7. Thus,
cdim(G− v)− cdim(G) ≥ k − 5.
u0 u1 u2 u3 u4 uk uk+1
ℓ1 ℓk
(a) G (b) G− v
v
u0 u1 u2 u3 u4 uk uk+1
ℓ1 ℓk
Figure 10: A graph G such that cdim(G− v)− cdim(G) can be arbitrarily large.
Next, we examine the effect of edge deletion on the connected metric dimension of a graph.
Remark 6.5. The value of cdim(G)− cdim(G− e) can be arbitrarily large, as G varies. Let G− e
be a tree with ex(G − e) = 1. Let w be the exterior major vertex of G − e, and let ℓ1, ℓ2, . . . , ℓk
be the terminal vertices of w in G − e, where k ≥ 3, such that dG−e(w, ℓ1) ≥ dG−e(w, ℓ2) ≥ . . . ≥
dG−e(w, ℓk) = 1; further, let the ℓ1 − w path in G − e be given by ℓ1 = s0, s1, s2, . . . , sa−1, sa = w,
with dG−e(w, ℓ1) = a ≥ 4. Let e = ℓ1s3 be the new edge of G. See Figure 11. By Lemma 5.3,
cdim(G − e) = k. Next, we show that cdim(G) = k + a − 3. Let S be any minimum connected
resolving set of G. We denote by P i the w − ℓi path, excluding w, where 2 ≤ i ≤ k. Note that
cdim(G) ≥ k+a−3: (i) S∩{ℓ1, s2} 6= ∅ since ℓ1 and s2 are twin vertices in G; (ii) S∩V (P i) 6= ∅ for
each i ∈ {2, 3, . . . , k} with exactly one exception; (iii) S must contain all vertices lying on the ℓ1−w
geodesic or s2 − w geodesic in G by connectedness of G[S]. Since S
′ = (∪a−2i=2 {si}) ∪ (N [w] − {ℓk})
forms a connected resolving set of G with |S′| = a − 3 + k, we have cdim(G) = k + a − 3. Thus,
cdim(G) − cdim(G− e) = k + a− 3− k = a− 3.
e
G :
ℓ1 s1 s2 s3 s4 sa−1
w
ℓ2
ℓ3
ℓk
Figure 11: A graph G such that cdim(G) − cdim(G− e) can be arbitrarily large.
Remark 6.6. The value of cdim(G−e)−cdim(G) can be arbitrarily large, as G varies. Let G−e be a
tree, as in Figure 10(b), and let e = ℓ1ℓk be the new edge of G, where k ≥ 6. Then cdim(G−e) = k+2
by Theorem 5.4(a), and cdim(G) ≤ 6 since S = {u0, u1, ℓ1, ℓk, uk, uk+1} forms a connected resolving
set of G with |S| = 6. Thus, cdim(G− e)− cdim(G) ≥ k − 4.
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7 Trees and unicyclic graphs G satisfying cdim(G) = dim(G)
As stated in Observation 3.2(a), cdim(G) ≥ dim(G) for any connected graph G. Moreover, it
is shown in Remark 5.15 that cdim(G) − dim(G) can be arbitrarily large. So, it is natural to
consider connected graphs G for which cdim(G) = dim(G) holds. Clearly, cdim(Kn) = dim(Kn)
and cdim(Kn − e) = dim(Kn − e) for any e ∈ E(Kn). However, it appears to be a challenging task
to characterize all graphs G satisfying cdim(G) = dim(G). In this section, we characterize graphs G
satisfying cdim(G) = dim(G) when G is a tree or a unicyclic graph. First, we consider trees.
Proposition 7.1. Let T be a tree of order n ≥ 2. Then cdim(T ) = dim(T ) if and only if T = Pn.
Proof. (⇐) If T = Pn, cdim(Pn) = 1 = dim(Pn) by Theorem 2.2(a) and Observation 3.2(a).
(⇒) If T is not a path, then dim(T ) < cdim(T ) by Theorems 2.3 and 5.4(a).
Next, we consider unicyclic graphs. For m ≥ 3, a unicyclic graph obtained from Cm by adding
at most one path to each vertex of Cm is called a generalized m-sun (see Figure 12 for an example
of a generalized 8-sun).
Figure 12: A generalized 8-sun.
Lemma 7.2. [4, 5] Let C be the unique cycle of a unicyclic graph G. Let B0 = {u, v, θ} and
B′0 = {u0, v0, θ0} ⊆ V (C), where d(u0, v0) = diam(C) and u (v, θ, respectively) is a vertex on the
subtree rooted at u0 (v0, θ0, respectively). Then, we have codeB0(x) 6= codeB0(y) for vertices x and
y belonging to distinct subtrees rooted at vertices of the unique cycle C of G.
Lemma 7.3. Let G be a unicyclic graph with cdim(G) = dim(G). Then G is a generalized m-sun,
where m ≥ 3.
Proof. Let Tu be the subtree rooted at a vertex u which lies on the unique cycle C of the graph G.
Case 1: Tu has a major vertex q, where q 6= u. Let Sc be a minimum connected resolving
set of G. Let q′ be a neighbor of q lying on the u− q path, and let P be the u− q′ path (if q′ = u, let
P = {u}). Let Tq be the subtree of Tu−V (P ) that contains q. Since no vertex in V (Tu) can resolve
the two vertices inN(u)∩V (C), Sc∩(V (G)−V (Tu)) 6= ∅; let θ ∈ Sc∩(V (G)−V (Tu)). Since no vertex
in V (G)− (V (Tq)−{q}) can resolve any distinct vertices of N(q)∩V (Tq), Sc∩ (V (Tq)−{q}) 6= ∅; let
w ∈ Sc ∩ (V (Tq)− {q}). By the connectedness of Sc, {u, q, w, θ} ⊆ Sc. Let x and y be two distinct
vertices in G. We will show that S = (Sc − {u, q}) ∪ {v}, where v lies on C and d(u, v) = diam(C),
is a resolving set of G. First, let x, y ∈ V (G) − V (Tu). Then d(x, q) 6= d(y, q) or d(x, u) 6= d(y, u)
imply d(x,w) 6= d(y, w); thus codeS(x) 6= codeS(y). Second, let x ∈ V (Tu) and y ∈ V (G) − V (Tu).
Then codeS(x) 6= codeS(y) by Lemma 7.2. Third, let x, y ∈ V (Tu). Then d(x, u) 6= d(y, u) implies
d(x, θ) 6= d(y, θ); thus codeS∪{q}(x) 6= codeS∪{q}(y). This, together with the fact that a major vertex
does not belong to any minimal resolving set of a tree (by the proof for Theorem 5.1), implies that
codeS(x) 6= codeS(y). Thus, we conclude cdim(G) > dim(G) in this case.
Case 2: Tu has no major vertex, or the only major vertex of Tu is u. Suppose Tu is
not a path with u as an end vertex. In this case, u must belong to any connected resolving set of
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G. We will show that u does not belong to any minimum resolving set of G. Since no vertex in
the complement of V (Tu)− {u} can resolve the neighbors of u in Tu, any resolving set S of G must
contain v ∈ V (Tu) − {u}; S must also contain w ∈ V (G) − V (Tu) to resolve neighbors of u not in
V (Tu). Let x and y be two distinct vertices in G. We will show that if v and w cannot distinguish
x from y by distance, then neither does u.
First, let x, y ∈ V (G)−V (Tu). Then d(v, x) = d(v, u)+d(u, x) and d(v, y) = d(v, u)+d(u, y). So,
d(v, x) = d(v, y) implies d(u, x) = d(u, y). Second, let x, y ∈ V (Tu). Then d(w, x) = d(w, u)+d(u, x)
and d(w, y) = d(w, u) + d(u, y). So, again, d(w, x) = d(w, y) implies d(u, x) = d(u, y). Now, let
x ∈ V (Tu) and y ∈ V (G) − V (Tu). If x lies along the v − u path, then d(x, v) 6= d(y, v). If u lies
along the x − v geodesic, then d(x, v) = d(y, v) implies d(x, u) = d(y, u). So, suppose v lies along
the x− u path; also assume d(x, v) = d(y, v) and d(x,w) = d(y, w). Since d(y, v) = d(y, u) + d(u, v)
and d(x,w) = d(x, v) + d(v, u) + d(u,w), we have d(y, w) = d(y, u) + 2d(v, u) + d(u,w), which is
impossible since d(v, u) 6= 0.
Theorem 7.4. [13] Let G be a generalized m-sun, where m ≥ 3. Then dim(G) = 2 if m is odd and
dim(G) ≤ 3 if m is even.
Let U1 be the collection of all generalized (2k + 1)-suns such that at least 2k − 2 consecutive
vertices on the unique cycle are of degree two, where k ≥ 1. Let U2 be the collection of all generalized
2k-suns such that at least 2k − 2 consecutive vertices on the unique cycle are of degree two, where
k ≥ 2.
Theorem 7.5. Let G be a unicyclic graph.
(a) If the unique cycle of G is an odd cycle, then cdim(G) = dim(G) if and only if G ∈ U1.
(b) If the unique cycle of G is an even cycle, then cdim(G) = dim(G) if and only if G ∈ U2.
Proof. (a) Let C be the unique cycle of G given by u1, u2, . . . , u2k+1, u1, where k ≥ 1.
(⇐) Let G ∈ U1. Without loss of generality, let degG(ui) = 2 for each i ∈ {1, 2, . . . , k − 1} ∪
{k + 3, k + 4, . . . , 2k + 1}. One can readily check that S = {u1, u2k+1} forms a connected resolving
set of G; thus cdim(G) ≤ 2. By Observation 3.2(a) and Theorem 7.4, cdim(G) = 2 = dim(G).
(⇒) Let cdim(G) = dim(G). By Lemma 7.3, G must be a generalized (2k + 1)-sun, where
k ≥ 1. If degG(ui) = 3, let ℓi be the terminal vertex of ui and let si be the vertex adjacent to ui
lying on the ui − ℓi path, where i ∈ {1, 2, . . . , 2k + 1}. By Theorem 7.4, dim(G) = 2. Note that
{ui, si} does not distinguish the two neighbors of ui on C by distance. So, cdim(G) = dim(G) implies
that two adjacent vertices of C form a minimum resolving set of G; without loss of generality, let
S = {u1, u2k+1} be a resolving set of G. Then codeS(si) = codeS(ui+1) for each i ∈ {1, 2, . . . , k−1},
and codeS(uj) = codeS(sj+1) for each j ∈ {k + 2, k + 3, . . . , 2k}; thus, degG(ui) = 2 for each
i ∈ {1, 2, . . . , k − 1} ∪ {k + 3, k + 4, . . . , 2k + 1}. Therefore, G ∈ U1.
(b) Let C be the unique cycle of G given by u1, u2, . . . , u2k, u1, where k ≥ 2.
(⇐) Let G ∈ U2. Without loss of generality, let degG(ui) = 2 for each i ∈ {1, 2, . . . , k − 1} ∪
{k + 2, k + 3, . . . , 2k}. One easily checks that S = {u1, u2k} forms a connected resolving set of G;
thus, dim(G) ≤ cdim(G) ≤ 2 by Observation 3.2(a). By Theorem 2.2(a), dim(G) = 2 = cdim(G).
(⇒) Let cdim(G) = dim(G). By Lemma 7.3, G must be a generalized 2k-sun, where k ≥ 2. So,
dim(G) ∈ {2, 3} by Theorems 2.2(a) and 7.4. For i ∈ {1, 2, . . . , 2k}, let ℓi be the terminal vertex of
ui if degG(ui) = 3, and let ui = ℓi if degG(ui) = 2; further, if degG(ui) = 3, let si be the vertex
adjacent to ui lying on the ui − ℓi path.
Case 1: cdim(G) = dim(G) = 2. We will show that G ∈ U2 in this case. Without loss of
generality, let S = {u1, u2k} be a minimum (connected) resolving set of G. Then codeS(si) =
codeS(ui+1) for each i ∈ {1, 2, . . . , k − 1}, and codeS(uj) = codeS(sj+1) for each j ∈ {k + 1, k +
2, . . . , 2k − 1}; thus, degG(ui) = 2 for each i ∈ {1, 2, . . . , k − 1} ∪ {k + 2, k + 3, . . . , 2k}. Therefore,
G ∈ U2.
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Case 2: cdim(G) = dim(G) = 3. We will show that there is no such unicyclic graph G. If
k = 2, then dim(G) = 2 for any generalized 4-sun since {ℓ1, ℓ2} forms a minimum resolving set of
G. Thus, assume k ≥ 3. Let S be any minimum connected resolving set of G with |S| = 3; then,
clearly, |S ∩ V (C)| ≥ 2.
First, let |S∩V (C)| = 3. Without loss of generality, let S = {u2k, u1, u2} be a connected resolving
set of G. Then codeS(si) = codeS(ui+1) for each i ∈ {2, . . . , k − 1}, and codeS(uj) = codeS(sj+1)
for each j ∈ {k + 2, . . . , 2k − 1}; thus, degG(ui) = 2 for each i ∈ {2, . . . , k − 1} ∪ {k + 3, . . . , 2k}. If
we let G′ be a generalized 2k-sun, for k ≥ 3, with the unique cycle C such that degG′(ui) = 2 for
each i ∈ {2, 3, . . . , k − 1} ∪ {k + 3, k + 4, . . . , 2k}, then dim(G′) ≤ 2 since {ℓ1, ℓk} forms a resolving
set of G′. So, there is no unicyclic graph G satisfying cdim(G) = dim(G) = 3 with |S ∩ V (C)| = 3.
Second, let |S ∩ V (C)| = 2. By a relabeling of the vertices if necessary, let degG(u1) = 3 and
let S = {u1, s1, u2k} be a connected resolving set of G. Then codeS(si) = codeS(ui+1) for each
i ∈ {2, . . . , k− 1}, and codeS(uj) = codeS(sj+1) for each j ∈ {k+1, . . . , 2k− 1}; thus, degG(ui) = 2
for each i ∈ {2, . . . , k− 1}∪{k+2, . . . , 2k}. If we let G∗ be a generalized 2k-sun, for k ≥ 3, with the
unique cycle C such that degG∗(ui) = 2 for each i ∈ {2, 3, . . . , k − 1} ∪ {k + 2, k + 3, . . . , 2k}, then
dim(G∗) ≤ 2 since {ℓ1, ℓk} forms a resolving set of G∗. So, there is no unicyclic graph G satisfying
cdim(G) = dim(G) = 3 with |S ∩ V (C)| = 2.
8 Open problems
We conclude this paper with some open problems.
1. As stated in Observation 3.3, if G is vertex-transitive, then cdimG(v) = cdim(G) for
any v ∈ V (G). On the other hand, an example of a graph H that is not vertex-transitive and
cdimH(v) = cdim(H), for any v ∈ V (H), was provided in Remark 5.14. Can we characterize all
connected graphs G such that cdimG(v) = cdim(G) for any v ∈ V (G)?
2. In Proposition 3.6, it was shown that rrad(G) ≤ rdiam(G) ≤ rrad(G) + diam(G). Can we
characterize graphs G satisfying rdiam(G) = rrad(G) or rdiam(G) = rrad(G) + diam(G)?
3. In section 7, we characterized trees and unicyclic graphs such that connected metric dimen-
sion equals metric dimension. Can we characterize other graph classes where cdim(G) = dim(G) for
a member G of the graph class?
4. For S ⊆ V (G), we define the connected metric dimension of G at S, denoted by cdimG(S),
to be the minimum order of a resolving set of G, containing S, that induces a connected subgraph
of G. In this paper, we considered this problem when S is a singleton. It seems interesting to study
cdimG(S) for |S| > 1.
5. Let Bm be a bouquet of m cycles C
1, C2, . . . , Cm with the cut-vertex w, where m ≥ 2. Let
C1 be an odd cycle given by w, u1, u2, . . . , u2k, w, where k ≥ 3, and let Cm be an even cycle. Let
S be any minimum resolving set of Bm, and let Sc be any minimum connected resolving set of Bm.
We note that |S ∩ {uk, uk+1}| = 1 (see [10]), whereas Sc ∩ {uk, uk+1} = ∅. Likewise, any minimum
connected resolving set of Bm at ui ∈ V (C1) − (N(uk) ∪ N(uk+1)) contains neither uk nor uk+1.
This shows that, for a general graph G, the problem of determining dim(G) is essentially different
from that of cdim(G). So, it is a natural problem to consider the computational complexity of
determining the connected metric dimension (at a vertex) of G.
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