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Resumo
Nesse trabalho estudamos um laser de estado so´lido sujeito a realimentac¸a˜o o´ptica
de frequeˆncia modificada de um ponto de vista da teoria de bifurcac¸o˜es. Fizemos uma
ana´lise bastante ampla da dinaˆmica desse laser no espac¸o de dois paraˆmetros de inje-
c¸a˜o (a dessintonizac¸a˜o de frequeˆncia e a intensidade da injec¸a˜o) utilizando me´todos de
integrac¸a˜o direta e continuac¸a˜o nume´rica. Enquanto o me´todo de integrac¸a˜o nume´rica
nos possibilitou analisar as dinaˆmicas mais complexas, incluindo transic¸o˜es para o caos e
hipercaos, o me´todo de continuac¸a˜o nume´rica nos permitiu estudar curvas de bifurcac¸o˜es
esta´veis e insta´veis. A ana´lise foi realizada estudando os efeitos causados pela mudanc¸a
dos paraˆmetros que representam o tempo de vida da inversa˜o populacional e a saturac¸a˜o
cruzada, responsa´vel pelo acoplamento dos campos dentro do meio ativo. Mostramos que
o paraˆmetro que descreve o tempo de vida da inversa˜o populacional e´ responsa´vel pelo
surgimento de diversas instabilidades no sistema, como o fenoˆmeno de multiestabilidade,
surgimento de o´rbitas perio´dicas e quase-perio´dicas, assim como rotas para o caos via do-
bramento de per´ıodo e torus. Para o paraˆmetro de acoplamento dos campos, mostramos
que ele possibilita a presenc¸a de hipercaos em nosso sistema, este podendo se apresentar
no que denominamos de hipercaos “fraco” e “forte”. Dentro da regia˜o de hipercaos “forte”,
mostramos transic¸o˜es determin´ısticas de dois regimes, em que num deles o laser opera no
modo de Q-switching, enquanto que no outro o laser apresenta pequenas oscilac¸o˜es irre-
gulares. Por fim, mostramos a existeˆncia de uma estat´ıstica de eventos extremos dentro
do regime hipercao´tico.
Palavras-chave: Laser de estado so´lido, realimentac¸a˜o o´ptica, lasers de dois modos,
hipercaos, eventos extremos, bifurcac¸a˜o.
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Abstract
In this work we studied a solid state laser subjected to frequency-shifted optical feed-
back from a bifurcation theory point of view. We performed a very broad analysis of the
dynamics of this laser in the space of two injection parameters (frequency detuning and
injection intensity) using direct integration and numerical continuation methods. While
the numerical integration method allowed us to analyze the more complex dynamics, in-
cluding chaos and hyperchaos transitions, the numerical continuation method allowed us
to study stable and unstable bifurcation curves. The analysis was carried out by studying
the effects caused by the change of the parameters that represent the life time of the
population inversion and the cross saturation, responsible for the coupling of the fields
within the active medium. We show that the parameter that describes the life time of the
population inversion is responsible for the appearance of several instabilities in the system,
such as the multistability phenomenon, the appearance of periodic and quasi-periodic or-
bits, as well as routes to chaos via period doubling and torus . For the field coupling
parameter, we show that it allows the presence of hyperchaos in our system, which may
present in what we call ”weak”and ”strong”hyperchaos. Within the ”strong”hyperchaos
region, we show deterministic transitions of two regimes, in which one laser operates in
the Q-switching mode, while in the other the laser presents small irregular oscillations.
Finally, we have shown the existence of a extreme events statistic within the hyperchaotic
regime.
Keywords: Solid state laser, optical feedback, two-frequency laser, hyperchaos, extreme
events, bifurcation.
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Capı´tulo1
Introduc¸a˜o
Desde o primeiro laser de rubi inventado em 1960 por Maiman [1], lasers passaram
a ser amplamente aplicados, ja´ que eles sa˜o dispositivos confia´veis, de fa´cil reproduc¸a˜o e
possibilitam aplicac¸o˜es nas mais diversas a´reas, como comunicac¸a˜o, indu´stria, armazena-
mento, entretenimento, medicina, criptografia, entre outros [2]. A luz emitida pelo laser
e´ caracterizada por ter baixa divergeˆncia e alta coereˆncia e em qualquer laser, um tipo
de energia, seja qu´ımica, ele´trica, e assim por diante, e´ convertida em energia de radiac¸a˜o
luminosa [3]. Para isso, necessita-se de um “meio ativo”, composto por substaˆncias que
geram luz quando excitadas por uma fonte de energia externa. Dependendo do meio ativo
utilizado, podemos classificar os lasers como sendo de ga´s, estado so´lido, semicondutor,
corante, qu´ımico ou exc´ımero. Recentemente tem havido grande interesse em lasers mi-
crochip de estado so´lido, como os de Nd:Yag e Nd:YVO4. Seu processo de fabricac¸a˜o e´
bastante simples, necessitando de muito pouco material para sua construc¸a˜o, possibili-
tando dessa maneira a produc¸a˜o em massa de lasers compactos com baixo custo [4]. As
excelentes propriedades termo-mecaˆnicas e o´pticas do laser de estado so´lido de neod´ımio,
permitiram um ra´pido desenvolvimento da tecnologia laser [3], beneficiando muitos cam-
pos de aplicac¸a˜o [5, 6]. Em nossa dissertac¸a˜o, focamos no estudo de um modelo de laser de
estado so´lido, que em particular pode ser utilizado para descrever um laser de microchip
que utiliza um cristal de estado so´lido como meio ativo.
Lasers de estado so´lido sa˜o bastantes esta´veis. Uma classe importante de lasers de
estado so´lido consiste em lasers sintoniza´veis [7] e ultra-ra´pidos [8, 9], que podem operar
em regimes de ondas cont´ınuas, pulsadas ou destravada (Q-switched). Uma maneira de
estabilizar ainda mais a sa´ıda do laser e proporcionar benef´ıcios adicionais e´ utilizando
perturbac¸a˜o externas. Cientistas perceberam que utilizando-se estas perturbac¸o˜es de ma-
neira controlada, elas podem ser extremamente u´teis e isso atraiu muita atenc¸a˜o na a´rea
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2de estreitamento da largura de linha [10], controle de caos [11], gerac¸a˜o de bits alea-
to´rios [12], estabilizac¸a˜o de frequeˆncia [13], medic¸a˜o de precisa˜o [14], entre outros [15].
Em contrapartida, a inserc¸a˜o de forc¸amentos externos faz com esses sistemas possam se
desestabilizar, fazendo com que a dinaˆmica do laser apresente diversas instabilidades,
produzindo uma variedade de condutas dinaˆmicas e fenoˆmenos na˜o lineares, como osci-
lac¸o˜es perio´dicas, quase perio´dicas, multiestabilidade, e rotas para o caos, como cascatas
de dobramento de per´ıodo, intermiteˆncia e rompimento de torus [15, 16]. Va´rios tipos de
perturbac¸o˜es foram consideradas por diversos pesquisadores, como modulac¸o˜es, injec¸o˜es
o´pticas externas, realimentac¸o˜es o´pticas, entre outros. A riqueza de comportamentos que
perturbac¸o˜es possibilitam, faz com que instabilidades em lasers continuem a ser escopo
de diversos trabalhos ainda hoje [16–18]. Ale´m disso, hoje em dia dinaˆmicas cao´ticas
ja´ sa˜o bem conhecidas e estudos a respeito desse fenoˆmeno continuam sendo de grande
interesse pelos pesquisadores e tambe´m pela indu´stria, ja´ que possibilitam aplicac¸o˜es em
criptografia, radares cao´ticos, entre outros [19].
O estudo de instabilidades em lasers monomodos sujeito a perturbac¸o˜es externas ja´
foi muito investigado [20]. Em 1989 estudos sobre laser microchip de estado so´lido mo-
nomodo surgiram com Zayhowski e Mooradin [21]. Na sequeˆncia diversos trabalhos de
lasers de microchip de estado so´lido estudaram as instabilidades dinaˆmicas utilizando uma
variedade de meios ativos [22–29]. Em 1998 Yeung et al. [30] mostraram, para um laser
de estado so´lido sujeito a injec¸a˜o o´ptica, crite´rios anal´ıticos para a existeˆncia, estabilidade
e bifurcac¸o˜es de estados de travamento de fase e ale´m disso, mostraram treˆs mecanimos
de destravamento de fase distintos. Em 2005 Valling et al. [31, 32] mostraram que mapas
gerados numericamente com os paraˆmetros de injec¸a˜o concordam com os gerados experi-
mentalmente se o paraˆmetro de reforc¸o de linha α for aproximadamente α ≈ 0, 35. Em
2007 Valling et al. [33] apresentaram um me´todo para a construc¸a˜o automa´tica de dia-
gramas de bifurcac¸o˜es experimentais. Por meio desse me´todo, obtiveram bifurcac¸o˜es de
sela-no´, Hopf, dobramento de per´ıodo e torus no diagrama de bifurcac¸a˜o utilizando os
paraˆmetros de forc¸a de injec¸a˜o e a diferenc¸a de frequeˆncia (detuning). Recentemente, em
2009 Toomey et al. [34] mostraram experimentalmente a complexidade das dinaˆmicas na˜o
lineares tambe´m produzidas por injec¸a˜o o´ptica em um outro modelo de laser de estado
so´lido.
Um tipo espec´ıfico de perturbac¸a˜o externa que comec¸ou a atrair atenc¸a˜o em diversas
a´reas e´ a realimentac¸a˜o o´ptica de frequeˆncia modificada [35–39]. O processo de realimen-
tac¸a˜o o´ptica e´ o fenoˆmeno f´ısico em que uma parcela da sa´ıda do laser e´ refletida de volta
dentro da cavidade. Na realimentac¸a˜o o´ptica de frequeˆncia modificada, a frequeˆncia da
3sa´ıda do laser que retorna, e´ modificada antes de causar a perturbac¸a˜o. Como comentado
em [38], lasers submetidos a realimentac¸a˜o o´ptica de frequeˆncia modificada, apresentam
uma rica variedade de caracter´ısticas operacionais, que va˜o desde pulsos curtos regulares
ate´ comportamentos cao´ticos, ale´m do fato desses dipositivos poderem ser projetados com
va´rios layouts, com aplicac¸o˜es em bombeamento o´ptico [40], resfriamento a laser [41] e
outras aplicac¸o˜es [42–44].
Em nosso trabalho focamos no estudo de um laser de dois modos sujeito a realimen-
tac¸a˜o o´ptica de frequeˆncia modificada. O problema de estabilidade em lasers de dois
modos ja´ e´ bem antiga. Murray et al. em 1974, ja´ discutiam no cap´ıtulo IX do livro
que escreveram, o caso da estabilidade de um laser de dois modos sem levar em conta
a varia´vel da populac¸a˜o [45]. Recentemente investigac¸o˜es em torno de dinaˆmicas mais
complexas em laser microchip de estado so´lido de dois modos com realimentac¸a˜o o´ptica
de frequeˆncia modificada tem sido realizadas. Em 1987 Brunel et al. [46] constru´ıram
um laser microchip de estado so´lido de duas frequeˆncias sujeito a realimentac¸a˜o o´ptica
de frequeˆncia modificada para medir o tempo de vida atoˆmica. Em 2012, The´venin et
al. [47] encontraram um bom acordo entre previso˜es teo´ricas e experimentais em lasers
desse tipo, mostrando tanto teoricamente quanto experimentalmente, diversos tipos de
comportamento dinaˆmicos, como modulac¸a˜o de intensidade fraca, auto-pulsac¸a˜o e caos.
Em 2014, Romanelli et al. [48] mostraram que a estabilidade de fase a longo prazo do os-
cilador mestre e´ transferida para o “escravo”, mesmo na auseˆncia do regime de travamento
de fase pro´ximo a um ponto de bifurcac¸a˜o de Hopf e ale´m disso, seus estudos sugerem
que esse e´ um comportamento universal para qualquer oscilador forc¸ado periodicamente.
Na sequeˆncia, em 2015 [49], mostraram evideˆncias teo´ricas e experimentais de um com-
portamento similiar a sistemas excita´veis em atratores cao´ticos, mostrando que os pulsos
emitidos, embora cao´ticos, eram bastante regulares, com amplitudes semelhantes e quase
perio´dicas no tempo. Em 2016, Thorette et al. [50], mostraram a presenc¸a de dinaˆmica
cao´tica nesse modelo.
Ate´ a presente data, para o modelo teo´rico do laser que investigamos, os estudos foram
dirigidos principalmente para alguns valores de paraˆmetros que modelam um dispositivo
espec´ıfico. Uma ana´lise mais abrangente levando em conta a variac¸a˜o dos paraˆmetros dos
materiais ainda na˜o foi realizada. Deste modo, a presente dissertac¸a˜o busca atacar esta
problema´tica, ou seja, uma investigac¸a˜o mais extensiva de lasers microchip de estado so´lido
sujeitos a realimentac¸a˜o o´ptica de frequeˆncia modificada, onde complexidades adicionais
sa˜o esperadas quando comparadas aos casos de lasers monomodos.
4Por fim, analisamos a estat´ıstica de eventos extremos. O problema de eventos extre-
mos em o´ptica iniciou em 2007 com Solly et al. [51]. Desde enta˜o, diversos trabalhos
em o´ptica surgiram investigando esse fenoˆmeno [52, 53]. Inicialmente eventos extremos
foram investigados em sistemas de alta dimensionalidade, modelados principalmente pela
equac¸a˜o de Schro¨dinger na˜o linear. Tambe´m pensou-se que o ru´ıdo era importante para
a ocorreˆncia dos eventos extremos. Mas em 2011 foi mostrado evideˆncias nume´ricas e
experimentais de que eventos extremos podem ocorrer por processos na˜o lineares deter-
min´ısticos em sistemas de baixa dimensionalidade [54]. Na sequeˆncia, diversos trabalhos
surgiram explorando o mecanismo de formac¸a˜o de eventos extremos como sendo crises de
atratores cao´ticos [55–58] .
A dissertac¸a˜o esta´ organizada da seguinte maneira: no cap´ıtulo 2 apresentaremos al-
guns aspectos teo´ricos do nosso modelo e a metodologia empregada em nosso trabalho.
No que diz respeito aos aspectos teo´ricos, separamos a descric¸a˜o em lasers e sistemas
dinaˆmicos. Em lasers faremos uma breve revisa˜o histo´rica do surgimento do laser e apre-
sentaremos os componentes ba´sicos necessa´rios para o seu funcionamento. Em sistemas
dinaˆmicos apresentaremos de forma sucinta as teorias utilizadas em nosso trabalho para
descrever a dinaˆmica do modelo de laser.
O cap´ıtulo 3 esta´ dedicado a` apresentac¸a˜o do modelo que estudamos. Descreveremos o
sistema que estamos trabalhando, apresentando seu arranjo experimental e sua formulac¸a˜o
matema´tica.
No cap´ıtulo 4, os resultados obtidos sera˜o apresentados. Mostraremos as instabilidades
que surgem no modelo estudado ao modificar os paraˆmetros que descrevem o tempo
de vida de inversa˜o  e o acoplamento dentro do meio ativo pela saturac¸a˜o cruzada β.
Ale´m disso, mostraremos alguns resultados novos, como regio˜es de hipercaos que na˜o
haviam sido encontrados ainda, delimitando as transic¸o˜es de caos e hipercaos. Ale´m disso,
apresentaremos evideˆncias da presenc¸a do fenoˆmeno de Q-Switching e eventos extremos.
Por fim, no cap´ıtulo 5 apresentaremos as concluso˜es do nosso trabalho, bem como as
perpectivas futuras.
Capı´tulo2
Aspectos Teo´ricos
Este cap´ıtulo esta´ organizado da seguinte maneira: na pro´xima sec¸a˜o apresentamos
uma breve revisa˜o histo´rica do surgimento do laser e apresentamos os componentes ba´sicos
para o seu funcionamento. Na sequeˆncia apresentamos de forma sucinta as teorias e
metologias utilizadas em nosso trabalho para descrever a dinaˆmica do modelo de laser.
2.1 Lasers
Em 1954, Gordon et al. [59] motivados pelo conceito de emissa˜o estimulada, processo
em que o a´tomo quando perturbado por um fo´ton que incide sobre ele emite outro fo´ton,
introduzido por Einstein em 1917 [60], publicaram um artigo sobre um dispositivo capaz
de gerar um feixe coerente de microondas, que passou a ser conhecido como MASER
(do ingleˆs Microwave Amplification by Stimulation Emission of Radiation), que significa
amplificac¸a˜o de microondas por emissa˜o estimulada da radiac¸a˜o. Como esse dispositivo
estava limitado a baixas frequeˆncias do espectro eletromagne´tico, logo comec¸ou uma busca
por um dispositivo que emitisse um feixe coerente com frequeˆncia na regia˜o da luz vis´ıvel.
Em 1958, Shawlow e Townes propuseram um dispositivo que continha um meio ativo e
dois espelhos, podendo assim fazer algo semelhante para a parte infravermelha e vis´ıvel
do espectro [61]. Theodore Maiman, motivado pelo trabalho de Shawlow e Townes, foi
enta˜o o primeiro a ter sucesso ao amplificar a radiac¸a˜o do espectro vis´ıvel cujo meio ativo
era um cristal de rubi [1]. De acordo com Maiman [62]:
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“Uma fonte de luz, na forma do poderoso clara˜o de uma laˆmpada, ir-
radiou um cristal de rubi sinte´tico [com duas faces paralelas cobertas
de prata], que absorveu energia sobre uma ampla banda de frequeˆncias.
Essa energia o´tica excitou os a´tomos ate´ um estado de maior energia,
do qual a energia foi irradiada novamente em uma estreita banda de
frequeˆncias. Os a´tomos excitados foram acoplados a um ressonador o´p-
tico e estimulados a emitir juntos a radiac¸a˜o . . . ” (1960, p.6, traduc¸a˜o
nossa).
A esse novo dispositivo foi dado o nome de LASER (do ingleˆs Light Amplification
by Stimulated Emission of Radiation), abreviac¸a˜o para amplificac¸a˜o de luz por emissa˜o
estimulada de radiac¸a˜o. O laser tem treˆs partes fundamentais: o meio ativo, a fonte de
energia responsa´vel pelo bombeamento e um ressonador (cavidade o´ptica).
O meio ativo pode ser composto por substaˆncias gasosas, l´ıquidas ou so´lidas, e e´ nele
em que acontecera˜o as inverso˜es de populac¸a˜o, fenoˆmeno que acontece quando a densidade
de mole´culas no estado de maior energia e´ maior do que no estado de menor energia.
Frequentemente o meio ativo e´ utilizado para descrever o tipo de laser a ser utilizado,
sendo: de ga´s [63], estado so´lido [1], semicondutor [64–67], corante (dye) [68, 69], qu´ımico
[70] ou exc´ımero [71]. Os lasers de ga´s sa˜o bombeados por descargas no ga´s e podem ser de
a´tomos, ı´ons ou mole´culas. Os de estado so´lido tem como fonte de poteˆncia as laˆmpadas
de flash e o material utilizado e´ distribu´ıdo numa matriz so´lida. Os de semicondutores
sa˜o junc¸o˜es p-n que tem como fonte de bombeamento corrente ele´trica. Os de corante,
como o pro´prio nome sugere, usam corantes orgaˆnicos complexos numa soluc¸a˜o l´ıquida ou
suspensa˜o e uma de suas vantagens e´ a ampla gama de comprimentos de onda que pode
ser utilizada. Os qu´ımicos sa˜o bombeados com energia gerada a partir de reac¸o˜es qu´ımicas
e a sua sa´ıda pode gerar ondas eletromagne´ticas com poteˆncias de megawatts. Por fim, os
exc´ımeros, usam gases nobres com gases reativos produzindo mole´culas insta´veis chamadas
d´ımeros, que, ao se romper, liberam radiac¸a˜o eletromagne´tica.
O bombeamento e´ a fonte da qual o laser retira a poteˆncia necessa´ria para o seu
funcionamento, podendo a operac¸a˜o ser cont´ınua, pulsada ou destravada (Q-switched).
A emissa˜o cont´ınua e´ resultado da excitac¸a˜o cont´ınua do meio ativo. A emissa˜o pulsada
ou tambe´m conhecida como relaxada, e´ resultado do forc¸amento pulsado no meio ativo.
Esse meio e´ progressivamente bombardeado ate´ chegar em um n´ıvel de excitac¸a˜o suficiente
para produzir emissa˜o de luz no laser. Por fim, a emissa˜o destravada (Q-switched) ocorre
em lasers pulsados, ocorrendo quando o bombardeamento e´ feito ale´m do limiar do funci-
onamento, permitindo que a emissa˜o ocorra quando tiver alcanc¸ado um n´ıvel suficiente,
produzindo dessa maneira um pulso de energia de curta durac¸a˜o com picos bem maiores.
Em todos os casos, o forc¸amento externo e´ responsa´vel por excitar os ele´trons, fazendo
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com que o meio ativo tenha mais ele´trons excitados do que no estado fundamental de
energia, ocorrendo enta˜o a inversa˜o populacional.
O ressonador (cavidade o´ptica) faz com que os fo´tons criados durante o processo
retornem ao meio ativo excitando mais e mais a´tomos, levando a uma reac¸a˜o em cadeia
e a emissa˜o laser. Para isso, o laser possui dois espelhos nas extremidades do meio ativo
(que provocam a reflexa˜o dos fo´tons de volta ao meio), onde um deles e´ parcialmente
refletor, a fim de permitir a sa´ıda da luz.
Lasers sa˜o sistemas f´ısicos bastantes complexos, podemos utilizar diversos modelos,
acoplamentos e configurac¸o˜es, gerando uma vasta gama de comportamentos dinaˆmicos
diferentes, que esta˜o longe de estarem totalmente descritos. Felizmente, conseguimos
boa concordaˆncia entre experimento e teoria com modelos simples e confia´veis. Uma
descric¸a˜o mais completa para o sistema laser requer uma abordagem de mecaˆnica quaˆntica
[45, 72, 73], pore´m abordaremos o problema do ponto de vista da abordagem semi-cla´ssica
[45, 74], onde flutuac¸o˜es quaˆnticas e estat´ısticas de fo´tons na˜o sa˜o levadas em considerac¸a˜o.
A dinaˆmica de um laser de modo u´nico, na teoria semi-cla´ssica pode ser descrita por meio
das equac¸o˜es de Maxwell-Bloch, a partir de diversas suposic¸o˜es e aproximac¸o˜es [16, 74, 75].
As equac¸o˜es de Maxwell-Bloch descrevem a evoluc¸a˜o do campo ele´trico E, da polarizac¸a˜o
do meio ativo P e da diferenc¸a de populac¸a˜o N entre os dois n´ıveis de energia dos a´tomos
que constituem o meio ativo, cada um deles associado a um termo de taxa de decaimento
ΓE, ΓP e ΓN respectivamente.
Dependendo da magnitude das taxas de decaimentos, Arecchi et al. [76, 77] classifica
os lasers em treˆs classes: A, B e C. Em lasers da classe A tanto a polarizac¸a˜o como
a inversa˜o populacional decaem em uma escala de tempo muito menor que o campo
ele´trico, logo, as taxas de decaimento da polarizac¸a˜o e da inversa˜o populacional sa˜o muito
maiores do que a do campo ele´trico (ΓP ,ΓN >> ΓE). Desta maneira, podemos eliminar
adiabaticamente as varia´veis que representam a polarizac¸a˜o e a inversa˜o populacional
e o laser e´ descrito por apenas uma equac¸a˜o diferencial na˜o linear, dada pelo campo
ele´trico. Ja´ nos lasers da classe B, apenas a polarizac¸a˜o decai numa escala de tempo
muito menor, fazendo com que a taxa de decaimento da polarizac¸a˜o seja muito maior
do que a da inversa˜o populacional e do campo ele´trico (ΓP >> ΓN ,ΓE). Neste caso,
elimina-se adiabaticamente a varia´vel da polarizac¸a˜o e o laser fica enta˜o descrito por duas
equac¸o˜es diferencias na˜o lineares acopladas, dadas pela inversa˜o populacional e pelo campo
ele´trico. Por fim, nos lasers da classe C, temos que a polarizac¸a˜o, a inversa˜o populacional
e o campo ele´trico decaem em uma escala de tempo similar, logo as taxas de decaimento
sa˜o da mesma ordem de magnitude (ΓP ≈ ΓN ≈ ΓE) e portanto e´ necessa´rio o conjunto
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completo das equac¸o˜es de Maxwell-Bloch para descrever o laser.
Lasers de classe A e B sem nenhum forc¸amento externo, so´ podem apresentar dinaˆmi-
cas estaciona´rias e perio´dicas, enquanto que os de classe C, podem apresentar dinaˆmica
cao´tica sem a necessidade de adicionar forc¸amentos externos em sua configurac¸a˜o. Isso
se deve ao fato de que, para o sistema apresentar dinaˆmicas mais complexas, como a di-
naˆmica cao´tica, e´ necessa´rio pelo menos treˆs graus de liberdade. Como para descrever os
lasers de classe C e´ necessa´rio o conjunto completo de equac¸o˜es de Maxwell-Bloch, enta˜o
naturalmente ja´ temos um sistema com pelo menos treˆs graus de liberdade, possibilitando
que o sistema apresente dinaˆmica cao´tica.
Dependeˆncia nas condic¸o˜es iniciais do sistema, ou seja, dinaˆmica cao´tica, ja´ e´ bem
conhecida [78]. A conversa˜o de energia incoerente em radiac¸a˜o coerente que acontece em
lasers e´ frequentemente acompanhada pelo surgimento de pulsac¸o˜es espontaˆneas na sa´ıda
do laser [79]. No entanto, a falta de conhecimento na e´poca, fez com que essas observac¸o˜es
fossem deixadas inexplicadas ou erroneamente atribu´ıdas ao ru´ıdo. Apenas em 1960, com
a descoberta de Lorenz [80] a cerca da sensibilidade das condic¸o˜es iniciais, que estudos
comec¸aram a ser realizados em torno disso. Caos em lasers comec¸ou a ser estudo em
1975 [81], quando Haken mostrou a analogia entre as equac¸o˜es de Lorenz e as equac¸o˜es
de Maxwell-Bloch.
Lasers de classe A e B, podem exibir dinaˆmica cao´tica se adicionarmos algum for-
c¸amento externo. Uma maneira de fazer isso e´ por meio de injec¸a˜o o´ptica externa, em
particular, por realimentac¸a˜o o´ptica, onde, neste u´ltimo caso, uma parcela de luz emi-
tida e´ inserida de volta dentro da cavidade do laser. E´ bem estabelecido que lasers sa˜o
extremamente sens´ıveis a realimentac¸a˜o o´ptica [15]. Em nosso trabalho analisamos a di-
naˆmica de um laser de classe B de estado so´lido sujeito a uma realimentac¸a˜o o´ptica de
frequeˆncia modificada de um ponto de vista de sistemas dinaˆmicos. Nas pro´ximas sec¸o˜es
descreveremos brevemente alguns conceitos de sistemas dinaˆmicos, importantes para o
desenvolvimento do nosso trabalho.
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2.2 Sistemas dinaˆmicos
Conforme a refereˆncia [82], um sistema dinaˆmico consiste na formulac¸a˜o matema´tica
do conceito cient´ıfico geral de um processo determin´ıstico. Os estados futuro e passado de
um sistema dinaˆmico podem ser previstos para uma certa extensa˜o conhecendo seu estado
presente e as leis que governam sua evoluc¸a˜o. Comprovado que estas leis na˜o mudam
no tempo, o comportamento de tal sistema pode ser considerado como completamente
definido pelo seu estado inicial. Assim, a definic¸a˜o de um sistema dinaˆmico inclui um
conjunto de seus estados poss´ıveis (espac¸o de estados) e uma lei de evoluc¸a˜o do estado no
tempo. Nas subsec¸o˜es abaixo discutiremos brevemente alguns elementos que caracterizam
a dinaˆmica de um sistema.
2.2.1 Atrator
Dado um conjunto fechado de pontos A no espac¸o de fases de um sistema dinaˆmico,
Monteiro [83] define o atrator como:
• A e´ um conjunto invariante: ou seja, qualquer trajeto´ria ~x(t) que comec¸a em A,
permanece em A por todo o tempo;
• A atrai um conjunto aberto de condic¸o˜es iniciais: isso e´, ha´ um hipervolume B,
que conte´m A, tal que para qualquer condic¸a˜o inicial ~x(0) pertencente a B, enta˜o a
distaˆncia entre a trajeto´ria ~x(t) e A tende a zero, quando t→∞. O maior conjunto
de condic¸o˜es iniciais que satisfaz essa propriedade e´ chamado bacia de atrac¸a˜o de A;
• A e´ mı´nimo: ou seja, na˜o ha´ subconjunto de A que satisfac¸a as duas condic¸o˜es
anteriores.
Para um sistema dinaˆmico de tempo cont´ınuo, autoˆnomo e bidimensional, pelo teo-
rema de Poincare´-Bendixson [84] temos duas possibilidades de atrator, que sa˜o:
• ponto de equ´ılibrio, qualquer condic¸a˜o inicial na sua vizinhanc¸a, a trajeto´ria da solu-
c¸a˜o convergira´ para esse ponto, nesse caso temos um equil´ıbrio esta´vel, no contra´rio,
o equil´ıbrio e´ insta´vel;
• ciclo-limite, qualquer condic¸a˜o inicial na sua vizinhanc¸a, a trajeto´ria da soluc¸a˜o con-
vergira´ para um conjunto de pontos que apresentam um comportamento perio´dico,
nesse caso temos um ciclo-limite esta´vel, no contra´rio, o ciclo-limite e´ insta´vel.
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Para um sistema dinaˆmico de tempo cont´ınuo, autoˆnomo e n-dimensional, com n >
2, podemos encontrar mais tipos de atratores, que sa˜o:
• superf´ıcie toroidal, exibe um comportamento perio´dico ou quase perio´dico com n
frequeˆncias, sendo n > 2, fundamentais independentes. No comportamento quasi-
perio´dico, temos que as o´rbitas nunca se fecham sobre si;
• atrator cao´tico, apresenta dependeˆncia sens´ıvel a`s condic¸o˜es iniciais, ou seja, a dis-
taˆncia entre duas trajeto´rias vizinhas no espac¸o de fases diverge exponencialmente
conforme o sistema evolui no tempo.
• atrator hipercao´tico, exibe um comportamento cao´tico com pelo menos dois expo-
entes positivos de Lyapunov. Combinado com um expoente nulo e um negativo, a
dimensa˜o mı´nima para um sistema com evoluc¸a˜o cont´ınua no tempo e´ 4.
2.2.2 Bifurcac¸o˜es
Uma bifurcac¸a˜o de um sistema dinaˆmico e´ uma mudanc¸a estrutural no espac¸o de fases,
produzida pela variac¸a˜o de seus paraˆmetros ao passar por um valor cr´ıtico, chamado de
ponto de bifurcac¸a˜o.
Podemos classificar as bifurcac¸o˜es como sendo bifurcac¸o˜es locais ou globais. Bifur-
cac¸o˜es que na˜o podem ser detectadas a partir de uma ana´lise local sa˜o chamadas de
bifurcac¸o˜es globais, como as bifurcac¸o˜es homocl´ınicas e heterocl´ınicas. Bifurcac¸o˜es que
podem ser previstas estudando o campo vetorial na vizinhanc¸a de um ponto de equil´ıbrio
ou de um cliclo limite sa˜o ditas bifurcac¸o˜es locais, como as bifurcac¸o˜es de codimensa˜o
um e codimensa˜o dois. Quando e´ necessa´rio pelo menos um paraˆmetro para ocorrer
uma bifurcac¸a˜o, temos as bifurcac¸o˜es de codimensa˜o um, como as bifurcac¸o˜es de Hopf
e sela-no´ para o equil´ıbrio, e sela-no´, dobramento de per´ıodo e Neimark-Sacker para ci-
clo limite. Quando sa˜o necessa´rios pelo menos dois paraˆmetros, temos as bifurcac¸o˜es de
codimensa˜o dois, como a bifurcac¸a˜o de Bautin, de Bogdanov-Takens, cu´spide, fold-Hopf
e Hopf-Hopf. Abaixo listaremos uma se´rie de bifurcac¸o˜es que ocorrem tipicamente em
lasers, descrevendo-as brevemente com base na refereˆncia [82].
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Bifurcac¸o˜es de codimensa˜o um para o equil´ıbrio
Bifurcac¸a˜o de sela-no´: caracterizada por um autovalor nulo da matriz Jacobiana no
ponto de bifurcac¸a˜o. Sua forma normal e´ dada por:
x˙ = α + x2 ≡ f(x, α) (2.1)
Antes da bifurcac¸a˜o (α < 0) o sistema apresenta dois pontos de equi´ılibrio, um es-
ta´vel e um insta´vel, que colidem no ponto de bifurcac¸a˜o (α = 0), e desaparecem apo´s a
bifurcac¸a˜o (α > 0), como pode ser visto na figura 2.1.
Figura 2.1: Bifurcac¸a˜o de sela-no´, retirada da refereˆncia [82].
Bifurcac¸a˜o de Hopf: tambe´m conhecida como bifurcac¸a˜o de Andronov-Hopf, e´ carac-
terizada por dois autovalores puramente imagina´rios da matriz Jacobiana no ponto de
bifurcac¸a˜o e pode se apresentar na forma subcr´ıtica e supercr´ıtica. A forma normal da
Hopf supercr´ıtica e´ dada por:
x˙1 = αx1 − x2 − x1(x12 + x22)
x˙2 = x1 + αx2 + x2(x1
2 + x2
2)
(2.2)
Na forma supercr´ıtica, temos um ponto de equil´ıbrio esta´vel (α < 0) perdendo esta-
bilidade no ponto de bifurcac¸a˜o (α = 0), enquanto um ciclo-limite esta´vel surge (α > 0),
como pode ser visto na figura 2.2.
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Figura 2.2: Bifurcac¸a˜o de Hopf supercrit´ıtica, retirada da refereˆncia [82].
A forma normal da Hopf subcr´ıtica e´ dada por:
x˙1 = αx1 − x2 + x1(x12 + x22)
x˙2 = x1 + αx2 + x2(x1
2 + x2
2)
(2.3)
Na forma subcr´ıtica, temos um ponto de equil´ıbrio esta´vel (α < 0) perdendo esta-
bilidade no ponto de bifurcac¸a˜o (α = 0), enquanto um ciclo-limite insta´vel desaparece
(α > 0), como pode ser visto na figura 2.3.
Figura 2.3: Bifurcac¸a˜o de Hopf subcrit´ıtica, retirada da refereˆncia [82].
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Bifurcac¸o˜es de codimensa˜o um para o´rbitas perio´dicas
Dada a forma normal:
u˙ = α + σu2 (2.4)
com σ = ±1. Podemos ter as seguintes bifurcac¸o˜es:
Bifurcac¸a˜o de dobramento de per´ıodo: corresponde a` criac¸a˜o ou destruic¸a˜o de uma
o´rbita perio´dica com o dobro do per´ıodo da o´rbita original como pode ser visto na figura
2.4.
Figura 2.4: Bifurcac¸a˜o de dobramento de per´ıodo supercr´ıtica, figura retirada da refereˆncia
[82].
Pode se apresentar na forma subcr´ıtica e supercr´ıtica. Na forma supercr´ıtica, te-
mos uma o´rbita perio´dica esta´vel de per´ıodo τ (α < 0) perdendo estabilidade no ponto
de bifurcac¸a˜o (α = 0), enquanto um ciclo-limite esta´vel de per´ıodo 2τ surge (α > 0),
exemplificado na figura 2.5.
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Figura 2.5: Bifurcac¸a˜o de dobramento de per´ıodo supercr´ıtica, figura retirada da refereˆncia
[85].
Na forma subcr´ıtica, temos uma o´rbita perio´dica esta´vel de per´ıodo τ (α < 0) per-
dendo estabilidade no ponto de bifurcac¸a˜o (α = 0), enquanto um ciclo-limite insta´vel de
per´ıodo 2τ desaparece (α > 0), exemplificado na figura 2.6.
Figura 2.6: Bifurcac¸a˜o de dobramento de per´ıodo subcr´ıtica, retirada da refereˆncia [85].
Em geral, apo´s o primeiro dobramento, pode surgir uma se´rie de n duplicac¸o˜es com
per´ıodo 2nτ . Este ciclo limite de per´ıodo 2τ pode se tornar insta´vel e dar lugar a um
novo ciclo limite de per´ıodo 4τ . Esse processo de dobramento de per´ıodo pode continuar
ate´ o per´ıodo se tornar infinito, com a trajeto´ria nunca se repetindo, portanto, tornando
o regime cao´tico. Esse processo de dobramentos e´ conhecido como rota para o caos via
duplicac¸a˜o de per´ıodo ou cena´rio de Feigenbaum.
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Bifurcac¸a˜o de sela-no´: apresenta dois ciclo limites, um esta´vel e um insta´vel (α < 0),
que colidem no ponto de bifurcac¸a˜o (α = 0), e desaparecem apo´s a bifurcac¸a˜o (α > 0),
como pode ser visto na figura 2.7. E´ o processo ana´logo ao caso para o ponto de equil´ıbrio.
Figura 2.7: Bifurcac¸a˜o de sela-no´ para o´rbitas perio´dicas, retirada da refereˆncia [82].
Bifurcac¸a˜o de Torus: tambe´m conhecida como bifurcac¸a˜o de Hopf secunda´ria para
sistemas a tempo cont´ınuo e Neimark-Sacker para mapas (sistema a tempo discreto),
corresponde ao aparecimento de uma soluc¸a˜o quase perio´dica esta´vel ou insta´vel, como
pode ser visto na figura 2.8. Se a bifurcac¸a˜o for supercr´ıtica, um cliclo limite esta´vel
(α > 0) transforma-se em um atrator quase perio´dico esta´vel (α < 0), se for subcr´ıtico,
um cliclo limite insta´vel (α > 0) transforma-se em um atrator quase perio´dico insta´vel
(α < 0).
Figura 2.8: Bifurcac¸a˜o de sela-no´ para o´rbitas perio´dicas, retirada da refereˆncia [82].
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Bifurcac¸o˜es de codimensa˜o dois
Bifurcac¸a˜o de cu´spide: caracterizada por um autovalor nulo da matriz Jacobiana no
ponto de bifurcac¸a˜o e sem o coeficiente quadra´tico da bifurcac¸a˜o de sela-no´. A forma
normal e´ dada por:
η˙ = β1 + β2η + sη
3 (2.5)
onde s = ±1. O ponto de bifurcac¸a˜o de cu´spide e´ o ponto em que dois ramos da
curva de bifurcac¸a˜o de sela-no´ se encontram tangencialmente, formando uma para´bola
semicu´bica, como mostrado na figura 2.9. Esta bifurcac¸a˜o implica a presenc¸a do fenoˆmeno
de histerese.
Figura 2.9: Bifurcac¸a˜o de cu´spide, retirada da refereˆncia [86].
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Bifurcac¸a˜o de Bautin: tambe´m conhecida como bifurcac¸a˜o de Hopf generalizada, e´
uma bifurcac¸a˜o de um ponto de equil´ıbrio, caracterizada por um par de autovalores pura-
mente imagina´rios da matriz Jacobiana no ponto de bifurcac¸a˜o. A forma normal e´ dada
por:
z˙ = (β1 + i)z + β2z|z|2 + sz|z|4 (2.6)
onde s = ±1. O ponto de bifurcac¸a˜o separa o ramo subcr´ıtico do supercr´ıtico da
bifurcac¸a˜o de Hopf. A figura 2.10 mostra o que acontece na vizinhanc¸a desse ponto de
bifurcac¸a˜o, representado pela origem (0) da figura. A curva em vermelho (LPC) representa
uma curva de bifurcac¸a˜o de sela-no´ para o´rbitas perio´dicas, H+ uma curva de bifurcac¸a˜o
de Hopf subcr´ıtica e H− uma curva de bifurcac¸a˜o de Hopf supercr´ıtica.
Figura 2.10: Bifurcac¸a˜o de Bautin, retirada da refereˆncia [87].
Na regia˜o 1, temos apenas um equil´ıbrio esta´vel e subindo para a regia˜o 2 temos a
criac¸a˜o de um ciclo limite esta´vel. Indo para a regia˜o 3 este ciclo limite esta´vel permanece,
assim como o ponto de equil´ıbrio esta´vel, so´ que agora um ciclo limite insta´vel e´ criado.
Esses dois ciclos desaparecem na curva de sela-no´ de o´rbitas perio´dicas, permanecendo
apenas o equil´ıbrio esta´vel.
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Bifurcac¸a˜o de Bogdanov-Takens: e´ uma bifurcac¸a˜o de um ponto de equil´ıbrio, carac-
terizada por um autovalor nulo de multiplicidade alge´brica dois da matriz Jacobiana no
ponto de bifurcac¸a˜o. A forma normal e´ dada por:
η˙1 = η2
η˙2 = β1 + β2η1 + η1
2 + sη1η2
(2.7)
onde s = ±1. No ponto de bifurcac¸a˜o de Bogdanov-Takens a curva de Hopf deixa de
existir. A figura 2.11 mostra o que acontece pro´ximo do ponto de bifurcac¸a˜o, representado
pela origem (0) da figura, onde H representa a curva de bifurcac¸a˜o de Hopf, T+ e T− sa˜o
os dois ramos da curva de bifurcac¸a˜o de sela-no´ de o´rbitas perio´dicas e P e´ a curva de
bifurcac¸a˜o de o´rbitas homocl´ınicas. Para valores pro´ximos do ponto de bifurcac¸a˜o, o
sistema tem dois equil´ıbrios que colidem e desaparecem via uma bifurcac¸a˜o de sela-no´
(regia˜o 1). Por outro lado, o equil´ıbrio de no´ (regia˜o 2) sofre uma bifurcac¸a˜o de Hopf
gerando um ciclo limite (regia˜o 3), que degenera em uma o´rbita homocl´ınica para a sela
e desaparece via uma bifurcac¸a˜o homocl´ınica de sela (regia˜o 4).
Figura 2.11: Bifurcac¸a˜o de Bogdanov Takens, retirada da refereˆncia [88].
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Bifurcac¸a˜o de fold-Hopf: tambe´m conhecida como bifurcac¸a˜o zero-Hopf, Hopf sela-no´
ou Gavrilov-Guckenheimer, e´ uma bifurcac¸a˜o de um ponto de equil´ıbrio, caracterizada por
um autovalor nulo e um par de autovalores puramente imagina´rios da matriz Jacobiana
no ponto de bifurcac¸a˜o. A forma normal em coordenadas polares e´ dada por:
ξ˙ = β1 + ξ
2 + sρ2
ρ˙ = ρ(β2 + θξ + ξ
2)
(2.8)
onde s = ±1 e θ pode assumir valores negativos e positivos, possibilitando dessa
maneira quatro configurac¸o˜es diferentes: s = 1 e θ < 0, s = 1 e θ > 0, s = −1 e θ < 0 e
s = −1 e θ > 0. Na refereˆncia [82] pode ser encontrado em detalhes o que acontece na
vizinhanc¸a do ponto de bifurcac¸a˜o em cada caso. De maneira geral, no ponto de bifurcac¸a˜o
ocorre uma intersecc¸a˜o tangencial de curvas de bifurcac¸o˜es de sela-no´ e de Hopf.
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2.2.3 Expoentes de Lyapunov
O expoente de Lyapunov caracteriza os diferentes comportamentos que o sistema
pode apresentar e descreve a taxa com a qual dois pontos pro´ximos no espac¸o de fases se
aproximam ou se afastam. Para definir o expoente de Lyapunov, vamos partir da defi-
nic¸a˜o utilizada na refereˆncia [83]. Seja um sistema de n equac¸o˜es diferenciais ordina´rias,
considera-se uma hiper-esfera de condic¸o˜es iniciais centrada num ponto ~x(t0), e analisa-se
a evoluc¸a˜o dela no tempo. Considerando que o raio inicial dj(t0) varie exponencialmente
no tempo ao longo da j−e´sima dimensa˜o (j = 1, ..., n), temos:
dj(t) = dj(t0)e
λj(t−t0), j = 1, ..., n. (2.9)
Essa relac¸a˜o pode ser reescrita como:
λj =
ln[dj(t)/dj(t0)]
t− t0 , j = 1, ..., n. (2.10)
Para cada direc¸a˜o no espac¸o de fases e´ associado um expoente de Lyapunov λj, se o
somato´rio dos expoentes de Lyapunov for negativo, o sistema e´ dissipativo. Para sistemas
com N dimenso˜es existem N expoentes de Lyapunov associados a cada direc¸a˜o e podemos
obter os seguintes tipos de atratores:
• ponto de equil´ıbrio: tem-se λ1, λ2, ..., λj < 0, ja´ que a hiper esfera deve se contrair
ao longo das N direc¸o˜es do espac¸o de fases, a fim de que a trajeto´ria convirga para
o ponto;
• ciclo limite: tem-se λ1 = 0 e λ2, ..., λn < 0, sendo que o expoente nulo corresponde
a direc¸a˜o ao longo da trajeto´ria fechada;
• torus d-dimensional: tem-se no ma´ximo λ1 < 0 e λ2, ..., λd = 0, caracterizando
um torus d-dimensional, e no mı´nimo λ1, λ2 = 0 e λ3, ..., λd < 0, caracterizando
um torus bidimensional, sendo d = N − 1, de modo que as trajeto´rias atratoras
situam-se sobre uma superf´ıcie;
• atrator cao´tico: tem-se um expoente maior que zero e um nulo, e o restante nega-
tivo, de modo que a soma de todos seja menor que zero. O expoente positivo esta´
associado a dependeˆncia sens´ıvel a`s condic¸o˜es iniciais.
• atrator hipercao´tico: tem-se pelo menos dois expoentes maior que zero e um nulo, e
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o restante negativo, de modo que a soma de todos seja menor que zero. A dimensa˜o
mı´nima que um sistema deve ter para poder apresentar dinaˆmica hipercao´tica e´ 4.
2.3 Metodologia
Para descrever a dinaˆmica de um laser utilizamos te´cnicas de continuac¸a˜o nume´rica e
integrac¸a˜o direta, de modo a obter uma melhor compreensa˜o dos fenoˆmenos que aparecem
em nosso modelo. Por um lado, com a continuac¸a˜o nume´rica conseguimos descrever
soluc¸o˜es insta´veis, descrever regio˜es multiesta´veis em um u´nico diagrama e identificar os
tipos de bifurcac¸a˜o que aparecem com poucos recursos computacionais. Por outro lado,
com a integrac¸a˜o direta conseguimos localizar as soluc¸o˜es cao´ticas que na˜o sa˜o poss´ıveis
de serem obtidas com a continuac¸a˜o nume´rica. Pore´m, essa metodologia demanda muito
mais recurso computacional. Abaixo faremos uma descric¸a˜o mais detalhada dos me´todos
utilizados para obtenc¸a˜o dos resultados da dissertac¸a˜o.
2.3.1 Integrac¸a˜o direta
Como vimos em sec¸o˜es anteriores, os paraˆmetros do sistema desempenham um papel
importante na dinaˆmica do sistema. Esta influeˆncia dos paraˆmetros na dinaˆmica do
sistema pode ser estudada ao variar dois paraˆmetros, para isso, constru´ımos espac¸os de
paraˆmetros, que consistem num diagrama de fases com a variac¸a˜o de dois paraˆmetros e
uma escala de cores que representam a estimativa nume´rica dos expoentes de Lyapunov.
A ana´lise da dinaˆmica por meio da codificac¸a˜o de cores do maior expoente de Lyapunov
ja´ e´ bem conhecida [89, 90], pore´m, utilizaremos a metodologia introduzida em 2008
por Bonatto [91]. Ela possibilita que em um mesmo diagrama tenhamos informac¸o˜es do
primeiro e segundo maiores expoentes de Lyapunov, podendo assim identificar curvas de
bifurcac¸o˜es no espac¸o de paraˆmetros e ainda obter informac¸o˜es de como o expoente de
Lyapunov varia em regio˜es perio´dicas.
Para a construc¸a˜o dos espac¸os de paraˆmetros, as equac¸o˜es diferenciais sa˜o resolvidas
numericamente utilizando o me´todo de Runge-Kutta padra˜o de quarta ordem com passo
fixo igual a 0, 1 e os expoentes de Lyapunov sa˜o computados utilizando o me´todo pro-
posto por por Wolf et al. [92], ambos utilizando a linguagem fortran. O valor do passo
de integrac¸a˜o foi determinado por meio de alguns testes de convergeˆncia, monitorando a
evoluc¸a˜o do sistema por meio de se´ries temporais. Ale´m disso, as equac¸o˜es foram integra-
das descartando um transiente de 35000 passos de integrac¸a˜o e utilizando 700000 passos
2.3. Metodologia 22
de integrac¸a˜o para a ana´lise da se´rie temporal. Por fim, como comentado acima, a ana´lise
da estabilidade e´ feita estudando o comportamento do sistema ao variar dois paraˆmetros.
Para isso, essa variac¸a˜o foi feita em uma malha MxM, enquanto os outros permaneciam
fixos, sendo M=600.
Os diagramas de estabilidade foram produzidos ao variar dois paraˆmetros de injec¸a˜o
e para a escala de cores, testando o primeiro expoente de Lyapunov, se ele fosse zero, o
segundo expoente de Lyapunov assume o seu lugar. Dessa maneira, podemos localizar as
curvas de bifurcac¸o˜es no espac¸o de paraˆmetros e ainda obter informac¸o˜es do expoente de
Lyapunov nas regio˜es perio´dicas. Apo´s estabelecer os valores de Lyapunov associados a
variac¸a˜o dos paraˆmetros, determina-se o maior e o menor valor dos expoentes, atribuindo
uma cor para cada um. Os valores intermedia´rios assumem cores de modo a formar um
gradiente entre as cores atribu´ıdas para o maior e menor valor de expoente obtido. Essa
codificac¸a˜o de cores e´ de extrema importaˆncia, a partir dela poderemos discriminar as
condutas cao´ticas e na˜o cao´ticas. Em nossos diagramas, atribuimos a cor vermelha para
o maior expoente de Lyapunov e a branca para o menor. O expoente nulo ganhou uma
cor expec´ıfica tambe´m, foi associado a ele a cor preta, dessa maneira, e´ poss´ıvel localizar
as curvas de bifurcac¸o˜es no espac¸o de paraˆmetros.
Quanto a`s condic¸o˜es inicias, comec¸amos de um valor arbitra´rio para cada varia´vel
e integramos o sistema, sempre tomando o u´ltimo ponto da integrac¸a˜o como condic¸a˜o
inicial para um novo valor de paraˆmetro. Essa te´cnica e´ conhecida como “perseguic¸a˜o
ao atrator”. Caso na˜o seguissemos o atrator, a mesma condic¸a˜o inicial seria utilizada
para todos os novos valores de paraˆmetros durante a integrac¸a˜o. Optamos pela te´cnica de
seguir o atrator, pois dessa forma evitamos um tempo gasto de transiente que teria que ser
computado toda vez que um novo paraˆmetro fosse integrado, portanto, o resultado e´ uma
convergeˆncia melhor para o expoente de Lyapunov. Um ponto de que deve ser ressaltado
aqui, e´ que em regio˜es de multiestabilidade, apenas um dos atratores e´ identificado, tendo
em vista que, a partir do momento que o sistema converge para um atrator, ele continua
nele durante toda a integrac¸a˜o. Logo, para obter-se todos os atratores do sistema, deve-
se comec¸ar de condic¸o˜es iniciais diferentes, resultando em novos espac¸os de paraˆmetros.
Veremos na sec¸a˜o ?? que uma maneira de discriminar as regio˜es de multiestabilidade e´
integrando o sistema incrementando ou decrementando os valores dos paraˆmetros.
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2.3.2 Continuac¸a˜o nume´rica
Como enfatizamos na subsec¸a˜o anterior, na˜o e´ poss´ıvel seguir curvas insta´veis no
espac¸o de paraˆmetros, descrever regio˜es multiesta´veis num mesmo diagrama e, por mais
que localizemos as bifurcac¸o˜es, na˜o e´ poss´ıvel determinar que tipo de bifurcac¸a˜o ela e´
com integrac¸a˜o direta. Dessa forma, utilizamos continuac¸a˜o nume´rica para contornar
esse problema. Dentre diversos me´todos, optamos trabalhar com o programa AUTO.
Conforme a refereˆncia [93] pa´g. 19, o programa pode:
• Computar famı´lias de o´rbitas perio´dias, sejam elas esta´veis ou insta´veis e, computar
os multiplicadores de Floquet (autovalores do sistema), que determinam a estabili-
dade ao longo dessas famı´lias.
• Localizar dobras, pontos de ramificac¸o˜es, bifurcac¸o˜es de dobramento de per´ıodo e
bifurcac¸o˜es toroidas ao longo de uma famı´lia de soluc¸o˜es perio´dicas;
• Continuar dobras, bifurcac¸o˜es de dobramento de per´ıodo e bifurcac¸o˜es toroidas em
dois paraˆmetros;
• Continuar o´rbitas de pontos fixos em dois paraˆmetros;
• Continuar pontos de ramificac¸o˜es em dois paraˆmetros que sa˜o caracterizados por
simetrias espec´ıficas do problema. Em problemas na˜o sime´tricos e´ necessa´rios treˆs
paraˆmetros para continuar o ponto de ramificac¸a˜o;
• Fazer cada uma das opc¸o˜es acima para rotac¸o˜es, ou seja, quando alguns dos com-
ponentes da soluc¸a˜o perio´dica tem um ganho de fase de um mu´ltiplo de 2pi;
• Seguir curvas de o´rbitas homocl´ınicas e detectar e continuar diversas bifurcac¸o˜es de
codimensa˜o dois;
• Localizar extremos de um objetivo funcional integral ao longo de uma famı´lia de
soluc¸o˜es perio´dicas e sucessivamente continuar tais extremos em mais paraˆmetros;
• Calcular curvas de soluc¸o˜es em [0,1], sujeitas a limites na˜o-lineares gerais e condic¸o˜es
integrais. As condic¸o˜es na˜o precisam ser separadas, isto e´, podem envolver ambas
condic¸o˜es simultaˆneamente;
• Determinar dobras e pontos de ramificac¸o˜es ao longo de famı´lias de bifurcac¸o˜es para
o problema de valores de contorno acima.
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Para utilizar tais recursos, devemos iniciar de uma soluc¸a˜o estaciona´ria ou perio´dica
e enta˜o escolher uma direc¸a˜o de variac¸a˜o do paraˆmetro. O programa evolui ate´ encontrar
uma bifurcac¸a˜o e, a partir dela, e´ poss´ıvel segui-la ao longo do espac¸o de paraˆmetro,
possibilitando assim seguir as curvas insta´veis. Como o programa calcula os autovalores
da matriz Jacobiana tambe´m e´ poss´ıvel determinar o tipo de bifurcac¸a˜o. Descrever as
regio˜es multiesta´veis tambe´m e´ poss´ıvel porque podemos fazer uma superposic¸a˜o de curvas
no espac¸o de paraˆmetros. Para o nosso modelo utilizamos o programa para seguir curvas
de pontos fixos e o´rbitas perio´dicas em dois paraˆmetros, podendo assim determinar as
bifurcac¸o˜es de codimensa˜o um e dois presentes na dinaˆmica do sistema.
Capı´tulo3
Laser de estado so´lido com realimentac¸a˜o
o´ptica de frequeˆncia modificada
Este cap´ıtulo esta´ organizado da seguinte maneira: na pro´xima sec¸a˜o apresentamos
a configurac¸a˜o experimental de um modelo de laser de estado so´lido, detalhando as prin-
cipais caracter´ısticas dele e na sequeˆncia apresentamos o modelo teo´rico correspondente,
introduzindo as equac¸o˜es diferenciais que modelam o laser de estado so´lido com realimen-
tac¸a˜o o´ptica que investigamos.
3.1 Configurac¸a˜o experimental
A implementac¸a˜o experimental de um laser de estado so´lido sujeito a uma realimen-
tac¸a˜o o´ptica de frequeˆncia modificada e´ reportada em diversos trabalhos na literatura
[47–49, 94]. Nestes trabalhos que mencionamos, o laser utilizado tem como meio ativo
um cristal de Nd:YAG (granada de ı´trio e alumı´nio dopados com Neod´ımio) e e´ bombe-
ado por um laser de diodo. Ale´m disso, a injec¸a˜o e´ feita injetando o campo ex em ey.
Os campos ex e ey polarizados ao longo de xˆ e yˆ com autofrequeˆncias νx e νy respectiva-
mente, oscilam simultaneamente. A poteˆncia t´ıpica emitida pelo laser e´ de 10mW quando
bombeado por 500mW . Ale´m disso, o campo reinjetado tem sua frequeˆncia modificada
em fAO ≈ 100MHz usando um modulador acu´stico o´ptico (AOM, tambe´m conhecida
como Bragg Cell). A figura 3.1, mostra esquematicamente a configurac¸a˜o experimental
do modelo.
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Figura 3.1: Configurac¸a˜o experimental. QWP: do ingleˆs, quarter-wave plate, e´ uma placa
de quarto de onda; M: do ingleˆs mirror, e´ um espelho e P: e´ um polarizador. Figura
retirada de [94]
A cavidade de realimentac¸a˜o, conte´m uma ce´lula Bragg, movida por um sintetizador
de ra´dio frequeˆncia (RF) esta´vel, que fornece uma refereˆncia de fase externa. Em seguida,
uma placa de um quarto de onda a 45◦ seguida por um espelho gira as polarizac¸o˜es em
x e y, e finalmente, o feixe de laser e´ reinjetado na cavidade do laser depois de atravessar
novamente a ce´lula de Bragg. Como resultado, temos o campo polarizado em xˆ oscilando
com uma frequeˆncia de νy+2fAO e o campo polarizado em yˆ oscilando com uma frequeˆncia
de νx + 2fAO sendo reinjetado no laser. Eles notaram que o campo reinjetado em ex na˜o
tem efeito na dinaˆmica pois a diferenc¸a entre as frequeˆncias νx e νy+2fAO e´ muito grande,
dessa forma, como ja´ citado anteriormente, temos apenas o campo ex sendo reinjetado
em ey com a frequeˆncia descrita acima. Por fim, a sa´ıda do laser e´ detectada por um
fotodiodo ra´pido, responsa´vel por converter a luz em corrente ele´trica.
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3.2 Modelo teo´rico
O modelo final de equac¸o˜es partiu das equac¸o˜es de Lang-Kobayashi, introduzidas
na refereˆncia [47], que e´ composto por 6 equac¸o˜es diferencias ordina´rias na˜o lineares
acopladas:
dEx
dt
= [−Γx + κ(nx + βny)]Ex
2
+ 2ipiνxEx + E˜x,
dEy
dt
= [−Γy + κ(ny + βnx)]Ey
2
+ 2ipiνyEy + γeEx(t− τ)e4ipifAOy+iψ + E˜y,
dnx,y
dt
= γ‖Px,y − [γ‖ + ζ(|Ex,y|2 + β|Ey,x|2)]nx,y + n˜x,y,
(3.1)
Nas equac¸o˜es 3.1, Ex,y sa˜o os dois modos do campo laser e nx,y as duas inverso˜es de
populac¸a˜o correspondente. O paraˆmetro Γx,y representa o tempo de vida da cavidade,
γ‖ e´ proporcional ao tempo de vida da inversa˜o populacional, κ e ζ sa˜o os coeficientes
de acoplamento a´tomo-campo respectivamente, β corresponde a` saturac¸a˜o cruzada no
meio ativo e Px,y representa as taxas de bombeamento. Ale´m disso, E˜x,y e n˜x,y sa˜o os
termos de ru´ıdos representando as emisso˜es espontaˆneas e τ representa o tempo de atraso
(delay). Para esse modelo, foram assumidas taxas de perdas e bombeamento ideˆnticas,
ou seja, Γx = Γy = γ e Px = Py = P . Os termos de ru´ıdos E˜x,y e n˜x,y que representam
as emisso˜es espontaˆneas foram negligenciados, visto que estamos interessados apenas em
estudar a dinaˆmica determin´ıstica do sistema. Ale´m disso, o tempo de atraso τ tambe´m
foi negligenciado, ja´ que a dinaˆmica do sistema envolve uma escala de tempo muito mais
lenta. Note que esta e´ uma boa aproximac¸a˜o para lasers de estado so´lido, mas em lasers de
semicondutores este na˜o seria o caso, visto que a dinaˆmica desses lasers envolvem escalas
de tempo muito mais ra´pidas. Dessa forma, as equac¸o˜es que descrevem o sistema podem
ser escritas como:
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dEx
dt
= [−γ + κ(nx + βny)]Ex
2
+ 2ipiνxEx,
dEy
dt
= [−γ + κ(ny + βnx)]Ey
2
+ 2ipiνyEy + γeExe
4ipifAOy+iψ,
dnx,y
dt
= γ‖P − [γ‖ + ζ(|Ex,y|2 + β|Ey,x|2)]nx,y,
(3.2)
Podemos reescrever as equac¸o˜es acima de uma maneira mais conveniente para inte-
grac¸a˜o nume´rica (ver apeˆndice A):
dex
ds
=
(mx + βmy)
2(1 + β)
ex,
dey
ds
=
(my + βmx)
2(1 + β)
ey + i∆ey + Γex,
dMx,y
ds
= 1− (|ex,y|2 + β|ey,x|2)− Mx,y[1 + (η − 1)× (|ex,y|2 + β|ey,x|2)].
(3.3)
Onde ex,y e Mx,y sa˜o os campos e as inverso˜es da populac¸a˜o reescaladas. O tempo s
e´ reescalado e sua relac¸a˜o com o tempo f´ısico t e´ s = Ωrt = 2pifrt, onde fr representa a
frequeˆncia de oscilac¸a˜o de relaxac¸a˜o do sistema. Nessas equac¸o˜es, ex,y e Mx,y sa˜o os novos
campos laser e inversa˜o de populac¸a˜o, respectivamente. Quanto aos paraˆmetros, temos
que:
• η representa o paraˆmetro de bombeamento, que controla o ganho do laser;
•  e´ o tempo de vida da inversa˜o, ou seja, o tempo que o ele´tron excitado leva para
decair ao seu estado de energia mais baixa;
• β representa a raza˜o da saturac¸a˜o cruzada e a auto saturac¸a˜o no meio ativo. A
saturac¸a˜o cruzada representa o quanto um campo laser influencia o outro, enquanto
que a autosaturac¸a˜o quanto ele influencia ele mesmo. As duas esta˜o conectas por
meio da constante de acoplamento de Lamb’s, como mostrado e calculado na re-
fereˆncia [95]. Essa constante governa os regimes de simultaniedade e bistabilidade
em lasers de dois modos. Como e´ explicado em detalhes na refereˆncia [45], pa´g.
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125, dependendo do valor dessa constante podemos ter treˆs tipos de acoplamento:
acoplamento fraco, neutro e forte. No acoplamento fraco temos β < 1 , no neutro
β = 1 e no forte β > 1. Em nosso trabalho, trabalhamos com o caso de acoplamento
fraco.
• ∆ e´ a dessintonizac¸a˜o de frequeˆncia, que e´ a diferenc¸a de frequeˆncia entre νx e νy.
Para o modelo que estudamos, ∆ = (νy− νx− 2fAO)/Ωr, dessa maneira, escolhendo
fAO da ordem de 100MHz, temos que ∆ sera´ da ordem da frequeˆncia de oscilac¸a˜o
de relaxac¸a˜o do sistema. Ale´m disso, o paraˆmetro ∆ e´ adimimensional, visto que
foi normalizado em func¸a˜o de Ωr.
• Γ e´ a intensidade da injec¸a˜o.
Os paraˆmetros que descrevem a intensidade da injec¸a˜o Γ, a dessintonizac¸a˜o ∆ e o
bombeamento η podem ser diretamente controlados em um experimento real, atuando
como paraˆmetros de controle. Em nosso trabalho, manteremos η fixo enquanto variamos
os paraˆmetros Γ e ∆, assim como a maioria dos trabalhos.
Podemos escrever o conjunto de equac¸o˜es 3.3 em termos de suas componentes reais e
imagina´rias.
ex = exr + iexi, (3.4)
ey = eyr + ieyi, (3.5)
onde exr, eyr e exi, eyi os campos em x e y com suas partes reais e imagina´rias,
respectivamente.
Dessa forma, podemos reescrever as equac¸o˜es 3.3 da seguinte maneira:
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dexr
ds
=
mx + βmy
2(1 + β)
exr,
dexi
ds
=
mx + βmy
2(1 + β)
exi,
deyr
ds
=
my + βmx
2(1 + β)
eyr −∆eyi + Γexr,
deyi
ds
=
my + βmx
2(1 + β)
eyi + ∆eyr + Γexi,
dMx
ds
= 1− (|ex|2 + β|ey|2)− Mx[1 + (η − 1)× (|ex|2 + β|ey|2)].
dMx
ds
= 1− (|ey|2 + β|ex|2)− My[1 + (η − 1)× (|ey|2 + β|ex|2)].
(3.6)
Como mostramos no apeˆndice B, o campo em x tem a fase constante, dessa maneira
podemos considerar, sem perda de generalidade, que ex e´ puramente real, de modo que a
fase em y corresponde a` fase relativa entre os dois osciladores. Dessa maneira, em nosso
trabalho, reduzimos a ana´lise de 6 equac¸o˜es para 5, desconsiderando a componente ima-
gina´ria do campo em x. As equac¸o˜es 3.7 mostram o conjunto de equac¸o˜es que utilizamos
para analisar o modelo de laser.
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dex
ds
=
mx + βmy
2(1 + β)
ex,
deyr
ds
=
my + βmx
2(1 + β)
eyr −∆eyi + Γex,
deyi
ds
=
my + βmx
2(1 + β)
eyi + ∆eyr,
dMx
ds
= 1− (ex2 + β|ey|2)− Mx[1 + (η − 1)× (ex2 + β|ey|2)].
dMx
ds
= 1− (|ey|2 + βex2)− My[1 + (η − 1)× (|ey|2 + βex2)].
(3.7)
O conjunto de equac¸o˜es 3.7 e´ extremamente u´til para se utilizar na integrac¸a˜o nume´-
rica, mas eles tambe´m podem ser decompostos em amplitude e fase do laser (ver apeˆndice
B):
1
γ
dIx
dt
= (Nx + βNy − 1)Ix,
1
γ
dIy
dt
= (Ny + βNx − 1)Iy + 4piK
√
IxIy cosφ,
1
γ
1
2pi
dφ
dt
= ∆−K
√
Ix
Iy
sinφ,
1
γ
dNx,y
dt
= [
η
1 + β
− (1 + Ix,y + βIy,x)Nx,y].
(3.8)
Onde Ix e Iy representam a intensidade de cada modo do laser, definidas como:
Ix = ex
2,
Iy = eyr
2 + eyi
2.
(3.9)
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A intensidade total e´ definida como:
I = |ex + ey|2 = ex2 + eyr2 + eyi2 + 2× ex × eyr (3.10)
Ainda, φ representa a fase do laser e Nx,y sa˜o as duas inverso˜es de populac¸a˜o reesca-
ladas. Como comentamos, o conjunto de equac¸o˜es 3.3 escritas em tempos do campo laser
sa˜o mais simples para a integrac¸a˜o nume´rica do que o conjunto de equac¸o˜es 3.8, pore´m,
as equac¸o˜es descritas em termos da intensidade e fase do laser sa˜o muito u´teis para obter
a frequeˆncia de oscilac¸ao de relaxac¸a˜o do sistema.
3.2.1 Ca´lculo da frequeˆncia de oscilac¸a˜o de relaxac¸a˜o
Vamos analisar a estabilidade do sistema de equac¸o˜es 3.8 utilizando a te´nica de es-
tabilidade linear [96]. De modo a simplificar os ca´lculos, vamos determinar a frequeˆncia
de oscilac¸a˜o de relaxac¸a˜o do sistema de equac¸o˜es 3.8 operando livremente, ou seja, os
paraˆmetros de acoplamento ∆ e Γ sa˜o nulos. Ale´m disso, vamos supor β = 0, ja´ que como
pode ser visto na figura 3.2, cada modo da intensidade do laser, assim como a intensidade
total, relaxam da mesma maneira. Na figura 3.2, Ix e Iy mostram o comportamento de
cada modo do laser sem injec¸a˜o o´ptica, enquanto que I mostra o comportamento do la-
ser com os dois modos interagindo devido a injec¸a˜o o´ptica. Note que, a magnitude das
intensidade modifica-se, pore´m o cena´rio dinaˆmico na˜o.
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Figura 3.2: (a) Variac¸a˜o das intensidade Ix, Iy e a total I no tempo. (b) Ampliac¸a˜o da
figura (a).
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Dessa forma, o conjunto de equac¸o˜es 3.8 simplificam-se a`:
I˙ = γ(N − 1)I,
N˙ = γ‖[η − (1 + I)N ],
(3.11)
onde o ponto representa a derivada temporal no tempo sem a normalizac¸a˜o.
Inicialmente devemos encontrar os pontos fixos do sistema I0 e N0, para isso, igualamos
o conjunto de equac¸o˜es 3.11 a` zero:
0 = (N − 1)I,
0 = η − (1 + I)N.
(3.12)
A soluc¸a˜o trivial e´ dada por:
I0 = 0, N0 = η. (3.13)
Neste caso, a soluc¸a˜o e´ insta´vel, o laser esta´ desligado e a inversa˜o de populac¸a˜o e´
igual ao bombeamento. Outra poss´ıvel soluc¸a˜o e´:
N0 = 1
I0 = η − 1
(3.14)
Determinado os valores do ponto fixo, podemos determinar a frequeˆncia de oscilac¸a˜o
de relaxac¸a˜o do sistema, para isso, utilizaremos o me´todo de estabilidade linear, em que
se supo˜e pequenas pertubac¸o˜es em torno do ponto de equil´ıbrio:
I = I0 + δI,
N = N0 + δN.
(3.15)
Substituindo o conjunto de equac¸o˜es 3.15 em 3.11:
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δ˙I = γ(N0 + δN − 1)(I0 + δI),
˙δN = γ‖[η − (1 + I0 + δI)(N0 + δN)],
(3.16)
Os termos cruzados δIδN sera˜o descartados pois suas contribuic¸o˜es sa˜o infinitesimais.
Substituindo os pontos fixos I0 e N0 encontrados:
δ˙I = γ(η − 1)δN (3.17)
˙δN = −γ‖(δI + ηδN). (3.18)
Fazendo a segunda derivada do conjunto de equac¸o˜es 3.17 e substituindo a equac¸a˜o
3.18:
δ¨I = −γ(η − 1)γ‖(δI + ηδN), (3.19)
mas da equac¸a˜o 3.17 temos:
δN =
δ˙I
γ(η − 1) , (3.20)
enta˜o,
δ¨I + ηγ‖δ˙I + γγ‖(η − 1)δI = 0. (3.21)
Supondo uma soluc¸a˜o do tipo δI = eλ encontramos,
λ2 + ηγ‖λ+ γγ‖(η − 1) = 0, (3.22)
cuja soluc¸a˜o e´ dada por:
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λ1,2 = −ηγ‖
2
±
√
(ηγ‖)
2
4
− γγ‖(η − 1). (3.23)
Caso γγ‖(η−1) <
(ηγ‖)
2
4
o laser tera´ uma dinaˆmica super amortecida, dessa maneira,
depois de uma pertubac¸a˜o ele retornara´ ao ponto estaciona´rio sem qualquer oscilac¸a˜o.
Sob condic¸o˜es real´ısticas, γγ‖(η − 1) >
(ηγ‖)
2
4
, de modo que a equac¸a˜o 3.23 sera´
sempre da forma λ1,2 = −Γr ± iωr. Consequentemente, qualquer pequena perturbac¸a˜o
na intensidade ira´ induzir oscilac¸o˜es em torno do ponto de equilibrio I0 com frequeˆncia
angular igual a`:
ωr =
√
Ω2r − Γ2r. (3.24)
Portanto, a frequeˆncia de oscilac¸a˜o de relaxac¸a˜o sera´:
Ωr =
√
γγ‖(η − 1). (3.25)
Para valores nume´ricos dos paraˆmetros iguais a` γ = 2, 31 × 108, γ‖ = 4, 35 × 103 e
η = 1, 2 a frequeˆncia de oscilac¸a˜o de relaxac¸a˜o tem o valor de Ωr = 4, 49 × 105. Esses
valores foram os que utilizamos em nosso trabalho, retirados da refereˆncia [94].
Capı´tulo4
Concluso˜es
Neste trabalho estudamos a dinaˆmica de um laser de estado so´lido de duas frequeˆncias
sujeito a realimentac¸a˜o o´ptica com frequeˆncia modificada. Mostramos que o paraˆmetro
, que descreve o tempo de vida da inversa˜o populacional e´ responsa´vel pelo surgimento
de va´rias instabilidades no sistema analisado. Para valores grandes do paraˆmetro , a
dinaˆmica do laser e´ bastante simples, admitindo apenas soluc¸o˜es estaciona´rias e o´rbitas
perio´dicas de per´ıodo um. Nesse caso, as u´nicas curvas de bifurcac¸o˜es presentes sa˜o a
de Hopf e sela-no´ de pontos fixos e, ale´m disso, existem dois pontos de bifurcac¸a˜o de
Bogdanov-Takens de codimensa˜o dois, um no ramo superior e outro no inferior da curva
de sela-no´ e Hopf. Ao que nossos resultados indicam, dinaˆmicas mais complexas, como
o fenoˆmeno de multiestabilidade, curvas de bifurcac¸o˜es de dobramento de per´ıodo que
conduzem ao caos e uma sela-no´ de o´rbitas perio´dicas, comec¸am a surgir em torno do
ponto de bifurcac¸a˜o de Bogdanov-Takens. Conforme diminu´ımos o valor do paraˆmetro
 surgem novos pontos de bifurcac¸a˜o, primeiro surge um ponto de codimensa˜o treˆs de
Bautin que em seguida se separa em dois pontos de codimensa˜o dois. Na sequeˆncia, um
ponto de codimensa˜o dois de zero-Hopf nasce em cada ponto de bifurcac¸a˜o de Bogdanov-
Takens. Esses pontos se separam, com os pontos de zero-Hopf se afastando cada vez mais
enquanto os de Bogdanov-Takens se aproximam, ate´ um momemento em que colidem e
desaparecem. Apo´s o desaparecimento do ponto de bifurcac¸a˜o de Bogdanov-Takens as
dinaˆmicas complexas que haviam surgido em torno dele se ”espalham”por toda a regia˜o
do espac¸o de paraˆmetro e da´ı em diante o sistema passa a apresentar dinaˆmicas cada vez
mais complexas.
Como comentado acima, apo´s o desaparecimento do ponto de bifurcac¸a˜o de Bogdanov-
Takens, para valores mais baixos do paraˆmetro , o sistema apresenta uma dinaˆmica
extremamente rica. Novas curvas de bifurcac¸a˜o de dobramento de per´ıodo e sela-no´ de
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o´rbitas perio´dicas aparecem, assim como diversas curvas de bifurcac¸a˜o de torus e um
aumento do fenoˆmeno de multiestabilidade. Regio˜es cao´ticas se tornam cada vez mais
comum, ocupando uma extensa˜o maior do espac¸o de paraˆmetros.
Como o modelo que estudamos apresenta dimensionalidade maior que treˆs, dinaˆmicas
mais complexas, como hipercaos, podem aparecer. Mostramos que o aparecimento (ou
na˜o) da dinaˆmica hipercao´tica esta´ associada ao paraˆmetro de acoplamento dos modos β,
que nos possibilitou encontrar dois regimes distintos, um que denominamos de hipercaos
“fraco” e o outro de hipercaos “forte”. Mostramos que para um conjunto de valores de pa-
raˆmetros real´ıstico desse modelo, onde foi encontrada previamente uma boa concordaˆncia
entre simulac¸o˜es nume´ricas e dados experimentais, ha´ uma pequena regia˜o de hipercaos
“fraco”, ou seja, regia˜o em que o primeiro expoente de Lyapunov e´ bem positivo e o se-
gundo, apesar de tambe´m ser positivo, tem uma magnitude bem menor, ficando muito
pro´ximo de zero. Nessa regia˜o, encontramos transic¸o˜es de regio˜es cao´ticas para regio˜es
de dinaˆmica hipercao´tica fraca. Essa transic¸a˜o foi estudada em detalhe e conseguimos
mostrar os pontos em que elas ocorrem. Para valores em torno de β = 0, 5 a dinaˆmica e´
bastante complicada, surgindo regio˜es de hipercaos “forte”, ou seja, regio˜es em que temos
dois expoentes de Lyapunov bem positivos. Nesta regia˜o encontramos uma interessante
alternaˆncia determin´ıstica entre duas dinaˆmicas bem distintas, onde em uma o laser apre-
senta oscilac¸o˜es de Q-switching com grande amplitude e na outra oscilac¸o˜es irregulares de
menor amplitude.
Tambe´m investigamos o que ocorre para outros valores do paraˆmetro β. Para valores
de β nas extremidades, ou seja, tendendo para o caso desacoplado (β = 0) e acoplamento
forte (β = 1), a dinaˆmica e´ mais simples, sendo que para β = 0 o sistema desacopla,
recaindo no caso de um laser monomodo com injec¸a˜o o´ptica [34] e para β = 1 o sistema
opera num regime de acoplamento forte [45].
Por fim, nas regio˜es de caos e hipercaos dos casos β = 0, 6 e β = 0, 5 estudamos a
distribuic¸a˜o estat´ıstica das amplitudes dos pulsos de intensidade do laser e mostramos
a existeˆncia de eventos extremos. Para β = 0, 6 mostramos que os eventos extremos
ocorrem na regia˜o de caos e hipercaos “fraco” que analisamos, mas com baixa probabi-
lidade. Ja´ para β = 0, 5, na regia˜o em que encontramos o hipercaos “forte”, mostramos
que os eventos extremos ocorrem em porc¸o˜es extensas do espac¸o de paraˆmetros, ou seja,
ocorrem em regio˜es de paraˆmetros que na˜o esta˜o nas proximidades de uma crise. Ale´m
disso, mostramos que conforme as irregularides aumentam, os eventos extremos se tor-
nam mais frequente, podendo acesssar grandes valores de intensidade de amplitude. O
fato de ele poder acessar intensidades com grandes amplitudes esta´ associado ao regime
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Q-switching (que alterna com as oscilac¸o˜es irregulares de pequenas amplitudes) que en-
contramos nessa regia˜o. Esse regime faz com que tenhamos grandes saltos em grandes
valores da intensidade.
De modo geral, o modelo que investigamos se mostrou extremamente interessante
para ser estudado. Dinaˆmicas mais complexas normalmente aparecem em modelos que
levam em conta o paraˆmetro de reforc¸o de linha (fator alpha), como no caso dos lasers de
semicondutores, ou em modelos de alta dimensionalidade que levam em conta o tempo de
atraso (delay). Em sistemas de alta dimensionalidade e´ comum ocorrer situac¸o˜es em que
muitos expoentes de Lyapunov sa˜o positivos. Entretanto em sistemas de baixa dimensio-
nalidade isto na˜o e´ ta˜o comum. Recentemente foi mostrado que um laser de semicondutor
com emissa˜o superficial de cavidade superficial, em um modelo de baixa dimensa˜o, a pre-
senc¸a de conduta hipercao´tica [97]. Entretanto este laser apresenta o fator alpha diferente
de zero. E´ importante mencionar que mesmo sem levar em conta esses paraˆmetros, nosso
sistema apresentou uma dinaˆmica extremamente rica, apresentando dinaˆmicas hipercao´-
ticas, transic¸o˜s determin´ısticas de dois regimes distintos e eventos extremos. Atribu´ımos
essa grande complexidade ao paraˆmetro β, que leva em conta a saturac¸a˜o cruzada e o
acoplamento entre os modos.
Para trabalhos futuros, pretendemos incluir os paraˆmetros de tempo de atraso (delay)
e reforc¸o de linha (fator alpha), analisando a dinaˆmica resultante.
ApeˆndiceA
Equac¸a˜o de campo redimensionalisada
Sejam as equac¸o˜es do modelo de duas frequeˆncias de Lang-Kobayashi [47],
dEx
dt
= [−γ + κ(nx + βny)]Ex
2
+ 2ipiνxEx, (A.1)
dEy
dt
= [−γ + κ(ny + βnx)]Ey
2
+ 2ipiνyEy + γeExe
4ipifAOy+iψ, (A.2)
dnx,y
dt
= γ‖P − [γ‖ + ζ(|Ex,y|2 + β|Ey,x|2)]nx,y. (A.3)
Podemos reescrever as equac¸o˜es acima de uma maneira mais conveniente para inte-
grac¸a˜o nume´rica utilizando as seguintes varia´veis redimensionadas:
Ex =
Ωr√
γζ
e2ipiνxt−iψex, (A.4)
Ey =
Ωr√
γζ
e2ipi(νx+2fAO)tey, (A.5)
nx,y =
γ
κ
1
(1 + β)
(
1 +
Ωr√
γζ
Mx,y
)
, (A.6)
s = Ωrt. (A.7)
Substituindo as equac¸o˜es A.4, A.6 e A.7 em A.1:
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Ωr√
γζ
2ipiνxe
2ipiνxt−iψex +
Ωr√
γζ
e2ipiνxt−iψ
dex
ds
Ωr ={
−γ + κγ
κ
1
(1 + β)
[(
1 +
Ωr
γ
Mx
)
+ β
(
1 +
Ωr
γ
My
)]}
× Ωr√
γζ
e2ipiνxt−iψex + 2ipiνx
Ωr√
γζ
e2ipiνxt−iψ
ex
2
,
(A.8)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o A.8 assume a forma:
dex
ds
=
1
Ωr
[
−γ + 1
(1 + β)
(−γ + ΩrMx + βγ + ΩrβMy)
]
ex
2
,
(A.9)
apo´s mais algumas simplificac¸o˜es chegamos a expressa˜o final para o campo ele´trico na
direc¸a˜o xˆ:
dex
ds
=
(mx + βmy)
2(1 + β)
ex
Substituindo agora as equac¸o˜es A.4, A.5, A.6 e A.7 em A.2:
Ωr√
γζ
2ipi(νx + 2fAO)e
2ipi(νx+2fAO)tey +
Ωr√
γζ
e2ipi(νx+2fAO)t
dey
ds
Ωr ={
−γ + κγ
κ
1
(1 + β)
[(
1 +
Ωr
γ
My
)
+ β
(
1 +
Ωr
γ
Mx
)]}
× Ωr√
γζ
e2ipi(νx+2fAO)t
ey
2
+ 2ipiνy
Ωr√
γζ
e2ipi(νx+2fAO)tey+
γe
Ωr√
γζ
e2ipiνxt−iψe4ipifAOt+iψ,
(A.10)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o A.10 assume a forma:
dey
ds
=
(my + βmx)
2(1 + β)
ey + 2ipi
(νy − νx − 2fAO)
Ωr
ey +
γe
Ωr
ex,
(A.11)
utilizando o fato de que 2pi(νy − νx − 2fAO) = ∆Ωr chegamos a expressa˜o final para
o campo ele´trico na direc¸a˜o yˆ:
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dey
ds
=
my + βmx
2(1 + β)
+ i∆ey + Γex
onde Γ =
γe
Ωr
. Por fim, substituindo as equac¸o˜es A.4, A.5, A.6 e A.7 em A.3:
γ
κ
1
(1 + β)
Ωr
γ
dMx,y
ds
Ωr = γ‖P −
[
γ‖ + ζ
Ωr
2
γζ
|ex,y|2 + βζΩr
2
γζ
|ey,x|2
]
×γ
κ
1
(1 + β)
(
1 +
Ωr
γ
Mx,y
)
, (A.12)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o A.12 assume a forma:
dMx,y
ds
=
γ‖Pκ(1 + β)
Ωr
2 −
[
γ‖γ
Ωr
2 + |ex,y|2 + β|ey,x|2
]
−[
γ‖
Ωr
+ |ex,y|2Ωr
γ
+ β|ex,y|2Ωr
γ
]
Mx,y.
(A.13)
Mas κP =
γη
(1 + β)
enta˜o,
dMx,y
ds
=
γ‖γη
Ωr
2 −
γ‖γ
Ωr
2 − (|ex,y|2 + β|ey,x|2)−
γ‖
Ωr
Mx,y−
Ωr
γ
(|ex,y|2 + β|ex,y|2)Mx,y. (A.14)
Mas Ωr
2 = γ‖γ(η − 1) e  =
γ‖
Ωr
logo,
dMx,y
ds
= 1− (|ex,y|2 + β|ey,x|2)− Mx,y − (η − 1)
× (|ex,y|2 + β|ex,y|2)Mx,y. (A.15)
Enfim, apo´s mais algumas simplificac¸o˜es chegamos a expressa˜o final para as inverso˜es
populacionais em x e y:
dMx,y
ds
= 1− (|ex,y|2 + β|ey,x|2)− Mx,y[1 + (η − 1)× (|ex,y|2 + β|ey,x|2)].
ApeˆndiceB
Transformac¸a˜o das equac¸o˜es de campo para
intensidade e fase
Podemos escrever os campos em x e y em termos de suas componentes reais e imagi-
na´rias.
ex = exr + iexi, (B.1)
ey = eyr + ieyi, (B.2)
onde exr, eyr e exi, eyi os campos em x e y com suas partes reais e imagina´rias,
respectivamente. Dessa forma, podemos reescrever as equac¸o˜es 3.3 da seguinte maneira:
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dexr
ds
=
mx + βmy
2(1 + β)
exr, (B.3)
(B.4)
dexi
ds
=
mx + βmy
2(1 + β)
exi,
(B.5)
deyr
ds
=
my + βmx
2(1 + β)
eyr −∆eyi + Γexr,
(B.6)
deyi
ds
=
my + βmx
2(1 + β)
eyi + ∆eyr + Γexi,
(B.7)
dMx,y
ds
= 1− (|ex,y|2 + β|ey,x|2)− Mx,y[1 + (η − 1)
× (|ex,y|2 + β|ey,x|2)].
Definimos enta˜o,
exr,yr =
√
γ‖γ
Ωr
√
Ix,y cosφx,y, (B.8)
exi,yi =
√
γ‖γ
Ωr
√
Ix,y sinφx,y, (B.9)
Mx,y = [(1 + β)Nx,y − 1] γ
Ωr
. (B.10)
Substituindo as equac¸o˜es B.8 e B.10 na equac¸a˜o B.3:
√
γ‖γ
Ωr
1
2
cosφx√
Ix
dIx
ds
−
√
γ‖γ
Ωr
√
Ix sinφx
dφx
ds
=
[(1 + β)Nx − 1 + (1 + β)Nyβ − β]
2(1 + β)
γ
Ωr
√
γ‖γ
Ωr
√
Ix cosφx,
(B.11)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o B.11 assume a forma:
cosφx
dIx
ds
− 2Ix sinφxdφx
ds
= (Nx + βNy − 1) γ
Ωr
Ix cosφx.
(B.12)
Substituindo as equac¸o˜es B.8 e B.10 na equac¸a˜o B.5:
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√
γ‖γ
Ωr
1
2
sinφx√
Ix
dIx
ds
+
√
γ‖γ
Ωr
√
Ix cosφx
dφx
ds
=
[(1 + β)Nx − 1 + (1 + β)Nyβ − β]
2(1 + β)
γ
Ωr
√
γ‖γ
Ωr
√
Ix sinφx,
(B.13)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o B.13 assume a forma:
sinφx
dIx
ds
+ 2Ix sinφx
dφx
ds
= (Nx + βNy − 1) γ
Ωr
Ix sinφx.
(B.14)
Multiplicando a equac¸a˜o B.12 por sinφx, a B.14 por cosφx e subtraindo uma da outra
obtemos a equac¸a˜o de taxa para a intensidade associada a direc¸a˜o x:
dIx
ds
= (Nx + βNy − 1) γ
Ωr
Ix.
(B.15)
Voltando ao tempo t sem a normalizac¸a˜o:
1
γ
dIx
dt
= (Nx + βNy − 1)Ix.
Multiplicando a equac¸a˜o B.12 por cosφx, a B.14 por sinφx e somando as equac¸o˜es
obtemos:
4Ix
dφx
ds
= 0.
(B.16)
Portanto φx = constante!
Vamos fazer a transformada do campo para intensidade associada a` direc¸a˜o y. Subs-
tituindo as equac¸o˜es B.8, B.9 e B.10 na equac¸a˜o B.6:
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√
γ‖γ
Ωr
1
2
cosφy√
Iy
dIy
ds
−
√
γ‖γ
Ωr
√
Iy sinφy
dφy
ds
=
[(1 + β)Ny − 1 + (1 + β)Nxβ − β]
2(1 + β)
γ
Ωr
√
γ‖γ
Ωr
√
Iy cosφy
−∆
√
γ‖γ
Ωr
√
Iy sinφy +
γe
Ωr
√
γ‖γ
Ωr
√
Ix cosφx,
(B.17)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o B.17 assume a forma:
cosφy
dIy
ds
− 2Iy sinφy dφy
ds
= (Ny + βNx − 1) γ
Ωr
Iy cosφy−
2∆Iy sinφy + 2
γe
Ωr
√
IxIy cosφx. (B.18)
Substituindo as equac¸o˜es B.8, B.9 e B.10 na equac¸a˜o B.7:
√
γ‖γ
Ωr
1
2
sinφy√
Iy
dIy
ds
+
√
γ‖γ
Ωr
√
Iy cosφy
dφy
ds
=
[(1 + β)Ny − 1 + (1 + β)Nxβ − β]
2(1 + β)
γ
Ωr
√
γ‖γ
Ωr
√
Iy sinφy
−∆
√
γ‖γ
Ωr
√
Iy cosφy +
γe
Ωr
√
γ‖γ
Ωr
√
Ix sinφx,
(B.19)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o B.19 assume a forma,
sinφy
dIy
ds
+ 2Iy cosφy
dφy
ds
= (Ny + βNx − 1) γ
Ωr
Iy sinφy−
2∆Iy cosφy + 2
γe
Ωr
√
IxIy sinφx. (B.20)
Multiplicando a equac¸a˜o B.18 por cosφx, a B.20 por sinφx e somando as equac¸o˜es
obtemos:
dIy
ds
= (Ny + βNx − 1) γ
Ωr
Iy + 2
γe
Ωr
√
IxIy(cosφx cosφy + sinφx sinφy),
(B.21)
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mas cos(a− b) = (cos a cos b+ sin a sin b) e φ = φy − φx enta˜o,
dIy
ds
= (Ny + βNx − 1) γ
Ωr
Iy + 2
γe
Ωr
√
IxIy cosφ,
(B.22)
ainda, K =
γe
2piγ
, logo,
dIy
ds
= (Ny + βNx − 1) γ
Ωr
Iy + 4piK
γ
Ωr
√
IxIy cosφ.
(B.23)
Voltando ao tempo t sem a normalizac¸a˜o:
1
γ
dIy
dt
= (Ny + βNx − 1)Iy + 4piK
√
IxIy cosφ.
Multiplicando agora a equac¸a˜o B.18 por sinφx, a B.20 por cosφx e subtraindo uma
da outra obtemos:
2Iy
dφy
ds
= 2∆Iy + 2
γe
Ωr
√
IxIy(sinφx cosφy − sinφy cosφx),
(B.24)
mas sin(a− b) = (sin a cos b+ sin b cos a) e φ = φy − φx enta˜o,
dφy
ds
= ∆ +
γe
Ωr
√
Ix
Iy
sinφ,
(B.25)
ainda, K =
γe
2piγ
, ∆ =
2piγ∆Ω
Ωr
e como φx e´ constante podemos escrever a equac¸a˜o
acima como:
dφ
ds
=
2piγ∆Ω
Ωr
+
2piγK
Ωr
√
Ix
Iy
sinφ.
(B.26)
Voltando ao tempo t sem a normalizac¸a˜o:
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1
γ
1
2pi
dφ
dt
= ∆Ω +K
√
Ix
Iy
sinφ.
Vamos redimensionar as inverso˜es populacionais. Substituindo as equac¸o˜es B.8, B.9 e
B.10 na equac¸a˜o B.8:
(1 + β)
γ
Ωr
dNx,y
ds
= 1− γ‖γ
Ωr
2 (Ix,y + βIy,x)−
γ‖γ
Ωr
2 [(1 + β)Nx,y − 1]
×
[
1 + (η − 1)γ‖γ
Ωr
2 (Ix,y) + βIy,x
]
, (B.27)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o B.17 assume a forma:
dNx,y
ds
=
Ωr
γ(1 + β)
− γ‖
Ωr(1 + β)
(Ix,y + βIy,x)− γ‖
Ωr(1 + β)
×[(1 + β)Nx,y − 1]
[
1 + (η − 1)γ‖γ
Ωr
2 (Ix,y) + βIy,x
]
, (B.28)
mas Ωr
2 = γ‖γ(η − 1), enta˜o,
dNx,y
ds
=
Ωr
γ(1 + β)
− γ‖
Ωr(1 + β)
[Ix,y + βIy,x + (1 + β)Nx,y+
(1 + β)Nx,y(Ix,y + βIy,x)− 1− (Ix,y + βIy,x)], (B.29)
fazendo algumas simplificac¸o˜es alge´bricas a equac¸a˜o B.29 se torna
dNx,y
ds
=
1
(1 + β)
(
Ωr
γ
+
γ
Ωr
)
− γ‖
Ωr
Nx,y(1 + Ix,y + βIy,x), (B.30)
dNx,y
ds
=
1
(1 + β)
(
Ωr
2 + γ‖γ
Ωrγ
)
− γ‖
Ωr
Nx,y(1 + Ix,y + βIy,x), (B.31)
dNx,y
ds
=
γ‖η
(1 + β)
1
Ωr
− γ‖
Ωr
Nx,y(1 + Ix,y + βIy,x), (B.32)
mas,
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r =
η
(1 + β)
e  =
γ‖
Ωr
,
Portanto,
dNx,y
ds
= [r −Nx,y(1 + Ix,y + βIy,x)]. (B.33)
Voltando ao tempo t sem a normalizac¸a˜o:
1
γ
dNx,y
dt
= γ‖[r −Nx,y(1 + Ix,y + βIy,x)].
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