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Resumo
O estudo da interac¸a˜o social entre agentes inteligentes e´ cada vez mais um
tema central da investigac¸a˜o em inteligeˆncia artificial. Atualmente inseridos
numa realidade onde ve´ıculos navegam autonomamente, na˜o e´ dif´ıcil imaginar
cena´rios onde estas ma´quinas podera˜o trabalhar em conjunto, maximizando
as suas capacidades e tornando-se mais eficientes na utilizac¸a˜o de recursos e
na concretizac¸a˜o dos respetivos objetivos.
Devido a` elevada complexidade computacional dos seus processos inter-
nos, ainda e´ dif´ıcil, sobretudo para ma´quinas com locomoc¸a˜o auto´noma no
mundo, desenvolver racioc´ınio social de forma complexa, pelo que este tra-
balho pretende contribuir com uma abordagem que aproxime a investigac¸a˜o
de uma soluc¸a˜o via´vel para cena´rios reais onde um sistema multi-agente,
limitado pelos seus recursos, tem de produzir soluc¸o˜es em tempo real.
Este trabalho integra-se na a´rea dos agentes inteligentes, sendo desenvol-
vido o tema da interac¸a˜o social em arquiteturas de agentes com limitac¸a˜o de
recursos. E´ apresentado um estudo sobre as arquiteturas de agentes reativas
e deliberativas e as respetivas potencialidades na constituic¸a˜o de sistemas
multi-agente num contexto de limitac¸a˜o de recursos. E´ feito o estudo do
problema da delegac¸a˜o de tarefas numa abordagem de limitac¸a˜o de recursos,
onde se propo˜e um modelo de coordenac¸a˜o com base em mecanismos emoci-
onais para a sua soluc¸a˜o.
Palavras Chave: agentes inteligentes, inteligeˆncia artificial, sistemas
multi-agente, modelos de emoc¸a˜o, racioc´ınio com recursos limitados, arqui-
tetura BDI, delegac¸a˜o de tarefas.
i

Abstract
The study of social interaction between intelligent agents is increasingly
becoming a central topic of research in artificial intelligence. Living in a rea-
lity where vehicles navigate autonomously, it is not hard to imagine scenarios
in which these machines could work together, maximizing their skills, making
better use of their resources and being more efficient on the achievement of
objectives.
Due to the high computational complexity of the internal processes, it is
still difficult, especially for machines with autonomous locomotion, to develop
complex social reasoning, so this work aims to contribute to an approach
that approximates the research to a viable solution for real scenarios where
a multi-agent system, limited by its resources, has to produce solutions in
real-time.
This work is part of the area of intelligent agents, developing the theme
of social interaction on agent architectures working with bounded-resources.
It is presented a study about the reactive and deliberative architectures
and their potential in the formation of multi-agent systems in a bounded-
resources context. It is also made a study about the task delegation problem
from the resource-bounded point of view, proposing a coordenation model,
based on emotional mechanisms.
Keywords: intelligent agents, artificial intelligence, multi-agent systems,
emotion models, resource-bounded reasoning, BDI architecture, tasks dele-
gation.
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CAP´ITULO 1
Introduc¸a˜o
O aparecimento, nos finais do se´c. XX e in´ıcio do se´c. XXI, do con-
ceito de sistemas multi-agente potenciou o estudo da interac¸a˜o social entre
sistemas inteligentes artificiais. Esse estudo teve o seu in´ıcio pelo trabalho
de psico´logos e socio´logos, como Daniel Merton Wegner (1948-2013) e Ed-
gar Morin, que previamente desenvolveram estudos na a´rea da formac¸a˜o de
sociedades e as respetivas especificidades, que serviram de base a um desen-
volvimento consolidado da a´rea da interac¸a˜o social entre sistemas inteligentes
artificiais.
O desenvolvimento de sistemas multi-agente permitiu a resoluc¸a˜o de pro-
blemas de forma paralela e adaptativa, o que melhora significativamente
o desempenho, distinguindo-se da computac¸a˜o paralela pela capacidade de
adaptac¸a˜o ao meio envolvente, permitindo apresentar resultados que se coa-
dunem com a situac¸a˜o. Com a existeˆncia de agentes em diferentes ma´quinas,
a trabalhar em paralelo, os recursos sa˜o aproveitados ao distribuir os proble-
mas e/ou tarefas. A implementac¸a˜o destes sistemas multi-agente requer uma
especial atenc¸a˜o sobre alguns problemas sociais, e.g. a simples existeˆncia de
outros agentes no meio, ainda que na˜o colidam nos seus objetivos e recursos,
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obriga a preocupac¸o˜es sobre as eventuais ac¸o˜es dos outros agentes e as suas
consequeˆncias, ou as interac¸o˜es negativas entre agentes, ou seja, situac¸o˜es
em que dois ou mais agentes, de forma singular ou social, competem entre
si pela existeˆncia de objetivos d´ıspares, ou pela competic¸a˜o na aquisic¸a˜o de
recursos.
Para ale´m dos problemas sociais, temas como a coordenac¸a˜o, o racioc´ınio
social, a comunicac¸a˜o e a resoluc¸a˜o de conflitos, sa˜o de grande importaˆncia
no desenvolvimento de sistemas multi-agente, encontrando-se o estado da
arte num ponto em que os recursos computacionais existentes na˜o supor-
tam a complexidade computacional dos processos internos destes sistemas
multi-agente, ficando limitada a expansa˜o das arquiteturas para sociedades
de grande nu´mero de elementos.
Existindo o desafio da implementac¸a˜o dos processos sociais de um agente,
caracterizados por uma elevada complexidade computacional, em sistemas
onde os recursos sa˜o limitados, este trabalho tem como objetivo o desenvol-
vimento de soluc¸o˜es que permitam a implementac¸a˜o de sistemas multi-agente
compostos por agentes capazes de interatuar utilizando o mı´nimo de recursos
poss´ıvel.
Sa˜o abordadas algumas arquiteturas de agente, nomeadamente as arqui-
teturas reativa e deliberativa, com especial foco nas suas possibilidades de
interac¸a˜o em ambientes de recursos limitados. Tambe´m neste trabalho e´
apresentada uma proposta de soluc¸a˜o para o problema da delegac¸a˜o de ta-
refas, t´ıpico de sistemas multi-agente, em ambientes de recursos limitados,
onde se demonstra o potencial da utilizac¸a˜o de modelos de base emocional
para a reduc¸a˜o da utilizac¸a˜o dos recursos do agente coordenador, atrave´s da
gerac¸a˜o de uma pol´ıtica de delegac¸a˜o de tarefas.
1.1 Motivac¸a˜o
O aparecimento de tecnologia com locomoc¸a˜o auto´noma, com relevo para
os ve´ıculos ae´reos na˜o tripulados, vulgarmente designados por drones, num
mercado acess´ıvel a` maioria da populac¸a˜o, fornece o vislumbre de um futuro
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onde ma´quinas, sem condicionantes humanas, podera˜o realizar tarefas em
conjunto de forma automa´tica e eficiente.
A utilizac¸a˜o de drones e´ ja´ uma realidade, verificando-se um grande po-
tencial de aplicac¸a˜o destes sistemas em diversas a´reas, dando-se os exemplos
da fotografia, da vigilaˆncia e do transporte de bens. Verifica-se tambe´m que
a utilizac¸a˜o destes sistemas, em determinadas situac¸o˜es, e´ efetuada sem ac¸a˜o
de controlo externo, sendo o drone responsa´vel pela navegac¸a˜o no mundo e
pela concretizac¸a˜o dos seus objetivos. Tendo o drone autonomia para con-
cretizar os seus objetivos, e´ leg´ıtimo afirmar que um dos passos futuros desta
tecnologia sera´ a existeˆncia de sistemas multi-agente compostos por drones
e pessoas, que ira˜o fomentar novas capacidades e aumentar a eficieˆncia na
realizac¸a˜o de tarefas.
Arquiteturas variadas, implementadas em sistemas computacionais mo-
dernos, teˆm possibilitado o desenvolvimento de agentes inteligentes com ca-
pacidade social. No entanto, devido a` elevada complexidade computacional
dos processos de interac¸a˜o, muitas vezes ficam impossibilitadas interac¸o˜es
sociais complexas em tempo real.
A necessidade real explanada e o desafio proporcionado pela investigac¸a˜o
e realizac¸a˜o de projetos inovadores sa˜o os motivos do desenvolvimento do
presente trabalho.
1.2 Objetivos
Este trabalho tem como objetivos:
• o estudo de mecanismos de interac¸a˜o social em diferentes tipos de ar-
quiteturas de agentes;
• o estudo das limitac¸o˜es dos mecanismos de interac¸a˜o social, estudados
no ponto anterior, num contexto de limitac¸a˜o de recursos e poss´ıveis
soluc¸o˜es mitigadoras destas limitac¸o˜es;
• o estudo de modelos de base emocional como potencial regulador da
coordenac¸a˜o entre agentes em ambientes de recursos limitados.
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1.3 Organizac¸a˜o do Documento
Este trabalho encontra-se dividido nos seguintes cap´ıtulos:
Cap´ıtulo 1 - Introduc¸a˜o: Apresenta o enquadramento deste trabalho,
identificando a motivac¸a˜o, os objetivos e o contexto da presente dissertac¸a˜o.
Cap´ıtulo 2 - Arquiteturas de Agentes Inteligentes: Aborda diver-
sas arquiteturas de agentes inteligentes, nomeadamente arquiteturas reativas,
deliberativas e BDI, complementando o estudo desta u´ltima arquitetura pela
ana´lise a`s plataformas Procedural Reasoning System e Jason.
Cap´ıtulo 3 - Sistemas Multi-Agente: Aborda a tema´tica dos sistemas
multi-agente, onde e´ estudada a comunicac¸a˜o entre agentes e a interac¸a˜o
social. E´ definido o problema da coordenac¸a˜o que se aprofunda pelo estudo
dos me´todos de coordenac¸a˜o: racioc´ınio social, estruturas organizacionais e
licitac¸a˜o.
Cap´ıtulo 4 - O Problema da Limitac¸a˜o de Recursos: Apresenta a
racionalidade limitada como um dos efeitos da limitac¸a˜o de recursos, mitigado
pela regulac¸a˜o cognitiva. E´ apresentado o Modelo Emocional de Fluxo como
modelo apropriado a uma regulac¸a˜o cognitiva de base emocional.
Cap´ıtulo 5 - Arquitetura de Agente Proposta: Propo˜e uma ar-
quitetura de agente capaz de operar em ambientes de recursos limitados
e de coordenar as suas ac¸o˜es, enquadrada numa estrutura organizacional
hiera´rquica.
Cap´ıtulo 6 - Concretizac¸a˜o e Resultados Experimentais: Apre-
senta os testes desenvolvidos e respetivos resultados, que suportam a arqui-
tetura proposta.
Cap´ıtulo 7 - Concluso˜es: Concluso˜es sobre o trabalho efetuado: mo-
delo de coordenac¸a˜o de ac¸a˜o proposto e arquiteturas propostas e implemen-
tadas, assim como poss´ıvel trabalho futuro.
CAP´ITULO 2
Arquiteturas de Agentes Inteligentes
No contexto desta dissertac¸a˜o, entende-se por agente inteligente uma enti-
dade computacional capaz de tomar a melhor decisa˜o poss´ıvel de acordo com
os seus objetivos e a informac¸a˜o dispon´ıvel [Russel e Norvig, 2009], sendo
auto´nomo, ou seja, capaz de operar por si pro´prio e de modo independente
de outros sistemas [Wooldridge, 2002]. Para ale´m da autonomia, um agente
inteligente apresenta caracter´ısticas de reatividade, pro-atividade e sociabili-
dade. A reatividade e´ a capacidade de percecionar o mundo e responder a`s
suas alterac¸o˜es, de forma a serem atingidos os objetivos do agente. A proa-
tividade corresponde a` capacidade de tomar a iniciativa para concretizar os
seus objetivos. A sociabilidade e´ a capacidade de um agente interagir com
os restantes agentes visando a concretizac¸a˜o dos seus objetivos [Wooldridge,
2002].
Para ale´m das caracter´ısticas gene´ricas de um agente inteligente (reati-
vidade, proatividade e sociabilidade), dependendo da arquitetura do agente,
este pode ter a capacidade de ac¸a˜o em tempo real, ou seja, tem de ser capaz
de satisfazer restric¸o˜es de tempos de resposta expl´ıcitos, ou arriscar con-
sequeˆncias graves, incluindo a falha [Laplante e Ovaska, 2011].
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2.1 Arquiteturas Reativas
As arquiteturas reativas sa˜o caracterizadas por comportamentos do tipo
est´ımulo-resposta. Neste tipo de arquiteturas na˜o existe racioc´ınio, resul-
tando o comportamento de reac¸o˜es, estruturadas sob a forma de comporta-
mentos com diferentes n´ıveis de competeˆncia.
Murphy [Murphy, 2000] define comportamento como o mapeamento das
entradas sensoriais em padro˜es de ac¸o˜es motoras. O comportamento reativo
caracteriza-se como um conjunto de regras que definem, para determinado
est´ımulo, um resposta padra˜o espec´ıfica, sendo esta resposta enquadrada nas
capacidades do agente.
Das diversas arquiteturas reativas propostas, destacam-se pela sua re-
levaˆncia a arquitetura de Subsunc¸a˜o [Brooks, 1985] e a arquitetura de Es-
quemas Comportamentais [Arkin, 1998].
A arquitetura de Subsunc¸a˜o distingue-se pela composic¸a˜o de compor-
tamentos. Comportamentos complexos sa˜o definidos pela aglomerac¸a˜o de
comportamentos mais simples que, na sua forma ato´mica, sa˜o mo´dulos que
definem a resposta aos est´ımulos provenientes dos sensores. A estruturac¸a˜o
de comportamentos e´ feita por n´ıveis de competeˆncia e os mo´dulos de n´ıveis
mais altos podem inibir o comportamento dos n´ıveis inferiores.
A arquitetura de Esquemas Comportamentais caracteriza-se pela espe-
cificac¸a˜o de comportamentos atrave´s de campos de potencial. As respostas
aos est´ımulos (comportamentos simples) podera˜o ser somadas vetorialmente,
produzindo comportamentos complexos.
2.2 Arquiteturas Deliberativas
As arquiteturas deliberativas, relativamente a`s arquiteturas reativas atra´s
apresentadas, sa˜o mais complexas, caracterizando-se pela capacidade de ra-
cioc´ınio. A complexidade das arquiteturas deliberativas resulta dos processos
internos associados a` manutenc¸a˜o e processamento de modelos do mundo que
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que sa˜o utilizados no processo de racioc´ınio.
Destes processos destaca-se o racioc´ınio pra´tico (tambe´m conhecido como
racioc´ınio meios-fins), o qual e´ composto por dois processos principais: (i)
decidir quais os objetivos a atingir (fins), atrave´s de um processo de deli-
berac¸a˜o; e (ii) decidir como se vai atingir os objetivos (meios), atrave´s de um
processo de planeamento [Wooldridge e Jennings, 1995].
O planeamento e´ realizado sobre uma representac¸a˜o simbo´lica do mundo,
que podera´ incluir a representac¸a˜o de outros agentes e assumir diversas for-
mas. Este processo e´ caracterizado por uma elevada complexidade compu-
tacional, o que aumenta o tempo de resposta, podendo ser um problema em
situac¸o˜es de resposta em tempo real.
2.3 Arquitetura BDI
A arquitetura BDI (Belief, Desire, Intention), desenvolvida no final da
de´cada de 80, tem por objetivo criar um equil´ıbrio entre as arquiteturas
deliberativas e as reativas. Com especial relevaˆncia em sistemas auto´nomos
orientados por objetivos, esta arquitetura tem por base um racioc´ınio pra´tico
que da´ a` arquitetura uma maior robustez face a` incerteza do mundo em que
opera, ao otimizar comportamentos face a` situac¸a˜o atual do agente.
A arquitetura BDI tem a sua base em modelos de sistemas intencionais
fundamentados na psicologia humana que definem esses sistemas em termos
de crenc¸as (beliefs), desejos (desires) e intenc¸o˜es (intentions). Num deter-
minado instante de tempo, o estado do agente BDI e´ definido pelo tuplo (B,
D, I) onde B ⊆ beliefs, D ⊆ desires e I ⊆intentions.
A arquitetura BDI implementa, entre outros, o conceito de estado do
mundo, crenc¸as, desejos e intenc¸o˜es a seguir definidos.
Define-se como estado do mundo o conjunto de factos que caracterizam
o meio em que o agente se encontra em determinado momento.
Considerando U como o conjunto de todos os factos que podem caracte-
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rizar o mundo, define-se o estado do mundo E da seguinte forma:
E ⊆ U (2.1)
E´ importante referir que devido a`s limitac¸o˜es naturais dos sensores de um
agente, os factos que este possui sobre o mundo podera˜o na˜o o descrever na
sua plenitude, pelo que se define como estado do mundo de um agente
EA:
EA ⊆ E (2.2)
As crenc¸as sa˜o factos sobre o estado do mundo que o agente conhece
[Wooldridge e Parsons, 1999] e acredita serem verdadeiros.
Desejos sa˜o estados do mundo que o agente pretende atingir, repre-
sentando o estado motivacional do sistema [Rae e Georgeff, 1995], encon-
trando-se o pro´prio agente na origem dessa mesma vontade.
Um objetivo delegado e´ definido como o conjunto de factos sobre o
mundo que o agente pretende que sejam inclu´ıdos no estado do mundo, es-
tando um agente externo na origem dessa mesma vontade.
Define-se um desejo/objetivo delegado d como um facto sobre o estado
do mundo que na˜o se observa e que o agente pretende ver concretizado:
d ∈ EA (2.3)
Uma intenc¸a˜o e´ um estado do mundo que o agente decidiu concretizar,
tendo atribu´ıdo recursos para o atingir [Wooldridge e Parsons, 1999]. Os
recursos atribu´ıdos esta˜o tipicamente relacionados com o tempo despendido
a definir um plano de concretizac¸a˜o e a concretiza´-lo, mas tambe´m podem
estar relacionados com a atribuic¸a˜o de recursos f´ısicos.
As intenc¸o˜es condicionam o racioc´ınio pra´tico ao: (i) guiarem o racioc´ınio
meios-fins; (ii) constringirem o processo de deliberac¸a˜o; (iii) persistirem ao
longo do tempo; (iv) e influenciarem as crenc¸as sobre as quais o racioc´ınio
pra´tico e´ baseado [Wooldridge e Jennings, 1995].
Para efeitos deste trabalho, entende-se como intenc¸a˜o o compromisso
de concretizac¸a˜o de um desejo/objetivo, pela atribuic¸a˜o de um plano que
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segundo a base de crenc¸as e´ poss´ıvel realizar e cuja realizac¸a˜o ira´ concretizar
o desejo/objetivo.
Da´-se a designac¸a˜o de intenc¸a˜o atual a uma das intenc¸o˜es que se en-
contram, no presente momento, em execuc¸a˜o.
O modelo interno consiste no conjunto de bases de informac¸a˜o que,
internamente, caracterizam o agente e o mundo no qual se insere. O modelo
interno e´ individual a cada agente.
O modelo interno de uma arquitetura BDI exige a implementac¸a˜o das
bases de crenc¸as, desejos e planos. Dependendo da arquitetura implemen-
tada, complementos ao modelo podem ser definidos, e.g. base de intenc¸o˜es,
alterac¸o˜es a`s crenc¸as ou desejos.
Um plano e´ um encadeamento temporal de passos, que podem corres-
ponder a desejos ou ac¸o˜es que, no caso de serem concretizados/executados
sob determinadas pre´-condic¸o˜es, permitem ao agente a concretizac¸a˜o de um
determinado desejo.
Um plano concretiza´vel e´ um plano que e´ poss´ıvel concretizar segundo
o estado do mundo do agente.
Denomina-se desejo poss´ıvel um desejo para o qual o agente possui um
plano concretiza´vel.
2.3.1 Modelo da Arquitetura BDI
O modelo da arquitetura BDI [Wooldridge, 2002] e´ composto por sete
componentes principais:
1. Um conjunto de crenc¸as: conjunto de factos que o agente acredita
serem verdadeiros;
2. Uma func¸a˜o de revisa˜o de crenc¸as: transforma percec¸a˜o em crenc¸as;
3. Uma func¸a˜o geradora de opc¸o˜es: determina as opc¸o˜es dispon´ıveis ao
agente;
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4. Um conjunto de opc¸o˜es atuais: poss´ıveis cursos de ac¸a˜o dispon´ıveis;
5. Uma func¸a˜o de filtro: processo de deliberac¸a˜o que forma intenc¸o˜es;
6. Um conjunto de intenc¸o˜es atuais: o foco de ac¸a˜o atual do agente;
7. Uma func¸a˜o de selec¸a˜o de ac¸a˜o: determina a ac¸a˜o a executar.
Este modelo encontra-se representado na figura 2.1:
Figura 2.1: Diagrama esquema´tico de uma arquitetura BDI gene´rica [Wool-
dridge e Jennings, 1995].
No aˆmbito de uma arquitetura BDI gene´rica, um passo do processamento
interno inicia-se com uma func¸a˜o de revisa˜o de crenc¸as que as gera. Os
desejos sa˜o gerados de seguida, atrave´s de uma func¸a˜o de gerac¸a˜o de opc¸o˜es
que tem como paraˆmetro de entrada as crenc¸as. Uma func¸a˜o de filtro analisa
os desejos e as crenc¸as e gera as intenc¸o˜es, das quais resulta uma ac¸a˜o.
De seguida, ira˜o ser estudadas duas plataformas de programac¸a˜o de agen-
tes baseadas no modelo BDI. O Procedural Reasoning System e o Jason sa˜o
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refereˆncias ao estudo deste modelo, pela sua divulgac¸a˜o.
2.4 Procedural Reasoning System
Desenvolvido na de´cada de 80 pelo Artificial Intelligence Center perten-
cente ao SRI International e posteriormente pelo Australian Artificial Intel-
ligence Institute, o Procedural Reasoning System (PRS) e´ uma plataforma de
programac¸a˜o de agentes de alto n´ıvel desenvolvida na linguagem C e baseada
no modelo BDI. O PRS e´ uma plataforma de uso amplo em aplicac¸o˜es de ele-
vada complexidade e com necessidade de robustez pelo que, a sua arquitetura
se encontra bem definida e consolidada.
2.4.1 Arquitetura Geral
A arquitetura geral da plataforma PRS [Ingrand et al., 1996] e´ caracte-
rizada por um ciclo de execuc¸a˜o representado na figura 2.2.
Figura 2.2: Interpretador PRS.
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O ciclo de execuc¸a˜o geral PRS e´ composto pelas seguintes atividades:
• Recec¸a˜o de novos eventos (do exterior e factos adicionados) e objetivos
internos;
• Verificac¸a˜o de condic¸o˜es suspensas e necessa´rias manter e posterior
selec¸a˜o dos planos apropriados (baseada nos novos eventos, objetivos e
crenc¸as);
• Colocac¸a˜o dos planos selecionados no grafo de tarefas;
• Escolha de uma tarefa entre as ra´ızes do grafo;
• Execuc¸a˜o de um passo do plano ativo, da tarefa selecionada;
– Execuc¸a˜o do passo, se este for uma ac¸a˜o primitiva;
– Adicionar objetivos, se o passo for subobjetivo.
2.4.2 Principais Caracter´ısticas da Arquitetura PRS
Nu´cleo da Arquitetura PRS
O nu´cleo da arquitetura PRS e´ constitu´ıdo por treˆs componentes princi-
pais: (i) base de dados, (ii) biblioteca de planos (iii) e um grafo de tarefas.
A base de dados conte´m crenc¸as que sa˜o automaticamente atualizadas a`
chegada de novos eventos.
A biblioteca de planos e´ constitu´ıda por planos. Os planos descrevem
uma sequeˆncia particular de ac¸o˜es e testes que teˆm de ser verificados para se
atingir determinados objetivos, ou reagir a determinadas situac¸o˜es.
O grafo de tarefas e´ um conjunto dinaˆmico de tarefas que se encontram
em estado de execuc¸a˜o. Este grafo mante´m o registo do estado de execuc¸a˜o
da intenc¸a˜o e respetivos subobjetivos.
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Objetivos
Os objetivos sa˜o descric¸o˜es de um estado desejado pelo agente, que se en-
contra associado a um comportamento de alcanc¸ar/testar o respetivo estado.
Os objetivos podem ser definidos com recurso aos operadores:
• Achieve(x): atingir o objetivo “x”;
• Test(x): testar se o objetivo “x” e´ verdadeiro;
• Wait(x): aguarda indefinidamente ate´ o objetivo “x” se verificar ver-
dadeiro;
• Preserve(x): enquanto um determinado comportamento e´ ativado,
“x” e´ considerado sempre verdadeiro;
• Maintain(x): “x” e´ um objetivo de natureza permanente, ou seja,
permanece na base de desejos mesmo apo´s a sua concretizac¸a˜o;
• Assert(x): adicionar “x” a` base de dados;
• Retract(x): remover “x” da base de dados.
Plano
O corpo de um plano define as ac¸o˜es a realizar para concretizar determi-
nada intenc¸a˜o. Este corpo tem uma estrutura procedimental que incorpora
os operadores enumerados na subsecc¸a˜o 2.4.2, acompanhados de estruturas
de controlo padra˜o de linguagens de programac¸a˜o e.g. instruc¸o˜es de decisa˜o,
do tipo “if-then-else”, ou de iterac¸a˜o, do tipo “while”.
Grafo de Tarefas
Todas as intenc¸o˜es sa˜o mantidas pelo grafo de tarefas. Uma intenc¸a˜o e´
uma pilha de planos encadeados e cada plano corresponde a um conjunto de
instruc¸o˜es ordenadas sobre quais as ac¸o˜es a realizar ou objetivos a atingir.
Uma nova intenc¸a˜o, ao ser despoletada por um objetivo proveniente de
um evento externo (e.g. resultado da percec¸a˜o), e´ adicionada a` raiz do grafo
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de tarefas. Se a origem do objetivo tiver provenieˆncia num subobjetivo de
um plano de uma intenc¸a˜o, a intenc¸a˜o despoletada e´ colocada na pilha da
intenc¸a˜o “ma˜e”.
Outros Aspetos
O facto de na˜o ter sido criada com o objetivo de implementar sistemas
multi-agente repercute uma na˜o adequac¸a˜o desta arquitetura a esta tema´tica,
necessitando de extenso˜es e de ajustes para o efeito.
As intenc¸o˜es despoletadas por eventos exigem um esforc¸o de programac¸a˜o
adicional pela necessidade da implementac¸a˜o de uma func¸a˜o espec´ıfica para
cada problema. Esta func¸a˜o tem como paraˆmetros de entrada crenc¸as, in-
tenc¸o˜es, objetivos e planos do agente, e de sa´ıda uma nova intenc¸a˜o. Esta
opc¸a˜o, embora simplifique a arquitetura, e´ mais prop´ıcia a erros de pro-
gramac¸a˜o, levando a que, em situac¸o˜es de elevada complexidade, o progra-
mador tenha problemas em conseguir prever todos os estados poss´ıveis para
o agente e respetiva resposta do sistema.
2.5 Plataforma Jason
A plataforma de programac¸a˜o multi-agente Jason e´ open-source e desen-
volvida na linguagem Java. De uma forma suma´ria, apresenta-se como uma
implementac¸a˜o moderna da arquitetura AgentSpeak, complementada com di-
versas extenso˜es.
2.5.1 Linguagem AgentSpeak
A linguagem AgentSpeak serve de padra˜o para linguagens de programac¸a˜o
multi-agente sendo, de facto, um padra˜o de refereˆncia na˜o apenas ao n´ıvel
da arquitetura, como da semaˆntica de programac¸a˜o.
A arquitetura de suporte a` linguagem AgenteSpeak, encontra-se represen-
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tada na figura 2.3.
Figura 2.3: Ciclo de interpretac¸a˜o do AgentSpeak [Machado e Bordini, 2002].
Esta arquitetura e´ composta por sete processos [Machado e Bordini, 2002]:
• BRF: Func¸a˜o geradora de crenc¸as. Atualiza a lista de eventos (que
podem ter origem na percec¸a˜o ou execuc¸a˜o de intenc¸o˜es) e a lista de
crenc¸as;
• SE: Selec¸a˜o (filtro) de eventos. Seleciona um evento para ser proces-
sado;
• Unify Event: Unificador de eventos. Unifica o evento selecionado com
os eventos despoletadores dos planos, gerando um conjunto de planos
relevantes;
• Unify Context: Unificador de contexto. Filtra os planos relevantes,
ao unificar o contexto do plano com as crenc¸as;
• SO: Selec¸a˜o (filtro) de planos. Escolhe um plano do conjunto de planos
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relevantes e cria uma nova intenc¸a˜o, ou coloca o plano no contexto da
intenc¸a˜o que o gerou;
• SI: Selec¸a˜o (filtro) de intenc¸o˜es. Escolhe a intenc¸a˜o a ser executada;
• Execute Intention: Executor da intenc¸a˜o. Identifica o pro´ximo passo
do plano da intenc¸a˜o selecionada e executa (da´ origem a uma ac¸a˜o
diretamente aplica´vel no mundo, ou a um subobjetivo).
Definic¸o˜es da Linguagem AgentSpeak
Crenc¸a: definida por predicado, representa a informac¸a˜o de que o agente
dispo˜e do mundo.
Objetivo a atingir: determinac¸a˜o ao agente para atingir um estado do
mundo no qual o predicado e´ verdadeiro.
Objetivo de teste: determinac¸a˜o ao agente para testar se o predicado
e´ verdadeiro.
Evento Despoletador: faz parte de um plano e indica os eventos com
os quais e´ suposto o plano lidar. Estes eventos podem ser:
• +b: adic¸a˜o de crenc¸a;
• –b: remoc¸a˜o de crenc¸a;
• +!g: adic¸a˜o de objetivo de concretizac¸a˜o;
• –!g: remoc¸a˜o de objetivo de concretizac¸a˜o;
• +?g: adic¸a˜o de objetivo de teste;
• –?g: remoc¸a˜o de objetivo de teste.
Ac¸a˜o: representac¸a˜o simbo´lica (em predicado) da ac¸a˜o a realizar no
mundo.
Plano: e´ um conjunto de ac¸o˜es ou subobjetivos enquadrados num con-
texto e com refereˆncia aos eventos despoletadores. A estrutura geral de um
plano e´ definida por: evento despoletador : contexto < −corpo.
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Intenc¸a˜o: e´ uma pilha de planos parcialmente instanciados.
Agente: a circunstaˆncia do agente (estado atual), em determinado mo-
mento, e´ caracterizada por um conjunto de: (i) intenc¸o˜es; (ii) eventos; (iii)
ac¸o˜es.
2.5.2 Mo´dulo de Comunicac¸a˜o AgentSpeak
A arquitetura AgentSpeak propo˜e a utilizac¸a˜o das diretivas KQML para a
comunicac¸a˜o entre agentes. O tema da comunicac¸a˜o sera´ abordado na secc¸a˜o
3.1.
A comunicac¸a˜o AgentSpeak e´ efetuada com o recuso a va´rios elementos
elocuto´rios, dos quais performativos. Considerando r o agente recetor e s o
agente emissor, identificam-se os seguintes performativos:
• tell: s tenciona que r acredite que s tem como crenc¸a o conteu´do da
mensagem;
• untell: s tenciona que r acredite que s na˜o tem como crenc¸a o conteu´do
da mensagem;
• achieve: s pede a r para tentar atingir um estado do mundo onde o
conteu´do da mensagem seja verdade;
• unachieve: s pede para r abandonar a intenc¸a˜o de atingir um estado
do mundo onde o conteu´do da mensagem seja verdade;
• tellHow: s informa r de um plano;
• untelHow: s pede para r ignorar determinado plano;
• askIf: s quer saber se o conteu´do da mensagem e´ verdade para r ;
• askAll: s quer saber se o conteu´do da mensagem e´ verdade para todos
os r ;
• askHow: s quer todos os planos de r para determinado evento despo-
letador.
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2.5.3 Cooperac¸a˜o com AgentSpeak
O Coo-BDI (Cooperative BDI) [Jennings et al., 2004] foi definido para
estender as linguagens de programac¸a˜o orientadas a agentes baseadas no
modelo BDI.
A estrate´gia de cooperac¸a˜o de um agente e´ definida pelo programador e e´
caracterizada pela definic¸a˜o: (i) dos agentes com quem e´ expecta´vel cooperar;
(ii) uma pol´ıtica de retorno do plano; (iii) a pol´ıtica de aquisic¸a˜o do plano.
A pol´ıtica de retorno do plano consiste no conjunto de regras aplicadas
para a troca de planos, em func¸a˜o de determinados eventos.
A estrate´gia de cooperac¸a˜o pode evoluir ao longo do tempo e adaptar-se,
fornecendo uma maior autonomia e flexibilidade aos agentes. E´ modelada
pelas func¸o˜es:
• trusted(Evento, Agentes): define o conjunto de agentes que sa˜o
confia´veis para fornecer planos para um determinado evento despoleta-
dor;
• retrievalPolicy(Evento, Policy): define a pol´ıtica sobre determi-
nado evento, ou seja, se se deve pedir sempre planos, ou apenas pedir
um quando na˜o existe nenhum plano local para um determinado evento;
• acquisitionPolicy(Evento, Policy): define o que fazer, quando um
plano com origem num agente confia´vel e relativo a determinado evento
e´ recebido. O plano pode ser descartado da biblioteca de planos, adi-
cionado ou substitu´ıdo.
2.5.4 Implementac¸a˜o Jason da Linguagem AgentSpeak
A plataforma Jason adapta a arquitetura AgentSpeak, sendo importante
fazer refereˆncia aos processos: (i) atualizac¸a˜o da base de crenc¸as; (ii) verificar
o correio (mensagens recebidas); (iii) filtro de mensagens; (iv) execuc¸a˜o da
intenc¸a˜o.
Esta plataforma efetua uma separac¸a˜o entre o processo de atualizac¸a˜o da
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base de crenc¸as e o processo de gerac¸a˜o de eventos. Esta separac¸a˜o permite
aumentar a coesa˜o das partes, garantindo que o sistema se comporta sempre
da mesma forma face a` alterac¸a˜o da base de crenc¸as.
A base de crenc¸as comporta as crenc¸as dos outros agentes, sendo distin-
guidas das pro´prias pela indicac¸a˜o do remetente. Desta forma, o agente sabe
que determinado agente tem determinada crenc¸a, podendo toma´-la como sua,
ou na˜o.
O processo de verificac¸a˜o do correio (mensagens recebidas) faz parte do
mo´dulo de comunicac¸a˜o da arquitetura e tem como objetivo verificar se a
mensagem conte´m o formato definido pelo protocolo de comunicac¸a˜o. Cabe
ao processo de filtro de mensagens verificar se as mensagens sa˜o “socialmente
aceites”, ou seja, se se enquadram numa lo´gica de comunicac¸a˜o.
O processo de execuc¸a˜o da intenc¸a˜o e´ estendido do AgentSpeak, fazendo
distinc¸a˜o entre ac¸o˜es ambientais, objetivos a alcanc¸ar, objetivos de teste,
notas mentais, ac¸o˜es internas e expresso˜es.
O ciclo de execuc¸a˜o da plataforma Jason encontra-se representado na
figura 2.4.
Figura 2.4: Ciclo de execuc¸a˜o do Jason [Bordini et al., 2007].
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2.5.5 Principais Caracter´ısticas da Plataforma Jason
A comunicac¸a˜o e´ baseada nas diretivas AgentSpeak, sendo estendida de
forma a permitir mais funcionalidades.
O mecanismo de recec¸a˜o e envio de mensagens e´ ass´ıncrono. As men-
sagens sa˜o gravadas numa caixa de correio e processadas no in´ıcio do ciclo
de racioc´ınio. Uma func¸a˜o de selec¸a˜o de mensagens escolhe as mensagens a
serem processadas, func¸a˜o essa que pode ser definida pelo programador. De
seguida, as mensagens processadas passam por um filtro, no qual se verifica:
(i) a validade da mensagem; (ii) se esta pode ou deve ser processada; (iii) o
seu emissor (se tem ou na˜o autorizac¸a˜o para enviar a mensagem); (iv) o que
fazer com a mensagem.
Em cada instante, o agente armazena a informac¸a˜o das mensagens recebi-
das, enviadas e intenc¸o˜es a aguardar resposta. As mensagens recebidas teˆm
o formato (mid, id, ilf, cnt), em que mid corresponde ao id da mensagem, id
a` informac¸a˜o do remetente da mensagem, ilf a` forc¸a elocuciona´ria e cnt ao
conteu´do. A definic¸a˜o de forc¸a elocuciona´ria pode ser encontrada em 3.1.1.
Aos elementos caracter´ısticos dos planos (definidos pelo AgentSpeak), sa˜o
adicionados dois paraˆmetros: (i) a fonte (source); (ii) a lista de acesso (ac-
cess specifier). O primeiro determina a origem do plano (qual o agente que
forneceu o plano), enquanto o segundo identifica o conjunto de agentes com
o qual o plano pode ser partilhado. A partilha pode ser pu´blica (para todos
os agentes), privada (na˜o e´ partilhada), ou apenas para agentes confia´veis.
A gesta˜o do que fazer, quando na˜o existe um plano para satisfazer um
evento, recai sobre o programador ao definir se o interpretador deve descartar
o evento ou coloca´-lo no final da fila.
2.5.6 Outros Aspetos da Plataforma Jason
Mais complexa que o PRS, a plataforma Jason e´ uma plataforma multi-
-agente bem consolidada pela sua larga utilizac¸a˜o.
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Distinguem-se as seguintes caracter´ısticas da arquitetura da plataforma
Jason:
• e´ poss´ıvel criar anotac¸o˜es para os planos, permitindo estender as suas
funcionalidades;
• quando uma ac¸a˜o falha, ou na˜o existe nenhum plano para o subobjetivo,
o plano e´ removido da intenc¸a˜o;
• e´ poss´ıvel executar ac¸o˜es internas (comec¸am com um ”.”) e sa˜o codifica-
das em Java. No entanto, existem ac¸o˜es internas que sa˜o fornecidas de
origem (como, por exemplo, um mo´dulo de comunicac¸a˜o entre agentes);
• existe a possibilidade de verificar os desejos e intenc¸o˜es e larga´-los sob
qualquer circunstaˆncia.
Esta arquitetura aproxima-se mais das ideias deste trabalho, no que res-
peita a` sintaxe e semaˆntica da programac¸a˜o dos planos. Pore´m, a possi-
bilidade dos planos conterem metainformac¸a˜o relevante para a definic¸a˜o do
plano, para ale´m de aumentar a entropia da programac¸a˜o de planos, contraria
o processo mental natural da sua elaborac¸a˜o ao exigir um esforc¸o adicional
que se desvia da simples ordenac¸a˜o de tarefas e desejos a atingir, o que difi-
culta a sua programac¸a˜o.
Outro aspeto contrastante entre a plataforma Jason e as ideias deste tra-
balho reside na supersimplificac¸a˜o da semaˆntica. O racioc´ınio e´ efetuado
sobre um suporte simbo´lico, pelo que o tipo de simbolismo e´ pouco rele-
vante para o bom funcionamento do racioc´ınio. Todavia, a simplificac¸a˜o da
semaˆntica podera´ complicar a programac¸a˜o e compreensa˜o dos planos defi-
nidos, pelo que, por na˜o influenciar nenhum aspeto do racioc´ınio se defende
a adoc¸a˜o de uma semaˆntica de maior compreensa˜o pelo programador.
Tal como o PRS, o Jason e´ uma plataforma BDI orientada a eventos, ou
seja, os seus planos sa˜o ativados pelo despoletar de eventos no sistema. As
desvantagens da dificuldade de filtragem encontram-se ja´ abordadas anteri-
ormente.
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2.6 Conclusa˜o
Neste cap´ıtulo foram estudadas arquiteturas de agentes reativos e deli-
berativos dando especial eˆnfase a` arquitetura BDI. O estudo da arquitetura
BDI foi aprofundado com o recurso a` avaliac¸a˜o de duas plataformas BDI ja´
existentes: a Procedural Reasoning System e a Jason.
O pro´ximo cap´ıtulo visa o estudo de sistemas multi-agente que permi-
tira˜o a integrac¸a˜o da arquitetura de agente num contexto social. Os temas
da comunicac¸a˜o entre agentes, do problema da coordenac¸a˜o e da interac¸a˜o
social sera˜o abordados, sendo este u´ltimo tema aprofundado pelo estudo de
treˆs me´todos de interac¸a˜o social: (i) racioc´ınio social, (ii) estruturas organi-
zacionais (iii) e licitac¸a˜o.
CAP´ITULO 3
Sistemas Multi-Agente
A Inteligeˆncia Artificial Distribu´ıda (IAD) [Weiss, 1999] compreende o
estudo, construc¸a˜o e aplicac¸a˜o de sistemas multi-agente e o seu objetivo a
longo prazo e´ desenvolver mecanismos e me´todos que permitem aos agentes
interagir ta˜o bem como os humanos (ou ainda melhor) e compreender a
interac¸a˜o entre entidades inteligentes, sejam elas computacionais, humanas,
ou ambas.
Figura 3.1: Sistema multi-agente padra˜o [Jennings, 1999].
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Um sistema multi-agente e´ um sistema composto por mais do que um
agente inteligente, os quais interagem socialmente (fig. 3.1). A coordenac¸a˜o
orientada pelo objetivo, ou tarefa, e´ um dos elementos chave da interac¸a˜o em
sistemas multi-agente [Weiss, 1999].
Relativamente aos sistemas centralizados, os sistemas multi-agente apre-
sentam as seguintes vantagens [Moulin e Cloutier, 1994]:
• maior eficieˆncia na resoluc¸a˜o de problemas atrave´s da explorac¸a˜o de
paralelismo;
• maior flexibilidade na resoluc¸a˜o de problemas, permitindo que agentes
com diferentes capacidades se coliguem dinamicamente;
• maior robustez em caso de falha de um, ou mais agentes, pela possibili-
dade de outros assumirem as suas responsabilidades de forma dinaˆmica.
A implementac¸a˜o de sistemas multi-agente permite tambe´m abstrair di-
versos paradigmas de programac¸a˜o (fig. 3.2). Esta abstrac¸a˜o permite a
independeˆncia de linguagens de programac¸a˜o e a integrac¸a˜o em sistemas na˜o
baseados em agentes.
Figura 3.2: Integrac¸a˜o de n´ıveis de abstrac¸a˜o [Morgado, 2014].
No entanto, os sistemas multi-agente centrados em agentes teˆm como
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desvantagens [Jennings, 1999]:
• os padro˜es e os resultados das interac¸o˜es podem ser imprevis´ıveis;
• prever o comportamento total do sistema baseado nos seus componen-
tes pode ser dif´ıcil (por vezes imposs´ıvel) devido a` possibilidade de
comportamento emergente (eventualmente na˜o desejado).
A seguranc¸a das aplicac¸o˜es pode ficar comprometida com a possibilidade
de todos os agentes comunicarem com os restantes. Desta forma, e´ fa´cil um
agente infiltrar-se no sistema, comprometendo o seu propo´sito [Ferber et al.,
2004].
3.1 Comunicac¸a˜o entre Agentes
A comunicac¸a˜o assume um papel importante na interac¸a˜o entre agentes no
aˆmbito de um sistema multi-agente, ao permitir a transmissa˜o de informac¸a˜o
entre agentes, a qual seria dif´ıcil, ou imposs´ıvel, obter u´nica e exclusivamente
atrave´s da percec¸a˜o.
3.1.1 Atos de Discurso
A teoria dos atos do discurso [Austin, 1962] e [Searle, 1969] tem como
premissa que certos elementos elocuto´rios do discurso produzem alterac¸o˜es
no mundo, da mesma forma que outro tipo de ac¸o˜es. Assume-se que as ac¸o˜es
de discurso sa˜o efetuadas por agentes, da mesma forma que outras ac¸o˜es
[Wooldridge, 2002].
Entende-se por elementos elocuto´rios todos os componentes relativos
a` forma da enunciac¸a˜o de um racioc´ınio atrave´s de uma forma de linguagem.
Um performativo e´ um verbo cujo enunciado realiza a ac¸a˜o que significa.
As condic¸o˜es necessa´rias para que haja conclusa˜o com eˆxito de perfor-
mativos sa˜o: (i) haver uma convenc¸a˜o aceite para o performativo, e as cir-
cunstaˆncias e os agentes teˆm de ser especificados no procedimento; (ii) o
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procedimento tem de ser executado corretamente; (iii) o ato tem de ser fide-
digno e qualquer condic¸a˜o tem de ser verificada, tanto quanto poss´ıvel.
A identificac¸a˜o das categorias poss´ıveis de performativos permite criar
categorias de classificac¸a˜o de tipos poss´ıveis de atos de discurso. Searle define
as seguintes categorias de performativos [Searle, 1969]:
• representativa: compromete o locutor a` verdade de uma proposic¸a˜o
expressa (e.g. informar);
• diretiva: tentativa por parte do locutor de levar o recetor a efetuar
alguma coisa (e.g. pedir);
• comissiva: comprometer o locutor com um curso de ac¸a˜o (e.g. pro-
meter);
• expressiva: exprimir um estado psicolo´gico (e.g. agradecer);
• declarativa: efetuar alterac¸o˜es em estados de relac¸o˜es institucionais
(e.g. declarar guerra).
3.1.2 Linguagens de Comunicac¸a˜o
A Kownledge Query and Maniplation Language (KQML) e a Knowledge
Interchange Format (KIF) sa˜o duas linguagens de comunicac¸a˜o baseadas/in-
fluenciadas pela teoria dos atos de discurso. Criadas no in´ıcio da de´cada de
90 pela Knowledge Sharing Effort - fundada pelo Defence Advanced Research
Projects Agency (DARPA) -, estas linguagens sa˜o uma refereˆncia cla´ssica a`
problema´tica da comunicac¸a˜o entre agentes.
A KIF [Genesereth e Fikes, 1992] e´ uma linguagem de comunicac¸a˜o cujo
objetivo e´ a criac¸a˜o de um padra˜o de expressa˜o de propriedades de um
domı´nio em particular. Na˜o versa a forma como a comunicac¸a˜o e´ efetuada,
mas sim, a forma como o conteu´do da mensagem e´ enviado. Atrave´s da KIF
os agentes podera˜o exprimir: (i) propriedades de objetos num domı´nio; (ii)
relac¸o˜es entre objetos num domı´nio; (iii) propriedades gerais de um domı´nio
[Wooldridge, 2002].
A KIF fornece um vocabula´rio para os agentes definirem objetivos em
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particular e algumas func¸o˜es padra˜o como, por exemplo, relac¸o˜es de ordem
e operac¸o˜es aritme´ticas. A sua sintaxe e´ muito ideˆntica a` da linguagem de
programac¸a˜o LISP.
A KQML e´ uma linguagem baseada em mensagens para as quais define
um formato comum. A uniformizac¸a˜o do formato da mensagem serve de
camada intermedia´ria que permite interligar diversos sistemas com lingua-
gens distintas. Cada mensagem e´ um objeto que conte´m um performativo
e paraˆmetros com valores atribu´ıdos que podera˜o ser, ou na˜o, obrigato´rios
[Wooldridge, 2002].
Esta linguagem baseia-se na ideia de que os agentes que estabelecem co-
municac¸a˜o com recurso a este protocolo podem estar implementados em di-
ferentes linguagens e paradigmas. Por consequeˆncia, a representac¸a˜o interna
do mundo de cada agente e´ mantida, possivelmente, em diferentes formas. De
modo a permitir aos agentes a comunicac¸a˜o, e´ criada uma base virtual de co-
nhecimento -virtual knowledge base - que na˜o e´ mais do que uma “interface”
de conhecimento que serve de interligac¸a˜o entre linguagens.
Os paraˆmetros principais de uma mensagem KQML sa˜o:
• content: conteu´do da mensagem;
• force: informa se o remetente da mensagem ira´ negar o conteu´do da
mensagem;
• reply-with: informa se o remetente espera uma resposta e em caso
afirmativo define um identificador para a resposta;
• in-reply-to: refereˆncia ao paraˆmetro anterior;
• sender: remetente da mensagem;
• receiver: recetor da mensagem;
• language: linguagem em que esta´ definido o conteu´do;
• ontology: define a ontologia em uso na mensagem.
Diversas verso˜es da linguagem KQML foram definidas, cada uma com os
seus performativos espec´ıficos, mencionando-se a t´ıtulo exemplificativo:
• achieve: pedido para o recetor concretizar um objetivo;
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• ask-all: pedido de todas as respostas para determinada questa˜o;
• forward: pedido para o recetor reencaminhar uma mensagem para
outro agente;
• ready: informac¸a˜o de que o agente se encontra dispon´ıvel para res-
ponder a uma questa˜o efetuada anteriormente.
O aprofundar da tema´tica da comunicac¸a˜o podera´ ter o trabalho de Vi-
eira, Moreira, Wooldridge e Bordini [Vieira et al., 2007] como bom ponto de
partida.
3.2 O Problema da Coordenac¸a˜o Multi-Agente
O problema da coordenac¸a˜o multi-agente consiste na necessidade de dois,
ou mais agentes, orientarem uma ac¸a˜o conjunta, podendo este problema ter
duas vertentes. A primeira, num ponto de vista de gesta˜o de conflitos onde
os agentes podera˜o ter o mesmo objetivo, mas na˜o o podera˜o concretizar em
simultaˆneo. A segunda abordagem e´ feita do ponto de vista de concretizac¸a˜o
de objetivos, onde um agente, por na˜o ter a capacidade de concretizar um
determinado objetivo, necessita de o delegar, tendo de decidir sobre qual o
agente que apresenta as melhores garantias de concretizac¸a˜o.
Os me´todos de coordenac¸a˜o multi-agente fornecem soluc¸o˜es para o pro-
blema da coordenac¸a˜o multi-agente, ficando a escolha do melhor me´todo
dependente do problema em espec´ıfico.
3.2.1 Me´todos de Coordenac¸a˜o Multi-Agente
Existem quatro me´todos principais de coordenac¸a˜o multi-agente [Sich-
man, 2003]: (i) o agrupamento, (ii) a especializac¸a˜o, (iii) a resoluc¸a˜o dis-
tribu´ıda de problemas e (iv) a coordenac¸a˜o de ac¸a˜o.
O me´todo do agrupamento e´ bastante frequente em sistemas multi-
agente compostos por agentes reativos. A simples aproximac¸a˜o dos agentes
diminui a prevaleˆncia de problemas individuais, suplantada pela interac¸a˜o
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com os restantes.
Atrave´s do me´todo da especializac¸a˜o dos seus agentes em tarefas es-
pec´ıficas e estruturadas dentro de um sistema multi-agente, e´ poss´ıvel otimi-
zar o comportamento geral, fomentando uma maior eficieˆncia do sistema.
O me´todo da resoluc¸a˜o distribu´ıda de problemas consiste na concre-
tizac¸a˜o de um objetivo por diversos agentes, onde cada agente concretiza
parte do objetivo, fazendo convergir o sistema para a concretizac¸a˜o do obje-
tivo geral. A resoluc¸a˜o distribu´ıda de problemas e´ composta pelas seguintes
fases [Smith e Randall, 1980]:
• decomposic¸a˜o do problema em subproblemas menores, sendo os sub-
problemas decompostos sucessivamente ate´ um agente conseguir dar
resposta ao subobjetivo;
• resoluc¸a˜o dos problemas de forma isolada, ou seja, cada agente resolve
o seu problema;
• sintetizac¸a˜o da soluc¸a˜o pela integrac¸a˜o das soluc¸o˜es.
Existem dois tipos de abordagem para a decomposic¸a˜o de tarefas: (i)
centralizada, atrave´s da existeˆncia de um agente especializado na subdi-
visa˜o de tarefas, posteriormente distribu´ıdas aos restantes agentes; ou (ii)
descentralizada, podendo qualquer agente do sistema requisitar ou ofere-
cer servic¸os.
Independentemente do tipo de abordagem escolhido, pode ser utilizada
uma de duas te´cnicas para a distribuic¸a˜o/requisic¸a˜o de tarefas: (i) te´cnicas
informadas, onde os agentes conhecem os restantes agentes e as suas ca-
pacidades e (ii) te´cnicas na˜o informadas, caracterizadas por mecanismos
de “licitac¸a˜o”, onde um agente questiona os demais sobre quem pode e se
encontra dispon´ıvel para realizar determinada tarefa.
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O me´todo da coordenac¸a˜o de ac¸a˜o compreende a realizac¸a˜o de ativida-
des suplementares que na˜o seriam necessa´rias caso um u´nico agente estivesse
isoladamente a tentar concretizar um objetivo [Malone, 1988]. Este me´todo
pode ser aplicado atrave´s de:
• sincronizac¸a˜o: encadeamento de ac¸o˜es realizadas pelos agentes do
sistema;
• planeamento de ac¸o˜es: raciocinar sobre o conjunto de todas as ac¸o˜es
a serem realizadas para atingir um objetivo e escolher o melhor plano.
Um plano pode ser elaborado por apenas um agente (centralizado), por
va´rios agentes em cooperac¸a˜o (descentralizado), ou por va´rios agentes
interessados nos seus objetivos, os quais apenas cooperam para atenuar
conflitos (descentralizado de planos distribu´ıdos);
• coordenac¸a˜o reativa: os comportamentos reativos dos agentes esta˜o
estruturados de forma a coordenarem as suas ac¸o˜es;
• coordenac¸a˜o por regulamentac¸a˜o: implementac¸a˜o de regras sociais
a priori, de forma a evitar potenciais conflitos.
O modelo de resoluc¸a˜o cooperativa de problemas consiste em quatro fases
[Wooldridge e Jennings, 1994]:
1. detec¸a˜o do potencial de cooperac¸a˜o: infereˆncia sobre se os obje-
tivos e ac¸o˜es dos outros sa˜o complementares aos seus;
2. formac¸a˜o de coligac¸a˜o: organizac¸a˜o dinaˆmica dos agentes destinada
a concretizar um objetivo;
3. formac¸a˜o de plano: decisa˜o comum sobre como atingir os objetivos;
4. ac¸a˜o coligada: execuc¸a˜o do plano pelos diversos agentes.
Este modelo de resoluc¸a˜o cooperativa de problemas serve de base aos
me´todos de interac¸a˜o social estudados a seguir, tendo para cada um dos
me´todos graus de elaborac¸a˜o distintos.
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3.3 Interac¸a˜o Social
A interac¸a˜o social consiste no processo atrave´s do qual agentes se re-
lacionam uns com os outros, sendo o resultado de relac¸o˜es objetivas existen-
tes entre os elementos de uma sociedade (relac¸o˜es de dependeˆncia e poder)
[Conte e Castelfranchi, 1995a]. Esta definic¸a˜o revela implicitamente que os
elementos de uma sociedade na˜o necessitam de ter conhecimento das suas
relac¸o˜es com os demais, bastando que os objetivos, capacidades e planos de
cada agente gerem relac¸o˜es de dependeˆncia e poder.
Podem ser identificados dois tipos de interac¸a˜o social: (i) a interac¸a˜o
social positiva, que resulta da partilha do esforc¸o de resoluc¸a˜o de objetivos
entre os agentes, e (ii) a interac¸a˜o social negativa, onde os agentes impedem
outros de atingirem os respetivos objetivos.
A interac¸a˜o social positiva pode acontecer sob duas formas: (i) coo-
perac¸a˜o, quando os agentes possuem o mesmo objetivo, mas apenas o conse-
guem atingir se partilharem as suas capacidades; e (ii) troca social, quando
os agentes possuem diferentes objetivos que na˜o conseguem atingir por si so´,
trocam-nos e comprometem-se a concretizar o objetivo do agente parceiro
em troca da concretizac¸a˜o, por parte deste, de um objetivo seu.
No que se refere aos me´todos de interac¸a˜o social, por serem os mais co-
muns, sera˜o estudados os me´todos: (i) do racioc´ınio social, (ii) da licitac¸a˜o e
(iii) das estruturas organizacionais.
3.4 Racioc´ınio Social
O racioc´ınio social consiste no processo de determinac¸a˜o de relac¸o˜es de
dependeˆncia e poder, bem como no processo de adoc¸a˜o de objetivos de outros
agentes [Sichman et al., 1993]. Este racioc´ınio necessita de uma representac¸a˜o
do mundo constitu´ıda pela representac¸a˜o dos outros agentes e do pro´prio
agente, que podera´ ser eventualmente falsa ou ate´ incompleta. Neste modelo
interno, um agente e´ representado pelos seus objetivos, planos, capacidades
e recursos.
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A determinac¸a˜o de relac¸o˜es de dependeˆncia e poder forma redes de de-
pendeˆncia e e´ efetuada de acordo com a teoria da dependeˆncia.
3.4.1 Redes de Dependeˆncia
A teoria da dependeˆncia tem como objetivo dar resposta a dois proble-
mas da interac¸a˜o social [Castelfranchi, 1990]: o problema da sociabilidade
(porqueˆ interagir socialmente) e o problema da adoc¸a˜o (como fazer com que
um problema se torne comum). Estes dois problemas sa˜o abordados atrave´s
das noc¸o˜es de dependeˆncia e poder, respetivamente.
As relac¸o˜es de dependeˆncia sa˜o inferidas tendo por base dois axiomas:
1. Um agente tem o poder de g, se este pode atingir o objetivo “g”.
2. Se um agente “A” tem a capacidade de ajudar, ou impedir um agente
“B” de atingir um objetivo, diz-se que o agente “A” tem poder sobre
“B”.
No contexto da teoria da dependeˆncia, a noc¸a˜o de dependeˆncia e´ de-
finida da seguinte forma [Conte e Castelfranchi, 1995b]: um agente “D”
depende de um agente “C” se: (i) um agente “C” tem a capacidade de reali-
zar uma determinada ac¸a˜o que aumenta a probabilidade de um determinado
estado do mundo ser atingido e (ii) o estado do mundo prova´vel de atingir e´
um objetivo de um outro agente “D” que e´ incapaz de o concretizar.
As dependeˆncias podem ser: (i) unilaterais, quando apenas um agente
depende de outro, ou (ii) bilaterais, quando os agentes dependem um do
outro. As dependeˆncias bilaterais ainda podem ser divididas em dependeˆncia:
(i) mu´tua, quando os agentes contribuem com as suas capacidades para
atingir o mesmo objetivo, ou (ii) rec´ıproca, quando cada agente precisa que
o outro lhe concretize determinado objetivo, sendo os objetivos diferentes. A
dependeˆncia mu´tua favorece a cooperac¸a˜o, enquanto a rec´ıproca propicia a
troca social.
A incapacidade de concretizar um objetivo podera´ advir da falta de: (i)
capacidades, (ii) recursos, (iii) ou ambos [Sichman et al., 1993].
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A base motivacional de um agente na adoc¸a˜o de objetivos de outros agen-
tes permite determinar o comportamento cooperativo deste. Existem quatro
motivac¸o˜es para a adoc¸a˜o de um objetivo:
1. adoc¸a˜o instrumental: o objetivo adotado e´ considerado como forma
de atingir um dos seus objetivos;
2. adoc¸a˜o terminal: o objetivo adotado e´ ja´ um objetivo de alto n´ıvel;
3. adoc¸a˜o cooperativa: o objetivo e´ desejado por diversos agentes;
4. benevoleˆncia: o objetivo e´ adotado incondicionalmente.
O racioc´ınio social efetuado com base na teoria da dependeˆncia versa a
elaborac¸a˜o de redes de dependeˆncia atrave´s da identificac¸a˜o de relac¸o˜es de
dependeˆncia/poder e, nos casos em que se aplica, identificar e convencer os
respetivos agentes de que ambos dependem um do outro. Podera˜o existir
quatro situac¸o˜es de dependeˆncia:
• LBMD - locally believed mutual dependence: apenas o agente
acredita que existem condic¸o˜es para uma cooperac¸a˜o;
• MBMD - mutually believed mutual dependence: ambos os agen-
tes acreditam que existem condic¸o˜es para uma cooperac¸a˜o;
• LBRD - locally believed reciprocal dependence: apenas o agente
acredita que e´ poss´ıvel efetuar uma troca social para determinados
objetivos;
• MBRD - mutually believed reciprocal dependence: ambos os
agentes acreditam que e´ poss´ıvel efetuar uma troca social para deter-
minados objetivos.
O modelo de interac¸a˜o social que tem por base redes de dependeˆncia e´
um modelo bastante completo que permite a qualquer agente atingir os seus
objetivos de uma forma eficiente. Contudo, devido a` necessidade de elaborar
um racioc´ınio com base em outros agentes, este tipo de racioc´ınio e´ caracte-
rizado por uma grande complexidade, o que aumenta exponencialmente com
a entrada de novos agentes no sistema.
O racioc´ınio social hiera´rquico apresenta-se como soluc¸a˜o mitigadora da
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elevada complexidade do racioc´ınio social ao permitir uma abstrac¸a˜o dos
agentes e respetivas caracter´ısticas, no exerc´ıcio do racioc´ınio.
3.4.2 Racioc´ınio Social Hiera´rquico
O racioc´ınio social hiera´rquico [Morgado e Gaspar, 2000] pretende mi-
nimizar o peso computacional do racioc´ınio social atrave´s da elaborac¸a˜o de
redes de dependeˆncia a diferentes n´ıveis de abstrac¸a˜o. E´ proposta a criac¸a˜o
e o agrupamento dos agentes constituintes do sistema multi-agente em co-
ligac¸o˜es, que simplificam o processo de racioc´ınio ao abstra´ırem o conjunto
de agentes numa coligac¸a˜o. Desta forma, o agente na˜o necessita de conhecer
e saber o que cada agente e´ capaz de fazer, necessitando apenas de saber
quais as caracter´ısticas da coligac¸a˜o (fig. 3.3).
Figura 3.3: Exemplificac¸a˜o de coligac¸o˜es [Morgado e Gaspar, 2000].
Diz-se que um agente adota uma perspetiva local quando elabora o ra-
cioc´ınio tendo por base as coligac¸o˜es. Quando e´ adotada uma perspetiva
local, a utilizac¸a˜o dos recursos de processamento do agente diminui sem co-
locar em causa a qualidade das coligac¸o˜es criadas.
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O racioc´ınio social hiera´rquico permite uma diminuic¸a˜o da carga de pro-
cessamento dos processos internos do agente ao lidar com:
• formac¸a˜o e selec¸a˜o de coligac¸o˜es: a existeˆncia de uma representac¸a˜o
expl´ıcita das coligac¸o˜es permite a refereˆncia destas u´ltimas como a com-
posic¸a˜o de todos os seus elementos constituintes, tanto no processo de
selec¸a˜o, como no de negociac¸a˜o;
• limitac¸a˜o do aˆmbito do racioc´ınio dos agentes: ao facilitar o pro-
cesso de racioc´ınio do agente pelo facto de na˜o necessitar nem de saber,
nem raciocinar sobre todos os agentes envolvidos e ac¸o˜es necessa´rias a
realizar para atingir o seu objetivo;
• reduc¸a˜o do nu´mero de comunicac¸o˜es: pela reduc¸a˜o do nu´mero
de agentes a contactar aquando da formac¸a˜o de coligac¸a˜o ao existirem
“representantes” de cada coligac¸a˜o que servem de ponto de contacto.
Este me´todo de racioc´ınio social apresenta uma diminuic¸a˜o da utilizac¸a˜o
de recursos computacionais de um agente inserido num ambiente multi-
-agente. No entanto, e´ feita com repercusso˜es noutros agentes do sistema
que teˆm de reencaminhar mensagens aos restantes elementos da coligac¸a˜o, os
quais, ao serem o ponto de contacto com a coligac¸a˜o, adquirem essa responsa-
bilidade. Ainda assim, torna-se compensato´ria pela raza˜o entre a diminuic¸a˜o
da utilizac¸a˜o dos recursos computacionais utilizados no racioc´ınio social de
um agente e o acre´scimo da utilizac¸a˜o de recursos no reencaminhamento de
mensagens.
3.5 Estruturas Organizacionais
As estruturas organizacionais [Jennings, 1999] apresentam um paradigma
de programac¸a˜o multi-agente cujo centro e´ o sistema multi-agente, represen-
tado pelo conceito de organizac¸a˜o, ao inve´s do agente.
Neste contexto, entende-se por organizac¸a˜o um conjunto de agentes com
pape´is espec´ıficos que teˆm determinadas relac¸o˜es uns com os outros e que
fazem parte de padro˜es sistema´ticos institucionalizados de interac¸o˜es entre
agentes com diferentes pape´is [Wooldridge et al., 2000].
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As caracter´ısticas principais de uma organizac¸a˜o sa˜o [Ferber et al., 2004]:
• uma organizac¸a˜o e´ constitu´ıda por agentes que teˆm comportamentos;
• a organizac¸a˜o geral pode ser dividida em partic¸o˜es que se sobrepo˜em;
• os comportamentos dos agentes esta˜o relacionados com a atividade ge-
ral da organizac¸a˜o;
• os agentes teˆm relac¸o˜es dinaˆmicas que podem ser definidas usando uma
taxonomia de pape´is, tarefas ou protocolos;
• os tipos de comportamentos relacionam-se pelas relac¸o˜es entre pape´is,
tarefas e protocolos.
Uma organizac¸a˜o multi-agente na˜o e´ considerada em termos de estados
mentais, mas apenas em termos de capacidades e restric¸o˜es na o´tica da or-
ganizac¸a˜o, como os pape´is (func¸o˜es ou posic¸o˜es), grupos (ou comunidades),
tarefas (ou atividades) e protocolos de interac¸a˜o (ou estruturas de dia´logo),
ale´m do que relaciona a estrutura da organizac¸a˜o com o comportamento ob-
serva´vel dos seus agentes [Ferber et al., 2004].
Uma organizac¸a˜o e´ caracterizada pela sua definic¸a˜o estrutural e dinaˆmica
[Grossi et al., 2005].
A estrutura de uma organizac¸a˜o e´ constitu´ıda por duas vertentes: (i)
estrutura das partes e (ii) estrutura de pape´is. A estrutura das partes define
como os agentes sa˜o integrados em grupos e como estes u´ltimos se relacionam
uns com os outros. A estrutura de pape´is e´ definida para cada grupo e
corresponde a um conjunto de pape´is e respetivas relac¸o˜es, definindo tambe´m
as restric¸o˜es que os agentes devem satisfazer para assumir os pape´is e os
respetivos benef´ıcios.
A dinaˆmica de uma organizac¸a˜o compreende os padro˜es de interac¸a˜o da
instituic¸a˜o (que sa˜o definidos nos pape´is). A dinaˆmica tambe´m define: (i)
os protocolos de integrac¸a˜o e abandono dos agentes; (ii) de que forma sa˜o
aplicados os protocolos e controladas as obrigac¸o˜es e permisso˜es; (iii) como
a estrutura da organizac¸a˜o esta´ relacionada com os comportamentos dos
agentes.
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O papel e´ a descric¸a˜o de uma posic¸a˜o/func¸a˜o que compo˜e uma orga-
nizac¸a˜o. Descreve as restric¸o˜es, os benef´ıcios e os padro˜es de interac¸a˜o que
um agente tera´ ao desempenhar a func¸a˜o.
3.5.1 Modelo AGR
O modelo AGR (Agent, Group, Role) [Ferber et al., 2004] define um
sistema multi-agente centrado na organizac¸a˜o.
Segundo este modelo (fig. 3.4), um agente e´ um membro ativo e comu-
nicante que assume pape´is dentro de grupos, podendo um agente assumir
va´rios pape´is dentro de va´rios grupos.
Figura 3.4: Metamodelo UML do AGR [Ferber et al., 2004].
Um grupo e´ um conjunto de agentes que partilham caracter´ısticas co-
muns e e´ usado para particionar organizac¸o˜es.
Um papel e´ uma representac¸a˜o abstrata de uma posic¸a˜o funcional de um
agente num grupo.
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Segundo o modelo AGR:
• qualquer agente e´ membro de, pelo menos, um grupo;
• dois agentes apenas podem comunicar se forem membros do mesmo
grupo;
• todos os agentes assumem um papel no grupo;
• um agente e´ um membro do grupo no qual assume um papel;
• cada papel e´ caracter´ıstico da estrutura do grupo.
Princ´ıpios do Modelo AGR:
1. O n´ıvel organizacional identifica a estrutura dos padro˜es de comporta-
mento dos agentes, mas na˜o como estes se comportam;
2. O n´ıvel organizacional na˜o deve ter conceitos mentais como crenc¸as, de-
sejos, intenc¸o˜es, objetivos, ou outros. Deve fornecer apenas descric¸o˜es
de comportamentos esperados;
3. Os grupos estabelecem fronteiras cujo funcionamento interno apenas e´
conhecido pelos agentes que o integram.
O estabelecimento expl´ıcito de redes de dependeˆncia pela caracterizac¸a˜o
dos grupos de uma organizac¸a˜o na sua estrutura, funcionamento interno e
ligac¸a˜o com outros grupos, permite a um agente enquadrado na organizac¸a˜o
interagir socialmente sem despender recursos computacionais na formac¸a˜o e
manutenc¸a˜o destas redes de dependeˆncia.
Organizac¸o˜es estruturadas em piraˆmide, para ale´m da reduc¸a˜o da uti-
lizac¸a˜o dos recursos computacionais referidos anteriormente, permitem ainda
uma especializac¸a˜o dos seus agentes em diversos n´ıveis de resoluc¸a˜o do pro-
blema, proporcionando uma focagem dos recursos computacionais.
3.6 Licitac¸a˜o
A licitac¸a˜o e´ um me´todo de interac¸a˜o social que consiste na distribuic¸a˜o
de tarefas atrave´s de um me´todo de oferta e procura. O agente que pre-
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tende delegar uma tarefa anuncia-a a todos os potenciais interessados, sendo
delegada ao agente que oferecer as melhores condic¸o˜es para a execuc¸a˜o da
tarefa.
3.6.1 Protocolo Contract Net
O Contract Net e´ um protocolo que concretiza o me´todo da licitac¸a˜o e
compreende treˆs passos:
1. anunciac¸a˜o da tarefa: um agente anuncia a existeˆncia de uma tarefa.
Os restantes agentes verificam se sa˜o eleg´ıveis para essa tarefa;
2. licitac¸a˜o: os agentes eleg´ıveis licitam as suas contrapartidas para a
tarefa em questa˜o;
3. atribuic¸a˜o: o agente anunciador atribui a tarefa a um determinado
agente, anunciado-lha.
O protocolo Contract Net e´ um modelo de interac¸a˜o social bastante sim-
ples, pois na˜o aplica nenhum tipo de racioc´ınio social. Na˜o ha´ nem a ne-
cessidade dos agentes terem uma representac¸a˜o interna dos restantes, nem
a de elaborar racioc´ınios sobre quais e´ que podera˜o ser bons parceiros para
a conclusa˜o de um objetivo (assumindo que todos os agentes licitam de boa
fe´).
As desvantagens deste protocolo adveˆm do nu´mero elevado de mensagens
trocadas comparativamente com o modelo de redes de dependeˆncia [Sichman,
2003]. Este elevado nu´mero de mensagens pode comprometer a eficieˆncia do
sistema, sobretudo se a comunicac¸a˜o for um ponto cr´ıtico.
3.7 Conclusa˜o
No presente cap´ıtulo, foi abordado o tema dos sistemas multi-agente con-
cretizado na abordagem a` tema´tica da comunicac¸a˜o e a da coordenac¸a˜o en-
tre agentes, com um maior aprofundamento nos me´todos de interac¸a˜o social.
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Verificou-se que o racioc´ınio social esta´ presente em quase todos os me´todos
de interac¸a˜o social, fornecendo grandes vantagens a n´ıvel da qualidade da
coordenac¸a˜o de ac¸a˜o. No entanto, o racioc´ınio social e´ pesado computaci-
onalmente, seja em termos de carga de processamento, seja em termos de
memo´ria. Para minimizar a utilizac¸a˜o dos recursos computacionais deriva-
dos do racioc´ınio social, existem diversos me´todos de coordenac¸a˜o e interac¸a˜o
social, dos quais se estudou: o racioc´ınio social hiera´rquico e as estruturas
organizacionais.
A eficiente operac¸a˜o de sistemas multi-agente depende na˜o so´ da ade-
quac¸a˜o dos me´todos de coordenac¸a˜o e interac¸a˜o social, como tambe´m da
eficieˆncia do funcionamento interno de cada um dos agentes. Sendo o agente
o elemento base que compo˜e um sistema multi-agente, e´ necessa´rio dota´-lo
de caracter´ısticas que lhe permitam operar em tempo real e com as suas
limitac¸o˜es de recursos.
No pro´ximo cap´ıtulo e´ efetuado um estudo sobre o problema da limitac¸a˜o
de recursos em agentes inteligentes, com especial eˆnfase dada aos obsta´culos
que surgem da respetiva limitac¸a˜o em agentes modelados por processos cog-
nitivos. A regulac¸a˜o cognitiva sera´ apresentada como um dos me´todos para
lidar com a racionalidade limitada, sendo abordado o Modelo Emocional
de Fluxo que servira´ como ferramenta a` implementac¸a˜o de uma regulac¸a˜o
cognitiva de base emocional.
CAP´ITULO 4
O Problema da Limitac¸a˜o de Recursos
A tema´tica de agentes inseridos em ambientes de recursos limitados pode
ser abordado de duas perspetivas. A primeira prende-se com a limitac¸a˜o de
recursos do pro´prio agente. A segunda segue o estudo de arquiteturas de
agente que competem entre si, de forma a adquirirem recursos necessa´rios a`
concretizac¸a˜o dos seus objetivos
O estudo de arquiteturas que tentam tirar o melhor proveito de um agente
com recursos limitados tem como objetivo aproxima´-las do mundo real, onde
agentes inteligentes teˆm de operar com capacidade de resposta em tempo real
e, confinados a`s suas arquiteturas, teˆm de realizar as tarefas que permitem
concluir os seus objetivos. Esta limitac¸a˜o de recursos podera´ ter diferentes
formas, e.g. a energia dispon´ıvel para a operac¸a˜o do sistema, a velocidade
de processamento, a capacidade de memo´ria e a pro´pria capacidade de ra-
cioc´ınio.
E´ na linha do estudo de agentes com recursos limitados que se pretende
desenvolver este trabalho, sobretudo na limitac¸a˜o da capacidade de proces-
samento e de memo´ria, sendo este cap´ıtulo orientado nesse sentido.
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4.1 Coordenac¸a˜o de Agentes com Recursos
Limitados
Quando um agente pretende delegar uma tarefa necessita de utilizar um
me´todo de coordenac¸a˜o de ac¸a˜o, implementando o modelo de resoluc¸a˜o co-
operativa de problemas apresentado na secc¸a˜o 3.2. Neste modelo, a detec¸a˜o
do potencial de cooperac¸a˜o e a formac¸a˜o de coligac¸a˜o sa˜o, tipicamente, pro-
blemas do tipo NP-completo em termos de complexidade computacional [In-
verno et al., 1997].
Para limitar a complexidade deste tipo de problemas podera˜o ser utili-
zadas diversas te´cnicas ou arquiteturas como, por exemplo, metarracioc´ınio
[Anderson e Oates, 2005], racioc´ınio social hiera´rquico (subsecc¸a˜o 3.4.2), es-
truturas organizacionais (secc¸a˜o 3.5), ou um sistema baseado em licitac¸a˜o
(secc¸a˜o 3.6).
Independentemente do me´todo de coordenac¸a˜o escolhido, na eventuali-
dade de mais do que um agente poder concretizar a tarefa pretendida, o
agente coordenador tera´ sempre o problema de decidir qual o melhor agente
a quem delegar uma tarefa. Este problema designa-se por problema da de-
legac¸a˜o de tarefas.
4.1.1 O Problema da Delegac¸a˜o de Tarefas
O problema da delegac¸a˜o de tarefas surge quando um agente necessita
de realizar determinada tarefa para concretizar um objetivo e na˜o possui as
capacidades para a executar, necessitando de delegar essa tarefa. A figura
4.1 representa um exemplo deste problema, no qual um agente ag1 possui
o objetivo o1, para o qual existe um plano que envolve a realizac¸a˜o de treˆs
tarefas: a1, a2 e a3. Como o agente ag1 na˜o tem as capacidades necessa´rias
para a realizac¸a˜o das respetivas tarefas, delega-as aos agentes ag2, ag3 e ag4.
Para delegar tarefas, o agente coordenador necessita de executar as quatro
fases do modelo de resoluc¸a˜o cooperativa de problemas definido na secc¸a˜o 3.2.
E´ no momento da formac¸a˜o da coligac¸a˜o - ponto dois deste modelo - que o
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Figura 4.1: Delegac¸a˜o de tarefas.
agente se podera´ defrontar com o facto de mais do que um agente subordinado
ser capaz de realizar a tarefa que pretende delegar. A forma como o agente
coordenador consegue determinar quais os agentes subordinados capazes de
realizar a tarefa depende do me´todo de coordenac¸a˜o definido.
Na figura 4.2 exemplifica-se o problema da delegac¸a˜o de tarefas. O agente
coordenador ag1 pretende delegar a tarefa a2 e sabe que os agentes ag2 e ag3
sa˜o capazes de a realizar.
Figura 4.2: Problema da delegac¸a˜o de tarefas.
O agente ag1 deve agora delegar a tarefa ao agente subordinado que a con-
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segue realizar de forma mais eficiente, garantindo assim a ma´xima eficieˆncia
do sistema. A soluc¸a˜o para este problema na˜o e´ fa´cil, sobretudo quando
resolvida por agentes com limitac¸a˜o de recursos, devido ao grande nu´mero
de varia´veis que o influenciam como, por exemplo, o nu´mero e o respetivo
custo de execuc¸a˜o de tarefas ja´ delegadas aos subordinados ou o potencial de
execuc¸a˜o que estes u´ltimos possuem.
4.2 Racionalidade Limitada
A racionalidade limitada e´ uma consequeˆncia da limitac¸a˜o de recursos
e caracteriza-se pela na˜o garantia de produc¸a˜o de soluc¸o˜es o´timas por con-
sequeˆncia da incapacidade do agente em processar toda a informac¸a˜o sobre
um determinado problema.
A racionalidade limitada tambe´m pode resultar de informac¸a˜o incompleta
sobre o mundo, devido: (i) a` limitac¸a˜o dos sensores, ou (ii) a` reduzida capaci-
dade de manipulac¸a˜o de volumes de informac¸a˜o, que forc¸am o agente a limitar
a informac¸a˜o sobre a qual recaira´ o processo de racioc´ınio. Esta limitac¸a˜o
na manipulac¸a˜o de volumes de informac¸a˜o, pode dever-se a` capacidade de
processamento, memo´ria, energia, ou uma combinac¸a˜o das anteriores.
Neste contexto, o processo de racioc´ınio e´ limitado podendo na˜o ser ca-
paz de fornecer uma soluc¸a˜o o´tima por na˜o ser alcanc¸a´vel com os recursos
existentes, ou seja, o processo de decisa˜o deve ser orientado para um n´ıvel de
satisfac¸a˜o subo´timo dos objetivos do agente, tendo de ser encontrado para
cada problema o ra´cio de satisfac¸a˜o vs. otimizac¸a˜o dos objetivos do agente.
Nesse sentido, a capacidade de lidar com a complexidade associada aos
processos envolvidos na concretizac¸a˜o dos objetivos de um agente e´ um aspeto
essencial no aˆmbito da racionalidade limitada.
Os principais me´todos para lidar com a complexidade sa˜o a abstrac¸a˜o, a
modularizac¸a˜o, a aproximac¸a˜o e a focagem [Morgado, 2013].
A abstrac¸a˜o corresponde a` reduc¸a˜o do detalhe, que resulta na diminuic¸a˜o
da complexidade de representac¸a˜o. E´ um me´todo na˜o completo que pode
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apresentar problemas na qualidade da soluc¸a˜o.
Entende-se por me´todo na˜o completo todo o me´todo que pode na˜o
encontrar soluc¸a˜o, na˜o obstante a sua existeˆncia.
A modularizac¸a˜o obte´m-se pela reduc¸a˜o da complexidade por decom-
posic¸a˜o combinato´ria, ao dividir um problema em problemas mais pequenos
e por composic¸a˜o da soluc¸a˜o dos va´rios problemas na soluc¸a˜o final.
A aproximac¸a˜o consiste na utilizac¸a˜o de me´todos aproximados, nome-
adamente heur´ısticos, na resoluc¸a˜o de um problema. Nesse sentido, embora
permitam resolver um problema com menor complexidade computacional,
teˆm a imprecisa˜o como custo.
A focagem corresponde ao processamento seletivo de informac¸a˜o ou pro-
cessamento relevante para a resoluc¸a˜o de um problema. A focagem pode
ser realizada na dimensa˜o: (i) espacial, por limitac¸a˜o de memo´ria ou por
mecanismos de atenc¸a˜o, ou (ii) temporal, feita por limitac¸a˜o de tempo de
processamento.
A escassez de recursos computacionais de um agente e a sua necessidade
de adaptac¸a˜o ao ambiente exigem-lhe uma adaptac¸a˜o na utilizac¸a˜o desses
mesmos recursos, por exemplo, encaminhando-os para determinados proces-
sos, em detrimento de outros, de acordo com o seu estado. A regulac¸a˜o
cognitiva e´ um dos me´todos que permitem ao agente realizar esta adaptac¸a˜o
na utilizac¸a˜o dos seus recursos, lidando assim com a sua escassez.
4.3 Regulac¸a˜o Cognitiva
A regulac¸a˜o cognitiva e´ uma abordagem ao problema da racionalidade
limitada que permite adaptar a utilizac¸a˜o dos recursos utilizados pelos pro-
cessos internos do agente, face ao seu estado atual. A regulac¸a˜o cognitiva
pode ter uma base metacognitiva ou emocional.
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4.3.1 Regulac¸a˜o Cognitiva por Metacognic¸a˜o
A metacognic¸a˜o e´ uma das abordagens a` regulac¸a˜o cognitiva do agente
(fig. 4.3). Nesta abordagem existe um processo responsa´vel por monitorizar
e regular todos os processos internos do agente.
Figura 4.3: Modelo geral metacognitivo.
Sinais de monitorizac¸a˜o resultantes da percec¸a˜o e dos processos internos
servem de representac¸a˜o do estado atual. Esta representac¸a˜o serve de base a
um metarracioc´ınio que produz sinais de controlo para os processos internos.
Este me´todo e´ computacionalmente complexo ao necessitar de uma pers-
petiva global e um conhecimento extensivo tanto dos processos internos do
agente, como do meio envolvente.
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4.3.2 Regulac¸a˜o Cognitiva de Base Emocional
A regulac¸a˜o cognitiva de base emocional [Morgado e Gaspar, 2005, 2011]
pode ser utilizada de forma isolada ou como complemento a` regulac¸a˜o com
base em metacognic¸a˜o.
Numa arquitetura de agente de regulac¸a˜o cognitiva apenas de base emo-
cional, e´ utilizada uma componente adaptativa (Base Mechanisms - fig. 4.4)
capaz de regular os processos cognitivos atrave´s de mecanismos afetivos e
emocionais.
Figura 4.4: Arquitetura gene´rica de agente de modelo de fluxo [Morgado e
Gaspar, 2007].
Este me´todo utiliza menos recursos computacionais ao ter uma perspetiva
local dos processos internos do agente e ao na˜o necessitar de um conhecimento
geral complexo do agente, nem do mundo em que opera.
4.4 O Modelo Emocional de Fluxo
O Modelo Emocional de Fluxo [Morgado, 2005] e´ um modelo de emoc¸a˜o
onde os feno´menos emocionais sa˜o modelados atrave´s das dinaˆmicas da ativi-
dade cognitiva, de modo a suportar a regulac¸a˜o cognitiva de base emocional.
De forma a preservar a natureza cont´ınua e a dinaˆmica dos feno´menos emo-
cionais, estas dinaˆmicas baseiam-se em dois aspetos principais: (i) a relac¸a˜o
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entre o agente e o ambiente e (ii) a capacidade de um agente de lidar com a
situac¸a˜o em que se encontra.
A relac¸a˜o entre o agente e o ambiente e´ determinada pela relac¸a˜o entre
o potencial do agente lidar com a situac¸a˜o (potencial de concretizac¸a˜o) e a
condutaˆncia no acoplamento com o ambiente (condutaˆncia de concretizac¸a˜o).
O potencial de concretizac¸a˜o (P ) corresponde ao potencial do agente em
realizar as alterac¸o˜es do mundo necessa´rias para atingir os seus objetivos,
enquanto a condutaˆncia de concretizac¸a˜o (C) representa o n´ıvel de re-
sisteˆncia ou favorecimento do ambiente a`s alterac¸o˜es. Da relac¸a˜o entre o
potencial e a condutaˆncia de concretizac¸a˜o resulta um fluxo de concre-
tizac¸a˜o (F ) que corresponde a`s alterac¸o˜es do mundo efetuadas conducentes
a` concretizac¸a˜o das motivac¸o˜es do agente, podendo ser determinado pela
relac¸a˜o entre o potencial de concretizac¸a˜o e a condutaˆncia de concretizac¸a˜o.
Duas dinaˆmicas base suscet´ıveis de influenciar o agente podem ser iden-
tificadas: (i) a variac¸a˜o temporal do potencial de concretizac¸a˜o (δP ) e (ii) a
variac¸a˜o temporal do fluxo de concretizac¸a˜o (δF ):
δP =
dP
dt
e δF =
dF
dt
(4.1)
Estas duas dinaˆmicas servem de base a` gerac¸a˜o de disposic¸o˜es emocionais.
4.4.1 Disposic¸o˜es Emocionais
Atrave´s das equac¸o˜es descritas em 4.1, e´ poss´ıvel identificar padro˜es ba´sicos
de evoluc¸a˜o do processo de concretizac¸a˜o das motivac¸o˜es.
Uma variac¸a˜o positiva do potencial de concretizac¸a˜o (δP > 0) significa
que o agente esta´ a conseguir lidar com a situac¸a˜o, pelo facto de o seu po-
tencial de concretizac¸a˜o se encontrar a crescer. Neste caso, dois padro˜es de
evoluc¸a˜o podem ser identificados:
1. o fluxo de concretizac¸a˜o e´ tambe´m positivo (δF > 0), significando que
para ale´m do agente se encontrar a lidar bem com a situac¸a˜o, esta
u´ltima encontra-se a evoluir favoravelmente. Este padra˜o de evoluc¸a˜o
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encontra-se associado a disposic¸o˜es emocionais de alegria/felicidade;
2. o fluxo de concretizac¸a˜o e´ negativo (δF < 0), o agente consegue lidar
com a situac¸a˜o, mas esta evolui desfavoravelmente. Este padra˜o de
evoluc¸a˜o encontra-se associado a disposic¸o˜es emocionais de frustrac¸a˜o
e zanga.
Quando o potencial de concretizac¸a˜o evolui desfavoravelmente (δP < 0),
o agente encontra-se numa situac¸a˜o com a qual na˜o consegue lidar, pois o
seu potencial de concretizac¸a˜o encontra-se a decrescer. Neste caso, outros
dois padro˜es de evoluc¸a˜o podem ser identificados:
1. o fluxo de concretizac¸a˜o e´ tambe´m negativo (δF < 0), significando que
para ale´m do agente na˜o conseguir lidar com a situac¸a˜o, esta u´ltima
encontra-se a evoluir tambe´m negativamente. Este padra˜o encontra-se
associado a disposic¸o˜es emocionais de apreensa˜o/medo, por ser a pior
situac¸a˜o para o agente;
2. o fluxo de concretizac¸a˜o e´ positivo (δF > 0), indiciando uma situac¸a˜o
de recuperac¸a˜o na qual o agente na˜o consegue lidar bem com a situac¸a˜o,
mas esta encontra-se a evoluir favoravelmente. Este padra˜o de evoluc¸a˜o
esta´ associado a disposic¸o˜es emocionais de desaˆnimo ou tristeza.
A disposic¸a˜o emocional (ED) representa as dinaˆmicas emocionais geradas
pelo potencial de concretizac¸a˜o e pelo fluxo de realizac¸a˜o em forma de vetor.
ED ≡ (δP, δF ) (4.2)
A disposic¸a˜o emocional (ED) representa as dinaˆmicas emocionais geradas
pelo potencial de realizac¸a˜o e pelo fluxo de realizac¸a˜o em forma de vetor.
ED ≡ (δP, δF ) (4.3)
A noc¸a˜o de disposic¸a˜o emocional e´ definida como uma tendeˆncia regu-
ladora de ac¸a˜o, na˜o sendo por isso, uma emoc¸a˜o propriamente dita. Neste
modelo as emoc¸o˜es surgem do efeito da disposic¸a˜o emocional pelos diversos
n´ıveis de organizac¸a˜o que geram feno´menos emocionais cada vez mais ricos
[Morgado e Gaspar, 2008].
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Num determinado instante t = τ o vetor disposic¸a˜o emocional (ED) e´
definido por uma orientac¸a˜o e uma intensidade:
Quality(ED) ≡ arg(ED) (4.4)
Intensity(ED) ≡ ED (4.5)
Cada quadrante do espac¸o dimensional (δP × δF ) pode ser diretamente
relacionado a um tipo espec´ıfico de disposic¸a˜o emocional qualitativa (fig.
4.5.b) de acordo com os padro˜es e evoluc¸a˜o descritos anteriormente.
Figura 4.5: Vector ED como func¸a˜o de δP e δA (a); relac¸a˜o entre os qua-
drantes ED e a tendeˆncia qualitativa emocional. [Morgado e Gaspar, 2008]
4.4.2 Modelo de Agente
Para modelar agentes sob o Modelo Emocional de Fluxo e´ necessa´ria uma
representac¸a˜o interna que define a estrutura cognitiva do agente.
A estrutura cognitiva de um agente e´ o suporte atrave´s do qual um
agente mante´m um estado interno que reflete a evoluc¸a˜o da interac¸a˜o entre
o agente e o ambiente ao longo do tempo. Para efeitos de modelac¸a˜o das
dinaˆmicas cognitivas e emocionais, a evoluc¸a˜o ao longo do tempo dos ele-
mentos constituintes da estrutura cognitiva e´ descrita num espac¸o abstrato
multidimensional, designado espac¸o cognitivo.
O espac¸o cognitivo e´ um espac¸o de sinais multidimensional, onde cada
dimensa˜o descreve um elemento cognitivo [Morgado, 2005]. Um elemento
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cognitivo pode ser visto como o ana´logo da noc¸a˜o cla´ssica de estado mental
[Bratman, 1987], devido a` sua existeˆncia limitada no tempo e inerentemente
transiente [Morgado, 2005].
No Modelo Emocional de Fluxo, treˆs tipos principais de elementos cog-
nitivos sa˜o identificados: (i) observac¸o˜es, (ii) motivadores e (iii) mediadores.
As observac¸o˜es representam o estado atual observado pelo agente (ex-
terno e interno). Os motivadores representam o estado que o agente pre-
tende atingir. Os mediadores representam os meios de que o agente dispo˜e
para atingir os motivadores.
O processo de realizac¸a˜o da motivac¸a˜o, do qual surgem as disposic¸o˜es
emocionais, pode ser descrito como a relac¸a˜o entre a situac¸a˜o atual (ob-
servac¸a˜o) e o estado pretendido (motivador). Internamente, o agente ira´
tentar maximizar as alterac¸o˜es que levam a` reduc¸a˜o da distaˆncia entre a
observac¸a˜o e os motivadores atrave´s do uso de mediadores.
No espac¸o cognitivo, o processo de concretizac¸a˜o de motivadores pode
ser descrito pela movimentac¸a˜o dos elementos cognitivos, onde motivadores
e observac¸o˜es correspondem a posic¸o˜es no espac¸o cognitivo e os mediadores
definem direc¸o˜es de movimento tal como ilustrado na figura 4.6 (ϕ1 e ϕ2 re-
presentam os sinais de dimensa˜o base que definem o espac¸o e σ(τ) representa
um elemento cognitivo em determinado instante).
Figura 4.6: Realizac¸a˜o de um motivador num espac¸o cognitivo bidimensional
[Morgado e Gaspar, 2008].
O sinal das dinaˆmicas δP e δF representa a direc¸a˜o do movimento: po-
sitivo, se for um movimento em direc¸a˜o ao motivador, ou negativo, caso
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contra´rio. Inserido num ambiente dinaˆmico onde, em determinado instante,
diversos fatores podem contribuir para variac¸a˜o do potencial e fluxo de con-
cretizac¸a˜o do agente de forma positiva ou negativa, caracteriza-se a dinaˆmica
geral de δP e δF por:
δP = δP+ − δP− e δF = δF+ − δF− (4.6)
As dinaˆmicas instantaˆneas δP e δF podera˜o ser acumuladas, dando ori-
gem a uma disposic¸a˜o emocional cumulativa.
4.4.3 Disposic¸a˜o Emocional Cumulativa
A disposic¸a˜o emocional cumulativa (EDc) corresponde a` acumulac¸a˜o das
disposic¸o˜es emocionais ao longo do tempo, caracterizando dinaˆmicas emoci-
onais de longa durac¸a˜o. EDc pode ser descrito por:
EDc ≡ (P, F ) (4.7)
P =
∫
t
(γ+p δP
+ − γ−p δP−) (4.8)
F =
∫
t
(γ+f δF
+ − γ−f δF−) (4.9)
onde γ+p , γ
−
p , γ
+
f and γ
−
f sa˜o coeficientes de sensibilidade. Os coeficientes
de sensibilidade determinam o grau de influeˆncia de cada um dos elementos
da dinaˆmica geral de δP e δF , ou seja, o valor destes coeficientes permitem
regular a influeˆncia das disposic¸o˜es emocionais em termos da sensibilidade
ao cara´cter positivo ou negativo dessas disposic¸o˜es emocionais.
A` disposic¸a˜o emocional cumulativa podem ser aplicados os mesmos
padro˜es de evoluc¸a˜o identificados para a disposic¸a˜o emocional, servindo tanto
a disposic¸a˜o emocional, como a disposic¸a˜o emocional cumulativa, de base
para a gerac¸a˜o de estados motivacionais centrais.
4.4.4 Estados Motivacionais Centrais
As disposic¸o˜es emocionais servem de base a feno´menos emocionais mais
complexos e ao comportamento adaptativo dos agentes, principalmente com
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Quadrante ED Situac¸a˜o Emoc¸a˜o Comportamento
Q-I Favora´vel Alegria Avanc¸ar
Q-II Adverso Zanga Reagir
Q-III Perigo Medo Afastar
Q-IV Perda Tristeza Recuperar
Tabela 4.1: Situac¸a˜o, emoc¸a˜o e comportamento.
restric¸o˜es de recursos. Em particular, as disposic¸o˜es emocionais cumulativas
originam estados que predispo˜em a determinados tipos de ac¸a˜o, no sentido de
lidar com as situac¸o˜es de concretizac¸a˜o de forma antecipato´ria. Esses estados
sa˜o por isso designados estados motivacionais centrais, na medida em que teˆm
um efeito global no processamento interno do agente, que determina o seu
comportamento.
Considerando que a disposic¸a˜o emocional qualitativa caracteriza padro˜es
de dinaˆmicas de concretizac¸a˜o dos motivadores, e´ poss´ıvel identificar padro˜es
de comportamentos associados aos quatro quadrantes da disposic¸a˜o emocio-
nal, tal como representado na tabela 4.1.
Numa situac¸a˜o favora´vel (Q-I), o agente deve manter o comportamento
originado no sentido da situac¸a˜o observada, uma vez que esta e´ favora´vel.
Numa situac¸a˜o adversa (Q-II), o agente necessita de mobilizar recursos no
sentido de ultrapassar a situac¸a˜o observada, uma vez que esta e´ desfavora´vel.
Quando se encontra numa situac¸a˜o de perigo (Q-III), o agente deve parar e
proteger os seus recursos, afastando-se da situac¸a˜o. Confrontado com uma
situac¸a˜o de perda (Q-IV), o agente necessita de recuperar para voltar a atingir
o seu potencial de concretizac¸a˜o.
O Modelo Emocional de Fluxo caracteriza as disposic¸o˜es emocionais numa
forma vetorial. Esta representac¸a˜o vetorial, com qualidade e intensidade,
possibilita uma modelac¸a˜o da disposic¸a˜o emocional que preserva a sua conti-
nuidade, ou seja, a transic¸a˜o entre as diversas disposic¸o˜es emocionais da´-se de
uma forma continuada no tempo pela definic¸a˜o da disposic¸a˜o emocional atual
face a` situac¸a˜o do agente no momento, ponderada pela disposic¸a˜o emocional
do momento anterior (disposic¸a˜o emocional acumulada).
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A disposic¸a˜o emocional, gerada por este modelo, serve de base a` regulac¸a˜o
dos processos internos da arquitetura e pol´ıtica de delegac¸a˜o de tarefas pro-
postas. O seu cara´cter vetorial, permitira´ orientar a regulac¸a˜o dos processos
internos da arquitetura e a pol´ıtica de delegac¸a˜o de tarefas ao fornecer in-
formac¸o˜es na˜o so´ da qualidade da disposic¸a˜o emocional, como da sua inten-
sidade.
4.5 Conclusa˜o
Serviu o presente cap´ıtulo para abordar o problema da limitac¸a˜o de re-
cursos em arquiteturas de agentes inteligentes no qual, do ponto de vista do
sistema multi-agente, se estudou que a coordenac¸a˜o de agentes podera´ ser
afetada por esta limitac¸a˜o, necessitando de uma abordagem especializada
para este tipo de problema. Singularmente, estudou-se que a racionalidade
limitada pode ser gerida atrave´s de regulac¸a˜o cognitiva de base metacognitiva
ou emocional.
O pro´ximo cap´ıtulo propo˜e uma arquitetura de agente h´ıbrida capaz de
interagir socialmente em ambientes de recursos limitados. A inclusa˜o na ar-
quitetura de disposic¸o˜es emocionais ira´ permitir a regulac¸a˜o dos processos
internos, permitindo focar os recursos computacionais em processos prio-
rita´rios. A criac¸a˜o de uma estrutura organizacional em piraˆmide versa´til ira´
permitir uma adaptac¸a˜o do pro´prio sistema ao ambiente em que se insere e
diminuir os recursos computacionais necessa´rios a` coordenac¸a˜o de ac¸a˜o.
CAP´ITULO 5
Arquitetura de Agente Proposta
O presente cap´ıtulo propo˜e uma arquitetura de agente capaz de suportar
interac¸a˜o social em ambientes de recursos limitados. A operac¸a˜o eficiente
neste tipo de ambientes exige uma arquitetura de agente com diversos n´ıveis
de decisa˜o e o seu funcionamento tem de se adaptar a`s condic¸o˜es em que
se encontra o agente. A dinaˆmica interna do sistema multi-agente tem de
proporcionar uma interac¸a˜o social cuja prioridade e´ a diminuic¸a˜o dos recursos
computacionais dos seus elementos, sem comprometer, de forma cr´ıtica, a
qualidade da soluc¸a˜o.
A arquitetura de agente proposta e´ dotada de um subsistema reativo
capaz de implementar mecanismos de reac¸a˜o ra´pida, equipando-a com capa-
cidade de resposta em tempo real em situac¸o˜es de emergeˆncia.
Pela sua complexidade interna, a arquitetura de agente e´ dotada de uma
componente adaptativa que gera disposic¸o˜es emocionais. As disposic¸o˜es emo-
cionais tera˜o duas finalidades: (i) a regulac¸a˜o dos processos cognitivos inter-
nos e (ii) permitir uma distribuic¸a˜o de tarefas de acordo com o me´todo de
coordenac¸a˜o baseado em mecanismos emocionais, proposto neste trabalho.
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Ao n´ıvel deliberativo, a arquitetura de agente e´ dotada de um motor BDI
cujo processo deliberativo tem em considerac¸a˜o a limitac¸a˜o de recursos do
pro´prio agente ao analisar constantemente a viabilidade das suas capacida-
des. A inserc¸a˜o numa estrutura organizacional, cuja coordenac¸a˜o e´ efetuada
atrave´s de um planeamento centralizado, exige que da deliberac¸a˜o possa re-
sultar a determinac¸a˜o de realizac¸a˜o de diversas tarefas em simultaˆneo, pos-
sibilitando aos agentes coordenadores a realizac¸a˜o de ac¸o˜es e/ou a delegac¸a˜o
de tarefas em simultaˆneo e aos agentes subordinados a execuc¸a˜o de diversas
tarefas em simultaˆneo.
E´ escolhido um motor BDI para concretizar a componente deliberativa do
agente por permitir uma adequada integrac¸a˜o entre diferentes n´ıveis cogni-
tivos, nomeadamente a integrac¸a˜o com os mecanismos emocionais, definidos
no n´ıvel adaptativo.
A componente social da arquitetura de agente mante´m o agente enqua-
drado na estrutura organizacional proposta, suportando a delegac¸a˜o e adoc¸a˜o
de tarefas.
A arquitetura social proposta e´ composta por uma estrutura organizacio-
nal hiera´rquica, cuja coordenac¸a˜o e´ efetuada atrave´s de planeamento centra-
lizado que se inicia no topo da hierarquia. Esta soluc¸a˜o permite uma espe-
cializac¸a˜o de agentes, cujos recursos ficam exclusivamente dedicados a uma
tarefa em particular. Determinados agentes ficam adstritos ao planeamento
e distribuic¸a˜o de tarefas, enquanto outros ficam dedicados a` sua execuc¸a˜o.
Esta restric¸a˜o de func¸o˜es permite que os agentes desenvolvam soluc¸o˜es de
maior qualidade, ou com menor exigeˆncia de recursos.
A estrutura organizacional possui capacidade de adaptac¸a˜o, ao permitir a
entrada e sa´ıda dinaˆmicas de agentes no sistema e uma pol´ıtica de delegac¸a˜o
de tarefas que tenha em conta as capacidades que cada agente possui no
momento. Estas caracter´ısticas permitem que o sistema multi-agente, que
opera em ambientes de recursos limitados, fique mais robusto a` perda de
capacidades individuais, a` inoperacionalidade ou a` ineficieˆncia geral dos seus
agentes.
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5.1 Organizac¸a˜o Geral da Arquitetura de Agente
Proposta
A arquitetura proposta e´ constitu´ıda por cinco subsistemas (fig. 5.1): (i)
executivo, (ii) reativo, (iii) adaptativo, (iv) deliberativo e (v) social.
Figura 5.1: Arquitetura de subsistemas da arquitetura de agente proposta.
O subsistema executivo e´ a camada responsa´vel pela interac¸a˜o com o
mundo, ou seja, perceciona, executa ac¸o˜es, recebe e envia mensagens.
O subsistema reativo e´ a camada responsa´vel pela componente reativa do
agente, gerando comportamentos do tipo est´ımulo-resposta.
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O subsistema adaptativo gera os sinais de base emocional do agente para
regulac¸a˜o cognitiva.
O subsistema deliberativo e´ responsa´vel pela componente deliberativa do
agente, ou seja, decide o que fazer e como fazeˆ-lo.
O subsistema social tem como func¸o˜es a integrac¸a˜o do agente na or-
ganizac¸a˜o, a recec¸a˜o e delegac¸a˜o de objetivos, a recec¸a˜o e informac¸a˜o das
disposic¸o˜es emocionais.
Todos os subsistemas trabalham de forma independente e comunicam en-
tre si atrave´s de diretivas e observac¸o˜es que sa˜o armazenadas numa memo´ria
de trabalho que assume a forma de blackboard. Esta soluc¸a˜o, embora utilize
mais memo´ria, permite eliminar redundaˆncia na passagem de informac¸a˜o en-
tre camadas, libertando capacidade de processamento para outras tarefas e
permitindo que todos os processos trabalhem de forma independente.
Em func¸a˜o dos seus processos gerais, a arquitetura de agente e´ represen-
tada pela figura 5.2.
Figura 5.2: Diagrama de contexto da arquitetura proposta.
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5.2 Subsistema Executivo
O subsistema executivo e´ composto pelo processo de execuc¸a˜o que e´ res-
ponsa´vel por todo o contacto com o ambiente tal como representado na figura
5.3.
Figura 5.3: Processo Executar.
O subsistema executivo e´ constitu´ıdo por quatro processos:
1. Execuc¸a˜o de Ac¸a˜o: concretizac¸a˜o no mundo, atrave´s dos atuadores,
das ac¸o˜es a realizar. E´ utilizado um mecanismo de coordenac¸a˜o de ac¸a˜o
que seleciona quais as ac¸o˜es a realizar (se as provenientes do subsistema
reativo, ou do subsistema deliberativo). As ac¸o˜es provenientes do sub-
sistema deliberativo sa˜o acompanhadas de um atributo de prioridade
que guiara´ a selec¸a˜o por parte do mecanismo de coordenac¸a˜o de ac¸a˜o;
2. Envio de Mensagens: envio de mensagens para outros agentes;
3. Percec¸a˜o: recolha da informac¸a˜o sensorial e interpretac¸a˜o, gerando a
percec¸a˜o;
4. Recec¸a˜o de mensagens: recec¸a˜o e armazenamento de mensagens.
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5.3 Subsistema Reativo
O subsistema reativo e´ composto por um processo de reac¸a˜o que gera um
comportamento de acordo com a percec¸a˜o. O comportamento e´ caracter´ıstico
do problema, podendo ser definido qualquer tipo de arquitetura reativa.
A figura 5.4 exemplifica um comportamento reativo caracterizado por
uma hierarquia de subsunc¸a˜o.
Figura 5.4: Exemplificac¸a˜o de um comportamento reativo.
Neste exemplo, a ativac¸a˜o de um dos comportamentos de n´ıvel superior
suprime os comportamentos de n´ıvel inferior.
5.4 Subsistema Adaptativo
O subsistema adaptativo tem como func¸a˜o a gerac¸a˜o dos sinais de base
emocional, sendo composto por um u´nico processo que implementa os me-
canismos de gerac¸a˜o de disposic¸o˜es emocionais e utiliza o estado geral dos
restantes processos internos para gerar disposic¸o˜es emocionais.
As disposic¸o˜es emocionais servira˜o de elemento regulador de todo o pro-
cesso interno do agente e servira˜o de base a` pol´ıtica de delegac¸a˜o de tarefas
do coordenador do agente.
Os mecanismos emocionais do agente tera˜o por base o Modelo Emocional
de Fluxo estudado na secc¸a˜o 4.4. A disposic¸a˜o emocional sera´ gerada de
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acordo com o definido na secc¸a˜o 6.5.2.
Todos os subsistemas contribuem com informac¸a˜o para a gerac¸a˜o da dis-
posic¸a˜o emocional. O subsistema executivo contribui com a indicac¸a˜o do
nu´mero de mensagens pendentes. O subsistema reativo indica se o seu com-
portamento se encontra ativo, estando consequentemente a serem geradas
respostas reativas (de viabilidade). O subsistema deliberativo contribui com
o nu´mero de desejos ainda na˜o resolvidos e na˜o delegados. O subsistema
social informa da disposic¸a˜o emocional dos seus agentes subordinados, refle-
tindo na sua disposic¸a˜o emocional, a disposic¸a˜o emocional dos seus subordi-
nados.
Cabera´ ao subsistema adaptativo determinar as capacidades de execuc¸a˜o
ma´ximas relativas aos elementos cognitivos informados pelos restantes sub-
sistemas, que dependera´ do problema no qual a arquitetura opera.
5.5 Subsistema Deliberativo
O subsistema deliberativo e´ composto por um processo de deliberac¸a˜o que
compreende a arquitetura BDI do agente, sendo composto pelos processos de
atualizac¸a˜o do modelo interno, reconsiderac¸a˜o, deliberac¸a˜o e planeamento
(fig. 5.5).
Figura 5.5: Processo de deliberac¸a˜o.
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Os treˆs primeiros processos compo˜em o motor BDI e o seu funcionamento
interno e´ aprofundado na subsecc¸a˜o 5.5.1.
O processo de planeamento (fig. 5.6) visa converter o resultado do pro-
cesso de deliberac¸a˜o numa ou mais ac¸o˜es, podendo compreender processos
de planeamento e/ou selec¸a˜o de ac¸a˜o, consoante o resultado da deliberac¸a˜o
efetuada pelo motor BDI.
Figura 5.6: Processo de planeamento.
Este processo e´ composto pelos processos de obtenc¸a˜o de passo e resoluc¸a˜o
de passo.
Obtenc¸a˜o de passo e´ o processo que determina quais os passos dos planos a
executar. Para cada intenc¸a˜o, verifica qual o passo correspondente ao estado
de execuc¸a˜o que e´ depois enviado para o processo de resoluc¸a˜o de passo.
Para cada passo enviado, o processo de resoluc¸a˜o de passo verifica: (i) se e´
um desejo, adicionando-o a` base de desejos; (ii) se e´ uma ac¸a˜o, entregando-a
a` camada executiva para realizac¸a˜o; ou (iii) se corresponde a um objetivo
pass´ıvel de planeamento, entregando-o ao planeador para resolver.
5.5.1 O Motor BDI
A componente deliberativa da arquitetura proposta e´ definida pelo motor
BDI. O processamento da componente deliberativa consome muitos recur-
sos computacionais (processamento e memo´ria), pelo que a sua estrutura e
dinaˆmica tera˜o uma grande influeˆncia na capacidade de adaptac¸a˜o do agente
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a` escassez de recursos computacionais e, consequente, na capacidade de res-
posta em tempo real.
Para o motor BDI trabalhar em consonaˆncia com as definic¸o˜es do sistema
social definidas, necessita de ter em considerac¸a˜o (i) as alterac¸o˜es de capa-
cidades provenientes da interac¸a˜o social, (ii) os objetivos delegados e (iii) a
possibilidade de carregamento dinaˆmico de pape´is. As crenc¸as sera˜o geradas
atrave´s da percec¸a˜o e das alterac¸o˜es a`s crenc¸as constantes no blackboard da
organizac¸a˜o. Todo o processo deliberativo tera´ de ter em considerac¸a˜o a pos-
sibilidade dos objetivos poderem ser delegados, sendo fator preferencial para
a sua resoluc¸a˜o.
5.5.2 Componentes do Motor BDI
Uma crenc¸a assume a forma de predicado e e´ armazenada na base de
crenc¸as. Todas as crenc¸as sa˜o acompanhadas de uma etiqueta que pode ser
utilizada para identificar a origem e o tipo de crenc¸a.
Um desejo e´ caracterizado por um nome, valor de utilidade, indicador de
manutenc¸a˜o e estado. O nome do desejo corresponde ao facto do mundo que
o agente pretende ver concretizado. A utilidade e´ um valor nume´rico real que
determina uma ordem de escolha entre desejos. O indicador de manutenc¸a˜o
e´ um valor booleano o qual identifica os desejos que, apo´s a sua conclusa˜o,
sa˜o mantidos, ou descartados. O estado indica em que situac¸a˜o se encontra
o desejo.
Consoante a representac¸a˜o do modelo interno e o ciclo de execuc¸a˜o da
arquitetura, um desejo podera´ encontrar-se em diferentes estados:
• Avaliac¸a˜o: o desejo encontra-se a aguardar o enquadramento com as
capacidades e a base de crenc¸as;
• Pendente: de acordo com a base de crenc¸as, existe pelo menos um
plano que consegue concretizar o desejo;
• Espera: de acordo com a base de crenc¸as, na˜o existe nenhum plano
que consegue concretizar o desejo;
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• Aguardar Realizac¸a˜o Externa: o agente na˜o possui nenhum plano
que concretize o desejo e o desejo foi delegado;
• Execuc¸a˜o: o agente encontra-se a executar um plano que ira´ concre-
tizar o desejo.
O modelo da dinaˆmica de um desejo e´ representado na figura 5.7.
Figura 5.7: Modelo da dinaˆmica de um desejo.
A existeˆncia do estado “Avaliac¸a˜o” justifica-se pela necessidade de dis-
tinguir desejos que nunca foram avaliados de acordo com a base de crenc¸as,
dos que ja´ o foram. Estes u´ltimos ja´ na˜o precisam de ser avaliados por todas
as crenc¸as, mas apenas pelas alterac¸o˜es a`s crenc¸as.
Designa-se por capacidade uma ac¸a˜o ou um plano que o agente e´ capaz
de realizar.
As ac¸o˜es sa˜o descric¸o˜es do resultado da ac¸a˜o dos atuadores do agente
no mundo e sa˜o caracterizadas por um nome, pre´-condic¸o˜es, po´s-condic¸o˜es
e um estado. O nome corresponde a uma descric¸a˜o da ac¸a˜o (interna ao
motor BDI). As pre´-condic¸o˜es sa˜o o conjunto de crenc¸as que teˆm de ser
verdadeiras para que as ac¸o˜es possam ser realizadas. As po´s-condic¸o˜es sa˜o as
alterac¸o˜es ao estado do mundo que a ac¸a˜o produz. O estado indica o n´ıvel de
operacionalidade da ac¸a˜o e e´ definido pela ma´quina de estados representada
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pela figura 5.8:
Figura 5.8: Modelo de dinaˆmica de uma ac¸a˜o.
Uma ac¸a˜o pode assumir um dos seguintes estados:
• Na˜o Operacional: na˜o se encontram reunidas as condic¸o˜es, segundo
a base de crenc¸as, para a afetac¸a˜o da ac¸a˜o;
• Livre: a ac¸a˜o encontra-se dispon´ıvel para ser afetada a uma intenc¸a˜o;
• Em Uso: a ac¸a˜o encontra-se atribu´ıda a uma intenc¸a˜o.
Um plano e´ caracterizado por um objetivo, utilidade, pre´-condic¸o˜es,
contexto, corpo e estado. O desejo que o plano concretiza e´ identificado
pelo objetivo. A utilidade determina uma ordem de escolha entre planos
que concretizam o mesmo desejo. Ao grupo de factos sobre o mundo, que
teˆm de ser verdadeiros para que o plano seja exequ´ıvel, da´-se o nome pre´-
condic¸o˜es. O contexto representa o conjunto de factos sobre o mundo que
teˆm de ser verdadeiros para que o plano se possa manter va´lido durante a
sua execuc¸a˜o. O corpo do plano e´ constitu´ıdo pelas ac¸o˜es e/ou objetivos
a serem executados/concretizados. O corpo do plano permite a definic¸a˜o
de execuc¸a˜o/concretizac¸a˜o de mu´ltiplas ac¸o˜es/desejos em simultaˆneo com a
seguinte sintaxe:
• <nome da ac¸a˜o>: ac¸a˜o a ser realizada;
• achieve(<nome do desejo>, <valor de utilidade>): desejo a ser con-
cretizado e respetivo valor de utilidade;
• forall(<crenc¸a>): colocado no in´ıcio do corpo do plano. O plano e´
instanciado tantas vezes quantas as unificac¸o˜es poss´ıveis de <crenc¸a>;
66 Cap´ıtulo 5. Arquitetura de Agente Proposta
• forany(<crenc¸a>): colocado no in´ıcio do corpo do plano. O plano e´
instanciado com a primeira unificac¸a˜o de <crenc¸a>;
• [<ac¸a˜o1/desejo1>, ..., <ac¸a˜oN/desejoN>] : realizac¸a˜o em simultaˆneo
das ac¸o˜es/desejos.
Um plano e´ caracterizado por treˆs dinaˆmicas que correspondem a` dinaˆmica
das pre´-condic¸o˜es, contexto e ac¸o˜es. Cada uma das dinaˆmicas e´ definida pelo
diagrama de transic¸a˜o de estados representado na figura 5.9.
Figura 5.9: Modelo de dinaˆmica de um plano.
A caracterizac¸a˜o destas treˆs dinaˆmicas permite identificar qual o estado
do plano relativamente a cada um dos seus componentes (pre´-condic¸o˜es, con-
texto e ac¸o˜es). Por exemplo, um plano que se encontre no estado (Operacio-
nal, Na˜o Operacional, Operacional) tem todas as suas pre´-condic¸o˜es verifica-
das como verdadeiras na base de crenc¸as e as ac¸o˜es do seu corpo encontram-se
todas dispon´ıveis para serem utilizadas.
A persisteˆncia de estado dos desejos, ac¸o˜es e planos permite a definic¸a˜o de
processos internos mais modulares e coesos e tambe´m possibilita a validac¸a˜o
dos componentes do motor BDI atrave´s das alterac¸o˜es a`s crenc¸as.
Uma intenc¸a˜o e´ caracterizada por um objetivo e um ou mais planos com
o respetivo estado de execuc¸a˜o. O objetivo identifica o estado do mundo que
a intenc¸a˜o se propo˜e concretizar. Cada plano identifica o conjunto de tarefas
que teˆm de ser executadas para o objetivo ser concretizado.
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5.5.3 Dinaˆmica do Motor BDI
Em problemas caracterizados por um grande volume de crenc¸as, a ava-
liac¸a˜o constante de todas as crenc¸as podera´ colocar em risco a capacidade
de resposta em tempo real do agente. Esta avaliac¸a˜o permanente pode na˜o
ser necessa´ria, por motivos va´rios como a grande abrangeˆncia de informac¸a˜o
proveniente de uma percec¸a˜o insignificante para o problema, ou o baixo di-
namismo dos elementos que compo˜em o problema. Este problema agrava-se
pela utilizac¸a˜o de regras de infereˆncia no processo deliberativo, onde cada
infereˆncia tem por base outras infereˆncias e/ou crenc¸as sobre o mundo. Se
durante o processo deliberativo uma infereˆncia tiver de ser avaliada mais do
que uma vez, sa˜o desperdic¸ados recursos computacionais caso se tenha de
avaliar sempre todas as condic¸o˜es dessa regra.
A mesma linha de racioc´ınio se aplica aos restantes componentes do mo-
delo BDI, por exemplo: um plano para ser considerado operacional necessita
que as ac¸o˜es do seu corpo estejam todas operacionais. Uma ac¸a˜o e´ consi-
derada operacional se as pre´-condic¸o˜es para a utilizac¸a˜o dessa ac¸a˜o forem
verdadeiras e a ac¸a˜o ja´ na˜o se encontrar em uso. Numa perspetiva de econo-
mia de recursos computacionais, se mais do que um plano utilizar a mesma
ac¸a˜o, na˜o faz sentido estar constantemente a avaliar essa ac¸a˜o e respetivas
pre´-condic¸o˜es.
A soluc¸a˜o deste problema parte da caracterizac¸a˜o da dinaˆmica dos com-
ponentes BDI (pre´-condic¸a˜o, ac¸a˜o, plano, desejo e intenc¸a˜o) e da avaliac¸a˜o
das dinaˆmicas de transic¸a˜o de estado atrave´s de alterac¸o˜es, e.g. uma ac¸a˜o
a1 para ser considerada operacional, tem de ver verificadas determinadas
pre´-condic¸o˜es como verdadeiras e, suponha-se que em determinado instante,
apenas parte destas e´ que o sa˜o, pelo que a ac¸a˜o se encontra no estado “Na˜o
Operacional”. Na iterac¸a˜o seguinte, as pre´-condic¸o˜es que restavam como fal-
sas passaram a ser verdadeiras e o motor BDI, no momento de avaliac¸a˜o da
ac¸a˜o a1 ira´ apenas verificar que as pre´-condic¸o˜es que eram falsas passaram a
verdadeiras, transitando a ac¸a˜o a1 para o estado “Livre”.
Apenas os componentes BDI que nunca foram alvo de avaliac¸a˜o e´ que
tera˜o de ser avaliados pelo conteu´do completo da base de informac¸a˜o.
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A movimentac¸a˜o do agente pelos diversos grupos da organizac¸a˜o podendo,
inclusive, assumir qualquer papel, exige por parte do motor BDI a capacidade
de dinamicamente alterar os seus planos e ac¸o˜es. A capacidade do motor
BDI receber e delegar objetivos tambe´m tem de ser considerada, bem como
a recec¸a˜o de crenc¸as e capacidades provenientes da estrutura organizacional.
Assim sendo, foi definida a dinaˆmica do motor BDI que se encontra re-
sumida na figura 5.10.
Figura 5.10: Resumo da dinaˆmica do motor BDI.
O processo de atualizac¸a˜o do modelo interno inicia-se pela atualizac¸a˜o
de planos e ac¸o˜es (caso haja alterac¸a˜o do papel na organizac¸a˜o), segue pela
recec¸a˜o das alterac¸o˜es de capacidades dos seus subordinados, pela recec¸a˜o
dos objetivos delegados e termina com a atualizac¸a˜o das crenc¸as e respetiva
verificac¸a˜o de quais e´ que foram alteradas.
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O processo de reconsiderac¸a˜o compreende a validac¸a˜o dos componentes
do modelo BDI: ac¸o˜es, planos, desejos e intenc¸o˜es.
A validac¸a˜o de ac¸o˜es e´ feita pela verificac¸a˜o da verdade das suas pre´-
-condic¸o˜es.
A validac¸a˜o de planos e´ feita pela verificac¸a˜o da verdade das suas pre´-
condic¸o˜es e contexto, e da operacionalidade das ac¸o˜es do corpo pela avaliac¸a˜o
do estado das suas ac¸o˜es.
A validac¸a˜o de desejos e´ efetuada, numa primeira fase, pela verificac¸a˜o
da existeˆncia de planos que os concretizem. Na eventualidade de existirem
planos que concretizem um desejo, a sua validac¸a˜o e´ efetuada pela verificac¸a˜o
dos estados dos planos.
No final da validac¸a˜o de desejos, se existir pelo menos um desejo no estado
“Pendente” e´ necessa´rio reconsiderar.
A validac¸a˜o das intenc¸o˜es compreende as seguintes verificac¸o˜es:
• o desejo para o qual a intenc¸a˜o foi gerada se encontra concretizado;
• as ac¸o˜es atuais dos planos foram conclu´ıdas, avanc¸ando-os para o passo
seguinte;
• os planos se encontram conclu´ıdos;
• a validade dos planos que compo˜em a intenc¸a˜o, verificando se o estado
do plano para o contexto ainda se mante´m operacional;
• a existeˆncia de desejos com maior utilidade que os desejos das intenc¸o˜es
atuais, mas para os quais existam planos que se encontrem operacionais
relativamente a`s suas pre´-condic¸o˜es, mas inoperacionais relativamente
a`s suas ac¸o˜es, devido a estas se encontrarem reservadas ou em uso por
estas intenc¸o˜es.
Os planos que se encontram conclu´ıdos sa˜o removidos da intenc¸a˜o e esta
termina quando ja´ na˜o conte´m nenhum plano.
Quando o estado de um plano de uma intenc¸a˜o para o seu contexto e´
“Na˜o Operacional”, a intenc¸a˜o e´ terminada automaticamente.
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Na eventualidade de existirem desejos com maior utilidade, cujos planos
na˜o possam ser utilizados devido a` utilizac¸a˜o de ac¸o˜es por parte de outras
intenc¸o˜es, estas u´ltimas sa˜o terminadas, as suas ac¸o˜es libertadas e o respetivo
desejo transita para o estado “Espera”, tal como apresentado na figura 5.7.
Os desejos com maior utilidade transitam para o estado “Pendente”.
Em consonaˆncia com o modelo BDI, o processo de deliberac¸a˜o e´ composto
pelos processos de gerac¸a˜o de opc¸o˜es e selec¸a˜o de opc¸o˜es. O processo de
gerac¸a˜o de opc¸o˜es identifica todos os desejos poss´ıveis de realizar, ou seja,
seleciona todos os desejos no estado “Pendente”, entregando-os ao processo
de selec¸a˜o de opc¸o˜es. O processo de selec¸a˜o de opc¸o˜es seleciona desejos por
ordem decrescente de utilidade e gera, para cada um deles, uma intenc¸a˜o.
Na eventualidade de dois ou mais desejos necessitarem da mesma ac¸a˜o para
serem concretizados, apenas sera´ gerada uma intenc¸a˜o para o desejo de maior
utilidade, permitindo a concretizac¸a˜o do ma´ximo de desejos poss´ıveis em
simultaˆneo sem que estes colidam nas necessidades de ac¸a˜o.
No final do processo de deliberac¸a˜o pode: (i) na˜o existir nenhuma in-
tenc¸a˜o; ou (ii) existir uma ou mais intenc¸o˜es compostas, cada uma, por um
ou mais planos.
5.6 Subsistema Social
A coordenac¸a˜o de ac¸a˜o do sistema multi-agente e´ assegurada por uma
estrutura organizacional do tipo hiera´rquico. Esta escolha enquadra-se nos
modelos de estruturas organizacionais apresentados na secc¸a˜o 3.5.
A grande carga computacional exigida pelo racioc´ınio social no estabele-
cimento das redes de dependeˆncia e a grande carga de comunicac¸a˜o inerente
aos processos de negociac¸a˜o dos modelos de licitac¸a˜o limitam a escolha destes
modelos de coordenac¸a˜o em sistemas multi-agente inseridos em ambientes de
recursos limitados.
A implementac¸a˜o de uma estrutura organizacional fundamenta-se pelo
aproveitamento do melhor dos dois modelos anteriores. O estabelecimento
das relac¸o˜es de dependeˆncia e poder fica claro na definic¸a˜o dos grupos e pape´is
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da organizac¸a˜o. As relac¸o˜es de dependeˆncia, determinadas pela estrutura
da organizac¸a˜o e na˜o pela dependeˆncia de objetivos, planos e capacidades,
evitam uma grande carga de processamento no estabelecimento e manutenc¸a˜o
destas relac¸o˜es. Atrave´s da criac¸a˜o de protocolos de propagac¸a˜o de objetivos
de uma forma hiera´rquica e da obrigatoriedade em atendeˆ-los, evita-se o
excedente de comunicac¸a˜o existente no processo de licitac¸a˜o.
E´ proposta uma arquitetura social em piraˆmide com mu´ltiplos n´ıveis de
coordenac¸a˜o e um agente coordenador de todo o sistema. De forma a ga-
rantir a robustez do sistema, o coordenador pode ser substitu´ıdo a qualquer
momento (subsecc¸a˜o 5.6.2). O coordenador e´ responsa´vel por decompor os
desejos de alto n´ıvel em subdesejos, que sa˜o transmitidos ao seu n´ıvel infe-
rior, que decompo˜em o subdesejo em outros subdesejos, ate´ subdesejos dire-
tamente decompostos em ac¸o˜es que sa˜o executadas. A delegac¸a˜o de desejos
e´ efetuada com base na disposic¸a˜o emocional dos agentes subordinados.
Para aumentar a capacidade de adaptac¸a˜o do sistema multi-agente a`
operac¸a˜o com recursos limitados e a sua robustez, a arquitetura social e´
dotada de protocolos que permitem a entrada e sa´ıda dinaˆmica de agentes
no sistema e uma pol´ıtica de delegac¸a˜o de tarefas que tem em conta as ca-
pacidades que o agente possui naquele momento.
5.6.1 Definic¸o˜es da Arquitetura Social
A caracterizac¸a˜o da estrutura social e´ composta pelas definic¸o˜es dos se-
guintes elementos:
• grupo: conjunto de elementos devidamente enquadrados e estrutura-
dos;
• coordenador geral: agente que se encontra no topo da hierarquia;
• subordinado: agente ou grupo, que se encontra definido na estrutura
de um grupo. Cada subordinado assume um papel dentro do grupo e
e´ responsa´vel por executar as determinac¸o˜es do seu coordenador;
• coordenador: elemento responsa´vel por:
– implementar a estrutura do grupo que representa ao atribuir pape´is
aos agentes que pretendem fazer parte do grupo;
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– informar o seu coordenador das capacidades gerais do grupo;
– receber e garantir que se concretizam os objetivos atribu´ıdos ao
grupo;
– concretizar os desejos do grupo.
• papel: func¸a˜o dentro de um grupo. Os pape´is sa˜o caracter´ısticos de
cada grupo e sa˜o constitu´ıdos pela definic¸a˜o de desejos, capacidades
necessa´rias para assumir o papel e planos que utiliza.
5.6.2 Arquitetura do Sistema Social
A arquitetura proposta implementa uma estrutura organizacional definida
de forma hiera´rquica piramidal.
A caracterizac¸a˜o de um grupo e´ especificada por: (i) designac¸a˜o do grupo;
(ii) agentes/subgrupos que o compo˜em; (iii) desejos; (iv) capacidades; (v)
capacidades necessa´rias para ser representante do grupo.
Um papel e´ caracterizado por: (i) designac¸a˜o do grupo a que pertence o
papel; (ii) designac¸a˜o do papel; (iii) capacidades; (iv) capacidades necessa´rias
para assumir o papel.
Iniciac¸a˜o da Estrutura Organizacional
O coordenador geral e´ determinado pelo programador. A estrutura orga-
nizacional so´ comec¸ara´ a formar-se quando o coordenador geral se encontrar
ativo. No momento em que e´ iniciado, o coordenador geral cria um blackboard
e carrega-o com as definic¸o˜es de todos os grupos. De seguida, carrega para o
seu modelo interno social as caracter´ısticas do grupo coordenador e termina
com o registo no blackboard da sua informac¸a˜o como coordenador geral.
Integrac¸a˜o de um Novo Agente
Todos os agentes sa˜o dotados do contacto do coordenador geral e quando
iniciados apresentam-se a este indicando as suas capacidades. O coordenador
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geral enquadra as capacidades apresentadas com as necessidades do grupo
e subgrupos e decide se o agente fica seu subordinado, ou se sera´ integrado
num subgrupo.
No momento em que e´ informado da decisa˜o do coordenador geral sobre
a sua integrac¸a˜o, o agente recebe um nu´mero (identificador do agente) e a
informac¸a˜o de acesso ao blackboard. O coordenador geral pode decidir que o
agente: (i) integra o seu grupo, tornando-se seu subordinado; ou (ii) integra
um subgrupo coordenado por si.
Ao tornar-se um elemento do grupo, o agente assume o papel que o co-
ordenador lhe atribui, consulta o blackboard carregando para o seu modelo
interno os planos e desejos da func¸a˜o que ira´ ocupar e fica a aguardar a
atribuic¸a˜o de objetivos. Em ato cont´ınuo, o coordenador analisa as capaci-
dades do agente, contrapo˜e com as capacidades do grupo e verifica se, com
a adic¸a˜o das capacidades do novo agente, sa˜o geradas novas capacidades. As
capacidades geradas ficam dispon´ıveis para deliberac¸a˜o.
Na eventualidade de o agente ser destinado a um subgrupo, e´-lhe indicada
a sua designac¸a˜o. O agente consulta o blackboard e verifica se ja´ existe
um coordenador. Na eventualidade de ja´ existir um coordenador, o agente
apresenta-se indicando as suas capacidades. O coordenador deliberara´ sobre
se lhe atribui um papel, ou se o integra num subgrupo, repetindo-se o ciclo
ate´ o agente se tornar elemento de um grupo.
Se nenhum agente assumiu as func¸o˜es de coordenac¸a˜o, o agente verifica
se pode assumir esse papel. Ao ter as capacidades necessa´rias para coorde-
nar o grupo, o agente assume as func¸o˜es de coordenac¸a˜o e: (i) carrega os
planos e desejos do grupo; (ii) informa o seu coordenador das func¸o˜es que
se encontra a desempenhar; (iii) informa os agentes ja´ registados no grupo
do seu papel e atribui-lhes um. Ao verificar que na˜o tem as capacidades de
coordenac¸a˜o, o agente regista-se no blackboard como elemento do grupo e
aguarda o aparecimento de um coordenador.
O coordenador e´ responsa´vel por registar e manter atualizada a informac¸a˜o
no blackboard referente aos elementos do seu grupo, quer seja o registo dos
agentes que o incorporam, quer sejam as capacidades do grupo.
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Abandono de um Agente
Se durante um intervalo de tempo pre´-definido um elemento na˜o enviar
nenhuma comunicac¸a˜o ao seu coordenador, e´ automaticamente considerado
inativo por este.
Na eventualidade de o agente na˜o necessitar de comunicar com o repre-
sentante durante o intervalo de tempo pre´-definido, envia uma mensagem de
apresentac¸a˜o. Esta mensagem tem como resposta uma outra mensagem de
apresentac¸a˜o.
Quando um agente e´ considerado inativo pelo seu coordenador e´ descar-
tado do modelo interno deste u´ltimo e do blackboard. No caso de o agente
inativo ser coordenador de um subgrupo, os agentes subordinados, ao na˜o
receberem a mensagem de apresentac¸a˜o do seu coordenador, ira˜o considera´-
lo inativo e tentar assumir a coordenac¸a˜o do grupo. Na eventualidade de
mais do que um agente pretender assumir a coordenac¸a˜o do grupo o desem-
pate da´-se pela antiguidade. Se nenhum dos agentes tiver capacidades para
coordenar o grupo ira˜o apresentar-se ao coordenador do seu ex-coordenador.
Informac¸a˜o de Capacidades
Os agentes informam o seu coordenador das alterac¸o˜es a`s suas capacidades
e este mante´m atualizado o seu modelo interno e o blackboard com essa
informac¸a˜o.
Esta informac¸a˜o de capacidades e´ elevada ate´ ao topo da hierarquia, per-
mitindo que os n´ıveis superiores consigam, logo a` partida, saber se sa˜o ca-
pazes de concretizar determinado desejo/objetivo. Sem esta informac¸a˜o, os
coordenadores teriam de determinar os objetivos/ac¸o˜es aos seus subordina-
dos sabendo apenas a posteriori se podem, ou na˜o, ser concretizados depois
de informados pelos subordinados da possibilidade de concretizac¸a˜o.
A persisteˆncia das capacidades ativas de um agente no blackboard permite
um processo de substituic¸a˜o de um coordenador mais simples. Um agente
ao assumir a coordenac¸a˜o de um grupo ja´ em funcionamento, na˜o necessita
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de questionar os seus novos subordinados sobre as suas capacidades, nem de
informar o seu coordenador de todas as suas capacidades novamente. Apo´s os
devidos ajustes provenientes da sua entrada no grupo, o coordenador apenas
informa as alterac¸o˜es a`s capacidades previamente definidas.
Atribuic¸a˜o de Objetivos
Esta arquitetura da´ primazia a` resoluc¸a˜o de objetivos pela via social, ou
seja, se um coordenador conseguir delegar um objetivo/ac¸a˜o, fa´-lo-a´. Desta
forma, e´ garantida a ma´xima disponibilidade para a concretizac¸a˜o de outros
objetivos que da´ı podera˜o advir.
No momento da determinac¸a˜o de um objetivo, o subordinado acusa a sua
recec¸a˜o informando se e´ poss´ıvel, ou na˜o, concretiza´-lo. Embora o coordena-
dor tenha no seu modelo interno as capacidades dos seus subordinados, du-
rante o intervalo de tempo entre o envio/recec¸a˜o da mensagem e deliberac¸a˜o
sobre a resoluc¸a˜o do objetivo, as capacidades dos subordinados podem ser
alteradas e inviabilizar a concretizac¸a˜o do objetivo, pelo que, a confirmac¸a˜o
sobre a possibilidade de resoluc¸a˜o e´ necessa´ria.
Quando um coordenador e´ informado da impossibilidade de concretizac¸a˜o
de um objetivo, verifica se outro subordinado pode concretiza´-lo, sendo-lhe
delegado em caso afirmativo. Na eventualidade de na˜o ser poss´ıvel delegar
o objetivo e ser um subobjetivo de um objetivo delegado, sa˜o cancelados os
restantes subobjetivos gerados pelo objetivo e e´ informado o seu coordenador
da na˜o possibilidade de concretizac¸a˜o.
Cancelamento de Objetivos
O cancelamento do objetivo e´ determinado pelo coordenador que podera´
tomar esta decisa˜o por: (i) determinac¸a˜o superior; (ii) verificar depois de ja´
ter atribu´ıdo objetivos que sera´ imposs´ıvel o objetivo ser concretizado; (iii)
sobrecarga do subordinado, indicada pela disposic¸a˜o emocional.
A` determinac¸a˜o do cancelamento de objetivos, e´ sempre retornada uma
resposta afirmativa.
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Transmissa˜o de Crenc¸as
As crenc¸as de todos os elementos sa˜o armazenadas no blackboard. Todos
os agentes adicionam no blackboard as alterac¸o˜es a`s suas crenc¸as. Assim,
qualquer agente podera´ gerar as suas crenc¸as com base nas crenc¸as de ter-
ceiros, sem as questionar.
O processo de informac¸a˜o de crenc¸as permite um compromisso constante
dos recursos despendidos por cada agente, sendo assim mais fa´ceis de contro-
lar. Ainda que este protocolo exija aos agentes a utilizac¸a˜o dos seus recursos
na manutenc¸a˜o das suas crenc¸as no blackboard - as quais podera˜o nem ser
usadas -, a outra opc¸a˜o, questionar a cadeia de comando, poderia exigir ao
sistema a utilizac¸a˜o de recursos incontrola´veis.
Por exemplo, um coordenador de um grupo pretende saber se determi-
nada crenc¸a e´ verdadeira. Como na˜o tem os recursos para o saber pela
sua percec¸a˜o, questiona os seus subordinados. Nenhum dos subordinados
responde afirmativamente a` existeˆncia da referida crenc¸a, o que na˜o significa
que na˜o seja verdadeira. O coordenador veˆ-se obrigado a questionar o seu co-
ordenador que tambe´m na˜o consegue obter a resposta na sua base de crenc¸as
e ramifica o pedido para os elementos do seu grupo. Este ciclo pode percorrer
toda a estrutura e, para ale´m da lateˆncia do tempo de resposta, prejudica
os elementos da estrutura ao utilizarem a sua capacidade de processamento
para responder a uma questa˜o.
Cada crenc¸a armazenada no blackboard conte´m a identificac¸a˜o do agente
que permitira´, a quem consultar o blackboard, filtrar as crenc¸as da forma que
melhor lhe convier (por agente(s) e/ou grupo(s)).
Concretizac¸a˜o de Desejos e Objetivos
A concretizac¸a˜o de desejos e objetivos pode ser efetuada de quatro formas:
1. resoluc¸a˜o a t´ıtulo individual das ac¸o˜es determinadas pelo plano da in-
tenc¸a˜o;
2. distribuic¸a˜o das ac¸o˜es e/ou objetivos do plano da intenc¸a˜o aos seus
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inferiores hiera´rquicos;
3. subdivisa˜o do objetivo em subobjetivos e respetiva distribuic¸a˜o pelos
inferiores hiera´rquicos;
4. combinac¸a˜o das hipo´teses anteriores.
Integrac¸a˜o da Arquitetura Social na Arquitetura de Agente
Ao n´ıvel do agente, a arquitetura social e´ implementada pelo subsistema
social que e´ composto por um processo de coordenac¸a˜o social, o qual, por sua
vez, e´ composto pelos processos de recec¸a˜o de disposic¸o˜es emocionais, envio
da disposic¸a˜o emocional, delegac¸a˜o, recec¸a˜o de delegac¸o˜es, enquadramento
hiera´rquico e atualizac¸a˜o de crenc¸as (fig. 5.11).
Figura 5.11: Processo Coordenac¸a˜o Social.
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Os processos de recec¸a˜o e envio de disposic¸o˜es emocionais processam a
informac¸a˜o relativa a`s disposic¸o˜es emocionais.
O processo de delegac¸a˜o delega os objetivos determinados pelo subsistema
deliberativo de acordo com a pol´ıtica de delegac¸a˜o de tarefas definida na
subsecc¸a˜o 6.5.1.
O processo de recec¸a˜o de delegac¸o˜es processa as mensagens que delegam
objetivos ao agente encaminhando-os para o subsistema deliberativo.
O processo de enquadramento hiera´rquico implementa os protocolos de
integrac¸a˜o na estrutura hiera´rquica, fazendo: (i) a integrac¸a˜o e manutenc¸a˜o
do agente no grupo; (ii) a integrac¸a˜o e manutenc¸a˜o de agentes como seus
subordinados; (iii) a informac¸a˜o do coordenador das suas capacidades; (iv) a
recec¸a˜o das capacidades dos seus subordinados e avaliac¸a˜o das capacidades
coletivas.
O processo de atualizac¸a˜o de crenc¸as sociais tem como finalidades: (i)
a recec¸a˜o, filtro e adic¸a˜o a` memo´ria de trabalho das alterac¸o˜es a`s crenc¸as
inseridas no blackboard e (ii) o envio para o blackboard das alterac¸o˜es a`s
crenc¸as geradas pelo subsistema deliberativo.
5.7 Conclusa˜o
Neste cap´ıtulo foi apresentada uma arquitetura de agente h´ıbrida que
permite interagir socialmente pelo enquadramento numa estrutura organiza-
cional hiera´rquica de planeamento centralizado.
A arquitetura tem como objetivo uma interac¸a˜o social simples, atrave´s
da utilizac¸a˜o do menor nu´mero poss´ıvel de recursos computacionais. Da pro-
posta resulta um sistema social hiera´rquico onde os desejos sa˜o decompostos
sucessivamente, desde o topo ate´ ao fundo da hierarquia, permitindo um foco
dos recursos computacionais utilizados em n´ıveis de abstrac¸a˜o que otimizam
a qualidade da soluc¸a˜o.
A arquitetura social e´ projetada de forma a permitir uma maior adaptac¸a˜o
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ao meio envolvente (pela entrada e sa´ıda de agentes no sistema) e poupanc¸a
de recursos individuais de cada agente ao estabelecer dependeˆncias fixas e
bem determinadas, como tambe´m a existeˆncia de n´ıveis de abstrac¸a˜o de
capacidades, entre outros.
Para fazer face a` limitac¸a˜o de recursos computacionais, a arquitetura de
agente e´ dotada de diversos n´ıveis de decisa˜o regulados por uma componente
cognitiva de base emocional.
O pro´ximo cap´ıtulo serve de base ao fundamento da arquitetura proposta
neste trabalho ao apresentar a concretizac¸a˜o de sistemas multi-agente, su-
portados por diversas arquiteturas de agente e uma pol´ıtica de delegac¸a˜o de
tarefas de base emocional.
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CAP´ITULO 6
Concretizac¸a˜o e Resultados Experimentais
A arquitetura proposta no cap´ıtulo anterior fundamenta-se pela concre-
tizac¸a˜o experimental apresentada neste cap´ıtulo. O primeiro caso pra´tico
concretiza e testa o potencial de interac¸a˜o social de uma arquitetura de agente
reativo. O segundo, estuda a potencialidade de interac¸a˜o social com recurso
ao planeamento descentralizado, suportado por uma arquitetura de agente
deliberativa, composta por um motor BDI e cujo planeamento e´ feito de
uma forma descentralizada. O terceiro, concretiza uma arquitetura de agente
h´ıbrida, que se integra numa estrutura organizacional piramidal e interage
dentro desta atrave´s de planeamento centralizado e distribuic¸a˜o de tarefas.
As arquiteturas de agente concretizadas e testadas resultam da instanciac¸a˜o
a va´rios n´ıveis da arquitetura proposta.
Para ale´m do estudo das potencialidades de interac¸a˜o social das arquite-
turas existentes, e´ demonstrada a potencialidade da utilizac¸a˜o de pol´ıticas de
delegac¸a˜o de tarefas baseadas em mecanismos emocionais como alternativa
ao problema da coordenac¸a˜o de tarefas em ambientes de recursos limitados,
atrave´s da concretizac¸a˜o de uma pol´ıtica de delegac¸a˜o de tarefas de base
emocional enquadrada num problema de coordenac¸a˜o espec´ıfico.
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O estudo das potencialidades de cooperac¸a˜o das arquiteturas de agente
e´ efetuado em igual contexto experimental, pelo que este cap´ıtulo se inicia
pela sua descric¸a˜o.
6.1 Contexto Experimental
As potencialidades de cooperac¸a˜o das arquiteturas de agente concretiza-
das sa˜o testadas num problema do tipo Tile World, adaptado para exigir
cooperac¸a˜o entre agentes. Existem dois tipos de agente: captor e carrier. Os
agentes do tipo captor sa˜o responsa´veis por obter e entregar blocos (tiles)
aos agentes do tipo carrier que, por sua vez, teˆm como missa˜o transportar
os blocos para as bases. Nenhum agente podera´ carregar mais do que um
bloco em simultaˆneo. Detalhes sobre a plataforma de simulac¸a˜o podera˜o ser
encontrados no anexo B.
A simulac¸a˜o sera´ composta por dois agentes do tipo carrier e dois agentes
do tipo captor, um ambiente sem obsta´culos, com apenas uma base e cinco
blocos com posic¸a˜o aleato´ria.
O objetivo do sistema multi-agente sera´ conseguir obter e entregar na
base todos os blocos, demonstrando assim a capacidade de coordenac¸a˜o de
cada uma das arquiteturas.
6.2 Interac¸a˜o Social com Base em Arquitetu-
ras Reativas
As arquiteturas reativas sa˜o excelentes arquiteturas de agente para operar
em ambientes de recursos limitados, pois ao implementarem comportamentos
do tipo est´ımulo-resposta, os processos que compo˜em estas arquiteturas na˜o
exigem um grande esforc¸o computacional.
Na secc¸a˜o 3.2 estudou-se que os sistemas multi-agente compostos por
agentes reativos podera˜o coordenar-se atrave´s da estruturac¸a˜o dos seus com-
portamentos, ou seja, a interac¸a˜o social de um sistema multi-agente composto
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por sistemas reativos e´ definida pelos comportamentos dos respetivos agen-
tes. Cabera´ a` definic¸a˜o dos comportamentos estabelecer a correta relac¸a˜o
entre a percec¸a˜o e a ac¸a˜o, fazendo com que todo o sistema opere de forma
consistente na concretizac¸a˜o dos seus objetivos.
Esta arquitetura tem por objetivo aproveitar a potencialidade de coo-
perac¸a˜o das arquiteturas reativas as quais, devido ao baixo de consumo de
recursos, se tornam ideais para ambientes de recursos limitados. Da arquite-
tura de agente proposta e´ instanciado o subsistema reativo que e´ responsa´vel
por interagir com o ambiente atrave´s da percec¸a˜o e execuc¸a˜o de ac¸o˜es e de-
terminar, de acordo com a percec¸a˜o, qual o comportamento adequado.
Ao n´ıvel da sua arquitetura, o agente e´ composto por um controlo reativo
que, por sua vez, e´ composto por um comportamento. O comportamento
podera´ ser definido como uma reac¸a˜o ou uma reac¸a˜o composta, ou seja, um
conjunto de reac¸o˜es (fig 6.1).
Figura 6.1: Arquitetura do Agente Reativo.
6.2.1 Comportamentos Reativos
O comportamento de um agente do tipo captor e´ definido numa arquite-
tura reativa de subsunc¸a˜o e encontra-se representado na figura 6.2.
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Figura 6.2: Comportamento de um agente tipo captor.
O agente: (i) procura blocos quando na˜o perceciona nenhum, navegando
aleatoriamente pelo mapa; (ii) quando perceciona pelo menos um bloco e se
encontra no estado vazio (sem bloco) obte´m o bloco mais pro´ximo; (iii) no
momento em que se encontra no estado cheio (com bloco) desloca-se para
um agente do tipo carrier no estado vazio para lhe entregar o bloco; (iv) em
qualquer momento, se o agente se depara com uma parede desvia-se.
O comportamento de um agente do tipo carrier e´ definido numa arqui-
tetura reativa de subsunc¸a˜o e encontra-se representado na figura 6.3.
Figura 6.3: Comportamento de um agente tipo carrier.
O agente: (i) procura agentes do tipo captor quando na˜o e´ percecionado
nenhum, navegando aleatoriamente pelo mapa; (ii) move-se para o captor
mais pro´ximo quando o pro´prio se encontra no estado vazio; (iii) entrega
o bloco, movendo-se para a base e largando-o quando o pro´prio agente se
encontra no estado cheio; (iv) em qualquer momento, se o agente se depara
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com um obsta´culo (agente e parede) desvia-se.
6.2.2 Resultados Experimentais e Ana´lise
Executando os agentes na plataforma experimental, verifica-se que sa˜o
capazes de entregar todos os blocos (fig. 6.4).
Figura 6.4: Exemplo das trajeto´rias dos agentes reativos.
Na figura 6.4 identificam-se os seguintes momentos: 1- O agente captor2
dirige-se para o bloco 4; 2- O agente captor2 obte´m o bloco 4 e dirige-se para
o agente carrier2. O agente carrier2 vai ao encontro do agente captor2. 3-
Apo´s aproximac¸a˜o, o agente captor2 transfere o bloco para o agente carrier2 ;
4- O agente carrier2 entrega o bloco na base.
Pore´m, verifica-se a inexisteˆncia de coordenac¸a˜o entre agentes do mesmo
tipo, e.g. existem situac¸o˜es em que os dois agentes captor se dirigem para
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o mesmo bloco por ser o mais pro´ximo, culminando esse comportamento
apenas quando um dos agentes o obte´m, tal como representado na figura 6.5.
Figura 6.5: Exemplo do problema da falta de coordenac¸a˜o dos agentes rea-
tivos.
Na figura 6.5 verificam-se os seguintes momentos: 1- Os agentes captor1
e captor2 dirigem-se para o bloco 2; 2- O agente captor2 obteve o bloco 2.
Em problemas complexos de interac¸a˜o, o comportamento podera´ tambe´m
ter de ser complexo para satisfazer os requisitos da soluc¸a˜o. Esta possibili-
dade agrava-se em sistemas multi-agente compostos por agentes heteroge´neos
aos quais, para ale´m da complexidade na definic¸a˜o do comportamento de cada
um, acresce a complexidade da coordenac¸a˜o entre eles. Toda esta complexi-
dade na definic¸a˜o de comportamentos pode dificultar, ou ate´ mesmo tornar
imposs´ıvel, a sua definic¸a˜o de forma reativa.
Outro problema das arquiteturas reativas encontra-se na na˜o otimizac¸a˜o
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das suas ac¸o˜es, que se agrava nos sistemas multi-agente, sobretudo naqueles
cujo custo de falha e´ elevado, pois a convergeˆncia de um agente para uma
soluc¸a˜o subo´tima podera´ fazer com que o sistema encontre tambe´m uma
soluc¸a˜o subo´tima, comprometendo assim todo o sistema.
A falta de coordenac¸a˜o demonstrada pela experimentac¸a˜o e´ uma outra fa-
lha das arquiteturas reativas quando servem de base a sistemas multi-agente.
Como os comportamentos das arquiteturas reativas na˜o teˆm por base qual-
quer representac¸a˜o do mundo, conceitos relevantes para a coordenac¸a˜o como
“ja´ se dirige para” na˜o podem ser utilizados.
No sentido de colmatar as falhas desta arquitetura em termos individu-
ais e coletivos, o pro´ximo caso pra´tico estuda a capacidade de cooperac¸a˜o
de uma arquitetura deliberativa cuja coordenac¸a˜o e´ efetuada com recurso a
planeamento descentralizado.
6.3 Interac¸a˜o Social com Base em Arquite-
turas Deliberativas de Planeamento Des-
centralizado
A resoluc¸a˜o distribu´ıda de problemas atrave´s de um planeamento des-
centralizado e´ um me´todo de interac¸a˜o social no qual um problema cole-
tivo e´ decomposto em sucessivos subproblemas. Este tipo de planeamento
caracteriza-se pelo facto de na˜o existir um agente responsa´vel pela divisa˜o
do problema, encontrando-se essa responsabilidade repartida pelos diversos
agentes.
As arquiteturas deliberativas proporcionam ao agente uma caracter´ıstica
adaptativa face ao estado do mundo que na˜o e´ exequ´ıvel nas arquiteturas
reativas, evitando assim comportamentos subo´timos que podera˜o prejudicar
o sistema.
A cooperac¸a˜o em agentes deliberativos pode ser efetuada de forma des-
centralizada, ou seja, atrave´s dos seus planos cada agente resolve a sua parte
do problema, fazendo evoluir o sistema multi-agente para uma soluc¸a˜o final.
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Neste caso pra´tico, e´ instanciada a componente executiva e deliberativa
da arquitetura proposta que visa colmatar as falhas da componente reativa
instanciada na secc¸a˜o interior.
O subsistema executivo e´ responsa´vel pela interac¸a˜o com o ambiente e e´
composto por um processo de execuc¸a˜o de ac¸a˜o e outro de percec¸a˜o.
O subsistema deliberativo implementa a componente de racioc´ınio do
agente e e´ composto pelos processos de atualizac¸a˜o de crenc¸as, atualizac¸a˜o
do estado interno, deliberac¸a˜o e planeamento.
A organizac¸a˜o funcional da arquitetura encontra-se representada na figura
6.6.
Figura 6.6: Organizac¸a˜o funcional da arquitetura deliberativa.
Ao n´ıvel da sua arquitetura, o agente e´ composto por um controlo exe-
cutivo e outro deliberativo. O controlo executivo implementa o subsistema
executivo e agrega sensores e atuadores. O controlo deliberativo implementa
o subsistema deliberativo e e´ composto pelo motor BDI proposto e por um
planeador do tipo A*.
A figura 6.7 representa a arquitetura do agente deliberativo.
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Figura 6.7: Arquitetura do agente deliberativo.
Tanto os agentes do tipo captor, como os do tipo carrier, sa˜o dotados de
um conjunto de regras de infereˆncia que se encontram descritas no apeˆndice
C.1.
Os agentes do tipo captor sa˜o dotados dos desejos, planos e ac¸o˜es iden-
tificados no anexo C.2. Este tipo de agente tem como desejo a obtenc¸a˜o do
bloco mais pro´ximo e depois de obtido deseja livrar-se dele. Para se livrar
do bloco, desloca-se para o carrier mais pro´ximo e entrega-o.
Os agentes do tipo carrier sa˜o dotados dos desejos, planos e ac¸o˜es iden-
tificados no anexo C.3. Este tipo de agente tem como desejo transportar o
bloco do agente do tipo captor mais pro´ximo. Este desejo apenas e´ ativado
quando existe um agente do tipo captor no estado cheio. Apo´s a recec¸a˜o do
bloco, e´ gerado o desejo de largar o bloco que ativa o plano de deslocac¸a˜o
para a base mais pro´xima onde o larga.
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6.3.1 Resultados Experimentais e Ana´lise
Desenvolvida a simulac¸a˜o na plataforma experimental com os planos e
regras de infereˆncia anteriormente descritos, verifica-se que os agentes sa˜o
capazes de entregar todos os blocos (fig. 6.8).
Figura 6.8: Exemplo das trajeto´rias dos agentes deliberativos de planeamento
descentralizado.
Na figura 6.8 identificam-se os seguintes momentos: 1- O agente captor1
dirige-se para o bloco 4; 2- O agente captor1 obte´m o bloco 4 e dirige-se para
o agente carrier1. O agente carrier1 vai ao encontro do agente captor1. 3-
Apo´s aproximac¸a˜o, o agente captor1 transfere o bloco para o agente carrier1 ;
4- O agente carrier1 entrega o bloco na base.
Na˜o obstante, mante´m-se a falta de coordenac¸a˜o de agentes ja´ obser-
vada no exerc´ıcio anterior, representada na figura 6.9, onde se verifica que os
agentes captor1 e captor2 se dirigem para o mesmo bloco.
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Figura 6.9: Exemplo do problema da falta de coordenac¸a˜o de agentes deli-
berativos de planeamento descentralizado.
Na figura 6.9 verificam-se os seguintes momentos: 1- Os agentes captor1
e captor2 dirigem-se para o bloco 1; 2- O agente captor2 obteve o bloco 1.
Esta falta de coordenac¸a˜o deve-se a` inexisteˆncia de regras de infereˆncia
mais complexas que permitam ao agente saber, por exemplo, se algum agente
do tipo captor ja´ se encontra a deslocar para um determinado bloco.
A descentralizac¸a˜o do planeamento num contexto de interac¸a˜o social sim-
ples pode ser o ideal, ao na˜o ser necessa´rio um n´ıvel dedicado a` coordenac¸a˜o
(que consome recursos). No entanto, esta arquitetura apresenta dois pro-
blemas que podem determinar a sua inoperacionalidade em cena´rios mais
complexos.
A descentralizac¸a˜o do planeamento obriga a que os agentes necessitem de
um modelo do mundo mais complexo, pois precisam de efetuar deliberac¸a˜o de
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aˆmbito geral (objetivos de alto n´ıvel e respetiva decomposic¸a˜o), e espec´ıfico
(objetivos de baixo n´ıvel e respetiva concretizac¸a˜o). A coordenac¸a˜o entre
agentes, efetuada atrave´s de planeamento descentralizado, como verificado
nos resultados experimentais, tambe´m pode ser um fator de exigeˆncia de
modelos do mundo mais complexos.
As desvantagens desta arquitetura sa˜o minimizadas numa arquitetura de
agente que permita a interac¸a˜o social com planeamento centralizado pois per-
mite aos agentes um foco dos seus recursos em atividades de n´ıveis espec´ıficos
de abstrac¸a˜o. O modelo do mundo tera´ a complexidade necessa´ria a cada
n´ıvel de abstrac¸a˜o, fazendo com que os agentes na˜o necessitem de despender
tantos recursos na deliberac¸a˜o.
6.4 Interac¸a˜o Social com Base em Arquite-
turas Deliberativas de Planeamento Cen-
tralizado
Uma arquitetura que implemente uma resoluc¸a˜o distribu´ıda de proble-
mas atrave´s de um planeamento descentralizado pode enfrentar dificuldades
quando enquadrada em cena´rios complexos. A coordenac¸a˜o eficiente dos ele-
mentos do sistema multi-agente atrave´s de um planeamento descentralizado
e´ dif´ıcil, pois e´ elevada a complexidade da coordenac¸a˜o de agentes atrave´s dos
planos e crenc¸as acerca do mundo. Outro problema surge na quantidade de
informac¸a˜o e n´ıveis de decisa˜o que cada agente, a n´ıvel individual, e´ obrigado
a tratar, tendo este de efetuar deciso˜es de coordenac¸a˜o em diversos n´ıveis de
detalhe e de concretizar ac¸o˜es, na˜o lhe sendo poss´ıvel especializar e focar os
seus recursos num pequeno conjunto de tarefas perdendo, consequentemente,
qualidade na soluc¸a˜o final.
A elevada complexidade e a exigeˆncia de recursos computacionais para
manter agentes coordenados atrave´s dos seus planos e respetivas pre´-condic¸o˜es
de ativac¸a˜o justificam a concretizac¸a˜o de uma arquitetura de agente que cria
um sistema multi-agente coordenado por meio de planeamento centralizado.
Esta soluc¸a˜o permite uma especializac¸a˜o de agentes, cujos recursos ficam
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exclusivamente dedicados a uma tarefa em particular. Determinados agentes
ficam adstritos ao planeamento e distribuic¸a˜o de tarefas, enquanto outros
ficam dedicados a` execuc¸a˜o de tarefas. Este enfoque de recursos permite o
desenvolvimento de soluc¸o˜es com maior qualidade, ou com menor exigeˆncia
de recursos.
E´ instanciada a arquitetura proposta no cap´ıtulo anterior, sendo o sub-
sistema social do agente simplificado, pois apenas delega e recebe objetivos
enquadrado num sistema multi-agente piramidal de estrutura fixa. A de-
legac¸a˜o de objetivos e´ feita de acordo com uma pol´ıtica de delegac¸a˜o de
tarefas uniforme, ou seja, os objetivos sa˜o delegados em igual nu´mero a cada
agente.
A arquitetura de agente instanciada e´ composta por um controlo execu-
tivo, um controlo reativo, um controlo deliberativo e um controlo social (fig.
6.7).
Figura 6.10: Arquitetura do agente h´ıbrido.
Cada controlo implementa o subsistema correspondente e todos parti-
lham uma memo´ria de trabalho para comunicarem. O planeador do controlo
deliberativo e´ do tipo A*.
Neste caso pra´tico e´ introduzido um agente coordenador cuja missa˜o e´
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realizar o planeamento geral. Todos os agentes sa˜o dotados de um conjunto
de regras de infereˆncia que se encontram descritas no apeˆndice C.1.
O agente coordenador e´ dotado de um conjunto de desejos e planos iden-
tificados no anexo D.2. Este agente tem como objetivo limpar todas as a´reas
de blocos e, para cada a´rea com pelo menos um bloco, gera o desejo de a
limpar. Os objetivos de limpeza de uma a´rea sa˜o delegados aos agentes do
tipo captor.
Os agentes do tipo captor sa˜o dotados dos planos e das ac¸o˜es identificados
no anexo D.3. O agente do tipo captor, depois de delegada a a´rea de limpeza,
da´ indicac¸a˜o ao seu colega de equipa (carrier) para se deslocar para a a´rea
determinada enquanto se desloca para la´ tambe´m. Apo´s a chegada da equipa
a` a´rea, o captor inicia a obtenc¸a˜o de blocos que vai entregando ao seu colega
de equipa.
Os agentes do tipo carrier sa˜o caracterizados pelos planos e ac¸o˜es iden-
tificados no anexo D.4. O agente do tipo carrier recebe e cumpre o objetivo
de se deslocar para determinada a´rea. De seguida, aproxima-se do seu coor-
denador, quando este lhe delega esse objetivo, e quando se encontra junto a
este aguarda que lhe seja entregue o bloco, seguindo de seguida para a base.
6.4.1 Resultados Experimentais e Ana´lise
Executados os agentes na plataforma experimental com os planos e regras
de infereˆncia apresentados, verifica-se que os agentes sa˜o capazes de entregar
todos os blocos de forma coordenada com a limpeza feita por equipas e por
a´rea
Os resultados obtidos mostram que e´ poss´ıvel obter-se coordenac¸a˜o num
sistema multi-agente, utilizando poucos recursos computacionais atrave´s do
estabelecimento de relac¸o˜es de dependeˆncia e poder, definidas numa estru-
tura organizacional hiera´rquica. A definic¸a˜o desta estrutura permite tambe´m
que os agentes que nela operam otimizem a utilizac¸a˜o dos seus recursos ao
atribuir, a cada agente, um n´ıvel de abstrac¸a˜o e func¸a˜o espec´ıficos.
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A figura 6.11 apresenta uma exemplificac¸a˜o da dinaˆmica da limpeza de
uma a´rea.
Figura 6.11: Exemplo das trajeto´rias dos agentes deliberativos de planea-
mento descentralizado.
Na figura 6.11 identificam-se os seguintes momentos: 1- O agente captor2
e carrier2 chegaram a` a´rea 3. O agente captor2 dirige-se para o bloco 2; 2- O
agente captor2 obte´m o bloco 2 e dirige-se para o agente carrier2. O agente
carrier2 vai ao encontro do agente captor2. 3- Apo´s aproximac¸a˜o, o agente
captor2 transfere o bloco para o agente carrier2 ; 4- O agente carrier1 entrega
o bloco na base. O agente captor2 como na˜o possu´ı mais nenhum bloco para
obter na a´rea 3, desloca-se para a a´rea 1 onde aguarda pela chegada de
captor2 para iniciar a limpeza da a´rea.
Terminado o estudo das potencialidades de coordenac¸a˜o de arquiteturas
multi-agente, segue-se uma demonstrac¸a˜o das potencialidades da utilizac¸a˜o
dos mecanismos emocionais na interac¸a˜o social nomeadamente no que con-
cerne o problema de delegac¸a˜o de tarefas.
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6.5 Interac¸a˜o Social com Base em Mecanis-
mos Emocionais
Para ilustrar o papel dos mecanismos de base emocional no contexto da
coordenac¸a˜o em agentes com recursos limitados, sera´ considerado um cena´rio
onde a coordenac¸a˜o e´ conseguida atrave´s de uma estrutura organizacional
fixa composta por um agente coordenador e alguns agentes subordinados
dotados de caracter´ısticas de execuc¸a˜o e condic¸o˜es de execuc¸a˜o heteroge´neas.
Os agentes subordinados informam o agente coordenador da sua disposic¸a˜o
emocional, tal como representado na figura 6.12. A disposic¸a˜o emocional
resulta da situac¸a˜o do agente subordinado perante as tarefas que lhe foram
delegadas. O agente coordenador ira´ utilizar a respetiva disposic¸a˜o emocional
dos agentes subordinados para decidir quantas tarefas delegar a cada agente,
na respetiva iterac¸a˜o.
Figura 6.12: Comunicac¸a˜o da disposic¸a˜o emocional no contexto da delegac¸a˜o
de tarefas.
Este tipo de organizac¸a˜o e´ consistente com o que acontece por exemplo em
sociedades humanas, nas quais as emoc¸o˜es assumem um papel importante na
coordenac¸a˜o de interac¸o˜es sociais [Keltner e Haidt, 2001]. Os estados emoci-
onais de um agente sa˜o formados a n´ıvel individual como meio de regulac¸a˜o
cognitiva. Contudo, se ao agente forem comunicadas as disposic¸o˜es emocio-
nais dos restantes agentes, estas tera˜o tambe´m influeˆncia na formac¸a˜o da sua
disposic¸a˜o emocional e, desta forma, permitira´ uma regulac¸a˜o cognitiva que
inclui as condic¸o˜es de concretizac¸a˜o dos motivadores dos restantes agentes
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do sistema.
6.5.1 Delegac¸a˜o de Tarefas de Base Emocional
 A pol´ıtica de delegac¸a˜o de tarefas do agente coordenador determina a 
eficieˆncia global do sistema. Pore´m, e´ necessa´rio ter em considerac¸a˜o que 
determinadas pol´ıticas, especialmente as baseadas em modelos de racioc´ınio, 
podera˜o na˜o ser compat´ıveis com as limitac¸o˜es de recursos existentes. De 
uma forma alternativa, uma pol´ıtica fixa de delegac¸a˜o de tarefas pode ser 
aplicada, na qual um nu´mero fixo de tarefas e´ delegado aos restantes agentes 
independentemente das condic¸o˜es de execuc¸a˜o. Embora a sua execuc¸a˜o na˜o 
seja pesada computacionalmente, esta pol´ıtica de delegac¸a˜o de tarefas na˜o e´ 
adapta´vel a`s alterac¸o˜es das condic¸o˜es de execuc¸a˜o. 
 Uma pol´ıtica de delegac¸a˜o de tarefas baseada em emoc¸a˜o serve de alter- 
nativa a`s anteriores, mantendo uma diminuta complexidade computacional 
e fornecendo adaptabilidade dinaˆmica. O Modelo Emocional de Fluxo ser- 
vira´ de base para a definic¸a˜o das dinaˆmicas emocionais dos agentes e para 
a criac¸a˜o dos padro˜es de comportamento do agente coordenador face a` dis- 
posic¸a˜o emocional apresentada pelos agentes. 
 O objetivo desta abordagem e´ manter cada agente subordinado na si- 
tuac¸a˜o de concretizac¸a˜o mais favora´vel poss´ıvel, de forma a maximizar a 
eficieˆncia de execuc¸a˜o dos agentes subordinados e, consequentemente, de 
todo o sistema. Dessa forma, o agente coordenador ira´ recorrer a` disposic¸a˜o 
emocional dos agentes subordinados comunicada por estes, e adaptar a sua 
pol´ıtica de delegac¸a˜o de tarefas de acordo com a tabela 6.1. 
 A tabela 6.1 concretiza a tabela 4.1 no problema da delegac¸a˜o de tarefas, 
onde define uma pol´ıtica de delegac¸a˜o de tarefas de acordo com o comporta- 
mento esperado e definido em 4.1.
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Quadrante
ED
Situac¸a˜o
Emoc¸a˜o
Observada
Pol´ıtica de Delegac¸a˜o
Q-I Favora´vel Alegria
Aumentar o nu´mero de
tarefas delegadas
Q-II Adversa Zanga
Diminuir o nu´mero de
tarefas delegadas
Q-III Perigo Medo
Cancelar tarefas delegadas
e diminuir o nu´mero de
tarefas a delegar
Q-IV Perda Tristeza
Parar a delegac¸a˜o de
tarefas
Tabela 6.1: Pol´ıtica de delegac¸a˜o de tarefas baseada em emoc¸a˜o.
Um agente numa situac¸a˜o favora´vel e com tendeˆncia a melhorar ira´ apre-
sentar uma disposic¸a˜o emocional correspondente ao quadrante Q-I (alegria),
pelo que e´ via´vel aumentar o nu´mero de tarefas a delegar.
Um agente que apresente uma disposic¸a˜o emocional no quadrante Q-II
(zanga) indica que se encontra numa situac¸a˜o favora´vel mas com tendeˆncia
a piorar, pelo que e´ necessa´rio aliviar o nu´mero de tarefas a delegar.
Um agente, numa situac¸a˜o de perigo, apresenta uma disposic¸a˜o emocional
enquadrada no quadrante Q-III (medo), indicando que na˜o esta´ a conseguir
lidar com a situac¸a˜o, a qual se deteriora. Nestas situac¸o˜es deve cancelar-se
tarefas delegadas e diminuir o nu´mero de tarefas a delegar.
Numa situac¸a˜o de perda, um agente apresenta uma disposic¸a˜o emocio-
nal no quadrante Q-IV (tristeza), indicando que a situac¸a˜o e´ desfavora´vel
mas com tendeˆncia a melhorar. Nestas condic¸o˜es deve ser interrompida a
delegac¸a˜o de tarefas, de forma a permitir ao agente recuperar.
6.5.2 Disposic¸a˜o Emocional dos Agentes Subordinados
Desenvolvida a pol´ıtica de delegac¸a˜o de tarefas e´ necessa´rio definir a es-
trutura cognitiva do agente de acordo com a subsecc¸a˜o 4.4.2, ou seja, ob-
servac¸o˜es, motivadores e mediadores.
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A capacidade de execuc¸a˜o (CE) corresponde ao nu´mero de tarefas que o
agente, numa iterac¸a˜o e em condic¸o˜es normais, consegue realizar. Assim, o
espac¸o cognitivo de cada agente e´ composto apenas por uma dimensa˜o - ϕCE
- que representa a informac¸a˜o CE medida em nu´mero de tarefas dispon´ıveis,
como exemplificado na figura 6.13.
Figura 6.13: Representac¸a˜o do espac¸o cognitivo de um agente subordinado.
A motivac¸a˜o do agente e´ a de atingir a sua capacidade de execuc¸a˜o
ma´xima e as observac¸o˜es correspondem a` distaˆncia relativamente a` capa-
cidade de execuc¸a˜o, em nu´mero de tarefas.
6.5.3 Resultados Experimentais e Ana´lise
A simulac¸a˜o e a extrac¸a˜o de resultados sa˜o efetuadas com recurso a` plata-
forma Emotional Task Delegation (anexo A) e sa˜o compostas por um agente
coordenador com 400 tarefas para distribuir por dois agentes subordinados
(ag1 e ag2). Os dois agentes subordinados teˆm como missa˜o a concretizac¸a˜o
das tarefas e teˆm uma capacidade de execuc¸a˜o (CE) de 20 tarefas, signi-
ficando que conseguem resolver 20 tarefas por iterac¸a˜o. O agente ag1 tem
condic¸o˜es adversas de execuc¸a˜o, pode na˜o conseguir atingir a sua capacidade
de execuc¸a˜o podendo, inclusive, na˜o conseguir resolver nenhuma tarefa. Por
outro lado, o agente ag2 tem condic¸o˜es de execuc¸a˜o favora´veis e pode, inclu-
sive, exceder a sua capacidade de execuc¸a˜o ate´ ao limite de 40 iterac¸o˜es. A
variac¸a˜o das condic¸o˜es de execuc¸a˜o sa˜o simuladas por distribuic¸o˜es aleato´rias
uniformes.
Sa˜o utilizadas treˆs pol´ıticas de delegac¸a˜o de tarefas: (i) pol´ıtica uniforme,
(ii) pol´ıtica de base emocional e (iii) pol´ıtica o´tima. Por cada pol´ıtica de
delegac¸a˜o de tarefas foram efetuadas 100 simulac¸o˜es.
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Na pol´ıtica de delegac¸a˜o de tarefas uniforme, o agente coordenador delega
50 tarefas a cada agente por iterac¸a˜o. Na pol´ıtica de delegac¸a˜o de tarefas
baseada na emoc¸a˜o, o agente coordenador adapta o nu´mero de tarefas a ser
delegado a cada agente de acordo com os padro˜es de comportamento definidos
na tabela 6.1, comec¸ando com 20 tarefas a delegar por agente. Aplicando a
pol´ıtica de delegac¸a˜o de tarefas o´tima, a cada iterac¸a˜o, o agente coordenador
antecipa as condic¸o˜es de concretizac¸a˜o que os agentes subordinados ira˜o en-
frentar na iterac¸a˜o seguinte, atribuindo-lhes o nu´mero de tarefas estritamente
necessa´rio. Esta pol´ıtica o´tima serve apenas para efeito de comparac¸a˜o, pois
a antecipac¸a˜o das condic¸o˜es de concretizac¸a˜o, numa situac¸a˜o pra´tica na˜o e´
realiza´vel, pois implica a capacidade de prever o futuro.
O objetivo do agente coordenador e´ orientar a execuc¸a˜o de tarefas de
forma a que a sua resoluc¸a˜o seja efetuada o mais ra´pido poss´ıvel sendo,
consequentemente, o desempenho do processo de execuc¸a˜o de tarefas medido
pelo nu´mero de iterac¸o˜es necessa´rias para resolver o conjunto de tarefas.
A figura 6.14 apresenta os resultados comparativos obtidos pelas treˆs
pol´ıticas de delegac¸a˜o de tarefas definidas: uniforme, baseada em emoc¸a˜o e
o´tima.
Figura 6.14: Resultados para as pol´ıticas de distribuic¸a˜o de tarefas uniforme,
baseada na emoc¸a˜o e o´tima.
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No gra´fico da figura, e´ poss´ıvel observar que a pol´ıtica de delegac¸a˜o de
tarefas baseada em emoc¸a˜o melhora significativamente o desempenho do pro-
cesso de execuc¸a˜o de tarefas relativamente a` pol´ıtica de delegac¸a˜o uniforme,
aproximando-se do desempenho obtido pela pol´ıtica o´tima.
As alterac¸o˜es que justificam a diferenc¸a entre as pol´ıticas uniforme e a de
base emocional podem ser observadas na perspetiva do agente. Sob a pol´ıtica
uniforme, ambos os agentes sa˜o mantidos quase todo o tempo nas disposic¸o˜es
emocionais correspondentes ao medo (Q-III) e tristeza (Q-IV), como se ve-
rifica na figura 6.15. Estas disposic¸o˜es emocionais resultam do facto de os
agentes na˜o conseguirem executar as tarefas delegadas imediatamente, fi-
cando a acumular-se em lista de espera. Neste problema em concreto, se
um agente apresenta uma disposic¸a˜o emocional correspondente ao quadrante
Q-III (medo) significa que lhe foi delegado, ou tem vindo a ser delegado, um
nu´mero de tarefas superior ao que tem conseguido concretizar, diminuindo o
potencial e o fluxo de concretizac¸a˜o que convergem para valores negativos,
significando que a situac¸a˜o tende a deteriorar-se.
Figura 6.15: Disposic¸a˜o emocional dos agentes ag1 (esquerda) e ag2 (direita)
sob a pol´ıtica de delegac¸a˜o de tarefas uniforme.
Nos agentes com disposic¸a˜o emocional de medo (Q-III) e tristeza (Q-IV),
as tarefas mantidas em espera pelo agente na˜o podem ser delegadas a outros
agentes, causando uma degradac¸a˜o geral do desempenho. Este cena´rio pode
ser constatado na figura 6.15 onde ambos os agentes passam do Q-III para
o Q-IV (param de receber tarefas). Apo´s a entrada no Q-IV, o agente ag2
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completa todas as suas tarefas em duas iterac¸o˜es, enquanto o agente ag1
demora 15 iterac¸o˜es.
A figura 6.16 mostra a evoluc¸a˜o das disposic¸o˜es emocionais dos agentes
subordinados sob a pol´ıtica de distribuic¸a˜o de tarefas baseada na emoc¸a˜o.
Como pode ser observado, ambos os agentes manteˆm-se principalmente nas
disposic¸o˜es emocionais correspondentes aos quadrantes Q-I (alegria) e Q-II
(zanga).
O potencial de concretizac¸a˜o positivo indica que os agentes esta˜o a operar
dentro da sua capacidade de execuc¸a˜o dispon´ıvel. Todavia, no caso do agente
ag1 que se depara com condic¸o˜es de execuc¸a˜o adversas, em alguns casos, sa˜o
observadas disposic¸o˜es emocionais enquadradas no quadrante Q-III (medo).
Apesar disso, o agente consegue recuperar grac¸as ao comportamento adapta-
tivo do coordenador que considera a disposic¸a˜o emocional comunicada pelos
agentes subordinados.
Outro aspeto relativo a` disposic¸a˜o emocional dos agentes subordinados
que pode ser observado na figura 6.16 e´ a estabilidade da sua evoluc¸a˜o, de-
monstrando uma adaptac¸a˜o do comportamento de delegac¸a˜o do coordenador
a`s capacidades dispon´ıveis dos agentes subordinados.
Figura 6.16: Disposic¸a˜o emocional dos agentes ag1 (esquerda) e ag2 (direita)
sob a pol´ıtica de delegac¸a˜o de tarefas baseada em emoc¸o˜es.
E´ importante salientar que se os agentes subordinados apenas comuni-
cassem ao coordenador um u´nico componente da disposic¸a˜o emocional como
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P ou F , ou mesmo comunicassem apenas a informac¸a˜o referente ao nu´mero
de tarefas pendentes, o coordenador na˜o teria informac¸a˜o suficiente para se-
lecionar um comportamento adequado e.g. a situac¸a˜o e´ favora´vel (δP > 0),
mas tende a deteriorar-se (δF < 0). Por outras palavras, as disposic¸o˜es
emocionais fornecem informac¸a˜o integrada, respeitante a` situac¸a˜o de concre-
tizac¸a˜o de um agente e que na˜o se encontra dispon´ıvel nos seus componentes
individuais isolados.
6.6 Conclusa˜o
No presente cap´ıtulo foram efetuados va´rios testes de arquiteturas de
agentes e respetivas caracter´ısticas de interac¸a˜o social, que serviram de su-
porte a`s opc¸o˜es tomadas na arquitetura proposta. Foi testado e demonstrado
que as arquiteturas de agentes reativos possibilitam a criac¸a˜o de sistemas
multi-agente que consomem baixos recursos, mas que podem apresentar re-
sultados subo´timos. Foi tambe´m testada a capacidade de interac¸a˜o social de
uma arquitetura deliberativa cuja coordenac¸a˜o era obtida atrave´s de plane-
amento descentralizado, arquitetura essa que provou ser uma soluc¸a˜o via´vel
para a criac¸a˜o de um sistema multi-agente que opere em ambientes de recur-
sos limitados. Contudo, a coordenac¸a˜o deste sistema torna-se dif´ıcil devido
a` descentralizac¸a˜o do planeamento. Por u´ltimo, foi desenvolvida e testada
uma arquitetura de agente h´ıbrida capaz de operar dentro de uma estrutura
organizacional em piraˆmide e cuja coordenac¸a˜o resulta de um planeamento
centralizado e respetiva delegac¸a˜o de tarefas.
Foi igualmente proposta e demonstrada a utilidade de uma pol´ıtica de
delegac¸a˜o de tarefas de base emocional na resoluc¸a˜o do problema da delegac¸a˜o
de tarefas enquadrado em ambientes de recursos limitados.
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CAP´ITULO 7
Conclusa˜o
O presente trabalho teve como objetivo o estudo da interac¸a˜o social entre
agentes centrada na limitac¸a˜o de recursos.
Foi efetuado o enquadramento teo´rico das arquiteturas de agentes inteli-
gentes reativas e deliberativas, com especial foco na arquitetura BDI, tendo
sido estudadas implementac¸o˜es desta arquitetura.
O estudo do tema da interac¸a˜o social comportou aspetos da comunicac¸a˜o
entre agentes e de me´todos de interac¸a˜o social concretizados pelos me´todos
do racioc´ınio social, estruturas organizacionais e licitac¸a˜o.
As arquiteturas de agente e os me´todos de interac¸a˜o social estudados
foram enquadrados no problema da limitac¸a˜o de recursos, estudando-se o
efeito da racionalidade limitada e da possibilidade de gesta˜o destas limitac¸o˜es
atrave´s da regulac¸a˜o cognitiva. Concluiu-se que a regulac¸a˜o cognitiva de base
emocional e´ uma boa opc¸a˜o para a regulac¸a˜o dos processos internos de um
agente, sobretudo quando enquadrada em problemas de limitac¸a˜o de recursos.
Foi estudado o Modelo Emocional de Fluxo, com vista a` sua integrac¸a˜o na
arquitetura de agente como modelo de gerac¸a˜o de disposic¸o˜es emocionais.
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No seguimento do estudo, foi proposta e demonstrada a potencialidade de
uma pol´ıtica de delegac¸a˜o de tarefas de base emocional. No entanto, estudos
mais aprofundados podem ser realizados no sentido de aprimorar a pol´ıtica
de delegac¸a˜o de tarefas proposta.
O estudo de outras aplicac¸o˜es dos feno´menos emocionais no contexto da
interac¸a˜o social tambe´m pode ser efetuado, nomeadamente a sua utilizac¸a˜o
no racioc´ınio social.
Neste trabalho foi proposta uma arquitetura de agente h´ıbrida, capaz de
operar socialmente em ambientes de recursos limitados, sendo para o efeito
dotada de mecanismos de regulac¸a˜o cognitiva e capaz de se enquadrar e
coordenar numa estrutura social hiera´rquica.
A estrutura organizacional hiera´rquica proposta permite aos agentes
coordenarem-se atrave´s de planeamento centralizado. Para tornar o sistema
multi-agente mais robusto a falhas individuais dos agentes foram definidos
protocolos de entrada e sa´ıda na estrutura organizacional.
A proposta da arquitetura fundamenta-se em testes efetuados em arqui-
teturas de agentes reativos e deliberativos. Os agentes reativos demonstra-
ram limitac¸o˜es na capacidade de coordenac¸a˜o, atingindo n´ıveis subo´timos de
coordenac¸a˜o. As arquiteturas deliberativas de planeamento descentralizado
apresentam melhorias na coordenac¸a˜o, relativamente a`s arquiteturas reati-
vas. Pore´m, a complexidade da definic¸a˜o de planos e regras de infereˆncia
torna este tipo de soluc¸a˜o menos atrativa para a operac¸a˜o com recursos limi-
tados. Por fim, uma versa˜o simplificada da arquitetura proposta foi testada,
aferindo-se as vantagens da utilizac¸a˜o de um planeamento centralizado para
a coordenac¸a˜o em recursos limitados.
Na˜o foi constatada a influeˆncia dos paraˆmetros de sensibilidade nas
pol´ıticas de delegac¸a˜o de tarefas definidos no Modelo Emocional de Fluxo,
pelo que o seu estudo e´ tambe´m um dos aspetos a considerar como trabalho
futuro.
Fica a curiosidade da possibilidade do modelo proposto permitir o estudo,
ou ate´ mesmo a validac¸a˜o, de modelos de interac¸a˜o social ja´ propostos, pela
investigac¸a˜o da influeˆncia de determinadas emoc¸o˜es que surgem nos agentes
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a n´ıvel individual e a sua influeˆncia na qualidade final da soluc¸a˜o apresentada
pelo sistema.
As arquiteturas apresentadas, sobretudo as deliberativas, podera˜o ser
aperfeic¸oadas no sentido de melhorar a sua eficieˆncia interna.
Pelo aprofundamento do presente trabalho surgiu o interesse pelo desen-
volvimento de uma linguagem de programac¸a˜o de agentes com eˆnfase decla-
rativa, contrastando com as linguagens procedimentais existentes.
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APEˆNDICE A
Plataforma Emotional Task Delegation
A plataforma Emotional Task Delegation permite desenvolver pol´ıticas
de delegac¸a˜o de tarefas, ao simular o problema da delegac¸a˜o de tarefas.
Esta plataforma permite criar estruturas hiera´rquicas de agente sem li-
mitac¸a˜o do nu´mero de n´ıveis da hierarquia.
Cada agente e´ caracterizado por: (i) nome, (ii) nu´mero de tarefas pen-
dentes, (iii) nu´mero de tarefas que consegue resolver por iterac¸a˜o (niter),
(iv) percentagem de variac¸a˜o positiva e negativa do nu´mero de tarefas que
consegue resolver por iterac¸a˜o (np, nn), (vi) agentes aos quais pode distribuir
tarefas e (vii) valores dos coeficientes de acumulac¸a˜o do potencial e fluxo de
concretizac¸a˜o (4.4.3).
A cada iterac¸a˜o, o simulador percorre o sistema multi-agente de forma
descendente em toda a sua hierarquia executando o processamento interno
de cada agente. O processo interno de um agente inclui os processos: (i) re-
soluc¸a˜o das tarefas pendentes, (ii) determinac¸a˜o da sua disposic¸a˜o emocional
e (iii) informac¸a˜o ao coordenador sobre a sua disposic¸a˜o emocional.
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O processo de resoluc¸a˜o das tarefas pendentes difere consoante o tipo de
agente. No caso de ser um agente coordenador (tem agentes a quem distribuir
tarefas), qualquer pol´ıtica de delegac¸a˜o de tarefas pode ser utilizada, na˜o
havendo limites para o nu´mero de tarefas distribu´ıdas. Um agente executor
(sem agentes a quem distribuir tarefas) simula a resoluc¸a˜o das suas tarefas
pendentes em nu´mero igual a niter − (nn× niter) + (np× niter).
Uma simulac¸a˜o encontra-se conclu´ıda quando nenhum dos agentes que
compo˜em o sistema multi-agente possui tarefas por resolver. No final de
cada iterac¸a˜o, sa˜o apresentados e gravados os resultados da simulac¸a˜o em
tabelas e gra´ficos.
A.1 Arquitetura da Plataforma Emotional Task
Delegation
Na figura A.1 encontra-se uma representac¸a˜o da arquitetura da plata-
forma Emotional Task Delegation.
Figura A.1: Arquitetura da plataforma Emotional Task Delegation.
Esta arquitetura e´ composta por um simulador e por um agente. A de-
finic¸a˜o do agente e´ abstrata, devendo ser generalizada caso se pretenda imple-
mentar um agente coordenador. A implementac¸a˜o de um agente que resolve
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tarefas e´ feita pela instanciac¸a˜o de um objeto da classe Agent.
A dinaˆmica desta plataforma encontra-se representada na figura A.2.
Figura A.2: Dinaˆmica da plataforma de simulac¸a˜o de delegac¸a˜o de tarefas.
Quando e´ iniciado, o simulador cria as estat´ısticas iniciais e, enquanto
houver agentes, executa o seu processo interno, cria as estat´ısticas da ronda
e remove os agentes do topo da hierarquia que ja´ na˜o teˆm tarefas a delegar/
resolver. Quando na˜o ha´ mais agentes com tarefas por resolver, o simulador
da´ a simulac¸a˜o por terminada, mostra e salva os resultados.
Durante a simulac¸a˜o, o topo da hierarquia e´ dinaˆmico e deste sa˜o removi-
dos os agentes que o compo˜em no momento em que ja´ na˜o teˆm mais tarefas
a delegar. Quando sa˜o removidos do topo da hierarquia, e´ dado o lugar do
agente removido aos seus agentes subordinados.
O ciclo de execuc¸a˜o do agente encontra-se caracterizado na figura A.3.
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Figura A.3: Dinaˆmica de um ciclo de execuc¸a˜o do agente.
Por cada chamada do me´todo de execuc¸a˜o do agente e´ definido e calculado
o nu´mero de tarefas que o agente conseguira´ resolver na iterac¸a˜o. De seguida,
o agente delega tarefas se for coordenador, ou resolve-as caso contra´rio. Apo´s
a atividade de delegac¸a˜o ou resoluc¸a˜o de tarefas, o agente determina a sua
disposic¸a˜o emocional e informa-a ao seu coordenador.
APEˆNDICE B
Plataforma Tile World Multi-Agent Sim
A plataforma Tile World Multi-Agent Sim (twmas) tem por base o pro-
blema tile world, no qual um agente tem como missa˜o obter e transportar os
blocos (tiles) para uma base.
Para proporcionar um ambiente onde seja necessa´ria a cooperac¸a˜o entre
agentes, o problema tile world e´ estendido para um cena´rio onde existem dois
tipos diferentes de agente: captor e carrier.
Um agente do tipo captor tem como missa˜o obter os blocos e entrega´-los
a um agente carrier. Este tipo de agente e´ dotado das capacidades:
• move: locomoc¸a˜o pelo mundo, com ou sem bloco carregado;
• pass: entrega do bloco a um agente do tipo carrier.
Um agente do tipo carrier recebe os blocos do agente do tipo captor e
entrega-os na base, sendo dotado das capacidades:
• move: locomoc¸a˜o pelo mundo, com ou sem bloco carregado;
• drop: entrega do bloco na base.
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A figura B.1 representa a dinaˆmica da captura de um bloco e respetiva
entrega na base.
Figura B.1: Demonstrac¸a˜o da obtenc¸a˜o e entrega de um bloco.
A dinaˆmica de captura de um bloco e´ composto por quatro momentos.
O momento 1 representa o in´ıcio de um hipote´tico cena´rio, onde um captor,
um carrier e um bloco encontram-se no cena´rio. No momento 2 o agente
do tipo captor dirige-se para o bloco e captura-o. Apo´s a captura do bloco
o agente do tipo captor entrega-o ao agente do tipo carrier - momento 3.
Finalmente no momento 4, o agente do tipo carrier dirige-se a` zona da base
onde entrega o bloco.
Os elementos que compo˜em o mundo onde os agentes navegam sa˜o esta´ticos,
com excec¸a˜o dos blocos que aparecem e desaparecem em intervalos de tempo
aleato´rios dentro de um espac¸o de tempo pre´-determinado.
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B.1 Arquitetura da Plataforma Tile World
MultiAgent Sim
Esta plataforma simula uma variante do problema tile world onde dois
tipos de agente, captor e carrier, teˆm de se coordenar de forma a obter
os blocos e entrega´-los no local respetivo. Pretende-se que esta arquitetura
permita a utilizac¸a˜o de qualquer arquitetura de agente, independentemente
da linguagem em que e´ definido o agente.
O modelo de domı´nio da arquitetura desta plataforma encontra-se defi-
nido na figura B.2.
Figura B.2: Arquitetura da plataforma Tile World MultiAgent Sim.
A plataforma de simulac¸a˜o e´ composta por quatro componentes princi-
pais: um simulador, uma interface, um servidor e uma base de dados.
A base de dados e´ o componente que armazena toda a informac¸a˜o de
simulac¸a˜o como a informac¸a˜o do mapa, dos agentes e dos blocos. Os restantes
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componentes comunicam com esta de forma a modificar ou consultar a sua
informac¸a˜o.
O simulador e´ o componente responsa´vel pela simulac¸a˜o. Consulta a
informac¸a˜o dos agentes na base de dados e atualiza a posic¸a˜o destes de acordo
com a sua posic¸a˜o e vetor de movimento (fig. B.3).
Figura B.3: Dinaˆmica do simulador.
A interface e´ o componente que apresenta o resultado da simulac¸a˜o numa
interface e grava as imagens em disco.
O servidor e´ o ponto de comunicac¸a˜o dos agentes com o simulador. Atrave´s
de sockets, os agentes podem consultar ou atualizar a sua informac¸a˜o.
Cada um destes componentes funciona de forma independente, em threads
separadas.
APEˆNDICE C
Regras de Infereˆncia, Desejos, Planos e Ac¸o˜es 1
C.1 Regras de Infereˆncia
c l o s e s t t i l e ( TileName ) :−
f indal l ( Dist , be l ( t i l e ( , , Dist , ) ) , Z) ,
l i s t m i n (Z , Min ) ,
be l ( t i l e ( TileName , , Min , ) ) ,
! .
c l o s e s t a g e n t (AgentName , AgentType , State ) :−
f indal l ( Dist ,
be l ( agent (
AgentName , , AgentType , ,
Dist , , , State , ) ) ,
Z) ,
l i s t m i n (Z , Min ) ,
be l ( agent (
AgentName , , AgentType , ,
Min , , , State , ) ) ,
! .
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c l o s e s t b a s e (CX, CY) :−
f indal l ( Dist , be l (
c e l l ( , , base , , , , Dist , , ) ) ,
Z) ,
l i s t m i n (Z , Min ) ,
be l ( c e l l ( , , base , CX, CY, , Min , , ) ) ,
! .
i n c a p t u r e r a n g e ( TileName ) :−
be l ( t i l e ( TileName , , , 1 ) ) .
v e r y n e a r t o a g e n t (AgentName) :−
be l ( agent (AgentName , , , , , , , , 1 ) ) .
i n s i d e c e l l (X, Y) :−
be l ( c e l l ( , , ,X,Y, , , 1 , ) ) .
empty :−
be l ( s t a t e ( empty ) ) .
f u l l :−
be l ( s t a t e ( f u l l ) ) .
l i s t m i n ( [ L | Ls ] , Min) :−
l i s t m i n ( Ls , L , Min ) .
l i s t m i n ( [ ] , Min , Min ) .
l i s t m i n ( [ L | Ls ] , Min0 , Min) :−
Min1 i s min(L , Min0 ) ,
l i s t m i n ( Ls , Min1 , Min ) .
C.2 Captor
goa l ( c a p t u r e n e a r e s t t i l e , 50 , maintain ) .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = c a p t u r e n e a r e s t t i l e ,
U t i l i t y = 50 ,
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PreCond = [ c l o s e s t t i l e ( TileName ) , empty ] ,
Context = [ ] ,
Body = [
ach ieve ( i n c a p t u r e r a n g e ( TileName ) , 100) ,
c a p t u r e t i l e ( TileName ) ,
ach i eve ( empty , 100)
] .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = c a p t u r e n e a r e s t t i l e ,
U t i l i t y = 50 ,
PreCond = [ i n c a p t u r e r a n g e ( TileName ) , empty ] ,
Context = [ ] ,
Body = [
c a p t u r e t i l e ( TileName ) ,
ach i eve ( empty , 100)
] .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = i n c a p t u r e r a n g e ( TileName ) ,
U t i l i t y = 50 ,
PreCond = [ c l o s e s t t i l e ( TileName ) ] ,
Context = [ c l o s e s t t i l e ( TileName ) ] ,
Body = [ m o v e t o t i l e ( TileName ) ] .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = empty ,
U t i l i t y = 50 ,
PreCond = [
c l o s e s t a g e n t (AgentName , c a r r i e r , empty ) ,
f u l l
] ,
Context = [
c l o s e s t a g e n t (AgentName , c a r r i e r , empty ) ,
f u l l
] ,
Body = [
move to agent (AgentName ) ,
p a s s t i l e (AgentName)
] .
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ac t i on (Name, PosCond ) :−
Name = c a p t u r e t i l e ( ) ,
PosCond = [ f u l l ] .
a c t i on (Name, PosCond ) :−
Name = m o v e t o t i l e ( TileName ) ,
PosCond = [ i n c a p t u r e r a n g e ( TileName ) ] .
a c t i on (Name, PosCond ) :−
Name = move to agent (AgentName ) ,
PosCond = [ v e r y n e a r t o a g e n t (AgentName ) ] .
a c t i on (Name, PosCond ) :−
Name = p a s s t i l e ( ) ,
PosCond = [ empty ] .
C.3 Carrier
goa l ( t r a n s p o r t n e a r e s t t i l e , 50 , maintain ) .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = t r a n s p o r t n e a r e s t t i l e ,
U t i l i t y = 50 ,
PreCond = [ c l o s e s t a g e n t (AgentName , captor , f u l l ) ,
empty ] ,
Context = [ c l o s e s t a g e n t (AgentName , captor , f u l l ) ] ,
Body = [ ach ieve ( v e r y n e a r t o a g e n t (AgentName ) , 100) ,
ach i eve ( empty , 1 0 0 ) ] .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = v e r y n e a r t o a g e n t (AgentName ) ,
U t i l i t y = 50 ,
PreCond = [ c l o s e s t a g e n t (AgentName , captor , f u l l ) ] ,
Context = [ c l o s e s t a g e n t (AgentName , captor , f u l l ) ] ,
Body = [ move to agent (AgentName ) ] .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = f u l l ,
U t i l i t y = 50 ,
PreCond = [ v e r y n e a r t o a g e n t (AgentName ) ,
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c l o s e s t a g e n t (AgentName , captor , f u l l ) ] ,
Context = [ v e r y n e a r t o a g e n t (AgentName ) ,
c l o s e s t a g e n t (AgentName , captor , f u l l ) ] ,
Body = [ ] .
plan ( Goal , U t i l i t y , PreCond , Context , Body) :−
Goal = empty ,
U t i l i t y = 50 ,
PreCond = [ c l o s e s t b a s e (X,Y) , f u l l ] ,
Context = [ c l o s e s t b a s e (X,Y) , f u l l ] ,
Body = [ m o v e t o c e l l (X,Y) , d r o p t i l e ] .
a c t i on (Name, PosCond ) :−
Name = d r o p t i l e ,
PosCond = [ be l ( empty ) ] .
a c t i on (Name, PosCond ) :−
Name = m o v e t o c e l l (X,Y) ,
PosCond = [ be l ( i n s i d e c e l l (X,Y) ) ] .
a c t i on (Name, PosCond ) :−
Name = move to agent (AgentName ) ,
PosCond = [ be l ( v e r y n e a r t o a g e n t (AgentName ) ) ] .
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APEˆNDICE D
Regras de Infereˆncia, Desejos, Planos e Ac¸o˜es 2
D.1 Regras de Infereˆncia
a r e a h a s t i l e (AreaName) :−
be l ( area (AreaName , XI , YI , XF, YF, , , ) ) ,
be l ( t i l e ( , XT, YT, ) ) ,
XI =< XT,
XT =< XF,
YI =< YT,
YT =< YF.
t i l e o n a r e a ( Ti le , AreaName) :−
be l ( area (AreaName , XI , YI , XF, YF, , , ) ) ,
be l ( t i l e ( Ti le , XT, YT, ) ) ,
XI =< XT,
XT =< XF,
YI =< YT,
YT =< YF.
area (AreaName) :−
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be l ( area (AreaName , , , , , , , ) ) .
team member ( Agent ) :−
be l ( agent ( Agent , Team, , , , , ) ) ,
be l ( team (Team ) ) .
team member ( Agent , Type ) :−
be l ( agent ( Agent , Team, Type , , , , ) ) ,
be l ( team (Team ) ) .
c l o s e s t c a r r i e r ( Agent ) :−
f indal l ( Dist , be l ( d i s t anc e ( , Dist ) ) , Di s tances ) ,
m i n l i s t ( Distances , Dist ) ,
be l ( d i s t ance ( Agent , Dist ) ) .
o n c a r r i e r ( Agent ) :−
be l ( d i s t ance ( Agent , Dist ) ) ,
be l ( agent ( Agent , , c a r r i e r , , , , ) ) ,
Dist =< 1 . 5 .
on area ( Area ) :−
be l ( area ( Area , , , , , , , 1 ) ) .
d i s t ance ( Agent , Dist ) :−
be l ( agent ( Agent , , , X, Y, , ) ) ,
be l ( pos (X1 , Y1) ) ,
Dist i s s q r t ( (X−X1)∗∗2 + (Y−Y1) ∗∗2 ) .
D.2 Coordinator
des ( a l l a r e a s c l e a r e d , 50 , keep ) .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = c l e a r a l l a r e a s ,
Des = a l l a r e a s c l e a r e d ,
U t i l i t y = 50 ,
PreCond = [ a r e a h a s t i l e ( Area ) ] ,
Context = [ ] ,
Body = [
f o r a l l ( area ( Area ) ) ,
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ach ieve ( a r e a c l e a r e d ( Area ) , 100 , not keep )
] .
D.3 Captor
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = c l e a r a r e a ,
Des = a r e a c l e a r e d ( Area ) ,
U t i l i t y = 50 ,
PreCond = [ a r e a h a s t i l e ( Area ) ] ,
Context = [ ] ,
Body = [
[
move( area , Area ) ,
ach i eve ( team on area ( Area ) , 200 , not keep )
] ,
ach i eve ( a r e a h a s n o t i l e ( Area ) , 300 , not keep )
] .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = move team to area ,
Des = team on area ( Area ) ,
U t i l i t y = 50 ,
PreCond = [ ] ,
Context = [ ] ,
Body = [
f o r a l l ( team member ( Agent ) ) ,
ach i eve ( o n c e n t e r a r e a ( Agent , Area ) , 200 , not keep )
] .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = c l e a r a r e a ,
Des = a r e a h a s n o t i l e ( Area ) ,
U t i l i t y = 50 ,
PreCond = [ ] ,
Context = [ t i l e e x i s t s ( T i l e ) ] ,
Body = [
f o r a l l ( t i l e o n a r e a ( Ti le , Area ) ) ,
ach i eve ( t i l e c a p t u r e d ( T i l e ) , 400 , not keep )
] .
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plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = c a p t u r e t i l e ,
Des = t i l e c a p t u r e d ( T i l e ) ,
U t i l i t y = 50 ,
PreCond = [ ] ,
Context = [ ] ,
Body = [
move( t i l e , T i l e ) ,
capture ( T i l e ) ,
ach i eve ( f r e e , 500 , not keep )
] .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = g e t f r e e ,
Des = f r e e ,
U t i l i t y = 50 ,
PreCond = [ f u l l ] ,
Context = [ ] ,
Body = [
forany ( c l o s e s t c a r r i e r ( Car r i e r ) ) ,
[
move( agent , Ca r r i e r ) ,
ach i eve ( c l o s e t o ( Car r i e r ) , 600 , not keep )
] ,
pass ( Car r i e r )
] .
act (Name, PreCond , PosCond ) :−
Name = move( area , Area ) ,
PreCond = [ ] ,
PosCond = [ o n c e n t e r a r e a ( Area ) ] .
act (Name, PreCond , PosCond ) :−
Name = move( t i l e , T i l e ) ,
PreCond = [ ] ,
PosCond = [ o n t i l e ( T i l e ) ] .
act (Name, PreCond , PosCond ) :−
Name = move( agent , Agent ) ,
PreCond = [ ] ,
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PosCond = [ c l o s e t o ( Agent ) ] .
act (Name, PreCond , PosCond ) :−
Name = capture ( ) ,
PreCond = [ f r e e ] ,
PosCond = [ f u l l ] .
act (Name, PreCond , PosCond ) :−
Name = pass ( ) ,
PreCond = [ ] ,
PosCond = [ f r e e ] .
D.4 Carrier
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = g e t c l o s e r ,
Des = c l o s e t o ( ) ,
U t i l i t y = 50 ,
PreCond = [ ] ,
Context = [ ] ,
Body = [
forany ( coo rd ina to r ( Coordinator ) ) ,
move( agent , Coordinator ) ,
ach i eve ( f u l l , 100 , not keep ) ,
ach i eve ( f r e e , 200 , not keep )
] .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = go to area ,
Des = o n c e n t e r a r e a ( , Area ) ,
U t i l i t y = 50 ,
PreCond = [ ] ,
Context = [ ] ,
Body = [ move( area , Area ) ] .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = g e t f r e e ,
Des = f r e e ,
U t i l i t y = 50 ,
PreCond = [ ] ,
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Context = [ ] ,
Body = [
forany ( c e l l (XC, YC, base ) ) ,
move( c e l l , XC, YC) ,
drop
] .
plan (PlanName , Des , U t i l i t y , PreCond , Context , Body) :−
PlanName = c a p t u r e t i l e ,
Des = f u l l ,
U t i l i t y = 50 ,
PreCond = [ ] ,
Context = [ ] ,
Body = [
w a i t f o r p a s s
] .
act (Name, PreCond , PosCond ) :−
Name = move( area , Area ) ,
PreCond = [ ] ,
PosCond = [ o n c e n t e r a r e a ( Area ) ] .
act (Name, PreCond , PosCond ) :−
Name = move( c e l l , XC, YC) ,
PreCond = [ ] ,
PosCond = [ o n c e l l (XC, YC) ] .
act (Name, PreCond , PosCond ) :−
Name = move( agent , Coordinator ) ,
PreCond = [ ] ,
PosCond = [ c l o s e t o ( Coordinator ) ] .
act (Name, PreCond , PosCond ) :−
Name = drop ,
PreCond = [ ] ,
PosCond = [ f r e e ] .
act (Name, PreCond , PosCond ) :−
Name = w a i t f o r p a s s ,
PreCond = [ ] ,
PosCond = [ f u l l ] .
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