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Abstract 
The world is facing an ageing population phenomenon, coupled with health and social problems, which affect older 
people’s ability to live independently. This situation challenges the viability of health and social services. Smart home 
technology can play a significant role in easing the pressure on caregivers, as well as reduce the financial costs of 
health and social services. Activity of Daily Living (ADL) recognition is an essential step to translate sensor data into 
activities at high semantic levels. Supervised Machine Learning (ML) algorithms are the most commonly used 
techniques for this application. However, a common problem is a lack of availability of enough annotated data to train 
these algorithms. Collecting annotated data is expensive, time consuming, and may violate people’s privacy. Intra- 
and inter-personal variation in performing complex activities is another challenge for an ML-based activity recognition 
approach. In this paper, a multi-layered knowledge-based architecture for recognising ADL in real-time is proposed. 
At the first stage, sensor data is pre-processed; events that describe changes in the environment are detected at the 
second stage, in which the sequence of events is used to recognise more semantically complex activities at the third 
stage. A new ADL ontology is proposed to model the knowledge related to the sensor platform and the targeted 
activities as the previously proposed ontologies were either designed to deal with specific sensor data, or they ignored 
the context environment information which is important in recognising complex activities.       
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1 Introduction  
According to the United Nations, the world is facing an ageing population phenomenon, with the number of people 
aged 60 or older was 962 million in 2017, twice as high as the figures for 1980. This figure is expected to reach 2.1 
billion in 2050. In fact, the number of older people is expected to exceed the number of children aged 10 years or 
under. Moreover, by 2050, the prediction model shows that the number of older people aged over 60 years will be 
greater than the number of people aged between 10-24 years [1]. Older people who live alone face risks that range 
from their safety, to their health and wellbeing [2]. As a result of this rapid demographic change, health and social 
services are facing huge pressure and must adopt cost effective care models. 
Ambient Assisted Living (AAL) technology is currently gaining a great deal of attention, driven by its capability 
to satisfy the needs of older people and reduce the demands on social care and intervention [3]. AAL systems can be 
key to enabling the support of older people in living in their own homes, offering them cost effective care, as opposed 
to human care-based services [4]. 
The AAL system can employ a variety of sensors to gather information about the home’s inside environment, along 
with information about the occupants who live there. This information provides deep insight about the occupants’ 
ADL, as well as monitoring safety [5]. Sensors have been used for activity monitoring and recognition since the 90s 
[6]. A variety of sensors are used for activity recognition, such as wearables, environmental, audio, Passive Infra-Red 
(PIR), energy, and cameras. However, they can be classified into two main classes in terms of their placement and 
information captured. 
First, wearable sensors-based activity recognition, which include accelerometers [7], GPS [8],and biosensors [9] 
can be attached to the human body to monitor physical activities, position, and vital signs. Second is dense sensing, 
which are sensors attached to objects and placed around the house to measure temperature, humidity, pressure, light, 
gas, door states, energy consumption, and occupancy. These are useful for detecting the interaction between the user 
and the environment [10]. In the context of older people’s care, recognising the ADL of older people living at home 
can enhance their independence, help caregivers, and provide more information about life patterns and health states, 
as well as improve their sense of security and confidence [11]. 
Activity recognition based on sensor data is used often in the area of AAL. However, it has been applied to many 
other applications in a variety of fields, such as mobile computing [12], security [13], and context awareness [14]. 
ADL monitoring is also used with AAL for long-term health monitoring or instant assistance. ADL recognition is a 
multistage process that begins with choosing the appropriate sensors to capture activities. Second, the collected data 
is prepared for the appropriate abstraction level. Third, the data is pre-processed and transferred to a suitable format 
for the recognition algorithms. Finally, the computational recognition algorithms are developed to infer the activities 
[15]. 
In this paper, a novel knowledge-based activity recognition system is proposed, designed to detect events and 
recognise activities in a two-level manner in real-time to provide caregivers with information when it is needed. The 
proposed system is designed to recognise complex kitchen and bathroom activities. This architecture is proposed as 
part of the STRETCH (Socio-Technical Resilience for Enhancing Targeted Community Healthcare) project. The 
overall aim of the project is to develop a smart system for enhancing care quality, safety, and security for older people 
that can improve their ability to live independently in their own homes. The proposed architecture is designed to work 
with sensor data that is collected by the STRETCH sensor platform [16]. A knowledge-based approach is chosen 
because of the difficulty in collecting enough annotated data from older participants’ homes. 
The main contribution of this paper is the proposed knowledge-based architecture to overcome the lack of annotated 
data, which has been the main problem with using ML-based activity recognition. The proposed architecture is 
designed to be easily adopted for various smart environments and can overcome intra- and inter-personal variation 
problems. It is also easily modified; therefore, it can be deployed in ML algorithms to become a hybrid solution when 
annotated data becomes available. 
The rest of this paper is structured as follows: Section 2 discusses the related work, Section 3 presents the proposed 
ontology, architecture, and rules of each layer in the architecture, and Section 4 concludes the paper with a discussion 
of planned future work. 
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ADL monitoring is also used with AAL for long-term health monitoring or instant assistance. ADL recognition is a 
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2    Related work   
Activity recognition can be classified into two approaches: Data-driven, and knowledge driven activity recognition. 
The data-driven approach relies on ML algorithms to discover and learn the patterns from the sensor data and perform 
recognition. Annotated data is usually needed to train ML algorithms before they can be used to perform recognition 
tasks. The main advantage of the data-driven approach is its ability to handle uncertainty, and some of these techniques 
are able to handle temporal information (e.g., a recurrent neural network). However, ML algorithms require a relatively 
large annotated datasets for capturing most of the patterns related to ADLs. Collecting such large datasets is expensive 
and time consuming; it may also be a privacy violation for the participants because it may involve entering their homes 
and watching their activities. The performance of the algorithms can be lower when the learned activity model from 
one participant’s data is applied on another [17]. Moreover, each dataset has its own unique quality, type of sensors, 
sampling frequency, type of activities, and application, which can make reusing publicly available datasets very 
difficult [18]. 
 A knowledge-based activity recognition approach uses prior knowledge about the activity sequence to produce a 
logic-based recognition model. Unlike a data-driven approach, knowledge-based techniques do not require large 
annotated datasets, and are also semantically clearer and easy to start. This approach can be used to overcome the 
scarcity of the annotated data. However, they are not robust in handling uncertainty [15]. The knowledge-based 
approach is driven by observational knowledge about ADL performance, objects, and devices involved, as well as a 
sequence of actions and events for each activity. People tend to perform activities in their own personal way. However, 
there is no significant difference in the involved objects and resources [15]. This knowledge-based approach relies on 
definitions of the involved components and semantics to model the complex activities [19]. 
The knowledge structure of these definitions is modelled and expressed through various formats, such as logical 
axioms, rules, and ontologies [20, 21]. The knowledge structure is modelled using various means, including the 
mining-based approach, which uses information retrieval techniques to retrieve definitions of activities and phrases 
that describe involved objects and the activity performance process. Several studies have been conducted using this 
approach [22, 23]. Another approach used is the logical-based approach, in which a variety of logical formalisms are 
used to represent the knowledge about the activity [24]. Finally, ontologies have been used to model the knowledge 
related to the mechanism of activities, objects, actors, and sensors. The term ontology is from philosophy and is used 
to deal with existence and things that exist. In the knowledge engineering field, it is defined as the “specification of a 
conceptualisation” [25]. Ontologies are also used to conceptualise the activities and their interrelationship. They are 
also used to model the contextual information to construct the information at any time [26, 27]. 
An ADL Ontology for Ubiquitous Systems has been proposed as part of SPHERE project [18], which is a 
hierarchical ontology for ADL within a smart home. This ontology has been developed specifically to represent the 
data collected by the SPHERE sensor platform which includes data from 3D video cameras. OBO format is used to 
develop this ontology which contains 165 different activities organised hierarchally. Activities are grouped into three 
groups: Health conditions, Social interaction, and atomic home activities.   Salguero et al. [28], proposed an ontology 
for ADL representation. However, this ontology contains only three concepts: activity, event, and sensor. It also 
focused only on the sensor events and ignored the other context information such as location of activity, actors, 
resources, etc. Another ADL ontology has been proposed in [29], which was developed as part of an ADL monitoring 
system based on mobile networks. It consists of concepts and properties that are used to model message 
communication between user and the ADL system. Unfortunately, this ontology is not publicly available.  
Reusing previously proposed ontologies is problematic, as some of them may be designed for a specific application 
and may not fit with the sensor platform data or may be very large, descriptive and computationally expensive to use 
[30]. 
3 Methods  
The proposed ADL recognition architecture is designed to work on data collected by the STRETCH sensor 
platform. A high-level overview of STRETCH system architecture is described in Figure 1. Moreover, more details 
about the architecture can be found in [16]. The data is streamed in real-time to the STRETCH back-end server, where 
 Author name / Procedia Computer Science 00 (2019) 000–000 
recognition takes place. This platform has been designed to monitor older people who live on their own homes. 
Therefore, it employs only non-invasive sensors, which are very efficient in power consumption and do not require 
much attention (long life batteries that do not require recharging and a system that is remotely administered). 
The STRETCH platform employs three different types of sensing modalities to provide the information needed 
about the home environment and the older person to provide a generic ADL recognition. These include, an 
environmental sensor network, where each unit consists of humidity, light, temperature, pressure, and PIR sensors. An 
energy consumption sensor is also part of this platform, along with a wearable triaxial accelerometer that is attached 
to the participant’s wrist to monitor body movements. The proposed ADL recognition architecture will be designed to 
deal also with information from sleep sensors in the bed and door sensors on the fridge and front door, in addition to 
STRETCH platform sensors. 
3.1 Older People ADL Ontology 
A list of ADLs was evolved from meetings with multidisciplinary professionals who are involved in the care of 
older people, which includes activities related to nutrition, in taking fluids, sleep, hygiene and showering. However, 
there is no a such ontology fit for the purpose of this study because either they were designed to deal with specific 
sensor data, or they ignored the context environment information that is important in recognising complex activities. 
An ontology (Fig 2 shows the main concepts) has been proposed, which considers both the environment context 
information and sensor data (image of complete ontology is available online: 
https://embed.kumu.io/2f5f0715309b0b28a89ef92e4c3a5287). It is merges dynamic information collected from 
STRETCH sensor platform, static information about the activities, and home environment. The ontology consists of 
seven main classes including: activity name, social context, activity level, location, resources, related event and 
duration. Each of the main seven classes has subclasses, which are discussed in the following sections. The concept 
of the entities are chosen to suit the dataset collecting by STRETCH sensor platform.  
Fig. 1. An overview of STRETCH system architecture. 
Four sets of activities are being considered in this ontology: activities performed in the kitchen, bedroom, bathroom, 
and living room, which include preparing a meal, preparing a drink, watching television, reading/resting, sleeping, 
showering, and other hygiene activities. These activities may involve a resource, which can be kitchen appliance, a 
bed, or a television. The activities are related to events that can change the environmental context, such as, the steam 
level increases, a door is opened, a device is switched on, a light is switched on, or a change in the participant’s activity 
level. The activity can be performed by the older person or by a caregiver, so each activity has a social context.  
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2    Related work   
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groups: Health conditions, Social interaction, and atomic home activities.   Salguero et al. [28], proposed an ontology 
for ADL representation. However, this ontology contains only three concepts: activity, event, and sensor. It also 
focused only on the sensor events and ignored the other context information such as location of activity, actors, 
resources, etc. Another ADL ontology has been proposed in [29], which was developed as part of an ADL monitoring 
system based on mobile networks. It consists of concepts and properties that are used to model message 
communication between user and the ADL system. Unfortunately, this ontology is not publicly available.  
Reusing previously proposed ontologies is problematic, as some of them may be designed for a specific application 
and may not fit with the sensor platform data or may be very large, descriptive and computationally expensive to use 
[30]. 
3 Methods  
The proposed ADL recognition architecture is designed to work on data collected by the STRETCH sensor 
platform. A high-level overview of STRETCH system architecture is described in Figure 1. Moreover, more details 
about the architecture can be found in [16]. The data is streamed in real-time to the STRETCH back-end server, where 
 Author name / Procedia Computer Science 00 (2019) 000–000 
recognition takes place. This platform has been designed to monitor older people who live on their own homes. 
Therefore, it employs only non-invasive sensors, which are very efficient in power consumption and do not require 
much attention (long life batteries that do not require recharging and a system that is remotely administered). 
The STRETCH platform employs three different types of sensing modalities to provide the information needed 
about the home environment and the older person to provide a generic ADL recognition. These include, an 
environmental sensor network, where each unit consists of humidity, light, temperature, pressure, and PIR sensors. An 
energy consumption sensor is also part of this platform, along with a wearable triaxial accelerometer that is attached 
to the participant’s wrist to monitor body movements. The proposed ADL recognition architecture will be designed to 
deal also with information from sleep sensors in the bed and door sensors on the fridge and front door, in addition to 
STRETCH platform sensors. 
3.1 Older People ADL Ontology 
A list of ADLs was evolved from meetings with multidisciplinary professionals who are involved in the care of 
older people, which includes activities related to nutrition, in taking fluids, sleep, hygiene and showering. However, 
there is no a such ontology fit for the purpose of this study because either they were designed to deal with specific 
sensor data, or they ignored the context environment information that is important in recognising complex activities. 
An ontology (Fig 2 shows the main concepts) has been proposed, which considers both the environment context 
information and sensor data (image of complete ontology is available online: 
https://embed.kumu.io/2f5f0715309b0b28a89ef92e4c3a5287). It is merges dynamic information collected from 
STRETCH sensor platform, static information about the activities, and home environment. The ontology consists of 
seven main classes including: activity name, social context, activity level, location, resources, related event and 
duration. Each of the main seven classes has subclasses, which are discussed in the following sections. The concept 
of the entities are chosen to suit the dataset collecting by STRETCH sensor platform.  
Fig. 1. An overview of STRETCH system architecture. 
Four sets of activities are being considered in this ontology: activities performed in the kitchen, bedroom, bathroom, 
and living room, which include preparing a meal, preparing a drink, watching television, reading/resting, sleeping, 
showering, and other hygiene activities. These activities may involve a resource, which can be kitchen appliance, a 
bed, or a television. The activities are related to events that can change the environmental context, such as, the steam 
level increases, a door is opened, a device is switched on, a light is switched on, or a change in the participant’s activity 
level. The activity can be performed by the older person or by a caregiver, so each activity has a social context.  
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3.2 STRETCH Knowledge-based System Architecture  
The activity recognition is performed using a knowledge-based architecture, which consists of three levels. Figure 
3 depicts the architecture. The STRETCH ontology is used to model the ADLs and the context of the smart 
environment. Using a knowledge-based approach is not only to avoid the scarcity of the annotated data to train the 
ML algorithms, but it is also used to combine the domain knowledge within the ADLs and context models. As shown 
in Fig 3, activity recognition is done in three layers. 
The first layer is the raw data of humidity, PIR, light, wearables, bed, and energy sensors, which are pre-processed. 
Data collected by the sensor platform is segmented using an events-based approach. During the activity, the state of 
the sensors is changed based on the type of the activity. During showering for example, the reading of humidity sensor 
is expected to increase above a specific threshold, and the PIR sensor in the bathroom is expected to fire.  The sampling 
frequency of the PIR sensor is 60 Hz which means it sends a reading every second. Therefore, the occupancy of each 
part of the house is updated every second. The rest of the sensors are event driven, they send a reading when there is 
change in the environment, these changes are used to detect the events. For the wearable sensor, the average 
acceleration will be calculated every second, which means the activity level is updated every second.  
The second layer is called the event detector. Due to the limitation of detailed actions that the sensor platform can 
capture, the events are defined as manifestations. It employs a set of rules on sensor data to detect changes in the 
contextual environment. For example, if the humidity readings have changed above a certain threshold at time t, then 
the event at time t is steam_on. EV(Steam_on, t) is used to denote the related event. The third layer is the semantic 
rule-based reasoner, which performs activity recognition using the information about detected events. For example, 
the sequence of events: EV(steam_on, t1), EV(steam_off, t2), EV(kettle_on, t3) , where EV(kettle_on, t4) are strongly 
related with preparing a drink activity during time t3 - t4. 
The architecture is proposed this way for two reasons; first, to be able to replace the semantic rule-based reasoner 
with ML techniques when enough annotated data becomes available (the ML will be trained using the events, rather 
than raw sensor data), and second, to use the information about event sequence and recognised activity to feed the 
layers of behavioural analysis and anomaly detection. More details about the rules of the events detector and semantic 
rule-based reasoner layers are explained in the following sections. 
 
 
Fig. 2. Main concepts of proposed STRETCH Ontology. 
3.3 Events detection rules  
Rules are used to derive any events that describe the change in the smart home environment. The rules rely on the 
pre-processed sensor data. The rules are designed to detect eleven events. Table 1 shows the events and the related 
sensors for each event. The proposed rules are designed to detect the change in sensor events, which reflect a change 
in the environment. The rest of this section discusses the rule-based approach to detect events. Some algebraic 
notations are used to describe the rules, such as, ⋀ for AND, ∨ for OR, Not for negation as failure, a comma for 
conjunction, and => for inference. 
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Table 1. List of targeted events and related sensors. 
Event Related Sensor 
Room occupancy PIR 
Switch on a device  Energy 
Switch off a device Energy 
Fridge door is opened Contact switch 
Fridge door is closed Contact switch 
Active Wearable 
Resting Wearable 
Steam on Humidity 
Steam off Humidity 
On bed Pressure  
Off bed Pressure 
 
• Room occupancy 
The PIR sensor data is used for indoor localisation, where PIR generates the value 1 when motion is detected and 
0 otherwise. 
Threshold time windows: 
Occ_window1: Short time when the participant gets out and comes back to the room. 
Occ_window2: The time needed to move from one room to another. 
PIR(Room, Current_value, previous_value, time) 
PIR(Room,1,0, t1) => assert (PIRon(Room, t1)) 
PIR(Room,0,1, t1) => assert (PIRoff(Room, t1)) 
PIRon(Room, t1)) ⋀ PIRoff(Room, t2), t1< t2 => assert(Occupied(Room, t1, t2)) 
 
If the PIR deactivated for a short time and then activated again, that means the older person left the room for a very 
short time and returned. The room occupation is thus extended. The following rule explains that: 
Occupied(Room, t1, t2)  ⋀  PIRoff(Room, t3)  ⋀PIRon(Room, t4)  ⋀  t1<t3<t4<t2  ⋀  t4-t3< Occ_window1 => 
assert(Modify(Occupied(Room, t1, t4)) 
 
If PIR sensor is activated in more than two rooms with in time window more than that is needed to move from one 
room to another, then more than one person is at the home. Recognising multiple occupancy is important for older 
people’s care to recognise social interaction and get more information about who performs activities in the home.   
Occupied(Room1, t1,t2)  ⋀  Occupied(Room2, t3,t4)   ⋀ t1<t3<t2<t4  ⋀  t2-t3> Occ_window2 => assert(Multi 
occupancy(t3,t4)  
Recognising faulty PIR sensor can be performed through the following rule.   
PIRoff(Room1, t1) ⋀NOT(PIRon(Room2, t2)) ⋀  t1- t2 > Occ_window1 => assert(FaultyPIR(Room2)). 
• Steam on/ off  
The humidity sensor reports the percent level of humidity in in the room. Increasing the reading above a certain 
threshold means that there is an activity that involves generating steam, such as preparing a meal or a drink or having 
a shower. 
Threshold values: 
Baseline_humidity: The humidity when there is no source of steam. 
Humidity_sensor(room, current_reading, previous_reading, time) 
Humidity_sensor(room1, >=X Baseline_humidity, <= Baseline_humidity, t1)=> assert(Steam_ON(room1, t1)). 
Humidity_sensor(room1, <= Baseline_humidity, >=X Baseline_humidity, t2)=> assert(Steam_OFF(room1, t2)). 
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3.2 STRETCH Knowledge-based System Architecture  
The activity recognition is performed using a knowledge-based architecture, which consists of three levels. Figure 
3 depicts the architecture. The STRETCH ontology is used to model the ADLs and the context of the smart 
environment. Using a knowledge-based approach is not only to avoid the scarcity of the annotated data to train the 
ML algorithms, but it is also used to combine the domain knowledge within the ADLs and context models. As shown 
in Fig 3, activity recognition is done in three layers. 
The first layer is the raw data of humidity, PIR, light, wearables, bed, and energy sensors, which are pre-processed. 
Data collected by the sensor platform is segmented using an events-based approach. During the activity, the state of 
the sensors is changed based on the type of the activity. During showering for example, the reading of humidity sensor 
is expected to increase above a specific threshold, and the PIR sensor in the bathroom is expected to fire.  The sampling 
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part of the house is updated every second. The rest of the sensors are event driven, they send a reading when there is 
change in the environment, these changes are used to detect the events. For the wearable sensor, the average 
acceleration will be calculated every second, which means the activity level is updated every second.  
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than raw sensor data), and second, to use the information about event sequence and recognised activity to feed the 
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Table 1. List of targeted events and related sensors. 
Event Related Sensor 
Room occupancy PIR 
Switch on a device  Energy 
Switch off a device Energy 
Fridge door is opened Contact switch 
Fridge door is closed Contact switch 
Active Wearable 
Resting Wearable 
Steam on Humidity 
Steam off Humidity 
On bed Pressure  
Off bed Pressure 
 
• Room occupancy 
The PIR sensor data is used for indoor localisation, where PIR generates the value 1 when motion is detected and 
0 otherwise. 
Threshold time windows: 
Occ_window1: Short time when the participant gets out and comes back to the room. 
Occ_window2: The time needed to move from one room to another. 
PIR(Room, Current_value, previous_value, time) 
PIR(Room,1,0, t1) => assert (PIRon(Room, t1)) 
PIR(Room,0,1, t1) => assert (PIRoff(Room, t1)) 
PIRon(Room, t1)) ⋀ PIRoff(Room, t2), t1< t2 => assert(Occupied(Room, t1, t2)) 
 
If the PIR deactivated for a short time and then activated again, that means the older person left the room for a very 
short time and returned. The room occupation is thus extended. The following rule explains that: 
Occupied(Room, t1, t2)  ⋀  PIRoff(Room, t3)  ⋀PIRon(Room, t4)  ⋀  t1<t3<t4<t2  ⋀  t4-t3< Occ_window1 => 
assert(Modify(Occupied(Room, t1, t4)) 
 
If PIR sensor is activated in more than two rooms with in time window more than that is needed to move from one 
room to another, then more than one person is at the home. Recognising multiple occupancy is important for older 
people’s care to recognise social interaction and get more information about who performs activities in the home.   
Occupied(Room1, t1,t2)  ⋀  Occupied(Room2, t3,t4)   ⋀ t1<t3<t2<t4  ⋀  t2-t3> Occ_window2 => assert(Multi 
occupancy(t3,t4)  
Recognising faulty PIR sensor can be performed through the following rule.   
PIRoff(Room1, t1) ⋀NOT(PIRon(Room2, t2)) ⋀  t1- t2 > Occ_window1 => assert(FaultyPIR(Room2)). 
• Steam on/ off  
The humidity sensor reports the percent level of humidity in in the room. Increasing the reading above a certain 
threshold means that there is an activity that involves generating steam, such as preparing a meal or a drink or having 
a shower. 
Threshold values: 
Baseline_humidity: The humidity when there is no source of steam. 
Humidity_sensor(room, current_reading, previous_reading, time) 
Humidity_sensor(room1, >=X Baseline_humidity, <= Baseline_humidity, t1)=> assert(Steam_ON(room1, t1)). 
Humidity_sensor(room1, <= Baseline_humidity, >=X Baseline_humidity, t2)=> assert(Steam_OFF(room1, t2)). 
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Fig. 3. Activity recognition framework architecture. 
• Switch on/off a device 
The STRETCH sensor platform is fitted with an energy sensor, which reports the electricity combustion. A sensor 
reading can be used to detect the event of switching an electric device on or off. 
Threshold values: 
Ideal_reading: the reading when none of the monitoring devices are working. 
Reading_when_device_on: The consumption of device + Ideal_reading. 
Energy_sensor (current_reading, previous_reading, time) 
Energy_sensor (>= Reading_when_device_on, Ideal_reading, t1) => assert (SwitchON(device, t1)) 
Energy_sensor (Ideal_reading, >= Reading_when_device_on, t2) => assert (SwitchOFF(device, t2)) 
• Fridge_door is opened/ closed 
The door contact sensor reports value 0 if the door open and 1 when it is shut. The refrigerator access event is 
triggered when the door stays open for more than (Door_window) seconds. 
Threshold values: 
Door_window: The minimum time needed to take food from the fridge. 
Door (Room/ fridge, current value, previous value, time) 
Door (fridge, 0,1, t1) => assert(Door _opened(fridge, t1)). 
Door (fridge, 1,0, t2) => assert(Door _closed(fridge, t2)). 
Door_opened(fridge, t1) 𝛬𝛬 Door_closed(fridge, t2) 𝛬𝛬 t2- t1>= Door_window => Fridge_usage (t1, t2) 
• Active/ Resting  
The wearable registers acceleration in three directions (X, Y, Z). The participant is considered active if the 
magnitude of acceleration is above a certain threshold. The accelerometer produces 25 readings per second. The 
average magnitude of the 25 readings will be used to detect the level of activity. The average magnitude should be 
above a threshold value of more than a specific window of time to be considered as activity. 
 
AVR_ACC =
∑ √xi2 + yi2 + zi225i=1
25  
Threshold values: 
Accelerometer_threshold: The value of acceleration that can be considered as movement. 
Activity_window: The minimum time can be considered as a duration of activity. 
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Wearable (current_ 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤_𝐴𝐴𝐴𝐴𝐴𝐴_𝐴𝐴𝐴𝐴𝐴𝐴, previous_ 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤_ 𝐴𝐴𝐴𝐴𝐴𝐴_𝐴𝐴𝐴𝐴𝐴𝐴, time) 
Wearable (>=Accelerometer_threshold, < Accelerometer_threshold, t1) =>assert(action(t1)). 
Wearable (<Accelerometer_threshold, >= Accelerometer_threshold, t2) =>assert(rest(t2)). 
action(t1) 𝛬𝛬 rest(t2) 𝛬𝛬(t2- t1)>= Activity_window =>assert (active(t2- t1)). 
rest(t3) 𝛬𝛬 action(t4) 𝛬𝛬 (t4- t3)>= Activity_window =>assert (Resting(t3- t4)). 
• Bed on/off 
The bed pressure sensor produces a value of 1 when the older adult is on the bed and 0 when no one is on the bed. 
Bed_sensor(current_reading, previous_reading, time) 
Bed_sensor(1, 0, t1)=> assert(Bed_on (t1)). 
Bed _sensor(0,1, t2)=> assert(Bed_off(t2)). 
3.4 Activity recognition reasoner rules  
At this layer, the events from the previous layer are used to recognise more semantically complex activities.  The 
time duration of each activity has been identified based on preset minimum time, which is referred in this section as: 
Activity_window. 
•   Living room activities: 
Threshold Values: 
Watch_TV_window: The minimum time is needed for watching TV. 
Resting_window: The minimum time is needed for resting. 
Watching TV: 
This activity involves using TV, being in living room for more that specific time window.  
SwitchON(TV, t1) ⋀  SwitchOFF(TV, t2) ⋀  Occupied(Living room, t5, t6)  ⋀  t5< t1< t2< t6 ⋀  t1- t2 >= 
Watch_TV_window=> watching TV(t1, t2). 
SwitchON(TV, t1) ⋀ Occupied(Living room, t5, t6) ⋀ t5< t1 < t6⋀ t1- t6 >= Watch_TV_window => modify(watching 
TV(t1, t6)). 
SwitchON(TV, t1) ⋀  SwitchOFF(TV, t2) ⋀  Occupied(Living room, t5, t6)  ⋀  t1< t5< t2< t6 ⋀  t5- t2 >= 
Watch_TV_window =>modify( watching TV(t5, t2)). 
Resting/ Reading: 
For this activity wearable sensor events are used to detect with in the rule to recognise this actitivty.   
Occupied (Living room, t1, t2) ⋀ NOT (SwitchON(TV, t3)) ⋀ Resting (t4, t5) ⋀ t1< t3 < t2 ⋀ t1< t4 < t5 < t2 ⋀ t5- t4 >= 
Resting_window => Resting TV(t4, t5). 
• Kitchen activities 
Prepare a Meal and a Drink: 
Threshold values: 
Meal_window: the minimum time needed to prepare a meal 
Drink_window: the minimum time needed to prepare a hot drink 
Prepare Meal: 
Occupied(Kitchen, t7,t8) ⋀SwitchON(appliances, t1) ⋀ SwitchOFF(appliances, t2) ⋀ Fridge_usage (t3,t4) ⋀ t7<t1< 
t8< t2 ⋀ t7< t3< t4< t8 ⋀ t8-t7>= Meal_window => assert ( preparing meal(t1, t2)) 
Prepare Drink: 
Occupied(Kitchen,t7,t8)  ⋀ SwitchON(appliances,t1)  ⋀  SwitchOFF(appliances,t2) ⋀ Steam_ON(Kitchen,t5) ⋀ 
Steam_OFF(Kitchen,t6) ⋀ t7< t1< t8 ⋀ t1< t5< t2< t6 ⋀ t8-t7>= Drink_window => assert ( preparing drink(t1,t2)) 
• Bathroom Activities 
Threshold Values: 
Shower_window: the minimum time needed to have a shower 
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Wearable (>=Accelerometer_threshold, < Accelerometer_threshold, t1) =>assert(action(t1)). 
Wearable (<Accelerometer_threshold, >= Accelerometer_threshold, t2) =>assert(rest(t2)). 
action(t1) 𝛬𝛬 rest(t2) 𝛬𝛬(t2- t1)>= Activity_window =>assert (active(t2- t1)). 
rest(t3) 𝛬𝛬 action(t4) 𝛬𝛬 (t4- t3)>= Activity_window =>assert (Resting(t3- t4)). 
• Bed on/off 
The bed pressure sensor produces a value of 1 when the older adult is on the bed and 0 when no one is on the bed. 
Bed_sensor(current_reading, previous_reading, time) 
Bed_sensor(1, 0, t1)=> assert(Bed_on (t1)). 
Bed _sensor(0,1, t2)=> assert(Bed_off(t2)). 
3.4 Activity recognition reasoner rules  
At this layer, the events from the previous layer are used to recognise more semantically complex activities.  The 
time duration of each activity has been identified based on preset minimum time, which is referred in this section as: 
Activity_window. 
•   Living room activities: 
Threshold Values: 
Watch_TV_window: The minimum time is needed for watching TV. 
Resting_window: The minimum time is needed for resting. 
Watching TV: 
This activity involves using TV, being in living room for more that specific time window.  
SwitchON(TV, t1) ⋀  SwitchOFF(TV, t2) ⋀  Occupied(Living room, t5, t6)  ⋀  t5< t1< t2< t6 ⋀  t1- t2 >= 
Watch_TV_window=> watching TV(t1, t2). 
SwitchON(TV, t1) ⋀ Occupied(Living room, t5, t6) ⋀ t5< t1 < t6⋀ t1- t6 >= Watch_TV_window => modify(watching 
TV(t1, t6)). 
SwitchON(TV, t1) ⋀  SwitchOFF(TV, t2) ⋀  Occupied(Living room, t5, t6)  ⋀  t1< t5< t2< t6 ⋀  t5- t2 >= 
Watch_TV_window =>modify( watching TV(t5, t2)). 
Resting/ Reading: 
For this activity wearable sensor events are used to detect with in the rule to recognise this actitivty.   
Occupied (Living room, t1, t2) ⋀ NOT (SwitchON(TV, t3)) ⋀ Resting (t4, t5) ⋀ t1< t3 < t2 ⋀ t1< t4 < t5 < t2 ⋀ t5- t4 >= 
Resting_window => Resting TV(t4, t5). 
• Kitchen activities 
Prepare a Meal and a Drink: 
Threshold values: 
Meal_window: the minimum time needed to prepare a meal 
Drink_window: the minimum time needed to prepare a hot drink 
Prepare Meal: 
Occupied(Kitchen, t7,t8) ⋀SwitchON(appliances, t1) ⋀ SwitchOFF(appliances, t2) ⋀ Fridge_usage (t3,t4) ⋀ t7<t1< 
t8< t2 ⋀ t7< t3< t4< t8 ⋀ t8-t7>= Meal_window => assert ( preparing meal(t1, t2)) 
Prepare Drink: 
Occupied(Kitchen,t7,t8)  ⋀ SwitchON(appliances,t1)  ⋀  SwitchOFF(appliances,t2) ⋀ Steam_ON(Kitchen,t5) ⋀ 
Steam_OFF(Kitchen,t6) ⋀ t7< t1< t8 ⋀ t1< t5< t2< t6 ⋀ t8-t7>= Drink_window => assert ( preparing drink(t1,t2)) 
• Bathroom Activities 
Threshold Values: 
Shower_window: the minimum time needed to have a shower 
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Hygiene_window: the minimum time needed for hygiene activity 
Having a Shower: 
Occupied(Bathroom, t1, t2) ⋀ Steam_ON(Bathroom, t5) ⋀ Steam_OFF(Bathroom, t6) ⋀ t1< t5< t2< t6 ⋀ t2-t1>= 
Shower_window ==> assert( Having_shower(t1, t2)). 
Hygiene: 
Occupied(Bathroom, t1, t2)  ⋀  NOT(Steam_ON(Bathroom, t5)) ⋀  t1< t5< t2 ⋀ t2-t1>= Hygiene_window => 
assert( Hygiene (t1, t2)). 
• Bedroom Activities 
Threshold Values: 
Sleep_window: the minimum time that can be considered as sleep. 
Occupied(bedroom, t1, t2) ⋀ On_bed(t3)⋀ Off_bed(t4) ⋀NOT(active(t5, t6)) ⋀ t1< t3< t4< t2 ⋀ t3<t5< t6<t4 ⋀ t4-t3>= 
Sleep_window => assert(sleeping (t3, t4)). 
 
A reasoning engine will be used to infer the logical rules. A large number of reasoning engines have been proposed, 
most of which work well with Java, and several of them are available as open source software.  Java Expert System 
Shell (Jess) [31] is one of the most commonly used engines, it consists of a rule base and an execution engine. The 
applicability of Jess for this application will investigated. Jess can be run within the Protégé [32] framework which is 
the tool used to develop the ontology. The reason for choosing Jess is that both Jess and Protégé are developed using 
Java. Therefore, one Java virtual machine can be used to run both of them at the same time.  
4 Conclusion and Future Work 
 In this paper, a knowledge-based ADL recognition architecture has been proposed, which detects activities in real-
time. An ADL ontology is part of the architecture. The work includes rules for sensor events detection and complex 
activity recognition. The proposed architecture is designed to overcome the lack of annotated ADL data problems and 
the variation or complex activity performance between different individuals. Future work may evaluate this 
architecture and expand the rules to handle more activities, to use the detected activities and events to study human 
behaviour and anomaly detection, and to tune and evolve the ontology for older people ADL recognition so that 
anomalies can be recognized early and interventions made before problems become serious. Finally, this architecture 
may be used as a base for developing active learning systems for data annotation. 
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Hygiene_window: the minimum time needed for hygiene activity 
Having a Shower: 
Occupied(Bathroom, t1, t2) ⋀ Steam_ON(Bathroom, t5) ⋀ Steam_OFF(Bathroom, t6) ⋀ t1< t5< t2< t6 ⋀ t2-t1>= 
Shower_window ==> assert( Having_shower(t1, t2)). 
Hygiene: 
Occupied(Bathroom, t1, t2)  ⋀  NOT(Steam_ON(Bathroom, t5)) ⋀  t1< t5< t2 ⋀ t2-t1>= Hygiene_window => 
assert( Hygiene (t1, t2)). 
• Bedroom Activities 
Threshold Values: 
Sleep_window: the minimum time that can be considered as sleep. 
Occupied(bedroom, t1, t2) ⋀ On_bed(t3)⋀ Off_bed(t4) ⋀NOT(active(t5, t6)) ⋀ t1< t3< t4< t2 ⋀ t3<t5< t6<t4 ⋀ t4-t3>= 
Sleep_window => assert(sleeping (t3, t4)). 
 
A reasoning engine will be used to infer the logical rules. A large number of reasoning engines have been proposed, 
most of which work well with Java, and several of them are available as open source software.  Java Expert System 
Shell (Jess) [31] is one of the most commonly used engines, it consists of a rule base and an execution engine. The 
applicability of Jess for this application will investigated. Jess can be run within the Protégé [32] framework which is 
the tool used to develop the ontology. The reason for choosing Jess is that both Jess and Protégé are developed using 
Java. Therefore, one Java virtual machine can be used to run both of them at the same time.  
4 Conclusion and Future Work 
 In this paper, a knowledge-based ADL recognition architecture has been proposed, which detects activities in real-
time. An ADL ontology is part of the architecture. The work includes rules for sensor events detection and complex 
activity recognition. The proposed architecture is designed to overcome the lack of annotated ADL data problems and 
the variation or complex activity performance between different individuals. Future work may evaluate this 
architecture and expand the rules to handle more activities, to use the detected activities and events to study human 
behaviour and anomaly detection, and to tune and evolve the ontology for older people ADL recognition so that 
anomalies can be recognized early and interventions made before problems become serious. Finally, this architecture 
may be used as a base for developing active learning systems for data annotation. 
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