Abstract. We analyze the continuous time zero-sum and cooperative controller-stopper games of Karatzas
Introduction
The zero-sum stochastic games between a controller (who controls the state dynamics) and a stopper (who chooses the termination time of the game) were introduced by [38] in discrete time and were then resolved by [32] for one-dimensional diffusions. Later, [34] and [5] considered this problem when the underlying diffusion is multi-dimensional but when only the drift is controlled. See also [11, 35, 42, 25, 16] . This problem was later on solved for the case when the volatility is controlled and can be degenerate in [4] and was further generalized in [12, 40, 13] . The cooperative version of the game has received much attention as well. The general theoretical results on cooperative controller-stopper problems (also called problems of stochastic control with discretionary stopping) were obtained in [36, 29, 17, 37, 24] . Later, a martingale treatment of the controller-stopper problems was developed in [33] . Later this was analyzed in a more general case when the volatility is also controlled in [28] .
In this paper, we will generalize these two types of stopping games to the case in which the controller can control the jumps. We will prove our results by embedding these two problems into what is called "stochastic target problems" with a stopper and solving a more general problem. These problems are more difficult because the goal is to derive the state process to a target almost surely. The original stochastic target problems were introduced by [47, 48] as a generalization of the super-replication problem in Mathematical Finance, in which the goal is to drive the controlled process to a given target at a given terminal time.
There is an extensive literature on this subject which considered these problems with an increasing level of generality, see e.g. [18, 20, 23, 21, 39] . A survey of these results are given in Touzi's book [49] . In the two versions analyzed in this paper, the terminal time is a stopping time, which is either chosen by the controller (cooperative version), or the controller has to be robust against the choice of the stopping time (uncooperative version). We use the jump diffusion model presented in [7] (also see [39] ) for the evolution of the state process and first analyze the target problems, one of which involves a cooperative stopper (Section 5), and the other a non-cooperative stopper who might play against the controller in a non-anticipative way (Section 3). In each of these target problems, we use stochastic Perron's method (of [9] ), instead of relying on the geometric dynamic programming principle (see [47] ) to create a viscosity sub-solution and supersolution to its associated Hamilton-Jacobi-Bellman (HJB) equation. Then by establishing an embedding result similar in spirit to [19] between the controller-stopper problems and the stochastic target problems and assuming that a comparison principle holds, we show that the value functions of the original controllerstopper problems are unique viscosity solutions of the corresponding HJB equations. It is interesting to note that in the cooperative controller-stopper problem we observe the face-lifting phenomenon, i.e., there is a possible discontinuity at the terminal time, whereas there is no such occurrence in the non-cooperative version. In fact, this discontinuity is exactly characterized. The observation that there is discontinuity at the terminal time in the cooperative controller-stopper game goes back to [36] , but there the magnitude was not identified. It is also worth recording that the face-lifting occurs in both of the corresponding stochastic target problems, but the reasons for the discontinuity are different.
Using the geometric dynamic programming principle, [23] also considered the non-cooperative version of the stochastic target problem in the context of pricing American options with investment constraints in a Brownian diffusion type financial market. Our focus on the other hand is the embedding result in the spirit of [19] and resolving both the cooperative and zero-sum controller-stopper games of Karatzas, Sudderth and Zamfirescu. Moreover, our results rely on the stochastic Perron's method of [9] in generating the sub-and super-solutions of the corresponding HJB equations without relying on the dynamic programming principle and skipping the technical difficulties due to measurability issues. In general, dynamic programming principle for stochastic differential games is quite complicated, see e.g. [4, 22, 30] . Stochastic Perron's method (a verification type result without smoothness), by working with appropriate envelopes instead of the value function itself, avoids having to prove a dynamic programming principle altogether. This method is similar in spirit to the Perron's construction of viscosity solutions presented in [27] . The crucial difference is that stochastic Perron's method constructs the viscosity sub-and super solution to envelope the value function of the control problem. See [8, 10, 43, 44, 14, 46, 6, 45, 3, 15, 1] for some recent results on the applications of this method.
The rest of the paper is organized as follows: In Section 2, the two stochastic target problems and their associated HJB equations are introduced. In Sections 3, using the stochastic Perron's method we will analyze the stochastic target problem in which the controller needs to be robust with respect to the choice of the stopping time by which the target needs to be reached. In Section 4, we establish the relationship between this problem and the zero-sum controller-stopper game. Using the results of the previous section and using a comparison principle, we demonstrate that the value function of the zero-sum controller-stopper game is the unique viscosity solution of the corresponding HJB equation. Sections 5 and 6 do the same for the cooperative controller-stopper problem. The main results of the paper are Theorems 4.1, 6.1, and their corollaries. However, the results on the stochastic target problems in the auxiliary sections, Sections 3 and 5, where the bulk of the technical work is done, contain some new results which we also designated as theorems.
The Appendix contains technical results that are crucial in embedding the controller-stopper problems into stochastic target problems. Inequalities and inclusion between random variables and random sets, respectively, are in the almost sure sense unless otherwise stated.
Setting up the Stochastic Target Problems
We will define the stochastic target problems that we will use as auxiliary tools in establishing the characterization of the controller-stopper problems as the unique viscosity solutions of HJB equations. We will first have to introduce some relevant concepts and notation. These functions and the HJB equations for the target problems will appear at the end of this section. Before we introduce the set-up, we emphasize that the set-up has been used in [39] and [7] .
Given a complete probability space (Ω, F , P), let {λ i (·, de)} I i=1 be a collection of independent integervalued E-marked right-continuous point processes defined on this space. Here, E is a Borel subset of R equipped with the Borel sigma field E.
Brownian motion defined on the same probability space such that W and λ are independent. Given t ∈ [0, T ],
We will use T t to denote the set of F t -stopping times valued in [t, T ].
Given τ ∈ T t , the set of F t -stopping times valued in [τ, T ] will be denoted by T τ .
Assumption 2.1. λ satisfies the following:
(1) λ(ds, de) has intensity kernel m(de)ds such that m i is a Borel measure on (E, E) for any i = 1, · · · , I
andm(E) < ∞, where
where T E is the topology on E induced by the Euclidean topology.
Let U t unco be the admissible control set for the stochastic target problem with a non-cooperative stopper, which consists of all ν ∈ U t 0 such that for any compact set C ⊂ R d × R and τ ∈ T t , there exists a constant
Let U t co be the admissible control set for the stochastic target problem with a cooperative stopper, which consists of all ν ∈ U t 0 such that for any compact set C ⊂ R d ×R and τ ∈ T t , there exists a constant K
We use the notation . This follows from a simple arguments using Gronwall's Lemma; see e.g. for this result in a similar set-up in [41] . Also see Lemma 17.1.1 in [26] . Now, we are ready to introduce the auxiliary stochastic target problems (with a stopper) that we will analyze in this paper. The main problems of zero-sum or cooperative controlled and stopper games will be introduced in Sections 4 and 6. 
For a given ϕ ∈ C(D), we define the relaxed semi-limits
u,e (t, x, y, ϕ) := min 1≤i≤I {b i (t, x, y, u(e), e) − ϕ(t, x + β i (t, x, u(e), e)) + ϕ(t, x)}, Π u,e (t, x, y, ϕ) := max 1≤i≤I {b i (t, x, y, u(e), e) − ϕ(t, x + β i (t, x, u(e), e)) + ϕ(t, x)},
wherem is as in Asumption 2.1. For our later use, we also define the following:
Remark 2.2. For simplicity, we denote
. We will use similar notation for H * , F * , F * and other operators in later sections.
We will carry out Perron's method to study the stochastic target problems with a non-cooperative stopper and a cooperative stopper, respectively, in Section 3 and 5.
3. Analysis of u unco defined in (2.6)
In this section, we use stochastic Perron's method to prove that an appropriate upper envelope of a class of carefully defined functions is a viscosity sub-solution of
and an appropriate lower envelope of u unco is a viscosity super-solution of
The boundary conditions will be discussed in Theorem 3.2. These envelopes will be defined in terms of the collections of stochastic super-and sub-solutions that we will define next.
Definition 3.1 (Stochastic super-solutions). A continuous function
and for some C > 0 and n ∈ N,
(2) Given (t, x, y) ∈ D × R, for any τ ∈ T t and ν ∈ U t unco , there existsν ∈ U t unco such that
for all ρ ∈ T τ , where X := X (1) w(T, x) ≤ g(x) and for some C > 0 and n ∈ N, |w(t,
(2) Given (t, x, y) ∈ D × R, for any τ ∈ T t , ν ∈ U t unco and B ⊂ {Y (τ ) < w(τ, X(τ ))} satisfying B ∈ F t τ and P(B) > 0, there exists ρ ∈ T τ such that
Here, we use the notation X := X We will provide sufficient conditions which guarantee Assumption 3.1 in the Appendix A. These conditions
will be useful once we analyze the zero-sum controller-stopper game.
We are now ready to define the envelopes we mentioned above. Remark 3.1.
• For any stochastic super-solution w, choose τ = t. Then there existsν ∈ U
implies that y ≥ u unco (t, x) from (2.6). This means that w ≥ u unco and u
• For any stochastic sub-solution w, if y < w(t, x), by choosing τ = t, we get from the second property of Definition 3.2 that for any ν ∈ U t , P Y ν t,x,y (ρ) < g(X ν t,x (ρ)) > 0 for some ρ ∈ T t . Therefore, from (2.6), y < w(t, x) implies that y ≤ u unco (t, x). This means that w ≤ u unco and u
In short,
3.1. Viscosity Property in D i . As in [39] , the proof of the sub-solution property requires a regularity assumption on the set-valued map N 0,η (·, ψ).
The following two lemmas can be easily checked. Hence, we omit the proofs. Step A: We show in this step that u
Lemma 3.2. There exists a non-increasing sequence {w
Assume, on the contrary, that for some (t 0 , x 0 ) ∈ D, there exists η > 0 such that
Choose an arbitrary w ∈ U − unco . By the definition of U − unco and lower semi-continuity of g, there exists ε > 0 such that
Obviously, w ′ ≥ w and w ′ is continuous with polynomial growth. In addition,
The equation above, along with the fact that
, we would obtain a contradiction if we could show
unco , let ρ w,τ,ν ∈ T τ be the "optimal" stopping time satisfying the second item in Definition 3.2. In order to show that w ′ ∈ U − unco , we want to construct an "optimal" stopping time ρ which works in the sense of Definition 3.
Obviously, ρ ∈ T τ . It suffices to show P(Y (ρ) < g(X(ρ))|B) > 0 for any B ⊂ {Y (τ ) < w ′ (τ, X(τ ))} satisfying P(B) > 0 and B ∈ F t τ . The following two scenarios together will yield the desired result.
From the fact w ∈ U − unco and the definition of ρ on A, it holds that
Step B: We claim that u − unco is a viscosity super-solution of
The proof is similar to the proof in Step 2 of Theorem 3.1 in [7] , but it is worth pointing out the following difference: after w κ is defined, we need to construct an optimal stopping time ρ for w κ given τ and ν (as we did in Step A). In fact, it is easy to see that ρ can be defined as follows:
where ρ w,τ,ν (resp. ρ w,θ,ν ) is the "optimal" stopping time in Definition 3.2 for w given τ (resp. θ) and ν.
Here θ is the same as that in Step 2 of Theorem 3.1.
Boundary Conditions.
By the definition of u unco , it holds that u unco (T, x) = g(x) for all x ∈ R d .
However, u + unco and u − unco may not satisfy this boundary condition. Define
where dist denotes the Euclidean distance. It holds that (3.9) 0 ∈ int(N (t, x, y, p, ψ)) iff δ(t, x, y, p, ψ) > 0.
We refer the readers to [39] for the discussion of the boundary conditions.
The upper (resp. lower) semi-continuous envelope of δ is denoted by δ * (resp. δ * ). Let
The following theorem is an adaptation of 
Zero-sum Controller-Stopper Game
In this section we show that the HJB equation associated to a stochastic controller-stopper game can be deduced from a stochastic target problem with a non-cooperative stopper. Given a bounded continuous
we define a stochastic controller-stopper game by
We follow the setup of Section 2 with one exception: U t is the collection of all the
The following embedding lemma is an adaptation of a result in [19] . Proof. For fixed ν ∈ U t , let
Then A ν is the Snell envelope (starting at t) of g(X ν t,x ) and thus a super-martingale. Moreover,
and C ν is an increasing adapted process with C ν t = 0. Therefore, ess sup
In view of Lemma B.2, it suffices to check that
In fact, by the martingale representation theorem (see e.g. 
for some y ∈ R, α 0 ∈ A t and γ 0 ∈ Γ t 0 , but (2.4) does not hold. This means that for K > 2 g ∞ , there exists This contradicts the fact that A ν0 is (strictly) bounded by
Let H * be the USC envelope of the LSC map H : 
Proof. It is easy to check Assumption 3.2 for the stochastic target problem. Since g is bounded, we can check that all of the assumptions in the Appendix A are satisfied, which implies that Assumption 3.1 holds.
From Theorem 3.1, u + unco is a USC viscosity sub-solution of min{ϕ(t, x) − g(x), −∂ t ϕ(t, x) + H * ϕ(t, x)} ≤ 0 on D i and u − unco is an LSC viscosity super-solution of 
x, u)p and s ≤ min 1≤i≤I {r i (e) − ϕ(t, x + β i (t, x, u, e)) + ϕ(t, x)}m − a.s. e ∈ E }.
Obviously, N = R d × R. Therefore, δ = ∞ and the boundary conditions hold.
The following two corollaries show that u unco is the unique viscosity solution to its associated HJB equation.
We omit the proofs as the proofs are relatively simple given the above result. 
Analysis of u co defined in (2.7)
In the section, using stochastic Perron's method we prove that an appropriate upper bound of u co is a viscosity sub-solution of
and an appropriate lower bound is a viscosity super-solution of
The boundary conditions will be deferred to Theorem 5.2. In order to construct the aforementioned upper and lower envelopes we will introduce two classes of functions next. (1) w(t, x) ≥ g(x) and for some C > 0 and n ∈ N, |w(t,
(2) Given (t, x, y) ∈ D × R, for any τ ∈ T t , ρ ∈ T τ and ν ∈ U (1) w(T, x) ≤ g(x) for all x ∈ R d and for some C > 0 and n ∈ N, |w(t,
(2) Given(t, x, y) ∈ D × R, for any τ ∈ T t and ν ∈ U t co , there exist ρ ∈ T τ andν ∈ U t co such that
where X := X Remark 5.1.
• For w ∈ U + co , choose τ = t. Then for any ν ∈ U t co and ρ ∈ T t , it holds that P(Y (ρ) > g (X(ρ))) > P(Y (ρ) > w(ρ, X(ρ))) > 0 if y > w(t, x). Hence, y ≥ w(t, x) implies that y ≥ u co (t, x) from (2.7). This means that w ≥ u co and u + co ≥ u co . By the definition of U + co , we know that u + co (t, x) ≥ g(x) for all (t, x) ∈ D.
• For w ∈ U − co , if y ≤ w(t, x), by choosing τ = t, we get that there existν ∈ U t co and ρ ∈ T t such that Yν t,x,y (ρ) ≤ g(Xν t,x (ρ)) P-a.s.. Therefore, from (2.7), y < w(t, x) implies that y ≤ u(t, x). This means that w ≤ u co and u 
As before we have the following two results whose proofs will be omitted. 
Proof.
Step 1 (u + co is a viscosity sub-solution). The proof of this claim is similar to Step 2 of the proof of Theorem 3.1 in [7] . The difference is that the proof uses sub-martingale property since the target is
Step 2 (u − co is a viscosity super-solution).
Step A: We show in this step that u − co (t, x) ≥ g(x) for all (t, x) ∈ D. Assume, on the contrary, that for some (t 0 , x 0 ) ∈ D, there exists η > 0 such that
Choose an arbitrary w ∈ U − co . By the definition of U − co and lower semi-continuity of g, there exists ε > 0 such that
The equation above, along with the fact that w ∈ U − co , implies that w
, we would obtain a contradiction if we could show w ′ ∈ U − co . We now prove that w ′ ∈ U − co . Fix (t, x, y) ∈ D i × R, τ ∈ T t and ν ∈ U t co . For w ∈ U − co , let ρ w,τ,ν ∈ T τ andν w,τ,ν be the "optimal" stopping time and control satisfying the second item in Definition 5.2. In order to show that w ′ ∈ U − co , we want to construct an "optimal" stopping time ρ and "optimal" controlν which work for w ′ in the sense of
where u 0 is an arbitrary element in U . Obviously, ρ ∈ T τ andν ∈ T t . It suffices to show
co and the definition of ρ andν on A, it holds that
from (5.6). This, together with the fact that ρ = τ on A c , implies that
Step B: We claim that u − co is a viscosity super-solution to
We omit this proof, which is rather long, in the interest of space. This follows the outline of Step 1 in the proof ofTheorem 3.1 of [7] . It is worth noting that after the construction of w κ in that proof, given (t, x, y) ∈ D i × R, τ ∈ T t and ν ∈ U t co , we need to construct an "optimal" stopping time ρ and "optimal" controlν which work for w ′ in the sense of Definition 5.2 (as we did above in Step A).
5.2.
Boundary condition for u co . As for the boundary conditions, instead of studying u + co (T, x) and u − co (T, x), we still consider 
. The proof of the subsolution property is longer but the proof of Theorem 4.1 in [7] can be adapted to the present case.
Cooperative Controller-Stopper Game
In this section, we prove that a cooperative controller-stopper problem can expressed in terms of a stochastic target problem with a cooperative stopper. Given a bounded continuous function g :
We follow the setup of Section 2 with one exception: U t is the collection of all the Proof. In view of Lemma B.3 and Remark B.3, it suffices to check that
where M co is defined as in Remark B.3. In fact, by the martingale representation theorem, for any ν ∈ U t and ρ ∈ T t , E[g(X is the set of L 2 (E, E,m; R I )-valued processes satisfying all of the admissibility conditions except (2.5). We now prove that such γ satisfies the condition in (2.5), thus finishing the proof.
Assume, contrary to (6.1), that there exists ν 0 ∈ U t and ρ ∈ T t such that
for some y ∈ R, α 0 ∈ A t and γ 0 ∈ Γ t,x (ρ))|F t · ] can be chosen to be càdlàg, thanks to Theorem 1.3.13 in [31] . Then for K > 2 g ∞ , there exists τ 0 ∈ T t
Since |M 0 | is bounded by g ∞ < K/2, we obtain a contradiction.
Let F * be the LSC envelope of the USC map F : 
On the other hand, u − co is an LSC viscosity super-solution of
Proof. It is easy to check Assumption 5.2 for the stochastic target problem. Since g is bounded, we can check that all of the assumptions in the Appendix A are satisfied, which implies that Assumption 5.1 holds.
From Theorem 5.1, u + co is a USC viscosity sub-solution of
From Proposition 3.3 in [19] , F * ≤ F and F * ≥ F * . Thus, we get our desired results.
The following two corollaries (whose proofs are omitted) show that u co is the unique viscosity solution to its associated HJB equation. 
, whereĝ is the unique continuous viscosity solution to (6.2) . Moreover, if the comparison principle holds for
is the unique continuous viscosity solution with u co (T, x) =ĝ(x).
Remark 6.2. To get a comparison principle, we can adopt the proof in [41] appropriately like in [4] .
Appendix A
We provide sufficient conditions for the nonemptiness of U Assumption A.1. g is bounded.
Assumption A.2. There exists u 0 ∈ U such that σ Y (t, x, y, u 0 ) = 0 and b(t, x, y, u 0 (e), e) = 0 for all Proof. We will only show U + unco is not empty. A very similar proof applies to U − co . Step 1. In this step we assume that µ Y is non-decreasing in its y-variable. We will show that w(t, x) = γ−e kt is a stochastic super-solution for some choice of k and γ.
By the linear growth condition on µ Y in Assumption 2.2, there exists L > 0 such that
where u 0 is the element in U in Assumption A.2. Choose k ≥ 2L and γ such that −e kT + γ ≥ g ∞ . Then
It suffices to show that for any (t, x, y) ∈ D × R, τ ∈ T t , ν ∈ U t unco and ρ ∈ T τ ,
t,x,y .
Therefore, from (A.5) and the definitions of Γ and A, it holds that
From the Lipschitz continuity of µ Y in y-variable in Assumption 2.2,
where L 0 is the Lipschitz constant of µ Y with respect to y. Note that we use the assumption that µ Y is nondecreasing in its y-variable to obtain the second inequality. Since Γ + (τ ) = 0, an application of Grönwall's Inequality implies that Γ + (ρ) ≤ 0, which further implies that (A.4) holds.
Step 2. We get rid of our assumption on µ Y from Step 1 by following a proof similar to those in [6] and [22] . For c > 0, define Y ν t,x,y as the strong solution of
with initial data Y (t) = y, where
b(t, x, y, u(e), e) := e ct b(t, x, e −ct y, u(e), e).
Therefore,
whereg(t, x) = e ct g(x). Therefore, from (A.6),ũ unco (t, x) = e ct u unco (t, x). Since µ Y is Lipschitz in y, we can choose c > 0 so that µ Y : (t, x, y, u) → cy + e ct µ Y (t, x, e −ct y, u) is non-decreasing in y. is non-decreasing in its y-variable. We could remove this assumption by using the argument from previous proposition.
Choose k ≥ 2C (C is the constant in Assumption A.3) and γ > 0 such that e kT − γ < − g ∞ . Let w(t, x) = e kt − γ. Notice that w is continuous, has polynomial growth in x and w(T, x) ≤ g(x) for all
x ∈ R d . It suffices to show that for any (t, x, y) ∈ D × R, τ ∈ T t and ν ∈ U t unco , there exists ρ ∈ T t such that P(Y (ρ) < g(X(ρ))|B) > 0 for B ⊂ {Y (τ ) < w(τ, X(τ ))} satisfying B ∈ F It is easy to see that M is a martingale after τ. Due to the facts that A ∈ F By Grönwall's Inequality, Γ + (τ ) = 0 implies that Γ + (ρ) = 0 on F . More precisely, for ω ∈ F (P − a.s.), Γ + (s)(ω) = 0 for s ∈ [τ (ω), ρ(ω)]. This implies that we can replace the inequalities with equalities in (A.11).
Therefore, by (A.10), Γ(ρ) < 0 on F , which yields P(Y (ρ) < g(X(ρ))|B) > 0.
Appendix B
Let T be a finite time horizon, given a general probability space (Ω, F , P) endowed with a filtration F = {F t } 0≤t≤T satisfying the usual conditions. Let T t be the set of F-stopping times valued in [t, T ]. In particular, let T := T 0 . We assume that F 0 is trivial. Let us consider an optimal control problem defined as follows.
Let U be the collection of all F-predictable processes valued in U ⊂ R k and {G ν , ν ∈ U} be a collection of (B.14)
For any µ ∈ U(t, ν), there exists an M ∈ M such that ess sup By taking the conditional expectation, we get that
