Abstract. In this paper, we study option pricing under a regime-switching exponential Lévy model. Assuming that the coefficients are time-dependent and modulated by a finite state Markov chain, we generalise the work in [20, 22], that is, we use a pricing method based on the Esscher transform conditional on the information available on the Markov chain. We also carry out numerical analysis, to show the impact of the risk induced by the underlying Markov chain on the price of the option.
the Markov chain under P. Then for each i, j = 1, 2, . . . , N with i = j, a ij is the transition 82 intensity of the chain X jumping from state e j to state e i at time t ∈ [0, T ]. Hence, for where {M (t); t ∈ [0, T ]} is an R N -valued martingale under the measure P with respect to the 87 filtration generated by X.
88
We consider a financial market with two primary securities, namely, a riskless asset B and r(t) = r(t, X(t)) = r, X(t) = where r := (r 1 (t), r 2 (t), . . . , r N (t)) ∈ R N for each i = 1, 2, . . . , N and ·, · denotes the 93 inner product in R N . The i-th component r i (t) of the vector r is a deterministic function,
94
representing the value of the interest rate when the Markov chain is in state e i that is when Denote by {µ(t); t ∈ [0, T ]} and {σ(t); t ∈ [0, T ]} the appreciation rate and the volatility of 97 the stock S at the time t respectively. Using similar convention, we set 98 µ(t) = µ(t, X(t)) := µ, X(t) = σ i (t) e i , X(t) , (2.5)
where µ = µ 1 (t), µ 2 (t), . . . , µ N (t) ∈ R N and σ = σ 1 (t), σ 2 (t), . . . , σ N (t) ∈ R N + .
100
µ i (t) and σ i (t), i = 1, 2 . . . , N are deterministic functions representing respectively the 101 appreciation rate and volatility of S when the Markov chain is in state e i . The price dynamics of the stock S is given by the following stochastic differential equation, For each j ∈ {1, 2, . . . , D}, ρ j (dz) is the conditional density of the jump size when the Markov 108 chain X is in state e j and satisfies R 0 min(1, z 2 )ρ j (dz) < ∞ and |z|≥1 (e z − 1) 2 ρ i (z) dz < ∞.
dS(t) = S(t − ) µ(t) dt + σ(t) dW (t) +
R
109
The dynamic of the stock S can also be written as
where Y (t) is given by: The model defined by (2.1)-(2.6) is referred to as a general regime switching exponential
111
Lévy model. Such model leads to incomplete markets i.e., there exists more than one equiv-112 alent martingale measures (EMM) describing the risk-neutral price dynamic and compatible
113
with the no arbitrage requirement. In order to price contingent claim, we shall determine 114 EMM using regime switching Esscher transform introduced in [5, 22] . In fact, the classical 
123
We shall first specify the information structure of our model. Let
and F S := {F S t ; t ∈ [0, T ]} denote the P-augmentation of natural filtrations generated by 125 {X(t); t ∈ [0, T ]} and {S(t); t ∈ [0, T ]} respectively. That is, for each t ∈ [0, T ], F X t and F S t 126 are, respectively, the σ-fields generated by the histories of the chain X and the stock price S 127 up to and including time t. We define for t ∈ [0, T ], G t to be the σ-algebra F X T ∨ F S t . This represents the information set generated by both histories of X and S up to and including the time t. We write G := {G t ; t ∈ [0, T ]}. We set
such that θ i , i = 1, . . . , N are deterministic and
For θ := {θ(t); t ∈ [0, T ]} ∈ Θ, define the generalized Laplace transform of a G-adapted
We define the kernel of a generalized Esscher transform with respect to the parameter θ. Let
Then, the regime switching Esscher transform Q ∼ P on G with respect to a family of 135 parameters {θ(s); s ∈ [0, t]} is given by:
Hence, as shown in [5] , one has
For each θ ∈ Θ, Λ θ is a density process (see [20, 22] ), therefore a new equivalent probability 138 measure can be defined by setting
(2.14)
The pricing kernel associated to such measure shall then be defined by choosing θ adequately that the risk due to the switching regimes is priced.
and derive a pricing kernel by adequately choosing θ * (see Section 2.3.)
153
The pricing kernel (2.14) and (2.18) and The knowledge of the whole path of the Markov 154 chain implies that there is no need for additional premium whereas the knowledge of only the 155 initial state of the Markov chain forces the need of additional premium that will take into 156 account the risk associated to the changes in the regime. process. Therefore, by the fundamental theorem of asset pricing (see [14, 15] ), the no-arbitrage 159 price of any contingent claim written on S in this market is given by 19) with Q ∈ {Q θ , Q θ * }. Eq. (2.19) implicitly gives the condition on the process θ and θ * that 161 determine an EMM within the families {Q θ : θ ∈ Θ} and {Q θ * : θ * ∈ Θ * }.
162
The following theorem gives necessary and sufficient conditions for Q θ to be an EMM.
163
Theorem 2.1. Consider the Lévy regime-switching market defined in (2.3) and (2.6). An 164 equivalent probability measure Q θ defined through (2.14) is an equivalent martingale measure 165 on (Ω, G T ),i.e., it satisfies the condition (2.19), if and only if θ satisfies the following equation 
denote the vector of the occupation times of X during a period of time
The conditional moment generating function of J(u, v) is given by 
24)
In order to prove this theorem, we will need the following lemma, which is a extension of 
whereξ(θ * (r)) and ξ(θ * (r)) are given in Theorem 2.3. 
Using the occupation times as in Lemma 2.2.
Using the following property of homogeneous Markov chains
Hence, using Lemma 2.2, we get
Proof of Theorem 2.3. This follows directly from the previous lemma by setting v = t and 204 u = 0 in (2.26). In fact, we have that the martingale condition (2.19) is equivalent to (2.23).
206
We turn our main focus on the condition for the family {Q θ * : θ * ∈ Θ * } because through a 
This is a system of N equations and in practice to solve it, one needs to adopt a finite number 215 of terms in the series' expansion of exp(E). Using the first-order approximation of exp(E)
216
(i.e., exp(E) ≈ I + E) in (2.31), we have
This yields
which simplifies to
Eq. (2.32) coincides with the martingale condition for the family {Q θ : θ ∈ Θ} as given 221 in (2.20). Hence, the martingale condition for the family {Q θ : θ ∈ Θ} is a first order 222 approximation of the martingale condition for {Q θ * : θ * ∈ Θ * }. We can think of the pricing 223 kernel Λ θ * as having more information than the kernel Λ θ with θ * been more realistic.
224
We will now as in [20, 22] derive the martingale condition for Q θ * by taking a two-order 225 approximation for the matrix exponential in (2.30). This will enable to move from the less 226 realistic assumption where the whole path of the Markov chain is known to the more realistic 227 one where only the initial state in know. The approximation is given by
For simplicity, we consider two regimes i.e, N = 2 and we set a 11 = −a 12 = −a and 229 a 21 = −a 22 = a; a ≥ 0 and t > 0. In this case, we need to solve the following pair of equations:
Substituting (2.33) in (2.34), the martingale condition (2.23), for X(0) = e 1 = (1, 0) becomes
Similarly, for X(0) = e 2 = (0, 1), substituting (2.33) in (2.35), we get
(2.41) 
In the following theorem, we give (without proof) the equation satisfied by the state price 249 density θ i and θ * i .
250
Theorem 2.5.
251
Assume that the dynamic of the stock price is given by (2.42). Then the values of θ i satisfying 252 the martingale condition (2.20) are reduced to
Moreover, θ * i in (2.23) satisfy the following system of nonlinear equations in (θ * 1 , θ * 2 ), 
where the jump process N V G (·, ·) has the predictable compensator
with the Lévy measure associated to the variance gamma process as 
for i = 1, 2. Moreover, θ * i in (2.23) satisfy the following system of nonlinear equations in
(2.50)
Proof. See [20]. 
where the jump process N X CGM Y (t; ·) has the predictable compensator
with the Lévy measure associated to the CGMY process as
In the following theorem, we derive the equation satisfied by the state price density θ i of 274 the equivalent martingale measure Q θ i when the price of risk in the regime switching model
275
is not taken into account.
276
Theorem 2.7 (Martingale condition without price of risk). Assume that the dynamic of the 277 stock price is given by (2.52). Moreover assume that the state price density θ i is such that 278 0 < θ i < G i and M i > 1. Then θ i (t) satisfies the following system of equations
Proof. Assume that S satisfies (2.52), then (2.20) is reduced to
The integral term involved in equation (2.56) is computed as follows
We shall now consider different cases This now becomes the variance gamma case. This case was discussed in the previous section.
284
Case 2; Y = 0 We have that
third and fourth integral respectively, then using the definition of the gamma function, we
In the same way, I 2 is solved explicitly using change of variable and the definition of the 289 gamma function to get
Combining (2.59) and (2.60), we get 
Proof. In this case, (2.40) and (2.41) are reduced to In this section, we conduct numerical experiments for the models discussed in the previous sections; the regime switching Black-Scholes (Model I) and CGMY (Model II). We shall assume that there are two states of the economy i.e., N = 2. State 1 represents an expansion period while state 2 represents a recession period. We assume that the transition probability matrix is In the following graphs, it is assumed that the exercise price is 100, the value of the asset 313 is 120, and the expiry date is one year in the future. t = T is known as the remaining life of 314 an option. It is also assumed that there is a gradual trend for the parameter to move in a 315 decreasing or increasing manner which might conveniently be regarded as continuous.
316
We write the two forms as,
317
(a) Constant model. The interest rates in the two regimes are given by r 1 (t) = a 1 and r 2 (t) = a 2 .
(b) Linear model. The interest rates are given by
where a 1 , a 2 , b 1 , b 2 are constants with a 1 = a 2 = b 1 = b 2 = 0.05.
318
We define the forms of volatility as; In Figure 1 , while keeping the volatility constant, we investigate the impact on the option 322 price of a variation in the form of interest rate when there is no regime (NR), the regime 323 risk not priced (RNP) and the regime risk priced (RP), respectively. In Figure 2 , the same 324 study is made assuming that the interest rate is constant and the form of the volatility can 325 change. Finally, in Figure 3 , we looked at the impact of both linear interest rate and decaying 326 volatility on the option prices in the case of NR, RNP and RP. We use the constant parameter case i.e., constant interest rates, as a marker. We define t = T 344 as the remaining time to maturity. We present the results of our simulation below. We plot graphs of Call prices across different strikes. We use the constant parameter case., i.e constant interest rates, as a marker. In Figures 10 and 11 , we examine the impact that a change in the form of interest rate has 367 on the option price. It can be seen that, there is no substantial impact of the form of interest 368 rate in the three cases. However, there is a significant difference in the option prices when 369 considering the impact of the regime risk. Once again, the initial value of the option price is 370 considerably increased when the regime risk is priced, and during the lifetime of the option, 371 its price when the regime risk is priced is higher than that when when the regime risk is not 372 priced which is higher than that when there is no regime.
373
Remark 3.1. When Y ∈ (0, 1), the CGMY process is an infinite activity and finite variation 374 process. This means that the path of the process has a similar behaviour to the path of the 375 VG process. 
387
We may explore the applications of our models to other types of options such as American 388 options, barrier options, look back options, Asian options, Exotic options, option-embedded 389 insurance products, etc. We may also extend our framework to include stochastic interest 390 rates and volatility which would probably give higher values of the option prices.
391
Appendix A. Criteria for selecting Esscher parameters
392
As already mentioned systems of equations characterizing martingale condition for Q θ *
393
have in general more than one solution in (θ * 1 (t), θ * 2 (t)). Here, we present the selection criteria 394 of the set of neutral Esscher parameters (θ * 1 (t), θ * 2 (t)) that minimizes the maximum entropy
395
between an EMM and the real world probability measure over different states. The idea is 396 from [22] .
397
Define first the entropy between Q θ * and P conditional on X(0) ∈ {e 1 , e 2 } as follows.
398
I(Q θ * , P) : = E P dQ θ * dP ln dQ θ * dP X(0) = e i = E P Λ θ * T ln Λ The selected (θ * 1 (t), θ * 2 (t)) shall be solution to the following problem: Find (θ * 1 (t),θ * 2 (t)) ∈ Γ with Γ := {θ * ∈ R 2 |θ * satisfies (2.38) and (2.39)} In this section, we discuss the simulation procedure. We adopt a straight forward Monte-
406
Carlo procedure in order to obtain simulation approximations for the European call price.
407
Suppose we want to evaluate the price of a European call option at the current time t = 0 408 with maturity T and strike price K. We note that the call option C(0, S(0), X(0)) can be We assume that the process S is simulated over a discrete grid. To achieve this, we divide the where t 0 = 0 and t J = T .
413
For the discrete-time version of the Markov chain X, we suppose that the transition proba-414 bility matrix in a subinterval is I + A∆ given X(0).
415
Given the simulated path of X, the sample paths of the processes {µ(t j )} J j=1 , {σ(t j )} J j=1 , 416 {θ(t j )} J j=1 and {r(t j )} J j=1 are identified. Then, we can now use these to construct a Euler Given {X(t j )} J j=1 and Y (0) = 0, we then sample {Y (t j )} J j=1 using (B.2) recursively. The
