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a b s t r a c t
In this note a simple counter example shows that the proof of Lemma 3.3 in [1, W. Cheng,
Y. Xiao and Q. Hu, A family of derivative-free conjugate gradient methods for large-scale
nonlinear systems of equations, J. Comput. Appl. Math. 224 (2009) 11–19] is not correct,
which implies that Lemma 3.2 in [1] is not enough to ensure Lemma 3.3 in [1]. A new
proof is given, which leads to a stronger result than Lemma 3.2 in [1]. And this result not
only guarantees that Lemma 3.3 in [1] holds, but also improves the corresponding global
convergence Theorem 3.1 in [1].
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In this note we consider the following nonlinear equations:
g(x) = 0, (1.1)
where g : Rn → Rn is a continuously differentiablemapping. In [1], Chen et al. proposed a family of derivative-free conjugate
gradient methods for solving (1.1) and obtained some results as follows.
Lemma 1.1 ([1, Lemma 3.2]). Suppose that Assumption 3.1 in [1] holds. Let {xk} be generated by Algorithm 2.1 in [1]. Then we
have
lim
k→∞ ∥αν(k)−1dν(k)−1∥ = 0 (1.2)
and
lim
k→∞ ∥αν(k)−1gν(k)−1∥ = 0, (1.3)
where {νk} is a subsequence of {1, 2, 3, . . .}.
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Lemma 1.2 ([1, Lemma 3.3]). Suppose that Assumption 3.1 in [1] holds and dk is determined by (2.6) in [1]. If there exists a
constant ϵ > 0 such that
∥gk∥ ≥ ϵ, ∀k ∈ K ,
then there exists a positive constant M1 such that
∥dk∥ ≤ M1, ∀k ∈ K ,
where
K = {ν(1)− 1, ν(2)− 1, ν(3)− 1, . . .}.
In this paper, we use the same notations as those of [1]. Now we give a counter example below to show that the proof
of the above lemma (i.e., Lemma 3.3 in [1]) may be not true, which implies that Lemma 3.2 in [1] is not enough to ensure
Lemma 3.3 in [1]. For simplicity, we denote sk = xk+1 − xk = αkdk.
A counter example: Suppose K = {1, 3, 5, . . .} = {2m − 1}∞m=1. Let {sk} be a sequence satisfying ∥s2m−1∥ = 12m−1 and
∥s2m∥ = (2m)2, m = 1, 2, . . .. It is clear that limk∈K ,k→∞ ∥sk∥ = 0, which satisfies (1.2). Without loss of generality, we can
assume
∥dk∥ = 1+ ∥sk−1∥∥dk−1∥, ∀k ≥ 1,
which implies that ∥dk∥ ≥ 1 for all k ≥ 1. Then we have
∥d2m+1∥ = 1+ ∥s2m∥∥d2m∥ = 1+ 4m2∥d2m∥ ≥ 1+ 4m2 →∞, as m →∞,
which shows that {∥dk∥}k∈K is not bounded.
This example means that Lemma 3.3 in [1] and hence Theorem 3.1 in [1] cannot be directly obtained by Lemma 3.2 in
[1]. The main reason is that the result in Lemma 1.1 (i.e., Lemma 3.2 in [1]) is too weak.
In the next section, we give a new proof, which is different from that of Lemma 3.2 in [1], and obtain a stronger result
than Lemma 3.2 in [1]. This improved result not only guarantees that Lemma 3.3 in [1] still holds, but also improves the
corresponding global convergence Theorem 3.1 in [1].
2. New proof and improved results
In this paper, we denote
f (x) = ∥g(x)∥2. (2.1)
Throughout the paper, we always assume Assumption 3.1 in [1] holds and the sequence {xk} is generated by Algorithm 2.1
in [1]. Let the positive sequence {ϵk} satisfy
∞
k=0
ϵk ≤ η <∞ (2.2)
with some positive constant η.
Lemma 2.1 ([2, Lemma 3.3]). Let {ak} and {rk} be positive sequences satisfying
ak+1 ≤ (1+ rk)ak + rk
and
∞
k=0
rk <∞.
Then {ak} converges.
Then we have the following result which is stronger than Lemma 1.1.
Lemma 2.2. There exists a nonnegative constant f ∗ such that
lim
k→∞αkdk = 0, limk→∞αkgk = 0, limk→∞ f (xk) = f
∗. (2.3)
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Proof. The proof here is a variation of that of Lemma 3.2 in [3]. Let h(k) be an integer which satisfies
k−M ≤ h(k) ≤ k, f (xh(k)) = max
0≤j≤M
f (xk−j). (2.4)
From Step 3 of Algorithm 2.1 in [1], we have
f (xk+1) ≤ max
0≤j≤M
f (xk−j)− γ1∥αkgk∥2 − γ2∥αkdk∥2 + ϵk ≤ f (xh(k))+ ϵk. (2.5)
Note that
f (xh(k+1)) = max
0≤j≤M
f (xk+1−j)
≤ max{f (xh(k)), f (xk+1)}
≤ f (xh(k))+ ϵk,
where we use (2.5) in the last inequality. This inequality together with (2.2) and Lemma 2.1 implies that the sequence
{f (xh(k))} converges, that is, there exists a nonnegative constant such that
lim
k→∞ f (xh(k)) = f
∗. (2.6)
Moreover we have from Step 3 of Algorithm 2.1 in [1] that
f (xh(k)) = f (xh(k)−1 + αh(k)−1dh(k)−1)
≤ f (xh(h(k)−1))− γ1∥αh(k)−1gh(k)−1∥2 − γ2∥αh(k)−1dh(k)−1∥2 + ϵh(k)−1
≤ f (xh(h(k)−1))− γ2∥αh(k)−1dh(k)−1∥2 + ϵh(k)−1,
which together with (2.6) and (2.2) yields that
lim
k→∞αh(k)−1dh(k)−1 = 0. (2.7)
Denote hˆ(k) = h(k+M + 2). Now by induction, we prove that the following inequalities hold for any j ≥ 1,
lim
k→∞αhˆ(k)−jdhˆ(k)−j = 0, (2.8)
lim
k→∞ f (xhˆ(k)−j) = f
∗. (2.9)
(i) For j = 1, it follows from {hˆ(k)} ⊂ {h(k)} and (2.7) that (2.8) holds, which implies that ∥xhˆ(k) − xhˆ(k)−1∥ → 0. Hence
(2.9) holds for j = 1 since f (x) is uniformly continuous in the level setΩ and (2.6) holds.
(ii) Now we suppose that (2.8) and (2.9) hold for given j > 1. The following is to show that (2.8) and (2.9) hold for j+ 1.
From Step 3 of Algorithm 2.1 in [1], we have
f (xhˆ(k)−j) ≤ f (xh(hˆ(k)−j−1))− γ1∥αhˆ(k)−j−1ghˆ(k)−j−1∥2 − γ2∥αhˆ(k)−j−1dhˆ(k)−j−1∥2 + ϵhˆ(k)−j−1
≤ f (xh(hˆ(k)−j−1))− γ2∥αhˆ(k)−j−1dhˆ(k)−j−1∥2 + ϵhˆ(k)−j−1.
Let k →∞, from (2.9), we get
lim
k→∞αhˆ(k)−j−1dhˆ(k)−j−1 = 0,
which implies that ∥xhˆ(k)−(j+1) − xhˆ(k)−j∥ → 0. Since f (x) is uniformly continuous in the level set, we have
lim
k→∞ f (xhˆ(k)−(j+1)) = limk→∞ f (xhˆ(k)−j) = f
∗.
Hence (2.8) and (2.9) hold for all j ≥ 1.
Note that for any k, we have
xk+1 = xhˆ(k) −
hˆ(k)−k−1
j=1
αhˆ(k)−jdhˆ(k)−j. (2.10)
Moreover, from (2.4), we know
hˆ(k)− k− 1 = h(k+M + 2)− k− 1 ≤ k+M + 2− k− 1 ≤ M + 1,
which together with (2.8) and (2.10) yields
lim
k→∞ ∥xk+1 − xhˆ(k)∥ = 0.
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This equality together with the uniform continuousness of f (x) implies that
lim
k→∞ f (xk) = limk→∞ f (xhˆ(k)) = f
∗. (2.11)
Moreover, from Step 3 of Algorithm 2.1 in [1], we get
f (xk+1) ≤ f (xh(k))− γ1∥αkgk∥2 − γ2∥αkdk∥2 + ϵk.
Let k →∞ in the above inequality, we have from (2.2) and (2.11) that
lim
k→∞αkdk = 0, limk→∞αkgk = 0. (2.12)
The proof is then finished. 
By Lemma 2.2 and the same argument as that of Lemma 3.1 in [4], we have the following result which is stronger than
Lemma 3.3 in [1].
Lemma 2.3. Suppose that Assumption 3.1 in [1] holds and dk is determined by (2.6) in [1]. If there exists a constant ϵ > 0 such
that
∥gk∥ ≥ ϵ, k ≥ 0,
then there exists a positive constant M1 such that
∥dk∥ ≤ M1, ∀k ≥ 0.
Lemma 2.3 implies the following global convergence result which improves the corresponding global convergence
Theorem 3.1 in [1].
Theorem 2.1. Let Assumption 3.1 in [1] hold and the sequence {xk} be generated by Algorithm 2.1 in [1], then we have
lim inf
k→∞ ∥gk∥ = 0,
or every limit point x∗ of the sequence {xk} satisfies
g(x∗)Tg ′(x∗)g(x∗) = 0.
In particular, if g is strict monotone, then the whole sequence {xk} converges to the unique solution of (1.1).
Proof. It follows from Lemma 2.3 and similar argument of Theorem 3.1 in [1] directly. Here we omit its proof. 
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