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ВВЕДЕНИЕ
Создание гибких автономных, помехозащищенных систем
управления и их моделирование в реальном времени на различ-
ных этапах проектирования, вызванное потребностями современ-
ной техники, определило круг математических задач, которые
необходимо решать для разработки алгоритмов математическо-
го обеспечения как бортовых вычислительных комплексов, так и
средств моделирования. Существенное место среди этих задач за-
нимают задачи стабилизации нелинейных стационарных систем,
которые связаны с поиском методов построения различных типов
управляющих функций, гарантирующих экспоненциальную устой-
чивость положения равновесия систем обыкновенных дифференци-
альных уравнений, описывающих поведение объекта управления.
Данное пособие посвящено разработке алгоритмов построения
указанных стабилизирующих законов управления.
Пособие состоит из двух глав.
Первая глава содержит три параграфа. В первом параграфе
предложен алгоритм построения дискретной управляющей функ-
ции, гарантирующей перевод широкого класса нелинейных стаци-
онарных систем обыкновенных дифференциальных уравнений из
начального состояния в начало координат и произвольную окрест-
ность начала координат c учетом ограничений на управление и
внешнее возмущение. Получено конструктивное достаточное усло-
вие Калмановского типа, при котором указанный перевод возмо-
жен. Рассмотрена задача управления роботом-манипуляторм и про-
ведено ее численное моделирование.
Во втором параграфе представлен алгоритм построения
управляющей функции, гарантирующей перевод широкого класса
нелинейных нестационарных систем обыкновенных дифференци-
альных уравнений из начального состояния в начало координат и
произвольную окрестность начала координат c учетом ограничений
на управление и внешнее возмущение. Получено конструктивное
достаточное условие Калмоновского типа, при котором указанный
перевод возможен.
В третьем параграфе разработан алгоритм построения диффе-
ренцируемых управляющих функций, гарантирующих перевод ши-
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рокого класса нелинейных нестационарных систем обыкновенных
дифференциальных уравнений из начального состояния в начало
координат с учетом запаздывания управляющего сигнала. Получе-
ны конструктивные достаточные условия, наложенные на правую
часть управляемой системы, при которых возможен указанный пе-
ревод. Рассмотрена задача управления роботом-манипулятором и
проведено ее численное моделирование.
Вторая глава содержит четыре параграфа. В первом парагра-
фе представлен алгоритм построения синтезирующего управления,
гарантирующего стабилизацию нелинейной стационарной системы
в случаях олной и неполной управляемости ее линейной части с
учетом ограничений на управление.
Во втором параграфе предложен алгоритм построения синте-
зирующего дискретного управления, обеспечивающего стабилиза-
цию нелинейной стационарной системы с учетом ограничений на
управление.
В третьем параграфе разработан конструктивный метод по-
строения синтезирующего управления, гарантирующего стабили-
зацию нелинейной стационарной системы с учетом неполной ин-
формации о фазовом состоянии объекта, а также ограничений на
управление.
В четвертом параграфе представлен алгоритм построения
управления, гарантирующего стабилизацию нелинейной стационар-
ной системы с учетом неполной информации о фазовом состоянии
объекта, дискретности управляющего сигнала и ограничений на
управление.
Во всех параграфах найдены достаточно легко проверяемые
критерии Калмановского типа, гарантирующие существование ре-
шения поставленных задач.
Материалы данного учебного пособия используются при чте-
нии курса «Методы решения граничных задач для управляемых
систем».
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ГЛАВА 1. СТАБИЛИЗАЦИЯ НЕЛИНЕЙНЫХ СИ-
СТЕМ НА КОНЕЧНОМ ПРОМЕЖУТКЕ
ВРЕМЕНИ
§1. Решение задачи стабилизации для нелинейных стацио-
нарных систем с учетом возмущений в классе кусочно-
постоянных управлений
Объектом исследования является управляемая система обык-
новенных дифференциальных уравнений:
ẋ = f(x, u) + F, (1)
где
x = (x1, . . . , xn)
T , x ∈ Rn,
u = (u1, . . . , ur)
T , u ∈ Rr, r 6 n, t ∈ [0, 1],
f ∈ C4n(Rn ×Rr;Rn), f = (f1, . . . , fn)T , (2)
F ∈ Rn, F = (F1, . . . , Fn)T














, i = 1, . . . , n, j = 1, . . . , r,
S = (B,AB, . . . , An−1B), rank S = n, (4)
‖u‖ < N, N > 0, N = const. (5)
Здесь F — постоянно действующее возмущение. Рассмотрим бес-
конечное разбиение интервала [0, 1] точками
0 = t0 < t1 < . . . < tk < . . . < 1,
где tk → 1 при k →∞ .
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Определение. Функцию
u(t) = uk, uk ∈ Rr, t ∈ [tk, tk+1), u(0) = 0, k = 0, 1, . . .
будем называть дискретной управляющей функцией.
Задача 1. Найти дискретное управление u(t) заданное на беско-
нечном разбиении интервала [0, 1] и абсолютно непрерывную функ-
цию x(t) , почти всюду удовлетворяющую системе (1) и условиям
x(0) = x̄, x(1) = 0, x̄ = (x̄1, . . . , x̄n)
T . (6)
Пары функций x(t), u(t) , указанные в Задаче 1, будем называть
соответственно решениями задачи (1), (6).
1.1 Построение вспомогательной задачи
Теорема. Пусть для правой части системы (1) выполнены усло-
вия (2), (3), (4). Тогда существует ε > 0, h0 > 0 такое, что
∀x̄ ∈ Rn , ∀F ∈ Rn,∀h : ‖x̄‖ < ε , ‖F‖ < ε , 0 < h < h0 суще-
ствует решение Задачи 1, которое может быть получено после
решения задачи стабилизации линейной нестационарной системы
с экспоненциальными коэффициентами и последующим решением
задачи Коши для вспомогательной системы обыкновенных диффе-
ренциальных уравнений.
Главная идея доказательства теоремы состоит в том, что по-
средством преобразований зависимых и независимых переменных
и введением вспомогательного управления, решение исходной за-
дачи сводится к решению задачи стабилизации вспомогательной
нелинейной системы обыкновенных дифференциальных уравнений
специального вида при постоянно действующих возмущениях. Для
ее решения находится синтезирующее управление, обеспечивающее
экспоненциальное убывание фундаментальной матрицы линейной
части этой системы. На заключительном этапе решаем задачу Ко-
ши для вспомогательной системы и переходим к исходным пере-
менным.
Рассмотрим задачу: найти дискретное управление u(t) и абсо-
лютно непрерывную функцию x(t) почти всюду удовлетворяющую
системе (1) и условиям
x(0) = x̄, x(t)→ 0 при t→ 1. (7)
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Указанную пару функций x(t) , u(t) будем называть решением за-
дачи (1), (7).
Замечание 1. Переходя к пределу в решении задачи (1), (7) при
t→ 1 получим решение Задачи 1.
Сделаем в системе (1) преобразование независимой перемен-
ной t на τ :
t = 1− e−ατ , τ ∈ [0,+∞), (8)
где α > 0 — некоторое фиксированное число, подлежащее опреде-




= αe−ατf(c, d) + αe−ατF, (9)
c(τ) = x(t(τ)), d(τ) = u(t(τ)), τ ∈ [0,+∞),
c = (c1, . . . , cn)
T , d = (d1, . . . , dr)
T .
(10)
Введем в рассмотрение управление
d̄(τ) = d(kh), τ ∈ [kh, (k + 1)h), h > 0, k = 0, 1, . . .
Задача 2. Найти абсолютно непрерывную функцию c(τ) и дис-
кретное управление d̄(τ) почти всюду, удовлетворяющие систе-
ме (9) и условиям
c(0) = x̄, c(τ)→ 0 при τ →∞. (11)
Указанную пару функций c(τ) , d̄(τ) будем называть решением За-
дачи 2.
Замечание 2. Нетрудно видеть, что имея решение Задачи 2, с
помощью формул (8) и (10) легко получить решение Задачи 1.
Введем обозначения







mi, k! = k1! . . . kn!, m! = m1! . . .mr!
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Используя свойства (2), (3) и разложение правой части системы (1)

































































































2 . . . d
mr
r , i = 1, . . . , n.
(12)
Ограничем область изменения c(τ) неравенством
‖c(τ)‖ < C1, τ ∈ [0,+∞). (13)
Сделаем множество преобразований сдвигов функций ci(τ) : ci к
c
(4n)
i , i = 1, . . . , n . Главная их цель состоит в том, чтобы в правой
части системы, полученной в результате этих преобразований нор-
мы слагаемых, не содержащих в явном виде степеней компонент
c(4n) и d в области (5),(13), удовлетворяли оценке O(e−4nατ‖F‖)
при τ →∞ , ‖F‖ → 0 .
На первом этапе выполним замену ci(τ) , i = 1, . . . , n на
c
(1)

















2 . . . ∂u
mr
r
, i = 1, . . . , n.
После подстановки (14) в левую и правую части системы (12) с
























































































































2 . . . d
mr
r ,
i = 1, . . . , n.
(15)
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Из (11), (14) следует
c
(1)
i (0) = x̄i + Fi, i = 1, . . . , n. (16)
Нетрудно видеть, что в правой части системы (15) нормы слага-
емых, не содержащих в явном виде степеней компонент векторов
c(1) и d , в области (5), (13) удовлетворяют условию O(e−2ατ‖F‖)
при τ →∞ , ‖F‖ → 0 . На втором этапе сделаем замену
c
(1)

























(0, 0)Fj , ϕ
(2)
i (0) = 0, i = 1, . . . , n.
(17)
В результате в новых переменных система (15) и начальные






















































































































































































2 . . . d
mr
r ,




i (0) = x̄i + Fi − ϕ
(2)
i (F ), ϕ
(2)
i (0) = 0, i = 1, . . . , n. (19)
В отличии от предыдущей замены в правой части системы (18)
нормы слагаемых, не содержащие в явном виде степеней компо-
нент векторов c(2) и d в области (5), (13) удовлетворяют условию
O(e−3ατ‖F‖) при τ → ∞ , ‖F‖ → 0 . Используя (14)–(19) и ин-









i (F ), ϕ
(k)
i (0) = 0, i = 1, . . . , n. (20)
Если применить преобразование (20) 4n раз, объединить слагаемые
в полученной системе линейные по компонентам вектора c(4n) и
содержащие коэффициенты e−iατ , i = 1, . . . , n , а также слагаемые
линейные по компонентам вектора d и содержащие коэффициенты
e−iατ , i = 1, . . . , n , то согласно (15)–(20) будем иметь систему и
12







(4n), d, τ) +R3(c




1, . . . , R
n
1 )
T , R2 = (R
1






3, . . . , R
n
3 )
T , R4 = (R
1





P = αe−ατ (A+ e−ατP2(F ) + · · ·+ e−(n−1)ατPn−1(F )),
Q = αe−ατ (B + e−ατQ2(F ) + · · ·+ e−(n−1)ατQn−1(F )),
(22)
c(4n)(0) = x̄+ F − ϕ(2)(F )− ϕ(3)(F )− · · · − ϕ(4n)(F ),
ϕ(i) = (ϕ
(i)
1 , . . . , ϕ
(i)
n )
T , ϕ(i)(0) = 0, i = 1, . . . , 4n.
(23)
Функции Ri1 содержат все слагаемые, линейно зависящие от ком-
понент вектора c(4n) с коэффициентам e−iατ , i > n + 1 . Функции
Ri2 содержат все слагаемые, линейно зависящие от компонент век-
тора d с коэффициентами e−iατ , i > n + 1 . В Ri3 содержатся все
слагаемые нелинейные по компонентам векторов c(4n) и d . Функ-
ция Ri4 состоит из слагаемых, не содержащих степеней компонент
векторов c(4n) и d .




= υ, υ = (υ1, . . . , υr)
T . (24)
Положим
d(0) = 0. (25)




= P̄ c̄(4n) + Q̄υ + R̄1(c
(4n), d, τ) + R̄2(c
(4n), d, τ)+
+ R̄3(c
(4n), d, τ) + R̄4(c




1, . . . , R
n
1 , 0, . . . 0)
T
n+r×1, R̄2 = (R
1
2, . . . , R
n






3, . . . , R
n
3 , 0, . . . 0)
T
n+r×1, R̄4 = (R
1
4, . . . , R
n





















(4n)(0), 0, . . . , 0)T , (27)
где Oi, i = 1, 2, 3 — матрицы с нулевыми элементами соответству-
ющих размерностей, E — единичная матрица.
Замечание 3. Пусть S̃ = {L̃1, L̃2, . . . , L̃n+r},
L̃1 = Q̄, L̃i = P̄ L̃i−1 −
dL̃i−1
dτ











˜̃L1 . . .
˜̃Ln
Er×r Or×r . . . Or×r
)
,
где On×r, Or×r — матрицы с нулевыми элементами соответствую-
щих размерностей.
Из условий (20), (17), (14), (11) следует существование C2 > 0 ,
C3 > 0 , таких что для всех c(4n) и F , принадлежащих области
‖c(4n)‖ < C2, ‖F‖ < C3, τ ∈ [0,+∞), (28)
соответствующая функция c(τ) будет принадлежать области (13).
1.2 Оценка слагаемых правой части вспомогательной си-
стемы и описание процедуры построения решения
задач
Из построения системы (21) and определения функций Ri1 ,
Ri2 , Ri3 , Ri4 в области (5), (27) следуют следующие оценки
‖Pi(F )‖ → 0, ‖Qj(F )‖ → 0 при ‖F‖ → 0, (29)
i = 2, . . . , n− 1, j = 2, . . . , n− 1,
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‖R1(c(4n), d, τ)‖ 6 e−(n+1)ατL1‖c(4n)‖,
‖R2(c(4n), d, τ)‖ 6 e−(n+1)ατL2‖d‖,
‖R3(c(4n), d, τ)‖ 6 e−ατL3(‖c(4n)‖2 + ‖d‖2),
‖R4(c(4n), d, F, τ)‖ 6 e−(4n+1)ατL4(F ).
(30)
Li > 0, i = 1, 2, 3, L4(F ) > 0.
Кроме того, из построения R4 следует, что
L4(F )→ 0 при ‖F‖ → 0.
Рассмотрим линейную часть системы (26)
dc̄(4n)
dτ
= P̄ c̄(4n) + Q̄υ. (31)
Лемма. Пусть для системы (1) выполнены условия (4). Тогда су-
ществует ε1 > 0 , ε1 < C3 такое что для всех F ∈ Rn : ‖F‖ < ε1
существует управление υ(τ) вида:
υ(τ) = M(τ)c̄(4n), ‖M(τ)‖ = O(enατ ), τ →∞, (32)
обеспечивающее экспоненциальное убывание фундаментальной
матрицы системы (31), замкнутой управлением (32).
После решения задачи стабилизации системы (31) находим ре-
шение задачи Коши для системы (26) с начальными данными (27) с
учетом подстановки в ее правую часть управления (32). В результа-
те получим известную функцию d(τ), υ(τ) . Далее строим функцию
d̄(τ) = d(kh), при τ ∈ [kh, (k + 1)h], h > 0, k = 0, 1, . . . (33)
и решаем задачу Коши для системы (26) с начальными данны-
ми (27) после подстановки в ее правую часть функции d̄(τ) . Ре-
шение задачи Коши дает известную функцию c(4n)(τ) . Используя
формулы перехода (20), (17), (14) будем иметь известные функции
c(τ), d̄(τ) , τ ∈ [0,+∞) , которые являются решением Задачи 2. На
заключительном этапе с помощью формул (10), (8) и предельного
перехода получим пару функций x(t), u(t) , которая согласно Заме-
чанию 1, является решением исходной Задачи 1. При этом моменты
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времени tk , фигурирующие в определении дискретного управле-
ния, находятся по формуле
tk = 1− e−αkh, k = 0, 1, . . . (34)
Если в решении Задачи 1 выбрать tm так, чтобы ‖x(tm)‖ 6 ε1 ,
|tm − 1| < ε2 , то на промежутке [0, tm] получим пару функций
x(t), u(t) , которая является решением Задачи 2.
1.3 Доказательство леммы
Пусть Lj1 , j = 1, . . . , r — j -ый столбец матрицы Q̄ . Построим
матрицу
S1 = {L11, L12, . . . , L1k1 , L
2
1, . . . , L
2
k2 , . . . , L
r








, j = 1, . . . , r, i = 2, . . . , kj .
(35)
Здесь kj , j = 1, . . . , r — максимальное количество столб-
цов вида Lj1, . . . , l
j
kj
, j = 1, . . . , r таких что векторы
L11, L
1
2, . . . , L
1
k1
, L21, . . . , L
2
k2




∀τ ∈ [0,+∞) . Пусть L̄j1 , j = 1, . . . , r — j -ый столбец матрицы Q .
Рассмотрим матрицу
S2 = {L̄11, L̄12, . . . , L̄1k1 , L̄
2
1, . . . , L̄
2
k2 , . . . , L̄
r








, j = 1, . . . , r, i = 2, . . . , kj .
Покажем, что при достаточно малых ‖F‖
rank S2 = n, ∀τ ∈ [0,+∞). (36)
Пусть L̄j1, j = 1, . . . , r — j -ый столбец матрицы αe
−ατB . Построим
матрицу
S3 = {L̄11, L̄12, . . . , L̄1k1 , L̄
2
1, . . . , L̄
2
k2 , . . . , L̄
r







, j = 1, . . . , r, i = 2, . . . , kj .
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Из условий (22), (29) следует существование ε̄1 > 0, ε̄1 < C3 такого,
что для всех F : ‖F‖ < ε̄1 rankS2 = rankS3,∀τ ∈ [0,+∞) . Рассуж-
дая методом от противного и используя (4), нетрудно убедиться
в справедливости равенства rankS2 = rankS3 = n, ∀τ ∈ [0,+∞) .
Кроме того из структуры матрицы (35) (см. Замечание 3) и усло-
вий (36),(22) следует, что rankS1 = n+ r , ∀τ ∈ [0,+∞) , а также
‖S−11 ‖ = O(enατ ), τ →∞. (37)
Положим величину ε1 > 0 , которая фигурирует в формулировке
леммы, равной ε1 = ε̄1 . Считая, что ‖F‖ < ε1 выполним в систе-
ме (31) замену переменных
c̄(4n) = S1(τ)y. (38)















= {ē2, . . . , ēk1 , ϕ̄k1(τ), . . . , ēk1+···+kr−1+2, ϕ̄kr−1(τ), . . . , ēk1+···+kr , ϕ̄kr (τ)},
ēi = (0, . . . , 1, . . . , 0)
T
n+r×1 , где 1 стоит на i-ом месте,
ϕ̄kj = (−ϕ1k1 , . . . ,−ϕ
k1
k1
, . . . ,−ϕ1kj , . . . ,−ϕ
kj
kj
, 0, . . . , 0)Tn+r×1,




векторам L1i , i = 1, . . . , k1 ; L2i , i = 1, . . . , k2 ; . . . ; L
j
i , i = 1, . . . , kj ,
j = 1, . . . , r ,
∑r












S−11 Q̄ = {ē1, . . . , ēkj+1, . . . , ēγ+1}n+r×r , γ =
∑r−1
i=1 ki . Рассмотрим
задачу стабилизации системы вида:
dykj
dτ
= {ēkj2 , . . . , ē
kj
kj
, ϕ̄kj}ykj + ē
kj
1 υj , j = 1, . . . , r,
ykj = (y
1









































ψ, . . . (41)
y1kj = ψ
(kj−1) + rkj−2(τ)ψ
(kj−2) + · · ·+ r1(τ)ψ(1) + r0(τ)ψ.
Дифференцируя последнее равенство (41) сводим систему (40)
к уравнениям
ψ(kj) + εkj−1(τ)ψ
(kj−1) + · · ·+ ε0(τ)ψ = υj , j = 1, . . . , r. (42)
Замечание 4. Из (39), (22) и определений функций ϕikj , i =
1, . . . , kj следует, что в (40)–(42) функции ϕ
kj
kj
(τ), . . . , ϕ2kj (τ) ,
ϕ1kj (τ) , их производные, а также функции rkj−2(τ), . . . , r0(τ) ,





(εkj−i(τ)− γkj−i)ψ(kj−i), j = 1, . . . , r, (43)











, i 6= j, λjki < −(2n+ 1)α− 1, j = 1, . . . , ki, i = 1, . . . , r.





(4n), j = 1, . . . , r,
δkj = (εkj−1(τ)− γkj−1, . . . , ε0(τ)− γ0),
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Tkj — матрица равенства (41), то есть
ykj = Tkj ψ̄, ψ̄ = (ψ
(kj−1), . . . , ψ)T ,
S−11kj — матрица, состоящая из соответствующих kj -строк матрицы













Из условия (44), Замечания 3 и оценки (36) следует (32). Пусть
Ψ(τ) фундаментальная матрица системы (42), замкнутая управле-
нием (43). Очевидно, что элементами матрицы Ψ(τ) являются экс-
поненты с отрицательными показателями и их производные:
‖Ψ(τ)‖ 6 K̃e−λτ , λ > 0, ‖Ψ(τ)Ψ−1(t)‖ 6 K̃e−λ(τ−t), τ > t.
Рассмотрим систему (31), замкнутую управлением (32), (44)
dc̄(4n)
dτ
= C(τ)c̄(4n), C(τ) = P̄ (τ) + Q̄(τ)M(τ). (45)
Введем в рассмотрение блочно-диагональную матрицу T (τ) , где
на ее диагонали стоят матрицы Tki , i = 1, . . . , r . С учетом (38) и
(41) фундаментальная матрица Φ(τ) , Φ−1(0) = E (E — единичная
матрица) системы (45) имеет вид
Φ(τ) = S1(τ)T (τ)Ψ(τ)Ψ
−1(0)T−1(0)S−11 (0). (46)
На основании (36), (46), структуры S1(τ) : ‖S1(τ)‖ = O(e−ατ ) ,
τ →∞ , и Замечания 3 имеем
‖Φ(τ)‖ 6 Ke−λτ , λ > 0,
‖Φ(τ)Φ−1(t)‖ 6 Ke−λ(τ−t)e(n−1)αt, τ > t,
(47)




Система (26), замкнутая управлением (32), (44) имеет вид
dc̄(4n)
dτ
= C(τ)c̄(4n) + R̄1(c
(4n), d, τ) + R̄2(c
(4n), d, τ)+
+ R̄3(c
(4n), d, τ) + R̄4(c
(4n), d, τ).
(48)
Выполним в системе (48) замену переменной по формуле
c̄(4n) = ze−nατ , c̄(4n)(0) = z(0), z = (z1, z2)
T ,
c(4n) = z1e
−nατ , d = z2e
−nατ .
(49)
В результате получим систему
dz
dτ












D(τ) = C(τ) + nαE.
(50)
Пусть Φ1(τ) фундаментальная матрица линейной части си-
стемы (50). Тогда из (47) и (49) следуют оценки
‖Φ1(τ)‖ 6 Ke−βτ , ‖Φ1(τ)Φ−11 (t)‖ 6 Ke−β(τ−t)e(n−1)αt,
β = λ− nα, τ > t.
(51)
Выберем α > 0 так, чтобы β > 0 . Решение системы (50) с









































−nαtz2, t)]dt, τ ∈ [0, τ1].
(53)






















τ ∈ [0, τ1],
(55)
где K̄ = Ke(n−1)ατ1 , L̄ > 0 — постоянная величина в области (5),
(27). Применяя к последним двум неравенствам (54), (55) извест-






−2nαtdt, τ ∈ [τ1,∞),







−2nαtdt, τ ∈ [0, τ1],
µ1 = β −KL̄.
(57)
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Зафиксируем τ1 > 0 так, чтобы было выполнено неравенство
µ > 0 . Тогда после вычисления интеграла во вторых слагаемых
правой части (56) и (57) получим
‖z(τ)‖ 6 K̄e−µ(τ−τ1)‖z(τ1)‖+
+K1L4(F )e
−2nατ , τ ∈ [τ1,∞)
(58)
‖z(τ)‖ 6 K‖c(4n)(0)‖+K2L4(F ),
τ ∈ [0, τ1], Ki > 0, i = 1, 2.
(59)
В (58), (59) константы Ki, i = 1, 2 зависят от области (5), (27).
Из (58) и (59), свойства функции L4(F ) (L4(F )→ 0 при ‖F‖ → 0) и
формулы (23) следует, что можно выбрать ε̄2 > 0 так, чтобы ∀x̄, F :
‖x̄‖ 6 ε̄2, ‖F‖ 6 ε̄2 функция z(τ) будет экспоненциально убывать
и принадлежать области (5), (27). Используя формулы (49), (32),
получим известные функции c̄(4n)(τ) , υ(τ) . Вторая компонента f
c̄(4n)(τ) даст известные функции d(τ) . При этом, согласно (58), (49)
имеет место оценка
‖c̄(4n)(τ)‖ 6 K3e−3nατ τ ∈ [0,∞),K3 > 0. (60)
В (60) константы K3 зависят от области (5), (27).
Используя функцию d(τ) с формулой (33), получим извест-
ную функцию d̄(τ) . Рассмотрим систему (26), замкнутую найден-
ным управлением υ(τ) при условии, что в правую часть ее пер-
вых n уравнений подставлена функция d̄(τ) , определенная функ-
цией (33), а в правую часть последних r уравнений подставлена
найденная функция υ(τ) на промежутке [kh, (k+1)h), k = 0, 1, . . . .
Ее можно записать в виде
dc̄(4n)
dτ
= Cc̄(4n) + Q̄(d̄− d) + R̄1(c(4n), d̄, τ)+
R̄2(c
(4n), d, τ) + (R̄2(c
(4n), d̄, τ)− R̄2(c(4n), d, τ))+
+ R̄3(c
(4n), d, τ) + (R̄3(c
(4n), d̄, τ)− R̄3(c(4n), d, τ))+
+ R̄4(c
(4n), d̄, τ),






O4 — матрица с нулевыми элементами соответствующей размерно-
сти.
На основании теоремы о среднем справедливы равенства
Ri2(c


























θi ∈ [0, 1], k = 0, 1, . . . , i = 1, . . . , r.
(62)










K5 > 0, K5 = K4e
2nαh, τ̃ ∈ [kh, (k + 1)h], τ ∈ [kh, (k + 1)h].
В (63) константа K5 зависит от области (5), (27), но не зависит
от номера k .
В результате условий (62) и (63) получим
‖d̄− d‖ 6 K6e−2nατh,K6 > 0,
‖R2(c(4n), d̄, τ)−R2(c(4n), d, τ)‖ 6 K7e−2nατh,K7 > 0,
‖R3(c(4n), d̄, τ)−R2(c(4n), d, τ)‖ 6 K8e−2nατh,K8 > 0,
τ ∈ [kh, (k + 1)h], k = 0, 1, . . .
(64)
В (64) константы K6,K7,K8 зависят от области (5), (27), но не
зависят от k . Покажем, что решения системы (61), начинающиеся
в достаточно малой окрестности начала координат, экспоненциаль-
но убывают. Выполним в системе (61) замену переменной c̄(4n) по
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формуле (49). В результате получим
dz
dτ
= Dz + enατ Q̄(d̄− d) + enατ R̄1(e−nατz1, d̄, τ)+
+ R̄2(e
−nατz1, e
−nατz2, τ) + e
nατ (R̄2(e
−nατz1, d̄, τ)−
− R̄2(e−nατz1, d, τ)) + enατ R̄3(e−nατz1, e−nατz2, τ)+
+ enατ (R̄3(e




−nατ , d̄(τ) = z2(kh)e
−nαkh, τ ∈ [kh, (k + 1)h],
k = 0, 1, . . .
(65)











nαt[Q̄(d̄− d) + R̄1(e−nαtz1, e−nαtz2, t)+
+ R̄2(e
−nαtz1, e
−nαtz2, t) + (R̄2(e
−nατz1, d̄, τ)−
− R̄2(e−nατz1, d, τ)) + R̄3(e−nαtz1, e−nαtz2, t)+
+ (R̄3(e
−nατz1, d̄, τ)− R̄3(e−nατz1, d, τ))+
+ R̄4(e










nαt[Q̄(d̄− d) + R̄1(e−nαtz1, e−nαtz2, t)+
+ R̄2(e
−nαtz1, e
−nαtz2, t) + (R̄2(e
−nατz1, d̄, τ)−
− R̄2(e−nατz1, d, τ)) + R̄3(e−nαtz1, e−nαtz2, t)+
+ (R̄3(e
−nατz1, d̄, τ)− R̄3(e−nατz1, d, τ))+
+ R̄4(e
−nαtz1, d̄, t)]dt, τ ∈ [0, kh].
(67)







e−β(τ−t)(L̄‖z‖+ L4(F ) +K9h)e−αtdt,






e−β(τ−t)(L̄‖z‖+ L4(F ) +K9h)e−αtdt,
τ ∈ [0, kh], K = Ke(n−1)αkh.
(69)














τ ∈ [0, kh], µ1 = β −KL̄.
Зафиксируем k = k1 так, чтобы было выполнено неравенство
µ > 0 . Тогда после вычисления интегралов во вторых слагаемых
правой части (70) и (71) получим
‖z(τ)‖ 6 Ke−µ(τ−k1h)‖z(k1h)‖+K10(L4(F ) + h)e−ατ ,
τ ∈ [k1h, (k1 + 1)h],
(72)
‖z(τ)‖ 6 K‖c̄(4n)(0)‖+K11(L4(F ) + h),
τ ∈ [0, k1h],Ki > 0, i = 10, 11.
(73)
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Константы Ki, i = 10, 11 зависят от области (5), (27) и не зависят
от номера k интервала .
Из (72), (73), свойства функции L4(F ) и формулы (23) следу-
ет, что можно выбрать ε̄2 : 0 < ε̄2 < ε̄1 так, чтобы
∀x̄, F, h : ‖x̄‖ 6 ε̄2, ‖F‖ 6 ε̄2, 0 < h < ε̄2
функция z(τ) на полуоси τ ∈ [kh,∞) , k > k1 , будет экспоненци-
ально убывать и принадлежать области (5), (27). Подстановка (66),
(67) в формулу (49) даст известную функцию c̄(4n)(τ) , υ(τ) . Воз-
вращаясь в первой компоненте функции c̄(4n) к исходной перемен-
ной c по формулам (20), (17), (14) получим известную функцию
c(τ) . В силу построения систем (61), (26), (21) указанная функ-
ция удовлетворяет системе (9), при условии, что в правую часть
системы (9) подставлена известная функция d̄(τ) . Согласно (72),
(49), (23), (20), (19), (17), (16) и (14) функция c(τ) удовлетворяет
граничным условиям (11). Отсюда следует, что пара c(τ), d̄(τ) яв-
ляется решением Задачи 2. Если перейти в найденных функциях к
исходной независимой переменной t , используя формулы (8), (10)
(34), то получим известные функции x(t) = c(τ(t)) , ū(t) = d̄(τ(t))
и ῡ(t) = υ(τ(t)) , удовлетворяющие системе
ẋ = f(x, ū) + F,
u̇ = (1− t)−1ῡ(t),
(74)
x(0) = x̄, u(0) = 0,
ū(t) = u(tk), t ∈ [tk, tk+1), k = 0, 1, . . .
Из построения системы (74) и условий (11), (10), (8) видно,
что найденная пара функций x(t), ū(t) удовлетворяет системе (1)
и условиям (7). Отсюда следует, что переход к пределу при t → 1
в найденных функциях x(t), ū(t) дает искомое решение Задачи 1.
При этом моменты времени tk , фигурирующие в определении дис-
кретного управления, находятся по формуле (34).
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Алгоритм решения поставленных Задач 1 и 2 состоит из сле-
дующих этапов:
1. Построение вспомогательной системы (26). Выполняется ана-
литическими методами и реализуется средствами компьютер-
ной алгебры.
2. Решение задачи стабилизации системы (31). Выполняется
аналитическими методами и реализуется средствами компью-
терной алгебры.
3. Решение задачи Коши для системы (26) с начальными дан-
ными (27) (∀x̄, F : ‖x̄‖ < ε̄2, ‖F‖ < ε̄2 ), замкнутым
стабилизирующим управлением υ(τ) = M(τ)c̄(4n) , полу-
ченным в п.2 . В результате запишем известные функции
c̄(4n)(τ) = (c(4n)(τ), d(τ)), υ(τ) . Выполняется численными ме-
тодами. Используя известную функцию с помощью формул
(2.14),(2.11),(2.8) получим известную пару функций . Выпол-
няется аналитическими методами и реализуется средствами
компьютерной алгебры.
4. При h : 0 < h < ε̄2 строим функцию
d̄(τ) = d(kh), τ ∈ [kh, (k + 1)h), k = 0, 1, . . .
Выполняется аналитическими методами и реализуется сред-
ствами компьютерной алгебры.
5. Решение задачи Коши для системы (9), (24) с начальными
условиями (11), (25) после подстановки в ее правую часть
функции d̄(τ) , найденной в пункте 4. В результате будем
иметь абсолютно непрерывную функцию c(τ) и кусочно-
постоянную функцию d̄(τ) , являющиеся решением Задачи 2.
Выполняется численными методами.
6. Используя формулы τ = − 1α ln(1−t) , t ∈ [0, 1) и (34) получим
известные функции
x(t), ū(t) = u(tk), t ∈ [tk, tk+1), k = 0, 1, . . . ,
являющиеся решением поставленной задачи (1), (6). Выпол-
няется аналитическими методами и реализуется средствами
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компьютерной алгебры являющиеся решением поставленной
задачи.
1.5 Решение задачи управления однозвенным манипуля-
тором в классе дискретных управлений.
В качестве иллюстрации предложенного метода рассмотрим
задачу управления однозвенным роботом-манипулятором при пе-
реносе груза в заданную точку. В соответствии с [9], система урав-
нений, описывающая движение манипулятора с учетом возмущений
имеет вид
ẋ1 = x2,
ẋ2 = −a2 sinx1 − a1x2 + u+ F,
где x1 — угол отклонения манипулятора от вертикальной оси,
x2 — скорость изменения угла отклонения, a1 = ᾱL−2m−11 , m1 =
m0 +
M
3 , a2 = gL
−1 (m0 + M2 )m−11 , M —масса манипулятора, L —
длина манипулятора, g — ускорение свободного падения, ᾱ — ко-
эффициент трения, m0 — масса переносимого груза, F — возмуще-
ние, x = (x1, x2)T , управление u скалярно. Рассмотрим граничные
условия
x(0) = x̄, x(1) = 0.













c1(0) = x̄1, c2(0) = x̄2, d(0) = 0,
ci(τ)→ 0 при τ →∞, i = 1, 2.
(76)
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= −αe−ατa2 sin(c(1)1 +
1
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Линейная часть системы (77) может быть записана в форме
dc̄
dτ







 0 αe−ατ 0−αe−ατa2 −αe−ατa1 αe−ατ
0 0 0




Матрицы S , S−1(P̄S − dSdτ ) , T , δ имеют вид
S =














ϕ2(τ) = −α2(−e−ατa1 + e−2ατa2 + 2),










δ = (δ2, δ1, δ0),
δ2 = (−γ2 − ϕ3),










где γ2, γ1, γ0 выбраны так, чтобы корни λ1, λ2, λ3 характеристиче-
ского уравнения λ3 + q2λ2 + qλ1 + q0 лежали в левой полуплоскости.
Пусть λ1 = −1 , λ2 = −2 , λ3 = −3 . Тогда q2 = 6 , q1 = 11 , q0 = 6 .
Используя матрицы S , S̄ , T и формулу (44) получим закон управ-
ления








3 − 3e−2ατa2α3 − 6e−2ατa2α2+





2 − e−2ατa2α2 − 3e−ατa1α2−
− 6e−ατa1α+ 7α2 + 18α+ 11),
m3(τ) = αe
−ατa1 − 3α− 6,
(80)
который обеспечивает стабилизацию системы (78). Далее решаем
задачу Коши (77) для системы (80) с начальными данными
c
(1)





2 (0) = x̄2 +
1
2
F, d(0) = 0.
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В результате получим известную функцию υ(τ) , τ ∈ [0,+∞) , кото-
рая в свою очередь дает дискретное управление ῡ(t) = υ(τ(t)) . На
заключительном этапе находим решение задачи Коши для системы
ẋ1 = x2,
ẋ2 = −a2 sinx1 − a1x2 + ū+ F,
u̇ = (1− t)−1ῡ(t)
на промежутке [0, 1] с начальными данными
x1(0) = x̄1, x2(0) = x̄2, u(0) = 0.
ū = u(tk), t ∈ [tk, tk+1), tk = 1− e−αkh, k = 0, 1, . . .
В процессе численного моделирования находилось решение Зада-
чи 2 при x̄1 = −0.5 рад, x̄2 = −0.8 рад/сек, ᾱ = 0.1 , α = 0.25 ,
L = 10 m, M = 20 кг, m0 = 1 кг, ε1 = 0.001 , ε2 = 0.01 , F = 0.1 ,
h = 0.01 . На рисунке 1.1 представлены графики соответствующих
функций фазовых координат x1(t) , x2(t) .
Рис. 1.1.
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§2. Решение задачи стабилизации для нелинейных неста-
ционарных управляемых систем с учетом возмущений
Объектом исследования является управляемая система обык-
новенных дифференциальных уравнений:
ẋ = f(x, u, t) + µF (t), (1)
где x = (x1, . . . , xn)T , x ∈ Rn , u = (u1, . . . , ur)T , u ∈ Rr , r 6 n ,
t ∈ [0, 1] , µ ∈ R1 ;
f ∈ C4n−1(Rn ×Rr ×R1;Rn), F (t) ∈ C(4n−1)([0, 1], Rn), (2)








(0, 0, 1), S = (B0, A0B0, . . . , A
n−1
0 B0),
rank S = n. (4)












(0, 0, 1), i = 1, . . . , 2n− 1,
A = αe−ατA0 + αe
−2ατA1 + . . .+ αe
−nατAn−1,
B = αe−ατB0 + αe
−2ατB1 + . . .+ αe
−2nατB2n−1,
здесь α > 0 , τ ∈ [0,∞) . Рассмотрим пространство
L(τ) , образованное линейными комбинациями столбцов матриц
L1(τ), L2(τ), . . . , Ln(τ) , где
L1(τ) = B(τ), Li(τ) = A(τ)Li−1(τ)−
dLi−1
dτ
, i = 2, . . . , n.
Предположим, что
dimL(τ) = n, τ ∈ [0,∞), α > 0, (5)
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‖u‖ 6 N,N > 0. (6)
Задача 1. Найти пару функций x(t) ∈ C[0, 1] , u(t) ∈ C[0, 1] , удо-
влетворяющих системе (1) и условиям
x(0) = x0, x(1) = 0, x0 = (x
1




Указанную пару функций x(t) , u(t) будем называть решением за-
дачи (1), (7).
Теорема. Пусть для правой части системы (1) выполнены усло-
вия (2)–(5). Тогда существует ε̄ > 0 , µ0 > 0 , такое что ∀x0 ∈ Rn ,
∀µ ∈ R1 , ‖x0‖ < ε̄ , |µ| < µ0 решение задачи (1),(7) может быть
получено после решения задачи стабилизации линейной нестаци-
онарной системы с экспоненциальными коэффициентами и после-
дующим решением задачи Коши для вспомогательной системы
обыкновенных дифференциальных уравнений.
Главная идея доказательства утверждения состоит в том, что
посредством преобразований зависимых и независимых перемен-
ных, решение исходной задачи сводится к решению задачи стаби-
лизации нелинейной вспомогательной системы обыкновенных диф-
ференциальных уравнений специального вида при постоянно дей-
ствующих возмущениях. Для ее решения находится синтезирую-
щее управление, обеспечивающее экспоненциальное убывание фун-
даментальной матрицы линейной части вспомогательной системы.
На заключительном этапе осуществляется переход к исходным пе-
ременным.
2.1 Построение вспомогательной системы
Рассмотрим задачу: найти пару функций
x(t) ∈ C[0, 1], u(t) ∈ C[0, 1],
удовлетворяющих системе (1) и условиям
x(0) = x0, x(t)→ 0, при t→ 1. (8)
Эту пару функций будем называть решение задачи (1), (8). Перехо-
дя к пределу в решении задачи (1), (8) при t→ 1 получим решение
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задачи (1), (7). Сделаем в системе (1) преобразование независимой
переменной:
t = 1− e−ατ , τ ∈ [0,∞), (9)
где α > 0 некоторое фиксированное число, подлежащее определе-




= αe−ατf(c, d, t(τ)) + αe−ατF (1− e−ατ ), (10)
c(0) = x0, c(τ)→ 0 при τ →∞, (11)
c(τ) = x(t(τ)), d(τ) = u(t(τ)), τ ∈ [0,+∞), (12)
c = (c1, . . . , cn)
T , d = (d1, . . . , dr)
T .
Пару функций c(τ) , d(τ) , удовлетворяющую системе (10) и
условиям (11) будем называть решением задачи (10), (11). Имея
решение задач (10), (11), с помощью формул (12), (9) можно полу-
чить решение задача (1), (8). Введем обозначения








k! = k1! . . . kn!, m! = m1! . . .mr!
Если, используя свойства (2), (3), разложить правую часть
системы (1) в ряд Тейлора в окрестности точки (0, 0, 1) , систему
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(t̃(τ)), i = 1, . . . , n.
t̃(τ) = 1− θie−ατ , θi ∈ [0, 1], i = 1, . . . , n.
Пусть область изменения c(τ) ограничена неравенством
||c(τ)|| < C1, |µ| < µ1, C1 > 0, µ1 > 0, τ ∈ [0,+∞). (14)
Сделаем множество преобразований сдвигов функций ci(τ) ,
i = 1, . . . , n . Главная их цель состоит в том, чтобы в правой части
35
системы, полученной в результате этих преобразований, все сла-
гаемые, не содержащие в явном виде степеней компонент c и d в
области (6), (14) удовлетворяли оценке O(e−4nατ‖µ‖) при |µ| → 0 ,





















i = 1, . . . , n.
После подстановки (15) в левую и правую части системы (13),






























































































































2 − µe−ατF2(1))k2 × · · · × (c(1)n − µe−ατFn(1))kn×
× dm11 d
m2
2 . . . d
mr









× (c(1)2 − µe−ατF2(1)k2) · · · × (c(1)n − µe−ατFn(1))kn×
× dm11 d
m2















i = 1, . . . , n.
Из (11), (15) следует, что
c
(1)
i (0) = x
i
0 + µFi(1), i = 1, . . . , n. (17)
Нетрудно видеть, что в правой части системы (16) слагаемые,
не содержащие в явном виде степеней компонент векторов c(1) и d ,
в области (6), (14) удовлетворяют условию O(e−2ατµ) при µ → 0 ,
τ →∞ .
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На втором этапе сделаем замену
c
(1)









































i (0) = 0,
i = 1, . . . , n.
(18)
В результате в новых переменных система (16) и начальные









































































































































































































































i (0) = x
i




i (0) = 0, i = 1, . . . , n. (20)
В отличие от предыдущей замены в правой части системы (19) сла-
гаемые, не содержащие в явном виде степеней компонент векторов
c(2) и d в области (6), (14) удовлетворяют условию O(e−3ατ |µ|) при
τ → ∞ , |µ| → 0 . Используя (15), (18) и индуктивный переход на
k-ом шаге получим искомое преобразование вида
c
(k−1)
i (τ) = c
(k)





i (0) = 0, i = 1, . . . , n. (21)
Если применить преобразования (21) 4n − 1 раз, объединить
слагаемые в полученной системе линейные по компонентам вектора
c(4n−1) и содержащие коэффициенты e−iατ , i = 1, . . . , n , а также
слагаемые линейные по компонентам вектора d и содержащие ко-
эффициенты e−iατ , i = 1, . . . , 2n , то согласно (16)–(20) будем иметь





(4n−1), d, µ, τ)+
+R2(c
(4n−1), d, µ, τ) +R3(c
(4n−1), d, µ, τ)+
+R4(c




1, . . . , R
n
1 )
T , R2 = (R
1






3, . . . , R
n
3 )
T , R4 = (R
1




P (µ) = α(e−ατA0 + e
−2ατA1 + · · ·+ e−nατAn−1+
+ e−2ατ Ā1(µ) + · · ·+ e−nατ Ān−1(µ)),
Q(µ) = α(e−ατB0 + e
−2ατB1 + · · ·+ e−2nατB2n−1+
+ e−2ατ B̄1(µ) + · · ·+ e−2nατ B̄2n−1(µ)),
(23)
c(4n−1)(0) = x0 + µF (1)− ϕ(2)(µ)− ϕ(3)(µ)− · · · − ϕ(4n−1)(µ),
ϕ(i) = (ϕ
(i)
1 , . . . , ϕ
(i)
n )
T , i = 1, . . . , 4n− 1, ϕ(i)(0) = 0.
(24)
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Функции Ri1 содержат все слагаемые, которые линейно зависят от
компонент вектора c(4n−1) с множителями e−iατ , i > n+ 1 . Функ-
ции Ri2 содержат все слагаемые, которые линейно зависят от ком-
понент вектора d с множителями e−iατ , i > 2n+1 . В Ri3 содержат-
ся все слагаемые нелинейные по компонентам векторов c(4n−1) и d .
Функции Ri4 состоят из суммы слагаемых, не содержащих степеней
компонент векторов c(4n−1) и d .
2.2 Оценка слагаемых правой части вспомогательной си-
стемы
Из условий (21), (3) и построения системы (22) следует, что в
области (6), (14) имеют место оценки
||Āi(µ)|| → 0, ||B̄j(µ)|| → 0 при |µ| → 0, (25)
i = 1, . . . , n− 1, j = 1, . . . , 2n− 1,
||R1(c(4n−1), d, τ)|| 6 e−(n+1)ατL1||c(4n−1)||,
||R2(c(4n−1), d, τ)|| 6 e−(2n+1)ατL2||d||,
(26)
||R3(c(4n−1), d, µ, τ)|| 6 e−ατL3(||c(4n−1)||2 + ||d||2). (27)
Кроме того из условий (2), (3) и построения R4 следует, что




= Pc(4n−1) +Qd. (29)
Лемма. Пусть для системы (1) выполнены условия (4), (5). Тогда
существует µ2 > 0 , µ2 < µ1 такое что для всех µ ∈ R1 : |µ| < µ2
существует управление вида d(τ)
d(τ) = M(τ)c(4n−1), ||M(τ)|| = O(enατ ), τ →∞, (30)




При доказательстве используем метод Н. Н. Красовского ста-
билизации линейных нестационарных систем. Пусть Lj1 — j -ый сто-
бец матрицы Q , j = 1, . . . , r . Построим матрицу
S1 = {L11, L12, . . . , L1k1 , L
2
1, . . . , L
2
k2 , . . . , L
r









j = 1, . . . , r, i = 2, . . . , kj .
Здесь kj , j = 1, . . . , r — максимальное количество столб-
цов вида Lj1, . . . , l
j
kj
, j = 1, . . . , r таких, что векторы
L11, L
1
2, . . . , L
1
k1
, L21, . . . , L
2
k2





rank S1 = n (31)
для достаточно малых |µ| . Пусть L̄j1 , j = 1, . . . , r — j -ый столбец
матрицы B . Введем в рассмотрение матрицу
S2 = {L̄11, L̄12, . . . , L̄1k1 , L̄
2
1, . . . , L̄
2
k2 , . . . , L̄
r









j = 1, . . . , r, i = 2, . . . , kj ,
(32)
где kj , j = 1, . . . r определяются так же, как при построении мат-
рицы S1 . Условия (2), (23), (25), (32)гарантируют, что S1 → S2 при
µ → 0 . Отсюда и из условия (5) следует существование µ̄ > 0 :
µ̄ < µ1 такого что ∀µ ∈ R1 : |µ| < µ̄ , rank S1 = rank S2 = n .
Далее пусть L̄j1 , j = 1, . . . , r — j -ый столбец матрицы αe
−ατB0 .
Рассмотрим матрицу
S3 = {L̄11, L̄12, . . . , L̄1k1 , L̄
2
1, . . . , L̄
2
k2 , . . . , L̄
r










j = 1, . . . , r, i = 2, . . . , kj .
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Рассуждая методом от противного, с учетом замечания (4) нетруд-
но видеть, что
rank S3 = n. (33)
Кроме того ‖S−13 ‖ = O(enατ ) . С другой стороны
A0 + e
−ατA1 + · · ·+ e−(n−1)ατAn−1 → A0 при τ →∞,
B0 + e
−ατB1 + · · ·+ e−(2n−1)ατB2n−1 → B0 при τ →∞.
(34)
Из структуры матриц P , Q и условий (32), (33), (34) следует оценка
||S−11 || = O(enατ ). (35)
Используя (31) выполним замену переменной c(4n−1) по формуле
c(4n−1) = S1(τ)y. (36)


















{ē2, . . . , ēk1 , ϕ̄k1 , . . . , ēk1+···+kr−1+2, ϕ̄kr−1, . . . , ēk1+···+kr , ϕ̄kr},
где ēi = (0, . . . , 1, . . . , 0)Tn×1 с 1 на i-ом месте, и
ϕ̄kj = (−ϕ1k1 , . . . ,−ϕ
k1
k1
, . . . ,−ϕ1kj , . . . ,−ϕ
kj
kj
, 0, . . . , 0)Tn×1,




векторам L1i , i = 1, . . . , k1 ; L2i , i = 1, . . . , k2 ; . . . ; L
j
i , i = 1, . . . , kj ,
j = 1, . . . , r ,
∑r

















Рассмотрим задачу стабилизации системы
dykj
dτ
= {ēkj2 , . . . , ē
kj
kj
, ϕ̄kj}ykj + ē
kj
1 dj , j = 1, . . . , r,
ykj = (y
1

















= ψ . Фазовые переменные системы (39) связаны с функци-


























(kj−2) + · · ·+ r1(τ)ψ(1) + r0(τ)ψ. (40)
Если продифференцировать последнее равенство из (40), то из пер-
вого уравнения системы (39) получим
ψ(kj) + εkj−1(τ)ψ
(kj−1) + · · ·+ ε0(τ)ψ = dj , j = 1, . . . , r. (41)
Замечание 1. Из структуры матриц P и Q (см. (23)) и




ϕ1kj (τ) , их производные и функции rkj−2(τ), . . . , r1(τ) , r0(τ) ,





(εkj−i(τ)− γkj−i)ψ(kj−i), j = 1, . . . , r, (42)
где γkj−i , i = 1, . . . , kj выбраны так, что корни характеристических
уравнений
λki + γki−1λ






, i 6= j; λjki < −(2n+ 1)α− 1,
j = 1, . . . , ki, i = 1, . . . , r.
(43)






j = 1, . . . , r , δkj = (εkj−1(τ)− γkj−1, . . . , ε0(τ)− γ0) , Tkj — матрица




матрица, состоящая из соответствующих kj -строк матрицы S−11 .













Обозначим через Ψ(τ) фундаментальную матрицу системы
(41), замкнутую управлением (42). Очевидно, что элементами мат-
рицы Ψ(τ) являются экспоненты с отрицательными показателями
и их производные.
||Ψ(τ)Ψ−1(t)|| 6 M̄e−λ(τ−t), M̄ > 0, λ > 0.
Рассмотрим систему (29), замкнутую управлением (44)
dc(4n−1)
dτ
= D(τ)c(4n−1), D(τ) = P (τ) +Q(τ)M(τ). (45)
Пусть Φ(τ) , Φ(0) = E (E — единичная матрица) будет фундамен-
тальной матрицей системы (45). Введем в рассмотрение блочно-
диагональную матрицу T (τ) , где на ее диагонали стоят матрицы
Tki , i = 1, . . . , r . Тогда на основании (40), (36), (37) фундаменталь-
ная матрица имеет вид
Φ(τ) = S1(τ)T (τ)Ψ(τ)Ψ
−1(0)T−1(0)S−11 (0). (46)
Из (46), (40), (36), структуры S1(τ) : ||S1(τ)|| = O(e−ατ ) , τ → ∞ ,
оценки (35) и Замечания 1 следует
||Φ(τ)|| 6 Ke−λτ , λ > 0,K > 0, |µ| < µ̄, (47)
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||Φ(τ)Φ−1(t)|| 6 K1e−λ(τ−t)e(n−1)αt, τ > t, (48)
K > 0, K1 > 0, τ ∈ [0,∞), ||M(τ)|| = O(enατ ), τ →∞.
Что и доказывает справедливость утверждения леммы.
2.4 Доказательство теоремы.





(4n−1),M(τ)c(4n−1), µ, τ) +R2(c
(4n−1),M(τ)c(4n−1), µ, τ)+
+R3(c
(4n−1),M(τ)c(4n−1), µ, τ) +R4(c
(4n−1),M(τ)c(4n−1), µ, τ),
(49)
Выполним в системе (49) замену переменной
c(4n−1) = z(τ)e−3nατ , c(4n−1)(0) = z(0). (50)
В результате получим систему
dz
dτ








C(τ) = D(τ) + 3nαE.
(51)
Покажем, что все решения системы (51) с начальными дан-
ными (50), начинающиеся в достаточно малой окрестности нуля,
экспоненциально убывают. Пусть Φ1(τ) фундаментальная матри-
ца линейной части системы (51). Тогда на основании (47), (48) и
(50) получим
||Φ1(τ)|| 6 Ke−βτ , ||Φ1(τ)Φ−11 (t)|| 6 K1e−β(τ−t)τe(n−1)αt, (52)
β = λ− 3nα.
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Выберем α так, чтобы было выполнено
β > 0. (53)




































−3nαtz,M(t)e−3nαtz, µ, t)]dt, τ ∈ [0, τ1].
(55)
В свою очередь из (54), (54) с учетом (26), (27), (28) и (52) в
области (6), (14) имеем оценки








dt, τ ∈ [τ1,∞),
(56)








dt, τ ∈ [0, τ1],
(57)
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константа L̄ > 0 зависит от области (6), (14). Применяя к неравен-
ствам (55), (57) известный результат [1] получим





−nαtdt, τ ∈ [τ1,∞), γ = β −K1L̄e−ατ ,





−nαtdt, τ ∈ [0, τ1], γ1 = β −K1L̄.
(58)
Используя (53), зафиксируем τ1 > 0 так, чтобы было выполне-
но неравенство γ > 0 . Далее ограничем выбор α > 0 условием
α < γ . Тогда после интегрирования вторых слагаемых правых
частей оценок (58)имеем неравенства
||z(τ)|| < Ke−γτ‖Φ−11 (τ1)‖‖z(τ1)‖+K2e−nατL4(µ), τ ∈ [τ1,∞),
||z(τ)|| 6 K3||c(4n−1)(0)||+K4L4(µ)
)
, τ ∈ [0, τ1],
Ki > 0, i = 1, 2, 3, 4.
(59)
Из (59), (28) и (24) следует, что можно выбрать ε1 : 0 < ε1 < ε
и µ3 : 0 < µ3 < µ2 такими, что для всех x0 : ‖x0‖ < ε1 and µ :
|µ| < µ3 функция z(τ) экспоненциально убывает и принадлежит
области (14).
Кроме того, условия (24), (50) и (59) гарантируют существо-
вание ε2 : 0 < ε < ε1 и µ4 : 0 < µ4 < µ3 таких, что для всех x0 :
‖x0‖ < ε2 и µ : |µ| < µ4 управление d(τ) не покинет области (6). В
результате, используя решение системы (51) с начальными данны-
ми (24), формулы (50), (30), (21), (18), (15), (12), (9) и переходы к
пределу, получим пару функций x(t) , u(t) , являющихся решением
исходной задачи (1), (7). Положим величину ε̄ > 0 , которая фи-
гурирует в формулировке теоремы, равной ε2 > 0 , и величину µ0
равной µ4 > 0 . Теорема доказана.
Замечание 2. Нетрудно заметить, что выполнение условия (5) бу-
дет гарантировано, если выполнено условие
dim L̃ = n, τ ∈ [0,∞),
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где пространство L̃(τ) образовано линейными комбинациями
столбцов матриц L̃1(τ), L̃2(τ), . . . , L̃n(τ), где
L̃1(τ) = B̃(τ), L̃i(τ) = Ã(τ)L̃i−1(τ)−
dL̃i−1
dτ
, i = 2, . . . , n.
Ã = e−τA0 + e
−2τA1 + · · ·+ e−nτAn−1,
B̃ = e−τB0 + e
−2τB1 + · · ·+ e−2nτB2n−1.
Замечание 3. Если вернуться к первоначальной независимой пе-
ременной в условии (5), оно примет вид
dim L̄(t) = n, t ∈ [0, 1), (60)
где пространство L̄(t) = B̄(t) , L̄i(t) = Ā(t)L̄i−1(t) − (1 − t)dL̄i−1dt ,
i = 2, . . . n .
Ā = (1− t)A0 + (1− t)2A1 + · · ·+ (1− t)nAn−1,
B̄ = (1− t)B0 + (1− t)2B1 + · · ·+ (1− t)2nB2n−1.
Рассмотрим систему
ẋ = A(t)x+B(t)u+ F (t), (61)
x = (x1, . . . , xn)
T , x ∈ Rn,
u = (u1, . . . , ur)
T , u ∈ Rr, r 6 n, t ∈ [0, 1],
(62)
A(t) = {aij(t)}, aij(t) ∈ Cn([0, 1];R1), i = 1, . . . , n; j = 1, . . . , n,
B(t) = {bij(t)}, bij(t) ∈ C2n([0, 1];R1), i = 1, . . . , n; j = 1, . . . , r,
F = (F1, . . . , Fn)
T , F ∈ C2n([0, 1];Rn),
A0 = A(1), B0 = B(1), S = {B0, A0B0, . . . , An−10 B0},














(1), i = 1, . . . , 2n− 1,
Ā = αe−ατA0 + αe
−2ατA1 + · · ·+ αe−(n−1)ατAn−2,
B̄ = αe−ατB0 + αe
−2ατB1 + · · ·+ αe−(2n−1)ατB2n−2, τ ∈ [0,∞),
где α > 0 — произвольное число.
Рассмотрим пространство ˜̃L(τ) , образованное векторами
˜̃L1(τ),







, i = 2, . . . , n.
Предположим, что
dim ˜̃L(τ) = n, τ ∈ [0,∞). (64)
Задача 2. Найти пару функций x(t) ∈ [0, 1], u(t) ∈ [0, 1] , удовле-
творяющих системе (61) и условиям
x(0) = x̄, x(1) = 0, x̄ = (x̄1, . . . , x̄n)
T . (65)
Эту пару x(t), u(t) назовем решением задачи (61), (65).
Следствие 1. Предположим, что для правой части системы (61)
выполнены условия (62)–(64), тогда ∀x̄ ∈ Rn существует решение
задачи (61), (65). Это решение может быть получено после реше-
ния задачи стабилизации для линейной нестационарной системы
с экспоненциальными коэффициентами и последующим решением
задачи Коши для вспомогательной системы обыкновенных диффе-
ренциальных уравнений.
Дадим краткое доказательство Следствия 1. Система, анало-





















































(t̃(τ)), I = 1, . . . , n,
t̃(τ) = 1− θie−ατ , θi ∈ [0, 1], i = 1, . . . , n.
(66)
Применяя 2n − 2 раз преобразования (21) в (66) (с µ = 1),
получим аналогичную систему (22)
dc(2n−2)
dt
= Āc(2n−2) + B̄d+R1(c
(2n−2), τ) +R2(d, τ) +R3(τ), (67)
R1 = (R
1
1, . . . , R
n
1 )
T , R2 = (R
1
2, . . . , R
n
2 )
T , R3 = (R
1




где оценки (26) и (28) имеют вид
‖R1(c(2n−2), τ)‖ 6 e−4nατL1‖c(2n−2)‖, ∀c(2n−2) ∈ Rn,
‖R2(d, τ)‖ 6 e−2nατL2‖d‖, ∀d ∈ Rr, L1 > 0, L2 > 0,
(68)
‖R3(τ)‖ 6 e−2nατ , L3 > 0, ∀τ ∈ [0,∞). (69)
Используя выше алгоритм, получим управление в виде
d(τ) = M(τ)c(2n−2), (70)
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= Āc(2n−2), Ā = Ā+ B̄M(τ). (71)








Решение системы (72) с начальными данными



















где ϕ(i) = (ϕ(i)1 , . . . , ϕ
(i)















(2n−2), t) +R3(t))dt, τ ∈ [0, τ1).
(74)
В (73), (74) Φ(τ) — фундаментальная матрица системы (71),
удовлетворяющая оценкам (47), (48). Используя (47), (48), (68),
















τ ∈ [0, τ1], λ > 0.
(76)















τ ∈ [0, τ1], γ2 = λ−K1(L1 + l2).
(77)
Используя условие λ > 0 , выберем τ1 > 0 , удовлетворяющее
неравенству γ1 > 0 . Тогда согласно выбору τ1 из (77) следу-
ет, что решение системы (72) начинает τ1 > 0 экспоненциально
убывать независимо от выбора начальных условий. В этом случае
‖c(2n−2)(τ)‖ = O(e−nατ ), τ −→∞ .
Подстановка этого решения в формулы (70), (21), (12), (9) и
переход к пределу дадут решение исходной задачи (61), (65), что
доказывает следствие.
2.5 Решение задачи управления однозвенным роботом–
манипулятором
Согласно [9], система уравнений, описывающая движение ма-
нипулятора при перемещении груза переменной массы имеет вид
ẋ1 = x2
ẋ2 = −a2(t) sinx1 − a1(t)x2 + u+ µFt,
(78)
где x1 — угол отклонения манипулятора в вертикальной оси,
x2 — скорость изменения угла отклонения, a1(t) = ᾱL−2m−11 (t) ,
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m1(t) = m(t) +
M
3 , a2(t) = gL
−1 (m(t) + M2 )m−11 (t) , g — уско-
рение свободного падения, ᾱ — коэффициент вязкого трения,
m(t) = m0 − qt , q > 0 скорость изменения массы, m0 — началь-
ная масса груза, µtF — возмущение, x = (x1, x2)T , управление u
скалярно. Рассмотрим краевые условия
x(0) = x0 = (x
1
0, 0)
T , x(1) = 0. (79)






= −αe−ατa2(1− e−ατ ) sin c1 − a1(1− e−ατ )c2+




0, c2(0) = 0, c(τ) −→ 0 при τ −→∞,
c(τ) = (c1(τ), c2(τ))
T .
(81)


















После решения задачи стабилизации системы
dc̄
dτ
= αe−ατP c̄+ αe−ατQd, (83)
находим закон управления вида
d(τ) = M(τ)c̄, c̄ = (c1, c
(1)
2 )


















гарантирующий экспоненциальное убывание фундаментальной










= −αe−ατa2(1− e−ατ ) sin c1 − αe−ατa1(1− e−ατ )−
− αµe−2ατF + αe−ατd,
(85)





2 (0) = µF. (86)
На заключительном этапе переходим к исходным зависимым и пе-
ременным x и t по формулам (82), (12), (9).
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§3. Решение задачи стабилизации для нелинейных стаци-
онарных систем с учетом запаздывания управляющего
сигнала
Объектом исследования является управляемая система обык-
новенных дифференциальных уравнений:
˙x(t) = f(x(t), u(t− h)) + F, (1)
x = (x1, . . . , xn)
T , x ∈ Rn,
u = (u1, . . . , ur)
T , u ∈ Rr, r 6 n, t ∈ [0, 1],
f ∈ C4n(Rn ×Rr;Rn), f = (f1, . . . , fn)T , (2)
F ∈ Rn, F = (F1, . . . , Fn)T ,















S = (B,AB, . . . , An−1B), rankS = n, (4)
‖u‖ < N, N > 0, N = const. (5)
Здесь F — постоянно действующее возмущение.
Задача 1. Найти управление u(t) ∈ C1([0, 1]), h > 0 и функцию
x(t) ∈ C1([0, 1]) , удовлетворяющую системе (1) и условиям
x(0) = x̄, u(t) ≡ 0, t ∈ [−h, 0], x̄ = (x̄1, . . . , x̄n)T ,
‖x(t̄)‖ 6 ε, 1− t̄ < ε.
(6)
В (6) t̄ — заранее неизвестный момент времени, ε > 0 — задан-
ное число. Пару функций x(t), u(t) будем называть соответственно
решением задачи 1.
Теорема. Пусть для правой части системы (1) выполнены усло-
вия (2)–(4). Тогда для ∀ε > 0 сушествует ε10 > 0, ε20 > 0, ε30 > 0
такое что ∀x̄ ∈ Rn , ∀F ∈ Rn , ∀h , удовлетворяющим неравен-
ствам ‖x̄‖ < ε10 , ‖F‖ < ε20 , 0 < h < ε30 , существует решение
Задачи 1, которое может быть получено после решения задачи
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стабилизации линейной нестационарной системы с экспоненци-
альными коэффициентами и последующим решением задачи Коши
для вспомогательной системы обыкновенных дифференциальных
уравнений.
Главная идея доказательства теоремы состоит в том, что по-
средством преобразований зависимых и независимых переменных,
решение исходной задачи сводится к нахождению вспомогательно-
го управления, гарантирующего экспоненциальное убывание реше-
ния вспомогательной системы обыкновенных дифференциальных
уравнений специального вида на конечном промежутке времени.
Для ее решения находится синтезирующее вспомогательное управ-
ление, обеспечивающее экспоненциальное убывание фундаменталь-
ной матрицы линейной части вспомогательной системы. На заклю-
чительном этапе осуществляется переход к исходным переменным
и решается задача Коши для соответствующей вспомогательной си-
стемы.
3.1 Построение вспомогательной системы
Сделаем преобразование независимой переменной t к τ по
формуле
t = 1− e−ατ , τ ∈ [0,+∞), (7)
где α > 0 некоторое фиксированное число, подлежащее опреде-




= αe−ατf(c, d) + αe−ατF, (8)
c(τ) = x(t(τ)), d(τ) = u(t(τ)), τ ∈ [0,+∞),
c = (c1, . . . , cn)
T , d = (d1, . . . , dr)
T .
(9)
Введем в рассмотрение управление d̄(τ) = u(t(τ)− h), τ ∈ [0,+∞) .
Очевидно, d̄(τ) ∈ C1([0,+∞)) .
Задача 2. Найти управление d̄(τ) ∈ C1([0,+∞)) и функцию
c(τ) ∈ C1([0,+∞)) , удовлетворяющие системе(8) и условиям
c(0) = x̄, d̄(τ) ≡ 0, τ ∈
[
− 1α ln(1 + h), 0
]
,
‖c(τ̄)‖ 6 ε, e−ατ̄ 6 ε, τ̄ > 0.
(10)
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В (10) величина τ̄ > 0 подлежит определению.
Замечание 1. Нетрудно видеть, что имея решение Задачи 2, с по-
мощью формул (7) и (9) легко получить решение Задачи 1.
Введем обозначения








k! = k1! . . . kn!, m! = m1! . . .mr!
Используя свойства (2), (3) и разложение правой части системы














































































×ck11 . . . cknn d
m1
1 . . . d
mr
r ,
i = 1, . . . , n.
(11)
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Ограничим область изменения c(τ) неравенством
‖c(τ)‖ < C1, τ ∈ [0,+∞), (12)
c̃ = θic, d̃ = θid, θi ∈ [0, 1], i = 1, . . . , n.
Сделаем множество преобразований сдвигов функций ci(τ) : ci к
c
(4n)
i , i = 1, . . . , n . Главная их цель состоит в том, чтобы в правой
части системы, полученной в результате этих преобразований нор-
мы слагаемых, не содержащих в явном виде степеней компонент
c(4n) и d , чтобы удовлетворяли оценке O(e−4nατ‖F‖) при τ →∞ ,
‖F‖ → 0 . На первом этапе выполним замену ci(τ) , i = 1, . . . , n на
c
(1)




















i = 1, . . . , n.
После подстановки (13) в левую и правую части системы (11) с



































































































1 − e−ατF1)k1 × · · · × (c(1)n − e−ατFn)kn×












1 − e−ατF1)k1 × · · · × (c(1)n − e−ατFn)knd
m1
1 . . . d
mr
r ,
i = 1, . . . , n.
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Из (10), (13) следует
c
(1)
i (0) = x̄i + Fi, i = 1, . . . , n. (15)
Нетрудно видеть, что в правой части системы (14) нормы слага-
емых, не содержащих в явном виде степеней компонент векторов
c(1) и d , в области (5), (12) удовлетворяют условию O(e−2ατ‖F‖)
при τ →∞ , ‖F‖ → 0 . На втором этапе сделаем замену
c
(1)


























(0, 0)Fj , ϕ
(2)
i (0) = 0,
i = 1, . . . , n.
(16)




























































































































































2 − e−ατF2)k2 × · · ·×
× (c(2)n + e−2ατϕ(2)n − e−ατFn)kn×
× dm11 d
m2
















2 − e−ατF2)k2 × · · ·×




2 . . . d
mr
r ,




i (0) = x̄i + Fi − ϕ
(2)
i (F ), ϕ
(2)
i (0) = 0, i = 1, . . . , n. (18)
В отличии от предыдущей замены в правой части системы (17)
нормы слагаемых, не содержащие в явном виде степеней компонент
векторов c(2) и d удовлетворяют условию O(e−3ατ‖F‖) при τ →
∞ , ‖F‖ → 0 в области (5), (12). Используя (13)–(18) и индуктивный
переход на k-ом шаге получим искомое преобразование вида
c
(k−1)
i (τ) = c
(k)
i (τ) + e
−kατϕ
(k)
i (F ), ϕ
(k)
i (0) = 0, (19)
i = 1, . . . , n, k = 1, . . . , c
(0)
i = ci.
Если применить преобразования (19) 4n раз, объединить слагаемые
в полученной системе, линейные по компонентам вектора c(4n) и
содержащие коэффициенты e−iατ , i = 1, . . . , n а также слагаемые
линейные по компонентам вектора d и содержащие коэффициенты
e−iατ , i = 1, . . . , n , то согласно (14)–(19) будем иметь систему и







(4n), d, τ) +R3(c




1, . . . , R
n
1 )
T , R2 = (R
1






3, . . . , R
n
3 )
T , R4 = (R
1





P = αe−ατ (A+ e−ατP2(F ) + · · ·+
+ e−(n−1)ατPn−1(F )),
Q = αe−ατ (B + e−ατQ2(F ) + · · ·+
+ e−(n−1)ατQn−1(F )),
(21)
c(4n)(0) = x̄+ F − ϕ(2)(F )− ϕ(3)(F )−
− · · · − ϕ(4n)(F ),
ϕ(i) = (ϕ
(i)




i = 1, . . . , 4n, ϕ(i)(0) = 0.
(22)
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Функции Ri1 содержат все слагаемые, линейно зависящие от ком-
понент вектора c(4n) с коэффициентами e−iατ , i > n+ 1 . Функции
Ri2 содержат все слагаемые линейно зависящие от компонент век-
тора d с коэффициентами e−iατ , i > n + 1 . В Ri3 содержатся все
слагаемые нелинейные по компонентам векторов c(4n) or d . Функ-
ции Ri4 состоят из слагаемых, не содержащих степеней компонент
векторов c(4n) и d .
Введём вспомогательную управляющую функцию υ(τ) , свя-
занную с d(τ) уравнением
d
dτ
d(τ) = υ, υ = (υ1, . . . , υr)
T . (23)
Положим
d(0) = 0. (24)




= P̄ c̄(4n) + Q̄υ + R̄1(c
(4n), d, τ)+
+ R̄2(c
(4n), d, τ) + R̄3(c
(4n), d, τ) + R̄4(c
(4n), d, τ),
(25)
c̄(4n) = (c(4n), d)Tn+r×1,
R̄1 = (R
1
1, . . . , R
n





2, . . . , R
n





3, . . . , R
n





4, . . . , R
n





















(4n)(0), 0, . . . , 0)T , (26)
где Oi, i = 1, 2, 3 — матрицы с нулевыми элементами соответству-
ющих размерностей. E — единичная матрица.
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Замечание 2. Пусть S̃ = {L̃1, L̃2, . . . , L̃n+1},
L̃1 = Q̄, L̃i = P̄ L̃i−1 −
dL̃i−1
dτ











˜̃L1 . . .
˜̃Ln
Er×r Or×r . . . Or×r
)
,
где On×r, Or×r матрицы с нулевыми элементами.
Из (19), (16), (13), (10) следует, что мы можем ограничить
область изменения ‖c(4n)‖ и ‖F‖ неравенствами
‖c(4n)‖ < C2, ‖F‖ < C3, C2 > 0, C3 > 0, (27)
τ ∈ [0,+∞).
так, чтобы соответствующая функция c(τ) принадлежала обла-
сти (12).
3.2 Оценка слагаемых правой части вспомогательной си-
стемы и описание метода решения задачи
Из построения системы (20) и определения функций Ri1 , Ri2 ,
Ri3 , Ri4 , принадлежащих области (5), (27), имеют место оценки
‖Pi(F )‖ → 0, ‖Qj(F )‖ → 0 при ‖F‖ → 0, (28)
i = 2, . . . , n− 1, j = 2, . . . , n− 1,
‖R1(c(4n), d, τ)‖ 6 e−(n+1)ατL1‖c(4n)‖,
‖R2(c(4n), d, τ)‖ 6 e−(n+1)ατL2‖d‖,
‖R3(c(4n), d, τ)‖ 6 e−ατL3(‖c(4n)‖2 + ‖d‖2),
‖R4(c(4n), d, F, τ)‖ 6 e−(4n+1)ατL4(F ).
(29)
Li > 0, i = 1, 2, 3, L4(F ) > 0.
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Кроме того из построения R4 следует L4(F ) → 0 при ‖F‖ → 0 .
Рассмотрим линейную часть системы (25)
dc̄(4n)
dτ
= P̄ c̄(4n) + Q̄υ. (30)
Лемма. Пусть для системы (1) выполнены условия (4). Тогда су-
ществует ε2 > 0 , ε2 < C3 такое что для всех F ∈ Rn : ‖F‖ < ε2
существует управление υ(τ) вида:
υ(τ) = M(τ)c̄(4n), ‖M(τ)‖ = O(enατ ), τ →∞, (31)
обеспечивающее экспоненциальное убывание фундаментальной
матрицы системы (30), замкнутой управлением (31).
На следующем этапе находим решение задачи Коши для си-
стемы (25) с начальными данными (26), (22) на промежутке [0, τ̄ ]
после подстановки в ее правую часть управления (31). Величина
τ̄ , которая зависит от ε > 0 , будет определена в процессе доказа-
тельства теоремы. В результате получим известную функцию υ(τ) ,
τ ∈ [0,+∞) . Далее используя формулу (7) строим функцию
ῡ(t) = υ(τ(t)), τ = − 1
α
ln(1− t), (32)
и решаем задачу Коши для системы






с начальными данными (6) на промежутке [0, t̄] , t̄ = 1−e−ατ̄ . В ре-
зультате получим известные функции x(t) , u(t) , которые являются
решением Задачи 1.
3.3 Доказательство леммы и теоремы
Пусть Lj1 , j = 1, . . . , r — j -ый столбец матрицы Q̄ . Построим
66
матрицу
S1 = {L11, . . . , L1k1 , L
2
1, . . . , L
2
k2 , . . . , L
r









j = 1, . . . , r, i = 2, . . . , kj .
(34)
Здесь kj , j = 1, . . . , r — максимальное количество столб-
цов вида Lj1, . . . , L
j
kj
, j = 1, . . . , r таких, что векторы
L11, L
1
2, . . . , L
1
k1
, L21, . . . , L
2
k2




∀τ ∈ [0,+∞) . L̄j1 , j = 1, . . . , r — j -ый столбец матрицы Q .
Рассмотрим матрицу
S2 = {L̄11, L̄12, . . . , L̄1k1 , L̄
2
1, . . . , L̄
2
k2 , . . . , L̄
r









j = 1, . . . , r, i = 2, . . . , kj .
Покажем, что при достаточно малых ‖F‖
rankS2 = n, ∀τ ∈ [0,+∞). (35)
Пусть L̄j1, j = 1, . . . , r — j -ый столбец матрицы αe
−ατB . Построим
матрицу
S3 = {L̄11, . . . , L̄1k1 , L̄
2
1, . . . , L̄
2
k2 , . . . , L̄
r








j = 1, . . . , r, i = 2, . . . , kj .
Из условий (21), (28) следует существование ε̄1 > 0, ε̄1 < C3 тако-
го, что для любого F из области: ‖F‖ < ε̄1 rankS2 = rankS3,∀τ ∈
[0,+∞) . Рассуждая методом от противного и используя (4) нетруд-
но убедиться в справедливости равенства rankS2 = rankS3 =
n, ∀τ ∈ [0,+∞) . Кроме того на основании структуры матрицы (34)
(см. Замечание 2) и условия (35) следует, что rankS1 = n + r ,
∀τ ∈ [0,+∞) , а также
‖S−11 ‖ = O(enατ ), τ →∞. (36)
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Положим ε2 = ε̄1 . Считая, что ‖F‖ < ε2 выполним в систе-
ме (30) замену переменных
c̄(4n) = S1(τ)y. (37)














) = {ē2, . . . , ēk1 , ϕ̄k1(τ), . . . ,
ēk1+···+kr−1+2, ϕ̄kr−1(τ), . . . , ēk1+···+kr , ϕ̄kr (τ)},
ēi = (0, . . . , 1, . . . , 0)
T
(n+r)×1 , где 1 стоит на i -ом месте,
ϕ̄kj = (−ϕ1k1 , . . . ,−ϕ
k1
k1
, . . . ,
−ϕ1kj , . . . ,−ϕ
kj
kj
, 0, . . . , 0)Tn+r×1,




векторам L1i , i = 1, . . . , k1 ; L2i , i = 1, . . . , k2 ; . . . ; L
j
i , i = 1, . . . , kj ,
j = 1, . . . , r ,
∑r












S−11 Q̄ = {ē1, . . . , ēkj+1, . . . , ēγ+1}n+r×r , γ =
∑r−1
i=1 ki . Рассмотрим
задачу стабилизации системы вида
dykj
dτ
= {ēkj2 , . . . , ē
kj
kj
, ϕ̄kj}ykj + ē
kj
1 υj , j = 1, . . . , r,
ykj = (y
1


















= ψ . Фазовые переменные системы (39) связаны с функци-























ψ, . . . (40)
y1kj = ψ
(kj−1) + rkj−2(τ)ψ
(kj−2) + · · ·+ r1(τ)ψ(1) + r0(τ)ψ.
Дифференцируя последнее равенство (40) сводим систему (39)
к уравнениям
ψ(kj) + εkj−1(τ)ψ
(kj−1) + · · ·+ ε0(τ)ψ = υj , (41)
j = 1, . . . , r.
Замечание 3. Из (38), (21) и определения функций ϕikj , где
i = 1, . . . , kj следует, что в (39)–(41) функции ϕ
kj
kj
(τ), . . . , ϕ2kj (τ) ,
ϕ1kj (τ) , их производные, а также функции rkj−2(τ), . . . , r0(τ) ,




(εkj−i(τ)− γkj−i)ψ(kj−i), j = 1, . . . , r, (42)











, i 6= j, λjki < −(2n+ 1)α− 1,
j = 1, . . . , ki, i = 1, . . . , r.





(4n), j = 1, . . . , r,
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δkj = (εkj−1(τ)− γkj−1, . . . , ε0(τ)− γ0),
Tkj — матрица равенства (40), то есть
ykj = Tkj ψ̄, ψ̄ = (ψ
(kj−1), . . . , ψ)T ,
S−11kj — матрица, состоящая из соответствующих kj -строк матрицы













Из условий (43), (36) и Замечания 3 следует (31). Пусть Ψ(τ) —
фундаментальная матрица системы (41), замкнутая управлени-
ем (42). Можно показать, что Ψ(τ) — фундаментальная матрица
экспоненциально устойчивой линейной системы с постоянными ко-
эффициентами и что верна оценка:
‖Ψ(τ)‖ 6 K̃e−λτ , λ > 0,
‖Ψ(τ)Ψ−1(t)‖ 6 K̃e−λ(τ−t), K̃ > 0.
(44)
Пусть система (30) замкнута управлением (31), (43)
dc̄(4n)
dτ
= C(τ)c̄(4n), C(τ) = P̄ (τ) + Q̄(τ)M(τ). (45)
Пусть Φ(τ) , Φ(0) = E (E — единичная матрица) фундаментальная
матрица системы. Введем блочно-диагональную матрицу T (τ) с
матрицами Tki , i = 1, . . . , r на ее диагонали. С учетом (37) и (40)
фундаментальная матрица системы (45) Φ(τ) имеет вид
Φ(τ) = S1(τ)T (τ)Ψ(τ)Ψ
−1(0)T−1(0)S−11 (0). (46)
Тогда из (36), (44) и (46), структуры S1(τ) : ‖S1(τ)‖ = O(e−ατ ) ,
τ →∞ , и Замечания 3 имеем
‖Φ(τ)‖ 6 Ke−λτ , λ > 0,
‖Φ(τ)Φ−1(t)‖ 6 Ke−λ(τ−t)e(n−1)αt, τ > t,
(47)
K > 0, τ ∈ [0,∞)
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Лемма доказана. Докажем теорему.
Система (25), замкнутая управлением (31), (43) имеет вид
dc̄(4n)
dτ
= C(τ)c̄(4n) + R̄1(c
(4n), d, τ) + R̄2(c
(4n), d, τ)+ (48)
+R̄3(c
(4n), d, τ) + R̄4(c
(4n), d, τ).
Выполним в системе (48) замену переменной c̄(4n) на z по
формуле
c̄(4n) = ze−nατ , c̄(4n)(0) = z(0), z = (z1, z2)
T ,
c(4n) = z1e
−nατ , d = z2e
−nατ .
(49)
В результате получим систему
dz
dτ












D(τ) = C(τ) + nαE.
(50)
Пусть Φ1(τ) фундаментальная матрица линейной части си-
стемы (50). Тогда из (47), (49) следуют оценки
‖Φ1(τ)‖ 6 Ke−βτ ,
‖Φ1(τ)Φ−11 (t)‖ 6 Ke−β(τ−t)e(n−1)αt,
β = λ− nα, τ > t.
(51)
Выберем α > 0 так, чтобы β > 0 . Решение системы (50) с











































−nαtz2, t)]dt, τ ∈ [0, τ1].
(53)






















τ ∈ [0, τ1],
(55)
где K̄ = Ke(n−1)ατ1 , L̄ > 0 — константа, зависящая от области (5),







−2nαtdt, τ ∈ [τ1,∞),
(56)






−2nαtdt, τ ∈ [0, τ1],
(57)
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µ1 = β −KL̄.
Зафиксируем τ1 > 0 так, чтобы было выполнено неравенство
µ > 0 . Тогда после вычисления интегралов во вторых слагаемых
правых частей (56) и (57) получим
‖z(τ)‖ 6 K̄e−µ(τ−τ1)‖z(τ1)‖+
+K1L4(F )e
−2nατ , τ ∈ [τ1,∞),
(58)
‖z(τ)‖ 6 K‖c(4n)(0)‖+K2L4(F ),
τ ∈ [0, τ1], Ki > 0, i = 1, 2.
(59)
В (58), (59) константы Ki, i = 1, 2 зависят от области (5), (27).
Из (58) и (59), свойства функции L4(F ) (L4(F )→ 0 при ‖F‖ → 0)
и формулы (22), следует, что можно выбрать ε̄2 , ε̄1 > ε̄2 > 0 так,
чтобы для ∀x̄, F : ‖x̄‖ 6 ε̄2, ‖F‖ 6 ε̄2 функция z(τ) будет экспо-
ненциально убывать и принадлежать области (5), (27). Используя
формулы (49), (31) получим известные функции c̄(4n)(τ) , υ(τ) . Вто-
рая компонента c̄(4n)(τ) даст известную функцию d(τ) . При этом
согласно (58), (49) в области (5), (27) имеет место оценка
‖c̄(4n)(τ)‖ 6 K3e−3nατ τ ∈ [0,∞),K3 > 0. (60)
Константа K3 зависит от области (5), (27).
Рассмотрим систему (25), замкнутую найденным вспомога-
тельным управлением υ(τ) при условии, что в правую часть ее
первых n уравнений подставлена функция d̄(τ) , введенная в по-
становке Задачи 2. Ее можно записать в виде
dc̄(4n)
dτ








(4n), d̄, τ)− R̄3(c(4n), d, τ))+
+ R̄4(c
(4n), d̄, τ),
τ ∈ [0,+∞), Q̄ = (Q,O4)Tn+r×r.
(61)
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O4 — матрица с нулевыми элементами соответствующей размерно-
сти.
На основании теоремы о среднем справедливы равенства
Ri2(c













































d̃ = (d̃1, . . . , d̃r), d̃ = d̄+ θ̃i(d− d̄),










t ∈ [0, t̃], 0 < t̃ < 1, 1− t̃ < ε,
(62)
где t̃ подлежит определению.












K5 > 0, K5(h̄) = K4e
2nαh,










, j = 1, r,









h̄(t̃, h)→ 0 as h→ 0 ∀t̃ ∈ [0, 1). (64)
В (63) константа K5 зависит от t̃ , но не зависит от момента
времени t ∈ [0, t̃] .
В результате из условий (62), (63) получим
‖u(t(τ)− h)− u(t(τ))‖ = ‖d̄(τ)− d(τ)‖ 6
6 K6K5(h̄)e
−2nατh, K6 > 0,
‖R2(c(4n), d̄, τ)−R2(c(4n), d, τ)‖ 6
6 K7K5(h̄)e
−2nατh, K7 > 0,
‖R3(c(4n), d̄, τ)−R2(c(4n), d, τ)‖ 6
6 K8K5(h̄)e
−2nατh, K8 > 0




В (65) константы K6,K7,K8 зависят от области (5), (27), но не
зависят от времени τ .
Ограничем область изменения h неравенством:
0 < h < h0. (66)
В (66) 0 < h0 < 1 фиксированное число.
Рассмотрим систему (61) на конечном промежутке [0, ˜̃τ ] ,
˜̃τ = − 1α ln(1 − t̃) . В дальнейшем при необходимости величину ˜̃τ
будем увеличивать так, чтобы оставалось выполненым ограничение
e−α
˜̃τ < ε. (67)
Покажем, что все решения системы (61), начинающиеся в до-
статочно малой окрестности начала координат, при достаточно ма-





Выполним в системе (61) замену переменной c̄(4n) по формуле
(49). В результате получим
dz
dτ














Решение системы (69) с начальными данными (49), (26), (22)























−nαtz1, d̄, t)− R̄3(e−nαtz1, d, t))+
+ R̄4(e
























−nαtz1, d̄, t)− R̄3(e−nαtz1, d, t))+
+ R̄4(e
−nαtz1, d̄, t)]dt, τ ∈ [0, τ1].
(71)
Предположим, что решение (69), определенное формулами
(70), (71) принадлежит области (5), (27). Тогда из (70), (71) с уче-





e−β(τ−t)(L̄‖z‖+ L4(F ) +K9(h̄)h)e−αtdt,
(72)





e−β(τ−t)(L̄‖z‖+ L4(F ) +K9(h̄)h)e−αtdt,
(73)
τ ∈ [0, τ1],
где K̄ = Ke(n−1)ατ1 . В (72), (73) константа K9 > 0 зависит от обла-


















τ ∈ [0, τ1], µ1 = β −KL̄.
Увеличивая ˜̃τ в области (67), если это необходимо, зафикси-
руем τ1, 0 < τ1 < ˜̃τ так, чтобы было выполнено неравенство µ > 0 .
Основываясь на рассуждениях, приведенных при выводе оце-
нок (58), (59) из (74), (75) получим неравенства
‖z(τ)‖ 6 K̄e−µ(τ−τ1)‖z(τ1)‖+
+ e−ατ (K10L4(F ) +K11(˜̃τ, h̄)h), τ ∈ [τ1, ˜̃τ ],
(76)
‖z(τ)‖ 6 K‖c(4n)(0)‖+
+K12L4(F ) +K11(˜̃τ, h̄)h, τ ∈ [0, τ1].
(77)
В (76), (77) константы Ki,Ki > 0, i = 10, 11, 12, 13 зависят от
области (5), (27), (66) и ˜̃τ .
Из неравенств (76), (77), следует, что если функция z(τ) на ин-
тервале [0, ˜̃τ ] принадлежит области (5), (27), то она экспоненциаль-
но убывает на промежутке τ ∈ [τ1, ˜̃τ ] . Зафиксируем ˜̃τ , ˜̃τ > τ1 > 0




Используя (77), (76), (64), (26), (22), свойства функции L4(F )
и Ki(˜̃τ, h̄)h → 0 as h → 0 , i = 11, 13 , можно выбрать ε̄10 , ε̄20 , ε̄30 ,
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0 < ε̄10 < ε̄2 , 0 < ε̄20 < ε̄2 , 0 < ε̄30 < h0 так чтобы ∀x̄, F, h : ‖x̄‖ 6
ε̄10, ‖F‖ 6 ε̄20, 0 < h < ε̄30 функция z(τ) удовлетворяла оценке (78)
и принадлежала области (5), (27). Формула (49) дает известные
функции c̄(4n)(τ) , υ(τ) , τ ∈ [0, ˜̃τ ] , удовлетворяющие системе (61),
(25), (20) (в первых n уравнениях d = d̄), начальные данные (26) и
оценка (68).
Возвращаясь в первой компоненте функции c̄(4n) к перемен-
ной c по формулам (19), (16), (13) будем иметь функции c(τ) ,
d(τ) , υ(τ) . Из равенств (19), (16), (13) следует, что можно выбрать




0 так, чтобы ∀x̄, F, h : ‖x̄‖ 6 ε̄10, ‖F‖ 6 ε̄20, 0 < h < ε̄30
выполнялось условие
‖c(˜̃τ)‖ < ε. (79)
Если положить τ̄ = ˜̃τ , то из (79) и в силу построения систем
(25), (20) соответствующая пара c(τ), d̄(τ) будет решение Задачи 2.
Переход в функциях c(τ), d(τ), d̄(τ), υ(τ) к исходной незави-
сисмой переменной t по формулам (7), (9) даст известные функции
x(t) , u(t) , u(t−h) , ῡ(t) , которые удовлетворяют системе (33) и на-
чальным условиям (6). В свою очередь пара функций x(t) , u(t−h) ,
t ∈ [0, t̄] , t̄ = 1 − e−ατ̄ в силу Замечания 1 и построения системы
(33) является решение Задачи 1. Пусть ε10 = ε̄10 , ε20 = ε̄10 , ε30 = ε̄30 .
Теорема доказана.
Алгоритм решения поставленной задачи состоит из следую-
щих этапов:
1. Построение вспомогательной системы (25). Выполняется ана-
литическими методами и реализуется средствами компьютер-
ной алгебры.
2. Решение задачи стабилизации для системы (30). Выполняется
аналитическими методами и реализуется средствами компью-
терной алгебры.
3. Решение задачи Коши для системы (25) с начальными
данными (26), замкнутой стабилизирующим управлением
υ(τ) = M(τ)c̄(4n) , полученном в пункте 2. Выполняется чис-
ленными методами. В результате получим известную функ-
цию υ(τ) .
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4. Замена переменной τ на t и подстановка в найденную в п.3
функцию ῡ(t) = ε(τ(t)) . Выполняется аналитическими мето-
дами и реализуется средствами компьютерной алгебры.
5. Решение задачи Коши для системы (33) с начальными данны-
ми (6) на промежутке [0, t̄] , t̄ = 1 − e−ατ̄ . Выполняется чис-
ленными методами. В результате получим известные функции
x(t), u(t) которые являются решением Задачи 1.
3.4 Решение задачи управления однозвенным манипуля-
тором с учетом запаздывания управления.
В качестве иллюстрации предложенного метода рассмотрим
задачу управления однозвенным роботом-манипулятором при пе-
реносе груза в заданную точку. В соответствии с [9], система урав-
нений, описывающая движение манипулятора с учетом возмущений
имеет вид
ẋ1 = x2,
ẋ2 = −a2 sinx1 − a1x2 + u(t− h) + F,
(80)
где x1 — угол отклонения манипулятора от вертикальной оси,
x2 — скорость изменения угла отклонения, a1 = ᾱL−2m−11 , m1 =
m0 +
M
3 , a2 = gL
−1 (m0 + M2 )m−11 , M — масса манипулятора, L —
длина манипулятора, g — ускорение свободного падения, ᾱ — ко-
эффициент трения, m0 — масса переносимого груза, F — возмуще-
ние, x = (x1, x2)T , управление u скалярно. Рассмотрим граничные
условия
x(0) = x̄, u(t) ≡ 0, при t ∈ [−h, 0],
‖x(t̄)‖ 6 ε, 1− t̄ 6 ε.
(81)











ci(0) = x̄i, i = 1, 2,




ln(1 + h), 0
]
,
‖c̄i(τ)‖ 6 ε, e−ατ̄ 6 ε, τ̄ > 0.
(83)













































































Линейная часть системы (84) может быть записана в форме
dc̄
dτ







 0 αe−ατ 0−αe−ατa2 −αe−ατa1 αe−ατ
0 0 0





Матрицы S , S−1(P̄S − dSdτ ) , T , δ имеют вид
S =













ϕ2(τ) = −α2(−e−ατa1 + e−2ατa2 + 2),










δ = (δ2, δ1, δ0),
δ2 = (−γ2 − ϕ3),










где γ2, γ1, γ0 выбраны так, что корни λ1, λ2, λ3 характеристическо-
го уравнения λ3+q2λ2+q1λ+q0 = 0 лежали в левой полуплоскости.
Пусть λ1 = −1 , λ2 = −2 , λ3 = −3 . Отсюда q2 = 6 , q1 = 11 , q0 = 6 .
Используя матрицы S , S̄ , T и формулу (43), получим функцию

















2 − 6e−ατa1α+ 7α2 + 18α+ 11)
m3(τ) = αe
−ατa1 − 3α− 6,
которая обеспечивает стабилизацию системы (85).
Затем решаем задачу Коши для системы (84), замкнутой
управление (86) с начальными данными
c
(2)












В результате получим известную функцию υ(τ) , τ ∈ [0,+∞) . По-
сле замены независимой переменной по формуле (7) найдем извест-
ную функцию ῡ(t) = υ(τ(t)) , t ∈ [0, t̄] .
Рис. 1.2.
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На заключительном этапе находим решение задачи Коши для
системы
ẋ1 = x2,
ẋ2 = −a2 sinx1 − a1x2 + u(t− h) + F,
u̇ = α−1(1− t)−1ῡ(t)
на промежутке [0, t̄] с начальными данными
x1(0) = x̄1, x2(0) = x̄2, u(t) ≡ 0, t ∈ [−h, 0].
В результате получим известные функции x1(t), x2(t), u(t−h) ,
которые являются решением Задачи 1.
В процессе численного моделирования находилось решение За-
дачи 1 при x̄1 = −0.5 рад, x̄2 = −0.8 рад/сек, ᾱ = 0.1 , α = 0.25 ,
L = 10 м, M = 20 кг, m0 = 1 кг, ε = 0.05 , t̄ = 0.9 сек, F = 0.1 Н,
h = 0.01 сек. На рисунке представлены графики управления u(t) и
соответствующих функций фазовых координат x1(t) , x2(t) от ис-
ходной независимой переменной t .
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ГЛАВА 2. АЛГОРИТМЫ РЕШЕНИЯ ЗАДАЧ СТАБИ-
ЛИЗАЦИИ НЕЛИНЕЙНЫХ СТАЦИОНАР-
НЫХ СИСТЕМ НА БЕСКОНЕЧНОМ ПРО-
МЕЖУТКЕ ВРЕМЕНИ
§1. Решение задачи стабилизации нелинейной стационар-
ной системы в классе дифференцируемых управлений
Объектом исследования является нелинейная управляемая
стационарная система обыкновенных дифференциальных уравне-
ний
ẋ = f(x, u), (1)
x = (x1, . . . , xn)T , x ∈ Rn,
u = (u1, . . . , ur)T , u ∈ Rr, r 6 n, t ∈ [0,∞),
f ∈ C2(Rn ×Rr;Rn), f = (f1, . . . , fn)T , (2)
f(0, 0) = 0, (3)
‖u‖ < C1, ‖x‖ < C2. (4)
10. Случай полной управляемости линейной части системы
Пусть выполнено условие














, i = 1, . . . , n, j = 1, . . . , r.
Задача 1.1 Найти пару функций x(t) , u(t) , удовлетворяющих
системе (3) и условиям
x(0) = x0, x0 = (x
1
0, . . . , x
n
0 )
T , x(t)→ 0 при t→∞. (6)




Теорема 1.1 Пусть для правой части систе-
мы (1) выполнены условия (2), (3), (5). Тогда су-
ществует ε > 0 такое, что для любого x0 :
‖x0‖ < ε существует решение Задачи 1.1, которое может
быть получено после решения задачи стабилизации линейной
стационарной системы с последующим решением задачи Коши
для вспомогательной системы обыкновенных дифференциальных
уравнений (порядки указанных систем совпадают с порядком
исходной системы).
Доказательство. Используя свойства (2), (3) и разлагая пра-









































































(x̃, ũ)ujuk, i = 1, n.
Тогда система (1) примет вид
ẋ = Ax+Bu+ ϕ(x, u), (7)
ϕ(x, u) = (ϕ1, . . . , ϕn)T .
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Рассмотрим линейную часть системы (7)
ẋ = Ax+Bu. (8)
Применяя известный алгоритм, найдем управление u(t) вида
u(t) = Cx(t), (9)
где C – постоянная матрица размерности [r × n] , обеспечиваю-
щее экспоненциальную устойчивость системе (8). Это означает, что
для решений системы (8), замкнутой управлением (9), имеет место
оценка
‖x(t)‖ 6M‖x0‖e−λt, M > 0, λ > 0. (10)
Замкнем систему (7) управлением (9) и запишем полученный ре-
зультат в виде
ẋ = (A+BC)x+ ϕ(x,Cx). (11)
Поскольку функции ϕi(x,Cx) являются квадратичными формами
по x с переменными коэффициентами, то в области (5) имеет место
оценка
‖ϕ(x,Cx)‖ 6 L‖x‖2, (12)
где L > 0 – константа. Система (8), замкнутая полученным управ-
лением (9), имеет вид
ẋ = (A+BC)x (13)
и является экспоненциально устойчивой. Пусть Φ(t) , Φ(0) = E –
фундаментальная матрица системы (13). Тогда на основании (10)
выполняется оценка
‖Φ(t)‖ 6 Ke−λt, K > 0, λ > 0. (14)
Решение системы (11) с начальными данными (4) имеет вид










Из условий (12), (14) и свойства
‖Φ(t)Φ−1(τ)‖ 6 Ke−λteλτ





Выберем константу C3 : 0 < C3 < C2 . Тогда в области
‖x‖ 6 C3 (18)
справедливо неравенство
‖ϕ(x,Cx)‖ 6 L‖x‖2 6 LC3‖x‖. (19)





откуда согласно [2] получим
‖x(t)‖ 6 K‖x0‖e−(λ−KLC3)t. (21)
Обозначим µ = λ − KLC3 . Выберем C3 > 0 так, чтобы µ > 0 .





решения системы (1), замкнутой управлением (9), с начальными
данными x(0) = x0 экспоненциально убывают и не покидают обла-
сти (18).
Теперь выберем x0 так, чтобы выполнялось ограничение (4)
на управление u(t) . Легко видеть
‖u(t)‖ = ‖Cx(t)‖ 6 ‖C‖ · ‖x(t)‖ 6 ‖C‖Ke−µt‖x0‖.






следует, что управление u(t) будет удовлетворять ограничению (5).












Описание алгоритма решения Задачи 1.1.
1. Решаем задачу непрерывной стабилизации системы (8).
2. Задаем величину λ > 0 .
3. Строим нормированную в нуле фундаментальную матрицу
решений системы (13) Φ(t) и оцениваем ее норму при t = 0 .
Полученное значение присваиваем константе K .
4. По заданной константе C2 находим величину L .
5. Выбираем константу C3 : 0 < C3 < C2 так, чтобы µ > 0 .
6. Из условий (22) и (22 ′ ) находим допустимые значения x0 .
7. Замыкаем исходную систему управлением (9) и интегрируем
ее с начальным условием x(0) = x0 . В результате интегри-
рования получаем соответствующую управляющей функции
u(t) функцию изменения фазовых координат x(t) .
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20. Случай неполной управляемости линейной части системы
Пусть после аналогичных действий над правыми частями ис-
ходной системы (3) мы представили ее в форме (7).
Пусть теперь
rank (B,AB, . . . , An−1B) = m < n, (23)
то есть линейная часть системы (7) не является полностью управ-
ляемой.
Задача 1.2 Найти пару функций x(t) , u(t) , удовлетворяющих
системе (1) и условиям
x(0) = x0, x0 = (x
1
0, . . . , x
n
0 )
T , x(t)→ 0 при t→∞. (24)
Указанную пару функций x(t) , u(t) будем называть решением за-
дачи (1), (24).
Рассмотрим линейную часть системы (7) (система (8)) и преж-
де чем сформулировать теорему, проведем следующие необходимые
преобразования.
В системе (8) сделаем замену переменных по формуле
x = Sy, S = (s1, . . . , sm, s̃m+1, . . . , s̃n). (25)
Здесь s1, . . . , sm – базис линейной оболочки столбцов матрицы
(B,AB, . . . , An−1B) , а s̃m+1, . . . , s̃n – его дополнение до базиса


















Здесь y = (y1, y2)T – разбиение вектора y на два вектора y1 и y2
размерностей m и n − m соответственно; блок A11 размерности
[m × m] , A12 – [m × (n − m)] , A22 – [(n − m) × (n − m)] , B1 –
[m × r] , O21 и O2 – матрицы, состоящие из нулевых элементов,
размерностей [(n−m)×m] и [(n−m)× r] соответственно.
Рассмотрим две подсистемы
ẏ1 = A11 y1 +B1 u, (27)
ẏ2 = A22 y2. (28)
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Справедлива следующая теорема.
Теорема 1.2 Пусть для правой части системы (1) выполне-
ны условия (2), (3), (23), а также система (28) экспоненциаль-
но устойчива (или, что то же самое, собственные числа матри-
цы A22 имеют отрицательные вещественные части). Тогда су-
ществует ε > 0 такое, что для любого x0 : ‖x0‖ < ε существует
решение Задачи 1.2, которое может быть получено после реше-
ния задачи стабилизации линейной стационарной системы с по-
следующим решением задачи Коши для вспомогательной системы
обыкновенных дифференциальных уравнений.
Доказательство. Используя известный алгоритм [2], найдем
управление вида
u(t) = Cy1(t),
где C – постоянная матрица размерности [r×m] , обеспечивающее
экспоненциальную устойчивость системе (27). Управление u(t) в
старых переменных имеет вид
u(t) = CS−1m x(t), (29)
где S−1m – матрица, состоящая из соответствующих первых m строк
матрицы S−1 . Если замкнуть теперь систему (8) управлением (29),
то для ее решений x(t) с начальными данными x(0) = x0 будет
иметь место оценка
‖x(t)‖ 6M1‖x0‖e−λt, M1 > 0, λ > 0. (30)
Далее доказательство полностью повторяет доказательство Теоре-
мы 1.1.
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§2. Решение задачи стабилизации в классе дискретных
управлений
Объектом исследования является система
ẋ = f(x, u), (1)
x = (x1, . . . , xn)T , x ∈ Rn,
u = (u1, . . . , ur)T , u ∈ Rr, r 6 n, t ∈ [0,∞),
f ∈ C2(Rn ×Rr;Rn), f = (f1, . . . , fn)T , (2)
f(0, 0) = 0, (3)














, i = 1, . . . , n, j = 1, . . . , r,
‖u‖ < C1. (5)
Определение. Управление u(t) называется дискретным, если
u(t) = u(kh), ∀t ∈ [kh, (k + 1)h], k = 0, 1, . . . ,
где h > 0 – постоянная величина.
Задача 2.1 Найти дискретное управление u(t) так, чтобы решение
системы (1) x(t) удовлетворяло условиям
x(0) = x1, x1 = (x
1
1, . . . , x
n
1 )
T , x(t)→ 0 при t→∞. (6)
Указанную пару x(t) , u(t) будем называть решением задачи (1),
(6).
Теорема 2.1 Пусть для правой части систе-
мы (1) выполнены условия (2),(3),(4). Тогда суще-
ствуют ε > 0 , h0 > 0 такие, что для любых
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x1 : ‖x1‖ < ε и для любых h : 0 < h < h0 существует ре-
шение Задачи 2.1, которое может быть получено после решения
задачи стабилизации линейной стационарной системы и после-
дующим решением задачи Коши для вспомогательной системы
обыкновенных дифференциальных уравнений (порядки указанных
систем совпадают с порядком исходной системы).
Доказательство. Используя свойства (2), (3), систему (1)
можно представить в виде
ẋ = Ax+Bu+ ϕ(x, u) + ϕ1(x, u), (7)
ϕ(x, u) = (ϕ1, . . . , ϕn)T ,
ϕ1(x) = (ϕ
1


































x̃ = θix, θi ∈ (0, 1), ũ = θiu, θi ∈ (0, 1), i = 1, n.
Рассмотрим линейную часть системы (7)
ẋ = Ax+Bu. (9)
Используя условие (4) и известный алгоритм, найдем управляю-
щую функцию u(t) вида
u(t) = Cx(t), (10)
где C – постоянная матрица размерности [r×n] , обеспечивающую
экспоненциальную устойчивость системы (9). Наряду с системой
(7), рассмотрим систему
ẋ = Ax+Bu+ ϕ(x, u). (11)
Система (11), замкнутая дискретным управлением
u = Cx(kh), t ∈ [kh, (k + 1)h], k = 0, 1, . . . , (12)
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примет вид
ẋ = Ax+BCx(kh) + ϕ(x,Cx(kh)). (13)
Введем в рассмотрение функцию z(t)
z(t) = x(t)−x(kh) = x(t)−xk, xk = x(kh), t ∈ [kh, (k+1)h]. (14)
Решение системы (13) на промежутке [kh, (k + 1)h] имеет вид









t ∈ [kh, (k + 1)h].
(15)
Сделаем в (15) замену независимой переменной t на θ по формуле
t− kh = θ . Тогда при θ ∈ [0, h] получим









θ ∈ [0, h].
(16)
Равенство (16) можно записать в виде










θ ∈ [0, h], ξ ∈ [0, h].
(17)
Подставив (17) в (14), получим

















‖e−Aτ‖‖BCxk + ϕ(x,Cxk)‖ dτ,
θ ∈ [0, h], ξ ∈ [0, h].
(19)
Из (2), (8) следует, что в области
‖x‖ < C2 (20)
справедлива оценка
‖ϕ(x,Cxk)‖ < K‖xk‖. (21)
В (20) C2 > 0 – произвольная константа.
Используя (21), неравенство (19) можно записать в более ком-
пактном виде
‖z(t)‖ 6 K1h‖xk‖+K2h‖xk‖. (22)
В (22) константы K1 , K2 не зависят от промежутка [kh, (k + 1)h] .
С другой стороны согласно (14)
‖xk‖ 6 ‖x(t)‖+ ‖z(t)‖, t ∈ [kh, (k + 1)h]. (23)
Неравенства (22), (23) дают оценку
‖z(t)‖ 6 (K1 +K2)h
1− (K1 +K2)h
· ‖x(t)‖, t ∈ [kh, (k + 1)h]. (24)
Система (9), замкнутая стабилизирующим управлением (10),
имеет вид
ẋ = (A+BC)x. (25)
В силу экспоненциальной устойчивости системы (25) существует




























В области (20) справедливы оценки
‖grad V ‖ 6 K3‖x‖, (28)
‖ϕ(x,Cx(kh))− ϕ(x,Cx)‖ 6 K4‖x(kh)− x(t)‖. (29)





6 −‖x‖2 +K5‖x‖‖z‖+K6‖x‖‖z‖+K7‖x‖3. (30)
В (28)–(30) Ki , i = 3, 7 – константы, зависящие от области (20).






















+K7C3 < 1 (32)
Тогда ∀h : 0 < h 6 h0 оценка (31) в области






6 −γ‖x‖2, γ > 0. (34)























6 −γ‖x‖2 +K8‖x‖3. (36)
Выберем константу C4 : 0 < C4 < C3 так, чтобы
K8C4 < γ. (37)
Тогда в области






6 −γ1‖x‖2, γ1 > 0. (39)
С другой стороны согласно [2], функция V (x) является квадратич-
ной формой, которая находится после решения уравнения Ляпуно-
ва (26), и для нее справедлива оценка
α1‖x‖2 6 V (x) 6 α2‖x‖2. (40)
Константы α1 , α2 определяются матрицей квадратичной формы






Интегрируя (41) на промежутке [0, t] , получим
V (x) 6 V (x1)e
− γ1α2 t. (42)
Окончательно условия (40) и (42) дают оценку





































Тогда из оценок (43) – (45) следует, что решение системы (7) не по-
кидает области (38) и удовлетворяет ее граничным условиям (6), а
соответствующее ему управление (12) удовлетворяет ограничению
(5). Теорема доказана.
Описание алгоритма решения Задачи 2.1.
1. Решение задачи непрерывной стабилизации системы (9).
2. По заданной константе C2 находим величину K .
3. Используя матрицы A и B , матрицу коэффициентов усиле-
ния стабилизирующего управления, полученного в п.1, нахо-
дим константы K1 , K2 .
4. В области (20) находим константы K3 , K4 , K5 , K6 , K7 .
5. Выбираем константы C3 и h0 , удовлетворяющие неравенству
(32).
6. По выбранным h0 , C3 находим константу γ .
7. Из условия (37) находим константу C4 .
8. По выбранному C4 находим константу γ1 .
9. Решение уравнения Ляпунова дает матрицу квадратичной
формы V (x) . Далее находим минимальное и максимальное
собственные числа этой матрицы, которые соответствуют чис-
лам α1 и α2 .
10. Используя полученные в предыдущих процедурах константы
α1 , α2 , C3 и ‖C‖ , из условий (45) находим допустимые зна-
чения x1 .
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11. Замыкаем исходную систему управлением (12) с шагом дис-
кретности 0 < h 6 h0 и интегрируем ее с начальным
условием x(0) = x1 , удовлетворяющим неравенствам (44)
– (45), на достаточно большом промежутке времени. В ре-
зультате интегрирования получаем искомую управляющую
функцию u(kh) и соответствующую ей функцию изменения
фазовых координат x(t) .
Замечание 2.1 Нетрудно видеть, что предложенный в работе ал-
горитм можно использовать в случае, когда условие (6) имеет вид
x(0) = x0, ‖x(t̂)‖ < ε0, (46)
где ε0 > 0 – произвольное число, t̂ – заранее неизвестный момент
времени.
Задача 2.2 Найти функции x(t) , u(kh) , удовлетворяющие системе
(1) и условиям
x(0) = x0, ‖x(t̂)‖ < ε0, (47)
где ε0 > 0 – произвольное число, t̂ – заранее неизвестный момент
времени. Нетрудно видеть, что решение Задачи 2.1 на промежутке






t̂ 6 ε0. (48)
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§3. Решение задачи стабилизации с учетом неполной ин-
формации о фазовом состоянии объекта
Объектом исследования является управляемая система обык-
новенных дифференциальных уравнений
ẋ = f(x, u), (1)
x = (x1, . . . , xn)T , x ∈ Rn,
u = (u1, . . . , ur)T , u ∈ Rr, r 6 n, t ∈ [0,∞),
f ∈ C2(Rn ×Rr;Rn), f = (f1, . . . , fn)T , (2)
f(0, 0) = 0, (3)














, i = 1, . . . , n, j = 1, . . . , r,
‖u‖ < C. (5)
Предположим, что доступен измерению вектор y(t) ∈ Rm , m 6 n ,
связанный с фазовым вектором x уравнением
y(t) = g(x(t)), (6)
где
g ∈ C2(Rn;Rm), g = (g1, . . . , gm)T , (7)




Задача 3.1 Используя результаты измерения y(t) , найти
непрерывное управление u(t) так, чтобы решения системы (1) удо-
влетворяли условиям
x(0) = x0, x(t)→ 0 при t→∞. (9)
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Теорема 3.1 Пусть для системы (1) и уравнения измерителя (6)
выполнены условия (2)–(4), (7), (8). Тогда существует ε > 0
такое, что для всех x0 ∈ Rn , удовлетворяющих неравенству
‖x0‖ < ε, существует решение Задачи 3.1, которое может быть
получено после решения задачи непрерывной стабилизации линей-
ной стационарной системы и построения матрицы асимптоти-
ческого наблюдателя типа Люенбергера.
Доказательство. Будем искать уравнение асимптотического
наблюдателя в виде
˙̂x = Ax̂+Bu+K(y(t)− g(x̂(t))), x̂ = (x̂1, . . . , x̂n)T . (10)
В уравнении (10) K – неизвестная постоянная матрица размерно-
сти [n×m] , подлежащая определению. Используя свойства (2), (3),
(7), системы (1) и (10) можно представить в виде
ẋ = Ax+Bu+ ϕ(x, u) + ϕ1(x, u), (11)
ϕ = (ϕ1, . . . , ϕn)T , ϕ1 = (ϕ
1

































x̃ = θix, ũ = θiu, θi ∈ (0, 1) i = 1, . . . n,
˙̂x = Ax̂+Bu+KT (x(t)− x̂(t)) +K(g1(x(t))− g1(x̂(t))), (14)
g1 = (g
1













˜̃x = θ̄ix, θ̄i ∈ (0, 1), i = 1, . . . ,m.
Рассмотрим систему
ẋ = Ax+Bu, (16)
˙̂x = Ax̂+Bu+KT (x− x̂), (17)
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Будем искать постоянные матрицы Mr×n , Kn×m так, чтобы систе-
ма (16), (17), замкнутая управлением
u(t) = Mx̂(t), (18)
была экспоненциально устойчивой.
Сделаем замену переменной x̂ на δ по формуле
x̂− x = δ. (19)
Тогда в новых переменных x , δ система (16), (17), замкнутая













В (20) O1 – матрица, состоящая из нулевых элементов, размерности
[n × n] . Используя известный алгоритм непрерывной стабилиза-
ции линейных стационарных систем, найдем матрицу M , при ко-
торой спектр матрицы A+BM лежит в левой полуплоскости. Что-
бы подобрать матрицу K , гарантирующую расположение спектра
матрицы A−KT в левой полуплоскости, достаточно по упомяну-
тому алгоритму найти матрицу K такую, чтобы спектр матрицы
−AT + TTKT лежал в правой полуплоскости. Тогда из свойства
произведения фундаментальных матриц исходной и сопряженной
систем будет следовать, что спектр матрицы A−KT лежит в левой
полуплоскости. Отсюда и из структуры матрицы системы (20) сле-
дует экспоненциальная устойчивость системы (20) при выбранных
матрицах M и K . С другой стороны, согласно замене (19), полу-
чим экспоненциальную устойчивость системы (16), (17), замкнутой
управлением (18). Для удобства дальнейших рассуждений запишем
ее в виде одного уравнения
ξ̇ = Pξ, (21)
где






Рассмотрим систему (10), (11), замкнутую управлением (18),
ẋ = Ax+BMx̂+ ϕ(x,Mx̂) + ϕ1(x,Mx̂), (22)
˙̂x = Ax̂+BMx̂+K(y(t)− g(x̂(t))). (23)
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По аналогии с системой (16), (17) ее можно записать в виде одного
уравнения








ϕ̄ = (ϕ(Γ1ξ,MΓ2ξ),K(g(Γ1ξ)− g(Γ2ξ)))T , (25)
ϕ̄1 = (ϕ1(Γ1ξ,MΓ2ξ), 0, . . . , 0)
T
2n×1,
Γ1 = (E, 0)n×2n, Γ2 = (0, E)n×2n.
Здесь O – матрица с нулевыми элементами размерности [n × n] .
Наряду с системой (24) рассмотрим систему
ξ̇ = Qξ + ϕ̄(ξ, ξ). (26)
В силу экспоненциальной устойчивости системы (21), существует







После несложных рассуждений нетрудно видеть, что производную





= −‖ξ‖2 + (grad V,Γ3ξ) +
(











‖ξ‖ < C1 (29)
справедлива оценка
‖grad V ‖ 6 γ1‖ξ‖. (30)





6 −‖ξ‖2 + γ2‖ξ‖2 + γ3‖ξ‖3. (31)
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В (30) и (31) γi , i = 1, 3 – положительные константы, зависящие
от области (29). Выберем константу 0 < C2 < C1 так, чтобы было
выполнено
γ2 + γ3C2 < 1. (32)
Тогда оценка (31) в области






6 −γ4‖ξ‖2, γ4 > 0. (34)













grad V, ϕ̄1(ξ, ξ)
)
. (35)






6 −γ4‖ξ‖2 + γ5‖ξ‖3. (36)
Здесь γ5 > 0 – константа. Выберем константу C3 : 0 < C3 < C2
так, чтобы
γ5C3 < γ4. (37)
Тогда в области
‖ξ‖ < C3 (38)





6 −γ6‖ξ‖2, γ6 > 0. (39)
С другой стороны, согласно [2], функция V (ξ) является квадратич-
ной формой, которая находится после решения уравнения Ляпуно-
ва (27), и для нее справедлива оценка
α1‖ξ‖2 6 V (ξ) 6 α2‖ξ‖2. (40)
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Константы α1 > 0 , α2 > 0 определяются матрицей квадратичной
формы V (ξ) . Из (39), (40) следует
V (ξ) 6 V (ξ0)e
− γ6α2 t, ξ0 = (x(0), x̂(0))
T , t ∈ [0; +∞). (41)
Окончательно условия (40), (41) дают оценку




































Тогда из оценок (42), (43) следует, что решение системы (24) не по-
кидает области (38) и удовлетворяет условиям (9), а соответствую-
щее ему управление (18) удовлетворяет ограничению (5). Теорема
доказана.
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§4. Решение задачи стабилизации с учетом неполной ин-
формации о фазовом состоянии объекта в классе дис-
кретных управлений
Объектом исследования является управляемая система обык-
новенных дифференциальных уравнений
ẋ = f(x, u), (1)
x = (x1, . . . , xn)T , x ∈ Rn,
u = (u1, . . . , ur)T , u ∈ Rr, r 6 n, t ∈ [0,∞),
f ∈ C2(Rn ×Rr;Rn), f = (f1, . . . , fn)T , (2)
f(0, 0) = 0, (3)














, i = 1, . . . , n, j = 1, . . . , r,
‖u‖ < C. (5)
Предположим, что в некоторые дискретные моменты времени
t = kh, h > 0, k = 0, 1, ...
доступен измерению вектор y(kh) ∈ Rm , m 6 n , связанный с фа-
зовым вектором x уравнением
y(kh) = g(x(kh)), (6)
где
g ∈ C2(Rn;Rm), g = (g1, . . . , gm)T , (7)





Определение. Управление u(t) называется дискретным, если
u(t) = u(kh), t ∈ [kh, (k + 1)h), k = 0, 1, ..., h > 0.
Задача 4.1 Используя результаты измерения y(kh) , k = 0, 1, . . . ,
h > 0 , найти дискретное управление u(t) так, чтобы решения си-
стемы (1) удовлетворяли условиям
x(0) = x0, x(t)→ 0 при t→∞. (9)
Теорема 4.1 Пусть для системы (1) и уравнения измерителя (6)
выполнены условия (2)–(4), (7), (8). Тогда существуют ε > 0 ,
h0 > 0 такие, что для всех x0 ∈ Rn , h > 0 , удовлетворяющих
неравенствам
‖x0‖ < ε, 0 < h < h0
существует решение Задачи 4.1, которое может быть получено
после решения задачи непрерывной стабилизации линейной стаци-
онарной системы и построения матрицы асимптотического на-
блюдателя типа Люенбергера.
Доказательство. Будем искать уравнение асимптотического
наблюдателя в виде
˙̂x = Ax̂+Bu+K(y(kh)− g(x̂(kh))), x̂ = (x̂1, . . . , x̂n)T . (10)
В уравнении (10) K – неизвестная постоянная матрица размерно-
сти [n×m] , подлежащая определению. Используя свойства (2), (3),
(7), системы (1) и (10) можно представить в виде
ẋ = Ax+Bu+ ϕ(x, u) + ϕ1(x, u), (11)
ϕ = (ϕ1, . . . , ϕn)T , ϕ1 = (ϕ
1


































x̃ = θix, ũ = θiu, θi ∈ (0, 1), i = 1, . . . n,
˙̂x = Ax̂+Bu+KT (x(kh)− x̂(kh)) +K(g1(x(kh))− g1(x̂(kh))), (14)
g1 = (g
1













˜̃x = θ̄ix, θ̄i ∈ (0, 1), i = 1, . . . ,m.
Рассмотрим систему
ẋ = Ax+Bu, (16)
˙̂x = Ax̂+Bu+KT (x− x̂), (17)
Будем искать постоянные матрицы Mr×n , Kn×m так, чтобы систе-
ма (16), (17), замкнутая управлением
u(t) = Mx̂(t), (18)
была экспоненциально устойчивой.
Сделаем замену переменной x̂ на δ по формуле
x̂− x = δ. (19)
Тогда в новых переменных x , δ система (16), (17), замкнутая













В (20) O1 – матрица, состоящая из нулевых элементов размерно-
сти [n× n] . Используя известный алгоритм непрерывной стабили-
зации линейных стационарных систем, найдем матрицу M , при ко-
торой спектр матрицы A+BM лежит в левой полуплоскости. Что-
бы подобрать матрицу K , гарантирующую расположение спектра
матрицы A−KT в левой полуплоскости, достаточно по упомяну-
тому алгоритму найти матрицу K такую, чтобы спектр матрицы
−AT + TTKT лежал в правой полуплоскости. Тогда из свойства
произведения фундаментальных матриц исходной и сопряженной
систем будет следовать, что спектр матрицы A−KT лежит в левой
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полуплоскости. Отсюда и из структуры матрицы системы (20) сле-
дует экспоненциальная устойчивость системы (20) при выбранных
матрицах M и K . С другой стороны, согласно замене (19), полу-
чим экспоненциальную устойчивость системы (16), (17), замкнутой
управлением (18). Для удобства дальнейших рассуждений запишем
ее в виде одного уравнения
ξ̇ = Pξ, (21)
где






Рассмотрим систему (10), (11), замкнутую дискретным управ-
лением
u(t) = Mx̂(kh), t ∈ [kh, (k + 1)h), k = 0, 1, . . . . (22)
По аналогии с системой (16), (17) ее можно записать в виде одного
уравнения













ϕ̄ = (ϕ(Γ1ξ,MΓ2ξ(kh)),K(g(Γ1ξ(kh))− g(Γ2ξ(kh))))T , (24)
ϕ̄1 = (ϕ1(Γ1ξ,MΓ2ξ(kh)), 0, . . . , 0)
T
2n×1,
Γ1 = (E, 0)n×2n, Γ2 = (0, E)n×2n,
Здесь O – матрица с нулевыми элементами размерности [n × n] .
Наряду с системой (23) рассмотрим систему
ξ̇ = Qξ +Rξ(kh) + ϕ̄(ξ, ξ(kh)). (25)
Введем в рассмотрение функцию z(t)
z(t) = ξ(t)− ξ(kh) = ξ(t)− ξk, ξk = ξ(kh), t ∈ [kh, (k+1)h]. (26)
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Решение системы (25) на промежутке [kh, (k + 1)h] , k = 0, 1, . . .
имеет вид




e−Qτ (Rξk + ϕ̄(ξ, ξk)) dτ. (27)
Сделаем в (27) замену переменной t на θ по формуле t − kh = θ .





e−Q(τ+kh)(Rξk+ϕ̄(ξ, ξk)) dτ. (28)
Равенство (28) можно записать в виде





e−Q(τ+kh)(Rξk + ϕ̄(ξ, ξk)) dτ,
θ ∈ [0, h], t̃ ∈ [0, h].
(29)
Подставив (29) в (26), получим
z(θ + kh) = ξ(θ + kh)− ξ(kh) =




e−Q(τ+kh)(Rξk + ϕ̄(ξ, ξk)) dτ,
θ ∈ [0, h], t̃ ∈ [0, h].
(30)
Из (30) следует




‖e−Qτ‖‖Rξk + ϕ̄(ξ, ξk)‖ dτ,
θ ∈ [0, h], t̃ ∈ [0, h].
(31)
На основании (2), (7), (12), (24) в области
‖ξ‖ < C1 (32)
существует константа L такая, что
‖ϕ̄(ξ, ξk)‖ 6 L‖ξk‖. (33)
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В (32) C1 > 0 – произвольное число.
Используя (33), неравенство (31) можно записать в более ком-
пактном виде
‖z(t)‖ 6 L1h‖ξk‖+ L2h‖ξk‖, t ∈ [kh, (k + 1)h]. (34)
Константы L1 , L2 в неравенстве (34)
не зависят от номера промежутка
[kh, (k + 1)h] .
С другой стороны, согласно (26)
‖ξk‖ 6 ‖ξ(t)‖+ ‖z(t)‖, t ∈ [kh, (k + 1)h]. (35)
Неравенства (34), (35) дают оценку
‖z(t)‖ 6 (L1 + L2)h
1− (L1 + L2)h
‖ξ(t)‖, t ∈ [kh, (k + 1)h]. (36)
В силу экспоненциальной устойчивости системы (21), существует







После несложных рассуждений нетрудно видеть, что производную







































В области (32) справедливы оценки
‖grad V ‖ 6 γ1‖ξ‖, (40)
‖ϕ̄2(ξ, ξ(kh))− ϕ̄2(ξ, ξ)‖ 6 γ2‖ξ(kh)− ξ‖ = γ2‖z‖. (41)





6 −‖ξ‖2 + γ3‖ξ‖‖z‖+ γ4‖ξ‖‖z‖+ γ5‖ξ‖3. (42)
В (42) γi , i = 1, 5 – положительные константы, зависящие от обла-








1− (L1 + L2)h
+
γ4(L1 + L2)h




Выберем константы C2 > 0 , h0 > 0 : 0 < C2 < C1 так, чтобы
выполнялось неравенство
γ3(L1 + L2)h0
1− (L1 + L2)h0
+
γ4(L1 + L2)h0
1− (L1 + L2)h0
+ γ5C2 < 1. (44)
Тогда для всех h : 0 < h < h0 оценка (43) в области






6 −γ6‖ξ‖2, γ6 > 0. (46)






















6 −γ6‖ξ‖2 + γ7‖ξ‖3. (48)
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Здесь γ7 > 0 – константа. Выберем константу C3 : 0 < C3 < C2
так, чтобы
γ7C3 < γ6. (49)
Тогда в области
‖ξ‖ < C3 (50)





6 −γ8‖ξ‖2, γ8 > 0. (51)
С другой стороны, согласно [2], функция V (ξ) является квадратич-
ной формой, которая находится после решения уравнения Ляпуно-
ва (37), и для нее справедлива оценка
α1‖ξ‖2 6 V (ξ) 6 α2‖ξ‖2. (52)
Константы α1 > 0 , α2 > 0 определяются матрицей квадратичной
формы V (ξ) . Из (51), (52) следует
V (ξ) 6 V (ξ0)e
− γ8α2 t, ξ0 = (x(0), x̂(0))
T , t ∈ [0; +∞). (53)
Окончательно условия (52), (53) дают оценку




































Тогда из неравенств (54), (55) следует, что решение системы (23) не
покидает области (50) и удовлетворяет условиям (9), а соответству-
ющее ему управление (22) удовлетворяет ограничению (5). Теорема
доказана.
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Замечание 4.1 Повторяя дословно доказательство Теоремы 4.1,




= f(x̂, u) +KT (g(x)− g(x̂)).
Задача 4.2 Используя результаты измерителя (6), найти пару
функций x(t) , u(t) , удовлетворяющие системе (1) и условиям
x(0) = 0, ‖x(t′)‖ < ε1,
где ε1 > 0 – произвольное число, t′ – заранее неизвестный момент
времени.
Замечание 4.2 Очевидно, что решение Задачи 4.1 на промежутке
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