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“The prediction accuracy of employed data mining algorithms is of fun-
damental impact for their successful application. The computational time re-
quired for constructing a prediction model is becoming more important as the
amount of available data is constantly growing.” [93]

Vorwort
Fragestellungen der Extraktion wichtiger Informationen und interessanter Zusammenha¨nge
aus Datenmengen, die aufgrund ihrer Gro¨ße und Unu¨bersichtlichkeit fu¨r den Menschen
nicht mehr u¨berschaubar sind, gewinnen in der heutigen Zeit immer mehr an Bedeutung.
Die Anzahl derartiger Daten wa¨chst stetig an, wobei gleichzeitig immer ho¨here Anforde-
rungen an die Gu¨te der Analysen gestellt werden. Es sind genaue und effiziente Verfahren
aus dem Bereich des Data-Mining zu entwickeln, um die tatsa¨chlich relevanten Informa-
tionen in akzeptabler Zeit zu finden.
Im Rahmen dieser Arbeit bescha¨ftigen wir uns mit einem modernen Verfahren des ma-
schinellen Lernens, der sogenannten Support-Vektor-Maschine. Maschinelles Lernen hat
nichts mit ”Maschinen“ zu tun, wie wir sie verstehen. Vielmehr geht es dabei um ku¨nst-
liches Lernen – die automatische Wissensextraktion aus Daten. Es werden Algorithmen
entwickelt, welche das menschliche Lernen nachempfinden sollen. Mo¨glicherweise ist die
in der Community verwendete U¨bersetzung von “machine” (Automat) in ”Maschine“ in
diesem Zusammenhang nicht besonders vorteilhaft. Diese Problematik ist auch schon von
der Turingmaschine bekannt, die von Alan Turing 1936 als reines Gedankenmodell vorge-
stellt worden war, heutzutage aber stets mit einem Rechner in Verbindung gebracht wird.
Wir setzen uns mit aktuellen Aspekten von Support-Vektor-Maschinen auseinander. Dazu
za¨hlen die Bereiche kostensensitiver Klassifikation, automatischer Parameteroptimierung
sowie effizienter und paralleler Algorithmen. Diese Arbeit entstand in enger Verbindung
mit dem Industrieprojekt GALA (Gru¨nenthal Applied Life Science Analysis) zwischen
dem Forschungszentrum Ju¨lich und dem Pharmaunternehmen Gru¨nenthal GmbH in Aa-
chen. Ein wichtiger Teil unserer Arbeit ist daher auch die Anwendung der implementierten
Verfahren auf reale Datensa¨tze.
Ich danke meinem Doktorvater Prof. Dr. Bruno Lang fu¨r die Unterstu¨tzung dieser Disser-
tation, das entgegengebrachte Vertrauen, die fruchtbaren Diskussionen und die Ratschla¨ge
bei der Erstellung zahlreicher Publikationen. Weiterhin danke ich Prof. Dr. Dr. Thomas
Lippert, dem Direktor des Zentralinstituts fu¨r Angewandte Mathematik (ZAM) am For-
schungszentrum Ju¨lich fu¨r die Fo¨rderung meines Promotionsvorhabens und die U¨bernah-
me des Korreferates. Diese Dissertation entstand im Zeitraum Februar 2004 bis November
2006 am ZAM. Allen Kollegen danke ich fu¨r die Hilfsbereitschaft in allen Lebenslagen,
die fachliche Unterstu¨tzung, die hervorragenden Arbeitsbedingungen und die einmalige
Mo¨glichkeit, die Supercomputer des Forschungszentrums Ju¨lich zu benutzen. Ebenfalls
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Data-Mining, ku¨nstliche Intelligenz und maschinelles Lernen – diese Begriffe sind der-
zeit Schlagworte in Forschung und Industrie. Dabei sieht man die ku¨nstliche Intelligenz
oft als Wurzel, aus der das maschinelle Lernen als Teilgebiet bzw. Anwendung hervor-
gegangen ist und dann in Kombination mit Statistik und Datenbanktheorie das Gebiet des
Data-Mining hervorgebracht hat. Es besteht der Wunsch und die Notwendigkeit, in immer
gro¨ßer werdenden Daten immer komplexere Zusammenha¨nge zu finden. Die Anwendun-
gen sind zahlreich und ziehen sich durch viele Arbeitsgebiete. Beispielsweise lassen sich in
der pharmazeutischen Forschung und der klinischen Entwicklung von Medikamenten nicht
alle in Frage kommenden Substanzen experimentell untersuchen, die Zahl der Kandidaten
ist zu groß. Mit Hilfe eines Quantitative Structure-Activity Relationship Modells (QSAR)
lassen sich aber logische Verknu¨pfungen der Eigenschaften bekannter Wirkstoffe herstel-
len. Die dafu¨r notwendigen Algorithmen fallen in den Bereich des u¨berwachten Lernens,
einem Teilgebiet des maschinellen Lernens. Sie sollen unter Einbeziehung chemischer
Deskriptoren und biologischer Daten multidimensionale Zusammenha¨nge in Strukturen
erkennen, um die enormen Entwicklungszeiten innovativer Medikamente zu verku¨rzen.
Eine der wichtigsten Methoden des u¨berwachten Lernens ist die bina¨re Klassifikation. Ein
bina¨rer Klassifikator kann Daten einer von zwei Klassen zuordnen. Das klingt zuna¨chst
einfach, jedoch muss dieser Klassifikator erst bestimmt werden. Dafu¨r setzt man eine be-
stimmte Menge an bereits klassifizierten Daten ein, aus denen dann ein Zusammenhang
erlernt wird. Neben vielen anderen Algorithmen wurden die sogenannten Support-Vektor-
Maschinen (SVM’s) fu¨r die Klassifikation von Daten konzipiert. Zu Beginn ihrer Ent-
wicklung waren SVM’s wegen ihrer einfachen linearen Lernidee wenig akzeptiert. Spa¨ter,
als klar wurde, wie kompliziert die zugrunde liegende Lerntheorie tatsa¨chlich ist, wurden
wiederum einfachere und besser interpretierbare Methoden bevorzugt. Die Herausforde-
rungen bei der Implementierung und die wegen der langen Rechenzeit schwierige Nutzung
fu¨r große Daten versta¨rkten die Ablehnungshaltung. Nach und nach, insbesondere durch
die bessere Verfu¨gbarkeit freier SVM-Software sowie die im Vergleich mit anderen Me-
thoden zuverla¨ssigen Ergebnisse, hat sich das Verfahren der Support-Vektor-Maschinen
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KAPITEL 1. EINLEITUNG
durchgesetzt und za¨hlt mittlerweile zu den bekanntesten modernen Klassifikationsmetho-
den.
Bei der Erstellung von Klassifikatoren ist die Zuverla¨ssigkeit fu¨r neue Daten von großer
Bedeutung. Eine Herausforderung stellt die Anpassung notwendiger Modellparameter dar.
Sie sollen nicht nur fu¨r die verwendeten Daten passen, sondern auch dafu¨r sorgen, dass
ku¨nftige Daten gut klassifiziert werden. Jedoch ko¨nnen bei vielen aktuellen Anwendungen
die gewu¨nschten Gu¨tewerte nicht erreicht werden. Oft liegt das daran, dass eine Unaus-
geglichenheit zwischen den Klassen vorliegt. Die kann zum Einen durch unterschiedli-
che Gro¨ßen der Klassen, aber zum Anderen auch durch unterschiedlich hohe Kosten fu¨r
Fehlklassifikationen entstehen. Typischerweise maximieren Lernmethoden und die dazu-
geho¨rigen Parameteroptimierungsverfahren ausschließlich die Genauigkeit, das heißt die
Wahrscheinlichkeit, einen Punkt korrekt zu klassifizieren. Die Anwender haben nicht die
Mo¨glichkeit und das notwendige Wissen, um korrigierend in den Lernprozess einzugreifen.
Verbesserte Modelle, aufwa¨ndige Parameteroptimierung sowie die immer schneller wach-
senden Datenbesta¨nde in Forschung und Industrie fu¨hren bei Algorithmen des maschinel-
len Lernens und insbesondere bei den Support-Vektor-Maschinen schnell an die Grenzen
der tolerierbaren Rechenzeiten. Bisher versuchte man, das Problem durch Datenreduzie-
rung oder andere Vereinfachungen zu umgehen. Die zunehmende Zahl an Parallelrech-
nern, insbesondere von SMP1-Cluster-Systemen, ermo¨glicht die Nutzung von parallelen
Data-Mining-Algorithmen zur Datenanalyse. Zur Zeit ist die Entwicklung moderner par-
alleler Klassifikationsverfahren ein sehr junges und dynamisches Forschungsgebiet, dessen
weitere Entwicklung noch nicht genau vorherzusehen ist. Diese Arbeit leistet dazu einen
Beitrag.
1.1 U¨berblick
Unsere Arbeit, die sich mit dem modernen Verfahren der Support-Vektor-Maschinen aus-
einandersetzt, wurde stark durch das Industrieprojekt GALA [85] motiviert. Dieses Pro-
jekt wurde ins Leben gerufen, um neue Wege bei der Entwicklung von Medikamenten zu
beschreiten. Arbeitsschwerpunkt des Projektes war die Erkennung, Analyse und Interpre-
tation multidimensionaler Zusammenha¨nge unter Einbeziehung chemischer Deskriptoren
und biologischer Daten, mit dem Ziel humane in vivo Daten von Substanzen besser vorher-
sagen zu ko¨nnen. Hintergrund dieser Bemu¨hungen ist es, mit den entwickelten Verfahren
die enormen Entwicklungszeiten (10 - 15 Jahre) fu¨r innovative Arzneimittel signifikant
zu verku¨rzen. Dazu wurden von der Gru¨nenthal GmbH in Aachen und dem Forschungs-
zentrum Ju¨lich gemeinsam neue Methoden und Verfahren zur Datenanalyse in der phar-
mazeutischen Forschung entwickelt. Diese sollen helfen, die Wirkung von Substanzen
auf den Menschen im Vorhinein abscha¨tzen zu ko¨nnen. Das Zentralinstitut fu¨r Ange-
wandte Mathematik des Forschungszentrums Ju¨lich u¨bernahm dabei Aufgaben auf dem
1Shared-Memory-Prozessoren
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Gebiet der Statistik. Es wurden Algorithmen entwickelt, die Abha¨ngigkeiten zwischen
den Merkmalen eines Stoffes aufdecken und neue Substanzen in Gruppen unterschiedli-
cher Erfolgsaussichten einstufen. Neue Methoden der ku¨nstlichen Intelligenz, insbeson-
dere Support-Vektor-Maschinen, werden eingesetzt, um die erzielten Ergebnisse weiter zu
verbessern [36, 38, 82–84].
Wir bescha¨ftigen uns zuna¨chst mit der Implementierung einer seriellen SVM-Software.
Dabei spielen Effizienz und Parallelisierbarkeit eine wichtige Rolle. Zur Lo¨sung des Opti-
merungsproblems wa¨hrend des SVM-Trainings wa¨hlen wir einen Zerlegungsalgorithmus
(decomposition), der auf einem schnellen Projektionsverfahren aufbaut. Um den sogenann-
ten Trainingsalgorithmus zum Erlernen einer Klassifikationsfunktion herum wird eine Va-
lidierungsumgebung zur internen Bewertung des Modells implementiert. Motiviert durch
die Anwendungen innerhalb des GALA-Projektes erstellen wir ein Geru¨st zur flexiblen und
kostensensitiven Klassifikation. Das Zusammenspiel von Optionen erweitert die Mo¨glich-
keiten der Modellierung. Fu¨r den Anwender ist die Nutzung dennoch schwierig. Wie die
meisten maschinellen Lernverfahren sind auch die Support-Vektor-Maschinen durch ver-
schiedene Parameter konfigurierbar. Fu¨r erfolgreiche Anwendungen ist es wichtig, diese
Parameter mo¨glichst gut auf die jeweiligen Daten einzustellen. Sind die Parameter schlecht
gewa¨hlt, bringen auch die neuen Techniken keine Verbesserung. Aus diesem Grund setzen
wir uns mit dem Problem der Parameteroptimierung auseinander. Zur Bewertung von Zwi-
schenergebnissen werden geeignete Gu¨temaße eingefu¨hrt. Ein vielversprechendes Maß
wird mit flexiblen Komponenten ausgestattet, welche die Parameteroptimierung erleich-
tern. Zudem wird eine frei verfu¨gbare Software zur numerischen Parameteroptimierung
ausgewa¨hlt und an die SVM-Software gekoppelt. Unser Beitrag zum Gebiet des parallelen
Data-Minings ist die Entwicklung einer zweistufig parallelen SVM-Software. Die innere
Ebene des Trainings wird im Shared-Memory-Modus realisiert und kann so auf einzel-
nen Knoten eines SMP-Cluster-Systems ausgefu¨hrt werden. Zusa¨tzlich gibt es eine MPI2-
parallele Validierungsebene, die auch u¨ber SMP-Knotengrenzen hinweg eingesetzt werden
kann. Die Software zur Parameteroptimierung stellt ebenfalls einen MPI-parallelen Mo-
dus zur Verfu¨gung. U¨ber unsere Implementierung eines neuen Kommunikationsschemas
ermo¨glichen wir auch die Kopplung der parallelen Ebenen. Es entsteht eine dreistufig par-
allele Software zur automatisch optimierten Klassifikation mit Support-Vektor-Maschinen.
Jede Ebene kann einzeln oder kombiniert flexibel parallel gewa¨hlt werden.
1.2 Struktur der Arbeit
Diese Arbeit besteht aus acht Kapiteln. Kapitel 2 fu¨hrt in die Grundlagen des u¨berwachten
Lernens und der Klassifikation mit Support-Vektor-Maschinen ein. Kapitel 3 bescha¨ftigt
sich mit dem unserer Implementierung zugrunde liegenden SVM-Trainingsalgorithmus –




der Zerlegungsmethode – und den darin enthaltenen inneren Lo¨sern. In Kapitel 4 stellen
wir unsere Erweiterungen der Software vor. Diese haben zum Ziel, die Flexibilita¨t des
Lernens zu erho¨hen. Der wichtigste Aspekt dabei ist kostensensitives Lernen, eine der
Zielsetzungen des GALA-Projektes. Im Anschluss daran bescha¨ftigen wir uns in Kapitel 5
mit Parameteroptimierung. Es werden geeignete Gu¨temaße sowie die von uns verwendete
APPSPACK-Software [55] vorgestellt. Die Umsetzung der dreistufig parallelen Softwa-
re wird in Kapitel 6 erla¨utert. Ausgehend von einem U¨berblick zu parallelen Methoden
des Data-Mining und speziell der Support-Vektor-Maschinen ero¨rtern wir die Implemen-
tierung der parallelen SVM-Software und gehen im Anschluss auf die Kopplung mit der
parallelen APPSPACK-Software ein. In den Kapiteln 2 bis 6 werden keine Testergebnisse
besprochen, diese befinden sich ausschließlich in Kapitel 7. Das Kapitel ist analog zum
Aufbau der Arbeit geordnet nach Tests zum SVM-Trainingsalgorithmus allgemein, Tests
zum kostensensitiven Lernen, Gu¨temaßen und deren Optimierung mit APPSPACK sowie
Tests zum Verhalten der parallelen Ebenen.
1.3 Vero¨ffentlichungen
Viele Teile dieser Arbeit wurden auf Workshops, Konferenzen und in Zeitschriften pu-
bliziert. Davon ausgenommen sind die Kapitel 2 und 3, in denen wichtige Grundlagen
u¨ber Support-Vektor-Maschinen und die implementierten seriellen Optimierungsalgorith-
men zusammengestellt wurden.
Arbeiten zur kostensensitiven Klassifikation mit Support-Vektor-Maschinen wurden beim
Symposium Knowledge Exploration in Life Science Informatics (KELSI 2004) [82] sowie
bei der 3. IEEE International Conference on Intelligent Systems (IS 2006) [44] vorge-
stellt. Erstere Arbeit zeigt Ergebnisse von Anwendungen innerhalb des GALA-Projektes
und ist in enger Zusammenarbeit mit Dr. Achim Kless, Gru¨nenthal GmbH, entstanden.
Weitere Vero¨ffentlichungen mit Dr. Kless sind ein Artikel zur Projektbeschreibung in der
Zeitschrift Bioworld [84] sowie ein Poster auf dem 16. European Symposium on QSAR
and Molecular Modelling [83]. Unsere Studie zur kostensensitiven Klassifikation aktueller
CYP-Datensa¨tze ist im Journal of Chemical Information and Modeling erschienen [38].
Unser neues Gu¨temaß als Grundlage fu¨r kostensensitive Parameteroptimierung haben wir
im Journal of Computational and Applied Mathematics [43] vorgestellt. Sowohl in die-
ser Arbeit als auch beim Symposium Computational Life Sciences (CompLife 2005) [40]
sind erfolgreiche Anwendungen der Optimierung unausgeglichener Klassifikationsproble-
me mit APPSPACK und dem neuen Gu¨temaß pra¨sentiert worden.
Im Zusammenhang mit den Arbeiten zum Zerlegungsalgorithmus und den drei paralle-
len Stufen unserer SVM-Software, ihrer Verbindung und Anwendung wurden Arbeiten
auf der International Conference on Artificial Intelligence and Machine Learning (AIML
2005) [39], der 11. International Conference on Computer Science (ICCS 2006) [42],
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der Fourth Biennial International Conference Advances in Information Systems (ADVIS
2006) [41], der European Conference on Parallel Computing (EuroPar 2006) [37], dem
Workshop From Computational Biophysics to Systems Biology (CBSB 2006) [47], dem
Workshop on Parallel Data Mining (PDM 2006) [48] und der Australasian Data Mining







In dieser Arbeit werden Support-Vektor-Maschinen zur bina¨ren Klassifikation betrachtet.
Das zugrunde liegende Modell wird stets das sogenannte u¨berwachte (supervised) Ler-
nen [26] sein. Sind funktionale Zusammenha¨nge zwischen Eingaben und Ausgaben eines
Systems nicht bekannt, da man sie entweder gar nicht oder nur unter unverha¨ltnisma¨ßig
großem Arbeits- und Zeitaufwand generieren kann, lohnt sich der Einsatz von Algorithmen
des u¨berwachten Lernens. Dazu mu¨ssen endlich viele Beispiele zur Verfu¨gung stehen, wel-
che die Abha¨ngigkeit so gut wie mo¨glich repra¨sentieren. Diese Beispiele verwendet man,
um die gesuchte Funktionalita¨t zu erlernen.
Definition 2.1 (Trainingspunkt). Sei n ∈ N. Als Trainingspunkt bezeichnen wir im Folgen-
den einen Datenvektor x ∈ Rn genau dann, wenn ihm ein Label y ∈ {−1, 1} zugeordnet
ist und er zusa¨tzlich zum Erlernen eines Klassifikators verwendet wird.
Bemerkung 2.1. Wie auch in Def. 2.1 angegeben, bezeichnen wir die Anzahl der betrach-
teten Variablen (Attribute, Features, Merkmale, Deskriptoren) mit n. Die Gesamtheit der
fu¨r einen Lernvorgang betrachteten Variablen wird in der Pharmaforschung oft als De-
skriptorset bezeichnet.
Definition 2.2 (Trainingsdatensatz). Als rd-elementigen Trainingsdatensatz (Referenzda-
tensatz) bezeichnen wir im Folgenden die Menge
{




ge Indexmenge wird mit RD bezeichnet.
Die Herausforderung des u¨berwachten Lernens besteht darin, eine geeignete Menge H
an mo¨glichen Hypothesenfunktionen zu definieren, aus der dann eine spezielle Hypothese
h : Rn → {−1, 1} in Abha¨ngigkeit der konkreten Trainingspaare gewa¨hlt und angepasst
wird. Support-Vektor-Maschinen bedienen sich dazu affin-linearer Funktionen in einem
speziellen Merkmalsraum.
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In den Abschnitten 2.2 und 2.3 werden die den SVM’s zugrunde liegenden Theorien vorge-
stellt. Diese werden in den Abschnitten 2.4 und 2.5 zusammengefu¨hrt und es wird erla¨utert,
wie die finalen SVM-Lernaufgaben konzipiert sind. Zuna¨chst gehen wir im folgenden Ab-
schnitt auf einige Grundlagen zur Bewertung von Klassifikationsalgorithmen ein.
2.1 Bewertung von Klassifikationsalgorithmen
Jeder Klassifikator, unabha¨ngig von der speziellen Lernmethode, durchla¨uft im Allgemei-
nen zwei Phasen – Optimierungs- und Nutzungsphase. Die Optimierungsphase teilt sich in
Modell- (Kapitel 4) und Parameteroptimierung (Kapitel 5). Die Nutzungsphase dient der
Klassifikation neuer, unbekannter Daten. Letztere ist fu¨r unsere Betrachtungen uninteres-
sant.
Modell- und Parameteroptimierung fu¨r Algorithmen des u¨berwachten Lernens basieren auf
mehrmaligen zeitintensiven Trainingsphasen und der Frage, wie man die Leistung eines
Modells bzw. Parametertupels bewerten kann [144]. Prinzipiell gibt es zwei Mo¨glichkeiten
der Bewertung:
• Untersuchung charakteristischer Merkmale des Trainings
Als Kriterien kommen die Anzahl der Trainingsfehler, Charakteristika der Lo¨sung
oder auch die Trainingszeit in Frage. Auch wenn diese Merkmale in der Praxis
durchaus Verwendung finden, letzteres z.B. als Kriterium zur Variablenselektion mit
SVM’s in [51], ist die alleinige Bewertung des Trainings jedoch unserer Meinung
nach kein akzeptables Kriterium zur Qualita¨tsmessung von SVM-Modellen, da die-
se eine besondere Art der Risikominimierung durchfu¨hren, die auf der expliziten
Fehlertolerierung zugunsten einer gut generalisierenden Lo¨sung beruht (vergleiche
Abschnitt 2.4.2).
• Durchfu¨hrung von internen Tests
Unter einem internen Test verstehen wir eine Aufteilung des Trainingsdatensatzes in
Modellierungs- und Testdaten, wobei erstere fu¨r den Lernvorgang verwendet werden
und der Klassifikator dann selbststa¨ndig die Testdaten klassifiziert, um zu zeigen, wie
zuverla¨ssig das Modell auf unabha¨ngigen3 Daten ist. Dieser Test wird dann als Re-
call bezeichnet. Die Ergebnisse mu¨ssen bewertet werden. Eine verbesserte Variante
dieser Methode stellt die v-fache Kreuzvalidierung [1] dar. Dabei werden die Trai-
ningsdaten in v disjunkte Gruppen aufgeteilt. v mal wird mit v− 1 Gruppen trainiert
und mit einer Gruppe getestet, sodass jede Gruppe einmal getestet wurde. In Abbil-
dung 2.1 ist eine 4-fache Kreuzvalidierung dargestellt. Je gro¨ßer v ist, umso besser
passen die gewa¨hlten Parameter im Anschluss zum Gesamtdatensatz [135]. Im Ex-
tremfall gilt v = rd, sodass fu¨r jeden Trainingspunkt ein neues Modell erlernt wird.
3nicht in den Lernvorgang eingeflossenen
8
2.1. BEWERTUNG VON KLASSIFIKATIONSALGORITHMEN
Diese Methode wird leave-one-out genannt und fu¨hrt zu enormen Rechenzeiten. Fu¨r
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Abbildung 2.1: Vierfache Kreuzvalidierung.
Es stellt sich nun die Frage, wie die Ergebnisse eines internen Tests – einer Kreuzvalidie-
rung oder eines unabha¨ngigen Recalls – bewertet werden ko¨nnen. Dafu¨r stehen innerhalb
des Data-Mining verschiedene Kennzahlen zur Verfu¨gung. Wir geben zuna¨chst einige ein-
fache, aber sehr wichtige Kennzahlen an, auf die wir spa¨ter wieder zuru¨ckgreifen. Wir
bezeichnen die Menge der betrachteten Punkte im Folgenden stets als T D, die Menge der
Testdaten (z.B. Validierungs- oder Recalldaten).
Definition 2.3 (Anzahl positiver und negativer Punkte).
pp := | {i ∈ T D : yi = 1} | , np := | {i ∈ T D : yi = −1} | .
Definition 2.4 (Anzahl falscher Klassifikationen).
fk := |{i ∈ T D : yi · h(xi) < 0} | .
Die vorhergesagte Klasse stimmt nicht mit dem gegebenen Klassenlabel u¨berein.
Ein bina¨rer Klassifikator unterscheidet nur zwischen positiven und negativen Vorhersagen,
sodass sich vier mo¨gliche Szenarien fu¨r einen Punkt ergeben.
Definition 2.5 (Anzahl richtig positiver Klassifikationen).
rp := |{i ∈ T D : yi = 1, h(xi) = 1} | .
Definition 2.6 (Anzahl falsch positiver Klassifikationen).
fp := |{i ∈ T D : yi = −1, h(xi) = 1} | .
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Definition 2.7 (Anzahl richtig negativer Klassifikationen).
rn := |{i ∈ T D : yi = −1, h(xi) = −1} | .
Definition 2.8 (Anzahl falsch negativer Klassifikationen).
fn := |{i ∈ T D : yi = 1, h(xi) = −1} | .
Klassifikationsergebnisse, auch fu¨r mehr als zwei Klassen, ko¨nnen anhand einer sogenann-
ten Konfusionsmatrix4 KFM dargestellt werden, siehe Tabelle 2.1. Je mehr Fehler auf-
getreten sind, umso sta¨rker sind Nichtdiagonalelemente besetzt. Ein fehlerfreier Test fu¨hrt
zu einer reinen Diagonalgestalt.
Klasse 1 Klasse −1
Hypothese 1 rp fp
Hypothese −1 fn rn
Tabelle 2.1: Konfusionsmatrix eines Klassifikators (bina¨rer Fall).
Die wichtigsten Maße zur Bewertung von Testergebnissen sind [82]:






Definition 2.10 (Sensitivita¨t, sensitivity). Die Sensitivita¨t gibt an, wieviele der positiven





Definition 2.11 (Spezifita¨t, specificity). Die Spezifita¨t gibt an, wieviele der negativen Punk-





Definition 2.12 (Pra¨zision, precision). Die Pra¨zision gibt an, wieviele der als positiv klas-








Zur Veranschaulichung der mit den obigen Maßen verfolgten Ziele seien die Beispiele in
Abbildung 2.2 gegeben. Bei insgesamt 10 Punkten, von denen die Ha¨lfte positiv ist, gelten:
ac = 0.9 , se = 0.8 , sp = 1.0 und pr = 1.0 (A), (2.5)
ac = 0.9 , se = 1.0 , sp = 0.8 und pr = 0.8
−
3 (B), (2.6)








Abbildung 2.2: Beispiele zur Bewertung eines Tests.
Typischerweise wird bei Klassifikationsbewertungen die Genauigkeit betrachtet [120]. Die-
se Standardmethode ist jedoch oft nicht ausreichend, vor allem, wenn es strukturelle Un-
terschiede zwischen den Klassen von Datenpunkten gibt oder wenn die Anwendung stark
auf eine Klasse ausgerichtet ist [3]. Wir verweisen an dieser Stelle auf Kapitel 5, in dem
wir uns mit speziellen Gu¨temaßen auseinandersetzen werden. Wie auch immer Ergeb-
nisse bewertet werden, es kommt zur Unterscheidung zwischen schwachen und starken
Klassifikatoren, sogenannten weak und strong learners [75]. Schwache Klassifikatoren
haben oft den Vorteil, dass die zugrunde liegende Lernmethode einfach zu verstehen und
schnell durchzufu¨hren ist. U¨ber eine Kombination mehrerer weak learners – sogenannte
Ensemble-Methoden (vergleiche Seite 106) – kann auch ein starker Klassifikator geschaf-
fen werden. SVM’s gelten als ein sehr starkes Lernverfahren.
2.2 Lineares Lernen
Lineare Modelle bilden die Grundlage der nichtlinearen SVM-Klassifikation. Dieser Ab-
schnitt soll dazu dienen, die wichtigsten Eckpunkte des linearen Lernens zu beleuchten.
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Dabei wird auch der Begriff der Marge definiert werden, welcher fundamental fu¨r SVM-
basierte Methoden ist.
Innerhalb der Theorie der Klassifikation gibt es viele Ansa¨tze, um zwei Klassen mittels
einer affin-linearen Funktion zu trennen. Dazu geho¨ren beispielsweise die lineare Diskri-
minanzanalyse [149], aber auch einfache neuronale Netze [12].
Definition 2.13 (Zielfunktion). Sei x ∈ Rn ein zu klassifizierender Punkt. Die beim linea-




wkxk + b . (2.8)
Dabei bezeichnen wir mit w ∈ Rn den Gewichtsvektor und mit b ∈ R den Schwellwert der
affin-linearen Klassifikationsfunktion.
Definition 2.14 (Hypothesenfunktion). Sei x ∈ Rn ein zu klassifizierender Punkt. Die
beim linearen Lernen zur Verfu¨gung stehenden Hypothesenfunktionen zur Einordnung die-
ses Punktes in eine von zwei Klassen sind von der Form
hlin(x) := sgn (flin(x)) . (2.9)
Dabei definieren wir die spezielle Signumfunktion als
sgn(a) :=
{
1 falls a ≥ 0
−1 sonst (a ∈ R) ,
um sicherzustellen, dass eine bina¨re Klassifikation mit genau 2 Ausgabemo¨glichkeiten
durchgefu¨hrt wird.
In Abbildung 2.3 ist eine lineare Trennfunktion dargestellt, die wir im Folgenden als (se-
parierende, trennende) Hyperebene bezeichnen werden. Es stellt sich die Frage nach der
Lage der optimalen Hyperebene. Wir werden im Folgenden erkla¨ren, was als optimal an-
gesehen wird. Separierbarkeit ist im Zusammenhang mit der Klassifikation von großen,
hochdimensionalen Daten ein wichtiger und oft auch problematischer Aspekt.
Definition 2.15. Ein Trainingsdatensatz wird linear separabel genannt, falls eine Hypo-
these hlin der Form (2.9) existiert, sodaß
hlin(x
i) = yi ∀i ∈ RD






Abbildung 2.3: Hyperebene zur Trennung von zwei Klassen.
Wie bewertet und vergleicht man unterschiedliche Hypothesen, die einen Datensatz sepa-
rieren ko¨nnen? Die Theorie der Support-Vektor-Maschinen stu¨tzt sich dafu¨r stark auf das
Konzept der Marge. Dieses besagt, dass eine lineare Trennfunktion als gut angesehen wer-
den kann, wenn sie die vorhandenen Trainingsdaten korrekt klassifiziert und zusa¨tzlich die
Punkte beider Klassen mo¨glichst weit von der Trennlinie entfernt sind. In Abb. 2.4 sind
zwei lineare Trennfunktionen f 1lin und f
2
lin dargestellt, welche die Daten perfekt separieren.
Dennoch wird man die zweite Funktion intuitiv bevorzugen – aber warum? Wir betrachten
f 1lin=0f 2lin=0
Abbildung 2.4: Zwei mo¨gliche Klassifikationsfunktionen, die den gegebenen Datensatz
perfekt trennen.
zuna¨chst ein einzelnes Trainingspaar.
Definition 2.16 (funktionaler Abstand). Seien (xi, yi) ein Trainingspaar und flin eine ge-
gebene Zielfunktion. Dann ist der funktionale Abstand γi ∈ R zwischen dem Trainingspaar
und der Hyperebene definiert als
γi := yi · flin(xi) . (2.10)
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Folgerung 2.1. Falls fu¨r alle Trainingspaare i ∈ RD γi > 0 gilt, so liegt eine korrekte
Klassifikation vor.5
In Abbildung 2.5 sind zwei Fehlklassifikationen dargestellt, die jeweils u¨ber die negativen





Abbildung 2.5: Negative funktionale Absta¨nde sind Klassifikationsfehler.
kann man festhalten, dass eine gute Zielfunktion keine negativen und mo¨glichst große posi-
tive funktionale Absta¨nde realisieren kann. Dabei wird die Gesamtqualita¨t schon durch ein-
zelne schlechte Klassifikationen gemindert, denn der am schlechtesten klassifizierte Punkt
bestimmt den Wert der Marge.
Bemerkung 2.2. Im Folgenden bezeichnet ‖ · ‖ stets die euklidische Norm (2-Norm) eines
Vektors bzw. einer Matrix. Abweichende Normen werden stets gesondert definiert.
Definition 2.17 (funktionale Marge). Die funktionale Marge γ ∈ R einer Klassifikations-




Intuitiver als die funktionalen, sind die sogenannten geometrischen Abstandsmaße. Da-
zu werden normalisierte Zielfunktionen betrachtet. Diese sind von der Form (2.8), wobei










5γi = 0 bedeutet bei negativen Punkten einen Fehler.
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Diese a¨ndert die Lage der trennenden Hyperebene nicht, ermo¨glicht jedoch eine geometri-
sche Interpretation der Absta¨nde. Die geometrischen Absta¨nde bezeichnen wir im Folgen-
den als γgi (i = 1, . . . , rd).
Definition 2.18 (geometrische Marge). Die geometrische Marge γg ∈ R einer Klassifi-





Support-Vektor-Maschinen werden oft als maximal margin classifiers bezeichnet [26], d.h.
die dem Training zugrunde liegende Gu¨temessung basiert auf der Marge. Der durch die
Marge entstehende Grenzbereich ist in Abbildung 2.6 dargestellt. Er ist frei von Punkten.
Auf die besondere Bedeutung der Punkte an der Grenze des Margenbereiches fu¨r die von







Abbildung 2.6: Perfekte Trennung fu¨hrt zu einem punktleeren Grenzbereich mit der Breite
der doppelten Marge.
Bei der Betrachtung eines Klassifikationsverfahrens steht immer die Frage einer guten Ge-
neralisierung im Vordergrund. Die Generalisierungstheorie versucht zu zeigen, dass ein
Lernverfahren Hypothesen derartig aus Beispielen erlernen kann, dass sie
• speziell genug sind, um gegebene Funktionalita¨ten zu erfassen; andererseits aber
auch
• allgemein genug sind, um sich durch die vorhandenen Beispiele nicht zu stark auf
Einzelfa¨lle festzulegen.
Der Generalisierungsfehler linearer Klassifikatoren, die durch Maximierung der Marge
entstehen, kann nach oben abgescha¨tzt werden [26, 36]. Dadurch ist gesichert, dass die
maximal margin classifiers gute Hypothesen erlernen. Das Konzept nichtlinearer SVM-
Klassifikation, welches im na¨chsten Abschnitt vorgestellt wird, a¨ndert an diesen Abscha¨tzun-
gen nichts.
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An dieser Stelle soll auf die Probleme von U¨beranpassung sowie Nichtseparierbarkeit von
Daten eingegangen werden. U¨berangepasstes Verhalten einer Klassifikationsfunktion ist
das Gegenstu¨ck zu guten Generalisierungseigenschaften.
x
Abbildung 2.7: Ein einzelner ungu¨nstiger Punkt fu¨hrt bei strikter Trennung zu einer Marge
von Null.
Definition 2.19 (U¨beranpassung). Eine Klassifikationsfunktion zeigt u¨berangepasstes Ver-
halten, wenn sie die Trainingsdaten mit sehr wenigen Fehlern klassifiziert, jedoch bei neuen
Daten versagt.
Ursachen von U¨beranpassung sind vielschichtig und ko¨nnen nicht verallgemeinert werden.
Der Begriff ist auch dahingehend kritisch, als dass er oft verwendet wird, jedoch nicht
quantisierbar ist. In [62] werden zwei Arten von U¨beranpassung unterschieden:
• ein Modell ist flexibler als no¨tig und verkompliziert Zusammenha¨nge, oder
• ein Modell entha¨lt irrelevante Komponenten.
In Abb. 2.7 kann man erkennen, dass schon ein einzelner Trainingspunkt (x) dazu fu¨hren
kann, dass das alleinige Anwenden des Konzeptes der Marge eine offensichtlich schlechte
Klasseneinteilung nach sich ziehen kann. Die dargestellte Hyperebene ist zu stark an die
Daten angepasst. Dabei ist zu beachten, dass dieses Verhalten insbesondere fu¨r fehlerhafte
Daten zu enormen Problemen fu¨hren kann. Es ist sehr wahrscheinlich, daß diese Hypothe-
senfunktion bei neuen Daten schlechte Klassifikationen generieren wird. Wir halten daher
fest, dass bei Fa¨llen der U¨beranpassung einzelne Punkte bei der Maximierung der Marge
nicht beachtet werden sollten. Im Gegenzug dazu mu¨ssen die entstandenen Fehler jedoch
berechnet und bewertet werden, damit nicht beliebig viele Punkte ausgenommen werden.
Damit stehen sich nun zwei konkurrierende Konzepte gegenu¨ber:
• die Maximierung der Marge, und
• die Minimierung der Anzahl von Punkten, welche die Marge verletzen.
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Definition 2.20 (Schlupfvariablen [26]). Seien (xi, yi) ein Trainingspaar, flin eine Klassi-




γ∗ − yi · flin(xi); 0
} (2.10)
= max {γ∗ − γi; 0}
Schlupfvariable fu¨r das Paar i.
Der Wert einer Schlupfvariablen zeigt, um wieviel die Klassifikationsfunktion das Min-
destziel γ∗ verfehlt hat. Im Extremfall liegen die Daten derartig, dass eine strikte Tren-
nung u¨berhaupt nicht mo¨glich ist. Das erkennt man an negativen funktionalen Absta¨nden
einzelner Punkte, bzw. an den Werten ihrer Schlupfvariablen, fu¨r die dann ξi > γ∗ gilt.
In solchen Fa¨llen spricht man von Daten, die nicht linear separabel sind. Ist man den-
noch auf lineare Funktionen eingeschra¨nkt, muss man einzelne Punkte ausblenden. Im
Abschnitt 2.4 werden wir das Konzept der Marge und der Schlupfvariablen fu¨r die konkre-
te Beschreibung des SVM-Lernens fu¨r separierbare sowie nichtseparierbare Daten wieder
aufgreifen. Zuna¨chst gehen wir im folgenden Abschnitt auf die Theorie der Kerne ein,
welche neben der linearen statistischen Lerntheorie fundamental fu¨r die hervorragenden
Lerneigenschaften von Support-Vektor-Maschinen ist.
2.3 Kerne
Im Abschnitt 2.2 wurde zuna¨chst die dem SVM-Lernen zugrunde liegende Lerntheorie
vorgestellt. Typischerweise sind die zu lernenden Probleme hochgradig nichtlinear, sodass
lineare Modelle allein keine sinnvollen Hypothesen erbringen ko¨nnen. Es muss daher ein
Weg gefunden werden, komplexe Modelle zu erlernen. Fast alle Methoden des maschi-
nellen Lernens ko¨nnen nichtlineare Abha¨ngigkeiten modellieren. Im Zusammenhang mit
der Erweiterung des linearen Lernens sollten zuna¨chst die klassischen neuronalen Netze
erwa¨hnt werden. Sie u¨berbru¨cken den Pfad vom linearen zum nichtlinearen Modell mittels
mehrerer u¨bereinanderliegender Schichten [36] und werden in Anlehnung an die einfa-
chen Perceptrons als mehrschichtige Perceptrons bezeichnet. Sie werden mittels nichtli-
nearer Optimierungsfunktionen derart angepasst, dass die entstehenden Modelle komplexe
Abha¨ngigkeiten gut darstellen ko¨nnen. Die Theorie der Support-Vektor-Maschinen schla¨gt
einen anderen Weg ein. Da die lineare Lerntheorie mit ihren einfachen Hypothesen, der gut
u¨berschaubaren Struktur und den Fehlerabscha¨tzungen, welche die Generalisierungstheo-
rie [135] liefert, erhalten bleiben soll, besteht die einzige Mo¨glichkeit des nichtlinearen
Lernens in einer a priori Datentransformation. Anstelle ein Netz einfacher linearer Klas-
sifikatoren zu erzeugen, generiert man einen komplexen Merkmalsraum mit nichtlinearen
Attributen. Dazu sei das Schema in Abb. 2.8 gegeben. Die Transformation φ muss so
17
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Definiere eine Abbildung φ : Rn →M (Merkmalsabbildung).
Bestimme fu¨r jeden Trainingspunkt xi den zugeho¨rigen N -dimensionalen Punkt φi im
Merkmalsraum M.
Lerne eine Funktion fMlin (φ) :=
∑N
k=1wkφk + b, die jedem Punkt φ ∈M analog zu
(2.8) im Rn einen Zielfunktionswert zuordnet. Verwende dazu die Menge der
Trainingspaare
{




Abbildung 2.8: SVM-Datentransformation in einen Merkmalsraum [26].
gewa¨hlt werden, dass die neuen Trainingspaare in M mo¨glichst linear separabel sind, sie-
he dazu Abb. 2.9. Prinzipiell ist es immer mo¨glich, fu¨r eine endliche Anzahl von Punkten
durch Transformation in einen ho¨her dimensionalen Raum eine lineare Trennbarkeit zu
erzeugen [25]. Die Idee der Trennbarkeit von transformierten Daten ist dahingehend kri-
Abbildung 2.9: Lineare Trennbarkeit durch Datentransformation (vereinfachte zweidimen-
sionale Darstellung).
tisch, als dass es bei komplizierten Datensa¨tzen keinerlei Vorgehensweise gibt, um eine
geeignete Transformation zu finden. An dieser Stelle kann man sich der Theorie der Kerne
bedienen.
Definition 2.21 (Kern). Ein Kern ist eine Funktion k : Rn × Rn → R, welche ein Skalar-
produkt zwischen zwei Punkten in einem hochdimensionalen Raum M berechnet, d.h.
k(xi,xj) = 〈φi,φj〉M . (2.11)
Die Punkte φi und φj sind die Transformationen der urspru¨nglichen Daten xi und xj .
Die Berechnung von Kernen erfolgt mittels der Punkte im urspru¨nglichen Raum Rn ohne
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Kenntnis vonM [102]. Aus Definition 2.21 folgt zudem, dass Kerne insbesondere symme-
trisch sein mu¨ssen, d.h. k(xi,xj) = k(xj,xi) gilt. Zu weiteren Eigenschaften von Kernen
sowie Anforderungen an eine Kernfunktion verweisen wir auf [36]. Der sogenannte kernel
trick [134] ermo¨glicht es, jeden auf Skalarprodukten basierenden Algorithmus nichtlinear
zu erweitern. Ein Beispiel dafu¨r ist – neben den SVM’s – die kernbasierte Hauptkompo-
nentenanalyse6 [135].
Wie nutzen SVM’s die Theorie der Kerne? Im Abschnitt 2.4 werden wir zeigen, dass
die SVM-Algorithmen, welche auf den Trainingsdaten operieren, in letzter Instanz streng
genommen ausschließlich auf Skalarprodukt-Werte zwischen den Punkten zuru¨ckgreifen.
An diesen Stellen kann man Kerne einsetzen und ein implizites nichtlineares Lernverfahren
entsteht. Die Berechnung der Skalarprodukte zielt bei den SVM’s darauf ab, A¨hnlichkeiten
(lokale Absta¨nde) zwischen Punkten zu messen. Durch die Verwendung eines Kerns wird
die A¨hnlichkeitsmessung implizit in den hochdimensionalen Raum M verlagert.
Definition 2.22 (Grammatrix, Kernmatrix [26]). Als Grammatrix eines Trainingsdatensat-
zes bezeichnen wir im Folgenden die Matrix K ∈ Rrd,rd mit den Eintra¨gen
Kij := k(x
i,xj) (1 ≤ i, j ≤ rd) . (2.12)
Jede positiv semidefinite Matrix kann als Grammatrix in einem speziellen Merkmalsraum
interpretiert werden.
An dieser Stelle stellen wir kurz die von uns implementierten Kerne vor.







σ ∈ R+ . (2.13)
Der Gauß-Kern, auch als RBF-Kern7 bezeichnet, ist aufgrund der Verwandschaft zur Theo-
rie der neuronalen Netze (RBF-Netze) sowie seiner hervorragenden Eigenschaften der be-
kannteste Kern u¨berhaupt. Der Parameter σ wird als Weite des Kerns bezeichnet.
Definition 2.24 (Polynomialkern [135]).
kP (xi,xj) :=
(
c+ 〈xi,xj〉)d c ∈ R+,0, d ∈ N+ . (2.14)
Der Parameter d wird als Ordnung des Kerns bezeichnet. Der Polynomialkern wird als
inhomogen bezeichnet, wenn c > 0 ist. Fu¨r die oft verwendete homogene Form gilt c = 0.
Die Kerne (2.13) und (2.14) ko¨nnen als Standardkerne angesehen werden und werden in
vielen SVM-Programmen angeboten [19, 74]. Zusa¨tzlich arbeiten wir auch mit neuen Ker-
nen, die wir in [38] vorgestellt haben. Das ist zuna¨chst der Slater-Kern.
6kernel PCA
7radial basis function kernel
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Wie auch in (2.13) muss σ ∈ R+ gelten. Fu¨r einen allgemeinen U¨berblick zur Slater-
Funktion verweisen wir auf [141, 142].
Die Kerne (2.13)-(2.15) haben jeweils einen (oder zwei) Parameter. Der Wert des Parame-
ters bestimmt den Merkmalsraum, in dem implizit gearbeitet wird. Auf das Problem der
Parameterwahl bei SVM’s werden wir in Kapitel 5 detailliert eingehen. In der folgenden
Definition stellen wir einen weiteren Kern vor, der parameterfrei ist und ausschließlich fu¨r






2I10(xi,xj) + 2I01(xi,xj) + I11(xi,xj) + I00(xi,xj)
. (2.16)
Der Tanimoto-Kern basiert auf dem bekannten Tanimoto-Koeffizienten [155]. Die Funk-
tion Ia,b(·, ·) berechnet, wie oft der Wert a ∈ {0, 1} im ersten Vektor xi auftritt wa¨hrend
gleichzeitig der Wert b ∈ {0, 1} im Vektor xj vorkommt. Die Reihenfolge ist von Bedeu-
tung. Dieser Kern kann demnach nur fu¨r 0/1-wertige Daten ausgewertet werden.
Anhand der Definition der Funktion Ia,b(·, ·) ist klar, dass folgende Gleichungen gelten:
• I11(xi,xj) = (xi)Txj ,
• I10(xi,xj) = (xi)Txi − I11(xi,xj) ,
• I01(xi,xj) = (xj)Txj − I11(xi,xj) ,
• I00(xi,xj) = n− I11(xi,xj)− I10(xi,xj)− I01(xi,xj) .
Damit kann man den Kern wie folgt umformen:
k(xi,xj) =
(xi)Txj + n+ (xi)Txj − (xi)Txi − (xj)Txj
n+ (xj)Txj + (xi)Txi − 2(xi)Txj
=
n+ 2(xi)Txj − (xi)Txi − (xj)Txj








Die Kerne (2.15) und (2.16) sind in der Umgebung von der Support-Vektor-Maschinen
nicht bekannt, jedoch wurden sowohl der Slater-, als auch der Tanimoto-Koeffizient schon
in der Pharmaforschung verwendet [111, 146]. Die beiden neuen Kerne wurden innerhalb
des GALA-Projektes entwickelt und erfolgreich getestet [38, 83].
2.4 Modelle
In diesem Abschnitt werden die bekanntesten drei SVM-Lernmethoden vorgestellt. Wie
schon im Abschnitt 2.2 erwa¨hnt wurde, betrachten wir die Methode der Maximierung der
Marge u¨ber die Minimierung der Norm des Gewichtsvektors einer linearen Klassifikati-
onsfunktion welche, wie im Abschnitt 2.3 motiviert wurde, in einem hochdimensionalen
Merkmalsraum operiert und dadurch zu einer nichtlinearen Funktion wird.
2.4.1 Modell der harten Trennung
Die Basis dieses Modells besteht in der Erkenntnis, dass der Generalisierungsfehler einer
linearen Lernmaschine mittels der Marge der Hypothese bezu¨glich eines Trainingsdaten-
satzes abgescha¨tzt werden kann. Das Modell der harten Trennung kann nur dann verwen-
det werden, wenn die Daten im Merkmalsraum auch tatsa¨chlich linear trennbar sind und
ist fu¨r die Praxis nahezu irrelevant. Es bildet jedoch die Grundlage aller SVM-Modelle. Im
folgenden Abschnitt werden wir einige Erweiterungen vorstellen, welche fu¨r reale Daten
wichtig sind. Diese fu¨hren zu neuen Lernansa¨tzen, welche dann auch fu¨r nichtseparierbare
Trainingsdaten geeignet sind. Zuna¨chst stellen wir das Grundmodell vor. Die Theorie der
Datentransformation und der Kerne wird hier als bekannt vorausgesetzt.
Analog zu Abschnitt 2.2 u¨ber lineare Lerntheorie gilt, dass fu¨r eine lineare Hypothese
flin(x) = 〈w,φ(x)〉M + b (2.17)
in einem Raum M mit konstanter funktionaler Marge γ = 1 die geometrische Marge γg




Aus dem Zusammenhang (2.18) sowie der Definition der funktionalen Marge auf Seite 14
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unter den Nebenbedingungen
yi(〈w,φ(xi)〉M + b) ≥ 1 (i = 1, . . . , rd) .
Die Aufgabe entha¨lt noch keine Skalarprodukte. Diese ergeben sich erst durch die Um-
wandlung von (2.19) in das zugeho¨rige duale Optimierungsproblem. Die Umformulierung
ist bei SVM’s unproblematisch, da wir es ausschließlich mit quadratischen Optimierungs-
aufgaben zu tun haben, fu¨r welche der starke Dualita¨tssatz gilt [36]. Dieser sichert die Exi-
stenz einer globalen Lo¨sung, die sowohl u¨ber das primale, als auch u¨ber das duale Problem











(〈w,φ(xi)〉M + b)) . (2.20)
Aus den Ableitungen der Lagrange-Funktion (2.20) nach w und b ergeben sich die not-





































Die zugeho¨rigen Nebenbedingungen lauten
αTy = 0 ,
α ≥ 0 . (2.24)
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i) (k = 1, . . . , N) . (2.25)
Support-Vektor-Lernen mittels Maximierung der Marge hat die beiden Effekte, dass zum
Einen eine gute Generalisierungsfa¨higkeit der Hypothese erreicht und zum Anderen ein
du¨nnbesetzter Lo¨sungsvektor α∗ generiert wird. Letzteres zeigen wir im Abschnitt 2.5.
Dieser fu¨hrt dann zu einer sparsamen Hypothese der Form
h∗(x)
(2.9)














































































und verwendet zur Klassifikation eines neuen Punktes nur bestimmte Trainingspaare (xi, yi).
Darauf gehen wir spa¨ter noch ein.
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2.4.2 Modelle der weichen Trennung
Fu¨r die meisten Klassen von Kernen lassen sich Parameterwerte finden, die einen Trai-
ningsdatensatz perfekt trennen [26]. Eine Hypothese ohne Trainingsfehler fu¨hrt aber nicht
automatisch zu guten Klassifikationen auf neuen Daten, da eine erzwungene Datentren-
nung sehr schnell zu U¨beranpassungseffekten fu¨hrt, insbesondere wenn die Daten ver-
rauscht oder fehlerhaft sind. Es kann auch Familien von Kernen geben, fu¨r die u¨berhaupt
keine Trennung der Daten realisierbar ist. Das Modell der harten Trennung versucht jedoch
immer, eine fehlerfreie Klassifikation der Trainingsdaten zu gewa¨hrleisten. Es sollte daher
bei Datensa¨tzen aus der Praxis nur mit Vorsicht oder gar nicht eingesetzt werden.
f 1=0f 2=0
x
Abbildung 2.10: Die optimale Hyperebene f 1 wird bei Tolerierung eines Fehlers x zu f 2.
In Abbildung 2.10 ist erneut eine Klassifikationsfunktion f 1 dargestellt, welche die Daten
perfekt trennt. Die dabei realisierte Marge ist anna¨hernd Null, was auf schwache Generali-
sierungseigenschaften hindeutet. Ignoriert man hingegen den Punkt x und bestimmt dann
eine neue Trennfunktion, erha¨lt man f 2. Dabei wird auf Kosten eines falsch klassifizierten
Punktes eine bessere Marge erreicht. Intuitiv entspricht die Lage von f 2 viel sta¨rker der
tatsa¨chlichen Verteilung der Daten. Falls der Punkt x nun an der Stelle des grauen Punktes
liegen wu¨de, erga¨be sich der Extremfall, bei dem es keine lineare Trennfunktion gibt, die
das Konzept der Marge korrekt umsetzt.
Dieser Abschnitt stellt die sogenannten softmargin-Verfahren vor, welche derart verteilte
Daten verarbeiten ko¨nnen. Das Hauptproblem beim Modell der harten Trennung ist, dass
eine Marge maximiert wird, die erst dann einen positiven Wert annimmt, wenn alle Trai-
ningspunkte korrekt klassifiziert sind. Die Modelle der weichen Trennung des Support-
Vektor-Lernens addressieren diese Problematik und stellen eine erweiterte Lerntheorie zur
Verfu¨gung, welche es ermo¨glicht, gute Hypothesen fu¨r reale Daten hoher Komplexita¨t zu
erlernen, indem Lernfehler in gewissem Maße toleriert werden. Diese weichen Methoden
sind robuster, weil sie eine gro¨ßere Anzahl an Trainingspunkten zur Definition der trennen-
den Hyperebene nutzen. Im Folgenden stellen wir zwei Methoden der weichen Trennung
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vor und geben analog zu Abschnitt 2.4.1 die sich ergebenden dualen Aufgaben an. Die-
se enthalten ebenfalls Werte von Kernfunktionen anstelle unbekannter Punkte und ko¨nnen
in dieser Form direkt implementiert werden. Wie schon erwa¨hnt wurde, sollten bei Ab-
weichungen vom Modell der harten Trennung stets Nutzen und Kosten abgewa¨gt werden,
sodass Verletzungen der Marge bewertet werden mu¨ssen.
Fu¨r alle Trainingspunkte werden die auf Seite 17 definierten Schlupfvariablen ξi fu¨r eine
Zielmarge von 1 betrachtet. Sei f eine Zielfunktion der Form (2.17), dann gilt fu¨r alle




(〈w,φ(xi)〉M + b) ; 0} .
Bei den weichen Modellen werden Verletzungen der Marge toleriert. Die Werte der Schlupf-
variablen – die jeweiligen Ho¨hen der Verletzungen der Marge – gehen in die Optimierung
mit ein, indem eine Norm des Vektors ξ berechnet, mit einem Parameter C ∈ R+ gewich-
tet und zur Zielfunktion hinzuaddiert wird. Dabei gibt es zwei Ansa¨tze, die im Folgenden
beschrieben werden. Beide Methoden lassen sich mittels der Generalisierungstheorie mo-
tivieren (vgl. [36], Abschnitt 3.4).
2.4.2.1 Das L1-Norm-Modell
Bei diesem Modell nehmen die Werte der Schlupfvariablen u¨ber die Manhattan-Norm von












yi(〈w,φ(xi)〉M + b) ≥ 1− ξi (i = 1, . . . , rd) ,
ξi ≥ 0 (i = 1, . . . , rd) . (2.30)
Die Lagrange-Funktion kann angegeben werden als


















KAPITEL 2. KLASSIFIKATION MIT SUPPORT-VEKTOR-MASCHINEN










C = α+ β .















αTy = 0 ,
α ≥ 0 ,
α ≤ C .
(2.33)
2.4.2.2 Das L2-Norm-Modell
Bei diesem Modell nehmen die Werte der Schlupfvariablen u¨ber die euklidische Norm von












yi(〈w,φ(xi)〉M + b) ≥ 1− ξi (i = 1, . . . , rd) . (2.35)
Die Lagrange-Funktion ist dann definiert als











1− ξi − yi
(〈w,φ(xi)〉M + b)) . (2.36)
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2C · ξ = α .



























αTy = 0 ,
α ≥ 0 .
Bemerkung 2.3. Die Aufgabe (2.37) entspicht der Aufgabe (2.23) bis auf die modifizierte
Kernfunktion




Im Allgemeinen wird in der Literatur die Konstante als δi,j/C angegeben [26]. Das ist
nicht kritisch und entspricht einem modifizierten Strafparameter C˜ := C/2 in der Auf-
gabe (2.34). Da wir im Abschnitt 7.3.2 C-Werte fu¨r beide Modelle vergleichen werden,
vermeiden wir diese Ungenauigkeit bei der Implementierung.
Das L2-Norm-Modell wird relativ selten genutzt. Das liegt zum Einen daran, dass es den
Ruf hat, zuviele Support-Vektoren zu produzieren und zum Anderen sind L1-Norm-Imple-
mentierungen deutlich besser verfu¨gbar. Mit der Frage, welches Modell zu bevorzugen ist,
haben wir uns in [44] auseinander gesetzt. Die Ergebnisse werden in Kapitel 7 pra¨sentiert.
2.5 Schwellwert
Die gesuchte Zielfunktion, welche die Basis fu¨r die SVM-Hypothese bildet, hat gema¨ß
(2.28) sowohl fu¨r das Modell der harten, als auch bei den weichen Trennungen, die Form
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i,x) + b∗ . (2.38)
Mittels der Lo¨sung eines quadratischen Problems der Form (2.23), (2.32) oder (2.37) wird
der Vektor α∗ erzeugt. Daru¨ber hinaus ist noch der Wert fu¨r b∗ zu bestimmen. Die dualen
Optimierungsaufgaben beinhalten diesen Schwellwert nicht. Ein Zugang zu b∗ ist jedoch
u¨ber die Dualita¨tstheorie mo¨glich. Lo¨sungen α∗ bzw. {w∗, b∗} der primalen bzw. dua-
len Optimierungsaufgabe mu¨ssen die sogenannten Karush-Kuhn-Tucker-Optimalita¨tsbe-




yi · f ∗(xi)− 1
]
= 0 (∀i ∈ RD) . (2.39)
In (2.39) kann man erkennen, dass fu¨r alle Trainingspunkte i gilt:
α∗i > 0⇐⇒ yi · f ∗(xi) = 1⇐⇒ γi = 1 .
Punkte mit positiven Lagrange-Multiplikatoren liegen demnach genau auf der Grenze des
Margenbereiches. Diese Punkte werden Support-Vektoren genannt und geben den SVM’s
ihren Namen. Sie sind, wie in Abbildung 2.11 dargestellt, verantwortlich fu¨r die Lage
der trennenden Hyperebene. In allen anderen Fa¨llen gilt α∗i = 0 und die zugeho¨rigen
Trainingspunkte liegen in positiver Entfernung von der Margengrenze.
Support-Vektoren
Abbildung 2.11: Support-Vektoren an der Margengrenze.
Definition 2.27. Die Menge SV der Support-Vektoren ist definiert als
SV := {i ∈ RD : α∗i > 0} .
8Fru¨her sagte man Kuhn-Tucker-Bedingungen, jedoch hat Karush diese Bedingungen 12 Jahre vor Kuhn
und Tucker vo¨llig unabha¨ngig formuliert.
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= 0 (∀i ∈ RD) . (2.40)
Jedes i ∈ SV kann daher zur Berechnung von b∗ herangezogen werden mittels






i,xj) (i ∈ SV) . (2.41)
Fu¨r die Fa¨lle weicher Trennung ergeben sich a¨hnliche Vorgehensweisen. Zuna¨chst definie-
ren wir zwei wichtige Mengen.
Definition 2.28. Die Menge der Support-Vektoren fu¨r das L1-Norm-Modell teilt sich in
freie und beschra¨nkte Support-Vektoren [135].
• FSV sei die Menge der freien Support-Vektoren, die definiert ist als
FSV := {i ∈ SV : α∗i < C} .
• BSV sei die Menge der beschra¨nkten Support-Vektoren, die definiert ist als
BSV := {i ∈ SV : α∗i = C} .
Fu¨r alle Trainingspunkte i ∈ RD lauten die KKT-Bedingungen:
α∗i
[
yi · f ∗(xi)− 1 + ξ∗i
]
= 0 und




yi · f ∗(xi)− 1 + ξ∗i
]
= 0 und
α∗i = C · ξ∗i (L2-Norm) .
Daraus folgt wegen y−1i = yi fu¨r den L1-Norm-Ansatz






i,xj) ∀i ∈ FSV , (2.42)
denn fu¨r α∗i ∈ (0, C) muss ξ∗i = 0 gelten. Wir schließen zusa¨tzlich zu den nicht-Support-
Vektoren auch die beschra¨nkten Support-Vektoren aus [135], d.h. (2.41) gilt hier nur fu¨r
0 < α∗i < C. Beachte, die Summe la¨uft dennoch u¨ber alle α
∗
j > 0, da es sich um
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die Auswertung der Zielfunktion ohne b∗ handelt. Dazu werden alle positiven Lagrange-
Multiplikatoren beno¨tigt.
Fu¨r den L2-Norm-Ansatz ergibt sich










i,xj) ∀i ∈ SV . (2.43)
Eine im Gegensatz zu (2.41) robustere Methode zur Berechnung von b∗ stellt der Durch-












|i ∈ SV| (2.44)






















|i ∈ SV| . (2.46)
Diese Berechnung ist zwar etwas aufwa¨ndiger, aber dennoch unproblematisch, da sie erst
nach dem SVM-Training stattfindet.
Abschließend wird in Abbildung 2.12 fu¨r positive Punkte exemplarisch gezeigt, wo sich
Support-Vektoren bei Modellen weicher Trennung befinden ko¨nnen und welche Auswir-
kungen die Lage der Punkte auf die Summierung von Fehlern in den Modellen L1-Norm
und L2-Norm hat. Fu¨r positive Punkte gelten
• ξi = 0 fu¨r Punkte der Lage (a),
• ξi ∈ (0, 1) fu¨r Punkte der Lage (b),
• ξi = 1 fu¨r Punkte der Lage (c),
• ξi > 1 fu¨r Punkte der Lage (d) oder in weiterer Entfernung.
Analoges gilt fu¨r negative Punkte. Man kann erkennen, dass die Summierung der Schlupf-
variablen in (2.29) und (2.34) einen zweigeteilten Effekt hat:













Abbildung 2.12: Positive Support-Vektoren bei Modellen weicher Trennung.
• Schlupfvariablen mit Werten gro¨ßer als 1 durch die L2-Norm sta¨rker bewertet wer-
den.
Bei den Modellen weicher Trennung liegen die Support-Vektoren nicht nur an der Grenze
des Margenbereiches, sondern auch innerhalb des trennenden Bandes sowie auf der ”ande-
ren Seite“ der Hyperebene. Letztere Punkte sind echte Klassifikationsfehler, wohingegen
wir die Punkte mit ξi ∈ (0, 1) als schwache Klassifikationen bezeichnen. In den Kapiteln
4 und 5 werden wir auf diese Aspekte eingehen.
2.6 Zusammenfassung
In diesem Kapitel haben wir Grundlagen fu¨r das u¨berwachte Lernen mit Support-Vektor-
Maschinen vorgestellt. Die wichtigsten Eckpunkte dabei waren
• generelle Bewertung eines Klassifikators,
• lineares Lernen auf Trainingsdaten,
• Konzept der Marge zur strukturellen Risikominimierung,
• Konvexita¨t und starke Dualita¨t,
• Einbettung von nichtlinearen Kernen und
• sparsame Hypothese aus Support-Vektoren.
Weitere Details zu Support-Vektor-Maschinen und der zugrunde liegenden Lerntheorie
sind in [26, 135, 151] zu finden. Wir haben gezeigt, dass die gesuchte Hypothesenfunktion
mittels der Lo¨sung eines quadratischen Optimierungsproblems sowie der Berechnung ei-
nes Schwellwertes generiert werden kann. Fu¨r die Implementierung einer Support-Vektor-
Maschine zur Klassifikation von Daten stellt sich daher die Frage nach einem effizien-
ten Algorithmus zur Lo¨sung des quadratischen Optimierungsproblems der Form (2.23),
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(2.32) oder (2.37). Im folgenden Kapitel betrachten wir einen effizienten Algorithmus zur
Lo¨sung der L1-Norm-Aufgabe (2.32). Dieser Algorithmus wird Grundlage fu¨r alle wei-
teren Betrachtungen, insbesondere fu¨r die Parallelisierung in Kapitel 6, sein. In Kapitel
4 werden wir darauf eingehen, wie man den von uns beschriebenen Algorithmus sowohl
fu¨r das L2-Norm-Modell, als auch fu¨r das Modell harter Trennung flexibel nutzbar machen
kann. Die notwendigen A¨nderungen der Software beschreiben wir im Abschnitt 4.2.1.
In diesem Zusammenhang werden wir uns mit der Frage auseinandersetzen, welches der
Modelle zu bevorzugen ist. Das Modell der harten Trennung ist fu¨r reale Datensa¨tze oft
nicht geeignet. Sind in den Daten beispielsweise Punkte mit dem falschen Label enthal-
ten, sind die Daten allgemein verrauscht, gibt es keine Funktionalita¨t in den Daten oder
sind die SVM-Parameter falsch gewa¨hlt, ist es entweder u¨berhaupt nicht mo¨glich, eine
perfekte Trennung durchzufu¨hren, oder aber die Trennung wird u¨berangepasst sein. Beim
Vergleich der Modelle weicher Trennung kommen andere Aspekte ins Spiel. Als Kriterien
lassen sich beispielsweise die Rechenzeit der Verfahren, die Anzahl der Support-Vektoren
und die Genauigkeit der Hypothese auf Trainings- und Testdaten nennen. Eine Studie zu




In Kapitel 2 wurden die Grundlagen von Support-Vektor-Maschinen vorgestellt. Es wurde
gezeigt, auf welchen Ideen die Klassifikation basiert und wie sich eine Hypothesenfunk-
tion zusammensetzt. Das Erlernen einer solchen Funktion setzt einen Trainingsdatensatz
und einige Parameterwerte voraus, auf deren Grundlage ein quadratisches Optimierungs-
problem und eine Gleichung zur Bestimmung des Schwellwertes gelo¨st werden.
Der Zerlegungsalgorithmus, welchen wir im Rahmen dieser Arbeit einsetzen, wird typi-
scherweise zur Lo¨sung des SVM-Trainingsproblems verwendet. Er basiert auf der Idee,
dass das Gesamtproblem auch gelo¨st werden kann, indem iterativ auf Teilen des Lo¨sungs-
vektors optimiert wird. Der Zerlegungsalgorithmus ist zuna¨chst nur ein allgemeines Kon-
strukt, sodass nicht vorgegeben ist, welche Teile in den Iterationen ausgewa¨hlt werden und
nach welchem Schema die Teiloptimierung stattfinden soll. Wir betrachten in unserer Ar-
beit eine spezielle Projektionsmethode zur Lo¨sung der quadratischen Teilaufgaben, welche
ihrerseits auch ein iteratives Schema aufweist. Es wird schrittweise optimiert, wobei in je-
dem Schritt ein transformiertes Optimierungsproblem mit Diagonalmatrix entsteht. Der
Vorteil dabei ist, dass sich derartige Optimierungsaufgaben mit einem schnellen Lo¨ser be-
arbeiten lassen, der die spezielle Diagonalform ausnutzt. Dieser stellt dann die innerste
Ebene dar. Das Szenario ist in Abbildung 3.1 dargestellt, wobei die Nummern den Ab-
schnitten entsprechen, in denen die Methoden vorgestellt werden.

























Abbildung 3.1: Schema zum Zerlegungsalgorithmus mit Zuordnung zu den Abschnitten.
yTα = 0 ,
α ≥ 0 ,
α ≤ C .
(3.2)
Definition 3.1. Im weiteren Verlauf der Arbeit werden wir im Allgemeinen nicht mehr mit
der Grammatrix K, sondern mit der Matrix Q mit den Eintra¨gen
Qij := yiyjKij (1 ≤ i, j ≤ rd) (3.3)
arbeiten.
Bemerkung 3.1. Fu¨r zula¨ssige Kerne (Mercer-Kerne [102]) ist die Matrix K positiv se-
midefinit. Das bedeutet, K ist symmetrisch und es gilt
xTKx ≥ 0 ∀x ∈ Rrd . (3.4)


















Im Folgenden minimieren wir die Funktion W− := −W , denn es gilt
α∗ = argmax {W (α)} ⇐⇒ α∗ = argmin {−W (α)} . (3.5)









yTα = 0 , (3.7)
α ≥ 0 , (3.8)
α ≤ C . (3.9)
Wir betrachten also ein quadratisches Optimierungsproblem mit oberen und unteren Schran-
ken sowie einer einfachen linearen Nebenbedingung. Die Matrix Q – die Hessematrix des
QP-Problems9 – ist typischerweise dicht besetzt und wa¨chst mit der Anzahl rd der ver-
wendeten Trainingspunkte, sodass sich fu¨r große Klassifikationsprobleme die Frage nach
der effizienten Lo¨sung von (3.6) stellt. Die Lo¨sung dieses Optimierungsproblems wird
oft als der SVM-Flaschenhals bezeichnet und wirkt insbesondere bei sehr großen Daten
abschreckend. Fu¨r große Datensa¨tze passt die Matrix Q nicht mehr in den Speicher.10
Zusa¨tzlich ist die Berechnung der Elemente beispielsweise bei Verwendung des Gauß-
Kerns sehr teuer.11 In diesem Kapitel bescha¨ftigen wir uns mit einem effizienten SVM-
Trainingsalgorithmus, der auch Basis fu¨r die Parallelisierung in Kapitel 6 sein wird.
Die Grundidee des Verfahrens der Zerlegung [112] besteht darin, die Aufgabe (3.6) u¨ber
eine Folge kleinerer Optimierungsaufgaben zu lo¨sen. Damit wird es mo¨glich, ein SVM-
Training auch fu¨r große Daten durchzufu¨hren, bei denen die MatrixQ nicht in den Speicher
passt. Dabei wird der Vektor α in jeder Iteration in einen aktiven und einen nichtaktiven
Teil zerlegt. Die Optimierungsarbeit findet immer nur auf dem aktiven Teil des Vektors
(Arbeitsmenge, Working-Set, Chunk) statt. Methoden dieser Art werden als Working-Set-
Algorithmen bezeichnet.
Definition 3.2. Zur Definition einer Arbeitsmenge wird der Vektor α in einen aktiven und
einen inaktiven Teil zerlegt. Im Folgenden werden die aktiven (dynamischen) Variablen
mit einem d, alle nichtaktiven (festen) Variablen mit f gekennzeichnet. Die zugeho¨rigen
Indexmengen werden als D und F bezeichnet. Wir gehen davon aus, dass die Daten fu¨r
theoretische Betrachtungen immer so sortiert vorliegen, dass in jeder Iteration alle aktiven















10Bei 20000 Trainingspunkten wird allein fu¨r die Kernmatrix bei 8 Bytes pro Eintrag (doppelt genau reell)
ein Speichervolumen von 3.2GB beno¨tigt.
11Publikationen u¨ber sehr schnelle SVM-Algorithmen basieren sehr oft nur auf linearen SVM’s. Diese
sind prinzipiell schnell, da nur ein einfaches Skalarprodukt berechnet wird. Weitere Bemerkungen zu linearen









Offensichtlich sind Qdd und Qff symmetrisch und fu¨r die gemischten, im Allgemeinen
nicht quadratischen Matrizen12 gilt
QTfd = Qdf . (3.10)
An dieser Stelle wollen wir angeben, wie sich das Problem (3.6) vera¨ndert, falls ein Teil

















Da der Vektor αf konstant ist, ko¨nnen 12α
T
f Qffαf und α
T
f 1 bei der Optimierung entfallen






f Qfdαd −αTd1 . (3.11)
Die angepassten Nebenbedingungen lauten
yTdαd = −yTf αf , (3.12)
αd ≥ 0 , (3.13)
αd ≤ C . (3.14)
Die rechte Seite von (3.12) ist konstant. Jede der schon erwa¨hnten Teilaufgaben wird von
der Form (3.11) unter den Nebenbedingungen (3.12) bis (3.14) sein.
3.1 Gro¨ße der Arbeitsmenge
Die Gro¨ße der Arbeitsmenge wird im Folgenden als ws bezeichnet.13 Sie ist ein entschei-
dender Parameter fu¨r die Trainingszeit einer Support-Vektor-Maschine. Fu¨r das Verfah-
ren der Zerlegung, bei dem iterativ verkleinerte Optimierungsprobleme gelo¨st werden, be-
einflusst ws die Anzahl der Optimierungsschritte sowie die Komplexita¨t jedes einzelnen
12Nur fu¨r |D| = |F| sind alle vier Matrizen quadratisch.
13abgeleitet von working set
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Schrittes. Im Allgemeinen fu¨hrt eine kleine Arbeitsmenge zu einer großen Anzahl schnell
zu lo¨sender Optimierungsaufgaben, wa¨hrend eine große Arbeitsmenge wenige große Opti-
mierungsaufgaben nach sich zieht. Dabei ist die Gesamtlaufzeit jedoch nicht fest, sondern
variiert. Die Gro¨ße ws ist nach oben begrenzt durch den verfu¨gbaren Speicher des Re-
chensystems. Wir werden uns in Kapitel 7 mit der Frage nach einer optimalen Gro¨ße,
insbesondere im Zusammenhang mit Parallelisierungsaspekten, auseinandersetzen. Zur
Handhabung der Gro¨ße der Arbeitsmenge gibt es unterschiedliche Ansa¨tze, die in diesem
Abschnitt kurz vorgestellt werden sollen.
3.1.1 Chunking
Die Grundidee des Chunking [26] besteht in der U¨berlegung, dass nur die Support-Vektoren
die Zielfunktion einer Support-Vektor-Maschine beeinflussen. Wenn man daher ausschließ-
lich diese Vektoren betrachtet, erlernt man die gleiche Funktion, die man bei Verwen-
dung aller Datenpunkte erhalten ha¨tte. Die Support-Vektoren sind zu Beginn des Trai-
nings natu¨rlich nicht bekannt. Chunking setzt eine Methode um, welche iterativ Support-
Vektoren bestimmt und zum Training verwendet. Die erste Arbeitsmenge wird zufa¨llig
ausgewa¨hlt. Nach dem Training auf dieser Menge verbleiben nur die Support-Vektoren im
Chunk. Die erlernte Funktion wird auf den inaktiven Daten getestet. Die c Punkte, welche
die KKT-Bedingungen am sta¨rksten verletzen, werden dann in den Chunk aufgenommen.
Der Parameter c ∈ N ist wa¨hrend der Laufzeit konstant. Schwierig beim Chunking ist eine
Vorhersage der Gro¨ße der Arbeitsmenge. Typischerweise wird sie zu Beginn ansteigen,
da sowohl neue Support-Vektoren gefunden werden, als auch die erlernte Funktion nicht
optimal ist und so zu vielen Verletzungen der KKT-Bedingungen fu¨hrt. Zum Ende ver-
bleiben lediglich die Support-Vektoren im Chunk. Im Allgemeinen sinkt damit die Anzahl
an Punkten in der Arbeitsmenge kurz vor Beendigung des Chunking. In Fa¨llen, bei denen
es viele Support-Vektoren gibt, beispielsweise bei sehr großen Datensa¨tzen oder bei Daten
mit sehr hohem prozentualen Anteil an Support-Vektoren, kann es dazu kommen, dass die
Matrix Qdd nicht in den Speicher passt und das Verfahren nicht angewendet werden kann.
3.1.2 Decomposition
Die Methode Decomposition (Zerlegung) [91, 113], welche auch in dieser Arbeit betrachtet
wird, ist dem Chunking sehr a¨hnlich. Der Unterschied liegt darin, dass die Arbeitsmenge
in jeder Iteration die gleiche Gro¨ße ws hat. Die Konsequenz ist, dass fu¨r jeden Punkt, der
in diese Menge aufgenommen wird, ein anderer entfernt werden muss. Fu¨r die Nutzung
dieses Verfahrens ist eine sinnvolle Strategie dafu¨r zu entwickeln, welche Punkte in der
Arbeitsmenge durch neue Punkte ersetzt werden. Der große Vorteil des Decomposition
liegt tatsa¨chlich in der festen Gro¨ße der Arbeitsmenge. Man kann von Beginn an mit der
gewu¨nschten Anzahl an Punkten arbeiten, ohne befu¨rchten zu mu¨ssen, dass die Dimension
37
KAPITEL 3. ZERLEGUNGSALGORITHMUS
der Matrix Qdd plo¨tzlich anwa¨chst. Wir werden uns im Abschnitt 3.3 ausfu¨hrlich mit der
Frage bescha¨ftigen, nach welcher Methode die Optimierung der Zielfunktion auf der Ar-
beitsmenge durchgefu¨hrt werden soll. Wir lassen diese Problematik daher zuna¨chst außer
Acht und bescha¨ftigen uns im Abschnitt 3.2 mit Fragen zur Aktualisierung der Arbeits-
menge zwischen den einzelnen Optimierungsschritten, zu den Optimalita¨tskriterien und
Abbruchbedingungen sowie zu Effizienzsteigerungsmo¨glichkeiten und sinnvollen Modifi-
kationen.
3.1.3 Sequential-Minimal-Optimization
Der sogenannte SMO-Algorithmus [118] ist ein interessanter und oft genutzter Spezial-
fall der Zerlegungsmethode. Hierbei wird die Gro¨ße der Arbeitsmenge auf 2 fixiert. Aus
diesem Grund ist es nicht mehr notwendig, ein kompliziertes Optimierungsverfahren zur
Arbeit auf der Arbeitsmenge anzuwenden, denn die Optimierung der Zielfunktion auf zwei
Punkten erfolgt dank der linearen Nebenbedingungen analytisch [36]. Die Implementie-
rung von SMO ist somit einfach zu realisieren. Die Problematik von SMO liegt also we-
niger bei den Optimierungschritten selbst, als vielmehr in der Wahl der Arbeitsmenge. Da
die Arbeitsmenge so klein ist, muss diese sehr oft aktualisiert werden und fu¨r große Da-
tensa¨tze ist die Anzahl der Optimierungsschritte extrem hoch. Die Kosten, die man bei der
analytischen Optimierung auf kleinen Mengen spart, gleichen sich dadurch aus, dass mehr
Optimierungsschritte vorbereitet und durchgefu¨hrt werden mu¨ssen. Normalerweise wer-
den fu¨r alle Punkte, die nicht in der letzten Arbeitsmenge waren, die Optimalita¨tskriterien
gepru¨ft. Das wa¨re in diesem Fall ein zu großer Aufwand. SMO nutzt daher Heuristi-
ken zur Auswahl der neuen Arbeitsmenge [26]. Diese Heuristiken sind gut durchdacht,
fu¨hren allerdings in ungu¨nstigen Fa¨llen zu unno¨tig hohen Rechenzeiten und sind deshalb
in [80] verbessert worden. Dennoch ist der SMO-Algorithmus langsam und die Gro¨ße der
Arbeitsmenge schließt eine Parallelisierung nahezu aus.
3.2 A¨ußere Schleife des Zerlegungsalgorithmus
In diesem Abschnitt stellen wir die Grundstruktur des Zerlegungsverfahrens zur Lo¨sung
der SVM-Trainingsaufgabe (3.6) in der von uns implementierten Form vor. Auf Modifika-
tionen des Verfahrens, die spezielle Lernziele ermo¨glichen, gehen wir erst spa¨ter in Kapitel
4 ein. Diese Trainingsmethode ist Grundlage fu¨r die in den Kapiteln 5 und 6 beschriebenen
Mo¨glichkeiten zu Parameteroptimierung und Parallelisierung und wird fu¨r die in Kapitel 7
pra¨sentierten Tests verwendet.
Der Zerlegungsalgorithmus besteht aus einer Schleife, in der jeweils ein Problem mit der
Zielfunktion (3.11) und den Nebenbedingungen (3.12)-(3.14) gelo¨st, die Optimalita¨t ge-
pru¨ft und gegebenenfalls eine neue Arbeitsmenge bestimmt wird. Im Folgenden wird
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gezeigt, wie die Arbeitsmengen aktualisiert werden sollten und mittels welcher Optima-
lita¨tskriterien man den Zerlegungsalgorithmus beenden kann. An dieser Stelle sei erwa¨hnt,
dass die Frage, wie die Zielfunktion auf der Arbeitsmenge optimiert werden soll (innerer
Lo¨ser), erst in den Abschnitten 3.3 und 3.4 ausfu¨hrlich behandelt wird, sodass wir diese
Problematik hier ausblenden und in diesem Abschnitt davon ausgehen, dass die Optimie-
rung auf jeder Arbeitsmenge problemlos verla¨uft und das optimale Ergebnis als α∗d zur
Verfu¨gung gestellt wird.
3.2.1 Initialisierung
Wie fu¨r jedes andere iterative Optimierungsverfahren stellt sich die Frage nach einem ge-
eigneten Startvektor α1 fu¨r den Zerlegungsalgorithmus. Ein Startvektor α1 des Zerle-
gungsalgorithmus muss offensichtlich die Nebenbedingungen der Aufgabe (3.6) erfu¨llen,
das sind gema¨ß (3.12)-(3.14)
rd∑
i=1
yi · α1i = 0 und 0 ≤ α1 ≤ C. (3.15)
Offensichtlich erfu¨llt der Punkt a1 = 0 diese Nebenbedingungen und stellt damit eine
zula¨ssige Wahl dar. Die Wahl des Nullvektors fu¨r den Start ist streng genommen nur
dann sinnvoll, wenn die Lo¨sung sehr wenige Support-Vektoren beinhalten wird, sodass
viele der Nullen auch noch im Vektor α∗ wiederzufinden sind. In Fa¨llen, bei denen es
viele Support-Vektoren gibt, werden auch entsprechend mehr Eintra¨ge des Startvektors
gea¨ndert. Der Decomposition-Algorithmus kann verbessert werden, indem ein Startvektor
gewa¨hlt wird, der dem endgu¨ltigen Ergebnis mehr a¨hnelt als der Nullvektor. Leider hat
man in den seltensten Fa¨llen eine Idee, welche Punkte fu¨r die Klassentrennung verantwort-
lich sind und mo¨glicherweise Support-Vektoren werden. Sobald man jedoch anfa¨ngt, eine
Optimierung auf Teildaten durchzufu¨hren, befindet man sich streng genommen schon mit-
ten im Zerlegungsalgorithmus. Eine interessante Idee zur Wahl des Startpunktes, welche
man zumindest in einer parallelen Rechenumgebung sinnvoll nutzen kann, wurde ku¨rzlich
in [137] entwickelt und wird jetzt kurz vorgestellt.
Die Indexmenge {1, . . . , rd} der gesamten Trainingsdaten wird in p Teile zerlegt, wobei p
die Anzahl der zur Verfu¨gung stehenden Prozessoren sei. Dann wird die Aufgabe (3.6) auf
jedem Prozessor i (i ∈ {1, .., p}) fu¨r die ihm zugeteilten Daten gelo¨st, vo¨llig unabha¨ngig
von den anderen, ohne die Nebenbedingungen anzupassen. Vielmehr wird simuliert, dass
es die anderen Daten u¨berhaupt nicht gibt. Wir bezeichnen die jeweiligen Lo¨sungen als












Die p Aufgaben sind vo¨llig unabha¨ngig voneinander und ko¨nnen auf einem Mehrprozes-
sorsystem gleichzeitig gelo¨st werden. Bei einer ausreichenden Anzahl an Prozessoren wird
die Gro¨ße der einzelnen Probleme moderat sein. Sie sollten direkt mit einem QP-Lo¨ser be-
handelt werden, siehe dazu beispielsweise Abschnitt 3.3. Ein oft verwendeter Lo¨ser ist
LOQO [150], der jedoch nur fu¨r bis zu 1000 Punkte verwendet werden kann. Der so gene-
rierte Startvektor impliziert natu¨rlich auch die Wahl des ersten Working-Sets. Es werden
diejenigen Indizes j ausgewa¨hlt, fu¨r welche der zugeho¨rige Wert α1j streng positiv ist. Die-
se Mo¨glichkeit hat man normalerweise nicht und wa¨hlt die Arbeitsmenge zufa¨llig aus. Wie
schon erwa¨hnt, kann man dieses Verfahren nicht fu¨r p = 1 benutzen, da die Lo¨sung eines
einzigen Teilproblems der Lo¨sung der gesamten Aufgabe entsprechen wu¨rde. Hat man
nur sehr wenige Prozessoren zur Verfu¨gung, kann natu¨rlich auch jeder Prozessor mehrere
solcher Teilaufgaben hintereinander durchfu¨hren. Dabei ist jedoch zu beachten, dass die
Rechenzeit des Gesamtverfahrens unter Umsta¨nden unverha¨ltnisma¨ssig ansteigen kann. Im
seriellen Fall ist die Methode komplett abzulehnen.
Definition 3.3 (Notationen). In Folgenden bezeichne αk den Vektor aller Lagrange-Mul-
tiplikatoren vor dem k-ten Optimierungsschritt. Dieser wird durchgefu¨hrt mit einem Teil
dieses Vektors – akd. Die Lo¨sung der Optimierungsaufgabe sei a
k+1
d , sodass sich der neue








Die iterative Aktualisierung der Arbeitsmenge und die Lo¨sung von (3.11) stellen nur dann
eine effiziente Lo¨sungsmethode fu¨r (3.6) dar, wenn nach jedem Schritt ein Optimalita¨ts-
kriterium daru¨ber entscheidet, welche Eintra¨ge von αd im na¨chsten Schritt nicht weiter
bearbeitet werden mu¨ssen und welche Teile von αf als na¨chstes optimiert werden. Das
Optimierungsproblem (3.6) ist konvex, denn Q, die Hessematrix der Zielfunktion, ist nach
Folgerung 3.1 positiv semidefinit und alle Nebenbedingungen sind linear14. Fu¨r konvexe
Optimierungsaufgaben sind die Karush-Kuhn-Tucker-Bedingungen notwendig und hinrei-
chend dafu¨r, dass α∗ optimal ist [57]. Diese Bedingungen haben fu¨r den Fall von 2 · rd
Schranken- und einer Gleichheitsnebenbedingung die Form [10, 36]:
Es existieren λ∗ ∈ Rrd, µ∗ ∈ Rrd und ν∗ ∈ R, sodass
14Lineare Funktionen sind sowohl konvex, als auch konkav.
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µ∗i∇g2i (α∗) + ν∗∇h(α∗) ,
0 ≥ g1(α∗) ,
0 ≥ g2(α∗) ,
0 = h(α∗) , (3.17)
0 = λ∗g1(α∗) ,
0 = µ∗g2(α∗) ,
0 ≤ λ∗ ,
0 ≤ µ∗
gelten. Wir bezeichnen die Schrankennebenbedingungen (3.8) und (3.9) mit g1i und g
2
i
(i = 1, .., rd) und die Gleichheitsnebenbedingung (3.7) mit h, d.h. die Nebenbedingungen
von (3.6) werden zu
g1i (α) := −αi ≤ 0 (i = 1, .., rd) ,
g2i (α) := αi − C ≤ 0 (i = 1, .., rd) ,
h(α) := yTα = 0 .
Wir setzen diese Funktionen und deren Ableitungen direkt in (3.17) ein, um das System
der Karush-Kuhn-Tucker-Bedingungen in einer fu¨r uns interpretierbaren Form zu erhalten:
0 = ∇W−(α∗)− λ∗ + µ∗ + ν∗y , (3.18)
0 ≥ −α∗ , (3.19)
0 ≥ α∗ −C , (3.20)
0 = yTα∗ , (3.21)
0 = −λ∗α∗ , (3.22)
0 = µ∗(α∗ −C) , (3.23)
0 ≤ λ∗ , (3.24)
0 ≤ µ∗ . (3.25)
Prinzipiell gilt, dass die Bedingungen (3.19) bis (3.21) nach jedem Zwischenschritt des
Zerlegungsalgorithmus erfu¨llt sind, denn sie werden durch die Optimierungsaufgabe (3.11)
automatisch beachtet. Dadurch ergibt sich auch die Gu¨ltigkeit der Forderungen (3.22) bis
(3.25), denn die Schrankennebenbedingungen der Aufgaben (3.6) und (3.11) sind iden-
tisch. Die Pru¨fung der KKT-Bedingungen reduziert sich demnach auf (3.18). Die Auswer-
tung erfolgt in jedem Schritt des Verfahrens und sollte effizient durchgefu¨hrt werden.
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Bemerkung 3.2. Der Gradient von W− an der Stelleαk+1 berechnet sich nach der Formel
∇W−(αk+1) = Qαk+1 − 1 (3.26)
und wird fu¨r die Pru¨fung von (3.18) beno¨tigt. Wir sparen Rechenoperationen, indem wir
umformen:



















































und den alten Gradientenvektor in jeder Iteration wiederverwenden. In unserer Implemen-
tierung gilt fu¨r den Startvektor α1 = 0 u¨brigens ∇W−(α1) = −1.
Es ist nicht zwingend erforderlich, die Bedingung (3.18) als Abbruchkriterium des SVM-
Trainings zu verwenden. Wir werden spa¨ter sehen, dass der von uns verwendete Algorith-
mus zur Aktualisierung der Arbeitsmenge zusa¨tzlich auch dazu geeignet ist, die Optima-
lita¨t der alten Iterierten αk zu u¨berpru¨fen. Die U¨berlegungen zur effizienten Berechnung
des Gradienten werden wir dennoch verwenden, denn der Gradientenvektor wird in jeder
Iteration zur Aktualisierung der Arbeitsmenge verwendet werden, siehe dazu Abschnitt
3.2.3.2.
3.2.3 Aktualisierung der Arbeitsmenge
Solange das gewa¨hlte Optimalita¨tskriterium nicht erfu¨llt ist, teilt der Zerlegungsalgorith-
mus die Daten in aktive und inaktive Teile und lo¨st eine quadratische Optimierungsaufgabe
auf den aktiven Daten, die im Allgemeinen einen kleinen Teil der Gesamtdaten darstellen.
Wie klein dieser Teil ist, ha¨ngt jeweils von der Gesamtgro¨ße des Problems und den zur
Verfu¨gung stehenden Ressourcen ab. Ausgehend von einem nichtoptimalen αk muss eine
Indexmenge Dk und somit ein Vektor αkd gewa¨hlt werden, sodass es im Problem (3.11)
eine Abstiegsmo¨glichkeit gibt, denn falls
W−d (α
k+1






3.2. A¨USSERE SCHLEIFE DES ZERLEGUNGSALGORITHMUS
gilt und αkf nicht vera¨ndert wird, so gilt fu¨r die Zielfunktion (3.6)
W−(αk+1) < W−(αk) .
Es sei bemerkt, dass der Vektor αk+1 der Form (3.16) offensichtlich zula¨ssig ist fu¨r (3.6),
sofern αk zula¨ssig war. Der Algorithmus gewa¨hrleistet durch die Lo¨sung eines Teilpro-
blems (3.11) eine Verbesserung des Zielfunktionswertes von (3.6). Der Erfolg des Zer-
legungsalgorithmus ha¨ngt also stark ab von der Fa¨higkeit, geeignete Arbeitsmengen zu
finden. Gesucht sind Mengen, die jeweils zu großen Schritten in Richtung des Minimums
der Zielfunktion W− fu¨hren. Eine geeignete Methode dazu wurde in [73] vorgestellt und
konnte sich im Großteil der in den letzten Jahren entwickelten SVM-Softwarepakete durch-
setzen [19, 23, 74, 130]. Sie basiert auf der Methode von Zoutendijk [167], die wir auf den
folgenden Seiten vorstellen werden. Es sei bemerkt, dass es auch andere Mo¨glichkeiten zur
Aktualisierung der Arbeitsmenge gibt. Osuna, Freund und Girosi [114] nutzen dafu¨r aus-
schließlich die Karush-Kuhn-Tucker-Bedingungen. Sie suchen Nullelemente in der letz-
ten Arbeitsmenge und ersetzen diese durch Punkte aus der nichtaktiven Menge, welche
die KKT-Bedingungen verletzen. Hintergrund dieses Vorgehens ist die Tatsache, dass der
Großteil der Daten nicht zu den Support-Vektoren geho¨rt. Diese Punkte haben optimale
Werte α∗i = 0 und ihnen muss keine Beachtung geschenkt werden. Wir werden zusa¨tzlich
zu der Beschreibung der Methode von Zoutendijk zeigen, dass sich dieses Verfahren den-
noch mit den KKT-Bedingungen auseinandersetzt. Diese Verbindung wird in der Literatur
kaum beachtet. Das fu¨hrt dazu, dass die Methode von Zoutendijk nicht gedeutet werden
kann. Diesen offenen Punkt werden wir im Folgenden beleuchten und interpretieren.
3.2.3.1 Wahl der ersten Arbeitsmenge
Die Wahl einer ersten Arbeitsmenge ist relativ unkritisch. Dabei mu¨ssen keine Optima-
lita¨tskriterien beachtet werden. Es geht einfach darum, zu bestimmen, auf welchen Indizes
zu Beginn optimiert werden soll. Unzula¨ssige Indexmengen ko¨nnen dabei nicht auftreten.
Eine triviale Wahl besagt, dass die ersten ws Indizes des Vektors α in die Arbeitsmenge
gehen, wa¨hrend die restlichen rd − ws Werte konstant bleiben.15 Man ko¨nnte durch eine
gu¨nstige Wahl der ersten Arbeitsmenge die Rechenzeit des gesamten Zerlegungsalgorith-
mus beschleunigen. Die Taktik dabei sollte darin bestehen, genau diejenigen Indizes in das
erste Working-Set zu geben, die zu einem großen Sprung des Wertes der Zielfunktion nach
der ersten Optimierung beitragen. Im Allgemeinen wird man dazu keine Aussagen tref-
fen ko¨nnen, sodass nur die zufa¨llige Wahl bleibt. Zur Initialisierung der Arbeitsmenge im
Zusammenhang mit der sinnvollen Festlegung eines Startvektors α1 fu¨r den Zerlegungsal-
gorithmus hatten wir im Abschnitt 3.2.1 eine interessante Idee aus [137] vorgestellt, welche
auf Mehrprozessorsystemen verwendet werden kann.
15Beachte: wegen der linearen Nebenbedingung ist es notwendig, dass sowohl positive als auch negative




3.2.3.2 Die Methode von Zoutendijk
Das Verfahren von Zoutendijk [167] geho¨rt zu den Methoden der zula¨ssigen Richtungen,
welche ein nichtlineares Optimierungsproblem lo¨sen, indem sie jeweils ausgehend von ei-
nem zula¨ssigen Punkt einen neuen zula¨ssigen Punkt berechnen, der den Wert der Zielfunk-
tion verbessert. Wir betrachten die Methode von Zoutendijk ausschließlich fu¨r die Aktua-
lisierung der Arbeitsmenge. Fu¨r eine nichtlineare Zielfunktion f unter Nebenbedingungen
bestimmt die Methode von Zoutendijk eine verbessernde Richtung u¨ber die Lo¨sung eines
linearen Optimierungsproblems. Die grundlegende Idee dabei ist, die sta¨rkste Richtung v∗
des Abstiegs zu finden, wobei v∗ natu¨rlich eine zula¨ssige Richtung sein muss.





Ax ≤ a ,
A˜x = a˜
(3.29)
besagt die Methode von Zoutendijk [9]:
Sei x ein zula¨ssiger Vektor und seien
A1x = a1 ,














. Dann ist v∗ eine verbessernde zula¨ssige
Richtung, falls
∇f(x)Tv∗ < 0 ,
A1v
∗ ≤ 0 ,
A˜v∗ = 0 .





A1v ≤ 0 , (3.31)
A˜v = 0 . (3.32)
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Bemerkung 3.3. Eine verbessernde Richtung v∗ muss zusa¨tzlich normalisiert werden, um
zu verhindern, dass ein unendlich großer Abstieg stattfindet. Beispiele fu¨r mo¨gliche Nor-
malisierungen sind [167]
vTv ≤ 1 ,
−1 ≤ v ≤ 1 .
Ausgehend von v∗ wird die neue Iterierte berechnet als
x = x+ λ˜v∗ .
Dabei ist λ˜ > 0 eine zu bestimmende Schrittweite. Die Methode von Zoutendijk wird nur
teilweise angewendet. Es wird zwar der Vektor v∗ bestimmt, jedoch nutzt man diesen fu¨r
die Generierung einer neuen Arbeitsmenge. Es wird weder eine Schrittweite berechnet,
noch wird v∗ beno¨tigt, um die Lo¨sung zu aktualisieren. Die neue Arbeitsmenge wird aus
allen denjenigen Indizes i zusammengesetzt, fu¨r welche der zugeho¨rige Wert v∗i positiv
ist. Um die Methode von Zoutendijk anwenden zu ko¨nnen, muss der Vektor v∗ genau
ws Eintra¨ge haben, die nicht Null sind, sodass die zu diesen Elementen geho¨renden Indi-
zes die neue Arbeitsmenge bilden ko¨nnen [73]. Man sollte jedoch bedenken, dass solche
Lo¨sungen nicht immer realisierbar sind [97]. Der Vektor v∗ kann auch weniger als ws
Nichtnull-Elemente haben. v∗ hat ho¨chstens ws Eintra¨ge, die nicht Null sind und ws ist
eine gerade Zahl. Diese Einschra¨nkung wird getroffen, um den Algorithmus zur Generie-
rung von v∗ robust zu machen. Die Aufgabe (3.28) unter den Nebenbedingungen (3.29)
entspricht offensichtlich der Aufgabe (3.6). Die Zerlegung der Matrix A nach dem Sche-
ma (3.30) ist noch anzugeben, um die Methode von Zoutendijk umsetzen zu ko¨nnen. Die
Nebenbedingungen (3.8) und (3.9) ko¨nnen aufgeteilt werden in
αi = C oder − αi = 0 fu¨r i ∈ A ,
αj < C und − αj < 0 fu¨r j ∈ B .
Die disjunkten Indexmengen A und B haben wir eingefu¨hrt, um die aktiven und nicht ak-
tiven Nebenbedingungen zu trennen.16 Die Indexmenge A und die jeweiligen Vorzeichen
der αi beno¨tigt man fu¨r die Schrankennebenbedingung (3.31). Die Umsetzung der Neben-
bedingung (3.32) ist trivial.
Wendet man die allgemeine Form des Verfahrens auf die speziellen Funktionen und Vor-
gaben an, resultiert das Verfahren von Zoutendijk in der Aufgabe






(∇W−(αk))T v (3.26)= min
v
(
Qαk − 1)T v (3.33)
unter den Nebenbedingungen
−vi ≤ 0 fu¨r − αi = 0 , (3.34)
vi ≤ 0 fu¨r αi = C , (3.35)
yTv = 0 , (3.36)
v ≤ 1 , (3.37)
−v ≤ 1 , (3.38)
|{vi : vi 6= 0}| ≤ ws , (3.39)
wobei (3.37) und (3.38) die gewa¨hlte Normalisierungsbedingung darstellen, siehe dazu
Bemerkung 3.3.
Folgerung 3.1. Setzt sich die neue Arbeitsmenge aus Indizes i zusammen, fu¨r welche der
zugeho¨rige Wert v∗i nicht Null ist, wobei der Vektor v
∗ Lo¨sung der Aufgabe (3.33) unter
den Nebenbedingungen (3.34) bis (3.39) ist, dann ist abgesichert, dass der Wert der Ziel-
funktion W− durch eine Optimierung auf der Arbeitsmenge kleiner wird. Es bleibt jedoch
zu kla¨ren, wie man den Vektor v∗ effizient berechnen kann.
Die Aufgabe (3.33) zur Generierung einer neuen Arbeitsmenge, die auf Beschreibungen
von Zoutendijk [167] beruht und beispielsweise von Joachims fu¨r die SVMlight Softwa-
re [74] verwendet wurde, stellt ein lineares Optimierungsproblem dar. Es wird typischer-
weise nach dem Schema in Abbildung 3.2 gelo¨st [97]. Wir zeigen im Folgenden, dass der
Algorithmus in Abbildung 3.2 die Aufgabe (3.33) unter den entsprechenden Nebenbedin-
gungen u¨berhaupt lo¨st. Dieses Hinterfragen der Vorgehensweise ist im Allgemeinen nicht
u¨blich, wir halten das jedoch an dieser Stelle fu¨r wichtig. Wir zeigen zuna¨chst, dass die




















































⇒ Bedingung (3.36) .
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1. Sortiere den Vektor
(
y · (Qαk − 1)) in absteigender Reihenfolge, setze v = 0,
Anfang = 1,Ende = rd.
2. Ausgehend vom Anfang der Liste suche vorwa¨rtsgerichtet Element i fu¨r das gilt:
(a) 0 < αki < C oder
(b) αki = 0 und yi = −1 oder
(c) αki = C und yi = 1 .
Ausgehend vom Ende der Liste suche ru¨ckwa¨rtsgerichtet Element j fu¨r das gilt:
(a) 0 < αkj < C oder
(b) αkj = 0 und yj = 1 oder
(c) αkj = C und yj = −1 .
Fu¨r alle wa¨hrend der Suche erfolglos betrachteten Elemente t werden vt = 0 gesetzt.
Setze vi = −yi und vj = yj .
3. Aktualisiere Anfang und Ende der Liste und gehe zu 2.
Abbildung 3.2: Schema zur Working-Set-Bestimmung.
Wir haben hier aus Darstellungsgru¨nden eine gewisse Umordnung der Vektoren y
und v∗ vorausgesetzt, die fu¨r das Skalarprodukt keine Relevanz hat. Der Wert q ∈ N
steht fu¨r die Anzahl der erfolgreich generierten Pa¨rchen (v∗i = −yi, v∗j = yj). An
dieser Stelle wird deutlich, warum ws eine gerade Zahl sein sollte. Es gilt q ≤ ws
2
,
denn die Anzahl der positiven Elemente in v∗ darf die Gro¨ße des Working-Sets nicht
u¨berschreiten.
• Fu¨r alle αki = 0 gilt v∗i ∈ {0; 1} ⇒ Bedingung (3.34) .
• Fu¨r alle αki = C gilt v∗i ∈ {−1; 0} ⇒ Bedingung (3.35) .
• Es gilt v∗i ∈ {−1; 0; 1} ⇒ Bedingungen (3.37) und (3.38) .
• Es gilt |v∗i : v∗i 6= 0| ≤ 2 · ws2 = ws ⇒ Bedingung (3.39) .
Damit garantiert der Algorithmus auf Seite 47, dass der Vektor v∗ zula¨ssig ist fu¨r die
Aufgabe (3.33).
Satz 3.1 ([97]). Der Algorithmus bricht bei den Elementen i˜ und j˜ vorzeitig ab, falls
• i˜+ 1 = j˜, oder falls
• i˜+ 2 = j˜ und 0 < αk
i˜+1
< C .
Beweis: Angenommen, der Algorithmus stoppt nach der Untersuchung von i˜ und j˜. Sei
m˜ = i˜ + 1 der na¨chste Index nach i˜ in der sortierten Liste, dann gilt entweder
0 < αkm˜ < C oder α
k
m˜ = 0, y
k
m˜ = −1 oder αkm˜ = C, ykm˜ = 1, denn ansonsten
wa¨re vm˜ = 0 und das na¨chste Element ha¨tte untersucht werden mu¨ssen. Analog
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gilt: sei m˜′ = j˜ − 1 der direkte Index vor j˜ in der sortierten Liste, dann gilt weder
0 < αkm˜′ < C, noch α
k
m˜′ = 0, ym˜′ = 1, noch α
k
m˜′ = C, ym˜′ = −1, denn ansonsten
ha¨tten wir mit (m˜, m˜′) ein neues Paar fu¨r die Optimierung gefunden. Deshalb muss
αkm˜′ = 0, ym˜′ = −1 oder αkm˜′ = C, ym˜ = 1 gelten. Das wu¨rde jedoch zu vm˜′ = 0
und damit einem weiteren Schritt fu¨hren. Wir wissen damit, dass sich ho¨chstens ein
Element m˜ zwischen i˜ und j˜ befinden kann. Die Fa¨lle αkm˜ = 0, ym˜ = −1 und
αkm˜ = C, ym˜ = 1 sind jedoch auch ausgeschlossen, da sie wiederum zu vm˜′ = 0
fu¨hren wu¨rden. Fazit: falls sich u¨berhaupt ein Element zwischen i˜ und j˜ befindet,
handelt es sich dabei um m˜ = i˜+ 1 = j˜ − 1 mit αkm˜ ∈ (0, C). ¤
Mittels der bisherigen Analysen la¨ßt sich zeigen:
Satz 3.2. Ein Vektor v∗, der mittels des in Abbildung 3.2 angegebenen Verfahrens generiert
wurde, lo¨st die Aufgabe (3.33).
Fu¨r den Beweis dieses Satzes verweisen wir auf [97]. Es wird gezeigt, dass v∗ ein KKT-
Punkt des linearen Optimierungsproblems (3.33) und somit dessen Lo¨sung ist.
3.2.3.3 Karush-Kuhn-Tucker-Bedingungen
Wir haben bisher erla¨utert, wie das Verfahren von Zoutendijk arbeitet, in welchem Rah-
men man es fu¨r die Bestimmung der Arbeitsmenge verwenden kann und nach welchem
Algorithmus es behandelt wird. In diesem Abschnitt soll erga¨nzend gezeigt werden, dass
die auf Seite 47 beschriebene Vorgehensweise zur Aktualisierung der Arbeitsmenge, wel-
che durch U¨berlegungen zur Lo¨sung der Aufgabe (3.33) entsteht, auch unabha¨ngig von
der Theorie der zula¨ssigen Richtungen einzig durch U¨berlegungen zu den Karush-Kuhn-
Tucker-Bedingungen entwickelt werden kann. Wir erachten diese Herleitung als interes-
sant, da sich die KKT-Bedingungen als Optimalita¨tsindikatoren des SVM-Trainings durch
die gesamte SVM-Theorie ziehen. Wenn die Methode von Zoutendijk und die lineare Op-
timierungsaufgabe vernachla¨ssigbar sind, erleichtert das die Interpretation der gewa¨hlten
Arbeitsmenge, welche vielen Anwendern bisher nicht klar ist. Durch die Betrachtung der
KKT-Bedingungen, welche fu¨r die globale Lo¨sung unerla¨ßlich sind, gewinnen wir zudem
Unabha¨ngigkeit von der Normalisierungsbedingung, vgl. (3.37) und (3.38).
Wir stu¨tzen uns bei den Betrachtungen in diesem Abschnitt auf [96, 97]. Diese Arbeiten
von Lin bescha¨ftigen sich mit der Wahl der Arbeitsmengen fu¨r den Zerlegungsalgorithmus
und mit den daraus resultierenden Konvergenzeigenschaften des Gesamtverfahrens.
Definition 3.4. Fu¨r beliebige α ∈ Rrd definieren wir nun die beiden Indexmengen [96]
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I :=
{





j ∈ {1, . . . , rd} : {αj < C und yj = −1} oder {αj > 0 und yj = 1}
}
.
Man beachte, dass die Mengen I und J fu¨r zula¨ssige α nicht disjunkt sind, sondern die
Schnittmenge
I ∩ J := {i : αi ∈ (0, C)}
bilden. Fu¨r die Vereinigung gilt
I ∪ J := {i : i = 1, .., rd} .









· yi . (3.40)
Diese Bedingung ist hinreichend und notwendig fu¨r eine Lo¨sung.
Beweis: Da die KKT-Bedingungen notwendig und hinreichend sind, vgl. S. 40, ist es
ausreichend zu zeigen, dass gilt
(3.40) ⇔ KKT-Bedingungen erfu¨llt .
”⇐“
Sei α∗ ∈ Rrd ein KKT-Punkt der Aufgabe (3.6), dann gelten (vgl. S. 41)
∇W−(α∗)− λ∗ + µ∗ + ν∗y = 0 , (3.41)
−α∗ ≤ 0 , (3.42)
α∗ −C ≤ 0 , (3.43)
yTα∗ = 0 , (3.44)
−λ∗α∗ = 0 , (3.45)
µ∗(α∗ −C) = 0 , (3.46)
λ∗ ≥ 0 , (3.47)
µ∗ ≥ 0 . (3.48)
Wir stellen (3.41) um und erhalten
49
KAPITEL 3. ZERLEGUNGSALGORITHMUS
∇W−(α∗) + ν∗y = λ∗ − µ∗ . (3.49)
Im Folgenden unterscheiden wir fu¨r alle αi die drei mo¨glichen Fa¨lle
• α∗i = 0 ,
• α∗i = C ,
• 0 < α∗i < C .
Fu¨r α∗i = 0 gilt (∇W−(α∗))
i
+ ν∗yi ≥ 0 , (3.50)
denn nach (3.46) muss µ∗i = 0 gelten und λ
∗
i ≥ 0 gilt nach (3.47).
Fu¨r α∗i = C gilt (∇W−(α∗))
i
+ ν∗yi ≤ 0 , (3.51)
denn nach (3.45) muss λ∗i = 0 gelten und µ
∗
i ≥ 0 gilt nach (3.48).
Fu¨r α∗i ∈ (0, C) gilt (∇W−(α∗))
i
+ ν∗yi = 0 , (3.52)
denn nach (3.45) und (3.46) mu¨ssen λ∗i = 0 und µ
∗
i = 0 gelten. Wir stellen zusam-
menfassend alle mo¨glichen Fa¨lle in Tabelle 3.1 dar, wobei die Werte yi (i = 1, .., rd)
mit einbezogen werden. Man beachte, dass alle Ungleichungen mit yi multipliziert
wurden. Im Fall bina¨rer Klassifikation gilt y2i = 1.
yi = 1 yi = −1
αi = 0 (∇W−(α∗))i · yi + ν∗ ≥ 0 (∇W−(α∗))i · yi + ν∗ ≤ 0
αi = C (∇W−(α∗))i · yi + ν∗ ≤ 0 (∇W−(α∗))i · yi + ν∗ ≥ 0
αi ∈ (0, C) (∇W−(α∗))i · yi + ν∗ = 0 (∇W−(α∗))i · yi + ν∗ = 0
Tabelle 3.1: Darstellung der mo¨glichen Fa¨lle fu¨r die KKT-Bedingungen.
Ordnet man diese Fa¨lle in die Indexmengen I und J ein, so stellt sich heraus, dass(∇W−(α∗))
i
· yi ≥ −ν∗ (∀i ∈ I) ,(∇W−(α∗))
j
· yj ≤ −ν∗ (∀j ∈ J ) .
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gelten. Anders ausgedru¨ckt bedeutet das: fu¨r alle i ∈ I und j ∈ J gilt
− (∇W−(α∗))
i
· yi ≤ ν∗ ≤ −
(∇W−(α∗))
j
· yj . (3.53)
Diese Bedingung impliziert (3.40).
”⇒“
Sei (3.40) erfu¨llt. Dann existiert mindestens ein ν∗ ∈ R mit(∇W−(α∗))
j
· yj ≤ −ν∗ ≤
(∇W−(α∗))
i
· yi (∀i ∈ I,∀j ∈ J ) . (3.54)
Daraus folgen (∇W−(α∗))
i
· yi + ν∗ ≥ 0 (∀i ∈ I) ,(∇W−(α∗))
j
· yj + ν∗ ≤ 0 (∀j ∈ J ) .
Eine Fallunterscheidung nach α∗i , vgl. (3.50) bis (3.52), liefert die Gu¨ltigkeit der
KKT-Bedingungen. ¤
Man beachte, dass ν∗ ≡ b∗ gilt [73, 97]. Dieser Wert ist jedoch wa¨hrend der Lo¨sungsphase
fu¨r das Problem (3.6) nicht bekannt und wird erst im Anschluss berechnet, siehe dazu
Abschnitt 2.5.
Folgerung 3.2. Aus Satz 3.3 folgern wir, dass fu¨r zula¨ssige, aber nicht optimale Punkteαk
mindestens ein i ∈ I und ein j ∈ J mit
− (∇W−(αk))
i




existieren und damit die Bedingung (3.40) verletzen.
Definition 3.5. Ein Paar (i, j), welches die Ungleichung (3.55) erfu¨llt, bezeichnen wir im
Folgenden als KKT-Bedingungen verletzendes Punktepaar.
Um die KKT-Bedingungen zu erfu¨llen, mu¨ssen solche Paare eliminiert werden. Insge-
samt du¨rfen wir in jeder Iteration, d.h. bei einem einzelnen Update-Schritt, ws
2
Pa¨rchen





aus J . Dabei mu¨ssen gelten:
(∇W−(αk))
i1












≤ · · · ≤ (∇W−(αk))
j1
· yj1 .
Die Paare sind so angeordnet, dass (αi1 , αj1) das Paar mit der sta¨rksten Verletzung der








· yjq (q ∈ {1, .., ws/2}) (3.56)
auftritt, stoppt das Verfahren mit einer Arbeitsmenge der Gro¨ße 2(q− 1), die kleiner ist als
maximal zula¨ssig.
Dieser Abschnitt sollte zeigen, dass die Karush-Kuhn-Tucker-Bedingungen der globalen
Optimierungsaufgabe (3.6) ganz intuitiv zu einer geeigneten Form der Aktualisierung der
Arbeitsmenge fu¨hren, sodass die Methode von Zoutendijk mit der speziellen Normierung
eher zufa¨llig in dieses Schema passt und sich dahinter auch kein unversta¨ndliches Verfahren
verbirgt. Wir werden im Abschnitt 3.2.4 zeigen, welchen Unterschied es zwischen den
Verfahren gibt und welche Konsequenzen dieser fu¨r die Optimierung der Zielfunktion und
fu¨r ein sinnvolles Abbruchkriterium hat.
3.2.3.4 Modifikation
Neben dem allgemein u¨blichen Ziel, mo¨glichst ws Elemente zu finden, welche die KKT-
Bedingungen verletzen, gibt es eine weitere Idee zur Aktualisierung der Arbeitsmenge.
Dabei werden mittels der Methode von Zoutendijk maximal w˜s ≤ ws Elemente gesucht.
Der allgemeine Fall ist mit w˜s = ws enthalten, jedoch wird das Ziel verfolgt, ws − w˜s
Elemente im Working-Set zu belassen und die sich dadurch ergebenden positiven Effekte
zu nutzen [139]. Wir greifen diese Idee fu¨r unsere Arbeit auf. Das Verfahren arbeitet nach
dem in Abbildung 3.3 dargestellten Schema. Unsere Experimente haben dazu gefu¨hrt,
w˜s = ws/2 zu wa¨hlen.
1. Bestimme maximal w˜s Indizes mittels der Methode von Zoutendijk und bilde daraus
die Menge Dneu. Gehe zu 2.
2. Suche Indizes i ∈ Dk−1 mit i 6∈ Dneu und 0 < αki < C und lege diese in die Menge
Dneu bis entweder |Dneu| = ws gilt oder keine weiteren Elemente gefunden werden.
Im letzteren Fall gehe zu 3., sonst gehe zu 5.
3. Suche Indizes i ∈ Dk−1 mit i 6∈ Dneu und αki = 0 und lege diese in die Menge Dneu
bis entweder |Dneu| = ws gilt oder keine weiteren Elemente gefunden werden. Im
letzteren Fall gehe zu 4., sonst gehe zu 5.
4. Suche Indizes i ∈ Dk−1 mit i 6∈ Dneu und αki = C und lege diese in die Menge Dneu
bis |Dneu| = ws gilt. Gehe zu 5.
5. Dk = Dneu.
Abbildung 3.3: Modifizierte Aktualisierung der Arbeitsmenge.
Bemerkung 3.4. Wie schon dargestellt wurde, kann es vorkommen, dass es nicht ausrei-
chend viele die KKT-Bedingungen verletzenden Paare gibt, aber der aktuelle Vektor αk
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dennoch nicht optimal ist. Fu¨r diese Fa¨lle haben wir das Verfahren abgea¨ndert. Sei q die
Anzahl der die KKT-Bedingungen verletzenden Paare und es gelte 2 · q < w˜s. Dann fu¨lle
das Working-Set mit ws− 2 · q Indizes nach dem Schema in Abbildung 3.3 auf und setze
w˜s = 2 · q
fu¨r alle weiteren Iterationen des Zerlegungsalgorithmus. Diese Einschra¨nkung ist vo¨llig
unproblematisch. Wenn in einer Iteration tatsa¨chlich nur q < w˜s/2 Pa¨rchen gefunden
werden, dann ist es unmo¨glich, dass in einer spa¨teren Iteration mehr Pa¨rchen entstehen,
welche die KKT-Bedingungen verletzen.
3.2.4 Abbruchkriterium
Wir hatten schon erwa¨hnt, dass man den Algorithmus zur Aktualisierung der Arbeitsmen-
ge gleichzeitig dazu verwenden kann, festzustellen, ob der Zerlegungsalgorithmus den op-
timalen Vektor α∗ generiert hat. Im Abschnitt 3.2.3.3 haben wir gezeigt, wie Pa¨rchen
KKT-Bedingungen verletzender Punkte definiert sind und welche Optimalita¨tsbedingung
fu¨r einen Abbruch der Suche erfu¨llt sein muss, siehe (3.56). Daraus kann man schließen,
dass der Zerlegungsalgorithmus genau dann stoppen sollte, wenn es kein einziges solcher
Pa¨rchen mehr gibt. Wir vergleichen die von uns hergeleitete Methode zur Aktualisierung
der Arbeitsmenge und zur Definition eines Abbruchkriteriums nun mit der von Joachims
in [73] vorgestellten Methode, siehe Seite 47. Es gelten
v∗i = 0
fu¨r alle Indizes i, die nicht zu den die KKT-Bedingungen verletzenden Paaren geho¨ren.
Daraus kann man schlussfolgern, dass es genau dann keine solchen Paare gibt, wenn v∗ =
0 gilt. Ein sinnvolles Abbruchkriterium wa¨re daduch definiert. Das Schema von Joachims
operiert auf der Liste, die durch Sortierung des Vektors y · ∇W−(αk) entsteht. In Tabelle




+ ν∗ = 0
gelten muss. Da ν∗ fu¨r alle i den gleichen Wert hat17, und es sich auch nicht um eine
Ungleichung, wie bei den anderen Fa¨llen handelt, kommt man zu dem Ergebnis, dass im
Optimum fu¨r alle freien Support-Vektoren die zugeho¨rigen Werte in der sortierten Liste
gleich sind. Die Methode von Joachims wa¨hlt fu¨r den Fall, dass es noch nicht genug
Eintra¨ge in der Arbeitsmenge gibt, Pa¨rchen aus eben dieser Menge aus, obwohl sie nach
Definition 3.5 die KKT-Bedingungen nicht verletzen. Zuna¨chst fragt man sich, warum
die vorgestellten Methoden dennoch beide die Aufgabe (3.33) optimal lo¨sen. Der Vektor,
der durch Joachims Methode generiert wird, entha¨lt an einer geraden Anzahl von Stellen
17ν∗ entspricht dem Schwellwert b∗, siehe Seite 51.
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die Eintra¨ge 1 oder −1 (in gleicher Anzahl L), an denen bei dem Verfahren der Pru¨fung
der KKT-Bedingungen keine Eintra¨ge vorgenommen werden. Wenn man aber bedenkt,
dass die betreffenden Werte der sortierten Liste gleich sind, betra¨gt der Unterschied des
Zielfunktionswertes von (3.33) genau
L · (1 · yi (∇W−(αk))i + (−1) · yi (∇W−(αk))i) = 0
fu¨r einen beliebigen Index i aus der betreffenden Menge. Sobald sich zwei Werte ent-
sprechen, werden auch alle folgenden Werte gleich sein, denn die Liste ist sortiert und
wird von unten und oben geordnet durchsucht. Egal an welcher Stelle die gewa¨hlten Wer-
te gleich sind, darf sich das bei weiteren Pa¨rchen nicht mehr a¨ndern. Die A¨nderung der
Zielfunktion ist daher stets Null, sodass beide Methoden einen zula¨ssigen und optimalen
Vektor v∗ generieren. Die Konsequenz dieser Ausfu¨hrung ist, dass der von Joachims Me-
thode generierte Vektor Indizes entha¨lt, die zu optimalen Teilen der Lo¨sung geho¨ren. Das
fu¨hrt dazu, dass der Zerlegungsalgorithmus nicht terminieren kann, wenn er die Anzahl
der Nichtnullelemente in v∗ als Abbruchkriterium benutzt. Obwohl Joachims in ein und
derselben Arbeit sowohl das Lo¨sungsschema von Seite 47 vorstellt, als auch den Hinweis
gibt, dessen Ru¨ckgabewert als Optimalita¨tskriterium zu nutzen, gibt es keinen Hinweis auf
diese Problematik. Um die Methode dennoch effizient nutzen zu ko¨nnen, wurde folgende
Variante umgesetzt. Sobald ein Indexpaar gewa¨hlt wird, dessen Eintra¨ge in der sortierten
Liste anna¨hernd gleich sind, stoppt das Verfahren von Joachims. Sollte es sich dabei um
das erste gewa¨hlte Paar handeln, bricht der ganze Zerlegungsalgorithmus mit der optimalen
Lo¨sung ab. Andernfalls muss die Arbeitsmenge bis zur Grenze ws mit Indizes aufgefu¨llt
werden. Die Umsetzung des Auffu¨llens wurde im Abschnitt 3.2.3.4 bereits beschrieben.
Eine sehr fruchtbare Diskussion zu diesem Thema fand mit Chih-Jen Lin18, Entwickler
der mittlerweile sehr popula¨ren LIBSVM-Software [19], statt. Er verwendet folgendes
Abbruchkriterium. Der Decomposition-Algorithmus stoppt, sobald
− (∇W−(αk))
i
· yi < −
(∇W−(αk))
j
· yj + ε (i ∈ I, j ∈ J ) (3.57)
auftritt. Das entspricht einer praktischen Form von Bedingung (3.56). Diese Information
besta¨rkt auch die von uns gewa¨hlte Vorgehensweise.
3.2.5 Fazit
Wir haben die a¨ußere Schleife des Verfahrens der Zerlegung vorgestellt. Diese Metho-
de geho¨rt zu den Algorithmen der aktiven Mengen [95] und eignet sich hervorragend zur
Lo¨sung des SVM-Optimierungsproblems. Um eine bessere U¨bersicht zu verschaffen, ge-
ben wir in Abbildung 3.4 das Zerlegungsverfahren in der Form an, wie wir es benutzen.
18Associate Professor, Department of Computer Science and and Information Engineering, National Tai-
wan University
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Eingabe: Trainingsdatensatz, Startpunkt α1 = 0, optimal = 0, k = 0
optimal 6= 1
k = k + 1
sortiere den Vektor
(
y · ∇W− (αk))











αk optimal, optimal = 1 berechne Kernmatrizen Qkdd und Q
k
fd
stelle Zielfunktion W−d auf
optimiere Zielfunktion auf αkd
Gradientenupdate mittels (3.27)
Abbildung 3.4: A¨ußere Schleife des Zerlegungsalgorithmus.
3.3 QP-Lo¨ser fu¨r Teilprobleme
Wie schon gezeigt wurde, muss im Zerlegungsalgorithmus nach jeder Generierung einer































0 ≤ αkd , (3.60)
αkd ≤ C (3.61)
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gelo¨st werden. Dafu¨r beno¨tigt man einen effizienten QP-Lo¨ser. Es sei nochmals in Er-
innerung gerufen, dass αkd ∈ Rws gilt, wobei ws ∈ N+ die Gro¨ße der Arbeitsmenge ist.
Der Index d signalisiert die aktiven Variablen, f steht fu¨r die in diesem Abschnitt nicht
aktiven Variablen. Qkdd und y
k







αkf sind wa¨hrend der Durchfu¨hrung der Optimierung in jedem Schritt k konstant.
Der Iterationsindex k der Zerlegungsroutine wird im Folgenden stets weggelassen. Wir
definieren
q := (Qfd)
T αf − 1 (3.62)
und
e := − (yf)T αf . (3.63)
Bemerkung 3.5. Der Vektor αkd wird vom QP-Lo¨ser aufgenommen und verla¨ßt diese Rou-
tine alsαk+1d . Innerhalb dieses Kapitels vergeben wir neue Namen, um Verwechslungen zu
vermeiden. Der zu optimierende Vektor sei mit αws und der Iterationsindex mit k′ bezeich-
net. Konstante Vektoren und Matrizen mu¨ssen selbstversta¨ndlich nicht umbenannt werden.









yTd αws = e , (3.65)
0 ≤ αws , (3.66)
αws ≤ C . (3.67)
In diesem Abschnitt stellen wir ein Projektionsverfahren zur Lo¨sung der quadratischen
Teilaufgabe innerhalb der Zerlegungsmethode vor. Der Algorithmus stu¨tzt sich auf Arbei-
ten von Serafini, Zanghirati und Zanni [136, 138, 163]. Basis dieser Arbeiten sind wieder-
um die von Ruggiero und Zanni vorgestellten Methoden [125–128]. Andere Ansa¨tze zur
Lo¨sung von (3.64) sind
• Innere-Punkte-Algorithmen fu¨r nichtlineare Optimierungsaufgaben [53], beispiels-
weise implementiert in LOQO [150] als Teil der SVM light-Software [74];
• die in MINOS [107] implementierten Lo¨ser auf Basis von Gradienten- und Newton-
Verfahren [52], unter anderem verwendet in [114].
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Beide Lo¨ser sind nur fu¨r kleine Problemgro¨ßen bis etwa 1000 Punkte geeignet [73]. In [163]
wurden beide Pakete mit dem speziellen Projektionsverfahren verglichen. Die Tests zeig-
ten, dass das Projektionsverfahren deutlich schneller zur Lo¨sung gelangt, als diese typi-
scherweise in der SVM-Community eingesetzten QP-Lo¨ser. Aus diesem Grund setzen wir
die Projektionsmethode als Grundlage fu¨r die parallele SVM-Implementierung ein.
3.3.1 Grundlagen
Bevor wir damit beginnen, den verwendeten Lo¨ser zu beschreiben, rufen wir einige be-
kannte Verfahren der Optimierung in Erinnerung zuru¨ck, auf denen dieser Lo¨ser aufbaut.
Wir wa¨hlen absichtlich die Abspaltung der Pra¨sentation dieser Grundlagen, um spa¨ter auf
die Details, die sich im Hintergrund unseres Lo¨sers befinden, nicht immer eingehen zu
mu¨ssen. Wir vermeiden damit eine aufgebla¨hte Struktur des Abschnitts 3.3.2 und glau-
ben, diese Vorgehensweise wird zum Versta¨ndnis des speziellen Algorithmus beitragen.
Ein weiteres Anliegen soll es sein, einen U¨berblick zu den Zusammenha¨ngen der einzel-
nen Methoden zu geben sowie zu zeigen, dass die im Anschluss vorgestellte Methode
aus [138] keineswegs neu ist, sondern vielmehr ein sorgfa¨ltig aufgearbeitetes Verfahren
der restringierten Optimierung darstellt, welches Einzug in das Arbeitsgebiet der Support-
Vektor-Maschinen finden soll. Fu¨r die auf den folgenden Seiten kurz angerissenen Verfah-
ren werden keine Aussagen zur geeigneten Wahl der Startwerte bzw. -parameter sowie zu
den Abbruchbedingungen getroffen. Weiterhin stellt jedes Verfahren spezielle Anforderun-
gen an die Zielfunktion, wie beispielweise (strenge) Konvexita¨t, Stetigkeit oder Differen-
zierbarkeit. Wir werden uns bei der allgemeinen Aufarbeitung damit nicht bescha¨ftigen,
da keine dieser Methoden in der allgemein u¨blichen Form umgesetzt werden wird. Wir
verweisen jedoch an den einzelnen Stellen auf geeignete Literatur.
3.3.1.1 Gradientenverfahren
Das Gradientenverfahren ist eine klassische Methode zur Lo¨sung von Minimierungspro-
blemen ohne Restriktionen. Wir betrachten eine Aufgabe der Form
min
αws∈Rws
W−d (αws) . (3.68)
Das Verfahren bestimmt sukzessive Fortschreitungsrichtungen sk′ ∈ Rws und Schrittwei-







Der Startpunkt α1ws ist extern festzusetzen. Das Gradientenverfahren geho¨rt, wie auch







ws) gilt fu¨r alle k
′ > 0, sofern αk′ws nicht optimal war. Eine Fortschreitungsrich-
tung sk′ wird Abstiegsrichtung im Punkt αk′ws genannt, falls sie die folgende gewu¨nschte




k′) < W−d (α
k′
ws) ∀θ ∈ (0, θ˜) . (3.70)










k′) ≤ W−d (αk
′
ws + θs
k′) ∀θ ≥ 0 (3.72)
bestimmt. Zu Konvergenzaussagen des Gradientenverfahrens sowie zu anderen Schrittwei-
tenmethoden verweisen wir auf [53].
3.3.1.2 Fixpunktiterationen
Wir betrachten jetzt die restringierte Aufgabe
min
αws∈Ω
W−d (αws) . (3.73)
Dabei bezeichen wir mit Ω den durch die Nebenbedingungen gegebenen zula¨ssigen Be-
reich. Wir nehmen an, Ω sei konvex. Im Fall einer konvexen Zielfunktion W−d kann man
zeigen (Satz 5.57 in [53]), dass aus
(∇W−d (α∗ws))T (αws −α∗ws) ≥ 0 ∀αws ∈ Ω (3.74)
folgt, α∗ws ist das globale Minimum der Aufgabe (3.73).
Definition 3.6 (Projektion, [53]). Sei Ω eine nichtleere, abgeschlossene und konvexe Men-
ge im Rws. Sei x ∈ Ω beliebig. Einen Vektor x˜ fu¨r den
‖x− x˜‖ ≤ ‖x− xˆ‖ ∀xˆ ∈ Ω (3.75)
gilt, bezeichnen wir als die Projektion von x auf Ω. Wir notieren diese als x˜ = ProjΩ [x].
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α∗ws − θ∇W−d (α∗ws)
]
(3.76)
genu¨gt. Dabei ist θ > 0 ein beliebiger positiver Parameter (siehe Beweis in [53], S. 296,












(k′ > 0) (3.77)
lo¨sen. Mittels des bekannten Fixpunktsatzes von Banach [68] kann man die Konvergenz
der erzeugten Folge gegen die Lo¨sung nachweisen.
3.3.1.3 Projiziertes Gradientenverfahren
Das Projizierte Gradientenverfahren hat seinen Ursprung im klassischen Projektionsver-
fahren [53] und wird fu¨r konvex restringierte Optimierungsprobleme eingesetzt. Das be-
deutet, der zula¨ssige Bereich der betrachteten Aufgabe ist konvex. Aufgabe (3.58) hat
lineare Gleichungs- und Schrankennebenbedingungen. Diese erfu¨llen die Voraussetzun-
gen des Lemmas 2.14. in [53], woraus wir schließen, dass der zula¨ssige Bereich von (3.58)
konvex ist. Das Projizierte Gradientenverfahren erzeugt iterativ zula¨ssige Punkte19 und
stellt außerdem eine Fixpunktiteration dar.












(k′ > 0) . (3.78)
Dabei ist θk′ > 0 eine wa¨hlbare Schrittweite. Man kann erkennen, dass fu¨r Ω = Rws die
Vorschrift (3.78) dem klassischen Gradientenverfahren entspricht. Wir verweisen auf [53]
fu¨r weitere Informationen zu diesem Verfahren, insbesondere zur Wahl wohldefinierter
Schrittweiten. Trotzdem die Vorschrift (3.78) der klassischen Fixpunktmethode (3.77) zu
entsprechen scheint, unterscheidet sie sich dadurch, dass der Parameter θ > 0 nicht einma-
lig fest gewa¨hlt wird, sondern sich in jeder Iteration a¨ndert.
19analog zum Verfahren zula¨ssiger Richtungen
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3.3.1.4 Verallgemeinertes Projiziertes Gradientenverfahren
Beim Projizierten Gradientenverfahren handelt es sich streng genommen um den Spezi-
alfall eines Verfahrens der zula¨ssigen Richtungen. Dieses Verfahren wird beispielsweise
in [53] vo¨llig u¨bergangen, findet jedoch in [10] Beachtung, wo es unter dem Namen gradi-
ent projection method vorgestellt wird. Das Verfahren bewegt sich in Richtung der Lo¨sung























ρk′ > 0 ist ein wa¨hlbarer Parameter. Bei diesem Verfahren wird also zuna¨chst ein Schritt
in die Richtung des negativen Gradienten vollzogen, danach wird das Ergebnis αk′ws −
ρk′∇W−d (αk
′
ws) auf Ω projiziert. Daraus entsteht der zula¨ssige Vektor x
∗
k′ . Der eigentliche
Iterationsschritt erfolgt dann in die zula¨ssige Richtung x∗k′ −αk′ws mit der Schrittweite θk′ .
Eine andere interessante Interpretation dieses Verfahrens [126] besagt, dass das Projizierte












+ (1− θk′)αk′ws . (3.81)
berechnet wird. Dieser Schritt wird als Korrektur bezeichnet. Die auszufu¨hrenden Schritte
sind jeweils gleich, jedoch liegt der Unterschied in der Frage, ob man das Verfahren als
eine Art Gradienten- oder als Projektionsverfahren interpretiert. An dieser Stelle kann man
sich klar machen, dass der verwendete Parameter ρk′ ebenfalls als Schrittweite angesehen
























Dadurch ist auch bewiesen, dass das Verfahren der Projizierten Gradienten, wie es in [53]
vorgestellt wird, lediglich ein Speziallfall dieser Methode ist.
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3.3.1.5 Projektionsverfahren
A¨hnlich der einfachen Fixpunktiteration gibt es eine Gruppe von Projektionsverfahren




























bestimmen [125–127]. Dabei ist θ 6= 1 ein positiver Parameter und P eine positiv definite
Matrix. Der Parameter θ ist insoweit kritisch, als dass seine Wahl die Konvergenzeigen-
schaften des Verfahrens bestimmt. Etwas genauer formuliert, muss θ relativ klein sein,
um u¨berhaupt Konvergenz zu sichern. Dieses kleine θ fu¨hrt dann aber nur zu einer lang-
samen Konvergenz. Es wurde beobachtet, dass es Werte fu¨r θ geben kann, welche die
theoretischen Konvergenzbedingungen nicht erfu¨llen, aber dennoch zu sehr guten Konver-
genzeigenschaften fu¨r spezielle Testprobleme fu¨hren [125–127].
Bemerkung 3.6. Der Gradient fu¨r die in diesem Abschnitt betrachtete Funktion (3.64) hat
die Gestalt
∇W−d (αws) = Qddαws + q . (3.85)
Definition 3.7. Wir fu¨hren jetzt eine spezielle Norm ein, die Norm bezu¨glich einer positiv




Satz 3.4. In der Vorschrift (3.84) entspricht der Vektor αk′+1ws der Projektion des Vektors
αk
′
ws − θP−1∇W−d (αk
′
ws)




























(3.85)⇔ αk′+1ws = argmin
αws∈Ω
√
αTwsPαws − 2αwsPαk′ws + 2αwsθQddαk′ws + 2αwsθq
































Diese Darstellung verdeutlicht, dass es sich um Projektionsalgorithmen handelt. Die A¨hn-
lichkeit zur Methode der Fixpunktiterationen ist offensichtlich. Der einzige Unterschied
zwischen (3.77) und (3.87) besteht in der Matrix P−1.
3.3.1.6 Verallgemeinertes Projektionsverfahren
Die U¨berlegungen, welche wir zum Verallgemeinerten Verfahren der Projizierten Gradi-
enten fu¨hrten, kann man auch hier anwenden. Wir definieren einen Korrekturschritt, der
zu einem Verfahren zula¨ssiger Richtungen fu¨hrt. Die einzelnen Schritte verlaufen vo¨llig
analog, man lese dazu auf Seite 60 nach. Das Verallgemeinerte Projektionsverfahren ist











+ (1− θk′)αk′ws . (3.88)








und sehen, dass wir es erneut mit




















Dabei wird die zula¨ssige Richtung sk′ analog zu (3.79) definiert.
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3.3.1.7 Extragradientenverfahren
Das sogenannte Extragradientenverfahren stellt eine Modifikation der einfachen Fixpunk-
titeration dar. Im Wesentlichen wird dabei anstelle einer einzigen, auf zwei Projektionen



















ws − θ∇W−d (αhilf)
]
. (3.90)
Der Vektor αhilf stellt in jedem Iterationsschritt einen Hilfsvektor dar. Hintergrund dieser
Methode ist die Tatsache, dass die Konvergenz dieses Verfahrens im Vergleich zur einfa-
chen Fixpunktmethode unter abgeschwa¨chten Bedingungen nachgewiesen werden kann,
dazu siehe Lemma 7.33 in [53].
3.3.1.8 Modifiziertes Extragradientenverfahren
Ebenfalls in [53] wird eine Modifikation des Extragradientenverfahrens vorgestellt. So-
wohl die einfache Fixpunktiteration als auch das Extragradientenverfahren operieren mit
einer einzigen konstanten Schrittweite, wohingegen beim Gradientenverfahren und beim
Projizierten Gradientenverfahren die Schrittweite in jeder Iteration neu angepasst wird.
Das Modifizierte Extragradientenverfahren verbindet diese Methoden durch Einfu¨hrung
einer variablen Schrittweite θk′ innerhalb des Extragradientenverfahrens. Dadurch kann
unter noch schwa¨cheren Voraussetzungen eine globale Konvergenzaussage getroffen wer-
den.
Wir werden an dieser Stelle keine genauen Angaben dazu machen, wie die Schrittweite θk′
im Allgemeinen berechnet werden soll, denn die Anzahl der Modifikationen ist sehr groß.
















ws − θk′∇W−d (αnhilf)
]
. (3.92)
Die Iterierte αk′+1ws ist im Gegensatz zum Extragradientenverfahren von einem vera¨nder-
lichen Parameter θk′ sowie einem modifizierten Hilfsvektor abha¨ngig. Dieser Hilfsvektor
αnhilf ergibt sich in diesem Fall aus einer Konvexkombination von α
k′
ws und dem schon
bekannten αhilf . Ein Modifiziertes Extragradientenverfahren kann in [53] nachgelesen





Tabelle 3.2 stellt alle in diesem Abschnitt wiederholten Verfahren dar. Dabei wird nur auf
die Form der Lo¨sungsupdates eingegangen, um zu zeigen, wie verwandt diese Methoden
sind. Zur Anwendung der einzelnen Algorithmen mu¨ssen die jeweiligen Quellen genauer
studiert werden, um die notwendigen Parameter und Schrittweiten so zu wa¨hlen, dass eine
ausreichend schnelle Konvergenz gesichert ist. Bei Betrachtung der Tabelle gelangt man



































































































ws − θk′∇W−d (αnhilf)
]
Tabelle 3.2: Zusammenfassung der wiederholten Optimierungsalgorithmen als Grundlage
fu¨r den implementierten QP-Lo¨ser.
zu dem Eindruck, dass der feste Parameter ρ im Verallgemeinerten Projektionsverfahren
ebenfalls flexibel sein sollte, wie bei den Methoden der Projizierten Gradienten. Diesen
Ansatz verfolgt nun die in dieser Arbeit umgesetzte Methode. Sie wird im na¨chsten Ab-
schnitt vorgestellt.
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3.3.2 Verallgemeinerte Variablen-Projektionsmethode
In diesem Abschnitt beschreiben wir die spezielle Projektionsmethode aus [138], die dort
unter dem Namen generalized variable projection method (GVPM) vorgestellt wird. Wir
werden sie Verallgemeinerte Variablen-Projektionsmethode nennen und die Abku¨rzung
VVPM benutzen. VVPM basiert auf der Methode der Verallgemeinerten Projektionsver-
fahren, hat jedoch flexible Projektionsparameter. Diese Kombination haben wir noch nicht
vorgestellt, da sie in der Standardliteratur nicht enthalten ist. VVPM in [138] ist eine
Weiterentwicklung und Verbesserung verschiedener, sehr a¨hnlicher Variablen-Projektions-
methoden, wie sie beispielsweise in [125–128] zu finden sind. Es ist wichtig zu erwa¨hnen,
dass das Verfahren in [138] mit P = I arbeitet und damit offensichtlich ein Spezialfall
des Verallgemeinerten Verfahrens der Projizierten Gradienten ist. Darauf wird in der Ori-
ginalarbeit jedoch nicht eingegangen. Wir werden die genaue Umsetzung dieser Methode
diskutieren. Wir wollen darauf hinweisen, dass es sich hierbei nicht um ein neues Ver-
fahren handelt, auch wenn man bei der Lektu¨re diesen Eindruck bekommt. Das kann bei
Konvergenzfragen durchaus hilfreich sein. Wir wollen diesen Abschnitt deshalb auch nut-
zen, um auf die Unterschiede zu anderen Variablen-Projektionsmethoden aufmerksam zu
machen. Das betrifft die Form der zu lo¨senden Aufgaben, die Wahl bestimmter Parameter
und Startwerte sowie die Form der Update-Regeln.
Im Folgenden werden wir θ bzw. θk′ immer als Schrittweite bezeichnen. Der Parameter ρ
bzw. ρk′ , der, wie schon festgestellt wurde, ebenfalls als Schrittweite interpretiert werden
kann, wird von nun an Projektionsparameter genannt, um Verwechslungen zu vermeiden.
Die Matrix Qdd ist positiv semidefinit. In den Arbeiten [125, 126] werden QP-Aufgaben
mit positiv definiten Matrizen betrachtet (streng konvexe Zielfunktionen). Verwendet man
die dort vorgestellten Algorithmen, muss man zusa¨tzlich Pru¨fschritte einbauen fu¨r den Fall,
dass Qdd nicht positiv definit ist. Teilweise wurde u¨berhaupt nicht na¨her auf die Eigen-
schaften der betrachteten Zielfunktion eingegangen; sofern es sich jedoch um Arbeiten
im Zusammenhang mit Support-Vektor-Maschinen handelt, kann man davon ausgehen,
dass es sich um Probleme mit konvexen, quadratischen Zielfunktionen und linearen Ne-
benbedingungen handelt [26], da sowohl in der SVM-Literatur, als auch in Arbeiten zu
Kernmethoden vorausgesetzt wird, dass die Grammatrix positiv semidefinit ist [90].
Bemerkung 3.7. Die Matrix Q besteht aus den Eintra¨gen
Qij = yiyjk(x
i,xj) (1 ≤ i, j ≤ rd), (3.93)
wobei k die sogenannte Kernfunktion ist, welche jeweils zwei Vektoren des Datenraumes
einen Wert zuordnet, der die zwischen den Punkten vorhandene A¨hnlichkeit widerspiegelt.
Diese Kernfunktion wird in der Literatur zu Support-Vektor-Maschinen und Kernalgorith-






i,xj) ≥ 0 (3.94)
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gilt [135]. Man beachte, dass diese Definition eines positiv definiten Kerns nicht garan-
tiert, dass Q positiv definit ist. Wir bleiben bei der u¨blichen Bezeichnung der Semidefinit-
heit. Qdd ist auch immer positiv semidefinit.
Die von uns vorgestellte Methode [138] stellt keine Konvexita¨tsforderungen an die Ziel-
funktion, das Verfahren ist also auch anwendbar auf alle symmetrischen Matrizen. Ab-
bildung 3.5 stellt die VVP-Methode grob dar. Innerhalb einer Schleife wird mehrmals
ein separables quadratisches Optimierungsproblem bearbeitet. Dessen Lo¨sungen werden
jeweils zur Aktualisierung des Lo¨sungsvektors der urspru¨nglichen Aufgabe genutzt. Die
einzelnen Schritte werden im Folgenden na¨her vorgestellt.
Initialisierung (Schritt 1)
Lo¨sung eines vereinfachten quadratischen Optimierungsproblems (Schritt 2)
Liniensuche (Schritt 3)
Aktualisierung des Lo¨sungsvektors
Berechnung des neuen Projektionsparameters (Schritt 4)
Abbruchbedingung (Schritt 5) nicht erfu¨llt
Abbildung 3.5: Grobes Schema zur Verallgemeinerten Variablen-Projektionsmethode.
Bemerkung 3.8. Die VVP-Methode a¨hnelt dem Verallgemeinerten Projektionsverfahren,
wurde jedoch in [126] als Modifikation eines einfachen Projektionsverfahrens, siehe Seite
61, vorgestellt. Es hat sich gezeigt, dass die klassischen Verfahren sehr langsam konver-
gieren, falls der Parameter θ alle notwendigen Konvergenzbedingungen erfu¨llt [125, 126].
Der Vorteil der dort vorgestellten Verfahren liegt in den schwachen Bedingungen an die
Projektionsparameter. Es sei zu bemerken, dass in den Arbeiten [125–128] ausschließlich
Optimierungsprobleme mit du¨nnbesetzten Matrizen betrachtet werden, wohingegen [138,
163] sich den speziellen Aufgaben, wie sie von Support-Vektor-Maschinen zu lo¨sen sind,
zuwenden. Die Matrizen sind dort weitgehend dicht besetzt.
Die nun folgenden Abschnitte beschreiben die iterative VVP-Methode zur Lo¨sung der Auf-
gabe (3.64)
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3.3.2.1 Datenu¨bergabe und Initialisierungen (Schritt 1)
Der Zerlegungsalgorithmus u¨bergibt der Routine die MatrixQdd, den Vektor q, den zuαws
geho¨rigen Klassenvektor yd, die rechte Seite e ∈ R der Gleichheitsnebenbedingung (3.65)
sowie den Parameter C. Fu¨r die Definition des Optimierungsproblems (Schritt 2) beno¨ti-
gen wir einen zula¨ssigen Startvektor α1ws ∈ Rws, siehe dazu Bemerkung 3.10 auf Seite
72. Weiterhin werden ein Intervall [ρmin, ρmax] mit ρmin > 0 fu¨r die mo¨glichen Projekti-
onsparameterwerte sowie ein positiver Startwert ρ1 ∈ [ρmin, ρmax] fu¨r den Projektionspa-
rameter beno¨tigt [138]. Wir werden spa¨ter darauf eingehen, wie man die Initialisierungen
sinnvoll treffen kann. Zuna¨chst setzen wir die Kenntnis dieser Werte voraus. In anderen
Variablen-Projektionsmethoden wird kein Intervall [ρmin, ρmax] vorgegeben [128], jedoch
wird die Update-Formel fu¨r den Projektionsparameter dann so gestaltet, dass die Folge
{ρk′}k′>1 sowohl nach unten als auch nach oben beschra¨nkt ist. Diese Eigenschaft ist eine
der Voraussetzungen, die gelten mu¨ssen, um zeigen zu ko¨nnen, dass die VVP-Methode
konvergiert. Das VVP-Verfahren verwendet noch weitere Parameter und Konstanten, wir
werden sie an den passenden Stellen definieren. Wa¨hrend der Initialisierungen gilt k′ = 1.
Die Schritte 2 bis 5 werden im Anschluss in einer Schleife solange durchlaufen, bis die
Abbruchbedingung in Schritt 5 erfu¨llt ist. Dabei wird k′ jeweils in Schritt 5 um 1 inkre-
mentiert. Schritt 1 wird nicht nocheinmal aufgerufen.
3.3.2.2 Lo¨sen eines vereinfachten Optimierungsproblems (Schritt 2)
Ausgehend von den Daten, die von der Zerlegungsroutine u¨bermittelt werden sowie den
Initialisierungen aus Schritt 1 (k′ = 1) bzw. den internen Aktualisierungen αk′ws und ρk′
































Sicherlich fragt man sich an dieser Stelle, warum das neue Verfahren als Spezialfall den
Namen generalized variable projection method erhalten hat. Das hat andere Gru¨nde, spe-
ziell geht es dabei um die Berechnung des Projektionsparameters. Dass die MatrixP keine
Rolle mehr spielt, wird in [138] auch gar nicht erwa¨hnt. Die Projektion muss in jeder Ite-
ration neu berechnet werden. Dazu rufen wir Definition 3.6 in Erinnerung. Die Aufgabe





∥∥∥x− (αk′ws − ρk′ (Qddαk′ws + q))∥∥∥ . (3.97)




























































yTdx = e , (3.100)
0 ≤ x , (3.101)
x ≤ C . (3.102)
Dabei ist Iρk′ws =
Iws
ρk′
die Diagonalmatrix, die dadurch entsteht, dass alle Eintra¨ge in
Iws durch den Wert von ρk′ geteilt werden. Die sich in den Durchla¨ufen des Verfah-
rens vera¨ndernden Daten sind daher Iρk′ws sowie der Lo¨sungsvektor α
k′
ws. Auf die Rolle
von xk′ kommen wir im Anschluss zu sprechen. Die VVP-Methode vera¨ndert die Struktur
des Problems also dahingehend, dass im quadratischen Teil der Zielfunktion keine vollbe-
setzte Matrix Qdd, sondern eine streng positive Diagonalmatrix I
ρk′
ws betrachtet wird. Es
entsteht ein separables, streng konvexes Optimierungsproblem, welches wir mit einem Al-
gorithmus lo¨sen ko¨nnen, der diese besondere Struktur ausnutzt und damit auch fu¨r gro¨ßere
Teilprobleme eingesetzt werden kann. An dieser Stelle gehen wir nicht na¨her darauf ein
und verweisen auf Abschnitt 3.4. Wir bezeichnen die Lo¨sung von (3.99) in der k′-ten
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Iteration weiterhin als x∗k′ . U¨blicherweise hatten wir bisher die jeweils neu erzeugten Ite-






k′ + (1− θk′)αk
′
ws . (3.103)
Zu den weiteren Details sei auf Abschnitt 3.3.2.3 verwiesen. Abgesehen von den offenen
Details zum Korrekturschritt ist noch zu hinterfragen, ob wir es mit einem Abstiegsverfah-











Dazu zuna¨chst der folgende Satz aus der unrestringierten Optimierung.
Satz 3.5 ([57], Lemma 3.1. S.66). Ein Vektor sk′ aus dem zula¨ssigen Bereich von (3.99)









< 0 . (3.105)
Bemerkung 3.9. Der Satz ist nicht bewiesen, auf die hier notwendigen Schritte gehen wir
an dieser Stelle kurz ein:













ws) + θ∇W−d (αk
′
ws)
Ts+ θ‖s‖ζ , (3.106)
mit lim
θ→0
ζ = 0. Das fu¨hrt auf
W−d (α
k′







Ts+ ‖s‖ζ . (3.107)
Daraus folgt, es existiert ein δ > 0, sodass fu¨r alle θ ∈ (0, δ) gilt:
W−d (α
k′





Wir verwenden sk′ = x∗k′ − αk′ws, siehe (3.103). Das fu¨hrt zu der Frage, ob es sich dann
wirklich um ein Abstiegsverfahren nach Definition (3.104) handelt? Diese werden wir auf
Seite 71 beantworten.
Prinzipiell ist es nicht vorgeschrieben, mit der Matrix Iρk′ws =
Iws
ρk′
zu arbeiten. Man kann
unter anderem in [126, 127] nachlesen, dass P ρk′ = P
ρk′
zula¨ssig ist, sofern P ∈ Rws,ws
eine positiv definite Matrix ist. Die zugeho¨rige Norm ist dann analog zum allgemeinen
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Projektionsverfahren zu verwenden und ist abha¨ngig von der speziellen Matrix P . Da
Aufgaben der Form (3.99) innerhalb der VVP-Methode mehrmalig betrachtet werden, ist
es natu¨rlich wichtig, dassP ρk′ im Gegensatz zuQdd eine gu¨nstige Struktur hat. Gewu¨nscht
sind dabei Diagonal- oder Blockdiagonalmatrizen [125, 128]; das Problem soll so gut wie
mo¨glich vereinfacht werden. Der von uns umgesetzte Algorithmus [116] zur Lo¨sung von
(3.99), welchen wir im Abschnitt 3.4 vorstellen werden, ist nur anwendbar fu¨r positive
Diagonalmatrizen im quadratischen Teil der Zielfunktion. Bei Arbeit mit Matrizen P ,
welche diese Voraussetzung nicht erfu¨llen, muss auf andere Methoden zuru¨ckgegriffen
werden.
3.3.2.3 Korrektur (Schritt 3)
Im klassischen Verfahren der Projizierten Gradienten werden jeweils abwechselnd eine
Projektion und eine neue Schrittweite berechnet. Im VVP-Verfahren schließt sich jedoch
an die Berechnung der Projektion x∗k′ die Bestimmung der neuen Iterierten fu¨r die Lo¨sung

























definieren. Wir bezeichnen θk′ ∈ R+ als den k′-ten Korrekturparameter des Verfahrens
bzw. den k′-ten Schrittweitenparameter, je nachdem, wie das Verfahren interpretiert wird.
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k′ > 0. Dann sollte der Za¨hler von (3.115)
nichtnegativ sein, damit θ∗ positiv ist. Das gilt genau dann, wenn sk′ eine Abstiegsrichtung












(x− x∗k′) ≥ 0 . (3.116)




































































Da Iρk′ws fu¨r alle k
′ eine positiv definite Matrix ist, gilt
(∇W−d (αk′ws))T sk′ ≤ 0, d.h. wir
haben es trotz der Korrekturformel (3.109) mit einem Abstiegsverfahren zu tun. Es bleibt
noch zu zeigen, dass wir wirklich ein Minimum bestimmt haben. Dazu betrachten wir die
rechte Seite der Gleichung (3.113) - die Ableitung von S. Fu¨r diese lineare Funktion in θ















k′ > 0 gilt, handelt es sich bei θ∗
tatsa¨chlich um ein Minimum. Das Verfahren setzt nicht voraus, dass die MatrixQdd positiv





k′ ≤ 0 auftreten.21 In diesem Fall la¨sst sich mittels
(3.115) u¨berhaupt kein positives θ∗ berechnen, sodass dieser Fall ausgeschlossen werden








min {1; θ∗} sonst
. (3.117)
Bemerkung 3.10 (Initialisierung). In einigen VP-Verfahren muss der Startvektorα1ws nicht
aus dem zula¨ssigen Bereich von (3.58) stammen [125]. In dem von uns betrachteten Ver-
fahren VVPM wird jedoch ein zula¨ssiger Startpunkt verlangt. Um zu sichern, dass α1ws
zula¨ssig ist, wird zuna¨chst fu¨r k′ = 0 die Aufgabe (3.95) mitα0ws = αws und ρ0 = 0 gelo¨st.
Im Anschluss daran wird jedoch kein θ0 berechnet, sondern es gilt θ0 = 1. Setzt man dann












0 ist aber ein zula¨ssiger Punkt
von (3.58); das ergibt sich direkt aus dem Vergleich der Nebenbedingungen. Wir erwa¨hnen
das an dieser Stelle bewusst, denn der Zerlegungsalgorithmus u¨bergibt der VVP-Routine
keineswegs einen zula¨ssigen Startvektor. Die Voraussetzung zur Anwendung von VVPM ist
nicht erfu¨llt. Wir nutzen daher obige U¨berlegungen, um einen zula¨ssigen Startvektor zu
generieren.
3.3.2.4 Aktualisierung des Projektionsparameters (Schritt 4)
Ein wichtiger Parameter der Aufgabe (3.99) im zweiten Schritt der k′-ten Iteration ist ρk′ .
In den bekannten Verallgemeinerten Projektionsverfahren ist der positive Parameter ρ kon-
stant [126]. Problematisch bei der Wahl von ρ ist die Tatsache, dass ein ρ, welches die Kon-
vergenzkriterien dieses Verfahrens erfu¨llt, im Allgemeinen so klein ist, dass das Verfahren
sehr langsam konvergiert. Die VVP-Methode aktualisiert diesen Projektionsparameter je-
weils in Abha¨ngigkeit der neu berechneten Abstiegsrichtung. Diese Aktualisierung erfolgt



















21Dieses Problem entfa¨llt bei Verfahren mit streng konvexer Zielfunktion, z.B. in [125].
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Der Index rk′ hat die Aufgabe, festzulegen, nach welcher Vorschrift der Projektionsparame-
ter berechnet werden soll. Wir betrachten zwei verschiedene Varianten, sodass rk′ ∈ {1, 2}






























(αk′+1ws −αk′ws)T Q2dd (αk′+1ws −αk′ws)
. (3.121)
Diese beiden Projektionsparameter sind im Jahr 1988 fu¨r die Lo¨sung unrestringierter Op-
timierungsaufgaben mittels Gradientenverfahren vorgestellt worden [7] und sind als Kon-
kurrenten des klassischen Cauchy-Prinzips (3.72) zu sehen. Die wichtige Aussage jener
Arbeit ist, dass die Schrittweite nicht weniger Einfluss auf die Performance des Gradien-
tenverfahrens hat, als die jeweilige Abstiegsrichtung und deshalb deren Auswahl genau zu
u¨berdenken sei. Zu diesem Zeitpunkt wurden die Regeln (3.120) und (3.121) nicht gemein-
sam verwendet, die Ergebnisse in [7] sind parallel mit beiden Regeln produziert worden.
Fu¨r das dortige Beispiel ist die Verbesserung erstaunlich. Wa¨hrend das Abbruchkriterium
im klassischen Fall nach 183 Iterationen erfu¨llt war, beno¨tigten die Verfahren mit den neuen
Schrittweiten nur 27 bzw. 26 Iterationen. Ein kritischer U¨berblick zu diesen Schrittweiten
ist im Jahr 2001 erschienen [50].
Bemerkung 3.11. Dass das klassische Gradientenverfahren ineffizient arbeitet, ist schon
seit langem bekannt. In den 50er Jahren wurde von Hestenes und Stiefel die Methode
der konjugierten Gradienten (CG-Verfahren) entwickelt. Mittlerweile gibt es verschiedene
Methoden, die in die Gruppe der CG-Verfahren eingeordnet werden. Zu den modifizierten
Verfahren siehe beispielsweise [8], wo insbesondere auf Mo¨glichkeiten der Vorkonditionie-
rung eingegangen wird. Vorkonditionierung bewirkt bei guter Wahl des Vorkonditionierers
Einsparung von Rechenzeit und Erho¨hung der Stabilita¨t des Verfahrens.
Das VVP-Varfahren startet bei k′ = 1 entweder mit r1 = 1 oder mit r1 = 2. Wir erkla¨ren
spa¨ter, warum es sinnvoll ist, die beiden Regeln im Wechsel zu verwenden, anstatt sich auf
eine Mo¨glichkeit festzulegen. Wir stellen dann auch ein Verfahren vor, welches definiert,
wann jeweils der Wechsel zwischen den beiden Vorschriften zu erfolgen hat. Anwendung
von (3.109) fu¨hrt auf


























Obige Update-Regeln vera¨ndern sich, wenn die MatrixP nicht die Einheitsmatrix, sondern

























Man lese dazu beispielsweise in [136, 162] nach, wobei in diesen Arbeiten die Aktualisie-














′ falls mod (k


















gilt. Sie ist ausreichend, da in diesen Fa¨llen positiv semidefinite Matrizen vorausgesetzt
werden. ι ∈ N+ ist ein Wechselindikator. Der Ausdruck
mod (k′, ι) ≥ ι
2
sorgt dafu¨r, dass jeweils abwechselnd eine der beiden Regeln ι
2
-halbe mal angewendet
wird. Diese Idee wurde in [163] entwickelt. U¨ber ungerade Werte fu¨r ι werden keine Aus-
sagen gemacht, da ohnehin vorgeschlagen wird, ι = 6 zu verwenden, d.h. nach jeweils
3 Iterationen die Update-Regel zu wechseln. Bevor die Idee aufkam, die beiden Regeln
(3.120) und (3.121) zu kombinieren, wurde ρ(2)k′+1 favorisiert [125–128]. Eine Anwendung
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von ρ(1)k′+1 findet sich in [128] als Spezialfall des Projektionsparameters fu¨r die sogenannte
AVP-Methode (adaptive variable projection method), wenn man den dortigen Parameter
η auf den Wert 1 setzt. Es zeigte sich, dass die Kombination dieser Regeln im Vergleich
zu der alleinigen Verwendung einer Regel bessere Ergebnisse liefert [163]. Die Strategie,
die Regel jeweils nach dreimaligem Gebrauch zu wechseln, fu¨hrte zu guten Ergebnissen.
Ausgehend davon wurde in [138] ein dynamisches System entwickelt, welches beide Pro-
jektionsparameter berechnet und den besseren auswa¨hlt. Diese Neuentwicklung fu¨hrte
auch zu dem neuen Namen des Verfahrens (VVPM), denn hier handelt es sich wirklich um
eine Verallgemeinerung – die Verallgemeinerung der Wahl des Projektionsparameters. Im
Anschluss beschreiben wir die Wechselstrategie.
Zuna¨chst werden natu¨rliche Zahlen nmin und nmax als die minimale und maximale Anzahl
der durchga¨ngigen Anwendung einer Regel gewa¨hlt. Dabei muss natu¨rlich 0 < nmin ≤
nmax gelten. nakt gebe an, wie oft die zuletzt verwendete Regel nach dem letzten Wechsel
schon benutzt wurde. Dann wechseln wir zu der anderen Regel falls
• nakt = nmax oder
• nmin ≤ nakt < nmax und ein Wechselkriterium erfu¨llt ist.
Wir nutzen zwei Wechselkriterien aus [138], die jetzt definiert werden.
Definition 3.8 (trennende Schrittweite). Wir betrachten im Schritt k′+1 die zuletzt berech-








k′+1 < ρk′ < ρ
(1)
k′+1 , (3.125)
so erkla¨ren wir ρk′ zu einer trennenden Schrittweite und wechseln die Berechnungsvor-
schrift im (k′ + 1)-ten Schritt.
Definition 3.9 (Schrittweite schlechten Abstiegs). Wir berechnen θ∗ nach der Regel (3.114).
θu und θo seien zwei relle Konstanten, welche die Bedingungen 0 < θu ≤ 1 ≤ θo erfu¨llen.
Dann nennen wir ρk′ eine Schrittweite schlechten Abstiegs, falls
• θ∗ < θu und rk′ = 1 oder
• θ∗ > θo und rk′ = 2 .
Auch in diesem Fall wird im (k′ + 1)-ten Schritt die alternative Berechnungsvorschrift
gewa¨hlt. θu und θo sind wa¨hrend der Laufzeit konstant, ko¨nnen aber zu Beginn gewa¨hlt
werden. Hinweise zur sinnvollen Wahl dieser Parameter kann man in [138] finden.
Obige Wechselkriterien und deren Anwendung sind erstmals in [138] vorgestellt wor-
den und zeichnen sich dadurch aus, dass sie die bis dahin existierenden Formen zur Ge-
nerierung der Projektionsparameter als Spezialfa¨lle enthalten. Setzt man beispielsweise
nmin = nmax erreicht man einen garantierten Wechsel nach genau nmin Iterationen. Weist




Definition 3.10 (Initialisierung). Bisher ist nicht festgelegt worden, mit welchem Wert die
Folge {ρk′}k′>0 initialisiert wird. Die Angaben in [138] besagen, dass zur Bestimmung
von ρ1 die folgende Aufgabe gelo¨st werden sollte:
ρ1 =
1∥∥ProjΩ [α1ws −∇W−d (α1ws)]−α1ws∥∥∞ (3.126)
Die Projektion im Nenner entspricht genau der Aufgabe (3.95) fu¨r ρ = 1. Wir wa¨hlen
[ρmin, ρmax] = [10
−30, 1030], wie auch in [138] (vermutlich u¨bernommen aus [11]).
3.3.2.5 Abbruchbedingung (Schritt 5)
Im fu¨nften Schritt des VVP-Verfahrens ist zu u¨berpru¨fen, ob der neu berechnete Punkt
αk
′+1
ws die Aufgabe (3.64) ausreichend genau lo¨st, oder ob das Verfahren weiterlaufen soll.
Eine Abbruchbedingung der Variablen-Projektionsmethode wird beispielsweise in [125]




auftritt. Dabei ist ε ein konstanter Parameter und sollte etwa zwischen 10−12 und 10−6
liegen.
Bemerkung 3.12. Wir u¨bernehmen die Abbruchbedingung (3.127) fu¨r das VVP-Varfahren
mit ε = 10−10. Unsere Tests haben gezeigt, dass fu¨r kleinere Werte der innere Lo¨ser zu
ha¨ufig gerufen wird und fu¨r gro¨ßere Werte die Ergebnisse des VVP-Verfahrens zu schlecht
sind, um den Zerlegungsalgorithmus schnell voranzutreiben. Je nach Datensatz reagieren
die Verfahren natu¨rlich immer unterschiedlich. Um die Konvergenz des Gesamtverfahrens
zu verbessern, wa¨re es auch mo¨glich, zu Beginn der Optimierung einen gro¨ßeren Wert
zu wa¨hlen und diesen dann zum Ende hin zu verkleinern. Der Hintergrund dieser U¨ber-
legung ist, dass der innere Lo¨ser zu Beginn der Optimierung keine genauen Ergebnisse
liefern muss, da sich der Lo¨sungsvektor noch oft a¨ndern wird. Ein grobes Abbruchkriteri-
um des inneren Lo¨sers ist ausreichend, um Fortschritte der Zerlegungsmethode zu erzielen
und spart Zeit. Bei fortgeschrittener Optimierung der umgebenden Schleife muss ε dann
verkleinert werden.













Das ermo¨glicht uns, die Abbruchbedingung u¨ber
θk′‖sk′‖ ≤ ε‖αk′ws‖ (3.128)
zu pru¨fen.
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3.3.2.6 Effizienz
Abgesehen von Aufgabe (3.99) liegt die Hauptlast des VVP-Verfahrens in der Berechnung
des Matrix-Vektor-ProduktesQddsk
′ in den Schritten 3 und 4. An dieser Stelle werden wir
einige Techniken vorstellen, welche die Rechenlast des Verfahrens reduzieren.
Die Aufgabe (3.99) wird in jedem Iterationsschritt an den von uns gewa¨hlten inneren Lo¨ser
u¨bergeben. Wie spa¨ter zu sehen sein wird, ist es wichtig, dass im quadratischen Teil der





Auf Seite 67 wurde ρ1 als positiv festgelegt. Diese Initialisierung, die positive Semidefini-
theit von Qdd, die Update-Regel (3.119) und die Abbruchbedingung (3.128) sorgen dafu¨r,








































































mit den Nebenbedingungen (3.100) bis (3.102) aus.
Bemerkung 3.13 (Erinnerung). Wie schon erwa¨hnt wurde, wird zu Beginn des VVP-Ver-
fahrens die Aufgabe (3.129) mit ρ0 = 0 gelo¨st. Der Lo¨sungsvektor x∗1 definiert dann
den Startvektor α1ws. Im Anschluss daran wird α
1
ws verwendet, um (3.129) fu¨r ρ = 1 zu
lo¨sen. Der Lo¨sungsvektor wird beno¨tigt, um das noch unbekannte ρ1 zu berechnen. Eine
weitere Verwendung gibt es nicht. Diese Aufgaben sollten erledigt werden, bevor die große
Optimierungsschleife startet.
Wir speichern jeweils in der k′-ten IterationQddαk
′+1
ws im Vektor t
k′+1 ab. t1 muss zuna¨chst






















Gehen wir zusa¨tzlich davon aus, dassQddsk
′ im Vektor s˜k
′









kann jeweils in Schritt 2 berechnet werden, nachdem das Optimierungspro-
blem gelo¨st wurde und x∗k′ zur Verfu¨gung steht.
Ein wichtiger Vorteil einer Zielfunktion der Form (3.129) innerhalb des VVP-Verfahrens








schnell zu berechnen. Bei Verwendung von tk
′







Fu¨r die Berechnungen von θk′ in Schritt 3 und ρk′+1 in Schritt 4 beno¨tigen wir mehrmalig
den Wert Qddsk








































Um eine bessere U¨bersicht zu schaffen, geben wir in Abbildung 3.6 das VVP-Verfahren
in der Form an, wie wir es benutzen. Diese Abbildung stellt eine Erga¨nzung zu den sehr
allgemeinen Schritten in Abbildung 3.5 dar. Der Iterationsindex k′ ist in der Abbildung der
Einfachheit halber weggelassen worden.
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Eingabe: αws, Qdd, q, yd, e Konstanten: C, ρmin, ρmax, nmin, nmax









, αws = x
∗, t = Qddαws, p = q + t









, ρ = 1
‖x∗−αws‖∞
, nakt = 1, r = 1












































































nakt = nakt + 1
solange θ‖s‖ > ε‖αws‖
Abbildung 3.6: VVP-Algorithmus in effizienter Form.
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3.4 Innerer Lo¨ser im Zerlegungsalgorithmus
















gelo¨st werden muss. Sie unterscheidet sich von (3.58) in der Struktur des quadratischen
Terms, denn jetzt arbeiten wir mit der Einheitsmatrix anstelle der vollbesetzten Matrix
Qdd. Diese Eigenschaft macht sich der Algorithmus von Pardalos und Kovoor [116] zu
Nutze. Er wird in diesem Abschnitt vorgestellt.
3.4.1 Transformation
Bevor wir damit beginnen, wird die Aufgabe (3.131) zuna¨chst so dargestellt, wie sie der
Algorithmus u¨bergeben bekommt. Man beachte, dass bis auf den gesuchten Vektor x∗ alle







beinhaltet keinerlei variable Werte; auch die einzelnen Indizes der VVP-Methode interes-







yˆ := yd .





xTx+ uˆTx . (3.132)
mit den Nebenbedingungen
yˆTx = e ,
0 ≤ x ,
x ≤ C .
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Der Algorithmus von Pardalos und Kovoor, den wir im Folgenden kurz als PK-Algortihmus
bezeichnen werden, wird in [138] empfohlen. Er ist geeignet zur Lo¨sung quadratischer Op-
timierungsaufgaben der Form (3.132), wobei im quadratischen Teil der Zielfunktion eine
Diagonalmatrix D verwendet werden darf, d.h. der Algorithmus lo¨st Aufgaben, bei denen
der quadratische Term die Form 1
2
xTDx hat. Wa¨hrend an uˆ keine Bedingungen geknu¨pft
werden, muss D jedoch eine streng positive Diagonalmatrix sein. Da wir ohnehin nur
die Einheitsmatrix betrachten, erfu¨llen wir diese Voraussetzung. Die Methoden aus [15]
und [109] sind ebenfalls geeignet und werden neben [116] in den Arbeiten [136, 162, 163]
empfohlen.
Bemerkung 3.14. In [116] wird eine negative Diagonalmatrix gefordert. Davon sollte
man sich nicht sto¨ren lassen, da dort eine entsprechende Aufgabe maximiert wird.
Bemerkung 3.15. Technisch gesehen, setzt sich die Methode in [116] mit einem anders











cizi = d ,
a ≤ z ,
z ≤ b ,
und muss zuna¨chst durch Datentransformation aufgestellt werden.





(i = 1, .., ws) . (3.134)
Obwohl wir mit D = Iws arbeiten, achten wir darauf, den Algorithmus in der allgemei-
nen Form darzustellen. Aus der Transformationsvorschrift (3.134) berechnen wir nun die

































































Zusammenfassen und Streichen von Konstanten, die fu¨r die Minimierungsaufgabe nicht





















(i = 1, .., ws) . (3.135)
ci (i = 1, .., ws) existieren immer, da die MatrixD nach Voraussetzung keine Nullelemen-
te auf der Diagonalen besitzen darf.






















































Fu¨r 0 ≤ x bzw. x ≤ C liefert die Transformation:
0 ≤ 2ziyˆi − uˆi
Dii




≤ C ⇒ 2ziyˆi ≤ DiiC + uˆi .
Fu¨r zi ergeben sich in Abha¨ngigkeit von yˆi unterschiedliche Vorzeichen. Wir betrachten
zuna¨chst den Fall yˆi = 1:
uˆi
2
≤ zi ≤ DiiC + uˆi
2






Fu¨r yˆi = −1 gilt:
DiiC + uˆi
−2 ≤ zi ≤
uˆi
−2 ⇒ ai =
DiiC + uˆi
−2 , bi =
uˆi
−2 .
Damit sind die notwendigen Vorbetrachtungen abgeschlossen.
3.4.2 Eigenschaften der Lo¨sung
Wir versuchen ein quadratisches Problem mit linearen Nebenbedingungen zu lo¨sen. Es ist
bekannt [36], dass solche Aufgaben keine lokalen Minima aufweisen. Weiterhin ko¨nnen
wir wiederum ausnutzen, dass ein Punkt, welcher die Karush-Kuhn-Tucker-Bedingungen




Bemerkung 3.16. Das System der KKT-Bedingungen zur Aufgabe (3.133) hat folgende
Form:
2cz + νc+ µ− λ = 0 , (3.136)
ws∑
i=1
cizi − d = 0 , (3.137)
a− z ≤ 0 , (3.138)
z − b ≤ 0 , (3.139)
λ(a− z) = 0 , (3.140)
µ(z − b) = 0 , (3.141)
λ ≥ 0 , (3.142)
µ ≥ 0 . (3.143)
Zur Aufstellung von (3.136) bis (3.143) siehe Definition 3.1. und Satz 3.4 in [36].
Die zentrale Aussage des PK-Algorithmus geben wir im folgenden Satz wider.
Satz 3.6 ( [116]). Sei z ∈ Rws ein zula¨ssiger Punkt von (3.133). Dann sind folgende
Aussagen a¨quivalent:
1. Es gibt ein κ∗ ∈ R, sodass fu¨r alle zi (i = 1, .., ws)
zi =

ai falls κ∗ < ai
κ∗ falls ai ≤ κ∗ ≤ bi
bi falls bi < κ∗
(3.144)
gilt.
2. z ist globale Lo¨sung der Aufgabe (3.133).
Beweis: 1.⇒ 2.: Wir zeigen die Gu¨ltigkeit der KKT-Bedingungen.
Da z nach Voraussetzung ein zula¨ssiger Punkt ist, erfu¨llt er die Nebenbedingungen
von (3.133). Die Bedingungen (3.137), (3.138) und (3.139) sind gesichert.
Seien
ν = −2κ∗ ,
λi = 2cimax{0, ai − κ∗} ∀i = 1, .., ws ,
µi = 2cimax{0, κ∗ − bi} ∀i = 1, .., ws ,
dann sind (3.142) und (3.143) erfu¨llt, denn nach (3.135) gilt c ≥ 0.
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Die restlichen Bedingungen zeigen wir u¨ber Fallunterscheidung.
I. Falls bi < κ∗, dann gilt wegen (3.144) zi = bi. Wegen ai ≤ bi folgt außerdem
ai − κ∗ < 0. Wir erhalten λi = 0 und µi = 2ci(κ∗ − bi) und es gelten (3.136),
(3.140) und (3.141).
II. Falls ai > κ∗, dann gilt wegen (3.144) zi = ai. Wegen ai ≤ bi folgt außerdem
bi−κ∗ > 0. Wir erhalten λi = 2ci(ai−κ∗) und µi = 0 und es gelten (3.136), (3.140)
und (3.141).
III. Falls ai ≤ κ∗ ≤ bi, dann gilt wegen (3.144) zi = κ∗. Es folgt außerdem ai−κ∗ ≤
0 und κ∗ − bi ≤ 0. Wir erhalten λi = 0 und µi = 0 und es gelten (3.136), (3.140)
und (3.141).
Da alle KKT-Bedingungen erfu¨llt sind, ist z globale Lo¨sung der Aufgabe (3.133).
2.⇒ 1.: Wir zeigen die Existenz von κ∗ ∈ R mit den angegebenen Eigenschaften.
Sei z globale Lo¨sung der Aufgabe (3.133), dann existieren ν ∈ R,λ ∈ Rws sowie









I. Falls zi + ν2 < 0, gilt wegen (3.142) und (3.143) µi 6= 0. Daraus und aus (3.141)
folgt zi = bi.
II. Falls zi + ν2 > 0 gilt wegen (3.142) und (3.143) λi 6= 0. Daraus und aus (3.140)
folgt zi = ai.
Wir pru¨fen jetzt, wo sich ν
2
bezu¨glich des Intervalls [ai, bi] befinden kann und welche




< 0 ⇒ zi + ν
2
< 0




> 0 ⇒ zi + ν
2
> 0
II.⇒ zi = ai ,
ai ≤ −ν
2
≤ bi I.,II.⇒ zi = −ν
2
.
Letzterer Fall mag nicht gleich zu sehen sein. Nehmen wir an, dass zi < −ν2 gilt,
dann entspricht das Fall I. und wir haben zi = bi, was aber wegen zi < −ν2 ≤ bi
unmo¨glich ist. Behaupten wir zi > −ν2 fu¨hrt das analog zum Widerspruch. Es bleibt
nur zi = −ν2 u¨brig.
Wir fassen zusammen, die Wahl von κ∗ = −ν
2
sichert die Eigenschaft (3.144). ¤
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Bemerkung 3.17. Satz 3.6 macht keine Aussagen daru¨ber, ob es u¨berhaupt zula¨ssige Punk-
te gibt. Untersuchung der drei Nebenbedingungen ergibt, dass die Aufgabe (3.133) keine
zula¨ssigen Punkte besitzt, falls
ws∑
i=1
ciai > d oder
ws∑
i=1
cibi < d . (3.146)
Diese Fa¨lle sollten ausgeschlossen werden. Es muss also insbesondere gelten
ws∑
i=1




Wir haben in Satz 3.6 gesehen, dass fu¨r alle i zi Funktionen von κ sind. Wir stellen die-






Abbildung 3.7: Beispiel fu¨r zi als Funktion von κ.
wachsend.
Definition 3.11. Im Folgenden bezeichnen wir die Stellen, an denen eine stu¨ckweise lineare
Funktion ihren Anstieg a¨ndert als Bruchstellen.
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Folgerung 3.3. Offensichtlich ist ψ ebenfalls stu¨ckweise linear und monoton wachsend.
Seine Bruchstellen liegen bei ai, bi (i = 1, .., ws), Dopplungen sind nicht ausgeschlossen.





∗) = d , (3.149)
wobei zi(κ∗) fu¨r alle i = 1, .., ws der Vorschrift (3.144) entsprechen, hat man die Lo¨sung
z∗ von (3.133) lokalisiert.
Beweis: z(κ∗) ist ein zula¨ssiger Punkt von (3.133) und erfu¨llt deshalb die Voraussetzung
des Satzes 3.6. Dessen Anwendung liefert die Behauptung. ¤
3.4.3 Lokalisierung eines KKT-Punktes
Nachdem wir bisher gezeigt haben, von welcher Struktur die Lo¨sung ist und welche Bedin-
gungen an κ∗ gestellt werden, erkla¨ren wir jetzt, nach welcher Idee κ∗ lokalisiert wird. Sei
[L,R] das kleinste Intervall, welches κ∗ entha¨lt, wobei L und R Bruchstellen der Funktion
ψ sein sollen. Dann befinden sich zwischen L und R keine weiteren Bruchstellen. Wir









Abbildung 3.8: Beispiel fu¨r die Bildung der Funktion ψ.
aus zwei Funktionen z1(κ) und z2(κ) entsteht. In diesem Fall haben wir fu¨r eine einfache
Darstellung angenommen, dass c1 = c2 = 1 gilt. Das entspricht auch unserer Wahl von
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D = Iws. Nach Satz 3.6 gilt zuna¨chst fu¨r alle i mit [ai, bi] ≤ [L,R] : zi = bi und analog
fu¨r [L,R] ≤ [ai, bi] : zi = ai. In [116] sind diese Vorschriften als strikte Ungleichungen
angegeben. Das ist jedoch nicht korrekt23 und kann zu Fa¨llen fu¨hren, die unbestimmt sind.
Jetzt bleiben nur noch Fa¨lle u¨brig mit ai ≤ L und bi ≥ R, denn Bruchstellen in [L,R] hat-
ten wir ausgeschlossen. Das sind diejenigen Variablen, fu¨r die nach Regel (3.144) zi = κ∗












und erhalten durch umstellen eine explizite Formel fu¨r die Berechnung von κ∗:
κ∗ =
d− (∑bi≤L cibi +∑ai≥R ciai)∑
ai≤L,R≤bi ci
. (3.151)




auftreten ko¨nnte. Das passiert dann, wenn es kein i ∈ {1, .., ws} mit [L,R] ⊆ [ai, bi]
gibt, denn ci = 0 kann nicht auftreten. Das bedeutet jedoch, dass die Notwendigkeit
nach Vorschrift (3.144) zi = κ∗ zu setzen, fu¨r kein i gegeben ist. Angenommen, es ga¨be
ein i mit ai ≤ κ∗ ≤ bi, dann bedeutet das entweder [L,R] = [ai, bi] oder [L,R] ⊂
[ai, bi], denn L und R mu¨ssen Bruchstellen der Funktion ψ sein. In beiden Fa¨llen folgt∑
ai≤L,R≤bi ci 6= 0. Wir berechnen also zuna¨chst den Nenner der Vorschrift (3.151) und im
Fall
∑
ai≤L,R≤bi ci = 0 berechnen wir kein κ
∗.
Unsere weitere Aufgabe besteht nun also darin, das minimale Intervall
[L,R] (L,R ∈ {−∞,∞, a1, b1, . . . , aws, bws})
zu finden, welches κ∗ entha¨lt, denn im Anschluss daran ko¨nnen wir κ∗ bestimmen, den
Vektor z∗ ausrechnen und durch Ru¨cktransformation gema¨ß (3.134) den gesuchten Lo¨sungs-
vektor x∗ generieren.
3.4.4 Minimales Lo¨sungsintervall
Der PK-Algorithmus definiert eine Menge IP , in der zu Beginn alle Bruchstellen ai, bi (i =
1, .., ws) sowie die Werte −∞ und ∞ enthalten sind. Wir definieren LIP und RIP als
23Das wurde auch mit Luca Zanni abgestimmt.
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das jeweils kleinste bzw. gro¨ßte Element in IP . Das Intervall [LIP , RIP ] wird itera-
tiv verkleinert. Die Menge {1, .., ws} wird in jeder Iteration aufgeteilt in Indizes i mit
[LIP , RIP ] ⊆ [ai, bi] und damit auch [L,R] ⊆ [ai, bi] (Indexmenge A), Indizes i fu¨r die
(LIP , RIP ) und [ai, bi] disjunkt sind (Indexmenge B) sowie Indizes i, fu¨r welche wir noch
keine Aussage u¨ber zi treffen ko¨nnen (Indexmenge C), da entweder ai oder bi noch im Inne-
ren des aktuellen Intervalls [LIP , RIP ] liegen, wir jedoch fu¨r das gesuchte Intervall [L,R]
ausgeschlossen hatten, dass es Bruchstellen entha¨lt. Sobald die betreffenden Bruchstellen
das Intervall (LIP , RIP ) verlassen (Verkleinerung des Intervalls), kann jedes i dann einer
der beiden Indexmengen A oder B zugeordnet werden. Abbildung 3.9 stellt die Situation
dar. Im ersten Fall fu¨hrt die Vera¨nderung von LIP dazu, dass bi weiterhin im Intervall
[LIP , RIP ] liegt und i die Indexmenge nicht verla¨sst. Im zweiten Fall erkennt man, dass
[ai, bi] nach der A¨nderung das Intervall [LIP , RIP ] beinhaltet. Damit bleibt es auch fu¨r
alle weiteren Iterationen gro¨ßer und i wechselt in die Indexmenge A. Im dritten Fall ent-
















Abbildung 3.9: Beispiele zur Auswirkung einer Intervallverkleinerung.
Es stellt sich die Frage, wie die Verkleinerung von [LIP , RIP ] ablaufen soll. Es muss ga-
rantiert sein, dass der gesuchte Wert κ∗ das Intervall nie verla¨sst. Wir legen dazu in jeder
Iteration einen Wert M ∈ (LIP , RIP ) fest, anhand dessen wir links oder rechts abschnei-





Sollte ψ(M) ≤ d gelten, bedeutet das, wir ko¨nnen das Intervall [LIP ,M) außer Acht
lassen und setzen LIP = M ; im Fall ψ(M) ≥ d gilt dann analog RIP = M . Den Wert
fu¨r M legen wir, wie es auch in [116] vorgeschlagen wird, als den Median von den in
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IP enthaltenen Werten fest. Die Bestimmung des Medians ist nicht zeitaufwa¨ndig, da die
Menge IP nur zu Beginn sortiert werden muss. Bei der Streichung von Elementen aus
IP geht diese Ordnung nicht verloren und der Median ist jeweils das mittlere Element des
verkleinerten Vektors.
Bemerkung 3.19. Problematisch ist die Berechnung des Medians bei gerader Anzahl von
Elementen. Angenommen, es ga¨be nur noch zwei Bruchstellen innerhalb von [LIP , RIP ].
Diese mu¨ssen das Intervall, und damit die Menge C noch verlassen. Der Median dieser
beiden Werte ist ihr Mittelwert und liegt zwischen ihnen, sofern die Werte nicht gleich sind.
Das bedeutet aber, der Median ist keine Bruchstelle der Funktion ψ. Das Szenario kann
analog bei mehr als zwei Bruchstellen auftreten, sofern es sich um ein Vielfaches von zwei
handelt, und fu¨hrt im Extremfall zu einem falschen Intervall [L,R]. Wir umgehen das Pro-
blem, indem wir jeweils die gro¨ßere der beiden Bruchstellen als neuen Median wa¨hlen.
Dabei gibt es keinen Konflikt, denn dieses Vorgehen fu¨hrt ausschließlich fu¨r den Fall, dass
LIP und RIP benachbarte Bruchstellen sind, zum Stillstand. Dieser Fall entspricht jedoch
der gesuchten Lo¨sung, d.h. einem Intervall, welches κ∗, aber keine Bruchstellen im Inneren
entha¨lt. Weiterhin ist die Bestimmung des Medians kritisch, falls es eine große Anzahl von
Werten in [LIP , RIP ] gibt, die einer der Grenzen entsprechen. Sobald solch ein Wert als
Median gewa¨hlt wird, kommt es zum Stillstand des Verfahrens, denn die Menge IP verklei-
nert sich nicht und in allen folgenden Iterationen wird immer wieder der gleiche Median
gewa¨hlt. Man ko¨nnte das vermeiden, indem der Median in solchen Fa¨llen durch eine an-
dere Bruchstelle ersetzt wird. Dieses Vorgehen ist jedoch nicht konsequent. Es ko¨nnte
passieren, dass alle Werte im Inneren von [LIP , RIP ] einer dieser Grenzen entsprechen.
Als Ausweg legen wir fest, dass das Intervall IP in jedem Schritt u¨ber IP := (LIP , RIP )
definiert wird. Da dieses Intervall ausschließlich dazu verwendet wird, den Median zu fin-
den, der dann zur Verkleinerung des Suchraumes benutzt wird, hat diese A¨nderung keinen
Einfluss auf den Algorithmus und die Lo¨sung.
Die beschriebenen Schritte werden solange durchgefu¨hrt, bis keine Elemente mehr in C
vorhanden sind und somit das gesuchte Intervall [L,R] gefunden wurde. Es ist garantiert,
dass κ∗ in diesem Intervall liegt. Somit kann mittels Satz 3.6 und der Vorschrift (3.151)
der vorla¨ufige Lo¨sungsvektor berechnet werden. Der von uns gesuchte Lo¨sungsvektor x∗






(i = 1, .., ws) . (3.153)
Auch in diesem Abschnitt geben wir den Algorithmus in der Form an, wie wir ihn umge-
setzt haben (Abbildung 3.10).
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Eingabe: uˆ, yˆ, e, C






















i=1 yˆiuˆi + e) , L = −∞, R = ∞, ts = 0, sw = 0
C = {1, ..,ws}, IP = {a1, .., aws, b1, .., bws,−∞,∞}
C 6= ∅
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Als innere Lo¨ser fu¨r die Aufgabe (3.131) kommen neben [116] auch andere Algorithmen
in Frage. Weitere, in [136] vorgeschlagene, Methoden sind der Algorithmus von Brucker
aus [15] sowie die von Nielsen und Zenios in [109] vorgestellten parallelisierbaren Algo-
rithmen. Der Algorithmus von Pardalos und Kovoor ist dem Algorithmus von Brucker
u¨berlegen, da er eine Laufzeitverbesserung mit sich bringt. Der Algorithmus ist schon im
seriellen Fall so schnell, dass hierbei der Aspekt der Parallelisierung in den Hintergrund
tritt. Die Tests in Kapitel 7 werden die Laufzeitverha¨ltnisse beleuchten. Dennoch wurde
auch dieser Algorithmus parallelisiert, sodass das gesamte SVM-Training mit einem hohen
Anteil paralleler Routinen ausgestattet ist. Wir verweisen auf Kapitel 6.
3.5 Zusammenfassung
In diesem Kapitel haben wir einen seriellen Algorithmus fu¨r das Training von Support-
Vektor-Maschinen vorgestellt. Es basiert auf der bekannten Idee der Zerlegung und bein-
haltet ein Projektionsverfahren zur Lo¨sung der Subprobleme. Das Projektionsverfahren
wiederum fußt auf einem schnellen inneren Lo¨ser fu¨r Diagonalmatrizen, wie sie im Pro-
jektionsverfahren iterativ entstehen. Dieser Algorithmus wird in den folgenden Kapiteln
weiterentwickelt. In Kapitel 4 zeigen wir, welche Mo¨glichkeiten es gibt, den Zerlegungs-
algorithmus so zu erweitern, dass er mehrere SVM-Modelle umsetzt. Zusa¨tzlich stellen
wir die Mo¨glichkeit der Klassengewichtung und andere kostensensitive Manipulationsme-
thoden vor. In Kapitel 6 beschreiben wir unseren Ansatz zur Parallelisierung des Ver-
fahrens. Es sei aber hier schon erwa¨hnt, dass die Parallelisierung einer einzelnen SVM-
Trainingsphase auf der Ebene der Zerlegung, als auch auf der Ebene des Lo¨sers fu¨r die
Teilprobleme stattfinden wird. Der iterative Aufbau des Zerlegungsalgorithmus soll er-
halten bleiben. Wir werden auf Vor- und Nachteile dieser Parallelisierung eingehen und





In diesem Kapitel beschreiben wir Modifikationen und Erweiterungen der konventionellen
Support-Vektor-Maschine und des Zerlegungsalgorithmus. Das Ziel dabei ist, die SVM-
Software flexibel zu gestalten, um anspruchsvolle Datensa¨tze nicht nur schnell, sondern vor
allem auch genau zu klassifizieren. Dazu werden im Folgenden interessante Modellerwei-
terungen vorgeschlagen und diskutiert. Neben der Einbettung von drei SVM-Algorithmen
zu einem Gesamtverfahren stellen wir verschiedene Techniken des kostensensitiven Ler-
nens vor. Diese sind immer dann interessant, wenn eine einzelne Klasse von sta¨rkerem
Interesse ist, als die andere. Das kann zum Einen an einer unausgeglichenen Datenvertei-
lung zwischen den Klassen, aber zum Anderen auch an den Eigenschaften der zugrunde
liegenden Anwendung liegen. Zusa¨tzlich erweitern wir die Standard-Kernfunktion, um
auch im Innersten der SVM flexibel sein zu ko¨nnen. Die Modifikationen betreffen drei
Ebenen:
• Manipulation der Trainingsdaten,
• Manipulation des SVM-Trainings und seiner Komponenten,
• Manipulation der finalen Klassifikationsfunktion.
Bevor wir uns in Kapitel 6 dem Problem der Rechenzeit und der Parallelisierung zuwenden,
spielen Effizienzaspekte in diesem Kapitel noch keine Rolle. Vielmehr wird hier zuna¨chst
komplizierterer Code beschrieben, der es jedoch ermo¨glicht, auf spezielle Wu¨nsche hin-
sichtlich der Modelle u¨ber einfache Programmoptionen einzugehen.
4.1 Unausgeglichene und kostensensitive Datensa¨tze
Der Begriff der Unausgeglichenheit taucht sehr ha¨ufig bei der Analyse realer Daten auf [21].
Im Zusammenhang mit Klassifikationsverfahren ist dieser Begriff relativ klar eingegrenzt.
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Wie man anhand von Abbildung 4.1 erkennen kann, adressieren wir Datensa¨tze, bei denen
1
-1
Abbildung 4.1: Beispiel fu¨r einen unausgeglichenen Datensatz.
die Anzahl der Punkte mit dem Klassenlabel 1 signifikant kleiner ist, als die Anzahl der
Daten mit Label −1.24 Es gibt keine Regel, ab welchem Verha¨ltnis eine Unausgeglichen-
heit vorliegt, Erfahrungen zeigen jedoch, dass schon ab etwa 1 : 2 im Sinne der Sensitivita¨t
schlechte Klassifikatoren erlernt werden und Mo¨glichkeiten zur Verbesserung der Model-
le gesucht werden sollten [5]. Derartige Datensa¨tze treten bei realen Anwendungen viel
ha¨ufiger auf, als man allgemein annimmt [21, 75, 99, 120, 153, 157]. Zusa¨tzlich zu unaus-
geglichenen Problemen gibt es viele Anwendungen, die sehr sensitiv sind. Das bedeutet,
dass eine Klasse von großem Interesse ist und somit besonders gut erkannt werden muss.
Wir sprechen dabei von Kostensensitivita¨t. Typischerweise treten diese beiden Effekte ge-
koppelt auf. Wir verwenden daher die Begriffe Unausgeglichenheit und Kostensensitivita¨t
oft im gleichen Kontext. Im Folgenden verstehen wir unter einem unausgeglichenen bzw.
kostensensitiven Klassifikationsproblem eines, bei dem mindestens eines der folgenden
Kriterien zutrifft.
• Die positive Klasse ist von gro¨ßerem Interesse.
• Die positive Klasse ist der Anzahl nach unterbesetzt.
• Die positive Klasse ist sehr schwer zu erkennen.
• Fehler in der positiven Klasse sind mit deutlich ho¨heren Kosten verbunden und sollen
vermieden werden.
In der Literatur werden die Begriffe auch sehr oft synonym verwendet. Mischformen der
Probleme, z.B. Daten die sensitiv sind und gleichzeitig die positive Klasse dominiert, gibt
es auch, diese sind aber seltener.
Beispiel 4.1. Viele Krankheiten und Mangelerscheinungen lassen sich anhand der Analyse
von Blutproben erkennen. Fu¨r die aus dem Blut gewonnenen Merkmale lassen sich Klas-
sifikatoren fu¨r bestimmte Fragestellungen erlernen. Krankheiten, die sehr selten auftreten
24oder andersherum
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(< 1%), fu¨hren zu unausgeglichenen Daten, falls die Stichprobe in etwa der allgemeinen
Bevo¨lkerungsstruktur entspricht. Entnimmt man ausschließlich Patienten mit Verdacht auf
diese Krankheit Blut, kann die entstehende Stichprobe auch in die andere Richtung unaus-
geglichen (u¨berrepra¨sentiert) sein.
Das kritische an einem Klassifikator, der aus sehr unausgeglichenen Daten entstanden ist,
kann die vo¨llige Unfa¨higkeit, positive Punkte zu erkennen, sein. Das passiert immer dann,
wenn wa¨hrend der Parameteroptimierung einfache Kriterien, wie die Gesamtfehleranzahl
angesetzt werden. Dann wa¨hlen die meisten Algorithmen einen Klassifikator, der immer
die negative Klasse vorhersagt. Durch die Unausgeglichenheit fallen die wenigen falsch
negativen Testpunkte wa¨hrend der Validierung nicht stark ins Gewicht und der Eindruck
eines guten Ergebnisses entsteht. Weitere Details dazu folgen in Kapitel 5. Es sei bemerkt,
dass klassische Algorithmen des Data-Mining prinzipiell dazu tendieren, die gro¨ßere Klas-
se besser zu erkennen, als die kleine [3, 120]. Durch das Ziel, U¨beranpassung zu vermei-
den, setzt sich diese Eigenschaft auch bei modernen Methoden weiter fort. Schwierig ist
es auch, einen Klassifikator zu beurteilen, der auf einem ”guten“ (einfachen) Datensatz
trainiert und spa¨ter auf realen (schwierigen) Daten eingesetzt werden soll.
Unausgeglichenheit von Daten fu¨hrt nicht immer zu einem schlechten SVM-Modell. Die
Hyperebene wird ohnehin nur von wenigen Punkten bestimmt (vgl. Seite 23), sodass die
Menge der Support-Vektoren oft sogar sehr ausgeglichen ist. Die Problematik betrifft viel-
mehr den subjektiven Wunsch nach der Erkennung der Klasse 1. Wenn wir es mit derar-
tigen Daten zu tun haben, ist in den meisten Fa¨llen nur die Klasse 1 interessant und soll
erkannt werden. Die Sensitivita¨t spielt daher eine viel gro¨ßere Rolle, als die Genauigkeit
allgemein. Fu¨r das Beispiel der Erkennung von Krankheiten bedeutet das: es ist nicht
schlimm, wenn fu¨r eine Blutprobe fa¨lschlicherweise die Klasse 1 (krank) festgestellt wird,
denn in diesem Fall werden weitere Untersuchungen folgen. Es kommt jedoch einer Ka-
tastrophe gleich, wenn ein Patient nach Hause geschickt wird, obwohl er eine anderweitig
nicht gleich zu erkennende Krankheit hat. Diese Problematik kann man sich anhand des
Beispiels HIV-Test klar machen [123]. Die Tatsache, dass unausgeglichene Daten und die
dabei auftretenden Probleme bei der Klassifikation innerhalb der Theorie des SVM’s sel-
ten betrachtet werden, bedeutet nicht, dass die einfachen SVM-Algorithmen diese Fa¨lle
optimal behandeln.25 Vielmehr ist das darauf zuru¨ckzufu¨hren, dass die ha¨ufig verwendeten
Standarddatensa¨tze relativ ausgeglichen sind [63] und dass im Allgemeinen die vorhan-
denen Verfahren einfach kopiert bzw. benutzt werden. Die Unterscheidung der beiden
Fehlerarten bereitet zusa¨tzliche Mu¨he, die oft gescheut wird, bzw. bei vorhandener Soft-
ware nicht mo¨glich ist.
25perso¨nliche Kommunikation (Machine Learning Summer School, 12.-25. September 2004, Berder Is-
land, Frankreich)
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4.2 Manipulation des SVM-Trainings und seiner Kompo-
nenten
Wir stellen drei Methoden zur flexiblen SVM-Klassifikation dar. Die Ansa¨tze adressie-
ren die SVM-Modelle, die Wahl des Strafparameters fu¨r die Modelle sowie die Wahl der
Kernfunktion.
4.2.1 Einbettung anderer SVM-Modelle
In Kapitel 3 haben wir uns mit der Implementierung einer Support-Vektor-Maschine nach
dem L1-Norm-Modell bescha¨ftigt. U¨blicherweise wird das L1-Norm-Modell implemen-
tiert [18, 19, 74, 118, 130, 138], da die am ha¨ufigsten verwendeten SVM-Trainingsmethoden
- die Working-Set-Algorithmen - immer anhand dieses Modells vorgestellt werden. Der
Grund fu¨r die bevorzugte einfache Aufsummierung der Schlupfvariablen ko¨nnte auch in
der Tatsache liegen, dass das L2-Norm-Modell zu viele Support-Vektoren produziert.26
Wie schon im Abschnitt 2.4.2 gezeigt wurde, unterscheiden sich die weichen Modelle un-
tereinander durch unterschiedliche Behandlung von Verletzungen der Marge wa¨hrend des
Trainings. In beiden Modellen werden diese Fehler toleriert und u¨ber eine Kostenfunktion
im Optimierungsproblem abgerechnet. Dazu werden die Werte der sogenannten Schlupf-
variablen, die positiven Differenzen zwischen den vorgegebenen und tatsa¨chlichen Ziel-
funktionswerten, entweder einfach (L1) oder quadratisch (L2) aufsummiert. Der Effekt der
quadratischen Aufsummierung von Schlupfvariablen ist in Abbildung 4.2 dargestellt. Es




Abbildung 4.2: Einfluß quadratischer Aufsummierung.
handelt sich dort um einen Punkt der Klasse −1 und wir haben drei mo¨gliche Klassifika-
tionsergebnisse dargestellt. Der erste Wert in jeder Klammer gibt den Wert der Schlupf-
variable fu¨r das L1-Norm- und der zweite fu¨r das L2-Norm-Modell an. Man erkennt, dass
26“It has the disadvantage of producing too many support vectors.” S. Sathiya Keerthi, perso¨nliche Kom-
munikation, 2003
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korrekte Klassifikationen, die nur an der Marge scheitern, vom L2-Norm-Modell weniger
bestraft, wohingegen wahre Klassifikationsfehler durch die Quadrierung eines Wertes, der
mindestens 1 betra¨gt, sta¨rker geahndet werden. Wir werden uns mit der Frage, welches der
beiden Modelle zu bevorzugen ist, in Kapitel 7 auseinandersetzen. In diesem Abschnitt soll
zuna¨chst gezeigt werden, dass ausgehend von unserer L1-Norm-Implementierung andere
SVM-Modelle durch einfache Modifikationen problemlos verwendet werden ko¨nnen.
4.2.1.1 L2-Norm
Fu¨r den Fall der quadratischen Fehlersummierung (L2-Norm) hat die Zielfunktion der dua-
len Optimierungsaufgabe bis auf einen modifizierten Kern




die Form (2.32). Bei den Nebenbedingungen entfa¨llt die obere Schranke, d.h. α ≤ C ist
nicht mehr zwingend no¨tig.
function new−kernel(i,j)
new−kernel = kernel(i,j)




Abbildung 4.3: Anpassung des Kerns an das L2-Norm-Modell.
Der ParameterC schla¨gt sich bei der dualen Formulierung der L2-Aufgabe also ausschließ-
lich in der Berechnung des Kerns, und auch dort nur fu¨r Diagonalelemente der Gramma-
trix nieder. Deshalb kann man ein vorhandenes Programm durch eine Modifikation in der
Funktion zur Kernauswertung so vera¨ndern, dass es das L2-Norm-Modell implementiert.
Der Pseudocode dazu ko¨nnte dann so aussehen, wie in Abbildung 4.3 dargestellt. Neben
der Modifikation des Kerns mu¨ssen die neuen Nebenbedingungen beachtet werden. In ei-
ner L1-Implementierung sind obere Schranken fu¨r α bedacht. Diese werden inaktiviert
u¨ber die Wahl von C = ∞. Dabei ist zu beachten, dass fu¨r den Kern ein neuer Parameter
C˜ = C benutzt werden muss, damit nicht mit ∞ im Kern gerechnet wird. Durch Nach-
rechnen kann man sehen, dass sich die KKT-Bedingungen nicht a¨ndern, d.h. bei C = ∞
kann das im Abschnitt 3.2.3 beschriebene Verfahren zur Aktualisierung der Arbeitsmenge
weiter verwendet werden.
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4.2.1.2 Harte Trennung
Das Erlernen einer hart trennenden Hyperebene ist fu¨r reale Datensa¨tze zwar selten mo¨glich,
kann jedoch im Einzelfall zur perfekten Trennung von Daten herangezogen werden. Das
Modell ist sehr einfach einzubinden. Um von (2.29) zu (2.19) zu wechseln, muss ledig-
lich C = ∞ gesetzt werden. Da das Modell der harten Trennung keinen C-Parameter
kennt, muss die Zielfunktion nicht modifiziert werden. Es sei erwa¨hnt, dass eine scharfe
Trennung im Allgemeinen nicht erwu¨nscht ist, auch wenn sie u¨ber eine gu¨nstige Para-
meteranpassung mo¨glich wa¨re. Der Grund dafu¨r ist die Gefahr der U¨beranpassung der
Support-Vektor-Maschine an die Trainingsdaten. Wir verweisen dazu auf Definition 2.19.
Nachdem wir gezeigt haben, dass wir eine flexible SVM-Implementierung anbieten, die
u¨ber wenige Parameter so gesteuert werden kann, dass alle 3 bekannten SVM-Modelle
getestet werden ko¨nnen, sollen in den folgenden Abschnitten spezielle Methoden zur ko-
stensensitiven SVM-Klassifikation vorgestellt werden. Das Problem unausgeglichener und
kostensensitiver Datensa¨tze wurde im Abschnitt 4.1 bereits erla¨utert. Die Techniken zum
Erlernen sensitiver und gleichzeitig genauer Modelle werden in Kapitel 7 getestet.
4.2.2 Modifizierte Fehlergewichtung
Generalisierungseigenschaften eines SVM-Modells werden neben der Wahl einer Kern-
funktion mit entsprechendem Kernparameter auch stark durch die Wahl des Parameters
C beeinflusst. Im Fall von C = ∞ handelt es sich um das Modell der harten Trennung,
bei dem keine Fehler wa¨hrend des Trainings zugelassen werden. Das fu¨hrt bei schlecht
trennbaren Daten zu einer zu stark angepassten Hyperebene oder gar zu einem Scheitern
des Trainings allgemein. Der Parameter C sollte deshalb bei realen Datensa¨tzen einen
endlichen Wert haben. Mit dessen Hilfe gelangt man dann zu den schon vorgestellten
Modellen weicher Trennung. Je kleiner der Wert des Parameters wird, umso mehr Feh-
ler darf der Algorithmus tolerieren, um die Marge so groß wie mo¨glich zu machen. Das
fu¨hrt zu einer guten Hyperebene, solange C nicht zu klein gewa¨hlt wird. Der Parameter C
ist dafu¨r verantwortlich, die gegensa¨tzlichen, oder besser gesagt in Konkurrenz stehenden,
Ziele der Fehlerminimierung und Abstandsmaximierung in Ausgleich zu bringen. Diese
einfach gewichteten Zielsetzungen sind immer dann sinnvoll, wenn die Anzahl von Punk-
ten in beiden Klassen ausgeglichen ist, Fehler gleich teuer sind und die Trainingsdaten die
Klasseneigenschaften gut repra¨sentieren.
Das allgemeine SVM-Modell unterscheidet grundsa¨tzlich keine Fehlerarten. Klassifikati-
onsfehler in den Trainingsdaten werden einfach oder quadratisch aufsummiert und mit dem
Parameter C gewichtet. Damit gehen die Klasseninformationen komplett verloren. Ein
Ausweg aus dieser Situation wird beispielweise in [106] vorgestellt und ist auch in [101]
und [108] wiederzufinden. Die Idee ist, Fehler erster Art ha¨rter zu bestrafen, als Fehler
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zweiter Art.27 Das kann sehr einfach realisiert werden, indem der Parameter C auf zwei
Parameter C+ und C− gesplittet wird. Bei einem Fehler erster Art wird mit C+ gewichtet
und bei einem Fehler zweiter Art mit C−. Die Feststellung der Fehlerart ist trivial, da der
Vektor y die Klassen jederzeit bereit ha¨lt. Die Wahl dieser Parameter kann willku¨rlich oder








mit rd+ bzw. rd− als der Anzahl der Trainingspunkte in Klasse 1 und −1. Der Parameter
Λ > 0 kann frei gewa¨hlt werden. Je ho¨her dieser ist, umso sta¨rker werden Fehler allge-
mein gewichtet, wobei das Verha¨ltnis C+ : C− konstant bleibt und durch die Ma¨chtigkei-
ten der einzelnen Klassen gegeben ist. Im Gegensatz dazu kann man die beiden Parameter
auch als unabha¨ngig einstufen. Wir werden in Kapitel 7 zeigen, dass eine Optimierung
der beiden Parameter nicht immer auf das konstante Verha¨ltnis fu¨hrt und dass zudem das
bei der Optimierung verwendete Gu¨temaß und die darin enthaltenen Priorita¨ten daru¨ber
entscheiden, wie das tatsa¨chliche Verha¨ltnis zwischen den Parameterwerten ist. Wir ver-
weisen an dieser Stelle auch auf Kapitel 5, in welchem wir uns mit Mo¨glichkeiten der
Parameteroptimierung auseinandersetzen. Die Wahl (4.2) ist immer dann geeignet, wenn
aus Zeitgru¨nden nur ein Parameter optimiert werden kann. Interessante Details zu dieser
Problematik sind in [108] zu finden. In dieser Arbeit wird untersucht, wie sich das gesam-
te SVM-Optimierungsproblem a¨ndert, wenn eine Minimierung des sogenannten F-Maßes
schon in einem einzelnen Training angestrebt wird. Hintergrund der U¨berlegungen war
dort ebenfalls der Aspekt unausgeglichener Datensa¨tze. Es wird gezeigt, dass die Maxi-
mierung dieses Maßes fu¨r die Trainingsdaten auch u¨ber eine geeignete Wahl von C+ und
C− im Standard-Modell erreicht werden kann. Auf das F-Maß und seine exakte Definiti-
on werden wir in Kapitel 5 noch genauer eingehen. Die Nutzung von C+ und C− fu¨hrt
im erfolgreichen Fall dazu, dass die optimale Hyperebene etwas na¨her an der Klasse −1
liegt (Abbildung 4.4). Anders ausgedru¨ckt kann man sagen, dass sich die Gesamtmarge
nicht mehr als Summe der beiden gleichen Einzelmargen mg, sondern als mg1 + mg−1
berechnet, wobei mg1 > mg−1 gelten wird, falls C+ > C−. Der mit x gekennzeichnete
Punkt in Abbildung 4.4 ist besonders interessant. Man sollte sich bewußt sein, dass bei
sehr wenigen Punkten einer Klasse, die Gefahr der Ausreißer, beispielsweise durch falsche
Angabe des Labels, viel ho¨her ist, als bei ausgeglichenen Daten, insbesondere wenn man
mit einem großen Wert fu¨r C+ arbeitet. Dieser fu¨hrt dazu, dass um den Punkt x herum
die Klasse 1 definiert wird. Geho¨rt dieser jedoch zur Klasse −1 oder als positiver Punkt in
die Region der anderen Punkte der Klasse 1, ist die urspru¨ngliche Hyperebene die bessere.
Die Konsequenzen daraus sind:
27Als Quelle fu¨r diese Idee wird [78] genannt. In dieser Arbeit wird eine gewichtete Klassifikation mittels
Boosting [131] betrachtet.
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Abbildung 4.4: Verschiebung der Hyperebene durch C−.
• Elemente der Klasse 1 werden versta¨rkt korrekt klassifiziert, auch wenn sie im Be-
reich der urspru¨nglichen Trennlinie liegen. Die Fehler erster Art nehmen ab.
• Elemente der Klasse−1 werden zunehmend falsch klassifiziert, wenn sie im Bereich
der urspru¨nglichen Trennlinie liegen. Die Fehler zweiter Art nehmen zu.
Diesen Effekt kann man sich anhand der Abbildung 4.5 verdeutlichen, wobei sich die













Abbildung 4.5: Fehler erster und zweiter Art in Konkurrenz.
Fazit: die Erho¨hung der Sensitivita¨t mittels gewichteter Fehlermaße entspricht nicht einem
Free Lunch28, ist aber fu¨r viele praktische Fragestellungen von großer Wichtigkeit. Lei-
der werden Performance-Vergleiche zwischen gewichteten und ungewichteten Support-
Vektor-Maschinen selten vero¨ffentlicht, sodass der Einfluss von Gewichten auf die Ziel-
funktion und Konvergenz von Lernalgorithmen nicht klar ist. Insbesondere sollte unter-
sucht werden, welchen Preis man fu¨r eine bessere Erkennung der Klasse 1 zu zahlen hat.
Als Kriterien kommen Trainingszeit, Fehler in Klasse −1 sowie Robustheit bei geringen
A¨nderungen der Parameter und Daten in Frage. In Kapitel 7 werden wir Tests zur modifi-
zierten Fehlergewichtung pra¨sentieren.
28Gewinn ohne Einsatz von Mitteln oder Erleidung von Verlusten
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function new−kernel(i,j)
new−kernel = kernel(i,j)





Abbildung 4.6: Anpassung eines Kerns fu¨r das L2-Norm-Modell mit Fehlergewichtung.
Implementierung
Da sich die modifizierte Fehlergewichtung nur auf den Strafparameter C auswirkt, kann
diese in die SVM-Software eingebaut werden. Dazu sollte man die sich ergebenden A¨nde-
rungen an den Modellen der weichen Trennung und die daraus resultierenden Folgen fu¨r
die primalen und dualen Otimierungsaufgaben untersuchen. Das Modell der harten Tren-
nung bleibt unvera¨ndert, da es den Parameter C nicht nutzt. Die Zielfunktion der primalen
Optimierungsaufgabe einer L1-Norm- bzw. L2-Norm-Support-Vektor-Maschine (k = 1














Die Nebenbedingungen bleiben identisch. Bei der Summierung der Schlupfvariablen wird
also unterschieden, ob ein negativer (erste Summe) oder positiver Punkt (zweite Summe)
betroffen ist.
Fu¨r den Fall k = 2 ist die Beru¨cksichtigung eines zweiten Fehlergewichtes sehr einfach. In
der urspru¨nglichen dualen Optimierungsaufgabe (2.37) wird der Parameter C ausschließ-
lich fu¨r den modifizierten Kern k˜, siehe (4.1), verwendet. Wir implementieren daher den
Kern nach dem bekannten Schema, vergleiche Abbildung 4.6. Die neue Zielfunktion der

























αTy = 0 und α ≥ 0 .
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Fu¨r den Fall k = 1 muss die Beru¨cksichtigung eines zweiten Fehlergewichtes an mehre-
ren Stellen des Algorithmus vorgenommen werden, denn die duale Aufgabe hat durch C
beeinflusste Nebenbedingungen, siehe (2.32). Diese Nebenbedingungen werden zu
αTy = 0 und ∀i : 0 ≤ αi ≤
{
C+ falls yi = 1
C− sonst
.
Die Modifikation ist also stark vom verwendeten Algorithmus abha¨ngig.
Wir beschreiben nun kurz, wie wir die neuen Gewichte C+ und C− in unsere Implemen-
tierung eingebettet haben. Wie schon erwa¨hnt, werden das Modell harter Trennung und
auch das L2-Norm-Modell daraus u¨ber C = ∞ bzw. einen zusa¨tzlich angepassten Kern
erzeugt. Das gleiche trifft dann natu¨rlich auch auf C+ und C− zu. Es gibt mehrere Stellen,
an denen wir den Parameter C benutzen. In der a¨ußeren Routine wird er fu¨r die Metho-
de von Zoutendijk gebraucht, siehe dazu Abbildung 3.2, und weiterhin fu¨r das Auffu¨llen
der Arbeitsmenge nach dem Schema aus [139], welches wir auf Seite 52 vorgestellt ha-
ben. Die erste innere Routine, die VVP-Methode, benutzt den Parameter C nicht direkt.
In Abbildung 3.6 sieht man, dass fu¨r die jeweilige Definition des zu lo¨senden Minimie-
rungsproblems die zula¨ssige Menge Ω anzugeben ist. Diese Menge wird definiert u¨ber die
Nebenbedingungen, welche C als obere Schranke fu¨r x enthalten. Weitere Verwendung
findet C in dieser Routine nicht. Die Nebenbedingungen haben Einfluß auf den Algorith-
mus von Pardalos und Kovoor, die zweite innere Routine. Dieser ist jedoch beschra¨nkt auf
die Initialisierung der Vektoren a und b, siehe z.B. in Abbildung 3.10. Alles in allem ist
die Zahl der zu a¨ndernden Stellen u¨berschaubar.
Die neuen Abfragen im Verfahren von Zoutendijk lauten dann:
if
{


















yi = −1 and αki > 0
}
.
Das Auffu¨llen der Arbeitsmenge bei nicht ausreichender Anzahl von Pa¨rchen, welche
die KKT-Bedingungen verletzen, erfolgt nach dem Schema aus Abschnitt 3.2.3.4 mit den
A¨nderungen:
• in Schritt 2:
0 < αi <
{
C+ if yi = 1
C− else
,
• in Schritt 4:
αi =
{




4.2. MANIPULATION DES SVM-TRAININGS UND SEINER KOMPONENTEN
Die VVP-Methode wird nicht gea¨ndert, da der C-Parameter dort nicht explizit beno¨tigt
















Diese lassen sich sehr einfach einbauen, da durch die Unterscheidung der yi-Werte jeweils
schon das passende C eingesetzt werden kann, ohne eine Abfrage einbauen zu mu¨ssen.
Zur Umsetzung einer gewichteten Support-Vektor-Maschine muss neben den A¨nderungen
am Optimierungsverfahren auch eine angepasste Berechnung des Schwellwertes b imple-
mentiert werden. Wir berechnen diesen im Standardmodell u¨ber den robusten Durchschnitt












|i ∈ FSV| , (4.5)
siehe dazu Abschnitt 2.5. An dieser Formel a¨ndert sich nichts, jedoch muss die Menge FSV
neu definiert werden. Die Fehlergewichtung wird wie u¨blich u¨ber eine Fallunterscheidung
fu¨r C realisiert, d.h.
i ∈ FSV ⇐⇒ 0 < αi < C =
{
C+ if yi = 1
C− else
.
Fu¨r die Nutzung des L2-Norm-Modells bauen wir einen modifizierten Kern mit den Para-
metern C˜+ = C+ und C˜− = C− ein und setzen dann die Originalparameter C+ und C−
auf ∞. Bei der Berechnung von b in der Formel (2.46) wird dann ebenfalls auf C˜+ und
C˜− zuru¨ckgegriffen. Die Wahl von Modell und Gewichtung wird u¨ber Optionen gesteu-
ert. Alles in allem ist die Erweiterung der Decomposition-Methode auf unterschiedliche
Fehlergewichte und Modelle nicht schwierig. Die Anzahl der zu optimierenden Parameter
einer Support-Vektor-Maschine erho¨ht sich dadurch jedoch. Das sind beispielsweise
• 3 bei Nutzung des einfachen Gauß-Kerns und
• 4 bei Nutzung des einfachen Polynomialkerns.
Die Schwierigkeit wird also vielmehr darin liegen, die flexiblen Mo¨glichkeiten u¨berhaupt
zu nutzen. Wir werden in Kapitel 7 zeigen, welche Verbesserungen uns die Nutzung der
Fehlergewichtung bringt.
4.2.3 Kernmodifikationen
Eine weitere Flexibilita¨tskomponente innerhalb unserer SVM-Software stellen die Kerne
zur Verfu¨gung. Die Funktion und die Eigenschaften von Kernen sind im Abschnitt 2.3
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diskutiert worden. Dort haben wir auch einige spezielle Kerne vorgestellt. In diesem Ab-
schnitt soll es nun darum gehen, die Standardform der Kerne zu vera¨ndern. Die Motivati-
on ist auch hier wieder die Mo¨glichkeit der Verbesserung von Klassifikationsergebnissen.
Im Folgenden stellen wir zwei Methoden vor, um Kerne flexibel zu gestalten. Da diese
Methoden bisher kaum eingesetzt werden, versuchen wir in Kapitel 7 konkrete Anwen-
dungsmo¨glichkeiten aufzuzeigen.
4.2.3.1 Multiparameter-Kerne
Die meisten Kerne verfu¨gen u¨ber einen Parameter, welcher das SVM-Modell steuert. Bei
einigen Kernen ist es mo¨glich, diesen Parameter den einzelnen Dimensionen des Daten-
satzes zuzuordnen, sodass jede Variable ein eigenes Gewicht bei der A¨hnlichkeitsmessung
bekommt [42]. Die Kerne unserer Arbeit, die dafu¨r in Frage kommen, sind der Gauß-,
der Slater- und der Polynomialkern. Die verallgemeinerten Formen werden im Folgenden
definiert.





























(σ ≥ 0) . (4.6)
































 (σ ≥ 0) . (4.7)
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Definition 4.3 (verallgemeinerter Polynomialkern [20]). Beim Polynomialkern wird zur
Verallgemeinerung ein neuer Parameter eingefu¨hrt. Ausgehend vom Skalarprodukt inner-
halb des Kerns, vgl. Definition 2.24, wird analog zu den bisherigen U¨berlegungen folgen-













(σ ≥ 0) . (4.8)
Bei diesen Kernen erha¨lt jede Dimension k des Datenraumes ein eigenes Gewicht σk. Die
Anzahl der zu optimierenden Kernparameter erho¨ht sich dadurch von 1 auf n. Bei hoch-
dimensionalen Datensa¨tzen mit mehreren hundert Variablen fu¨hrt das zu einem beinahe
unlo¨sbaren Problem. Das ist auch der Grund fu¨r die spa¨rliche Anzahl an Vero¨ffentlichun-
gen zu diesem Thema. Wahrscheinlich existiert auch keine SVM-Software29, die verallge-
meinerte Kerne nutzen und optimieren kann. In der Literatur wurde ein Hinweis auf den
verallgemeinerten Gauß-Kern in [20] gefunden. Es wird gezeigt, dass die Verwendung ver-
schiedener Kernparameter nicht zu einem u¨bertrainierten System fu¨hrt. Wir werden bei un-
serer Arbeit versuchen, diese Art der Kerne zu nutzen und erhoffen uns davon verla¨ssliche
und interpretierbare Klassifikatoren. Fu¨r Daten mit einer zu großen Anzahl an Merkmalen
kann man entweder zum Standardmodell umschalten, d.h.
σ1 = . . . = σn = σ
wa¨hlen oder statistische Verfahren zur Reduktion des Datenraumes, wie zum Beispiel die
klassische Hauptkomponentenanalyse [31] nutzen. Einen Vektor σ zu optimieren hat unter
anderem auch den positiven Nebeneffekt einer impliziten Variablenselektion. Wenn jede
Raumdimension einen eigenen Wert σk hat, dann wird eine Variable mit wenig Einfluss
auf die Klassifikation einen kleineren Wert aufweisen, als ein sehr einflußreiches Merkmal.
Man kann daher eine Variablenselektion durchfu¨hren, indem
• ein fester Prozentsatz von Variablen mit kleinen Werten σk entfernt wird, oder
• alle Spalten k mit σk < σmin entfernt werden.
Nach langer Suche in der Literatur, haben wir diese Idee auch in [20] gefunden. Fu¨r große
Datensa¨tze bietet die Kombination statistischer Verfahren und dieser impliziten Methode
der Variablenselektion eine optimale Grundlage zur Identifizierung der wichtigsten Merk-
male. Statistische Verfahren identifizieren hochkorrelierte Variablengruppen und sa¨ubern
Merkmale ohne signifikante Streuung mu¨helos und ohne komplizierte Parameterwahl aus.
Die u¨brigen Variablen werden dann direkt von der Support-Vektor-Maschine mit verallge-
meinertem Kern untersucht. Neben der Variablenselektion ermo¨glichen wir außerdem eine
stark verbesserte Interpretierbarkeit der Hypothesenfunktion. Die unterschiedlich großen
29Alle Pakete zu u¨berpru¨fen ist nicht mo¨glich, viele sind nicht frei zuga¨nglich. Bisher gibt es jedoch keine
dokumentierte Software dazu.
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Werte fu¨r alle σ∗k im finalen Modell zeigen deutlich, welche Merkmale großen Einfluß auf
die Klassentrennung haben. Bei einem einfachen Kern gibt es nur ein σ∗, welches im
Mittel die besten Ergebnisse geliefert hat. Genau dadurch entsteht die so oft bema¨ngelte
Schwachstelle der Support-Vektor-Klassifikation. SVM’s werden seit langem als black-
box-Verfahren bezeichnet [71], weil es keine Mo¨glichkeit der Interpretation der Hypothe-
senfunktion gibt. Lediglich der Einfluss einzelner Trainingspunkte ist anhand des erlernten
Vektors α∗ und den dadurch gegebenen Support-Vektoren zu erkla¨ren. Das ist aber fu¨r die
Praxis nur teilweise von Bedeutung, denn hohe Kosten entstehen auch durch die Suche und
Messung von Merkmalen. Dieser Problematik wirken wir mit verallgemeinerten Kernen
entgegen. Sollte eine gru¨ndliche Suche im Merkmalsraum nicht mo¨glich sein, kann man
mittels eines Multiparameter-Kerns auch etwas weniger aufwa¨ndige Tests durchfu¨hren.
Man ko¨nnte beispielsweise die folgenden Einschra¨nkungen treffen:
• Zuna¨chst wird ein optimales einzelnes σ bestimmt und ausgehend davon werden alle
σk im Intervall [σ − ², σ + ²] fu¨r ein ² > 0 optimiert.
• Die Variablen werden in eine bestimmte Anzahl n˜ < n von Gruppen zusammenge-
fasst und es gilt σk = σk˜, falls k zur Gruppe k˜ (1 ≤ k˜ ≤ n˜) geho¨rt.
4.2.3.2 Ensemble-Kerne
Ensemble-Methoden sind ein modernes Teilgebiet des maschinellen Lernens [103]. Es
gibt sehr viele Auspra¨gungen dieser Methoden, aber die Grundidee dahinter ist immer die
gleiche. Wenn ein einzelner Klassifikator Daten nur schlecht klassifiziert oder instabil ist
und auf kleinste Daten- und Parametera¨nderungen extrem reagiert, kann es sinnvoll sein,
mehrere Klassifikatoren zu trainieren und als Ausgabewert immer ein gewichtetes Mittel
der Ausgabewerte aller Funktionen zu wa¨hlen [60]. Bekannte Algorithmen zur Umsetzung
von Ensemble-Klassifikation sind zum Beispiel Boosting [131] und Bagging [14].
Ensemble-Methoden ko¨nnte man auch im Zusammenhang mit SVM-Klassifikation ver-
wenden. Zwar ist allgemein bekannt, dass die Methoden besonders gut fu¨r sehr schwache
Klassifikationsalgorithmen funktionieren, eine Nutzung fu¨r starke Algorithmen wie die
SVM’s ist aber nicht ausgeschlossen. Erste Tests dazu wurden in [33] vorgestellt. Diese
waren von relativ schlechter Performance. Ku¨rzlich vero¨ffentlichte Studien [158] zeigen
jedoch, dass es sich lohnt, Ensemble-Methoden auch fu¨r Support-Vektor-Maschinen zu
entwickeln. Dabei sind mehrere SVM-Klassifikationssysteme basierend auf unterschiedli-
chen Deskriptorsets erzeugt worden. Alle Systeme wurden trainiert und der Klassifikator
arbeitete mit der einfachen Mehrheitsentscheidung. Man kann also verschiedene SVM’s
trainieren und dann kombinieren, wir gehen jedoch einen etwas anderen Weg. Wir haben
uns u¨berlegt, die Ensemble-Idee direkt im Inneren der SVM zu implementieren – in der
Kernfunktion. Es gibt sehr unterschiedliche Kernfunktionen, jedoch gibt es einige Eigen-
schaften, die fu¨r alle positiv semidefiniten Kerne gelten. Dazu geho¨rt auch die Eigenschaft
der Kernkombination.
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Bemerkung 4.1. Seien k1 und k2 positiv definite Kerne und κ1, κ2 ∈ [0, 1]. Dann gel-
ten [36]:
• k˜1 := κ1 · k1 und k˜2 := κ2 · k2 sind Kerne,
• k˜ := k˜1 + k˜2 ist ein Kern.
Man kann also einen neuen Kern als Kombination anderer Kerne definieren. Den grund-
legenden Ideen der Ensemble-Methoden folgend, haben wir eine gewichtete Kernkombi-
nation fu¨r Support-Vektor-Maschinen implementiert. Fu¨r zwei Kerne k1 und k2 und einen














Dieser Kern kann fu¨r alle SVM-Modelle verwendet werden. Der Parameter κ muss zusa¨tz-
lich zu den anderen SVM-Parametern optimiert werden. Sollte sich κ wa¨hrend der Opti-
mierung stark in Richtung 0 oder 1 bewegen, spricht das dafu¨r, dass einer der beiden Kerne
die besten Ergebnisse liefert. Der Nachteil von gewichteten Kernen ist der hohe Rechen-
aufwand bei der Berechnung der Grammatrix. Fu¨r sehr große Datensa¨tze, bei denen die
Kernberechnungen einen signifikanten Teil der Trainingszeit ausmachen, kommt es damit
zu starken Zunahmen der Rechenzeit.
4.3 A priori und a posteriori Manipulation des SVM-Trai-
nings
Bisher haben wir Methoden diskutiert, die direkt am Lernverfahren ansetzen. Auf dem Ge-
biet des Data-Mining gibt es aber auch Ansa¨tze, welche die Gu¨te eines Modells durch a¨uße-
re Einflu¨sse, die unabha¨ngig vom eigentlichen Lernverfahren sind, verbessern sollen. Be-
kannte Beispiele dafu¨r sind Datensa¨uberung und Variablenselektion [31]. Beide Methoden
sind hinreichend getestet und dokumentiert. In diesem Kontext wollen wir weitere Ansa¨tze
zu Handhabung unausgeglichener Daten vorstellen, die weniger bekannt sind, aber in der
Praxis sehr effektiv sein ko¨nnen. Da sie im Zusammenhang mit Support-Vektor-Maschinen
bisher praktisch kaum zum Einsatz gekommen sind, lohnt sich eine Untersuchung um so
mehr.
4.3.1 Manipulation der Trainingsdaten – Sampling-Methoden
Man kann schon bei der Auswahl der Trainingsdaten Einfluss auf die Klassifikationsfunk-
tion nehmen. Dazu gibt es die beiden Methoden Undersampling und Oversampling. Beim
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Undersampling werden aus der großen Klasse Punkte entfernt, wohingegen beim Over-
sampling die Punkte der seltenen Klasse mehrfach verwendet werden [98]. Gelegentlich
werden die Kopien der positiven Daten verrauscht, um bessere Effekte zu erzielen.30 Im
Allgemeinen werden die Klassengro¨ßen einander angepasst. Das ist in der Historie der
Lernverfahren begru¨ndet, denn die klassischen Lernalgorithmen sind stark auf ausgegliche-
ne Klassen ausgelegt.31 Auch viele der heutigen Algorithmen des maschinellen Lernens
ko¨nnen das Problem des kostensensitiven Lernens nicht optimal handhaben.32
U¨ber die Frage, welche der beiden Methoden, die sinnvollere ist, wird noch aktiv disku-
tiert [3]. Fu¨r SVM’s gibt es bisher so gut wie keine Arbeiten dazu. Wir halten an dieser
Stelle die nach unserer Meinung fu¨r das SVM-Lernen wichtigen Fakten fest:
• Oversampling vergro¨ßert die Anzahl der Trainingsdaten und fu¨hrt im Allgemeinen
zu einer la¨ngeren Trainingsphase.
• Das Auftreten doppelter Punkte kann sich negativ auf die Eigenschaften der Gram-
matrix auswirken33 und damit auch die Konvergenz von SVM-Algorithmen beein-
flussen [135].
• Oversampling fu¨hrt nicht zu Informationsverlust in den Trainingsdaten.
• Wieviele Kopien der Daten sinnvoll sind, ist unklar.
• Das Verrauschen von Daten ist schwierig, insbesondere fu¨r du¨nnbesetzte bina¨re Da-
tensa¨tze.
• Undersampling birgt die Gefahr, wichtige Punkte zu eliminieren.
• Es gibt keine verla¨ßlichen Algorithmen zur automatischen Elimination, von Ausreiß-
erselektion [31] abgesehen.
• Da die SVM ohnehin nur die wichtigsten Punkte in die Klassifikationsfunktion ein-
bettet, vgl. Abbildung 2.11, stellt sich die Frage, inwieweit man in diesen Prozess
eingreifen sollte.
Wir werden in Kapitel 7 Tests zum Sampling durchfu¨hren, wobei wir uns auf das Over-
sampling beschra¨nken werden. Undersampling sollte von Experten der jeweiligen Anwen-
dung durchgefu¨hrt werden.
30Florian Markowetz, perso¨nliche Kommunikation, 2003
31Als Beispiel sei hier die Maximum-Entropie-Methode genannt, welche wir in [38, 83] vergleichend zu
SVM’s getestet haben.
32“the curse of learning in imbalanced data” [148]
33Sind zwei Trainingspunkte identisch, hat die Grammatrix keinen Vollrang mehr und ist somit auch nicht
positiv definit.
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4.3.2 Manipulation des Klassifikationsfunktion – Schwellwertverschie-
bung
Eine weitere interessante Idee zur Handhabung unausgeglichener Datensa¨tze beruht auf
der Modifikation der finalen Zielfunktion. Eine interessante Idee dazu wurde in [5] skiz-
ziert. Grundlage der dortigen U¨berlegungen ist ebenfalls die Einsicht, dass eine ho¨here
Sensitivita¨t bei Duldung eines Anstiegs der falsch positiven Punkte durchaus von Interesse
sein kann. Es wird vorgeschlagen, sich diesem Ziel mittels einer Wahl von b∗ zu na¨hern,
welches nicht zwingend die KKT-Bedingungen erfu¨llt. Das macht immer dann Sinn, wenn
Kosten fu¨r Fehler unterschiedlich sind und sich Punkte beider Klassen innerhalb des Gebie-
tes der Marge befinden. Dieses Szenario entspricht realen unausgeglichenen Datensa¨tzen,
die groß und teilweise verrauscht sind.
Die aus diesem Ansatz entstehenden Fragen sind:
• Gibt es ausreichend viele (positive) Testdaten, um den tatsa¨chlichen Effekt einer
A¨nderung von b∗ erkennen zu ko¨nnen?
• Welches Kriterium sollte fu¨r die Optimierung des Schwellwertes angesetzt werden?
Diese beiden Fragen stellen sich jedoch auch bei der modifizierten Fehlergewichtung. Die
Problematik der Datenverfu¨gbarkeit liegt in der Verantwortung des Nutzers. Mit Opti-
mierungskriterien werden wir uns im na¨chsten Kapitel ausfu¨hrlich auseinandersetzen. In
Kapitel 7 untersuchen wir, inwieweit die Idee der Schwellwertverschiebung mit der Fehl-
ergewichtung kombiniert werden kann.
Geometrisch interpretiert, wird auch bei der Schwellwertverschiebung der in Abbildung
4.4 dargestellte Effekt erzielt, wobei die A¨nderung erst nach der eigentlichen Modellierung
erfolgt. Eine Gesamtfehlerminimierung wird sich damit zwar selten erzielen lassen, jedoch






Abbildung 4.7: Effekt einer A¨nderung des Schwellwertes fu¨r Testdaten.
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In Abbildung 4.7 bezeichnet f1 die erlernte Klassifikationsfunktion. Dabei gibt es drei
falsch negative und einen falsch positiven Punkt. Bei einer Verschiebung der Hyperebe-
ne (f2) ergeben sich fu¨nf falsch positive, aber keine falsch negativen Punkte. Bei ange-
nommenen Kosten von 2 fu¨r falsch negative und 1 fu¨r falsch positive Punkte ergibt sich
eine Kostenersparnis von 2. In [5] wird empfohlen, die Sensitivita¨t zu maximieren und
gleichzeitig eine untere Schranke fu¨r die Spezifita¨t zu fordern. Die Verschiebung der Hy-
perebene sollte nicht nur im Hinblick auf die positiven Punkte erfolgen, denn sonst wird
ein konstant positiver Klassifikator generiert. Auf die Problematik der Einseitigkeit eini-
ger Modelloptimierungen wird in Kapitel 5 noch ausfu¨hrlich eingegangen. In [165] wurde
gezeigt, dass die Methode der Schwellwertverschiebung beim Einsatz neuronaler Netze zu
sehr guten Ergebnissen fu¨hren kann. Wir werden diese Untersuchungen in unserer Arbeit
mit Support-Vektor-Maschinen durchfu¨hren und zeigen, dass sich auch hier positive Ef-
fekte erzielen lassen. Die Tests werden in Kapitel 7 vorgestellt. Es sei noch erwa¨hnt, dass
diese Methode zwar sehr einfach ist, jedoch in ihrer Wichtigkeit nicht unterscha¨tzt werden
sollte. Auf dem Gebiet der Klassifikation wird ein enormer Aufwand betrieben, um sen-
sitive Ergebnisse zu erhalten. Sollte die Schwellwertverschiebung im Zusammenhang mit
SVM’s einsetzbar sein, kann man von einem Erfolg sprechen.
4.4 Zusammenfassung
In diesem Kapitel haben wir uns mit Erweiterungen der Standard-SVM’s bescha¨ftigt. Da-
zu wurden zahlreiche Modifikationen vorgeschlagen, die alle darauf abzielen, die Klassi-
fikation flexibel und so genau wie mo¨glich zu gestalten. Neben der Einbettung von drei
SVM-Algorithmen zu einem Gesamtverfahren haben wir verschiedene Techniken des ko-
stensensitiven Lernens vorgestellt und implementiert. Diese sollten immer dann eingesetzt
werden, wenn eine einzelne Klasse von sta¨rkerem Interesse ist, als die andere. Wir ha-
ben die Standard-Kernfunktion erweitert, sodass nun gleichzeitig verschiedene Kerne mit
mehreren Parametern verwendet werden ko¨nnen. Testergebnisse pra¨sentieren wir spa¨ter
in Kapitel 7. Neben den beschriebenen positiven Effekten, fa¨llt auf, dass bei allen Me-
thoden neue Parameter ins Spiel gekommen sind. Die Optimierung dieser Parameter und
die Auswahl passender Modelle kann sich schnell zu einem nicht zu unterscha¨tzenden Pro-
blem entwickeln. Im folgenden Kapitel setzen wir uns mit dieser Aufgabe auseinander und




Fu¨r das Training einer Support-Vektor-Maschine mu¨ssen Parameterwerte an die jeweili-
gen Daten angepaßt werden. Verschiedenste Parameter und ihre Funktionen sind in den
bisherigen Kapiteln vorgestellt worden. Tatsache ist, dass die Generalisierungsfa¨higkeit
einer SVM, d.h. die Qualita¨t der Klassifikation, von den gewa¨hlten Parameterwerten
abha¨ngt [105]. Ungu¨nstige Parameterwerte fu¨hren zum Scheitern einer Support-Vektor-
Maschine und je besser man sie festlegt, umso verla¨sslicher ist auch die erlernte Klassi-
fikationsfunktion. Das Problem der Parameteroptimierung fu¨r Support-Vektor-Maschinen
ist ein in den letzten Jahren stark diskutiertes Thema [20, 79], wird aber dennoch zu oft
unterscha¨tzt oder ignoriert, beispielsweise wenn Ergebnisse neu entwickelter Methoden
mit Ergebnissen von SVM-Software ohne Parametertuning verglichen werden [5]. Dieses
Kapitel bescha¨ftigt sich mit der Thematik der Parameteroptimierung fu¨r Support-Vektor-
Maschinen. Wir diskutieren verschiedene Qualita¨tsmaße und stellen eine von uns getestete
Software zur gradientenfreien Parameteroptimierung vor.
Jede SVM-Software beinhaltet default-Werte fu¨r alle Modellparameter, um zu sichern, dass
jeder Nutzer ein Ergebnis generieren kann. Diese Standardwerte sind erstaunlicherweise
fast immer gleich:
C = 1 σ =
1
n
(z.B. [19]) . (5.1)
Sie sollten nur dann benutzt werden, wenn keine Mo¨glichkeit zur Parameteroptimierung
gegeben ist und auch kein Vorwissen zu den Daten vorhanden ist. Vero¨ffentlichungen
zeigen deutlich, dass diese Parameter so gut wie nie brauchbar sind. Beispielsweise wurden
fu¨r die sogenannten Splice-Daten
C = 1348 σ =
√
21.6 (in [79]) . (5.2)
als gu¨nstige Parameterwerte bestimmt.
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5.1 Qualita¨tsmessung und Gu¨temaße
Fu¨r die Parameteroptimierung ist es notwendig, interne Tests bewerten zu ko¨nnen. Dazu
muss eine Risikofunktion Φ : Rm → R existieren, die als Eingabe eine m-elementige Para-
meterkombination pi akzeptiert und nach Validierung oder Recall (vgl. Abschnitt 2.1) eine
reelle Zahl zuru¨ckliefert, welche das diesen Parametern zugeordnete Risiko widerspiegelt.
Fu¨r ein solches Qualita¨tsmaß sollten gelten:
Φ(pi) ≥ 0 ∀pi ∈ Rm ,
Φ(pi) = 0 ⇔ keine Verbesserung mo¨glich,
Φ(pi) > 0 ⇔ Verbesserung mo¨glich.
Fu¨r die Definition eines Qualita¨tsmaßes Φ ist es nicht notwendig, das letztendlich verwen-
dete Optimierungsverfahren zu kennen. Auch die genaue Anzahl der relevanten Parameter
m ist nicht wichtig. Das Maß muss jedoch unser Empfinden fu¨r ein optimales Modell
widerspiegeln.
Wir wollen die Parameteroptimierung so gestalten, dass ausschließlich die Werte des Qua-
lita¨tsmaßes als Informationsquelle verwendet werden du¨rfen, also insbesondere keine wei-
teren Interaktionen wa¨hrend der Laufzeit notwendig sind. Liefert Φ fu¨r zwei Parameter-
kombinationen, von denen wir eine bevorzugen, den gleichen Funktionswert, fehlt diese
Information und beide Kombinationen werden als gleich gut eingestuft. Deshalb sollte Φ
so definiert werden, dass unsere Pra¨ferenzrelation Â gilt:
Φ(pii) < Φ(pij) ⇐⇒ pii Â pij (wir pra¨ferieren Kombination i) und (5.3)
Φ(pii) = Φ(pij) ⇐⇒ pii ∼ pij (wir sind indifferent) .
Eine Parameterkombination pii sollte immer dann gegenu¨ber pij bevorzugt werden, wenn
sie einen geringeren Funktionswert Φ zur Folge hat. Dieses Modell gilt nur fu¨r Risikoma-
ße, die auf einer Art Fehlersummierung aufbauen, wie es fu¨r Support-Vektor-Maschinen
durchaus u¨blich ist. Der Begriff des Gu¨temaßes ist in diesem Zusammenhang verwirrend,
wir werden in diesem Kapitel jedoch auch monoton wachsende Funktionen der Gu¨te vor-
stellen, sodass wir hier nicht verallgemeinern ko¨nnen. Prima¨res Ziel ist daher immer die
Minimierung des Risikos bzw. die Maximierung der Gu¨te. Ob es sich bei der Funktion Φ
um Risiko oder Gu¨te handelt, sollte aus der jeweiligen Definition hervorgehen.
Parameteroptimierung soll das Risiko, den sogenannten Generalisierungsfehler, minimie-
ren. Dabei handelt es sich jedoch um eine nicht berechenbare Gro¨ße. Es muss ein Per-
formancemaß definiert werden, welches zur Abscha¨tzung des wahren Risikos geeignet ist.
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Als Bewertungsmaß bei v-facher Kreuzvalidierung kann beispielsweise eine Risikofunkti-










{−yi · hjpi(xi), 0} (5.4)
eingesetzt werden. Dabei ist pi ein Parametervektor. hjpi : Rn → {−1, 1} ist die wa¨hrend
der j-ten Iteration der Validierung erlernete Hypothesenfunktion. Die Fehler wa¨hrend der
Validierung werden in den v Durchga¨ngen aufsummiert und zur Normierung mittels der
Anzahl aller Punkte gewichtet. Es wird diejenige Parameterkombination pi∗ ausgesucht,
welche das kleinste Risiko Φ(pi∗) aufweist. (5.4) basiert auf der einfachen Genauigkeit.
Die in den Definitionen 2.9 bis 2.12 angegebenen Kennzahlen ko¨nnten zur Parameter-
optimierung herangezogen werden, sind jedoch sehr einseitig. Wird nur auf eine Klasse
geachtet, besteht die Gefahr, dass der Klassifikator bei der anderen Klasse versagt. Die
Optimierung der Genauigkeit ist bei unausgeglichenen Datensa¨tzen ebenfalls kein sinnvol-
les Optimierungskriterium. Wir mu¨ssen uns mit dieser Problematik auseinandersetzen und
Kennzahlen definieren, welche u¨ber Parameterwerte flexibel die Priorisierung einzelner
Ziele ermo¨glichen.
Wir entwickeln im Laufe dieses Abschnittes Qualita¨tsmaße, welche nicht auf groben Hy-
pothesen hpi, sondern auf den linearen Zielfunktionen fpi arbeiten und zusa¨tzlich sensitiv
sind. Damit ist eine bessere Fehlerbewertung mo¨glich, als die grobe Einteilung in richtige
und falsche Klassifikationen liefert. Die Motivation fu¨r die Suche solcher Qualita¨tsmaße
liegt darin, dass in Anlehnung an Abschnitt 4.2.2 Interesse an hoher Sensitivita¨t fu¨r un-
ausgeglichene Datensa¨tze besteht. Dieses Ziel kann mit einem einfachen Performancemaß
nicht erreicht werden, denn die Optimierung von Gewichten C+ und C− erfordert auch
ein entsprechendes Qualita¨tsmaß. Am Ende dieses Abschnittes sollen geeignete Gu¨temaße
fu¨r die SVM-Parameteroptimierung vorliegen. Sie dienen als Grundlage fu¨r den Optimie-
rungsalgorithmus, den wir im Abschnitt 5.2 besprechen werden, sowie fu¨r unsere Tests in
Kapitel 7.
Die Genauigkeit (2.1) ist klasseninvariant. Sie a¨ndert ihren Wert nicht, wenn sich Sensiti-
vita¨t und Spezifizita¨t des Modells entgegengesetzt gleichma¨ßig a¨ndern. Eine fu¨r Regres-










In diesem Fall gibt es fu¨r jeden Punkt xi eine neue Zielfunktion f ipi, weil die leave-one-
out Methode verwendet wurde. Man kann leicht sehen, dass zum Einen der Ausdruck im
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Nenner eine parameterunabha¨ngige Konstante ist und zum Anderen der Za¨hler so einfach
ist, dass zwei verschiedene Fehler zum gleichen Zuwachs fu¨hren ko¨nnen. Fu¨r yi = 1 und
f ipi(x
i) = 0.0 bzw. f ipi(x
i) = 2.0 wird im Za¨hler jeweils 1.0 addiert. Das Beispiel der
Vorhersage des Aufwachzeitpunktes nach Narkotisierung [110] verdeutlicht auch fu¨r Re-
gressionsaufgaben die Problematik einer derart allgemeinen Fehlersummierung. Es gibt
Maße, die aufgrund ihrer Struktur besser geeignet sind, um Ergebnisse sensitiv zu bewer-
ten. Im Folgenden werden einige interessante Maße vorgestellt.
5.1.1 Kostenmatrizen
Eine besonders fu¨r mehrklassige Probleme u¨bliche Art der Testbewertung besteht in der
Aufsummierung der Fehler mittels Kostenmatrix. Eine Kostenmatrix KSM gibt an, mit
welchem Faktor ω jede Klassifikationsausgabe belegt wird. Die Kostenmatrix fu¨r den
bina¨ren Fall hat die Form
Klasse 1 Klasse −1
Hypothese 1 ωrp ωfp
Hypothese −1 ωfn ωrn
Tabelle 5.1: Kostenmatrix fu¨r ein bina¨res Klassifikationsproblem.
Zur Modellbewertung werden die MatrizenKFM (Tabelle 2.1) undKSM elementwei-
se multipliziert und anschließend mu¨ssen alle Produkte aufsummiert werden. Die Summe






KFMi,j ·KSMi,j . (5.5)



















Fu¨r das Standardverfahren (5.4) zur einfachen Summierung von Fehlern gelten
ωrp = 0, ωrn = 0 und ωfn = 1, ωfp = 1 .
Die A¨nderung der Faktoren kann beliebig erfolgen [2]. Auch negative Werte ko¨nnen ver-
wendet werden.
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5.1.2 Anreicherungsfaktor
Dieser Faktor berechnet das Verha¨ltnis zwischen dem Anteil tatsa¨chlich positiver Punkte
in den als positiv klassifizierten Testpunkten, und dem Anteil positiver Punkte in den ge-
samten Testdaten. Er besagt demnach, um welchen Faktor die Wahrscheinlichkeit einen
positiven Punkt ”zu ziehen“ ansteigt, wenn man anstelle des Gesamtdatenbestandes nur
aus den Punkten mit Hypothese 1 auswa¨hlt. Ein sensitiver Klassifikator sorgt dafu¨r, dass
die positiven Punkte verdichtet vorliegen. In der Pharmaindustrie spielt der Anreiche-
rungsfaktor eine wichtige Rolle [82], denn er hilft dabei, aus einer großen Datenbank eine
Teilmenge von Substanzen herauszufiltern, fu¨r die dann eine gewu¨nschte Eigenschaft mit
ho¨herer Wahrscheinlichkeit vorliegt, als im Gesamtbestand. Ausgehend von dieser Menge
ko¨nnen dann weitere Untersuchungen stattfinden.
Definition 5.1 (Anreicherung, Enrichment). Der Anreicherungsfaktor basiert auf dem Maß











Folgerung 5.1. Es gilt ef ≥ 0 sowie
ef

> 1 Anreicherung (positiver Effekt)
= 1 kein Effekt der Anreicherung
< 1 Konzentrationsabnahme von Klasse 1 (schlechte Klassifikation)
.




wobei Gleichheit auftreten kann, wenn es keine falsch positiven Punkte gibt. Der Anrei-
cherungsfaktor ist ein gutes Kriterium zur Hervorhebung der Klasse 1, es gibt jedoch durch
die starke Fixierung auf die Konzentration positiver Punkte in den als positiv klassifizierten
Daten Kritikpunkte an dieser Kennzahl, auf die wir im Folgenden kurz eingehen.
Beispiel 5.1. Seien pp = 10 und np = 100.

























= 9, 9 .
Die Gleichheit von ef (1) und ef (2) entspricht nicht unseren Vorstellungen einer guten Klas-
sifikationsbewertung. Weiterhin ist es bedenklich, dass ef (3) < ef (1) und ef (3) < ef (2)
gelten, denn im letzten Fall wurden beinahe alle positiven Punkte erkannt, wobei es nur
einen falsch positiven Punkt gab. Diese Ergebnisse zeigen, dass das Konzept der An-
reicherung, welches stark auf Pra¨zision abzielt, zu unerwu¨nschten Effekten fu¨hren kann
und damit als alleiniges Gu¨temaß zur Parameteroptimierung nicht geeignet ist. Ein an-
deres Problem dieses Maßes ist die fehlende Normierung. Ergebnisse fu¨r verschiedene
Datensa¨tze lassen sich nicht vergleichen. Wir nutzen den Anreicherungsfaktor deshalb nur
zur Auswertung von Testergebnissen, nicht aber zur Auswertung interner Tests wa¨hrend
der Parameteroptimierung [82].
5.1.3 ROC-Maß
Die Receiver-Operating-Characteristik (ROC) diente urspru¨nglich in der Signalerkennung
zur graphischen Darstellung und zum Vergleich von Klassifikationsergebnissen [49, 147]
und wird mittlerweile auch in anderen Gebieten eingesetzt, z.B. in der Medizin. Im ROC-
Raum werden Sensitivita¨t und Spezifita¨t dargestellt. Typischerweise werden ganze Gra-
phen eingetragen. Bei der Anwendung von SVM’s entstehen jeweils nur einzelne Punkte,
die aber ebenfalls eingetragen werden ko¨nnen. In Abbildung 5.1, die Punkte im ROC-
Raum zeigt, ist a der beste und d der schlechteste Punkt. Zusa¨tzlich sind b und c besser als
d. Die Punkte b und c lassen sich ohne weitere Priorita¨ten nicht vergleichen. Neben ”guten“
und ”schlechten“ unterscheidet man dabei auch zwischen ”konservativen“ und ”liberalen“
Klassifikatoren [49]. Ein konservatives Verfahren neigt dazu, positive Klassifikationen nur
dann zuzulassen, wenn eine hohe Sicherheit besteht. Das resultiert in geringer Sensitivita¨t
und hoher Spezifita¨t (Punkt b). Liberale Methoden tendieren im Gegensatz dazu, Punk-
te auch bei geringem Verdacht als positiv zu klassifizieren. Das wirkt sich gut auf die
Sensitivita¨t aus, la¨sst jedoch die Spezifita¨t sinken (Punkt c).
Ausgehend von dem Einheitsquadrat der ROC-Visualisierung wurde in [133] ein neues
Gu¨temaß zur Bewertung von Testergebnissen entwickelt. Anschaulich soll das neue Maß
den Abstand zum schlechtesten Punkt im Raum darstellen, siehe Abbildung 5.1. Ausge-
hend vom euklidischen Abstand ist das normierte Gu¨temaß, im Folgenden als ROC-Maß
bezeichnet, definiert als
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Beispiel 5.2. Fu¨r die in Beispiel 5.1 angefu¨hrten Fa¨lle liefert das ROC-Maß
roc(1) =
√
0.5 · (0.5 + 1) ≈ 0.87 ,
roc(2) =
√




0.5 · (0.9 + 0.99) ≈ 0.97 .
5.1.4 F-Maß
Das sogenannte F-Maß ist eine Abbildung von Pra¨zision und Sensitivita¨t auf ein Einzel-
maß. Es entspricht dem harmonischen Mittel beider Maße [108] und eignet sich gut zur
Bewertung von Klassifikationen auf unausgeglichenen Daten, da die beiden Einzelmaße
stark zur Klasse 1 hingewandt sind [43]. Die Sensitivita¨t allein eignet sich nicht als Gu¨te-
maß, da sie die falsch positiven Punkte nicht kontrolliert. Als Gegenstu¨ck dazu eignet sich

































Die Fa¨lle pr = 0 und se = 0 sind nicht vorgesehen, sodass wir fu¨r pr = 0 oder se = 0
dem Maß den Wert 0 geben.
Folgerung 5.2. Wegen pr ∈ [0, 1] und se ∈ [0, 1] gilt
fm ∈ [0, 1] .
Beispiel 5.3. Fu¨r die in Beispiel 5.1 angefu¨hrten Fa¨lle liefert das F-Maß
fm(1) =
2 · 5









10 + 9 + 1
≈ 0.90 .
Die Bewertung der Beispiele mittels F-Maß entspricht unseren Vorstellungen einer sensiti-
ven Qualita¨tsmessung. Auf den Gebieten des Information Retrieval und der maschinellen
Spracherkennung ist das F-Maß relativ ha¨ufig anzutreffen [124]. Interessant ist die Ver-
wendung der Pra¨zision, die nicht den Anteil falscher Klassifikationen in den negativen
Punkten misst, sondern den Anteil falsch positiver Punkte in den als positiv klassifizier-
ten Punkten berechnet. Hier gibt es eine enge Beziehung zum Anreicherungsfaktor (5.7).
Im Vergleich zum ROC-Maß ist die deutlich unterschiedliche Bewertung von Fall 2 und 3
positiv zu sehen.
In unserer Software sind die Gu¨temaße (2.1), (2.2), (2.3), (2.4), (5.7), (5.8) und (5.9) im-
plementiert und ko¨nnen optional gewa¨hlt werden (Default: F-Maß).
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5.1.5 Parametrisierte Maße
Bei den Maßen (5.8) und (5.9) liegt jeweils eine Gleichgewichtung von Sensitivita¨t und
Spezifita¨t bzw. Pra¨zision vor. Fu¨r kostensensitive Anwendungen entspricht das nicht im-
mer den Pra¨ferenzen. Wir erweitern die Maße nun um einen Parameter zur Gewichtsverla-
gerung.
Das ROC-Maß kann man erweitern durch eine flexible Formulierung, die Gewichte zula¨ßt.
Sie hat die Form [133]
rocγ,δ :=
√
γ · se2 + δ · sp2
γ + δ
(γ, δ ∈ R+) . (5.10)
Geometrisch kann man Gewichte als Streckung oder Stauchung des Quadrates in der jewei-
ligen Dimension interpretieren, sodass auch eine Reduzierung auf einen Parameter mo¨glich
ist. Sei β := γ/(γ + δ), dann hat das zu (5.10) a¨quivalente Maß die Form
rocβ :=
√
β · se2 + (1− β)sp2 (β ∈ [0, 1]) . (5.11)
Der Vorteil in dieser Formulierung liegt darin, dass nur ein Parameter gewa¨hlt werden
muss.
Beispiel 5.4. Fu¨r Fall 2 in Beispiel 5.1, also fu¨r se = 0.1 und sp = 1.0, liefert das variable
ROC-Maß (5.11) je nach Faktor β sehr unterschiedliche Ergebnisse:
roc0.1 =
√
0.001 + 0.9 ≈ 0.95 ,
roc0.5 =
√
0.005 + 0.5 ≈ 0.71 ,
roc0.9 =
√
0.009 + 0.1 ≈ 0.33 .
U¨ber den Faktor β im variablen ROC-Maß ko¨nnen Ergebnisse also je nach Fragestellung
und Kosten ho¨chst unterschiedlich bewertet werden.
Eine Gewichtung kann auch zum F-Maß (5.9) hinzugefu¨gt werden [124]. Mittels eines
Gewichtes α ∈ [0, 1] kann man abweichend vom Standardwert 0.5 ein flexibles Maß defi-
nieren [94].










α ermo¨glicht ein Abschwa¨chen oder Versta¨rken des Sensitivita¨ts-Einflusses. Es gilt fmα ∈
[0, 1]. Die allgemein bekannte Darstellung des variablen F-Maßes hat die Form
fmβ :=
(1 + β2) pr · se
β2 · pr + se (β ∈ [0,∞]) (5.13)
und entsteht aus (5.12) durch einfaches Umformen mit α := 1
β2+1
. Es gilt fmβ ∈ [0, 1]
und es sind
• fm0 = pr,
• fm∞ = se.
Beispiel 5.5. Fu¨r Fall 2 in Beispiel 5.1, also fu¨r se = 0.1 und pr = 1.0, liefert das variable
F-Maß (5.13) je nach Faktor β sehr unterschiedliche Ergebnisse:
fm0.5 =
(1 + 0.25) 1.0 · 0.1
0.25 · 1.0 + 0.1 ≈ 0.36
fm1.0 =
(1 + 1.0) 1.0 · 0.1
1.0 · 1.0 + 0.1 ≈ 0.18
fm1.5 =
(1 + 2.25) 1.0 · 0.1
2.25 · 1.0 + 0.1 ≈ 0.14
U¨ber den Faktor β im variablen F-Maß ko¨nnen Ergebnisse also je nach Fragestellung und
Kosten ho¨chst unterschiedlich bewertet werden.
Aus den Beispielen 5.4 und 5.5 ziehen wir folgende Konsequenzen:
1. Variable Maße stellen flexible und interpretierbare Gro¨ßen dar, welche durchaus Ver-
wendung bei der SVM-Parameteroptimierung finden sollten. In konkreten Anwen-
dungen wurde mit der Wahl von β = 1 [166] die Variabilita¨t bisher selten genutzt. Es
wird zu pru¨fen sein, ob eine andere Gewichtung fu¨r spezielle Datensa¨tze individuelle
Verbesserungen liefert.
2. U¨ber den Faktor β ko¨nnen wichtige Ziele gesteuert werden, β selbst ist jedoch keine
im engeren Sinne zu optimierende Variable, sondern muss a priori gewa¨hlt werden,
sodass alle Parametertests mit dem gleichen Maß bewertet werden.
Die Parametrisierung ist in unserer Software als Option fu¨r F-Maß und ROC-Maß wa¨hlbar.
5.1.6 Maße mit weichen Za¨hlern
In den letzten Abschnitten ist viel u¨ber die Unterscheidung von Fehlerarten berichtet wor-
den. Kritisch an einer Fehlerbewertung ist jedoch zusa¨tzlich die Frage: was genau ist ein
Fehler? U¨blicherweise werden Klassifikationsfehler u¨ber die Bedingung
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y · h(x) = −1 (5.14)
definiert. Das bedeutet, es liegt eine scharfe Trennung zwischen korrektem und falschem
Ergebnis vor. In Kapitel 2 haben wir gesehen, dass wa¨hrend des Trainings Klassifikationen,
die zwar korrekt, aber zu schwach sind (unscharfe Klassifikationen mit Verletzung der
Marge), einen positiven Schlupfvariablenwert zugeordnet bekommen. In Anlehnung an
die Idee der Marge stellen wir im Folgenden neue weiche Maße vor [43].
Zuna¨chst rufen wir die Nebenbedingungen der primalen Aufgaben weicher SVM-Modelle
in Erinnerung. Es mu¨ssen
yi(〈w,xi〉+ b) ≥ 1− ξi (i = 1, . . . , rd)
gelten, siehe (2.30) und (2.35). Es werden nicht nur falsche, sondern auch unscharfe Klas-
sifikationen dokumentiert. Fu¨r yi = 1 bedeutet das
f(xi) =

≥ 1 ⇒ ξi = 0
∈ [0, 1) ⇒ ξi ∈ (0, 1]
∈ (−∞, 0) ⇒ ξi ∈ (1,∞)
.
Der Fall yi = −1 wird analog hergeleitet. Dieses Schema u¨bernehmen wir fu¨r die Auswer-
tung von Validierungsergebnissen. Dazu werden die Funktionswerte anstelle der Hypothe-
sen betrachtet. Wir schra¨nken diese flexible Bewertung jedoch auf das Intervall [−1, 1] ein,
damit Punkte mit großem Betrag der Zielfunktion das Modell nicht zu stark beeinflussen.


































Weiche Za¨hler nach den Definitionen 5.4 bis 5.6 wirken sich direkt auf Sensitivita¨t (2.2),
Spezifita¨t (2.3) und Pra¨zision (2.4) aus. Wir bezeichnen sie als s˜e, s˜p und p˜r.
Bemerkung 5.1. Die Wertebereiche von s˜e, s˜p und p˜r a¨ndern sich nicht. Es gelten weiter-
hin s˜e, s˜p, p˜r ∈ [0, 1]. Dennoch werden aufgrund der Beachtung der Marge die erreichten
Werte deutlich kleiner sein, als im Standardmodell.




β · s˜e2 + (1− β)s˜p2 . (5.15)
Definition 5.9. Das variable F-Maß mit Beachtung der Marge ist analog zu (5.13) definiert
als
˜fmβ =
(β2 + 1)p˜r · s˜e
β2 · p˜r + s˜e . (5.16)
Es gelten ˜rocβ ∈ [0, 1] und ˜fmβ ∈ [0, 1], sodass die neuen flexiblen parametrisierten Maße
(5.15) und (5.16) normiert sind. Weiche Za¨hler ko¨nnen auch fu¨r die einfachen Gu¨temaße
wie die Genauigkeit verwendet werden.
Die weiche Fehlermessung haben wir mittels einer Option fu¨r ROC- und F-Maß sowie alle
einfachen Gu¨temaße implementiert.
5.2 Numerische Parameteroptimierung mit APPSPACK
Im letzten Abschnitt haben wir Qualita¨tsmaße zur Bewertung von Klassifikationsergeb-
nissen wa¨hrend der Kreuzvalidierung oder anderer Testmethoden vorgestellt. Jedes Maß
liefert eine Zahl, welche die Gu¨te der verwendeten Parameter widerspiegelt. Im Laufe
der Arbeit haben wir viele Parameter vorgestellt, sodass sich die Anpassung fu¨r gro¨ßere
Datensa¨tze zu einem Problem entwickelt. Es stellt sich die Frage, welche Parameterkom-
binationen u¨berhaupt getestet werden sollen. Nach einem kurzen U¨berblick zu einfachen
Methoden stellen wir im Anschluss ein Softwarepaket zur gradientenfreien Parameteropti-
mierung vor.
Es gibt viele Formen der SVM-Parameteroptimierung, die sehr einfach sind. Sie beinhalten
keine Optimierungsverfahren. Unter einer iterativen Suche versteht man das Durchprobie-
ren einiger Parameterkombinationen, wobei nach jedem Durchlauf abha¨ngig von der Per-
formance entweder gestoppt oder wieder mit neu bestimmten Parameterwerten validiert
wird. Diese Methode fu¨hrt oft zu scheinbar guten Ergebnissen, ist jedoch auf die Ideen des
Nutzers beschra¨nkt. Auch birgt sie die Gefahr, sich in scheinbar vielversprechenden Ge-
genden des Parameterraumes zu verfangen. Fu¨r schon bekannte Datensa¨tze ist diese Me-
thode interessant, um zu untersuchen, wie Ergebnisse abha¨ngig von A¨nderungen optimaler
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Parameterwerte variieren. Daraus lassen sich interessante Aussagen zur Robustheit von
SVM-Klassifikatoren herleiten. Untersuchungen zur Robustheit von SVM-Klassifikatoren
gibt es hinsichtlich verrauschter Daten, jedoch nicht bezu¨glich Parameterschwankungen.
Die Rastersuche, auch grid search oder Gittersuche genannt, stellt eine sehr einfache und
weit verbreitete Methode der SVM-Parameteroptimierung dar. Dabei wird a priori fu¨r je-
den Parameter eine endliche Anzahl von Werten angegeben, die getestet werden sollen. Es
werden alle mo¨glichen Parameterkombinationen verwendet. Diese Art der Parametersuche
wird beispielsweise in [67] vorgeschlagen. Fu¨r den einfachen Fall der beiden Parameter C
und σ wird dort speziell das Gitter
C = 2−5, 2−3, . . . , 215 und σ = 2−15, 2−13, . . . , 23
empfohlen, welches unabha¨ngig von den jeweiligen Daten ist. Bei mehr als zwei Para-
metern dauert diese Gittersuche jedoch zu lange oder das verwendete Gitter ist sehr grob
und fu¨hrt dadurch zu schlechten Resultaten. Letzterer Fall tritt in der Praxis sehr oft auf,
insbesondere wenn die Datensa¨tze sehr groß sind und ein einzelnes Training schon sehr
lange dauert. Ein leicht verbessertes Verfahren ist, Validierungen auf einem groben Gitter
mit anschließender Validierung auf einem feinen Gitter, welches in dem Teil des ersten
Gitters mit den besten Ergebnissen liegt, durchzufu¨hren [67]. Die Gefahr liegt dann jedoch
darin, das erste Gitter so grob zu wa¨hlen, dass interessante Bereiche verloren gehen. Ange-
nommen, wir optimieren 3 Parameter mittels einer zehnfachen Kreuzvalidierung. Fu¨r jeden
Parameter stellen wir 5 Werte zur Verfu¨gung. Dann haben wir insgesamt 10 ·5 ·5 ·5 = 1250
Support-Vektor-Maschinen zu trainieren, bis die beste Parameterkombination feststeht. Bei
nur 5 Werten pro Parameter kann man jedoch nicht von einer Optimierung sprechen. Die
Rastersuche ist also fu¨r mehr als zwei Parameter kaum einsetzbar.
Wir haben bisher verdeutlicht, dass triviale Arten der Parameteroptimierung nicht geeignet
sind, um eine gro¨ßere Anzahl von Parametern anzupassen. Beim einfachsten SVM-Modell
mit 2 Parametern kann man die Validierungen noch gut u¨berblicken; bei mehr als 2 Para-
metern sollte der Prozess automatisiert werden. Der Vorteil von algorithmisch gesteuerten
Optimierungsmethoden ist die verminderte Anzahl an zu testenden Kombinationen durch
gezielte Suche nach vielversprechenden Richtungen. Das ermo¨glicht die Nutzung komple-
xer Lernmethoden mit zahlreichen Parametern.
Prinzipiell unterscheidet man zwei Vorgehensweisen zur Parameteroptimierung. Gradien-
tenbasierte Verfahren, wie zum Beispiel konjugierte Gradienten und Newton-Verfahren [57],
erfordern die Bestimmung des Gradienten der Zielfunktion. Die im Abschnitt 5.1 vorge-
stellten Gu¨temaße sind nicht differenzierbar, sodass diese Methoden ausscheiden. Gradi-
entenfreie Verfahren werden immer dann eingesetzt, wenn die Bestimmung des Gradienten
nicht mo¨glich ist, denn sie kommen einzig mit der Auswertung der Zielfunktion aus. Im
Zusammenhang mit Support-Vektor-Maschinen ko¨nnen sie fu¨r jedes Gu¨temaß verwendet
werden, sofern dieses einem beliebigen Punkt des Parameterraumes eine reelle Zahl zu-
ordnen kann. Gradientenfreie Optimierung a¨hnelt einer iterativen Suche. Ausgehend von
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einer Parameterkombination werden iterativ neue Kombinationen getestet, wobei die Such-
richtungen jedoch u¨ber ein Optimierungsverfahren gesteuert werden. Fu¨r Support-Vektor-
Maschinen angewandte Verfahren sind beispielsweise die Mustersuche aus [28] in [105]
und die Schwarmoptimierung aus [13, 81] in [115]. Zur Nutzung gradientenfreier Verfah-
ren ist eine zu minimierende Auswertungsfunktion zur Verfu¨gung zu stellen. Typischer-
weise ist das die Genauigkeit, was wir aber a¨ndern wollen. Wir werden im Allgemeinen
mit dem Maß (5.16) arbeiten. Fu¨r die Minimierung nutzen wir dann das zugeho¨rige E-
Maß [94].
Definition 5.10 (E-Maß).
˜emβ := 1− ˜fmβ . (5.17)
Alle anderen implementierten Maße stehen natu¨rlich auch zur Verfu¨gung und ko¨nnen mit-
tels einer Option mit weichen Za¨hlern versehen werden. Im Folgenden stellen wir eine frei
verfu¨gbare Software zur gradientenfreien Parameteroptimierung vor. Diese Software wird
fu¨r die Tests in Kapitel 7 verwendet.
APPSPACK
APPSPACK-4.0 (asynchronous parallel pattern search for derivative-free optimization) [55,
86] ist ein C++ Softwarepaket zur Lo¨sung von beschra¨nkten und unbeschra¨nkten Optimie-
rungsproblemen. Es implementiert ein gradientenfreies Suchverfahren, welches fu¨r Pro-
bleme mit kompliziert auszuwertenden Zielfunktionen konzipiert wurde. Wir werden es
fu¨r die SVM-Parameteroptimierung verwenden. Die Software sowie zahlreiche Publika-
tionen sind verfu¨gbar unter
http://software.sandia.gov/appspack 34 .
Anhand der aktuellen Dokumentationen [55] und [86] stellen wir auf den folgenden Seiten
das in APPSPACK umgesetzte Verfahren vor, um zu zeigen, wie die Suche nach optimalen
Punkten im Parameterraum funktioniert.





u ≤ pi ≤ o (5.19)
34Dank an Tamara Kolda fu¨r die Aufnahme unserer Arbeiten [40, 43, 48] in die Publikationsliste.
124
5.2. NUMERISCHE PARAMETEROPTIMIERUNG MIT APPSPACK
mit u,o ∈ Rm. Die unteren und oberen Schranken sind optional. Sie werden fu¨r jeden Pa-
rameter einzeln angegeben. Die Behandlung von Nebenbedingungen war fu¨r APPSPACK
urspru¨nglich nicht angedacht ([66], APPSPACK-1.0), in den Anwendungen zeigte sich je-
doch die Notwendigkeit, Nebenbedingungen beachten zu ko¨nnen, sodass ab Version 2.0
untere und obere Schranken definiert werden konnten. Da die Funktion Φ minimiert wird,
muss das gewa¨hlte Gu¨temaß ebenfalls eine zu minimierende Funktion sein. Da das F-Maß
(5.16) diese Voraussetzung nicht erfu¨llt, haben wir das E-Maß (5.17) eingefu¨hrt. Analog
kann man bei normierten Maßen vorgehen.35
Der APPSPACK-Algorithmus zeichnet sich dadurch aus, dass er im parallelen Modus asyn-
chron optimiert. Iterativ werden Mengen von Punkten fu¨r den Test berechnet und ver-
schickt. Die Ergebnisse werden spa¨ter wieder eingesammelt, jedoch in einem flexiblen
Modus. Es wird nicht gewartet, bis alle Ergebnisse zur Verfu¨gung stehen. Dauert eine
Berechnung etwas la¨nger, wird das entsprechende Ergebnis einfach spa¨ter betrachtet, falls
es dann noch von Interesse ist. Zu weiteren Aspekten der asynchronen parallelen Opti-
mierung verweisen wir auf Kapitel 6. In diesem Abschnitt besprechen wir den zugrunde
liegenden Optimierungsalgorithmus.
Das grobe Schema des APPSPACK-Algorithmus ist zuna¨chst in Abbildung 5.2 dargestellt,
eine genauere Darstellung folgt. Ein von APPSPACK betrachteter Punkt pineu ist immer ein
Sohn eines anderen Punktes piV, seines Vaters, d.h.
pineu = piV +∆neurneu . (5.20)
Er wird mittels folgender Informationen als Objekt abgespeichert:
• Vektor pineu ∈ Rm,
• Nummer suneu der realisierten Suchrichtung rneu bei U¨bergang zu pineu,
• Marke τneu,
• Marke τVneu des Vaters,
• Funktionswert Φneu, falls vorhanden,
• Funktionswert ΦVneu des Vaters,







35Der Anreicherungsfaktor (5.7) hat eine datenabha¨ngige obere Schranke und eignet sich nicht fu¨r die
Optimierung. Er ist jedoch zur Darstellung von Ergebnissen fu¨r unausgeglichene Datensa¨tze sehr hilfreich.
Wir verweisen dazu auf unsere Ergebnisse in [82].
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1. Generiere eine Menge von Testpunkten
T neu := {piopt +∆iri : i ∈ R} .
Dabei sind piopt der beste bis dahin gefundene Parametervektor, ri die i-te Suchrich-
tung und ∆i die zugeho¨rige Schrittweite. R ist die Indexmenge von Suchrichtungen,
die getestet werden sollen.
2. U¨bergib die Menge T neu an ein Auswertungssystem und betrachte die Menge T alt
der bereits ausgewerteten Punkte.
3. Pru¨fe, ob es einen Punkt pialt in T alt gibt, der besser als piopt ist. Als Notation dafu¨r
wa¨hlen wir pialt ÂAPPS piopt. APPSPACK pru¨ft dazu zwei Bedingungen, die noch
beschrieben werden. Gibt es ihn, dann war die Iteration erfolgreich, sonst war sie
erfolglos.
4. Bei erfolgreicher Iteration, ersetze piopt durch pialt. Aktualisiere die Menge der Such-
richtungen und lo¨sche die u¨berflu¨ssigen Punkte in der Auswertungswarteschleife.













Zur Definition der Abstiegsbedingung sei auf (5.22) verwiesen. Die folgenden Abschnitte
werden sich mit wichtigen Aspekten der Implementierung gradientenfreier Optimierung
innerhalb des APPSPACK-Pakets bescha¨ftigen. Zusammenfassend wird auf Seite 131 der
Algorithmus schematisch dargestellt.
5.2.1 Vergleich von Kandidaten
Im dritten Schritt des APPSPACK-Schemas muss gepru¨ft werden, ob ein Punkt pialt besser
als piopt ist (pialt ÂAPPS piopt). Dazu werden zwei Bedingungen [55] definiert, die beide
erfu¨llt sein mu¨ssen.
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• Die erste Bedingung besagt, dass der Zielfunktionswert der Gu¨tefunktion fu¨r pialt
dem bisherigen optimalen Wert vorgezogen wird. Das tritt ein, falls
Φ(pialt) < Φ(piopt) (5.21)
gilt. Fu¨r pialt = piopt wird einheitlich jeweils der Parametervektor mit der kleineren
Kennnummer gewa¨hlt.
• Die zweite Bedingung soll sichern, dass beim U¨bergang vom Vater zum Sohn eine
ada¨quate Abnahme des Zielfunktionswertes vorliegt, d.h.
Φalt < Φ
V
alt − ς∆2alt . (5.22)
ς ≥ 0 kann gewa¨hlt werden. Im Fall ς = 0 spricht man von einer einfachen, sonst
von einer hinreichenden Abnahme.
5.2.2 Nebenbedingungen und Skalierung
APPSPACK unterstu¨tzt einfache obere und untere Schranken. Fu¨r unsere Anwendung der
Parameteroptimierung ist das ausreichend. Alle Schranken mu¨ssen vor der Benutzung
des Programms in einer Datei abgelegt werden. Sie werden dann zur Generierung von
Suchrichtungen und Testpunkten verwendet.
Zu allen Nebenbedingungen muss eine Skalierung definiert werden. Variablenskalierung
ist fu¨r gradientenfreie Verfahren von großer Bedeutung. APPSPACK generiert den Skalie-
rungsvektor l ∈ Rm standardma¨ßig u¨ber die Schranken als
l := o− u . (5.23)
Sollte es keine endlichen Schranken geben, muss l vom Nutzer zur Verfu¨gung gestellt
werden.
5.2.3 Suchrichtungen und Schrittweiten
Nach jeder erfolgreichen Iteration von APPSPACK muss eine neue Menge von Suchrich-
tungen R generiert werden. Dazu werden die skalierten Koordinatenrichtungen herange-
zogen, wobei nur Punkte innerhalb des durch die Nebenbedingungen gegebenen Tangenti-






{−liei : pii > ui} ∪ {liei : pii < oi} . (5.24)
Mit ei wird wie u¨blich der i-te Einheitsvektor (der Dimension m) bezeichnet. Jede Such-
richtung i hat eine Nummer τi und eine ihr zugeordnete Schrittweite ∆i. Die Kennnummer
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ist notwendig, um feststellen zu ko¨nnen, ob in der Auswertungswarteschleife Punkte mit
dieser Suchrichtung warten. Fu¨r τi = −1 existieren keine unausgewerteten Punkte mehr,
die u¨ber die Richtung ri generiert wurden und ∆i wird benutzt, um einen neuen Testpunkt
zu definieren. Fu¨r τi 6= 1 gilt: τi ist die Nummer des Punktes, der aus ∆i und ri entstanden
ist.
5.2.4 Generierung neuer Testpunkte
Die Menge I := {i : ∆i ≥ ∆tol, τi = −1} entha¨lt Suchrichtungen, die noch nicht kon-
vergiert haben und auch keine Testpunkte im Auswertungssystem liegen haben. Fu¨r jedes
i ∈ I wird ein zula¨ssiger Testpunkt generiert. Sollte ein Punkt
pineu = piakt +∆iri
nicht zula¨ssig sein, wird eine sogenannte Pseudoschrittweite ∆˜i ermittelt. Sie ist definiert
als die gro¨ßtmo¨gliche Schrittweite, die zu einem zula¨ssigen Punkt fu¨hrt, d.h.
∆˜i = max
{




Das wichtigste Abbruchkriterium in APPSPACK fußt auf den Schrittweiten. Dahinter steht
die Tatsache, dass die Schrittweiten mit abnehmender Norm des Gradienten hinreichend
glatter Funktionen kleiner werden und dadurch ein natu¨rliches Abbruchkriterium liefern,
auch wenn keine Gradienteninformationen zur Verfu¨gung stehen. APPSPACK stoppt die
Optimierung, sobald
∆i < ∆tol ∀i = 1, .., p .
Dabei ist ∆tol eine a priori festzulegende minimale Schrittweite. Der APPSPACK-Algo-
rithmus ist konvergent, falls die Zielfunktion stetig ist. Zusa¨tzlich hat sich in der Praxis
gezeigt, dass der Algorithmus auch fu¨r nicht-glatte Zielfunktionen, die auf komplexen Si-
mulationen beruhen, verwendet werden kann [86]. Zu weiteren Details verweisen wir
auf [6].
Es gibt zwei weitere Abbruchkriterien, die zur Verfu¨gung stehen. Sie mu¨ssen vom Nutzer
explizit gewa¨hlt werden. Sie basieren nicht auf Methoden zur Minimierung der Norm des
Gradienten, vielmehr handelt es sich um einfache Kriterien ohne Glattheitsvoraussetzun-
gen an die Zielfunktion. Die erste Methode besagt, die Optimierung zu beenden, sobald
ein Punkt pi∗ lokalisiert wurde, fu¨r den
Φ(pi∗) ≤ Φtol
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gilt. Φtol ist ein a priori festgelegter Zielfunktionswert, der den Benutzer zufriedenstellt.
Dieses Kriterium ist interessant, denn oft herrscht der Wunsch, einen bestimmten Schwell-
wert zu unterschreiten, ohne die Rechenzeit exzessiv auszudehnen. Kritisch an diesem
Kriterium ist, dass eine Wahl von Φtol nicht garantiert, dass dieser Wert u¨berhaupt durch
die zugrunde liegende Simulation realisierbar ist. Ein anderes Verfahren ist jedoch immer
anwendbar. Es besagt, die Optimierungsschritte zu stoppen, sobald die Anzahl der Funkti-
onsaufrufe einen festgelegten Wert erreicht hat. Dieses Kriterium ist von Vorteil, falls nur
begrenzte Rechenzeit bei sehr aufwa¨ndigen Modellen zur Verfu¨gung steht. U¨ber die Gu¨te
des damit angepassten Parametervektors la¨ßt sich dann eine Aussage treffen, indem das
letzte erreichte Minimum des Gu¨temaßes betrachtet wird. Ein guter Startwert kann auch
helfen, zu einer akzeptablen Lo¨sung zu finden. Alle Abbruchkriterien ko¨nnen kombiniert
werden.
5.2.6 Auswertungssystem
Das Auswertungssystem von APPSPACK hat einen internen und einen externen Bereich.
Der externe Modus muss eine Menge T neu von neuen Testpunkten einsammeln und eine
Menge T alt von bereits ausgewerteten Punkten abgeben. Im internen Level erfolgt eine
dreistufige Verarbeitung. Jeder Punkt wartet zuna¨chst in der Warteschleife, bis die no¨tigen
Ressourcen fu¨r seine Auswertung frei sind. In dieser Phase werden Punkte wieder entfernt,
falls APPSPACK schon einen erfolgreichen Schritt in der entsprechenden Richtung geta¨tigt
hat. Im zweiten Level folgt die Berechnung des Zielfunktionswertes. Im Anschluss daran
hat der Punkt zu warten, bis sein Ergebnis das Auswertungssystem verlassen kann.
5.2.7 Fazit
An dieser Stelle fassen wir alle fu¨r uns relevanten Eigenschaften von APPSPACK zusam-
men:
• Die Software ist frei verfu¨gbar und wird regelma¨ßig von einem Entwicklerteam ver-
bessert.
• Die Prozedur zur Auswertung der Zielfunktion muss nicht in die C++ Software
eingebettet werden, sondern kann als separates Programm vorliegen. Andere Pro-
grammiersprachen ko¨nnen problemlos genutzt werden, da ausschließlich u¨ber Input-
Output-Dateien kommuniziert wird.
• Es ist sowohl serielles als auch paralleles36 Rechnen mo¨glich.
• Es werden keine Gradienteninformationen beno¨tigt.
36Siehe dazu Kapitel 6.
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• Die Form der Zielfunktion ist nicht vorgegeben. Es kann sich um eine komple-
xe Simulation handeln. Ausschließlich aussagekra¨ftige Zielfunktionswerte werden
beno¨tigt.
• Es ko¨nnen viele Parameter gleichzeitig optimiert werden (bis zu 100) [55].
• Es liegen gute Konvergenzeigenschaften vor.
• Das Scheitern einzelner Simulationen fu¨hrt nicht zum Abbruch der Optimierung.
Punkte, die keine sinnvolle Auswertung liefern, bekommen den Funktionswert ∞
zugewiesen. Der Nutzer kann dafu¨r sogenannte error strings nutzen.
Der APPSPACK-Algorithmus ist in Abbildung 5.3 zusammenfassend dargestellt. Details
zur parallelen Version der Software werden in Kapitel 6 erla¨utert.
Wir verweisen an dieser Stelle auf Anhang A, der Informationen zum Bug Fixing von
APPSPACK sowie zur Struktur der .appsDatei (Kommunikation mit der SVM-Software)
entha¨lt.
5.3 Zusammenfassung
In diesem Kapitel haben wir Qualita¨tsmaße zur SVM-Parameteroptimierung vorgestellt
und weiterentwickelt. Ausgehend von einfachen Maßen haben wir die Notwendigkeit fle-
xibler und sensitiver Maße motiviert. Mittels dieser Maße ko¨nnen Ziele, wie beispielsweise
kostensensitive Klassifikation, umgesetzt werden. Aspekte kostensensitiver Klassifikation
mit Support-Vektor-Maschinen wurden bereits in Kapitel 4 behandelt. Im Anschluss haben
wir Methoden zur SVM-Parameteroptimierung betrachtet. Dabei haben wir hauptsa¨chlich
die Software APPSPACK zur gradientenfreien Optimierung vorgestellt. Diese Methode
der Parameteroptimierung eignet sich fu¨r unser Anliegen, wie wir im Abschnitt 5.2.7 zu-
sammenfassend aufgelistet haben. In Kapitel 7 pra¨sentieren wir Ergebnisse, die wir bei
der Kopplung von APPSPACK mit unserer SVM-Software erreicht haben. Im folgenden
Kapitel wenden wir uns zuna¨chst Aspekten der Parallelisierung der SVM-Software und der
Nutzung der Parallelita¨t von APPSPACK zu.
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Initialisierung: Parametervektor piakt ∈ Rm, Toleranzen ∆min und ∆tol, Bu¨ndel an
Suchrichtungen R := {r1, .., rp}, R = {1, .., p}, ∀i ∈ R: ∆i = ∆init und τi = −1
∀i ∈ R := {i : i ∈ {1, .., p},∆i ≥ ∆tol und τi = −1}
∆˜i ≤ ∆i sei gro¨ßtmo¨gliche Schrittweite in Richtung ri
generiere neuen Testpunkt pii = piakt + ∆˜iri mit Marke Ni
fu¨r Sohn pii speichere Marke NVi des Vaters, Index sui und Schrittweite ∆i
τi = Ni, T
neu = T neu ∪ {pii}
sende die Menge T neu zur Auswertung und sammle die Menge T alt der ausgewerteten
Punkte ein




























R := {r1, .., rp}, p kann dafu¨r neu
definiert werden
∀i = 1, .., p : ∆i := max{∆opt,∆min},
τi = −1
sa¨ubere die Auswertungswarteschleife































Datensa¨tze, die in Zukunft zur Klassifikation verwendet werden sollen, werden nicht mehr
nur aus einigen hundert Punkten mit wenigen Variablen bestehen. In der Pharmaforschung
gibt es heute schon Datenbanken, die mit hunderttausenden von Strukturen mit hunder-
ten Attributen gefu¨llt sind [85]. Daraus entsteht der Wunsch, mo¨glichst viele Daten zur
Untersuchung von Abha¨ngigkeiten zu verwenden. Auch bei anderen Anwendungen steigt
die Anzahl verfu¨gbarer Daten dramatisch an. Als Beispiel sei die Textklassifikation ge-
nannt, welche in der Zeit von Online-Recherchen immer wichtiger wird. Die Entwicklung
skalierbarer paralleler Algorithmen des Data-Mining ist von großem Interesse.
Ein großer Nachteil der heutigen seriellen Support-Vektor-Maschinen ist der hohe Zeit-
aufwand bei der Berechnung großer Datensa¨tze [22]. Dadurch wird die Anwendbarkeit
des Verfahrens eingeschra¨nkt auf kleine und mittelgroße Probleme. Die Entwicklung par-
alleler SVM’s ist ein neues und wichtiges Forschungsthema. Es existieren einige junge
Arbeiten auf diesem Gebiet, wobei sich die meisten auf Heuristiken fu¨r das Training auf
reduzierten und verteilten Daten beschra¨nken. Das bedeutet, große Datensa¨tze werden ent-
weder vor dem Training mittels Selektionsverfahren auf die gewu¨nschte Gro¨ße verkleinert
oder man teilt die Daten in mehrere Gruppen gewu¨nschter Gro¨ße ein und fu¨r jede Gruppe
wird das Lernverfahren unabha¨ngig eingesetzt, bevor im Anschluss die Ergebnisse mittels
komplizierter Heuristiken kombiniert werden. Teilweise werden auch nur lineare SVM’s
verwendet, da sich dafu¨r vorhandene parallele Algorithmen der Optimierung nutzen lassen.
Als Pakete fu¨r das Trainieren von SVM’s auf großen Daten sind sie nicht geeignet.
In diesem Kapitel bescha¨ftigen wir uns mit der Entwicklung einer parallelen SVM-Software
sowie mit deren Kopplung an die parallele Version der APPSPACK-Software zur Paramete-
roptimierung. Die SVM-Software basiert auf dem in Kapitel 3 ausfu¨hrlich beschriebenen
Algorithmus sowie den in den Kapiteln 4 und 5 vorgestellten Modifikationen. Als Zwi-
schenebene zur Realisierung der notwendigen Gu¨teabfragen wa¨hrend der Parameteropti-
mierung dient eine parallele Kreuzvalidierungsroutine. Die Struktur des Gesamtsystems










Abbildung 6.1: Schema zum Parallelisierungskonzept mit Zuordnung zu den Abschnitten.
Nach einem U¨berblick zum aktuellen Stand der Entwicklungen auf dem Gebiet des paralle-
len Data-Minings werden wir zuna¨chst darstellen, welche Arbeiten zu parallelen Support-
Vektor-Maschinen schon dokumentiert sind. Im Anschluss beschreiben wir unser dreistu-
figes flexibles Parallelisierungskonzept. Testergebnisse folgen in Kapitel 7.
6.1 Stand der Forschung
Die meisten Data-Mining-Algorithmen haben lange Laufzeiten fu¨r große Datensa¨tze, wa¨h-
rend die Anzahl zu verarbeitender Daten in beiden Dimensionen, d.h. die Anzahl der Bei-
spiele und der Variablen, stetig steigt. In Erga¨nzung zur Verbesserung serieller Algorith-
men kann die Entwicklung und Nutzung paralleler Methoden die Rechenzeit verku¨rzen.
Dieser Abschnitt gibt einen U¨berblick zu Aktivita¨ten des maschinellen Lernens auf großen
Datensa¨tzen, insbesondere auf dem Gebiet paralleler Klassifikationsverfahren, speziell SVM’s.
6.1.1 Paralleles Data-Mining
Die Entwicklung paralleler Data-Mining-Methoden ist nicht neu. Schon in [140] wurden
Strategien zur Implementierung paralleler Data-Mining-Algorithmen vorgestellt und be-
wertet. Die meisten parallelen Data-Mining-Methoden wurden fu¨r Distributed-Memory-
Systeme entwickelt [72]. Dazu geho¨ren
• Assoziationsregeln:
Assoziationsregel-Algorithmen (ARA’s) [64] nehmen eine wichtige Stellung inner-
halb des Data-Mining ein. Die ha¨ufigsten Anwendungen bescha¨ftigen sich mit Markt-
und Konsumanalyse. ARA’s mu¨ssen eine Menge von Teilmengen der Daten generie-
ren, die ha¨ufig in den Datenbanken vorkommen. Zusa¨tzlich mu¨ssen Regeln erlernt
werden, die erkla¨ren, wie eine Teilmenge von Daten die Anwesenheit bestimmer
anderer Daten in einer Datenbank beeinflusst. Die Algorithmen sind teuer bei Be-
rechnung und sind gekennzeichnet durch viel Input/Output. Es existieren Daten- und
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Taskparallele Implementierungen paralleler ARA’s. Kritisch sind Synchronisation,
Kommunikation, Workload, Datenverteilung und I/O-Minimierung. Eine interes-
sante hybride Implementierung, welche die Vorteile beider Methoden ausnutzt, wird
in [160] erkla¨rt.
• k-Cluster-Verfahren:
Clusterung [70] ist ebenfalls eine sehr wichtige Aufgabe bei der Datenanalyse. Ob-
jekte mit a¨hnlicher Struktur sollen erkannt und in eine Gruppe eingeordnet werden.
Die Anzahl k der Gruppen kann gewa¨hlt werden. Wa¨hrend der Berechnung mu¨ssen
k Clustermittelpunkte so gefunden werden, dass der mittlere Abstand eines Punk-
tes zu seinem Clustermittelpunkt so klein wie mo¨glich ist. Das Problem ist NP-
vollsta¨ndig [104]. Typischerweise wird eine iterative Prozedur implementiert, wel-
che ausgehend von k Startpunkten die Mittelpunkte a¨ndert, wobei als Kriterium ei-
ne Kostenfunktion minimiert wird. Anwendungen reichen von Vektorquantisierung
u¨ber Zeitreihenanalyse, Visualisierung und Textanalyse, bis hin zu Navigation [30].
Vorgeschlagene Parallelisierungskonzepte addressieren die Abstandsberechnungen,
welche die Rechenzeit fu¨r große Datensa¨tze sehr stark dominieren. Diese sind un-
abha¨ngig voneinander und ko¨nnen datenparallel gerechnet werden. Probleme gibt es
mit den Kommunikationskosten [30]. Ein anderer Ansatz implementiert ein Master-
Slave-Schema, in dem der Master die Daten aufteilt und verschickt [77]. Die Slaves
arbeiten untereinander mittels Broadcast-Funktionen.
• Entscheidungsba¨ume:
Klassifikationsaufgaben werden ha¨ufig u¨ber Entscheidungsbaumalgorithmen [122]
gelo¨st. Ihre Popularita¨t ist darin begru¨ndet, dass ein Baum schnell zu erlernen sowie
einfach zu interpretieren ist, bei gleichzeitig hoher Genauigkeit. Die zunehmenden
Daten bei der Klassifikation haben auch hier zu Engpa¨ssen und daher zu parallelen
Entwicklungen gefu¨hrt. Die Datenreduktion fu¨hrte nicht mehr zu guten Lo¨sungen.
Die Baummethode ist nicht trivial parallelisierbar, da die Struktur des Baums irre-
gula¨r ist und erst wa¨hrend der Laufzeit bestimmt wird. Die Arbeistlast an jedem
Knoten ist unterschiedlich und datenabha¨ngig. In [143] werden synchrone und un-
terteilte Baumberechnungen fu¨r die Parallelisierung vorgestellt. Beide Methoden ha-
ben Nachteile, wie z.B. Kommunikationskosten und Workloadprobleme (synchron)
sowie Datenumverteilung (unterteilt). Eine hybride Formulierung fu¨hrte zu einer
Verbesserung. Weitere Ansa¨tze sind in [76] zu finden.
• k-na¨chste-Nachbarn:
Na¨chste-Nachbarn-Klassifikation [61] ist eine parameterfreie Lernmethode, bei der
die Klassifikation eines Punktes anhand der k na¨chsten Nachbarn in der Umgebung,
im Allemeinen u¨ber eine Mehrheitsentscheidung, vorgenommen wird. Der Speicher-
und Rechenaufwand dieses oft verwendeten Verfahrens ist fu¨r große Daten wie auch
bei anderen Data-Mining-Algorithmen sehr hoch. In [16] wird ein paralleler Al-
135
KAPITEL 6. PARALLELISIERUNG
gorithmus zur Zerlegung einer Punktmenge vorgestellt, welcher sich auch fu¨r k-
na¨chste-Nachbarn-Klassifikation einsetzen la¨ßt. Bei der Parallelisierung wurden so-
genannte “rake” und “compress” Routinen eingesetzt. Es werden Abscha¨tzungen
zur Zeitkomplexita¨t gemacht, jedoch leider keine Testergebnisse angegeben.
• Neuronale Netze:
Neuronalen Netzen [12] wird nachgesagt, sie seien den SVM’s am a¨hnlichsten. Die
Ideen sind vergleichbar, jedoch variiert die Struktur neuronaler Netze sehr stark. Es
gibt einfache Netze, wie das Perceptron, und sehr komplizierte Netze mit vielen
Zwischenschichten, bei denen viele Modellgewichte anzupassen sind. Eine Arbeit
zu paralleler Klassifikation mit neuronalen Netzen ist [35], wobei man dort auf ein
paralleles Training verzichtet hat mit der Begru¨ndung, dass dieses bei realen Anwen-
dungen nur einmalig stattfindet. Man hat sich daher darauf konzentriert, die Klas-
sifikationsphase zu parallelisieren, um Vorhersagen in Echtzeit machen zu ko¨nnen.
Ein echtes paralleles Training neuronaler Netze ist uns bisher nicht bekannt.
• Boosting:
Die Methode des Boosting [131] lernt einen hochgenauen Klassifikator dadurch,
dass diverse schwache Klassifikatoren vereint werden. Fu¨r eine parallele Version
wird der Gesamtdatensatz aufgeteilt und jeder Teildatensatz wird fu¨r einen Lernvor-
gang verwendet. Im Anschluss werden Ergebnisse ausgetauscht und Klassifikatoren
kombiniert [93]. Am Ende exisitert ein Modell aus gewichteten Klassifikationsfunk-
tionen fu¨r jeden Teildatensatz. Dieses kann zur Klassifikation neuer Daten verwendet
werden.
In letzter Zeit werden auch parallele Data-Mining-Algorithmen fu¨r Shared-Memory-Systeme
entwickelt und getestet. Dafu¨r gibt es verschiedene Gru¨nde:
• Shared-Memory-Maschinen haben seit einigen Jahren immer bessere Skalierungsei-
genschaften [72].
• Die neuen Maschinen bieten große Hauptspeicher und hohe Bus-Bandbreiten, was
fu¨r Data-Mining-Anwendungen von enormer Wichtigkeit ist [140].
• SMP-Cluster sind mittlerweile – auch in der Industrie – verbreitet.
In [117] wurde ein Algorithmus zur parallelen Assoziationsregelentdeckung entwickelt
und in [161] beschreiben die Autoren parallele Entscheidungsbaumverfahren fu¨r SMP-
Systeme. Insgesamt gibt es zur Zeit aber noch wenige Entwicklungen auf diesem Ge-
biet, obwohl die Hersteller großer SMP-Systeme Data-Warehousing und Data-Mining als
Zielanwendungen sehen. Ein Grund dafu¨r ist, dass sich serielle Data-Mining-Algorithmen
nicht trivial im Shared-Memory-Modus parallelisieren lassen. Oft ist es notwendig, die
seriellen Algorithmen zu a¨ndern, um u¨berhaupt Parallelisierbarkeit zu ermo¨glichen. Insge-
samt kann man tatsa¨chlichen Bedarf, Nutzen und Kosten noch nicht abscha¨tzen.
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Alternativ zur Parallelisierung von Lernalgorithmen selbst, kann man auch die oftmals
notwendige Kreuzvalidierung parallelisieren. Kreuzvalidierung wurde auf Seite 8 vorge-
stellt. Die Machine-Learning-Software WEKA [156], eine frei verfu¨gbare Implementation
von Methoden des maschinellen Lernens, stellt eine parallele Kreuzvalidierung fu¨r seine
Klassifikatoren zur Verfu¨gung [18].
Ganz aktuell gibt es Bemu¨hungen, paralleles Data-Mining und maschinelles Lernen weiter
voran zu treiben37, wovon auch die SVM’s profitieren werden.
Fazit: Data-Mining-Algorithmen verarbeiten eine große Anzahl von Daten, wobei das zu
lernende Modell von allen zur Verfu¨gung stehenden Daten abha¨ngig sein sollte, denn das
Entfernen von Punkten38 zugunsten der Rechenzeit fu¨hrt im Allgemeinen nicht zum Er-
folg. Datenparallele Modelle fu¨hren meist nicht zum gewu¨nschten Ergebnis oder erfordern
spezielle Abscha¨tzungen und Techniken, die eine gute Lo¨sung garantieren. Die Paralleli-
sierung wird dadurch erschwert [140].
6.1.2 Parallelita¨t mit Support-Vektor-Maschinen
Support-Vektor-Maschinen haben in den letzten Jahren großen Zuspruch erfahren. Immer
mehr Anwendungsgebiete mit großen Datenmengen werden aufgetan. Dazu geho¨ren die
Bioinformatik, die Medizininformatik, wissenschaftliche Datenanalyse, Finanzdatenana-
lyse, Telekommunikationsanwendungen und Marketing [72]. Große Datenmengen fu¨hren
zu enormer Rechenintensita¨t bei SVM’s und so war abzusehen, dass bald erste Ideen zur
Nutzung von SVM’s auf Parallelrechnern entstehen wu¨rden. Effiziente und parallele Nut-
zung von SVM’s stellt ein junges und dynamisches Forschungsgebiet dar. Zur Zeit ist
die Entwicklung paralleler SVM’s noch in ihren Anfa¨ngen, Implementierungen existie-
ren kaum. Mo¨glichkeiten des effizienten und parallelen Rechnens im Zusammenhang mit
SVM’s ergeben sich durch Methoden fu¨r:
1. verku¨rztes Training
Algorithmen werden effizienter gestaltet, vereinfacht oder die Verku¨rzung der Re-
chenzeit ergibt sich durch geeignete Datenverkleinerung, z.B. mittels Undersamp-
ling, vergleiche Seite 107.
2. paralleles Training
Das SVM-Training, d.h. die Lo¨sung des quadratischen Optimierungsproblems findet
parallel statt. Das kann mittels paralleler numerischer Algorithmen, aber auch daten-
parallel mittels einer Heuristik passieren, welche Daten auf die Prozessoren aufteilt,
auf denen dann unabha¨ngig seriell trainiert wird. Im Anschluss muss ein Schema zur
Erstellung des finalen Modells existieren.
37ECML PKDD 2006 Workshop on Parallel Data Mining




Ein Mehrklassenproblem la¨ßt sich relativ leicht u¨ber die Definition mehrerer bina¨rer
SVM’s behandeln [154]. Diese bina¨ren SVM’s sind dann vo¨llig unabha¨ngig vonein-
ander und ko¨nnen gleichzeitig trainiert werden. Die finale Klassifikation wird dann
u¨ber eine Mehrheitsentscheidung vorgenommen.
4. parallele Validierung
Bei der Kreuzvalidierung sind die anfallenden Aufgaben ebenfalls unabha¨ngig von-
einander, vergleiche Abbildung 2.1. Parallelisierung ist mo¨glich, wobei maximal v
CPU’s in Frage kommen. Kommunikation ist notwendig, um ein Gesamtergebnis
der Validierung zu berechnen.
5. parallele Parameteroptimierung
Bei der SVM-Parameteroptimierung werden mehrere Parameterkombinationen gete-
stet. Dabei liegt jedem Test mindestens ein SVM-Training zugrunde. Nichtiterative
Prozeduren, wie beispielsweise die Gittersuche, eignen sich besonders gut fu¨r eine
Parallelisierung.
Diese Methoden ko¨nnten auch gekoppelt eingesetzt werden, siehe dazu Abbildung 6.2. Fu¨r











Abbildung 6.2: Schema zu mo¨glichen Anknu¨pfungspunkten bei der SVM-Parallelisierung.
Viele der ku¨rzlich publizierten parallelen SVM-Methoden erscheinen auf den ersten Blick
neu und interessant, jedoch fa¨llt bei na¨herer Pru¨fung auf, dass oft auf mehr oder weniger
einfache Methoden zur Datenaufteilung zuru¨ckgegriffen wird. Die bekanntesten Methoden
werden im Folgenden dargestellt.
• In [159] wird eine Methode zur Handhabung großer Datensa¨tze beschrieben. Dabei
wird zuna¨chst ein Cluster-Verfahren benutzt, um interessante Trainingsdaten zu iden-
tifizieren, die den Lerneffekt der finalen SVM maximieren. Im Allgemeinen sollten
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das Punkte mit kleiner Marge sein. Diese werden im Anschluss fu¨r das tatsa¨chli-
che SVM-Training herangezogen. Die Methode kann leider nur fu¨r lineare Kerne
verwendet werden und ist somit wenig interessant.
• [121] stellt eine Methode zur parallelen Berechnung der Grammatrix auf Distributed-
Memory-Systemen vor. Leider zeigt sich, dass der erreichbare Speedup wegen der
hohen Kommunikationskosten nicht vielversprechend ist. Als Ausweg wird in die-
ser Arbeit eine du¨nnbesetzte Matrix vorgestellt, welche die Kernmatrix fu¨r den Fall
des Gauß-Kerns approximiert. Bei Nutzung der Approximation verringern sich die
Kommunikationskosten enorm und fu¨hren zu guten Speedup-Werten. Leider geht
die Approximation wie zu erwarten zu Lasten der Klassifikationsgu¨te und ist zudem
zeitaufwa¨ndig.
• In [32] wird ein Trainingsverfahren fu¨r mehrklassige SVM’s vorgestellt. Dabei wird
ebenfalls ein Vorverarbeitungsschritt durchgefu¨hrt. Die Grammatrix fu¨r das Gesamt-
problem wird mittels einer Blockdiagonalmatrix approximiert und in einem paralle-
len Optimierungsschritt wird fu¨r jeden Einzelblock ein Training durchgefu¨hrt. Da-
bei werden jeweils die Support-Vektoren gesammelt und stehen am Ende fu¨r das
eigentliche Training, welches aber seriell durchgefu¨hrt wird, zur Verfu¨gung. Die
Approximation wird nicht beschrieben und auch die Behandlung der linearen Ne-
benbedingung bleibt offen.
• Ein parallelisierbarer SVM-Algorithmus fu¨r große Datensa¨tze wird in [24] vorge-
stellt. Die Grundidee ist, mehrere SVM’s zu trainieren, wobei jede SVM einen klei-
nen Teil der Daten zugeordnet bekommt. Nach den unabha¨ngigen Trainingsphasen
wird eine Kostenfunktion auf dem Gesamtdatensatz minimiert und die verschiede-
nen SVM-Modelle agieren als eine Art Expertensystem. Die unabha¨ngigen Trai-
ningsphasen ko¨nnten dann parallel durchgefu¨hrt werden.
• Die Cascade SVM, die in [54] als parallele Support-Vektor-Maschine vorgestellt
wird, ist den drei schon erwa¨hnten Methoden [24, 32, 159] grundsa¨tzlich sehr a¨hn-
lich. Die Trainingsdaten werden in mehrere Gruppen aufgeteilt und fu¨r jede Gruppe
wird eine SVM trainiert. Darauf folgen dann mehrere Schichten, in denen die Er-
gebnisse ausgewertet werden, siehe Abbildung 6.3. Das Ziel dabei ist auch hier,
mo¨glichst alle Support-Vektoren fu¨r das eigentliche Training zur Verfu¨gung zu stel-
len und alle anderen Punkte herauszufiltern. Da die Anzahl der Support-Vektoren im
Allgemeinen viel kleiner ist, als die Gesamtpunktzahl, erscheint die Idee sinnvoll.
Allerdings ist das Verfahren unbrauchbar fu¨r große Datensa¨tze mit vielen Support-
Vektoren, da der eigentliche Trainingsalgorithmus wie so oft nicht parallel ist. Viele
Methoden versuchen, unwichtige Punkte zu entfernen, und fu¨hren dann doch ein se-
rielles Training durch. Die meisten Vero¨ffentlichungen, die zur Zeit zu parallelen
SVM’s existieren, stellen derartige Systeme vor. Die Cascade SVM hat einen wei-
teren Nachteil. Wie man in Abbildung 6.3 sehen kann, nimmt die Zahl an CPU’s
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Abbildung 6.3: Struktur der Cascade SVM (Bild kopiert aus [54]).
ab (von 8 auf 1). Die Layer sind abha¨ngig voneinander, sodass in jedem Schritt
tatsa¨chlich nur die Ha¨lfte der CPU’s Arbeit bekommt.
• In [119] werden zwei parallelisierbare SVM-Algorithmen vorgestellt, die sich gut fu¨r
Datensa¨tze eignen, die in genau einer Dimension sehr groß sind. Das kann entweder
die Anzahl von Trainingspunkten oder die Anzahl von Attributen sein.39 Die Paralle-
lisierbarkeit wird jeweils durch die Umformulierung des SVM-Optimierungsproblems
erreicht. Es entsteht ein lineares Gleichungssystem, fu¨r dessen Lo¨sung existierende
parallele Algorithmen eingesetzt werden ko¨nnen. Der Nachteil beider Methoden
ist, dass sie ausschließlich fu¨r lineare SVM’s geeignet sind. Die in der Arbeit an-
geku¨ndigte Version fu¨r nichtlineare SVM’s ist bisher nicht erschienen. Das vorge-
schlagene Schema arbeitet mit dem primalen Optimierungsproblem im Merkmals-
raum und la¨ßt sich offensichtlich nicht trivial auf das duale Problem u¨bertragen.
Sollte die Merkmalsabbildung bekannt sein, ko¨nnte man einen der Algorithmen ver-
wenden. Im Allgemeinen kennt man die Daten im Merkmalsraum aber nicht. Genau
aus dem Grund sind wir auf nichtlineare kern-basierte SVM’s angewiesen.
• Eine MPI-basierte Software fu¨r echtes paralleles SVM-Training mit guten Skalie-
rungseigenschaften wurde ku¨rzlich in [164] vorgestellt. Sie basiert auf dem Zer-
legungsalgorithmus und dem in [27] vorgestellten QP-Lo¨ser von Dai und Fletcher.
Die Parallelita¨t entsteht unter anderem durch verteilte Berechnung des Gradienten
der Zielfunktion im Zerlegungsverfahren. Wir werden im Abschnitt 6.2 nochmals
auf diese Software zu sprechen kommen.
• Eine Methode zur parallelen Parameteroptimierung von SVM’s wurde in [129] vor-
gestellt. Basierend auf der Erkenntnis, dass das Parameterfittingproblem bei SVM’s
zu enormen Rechenzeiten fu¨hrt, wurde eine parallele Methode dafu¨r entwickelt. Sie
39Letzteres zum Beispiel bei Microarray-Daten mit mehreren tausend Variablen
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basiert auf einem evolutiona¨ren Algorithmus (EA). Evolutiona¨re Algorithmen [4]
und andere gradientenfreie Optimierungsalgorithmen sind interessante Methoden
im Hinblick auf SVM-Parameteroptimierung, da sie heuristische Maße optimieren
ko¨nnen, die keinerlei Gradienteninformationen liefern. Wir haben uns mit diesem
Aspekt in Kapitel 5 bescha¨ftigt.
6.2 Dreistufig parallele SVM-Software
In diesem Abschnitt stellen wir unsere Implementierung einer parallelen Support-Vektor-
Maschine vor. Dabei werden wir drei parallele Ebenen behandeln, die zusammen, aber
auch in beliebigen Kombinationen verwendet werden ko¨nnen. Dieser Abschnitt basiert auf
unseren Arbeiten [37, 39–42, 45–48].
6.2.1 JUMP-Cluster
Wir arbeiten auf dem IBM p690 Cluster JUMP (Juelich Multi Processor), welcher sich
im Zentralinstitut fu¨r Angewandte Mathematik des Forschungszentrums Ju¨lich befindet.
JUMP ist ein SMP-Cluster-System mit 41 Knoten zu je 32 Power4+ CPU’s (1.7 GHz)
und 128 GB Hauptspeicher. Die Peak-Performance der 1312 CPU’s liegt bei etwa 9
TFlop/s [29]. Das in 2003 und 2004 eigens errichtete Geba¨ude ist in Abbildung 6.4 dar-
gestellt. Insgesamt stehen 1000m2 Fla¨che zur Verfu¨gung. Eine frei tragende Decken-
konstruktion, 6500m3 Rauminhalt sowie 80cm Doppelboden sind weitere Merkmale des
neuen Geba¨udes. Pro Stunde kommt es in der Halle zu insgesamt 38 Luftwechseln. Eine
Brandfru¨herkennung sowie eine Argon-Lo¨schanlage sind nur zwei der Vorkehrungen, die
helfen sollen, den Rechner und das Geba¨ude vor Schaden zu schu¨tzen. Der Rechner ist in
Abbildung 6.5 zu sehen.
Abbildung 6.4: Neues Geba¨ude fu¨r den Rechner JUMP aus dem Jahr 2004.
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Abbildung 6.5: Rechnerhalle am Zentralinstitut fu¨r Angewandte Mathematik.
Abbildung 6.6: JUMP-Architektur.
6.2.2 Innere parallele Ebene: einzelne SVM-Trainingsphase
Das einzelne SVM-Training ist fu¨r große Datensa¨tze sehr zeitintensiv [39]. In den letzten
beiden Dekaden ist ein enormes Wachstum der elektronisch verfu¨gbaren Daten zu ver-
zeichnen – mit einer Verdopplung etwa alle 20 Monate, sodass effiziente und schnelle
Algorithmen von enormer Wichtigkeit sind. Es bietet sich daher an, das SVM-Training zu
parallelisieren.
Heutzutage gibt es immer mehr Parallelrechner mit globalem oder Multiprozessor-Shared-
Memory. Fu¨r diese Maschinen existieren einige parallele Data-Mining-Algorithmen, wie
z.B. Entscheidungsba¨ume [72]; parallele SVM-Trainingsverfahren existieren dafu¨r bisher
nicht. Einer der Gru¨nde dafu¨r ko¨nnte die enorme Popularita¨t des SMO-Verfahrens [118]
in der SVM-Community sein. Dieser Algorithmus arbeitet mit zwei aktiven Punkten pro
Iteration, siehe Abschnitt 3.1.3. Ein einzelner Schritt ist dadurch sehr schnell, aber nicht
parallelisierbar. Eine Parallelisierung kann demnach nur dadurch erfolgen, dass mehrere
Iterationen gleichzeitig durchgefu¨hrt werden. Das vera¨ndert die Lo¨sung und fu¨hrt zu un-
erwu¨nschten Effekten [89]. Die Parallelisierung beruht dabei auf einer Datenaufteilung,
sodass mindestens zwei SVM’s trainiert und deren Ergebnisse am Ende kombiniert wer-
den. Fu¨r mehr als zwei Prozessoren gestaltet sich die Datenaufteilung extrem kompliziert,
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wie in [89] dargestellt wurde. Es gab schon mehrere Bemu¨hungen, SMO zu parallelisie-
ren.40 Bisher gibt es zwar keine Publikationen dazu, aber wir glauben, dass diese bald
erscheinen werden. Wahrscheinlich wird die Parallelisierung darauf abzielen, Daten zu
verteilen, mehrere SMO-Verfahren anzustoßen und zwischendurch Ergebnisse zu sammeln
und auszuwerten.
Der in Kapitel 3 vorgestellte Zerlegungsalgorithmus mit den Modifikationen aus Kapi-
tel 4 ist von uns optimiert und parallelisiert worden. Dafu¨r sind zuna¨chst alle Matrix-
und Vektoroperationen durch Aufrufe von effizienten ESSL-Routinen ersetzt worden. Die
ESSL-Bibliothek (Engineering Scientific Subroutine Library) von IBM [69] entha¨lt BLAS-
Routinen (Basic Linear Algebra Subroutines) [34, 92] und andere wichtige mathematische
Operationen, die fu¨r Power4-Prozessoren optimiert sind. Die Bibliothek wird in den Rou-
tinen
• Zerlegung (siehe Abschnitt 3.2),
• Projektion (siehe Abschnitt 3.3) und
• innerer Lo¨ser (siehe Abschnitt 3.4)
verwendet. Dabei kommen hauptsa¨chlich die Funktionen
• DAXPY (y = αx+ y),
• DCOPY (kopiere x nach y),
• DDOT (Skalarprodukt von x und y),
• DGEMV (y = βy + αAx),
• DNORM2 (y ist euklidische Norm des Vektors x),
• DVEA (z = x+ y),
• DVES (z = x− y) und
• DYAX (y = αx)
zum Einsatz [59].
In Abbildung 6.7 haben wir die grobe Struktur der Arbeitslast dargestellt. Die diversen Sor-
tierverfahren arbeiten sehr effizient und verbrauchen nur wenig Zeit, wohingegen die Be-
rechnung der Kernmatrizen und die ESSL-Routinen typischerweise sehr viel Zeit beno¨ti-
gen [41], insbesondere bei großen Datensa¨tzen ist der prozentuale Anteil dieser Routinen
an der Gesamtrechenzeit sehr hoch. Diese beiden Klassen werden prima¨r fu¨r die Paral-
lelisierung anvisiert. In Kapitel 7 werden wir zeigen, wie die Verteilung der Rechenzeit
konkret aussieht.
Die ESSL-Routinen ko¨nnen durch Nutzung der parallelen ESSLSMP-Bibliothek, die auf
dem Supercomputer JUMP [29] (vgl. Abschnitt 6.2.1) installiert ist, parallel ausgefu¨hrt












Abbildung 6.7: Grober Aufbau des SVM-Trainings (besonders rechenintensive Routinen
grau markiert).
werden. Dazu muss der Quellcode nicht gea¨ndert, sondern lediglich das makefile angepasst
werden mittels:
-qsmp=omp -lesslsmp .
Kernmatrizen werden in der Zerlegungsroutine berechnet. Wie auf Seite 36 in (3.11) dar-
gestellt, werden fu¨r die Definition des Teilproblems innerhalb des Verfahrens der Zerle-
gung zwei Matrizen beno¨tigt: Qdd ∈ Rws,ws und Qfd ∈ Rrd−ws,ws. Diese werden auch
fu¨r das Update des Gradienten der Zielfunktion verwendet, siehe (3.27). Die Matrix Qdd
berechnen wir in einer parallelen OpenMP41-Schleife. Die Berechnung und Speicherung
der Matrix Qfd wird fu¨r große Datensa¨tze zu einem Problem. Es gibt drei Mo¨glichkeiten,
dieses zu beheben.
• Es wird ausreichend Speicher allokiert und die Berechnung der Matrix erfolgt paral-








parallel mittels der Routine DGEMV berechnet werden.
• Mittels der Stripmining-Technik [58] wird iterativ jeweils nur ein Block der Matrix
in passender Gro¨ße berechnet und verwendet.
• Die Berechnung und Speicherung der Matrix wird umgangen. Damit wird Speicher-
kapazita¨t und Rechenzeit gespart. Notwendige Werte werden nach Bedarf parallel
berechnet. Im Folgenden beschreiben wir die dafu¨r notwendigen A¨nderungen an der
Routine der Zerlegung. Die Ideen wurden inhaltlich u¨bernommen aus [164], wo sie
fu¨r den MPI-parallelen Modus beschrieben worden sind.
Bei der Berechnung des Gradienten mittels der Update-Formel (3.27) nutzen wir folgendes
41OpenMP ist eine plattformunabha¨ngige Programmierschnittstelle fu¨r Shared-Memory-Parallelisierung.
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Hierbei wird die Tatsache ausgenutzt, dass sich bei einem Optimierungsschritt im Allge-
meinen nur ein Teil der Eintra¨ge im Vektorαd vera¨ndert. Mittels einer Schleife werden die
Differenzen in jeder Dimension gepru¨ft und nur diejenigen Summenglieder berechnet, fu¨r
welche sich die Lo¨sung vera¨ndert hat. Dafu¨r definieren wir die Toleranzvariable ²∇, welche
wir typischerweise mit 0.0001 annehmen. Dabei kann man viele Kernberechnungen spa-
ren. In Kapitel 7 werden wir zeigen, welche Zeiteinsparungen durch dieses abgewandelte
Gradientenupdate mo¨glich sind. Die Schleife wird im parallelen Modus ausgefu¨hrt.
Das zu berechnende Matrix-Vektor-Produkt
(
Qkfd
)T ·αkf kann ebenfalls umgangen werden,
denn es gilt
Qkdf ·αkf − 1 = Qkdd ·αkd +Qkdf ·αkf − 1︸ ︷︷ ︸
∇W−d (αk)
−Qkdd ·αkd . (6.2)
Das heißt, der Vektor qk fu¨r die Definition des Teilproblems, siehe (3.62), wird aus dem
schon berechneten Gradienten sowie einem relativ kleinen Matrix-Vektor-Produkt, welches
zudem auch parallel mittels DGEMV berechnet werden kann, erzeugt. In Kapitel 7 werden
wir die parallele Skalierbarkeit dieser Methode dokumentieren. Es sei noch erwa¨hnt, dass
unser paralleles Training ausschließlich auf einem Knoten des JUMP-Systems und mit ma-
ximal 32 CPU’s durchgefu¨hrt werden kann. Knotengrenzen werden erst durch die anderen
Ebenen u¨berbru¨ckt. Sie werden im Folgenden vorgestellt.
6.2.3 Mittlere parallele Ebene: Kreuzvalidierung
Die sich um das SVM-Training herum befindende Kreuzvalidierungsroutine wurde eben-
falls parallelisiert. Da die einzelnen Schritte bis auf die Berechnung des Endergebnisses
in Form eines Gu¨temaßes vollsta¨ndig unabha¨ngig sind, haben wir uns fu¨r eine verteilte
v-fache Kreuzvalidierung entschieden [37]. Die Trainings- und Testphasen werden nach-
einander den zur Verfu¨gung stehenden Prozessoren zugewiesen.
Mittels grobko¨rniger Parallelisierung mit MPI hat jede der c CPU’s v/c Validierungsschrit-
te auszufu¨hren. Der Wurzelprozess liest, bearbeitet und verteilt die notwendigen Daten
und Parameter mittels kollektiver Funktionen. Jeder Prozess speichert die Ergebnisse der
lokalen Tests und stellt sie am Ende der Validierung der Wurzel zur Verfu¨gung. Diese
berechnet aus dem Gesamtergebnis das Gu¨temaß. Jeder Validierungsschritt besteht aus
einem SVM-Training auf einer Datenmatrix mit n Variablen und rd(1 − 1/v) Beispielen.
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Die Trainingszeit ist abha¨ngig von der Gro¨ße der Matrix und den Parameterwerten. Da sich
die Parameter wa¨hrend einer einzelnen Validierung nicht a¨ndern, ko¨nnen diese einzelnen
Schritte mit etwa identischer Arbeitslast sehr einfach aufgeteilt werden.
Es ist zu beachten, dass die Anzahl c verwendeter CPU’s sinnvollerweise ho¨chstens v und
c mo¨glichst ein Teiler von v sein sollte. Andere Kombinationen fu¨hren zu schlechter Ef-
fizienz, sodass bei der Wahl der Validierungsmethode und der Anzahl von CPU’s darauf
geachtet werden sollte.
6.2.4 A¨ußere parallele Ebene: Parameteroptimierung
Im Abschnitt 5.2 haben wir die APPSPACK-Software vorgestellt, welche wir zur SVM-
Parameteroptimierung einsetzen. Eine parallele Version dieser Software steht ebenfalls frei
zur Verfu¨gung [56]. In der seriellen Version werden alle Testpunkte hintereinander ausge-
wertet. Je nach Gu¨te des letzten Parametertupels wird eine neue Parameterkombination
bestimmt und getestet. In der MPI-parallelen Version werden die Prozesse aufgespalten in
einen sogenannten Master und w Worker [55]. Der Master definiert in einem asynchronen
Modus neue Testpunkte und gibt sie an freie Worker weiter. Jeder Worker nutzt seine ei-
genen Ressourcen, um die Zielfunktion fu¨r seine Testpunkte auszuwerten. Die Ergebnisse
teilt er dem Master mittels MPI-Kommunikation mit, siehe dazu Abbildung 6.8. In der
seriellen Version u¨bernimmt ein Prozess die Aufgabe des Masters und eines Workers, d.h.










Abbildung 6.8: Paralleles Master-Worker-Schema der APPSPACK-Software.
Die Benutzung der Software erfolgt analog zum seriellen Fall. Eine .apps Datei mit
den notwendigen Informationen wird angelegt und das gewu¨nschte ausfu¨hrbare Programm
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muss verfu¨gbar sein. Die MPI-parallele Version von APPSPACK wird beim Compilieren
des Quellcodes zusammen mit der seriellen Version erstellt. In [40] haben wir die parallele
APPSPACK-Software erstmals erfolgreich fu¨r das SVM-Parameterfitting eingesetzt. Dort
wurde zuna¨chst die serielle Support-Vektor-Maschine verwendet.
6.2.5 Kopplung der inneren und mittleren parallelen Ebenen
Die innere und mittlere parallele Ebene sind zu einer hybrid-parallelen Software zusam-
mengefu¨gt worden, um die Mo¨glichkeiten der parallelen Nutzung zu verbessern [37]. Die
a¨ußere parallele Routine stellt die verteilte Validierung zur Verfu¨gung und kann auch u¨ber
einzelne Knoten hinweg eingesetzt werden. Der maximal erreichbare Speedup ist begrenzt
auf v. Die restlichen CPU’s ko¨nnen fu¨r das innere parallele Training verwendet werden,
siehe Abbildung 6.9. Jeder Prozess nutzt die gleiche Anzahl an Threads fu¨r das Trai-
ning, sodass jeder Validierungsschritt a¨hnliche Speedup-Werte aufweist. Uns steht nun
eine flexible parallele SVM-Software fu¨r High-End-Maschinen mit SMP-Architektur zur
Verfu¨gung, mit der große Klassifikationsanwendungen aus der Bioinformatik oder anderen
Gebieten in kurzer Zeit durchlaufen werden ko¨nnen.
Validierung
v/c mal










Abbildung 6.9: Hybrid-paralleles Validierungsschema der SVM-Software.
Der zusa¨tzliche Speedup ist besonders interessant bei der Parametersuche, bei der sehr vie-
le Validierungen stattfinden. Abgesehen von der einfachen Gittersuche wird Parametersu-
che meist iterativ ausgefu¨hrt, sodass sich die Parallelisierung eines Optimierungsschrittes
anbietet. In unseren Tests in Kapitel 7 werden wir darauf eingehen.
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6.2.6 Kopplung aller parallelen Ebenen
Die hybrid-parallele SVM-Software zeigt gute Performance auf dem SMP-Cluster JUMP
(vgl. Kapitel 7). Der erreichbare Speedup ist jedoch aufgrund folgender Eigenschaften
beschra¨nkt:
• Die seriellen Anteile des Trainings beschra¨nken den erreichbaren Speedup auf etwa
8 [37]. Gro¨ßere Daten und Arbeitsmengen verbessern die Skalierbarkeit, da die par-
allelen Anteile gro¨ßer werden, allerdings skalieren OpenMP-Anwendungen auf dem
JUMP-System erfahrungsgema¨ß nur fu¨r wenige Threads zufriedenstellend, sodass
wir ein einzelnes Training nicht mit mehr als 8 Threads durchfu¨hren.
• Die Anzahl der CPU’s fu¨r die verteilte Validierung ist beschra¨nkt auf v. Wir arbeiten
oft mit v = 8.
Wir schlussfolgern, dass es auf Clustern von SMP-Knoten mit hunderten CPU’s Freiheits-
grade fu¨r eine weitere parallele Ebene gibt. In diesem Zusammenhang streben wir eine drit-
te parallele Ebene fu¨r die SVM-Software an. Diese soll die parallele APPSPACK-Software
enthalten. Unserer Meinung nach gibt es noch einen weiteren positiven Effekt der Nutzung
von APPSPACK mit unserer parallelen Software. Wenn man die Gesamtzahl an CPU’s,
die zur Verfu¨gung stehen, nicht ausschließlich fu¨r APPSPACK, sondern gemischt fu¨r bei-
de parallele Pakete verwendet, kommt es zu folgendem Szenario. Jede SVM-Validierung
ist schneller beendet als im seriellen Fall. Dadurch bekommt der APPSPACK-Master die
Ergebnisse in ku¨rzeren Intervallen gemeldet und kann geeignete Suchrichtungen zur Ge-
nerierung neuer Testpunkte besser zuordnen. Die Anzahl der Worker ist zwar deutlich
kleiner, fu¨hrt aber keinesfalls zu Nachteilen, da die Worker besser ausgelastet sein werden
als zuvor. Wir werden unsere Behauptung in Kapitel 7 belegen.
Die Zusammenfu¨hrung der parallelen Ebenen ist nicht trivial. APPSPACK ruft ein externes
Programm auf. Der Aufruf eines parallelen Programms, bei dem neue Ressourcen beno¨tigt
werden, wu¨rde durch den Scheduler der Maschine geblockt, bis neue Ressourcen frei wer-
den. Dieses Szenario ist zumindest auf dem von uns verwendeten JUMP-System nicht
realisierbar. Beide Pakete mu¨ssen modifiziert werden. In diesem Abschnitt beschreiben
wir die durchgefu¨hrten Anpassungen zur Zusammenfu¨hrung der drei parallelen Ebenen.
Die APPSPACK-Software muss in zweierlei Hinsicht modifiziert werden.
• Der externe Programmaufruf muss abgestellt werden. Die Zielfunktion (das Gu¨te-
maß der Support-Vektor-Maschine) muss direkt im Programm enthalten sein. Dazu
muss ein neuer APPSPACK evaluator geschrieben werden.
• Um das parallele Schema in APPSPACK zu a¨ndern, muss zuna¨chst ein neuer exe-
cutor implementiert werden, da das APPSPACK GCI Interface zu MPI nicht mehr
eingesetzt werden kann.
Wie diese A¨nderungen durchgefu¨hrt werden mu¨ssen, wurde ku¨rzlich in [56] beschrieben.
In der Version 4.0.2. von APPSPACK (Dezember 2005) wird dafu¨r auch ein spezielles
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custom example zur Verfu¨gung gestellt, welches einen neuen evaluator und einen neuen
executor mit den gewu¨nschten Eigenschaften entha¨lt [56]. Es wird eine interne Funktion
ausgewertet und die MPI-Funktionen sind direkt in den Routinen ohne Umweg u¨ber ein
Interface implementiert.42 Folgende Arbeiten standen noch an:
• Die interne C++ Beispielfunktion muss ersetzt werden durch den Aufruf unserer
Fortran-Routine.
• Das vorhandene MPI-Konstrukt musste so gea¨ndert werden, dass MPI-Prozesse auf
zwei Ebenen – in APPSPACK und in SVM – zusammenarbeiten und dass beide Ebe-
nen kommunizieren ko¨nnen. Dazu wurden die CPU’s in zwei Klassen eingeteilt:
echte Worker und jeweils zugeordnete Slaves, die an der SVM-Parallelita¨t beteiligt
sind und keine eigenen APPSPACK-Testpunkte erhalten du¨rfen. Das neue Schema
ist in Abbildung 6.10 dargestellt. Es ist zu beachten, dass wa¨hrend der Laufzeit der
SVM jeder Worker mit als Slave agiert und somit immer bescha¨ftigt ist, im Gegen-











Abbildung 6.10: Neues Schema fu¨r das Zusammenspiel von APPSPACK und SVM.
Im Anhang B beschreiben wir die von uns durchgefu¨hrten A¨nderungen am Source-Code
der beiden Pakete, welche eine gekoppelt parallele Nutzung ermo¨glichen. Zusa¨tzlich er-
42Mo¨glicherweise haben unsere Nachfragen dazu beigetragen.
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kla¨ren wir anhand eines Loadleveler-Scripts die Nutzung des Supercomputers und gehen
auf eine Schwachstelle unserer Implementierung ein.
6.3 Zusammenfassung
In diesem Kapitel haben wir unsere dreistufig parallele SVM-Software vorgestellt. Mittels
eines U¨berblicks zu parallelen Data-Mining- und speziell SVM-Methoden haben wir ge-
zeigt, dass es auf dem Gebiet paralleler SVM’s noch Handlungsbedarf gibt. Im Anschluss
wurden die drei parallelen Ebenen vorgestellt. Sie beinhalten paralleles SVM-Training,
verteilte Kreuzvalidierung und parallele Parameteroptimierung. Letztere Funktionalita¨t
wird durch das Programm APPSPACK zur Verfu¨gung gestellt. Wir haben die Kopplung der
Ebenen erkla¨rt, wobei die Hauptarbeit darin bestand, das MPI-Schema von APPSPACK zu
vera¨ndern, vgl. Anhang B. Unsere parallele SVM-APPSPACK-Software stellt einen weite-
ren Schritt bei der Entwicklung paralleler Data-Mining-Methoden dar. Im na¨chsten Kapitel




In den Kapiteln 3 bis 6 wurden die Grundlagen und Erweiterungen unserer SVM-Imple-
mentierung vorgestellt. Ausgehend von einem Zerlegungsalgorithmus fu¨r ein SVM-Op-
timierungsproblem haben wir Modellerweiterungen zur Verbesserung der Ergebnisse und
der Flexibilita¨t vorgeschlagen. Im Anschluss daran wurden die Parameteroptimierung so-
wie unsere neue dreistufige Parallelisierung besprochen. Dieses Kapitel soll nun dazu die-
sen, exemplarisch Testergebnisse vorzustellen, welche die Flexibilita¨t, Genauigkeit und
Geschwindigkeit der Software dokumentieren. Die Tests sollen nicht dazu diesen, zu zei-
gen, dass SVM’s zur Datenklassifikation geeignet sind. Es soll auch nicht mit anderen
Methoden verglichen werden. Derartige Arbeiten sind schon so zahlreich erschienen, dass
wir diese Aspekte bewußt ausblenden.
7.1 Datensa¨tze
In diesem Kapitel stellen wir Testergebnisse fu¨r ausgewa¨hlte Datensa¨tze vor. Diese Da-
ten sind frei verfu¨gbar, die Quellen sind im Folgenden mit angegeben. Stellvertretend fu¨r
das dieser Arbeit nah stehende Industrieprojekt [85], wurden auch zwei projektrelevante
Datensa¨tze ausgewa¨hlt. Das war mo¨glich, da zu diesen Datensa¨tzen freigegebene Publika-
tionen existieren [38, 82, 83]. Andere Projektdaten ko¨nnen in dieser Arbeit nicht verwendet
werden. Wir beschreiben zuna¨chst alle von uns verwendeten Datensa¨tze.
7.1.1 Kleine Datensa¨tze
Unter einem kleinen Datensatz verstehen wir eine Menge von bis zu 1000 Punkten.
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7.1.1.1 Kreditkarten – australian
Der Datensatz einer Bank behandelt Kreditkarten-Antra¨ge. Insgesamt stehen 690 Fa¨lle zur
Verfu¨gung, von denen 307 positiv entschieden wurden [122]. Die Anzahl der Variablen ist
14, wobei eine Mischung von 4 bina¨ren, 4 diskreten und 6 reellwertigen Variablen vorliegt.
Der Datensatz steht unter [19] zur Verfu¨gung.
7.1.1.2 Brustkrebs - cancer
Der Datensatz stammt von der University of Wisconsin Hospitals (Madison) und wurde
in [100] vorgestellt. Er ist verfu¨gbar unter [63]. Die Anzahl der Punkte betra¨gt 699 bei
einer Anzahl von 10 Variablen. Es handelt sich um Untersuchungen von Gewebeproben.
Die Punkte geho¨ren zu den Klassen bo¨sartig oder gutartig. Die bo¨sartige Klasse, von uns
als positive Klasse deklariert, ist leicht unterbesetzt (34%). Kostensensitivita¨t liegt vor, da
falsch negative Punkte fu¨r die Patientinnen schwere Konsequenzen mit sich bringen. Die
Variablen beschreiben Gewebemerkmale wie Gro¨ße, Gleichma¨ßigkeit der Zellgro¨ßen und
der Zellstrukturen oder Art der Randverwachsungen. Die Variable zur Speicherung der
Datensatznummer haben wir entfernt.43 Einige Missing Values in den Daten mu¨ssen in
Kauf genommen werden. 16 Punkte sind davon betroffen. Wir haben diese Daten durch
Mittelwerte ersetzt.44
7.1.1.3 Zytochrom-P450 2D6-Inhibitoren mit Ensemble-Eigenschaften – ensemble
Eine fu¨r die Medikamentenentwicklung a¨ußerst wichtige Gruppe von Enzymen ist das Zy-
tochrom-P450-System (CYP450). In der Leber des Menschen katalysieren diese Enzyme
den Metabolismus von etwa 90% aller Medikamente [152] und sind fu¨r Wirkungen und
Nebenwirkungen verantwortlich. Eine aktuelle Anwendung betrifft die CYP450-Inhibitor
Klassifikation [87, 88, 145, 158]. Die interessierende Klasse besteht aus Wirkstoffen, wel-
che hemmend wirken. Diese sollten mo¨glichst nicht u¨bersehen werden, ihr Anteil in den
Daten ist jedoch klein. Der Datensatz, der in [38] ausfu¨hrlich beschrieben ist, entstammt
dem GALA-Projekt und ist sehr kostensensitiv. Er besteht aus 263 Strukturen mit je 557
Variablen (ensemble features). Die positive Klasse der 2D6-Inhibitoren ist mit etwa 18%
unterbesetzt.
7.1.1.4 Diabetes – diabetes
Der Pima Indian Diabetes Datensatz aus dem Jahr 1990 stammt von der John Hopkins
University und wurde von Vincent Sigilito (Applied Physics Laboratory) zur Verfu¨gung
43Diese wird gelegentlich mit als Variable verwendet, wovon dringend abzuraten ist.
44Eine andere Version des Datensatzes streicht die Beobachtungen, sodass 683 Punkte u¨brig bleiben.
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gestellt [17]. Die Daten sind unter [19] verfu¨gbar. Sie enthalten 768 Beispiele mit 8 Varia-
blen. Die Klassifikation unterscheidet zwischen Zeichen fu¨r eine Diabetes und gesunden
Patienten. Die untersuchten Personen waren alle weiblich und a¨lter als 21 Jahre. Die
Anzahl der Schwangerschaften ist eine Variable in dem Datenmaterial. Die Klasse der
positiven Diabetestestung macht etwa ein Drittel der Daten aus.
7.1.1.5 Ku¨nstliche Daten – fourclass
Der Datensatz wurde in [65] beschrieben. Er wurde ku¨nstlich erzeugt zum Testen von
Klassifikatoren. In einem zweidimensionalen Raum liegen 862 Punkte aus vier Klassen.
Die Klassen sind irregula¨r verteilt und weisen isolierte Regionen auf, die eine Klassifika-
tion erschweren. Der Datensatz wurde transformiert zu einem bina¨ren Problem und ist in
dieser Form unter [19] verfu¨gbar.
7.1.2 Große Datensa¨tze
Unter einem großen Datensatz verstehen wir eine Menge mit mehr als 1000 Punkten.
7.1.2.1 Einkommensvorhersage – a9a
Der sogenannte Adult-Datensatz, der unter [63] verfu¨gbar ist, beinhaltet das Problem einer
Einkommensvorhersage. Basierend auf 14Merkmalen, von denen 8 bina¨r und 6 reellwertig
sind, soll entschieden werden, ob ein bestimmtes Einkommen (50000USD) u¨berschritten
wird oder nicht (bina¨res Klassifikationsproblem). Dabei wird auf Merkmale wie Alter,
Geschlecht, Ausbildung, Familienstand und einige mehr zuru¨ckgegriffen. Der Datensatz
besteht aus 48842 Beispielen mit etwa 25% positiven Punkten. Wir verwenden den Daten-
satz in der Form mit 32561 Trainings- und 16281 Testpunkten und 123 bina¨ren Variablen,
die dadurch entstanden sind, dass die 6 reellwertigen Variablen in Quantile diskretisiert
wurden [118]. Unter [19] kann man diese Form des Datensatzes unter dem Namen a9a
herunterladen.
7.1.2.2 Astrophysik – astro
Der Datensatz, welcher unter [19] verfu¨gbar ist stammt urspru¨nglich von Jan Conrad (Upp-
sala University, Schweden). Es handelt sich dabei um eine Astropartikel-Anwendung, wo-
bei es keine weiteren dokumentierten Informationen gibt. Der Datensatz wurde als Bei-
spiel in die Dokumentation [67] aufgenommen, da die Klassifikation mittels der LIBSVM-
Software verbessert worden ist. Bei 4 Variablen betra¨gt die Anzahl der Trainingsdaten
3089. Zusa¨tzlich steht ein Testdatensatz mit 4000 Punkten zur Verfu¨gung. Die positiven
Punkte machen bei diesem Datensatz etwa ein Drittel der Daten aus. U¨ber die Kostenver-
teilung wissen wir aber nichts.
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7.1.2.3 Zytochrom-P450 1A2-Inhibitoren mit Bindungseigenschaften – bonds
Wir verwenden einen weiteren Datensatz der CYP450-Klasse, der ebenfalls dem GALA-
Projekt entstammt. In diesem Fall wird das Isoform 1A2 der P450-Superfamilie betrachtet.
Der Datensatz ist viel gro¨ßer als der ensemble Datensatz, da er fu¨r jede Struktur mehrere
Feature-Vektoren entha¨lt. Dazu wurden fu¨r alle Atome jeder Substanz eigene Feature-
Vektoren (atom features) berechnet. Zusa¨tzlich wurden Bindungseigenschaften (bond fea-
tures) berechnet, die ebenfalls zu neuen Daten fu¨hrten. Insgesamt betra¨gt die Anzahl der
Daten 27478. Details zu dem Datensatz sind in [82] zu finden, wobei wir eine erweiterte
Version45 mit 40000 Trainingspunkten verwenden. In [82] ist auch die Variablenselektion
beschrieben, die wir eingesetzt haben, um die Anzahl der Variablen auf 10 bzw. 50 zu
reduzieren.
7.1.2.4 Schilddru¨senfunktion – thyroid
Der Datensatz besteht aus 7200 Punkten mit 21 Variablen. 15 Variablen sind bina¨r, die
restlichen 6 sind reellwertig. Der Datensatz ist verfu¨gbar unter [63]. Er wurde erstma-
lig in [122] erwa¨hnt. Die Klassifikationsaufgabe besteht darin, zu entscheiden, ob eine
Schilddru¨senu¨berfunktion vorliegt (hypothyroid) oder nicht. Der Datensatz ist stark unaus-
geglichen, da 93% der Punkte zur Klasse nicht hypothyroid geho¨ren. Bei diesem Datensatz
wurden die unklaren Fa¨lle (subnormale Funktion) mit in die kleine Klasse eingeordnet.
Streng genommen eignet sich der Datensatz also auch fu¨r eine mehrklassige Analyse. Wir
bescha¨ftigen uns in dieser Arbeit mit dem uns vorliegenden bina¨ren Fall, was einer Klas-
sifikation von one versus all fu¨r den Mehrklassenfall entspricht [154]. Das Klassifikati-
onsproblem ist nicht nur unausgeglichen, sondern auch kostensensitiv, da falsch negative
Vorhersagen kritischer sind als falsch positive. Das ist bei Anwendungen aus der Medizin
ha¨ufig der Fall. Der Datensatz ist aufgeteilt in 3772 Trainings- und 3428 Testpunkte.
7.1.2.5 Autoindustrie – vehicle
Der Datensatz ist unter [19] verfu¨gbar. Er stammt von einem LIBSVM-Nutzer aus Deutsch-
land [67], der nicht genannt wird. Es handelt sich dabei um eine Anwendung der Auto-
industrie, wobei es keine weiteren dokumentierten Informationen gibt.46 Der Datensatz
wurde als Beispiel in die Dokumentation [67] aufgenommen, da die Klassifikation mittels
der LIBSVM-Software verbessert worden ist. Bei 22Variablen betra¨gt die Anzahl der Trai-
ningsdaten 1243. Zusa¨tzlich steht ein kleiner Testdatensatz mit 41 Punkten zur Verfu¨gung.
U¨ber die Kostenverteilung ist nichts bekannt.
45durch Sampling
46Bei Daten aus der Industrie ist diese Geheimhaltung notwendig.
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7.1.2.6 Webseitenklassifikation – w8a
Wir untersuchen einen Datensatz zur Textklassifikation, der in [118] verwendet wurde und
bei [19] unter dem Namen w8a verfu¨gbar ist. Insgesamt 300 Variablen werden verwendet,
um Inhalte von Webseiten zu beschreiben. Diese Seiten sollen dann einer von zwei Ka-
tegorien zugeordnet werden. Der Datensatz entha¨lt 49749 Daten mit 1479 Treffern (3%).
Zusa¨tzlich gibt es 14951 Testdaten. Das Lernproblem ist stark unausgeglichen.
In Tabelle 7.1 sind alle relevanten Datensa¨tze nochmals kurz aufgelistet.
Bemerkung 7.1. Typischerweise werden wir in diesem Kapitel kaum Ergebnisse anderer
Verfahren zum Vergleich heranziehen. Die ga¨ngige Praxis, die eigenen hochoptimierten
Ergebnisse, mit unoptimierten Ergebnissen anderer Methoden zu vergleichen, erscheint
sehr fragwu¨rdig. Andererseits ko¨nnen wir auch nicht auf publizierte optimierte Ergebnisse
zuru¨ckgreifen, da die Aufbereitung der Daten und die konkrete Parameteroptimierung in
den seltensten Fa¨llen beschrieben ist und Nachfragen oft ergeben, dass auch auf Testdaten
optimiert worden ist, beispielsweise wenn optimierte Validierungsergebnisse pra¨sentiert
werden.47
7.2 Zerlegungsalgorithmus
In diesem Abschnitt sollen zuna¨chst Eigenschaften des Zerlegungsalgorithmus untersucht
werden. Wir werden einzelne Optimierungen des Verfahrens erkla¨ren. Diese liegen dann
den folgenden Abschnitten zugrunde.
7.2.1 Kernfunktion
Die Kernberechnungen nehmen bekanntlich einen großen Teil der SVM-Rechenzeit in An-
spruch. Im Abschnitt 4.2.3.1 haben wir neue Multiparameter-Kerne vorgestellt. Im All-
gemeinen fu¨hren diese zu erho¨hten Rechenzeiten. In diesem Testabschnitt soll untersucht
werden, welche Kosten dadurch entstehen. Es stellt sich die Frage, wie man solche Kerne
effizient implementieren kann. Reduziert man die Dauer einer einzelnen Kernberechnung,
verringert man dadurch auch die Gesamtdauer des Trainings. Mit diesem Thema haben
wir uns in [42, 45] bescha¨ftigt. Am Beispiel des Gauß-Kerns werden wir in diesem Ab-
schnitt eine Mo¨glichkeit der Beschleunigung der Kernberechnung erkla¨ren. Testergebnisse
werden zeigen, wie die konkreten Verbesserungen aussehen.
Zuna¨chst untersuchen wir die Laufzeiten fu¨r den a9a Datensatz mit 15000 Punkten, jeweils
fu¨r den einfachen und den Multiparameter-Gauß-Kern. Es wird eine Arbeitsmenge mit 650
Punkten verwendet. Die folgenden Laufzeiten wurden gemessen (C = 1, σ = 3):





- positive Punkte 7841 3846
- negative Punkte 24720 12435
astro (4 Variablen)
- positive Punkte 1089 2000
- negative Punkte 2000 2000
australian (14 Variablen)
- positive Punkte 228 79
- negative Punkte 272 111
bonds (10, 50 Variablen)
- positive Punkte 2560 478
- negative Punkte 37440 7000
cancer (9 Variablen)
- positive Punkte 123 118
- negative Punkte 227 231
diabetes (8 Variablen)
- positive Punkte 203 65
- negative Punkte 397 103
ensemble (557 Variablen)
- positive Punkte 37 11
- negative Punkte 163 52
fourclass (2 Variablen)
- positive Punkte 262 45
- negative Punkte 438 117
thyroid (21 Variablen)
- positive Punkte 284 250
- negative Punkte 3488 3178
vehicle (22 Variablen)
- positive Punkte 296 41
- negative Punkte 947 0
w8a (300 Variablen)
- positive Punkte 1479 454
- negative Punkte 48270 14497
Tabelle 7.1: Charakteristik der Datensa¨tze fu¨r Validierung, Training und Test.
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ws Gro¨ße der Arbeitsmenge im Training
²∇ Schranke fu¨r das Gradientenupdate im Training (siehe S. 145)
tvalid Validierungszeit (in Sekunden)
svalid Speedup bei der Validierung
fkvalid Fehlklassifikationen bei der Validierung
fnvalid falsch negative Validierungspunkte
fpvalid falsch positive Validierungspunkte
#Z Anzahl der Zerlegungsschritte beim Training
#K Anzahl der Kernberechnungen beim Training (in Millionen)
sv Anzahl der Support-Vektoren in den Trainingsdaten
svp Anzahl positiver Support-Vektoren in den Trainingsdaten
svn Anzahl negativer Support-Vektoren in den Trainingsdaten
∆b absolute Schwellwertverschiebung nach dem Training (siehe Abschnitt 4.3.2)
fktrain Fehlklassifikationen beim Training
fntrain falsch negative Trainingspunkte
fptrain falsch positive Trainingspunkte
ttrain Trainingszeit (in Sekunden)
tctrain Trainingszeit mit c Threads (in Sekunden)
sctrain Speedup im Training mit c Threads
fktest Fehlklassifikationen im Test
fntest falsch negative Testpunkte













• 112 Sekunden (einfacher Kern),
• 177 Sekunden (Multiparameter-Kern).
Der Multiparameter-Kern verbraucht in diesem Beispiel 70%mehr Rechenzeit als der Stan-
dardkern. Der Grund dafu¨r sind die Divisionsoperationen, die sich bei diesem Kern nicht
mehr außerhalb sondern innerhalb der Summe befinden, vgl. (4.6). Zur Effizienzsteige-






















reduziert sich die Darstellung auf
kG(x,z) := exp (−‖t(x)− t(z)‖) . (7.2)
Analog kann man fu¨r den Multiparameter-Kern vorgehen. Dieser war definiert als


















reduziert die Darstellung auf
kG∗ (x,z) := exp (−‖t∗(x)− t∗(z)‖) . (7.4)
Diese a priori Transformationen ko¨nnen also fu¨r beide Kerne verwendet werden und fu¨hren
dann zu einem einheitlichen parameterfreien Gauß-Kern. Die Transformationszeiten sind
vernachla¨ssigbar [45] und es werden keine weiteren Ressourcen verbraucht, da wir die
Matrix der Trainingsdaten direkt u¨berschreiben. Wir haben die neue Implementierung ge-
testet. Als Beispiel fu¨r obige Werte ergibt sich eine Trainingszeit von
• 105 Sekunden.
Im Vergleich zu 177 Sekunden fu¨r den Multiparameter-Kern ohne Transformation wird
eine beachtliche Zeitersparnis bei gleichem Ergebnis erzielt. Fu¨r weitere Beispiele verwei-
sen wir auf [42]. Im Folgenden verwenden wir wenn mo¨glich nur diese sparsame Version
des Kerns. Eine Option regelt den Einsatz. Bei Ensemble-Kernen (vgl. Abschnitt 4.2.3.2)
ist diese a priori Transformation nicht mo¨glich, da die Transformation die Trainingsdaten
fest u¨berschreibt. Unsere Software fa¨ngt diese Kombination ab.
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7.2.2 Einsparung von Kernauswertungen
Auf Seite 145 hatten wir eine im Vergleich zur urspru¨nglich vorgestellten Version effizien-
tere Methode des Zerlegungsalgorithmus vorgestellt, welche die Berechnung der gemisch-
ten Kernmatrix umgeht und ausschließlich die aktive Kernmatrix berechnet und speichert.
Fu¨r große Datensa¨tze ist das sehr wichtig, um mit dem vorhandenen Speicher auszukom-
men und auch große Arbeitsmengen verwenden zu ko¨nnen. In diesem Abschnitt soll fu¨r
kleine und große Daten gezeigt werden, wie sich die Summe der Kernberechnungen mit
beiden Methoden verha¨lt. Dabei werden verschiedene Arbeitsmengen getestet. Gleichzei-
tig untersuchen wir die Vera¨nderung der Trainingszeit. Fu¨r große Datensa¨tze sollte eine
deutliche Reduzierung der Rechenzeit sichtbar werden.
Originalversion abgewandelte Version
ws 10 50 100 200 500 10 50 100 200 500
#K 10.4 2.2 0.6 0.6 0.3 10.0 1.9 0.5 0.5 0.3
ttrain 3.22 1.19 0.59 1.25 3.22 3.07 1.00 0.55 1.22 3.13
Tabelle 7.3: Untersuchung der urspru¨nglichen und modifizierten Zerlegungsmethode fu¨r
verschiedene Gro¨ßen der Arbeitsmenge beim Training (australian Datensatz, C = 10,
σ = 2).
Originalversion abgewandelte Version
ws 10 50 100 200 500 10 50 100 200 500
#K 2.7 0.5 0.7 0.6 1.1 2.6 0.3 0.3 0.3 0.9
ttrain 0.97 0.37 2.04 2.89 13.94 0.90 0.37 1.89 2.78 13.73
Tabelle 7.4: Untersuchung der urspru¨nglichen und modifizierten Zerlegungsmethode fu¨r
verschiedene Gro¨ßen der Arbeitsmenge beim Training (fourclass Datensatz, C = 10, σ =
0.5).
In den Tabellen 7.3 und 7.4 kann man erkennen, dass mit der neuen Version schon fu¨r
kleine Datensa¨tze Kernberechnungen eingespart werden. Die Trainingszeiten vera¨ndern
sich ebenfalls, jedoch zuna¨chst nur geringfu¨gig. In Tabelle 7.5 haben wir zuna¨chst einen
Teil der a9a Daten verwendet. Bei diesem Training mit 15000 Punkten kann man schon
deutlichere Effekte erkennen. Die Anzahl der Kernberechnungen nimmt fu¨r ws > 100
stark ab. Die Trainingszeiten reduzieren sich um bis zu 40%. Gute Trainingszeiten liegen
bei beiden Methoden u¨brigens grob im Bereich ws ∈ [500, 1000] und die Einsparungen
mittels der neuen Methode sind dort auch sehr positiv. Eine genauere Analyse optima-
ler Arbeitsmengen folgt im Abschnitt 7.2.4. Wir zeigen nun, wie sich die abgewandelte
Version der Zerlegungsmethode fu¨r große Datensa¨tze verha¨lt. Dazu betrachten wir den
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vollsta¨ndigen a9a Datensatz in Tabelle 7.6. Auch hier konnten wie erwartet bis zu 40%
Zeit und Kernberechnungen eingespart werden.
Originalversion abgewandelte Version
ws 50 100 500 1000 2000 50 100 500 1000 2000
#K 1083 882 345 345 390 1082 866 275 214 228
gespart – – – – – 0% 2% 20% 38% 42%
ttrain 442 355 156 225 463 431 345 126 132 326
gespart – – – – – 2% 3% 19% 41% 30%
Tabelle 7.5: Untersuchung der urspru¨nglichen und modifizierten Zerlegungsmethode fu¨r
verschiedene Gro¨ßen der Arbeitsmenge beim Training (a9a Datensatz mit 15000 Trai-
ningspunkten, C = 1, σ = 3).
Originalversion abgewandelte Version
ws 50 100 500 1000 2000 50 100 500 1000 2000
#K 7046 5656 2328 1693 1758 5965 5043 1979 1175 1073
gespart – – – – – 15% 11% 15% 31% 39%
ttrain 3017 2430 1103 1162 1676 2480 2105 897 688 1041
gespart – – – – – 18% 13% 18% 41% 38%
Tabelle 7.6: Untersuchung der urspru¨nglichen und modifizierten Zerlegungsmethode fu¨r
verschiedene Gro¨ßen der Arbeitsmenge beim Training (a9a Datensatz, C = 1, σ = 3).
In diesem Abschnitt haben wir gezeigt, dass die von uns implementierte effiziente Me-
thode der Zerlegung fu¨r kleine, mittlere und große Datensa¨tze geeignet ist. Wa¨hrend sich
fu¨r kleine Daten die Trainingszeiten wenig a¨ndern, lassen sich fu¨r gro¨ßere Daten enor-
me Einsparungen erzielen. Diese Zeiteinsparungen sind deutlich korrelliert mit der Anzahl
eingesparter Kernberechnungen. Im Folgenden wird sowohl im seriellen, als auch im paral-
lelen Modus ausschließlich mit der modifizierten Form gerechnet, ohne dass darauf erneut
eingegangen wird.
7.2.3 Gradient
An dieser Stelle wollen wir nochmals kurz auf die Implementierung des Gradientenupdates
im modifizierten Zerlegungsalgorithmus eingehen. Der von uns verwendete Parameter ²∇
fu¨r das Update des Gradienten (vgl. Seite 145) kann im Prinzip beliebig gewa¨hlt werden.
Es ist auch mo¨glich, die Abfrage vo¨llig zu entfernen. Dabei spart man sich die vielen
Abfragen im Programm. Um zu zeigen, warum wir ²∇ = 1e − 4 verwenden, seien die




• ²∇ = 1e− 4 und
• ²∇ = 1e− 10
gezeigt.
ws 10 20 50 80 100 120 150 200 350 500
keine ²∇-Abfrage
#Z 2078 1191 78 16 11 8 7 6 4 1
#K 10.6 12.4 2.2 0.7 0.7 0.6 0.7 0.8 1.2 0.5
sv 167 167 167 167 167 167 167 167 167 167
ttrain 3.2 4.3 1.1 0.5 0.6 0.5 1.4 1.3 2.6 3.2
fktrain 44 44 44 44 44 44 44 44 44 44
fktest 26 26 26 26 26 26 26 26 26 26
²∇ = 1e− 10
#Z 2078 1191 78 16 11 8 7 6 4 1
#K 10.6 12.3 2.0 0.6 0.5 0.5 0.5 0.5 0.7 0.3
sv 167 167 167 167 167 167 167 167 167 167
ttrain 3.2 4.4 1.0 0.5 0.6 0.5 0.8 1.3 2.5 3.2
fktrain 44 44 44 44 44 44 44 44 44 44
fktest 26 26 26 26 26 26 26 26 26 26
²∇ = 1e− 4
#Z 2057 1153 73 16 11 8 7 6 4 1
#K 10.0 11.4 1.9 0.6 0.5 0.5 0.5 0.5 0.7 0.3
sv 167 167 167 167 167 167 167 167 167 167
ttrain 3.1 4.1 1.0 0.5 0.6 0.5 0.8 1.2 2.4 3.1
fktrain 44 44 44 44 44 44 44 44 44 44
fktest 26 26 26 26 26 26 26 26 26 26
Tabelle 7.7: Untersuchung der modifizierten Zerlegungsmethode fu¨r unterschiedliche Wer-
te von ²∇ bei verschiedenen Gro¨ßen der Arbeitsmenge (australian Datensatz, C = 10,
σ = 2).
Fu¨r den kleinen australian Datensatz (Tabelle 7.7) ist die Wahl von ²∇ = 1e − 4 sinnvoll
bezu¨glich Trainingszeit und Kernberechnungen, wobei die Unterschiede noch gering sind.
Zusa¨tzlich haben wir die Anzahl der Support-Vektoren sowie die Trainings- und Testfehler
bestimmt. Diese sind stets gleich. Die Wahl von ²∇ = 1e − 4 schra¨nkt das Modell also
nicht ein.
Fu¨r den weitaus gro¨ßeren a9a Datensatz mit 15000 Trainingspunkten lassen sich jedoch
Unterschiede erkennen. Dazu haben wir in Tabelle 7.8 jeweils die Ersparnis an Kernbe-
rechnungen und Rechenzeit in Prozent (verglichen mit dem teuersten Modell) angegeben.
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ws 20 50 100 300 500 650 700 800 1000 2000
keine ²∇-Abfrage
#Z 3206 1538 633 107 46 32 30 27 23 13
#K 963 1157 956 491 357 326 330 341 368 442
ttrain 385 462 385 204 159 158 169 185 233 481
²∇ = 1e− 10
#Z 3206 1506 633 107 46 32 30 27 23 13
#K 923 1117 910 416 258 216 217 211 218 228
ttrain 369 445 366 175 118 107 112 113 135 319
²∇ = 1e− 4
#Z 3204 1540 640 105 51 32 30 28 23 13
#K 887 1082 882 392 275 214 215 211 214 228
gespart 8% 6% 9% 20% 23% 34% 35% 38% 42% 48%
ttrain 354 431 355 165 126 105 110 114 132 326
gespart 8% 7% 10% 19% 21% 34% 35% 38% 43% 32%
Tabelle 7.8: Untersuchung der modifizierten Zerlegungsmethode fu¨r unterschiedliche Wer-
te von ²∇ bei verschiedenen Gro¨ßen der Arbeitsmenge (a9a Datensatz mit 15000 Trainings-
punkten, C = 1, σ = 3).
Es ist deutlich zu sehen, wie sich die Ersparnisse fast identisch entwickeln. Bei ws = 2000
ist die Zeitersparnis etwas geringer als die Ersparnis an Kernberechnungen, was daran liegt,
dass bei dieser Gro¨ße der innere Lo¨ser offensichtlich sehr teuer wird. Diesen Effekt konnte
man auch schon im letzten Abschnitt sehen.
7.2.4 Gro¨ße der Arbeitsmenge
In den vorangegangenen Abschnitten haben wir gesehen, dass verschiedene Gro¨ßen ws zu
unterschiedlichen Rechenzeiten fu¨hren. In diesem Abschnitt soll dieser Effekt in Anleh-
nung an unsere Arbeit [46] na¨her beleuchtet werden. Es ist bekannt, dass große Arbeits-
mengen zu wenigen langsamen und kleine Arbeitsmengen zu vielen schnellen Zerlegungs-
schritten fu¨hren. Die optimale Gro¨ße fu¨r einen Datensatz zu definieren, ist jedoch nicht
einfach. Die Frage ist, bei welcher Gro¨ße beide Effekte zu minimaler Trainingszeit fu¨hren,
denn nur die ist letztlich entscheidend fu¨r den Anwender. Die folgenden Ergebnisse sollen
dazu dienen, zu zeigen, wie variierende Werte fu¨r ws die Anzahl der Zerlegungsschritte
und die Trainingszeit beeinflussen. Dabei werden wie bisher kleine und große Datensa¨tze
getestet.
Fu¨r den australian Datensatz in Tabelle 7.9 nimmt die Anzahl der Zerlegungsschritte mit
wachsendem ws ab; besonders stark bei den kleineren Gro¨ßen. Ein weiterer interessanter
Aspekt ist die Anzahl der Kernberechnungen. Fu¨r kleine Gro¨ßen ist die Zahl sehr hoch
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ws 4 10 20 50 80 100 120 150 200 350 400 500
#Z 3645 2057 1153 73 16 11 8 7 6 4 4 1
#K 7.02 10.03 11.43 1.86 0.63 0.54 0.47 0.48 0.54 0.71 0.86 0.33
sv 167 167 167 167 167 167 167 167 167 167 167 167
ttrain 2.28 3.07 4.13 1.00 0.48 0.55 0.47 0.80 1.22 2.41 4.48 3.13
Tabelle 7.9: Einfluß der Gro¨ße der Arbeitsmenge auf Zerlegungsschritte, Kernberechnun-
gen und Trainingszeit (australian Datensatz, C = 10, σ = 2).
und nimmt dann etwa ab 50 drastisch ab. Fu¨r ws = 120 ist die Anzahl minimal. Genau
bei diesem Wert wurde auch das Minimum der Trainingszeit erreicht. Die Trainingszeit
war fu¨r kleine Arbeitsmengen hoch, wurde dann im Bereich [50, 150] kleiner und stieg
dann wieder an. La¨ngste und ku¨rzeste Trainingszeit liegen immerhin mit Faktor sechs
auseinander.
ws 4 10 20 30 50 100 200 300 400 500 600 700
#Z 2698 374 33 24 14 10 4 3 5 3 2 1
#K 7.54 2.60 2.21 0.31 0.25 0.31 0.29 0.39 0.94 0.86 0.81 0.55
sv 89 89 89 89 89 89 89 89 89 89 89 89
ttrain 2.26 0.90 0.22 0.27 0.37 1.89 2.78 3.97 12.20 13.73 10.04 9.09
Tabelle 7.10: Einfluß der Gro¨ße der Arbeitsmenge auf Zerlegungsschritte, Kernberechnun-
gen und Trainingszeit (fourclass Datensatz, C = 10, σ = 0.5).
Fu¨r den etwas gro¨ßeren fourclass Datensatz ergibt sich das folgende Bild (vgl. Tabelle
7.10). Auch hier ist die Anzahl der Kernberechnungen zu Beginn sehr hoch und nimmt
dann drastisch ab. Bei ws = 50 wurde der minimale Wert der Testreihe angenommen. Die
Trainingszeit entwickelte sich jedoch diesmal etwas anders. Das Minimum wird schon fu¨r
ws = 20 angenommen bei einer gleichzeitig eher hohen Anzahl an Kernberechnungen.
Diese Anzahl allein ist also nicht ausreichend, um die Trainingszeit zu erkla¨ren. Mo¨gli-
cherweise spielt hier die Anzahl an Zerlegungsschritten auch eine wichtige Rolle. Diese
hat schnell abgenommen. Da die Berechnungen des inneren Lo¨sers fu¨r ws = 20 sehr
schnell sind, ist die Kombination in dem Fall optimal. Man kann auch gut erkennen, dass
sich gro¨ßere Arbeitsmengen sehr negativ auf die Rechenzeit auswirken. Wir haben bei
den Tabellen 7.9 und 7.10 jeweils die Anzahl der Support-Vektoren mit angegeben, um
zu zeigen, dass die Variable ws das erlernte Modell nicht stark beeinflusst. Bei großen
Datensa¨tzen gibt es das Pha¨nomen, dass sich die Anzahl der Support-Vektoren bei ver-
schiedenen Werten fu¨r ws leicht unterscheidet ([46] und unsere Tabellen 7.11 und 7.12).
Dabei liegt jedoch kein Konflikt mit der globalen Optimierungsaufgabe vor. Da es bei
dem iterativen Zerlegungsalgorithmus eine Abbruchbedingung gibt, wird das Ergebnis nie
genau ausgerechnet. Durch unterschiedliche Arbeitsmengen entstehen damit auch unter-
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schiedliche Zwischenergebnisse und sobald die Karush-Kuhn-Tucker-Bedingungen in un-
seren Tests mit der jeweiligen Toleranz erfu¨llt sind, stoppt das Verfahren. Im Allgemeinen
wirkten sich die Unterschiede im Nachhinein kaum auf die Testgenauigkeiten aus. In der
Praxis wird u¨brigens ha¨ufig versucht, bei sehr großen komplexen Daten die Trainingszeit
durch Wahl einer groben Toleranz zu verringern. Die dabei entstehenden Ungenauigkeiten
werden zugunsten der geringeren Rechenzeit in Kauf genommen.
ws 10 20 50 100 300 500 650 700 800 1000 1400
#Z 6076 3204 1540 640 105 51 32 30 28 23 18
#K 806 887 1082 866 392 275 214 215 211 214 222
sv 5527 5547 5552 5532 5547 5538 5542 5553 5547 5545 5539
ttrain 334 354 431 345 165 126 105 110 114 132 199
ws 1800 2000 2400 2800 3000 3100 3300 3500 3700 3850 4000
#Z 15 13 12 10 9 9 9 8 8 7 7
#K 229 228 245 244 243 249 258 255 268 252 261
sv 5532 5538 5537 5540 5546 5553 5549 5547 5556 5548 5555
ttrain 260 326 528 603 582 669 750 856 1090 960 1140
Tabelle 7.11: Einfluß der Gro¨ße der Arbeitsmenge auf Zerlegungsschritte, Kernberechnun-
gen und Trainingszeit (a9a Datensatz mit 15000 Trainingspunkten, C = 1, σ = 3).
In Tabelle 7.11 sind zuna¨chst wieder Ergebnisse fu¨r den reduzierten a9a Datensatz mit
15000 Punkten gegeben. Die Anzahl der Kernberechnungen pendelt sich ab etwa ws =
500 bei 200 bis 300 Millionen ein. Wie man auch in der graphischen Darstellung der
Trainingszeit (Abbildung 7.1) erkennen kann, liegt eine gu¨nstige Arbeitsmenge bei etwa
650 Punkten.48 Ein allgemein guter Bereich ist [300, 1000]. Fu¨r gro¨ßere (oder kleinere)
Werte von ws steigt die Zeit immer weiter an.
Ergebnisse fu¨r den kompletten a9a Datensatz sind in Tabelle 7.12 gegeben. Bei mehr als
3000 aktiven Punkten steigt die Rechenzeit drastisch an. Im Unterschied zum Datensatz
mit 15000 Punkten, liegt die optimale Arbeitsmenge jedoch im Bereich [600, 1400] (vgl.
Abbildung 7.1), das Intervall hat sich also verschoben. Das Optimum wird bei ws =
1200 erreicht. Wir schließen daraus, dass eine Vergro¨ßerung des Datensatzes zu mehr
Zerlegungsschritten fu¨hrt, die dann in ihrer Summe dafu¨r sorgen, dass gro¨ßere Schritte
geringerer Anzahl plo¨tzlich im Vorteil sind. Die allgemeinen Trends in Tabelle 7.12 sind:
• Im Bereich kleiner Arbeitsmengen werden tausende Zerlegungsschritte durchgefu¨hrt.
Die Anzahl sinkt dann drastisch hin zu einer zweistelligen Zahl.
• Die Trainingszeit als Funktion von ws ist nicht linear. Es existiert ein Bereich von
48Allgemein sind in diesem Kapitel bei allen Testreihen deutlich mehr Werte untersucht worden. Aus die-
sen sind dann interessante Fa¨lle und Bereiche ausgewa¨hlt worden, um die Tabellen nicht weiter aufzubla¨hen.
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ws 50 100 300 500 600 700 800 900 1000 1200
#Z 3920 1646 305 158 111 87 71 71 52 39
#K 5965 5043 2611 1979 1610 1441 1343 1393 1175 984
sv 11772 11774 11763 11745 11755 11779 11756 11742 11765 11760
ttrain 2480 2105 1118 897 759 718 716 773 688 626
ws 1400 1600 2000 2200 2400 2600 2800 3000 3500 4000
#Z 34 34 29 23 22 21 20 20 17 15
#K 985 1055 1073 978 992 998 1035 1054 1050 1078
sv 11767 11753 11775 11781 11771 11767 11761 11784 11784 11758
ttrain 700 828 1041 1043 1114 1130 1400 1557 2379 3400
Tabelle 7.12: Einfluß der Gro¨ße der Arbeitsmenge auf Zerlegungsschritte und Trainingszeit






















Abbildung 7.1: Graphische Darstellung der Trainingszeiten aus den Tabellen 7.11 und
7.12.
Arbeitsmengen, die zu besonders guten Ergebnissen fu¨hren. Dieser Bereich ist je-
doch datenabha¨ngig.
• Die Anzahl an Kernberechnungen pendelt sich auf einen Wert um etwa eine Milliar-
de ein. Die Anzahl der Kernberechnungen ist also im Bereich gro¨ßerer Arbeitsmen-
gen nicht fu¨r die steigende Rechenzeit verantwortlich. Diese wird demnach stark
von den Kosten des QP-Lo¨sers bestimmt.
Im Abschnitt 7.5.1 werden wir zeigen, wie auch das parallele Verhalten der Zerlegungs-




In diesem Abschnitt wollen wir zusammenfassend zu den algorithmischen Tests zeigen,
wieviel Zeit tatsa¨chlich in den einzelnen Routinen verbraucht wird. Dazu fu¨hren wir, wie
auch schon in [41], fu¨r verschiedene Datensa¨tze ein Profiling mit dem GNU-Profiler gprof
auf dem JUMP-System durch. Dabei wird die effiziente Form des Zerlegungsalgorithmus
mit ²∇ = 1e− 4 und der a priori Datentransformation zur Kernberechnung eingesetzt.
Datensatz diabetes astro w8a
ws 10 10 100 100 500 1000
ESSL 0.01 0.35 0.76 1.91 49.93 76.28
Zerlegungsroutine 0.02 1.93 0.18 55.22 50.27 12.42
Kernberechnungen 0.13 10.14 0.52 1274.73 1310.33 344.18
Projektion 0.02 0.05 0.00 0.06 0.19 0.13
Innerer Lo¨ser 0.02 0.54 1.14 3.37 19.22 14.47
Sortieren 0.02 0.18 1.17 3.20 17.66 12.55
Aktualisierung 0.02 0.99 0.00 3.61 0.80 0.11
der Arbeitsmenge
ttrain 0.24 14.18 3.77 1342.10 1448.40 460.14
Tabelle 7.13: Profilingergebnisse (in Sekunden) fu¨r die Datensa¨tze diabetes, astro und w8a
(20000 Punkte), O3-Optimierung.
In Tabelle 7.13 zeigen wir beispielhaft Ergebnisse der Zeitmessungen fu¨r je einen kleinen,
mittleren und großen Datensatz. Wir haben die Gro¨ße der Arbeitsmengen leicht variiert,
um zu zeigen, wie sich die Verha¨ltnisse der Rechenzeiten in den verschiedenen Routinen
a¨ndern. In der Tabelle sind jeweils nur ausschließlich die Zeiten angegeben, die netto durch
diese Routinen verbraucht werden. Die Zeiten von inneren eigensta¨ndigen Routinen sind
gesondert aufgefu¨hrt und wurden nicht kumuliert. Fu¨r eine bessere U¨bersicht stellen wir
die Abha¨ngigkeiten in Abbildung 7.2 nochmals dar.
Man kann erkennen, dass die Kernberechnungen in der Zerlegungsroutine immer einen
signifikanten Teil der Rechenzeit verbrauchen. Fu¨r den astro Datensatz sieht man, dass
eine Vergro¨ßerung der aktiven Menge zu la¨ngeren Rechenzeiten des inneren Lo¨sers und
der darin enthaltenen Sortieralgorithmen fu¨hrt. Gleichzeitig verringert sich die Rechenzeit
bei den Kernauswertungen und fu¨hrt dann insgesamt zur besseren Performance. Fu¨r den
w8a Datensatz ist eine a¨nliche Entwicklung zu erkennen. Fu¨r ws = 1000 kann viel Zeit bei
den Kernen gespart werden. Da fallen die la¨ngeren Rechenzeiten bei den ESSL-Routinen
kaum ins Gewicht.
Das Profiling hat nochmals gezeigt, wie unterschiedlich die Rechenzeiten fu¨r unterschied-
lich große Arbeitsmengen sein ko¨nnen. Die Gro¨ße der Arbeitsmenge hat nicht nur großen









Abbildung 7.2: Grobe Struktur der Zerlegungsmethode zur Interpretation der Profiling-
Ergebnisse in Tabelle 7.13.
Last. Durch den mehrschichtigen Aufbau der Zerlegungsmethode, siehe Abbildung 7.2,
ist es schwer, genaue Prognosen zu den Rechenzeiten fu¨r neue Daten vorherzusagen, wenn
die Gro¨ße der Arbeitsmenge noch unbekannt ist. Eine Idee fu¨r die Wahl der Arbeitsmenge
ist, 10% der Trainingsdaten zu verwenden und dabei einen Maximalwert von beispielswei-
se 2000 Punkten nicht zu u¨berschreiten. Wir verweisen an dieser Stelle auf Anhang C, wo
wir zwei umfangreichere Testreihen zur Abha¨ngigkeit der Trainingszeit von der Arbeits-
menge und der Datensatzgro¨ße zeigen.
7.3 Kostensensitive Modellierung
In diesem Abschnitt werden Tests zu verbesserten Lernmethoden durchgefu¨hrt. Dabei wer-
den Techniken, wie sie in Kapitel 4 vorgestellt wurden, eingesetzt, um Ergebnisse zu ver-
bessern. Ein wichtiger Aspekt dieses Abschnitts ist kostensensitive Klassifikation. Thema-
tisch wichtige Arbeiten dazu sind [40, 43, 44, 47] sowie die innerhalb des GALA-Projektes
entstandenen Arbeiten [38, 82, 83, 132, 133].
7.3.1 Gewichtete SVM-Modelle
Wir studieren den Einfluss der Fehlergewichtung mittels C+ und C−, vergleiche dazu
Abschnitt 4.2.2. Wir haben behauptet, dass sich durch ein Verha¨ltnis C+/C− 6= 1 ei-
ne Vera¨nderung der Fehlerquoten ergibt und die Fehlergewichtung somit ein Werkzeug
zur kostensensitiven Klassifikation ist. Anhand einiger Tests werden wir zeigen, welchen
Einfluss die Variierung von C+ und C− auf Trainings- und Testergebnisse hat. Bei den
Ergebnissen handelt es sich nicht um hochoptimierte Werte, wir wollen an dieser Stelle
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zuna¨chst ein Gefu¨hl dafu¨r vermitteln, welche Mo¨glichkeiten es gibt und wie stark Ergeb-
nisse auseinanderdriften ko¨nnen. Mit der automatischen Parameteroptimierung befassen
wir uns spa¨ter im Abschnitt 7.4.
In Anlehnung an unsere Studien in [132] beginnen wir mit einer zweidimensionalen Dar-
stellung von Ergebnissen fu¨r den ensemble Datensatz. Es wurden verschiedene Werte fu¨r
C+ und C− verwendet. Alle anderen Parameter waren konstant (L1-Norm-SVM, Gauß-
Kern, σ = 20). Zuna¨chst sind in Tabelle 7.14 die Ergebnisse des Trainings dargestellt,
wobei die Ergebnisse fu¨r die ungewichteten Modelle fett eingetragen sind. An dieser Dia-
gonale kann man wunderbar erkennen, wie mit wachsendem Strafparamter C die Trai-
ningsfehler immer mehr abnehmen, bis es ab C = 50 keine Fehler mehr gibt. Durch eine
ho¨here Bestrafung falsch negativer Punkte im gewichteten Modell (rechte obere Dreiecks-
matrix) nimmt ihre Anzahl ab, gleichzeitig gibt es mehr falsch positive Punkte. Auffa¨llig
ist das starke Anwachsen dieser Fehler fu¨r kleine Werte von C−.
C+
1 1.5 2 4 6 8 10 50 100
1 29 : 0 16 : 2 4 : 8 0 : 14 0 : 14 0 : 14 0 : 14 0 : 14 0 : 14
1.5 31 : 0 19 : 0 10 : 1 0 : 10 0 : 10 0 : 10 0 : 10 0 : 10 0 : 10
2 31 : 0 25 : 0 15 : 1 0 : 7 0 : 9 0 : 9 0 : 9 0 : 9 0 : 9
4 31 : 0 27 : 0 17 : 0 4 : 1 0 : 3 0 : 6 0 : 6 0 : 6 0 : 6
C− 6 31 : 0 27 : 0 19 : 0 5 : 0 4 : 1 0 : 2 0 : 4 0 : 5 0 : 5
8 31 : 0 27 : 0 19 : 0 6 : 0 4 : 1 2 : 1 0 : 2 0 : 4 0 : 4
10 31 : 0 27 : 0 19 : 0 6 : 0 4 : 0 3 : 0 2 : 0 0 : 3 0 : 3
50 31 : 0 27 : 0 19 : 0 6 : 0 4 : 0 3 : 0 2 : 0 0 : 0 0 : 0
100 31 : 0 27 : 0 19 : 0 6 : 0 4 : 0 3 : 0 2 : 0 0 : 0 0 : 0
Tabelle 7.14: Einfluß der Strafparameter auf (falsch negative : falsch positive) Punkte in
den 200 Trainingsdaten (ensemble Datensatz).
Ein SVM-Modell sollte niemals nach der Anzahl der Trainingsfehler, sondern nach sei-
ner Generalisierungsfa¨higkeit bewertet werden. Interessant sind demnach ausschließlich
Validierungs- oder Testfehler auf unabha¨ngigen Daten. In Tabelle 7.15 sind die korrespon-
dierenden Ergebnisse dargestellt. Als sehr positiv bewerten wir die Entwicklung der Test-
ergebnisse in der rechten oberen Dreiecksmatrix. Die Effekte der Fehlerverschiebung sind
a¨hnlich denen im Training. Das beste Ergebnis mit ho¨chster Sensitivita¨t bei gleichzeitig
ho¨chster Spezifita¨t ist ebenfalls fett dargestellt (1:7).
Die Testergebnisse aus Tabelle 7.15 haben wir in Abbildung 7.3 dargestellt. Die Bilder
zeigen, wie sich die variierenden falsch negativen und falsch positiven Punkte u¨ber dem
Parameterraum zusammen zu einer relativ einheitlichen Gesamtfehleranzahl summieren.




1 1.5 2 4 6 8 10 50 100
1 11 : 0 8 : 1 5 : 4 1 : 7 1 : 8 1 : 8 1 : 8 1 : 8 1 : 8
1.5 11 : 0 10 : 1 8 : 2 4 : 6 3 : 6 3 : 6 3 : 6 3 : 6 3 : 6
2 11 : 0 11 : 2 10 : 2 4 : 5 3 : 6 3 : 6 3 : 6 3 : 6 3 : 6
4 11 : 0 11 : 0 10 : 2 6 : 3 4 : 5 4 : 4 4 : 3 4 : 3 4 : 3
C− 6 11 : 0 11 : 0 10 : 2 8 : 3 5 : 3 4 : 4 4 : 3 4 : 3 4 : 3
8 11 : 0 11 : 0 10 : 2 8 : 3 6 : 5 4 : 4 4 : 5 4 : 3 4 : 3
10 11 : 0 11 : 0 10 : 2 8 : 3 6 : 5 4 : 4 4 : 4 4 : 3 4 : 3
50 11 : 0 11 : 0 10 : 2 8 : 3 7 : 5 7 : 5 5 : 5 5 : 3 5 : 3
100 11 : 0 11 : 0 10 : 2 8 : 3 7 : 5 7 : 5 5 : 5 5 : 3 5 : 3
Tabelle 7.15: Einfluß der Strafparameter auf (falsch negative : falsch positive) Punkte in
den 63 Testdaten (ensemble Datensatz).
teilung der Support-Vektoren hat. Die im Folgenden pra¨sentierten Ergebnisse fu¨r die Da-
tensa¨tze cancer und thyroid stu¨tzen sich auf [44], wobei die Tests fu¨r den thyroid Datensatz
nochmals modifiziert worden sind. In [44] wurden nur die Trainingsdaten verwendet. Dazu
wurden sie in Trainings- und Recallpunkte aufgeteilt. Wir haben nun den ganzen Trainings-
datensatz fu¨r das Training verwendet, denn fu¨r die Tests stand jetzt auch der Testdatensatz
zur Verfu¨gung. Bei der Wahl der Parameter in diesem Abschnitt haben wir den Kern und
seinen Parameter pro Datensatz konstant gelassen. Zudem haben wir je zwei Werte fu¨r
C definiert, die zweimal ungemischt und einmal gemischt verwendet worden sind. In Ta-
belle 7.16 sind die Ergebnisse von Validierung, Training und Test dargestellt. Die beiden
Datensa¨tze sind – genau wie der ensemble Datensatz – interessant, da sie kostensensitiv
(cancer) bzw. stark unausgeglichen (thyroid) sind. Fu¨r die Kombination C+ = C− = 30
(cancer) bzw. C+ = C− = 100000 (thyroid), d.h. die Modelle mit den jeweils hohen
Werten fu¨r den Strafparameter, wurden stets die wenigsten und fu¨r die gewichteten Ver-
fahren die meisten Support-Vektoren erlernt. Bei den gewichteten Modellen ist zudem das
Verha¨ltnis positiver zu negativer Support-Vektoren deutlich vera¨ndert. Interessanterweise
nimmt die Anzahl positiver Support-Vektoren ab (von 49 bzw. 19 auf 11 und von 149 bzw.
113 auf 46) und die Anzahl negativer zu (von 47 bzw. 19 auf 111 und von 156 bzw. 142
auf 384.). Die Generalisierungsfa¨higkeit der gewichteten Modelle ist sehr gut, d.h. die
Ergebnisse der Validierung und des Trainings sind auch in den Testergebnissen wiederzu-
finden. Besonders positiv sind die erreichten Sensitivita¨ten bei den gewichteten Modellen.
Die verbesserten Werte gehen zudem nicht auf Kosten der Genauigkeit.
Die Ergebnisse dieses Abschnitts und viele andere von uns durchgefu¨hrte Tests [38, 132]































Abbildung 7.3: Anzahl falsch negativer (links oben) und falsch positiver (rechts oben)
Testpunkte sowie Gesamtzahl falsch klassifizierter Testpunkte (unten) fu¨r variierende Wer-
te von C+ und C− (ensemble Datensatz).
7.3.2 L1-Norm und L2-Norm
In diesem Abschnitt wollen wir zeigen, wie sich die SVM-Software fu¨r die beiden Model-
le L1-Norm und L2-Norm verha¨lt. Die Unterschiede zwischen den Optimierungsproble-
men haben wir im Abschnitt 2.4.2 erkla¨rt. Die Einbettung der L2-Norm in die L1-Norm-
Software wurde im Abschnitt 4.2.1 beschrieben. Bei den Tests in diesem Abschnitt soll
erneut auch die gewichtete Fehlergewichtung mit betrachtet werden. Wir versuchen zu
zeigen, welches Modell vorzuziehen ist. Allgemein wird behauptet49, dass das L2-Norm-
Modell zu viele Support-Vektoren definiert, eine Dokumentation dazu gibt es aber nicht.
Unsere Tests mit zwei kostensensitiven Datensa¨tzen sollen kla¨ren, ob das auch fu¨r unaus-
geglichene Probleme gilt. Zusa¨tzlich ist zu kla¨ren, ob die L2-Norm mo¨glicherweise auch
einen positiven Effekt hat, beispielsweise bei der Anzahl der Testfehler.






C+ 2 30 30 10000 100000 100000
C− 2 30 2 10000 100000 10000
Validierung
fkvalid 10 12 10 87 81 90
fnvalid 4 5 1 86 70 5
fpvalid 6 7 9 1 11 85
Training
sv 96 38 122 305 255 430
svp 49 19 11 149 113 46
svn 47 19 111 156 142 384
fktrain 10 11 10 88 71 89
fntrain 4 4 1 78 62 1
fptrain 6 7 9 10 9 88
Test
fktest 15 11 8 113 102 111
fntest 9 6 0 91 75 3
fptest 6 5 8 22 27 108
ac 0.96 0.97 0.98 0.97 0.97 0.97
se 0.92 0.95 1.00 0.64 0.70 0.99
sp 0.97 0.98 0.97 0.99 0.99 0.97
Tabelle 7.16: Vergleich von Ergebnissen fu¨r L1-Norm mit ungewichteten und gewichteten
SVM’s (cancer Datensatz (σ = 20) und thyroid Datensatz (σ = 100)).
Wir betrachten zuna¨chst den cancer Datensatz, der auch schon im letzten Abschnitt unter-
sucht worden ist. Die Ergebnisse fu¨r beide Modelle sind in Tabelle 7.17 dargestellt. Wir
beobachten die folgenden Effekte:
• Validierung
Die gewichteten Modelle schneiden unterschiedlich gut ab. Wa¨hrend fu¨r die unge-
wichteten Fa¨lle, d.h. C = 2 und C = 30, die Validierungsergebnisse beider Modelle
beinahe identisch sind, kommt es fu¨r C+ = 30 und C− = 2 im L2-Norm-Modell
zwar zu der gewu¨nschten Erho¨hung der Sensitivita¨t analog zum L1-Norm-Modell (1
falsch negativer Punkt), die Gesamtfehlerzahl steigt jedoch drastisch an. Es werden
20 Fehler geza¨hlt, doppelt soviele wie im L1-Norm-Modell.
• Training
Das L2-Norm-Modell hat fu¨r alle drei Parameterkombinationen die meisten Support-
Vektoren berechnet; jeweils etwa doppelt soviele wie das L1-Norm-Modell. Die





C+ 2 30 30 2 30 30
C− 2 30 2 2 30 2
Validierung
fkvalid 10 12 10 10 13 20
fnvalid 4 5 1 4 6 1
fpvalid 6 7 9 6 7 19
Training
sv 96 38 122 196 95 227
svp 49 19 11 67 45 15
svn 47 19 111 129 50 212
fktrain 10 11 10 10 11 19
fntrain 4 4 1 4 4 0
fptrain 6 7 9 6 5 19
Test
fktest 15 11 8 15 12 21
fntest 9 6 0 10 7 0
fptest 6 5 8 5 5 21
ac 0.96 0.97 0.98 0.96 0.97 0.94
se 0.92 0.95 1.00 0.92 0.94 1.00
sp 0.97 0.98 0.97 0.98 0.98 0.91
Tabelle 7.17: Vergleich von Ergebnissen fu¨r L1-Norm- und L2-Norm-Modelle mit unge-
wichteten und gewichteten SVM’s fu¨r den cancer Datensatz (σ = 20).
wickelte sich bei den Modellen gleich. C = 30 fu¨hrte zu wenigen (38 und 95) und
C = 2 zu mindestens doppelt sovielen (96 und 196) Support-Vektoren. Bei den ge-
wichteten Modellen gab es noch eine weitere Steigerung auf 122 und 227 Support-
Vektoren. Die Trainingsfehler entwickeln sich wieder unterschiedlich. Wa¨hrend
beim L1-Norm-Modell die Gewichtung zu einer Verlagerung der unterschiedlichen
Fehlerarten bei stabiler Gesamtfehlerzahl fu¨hrt, reagiert das L2-Norm-Modell sehr
empfindlich auf die Gewichtung und es gibt etwa doppelt soviele Fehler, ausgelo¨st
durch einen drastischen Sprung bei den falsch positiven Trainingspunkten.
• Test
Das wichtige unabha¨ngige Testergebnis besta¨tigt unsere Vermutungen. Die beschrie-
benen Tendenzen bleiben auch im Test erhalten. Dass das L2-Norm-Modell mehr
Support-Vektoren erzeugt, ist – wenn auch nicht gut dokumentiert, zumindest in der
Community – bekannt, aber dass es so empfindlich auf die gewichtete Klassifikation
reagiert, haben wir erst in den Tests herausgefunden. Unsere Ergebnisse sind in [44]
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dokumentiert. Andere Studien dazu sind uns bisher nicht bekannt.
Fu¨r die Ergebnisse des thyroid Datensatzes in Tabelle 7.18 zeigen sich a¨hnliche Muster fu¨r
Training, Validierung und Test. Fu¨r das gewichtete L2-Norm-Modell sind die Fehlerzahlen
jeweils etwas doppelt so hoch wie fu¨r das L1-Norm-Modell. Fu¨r diesen Datensatz sind




C+ 10000 100000 100000 10000 100000 100000
C− 10000 100000 10000 10000 100000 10000
Validierung
fkvalid 87 81 90 143 110 204
fnvalid 86 70 5 134 100 5
fpvalid 1 11 85 9 10 199
Training
sv 305 255 430 1699 1150 2298
svp 149 113 46 188 173 138
svn 156 142 384 1511 977 2160
fktrain 88 71 89 145 99 196
fntrain 78 62 1 139 91 2
fptrain 10 9 88 6 8 194
Test
fktest 113 102 111 158 128 215
fntest 91 75 3 139 106 2
fptest 22 27 108 19 22 213
ac 0.97 0.97 0.97 0.95 0.96 0.94
se 0.64 0.70 0.99 0.44 0.58 0.99
sp 0.99 0.99 0.97 0.99 0.99 0.93
Tabelle 7.18: Vergleich von Ergebnissen fu¨r L1-Norm- und L2-Norm-Modelle mit unge-
wichteten und gewichteten SVM’s fu¨r den thyroid Datensatz (σ = 100).
Eine weitere Studie zum Einfluß der Modelle und der Gewichtung haben wir in [132] fu¨r
den ensemble Datensatz vorgestellt. Wir haben gezeigt, welchen Schwankungen Ergebnis-




Die Schwellwertverschiebung war eine weitere von uns betrachtete Methode zur kosten-
sensitiven Manipulation eines Klassifikators auf unausgeglichenen Datensa¨tzen (Abschnitt
4.3.2). Dabei wird fu¨r jeden zu klassifizierenden Punkt x zu dem berechneten Zielfunkti-
onswert f(x) eine Konstante ∆b ∈ R hinzuaddiert, bevor schließlich die Signumfunktion
u¨ber die Klassifikation entscheidet. Die Modifkation findet also erst nach dem Training
statt. Das Ziel dieser Verschiebung der Hyperebene bei kostensensitiven Problemen ist,
ho¨here Sensitivita¨t zu erreichen. Wir wollen diese Technik exemplarisch fu¨r den ensemble
Datensatz testen und zeigen, welche Kosten dabei entstehen.
In Tabelle 7.19 sind zuna¨chst Ergebnisse fu¨r zwei ungewichtete L1-Norm-Modelle (C =
1, C = 100) dargestellt. Die Ergebnisse ohne Verschiebung stammen aus Tabelle 7.15.
Wir haben die Verschiebungen so gewa¨hlt, dass jeweils alle mo¨glichen Werte fu¨r die Sen-
sitivita¨t erreicht werden bei gleichzeitiger Maximierung der Spezifita¨t. Im unteren Teil der
Tabelle haben wir die besten Ergebnisse zusammengefasst, um die Mo¨glichkeiten und Ko-
sten der Schwellwertverschiebung zu zeigen. Dabei haben wir festgestellt, dass sich mit
diesem durchaus einfachen Werkzeug zwar eine bessere Sensitivita¨t einstellen kann, die
Kosten dafu¨r aber sehr hoch sind. Ein Vergleich mit Tabelle 7.15 verdeutlicht, dass gerade
im Bereich sehr hoher Sensitivita¨t die Anzahl falsch positiver Punkte im Test viel zu hoch
ist.
Schwierig bei der Schwellwertverschiebung ist die Wahl des Schwellwertes. Da der Wert
erst nach dem Erlernen des Modells zu der Zielfunktion dazuaddiert wird, stellt sich die
Optimierung schwierig dar. Man kann den Schwellwert bestimmen, indem man die Funkti-
onswerte fu¨r beide Klassen betrachtet und den zusa¨tzlichen Schwellwert in Prozent festlegt.
Eine andere Methode, die wir getestet haben, ist, den Schwellwert mit in die Optimierung
einfließen zu lassen. Dabei wird er als Parameter definiert und mit validiert. Es hat sich
gezeigt [132], dass diese Methode gut generalisiert und eine geringere Streuung der Ergeb-
nisse nach sich zieht, jedoch auch sehr zeitaufwa¨ndig ist.
Zusa¨tzlich zu den einfachen Verschiebungen wollen wir testen, welchen Einfluß die Fehl-
ergewichtung bei der Schwellwertverschiebung hat. Wir wa¨hlen C+ = 100 und C− = 1.
Fu¨r diese Parameter gab es schon ohne Verschiebung ein gutes Ergebnis (vgl. Tabelle
7.15). Tabelle 7.20 zeigt erneut die gesamte Bandbreite der mo¨glichen Ergebnisse. Im
Vergleich zu den besten Ergebnissen in Tabelle 7.19 fa¨llt auf, dass im Bereich fn = 6, 7
und fn < 4 deutlich bessere Spezifita¨ten erreicht werden. Zur Veranschaulichung ha-
ben wie die Ergebnisse in Abbildung 7.4 dargestellt. Sowohl die Genauigkeit (links) als
auch die Spezifita¨t (rechts) sind im gewichteten Modell mit Schwellwertverschiebung bei
gleicher Sensitivita¨t besser als im ungewichteten Fall, besonders fu¨r Bereiche hoher Sen-
sitivita¨t (se ∈ [0.7, 1.0]). In Abbildung 7.5 haben wir – in Vorgriff auf Abschnitt 7.4 – die
Werte des einfachen F-Maßes abgetragen. Das Bild zeigt die Reaktion des Gu¨temaßes auf





∆b – 0.3 0.5 0.55 0.6 0.62 0.7 0.81 0.85 0.9 0.98 1.07
fntest 11 10 9 8 7 6 5 4 3 2 1 0
fptest 0 1 2 2 2 3 4 8 10 15 25 33
C = 100
∆b −1.5 −1.35 −1.2 −1.0 −0.4 −0.33 – 0.1 0.4 0.7 1.4 1.6
fntest 11 10 9 8 7 6 5 4 3 2 1 0
fptest 0 0 0 1 3 3 3 4 9 18 35 37
beste Ergebnisse
fntest 11 10 9 8 7 6 5 4 3 2 1 0
fptest 0 0 0 1 2 3 3 4 9 15 25 33
ac 0.83 0.84 0.86 0.86 0.86 0.86 0.87 0.87 0.81 0.73 0.59 0.48
se 0.00 0.09 0.18 0.27 0.36 0.45 0.55 0.64 0.73 0.82 0.91 1.00
sp 1.00 1.00 1.00 0.98 0.96 0.94 0.94 0.92 0.83 0.71 0.52 0.37
Tabelle 7.19: Schwellwertverschiebung in ungewichteten L1-Norm-Modellen (ensemble
Datensatz).
C+ = 100, C− = 1
∆b −1.4 −1.0 −0.77 −0.76 −0.75 −0.6 −0.33 −0.07 −0.05 −0.03 0.5
fntest 11 10 8 7 6 5 4 3 2 1 0
fptest 0 1 1 1 1 3 4 6 7 7 16
ac 0.83 0.83 0.86 0.87 0.89 0.87 0.87 0.86 0.86 0.87 0.75
se 0.00 0.09 0.27 0.36 0.45 0.55 0.64 0.73 0.82 0.91 1.00
sp 1.00 0.98 0.98 0.98 0.98 0.94 0.92 0.88 0.87 0.87 0.69






































Abbildung 7.4: Graphische Darstellung der Ergebnisse fu¨r die Tabellen 7.19 und 7.20.
7.3.4 Sampling
Zu Techniken des kostensensitiven Lernens fu¨r den ensemble Datensatz haben wir Ex-

















Abbildung 7.5: F-Maß (β = 1) zu den Ergebnissen der Tabellen 7.19 und 7.20.
betrachtet worden, vgl. Seite 107. Wir haben uns darauf beschra¨nkt, die Methode des
Oversamplings einzusetzen. Undersampling ist im Zusammenhang mit Support-Vektor-
Maschinen nicht als sinnvoll anzusehen, da die SVM durch die Auswahl von Support-
Vektoren selbst in der Lage ist, redundante Punkte in weiter Entfernung von der Hyper-
ebene zu eliminieren. Durch Undersampling wu¨rden unter Umsta¨nden auch wichtige In-
formation verloren gehen. Undersampling wird oft eingesetzt, wenn die Daten zu groß
sind fu¨r eine Verarbeitung. Da wir große Daten behandeln wollen, beno¨tigen wir diese
Datenverkleinerung nicht.
Im Gegensatz zu den bisherigen Arbeiten [38, 83, 132], bei denen wir dreifaches Over-
sampling in den Trainingsdaten durchfu¨hrten und damit die 35 positiven Punkte auf 105
aufgebla¨ht haben, betrachten wir jetzt Oversampling-Faktoren von 1 bis 5. Bei einem Fak-
tor von 5 gibt es mit 185 positiven Punkten mehr positive als negative Trainingsdaten. Sehr
wichtig beim Oversampling ist, dass nur die Trainingsdaten aufgebla¨ht werden und keine
Kopien von positiven Punkten in die Recall- oder Testmege gelangen, wo sie ku¨nstlich das
Testergebnis verbessern50.
Unsere Ergebnisse sind in Tabelle 7.21 dargestellt. Es ist zu erkennen, dass Oversampling
fu¨r kleine Werte von C eine Verbesserung der Sensitivita¨t mit sich bringt. Gleichzeitig ist
die Zunahme der Fehler zweiter Art vertretbar. Fu¨r den ensemble Datensatz ist die erzielba-
re Verbesserung enorm, da bei 13 positiven Testpunkten ein zusa¨tzlicher korrekter positiver
Punkt gleich 9% mehr Sensitivita¨t bringt. Hohe Sensitivita¨t bei vertretbaren Fehlern zwei-
ter Art zu erreichen ist das Hauptziel dieser Anwendung [38]. Dennoch, einen besonderen
Trend kann man in den Ergebnissen nicht erkennen. Die erzielten Sensitivita¨ten sind nicht
so hoch, wie bei den anderen getesteten Methoden und fu¨r C = 10 passiert beispielsweise
u¨berhaupt nichts. Offensichtlich ist der Erfolg des Oversamplings stark von den anderen
Parametern abha¨ngig und wirkt nur bei kleinen Strafparameterwerten.
Wir untersuchen nun die Kombination von Sampling und Schwellwertverschiebung mit
und ohne Fehlergewichtung. In Tabelle 7.22 kann man an den Zeilen erkennen, welchen
50Wiedererkennung von fu¨r die Modellierung verwendeten Punkten
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Faktor C = 1 C = 2 C = 4 C = 6 C = 8 C = 10
1 11 : 0 10 : 2 6 : 3 5 : 3 4 : 4 4 : 4
2 5 : 3 4 : 5 4 : 4 4 : 3 4 : 3 4 : 3
3 4 : 7 3 : 6 4 : 4 4 : 3 4 : 3 4 : 3
4 3 : 8 3 : 6 4 : 4 4 : 3 4 : 3 4 : 3
5 3 : 8 3 : 6 4 : 4 4 : 3 4 : 3 4 : 3
Tabelle 7.21: Einfluss von Oversampling auf (falsch negative : falsch positive) Testpunkte
fu¨r ungewichtete L1-Norm-Modelle (ensemble Datensatz).
Einfluß das Sampling hat. Im ungewichteten Modell nehmen falsch negative Punkte ab und
falsch positive Punkte nehmen zu. Im gewichteten Modell passiert nicht viel, insbesondere
lassen sich keine positiven Effekte finden. Betrachtet man die Spalten, so sieht man, dass
die Schwellwertverschiebung bei allen Sampling-Arten gut greift. Ein besonders gutes Er-
gebnis ist fett dargestellt. Es scheint also, dass im Bereich hoher Sensitivita¨t eine Kombi-
nation von Sampling und Schwellwertverschiebung fu¨r das ungewichtete Modell zu einem
genauso guten Ergebnis (0:16) fu¨hrt wie die Schwellwertverschiebung fu¨r das gewichtete
Modell (vgl. Tabelle 7.20). Weitere Tests zu Schwellwertverschiebung in Kombination mit
Oversampling und Gewichtung sind in [38] dokumentiert. Sie zeigen a¨hnliche Merkma-
le. Das Sampling kann immer dann von Nutzen sein, wenn ein gewichtetes Modell nicht
verwendet wird, beispielsweise wenn die Parameteroptimierung zu teuer ist. Im Allge-
meinen raten wir jedoch davon im Zusammenhang mit Support-Vektor-Maschinen ab, vgl.
Abschnitt 4.3.1. Bei der Verwendung anderer Klassifikatoren kommt es vor, dass Over-
sampling notwendig ist, um die Voraussetzungen an die Methode zu erfu¨llen. Als Beispiel
sei die Maximum-Entropie-Methode genannt, zu den Details verweisen wir auf [83].
Faktor 1 2 3 4 5
C = 1
– 11 : 0 5 : 3 4 : 7 3 : 8 3 : 8
∆b = 0.5 9 : 2 2 : 10 0 : 16 0 : 17 0 : 18
∆b = 0.7 5 : 4 1 : 17 0 : 20 0 : 21 0 : 22
C+ = 100, C− = 1
∆b = −0.75 6 : 1 6 : 1 6 : 1 6 : 1 6 : 1
∆b = −0.03 1 : 7 3 : 7 3 : 8 3 : 8 3 : 8
– 1 : 8 3 : 8 3 : 8 3 : 8 3 : 8
Tabelle 7.22: Einfluss von Oversampling auf ungewichtetes und gewichtetes L1-Norm-
Modell mit Schwellwertverschiebung (ensemble Datensatz).
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KAPITEL 7. TESTS
7.4 Gu¨temaße und kostensensitive Parameteroptimierung
Wir haben in dieser Arbeit verschiedene Gu¨temaße vorgestellt (vgl. Kapitel 5). Fu¨r die
Parameteroptimierung mit APPSPACK haben wir die Gu¨temaße mit zwei neuen Kompo-
nenten ausgestattet [43, 133]:
• Fu¨r die gewichteten Maße fm und roc regelt ein Parameter β, wie stark die Sensiti-
vita¨t das Maß bestimmt (Abschnitt 5.1.5).
• Diskrete Fehlermessung auf der Hypothese wurde durch ein weicheres Maß auf der
Zielfunktion ersetzt und liefert feinere Auswertungen (Abschnitt 5.1.6).
Bei kostensensitiven Problemen nutzen wir typischerweise das F-Maß (5.13) zur Para-
meteroptimierung. In diesem Abschnitt wollen wir zeigen, warum das F-Maß gut geeig-
net erscheint. Stellvertretend fu¨r ein kostensensitives Anwendungsproblem betrachten wir
zuna¨chst den interessanten ensemble Projektdatensatz. Die bezu¨glich Sensitivita¨t und Spe-
zifita¨t besten der in den Abschnitten 7.3.1 bis 7.3.4 erzielten Testergebnisse haben wir als
ROC-Plot in Abbildung 7.6 dargestellt. ROC-Plots werden in der Medizin- und Pharma-
forschung zur Bewertung von Klassifikatoren eingesetzt [147]. Verglichen mit der Diago-
nalen sind alle Ergebnisse gut. Anhand der ROC-Regel51 la¨ßt sich jedoch kein optimaler
Punkt festlegen. Fu¨r eine automatisierte Parameteroptimierung muss die Auswertung mit-
tels einer klar definierten Funktion erfolgen. Das Gu¨temaß ist also nicht nur wichtig, um
gute und schlechte Ergebnisse zu trennen, sondern auch, um zwischen guten Ergebnissen



















Abbildung 7.6: ROC-Graphik erzielter Klassifikationsergebnisse fu¨r den ensemble Daten-
satz.
Die Ergebnisse sind in Tabelle 7.23 zusammengefasst und mittels verschiedener Gu¨temaße
bewertet worden. Man kann erkennen, dass der Anreicherungsfaktor nicht gut zur Opti-
mierung geeignet ist, insbesondere da eine Normalisierung des Maßes fehlt. Die Genau-
51Liegt ein Punkt nordo¨stlicher als ein anderer, ist er streng vorzuziehen.
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igkeit ist fu¨r kostensensitive Probleme zu allgemein; Sensitivita¨t und Spezifita¨t zu extrem,
da bei der Optimierung nicht in der jeweils anderen Klasse gepru¨ft werden kann, ob ein
akzeptables Ergebnis erreicht wird. Die kombinierten Maße roc und fm spiegeln unsere
Pra¨ferenzen gut wieder: das Ergebnis mit perfekter Sensitivita¨t erscheint ein wenig zu teu-
er, sodass ein Fehler in Klasse 1 durchaus zu tolerieren ist. Die Maße bewerten jedoch die
Nachbarpunkte unterschiedlich. Das ROC-Maß tendiert eher zum rechten Rand, wa¨hrend
das F-Maß sich hin zur Genauigkeit bewegt. Wir werden beide Maße im Anschluss in
einem echten Optimierungslauf fu¨r diesen Datensatz vergleichen.
Faktor 1 1 1 1 1 3
C+ 100 100 100 100 100 1
C− 100 1 10 2 1 1
∆b −1.2 −0.75 – – −0.03 0.5
fntest 9 6 4 3 1 0
fptest 0 1 3 6 7 16
ac 0.86 0.89 0.89 0.86 0.87 0.75
se 0.18 0.45 0.64 0.73 0.91 1.00
sp 1.00 0.98 0.94 0.88 0.87 0.69
pr 1.00 0.83 0.70 0.57 0.59 0.41
ef 5.73 4.77 4.01 3.27 3.37 2.33
roc 0.72 0.76 0.80 0.81 0.89 0.86
fm 0.31 0.59 0.67 0.64 0.71 0.58
Tabelle 7.23: Bisher erreichte Ergebnisse fu¨r den ensemble Datensatz und ihre Bewertung
durch verschiedene Gu¨temaße (zeilenweise beste Werte fett).
7.4.1 Vergleich von ROC-Maß und F-Maß
Wir haben zwei Optimierungsla¨ufe mit APPSPACK fu¨r den ensemble Datensatz mit dem
F-Maß und dem ROC-Maß durchgefu¨hrt. Dabei ist zuna¨chst die harte Fehlermessung ver-
wendet worden. Tabelle 7.24 zeigt die Ergebnisse. In den Zeilen sind jeweils die von
APPSPACK gefundenen neuen Minima fu¨r C+, C− und σ angegeben. Die letzte Zeile ist
das Endergebnis. Es ist zu beachten, dass weit mehr Punkte getestet worden sind. Auch der
erste Parameter, der hier konstant erscheint, wurde variiert. Obwohl die absoluten Werte
der Gu¨temaße nicht vergleichbar sind, erkennt man, dass die vom ROC-Maß gefundene
Lo¨sung in der Validierung deutlich schwa¨cher abschneidet, als die durch das F-Maß gene-
rierte Kombination (fett).
Wir wollen jetzt zeigen, welche Vorteile die weiche Fehlermessung fu¨r das F-Maß (5.16)




C+ C− σ rpvalid fpvalid em
10000 1.000 20.00 23 23 0.4458
10000 1.000 23.12 25 25 0.4243
10000 8.812 23.12 20 12 0.4203
10000 4.906 23.12 24 13 0.3514
ROC-Maß
C+ C− σ rpvalid fpvalid 1− roc
10000 1.000 20.00 23 23 0.2503
10000 1.000 23.12 25 25 0.2341
10000 1.000 22.34 25 23 0.2273
10000 1.976 22.34 24 18 0.2215
Tabelle 7.24: Vergleich von F-Maß und ROC-Maß bei der Optimierung (ensemble Daten-
satz).
eingesetzt wird. Wir fassen zuna¨chst kurz die Unterschiede zwischen den Maßen zusam-
men. Das F-Maß ist eine Funktion von Sensitivita¨t und Pra¨zision. Diese einfachen Maße
basieren auf den Anzahlen richtig positiver und falsch positiver Klassifikationen bei der
Validierung. Das einfache F-Maß summiert diese Punkte einfach auf. Unser neues F-Maß
summiert die Punkte nach folgendem Konzept: gilt fu¨r einen richtig oder falsch positiven
Punkt f < 1, so wird nur der Funktionswert summiert. Das bedeutet, schwach korrekte
Klassifikationen werden nur teilweise beachtet und leicht fehlerhafte Klassifikationen wer-
den etwas weniger bestraft. Es stellt sich die Frage, ob diese Modifikation tatsa¨chlich zu
A¨nderungen bei der Optimierung mit APPSPACK fu¨hrt? Dazu fu¨hren wir einen Test am
ensemble Datensatz durch.
In Tabelle 7.25 sind – wie auch schon in Tabelle 7.24 – die Ergebnisse der Optimierung
mit dem u¨blichen F-Maß (β = 1) dargestellt. Insgesamt wurden 66 der APPSPACK-
Testpunkte durch die SVM mit 8-facher Validierung ausgewertet. Dafu¨r wurden 231 Se-
kunden beno¨tigt. Die dick dargestellten Werte geho¨ren zu den tatsa¨chlich bei der Opti-
mierung verwendeten Ergebnissen. Angegeben ist jeweils der Wert des E-Maßes (= 1−F-
Maß). Bei diesem Test wurde der Startpunkt (100.0, 1.0, 20.0) definiert. Dieser war aus
Tabelle 7.15 als guter Punkt bekannt. Die Ergebnisse zeigen, wie wa¨hrend der Optimie-
rung der Wert des E-Maßes wie gewu¨nscht kleiner wird. Ein Blick auf das weiche E-Maß,
welches wir zusa¨tzlich mit berechnet haben (nicht fett), zeigt jedoch ein anderes Bild. Das
Maß ist im Optimum sehr hoch. Das letzendlich erzielte Ergebnis im unabha¨ngigen Test
ist zwar gut, aber bezu¨glich der Sensitivita¨t wie erwartet schwach.
Betrachten wir nun das weiche F-Maß (β = 1). Wir haben den gleichen Test erneut durch-
gefu¨hrt, d.h. Startpunkt (100.0, 1.0, 20.0). Die Ergebnisse (fett) in Tabelle 7.26 zeigen, wie
APPSPACK nach und nach zum Optimum gelangte, wobei erneut nur die lokalen Minima
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C+ C− σ rpvalid fpvalid t˜pvalid f˜pvalid em1 ˜em1
10000 1.000 20.00 23 23 13.35 11.42 0.4458 0.5677
10000 1.000 23.12 25 25 15.52 13.82 0.4243 0.5322
10000 8.812 23.12 20 12 6.99 5.66 0.4203 0.7185
10000 4.906 23.12 24 13 7.98 6.45 0.3514 0.6896
Testergebnis: fn = 4, fp = 3
Tabelle 7.25: APPSPACK-Optimierungsergebnisse fu¨r das einfache F-Maß (ensemble Da-
tensatz).
(gerundet) angegeben sind.52 Insgesamt wurden mit 87 Punkten mehr La¨ufe beno¨tigt. Das
spiegelt sich auch in der Zeit von 307 Sekunden wieder. Erfreulich ist das Testergebnis
mit 100% Sensitivita¨t bei 14 falsch positiven Punkten. Vergleichen wir dieses Ergebnis
mit Tabelle 7.23, haben wir also eine Verbesserung erreicht. Die automatische Parame-
teroptimierung hat ohne Zutun von Wissen einzig u¨ber das Gu¨temaß ein Parametertupel
gefunden, welches gut generalisiert und zudem kostensensitiv ist. Verwendet wurde ein
einzelner Worker; zu den Ergebnissen der parallelen Parameteroptimierung verweisen wir
auf Tabelle 7.39.
C+ C− σ rpvalid fpvalid t˜pvalid f˜pvalid em1 ˜em1
10000 1 20.00 23 23 13.35 11.42 0.4458 0.5677
10000 1 44.98 32 82 23.30 37.27 0.5762 0.5224
10000 1 32.49 29 47 19.40 21.86 0.4867 0.5043
10000 1 35.61 30 53 20.49 24.78 0.5000 0.5018
10000 1 34.83 30 49 20.25 24.01 0.4828 0.5016
10000 1 35.22 30 51 20.38 24.38 0.4915 0.5015
10000 1 35.02 30 50 20.31 24.19 0.4872 0.5015
10000 1 35.12 30 51 20.35 24.29 0.4950 0.5015
10000 1 35.07 30 51 20.33 24.24 0.4915 0.5015
10000 1 35.08 30 51 20.33 24.25 0.4915 0.5015
Testergebnis: fn = 0, fp = 14
Tabelle 7.26: APPSPACK-Optimierungsergebnisse fu¨r das weiche F-Maß (ensemble Da-
tensatz).
Die Tests mit dem neuen F-Maß verliefen sehr positiv. Anders hingegen entwickelten sich
die Tests mit dem ROC-Maß fu¨r die weiche Fehlergewichtung. Dazu zeigen wir fu¨r das
obige Beispiel das Endergebnis als auch ein Zwischenergebnis der Optimierung in Tabelle
7.27. Folgende Problematik ist entstanden: fu¨r ein sehr schlechtes Ergebnis mit 37 falsch










1− roc 0.22 0.29
1− ˜roc 0.45 0.29
fntest 2 11
fntest 7 0
Tabelle 7.27: Schwa¨che des weichen ROC-Maßes (ensemble Datensatz).
negativen Punkten (100%) wird ein ROC-Wert von 0.29 in beiden Fa¨llen (harte und weiche
Fehlermessung) erreicht. Bei der harten Fehlermessung wa¨re dieser zugunsten des darge-
stellten Zwischenergebnisses verworfen worden (roc = 0.22). Bei der weichen Messung
wird das Zwischenergebnis jedoch sehr schwach bewertet und entfa¨llt. Kritisch ist also die
Tatsache, dass fu¨r se = 0 oder sp = 0 zu gute Werte fu¨r roc erreicht werden. Das F-Maß
ist hingegen vor Extremwerten geschu¨tzt, da die Kennzahlen multiplikativ eingehen und
ein einzelner schlechter Wert den anderen quasi aufhebt. Im Folgenden arbeiten wir bei
kostensensitiven Anwendungen bevorzugt mit dem F-Maß.
7.4.2 APPSPACK-interne Parameter
Neben der SVM hat auch APPSPACK interne Parameter, die gewa¨hlt werden mu¨ssen. Die-
se sind im Abschnitt 5.2 vorgestellt worden. Ein wichtiger Parameter ist die sogenannte
step tolerance ∆tol. Fu¨r die Tests des letzten Abschnitts galt ∆tol = 0.0001. Bei ei-
ner Erho¨hung der Toleranz entstehen wahrscheinlich zwei Effekte: zum Einen ließen sich
Iterationen sparen, zum Anderen ko¨nnte die Lo¨sung darunter leiden. Den in Tabelle 7.26
gezeigten Test haben wir nun fu¨r verschiedene Abbruchkriterien erneut durchgefu¨hrt. In
Tabelle 7.28 sind die Ergebnisse zu sehen. Wir schlussfolgern, dass eine Erho¨hung der
Toleranz auf 0.001 bei gleichem Ergebnis 21 Validierungen eingespart ha¨tte. Eine weite-
re Erho¨hung fu¨hrt zu etwas schlechteren Ergebnissen, spart aber weitere Iterationen. Die
APPSPACK-Software setzt den Parameter standardma¨ßig auf 0.01. Dieser Wert hat sich in
den Tests mit der SVM-Software und dem F-Maß ebenfalls als geeignet erwiesen.
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Tabelle 7.28: Einfluss der step tolerance auf Anzahl der Validierungen und Ergeb-
nis.
7.4.3 Gu¨temasse und Gewichtung
Die Auswahl eines Gu¨temaßes ist fu¨r die Anwendung von Support-Vektor-Maschinen und
anderen Lernmethoden sehr wichtig – insbesondere bei kostensensitiven und unausgegli-
chenen Datensa¨tzen. In [43] haben wir gezeigt, welche Verbesserungen man mit unse-
rem neuen flexiblen Gu¨temaß erreichen kann. Dabei haben wir mit der Optimierung der
Genauigkeit verglichen. Zusa¨tzlich sind gewichtete und ungewichtete Modelle optimiert
worden. In Tabelle 7.29 kann man erkennen, wie bei beiden Maßen die Sensitivita¨t durch
Gewichtung ansteigt und gleichzeitig die Gesamtfehlerzahl nicht ansteigt – sogar sinkt.
Die Kombination von F-Maß und Gewichtung liefert wie erhofft das beste Ergebnis bei
der Sensitivita¨t und maximiert zusa¨tzlich sogar die Genauigkeit. Im Gegensatz zu kosten-
sensitiven Techniken, bei denen ho¨here Sensitivita¨t stark auf Kosten der Genauigkeit geht,
kann man also mittels geeigneter Gu¨temaße kostensensitiv und dennoch sehr genau lernen.
Die Parameteroptimierung wurde mit APPSPACK durchgefu¨hrt. Die Anzahl der Validie-
rungen ist fu¨r das F-Maß um mehr als die Ha¨lfte ho¨her als fu¨r das einfache Maß. Die Ge-
wichtung und damit ein weiterer Parameter kostet bei beiden Maßen auch fast 50% mehr
Validierungen. Damit unterscheidet sich der Aufwand zwischen dem einfachsten Modell
rechts und unserem Modell links um mehr als 100 Prozent. Eine Bemerkung noch zur Ta-
belle: es werden stets mehr Testpunkte generiert, als dann Validierungen stattfinden. Das
entsteht durch das Caching bei APPSPACK. Schon ausgewertete Kombinationen werden
gespeichert und mu¨ssen bei erneutem Bedarf nicht mehr ausgewertet werden. Außerdem
kommt es vor, dass Testpunkte aus der Warteschleife gelo¨scht werden, wenn diese nicht
mehr beno¨tigt werden.
7.4.4 Gu¨temaß mit Parameter
In [40] haben wir uns damit bescha¨ftigt, welchen Einfluß der interne Parameter unseres
Gu¨temaßes haben kann. Fu¨r verschiedene Werte von β wurde mittels APPSPACK eine Pa-




SVM-Modell gewichtet ungewichtet gewichtet ungewichtet
Optimierungsphase
# APPSPACK-Testpunkte 104 54 41 36
# Validierungen 50 34 32 22
Optimale Parameterwerte
σ 25 23 50 100
C — 95 — 25
C+ 97 — 100 —
C− 3 — 50 —
Testergebnisse
fktest 10 10 11 16
fntest 0 4 5 11
fptest 10 6 6 5
ac 0.97 0.97 0.97 0.95
se 1.00 0.97 0.96 0.91
Tabelle 7.29: Vergleich von Ergebnissen der Parameteroptimierung mit neuem und altem
Gu¨temaß fu¨r gewichtete und ungewichtete SVM-Modelle (cancer Datensatz).
fu¨r Werte von β die kleiner und gro¨ßer als eins (Default) sind. Wir haben festgestellt, dass
A¨nderungen des Parameters wa¨hrend der Validierung zu den gewu¨nschten Ergebnissen in
den Tests fu¨hren. Die Sensitivita¨t konnte fu¨r β > 1 deutlich verbessert werden. Da der thy-
roid Datensatz extrem unausgeglichen ist, nehmen die Fehler zweiter Art deutlich zu, was
jedoch bei medizinischen Anwendungen im Allgemeinen toleriert wird. Insgesamt liegt
die Testgenauigkeit mit 94% (β = 2.5) fu¨r dieses schwere Klassifikationsproblem53 durch-
aus in einem guten Bereich. Letztendlich muss der Nutzer entscheiden, wieviele Fehler
in jeder Klasse tolerierbar sind. Was wir zeigen wollen ist, welche Methoden sich eignen,
um die Klassifikatoren passend zu den eigenen Pra¨ferenzen robust zu beeinflussen. Die
Anzahlen der Validierungen sind sehr unterschiedlich und wachsen mit fallendem Wert fu¨r
β an.
Eine Untersuchung weiterer Gu¨temaße wurde in [133] fu¨r den cancer Datensatz durch-
gefu¨hrt. Dabei hat sich gezeigt, dass neben dem F-Maß auch das parametergesteuerte
ROC-Maß mit harter Fehlermessung gut zur kostensensitiven Parameteroptimierung von
SVM’s geeignet ist. Mittels Variierung des internen Parameters konnten a¨hnliche Ergeb-
nisse wie mit dem F-Maß erzielt werden. Insgesamt haben unsere Untersuchungen gezeigt,
welchen enormen Einfluss Gu¨temaße haben. Dabei sehen wir den positiven Effekt, dass
der Einsatz eines passenden Gu¨temaßes den Prozess der Parameteroptimierung effizient
und robust macht und in vertretbarer Zeit das gewu¨nschte Modell liefert. Im U¨brigen
53Merten Joost, perso¨nliche Kommunikation, 2003
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β 0.5 0.75 1.0 1.5 2.5
Optimierungsphase
# APPSPACK-Testpunkte 125 79 75 78 62
# Validierungen 101 62 58 60 46
˜fmβ 0.908 0.898 0.892 0.901 0.928
Optimale Parameterwerte
σ 91.15 52.05 28.84 25.75 64.42
C+ 100000 100000 10280 39670 100000
C− 21790 19560 1000 1000 1000
Rate C+/C− 4.6 5.1 10.3 39.7 100
Testergebnisse
fktest 70 73 103 137 197
fntest 7 5 4 3 1
fptest 63 68 99 134 196
ac 0.98 0.98 0.97 0.96 0.94
se 0.97 0.98 0.98 0.99 1.00
sp 0.98 0.98 0.97 0.96 0.94
Tabelle 7.30: Vergleich von Ergebnissen der Parameteroptimierung fu¨r verschiedene Werte
von β im flexiblen F-Maß (thyroid Datensatz).
ist der Einsatz eines Gu¨temaßes unabha¨ngig von der Methode der Parameteroptimierung.
Auch eine einfache Gitter-Suche profitiert davon [133]. Der zugrunde liegende Lernal-
gorithmus ist ebenfalls austauschbar. Unsere Untersuchungen sind somit auch auf andere





Abbildung 7.7: Allgemeine Struktur zur Parameteroptimierung.
7.4.5 Multiparameter-Kerne
In einem Multiparameter-Kern wird den Variablen nicht immer der gleiche Kernparameter
zugewiesen, wir haben diese Kerne auf Seite 104 vorgestellt. In [40] haben wir fu¨r den
thyroid Datensatz getestet, ob die Optimierung von mehr als einem Kernparameter eine
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Ergebnisverbesserung fu¨r diesen unausgeglichenen Datensatz mit sich bringt. Wir haben
dabei je einen Parameter fu¨r die bina¨ren und einen fu¨r die reellwertigen Variablen einge-
setzt. Mit der APPSPACK-Software wurde ein gewichtetes SVM-Modell optimiert. Wie
man anhand der Ergebnisse in Tabelle 7.31 erkennen kann, fu¨hrte die Optimierung zu an-
deren Werten bei den Kern- sowie den Strafparametern. Die Testergebnisse zeigten eine
Verbesserung in beiden Klassen. Die Tests wurden fu¨r β = 1.5 durchgefu¨hrt. Vergleich
man jetzt mit Tabelle 7.30, erkennt man den positiven Effekt. Obwohl die Sensitivita¨t ge-
stiegen ist, gab es deutlich weniger Fehler zweiter Art, was durch Variierung von β allein
nicht mo¨glich war. Negativ zu benennen ist die von 60 auf 140 gestiegene Anzahl von
Validierungsschritten wa¨hrend der Optimierung mit APPSPACK. Der Trend, dass feinere
Methoden bei der Optimierung deutlich teurer sind, zog sich durch alle unsere Tests.
Kern Standardkern Multiparameter-Kern














Tabelle 7.31: Vergleich von Ergebnissen der Parameteroptimierung fu¨r den einfachen und
den Multiparameter-Gauß-Kern (thyroid Datensatz).
7.4.6 Vergleichende Anwendungen zur Parameteroptimierung
Wir haben in den letzten Abschnitten gezeigt, wie wir mit der gekoppelten Anwendung
von APPSPACK und der SVM-Software im Verbindung mit dem neuen Gu¨temaß Modelle
mit gewu¨nschten Eigenschaften, insbesondere mit hoher Sensitivita¨t, erlernen ko¨nnen. Die
Modelle haben auch die unabha¨ngigen Tests gemeistert. Im Abschnitt 7.5.3 werden wir auf
die Eigenschaften der parallelen Anwendung von APPSPACK eingehen. Dabei wird auch
auf die Verbindung zur parallelen Support-Vektor-Maschine eingegangen werden. Die bis-
her vorgestellten Ergebnisse waren fu¨r uns, beispielsweise innerhalb des GALA-Projektes,
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von großem praktischen Nutzen. Eine vergleichende Bewertung mit anderen Ergebnis-
sen war dabei aber nicht mo¨glich. Um dennoch zu zeigen, das APPSPACK allgemein gut
geeignet ist, um SVM-Parameter anzupassen, fu¨hren wir in diesem Abschnitt Benchmark-
Tests durch.
Der astro Datensatz wurde von den LIBSVM-Entwicklern untersucht [67]. Die Eigner die-
ser Astrophysik-Anwendung konnten nur 75.2% Genauigkeit auf den Testdaten erreichen.
Eine gezielte Optimierung wurde durchgefu¨hrt. Fu¨r den Parameter σ des Gauß-Kerns54
und den Strafparameter C wurde eine zweistufige Gittersuche vorgeschlagen. Ein grobes
Gitter wurde zur Identifizierung einer interessanten Region des Parameterraumes einge-
setzt. Im Anschluss wurde die Optimierung mit einem feinen Gitter in diesem Bereich
beendet. Dafu¨r ist das folgende Ergebnis dokumentiert:
• 5-fache Kreuzvalidierung mit 96.892%Genauigkeit im Optimum (96 Fehler bei 3089
Punkten),
• 96.875% Genauigkeit im unabha¨ngigen Test (125 Fehler bei 4000 Punkten).
U¨ber den genauen Aufwand der Optimierung, die Gu¨temessung und die Verteilung der
Fehler auf die Klassen ist nichts bekannt. Es wird jedoch gesagt, dass ausschließlich feine
Gittersuche nicht mo¨glich ist. Weiterhin ist die Prozedur eingeschra¨nkt auf moderate Da-
tengro¨ßen und maximal 2 Parameter [67]. Wir haben eine Optimierung mit APPSPACK
durchgefu¨hrt. Dabei haben wir diesmal das einfache Maß der Genauigkeit gewa¨hlt, da
es zu dem Datensatz keine Informationen u¨ber Kostensensitivita¨t gibt und die publizier-
ten Ergebnisse die Fehlerarten nicht unterscheiden. Es wurde kein Startpunkt vereinbart.
Insgesamt fanden 54 Validierungen statt. Die erzielten Ergebnisse waren:
• 4-fache Kreuzvalidierung55 mit 96.892% Genauigkeit im Optimum (96 Fehler bei
3089 Punkten),
• 96.750% Genauigkeit im unabha¨ngigen Test (130 Fehler bei 4000 Punkten).
Bei gleicher Validierungsgu¨te ist unser Test etwas schlechter verlaufen, wobei der Unter-
schied vernachla¨ssigbar ist.
Der vehicle Datensatz wurde ebenfalls von den LIBSVM-Entwicklern optimiert [67]. Die
Eigner dieser Industrie-Anwendung konnten nur 4.88% Genauigkeit auf den Testdaten er-
reichen56. Eine gezielte Optimierung mit groben und feinen Grids brachte das folgende
Ergebnis:
• 5-fache Kreuzvalidierung mit 84.875% Genauigkeit (188 Fehler bei 1243 Punkten),
• 87.805% Genauigkeit im unabha¨ngigen Test (5 Fehler bei 41 Punkten).
54Man beachte auch die Hinweise in [67] zur Motivation der Wahl des Gauß-Kerns.
555-fache Kreutvalidierung ist bei unserer Software nicht vorgesehen, sodass wir eine 4-fache gewa¨hlt
haben. Diese liefert im Allgemeinen etwas schlechtere Ergebnisse, sodass der Vergleich fair ist.
56typischer Effekt bei realen Daten
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U¨ber den genauen Aufwand der Optimierung und die Verteilung der Fehler auf die Klassen
ist ebenfalls nichts bekannt. Erneut wurde mittels APPSPACK ohne Startpunkt optimiert.
Insgesamt fanden 50 Validierungen statt. Die Ergebnisse waren:
• 4-fache Kreuzvalidierung mit 84.875% Genauigkeit (188 Fehler bei 1243 Punkten),
• 87.805% Genauigkeit im unabha¨ngigen Test (5 Fehler bei 41 Punkten).
Sowohl das Validierungs- als auch das Testergebnis sind identisch. Insgesamt verliefen
unsere vergleichenden Optimierungen sehr erfolgreich und dokumetieren die Robustheit
unseres Ansatzes.
Die Vorteile der Optimierung mit APPSPACK, die in diesen Tests deutlich wurden, sind:
• Es ko¨nnen deutlich mehr als 2 verschiedene Parameter betrachtet werden, ohne dass
der notwendige Aufwand die Mo¨glichkeiten u¨bersteigt.
• Durch die iterative Verbesserung wa¨hrend der Laufzeit ist auch ein fru¨herer Abbruch
nach einer festen Iterationszahl mo¨glich. Bei der Gittersuche gibt es keine Abha¨ngig-
keiten zwischen den Iterationen, sodass ein Abbruchzeitpunkt a priori schwierig zu
bestimmen ist.
• Es muss zu Beginn keine Einschra¨nkung auf ein grobes Gitter stattfinden, sodass
keine interessanten Bereiche verloren gehen ko¨nnen.
• Die Kapazita¨ten, die bei der aufwa¨ndigen Suche auf dem feinen Gitter verbraucht
werden und unter Umsta¨nden keinen Effekt erzielen, ko¨nnen zur Suche im ganzen
Raum eingesetzt werden.
• Es gibt keine Zwischenschritte und keine Interaktion, wie z.B. den Wechsel vom
groben zum feinen Gitter.
7.5 Parallelisierung
Ein wichtiger Aspekt unserer Arbeit war auch die Entwicklung einer parallelen SVM-
Software. In Kapitel 6 haben wir mehrere parallele Ebenen vorgestellt. Uns stehen drei
parallele Modi zur Verfu¨gung:
• paralleles SVM-Training basierend auf OpenMP und ESSLSMP,
• parallele Kreuzvalidierung basierend auf MPI,
• parallele Parameteroptimierung basierend auf MPI.
Die drei Ebenen sind von innen nach außen verschachtelt, sodass die parallelen Versionen
in beliebiger Kombination sehr flexibel einsetzbar sind.







durchgefu¨hrt. Die CPU-Zeit (1) liegt im Allgemeinen etwas unter der Wall-Clock-Zeit
(2,3). Die Funktion 4 ist eine OpenMP-Funktion zur Messung der Wall-Clock-Zeit.
7.5.1 Innere Ebene
Die innere parallele Ebene ist besonders fu¨r große Daten, bei denen ein einzelnes Training
sehr lange dauert, von Interesse. Allgemein ist eine Reduzierung der Trainingszeit auch
bei der iterativen Parameteroptimierung wertvoll. Dieser Abschnitt basiert auf den Arbei-
ten [41, 42, 45, 46], in denen wir verschiedene Tests fu¨r paralleles SVM-Training durch-
gefu¨hrt haben.
In Tabelle 7.32 untersuchen wir die Skalierbarkeit fu¨r den bonds Datensatz mit 10 bzw. 50
Variablen bei einer Arbeitsmenge mit 5000 Punkten und 20000 Trainingspunkten, vgl. [45].
Die Rechenzeiten fu¨r den Datensatz mit 50 Variablen sind etwa dreimal so hoch, wie fu¨r
den Fall mit 10 Variablen. Da die Trainingszeit von Support-Vektor-Maschinen allgemein

















Tabelle 7.32: Skalierbarkeit des parallelen SVM-Trainings.
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Ergebnisse in Abbildung 7.8 dargestellt. Die Skalierbarkeit bis 8 Threads ist als gut an-
zusehen. Linearer Speedup kann nicht erreicht werden, da die Zerlegungsmethode serielle
Anteile entha¨lt. Fu¨r den großen Datensatz entwickelt sich die Skalierbarkeit fu¨r 4 und mehr
Threads gu¨nstiger. Das liegt an dem ho¨heren Anteil der Kernberechnungen an der Gesamt-
arbeit. Die Laufzeit wird sta¨rker durch die Berechnung der Kerne beeinflusst, sodass der
















Abbildung 7.8: Vergleich der Speedup-Werte fu¨r die Daten aus Tabelle 7.32.
Wie haben gesehen, dass die Parallelita¨t der inneren Ebene gut skaliert. Wie schon mehr-
fach erwa¨hnt, hat die Gro¨ße der Arbeitsmenge enormen Einfluss auf die Rechenzeit. Fu¨r
den seriellen Fall haben wir im Abschnitt 7.2.4 gezeigt, dass sehr große Arbeitsmengen
nicht zu den besten Rechenzeiten fu¨hren. Es stellt sich nun die Frage, wie sich die Ska-
lierbarkeit in Abha¨ngigkeit der Arbeitsmenge entwickelt. Dafu¨r testen wir die optimierte
Version des Zerlegungsalgorithmus. In Tabelle 7.33 sind die Trainingszeiten fu¨r den a9a
Datensatz fu¨r verschieden große Arbeitsmengen mit 1, 2 und 4 Threads angegeben. Be-
sonders auffa¨llig ist der superlineare Speedup fu¨r die kleinste Arbeitsmenge bei 2 Threads.
Dieser wird auf dem JUMP-Cluster oft durch den schnellen Cache-Speicher hervorgeru-
fen, dessen Vergro¨ßerung bei parallelem Rechnen dazu fu¨hrt, dass einzelne Teilprobleme
in den Cache passen. Auch fu¨r 4 Threads kann man erkennen, dass eine bessere Effizienz
vorliegt, als fu¨r die Tests mit ws > 50. In Abbildung 7.9 sind die Ergebnisse graphisch dar-
gestellt, wobei wir weitere Tests durchgefu¨hrt haben, die in Tabelle 7.33 aus Platzgru¨nden
nicht angegeben sind. Bei den drei Kurven ist die Form jeweils a¨hnlich, sodass das paral-
lele Verhalten dem seriellen Fall entspricht. Es zeigt sich, dass analog zu den bisherigen
Ergebnissen die Arbeitsmenge mit 1200 Punkten zur besten Performance in allen Tests
fu¨hrt (fett dargestellt). Fu¨r eine Arbeitsmenge mit 50 Punkten konnte eine sehr gute Ska-
lierbarkeit erreicht werden. Vergleicht man jedoch die Rechenzeiten, wird deutlich, dass
diese Gro¨ße im Vergleich zu ws = 1200 nicht verwendet werden sollte. Trotz der seriellen
Anteile des Verfahrens sind die Speedup-Werte gut.
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ws 50 100 300 500 1000 1200 1600 2000 2400 2800 3000 3500
t1train 2477 1986 1063 874 651 592 793 962 1064 1346 1477 2176
t2train 1141 1006 571 460 379 347 458 558 617 795 879 1224
s2train 2.2 2.0 1.9 1.9 1.7 1.7 1.7 1.7 1.7 1.7 1.7 1.9
t4train 659 610 318 276 200 191 250 318 356 457 486 713
s4train 3.8 3.3 3.3 3.2 3.3 3.1 3.2 3.0 3.0 2.9 3.0 3.1
Tabelle 7.33: Ausgewa¨hlte Ergebnisse des parallelen Trainings mit 1, 2 und 4 Threads bei























Abbildung 7.9: Darstellung der Skalierbarkeit in Abha¨ngigkeit der Arbeitsmenge (a9a
Datensatz, C = 1, σ = 3).
Die durchgefu¨hrten Tests haben gezeigt, dass fu¨r alle Programmversionen parallele Ska-
lierbarkeit vorliegt. Zuna¨chst fu¨r sehr große Arbeitsmengen nachgewiesen [41], haben wir
gezeigt, dass auch kleinere Arbeitsmengen gute parallele Skalierbarkeit zeigen [46]. Mit
diesen konnte dann eine bessere Gesamtperformance erreicht werden. Die Nutzung extrem
großer Arbeitsmengen kann auf dem JUMP-System ohnehin nur durch Anforderung von
sehr viel Speicher realisiert werden. Auf anderen Cluster-Systemen mit weniger Speicher-
verfu¨gbarkeit ko¨nnen keine so großen Working-Sets eingesetzt werden.
7.5.2 Mittlere Ebene
Die mittlere parallele Ebene setzt eine verteilte Validierung, a¨hnlich der WEKA-Soft-
ware [18] um und wurde im Abschnitt 6.2.3 vorgestellt. Das Zusammenfu¨hren mit der
inneren parallelen Ebene ermo¨glicht eine hybrid-parallele Nutzung der Kreuzvalidierung.
Fu¨r kleine Daten kann auch die serielle Version des Trainings verwendet bzw. nur ein
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Thread fu¨r die innere Ebene zur Verfu¨gung gestellt werden. Die parallele Skalierbarkeit
der Validierung ha¨ngt von zwei Faktoren ab:
• Anzahl der Validierungsschritte und
• unterschiedliche Dauer der einzelnen Schritte.
Wir arbeiten typischerweise mit einer 8-maligen Validierung, sodass der Speedup auf 8
beschra¨nkt ist. Fu¨r sehr feine Modelle, wie die leave-one-out Validierung kann man auch
mehr CPU’s einsetzen. Die Dauer der Validierungsschritte sollte sich nicht stark unter-
scheiden. Wie auch schon in [37] begru¨ndet, ist die Dauer eines Trainings abha¨ngig von
der Anzahl der Trainingsdaten und Variablen sowie von den externen Lernparametern. Bei-
spielsweise kann die Rechenzeit fu¨r unterschiedliche Kernparameter drastisch variieren.
Der Vorteil bei der Validierung ist, dass jeder Schritt etwa gleich viele Trainingspunkte be-
kommt, die Anzahl an Variablen konstant und alle Parameterwerte gleich sind. Das fu¨hrt
zu einer ausgeglichenen Last, sodass nicht weiter eingegriffen werden muss. Einzig der
Fortschritt der Optimierung kann in Einzelfa¨llen ungu¨nstig verlaufen und so zu starkem
Anwachsen der Rechenzeiten fu¨hren. Man sollte insbesondere fu¨r große Daten beachten,
dass die Anzahl der CPU’s mo¨glichst ein Teiler der Anzahl der Validierungsschritte ist, um
keine Ressourcen zu verschwenden.
Wir haben die verteilte Validierung zuna¨chst fu¨r das serielle Training getestet. In Tabelle
7.34 sind die Validierungszeiten fu¨r den astro Datensatz mit 1, 2, 4 und 8 CPU’s fu¨r eine
8-fache Validierung angegeben. Die Ergebnisse sind, wie zu erwarten, identisch (letzte
Spalte).
CPU’s tvalid svalid fkvalid
1 26.4 – 4.75%
2 13.6 1.9 4.75%
4 6.8 3.9 4.75%
8 3.8 6.9 4.75%
Tabelle 7.34: Gute Skalierbarkeit der parallelen Validierung durch ausgeglichene Last
(astro Datensatz, ws = 100, C = 50, σ = 2).
Eine komplexere Anwendung fu¨r beide parallele Ebenen wurde fu¨r den bonds Datensatz
durchgefu¨hrt [37]. Wiederum wurde eine 8-fache Validierung durchgefu¨hrt. Nach und
nach wurde die Anzahl der Threads fu¨r das parallele Training erho¨ht. Dabei vermischen
sich die Effekte in beiden Ebenen, siehe Tabelle 7.35. Fu¨r eine bessere U¨bersicht haben
wir auch die Werte der parallelen Effizienz abgetragen. Die Effizienz effpar fu¨r eine An-







Die Effizienz nimmt mit wachsender Anzahl an CPU’s/Threads ab, ist aber bei allen Tests
als gut anzusehen. Im Maximum haben wir zwei ganze Knoten des JUMP-Systems einge-
setzt (64 Prozessoren). Auffa¨llig ist der Sprung von einem auf zwei Knoten in der letzten
Spalte. Dabei steigt die Effizienz von 0.67 auf 0.82 und sinkt dann wieder auf 0.67. Das
liegt an der limitierten Bandbreite des Speichers auf JUMP. Sobald man auf zwei Knoten
rechnet, jedoch nicht alle Prozessoren arbeiten, ist das System entlastet und liefert bessere
Ergebnisse.
# CPU’s






1 6105 : 1.0 : 1.00 3074 : 2.0 : 1.00 1566 : 3.9 : 0.98 834 : 7.3 : 0.91
2 3157 : 1.9 : 0.95 1599 : 3.8 : 0.95 815 : 7.5 : 0.94 453 : 13.5 : 0.84
3 2168 : 2.8 : 0.93 1109 : 5.5 : 0.92 577 : 10.6 : 0.88 348 : 17.5 : 0.73
4 1641 : 3.7 : 0.93 847 : 7.2 : 0.90 444 : 13.7 : 0.86 284 : 21.5 : 0.67
5 1362 : 4.5 : 0.90 703 : 8.7 : 0.87 366 : 16.7 : 0.84 187 : 32.7 : 0.82
6 1172 : 5.2 : 0.87 609 : 10.0 : 0.83 326 : 18.7 : 0.78 165 : 37.0 : 0.77
7 1054 : 5.8 : 0.83 549 : 11.1 : 0.79 299 : 20.4 : 0.73 155 : 39.4 : 0.70
8 978 : 6.2 : 0.78 518 : 11.9 : 0.74 290 : 21.9 : 0.68 158 : 42.9 : 0.67
Tabelle 7.35: Vergleich von (Validierungszeit in Sekunden : Speedup : Effizienz) fu¨r eine
8-fache Kreuzvalidierung (bonds Datensatz mit 50 Variablen, L1-Norm, Gauß-Kern, C+ =
100, C− = 20, σ = 1).
7.5.3 A¨ußere Ebene
APPSPACK, die von uns verwendete serielle und parallele Software zur Parameteroptimie-
rung, wurde mittels eines neuen Kommunikationsschemas an die beiden parallelen Ebenen
der SVM-Software angebunden. Details dazu sind in Kapitel 6 zu finden. Zuna¨chst wurde
die Software zusammen mit der seriellen SVM getestet. Es sollte gezeigt werden, welche
Effekte die parallele Parameteroptimierung auf die konkreten Ergebnisse hat. Dazu wurden
Tests in [40] durchgefu¨hrt. Abermals wurde der thyroid Datensatz verwendet. In Tabelle
7.36 haben wir die Ergebnisse zusammengefasst. Die Anzahl der Funktionsauswertungen
stieg im parallelen Fall drastisch an, war aber fu¨r 8 CPU’s am gro¨ßten. Die optimalen
Parameterwerte unterschieden sich zwischen seriellem und parallelem Lauf, und fu¨r den
Kernparameter auch innerhalb der parallelen La¨ufe. Die Ergebnisse fu¨r 16 und 32 CPU’s
sind gleich. Interessant sind die folgenden Merkmale:
• Die erreichten Werte fu¨r das Gu¨temaß sind fast identisch.
• Die Verha¨ltnisse C+/C− sind fast identisch.
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APPSPACK-Modus keine Worker 7 Worker 15 Worker 31 Worker
# Funktionsauswertungen 49 80 62 62
˜em0.75 0.102 0.101 0.102 0.102
fktrain 50 50 51 51
σ 62.88 72.16 52.05 52.05
C+ 69060 100000 100000 100000
C− 13380 19560 19560 19560
Verha¨ltnis C+/C− 5.2 5.1 5.1 5.1
fktest 78 78 73 73
fntest 4 4 5 5
fptest 74 74 68 68
Tabelle 7.36: Einfluß der Parallelita¨t von APPSPACK auf die Ergebnisse (thyroid Daten-
satz, variables F-Maß mit β = 0.75).
• Die Anzahlen falsch negativer Testpunkte in den unabha¨ngigen Tests nach der Opti-
mierung sind fast identisch. Fu¨r die Tests mit einem Fehler mehr, wurden im Gegen-
zug 6 Punkte mehr richtig in die negative Klasse eingeordnet. Die Kosten entspre-
chen dabei jeweils 6 : 1 und a¨hneln dem Verha¨ltnis C+/C− sowie dem Verha¨ltnis
negativer zu positiver Trainingspunkte (7 : 1).
Die Optimierung der SVM-Lernparameter mittels der APPSPACK-Software hat sich als
sehr praktisch herausgestellt, insbesondere mit dem neuen flexiblen Gu¨temaß, siehe Ab-
schnitt 5.1.6 und [43]. Die verschiedenen Lo¨sungen entstehen durch die vorhandenen lo-
kalen Minima der Gu¨tefunktion im Parameterraum. Solange die Testergebnisse gleich
sind, hat das keine Nachteile. Dennoch gibt es eine negative Seite der parallelen Optimie-
rung. Die Tests zeigten, dass bei Nutzung vieler CPU’s mit fortschreitender Zeit immer
weniger CPU’s aktiv an der Optimierung beteiligt sind. Das liegt am iterativen Charak-
ter des Verfahrens. Gibt es keine weiteren Testpunkte in einer Iteration, stehen die CPU’s
still und warten auf weitere Aufgaben. Bei unseren Tests nahmen diese Aufgaben aber
mit der Zeit immer weiter ab, da zum Ende hin nur wenige Richtungen untersucht wer-
den. Bei der Gittersuche kann das beispielsweise nicht passieren, da die Aufgaben dabei
unabha¨ngig voneinander sind. Einen Ausweg aus diesem Problem bietet der Einsatz der
mittleren und/oder inneren parallelen Ebene der SVM-Software. Die Idee ist einfach: kann
eine bestimmte Anzahl von CPU’s dazu verwendet werden, einen einzelnen APPSPACK-
Schritt, also eine vollsta¨ndige Validierung, schneller zu machen, kommt es theoretisch zu
folgenden positiven Effekten:
• Die CPU’s von APPSPACK sind besser ausgelastet.
• Es gibt eine deutliche Zeitersparnis durch schnellere Validierungsschritte.
• Die Gesamtzahl an Iterationen nimmt leicht ab.
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Diese Annahmen sind in [48] an einem Beispiel u¨berpru¨ft worden. Angenommen sei-
en die in Tabelle 7.37 angegebenen Testszenarien fu¨r den cancer Datensatz bei 8-facher
Validierung. Fu¨r eine konstante Anzahl von 13 CPU’s haben wir drei mo¨gliche Aufteilun-
Szenario A B C
Master 1 1 1
Worker 12 6 3
Slaves je Worker 0 1 3
CPU’s gesamt 13 13 13
Tabelle 7.37: Szenarien fu¨r angepasste APPSPACK-Tests.
gen auf mittlere und a¨ußere Ebene vorgenommen. In Tabelle 7.38 geben wir die Anzahl
der Auswertungen pro Worker, die Gesamtzahl an Auswertungen fu¨r jedes Szenario sowie
die verbrauchte Gesamtzeit (in Sekunden) der parallelen Optimierung an. Die Ergebnis-
Szenario A B C
Worker 1 18 18 23
Worker 2 17 19 23
Worker 3 15 19 22
Worker 4 17 17 –
Worker 5 6 6 –
Worker 6 5 5 –
Worker 7 3 – –
Worker 8 3 – –
Worker 9 2 – –
Worker 10 1 – –
Worker 11 1 – –
Worker 12 1 – –
Gesamtzahl 89 84 68
Ersparnis – 6% 24%
Gesamtzeit 28.2 16.3 12.4
Ersparnis – 42% 56%
Tabelle 7.38: APPSPACK-Tests mit paralleler Kreuzvalidierung. Gegeben ist jeweils die
Anzahl der Auswertungen von Testpunkten.
se besta¨tigen die Vermutungen. Es kommt zu einem Ausgleich der Last fu¨r die Worker,
insbesondere fu¨r das Szenario C. Die Zeitersparnis ist sehr positiv, wenn man bedenkt,
dass in jedem Test die gleiche Anzahl an CPU’s eingesetzt wurde. Bei den Tests mit dem
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einfachen F-Maß wurden stets die gleichen Ergebnisse erzielt, d.h. die gleichen Parame-
terkombinationen sind generiert worden. Im Folgenden soll ein a¨hnlicher Test mit mehr
Kombinationen fu¨r das weiche Maß durchgefu¨hrt werden.
Die Kombination von paralleler Optimierung und paralleler SVM-Validierung fu¨hren dazu,
dass die Optimierung je nach Anzahl und Verteilung der CPU’s unterschiedlich verlaufen
kann. Bei zunehmenden Workern werden parallel mehr Punkte getestet. Durch parallele
Validierung vera¨ndern sich die einzelnen Ausgabezeiten des Gu¨temaßes. In Anlehnung
an den Test in Tabelle 7.26 haben wir fu¨r den ensemble Datensatz und das weiche F-Maß
nun einige Szenarien der gekoppelt-parallelen Optimierung mit 1, 2, 4, 8 und 16 Workern
durchgespielt. Die Ergebnisse sind in Tabelle 7.39 zu finden. Wir mussten feststellen,
CPU’s Worker +Slaves Validierungen C+ : C− : σ fntest : fptest
2 1 – 87 10000 : 1 : 35.08 0 : 14
3 2 – 93 10000 : 1 : 35.08 0 : 14
3 1 1 87 10000 : 1 : 35.08 0 : 14
5 4 – 98 10000 : 1 : 35.08 0 : 14
5 2 1 93 10000 : 1 : 35.08 0 : 14
5 1 3 87 10000 : 1 : 35.08 0 : 14
9 8 – 87 10000 : 0.2677 : 20.24 0 : 20
9 4 1 98 10000 : 1 : 35.08 0 : 14
9 2 3 91 10000 : 1 : 35.08 0 : 14
9 1 7 87 10000 : 1 : 35.08 0 : 14
17 16 – 95 10000 : 0.2677 : 20.24 0 : 20
17 8 1 91 10000 : 0.2677 : 20.24 0 : 20
17 4 3 100 10000 : 1 : 35.08 0 : 14
17 2 7 93 10000 : 1 : 35.08 0 : 14
Tabelle 7.39: Unterschiedliche Lo¨sungen bei Variierung der Anzahl von Workern.
dass fu¨r Konstellationen mit 8 und 16 Workern eine andere Lo¨sung gefunden wird. Die
Lo¨sung schneidet im Test schlechter ab. Eine Auswertung der Ergebnisse zeigt, dass auch
das erreichte Gu¨temaß mit 0.5095 schlechter ist, als fu¨r die anderen Ergebnisse (0.5015,
vgl. Tabelle 7.26). Die Optimierung fu¨hrt in ein unerwu¨nschtes lokales Minimum, wel-
ches nicht wieder verworfen wird. APPSPACK stellt Parameter zur Verfu¨gung, die helfen,





Dieses Kapitel diente dazu, unsere Software anhand geeigneter Beispielanwendungen –
teils aus dem GALA-Projekt, teils aus frei verfu¨gbaren Quellen – exemplarisch zu testen
und die Ergebnisse kritisch auszuwerten. Zuna¨chst wurden Eigenschaften der Zerlegungs-
methode untersucht. Dabei haben wir Tests zu den Fragestellungen
• Wie hoch sind die Kosten von Multiparameter-Kernen?
• Wie hoch ist die Zeiteinsparung durch Datentransformation?
• Gibt es Zeiteinsparung durch den neuen Gradienten?
• Welchen Einfluß hat die Gro¨ße der Arbeitsmenge bei unterschiedlich großen Da-
tensa¨tzen auf Zeit und Ergebnisse, insbesondere die Anzahl der Support-Vektoren?
• Wie ist die Aufteilung der Rechenzeit auf einzelne Routinen bei unterschiedlich
großen Datensa¨tzen?
durchgefu¨hrt.
Im Anschluss sind wir auf Fragestellungen im Zusammenhang mit Kostensensitivita¨t und
Genauigkeit eingegangen. Untersucht worden sind:
• gewichtete SVM-Modelle,
• Unterschiede zwischen L1- und L2-Norm-Modellen,
• Schwellwertverschiebung,
• Sampling, und
• Kombinationen dieser Methoden.
Dabei haben wir kostensensitive Datensa¨tze verwendet.
Zu Gu¨temaßen und Parameteroptimierung sind aufbauend auf den bis dahin gewonnenen
Erkenntnissen folgende Untersuchungen durchgefu¨hrt worden:
• Unterschiede von ROC-Maß und F-Maß,
• Einfluß APPSPACK-interner Parameter auf die Optimierung,
• Optimierung gewichteter und ungewichteter SVM’s,
• Optimierung einfacher und komplizierter Gu¨temaße,
• Flexibilita¨t durch Gu¨temaß-interne Parameter,




Die erzielten Ergebnisse waren sehr positiv. Das Zusammenspiel von gewichteten und fle-
xiblen SVM’s mit gewichteten und flexiblen Gu¨temaßen bei der Optimierung mit APPS-
PACK funktionierte gut und es konnten sensitive Testergebnisse erzielt werden. Wir haben
gezeigt, welche konkreten Verbesserungen der Einsatz des neuen Gu¨temaßes in Verbin-
dung mit gewichteter Klassifikation fu¨r kostensensitive Probleme bringt.
Zu unserer Parallelisierung haben wir im Anschluss Tests mit allen drei Ebenen durch-
gefu¨hrt:
• Fu¨r die innere parallele Ebene haben wir die Skalierungseigenschaften eines ein-
zelnen Trainings untersucht. Ein wichtiger Aspekt dabei war die Untersuchung un-
terschiedlich großer Arbeitsmengen, da schon aus den vorangegangengen Tests der
seriellen Software klar war, wie unterschiedlich die Rechenzeiten in Abha¨ngigkeit
dieser Gro¨ße sein ko¨nnen. Wir haben gezeigt, dass der Algorithmus fu¨r optimale
Gro¨ßen der Arbeitsmengen gut skaliert.
• Fu¨r die Validierungsebene haben wir gezeigt, dass die parallele Version gut skaliert
und haben erkla¨rt, warum alle Validierungschritte etwa gleich lange rechnen.
• Fu¨r eine gro¨ßere Anwendung haben wir die beiden inneren parallelen Ebenen auf bis
zu 64 CPU’s auf dem JUMP-System getestet und gute Speedup-Werte erreicht.
• Die parallele APPSPACK-Software haben wir zur Parameteroptimierung von SVM’s
eingesetzt. Dabei haben wir Experimente mit der seriellen und der parallelen SVM-
Software durchgefu¨hrt. Wir haben gesehen, wie gut APPSPACK und SVM zusam-
menarbeiten und welche Vorteile die Kopplung der parallelen Ebenen mit sich bringt.
Die Tests besta¨tigten, dass die drei neuen parallelen Ebenen zu einer flexiblen und
effizienten Software gefu¨hrt haben.
Trotz aller Vorteile gibt es noch offene Fragen bezu¨glich der parallelen Optimierung. Bei-
spielsweise wa¨re es von Vorteil, wenn stets die gleiche Lo¨sung gefunden werden wu¨rde.
Dazu sind weitere Optimierungen am Gu¨temaß und an den internen Parametern von APPS-
PACK vorzunehmen. Die Schwierigkeiten bei der Nutzung vorhandener CPU’s durch die
Restriktionen der Teilbarkeit und die Verschwendung von Threads durch den Master (vgl.




In dieser Arbeit wurde unsere dreistufig parallele Software zur kostensensitiven Parameter-
optimierung von Support-Vektor-Maschinen vorgestellt. Sie adressiert Anwendungen der
bina¨ren Klassifikation unterschiedlicher Fachgebiete, die durch große und unausgegliche-
ne oder kostensensitive Daten gekennzeichnet sind. Solche Daten treten zunehmend in der
Bioinformatik und der Pharmaforschung, aber auch bei Text-, Schrift- und Bildklassifika-
tionsproblemen sowie bei der Entwicklung technischer Diagnosesysteme auf.
Der Kern unserer Software ist ein effizienter serieller Zerlegungsalgorithmus fu¨r das Trai-
ning einer Support-Vektor-Maschine. Fu¨r kostenintensive Matrix-Vektor-Operationen wer-
den Funktionen aus der ESSL-Bibliothek verwendet. Im Inneren haben wir schnelle Sor-
tieralgorithmen implementiert. Um kostensensitive und unausgeglichene Daten klassifi-
zieren zu ko¨nnen, sind flexible Komponenten entwickelt worden, die optional einsetzbar
sind. Dazu geho¨ren die Methoden der Klassengewichtung, der Schwellwertverschiebung
und des Samplings sowie Multiparameter- und Ensemble-Kerne. Der Trainingsalgorith-
mus wurde um eine Routine zur Kreuzvalidierung erga¨nzt, wobei beginnend bei der groben
zweifachen Kreuzvalidierung auch feinere Validierungsmethoden gewa¨hlt werden ko¨nnen.
Die Validierung endet mit der Berechnung eines Gu¨temaßes, das dem Nutzer ein Gefu¨hl
fu¨r die Performance des Modells gibt. Neben der Genauigkeit als wichtiges Standardmaß
haben wir kostensensitive parametrisierte Maße vorgestellt und implementiert. Zusa¨tzlich
kann auch noch ein unabha¨ngiger Recall durchgefu¨hrt werden, der ebenfalls bewertet wird.
Support-Vektor-Maschinen werden mittels verschiedener Parameter konfiguriert. Fu¨r er-
folgreiche Anwendungen ist es wichtig, diese Parameter mo¨glichst gut auf neue Daten
einzustellen. Die Grid-Suche, das Testen aller durch gegebene Werte einzelner Para-
meter mo¨glichen Kombinationen, ist zum Einen sehr aufwa¨ndig und zum Anderen fu¨r
den Nutzer, der wenig Erfahrung hat, zu schwierig, da die Grid-Suche nur erfolgreich
ist, wenn zwischen groben und feinen Grids gewechselt wird. Wir haben deshalb vor-
geschlagen, die Parameteroptimierung mittels der frei verfu¨gbaren Optimierungssoftware
APPSPACK durchzufu¨hren. Wir haben gezeigt, dass sich diese Software dazu eignet, das
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SVM-Parameteroptimierungsproblem zu lo¨sen, da wir eine Zielfunktion mit Schrankenne-
benbedingungen vorliegen haben. Wir haben dargestellt, wie wir die Verbindung zwischen
unserer SVM-Software und APPSPACK hergestellt haben. Gesteuert wird die Optimie-
rung u¨ber die Validierungstests und die daraus resultierenden Werte eines Gu¨temaßes. Um
die Optimierung fu¨r kostensensitive und unausgeglichene Daten zu verbessern, haben wir
ein vielversprechendes Gu¨temaß ausgewa¨hlt, parametrisiert und eine flexible Fehlersum-
mierung basierend auf der Marge vorgeschlagen und implementiert. Wir konnten zeigen,
dass die flexible, gewichtete Optimierung gut mit flexiblen, gewichteten SVM-Modellen
harmoniert und generalisiert.
Fu¨r große Datensa¨tze und bei der Optimierung vieler Parameter ist man bei der Anwen-
dung von SVM’s mit dem Problem der Rechenzeit konfrontiert. Wir haben dargestellt, wel-
che Entwicklungen es auf dem Gebiet der Parallelverarbeitung bei Data-Mining-Methoden
gab und aktuell gibt. Fu¨r Support-Vektor-Maschinen befinden sich die Arbeiten noch im
Anfangsstadium. Wir haben unsere SVM-Implementierung auf dem JUMP-System paral-
lelisiert. In Anlehnung an die Struktur des SMP-Systems wurde das SVM-Training im
Shared-Memory-Modus parallelisiert. Dabei wurden sowohl OpenMP-Direktiven als auch
ESSLSMP-Routinen verwendet, um die aufwa¨ndigsten Teile des Trainings zu paralleli-
sieren. Die a¨ußere Validierungsroutine arbeitet im MPI-Modus mit verteiltem Speicher.
Wa¨hrend ein einzelnes Training nur auf einem SMP-Knoten la¨uft, kann die Validierung
auch auf mehrere Knoten verteilt werden. Zusa¨tzlich zu unserer hybrid-parallelen SVM-
Software, stellt auch die APPSPACK-Software einen MPI-parallelen Modus zur Verfu¨gung,
der asynchron optimiert, indem mehrere Parametertupel gleichzeitig getestet werden. Wir
haben diesen Modus an die hybrid-parallele SVM gekoppelt. Dazu musste das MPI-
Kommunikationsschema von APPSPACK gea¨ndert werden, um zu verhindern, dass alle
verfu¨gbaren CPU’s direkt von APPSPACK verbraucht werden, um Parametertupel zu te-
sten.
Zu den von uns vorgestellten Methoden und Entwicklungen haben wir ausfu¨hrliche Tests
durchgefu¨hrt. Dabei spielten effizientes Training, kostensensitive Klassifikation, Parame-
teroptimierung und der Einsatz der parallelen Ebenen wichtige Rollen. Eine Auswahl in-
teressanter Tests haben wir in Kapitel 7 zusammengestellt und interpretiert. Unsere Ideen,
deren Umsetzung und Anwendung haben wir auf internationalen Workshops, Konferenzen
und in Zeitschriften vorgestellt und diskutiert.
Neben den bina¨ren Klassifikationsaufgaben gibt es auch Anwendungen fu¨r multiple Klas-
sifikation, bei der mehr als zwei Klassen zu erkennen sind. Auf dem Gebiet der SVM’s
werden multiple Probleme typischerweise u¨ber die Kombination mehrerer bina¨rer Klassi-
fikatoren gelo¨st. Daher ist die Implementierung einer Parameteroptimierung fu¨r den un-
ausgeglichenen Mehrklassenfall eine interessante Erweiterung.
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Anhang A
Erga¨nzungen zu Abschnitt 5.2
A.1 Bug Fixing
In einem unserer vielen Tests verursachte APPSPACK einen Fehler. Bei der Generierung
eines Testpunktes kam es zur Division durch Null. Dieser Fehler setzte sich fort und ei-
ner der neuen Parameterwerte war dann NotaNumber. Bei der Suche nach der Ursache
fanden wir den folgenden Bug in solver.cpp.
// correct violations of the constraints
for (int j=0;j<n;j++)
{
if ((isLower[j])&&((lower[j]-x[j])>0)) <-- korr
{
if (lower[j]-x[j]>epsMach) <-- ok
{
tmpStep=(lower[j]-parentX[j])/direction[j];




// nudge onto exact boundary
x[j]=lower[j];
}
else if ((isUpper[j])&&((x[j]-upper[j])>0)) <-- korr
{






ANHANG A. ERGA¨NZUNGEN ZU ABSCHNITT 5.2
}
else




Fu¨r jeden neu berechneten Parameter wird gepru¨ft, ob er die vorgegebenen Schranken
verletzt. Falls das der Fall ist, wird die Korrekturumgebung korr betreten. Die weitere
Behandlung ist davon abha¨ngig, wo genau der Wert liegt. Falls er in unmittelbarer Na¨he
der Schranke liegt (Maschinenepsilon), wird er mit dem Wert der Schranke u¨berschrieben.
Falls er weiter davon entfernt ist, wird eine Korrektur durchgefu¨hrt, bei der der Vaterpunkt
parentX und die aktuelle Richtung direction wieder ins Spiel kommen. Im Fall
ok stimmt der Code; im Fall bug fehlte jedoch das Maschinenepsilon epsMach. Das
fu¨hrte in unserem Test dazu, dass Parameter, die gro¨ßer als die zula¨ssige obere Schranke
waren und fu¨r die direction[j]=0 zutraf, Division durch Null erzeugten (error).
Je nach Compiler und System fu¨hrt das entweder zum Abbruch des Programms oder zu
Fortpflanzungen von Fehlern. Wir haben das Maschinenepsilon eingefu¨gt und alle Tests
erneut durchgefu¨hrt, ohne dass dieser Fehler wieder auftrat.57
A.2 Kommunikation mit externem Programm
Damit APPSPACK das SVM-Gu¨temaß und somit die SVM selbst optimieren kann, mu¨ssen
die folgenden Punkte erfu¨llt sein, die wir auch umgesetzt haben:
• Die SVM-Software liest einen von APPSPACK u¨bermittelten Namen, o¨ffnet die zu-
geho¨rige Inputdatei und liest die darin enthaltenen Parameterwerte. Am Ende des
Programms o¨ffnet es eine Outputdatei und schreibt den Wert des Gu¨temaßes. Der
Name dieser Datei wird ebenfalls von APPSPACK u¨bermittelt.
• Damit APPSPACK die entsprechenden Inputdateien mit Inhalt fu¨llen kann, muss der
Nutzer eine .apps Datei anlegen, in der er Informationen [optional] u¨ber
– Namen des aufzurufenden Programms,
– Anzahl zu optimierender Parameter,
– obere und untere Schranken fu¨r die Parameter,
– [Skalierung],
– [Startpunkt],
57Der Fehler wird in der na¨chsten Version der APPSPACK-Software behoben sein.
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– [maximale Anzahl an Iterationen],
– [Abbruchgenauigkeit],





Erga¨nzungen zu Abschnitt 6.2.6
B.1 APPSPACK main.cpp
Im main.cpp haben wir neue MPI-Kommunikatoren aufgebaut. Bisher wurde der Standard-
Kommunikator MPI−COMM−WORLD eingesetzt. Da jetzt die urspru¨nglichen Worker in
zwei Klassen eingeteilt werden, beno¨tigen wir zwei neue Kommunikatoren. Ein Zeilen-
kommunikator (row−comm) wird fu¨r die Kommunikation zwischen Master und den echten
Workern beno¨tigt. Die Slaves sind nicht in diesem Kommunikator enthalten. Ein Spalten-
kommunikator
(col−comm) wird fu¨r die Kommunikation zwischen den Workern und den Slaves beno¨tigt,
wobei der Master diesen Kommunikator nicht nutzen darf, da er streng genommen nichts
von der Existenz der Slaves weiß. Wir haben die folgenden Zeilen in den Code eingefu¨gt.
int cols; //number of workers
int rows; //number of slaves per worker
int members; //master and workers together
int col;
int col_comm; //new column communicator
int row;


























In der master.cpp Routine wird der neue Zeilenkommunikator benutzt, um Nachrichten
ausschließlich an die Worker zu senden.
for (int i=1;i<members;i++) //problem size
MPI_Send(&n,1,MPI_INT,i,SIZE,row_comm);
[...]
for (int i=1;i<members;i++) //quit message
MPI_Send(&n,1,MPI_INT,i,QUIT,row_comm);
B.3 APPSPACK executor.cpp
Der Executor in der schon angepassten Form musste fu¨r unsere Zwecke nochmals gea¨ndert
werden. Neue Argumente sind eingefu¨gt worden. Der Executor sendet die Testpunkte nun











In der modifizierten Routine, die APPSPACK zur Verfu¨gung stellt, haben wir die C++
interne Funktion entfernt und durch einen Aufruf der F90 Funktion feval ersetzt.
#define feval __mainx_NMOD_feval //link to F90 source
extern "C" double feval(const int *n,const double *x,
const int *col_comm,const int *slave,const int *rows);
Die Worker in row−comm empfangen Nachrichten vom Master und dem Executor. Jeder
Worker leitet die Nachrichten an seine Slaves unter der Nutzung von col−comm weiter.
Die zentrale While-Schleife in der Routine muss modifiziert werden, um zu sichern, dass
jeder Worker seine Slaves u¨ber das Ende der Optimierung informiert, bevor er selbst die











if (msgtag==QUIT) stop=1; //don’t leave here
for (int i=1;i<rows;i++) //stop message
MPI_Send(&stop,1,MPI_INT,i,0,col_comm);
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Der APPSPACK-Lo¨ser selbst arbeitet nicht im parallelen Modus. Ausschließlich der Ma-
ster generiert neue Testpunkte und hat Zugriff auf die internen Routinen und den Lo¨ser,
sodass Parallelita¨t nicht beno¨tigt wird. Weitere A¨nderungen sind nicht notwendig.
Ein Bug-Fixing fu¨r den APPSPACK-Lo¨ser haben wir bereits im Abschnitt A.1 erwa¨hnt.
B.6 SVM main.f90
Die Auswertung der SVM-Validierung erfolgt nicht mehr u¨ber einen externen Call. Wir ha-
ben unsere Fortran90 SVM-Software in eine Library umgewandelt. Das Hauptprogramm,
in dem die Validierung aufgerufen wird, haben wir in eine Funktion.
feval(n,x,col_comm,slave,rows)
umgewandelt. Dabei sind n die Anzahl der zu optimierenden Parameter, x der aktuelle
Parametervektor (APPSPACK-Testpunkt), col−comm der Spaltenkommunikator, slave
der Rang im Spaltenkommunikator und rows die Anzahl der Slaves pro Validierung. Alle
Daten werden von der C++ Routine worker.cpp u¨bernommen. Im Fortran-Code wird
in allen inneren Routinen nur noch mit dem neuen Kommunikator gearbeitet. Am Ende
der Validierung sammelt der Worker die lokalen Ergebnisse der Slaves zusammen und
berechnet zusammen mit dem eigenen Ergebnis das Gu¨temaß, welches dann dem C++ Teil
u¨ber den Funktionswert feval u¨bergeben wird. Der Worker sendet das Ergebnis dann an
den Master weiter (siehe worker.cpp).
B.7 APPSPACK Kommandozeile und Initialisierung
In der urspru¨nglichen APPSPACK-Software wird, wie im Abschnitt A.2 beschrieben, eine
.apps Datei angelegt, um die Kommunikation zwischen APPSPACK und dem externen
Executable ohne A¨nderungen des Codes zu ermo¨glichen. In unserer modifizierten Version
wird dieses Schema nicht mehr beno¨tigt. Der Master liest die notwendigen Informatio-
nen direkt in einer Parameterdatei. Festgelegt werden beispielsweise die Anzahl der zu
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optimierenden Parameter, der Startpunkt, die Schranken, die Anzahl der Iterationen, das
Debug-Level und weitere Parameter. Fu¨r die gekoppelt parallele Version haben wir die
Kommandozeile um neue Argumente erweitert. U¨ber -cols <int> lesen wir die An-
zahl der Worker und u¨ber -rows <int> die Gesamtzahl an Slaves pro Worker ein. Das
ermo¨glicht eine flexible Nutzung des Programms.
//read number of workers
sscanf(argv[2],"%d",&cols);
//read number of slaves for validation
sscanf(argv[4],"%d",&rows);
B.8 Loadleveler-Script
Um die dreistufig parallele Software auf dem JUMP-System zu starten, muss ein Loadleveler-
Script geschrieben werden. Ein Beispiel aus unseren Tests ist:
# created : Thur Jul 06 13:07:59 MEZ 2006
# job-ensemble-2.5.3.sh - LoadLeveler CMD File
# @ job_type = parallel
# @ node = 1
# @ tasks_per_node = 5 (**)
# @ resources = ConsumableCpus(4)ConsumableMemory(14GB) (**)
# @ wall_clock_limit = 01:00:00
# @ notification = always
# @ notify_user = t.eitrich@fz-juelich.de
# @ initialdir = ˜/appspack/ensemble/tests-2.5
# @ output = out.$(schedd_host).$(jobid).$(stepid)
# @ error = err.$(schedd_host).$(jobid).$(stepid)
# @ restart = yes
# @ queue export OMP_NUM_THREADS=4
poe ./appspack -cols 2 -rows 2 (*)
Dabei wird eine Optimierung fu¨r den ensemble Datensatz gestartet (siehe Kapitel 7). Das
Script zeigt einen Nachteil unserer Software, der aber hauptsa¨chlich durch das Master-
Worker-Prinzip von APPSPACK entsteht. Wir fordern zwei Worker an, die insgesamt noch
jeweils einen Slave bekommen, sodass jede Validierung von 2 CPU’s durchgefu¨hrt wird.
Das sind zusammen 4 CPU’s (*). Jede CPU soll mit 4 Threads trainieren. Zusammen mit
dem Master brauchen wir also 16 + 1 = 17 CPU’s, fordern aber 20 an (**). Der Master
bekommt die Threads ebenfalls zugewiesen, diese liegen aber brach, denn der Master hat
innerhalb von APPSPACK neben der Definition von Punkten, Kommunikation und Aus-
wertung keine Aufgaben. Auf der Ebene der Validierung haben wir dafu¨r gesorgt, dass
sich dieses Problem bei den Workern nicht fortpflanzt, d.h. jeder Worker der Validierung
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nimmt auch aktiv am Training teil, anstatt nur auf Ergebnisse zu warten. Eine A¨nderung
der APPSPACK-Software in dieser Hinsicht liegt nicht in unserer Hand, sodass wir die Pro-
blematik offen lassen. Allgemein ist eine optimierte Nutzung schwierig. Beispielsweise
ko¨nnten wir einen JUMP-Knoten (32 CPU’s) gut aufteilen in 4 Worker mit je 3 zusa¨tz-
lichen Slaves, die alle jeweils mit 1 weiteren Thread trainieren. Der Master verhindert




Erga¨nzungen zu den Abschnitten 7.2.4
und 7.2.5
Im Abschnitt 7.2 hatten wir uns mit dem Problem der Wahl einer Arbeitsmengengro¨ße
bescha¨ftigt. Fu¨r kleine Datensa¨tze ist diese Problematik vernachla¨ssigbar, gewinnt aber
mit wachsender Anzahl an Trainingsdaten stark an Bedeutung. Die drei ineinander ver-
schachtelten Lo¨ser mit ihren Optimalita¨tskriterien beeinflussen sich gegenseitig sehr stark
und fu¨hren zu einer komplizierten Optimierungsstruktur. In Erga¨nzung zu den bisherigen
Tests haben wir weitere Versuche durchgefu¨hrt. Fu¨r die zwei Datensa¨tze astro und w8a
haben wir in Tabelle 7.13 schon erste Ergebnisse gezeigt. Wir haben weitere Tests nach
folgendem Schema durchgefu¨hrt. Neben der Gro¨ße der Arbeitsmenge ws haben wir auch
die Anzahl der Trainingsdaten stark variiert, sodass nun direkte Vergleiche mo¨glich sind.
Bei den in Kapitel 7 durchgefu¨hrten Tests mit verschiedenen Datensa¨tzen ist ein Vergleich
schwer, da auch die Anzahl der Variablen, die Werte der Parameter und weitere Merkmale
des Klassifikationsproblems die Trainingszeit stark beeinflussen.
Fu¨r den mittelgroßen astro Datensatz mit wenigen Variablen verhielten sich die Trainings-
zeiten fu¨r verschiedene Trainingsgro¨ßen a¨hnlich (Tabelle C.1). Bei allen Tests lag das
gesuchte Minimum innerhalb des Intervalls [0,100]. Fu¨r sehr kleine Arbeitsmengen wuchs
die Zeit wie erwartet drastisch an.
Fu¨r den großen w8a Datensatz mit vielen Variablen verhielten sich die Trainingszeiten
nicht so gleichma¨ßig (Tabelle C.2). Es sind Schwankungen in Abha¨ngigkeit von der Gro¨ße
der Arbeitsmenge zu beobachten. Bei den Tests mit 5000 und 10000 Trainingsdaten lag
das gesuchte Minimum innerhalb des Intervalls ws ∈ [500, 1000], bei den Tests mit 15000
bis 30000 Trainingsdaten im Intervall ws ∈ [1000, 1500] und fu¨r 40000 Punkte im Intervall
ws ∈ [1500, 2000]. Tendenziell lohnen sich große Arbeitsmengen bei diesem Datensatz.
Wir schlussfolgern, dass die Datensatzgro¨ße und die Anzahl der Variablen Einfluß auf eine
sinnvolle Wahl von ws haben. Eine Empfehlung kann allgemein nicht gegeben werden.
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Abbildung C.1: Abha¨ngigkeit der Trainingszeit von der Gro¨ße der Arbeitsmenge (astro






















Abbildung C.2: Abha¨ngigkeit der Trainingszeit von der Gro¨ße der Arbeitsmenge (w8a






[a, b] ≤ [c, d] ∀x ∈ [a, b] : x ≤ c
1 Indikatorfunktion
R Menge der reellen Zahlen
R+ Menge der positiven reellen Zahlen (ohne Null)
Z Menge der ganzen Zahlen
N Menge der natu¨rlichen Zahlen (mit Null)
1 Vektor, der nur aus Einsen besteht
0 Vektor, der nur aus Nullen besteht
∇ Gradient
n Anzahl an Variablen
f Klassifikationsfunktion
h Hypothesenfunktion
δi,j Kroneckersymbol mit δi,j = 1⇔ i = j (i, j ∈ Z)
SV Menge der Support-Vektoren ⇒ αi > 0
FSV Menge der freien Support-Vektoren ⇒ αi ∈ (0, Ci)
BSV Menge der beschra¨nkten Support-Vektoren ⇒ αi = Ci
M hochdimensionaler Merkmalsraum
sv Anzahl der Support-Vektoren ⇒ αi > 0
b Schwellwert der linearen Zielfunktion f














Iij(·, ·) Za¨hlfunktion des Tanimoto-Kerns




(xi, yi) i-tes Trainingspaar
w Vektor der primalen linearen Zielfunktion
C Strafparameter
C+ Strafparameter fu¨r positive Punkte
C− Strafparameter fu¨r negative Punkte
C Strafvektor fu¨r die Nebenbedingung von Softmargin-Aufgaben
D.2 Zerlegungsalgorithmus
ws Anzahl der Punkte in einem Working-Set
I Menge zur Bestimmung von Working-Set-Paaren
J Menge zur Bestimmung von Working-Set-Paaren
D Menge aktiver Punkte
F Menge inaktiver Punkte
α Vektor von Lagrange-Multiplikatoren allgemein
λ, µ, ν Multiplikatoren fu¨r KKT-Bedingungen
s Abstiegsrichtung allgemein
k Iterationsindex fu¨r Decompositionschritte
W Zielfunktion der dualen Aufgabe, Maximierungsproblem
W− Zielfunktion der dualen Aufgabe, Minimierungsproblem
Ω Bereich zula¨ssiger Punkte einer Optimierungsaufgabe
K Kernmatrix allgemein
Q Grammatrix der globalen SVM-Aufgabe
v Vektor beim Verfahren von Zoutendijk
nakt, nmin, nmax VVP-Parameter
αkd Vektor der Lagrange-Multiplikatoren aller Punkte im k-ten Working-Set
Qdd Grammatrix des aktuellen Subproblems
ykd Klassenvektor der im k-ten Decompositionschritt betrachteten Punkte
k′ Iterationsindex fu¨r VVP-Schritte bei festem k
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q Vektor im Teilproblem
e Konstante im Teilproblem
ρ Projektionsparameter bei VVPM
ρmin untere Grenze fu¨r ρ
ρmax obere Grenze fu¨r ρ
W−d Zielfunktion der dualen Aufgabe in einem QP-Teilproblem
θu unterer Wert zur Definition des schlechten Abstiegs
θo oberer Wert zur Definition des schlechten Abstiegs
Iws Einheitsmatrix der Gro¨ße ws
Ikρ spezielle Diagonalmatrix bei VVPM
t Vektor fu¨r VVPM
Cd Strafvektor fu¨r das aktuelle Working-Set
g Funktion zur Berechnung von Schrittweite θ
s˜ Vektor bei VVPM
P Projektionsmatrix allgemein
ι Wechselindikator bei VVPM
θ Schrittweitenparameter allgemein
IP Bruchstellen bei Pardalos
L Linke Intervallgrenze bei Pardalos
R Rechte Intervallgrenze bei Pardalos
M Median bei Pardalos
a, b, c interne Vektoren bei Pardalos
d interne Variable bei Pardalos
uˆ Vektor im inneren Teilproblem
z Vektor beim Pardalos-Lo¨ser
κ Lo¨sungspunkt bei Pardalos
D.3 Modifikationen und Parameteroptimierung
rd Anzahl der Referenzdaten
rd+ Anzahl positiver Referenz- oder Trainingspunkte
rd− Anzahl negativer Referenz- oder Trainingspunkte
RD Menge der Referenzdaten bzw. der Trainingsdaten zur Validierung
td Anzahl der unabha¨ngigen Testdaten pro Test
T D Menge von Testdaten
pp Anzahl positiver Punkte in den Testdaten
np Anzahl negativer Punkte in den Testdaten
fk Anzahl falsch klassifizierter Punkte in den Testdaten
rp Anzahl richtig positiver Punkte in den Testdaten
fp Anzahl falsch positiver Punkte in den Testdaten
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rn Anzahl richtig negativer Punkte in den Testdaten
fn Anzahl falsch negativer Punkte in den Testdaten
m Anzahl der betrachteten SVM-Parameter






β Faktor zur Variabilita¨t des F-Maßes
fmβ variables F-Maß
˜fmβ variables weiches F-Maß
ef Anreicherungsfaktor
ωrp Kosten fu¨r richtig positiven Punkt
ωfp Kosten fu¨r falsch positiven Punkt
ωrn Kosten fu¨r richtig negativen Punkt
ωfn Kosten fu¨r falsch negativen Punkt
KFM Konfusionsmatrix
KSM Kostenmatrix
T Menge von APPS-Testpunkten
R Indexmenge der Suchrichtungen zur Parameteroptimierung
r Suchrichtung bei APPS
su Indexvektor der Suchrichtungen bei APPS
τ Statusvektor fu¨r APPS-Testpunkte
u untere Schranke zur Parameteroptimierung
o obere Schranke zur Parameteroptimierung
N Marke fu¨r APPS-Testpunkte
pi SVM-Parametervektor
mg Marge
mg+ Marge zur Klasse 1 hin
mg− Marge zur Klasse −1 hin
hpi Hypothesenfunktion (fu¨r ein Parameterbu¨ndel pi)
fpi Zielfunktion (fu¨r ein Parameterbu¨ndel pi)
Φ(·) Gu¨tefunktion zur Parameteroptimierung
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