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Abstract
Let V be an inner product vector space over C and (e1, . . . , en) an orthonormal basis of V .
A combinatorial necessary and sufficient condition for orthogonality of critical decomposable
symmetrized tensors
e∗α = eα(1) ∗ · · · ∗ eα(m), e∗β = eβ(1) ∗ · · · ∗ eβ(m) ∈ Vλ(Sm)
with “factors” extracted from (e1, . . . , en) is proved.
The notion of sign-uniform partition is introduced and the set of the sign-uniform partitions
is described.
The characterization of the sign-uniform partitions is used to produce (for a class of pairs
of congruent α, β) more manageable conditions of orthogonality of e∗α and e∗β .
The concept of orthogonal dimension of a finite set of nonzero vectors is introduced. Using
the above mentioned condition, the orthogonal dimension of critical orbital sets is computed
for a class of irreducible characters of Sm. From this computation, the nonexistence of ortho-
gonal bases of Vλ(Sm), extracted from {e∗α : α ∈ m,n}, is concluded.
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1. Introduction
The study of symmetry classes of tensors, Vλ(G) ⊆⊗m V (where V is a com-
plex inner product space, G a subgroup of Sm and λ an irreducible character of
G) requires extensive use of bases B = {e∗α : α ∈ } ⊆ {e∗α : α ∈ m,n} of Vλ(G),
induced by orthonormal bases (e1, . . . , en) of V . It is well known that if λ is linear,
i.e. λ(id) = 1, these bases are orthogonal, with respect to the induced inner product.
Then, it is natural to consider the problem of describing those irreducible characters
that share this property with the linear characters, i.e. to find the characters λ for
which there exists an orthogonal basisB = {e∗α : α ∈ } of Vλ(G) (o.b.-characters).
This problem was first raised by Marcus and Chollet [10]. Since the publication of
[10], several authors considered this issue and gave partial answers to it. They used
essentially the following two strategies:
(1) characterization of the subgroups of Sm whose irreducible characters are all o.b.-
characters;
(2) characterization of the orbital subspaces 〈e∗ασ : σ ∈ G〉, where the induced bases
B have an“orthogonal restriction”, i.e. the set 〈e∗ασ : σ ∈ G〉 ∩B is orthogonal.
Within the first approach, a list of groups whose irreducible characters are all
o.b.-characters is already known. See, for instance [7,8,15]. The second approach is
based on the fact that an induced basis B is orthogonal if and only if the restrictions
〈e∗ασ : σ ∈ G〉 ∩B are orthogonal sets, for all orbital subspaces. Within the second
approach, several authors [3,6,14] exhibited irreducible characters λ and orbital sub-
spaces of Vλ(G) where the induced bases do not have orthogonal restrictions. From
this, they derived that those λ are not o.b.-characters.
This article follows the second approach and aims to compute, for irreducible
characters of Sm, the maximum cardinality of the orthogonal subsets of the orbi-
tal set {e∗ασ : σ ∈ Sm}. We call this number the orthogonal dimension of the orbital
set {e∗ασ : σ ∈ Sm}. The estimation of the orthogonal dimension can be looked as a
“way to measure” how far from the orthogonality the induced bases are. To achieve
this goal, we state a combinatorial necessary and sufficient condition for critical
e∗α, e∗β ∈ {e∗ασ : σ ∈ Sm} to be orthogonal (Theorem 5.5). The key concepts of this
theorem are (α, β)-coloring of the set {1, . . . , m} and the sign of an (α, β)-coloring,
studied in Section 5. The main tools of the proof are results on Schur polynomials
and the Littlewood correspondence [5,9,12,13], referred to in Section 4.
Based on this necessary and sufficient condition, we prove, for a class of irre-
ducible characters of Sm, associated with partitions whose Young diagram does not
contain [(3, 3, 2)], that e∗α and e∗β are orthogonal if and only if {1, . . . , m} is not
(α, β)-colorable (Theorem 3.1). The crucial argument in the proof of this result is
the complete characterization of sign-uniform partitions made on Section 6.
Finally, in Section 7, we use the tools of graph theory to compute orthogonal
dimensions of critical orbital subspaces associated with certain classes of partitions
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whose Young diagram does not contain [(3, 3, 2)]. To each pair of elements e∗α, e∗β ∈{e∗ασ : σ ∈ Sm}, we assign a bipartite multigraph Gα,β “describing the joint behav-
ior” of α and β. We prove that, under almost the same hypothesis of Theorem 3.1,
e∗α and e∗β are orthogonal if and only if Gα,β has no perfect matching. A careful
choice of subsets of the vertices of Gα,β that violate the conditions of the Marriage
Theorem of Hall for the existence of a perfect matching, allows the computation of
the orthogonal dimensions of the mentioned critical orbital sets.
2. Notation and background
Let G be a subgroup of the full symmetric group Sm and λ a complex irreducible
character of G. Let V be an n-dimensional inner product space over C. The mth
tensor power of V is denoted by
⊗m
V and for every σ ∈ Sm, P(σ) denotes the
linear operator of
⊗m
V satisfying
P(σ)(v1 ⊗ · · · ⊗ vm) = vσ−1(1) ⊗ · · · ⊗ vσ−1(m), (v1, . . . , vm ∈ V ).
The linear operators on
⊗m
V belonging to the linear closure of {P(σ) : σ ∈ Sm}
are called symmetrizers. The symmetrizer
T (G, λ) := λ(id)|G|
∑
σ∈G
λ(σ)P (σ ),
(|G| denotes the order of G and id the identity of G) is said to be associated with the
character λ. The range of T (G, λ)
Vλ(G) := T (G, λ)
( m⊗
V
)
is called the symmetry class of tensors associated with λ.
The elements of Vλ(G) of the form T (G, λ)(v1 ⊗ · · · ⊗ vm) (v1, . . . , vm ∈ V ) are
called decomposable symmetrized tensors and denoted v1 ∗ · · · ∗ vm.
We denote by m,n the set of the mappings from {1, . . . , m} to {1, . . . , n}. We
identify the mapping α ∈ m,n with the sequence (α(1), . . . , α(m)). Let (e1, . . . , en)
be a basis of V . The set{
e⊗α := eα(1) ⊗ · · · ⊗ eα(m) : α ∈ m,n
}
is a basis of
⊗m
V . Therefore{
e∗α := eα(1) ∗ · · · ∗ eα(m) : α ∈ m,n
}
spans the symmetry class of tensors Vλ(G).
We assume
⊗m
V equipped with the inner product induced by the inner product
of V . The study of orthogonality on bases of Vλ(G) extracted from the spanning set
{e∗α : α ∈ m,n} is the major purpose of this article.
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We consider the following equivalence relation in m,n:
α ∼ β(modG) if there exists σ ∈ G such that α = βσ.
If α ∼ β(modG), we say that α and β are congruent modulo G (briefly that α
and β are congruent). The equivalence classes for this relation are called orbits. We
denote by  the system of representatives obtained by choosing in each orbit the
smallest element in the lexicographic order. We use ¯ to denote the subset of 
¯ := {α ∈  : e∗α /= 0}.
It is well known (see [12]) that
Vλ(G) =
⊕
α∈¯
〈e∗ασ : σ ∈ G〉. (1)
Therefore ifBα := {e∗ασ1 , . . . , e∗ασtα } is a basis of the orbital subspace 〈e∗ασ : σ ∈ G〉
(α ∈ ¯) extracted from the orbital set {e∗ασ : σ ∈ G}, then
B =
⋃
α∈¯
Bα (2)
is a basis of Vλ(G) extracted from {e∗α : α ∈ m,n}. It is well known that, if the basis
(e1, . . . , en) is orthogonal, then the direct sum (1) is orthogonal. If we can choose
Bα orthogonal, for each α ∈ ¯, then the basis B is also orthogonal.
An orthogonal basis of Vλ(G) extracted from {e∗α : α ∈ m,n} will be called a
special basis of Vλ(G).
Let A be a matrix. We use Aij to denote the (i, j)-entry of A.
Let A be an m×m matrix of over C and {i1, . . . , it } = N ⊆ {1, . . . , m} (i1 <
· · · < it ). We denote by A[N] the t × t matrix
A[N]rs = Air is , r, s = 1, . . . , t.
Let σ ∈ St . We denote by Pσ the permutation matrix
(δiσ (j)), i, j = 1, . . . , t.
Let A be an m×m matrix over C. By dλ(A) we mean the complex number
dλ(A) :=
∑
σ∈G
λ(σ)
m∏
i=1
Aiσ(i).
The mapping dλ is called the generalized matrix function associated with the irre-
ducible character λ (or an immanant if G = Sm).
Let x1, . . . , xm, y1, . . . , ym ∈ V . Let A be the matrix
Aij = (xi, yj ), i, j = 1, . . . , m,
where (·, ·) denotes inner product. It is well known that
(x1 ∗ · · · ∗ xm, y1 ∗ · · · ∗ ym) = λ(id)|G| dλ(A). (3)
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Marcus and Chollet considered in [10] the problem of finding conditions in λ that
ensure the existence of a special basis of Vλ(G). It is well known that if λ is a linear
character then, for every α ∈ ¯, dim〈e∗ασ : σ ∈ G〉 = 1. Therefore, for symmetry
classes of tensors associated with these characters, we can find an orthogonal basis
Bα for each α ∈ ¯, thus a special basis of Vλ(G).
If the degree of λ is greater than 1 then
dim〈e∗ασ : σ ∈ G〉  λ(id) > 1
and, in general, it is not known which symmetry classes of tensors Vλ(G) have an
orthogonal basisBα of 〈e∗ασ : σ ∈ G〉, for every α in ¯. It is then natural to ask about
the maximum cardinality of the orthogonal subsets of {e∗ασ : σ ∈ G}. This question
leads us to consider the following definition.
Definition 2.1. Let {x1, . . . , xs} be a finite set of nonzero vectors of an inner product
vector space. The maximum cardinality of the orthogonal subsets of {x1, . . . , xs} is
called orthogonal dimension of {x1, . . . , xs}. We denote the orthogonal dimension
of {x1, . . . , xs} by
dim⊥{x1, . . . , xs}.
Remark 2.1. It is clear that there exists a special basis of Vλ(G) if and only if
dim〈e∗ασ : σ ∈ G〉 = dim⊥{e∗ασ : σ ∈ G} for every α ∈ ¯.
In the sequel we are interested in symmetry classes of tensors associated with
irreducible characters of the full symmetric group. By partition of m we mean a
decreasing finite sequence of nonnegative integers whose sum is m. If λ is a par-
tition of m we denote λ  m. The nonzero terms of a partition are called parts. A
subsequence of λ with k parts all equal to i is denoted by ik . If λ = (λ1, . . . , λt ) is
a partition of m, from now on we fix λl = 0, for l > t . Let λ = (λ1, . . . , λt ) be a
partition of m and
λ′i =
∣∣{j ∈ {1, . . . , t} : λj  i}∣∣, i = 1, . . . , λ1.
The sequence λ′ := (λ′1, . . . , λ′λ1) is a partition of m, called conjugate partition of λ.
A partition λ = (λ1, . . . , λt ) is usually represented by a collection of m boxes
arranged in t rows such that the number of boxes of row i is equal to λi , i = 1, . . . , t .
This collection is called Young diagram associated with λ and denoted by [λ], e.g.
[(4, 3, 2, 2)] =
For λ and µ partitions of the same integer m, we say that [λ] contains [µ] if
λi  µi , for all i.
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In the set of partitions of m we are going to consider the dominance partial order-
ing. Let λ and µ be partitions of m. We say that µ dominates λ and denote λ  µ if
λ1 + λ2 + · · · + λi  µ1 + µ2 + · · · + µi for all i.
The main purpose of this article is the study of the orthogonal dimension of the
orbital sets
{e∗ασ : σ ∈ Sm}
when λ is an irreducible character of Sm. Since there is a “standard” one-to-one
correspondence between the complex irreducible characters of Sm and the partitions
of m, we use the same symbol to denote an irreducible character of Sm and the
partition of m corresponding to it.
Let α ∈ m,n and let x ∈ {1, . . . , m}. We call exponent of x in α (denoting mα(x))
the number
mα(x) = |α−1(α(x))|. (4)
The multiplicity partition of α, usually denoted by M(α), is the partition of m
obtained by reordering in a decreasing way the n-tuple(|α−1(1)|, . . . , |α−1(n)|).
It is easy to see that
α ∼ β(modSm) if and only if |α−1(i)| = |β−1(i)| for every i = 1, . . . , n.
Therefore, M(α) = M(β), if α ∼ β(modSm).
Merris [11] proved that, in Vλ(Sm),
e∗α /= 0 if and only if λ  M(α).
If M(α) = λ, we say that the orbital subspace 〈e∗ασ : σ ∈ Sm〉 of Vλ(Sm) is criti-
cal. We also refer as critical the orbital set {e∗ασ : σ ∈ Sm} and the tensor e∗α . It is not
difficult to see [4, Eq. (13)] that if 〈e∗ασ : σ ∈ Sm〉 is critical, then
dim〈e∗ασ : σ ∈ Sm〉 = λ(id).
3. Main results
We begin by studying combinatorial conditions for the orthogonality of critical
tensors e∗α , e∗β (when α and β are congruent). We obtain a necessary and sufficient
condition for the orthogonality of those pairs of tensors. When λ is a partition whose
Young diagram does not contain
[(3, 3, 2)] =
we prove a more checkable condition, which is our main result (Theorem 3.1).
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As a consequence of Theorem 3.1, we compute the orthogonal dimension of the
critical orbital sets of Vλ(Sm), for certain classes of irreducible characters of Sm and
conclude that these characters are not o.b.-characters.
Theorem 3.1. Let λ be an irreducible character of Sm such that [λ] does not con-
tain [(3, 3, 2)]. Let α, β ∈ m,n be congruent mappings with multiplicity partition λ.
Then
(e∗α, e∗β) /= 0
if and only if there exists a set partition of {1, . . . , m}, (N1, . . . , Nλ1), satisfying:
(i) |Ni | = λ′i , i = 1, . . . , λ1;
(ii) the restrictions α|Ni and β|Ni are one-to-one, for every i = 1, . . . , λ1.
Corollary 1. Let λ be an irreducible character of Sm of the form
(2k, 1t ), k  1, t  2.
The orthogonal dimension of the critical orbital subsets is 1, if 0  t  1 and m2 if
t = 2.
Observe that, if m  4 and λ has the form (2k, 12), the orthogonal dimension
of the critical orbital sets is less than the dimension of the corresponding orbital
subspaces. In fact,
dim〈e∗ασ : σ ∈ Sm〉 = λ(id) =
(2k + 2)! × 3
(k + 3)!k! > k + 1 =
m
2
= dim⊥{e∗ασ : σ ∈ Sm}.
Corollary 2. Let λ be an irreducible character of Sm of the form
(2, 1m−2).
The orthogonal dimension of the critical orbital subsets is ⌊m2 ⌋.
Observe that, if m  3 and λ has the form (2, 1m−2), the orthogonal dimension
of the critical orbital sets is less than the dimension of the corresponding orbital
subspaces. In fact,
dim〈e∗ασ : σ ∈ Sm〉 = λ(id) = m− 1 >
⌊m
2
⌋
= dim⊥{e∗ασ : σ ∈ Sm}.
Corollary 3. Let λ be an irreducible character of Sm of the form
(m− 2, 12).
The orthogonal dimension of the critical orbital subsets is ⌊m2 ⌋.
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Observe that, if m  5 and λ has the form (m− 2, 12), the orthogonal dimension
of the critical orbital sets is less than the dimension of the corresponding orbital
subspaces. In fact,
dim〈e∗ασ : σ ∈ Sm〉 = λ(id) =
(m− 2)(m− 1)
2
>
⌊m
2
⌋
= dim⊥{e∗ασ : σ ∈ Sm}.
Corollary 4. Let λ be an irreducible character of Sm of the form
($1, $2), $1  3.
The orthogonal dimension of the critical orbital subsets is 1.
As a consequence of the previous results we can ensure that there is no special
basis of Vλ(Sm), when λ is of the form referred to in the above corollaries.
4. Schur polynomials and immanants
In this section, we present some basic results on Schur polynomials.
Let λ be an irreducible complex character of Sm and let X1, . . . , Xn be indepen-
dent indeterminates, with n  m. The Schur polynomial corresponding to λ is the
polynomial (of degree m) of C[X1, . . . , Xn]
sλ(X1, . . . , Xn) =
∑
πm
Kλ,πmπ(X1, . . . , Xn),
where mπ(X1, . . . , Xn) denotes the polynomial we obtain by summing all monomi-
als obtained from
Xπ = Xπ11 · · ·Xπnn , π = (π1, . . . , πn)
by permutations of the X’s and Kλ,π denotes the Kostka coefficients [12, p. 281].
The elementary symmetric polynomial (of degree k) is
εk :=
∑
1i1<···<ikn
Xi1 · · ·Xik ,
if k > 0. By convention ε0 = 1 and εk = 0 if k < 0.
If λ = (λ1, . . . , λt ) is a partition of m, let
ελ := ελ1 · · · ελt .
The following identity is known as the Jacobi–Trudi identity. For the proof see
[12, p. 289].
Proposition 4.1. Let λ be a partition of m. Then
sλ = det(ελ′i−i+j ), i, j = 1, . . . , λ1. (5)
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From equality (5) is it clear that s(1m) = ε(m).
Example. Let m = 4 and λ = (3, 1). Then, since λ′ = (2, 1, 1), we have
s(3,1) = det

ε2 ε3 ε41 ε1 ε2
0 1 ε1

 .
Using results of [12, Chapter 8], it can be proved that the expansion of the right
hand side of (5) is
sλ =
∑
µλ′
cλ,µεµ
with cλ,µ ∈ Z and cλ,λ′ = 1.
Next theorem is known as the Littlewood correspondence between Schur polyno-
mials and immanants. We use the version of Merris [12, Theorem 8.46, p. 295]. A
proof of this theorem can be found in [5].
Theorem 4.2. To any homogeneous polynomial relation of total degree m among
Schur polynomials, there is an analogous relation for immanants obtained by replac-
ing the Schur polynomials with the corresponding immanants of complementary
principal submatrices and summing over all the sets of complementary principal
submatrices.
Let µ = (µ1, . . . , µs) be a partition of m. We denote by Pµ the collection of
set partitions N = (N1, . . . , Ns) of {1, . . . , m} satisfying |Ni | = µi , for all i =
1, . . . , s.
From identity (5) and Theorem 4.2 we get the following equality for immanants.
Theorem 4.3. Let A be a complex m×m matrix. Let λ be an irreducible character
of Sm. Then
dλ(A) =
∑
µλ′
cλ,µ
∑
N∈Pµ
µ′1∏
i=1
detA[Ni]. (6)
We end this section with an example illustrating Eq. (6).
Example. Using identity (5), we have
s(3,2) = ε4ε1 − ε3ε2 − ε3ε1ε1 + ε2ε2ε1.
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Let A be a complex matrix of order 5. Then
d(3,2)(A) =
∑
N∈P(4,1)
detA[N1] detA[N2]
−
∑
N∈P(3,1,1)
detA[N1] detA[N2] detA[N3]
−
∑
N∈P(3,2)
detA[N1] detA[N2]
+
∑
N∈P(2,2,1)
detA[N1] detA[N2] detA[N3].
5. (α, β)-colorings
In this section we introduce new terminology and notation and prove some auxil-
iary results.
Definition 5.2. Let α ∈ m,n. Let µ = (µ1, . . . , µs) be a partition of m. We say
that (N1, . . . , Ns) ∈ Pµ is an α-coloring of the set {1, . . . , m} of type µ (briefly an
α-coloring of type µ) if, for every i = 1, . . . , s, the restriction of α to the set Ni is
one-to-one.
The following proposition characterizes those pairs (α, µ) for which there exists
an α-coloring of type µ. The proof can be found in [11].
Proposition 5.2. Let α ∈ m,n, with multiplicity partition M(α). Let µ be a parti-
tion of m. There exists an α-coloring of type µ if and only if µ  M(α)′.
Definition 5.3. Let α, β ∈ m,n be congruent mappings modulo Sm. Let µ be a
partition of m. The collection
N = (N1, . . . , Ns)
of subsets of {1, . . . , m} is an (α, β)-coloring of the set {1, . . . , m} of type µ (briefly
an (α, β)-coloring of type µ) if it satisfies the following conditions:
(i) (N1, . . . , Ns) is an simultaneously an α-coloring and a β-coloring of type µ,
i.e. N ∈ Pµ and the restrictions α|Ni and β|Ni are both one-to-one, for every
i = 1, . . . , s.
(ii) α(Ni) = β(Ni) for every i = 1, . . . , s.
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Let (e1, . . . , en) be an orthonormal basis of V . Let α, β ∈ m,n. From now on,
we denote by A the matrix
Aij := (eα(i), eβ(j)), i, j = 1, . . . , m.
The concept of (α, β)-coloring is specially useful to deal with the principal minors
of A, as we can see in the following theorem.
Theorem 5.4. Let µ = (µ1, . . . , µs) be a partition of m. Let α, β ∈ m,n be con-
gruent mappings. Let N = (N1, . . . , Ns) ∈ Pµ. Then the following conditions are
equivalent:
(1) detA[N1] · · · detA[Ns] /= 0;
(2) N is an (α, β)-coloring of type µ;
(3) A[Ni] is a permutation matrix, for every i = 1, . . . , s.
Proof. (1)⇒ (2) Suppose that there existed i ∈ {1, . . . , s} such that α(Ni) /= β(Ni).
Then there would exist t such that either t ∈ α(Ni)\β(Ni) or t ∈ β(Ni)\α(Ni).
Assume that t ∈ α(Ni)\β(Ni) (if t ∈ β(Ni)\α(Ni) a symmetry argument could be
used). If α(r) = t , (r ∈ Ni) we would have
Aα(r),β(l) = At,β(l) = (et , eβ(l)) = 0 for all l ∈ Ni,
i.e. the row r of A[Ni] would be zero. So α(Ni) = β(Ni), for every i = 1, . . . , s.
On the other hand, if, for some i, α|Ni was not one-to-one, there would exist two
elements of Ni with the same image by α. Therefore A[Ni] would have two equal
rows.
Since α|Ni is one-to-one, |α(Ni)| = |Ni |, thus |β(Ni)| = |Ni |. So β|Ni is one-to-
one. Then N is simultaneously an α-coloring and a β-coloring of type µ.
(2) ⇒ (3) Obvious.
(3) ⇒ (1) Obvious. 
If N = (N1, . . . , Ns) is an (α, β)-coloring of type µ = (µ1, . . . , µs), then by
Theorem 5.4, for all i = 1, . . . , s, there exists σi ∈ Sµi such that
A[Ni] = Pσi .
We say that σi is the permutation associated with Ni and that (σ1, . . . , σs) is the
family of permutations associated with (N1, . . . , Ns).
We call sign of N (denoting sign(N)) the complex number
sign(N) := detA[N1] · · · detA[Ns]. (7)
The sign of an (α, β)-coloring N = (N1, . . . , Ns) can take the values +1 or
−1 and it is equal to the product of the signs of the permutations associated with
N1, . . . , Ns , i.e.
sign(N) =
s∏
i=1
sign(σi).
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We are able to establish a combinatorial necessary and sufficient condition for the
orthogonality of tensors belonging to the critical orbital sets.
If α, β ∈ m,n are congruent mappings with multiplicity partition λ, denote by
Cα,β the set of all the (α, β)-colorings of type λ′.
Theorem 5.5. Let λ be an irreducible character of Sm. Let α, β ∈ m,n be congru-
ent mappings with multiplicity partition λ. Then
(e∗α, e∗β) /= 0
if and only if the number of (α, β)-colorings of type λ′ with positive sign is different
from the number of (α, β)-colorings of type λ′ with negative sign.
Proof. By Theorem 4.3 we have:
dλ(A) =
∑
µλ′
cλ,µ
∑
N∈Pµ
µ′1∏
i=1
detA[Ni],
whereN = (N1, . . . , Nµ′1). By Proposition 5.2, the restrictions α|Ni , i = 1, . . . , µ′1
(and β|Ni , i = 1, . . . , µ′1) are one-to-one only if µ  λ′. By Theorem 5.4,
detA[N1] · · · detA[Nµ′1 ] /= 0 if and only if N = (N1, . . . , Nµ′1) is an (α, β)-col-
oring of type µ. Then, using the previous equality and recalling that cλ,λ′ = 1, we
get
dλ(A) =
∑
N∈Pλ′
λ1∏
i=1
detA[Ni] =
∑
N∈Cα,β
λ1∏
i=1
detA[Ni].
Using equality (3), we have
(e∗α, e∗β)=
λ(id)
m! dλ(A)
= λ(id)
m!
∑
N∈Cα,β
λ1∏
i=1
detA[Ni]
= λ(id)
m!
∑
N∈Cα,β
sign(N). 
We need some new terminology and notation.
Let X be a finite set. We denote by X,n the set of the mappings from X to
{1, . . . , n} and by SX the group of the permutations of X (bijections from X onto
X). Consider the following equivalence relation on X,n:
α ∼ β(modSX) if there exists σ ∈ SX such that α = βσ.
If α ∼ β(modSX), we say that α and β are congruent modulo SX or briefly that α
and β are congruent.
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Let α ∈ X,n. The multiplicity partition of α, M(α), is the partition of |X| ob-
tained by reordering in a decreasing way of the n-tuple (|α−1(1)|, . . . , |α−1(n)|). As
before,
α ∼ β(modSX) if and only if |α−1(i)| = |β−1(i)|, i = 1, . . . , n. (8)
If µ is a partition of |X|, an α-coloring of type µ of the set X (briefly an α-coloring
of type µ) is a set partition (N1, . . . , Nµ′1) of X such that, for every j = 1, . . . , µ′1,|Nj | = µj and α|Nj is one-to-one. If β is congruent to α, then an (α, β)-color-
ing of type µ of the set X (briefly an (α, β)-coloring of type µ) is a set partition
(N1, . . . , Nµ′1) of X which is simultaneously an α-coloring and a β-coloring of type
µ and satisfies α(Nj ) = β(Nj ), for every j = 1, . . . , µ′1.
We say that α ∈ X,n is normal if
|α−1(1)|  · · ·  |α−1(n)|.
It is obvious that α is normal if and only if M(α) = (|α−1(1)|, . . . , |α−1(n)|). If α
is normal, then every β congruent to α is also normal.
Observe that if X = {1, . . . , m}, then X,n = m,n and SX = Sm.
Proposition 5.3. Let X be a finite set. Let α ∈ X,n and let (N1, . . . , Ns) be an
α-coloring of type M(α)′. Then α is normal if and only if
α(Nj ) = {1, . . . , |Nj |} = {1, . . . ,M(α)′j } for every j = 1, . . . , s.
Proof. (If part)
As (N1, . . . , Ns) is a set partition of X and, for every j = 1, . . . , s, α(Nj ) =
{1, . . . , |Nj |}, with |Nj | = M(α)′j , we have
|α−1(j)| = |{h : |Nh|  j}| = {h : M(α)′h  j} = M(α)j , j = 1, . . . , s.
(Only if part)
The proof will be done by induction on s. We observe that |N1| = M(α)′1 = |X|,
so
α(N1) = α(X) = {1, . . . ,M(α)′1} = {1, . . . , |N1|}. (9)
The result is true for s = 1. Let us suppose that s > 1. Let Xˆ = X\N1 and denote
by αˆ the restriction of α to the set Xˆ; of course αˆ is an element of 
Xˆ,n
. Let N1 =
{r1, . . . , r|N1|} with α(ri) = i, i ∈ {1, . . . , |N1|}. Then, for every j ∈ α(X),
αˆ−1(j) = α−1(j)\{rj },
so
|αˆ−1(j)| = |α−1(j)| − 1.
Then
|αˆ−1(1)|  |αˆ−1(2)|  · · ·  |αˆ−1(n)|.
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Therefore, αˆ is normal and M(αˆ) = (M(α)1 − 1, . . . ,M(α)M(α)′1 − 1). So
M(αˆ)′ = (M(α)′2, . . . ,M(α)′s)
and
Nˆ = (N2, . . . , Ns)
is an αˆ-coloring of type M(αˆ)′. Thus
α(Nl) = αˆ(Nl) = {1, . . . , |Nl |} = {1, . . . ,M(αˆ)′l−1} = {1, . . . ,M(α)′l},
l = 2, . . . , s.
As we have already seen
α(N1) = {1, . . . , |N1|} = {1, . . . ,M(α)′1}
the proof is concluded. 
Remark 5.2. Let X be a finite set. Let λ be a partition of |X| and let α, β be congru-
ent normal elements of X,n with multiplicity partition λ. If N = (N1, . . . , Nλ1) ∈
Pλ′ is simultaneously an α-coloring and a β-coloring of type λ′, then, by Proposition
5.3,
α(Nj ) = β(Nj ) = {1, . . . , λ′j }, j = 1, . . . , λ1.
Thus N is an (α, β)-coloring of type λ′.
Let Nj = {mj,1, . . . , mj,λ′j }, with α(mj,t ) = t , t = 1, . . . , λ′j , j = 1, . . . , λ1.
Then, as α|Ni and β|Ni are both one-to-one and α(Nj )= β(Nj ), for all j = 1, . . . , λ1,
the mapping
σj =
(
α(mj,1) α(mj,2) · · · α(mj,λ′j )
β(mj,1) β(mj,2) · · · β(mj,λ′j )
)
(10)
belongs to Sλ′j .
Therefore, for r, t = 1, . . . , λ′j , we have
A[Nj ]t,r = Amj,t ,mj,r =(eα(mj,t ), eβ(mj,r ))
=(et , eσj (r))
=δt,σj (r).
From the previous equalities we get
A[Nj ] = Pσj , j = 1, . . . , s. (11)
Therefore, for every j = 1, . . . , λ1, the permutation σj defined by equality (10) is
the permutation associated with the set Nj .
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Remark 5.3. Let α, β ∈ X,n be congruent mappings with multiplicity partition λ.
There exists θ ∈ Sn such that θα and θβ are normal and congruent with multiplicity
partition λ. On the other hand, (N1, . . . , Ns) is an (α, β)-coloring of type λ′ if and
only if (N1, . . . , Ns) is a (θα, θβ)-coloring of type λ′. Moreover, since Pθ ⊗ · · · ⊗
Pθ (where Pθ is the linear operator defined by Pθ(ei) = eθ(i), i = 1, . . . , n) is an
unitary operator, we have
(e∗α, e∗β) = (Pθ ⊗ · · · ⊗ Pθ(e∗α), Pθ ⊗ · · · ⊗ Pθ(e∗β)) = (e∗θα, e∗θβ).
6. Sign-uniformity
Throughout this section X denotes a finite set and α, β belong to X,n.
Theorem 5.5 leads us to characterize the set of the partitions λ of m which require
all the (α, β)-colorings of type λ′ to have the same sign.
Definition 6.4. Let λ be a partition. We say that λ is sign-uniform if for every X
such that λ  |X| and for every pair (α, β) of congruent mappings belonging to X,n
with multiplicity partition λ, all the (α, β)-colorings of type λ′ have the same sign.
Theorem 6.6. Let λ be a partition of m. Then λ is sign-uniform if and only if [λ]
does not contain [(3, 3, 2)].
We split the proof of this theorem into several lemmas. Without loss of generality
(see Remark 5.3), we prove the theorem for normal mappings.
Lemma 6.1. The partitions of the form (2k, 1p) are sign-uniform.
Proof. Let (N1, N2) and (M1,M2) be distinct (α, β)-colorings of type λ′ = (p +
k, k). As (N1, N2) and (M1,M2) are distinct, N1 ∩M2 and N2 ∩M1 are nonempty
sets.
Claim. α(M1 ∩N2) = α(M2 ∩N1) and β(M1 ∩N2) = β(M2 ∩N1).
Proof of the claim. α(M2 ∩N1) ⊆ α(M1 ∩N2).
Let x ∈ α(M2 ∩N1). Then, there exists y ∈ M2 ∩N1 such that α(y) = x. As
|α−1(x)| = 2, there exist y1 ∈ M1, y2 ∈ N2 such that y1 /= y /= y2 (sinceN1 ∩N2 =
∅ and M1 ∩M2 = ∅), satisfying α(y1) = α(y2) = α(y) = x. Since |α−1(x)| = 2,
we have y1 = y2. Then y1 ∈ M1 ∩N2 and x ∈ α(M1 ∩N2).
By symmetry, we could conclude that α(N2 ∩M1) ⊆ α(M2 ∩N1).
In a similar way, we could prove that β(M1 ∩N2) = β(M2 ∩N1). 
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Let
N1 ∩M1 = {a1, . . . , at },
N2 ∩M1 = {b1, . . . , bq},
N1 ∩M2 = {c1, . . . , cq},
N2 ∩M2 = {d1, . . . , dr}.
Let (σ1, σ2) and (τ1, τ2) be the families of permutations associated with (N1, N2)
and (M1,M2), respectively. Without loss of generality, we can assume that
α(ci) = α(bi), i = 1, . . . , q.
On the other hand, there exists ν ∈ Sq such that
β(ci) = β(bν(i)), i = 1, . . . , q.
Then, using the previous identities and recalling that α(M1) = α(N1) = β(N1) =
β(M1) = {1, . . . , k + p} and that α(M2) = α(N2) = β(N2) = β(M2) = {1, . . . , k},
we have
σ1 =
(
α(a1) · · · α(at ) α(b1) · · · α(bq)
β(a1) · · · β(at ) β(bν(1)) · · · β(bν(q))
)
,
σ2 =
(
α(b1) · · · α(bq) α(d1) · · · α(dr)
β(b1) · · · β(bq) β(d1) · · · β(dr)
)
,
τ1 =
(
α(a1) · · · α(at ) α(b1) · · · α(bq)
β(a1) · · · β(at ) β(b1) · · · β(bq)
)
,
τ2 =
(
α(b1) · · · α(bq) α(d1) · · · α(dr)
β(bν(1)) · · · β(bν(q)) β(d1) · · · β(dr)
)
.
Let
θ =
(
β(b1) · · · β(bq)
β(bν(1)) · · · β(bν(q))
)
.
It is immediate that θτ1 = σ1 and θσ2 = τ2.
Thus,
sign(N1, N2)= sign(σ1)sign(σ2)
= sign(θτ1)sign(θ−1τ2)
= sign(τ1)sign(τ2)
= sign(M1,M2). 
From now on, we assume λ1  3 (the case λ1 = 2 was studied in Lemma 6.1).
We denote the family of permutations associated with (N1, . . . , Ns) by (σ1, . . . , σs)
and the family of permutations associated with (M1, . . . ,Ms) by (τ1, . . . , τs).
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Lemma 6.2. The partitions of the form λ = (s, 2r , 1l) are sign-uniform.
Proof. Let (N1, . . . , Ns) and (M1, . . . ,Ms) be distinct (α, β)-colorings of type
λ′ = (r + l + 1, r + 1, 1s−2). We have that |α−1(1)| = |β−1(1)| = s and |Nj | =
|Mj | = 1, for every j = 3, . . . , s, so
α(Nj ) = α(Mj ) = β(Nj ) = β(Mj ) = {1}, j = 3, . . . , s
and
σj = τj = id, j = 3, . . . , s.
Therefore,
sign(N1, . . . , Ns) = sign(N1, N2) and sign(M1, . . . ,Ms) = sign(M1,M2).
(12)
In order to apply Lemma 6.1, we consider the following cases:
Case 1. N1 ∪N2 = M1 ∪M2 = .
Let αˆ and βˆ denote the restrictions of α and β to the set . Next we show that
(N1, N2) and (M1,M2) are (αˆ, βˆ)-colorings of type (r + l + 1, r + 1).
As α(X\) = β(X\) = 1, we have
|αˆ−1(i)| = |α−1(i)|, |βˆ−1(i)| = |β−1(i)|, i = 2, . . . , λ′1. (13)
By the normality of α and β,
|αˆ−1(1)| = |βˆ−1(1)| = 2. (14)
Then |αˆ−1(i)| = |βˆ−1(i)|, i = 1, . . . , n. So, by equality (8), αˆ ∼ βˆ(modS).
Again by the normality of α and β,
αˆ(N1) = α(N1) = {1, . . . , r + l + 1} = α(M1) = αˆ(M1),
βˆ(N1) = β(N1) = {1, . . . , r + l + 1} = β(M1) = βˆ(M1)
and
αˆ(N2) = α(N2) = {1, . . . , r + 1} = α(M2) = αˆ(M2),
βˆ(N2) = β(N2) = {1, . . . , r + 1} = β(M2) = βˆ(M2).
So, (N1, N2) and (M1,M2) are (αˆ, βˆ)-colorings of type (r + l + 1, r + 1) and
M(αˆ) = M(βˆ) = (21+r , 1l).
Therefore, by Lemma 6.1, we conclude
sign(N1, N2) = sign(M1,M2).
Then, by equality (12),
sign(N1, . . . , Ns) = sign(N1, N2) = sign(M1,M2) = sign(M1, . . . ,Ms).
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Case 2. N1 ∪N2 /= M1 ∪M2.
In this case, it is not possible to apply directly Lemma 6.1, so we must construct an
(α, β)-coloring (N˜1, . . . , N˜s), with the same sign as (N1, . . . , Ns), satisfying N˜1 ∪
N˜2 = M1 ∪M2.
If N1 ∪N2 /= M1 ∪M2, then
(M1 ∪M2)\(N1 ∪N2) = (M1 ∪M2) ∩ (N3 ∪ · · · ∪Ns) /= ∅.
Bearing in mind that α(Nj ) = β(Nj ) = {1}, j = 3, . . . , s, α|Mi and β|Mi are one-to-
one, for i = 1, 2 and |α−1(1) ∩ (M1 ∪M2)| = |β−1(1) ∩ (M1 ∪M2)| = 2, we have
1  |(M1 ∪M2)\(N1 ∪N2)| = |(M1 ∪M2) ∩ (N3 ∪ · · · ∪Ns)|  2.
As |M1 ∪M2| = |N1 ∪N2|, we have
|(M1 ∪M2)\(N1 ∪N2)| = |(N1 ∪N2)\(M1 ∪M2)|.
Subcase 2.1. |(M1 ∪M2)\(N1 ∪N2)| = 1.
Let {p} = (M1 ∪M2)\(N1 ∪N2) and {q} = (N1 ∪N2)\(M1 ∪M2). As p ∈
N3 ∪ · · · ∪Ns and q ∈ M3 ∪ · · · ∪Ms , we have α(p) = β(p) = α(q) = β(q) = 1.
Suppose that q ∈ N1.
Let l ∈ {3, . . . , s} such that {p} = Nl .
Consider the following set partition of {1, . . . , m}:
N˜1 = {p} ∪ (N1\{q}),
N˜l = {q},
N˜i = Ni ∀i /∈ {1, l}.
The set partition (N˜1, . . . , N˜s) is an (α, β)-coloring of type λ′. As α(p) = α(q) =
β(p) = β(q) = 1, the family of permutations associated with (N˜1, . . . , N˜s) is equal
to the one associated with (N1, . . . , Ns), so
sign(N˜1, . . . , N˜s) = sign(N1, . . . , Ns).
On the other hand, N˜1 ∪ N˜2 = M1 ∪M2 so, by Case 1,
sign(N1, . . . , Ns) = sign(N˜1, . . . , N˜s) = sign(M1, . . . ,Ms).
In a similar way, we could solve the case q ∈ N2.
Subcase 2.2. |(M1 ∪M2)\(N1 ∪N2)| = 2.
Let {p1, p2} = (M1 ∪M2)\(N1 ∪N2) and {q1, q2} = (N1 ∪N2)\(M1 ∪M2). As
p1, p2 ∈ N3 ∪ · · · ∪Ns and q1, q2 ∈ M3 ∪ · · · ∪Ms , we have α(pi) = β(pi) =
α(qi) = β(qi) = 1, for i = 1, 2.
Suppose that q1 ∈ N1, q2 ∈ N2.
Let l1, l2 ∈ {3, . . . , s} such that {p1} = Nl1 , {p2} = Nl2 .
J.A. Dias da Silva, M.M. Torres / Linear Algebra and its Applications 401 (2005) 77–107 95
Consider the following set partition of {1, . . . , m}:
N˜1 = {p1} ∪ (N1\{q1}),
N˜2 = {p2} ∪ (N2\{q2}),
N˜l1 = {q1},
N˜l2 = {q2},
N˜i = Ni ∀i /∈ {1, 2, l1, l2}.
The set partition (N˜1, . . . , N˜s) is an (α, β)-coloring of type λ′. As in subcase 2.1, the
family of permutations associated with (N˜1, . . . , N˜s) is the same as the one associ-
ated with (N1, . . . , Ns), so
sign(N˜1, . . . , N˜s) = sign(N1, . . . , Ns).
On the other hand, N˜1 ∪ N˜2 = M1 ∪M2 so, by Case 1,
sign(N1, . . . , Ns) = sign(N˜1, . . . , N˜s) = sign(M1, . . . ,Ms). 
Lemma 6.3. The partitions of the form (s, t) are sign-uniform.
Proof. Let (N1, . . . , Ns) and (M1, . . . ,Ms) be distinct (α, β)-colorings of type
λ′ = (2t , 1s−t ). Then
|N1| = · · · = |Nt | = 2, |Nt+1| = · · · = |Ns | = 1
and
|M1| = · · · = |Mt | = 2, |Mt+1| = · · · = |Ms | = 1.
Let
 = {x ∈ X | α(x) = β(x)}.
It is obvious that
Nj ,Mj ⊆ , j = t + 1, . . . , s,
and consequently
sign(σj ) = sign(τj ) = 1, j = t + 1, . . . , s.
Let j ∈ {1, . . . , t}. Observe that if Nj ∩  /= ∅, then Nj ⊆ . In fact, if σj has a
fixed point, since |Nj | = 2, σj must have another fixed point, i.e. σj = id. Similarly,
we could prove that if Mj ∩  /= ∅, then Mj ⊆ .
Without loss of generality, suppose that N1, . . . , Nl are all the elements of the
(α, β)-coloring (N1, . . . , Ns) satisfying
N1 ∩  = · · · = Nl ∩  = ∅.
Then
sign(N1, . . . , Ns) = (−1)l .
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We have that || = |X| − 2l, since every Nj , j = 1, . . . , r , has cardinality 2 and
there are l sets that are disjoint from . As || does not depend on the (α, β)-coloring
we consider, we can conclude that
|{i | Mi ∩  = ∅}| = l.
So,
sign(M1, . . . ,Ms) = (−1)l = sign(N1, . . . , Ns). 
Lemma 6.4. The partitions of the form (s, t, 1r ) are sign-uniform.
Proof. Let (N1, . . . , Ns) and (M1, . . . ,Ms) be distinct (α, β)-colorings of type
λ′ = (r + 2, 2t−1, 1s−t ). We begin by noting that, as α and β are normal mappings,
we have
|α−1(1)| = |β−1(1)| = s, |α−1(2)| = |β−1(2)| = t,
|α−1(j)| = |β−1(j)| = 1 ∀j = 3, . . . , r + 2.
Since α(N1) = α(M1) = {1, . . . , r + 2}, we have
{α−1(3), . . . , α−1(r + 2)}, {β−1(3), . . . , β−1(r + 2)} ⊆ M1 ∩N1.
Then
r  |M1 ∩N1|  r + 2 = λ′1.
Case 1. |M1 ∩N1| = r .
In this case, we have
M1 ∩N1 = {α−1(3), . . . , α−1(r + 2)} = {β−1(3), . . . , β−1(r + 2)},
so α(M1 ∩N1) = β(M1 ∩N1) = {3, . . . , r + 2}.
Let  = X\(M1 ∩N1) and let αˆ = α| and βˆ = β|. If Nˆ1 = N1 ∩  = N1\M1
and Mˆ1 = M1 ∩  = M1\N1, then |Mˆ1| = |Nˆ1| = 2. By construction of αˆ and βˆ,
we have that (Nˆ1, N2, . . . , Ns) and (Mˆ1,M2, . . . ,Ms) are (αˆ, βˆ)-colorings of type
(2t , 1s−t ) and
αˆ(Nˆ1) = α(Nˆ1) = β(Nˆ1) = βˆ(Nˆ1) = {1, 2},
αˆ(Ni) = α(Ni) = β(Ni) = βˆ(Ni) = {1, 2}, i = 2, . . . , t,
αˆ(Ni) = α(Ni) = β(Ni) = βˆ(Ni) = {1}, i = t + 1, . . . , s.
So αˆ ∼ βˆ(modS) and M(αˆ) = M(βˆ) = (s, t). Then, by Lemma 6.3,
sign(Nˆ1, N2, . . . , Ns) = sign(Mˆ1,M2, . . . ,Ms).
Let ij = α−1(j), j = 3, . . . , r + 2 and
ν = σ1|(M1∩N1) = τ1|(M1∩N1) =
(
α(i3) α(i4) · · · α(ir+2)
β(i3) β(i4) · · · β(ir+2)
)
.
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Then
σ1 = νσ1|Nˆ1 and τ1 = ντ1|Mˆ1 ,
so,
sign(N1, . . . , Ns)= sign(ν)sign(Nˆ1, N2, . . . , Ns)
= sign(ν)sign(Mˆ1,M2, . . . ,Ms)
= sign(M1, . . . ,Ms).
Case 2. r + 1  |M1 ∩N1|  r + 2.
Subcase 2.1. |M1 ∩N1| = r + 1.
Assume that N1 = (M1 ∩N1) ∪ {l} and M1 = (M1 ∩N1) ∪ {k}, l /= k. Since
α(N1) = β(N1) = α(M1) = β(M1) = {1, . . . , r + 2} and α and β are normal
mappings, we have
α(l) = α(k) and β(l) = β(k). (15)
Thus
σ1 = τ1.
Since σ1 = τ1, the sign of (N1, . . . , Ns) (and (M1, . . . ,Ms)) depends only on
σ2, . . . , σs(τ2, . . . , τs). These permutations either are transpositions or the identity.
Thus, the sign of (N1, . . . , Ns), up to sign(σ1), is (−1)l0 , where l0 is the number of
transpositions among σ2, . . . , σs . Similarly, the sign of (M1, . . . ,Ms), up to sign(τ1),
is (−1)l1 , where l1 is the number of transpositions among τ2, . . . , τs .
Next, we use the arguments of the proof of Lemma 6.3 to prove that l0 = l1. As
we have seen in the proof of Lemma 6.3, if Nj(Mj ), j  2 has a fixed point, then
σj = id. Therefore, the number of fixed points among N2 ∪ · · · ∪Ns is
(|X| − (r + 2))− 2l0 = |N2 ∪ · · · ∪Ns | − 2l0
and the number of fixed points among M2 ∪ · · · ∪Ms is
(|X| − (r + 2))− 2l1 = |M2 ∪ · · · ∪Ms | − 2l1.
Thus, to get that l0 = l1 is enough to prove that the number of fixed points among
N2 ∪ · · · ∪Ns is equal to the number of fixed points among M2 ∪ · · · ∪Ms . Denote
by p the number of fixed points in X and by q and the number of fixed points among
M1 ∩N1.
If α(l) = β(l), then α(k) = β(k) (by equality (15)), so the number of fixed points
in N1 is q + 1 which is equal to the number of fixed points in M1. Thus, the number
of fixed points among N2 ∪ · · · ∪Ns is p − (q + 1), which is equal to the number
of fixed points among M2 ∪ · · · ∪Ms .
Subcase 2.2. |N1 ∩M1| = r + 2.
In this case we have N1 = M1, so σ1 = τ1. Therefore, by the argument used in
subcase 2.1, we have
sign(N1, . . . , Ns) = sign(M1, . . . ,Ms). 
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Proof of Theorem 6.6. Note that [λ] does not contain [(3, 3, 2)] if and only if one of
the following conditions is satisfied: (i) λ1 < 3; (ii) λ1  3 and λ2 < 3; (iii) λ1  3,
λ2  3 and λ3 < 2.
(If part)
(i) If λ1 < 3, the result follows by Lemma 6.1.
(ii) If λ1  3 and λ2 < 3, the result follows by Lemma 6.2.
(iii) If λ1  3, λ2  3 and λ3 < 2, the result follows by Lemma 6.4.
(Only if part)
We begin by proving that λ = (3, 3, 2) is not sign-uniform.
Consider the congruent mappings α, β ∈ 8,3,
α = (1, 1, 1, 2, 2, 2, 3, 3), β = (1, 2, 3, 1, 2, 3, 1, 2).
The collections
(N1 = {3, 4, 8}, N2 = {2, 6, 7}, N3 = {1, 5}),
(M1 = {1, 6, 8}, M2 = {3, 5, 7}, M3 = {2, 4})
are (α, β)-colorings of type λ′. Since
σ1 =
(
1 2 3
3 1 2
)
, σ2 =
(
1 2 3
2 3 1
)
, σ3 =
(
1 2
1 2
)
and
τ1 =
(
1 2 3
1 3 2
)
, τ2 =
(
1 2 3
3 2 1
)
, τ3 =
(
1 2
2 1
)
,
the sign of (N1, N2, N3) is 1 and the sign of (M1,M2,M3) is −1.
If λ is a partition of m and [λ] contains [(3, 3, 2)], choose α and β satisfying
(i) α|{1,...,8} = (1, 1, 1, 2, 2, 2, 3, 3), β|{1,...,8} = (1, 2, 3, 1, 2, 3, 1, 2);
(ii) α(i) = β(i), i > 8.
(iii) M(α) = λ.
Let (N ′1, . . . , N ′λ1), (M
′
1, . . . ,M
′
λ1
) be set partitions of {9, . . . , m} such that
(I) |N ′1| = |M ′1| = λ′1 − 3, |N ′2| = |M ′2| = λ′2 − 3, |N ′3| = |M ′3| = λ′3 − 2;
(II) for every i > 3, |N ′i | = |M ′i | = λ′i ;
(III) for every i = 1, . . . , λ1, α|N ′i is one-to-one.
The collections (N1, . . . , Nλ1) and (M1, . . . ,Mλ1) satisfying
(i) N1 = {3, 4, 8} ∪N ′1, N2 = {2, 6, 7} ∪N ′2, N3 = {1, 5} ∪N ′3;
M1 = {1, 6, 8} ∪M ′1, M2 = {3, 5, 7} ∪M ′2, M3 = {2, 4} ∪M ′3;
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(ii) Ni = N ′i , i = 4, . . . , λ1;
Mi = M ′i , i = 4, . . . , λ1
are (α, β)-colorings of type λ′ of the set {1, . . . , m} and
sign(N1, . . . , Nλ1) = sign(σ1)sign(σ2)sign(σ3) = 1
and
sign(M1, . . . ,Mλ1) = sign(τ1)sign(τ2)sign(τ3) = −1. 
7. Proofs
In this section we prove the main results and present some other auxiliary results.
For the proof of Corollaries 1–4, we need some information on graph theory, in
particular the Marriage Theorem of Hall and some results about edge colorings. For
further details on graph theory see [2].
Proof of Theorem 3.1. We begin by observing that conditions (i) and (ii) are equiv-
alent to the existence of an (α, β)-coloring of type λ′ (recall Remark 5.2). If [λ]
does not contain [(3, 3, 2)], the partition λ is sign-uniform, so the result follows
immediately from Theorem 5.5. 
From now on, we assume, without loss of generality (see Remark 5.3), that all the
mappings of m,n considered in this section are normal.
Let G = (V ,E) be a multigraph. If x ∈ V , we denote degG(x) the degree of x in
G. For a subset X of V , we denote (X) the subset of the vertices adjacent to at least
one element of X. Denote by GX the multigraph induced by X. A matching in G is
a set of independent edges. If G = (V1, V2, E) is a bipartite multigraph, we can see
a matching in G as a one-to-one correspondence from a subset X of V1 onto a subset
Y of V2. A complete matching in G is a matching from V1 onto Y ⊆ V2. A complete
matching is a perfect matching if Y = V2.
Definition 7.5. For each pair (α, β) of congruent mappings with multiplicity parti-
tion λ, let Gα,β be the bipartite multigraph with bipartition
V1 = {x1, . . . , xλ′1}, V2 = {y1, . . . , yλ′1}
and family of edges
E = ({xα(1), yβ(1)}, . . . , {xα(m), yβ(m)}).
Observe that,
degGα,β (xl) = |α−1(l)| = |β−1(l)| = degGα,β (yl).
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So, for every i ∈ {1, . . . , m}, the exponent of i in α (recall Eq. (4)) is equal to the
degree of xα(i) in Gα,β and the exponent of i in β is equal to the degree of yβ(i) in
Gα,β .
Example. Let α = (1, 1, 2, 2, 3, 4, 5) and β = (3, 4, 5, 2, 1, 1, 2). The family of
the edges of Gα,β is
E = ({x1, y3}, {x1, y4}, {x2, y5}, {x2, y2}, {x3, y1}, {x4, y1}, {x5, y2}).
Theorem 7.7 (P. Hall). A bipartite multigraph G with bipartition (V1, V2) has a
complete matching if and only if
|(X)|  |X| for every X ⊆ V1.
Definition 7.6. Let G = (V ,E) be a multigraph. Let µ = (µ1, . . . , µs) be a parti-
tion of |E|. A µ-coloring of the edges of G is a partition E = (U1, . . . , Us) of the
edge family E such that, for every j = 1, . . . , s, Uj is a matching and |Uj | = µj .
Lemma 7.5. Let α, β ∈ m,n be congruent mappings. Let N be a subset of
{1, . . . , m}. Then α|N and β|N are both one-to-one if and only if the family
EN :=
({xα(i), yβ(i)} : i ∈ N)
is a matching in Gα,β.
Proof. Obvious. 
Proposition 7.4. Let µ be a partition of m. Let α, β ∈ m,n be congruent mappings.
If N = (N1, . . . , Ns) is an (α, β)-coloring of type µ, the collection
EN := (EN1 , . . . , ENs )
is a µ-coloring of the edges of the multigraph Gα,β, which we call the µ-coloring
induced by the (α, β)-coloring N. Moreover, every M(α)′-coloring of the edges of
Gα,β is induced by an (α, β)-coloring of type M(α)′.
Proof. By Lemma 7.5, we have that EN1 , . . . , ENs are matchings in Gα,β and
E = ({xα(i), yβ(i)} : i ∈ {i, . . . , m}) =
s⋃
j=1
({xα(i), yβ(i)} : i ∈ Nj) =
s⋃
j=1
ENj .
If r, t ∈ {1, . . . , s}, r /= s then
ENr ∩ ENt =
({xα(i), yβ(i)} : i ∈ Nr ∩Nt) = ∅
and
|ENj | = |Nj | = µj , j = 1, . . . , s.
By definition, the collection EN is a µ-coloring of the edges of Gα,β .
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Suppose that E = (U1, . . . , Us) is a M(α)′-coloring of the edges of Gα,β . For
every j = 1, . . . , s, let
Mj =
{
t ∈ {1, . . . , m} : {xα(t), yβ(t)} ∈ Uj
}
.
We claim that (M1, . . . ,Ms) is an (α, β)-coloring of type M(α)′.
Let i, j ∈ {1, . . . , s}, i /= j . Then
Mi ∩Mj =
{
t ∈ {1, . . . , m} : {xα(t), yβ(t)} ∈ Ui ∩ Uj
} = ∅.
We also have that
M1 ∪ · · · ∪Ms =
s⋃
j=1
{
t ∈ {1, . . . , m} : {xα(t), yβ(t)} ∈ Uj
}
=
{
t ∈ {1, . . . , m} : {xα(t), yβ(t)} ∈
s⋃
j=1
Uj
}
= {t ∈ {1, . . . , m} : {xα(t), yβ(t)} ∈ E}
= {1, . . . , m}.
Finally, for every j = 1, . . . , s, |Mj | = |Uj | = M(α)′j . By Lemma 7.5, α|Nj and
β|Nj are both one-to-one. So, by Remark 5.2, (M1, . . . ,Ms) is an (α, β)-coloring of
type M(α)′ (with Uj = EMj , j = 1, . . . , s). 
Now, we can restate Theorem 3.1 in terms of the multigraph Gα,β .
Theorem 7.8. Let λ be an irreducible character of Sm such that [λ] does not con-
tain [(3, 3, 2)]. Let α, β ∈ m,n be congruent mappings with multiplicity partition λ.
Then
(e∗α, e∗β) /= 0
if and only if there exists a λ′-coloring of the edges of Gα,β .
Example. Let λ = (3, 2, 1, 1). Let α = (1, 1, 1, 2, 2, 3, 4) and β = (1, 1, 3, 2,
4, 2, 1). The family of the edges of Gα,β is
E = ({x1, y1}, {x1, y1}, {x1, y3}, {x2, y2}, {x2, y4}, {x3, y2}, {x4, y1}).
Let U1 =
({x1, y3}, {x2, y4}, {x3, y2}, {x4, y1}), U2 = ({x1, y1}, {x2, y2}) and
U3 = ({x1, y1}). The collection (U1, U2, U3) is a λ′-coloring of the edges of Gα,β .
Then, by Theorem 7.8, we have
(e∗α, e∗β) /= 0.
Example. Let λ = (2, 2, 1, 1, 1). Let α = (2, 2, 1, 1, 3, 4, 5) and β = (3, 4, 5, 1,
2, 2, 1). The family of the edges of Gα,β is
E = ({x2, y3}, {x2, y4}, {x1, y5}, {x1, y1}, {x3, y2}, {x4, y2}, {x5, y1}).
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By Theorem 7.7, the multigraph Gα,β does not have a perfect matching. In fact, take
X = {x3, x4} ⊂ V1, then (X) = {y2}. So there is not any λ′-coloring of the edges
of Gα,β . By Theorem 7.8, we have
(e∗α, e∗β) = 0.
For a subset of the set of the irreducible characters of Sm with Young diagram not
containing [(3, 3, 2)], Theorem 7.8 can be rephrased in terms of perfect matchings.
Theorem 7.9. Let λ be an irreducible character of Sm such that either λ is of the
form ($1, $2, 1t ) or λ′ is of the form ($1, $2). Let α, β ∈ m,n be congruent mappings
with multiplicity partition λ. Then (e∗α, e∗β) /= 0 if and only if the multigraphGα,β has
a perfect matching.
Proof. The partitions λ considered in this theorem, satisfy the conditions of The-
orem 7.8. So, (e∗α, e∗β) /= 0 if and only if there exists a λ′-coloring of the edges of
Gα,β .
(Only if part)
This implication is obvious, since the first component of a λ′-coloring
E = (U1, . . . , Uλ1) of the edges of Gα,β is always a perfect matching (|U1| = λ′1 =|V1| = |V2|).
(If part)
(i) λ = ($1, 1t ), t  0.
Suppose thatGα,β has a perfect matchingU1. The multigraphH = (V ′1, V ′2, E′),
obtained from Gα,β by deleting the edges belonging to the matching U1, is a
bipartite multigraph having only one vertex with degree greater or equal than 1
in each bipartition class (since in each bipartition class of Gα,β there is exactly
one element of degree greater than one and all the other vertices of the same
class have degree one). LetUi = {ai}, ai ∈E′, i = 2, . . . , $1. Then (U1, . . . , U$1)
is a λ′-coloring of the edges of Gα,β .
(ii) λ = ($1, $2, 1t ), $2  2, t  0.
Suppose thatGα,β has a perfect matchingU1. The multigraphH = (V ′1, V ′2, E′),
obtained from Gα,β by deleting the edges belonging to the matching U1, is a
bipartite multigraph having two vertices with degree greater or equal than 1 in
each bipartition class (since in each bipartition class of Gα,β there are exactly
two elements of degree greater than one and all the other vertices of the same
class have degree one). By Theorem 7.7, H has always a perfect matching,
which we call U2. We can iterate this procedure and find a λ′-coloring of the
edges of Gα,β .
(iii) λ′ = ($1, $2).
The partition λ has all the parts less or equal than 2, so all the vertices of Gα,β
have degree less or equal than 2. Let U1 be a perfect matching of Gα,β and
let H = (V ′1, V ′2, E′) be the graph obtained from Gα,β by deleting the edges
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belonging the matching U1. Then the edges of H are incident on vertices of
degree one, so E′ is a matching and has cardinality $2. Thus, (U1, E′) is a λ′-
coloring of Gα,β . 
Remark 7.4. If λ′ = ($1, $2, 1t ), t  1, then the “if part” of Theorem 7.9 is not
true. Take λ′ = (4, 3, 1), then λ = (3, 22, 1). Consider α = (1, 1, 1, 2, 2, 3, 3, 4) and
β = (2, 3, 4, 1, 1, 1, 2, 3). Then U1 =
({x1, y4}, {x2, y1}, {x3, y2}, {x4, y3}) is a per-
fect matching of Gα,β (in fact it is the only perfect matching in Gα,β ) but there is not
an λ′-coloring of the edges of Gα,β , so, by Theorem 7.8,
(e∗α, e∗β) = 0.
Now, we prove Corollaries 1–4. We need a previous lemma.
Lemma 7.6. Let G = (V1, V2, E) be a bipartite multigraph whose vertices have at
most degree 2. Let X ⊆ V1 such that |(X)| < |X|. Then X contains two vertices of
degree 1. Moreover, if x is a vertex of X of degree one, then (x) has degree two,
when X is minimal (by inclusion) among the subsets of V1 satisfying |(X)| < |X|.
Proof. Let us suppose that there exists X ⊆ V1 with at most one vertex of degree
1 satisfying |(X)| < |X|. Since the vertices of X have degree 2, with a possible
exception for one element, with degree 1, we have
2|X| − 1 
∑
x∈X
degG(x).
Since the number of edges incident on X is less or equal than the number of edges
incident on (X), we have the following contradiction:
2|X| − 1 
∑
x∈X
degG(x) 
∑
y∈(X)
degG(y)  2|(X)|  2|X| − 2.
Last inequality follows from |(X)| < |X|.
Let X be a minimal subset of V1 such that |(X)| < |X|. Then the multigraph
GX is connected. Therefore, if x is a vertex of degree 1 belonging to X, then (x)
must have degree 2. 
Proof of Corollary 1. Let λ = (2k, 1t ), t  1. Let α ∈ m,n be a mapping with
multiplicity partition λ. We begin by observing that, for every β ∈ {ασ : σ ∈ Sm},
the multigraph Gα,β has at most one vertex of degree one in V1, so, by Lemma 7.6,
there is no subset X of V1 such that |(X)| < |X|. Therefore, by Theorem 7.7, Gα,β
has a perfect matching. By Theorem 7.9,
(e∗α, e∗β) /= 0 for every β ∈ {ασ : σ ∈ Sm}.
So
dim⊥{e∗ασ : σ ∈ Sm} = 1.
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Let λ = (2k, 12). Let {γ1, . . . , γp} be a subset of {ασ : σ ∈ Sm} such that
(e∗γr , e
∗
γs
) = 0, r, s = 1, . . . , p, r /= s.
The partition λ satisfies the conditions of Theorem 7.9, so (e∗γr , e
∗
γs
) = 0 if and
only if, for every r, s, r /= s, the multigraph Gγr,γs has no perfect matching.
As λ = (2k, 12), for every l ∈ {1, . . . , p}, there are exactly two elements il, jl of
{1, . . . , m} whose exponent on γl is 1.
So, as (e∗γr , e
∗
γs
) = 0, for every r, s = 1, . . . , p, r /= s, by Lemma 7.6, we have
that
degGγr ,γs (xγr (ir )) = mγr (ir ) = mγr (jr ) = degGγr ,γs (xγr (jr )) = 1
and
degGγr ,γs (yγs(ir )) = mγs (ir ) = mγs (jr ) = degGγr ,γs (yγs(jr )) = 2.
Therefore, since mγs (is) = mγs (js) = 1, we have
{ir , jr} ∩ {is , js} = ∅, r, s = 1, . . . , p, r /= s
and {i1, j1, . . . , ip, jp} is a subset of {1, . . . , m} with 2p elements. Then p  m2 , so
dim⊥{e∗ασ : σ ∈ Sm} 
m
2
.
Now we prove the reverse inequality. Let
α0 = (1, 1, 2, 2, . . . , k, k, k + 1, k + 2),
α1 = (k + 1, k + 2, 2, 2, . . . , k, k, 1, 1),
...
αk = (1, 1, 2, 2, . . . , k + 1, k + 2, k, k).
It is easy to see that there is no perfect matching in Gαi,αj , for every i, j = 0, . . . , k,
so {e∗α0 , . . . , e∗αk } is an orthogonal set. Thus
dim⊥{e∗ασ : σ ∈ Sm} 
m
2
. 
Proof of Corollary 2. Let λ = (2, 1m−2). Let α ∈ m,n be a mapping with multi-
plicity partition λ. Let {γ1, . . . , γp} be a subset of {ασ : σ ∈ Sm} such that (e∗γr , e∗γs )=
0, r, s = 1, . . . , p, r /= s. The partition λ satisfies the conditions of Theorem 7.9, so
(e∗γr , e
∗
γs
) = 0 if and only if the multigraph Gγr,γs has no perfect matching.
Observe that, for every l = 1, . . . , p, there are exactly two elements il , jl of
{1, . . . , m}whose exponent on γl is 2. So, as (e∗γr , e∗γs ) = 0, for every r, s = 1, . . . , p,
r /= s, by Lemma 7.6, we have that
degGγs ,γr (yγr (ir )) = mγr (ir ) = mγr (jr ) = degGγs ,γr (yγr (jr )) = 2
and
degGγs ,γr (xγs(ir )) = mγs (ir ) = mγs (jr ) = degGγs ,γr (xγs(jr )) = 1
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for every s ∈ {1, . . . , p}\{r}. Therefore, since mγs (is) = mγs (js) = 2, we have
{ir , jr} ∩ {is , js} = ∅, r /= s, r, s = 1, . . . , p
and {i1, j1, . . . , ip, jp} is a subset of {1, . . . , m} with 2p elements. Then p 
⌊
m
2
⌋
,
so
dim⊥{e∗ασ : σ ∈ Sm} 
⌊m
2
⌋
.
Now we prove the reverse inequality. Let
α0 = (1, 1, 2, 3, 4, . . . , m− 1),
α1 = (2, 3, 1, 1, 4, . . . , m− 1),
α2 = (2, 3, 4, 5, 1, 1, . . . , m− 1),
...
α⌊m−2
2
⌋ = {(2, 3, 4, 5, . . . , m− 1, 1, 1) if m is even,
(2, 3, 4, 5, . . . , 1, 1, m− 1) if m is odd.
It is easy to see that there is no perfect matching in Gαi,αj , for every i, j = 0, . . . ,⌊
m−2
2
⌋
, so
{
e∗α0 , . . . , e
∗
α⌊
m−2
2
⌋} is an orthogonal set. Thus
dim⊥{e∗ασ : σ ∈ Sm} 
⌊m− 2
2
⌋
+ 1 =
⌊m
2
⌋
. 
Proof of Corollary 3. Let λ = (m− 2, 12). Let α ∈ m,n be a mapping with multi-
plicity partition λ. Let {γ1, . . . , γp} be a subset of {ασ : σ ∈ Sm} such that (e∗γr , e∗γs )=
0, r, s = 1, . . . , p, r /= s.
The partition λ satisfies the conditions of Theorem 7.9, so (e∗γr , e
∗
γs
) = 0 if and
only if, for every r, s, r /= s, the multigraph Gγr,γs has no perfect matching. Observe
that Gγr,γs has 6 vertices, 3 in each class.
As λ = (m− 2, 12), for every l ∈ {1, . . . , p}, there are exactly two elements il, jl
of {1, . . . , m} whose exponent on γl is 1.
So, as (e∗γr , e
∗
γs
) = 0, for every r, s = 1, . . . , p, we have that
degGγr ,γs (xγr (ir )) = mγr (ir ) = mγr (jr ) = degGγr ,γs (xγr (jr )) = 1.
Now we prove that
degGγr ,γs (yγs(ir )) = mγs (ir ) = mγs (jr ) = degGγr ,γs (yγs(jr ))  2.
In fact, if degGγr ,γs (yγs(ir )) = 1, then Gγr,γs was not connected and the edge {xγr (ir ),
yγs(ir )} would be a connected component of Gγr,γs . If Gγr,γs had two connected
components, then {xγr (ir ), yγs(ir )} together with the set of the edges incident on the
remaining vertices of degree 1, would be a perfect matching of Gγr,γs , contradicting
the hypothesis. If Gγr,γs had three connected components, then, as Gγr,γs has 3 ver-
tices in each class, Gγr,γs would also have a perfect matching. Then Gγr,γs must be
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a connected multigraph. So degGγr ,γs (yγs(ir ))  2. In a similar way, we could prove
that degGγr ,γs (yγs(jr ))  2.
As the multigraph Gγr,γs has only one vertex of degree greater than 1 in each
class, we conclude that mγs (ir ) = mγs (jr )  2. Therefore, we have
{ir , jr} ∩ {is , js} = ∅, r, s = 1, . . . , p.
So {i1, j1, . . . , ip, jp} is a subset of {1, . . . , m} with 2p elements. Then p 
⌊
m
2
⌋
,
so
dim⊥{e∗ασ : σ ∈ Sm} 
⌊m
2
⌋
.
Now we prove the reverse inequality.
Let
α0 = (1, . . . , 1︸ ︷︷ ︸
m−2 times
, 2, 3),
α1 = (2, 3, 1, . . . , 1︸ ︷︷ ︸
m−2 times
),
α2 = (1, 1, 2, 3, 1, . . . , 1︸ ︷︷ ︸
m−4 times
),
...
α⌊m−2
2
⌋ =


(1, . . . , 1︸ ︷︷ ︸
m−4 times
, 2, 3, 1, 1) if m is even,
(1, . . . , 1︸ ︷︷ ︸
m−5 times
, 2, 3, 1, 1, 1) if m is odd.
It is easy to see that there is no perfect matching in Gαi,αj , for every i, j =
0, . . . ,
⌊
m−2
2
⌋
, so
{
e∗α0 , . . . , e
∗
α⌊
m−2
2
⌋} is an orthogonal subset of {e∗ασ : σ ∈ Sm}.
Thus
dim⊥{e∗ασ : σ ∈ Sm} 
⌊m− 2
2
⌋
+ 1 =
⌊m
2
⌋
. 
Proof of Corollary 4. Let λ = ($1, $2). Let α ∈ m,n be a mapping with multiplic-
ity partition λ. As λ′1 = 2, for every β ∈ {ασ : σ ∈ Sm}, each bipartition class of
the multigraph Gα,β contains two vertices. So, by Theorem 7.7, Gα,β has a perfect
matching. Then, by Theorem 7.9,
(e∗α, e∗β) /= 0 for every β ∈ {ασ : σ ∈ Sm}.
Therefore
dim⊥{e∗ασ : σ ∈ Sm} = 1. 
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8. Final remarks
In [1, Theorem 4.2], was established a necessary and sufficient condition for the
vanishing of the inner product (e∗α, e∗β), when λ is of the form ($1, 1t ).
In [6], using a group theoretical approach, it was established that the critical orbi-
tal sets of V(m−1,1)(Sm) have no orthogonal subset of nonzero elements containing
more than one element. This result is contained in Corollary 4.
In [3], still using a group theoretical approach, it was established that the critical
orbital sets of V(2,1m−2)(Sm) contain at most
⌊
m
2
⌋
orthogonal elements, being this
bound sharp. This result is equivalent to Corollary 2.
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