Retaining Image Feature Matching Performance Under Low Light Conditions by Shyam, Pranjay et al.
2020 20th International Conference on Control, Automation and Systems (ICCAS 2020)
Oct. 13∼16, 2020; BEXCO, Busan, Korea
Retaining Image Feature Matching Performance Under Low Light Conditions
Pranjay Shyam∗, Antyanta Bangunharcana∗ and Kyung-Soo Kim
Department of Mechanical Engineering
Korea Advanced Institute of Science and Technology (KAIST),
Daejeon, 34141, Republic of Korea.
{pranjayshyam, antabangun, kyungsookim}@kaist.ac.kr
Abstract: Poor image quality in low light images may result in a reduced number of feature matching between images.
In this paper, we investigate the performance of feature extraction algorithms in low light environments. To find an
optimal setting to retain feature matching performance in low light images, we look into the effect of changing feature
acceptance threshold for feature detector and adding pre-processing in the form of Low Light Image Enhancement (LLIE)
prior to feature detection. We observe that even in low light images, feature matching using traditional hand-crafted
feature detectors still performs reasonably well by lowering the threshold parameter. We also show that applying Low
Light Image Enhancement (LLIE) algorithms can improve feature matching even more when paired with the right feature
extraction algorithm.
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1. INTRODUCTION
Feature matching between image pair is a building
block for high level tasks such as Simultaneous Localiza-
tion and Mapping (SLAM) [1], [2], Image alignment[3],
3D Reconstruction. It relies on image feature extractors
that detects feature points and compute the corresponding
descriptors. Some of the well known hand-crafted feature
extractors are SIFT [4], SURF [5], ORB [6], AKAZE [7],
and BRISK [8]. These hand-crafted features often per-
form robustly in properly illuminated conditions. How-
ever, in real world scenarios illumination variations af-
fect image quality by changing color distribution of ob-
jects captured within an image, adversely affecting the
performance of underlying image processing algorithms
that rely on feature matching techniques.
Of late deep learning based algorithms have demon-
strated state of the art performance in various tasks,
with deep learning based image feature extractor [9] and
matcher [10] gaining popularity. To retain algorithm per-
formance under diverse illumination conditions different
works [11] recommended extending the training dataset
for deep learning based algorithms to account for scenar-
ios exhibiting extreme illumination variations using real
[12] and synthetic [13], [14] samples. However, this re-
quires collecting, aligning and training on more low light
image pairs, which is a time consuming and expensive
process. Thus even until now, hand crafted features are
still relied upon to perform feature matching.
On the other hand, performance of traditional hand-
crafted feature extractors cannot be guaranteed in low
light conditions, primarily since they were designed to
work with illuminated images. This hinders utilization of
such techniques in applications wherein deployment con-
ditions pertain to low light scenarios e.g., moon rovers,
disaster response robot. A simple approach to address
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this issue is to enhance the low light image as a prepro-
cessing step, prior to feature extraction via enhancement
mechanism that have been extensively studied. How-
ever directly using CNN based enhancement techniques
doesn’t guarantee performance improvement, primarily
due to noise amplification and image stylization that in-
crease number of extracted features but these features
couldn’t be matched within the image pairs. Further-
more, lowering the threshold of feature matching algo-
rithms generally improve the matching quality. We sum-
marize our contributions as,
• We study the matching performance of handcrafted
feature extractors in low light images with varying thresh-
olds.
• We analyze the effects of integrating image enhance-
ment algorithms on performance of feature matching on
our test dataset.
• We also compare the enhancement results to determine
the best approach for enhancing images while minimiz-
ing the noisy pixels.
To the best of our knowledge, no study on feature ex-
traction performance in low light condition has been per-
formed before. We hope that this study would improve
future works on feature matching based computer vision
tasks in low light environment.
2. RELATEDWORKS
2.1 Feature Matching
Harris corner detector [15] was one of the earliest
work on feature extraction. Shi-Tomasi proposed a mod-
ified the scoring to extract corners in GFTT [16]. Lowe
proposed SIFT [4] to detect features of multiple scales
with Gaussian scale space on an image and extract ro-
tation invariant descriptors. It remains one of the most
popular choice for feature matching due to its robust-
ness, but with a high computational cost. SURF [5] im-
proved on the speed of feature detection using integral
images. These two however, extracts descriptors with
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floating point numbers, resulting in a high computation
cost for feature matching.
Various binary descriptors are proposed to improve
the feature matching speed for real-time application.
BRIEF[17] presents an efficient binary descriptor. ORB
[6] expand on this by modifying it to be rotation invariant
as well as modifying a fast feature detector called FAST
[18]. It became popular due to its successful application
in real-time SLAM [1], [2]. BRISK [8] is another effi-
cient algorithm that utilize FAST-based detector and bi-
nary descriptor.
Unlike SIFT, KAZE [19] builds scale space in a non-
linear manner to better retain object boundaries in im-
ages instead of smoothing them with Gaussian filter.
AKAZE [7] is a faster and more efficient improvement
on KAZE. Previous research [20] compared the perfor-
mance of some of the mentioned algorithms.
2.2 Low Light Image Enhancement
Improving illumination quality of an image is a long
researched topic with classical approaches such as his-
togram equalization [21], [22] and gamma correction [23]
focusing on improving contrast of the complete image,
ignoring region specific enhancement which leads to over
and under saturation of regions within an image. To im-
prove the performance of such systems, Retinex theory
[24] was proposed wherein an image is represented into
reflectance and illumination maps that represent the color
and lighting information respectively. Leveraging the
feature extraction capabilities of CNNs, different works
were able to enhance image quality at both local and
global level using a large labelled set of paired images.
Specifically, MBLLEN[25] proposed a multi-branch en-
hancement network to extract and enrich features across
multiple networks for improving illumination condition
within an image. GLADNet [26], functions by first
estimating a global illumination map and subsequently
performs detail reconstruction to recover features dur-
ing downsampling. KinD[27] and KinD++[27] follow
retinex theory to decompose impose into illumination
and reflectance maps and estimate these maps concur-
rently following a supervised learning approach, whereas
RetinexNet[28] followed similar principle and first de-
composes the image into reflectance and illumination
maps, enhances them and subsequently reconstructs en-
hanced image using improved maps.
3. METHODOLOGIES
In this section, we describe the procedure of our ex-
periments to study the performance of various feature ex-
tractors in raw and enhanced low light images.
3.1 Feature Matching
We analyze the performance of feature extractor of im-
ages captured in low illumination settings, by extracting
feature points and matching the features between image
pairs (Fig. 1(a)). However, such an approach doesn’t
ensure correct feature matching thus, we utilize homog-
raphy between image pairs to obtain inliers and use them
to filter the extracted features.
For this study, the feature detector-descriptors we are
investigating are SIFT [4], SURF [5], ORB [6], AKAZE
[7], BRISK [8], and GFTT [16] detector paired with
BRIEF [17] descriptor. To match the features, we follow
the Nearest Neighbor Distance Ratio (NNDR) method by
accepting good matches when the distance of the clos-
est matching candidate is more than 0.7 times the dis-
tance of the second matching candidate. L2-norm is used
to compute matching distance for SIFT and SURF, and
Hamming distance is used for the other binary-type de-
scriptors.
From the obtained feature matches, we find the match-
ing inliers using RANSAC to compute homography
transformation of the image pair. A match is rejected
if the re-projection error of the homography transformed
points is larger than 10.0.
Each of the aforementioned feature extractors have
some form of threshold parameter to accept or reject can-
didate points for feature detection based on the feature
strength. In low light images, it is to be expected that
the strength of features are lower compared to illumi-
nated images. By lowering feature acceptance thresh-
olds we may improve detection rate. However, the hand-
crafted feature descriptors are aimed towards illuminated
image features, so the subsequent feature matching may
not work in spite of the increased number of extracted
features. For that reason, we investigate the performance
of the feature extractor algorithms with lowered thresh-
olds in this paper.
3.2 Dataset Description
We collected 4 sets of image pairs captured in indoor
(office room) and outdoor (parking lot, field, alley) low
light environments with each set containing more than 5
image pairs. To obtain image pairs related by homog-
raphy, the second image of each pair is captured by only
rotating the camera after the first image is captured. Fig. 2
shows a examples of captured image pairs in each of the
4 sets.
3.3 Low Light Image Enhancement
To determine if pairing image enhancement net-
works would improve the performance of feature match-
ing, we select different CNN based enhancement algo-
rithms such as MBLLEN[25], GLADNet [26], KinD[27],
KinD++[27] and RetinexNet[28]. Our motivation of us-
ing CNN based image enhancement techniques origi-
nates from its superior performance on different datasets,
arising from its ability to non linearly enhance local re-
gions. In this study, we retrain these algorithms on LOL
dataset [28] that comprises of 500 image pairs, divided
into 485 training and 15 test image pairs and evaluate
its performance using peak-signal-to-noise-ratio (PSNR)
and Structural Similarity (SSIM)[29] metrics, the results
of which are summarized in Table 1.
(a) (b)
Fig. 1: (a) Standard and (b) Modified feature extraction pipeline by Integrating deep learning based light enhancement
algorithms.
Outdoor Locations
Outdoor Location Indoor Location
Fig. 2: Low Light Image pairs captured by rotating camera at different locations, highlighting local illumination sources
and its effect on color distribution of objects within an image.
Table 1: Evaluation of different low light image enhance-
ment algorithms on LOL dataset
Algorithm PSNR SSIM
Linear 12.1706 0.5604
MBLLEN[25] 17.8583 0.7247
GLADNet [26] 19.7182 0.6820
KinD[27] 17.6476 0.7715
KinD++[27] 17.7518 0.7581
RetinexNet[28] 16.7740 0.4250
4. EXPERIMENTS
In this section, we first evaluate the performance of
different CNN based enhancement techniques, focusing
on noise amplification and image stylization and subse-
quently evaluate the performance of feature extractors by
comparing the average number across our dataset of fea-
tures extracted, matched features along with the number
of accepted inliers in low light image pairs.
The extensive results of our feature matching experi-
ments is shown in Table 2. For each feature extractors,
we show the matching results performed directly in low
light images as well as in LLIE processed images. We
also show the results with multiple different feature de-
tector threshold parameters. It is important to note that
the left most threshold value in each feature extractor is
the default value in the OpenCV implementation.
We observe that at higher threshold values, excluding
linear based image enhancement, CNN based enhance-
ment techniques improves the number of detected as well
as the matched features. This is to be expected as image
enhancement strengthen the edges and corners within the
image as shown in Fig. 3. However, simply lowering the
feature acceptance threshold consistently improve perfor-
mance massively in raw images. This improvement is
not seen as much in processed images as most of the fea-
tures were already strengthened in the first place. More-
over, adding image enhancement prior to feature extrac-
tion with lower thresholds does not uniformly improve
performance for all feature extractors.
From Table 2, we infer that at lower thresholds,
integrating enhancement networks such as KinD and
MBLLEN improves the feature matching performance of
AKAZE and BRISK, however it reduces the performance
of SURF and ORB while demonstrating negligible differ-
ence in performance of SIFT and GFTT-BRIEF. We at-
tribute this inconsistency in performance arising from in-
consistent introduction of new features after application
of enhancement techniques, as demonstrated in Fig. 3.
While linear enhancement focuses on improving global
contrast, different CNN based techniques introduce dif-
ferent categories of artifacts. Specifically, RetinexNet
(Fig. 3 (c)) improves illumination performance but it also
generates stylized features thereby destroying the natu-
ral features present in the image. Similarly GLAD af-
fects the natural image features by introducing large pix-
elated noisy features arising mainly due to its inability to
extracting and represent features from small pixels. On
contrary, MBLLEN and KinD performs image enhance-
ment without introducing a significant amount of noisy
pixels or stylizing images which helps in improving the
performance of underlying feature extraction and match-
ing stage. Due to this side effect of image enhancement
and the different ways each feature extractors detect and
obtain descriptors, some image enhancement and feature
extractor pairs works well while some others doesn’t.
(a) (b)
(c) (d)
(e) (f)
Fig. 3: Qualitative results from different enhancement
networks for a given (a) low light image and correspond-
ing results from (b) Linear Enhancement, (c) RetinexNet,
(d) Kind, (e) MBLLEN and (f) GLAD.
From this observation, in resource constrained appli-
cation such as SLAM in mobile robotics or Augmented
Reality in mobile phones where the use of computation-
ally demanding deep learning techniques is impossible,
we recommend a mere adjustment in threshold parame-
ters to improve feature matching. However, image en-
hancement technique can be applied if paired with the
correct feature extractors if a further improvement upon
the feature matching is desired. Out of all the feature ex-
tractors we experimented on, AKAZE seems to perform
the best in low light environment followed by BRISK,
with MBLLEN and KinD pairing well with them.
Fig. 4 shows the examples of feature matching re-
sults of different feature extractors on the raw images and
MBLLEN processed images. The images shown are the
matching results at the lowest feature detection threshold,
hence the large number of features.
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