We provide a rigorous mathematical treatment to the crowding issue in data visualization when high dimensional data sets are projected down to low dimensions for visualization. By properly adjusting the capacity of high dimensional balls, our method makes right enough room to prepare for the embedding. A key component of the proposed method is an estimation of the correlation dimension at various scales which reflects the data density variation. The proposed adjustment to the capacity applies to any distance (Euclidean, geodesic, diffusion) and can potentially be used in many existing methods to mitigate the crowding during the dimension reduction. We demonstrate the effectiveness of the new method using synthetic and real datasets.
Introduction
Visualizing high dimensional data via their low dimension projections is particularly useful in facilitating data analysts to understand their datasets, detect underlying data patterns and create various hypotheses about the data. To achieve this goal, we project the high dimensional dataset X = {X 1 , ..., X N } ⊂ R n down to low dimensions: Y i = P (X i ) ∈ R d (i = 1, ..., N ) with d = 2 or 3 and visualize the low dimensional embedding {Y i } N i=1 via a single scatter plot. Designing the mapping P that yields a reliable visualization is the focus of this paper. A good design should take into account the special need of data visualization 1) as most human beings can only digest visual information in at most three dimensions (or four dimensions if video sequences are included) , the map is required to project data of any dimensionality down to 2 or 3. 2) as revealing the data pattern is the major objective, the map should be able to preserve the geometrical structure of the data.
Most existing dimensionality reduction techniques (i.e., MDS [14] , LLE [11] , Isomap [13] ) are only designed to reduce the data to its intrinsic dimension, which is usually higher than three. While data visualization methods SNE [6] , tNSE [16] , PHATE [10] , UMAP [9] can reduce data of any dimension to two or three, geometric relations such as cluster radii and relative distances between clusters are usually lost. We hereby formulate the main mathematical question in data visualization: how to map datasets with a wide range of dimensionality to 2 or 3 while minimizing the geometric distortion?
The geometric distortion we care about in this paper is the relative closeness/similarity between points. It is considered successfully preserved if close points remain close and far away points remain far away. The main obstacle in preserving the geometric relation is the so-called crowding issue. Simply put, the crowding issue arises from the fact that a higher dimensional body typically has a larger capacity than a lower dimensional one, hence reducing the dimensionality causes points to be crowded.
We propose a way to adjust the capacity of the high dimensional body before the dimension reduction. The method named Capacity Preserving Mapping (CPM) is essentially a class of methods that generalize many existing methods by redefining the distance they use. Compared to the popular methods such as tSNE and UMAP, our method can better preserve geometrical structures of the dataset and does not presume existences of clusters.
Our contribution is twofold: 1. we propose a way to define a dimension-aware distance to treat the crowding issue, which greatly assists high dimensional data visualization by better preserving geometrical structures of the dataset. 2. we propose a method to compute the multi-scale intrinsic dimensionality of a dataset that is necessary for the definition of the new distance in 1.
We note that although previous methods SNE, t-NSE, PHATE, UMAP also treat the crowding problem to some extent, it was done in a less rigorous manner. 2 Related work Data visualization is an important task in data mining and is closely related to dimensionality reduction, graph learning, and data clustering. A number of early works studied the so-called table data visualization problem (see the review article [4] ) that visualizes N (N > 3) attributes of data in a table using 2D or 3D plots. This is made possible either by using multiple pixels (or attributes) in the low dimension to represent one data point in the high dimension or using multiple plots from different angles to build up the high dimensional image. The drawbacks of these methods are that the visualization is not directly meaningful, needs human effort to understand and interpret, and the relation between data points (such as whether clusters exist or how close they are) is not immediately apparent.
In a separate line of research, various dimension reduction methods [15] can be used to visualize high dimensional data in one scatter plot. The methods can be categorized as linear ones (PCA, MDS [14] , ICA [7] ...) and nonlinear ones (LLE [11] , non-metric MDS [18] , Isomap [13] , Laplacian Eigenmap [1] , Diffusion map [8] , etc). As mentioned earlier, these methods can only reliably map the data down to its intrinsic dimension, while visualization requires the target dimension to be less than four. Hence most good visualization results are observed on artificial datasets with small intrinsic dimensions (e.g., swiss roll (2D), Helix (1D), Twin peaks (2D)).
The class of methods that are most relevant to ours includes SNE [6] , tSNE [16] , UMAP [9] and PHATE [10] . They are directly designed for data visualization and able to reduce the dimension from any N ≥ 2 to two or three. However, in all these methods, a rigorous treatment of the crowding issue is missing. The purpose of this paper is to fill in this gap by proposing a distance correcting step that can work with any metric. We achieve this goal by a careful computation of the correlation dimension at various scales.
Motivation -the crowding phenomenon
As stated in [16] , when high dimensional data is mapped to low dimensions, there is a tendency for non-overlapping groups to overlap. Theoretically, this is due to the difference in norm concentration between high and low dimensions: a ball in higher dimensions has a volume that grows faster with radius Vol(B n 2 (r)) ∼ r n [3] , where B n 2 (r) is the 2 ball in R n with radius r. As a result, the high dimensional points are more likely to be distributed near the surface. When mapped to low dimensions, since there is less room near the surface, the points are pushed towards the center.
Let us visualize the crowding phenomenon observed during dimension reduction via Multidimensional Scaling (MDS). Assume a high dimensional 2 ball contains two classes of points. Class 1 lies inside the ball B n 2 (1) and Class 2 lies in a spherical shell right outside Class 1. (Figure: 1a) shows the correct relation between the two classes. When {X i } N i=1 ⊆ R 5 is five dimensional and is mapped down to R 2 via MDS, its geometrical structure is distorted ( Figure 1b ) and we see a severe crowding phenomenon: the second class is pushed towards the center. Finding a way to correct this type of distortion is our main objective.
Notation
Let f (x) ≥ 0 and g(x) ≥ 0 be two increasing functions of x. We use f g to denote that there exist
g(x) , i.e., log f (x) grows slower than log g(x) as x increases, and f (x) g(x) means the opposite. For a random variable z and its probability density function h, we use P z∼h (z ∈ A) to denote the probability of the event A under h.
The methodology
Let us first define some mathematical terminology that helps to describe the crowding issue. Assuming each data point X i is independently drawn from an underlying manifold M according to a continuous probability distribution f (M).
Definition 4.1 (Relative capacity)
Let M be a compact manifold and f be a probability distribution defined on M. For any point p ∈ M, we define the relative capacity of a neighbourhood of p with radius r as the probability that randomly drawn points according to f fall inside this neighbourhood, Intuitive, the "capacity" of a neighbourhood reflects the amount of data the neighbourhood can hold. The "relative capacity" is the normalized capacity, and hence is a probability measure. If many samples are generated, C(p, r) reflects the expected number of points in a neighbourhood. If r is fixed, C(p, r) as a function of p reflects how the data density varies across different locations on the manifold. If p is fixed, C(p, r) as a function of r reflects how fast the capacity grows as the neighbourhood expands. The relative capacity C(r) for the manifold is the percentage of pairs with a distance smaller than r. Since by definition, C(p, r) and C(r) are cumulative distribution functions, their partial derivatives ∂C(p,r) ∂r , ∂C(r) ∂r are probability density functions. In what follows, we make the following two assumptions on the data. where c m and c s are absolute constants, and n m (r) > 0, n s (r) > 0 are both slowly varying dimension functions of r. ∂ log r . We can see that dim corr coincides with n(r) at r = 0, i.e., dim corr = lim r→0 n m (r). Therefore, n m (r) can be viewed as an extension of the correlation dimension to positive scales and be called as a dimension function. The assumption that n m (r), n s (r) are slowly varying functions of r ensures that they are almost constants in small intervals and therefore can be estimated by counting points in these intervals (see Sect. 5).
Remark 4.6 The slowly varying assumption can be mathematically written as: n m (r), n s (r) ≈ 0, which implies on a small interval [r, r + dr], n m (r) and n s (r) are close to constant thus we can integrate ρ(r) to get the increment of C(r): C(r + dr; M, f, · 2 ) − C(r; M, f, · 2 ) = c m r nm(r) dr C(r + dr; S, f I , · 2 ) − C(r; S, f I , · 2 ) = c s r ns(r) dr.
A new distance that preserves the relative capacity
Let us explain the crowding issue with the relative capacity using the manifold M = B n 2 (1) endowed with the uniform distribution. Consider the ball B n 2 (1) as a union of concentric shells with infinitesimal thickness and increasing radii. If these shells are to be mapped to d = 2, 3 without changing their inclusion order, then the relative density ρ(0, r) as a function of r that reflects how many points are lying on each shell, should not change after the embedding; otherwise points will shuffle around. More explicitly, if after embedding we have
where (defined in Sect 3.1) means that the left hand side grows faster with r than the right hand side, then M has a larger capacity than S and the crowding phenomenon will be observed. On the contrary, if
then S has a larger capacity than M. Points and clusters will be pulled apart to a certain degree, but is usually less harmful than the crowding. The relative density of the high dimensional manifold M = B n 2 (1) obeys ρ(0, r) nr n−1 due to Example 1. If we equip the embedded manifold S with the same distribution (i.e.,uniform distribution) and the same distance (i.e., the Euclidean distance), then the relative density on S is ρ(0, r) dr d−1 . Since it is not growing fast enough, the crowding phenomenon will occur.
To solve this problem, we need to either 1) endow non-uniform probability distributions on the low dimensional manifold to allow points with a larger norm to be selected with a higher probability, or 2) modify the distance in the definition of C(p, r) in (5) to allow the shells with larger radii to be mapped to larger shells in the low dimension. We go with the latter option in this paper and put the former as future research direction.
Explicitly, we want to design a new distanceD such that the relative densities of the original manifold and the embedded one can approximately match
for all r ≥ 0. Since ρ(r) is the derivative of C(r), under the slowly varying assumption (Assumption 2), the above implies
Theorem 4.7 Let M be the high dimensional data manifold and S be the embedded one. Let P : M → S be the dimension reduction mapping. Assuming the pairwise distance in the embedded space is some function of that in the original space i.e., P (
, for any i = j,and the scaling function G is unknown. Under Assumption 1 and Assumption 2, we can define a new "distance" between any pair of points x and z aŝ
This distance allows a match in the relative capacity between the original and the embedded data
where n m (·) and n s (·) are the same as defined in Assumption 2.
Remark 4.8 One can verify that thisD no longer defines a norm. In particular, it does not preserve the monotonicity of distances ( x 2 ≤ y 2 =⇒D( x 2 ) ≤D( y 2 ). However, the proof of Theorem 4.7 indicates that this definition ofD is both necessary and sufficient for a match of the relative capacity. Therefore we propose to bring back the monotonicity with the minimal change toD. To that end, we start with the smallest pairwise distance in the high dimensional space and redefineD toD inductively. For the smallest pairwise distance, say σ 0 , simply setD(σ 0 ) =D(σ 0 ).
For the second smallest distance, say σ 1 , we need to defineD(σ 1 ) as close toD(σ 1 ) as possible while having the monotonicityD(σ 1 ) >D(σ 0 ). Thus we setD(σ 1 ) = max{D(σ 1 ),D(σ 0 )}. Assume we have definedD(σ k ) that has monotonicity up to σ k , setD(σ k+1 ) as follows guaranteesD(σ k+1 ) to be monotonic up to σ k+1D
Intuitively, the maximum in the above equation makesD assign more room to the low dimensional space than necessary. As we discussed earlier, this is much less harmful than the crowding issue to the visualization. Definition 4.9 We call the new "distance" defined in (2) as the Capacity Adjusted Distance (CAD), and the modified versionD defined in (3) as the modified Capacity Adjusted Distance (modified CAD).
Remark 4.10 Theorem 2 currently assumes that the high dimensional manifold M is equipped with the Euclidean distance, and provides a way to modify the Euclidean distance to allow a match of the capacity. If the equipped distance for M is the geodesic distance or the diffusion distance, we can also use Theorem 2 to modify them to allow a match of the capacity, by simply replacing the quantity x − z 2 in (2) by d geodesic (x, z) and d dif f usion (x, z). We make it an option to the user in our algorithm (Algorithm 1).
The definition ofD requires the knowledge of the dimension functions n m (r) and n s (r) at various scales. In the next section, we introduce a dimension estimation method that allows an estimate of n m (r) from X i . However, we cannot estimate n s (r) directly since Y i is not yet known.
To solve this problem, we make the assumption that the induced measure on the low dimension manifold is uniform, and in light of Example 1, this means C(r, S, f I ,
is obtained, one may use it to update n s to make it more accurate (note that we do not update n s in this paper).
Dimensionality reduction with the modified Capacity Adjusted Distance
Before introducing ways of estimating n(r), let us first discuss the dimensionality reduction procedure based on the new distanceD. As usual, we search for the low dimensional vectors {Y i } N i=1 that best preservesD for all pairs of points. In CMP, we measure the dissimilarity using the Kullback-Leibler divergence. The low dimensional embedding {Y i } is the minimizer of the following optimization problem
where
where · is the distance measure in the high dimensional space, and > 0 is some small constant used to avoid taking the reciprocal of 0. Besides the KL divergence, one can use other (dis)similarity measures and obtain different formulations of the optimization problems, which we put as future work. Putting the p i,j defined in (5) into a matrix, P = [p i,j ] N i,j=1 . We can think of this P as a normalized network probability matrix of the random network built based on the pairwise distance
correspond to the N nodes of a random graph, and the random edges are constructed as follows. X i is connected with X j by an edge with probability p i,j ∼D −1 (X i , X j ), where ∼ hides a universal constant (i.e., the denominator in (5)). This is to say, closer points are more likely to be connected by an edge in this random graph. The optimization (4) is hence trying to match the KL divergence between the network probabilities of the original and the embedded graphs. The small positive constant in the expression of p i,j and the 1 in the expression of q i,j are used to avoid dividing by 0.
Although the formulation (4) looks similar to that of t-SNE (see (6) below), their performances are completely different.
Compared to t-SNE, our formulation (4) has the following merits.
1. Less over-streching: t-SNE mitigates the crowding and promotes the formation of clusters by matching Gaussian distributions with t-distributions. Intuitively, this makes close points closer and far away points further, but the degree of squeezing and stretching (i.e., how much closer and how much further) are not precisely characterized and justified. As a result, t-SNE may produce fake clusters due to the over-stretching. In contrast, our method computes and performs the amount of stretching that is necessary to avoid the crowding. In other words, the stretching in our method is much milder. This can also be seen mathematically from the definition of p i,j in (5) and the optimization (4), where we are fitting the t-distribution with some other heavy tailed distribution (given the way how the modified capacity adjusted distanceD(X i , X j ) is defined), whereas t-SNE is fitting the t-distribution with the light tailed Gaussian distribution, which creates more stretching. Consequently, although our method may also tear a manifold up, it happens much less often.
2.
No tuning parameter: the performance of t-SNE heavily depends on the choice of the bandwidth parameter σ, whereas our method does not have a key tuning parameter (the small positive constant used to avoid dividing by 0 does not affect the results much as long as it is sufficiently small).
3. Preserving more geometry: the probability p i|j in t-SNE is a conditional probability, i.e., i p i|j = 1, ∀j, which causes a loss of the geometric information due to the following reason. In the optimization (6), p i|j is the weight of log q i|j which contains the variables Y i and Y j . The total weights put on logarithms containing Y j for a given j is then the sum i (p i|j + p j|i ) ≈ 2 (where we used i p i|j = 1 and i p j|i ≈ 1. The former is due to the definition of the conditional probability. The latter is due to the symmetrisation in t-SNE on the conditional probability matrix P = [p i|j ] N i,j=1 , which makes p i|j ≈ p j|i and i p j|i ≈ i p i|j = 1). Since for any j the total weight on Y j is i (p i|j + p j|i ) ≈ 2, all points are given equal importance in the optimization. As a result, the variability among points or clusters is lost. For instance, clusters of different sizes become of similar sizes in the embedding, and clusters of different inter-cluster distances become of similar distances after embedding 1 . In contrast, the probabilities in our formulation are not conditional probabilities. Mathematically, instead of normalizing the probability matrix P row by row as in t-SNE, we normalized all entries of P by one constant. This allows variabilities to exist among rows, which carry the correct geometric information. It is worth noting that this universal normalization cannot be used in t-SNE because the fast decay of the Gaussian tail often causes the sum of some rows to be much smaller than others. Because these sums are the weights on the Y i s in the optimization, those Y i with too small of a weight cannot be correctly computed. In contrast, our formulation allows for both row-wise and universal normalizations. The row-wise normalization achieves a greater stability at the expense of losing more geometric information. 
Comparisons to other methods
Besides t-SNE, our method is also related to the non-metric MDS (NMDS) [18] and the multi-scale SNE [17] . Similar to our method, the non-metric MDS also aims at preserving the pairwise dissimilarity as closely as possible. It approaches this goal by minimizing a scaled distances between points. Let d i,j be the high dimensional distances, the NMDS embedding {Y i } N i=1 is obtained by solving the optimization problem
where F is the set of positive monotonically increasing functions. The scaling function f plays the role of mitigating the crowding. Indeed, the scaled distance f (d i,j ) essentially corresponds to our capacity adjusted distanceD(d i,j ). From this perspective, our formulation provides an explicit way to compute f which avoids the trouble of solving it from an optimization. Compared to the proposed method, the NMDS in its original form (8) fails to render the correct small-scale information of data (see Figure 3 ). While replacing the absolute value in (8) with a KL-divergence type of dissimilarity measure can help preserving the small-scale structure, the resulting optimization is difficult to solve due to the existence of the function variable f (x).
Multi-scale SNE [17] is similar to our approach in the sense that both methods assume a scale-varying dimension of the data manifold. However, since it inherits the structure of SNE, the third drawback of t-SNE mentioned in Section 4.2 applies.
Dimensional estimation at various scales
We propose a way to estimate the dimension function n(r) from the data. To the best of our knowledge, no existing method calculates the multi-scale correlation dimension for all scales. The multi-scale dimension estimation method in [17] calculates the average dimension from scale 0 to scale r instead of the instantaneous dimension at scale r. Recall that in Assumption 2, n(r) is defined as the growth rate of the relative density ρ(r) ρ(r) ≡ ρ(r; M, f, · 2 ) = cn(r)r n(r)−1 (9) and c is some unknown absolute constant. Therefore, it is possible to find n(r) by fitting the slope of log ρ n(r) ≈ log(ρ(r + δr)) − log(ρ(r)) log(r + δr) − log(r) .
However, this estimate is highly unstable especially when the data is insufficient, and may even output negative dimensions.
Therefore, we seek a way to estimated n(r) from C(r), which can be more stably approximated from data by counting the number of points falling inside a neighbourhood of radius r,
At scale zero, as mentioned in Remark 4.3, n(r)| r=0 corresponds to the well-known correlation dimension, and can be estimated by counting points in the ball B(0, ∆r) with various radius ∆r → 0 and then be solved from C(∆r) ∼ ∆r n(0) via a linear fitting procedure between log C and log ∆r [3, 5, 12] . However, at non-zero scales, n(r)| r=r0 =0 can only be estimated through counting points in a shell B(r 0 + ∆r)\B(r 0 ) that is thin enough on which one can assume n(r) to be a constant. Unlike the counting number of a ball, the counting number of a shell, denoted as C S (r) does not obey the simple relation C ∼ r n , but the following relation as obtained in Remark 4.6.
C S (r) ≡ C(r + ∆r) − C(r) ≈ c(r + ∆r) n(r) − cr n(r) .
Assumption 3 For some fixed r > 0 and ∆r 0 r 0 , n(r) is a constant on the interval [r 0 , r 0 + ∆r 0 ]. For illustration purposes, we introduce our method under Assumption 3, but the proposed method works for slowly varying dimensions as well.
Under Assumption 3, (12) becomes an equality, ,
where n = n(r 0 ) is the constant dimension on the small interval. The counting number C S (r) of the shell B(r 0 + ∆r)\B(r 0 ) on the left hand side of (13) can be estimated by its empirical version C(r + ∆r) −Ĉ(r), whereĈ was defined in (11) . Now the problem boils down to: given r > 0, solving for n from (13) when ∆r is some small constant chosen in advance and C S (r) has been estimated from the data (note that the constant c is still unknown). As mentioned above, this new problem is easier to solve when r = 0 than when r > 0, because when r = 0, we have C(0) = 0 which helps to reduce (13) to C(∆r) = c(∆r) n .
Then n equals to ∂ log C(r) ∂ log r r=0 , which can be computed numerically via the finite difference [5] . However, this approach does not generalize to r > 0, as the presence of the second term cr n in the right hand side of Equation (13) prevents taking logarithm from simplifying the equation. Without simplification, solving for n from (13) is difficult as c is unknown and this equation is highly non-linear. We propose to a way to reduce the nonlinearity to a degree that allows a meaningful solution to be found by fixed-point iterations. The following key observation (14) to be proven in Theorem 5.2 states that, with the help of the data, the term cr n can be approximated by a linear function of 1/n, cr n ≈ ψ(r + ∆r, r) 1 n − Φ(r + ∆r, r) =: p(n, ∆r),
where Φ(r , r) = 1
are both empirical quantities that can be directly computed from the data. Here ≈ means asymptotically equal as N → ∞, where N is the number of samples. As a result, p(n, ∆r) is a linear function in 1/n. Intuitively, this lower order p(n(r), ∆r) can approximate the exponential quantity cr n because the empirical quantities Φ and ψ have taken into account all the high order information. Plugging (14) into (13), we obtain The following Proposition states that this resulting equation
is close to quadratic provided that ∆r is much smaller than r.
Proposition 5.1 When N → ∞ and ∆r r, the equation n = q(n, ∆) defined in (17) is approximately linear in n.
Therefore, we initialize n using the solution to the linear approximation and solve it via fixed point iterations n k+1 = q(n k ). where N is the number of samples.
Note that the multi-scale correlation dimension is the object of study here as it is directly linked to the relative capacity. Our method cannot estimate the actual intrinsic dimension of the manifold [2] . The Assumption 3 used in Theorem 5.2 can be relaxed from constant dimension to slowly varying ones (Assumption 2). where N is the number of data points. In addition, n(r) = q(n(r)).
Numerical simulation
To evaluate the performance of the proposed Capacity Preserving Mapping (CPM) method, we first compare it with the landmark methods non-metric MDS, Isomap, and t-SNE on three datasets: 1) the motivating example introduced in Sect. 3, 2) the augmented Swiss roll to be defined shortly, and 3) the MNIST dataset.
Figure 2: A comparision of CPM, t-SNE, NMDS and ISOMAP
The motivating example: in Sect. 3, we observed the crowding phenomenon when using MDS to reduce the dimension of two non-overlapping objects from 5 to 2, with one object being an 2 ball and the other being a shell lying right outside the ball. Figure 2 shows that the same crowding problem arises in t-SNE (perplexity =30), and Isomap. In contrast, CPM and non-metric MDS are able to mitigate the crowding and reveal the correct relation between the classes. To further compare CPM and NMDS, we plot the Shepard diagrams, which show the goodness-of-fit after the dimension reduction. Figure 3 displays the Shepard diagrams of NMDS, CPM and t-SNE (perplexity 30, other perplexity values produce similar or worse results) when they map 5 dimensional (bottom row) and 20 dimensional (top row) Gaussian point clouds (each containing 1000 i.i.d. sampled points according to N (0, I d ), with d = 5, 20, respectively) down to 2D. We see that t-SNE is only good at preserving small scale distances. NMDS is good at preserving medium and large distances, but is worse than t-SNE at small scales (as discussed in Sect. 4.3). CPM has a similar performance to t-SNE at small scales and a similar performance to NMDS at medium and large scales and its advantage becomes more visible as the dimension gets higher.
Augmented Swiss roll: the Swiss roll is a popular synthetic test dataset which can evaluate a method's ability in preserving the geometric structure. However, the fact that its intrinsic dimension is only 2 makes it less representative. In order to test the ability of our algorithm to map the data to below its intrinsic dimension, we construct the augmented Swiss roll dataset X = [x 1 , ..., x p ], where the first three coordinates [x 1 , x 2 , x 3 ] are exactly the same as those in the original Swiss Here we set p = 6 and map the data to 2D. Explicitly, we set
x 2 (t) = (t + 1) sin(t),
x j (t) = g j (t), j = 3, ..., 6
where t takes values in a finite grid of the interval [0, 1], g j (t) ∼ 5N (0, 1) for any j and t, and g j (t) are independent among various values of j and t. We apply to this dataset Isomap, NMDS with the geodesic distance, and CPM with the geodesic distance, all with the same number of neighbours (=10). From the second row of Figure 2 , we see that in terms of unfolding the manifold, CPM did the best job among all. The result of t-SNE (perplexity 30) is also included for comparison.
MNIST dataset We repeat the previous experiment on the MNIST data set to test the method's ability in preserving and revealing clusters. The MNIST dataset contains 60000 training images of handwritten digits. We apply t-SNE, Isomap, NMDS with geodesic distance and CPM with geodesic distance to a subset of 6000 randomly selected images from the training set. Figure 2 (last row) shows that CPM separates the clusters equally well as t-SNE, while revealing some new structures. For example, it shows that the cluster of the digit 1 has the smallest variance, which is consistent with our intuition that the handwritten digit 1 has the least variation among different writing styles. To confirm this observation, we computed the variance of each cluster based on the original data and obtained Table 1 . We can see that the cluster of the digit 1 indeed has a much smaller variance than all other clusters. The second and third smallest clusters digit 7 and digit 9 also appear smaller than others in the visualization. Another piece of information conveyed by the CPM visualization is that the cluster of digit 1 is close to a lot of other clusters, which is aligned with the intuition that the digit 1 look similar to 2, 3, 7, and maybe 9. 
Coil 20
The Coil 20 dataset contains images of 20 objects captured from different angles while they rotate. Previous methods are only aiming at separating the images into 20 clusters. While we also care about the formation of clusters, we are more interested in examining how well the geometric features are correctly displayed. In particular, we check the following properties of the embedding, 1. objects with large variances during rotations should correspond to clusters with large sizes in the visualization;
2. objects similar to each other should correspond to clusters close to each other in the visualization;
3. if an object is symmetric with respect to its center, then the corresponding data should form a trajectory similar to a folded circle in the visualization;
4. if an object is nearly isometric (looks similar from all angles), then its corresponding cluster should have a small size.
We now evaluate the performance of CPM based on these four criteria. 1. Table 2 summarizes the variance of each object as it rotates. The variance V i for the ith object is computed using the formula
where n i is the number of points in the ith cluster, X j , j = 1, ..., n i are vectorized images of the ith object, andX i = 1 ni ni j=1 X j is the mean. Table 3 and Figure 4 together confirm that objects with large variances during rotations corresponding to clusters with large sizes in the visualization. 2. To characterize the preservation of the inter-cluster distances of the 20 classes/objects in Coil 20, we propose to use the distance index defined as follows. For a given cluster say Cluster i, we compute its distances to all other 19 clusters (the distance between two clusters are defined as the averaged pairwise distances between one cluster and the other), rank the 19 distances and find the pth percentile for some given p. Those clusters within the pth percentile are said to be close to Cluster i, otherwise is said to be far to Cluster i. After doing this for each i = 1, ..., 20, we build a 20 × 20 proximity matrix C. If Cluster j is close to Cluster i, then C i,j = 1, otherwise C i,j = 0. We compute the proximity matrix of the original data (obtain C orig ) and that of the embedded data (obtain C new ), and then compute the dissimilarity between C orig and C new :
} That is to say, we compute the percentage of close clusters that are no longer close after the embedding. For any predefined percentile p, such a dissimilarity E(p) can be computed. Let p range from 0%-50%, we derive the percentile versus dissimilarity plot in Figure 5 for the three embedding methods CPM with Euclidean distance, t-SNE (perplexity 30) and MDS. Clearly, MDS is good at preserving large distances, our method is better at preserving smaller distances, and t-SNE is not good at preserving inter-cluster distances.
3. Table 5 shows that the CPM embedding indeed produces folded circles for symmetric objects. 4. Table 4 shows that the CPM embedding indeed produce small clusters for the isotropic objects. In addition, Table 6 also suggested the trajectory of these objects are (unfolded) circles. In this paper, we asked the question of how to rigorously characterize and treat the intrinsic crowding issue in data visualization. After giving a mathematical notation to the capacity, we discussed two possible directions to mitigate the crowding: altering the density or altering the distance. We chose the latter for simplicity, but it will be interesting to explore the former as well. After the Capacity Adjusted Distance was defined, we proposed to find the low dimensional embedding by matching the dissimilarity measured by the KL divergence. There are many other dissimilarity measures in the literature. The performance of the combination of the Capacity Adjusted Distance with other measures is yet to be explored.
The definition ofD requires the knowledge of the dimension functions n s (r) which cannot be estimated directly from data since Y i is not readily known. We made the assumption that the induced measure on the low dimension manifold is uniform and hence n s (r) = d. A better way to obtain n s (r) is to initialize it with n s (r) = d, and update it once the low dimensional embedding
is obtained. These two steps (updating Y i and updating n s ) can be performed iteratively.
In the numerical experiments, we only tested CPM under Euclidean and Geodesic distances. It would be interesting to see how it works with other distances (e.g., the diffusion distance).
From the discussion in Sect. 4.2. The preservation of geometry essentially corresponds to allowing different row sums of the probability matrix. Our method achieves it by the universal normalization, but there are other ways to achieve it. That is to say, although t-SNE does not admit the universal normalization, there might be other remedies to bring back the geometric information. Proof: The assumption that the embedded pairwise distances can be written as a function of the pairwise distances in the original space, i.e., P (x) − P (z) 2 = G( x − z 2) (for some G), allows us to define the new distanceD(x, z) to be a function of x − z 2 only. We will show that ifD is defined as in the theorem,
ns ( x−z 2 ) , then the capacity is preserved. Without any ambiguity from the context, we write nm( x − z 2), ns( x − z 2) in short as nm and ns. By the definition of the relative capacity, for anyr > 0, and dr r (i.e., the interval [r,r + dr] is small), nm and ns can be treated as constants and
where px,z denotes the probability density function with respect to the random variables x and z. The first and last equalities used the definitions of C(r; M, f,D) and ρ(r; M, f,D). Hence the relative capacities match if the relative densities match. We will show that relative densities match by showing ρ(r; M, f,D)dr = cnsr ns−1 dr,
because the right hand side is exactly the relative density for the low dimensional embedding ρ(r; S, fI , · 2) by Assumption 2. To compute the left hand side, we define r =r Hence we proved (18).
Proof of Theorem 5.2
Proof: It is immediate to verify that the empirical counting numberĈ(r) defined bŷ
is a consistent estimate of C(r), i.e., C(r) = lim N →∞Ĉ (r). Therefore, by letting N → ∞, we can replace all C(r) in the definition of p by C(r) and therefore we only need to verify 
where the second line used the fact thatp(n, ∆r) =p(n, ∆r/2) (Theorem 5.2). We obtained the third line by inserting the definition ofp, and the last line is obtained by keeping the first term in the Taylor expansion of the logarithm log(1 + x) ≈ x, where x = C(r+∆r)−C(r+∆r/2) C(r+∆r/2)−C(r)+p(n,∆r/2) = αγ 2 γ 2 + 1 n −Φ . The approximation has a small error if x 1, this is indeed the case here as the numerator of x can be written as C(r + ∆r) − C(r + ∆r/2) = c(r + ∆r) n − c(r + ∆r/2) n due to (13) , the denominator is greater thanp (r, ∆r) = c(r) n due to (13) and and (15) . Clearly the denominator is much larger than the numerator as long as ∆r r (We comment here that ideally, ∆r can be taken as small as we want. However, when the data is not dense enough, taking ∆r too small might result in no point falling inside the interval [r, r + ∆r]. Hence in the numerical simulation, ∆r is taken based on some small percentile of the sorted pairwise distances of the data). Inserting (25) intoq(n, ∆r) = n, we have n = β γ2 + 1 n −Φ + O(∆r).
By the definition ofΦ in (22), we know thatΦ(r + ∆r/2, r) = ∆r 4r + o(∆r). It is also easy to verify that α = 1 + O(∆r), β = 1 + O(∆r), γ2 = ∆r 2r + o(∆r). Rearranging the above equation, we get the following quadratic equation of n n = (β − 1) γ2 −Φ + O(∆r),
For sufficiently small ∆r, , so the equation has one positive root. As ∆r → 0, the equation becomes linear.
Proof of Theorem 5.3
Proof: The proof is similar to that of Theorem 5.2. LetĈ is the counting number defined bŷ In order to prove the theorem, we need to verify cr n(r) = lim ∆r→0p (n(r), ∆r).
To that end, we computeΦ(r , r) Φ(r , r) = 1 C(r ) − C(r) 
