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Text. In this paper we investigate higher order dimensional
Dedekind–Rademacher sums given by the expression
1
am0+10
a0−1∑
k=1
d∏
j=1
cot(mj)
(
πa jk
a0
)
,
where a0 is a positive integer, a1, . . . ,ad are positive integers prime
to a0 and m0,m1, . . . ,md are non-negative integers. We study
arithmetical properties of these sums. For instance, we prove that
these sums are rational numbers and we explicit good bounds
for their denominators. A reciprocity law is given generalizing a
theorem of Rademacher for the classical Dedekind sums and a
theorem of Zagier for higher dimensional Dedekind–Rademacher
sums. On the other hand, our reciprocity results can be viewed
as complements to the Beck reciprocity theorem. Taking m0 =
· · · = md = 0, we derive the reciprocity and rationality theorems
of Zagier.
Video. For a video summary of this paper, please click here or
visit http://www.youtube.com/watch?v=J1_5H28fgAg.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let d, ai be positive integers, a0, . . . , âi, . . .ad be positive integers prime to ai and m0, . . . ,md be
non-negative integers. For i = 0, . . . ,d, we consider the multiple Dedekind–Rademacher sum deﬁned
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C(ai;a0, . . . , âi, . . . ,ad |mi;m0, . . . ,m̂i, . . . ,md)
:=
⎧⎨⎩
1
a
mi+1
i
∑ai−1
k=1
∏d
j=0
j =i
cot(mj)(
πa jk
ai
) if ai  2,
0 if ai = 1.
(1.0.1)
As usual, x̂n means we omit the term xn .
Throughout this paper M := d +m0 + · · · +md and N denotes the set of non-negative integers. It
is clear that if
∑d
j=0
j =i
(mj + 1) = M −mi is odd, then the function: x →∏dj=0
j =i
cot(mj)(x) is also odd, so
the sum
∑ai−1
k=1
∏d
j=0
j =i
cot(mj)(
πa jk
ai
) is equal to zero, as it is easily seen by replacing k by ai − k. This
means that C(ai;a0, . . . , âi, . . . ,ad |mi;m0, . . . ,m̂i, . . . ,md) = 0 if M −mi is odd.
There are many reasons for being interested in sums of this type. First of all, for d = 2, m0 =m1 =
m2 = 0 we get the classical Dedekind sum:
C(a0;a1,a2) = 1
a0
a0−1∑
k=1
cot
(
πka1
a0
)
cot
(
πka2
a0
)
(1.0.2)
= 4s(a0;a1,a2), (1.0.3)
where s(a0;a1,a2) is the classical Dedekind–Rademacher sum deﬁned by
s(a0;a1,a2) :=
∑
k mod a0
((
ka1
a0
))((
ka2
a0
))
, (1.0.4)
and ((x)) is the sawtooth function deﬁned by
(
(x)
) := { {x} − 12 if x /∈ Z,
0 if x ∈ Z. (1.0.5)
Here {x} = x− [x] denotes the fractional part of x. The classical Dedekind–Rademacher sums general-
ized the originally classical Dedekind sum given by
S(a0,a1) :=
∑
k mod a0
((
ka1
a0
))((
k
a0
))
.
It is easy to obtain the Dedekind–Rademacher sum (1.0.4) in terms of cotangents (1.0.2)–(1.0.3), by
using the discrete Fourier series of the sawtooth function [15, p. 14]
((
n
p
))
= i
2p
p−1∑
k=1
cot
(
πk
p
)
e2π ikn/p. (1.0.6)
The expression (1.0.2) appears in the equivariant signature theorem as “signature defect” [2,5,4,3,6]
due to a cyclic singularity, resulting from a ﬁxed point isolated for the action of a cyclic group.
Classical Dedekind sums were originally introduced [12] in connection with the transformation,
under the modular group, of the Dedekind η-function
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∏
n1
(
1− e2π inz),
namely
logη
(
az + b
cz + d
)
= logη(z) + 1
4
log
(−(cz + d)2)+ iπ
12c
(
a + d − 2s(c;d,1))
with suitably chosen branches of the logarithm. The Dedekind sums have been extensively studied
and have turned up in various contexts [1,8–10,16,14,13,20,22,24,26], notably in connection with the
ideal decomposition law in quadratic ﬁelds [21] with the problem of generating random numbers [14]
and in the Hardy–Ramanujan partition formula [17,25]. For more applications of Dedekind sums, see
[2,7–9,11,29].
Finally, for an arbitrary even positive integer d and m0 = · · · = md = 0 we get, up to a constant
factor, the higher dimensional Dedekind sums:
C(ai;a0, . . . , âi, . . . ,ad | 0, . . . ,0) = 1ai (−1)
d/2d(ai;a0, . . . , âi, . . . ,ad). (1.0.7)
The sums d(ai;a0, . . . , âi, . . . ,ad) arise in the study of groups actions on the d-dimensional complex
manifolds and were originally introduced in [29]. In that paper, Zagier shows how to evaluate the
equivariant signature, deﬁned for manifolds on which a group acts and in particular he proves that
(1.0.7) is the sum of contributions from the various components of the ﬁxed-points set. The higher
order dimensional Dedekind sums are therefore related to the properties and classiﬁcation of higher
dimensional lens spaces.
The ﬁrst main result of this paper is a formula giving a rational expression for
C(a0;a1, . . . ,ad |m0;m1, . . . ,md).
This formula generalizes a theorem of Zagier for the higher dimensional Dedekind sums. The sec-
ond main result is the reciprocity law, which generalizes a theorem of Rademacher for classical
Dedekind and a theorem of Zagier for the higher dimensional Dedekind sums. Then we use it to esti-
mate the denominators of the higher order dimensional Dedekind–Rademacher sums C(a0;a1, . . . ,ad |
m0;m1, . . . ,md).
2. Statement of main results
The Bernoulli polynomials Bk(x) are deﬁned through
zexz
ez − 1 =
∑
k0
Bk(x)
k! z
k. (2.0.8)
The Bernoulli numbers are Bk := Bk(0). The Bernoulli functions Bk(x) are the periodized Bernoulli
polynomials:
Bk(x) := Bk
({x}).
Theorem 2.0.1. Let d, a0 be positive integers, a1, . . . ,ad be positive integers prime to a0 and m0, . . . ,md be
non-negative integers. We set H := 2M−m0(M−m0) . Then we havei (m1+1)···(md+1)
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= H
(
aM−m0−d+10
∑
0n1,...,nda0−1
a0|n1a1+···+ndad
Bm1+1
(
n1
a0
)
· · · Bmd+1
(
nd
a0
)
− Bm1+1(0) · · · Bmd+1(0)
)
.
Notice that everything occurring in the right side of this formula only depends on the values
of ni (mod a0), so that we could let them run through any complete set of residues. Note that
am0+10 C(a0;a1, . . . ,ad | m0;m1, . . . ,md) = a0C(a0;a1, . . . ,ad | 0;m1, . . . ,md). Since the coeﬃcients of
Bernoulli polynomials Bn(x) are rationals, we have not only found a ﬁnite and elementary expression
for the sums C(a0;a1, . . . ,ad | m0;m1, . . . ,md), but have also proved that is rational number whose
denominator is studied in Theorem 2.0.3 below.
Next we state the reciprocity law for these sums that allows us to compute them.
Theorem 2.0.2. Let d be a positive integer, a0, . . . ,ad be pairwise coprime positive integers and m0, . . . ,md
be non-negative integers. Assume that the integer
M = d +m0 + · · · +md is even.
Then we have
d∑
i=0
(−1)mimi !
∑
0,...,̂i ,...,d0
0+···+̂i+···+d=mi
(
d∏
j=0
j =i
a
 j
j
 j!
)
× C(ai;a0, . . . , âi, . . . ,ad |mi;m0 + 0, . . . ,m̂i + i, . . . ,md + d)
=
{
R + (−1)d/2 if all mi are zero,
R otherwise,
where
R = (−1)
M/22M∏d
i=0 a
mi+1
i
∑
j0,..., jd0
j0+···+ jd=M/2
d∏
i=0
a2 jii Ai, ji (2.0.9)
and
Ai, ji =
⎧⎪⎨⎪⎩
B2 ji
(2 ji−1−mi)!(2 ji) if ji is an integer (mi + 1)/2,
(−1)mimi ! if ji = 0,
0 otherwise.
(2.0.10)
Example. As an illustration, let us look at the case d = 2. We have M = 2+m0 +m1 +m2. Put
K = − (−1)
(m0+m1+m2)/22m0+m1+m2−1
am0+1am1+1am2+1
.0 1 2
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R = K
∑
k=1,2
2k
∑
I⊂{0,1,2}
|I|=k
S(I)
= 2K (S({0})+ S({1})+ S({2}))+ 4K (S({0,1})+ S({0,2})+ S({1,2}))
where
S
({0})= (−1)m0m0! ∑
j1(m1+1)/2
j2(m2+1)/2
j1+ j2=M/2
1
(2 j1 −m1 − 1)!(2 j2 −m2 − 1)!
B2 j1 B2 j2
j1 j2
a2 j11 a
2 j2
2 ,
S
({0,1})= (−1)m0+m1m0!m1! 2
(1+m0 +m1)!
BM
M
aM2 .
The expression of S({1}) (resp. S({2})) is obtained by replacing symbolically in S({0}) the indices
0,1,2 by 1,2,0 (resp. by 2,0,1); in other words, the index i is replaced by i + 1 mod (d + 1) (resp.
by i + 2 mod (d + 1)). In the same way, the expression of S({1,2}) (resp. S({0,2})) is obtained by
replacing symbolically in S({0,1}) the index i by i + 1 mod d (resp. by i + 2 mod d).
Remark 1. If M is odd, since
∑
0 jd
j =i
(mj +  j + 1) = M , each term on the left-hand side of the
reciprocity formula in Theorem 2.0.2 is zero.
In the following remarks we precise the relation between Theorem 2.0.2 and the existing litera-
ture.
Remark 2. When all mi are zero, we have M = d and Ai, ji =
(−1) ji 22 ji B2 ji
(2 ji)! , hence the right member of
the reciprocity formula in Theorem 2.0.2 becomes
R + (−1)d/2 = (−1)d/2
(
1− 2
d
a0 · · ·ad
∑
j0,..., jd0
j0+···+ jd=d/2
d∏
i=0
B2 ji
(2 ji)!a
2 ji
i
)
. (2.0.11)
This is the explicit version of the Zagier reciprocity formula [29, p. 158].
Remark 3. If we consider the case d = 2, m0 = m1 = m2 = 0 Theorem 2.0.2 gives us the famous
reciprocity laws for the classical Dedekind and Dedekind–Rademacher sums. Namely, taking a0 = a,
a1 = b, a2 = 1. If a, b are relatively prime then from Theorem 2.0.2 we get the famous Dedekind
reciprocity law [12]
S(a,b) + S(b,a) = −1
4
+ 1
12
(
a
b
+ 1
ab
+ b
a
)
, (2.0.12)
where S(a,b) = 14C(a;b,1).
Taking a0 = a, a1 = b, a2 = c. If a, b, c are pairwise coprime then we obtain Rademacher reciprocity
law [26]
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4
+ 1
12
(
a
bc
+ c
ab
+ b
ac
)
, (2.0.13)
where s(a;b, c) = 14C(a;b, c).
Remark 4. For arbitrary d, a0, . . . ,ad positive integers, a0, . . . ,ad being pairwise coprime and
m0, . . . ,md being non-negative integers, our Theorem 2.0.2 is a complement to Beck’s reciprocity the-
orem in [9].
Remark 5. In the general setting, the expression (2.0.9) of R can be written as
R = (−1)
(M+2)/22M−d−1∏d
i=0 a
mi+1
i
d∑
k=1
2k
∑
I⊂{0,...,d}
|I|=k
∏
i∈I
(−1)mimi !
∑
( ji)i /∈I
∗ ∏
i /∈I
(
1
(2 ji −mi − 1)!
B2 ji
ji
a2 jii
)
,
where the sum
∑∗
( ji)i /∈I runs over all ( ji)i /∈I such that
∑
i /∈I ji = M/2 and ∀i /∈ I , 2 ji mi + 1.
Remark 6. In general, we see that we can write R as
R = (−1)
(M+2)/22M−d−1
am0+10 · · ·amd+1d
d∑
k=1
2k
d∑
s=0
k−1∏
i=0
(−1)mi+smi+s!
×
∑
( jk+s,..., jd+s)
jk+s+···+ jd+s=M/2
2 ji+smi+s+1 (i=k,...,d)
d∏
i=k
(
1
(2 ji+s −mi+s − 1)!
B2 ji+s
ji+s
a
2 ji+s
i+s
)
where
i + s =
{
i + s if 0 i + s d,
i + s − d if d < i + s.
That is
i + s = i + s −
[
i + s
d
]
d.
In the following theorem we study the universal bound for the denominator of the higher order
dimensional Dedekind sums.
Theorem 2.0.3. Let d be a positive integer, a0,a1, . . . ,ad be pairwise coprime positive integers andm0, . . . ,md
be non-negative integers. We set
μ :=
∏
3pM+1
p prime
p[
M
p−1 ]
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 = gcd
(
μ;ad−10 (m1 + 1) · · · (md + 1)
d∏
j=1
∏
pmj
p prime3
p
)
.
Then we have
a0C(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ 2
m1+···+md

Z.
Remark 7. The reason that we are interested in μ and  is that these are the universal bounds for the
denominator of our higher order dimensional Dedekind sums. For any d, a0 being a positive integer,
a1, . . . ,ad being positive integers prime to a0 we obtain
a0C(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ 2m1+···+mdZ.
For instance, if m0 = · · · =md = 0, we obtain
a0μC(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ Z.
Then
μd(ai;a0, . . . , âi, . . . ,ad) ∈ Z.
This is the rationality theorem of Zagier [29, p. 160]. Note that our method gives us a simple and
new way to get this theorem of Zagier. The proof of Zagier is based on the Atiyah–Hirzebruch lemma
[5, p. 176] related to the denominator of the so-called Hirzebruch polynomials Lk [19, §1], which is a
cohomological one.
3. Proofs of main results
3.1. Proof of the rationality Theorem 2.0.1
We start by proving the following lemma.
Lemma 3.1.1. Let m be a non-negative integer, a be an integer 2 and k be an integer not divisible by a. Then
we have
cot(m−1)
(
πk
a
)
= 1
ma
(
2a
i
)m a−1∑
n=0
e−2π ikn/aBm
(
n
a
)
.
Proof. It is a direct application of the Fourier series expansion of Bm(x):
Bm(x) = − m!
(2π i)m
∑
∈Z\{0}
e2π ix
m
.  (3.1.14)
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A = 1
(m1 + 1) · · · (md + 1)ad0
(
2a0
i
)M−m0
.
We have
am0+10 C(a0;a1, . . . ,ad |m0;m1, . . . ,md)
= A
a0−1∑
t=1
d∏
j=1
a0−1∑
n j=0
exp
(−2π in jta j
a0
)
Bmj+1
(
n j
a0
)
= A
a0−1∑
t=1
∑
0n1,...,nda0−1
exp
(
−2π it
a0
(
d∑
j=1
n ja j
))
d∏
j=1
Bmj+1
(
n j
a0
)
.
Since
a0−1∑
t=1
exp
(
−2π it
a0
(
d∑
j=1
n ja j
))
=
{
a0 − 1 if a0 | n1a1 + · · · + ndad,
−1 otherwise,
it follows that
am0+10 C(a0;a1, . . . ,ad |m0;m1, . . . ,md)
= A
( ∑
0n1,...,nda0−1
a0|n1a1+···+ndad
(a0 − 1)
d∏
j=1
Bmj
(
n j
a0
)
−
∑
0n1,...,nda0−1
a0n1a1+···+ndad
d∏
j=1
Bmj+1
(
n j
a0
))
= A
(
a0
∑
0n1,...,nda0−1
a0|n1a1+···+ndad
d∏
j=1
Bmj+1
(
n j
a0
)
−
∑
0n1,...,nda0−1
d∏
j=1
Bmj+1
(
n j
a0
))
.
Finally note that this last sum is equal to
d∏
j=1
a0−1∑
n j=0
Bmj+1
(
n j
a0
)
=
d∏
j=1
a
−mj
0 Bmj+1(0)
= a−m1−···−md0
d∏
j=1
Bmj+1(0)
where we have used the classical Raabe formula [23]. This completes the proof of Theorem 2.0.1. 
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Let us consider the function f of the complex variable z deﬁned by
f (z) =
d∏
j=0
cot(mj)(πa j z).
Let ε be a ﬁxed real number with ε ∈]0,min0 jd 1/a j[. Let y > 0 be a real parameter. We set A =
(1−ε)+ yi, B = −ε+ yi, C = B and D = A, and we consider the rectangular path γ := [A, B,C, D, A].
We want to integrate f along γ by applying Cauchy’s Residue Theorem. The poles of f lying inside
γ are:
• the point z0 = 0 which is a pole of order M + 1;
• the points k j/a j , where k j = 1, . . . ,a j − 1, a j = 1 and j = 0, . . . ,d, which are distinct since the
integers a j are pairwise coprime. Every point k j/a j is a pole of f of order (mj + 1). By Cauchy’s
Residue Theorem, we have
1
2π i
∫
γ
f (z)dz = Res( f ,0) +
d∑
j=0
a j−1∑
k=1
Res( f ,k/a j).
Since 1 is a period of f , we see that∫
[D,A]
f (z)dz = −
∫
[B,C]
f (z)dz.
Furthermore, setting δ = ±1, we have for all real t
lim
y→+∞ cot
(m)(t + δyi) =
{−δi ifm = 0,
0 ifm 1.
Hence ∫
γ
f (z)dz = lim
y→+∞
( ∫
[A,B]
f (z)dz +
∫
[C,D]
f (z)dz
)
=
{
(1+ (−1)d)id+1 if allmi are zero,
0 otherwise
=
{
2id+1 if allmi are zero and d is even,
0 otherwise.
• Note that if a j = 1 the sum over k is equal to 0.
Therefore, we obtain
d∑
j=0
a j−1∑
k=1
Res( f ,k/a j) =
{−Res( f ,0) + id/π if allmi are zero and d is even,
−Res( f ,0) otherwise. (3.2.15)
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1. Residue of f at z = 0. The Laurent expansion of the cotangent at 0:
cot(w) = 1
w
+
+∞∑
j=1
(−1) j22 j B2 j
(2 j)! w
2 j−1 (0 < |w| < π)
implies
wm+1 cot(m)(w) = (−1)mm! +
∑
j integer
2 j−m1
(−1) j22 j−1B2 j
(2 j − 1−m)! j w
2 j
for every integer m 1.
For i ∈ {0, . . . ,d}, let us set
Ai, ji =
⎧⎪⎨⎪⎩
B2 ji
(2 ji−1−mi)!(2 ji) if ji integer (mi + 1)/2,
(−1)mimi ! if ji = 0,
0 otherwise.
(3.2.16)
The residue of f at 0 is then the coeﬃcient of zM in the expansion
zM f (z) =
d∏
i=0
zmi+1 cot(mi)(πai z)
= π−M−1
d∏
i=0
a−mi−1i
d∏
i=0
∑
ji0
(−1) ji (2πai)2 ji Ai, ji z2 ji .
So, we have
Res( f ,0) = π−M−1
d∏
i=0
a−mi−1i
∑
( j0,..., jd)∈Nd+1
j0+···+ jd=M/2
d∏
i=0
(−1) ji (2πai)2 ji Ai, ji
= (−1)
M/22M
π
∏d
i=0 a
mi+1
i
∑
( j0,..., jd)∈Nd+1
j0+···+ jd=M/2
d∏
i=0
a2 jii Ai, ji .
2. Residue of f at the other poles. For any integer ai > 1 and 1 k ai − 1, we have
Res( f ,k/ai) = (−1)mi mi !
ami+1i π
∑
(0,...,̂i ,...,d)∈Nd
 +···+̂ +···+ =m
d∏
j=0
j =i
a
 j
j
 j ! cot
(mj+ j)
(
πka j
ai
)
.0 i d d
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d∑
i=0
ai =1
ai−1∑
k=1
Res( f ,k/ai)
= 1
π
d∑
i=0
(−1)mi mi !
ami+1i
∑
(0,...,̂i ,...,d)∈Nd
0+···+̂i+···+d=mi
(
d∏
j=0
j =i
a
 j
j
 j !
) ai−1∑
k=1
d∏
j=0
j =i
cot(mj+ j)
(
πka j
ai
)
.
3.3. Proof of the universal bound Theorem 2.0.3
For the classical von Staudt–Clausen theorem we can see [18,27,28]. For now, let n be an even
positive integer. The von Staudt–Clausen theorem states that the structure of the denominator of Bn
is given by
Bn +
∑
p−1|n
p prime
1
p
∈ Z. (3.3.17)
For any non-negative integer m and any prime number p, let vp(m) denote the p-adic valuation of m.
We have the useful lemma.
Lemma 3.3.1. Let n be an integer  1. We denote by Dn the denominator of Bnn! . For any prime p, we have
vp(Dn)
[
n
p − 1
]
. (3.3.18)
Proof. Using the classical von Staudt relation (3.3.17), it’s easy to see that
vp (denominator of Bn) =
{
1 if p − 1 | n,
0 otherwise.
On the other hand, we have the well-known fact. For every prime number p
vp(n!)
{ [n/(p − 1)] if p − 1 does not divide n,
[n/(p − 1)] − 1 if p − 1 divides n.
This yields the desired lemma. 
Proof of Theorem 2.0.3. Let a0, . . . ,ad be non-negative integers and m0, . . . ,md be positive integers.
We ﬁrst apply Theorem 2.0.1 to determine the denominator of am0+10 C(a0;a1, . . . ,ad |m0;m1, . . . ,md).
Let D ′ be the denominator of
∑
0n1,...,nda0−1
a0|n1a1+···+ndad
Bm1+1(
n1
a0
) · · · Bmd+1(nda0 ). Then D ′ | D1 · · · Dd where
D j is the denominator of Bmj+1(
n j
a ) ( j = 1, . . . ,d). If (mj,n j) = (0,0), we have0
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(
n j
a0
)
= Bmj+1
(
n j
a0
)
=
mj+1∑
k=0
(
mj + 1
k
)(
n j
a0
)mj+1−k
Bk
= 1
a
m j+1
0
(
n
mj+1
j +
mj+1∑
k=1
(
mj + 1
k
)
ak0n
mj+1−k
j Bk
)
.
By von Staudt’s theorem, we know that if k is even, the denominator of Bk is
∏
p prime
p−1|k
p, and there-
fore
D j | am j+10
∏
pmj+2
p prime
p ( j = 1, . . . ,d). (3.3.19)
Thus we obtain
D ′ | 2da
∑d
j=1(mj+1)
0
d∏
j=1
∏
pmj+2
p prime3
p. (3.3.20)
Furthermore, if D ′′ is the denominator of Bm1+1(0) · · · Bmd+1(0), we have by von Staudt’s theorem in
the nontrivial case that all mj = 0 and all mj+1 are even, and then
D ′′ | 2d
∏
pmj+2
p prime3
p. (3.3.21)
So it follows that
am0+10 C(a0;a1, . . . ,ad |m0;m1, . . . ,md)
= 2
m1+···+mdN0
(m1 + 1) · · · (md + 1)ad−10
∏d
j=1
∏
pmj+2
p prime3
p
, (3.3.22)
where N0 ∈ Z.
Obviously, (3.3.22) can be written as
ad+m00
(m1 + 1) · · · (md + 1)
2m1+···+md
(
d∏
j=1
∏
pmj+2
p3 prime
p
)
C(a0;a1, . . . ,ad |m0;m1, . . . ,md) ∈ Z.
Remark. In the case m0 =m1 = · · · =md− = 0, md−+1 = · · · =md = 1, we see that
ad03
C(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ Z, (3.3.23)
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ad−10 3

a0−1∑
k=1
∏
j=1
cot′
(
πa jk
ai
) d∏
j=+1
cot
(
πa jk
ai
)
∈ Z.
In particular, if  = 0, we have
ad−10
a0−1∑
k=1
d∏
j=1
cot
(
πa jk
ai
)
∈ Z.
End of the proof of Theorem 2.0.3. We shall now apply Theorem 2.0.2. We begin by giving the de-
nominator of the rational number R deﬁned by (2.0.9). Write
d∏
i=0
a2 jii Ai, ji =
A
(2 j0)! · · · (2 jd)! B2 j0 · · · B2 jd
where A ∈ Z and denote by D the denominator of this rational number. By Lemma 3.3.1, we have for
all prime numbers p,
vp(D)
d∑
i=0
[
2 j0
p − 1
]

[
d∑
i=0
2 j0
p − 1
]
=
[
M
p − 1
]
.
Let
μ :=
∏
2<pM+1
p prime
p[
M
p−1 ].
It follows that
D | 2Mμ. (3.3.24)
It is then easy to deduce that the number R deﬁned by (2.0.9) can be written as
R = N
′
1
μ
∏d
i=0 a
mi+1
i
(
N ′1 ∈ Z
)
.
Therefore, by Theorem 2.0.2, we obtain
d∑
i=0
(−1)mimi !
∑
0,...,̂i ,...,d0
0+···+̂i+···+d=mi
d∏
j=0
j =i
a
 j
j
 j !
× C(ai;a0, . . . , âi, . . . ,ad |mi;m0 + 0, . . . ,m̂i + i, . . . ,md + d)
= N
μ
∏d ami+1 (N ∈ Z). (3.3.25)i=0 i
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ami+1i C(ai;a0, . . . , âi, . . . ,ad |mi;m0 + 0, . . . ,m̂i + i, . . . ,md + d)
= 2
∑
j =i m j+ j Ni
ad−1i
∏
j =i(mj +  j + 1)
∏
j =i
∏
pmj+ j
p prime3
p
= 2
m0+···+mdNi
ad−1i
∏
j =i(mj +  j + 1)
∏
j =i
∏
pmj+ j
p prime3
p
(3.3.26)
under the condition
∑d
j=0
j =i
 j =mi .
We note that μ/
∏d
j=0
j =i
∏
pmj+ j
p3 prime
p ∈ N, because mj +  j  M + 1 and the number of j such that
p mj +  j is less than
[
1
p
∑
j =i
m j +  j
]
=
[
M − d
p
]
.
Therefore, we can write the quantity in (3.3.25) as follows
2m0+···+md
d∑
i=0
(−1)mimi !
∑
0,...,̂i ,...,d0
0+···+̂i+···+d=mi
d∏
j=0
j =i
a
m j+1+ j
j
 j!
× 1∏d
j=0
j =i
(mj +  j + 1)
μ∏d
j=0
j =i
∏
pmj+ j
p prime3
p
Ni
ad−1i
∈ Z.
This gives
2m0+···+md
d∑
i=0
(−1)mimi !
∑
0,...,̂i ,...,d0
0+···+̂i+···+d=mi
d∏
j=0
j =i
a
m j+1+ j
j
 j!
× T∏d
j=0
j =i
(mj +  j + 1)
μ∏d
j=0
j =i
∏
pmj+ j
p prime3
p
Ni
ad−1i
∈ TZ
where T is the least common multiple of the numbers
d∏
j=0
j =i
(mj +  j + 1): i = 0, . . . ,d; 0 + · · · + ̂i + · · · + d =mi .
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2m0+···+md mi !∏d
j=0
j =i
 j!
T∏d
j=0
j =i
(mj +  j + 1)
μ∏d
j=0
j =i
∏
pmj+ j
p prime3
p
Ni
ad−1i
∈ TZ.
For instance, if i = 0 we have
ad−10 |
N0∏d
j=1(mj + 1)
μ∏d
j=1
∏
pmj
p prime3
p
sincem0 = 0 and 1 = · · · = d = 0. (3.3.27)
By (3.3.22) and (3.3.27) we thus arrive at⎧⎪⎪⎪⎨⎪⎪⎪⎩
ad−10 (m1 + 1) · · · (md + 1)
(
d∏
j=1
∏
pmj
p3
p
)
a0C(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ 2m1+···+mdZ,
μa0C(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ 2m1+···+mdZ.
(3.3.28)
This clearly implies the desired result that
a0C(a0;a1, . . . ,ad | 0;m1, . . . ,md) ∈ 2
m1+···+md

Z, (3.3.29)
where  = gcd(μ;ad−10 (m1 + 1) · · · (md + 1)
∏d
j=1
∏
pmj
p prime3
p). 
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