In this paper, we are concerned with the existence of single and multi-bump solutions of the
Introduction and main results
Consider the following quasilinear Schrödinger equation: 1) maineq where N ≥ 3, λ > 0 is a parameter, 4 < p < 2 · 2 * , and 2 * is the critical Sobolev exponent.
We are interested in the ground states solutions for (??), i. e. the positive solutions with least energy. Solutions of this type are related to the existence of the standing wave solutions for the following quasilinear Schrödinger equation: Due to its significant application in mathematical physic. Mathematically, equation (??) with k = 0 (semilinear case) has been attracting much attraction in recent years, lots of results concerning on the existence of for one-bump or multi-bump bound states solutions are obtained under the different assumptions on the potential function V (x). We refer the readers to Bartsch The current paper is concerned with the existence of one-bump or multi-bump bound states for the following quasilinear equation with frequency V (x):
Our hypothesis on V (x) are:
(V 1 ) V (x) ∈ C(R N , R) satisfies V (x) ≥ 0 and lim inf |x|→∞ V (x) > 0;
(V 2 ) Ω := int V −1 (0) is non-empty bounded with smooth boundary and Ω = V −1 (0);
For the proof of the main theorem, we follow the idea of Y. Ding and K. Tanaka [?] to modify the nonlinearity and use the decay flow. We point out that although the idea was used before in dealing with other problems, the adaptation to the procedure to our problem is not trivial at all. Since the appearance of the quasilinear term ∆(|u| 2 )u, we have to consider our problem in an Orlicz space and more delicate estimates are also needed.
To state the main results, we first introduce some necessary notations. We denote λV (x) by V λ (x). Formally, we define the functional J λ by:
Note that under our assumptions, the functional J λ is not well defined on X. We make the change of variables, which is first used by Liu and Wang in [?] .
is strictly monotone and hence has an inverse function denoted by
Now we introduce the Orlicz space (see [?] )
equipped with the norm:
Then E λ G is a Banach space (see [?] ). Let
Using the change of variable, we define the functional Φ λ on H λ G by
Then Φ λ is Gauteaux differentiable and the Gateaux derivative Φ λ (v) has the form:
Obviously, v ∈ H λ G is a critical point of Φ λ if and only if v is a solution of the following equation
Moreover, one can easily check that v is solution of (??) if and only if u = f (v) is a solution of (??).
We define the Nehari manifold N λ by:
We say that u = f (v) is a least energy solution of (??) if v ∈ N λ is such that c λ is achieved.
Note that under our assumptions, for λ large enough, the following Drichlet problem is a kind of limit problem:
where Ω = int{V −1 (0)}.
In fact, by a minor change of the arguments in Guo and Tang [?] , one can easily see that under the condition (V 1 ), (V 2 ) and 4 < p < 2 · 2 * , for λ large, c λ is achieved by a critical point of v λ of Φ λ such that u λ = f (v λ ) is a solution of (??). Furthermore, for any sequence λ n → +∞, v λn has a subsequence converging to v such that u = f (v) is a least energy solution of (??).
Thus by assumption (V 3 ), there is
is indeed a least energy solution defined on Ω i 0 and u = f (v) = 0 elsewhere. Thus it is natural to ask whether for a given j ∈ {1, 2, · · · , k}, (??) has a family solution u λ which converges to a least energy solution in Ω j and to 0 elsewhere? In this paper, we aim to answer this question and the answer is affirmative.
Moreover, we also can construct multi-bump type solutions.
Our main results are:
Then for any ε > 0 and any non-empty subset J of {1, 2, · · · , k}, there exists Λ = Λ(ε) > 0 such that, for λ ≥ Λ, (??) has a solution u λ such that where Ω J = ∪ j∈J Ω j . Moreover, for any sequence λ n → ∞, we can extract a subsequence of λ n i such that v λn i converges strongly in H 1 G to a function v(x) which satisfies v(x) = 0 for x ∈ Ω J , and u = f (v)| Ω j is a least energy solution of
is the least energy of (??).
esolution Corollary 1.2 Under the same assumption of Theorem ??, there exists Λ > 0 such that for λ > Λ, (??) has at least 2 k − 1 bound states .
The paper is organized as follows: In section 2, we give some estimates in Orlicz space. In section 3, we modify the functional by penalizing the nonlinearity. In section 4, we consider the compactness for the modified functional. In section 5, we give some asymptotic property for some sequences and prove, for λ large, the critical points of the modified functional are indeed critical points of the original one. Section 6 is devoted to the properties of the limit problem. In section 7,
we proceed a Minimax argument. In section 8, we prove the existence of critical points by a flow argument, the proofs of the main results are also delivered in this section.
Some estimates in the Orlicz space
We begin with a precise estimate between the Orlicz norm and some integrals in Orlicz space H λ G , namely:
nequality Lemma 2.1 There exists two constants C 1 > 0, C 2 > 0 such that for any v ∈ H λ G , it holds
For the proof of Lemma 2.1, we refer to [?] .
Let Ω j (j ∈ {1, 2, · · · , k}) be bounded open subsets with smooth boundary such that
and K be one of the following sets:
Proof. We follow the similar arguments as in the proof of Proposition 3.1 in [?] but with necessary modification. We omit it. 2
Penalization of the functional
To proceed, we introduce the cut-off function l(t) : R → R defined by
For fixed non-empty subset J ⊂ {1, 2, · · · , k}, set
We define
Then one can check that Ψ λ (u) ∈ C 2 (H λ G , R) and its critical points are solutions of
Compactness of the modified functional
has a strongly convergent subsequence in H λ G , where
We postpone the proof of Proposition 2.3 and firstly prove the following:
Then there exist two positive constants m(c) and M (c) which are independent of λ ≥ 1 such that
Proof.
Let
f (vn) , it follows from (??) and (??) that
where ε n → 0 as n → ∞. Thus
We obtain that
By Lemma ??, we get
It follows from Lemma ?? that
Thus v n λ is bounded as n → ∞ and
we have
This completes the proof of Lemma ??. 2
Proof of Proposition ??.
Moreover, by Proposition 2.8 in
Next we show that v n → v strongly in H λ G . Indeed, it follows from (??) and (??) that
In the following we shall estimate the above terms one by one. First of all, note that ∇v n ∇v
] is bounded , we have I = o(1) as n → ∞.
In the last equality, we use the facts that f 2 (v n ) f 2 (v) weakly and
is bounded.
where
Similarly, we have I 2 = o(1) as n → ∞.
As for I 3 + I 4 , we have
By the same reasons as we used in the above estimates for I 1 , we can see that the last two terms in the above equalities go to zero as n goes to infinity.
Thus
At last we arrive at:
On the other hand, since
We claim that both of the last two terms in the above last equality are going to be o(1) as n → ∞.
In fact, the first term goes to zero because that ∇v n ∇v, while the second term goes to zero is by using the dominate convergence theorem.
Thus we have
by Lemma 2.2 and the definition of l(t) , we get
for some constant C. By Proposition 2.1 (3) 
Some asymptotic behavior
We denote that H 0,1
Then there exists a subsequence of (v n ) ( still denoted by (v n ) ) satisfying
(5.4) 3.6 (ii) v n converges to v(x) in a stronger sense, namely
Proof.
By the similar arguments as we used in the proof of Lemma ??, we have
. (1) here we use the fact that
On the other hand, by Lemma ??, we have
Note that ||v|| λn indeed does not dependent on λ n . We have that v = 0 in Ω j for j ∈ {1, 2, ..., k} \ J and we finish the proof of (i).
Now we prove (ii). Indeed, by a similar argument as in the proof of Proposition ??, for n large,
we have:
This completes the proof of (ii).
For the proof of (iii). It is a direct consequence of (i) and (ii). In fact, from (ii) and (i), one can see that
Thus we have
Obviously, we get
We finish the proof of Proposition ??. 
Let B r (x) = {y ∈ R N : |x − y| < r}. Since v λ is a critical point of Ψ λ (v), we have
That is
Then our assumptions on V (x) implies that V 0 belongs to K loc N , the local Kato class and thus 
By Proposition ??, we see that for any sequence λ n → ∞, we can extract a subsequence of λ n
. By the arbitrary of λ n → ∞, we have
This completes the proof of Proposition ??. e:explain Remark 5.4 Proposition ?? shows that Ψ λ satisfies Palais-Smale condition. we can easily check that Ψ λ has actually a mountain pass geometry. Hence for each λ > 0 Ψ λ admits a nontrivial critical point u λ by mountain pass argument. In fact,
? for the definition of I Ω j (u) and (ω j ) ) and thus Ψ λ (u λ ) ≤ M , where M is independent of λ. As a result, by Proposition ??, we deduce the existence of a positive solution to (??) and thus a positive solution to the original problem (S λ ) for λ > Λ. However it is not clear that if such solutions concentrate on the set Ω J . The aim of the following parts of the paper is to focus on the solutions with such properties.
Limit problem se:limit
For j ∈ J we define the following two functionals:
By Lemma 2.2 in [?] and the following inequality
Following a standard argument ( see [?] ), one can see that both of I Ω j (v) and Ψ Ω j (v) satisfy the mountain pass geometry conditions. That is:
(ii) There exists ρ 0 > 0 and ρ 1 > 0 independent of λ ≥ 0 such that
Here we use the notation:
We define:
By Proposition 2.3 and Lemma 2.2 in [?] , it is standard to verify that Φ λ,Ω j (u) and I Ω j (u) satisfy Palais-Smale condition and c j , c λ,j are achieved by critical points. We denote the corresponding critical points by ω j (x) and ω λ,j (x) respectively.
We firstly have the following lemma:
Proof. By (??), it is easy to see that c λ,j ≥ ρ 1 . On the other hand, for any v ∈ H 0,1
we regard H 0,1
Thus we have (i).
Note that f (v) is monotone with respect to v, and so is |f (v)| p with respect to |f (v)|, the proof of (ii) and (iii) is standard, see [?] . Now we show (iv). Using Proposition 2.5, we may extract a subsequence λ n → ∞ such that
is a solution of (??) and
By the definition of c j , we have
Compare with (??), we get (iv) and this complete the proof of lemma 6.1. 2
Minimax arguments
Now we give a minimax argument for Φ λ (v) (see (??)).
We choose R ≥ 2 such that
Without loss of generality, we assume that J = {1, 2, · · · , l}(l ≤ k). Set
.
Note that the project t → tRω j belongs to Γ j and satisfies max t∈ [0, 1] I Ω j (tRω j ) = c j for any j ∈ J. Hence γ 0 ∈ Γ J and Γ J = ∅ and b λ,J is well defined. We denote c J = l j=1 c j , then we have:
where ρ 1 is given in (??), (??).
Proof. For any given γ ∈ Γ J , let
we define a map T :
To proceed, we consider the function of ρ(α) :
, where
By the proof of Lemma 3.2 in [?], we see that ρ 1 (α) is monotone increasing and ρ 2 is monotone decreasing and as a result, one can see that ρ(α) is monotone with respect to α. On the other hand, we note that 
Hence there exists (
Now we come to show (i).
Since γ 0 ∈ Γ J , we have
On the other hand, by (??), for any γ ∈ Γ J , there exists s γ ∈ [0, 1] l such that
Since γ ∈ Γ J is arbitrary, we have b λ,J ≥ c λ,J .
For (ii), by the definition of γ 0 , for
and I Ω j (s j Rω j ) ≤ c j for all j = 1, 2, · · · , l. On the other hand, for some j 0 ∈ J, s j 0 = 1 or s j 0 = 0 and thus I Ω j 0 (s j 0 Rω j 0 ) ≤ 0. Therefore
This completes the proof of Lemma ??. λn , thus v n is bounded in H 1 G and it turns out that Ψ λn (v n ) stays bounded as n → ∞. We may assume that (up to a subsequence )
Applying Proposition ??, we can extract a subsequence of v n (still denoted by v n ) such that (2)I Ω j 0 (v| Ω j 0 ) = 0, that is u| Ω j 0 = 0 for some j 0 ∈ J.
In case (1) where τ 0 = max{σ 0 ,
