Figure 1: Our novel unsupervised training algorithm is used to train a convnet to temporally align two videos captured in different environment settings. The neural network learns a content-aware similarity metric by embedding each frame into a feature space which is independent from factors like weather, traffic or seasons. For the extraction of a video alignment, we deploy a Dijkstra-based algorithm.
Introduction
Temporal video alignment (synchronization) enables various applications such as, but not limited to, video stitching for creating panoramic videos [Agarwala et al. 2005] , merging multiple takes of a scene into a single video [Rüegg et al. 2013] , automatic summarisation of videos [Ngo et al. 2005] and HDR video generation [Kang et al. 2003 ]. These algorithms are heavily dependent on a robust and accurate temporal alignment of video-frames between multiple videos. Aligning videos means to find a dense frame-toframe mapping for each time step in the involved videos with a consistency over time.
One straightforward way to align videos is by manually annotating sparse landmarks in frames using a video editing software. The * Indicates equal contribution.
video sequences are usually represented as "draggable" bars on a global time-line. The relative position of these bars represents a temporal relation between the clips. Yet, using such a tool to create markers and drag video clips requires extensive human interaction which could be time-consuming and error-prone. In addition, these tools make a strong, not necessarily true assumption, namely that the content between two landmarks is homogeneous and linear along the time dimension. This means that users are limited to specifying the start and end points of video clips. Then, given a set of landmark positions, the synchronization step then usually boils down to a linear interpolation with an accuracy dependent on the density of annotated frames.
One way to automate the process would be to record a synchronization signal during acquisition. Proposed solutions for this metainformation are Longitudinal Time Codes, genlock, GPS data or a landmark-based audio fingerprinting [Bryan et al. 2012] . Given this kind of temporal mapping, it becomes possible to spatially match the content from multiple frames using local descriptors. Solutions based on GPS data are as accurate as the very device which registered the data. Although these methods seem to produce acceptable to good results, in many real-world applications these explicit synchronisation signals are not available as most consumer cameras only encode the creation date of the video file in the meta-data.
In our setting, we use a collection of videos containing mostly overlapping driving routes over the course of a year under different daytime illuminations, varying of traffic conditions, i.e. temporary road works, rush hour congestions, etc., diverse weather conditions, i.e. clear skies, snowfall, rain, and seasonal environment appearance, i.e. effects of vegetation. Additionally, the videos mostly show journeys between the same two cities but still have a variation in start and end locations and the actual roads driven. Videos are captured by a dashboard camera without a fixed spatial mounting or any further synchronization meta-information like key-point frames. The temporal alignment of the videos thus poses a further challenge when trying to match stationary situations like waiting in traffic during rush hour with a video showing little traffic. The extensive variation in the data thus requires a non-linear algorithm like Dynamic Time Warping [Wang et al. 2014 ] to stretch a video clip to be in sync with its counterpart. Indeed, using a collection of common methods like Transfer Learning and exploiting the temporal coherence in videos [Mobahi et al. 2009 ], our approach learns to handle arbitrary videos.
The enormous range of possible variations in video content which also suffers from a noisy acquisition (e.g., different viewing angles, wipers, raindrops, camera transformation, etc.) requires context understanding of the entire scene rather than a simple local feature matching like histogram based methods using SIFT features [Wang et al. 2014] . Moreover, the videos might show interrupted content, e.g. when the lens is cleaned or the camera is remounted during recording. To robustly synchronize our videos, we propose a novel approach which is based on learning a content-based similarity metric by a Deep Convolutional Neural Network [LeCun et al. 1995] in an unsupervised manner, i.e. without any sort of annotation.
The presented model consists of three supporting steps.
• The similarity ranking of a given frame pair.
• A robust way of filtering those similarities such that undesired, structured noise is removed.
• A globally optimal path extraction from the filtered data.
With these steps a high precision training data is iteratively and automatically harvested from the video data improving with each iteration while learning to cope with the increasing complexity of the data.
The main contribution of this paper are:
-An unsupervised learning-based method for matching video frames from different videos under varying situations without annotations or synchronizations signals. -A direct application of similarity-learning using Artificial Neural Networks to replace an exhaustive nearest neighbour search over high dimensional feature vectors. -A robust computation of a matching tour for partially overlapping video pairs and automatically detected start and end points of the matching tour.
Related Work
The process of video alignment holds a natural relation to image alignment which was addressed by several studies, e.g. using stereo correspondence estimation [Scharstein and Szeliski 2002] or robust pixel descriptors [Liu et al. 2011 ].
Yet in contrast to the image alignment problem, for matching video frames several additional challenges as moving content, changes in perspective, illumination arise. While minor alignment errors would not be visible in vanilla image alignment, they become notable when replaying both videos synchronously.
Basic video alignment is commonly used in the field of human action retrieval or surveillance motion capture. Hereby, finding similarities of human actions in videos are based on dynamic time warping of various sensor features to track the human skeleton [Zhou and De la Torre Frade 2009 ].
This work is not the first to address spatio-temporal video alignment. [Lei and Yang 2006; Wolf and Zomet 2006; Tuytelaars and Gool 2004] have published a their take on tackling the issue. However, the proposed algorithms all assume a linear temporal correspondence.
[ Caspi and Irani 2002; Ukrainitz and Irani 2006] have looked into multi-sensor Alignment of motion and actions in videos. Yet, this, in a rather similar manner to [Lei and Yang 2006; Wolf and Zomet Figure 2: The 100-th frame from 9 random videos in our dataset, covering the high diversity of different lightning and weather conditions from dusk, bright sunshine to night-time and snow. Notice, the blurred image caused by rain drops.
2006; Tuytelaars and Gool 2004] , assumes a constant time shift between successive frames and does not address static scenes. Sand and Teller [2004] compute a matching-likelihood describing the 3d motion of a physical 3d point, which takes several minutes to compute for a second of video content. This enormous amount of computational complexity renders large-scale video matching infeasible.
A non-linear flexible solution was proposed by Wang et al. [2014] .
In their paper, they compute a matching histogram of SIFT features using approximate nearest neighbour search. Yet, for the synchronisation of two 500 frames long videos from our dataset, their method required a nearest neighbour search over 10 7 vectors in a 128 dimensional feature space which is computationally expensive. Comparing to [Wang et al. 2014] , our approach represents single a frame using a 1024-dimensional vector, allowing for a very fast direct computation of similarity matrices and content-based video search.
Learning to Synchronize Videos
In this section, we shortly discuss our dataset and then continue with describing our proposed method to synchronize a video pair. We look at a pair of videos a, b from a collection V of videos (a, b ∈ V). For the sake of simplicity, we only describe the synchronization of video pairs. The further extension of this method to multiple videos is then rather straightforward. For a synchronization of each pair of videos (a, b) we assume a pairwise partial overlap., i.e. video a should contain some frames, which are similar to frames of video b.
Dataset
The underlying dataset comprises of 1204 full-HD, 30FPS videos (1.8 TB of raw data) capturing a commuters' car journeys (each takes roughly 100min) captured on partially overlapping routes in Germany between April 2012 and March 2013 and spanning over approximately 16, 000km. The videos were captured using a GoPro Hero 3 camera mounted on the dashboard before every journey.
The dataset features both rural landscapes and urban scenes under various weather conditions all throughout the mentioned time period. Figure 2 illustrates randomly sampled video content. We have not applied video rectification, stabilization or any other kind of pre-processing in our approach except for down-scaling and mean subtraction.
Algorithm Outline
In this section, we shortly outline the learning approach to motivate the specific steps before providing more details regarding the actual implementation. The algorithm consists of two phases: the interpretation phase and the discovery phase.
Interpretation-Phase Given a frame-pair (at, bs) from videos a, b, one could either regard it as similar (yts = 1) or as different (yts = 0). In section 3.5 we describe how to automatically infer the labels yts for each frame-pair. For now we assume that yts is already given. We train a convolutional neural network to create a high dimensional vector representation of each frame, such that the matching distance space between two arbitrary frames is small for (at, bs) if and only if the given frame-pair is similar, i.e. yts = 1, and outside of a certain radius for different frames. This gives a learned matching distance
In our case δ is the Euclidean metric · 2 of the contentrepresentations f (at), f (bs).
Discovery-Phase
This phase automatically harvests new training data for the interpretation phase. We only assume the matchingdistance δ to be known. Now, for each pair of videos (a, b) with Ta and T b frames, respectively, a cost matrix C ∈ R Ta×T b + of nonnegative entries can be computed by
representing the matching distances of all frame-pairs in the videos. See the top row of Figure 5 for some examples of the cost matrix C obtained from this formulation.
Using a modified version of the Dijkstra algorithm and additional heuristics which are discussed in subsection 3.4, we get a temporal alignment of the videos. Given feedback from the temporal alignment we could now reliably detect and label matching video frames. Namely, the frame pairs along the matching tour are considered as positive training data (as, bt, yst = 1) for fine-tuning the neural network.
Alternating both phases (i.e. interpretation and discovery) in an iterative fashion yields a robust algorithm for aligning seasonal videos without any human intervention.
Throughout the rest of this section, we explain these steps in more detail.
Model Design
Prior to describing the architecture of our neural network, we shortly recap the idea of deep neural networks and their training process.
Probabilistic models label each possible configuration (frame-pairs) by a specific normalized matching probability. Maximizing the likelihood of a path would give the most probable matching tour. Unfortunately, computing these probabilities contains computationally challenging normalization terms. Instead we train a convolutional neural network [LeCun et al. 1995] to directly compute the a similarity metric δ(·, ·), which can be seen as associating an energy to input pattern pairs. A neural network f (θ) (·) with a set of Figure 3 : Let (as, bt) be a frame-pair. During training, the neural network is optimized to similarly embed positive pairs (a) while negative pairs are pulled away from each other, if their distance is smaller than a margin m.
parameters θ is a composition of parametrized functions
Hereby, each function F
represents a layer in the neural network, e.g. a linear operation x →θx, a non-linearity tanh(·), a convolution with learned filters or a max-pooling operation. Some of these layers contain trainable parameters, which are updated depending on the loss from the prediction, which we will cover now.
To evaluate the distance function between two video frames, we set δ as the Euclidean distance between two frames embedded by the network.
We first embed each frame of the pair using the same convnet in a Siamese manner [Bromley et al. 1994 ]. The embedding vectors of both frames are then used to compute the gradients wrt. the contrastive loss function 1 [Hadsell et al. 2006] . We therefore optimize the network parameters θ to be arg min θ y 1 2 δ(as, bt) 2 penalty for similar frames with large embedding distance
penalty for dissimilar frames with small embedding distance (1) for some margin m ∈ R. The first term penalizes positive framepairs with embeddings that are too far away from each other. The latter penalizes negative frame-pairs if they are too close to each other (closer than m).
We use the Siamese neural network approach [Bromley et al. 1994 ] to efficiently train a concept of similarity which generalizes to unseen examples. The Siamese architecture means parameter sharing for processing both inputs, such that all embeddings are calculated by the same set of parameters, see 
Loss L Figure 4 : Each frame x of the pair (as, bt) is encoded by our convnet as two 1024 dimensional vectors f (as) and f (bt). Training the network parameters θ is done by minimizing the contrastive loss from Eq.
( 1) convnet model, we choose the VGG-16 neural network layout [Simonyan and Zisserman 2014] , for it has demonstrated state-of-theart performance in various computer vision tasks. We then adapt the model by introducing an additional fully connected layer with 1024 output neurons. We fine-tune only the last five layers of the VGG and the additional embedding layer to adapt to the intended similarity metric while keeping the first few layers frozen.
Finding the Optimal Matching Tour
The second part of our approach is dedicated to finding a matching tour through the similarity matrices, i.e., rejecting implausible frame matches even when they are predicted as similar by our neural network. This step essentially introduces the time dimension into the algorithm, yielding a full synchronization of the processed videos. It also acts as a filtering algorithm for the data, removing mislabelled pairs and thus providing more reliable training data for the next interpretation phase. From the current state of the trained neural network we are given a metric δ and a cost matrix C as described above. We then pre-process the cost-matrix and apply a path-finding step.
Preprocessing Particularly in the early iterations, the similarity matrices produced by our neural network contain a lot of noise, since it is not yet fully trained for the task. This noise exhibits a low-rank structure, since any frame that is not correctly embedded is likely to corrupt an entire column (or row) of the similarity matrix, see top-row of Figure 5 . Additionally, some of the pairs are, indeed, rather similar although we would actually like to treat them as different. For example, many journeys through rural areas with little information but crop fields on both sides of the road appear extremely similar.
Observing this kind of regularity in the noise allows for a filtering using a low-rank approximation. This is achieved by using the singular value decomposition U ΣV ⋆ of the cost matrix C which gives Cn = n k=1 U k Σ k V ⋆ k as the n-th low-rank approximation. We refer to C − Cn as the "cleaned" cost matrix. The result is illustrated in the mid-row of Figure 5 using n = 20. In the following we only refer to the cleaned version of the cost matrix. Abusing notation we Figure 5 : The upper row shows the computed similarity matrices from the first iteration in our training process. As they are clearly noisy, directly applying Dijkstra's algorithm would fail. The lower row shows the cleaned cost matrices based on the observation that the noise can be approximated by a low-rank matrix. This preprocessing makes finding a path significantly robuster. In all the cleaned matrices, the correct path was found.
would further denote the cleaned cost matrix as C.
Finding a matching tour After getting the cost matrices from our neural network and filtering out noise in the preprocessing phase, the only step missing for aligning a video pair is to find a plausible path through its respective cost matrix. We formulate this problem as a shortest-path problem. Hereby, each frame pair (ai, bj) included in the path penalizes the length of the entire tour by cij. To remove any human interaction we tackle the problem of video synchronization under uncertainty regarding the location of the partial overlap of a given video pair in contrast to [Wang et al. 2014] . There might even be a road-detour, forcing a correct alignment to include separate parts of the videos. Non-matching regions might corrupt the entire path when searching for the global optimum over the entire matrix. Therefore, we partition the cost matrix along one time dimension into multiple column-stripes. The stripes are 35 pixels wide corresponding to 70 frames, a parameter which was determined from experiments as a good point in the middle between having too much and too little temporal information.
In order to ensure that paths are not bound to start at the top-left corner of each stripe, we further add zero-padding to the left edge of the stripes, i.e. the time dimension of only one of the videos (in contrast to [Wang et al. 2014] ). This enables almost complete freedom regarding the location of each match and limits cases of stripes suffering from imprecise information introduced by non-matching stripes. Following the matching of all stripes, we then stitch all those local matches back together to get a robust global matching tour which does not necessarily span through the entire cost matrix.
Finding a local matching tour in each stripe is done by applying Dijkstra's algorithm from Si to Si+1 (see Figure 7) . We only allow three directions, downwards, rightwards and a diagonal bottomright step, which prevents circular tours and drastically reduces the computational complexity. Each possible path P = (Si, p1, p2, . . . , pn, Si+1) ∈ P
from Si to Si+1 has an associated matching cost defined as We use w(x) := x 6 to add a higher penalty for bad frame-matches. Considering each stripe individually might generate locally optimal paths, which are not necessarily a part of the correct global matching tour. So instead of combining all local optimal paths, we compute a set of candidate paths P ′ S from all possible paths PS per stripe, which meets the following properties:
1. The bound π(P ′ ) < η · π(P ) holds for P ′ ∈ P ′ S and random paths P ∈ PS. A true path segment should have significantly lower matching cost than a random path in the current stripe. We use η = 0.215.
2.
The path has non-zero costs, i.e. π(P ′ ) = 0 for P ′ ∈ P ′ S to avoid trivial self-alignment from noisy tagged video duplicates.
3. The path P ′ ∈ P ′ S does not feature a longer region of constant horizontal or vertical slop. This normally occurs when one video is longer than the other and a zero-padding is added to keep the cost matrix square.
The path P
′ ∈ P ′ S can be seamlessly stitches together with a candidate path P ′ − /P ′ + from the previous/following stripe with a tolerance of τ frames in each direction.
From all remaining paths the path with minimal costs is returned. Parameters of this heuristic are more conservatively applied in the early stages of training since the not yet fully optimized neural network produces a lot of noise. These are later relaxed, mostly in the form of relaxing the thresholds mentioned above. In practise, this heuristics are implemented as an indicator function Γ(P ), which adds ∞ to the matching costs in (3) if one of these constraints is violated.
Generating the Training Data
After calculating the cost matrices and extracting the matching tours, we can use the extracted data for further training of the convolutional neural network. The quality of the training data has an extensive impact on the success of any machine learning algorithm. Too simple training samples (like consecutive frames for positive : Given a cost matrix C, we split up one video by dividing the cost matrix into stripes. Each entry in C represents the similarity of the corresponding frame-pair. Finding the local shortest path in each stripe independently and testing the global plausibility by stitching them together, we get reliable matching tour through for synchronizing video a and b.
pairs) would allow the neural network to "cheat", i.e. learning Euclidean distance of the frame pixels δ ′ (ai, bj) without good generalization. On the other hand, in order to generate highly diverse training samples, one would either need a fully trained neural network or labelled data. To resolve this chicken-egg problem we iteratively add robustly classified training data, exploiting the current state of the distance measure combined with the robust tour estimation. By doing so, we also apply the concept of curriculum learning proposed in [Bengio et al. 2009 ] which showed that training a neural network with an increasing data complexity helps to achieve a quicker convergence.
While random sampling of negative training pairs is sufficient in the initial training iteration, these quickly become dully simple. Therefore, we mix them with more challenging training examples obtained frame pairs which are part of local candidate paths P ′ S but not used in the global matching tour. Initially, we had expected that using only those challenging frame-pairs would result in a strong, useful set of negative training samples. In practice however, picking only hard samples had a negative influence on the training process, as many of the pairs were challenging even for human observers, like straight roads along crop fields with no further information.
Initial Training Data
Each video file in the dataset is only tagged with a date. To initially generate training pairs, we use consecutive frames within arbitrary videos, i.e. extracting frames (at, at+η) with η sampled uniformly in η ∼ U ([1, x]), with x initialized to 5 and slowly increased to 25 with convergence (this also supports our curriculum leaning scheme). Negative examples are simply random frames (at, as) with a minimal margin between t and s of 500 frames. Although we could have randomly sampled frames from different videos here, this would have an additional variation in image content, i.e. weather conditions, which would have taught the network to rely on vague visual cues.
Re-Generate Training Data
Assuming the first stage of training using the initial training data has converged, we randomly select video pairs a, b ∈ V, a = b with a distance of at most d days. We start by embedding the dataset and calculating the similarity matrices for all video pairs within a date range d of 10 days. While we could actually compare all pairs regardless of date differences, we have noticed a drop in both the quality and the quantity of the results for larger values of d. This could be explained by the nature of the videos, demonstrating lesser difference within a short period of time comparing to videos taken months apart. Furthermore the variation in daylight, road conditions and weather is likely to remain rather consistent over a short period of time.
We then look for all matching tours in the analysed data as outlined in Section 3.4 and used our freshly labelled data for a further optimization for the convnet. We repeat these steps while increasing d with each iteration first to 30 and then to 60. This is accompanied by an increase in the amount of matches even within the initial 10 day range. The number of correctly recognized pairs rose from 55, 355 pairs after the first iteration to 207, 890 after the second. The 60 day range seemed to suffice to link the different seasons. Additionally, the increased diversity in the training data leads to higher accuracy and reduced noise at the embedding-phase. This can be seen in Figure 6 where the exact same pair was compared during the different stages of training.
Note that the independence from human intervention as well as the lack of labelled data during the training phase could eventually lead to some generated training data, especially in early iterations, being mislabelled. However, we have witnessed this to only affect a very small proportion of the data (roughly 2%, changes between iterations) and due to the large amounts of data we use to train our convnet, this exhibits a little to no impact on our results.
Applications
The presented learning of visual similarity in scenes yields a dimensionality reduction which maps full HD video frames to 1024 dimensional embedding vectors. This reduces the total size of the video collection from 3.5 TB to 181 GB. Instead of touching videos directly their embeddings can be used instead which enables new applications in computer graphics. In addition to video synchronisation we outline two additional applications, namely querying an entire snippet and the extension of composing a video across several seasons.
Video Query With Consistency over Time
One application of this neural network encoding allows for a very efficient video similarity search, querying for all related video snippets with the same route/location. Hence, it avoids the need for an expensive nearest neighbour search based on multiple SIFT features per frame or alternative encoding techniques like VLAD [Jegou et al. 2010] and Fisher-Vectors [Perronnin and Dance 2007] .
Finding all similar frames is usually be done by applying an exhaustive search over all possible embeddings. Rather than finding only similar frames, we are interested in extracting all frames from which adjacent frames are also reasonable close over time wrt. the query sequence. It seems to be reasonable to include these additional information from the surrounding frames of the query for robust time-window-based queries.
Therefore, we propose to combine the learned per-frame similarity metric δ and the globally optimal path extraction from the cost matrix to allow these time-window-based queries. Let qs ∈ V be a query frame for some s ∈ N. And let k ∈ N be a time window, such that the video sequence consists of frames Q = (q ℓ ) ℓ=s−k,s−k+1,...,s+k , q ℓ ∈ V. Ranking the cost matrices Ci between Q and all N video snippets vi=1,2,...,N according the costs (ci)i=1,...,N of the matching tour gives a list of possible candidates of related video snippets (see Figure 8 ).
Although this video retrieval approach might be significantly accelerated by some sort of advanced index structure, it processes 140 key-frames per second.
Compositing Videos with automatic transitions
Interpreting the output of the neural network as matching similarities, one might use these information to find optimal cut transitions between multiple video takes. Not only could the cost matrices be used for aligning more than one video pair (a, b) at the same timeone could also globally optimize a particular key frame in order to transition from video a to video b.
First, for a given frame we query all related video snippets with partial overlap. Then, we use the resulting cost matrices to find the optimal transitions.
Experiments and Results
We have conducted several experiments to asses the performance of our algorithm. The following results are obtained on a workstation with an Nvidia Titan X GPU. We demonstrate the robustness on aligning a couple of challenging scenes. To evaluate our method despite missing ground truth, we pursue two approaches. First, we compared our convnet prediction of similarity to the SIFT-based histogram matching from [Wang et al. 2014] . Next, we add an artificial blur to the input frames (though they already contain motion blur) or blank out an area in the image to examine the robustness of both approaches.
Performance
The VGG convnet requires the resizing of input data to 227 × 227 pixels. This necessity adds a small overhead to the processing time, which could be saved by executing as a pre-processing step, once for the entire dataset. The large quantity of data makes it impossible to pre-load the entire dataset to the GPU or to the RAM. Yet we have witnessed a significant decrease in loading time (IO time) when, prior to training/embedding, storing the pre-processed video data on a local SSD. When loading the raw data from the file server, the system is able to align 70 frames per second including preprocessing, embedding, generation and clean-up of the similarity matrix and path optimization. During training with a batch size of 50 pairs and the pre-processed data loaded from the file sever, we have experienced an IO time of ∼ 17 seconds and ∼ 1.7 seconds for the forwards and backwards computations on the GPU.
Robust Alignment
In order to demonstrate the robustness of the whole alignment procedure, videos in various different settings are aligned. Figure 1 shows the successful alignment through different weather conditions with and without headlights. Disturbances on the windscreen such as dirt (Figure 9a ), raindrops or a sweeping wiper (Figure 9b ) hardly influence the estimated path. The approach is further robust against varying traffic conditions, parked cars and even construction sites in various stages. Various camera orientations and even drastic changes in the camera position, e.g. due to a lane change (up to 2 meters) are correctly handled, see Figure 10 .
Comparison to a SIFT Histogram Based Approach
We have re-implemented the approach of extracting SIFT features from unprocessed video frames (approx. 1k SIFT features each) in full HD resolution and applying a fast approximate of a nearest neighbour search. Please note, that finding SIFT features was applied to the high-res image (1920 × 1080 pixels), while our network operates on a down-scales image (227 × 227 pixels). Scaling down the frames would most certainly result in a more reasonable running time, yet, as can be seen in Figure 11 , even for the full size images, the SIFT based method fails to find enough common features to properly align two videos.
Qualitative Performance For a fair evaluation we add the step of cost cleaning, described in subsection 3.4, based on the low-rank approximation of the cost matrix to the pipeline of [Wang et al. 2014 ] with a manual tuning of the rank approximation. Still, we were unable to use the SIFT histogram approach to align videos of acquisition dates exceeding 4 months, see Figure 11 . SIFT fails to match corresponding frames from these videos probably due to a wide variance in appearance, e.g. a snow covered surrounding compared to a captured landscape in spring.
Runtime The usage of a neural network compares favourably to a SIFT based approach concerning the run time and storage requirements. With a relative small footprint of 550MB to store the weights it can process 70 frame-pairs per second, compared to the gigabytes and 9 fps required for matching SIFT vectors using a state-of-the-art GPU based nearest neighbour search 2 .
2 The library FLANN [Muja and Lowe 2009 ] required more than 4 days.
Training Neural Network
To solve the video alignment problem, we used a pre-trained VGG in our Siamese Neural-Network. Training and evaluation experiments were done using the python framework Thenao [Bastien et al. 2012] . The optimization method used was RMSprop [Tieleman and Hinton 2012] in mini-batches of 50 frame-pairs.
The contrastive loss hyper-parameter m is initialized to the median radius calculated from the pairwise distances over 10 mini-batches. This helps keeping the gradients from getting too large or too small for the negative pairs and resembles the pseudo-hard negatives mentioned by [Schroff et al. 2015] .
We observed no convergence when training solely with hard negative training samples, i.e. frame-pairs for which the neural network thinks that they are similar but they do not pass our heuristic for the global matching path. Therefore, our negative dataset was compiled with an equal amount of easy, random samples and those hard samples.
Testing Robustness of the Video Retrieval
Instead of computing SIFT matching-histogram, the neural network is able to encode relationships within scenes, leading to better performance through understanding the context. The application of the Dijkstra-based matching algorithm allows for coherent matches over multiple frames. To challenge our approach we manipulate one video of the video pair in two ways:
Corrupt Video Parts For exploring the robustness of this method beyond videos of dusk, rain, fog, night, we applied a Gaussian blur to the full-sized frame pairs. Whereas SIFT-based synchronization failed to find a proper match, it made no difference to the convnet.
Blank Frame Areas
Another way of testing robustness was to replace a part of a frame by a black rectangle.
In both of the above mentioned cases, the proposed method had no trouble finding the correct alignment tour. SIFT-based matching, however, started failing even on small disturbances. See the supplementary material for the respective results.
Limits and possible Future Work
Our technique is subjected to a number of limitations. First, ignoring the high-res input drops discriminative local information and probably results in less accurate estimation of the similarity function. This could be optimized by experimenting with different neural network architectures such as the recent residual networks [He et al. 2015] . Since the local information plays an important role in the accuracy of the system, it could benefit from integrating the dimensionality reduction, currently done in pre-processing, into the network in the form of larger pooling kernels. However, this would render the usage of pre-trained weights though impossible and would require a sufficient, high resolution dataset to pre-train on.
Another modification to the network could be cosine similarity loss function instead of the contrastive loss. As recently shown in [Cheng and Kartsaklis 2015] , the cosine similarity tends to improve accuracy comparing to the contrastive loss in some NLP tasks. We would therefore like to explore its advantages when applied to vision related tasks.
At the moment, we apply a tough constraint to the Dijkstra implementation by only allowing it progress in three directions. This has proven sufficient for non-linear matches and we have not yet encountered videos where it has lead to false negatives. Yet, as the network becomes more robust, we hope to no longer require this kind of constraint.
Conclusion
To our knowledge, we present the first application of a deep convolutional neural network to align videos without any human intervention and no need for manually created labels. During training, the system autonomously harvests training samples from a large video dataset of driving sequences, alternating between improving the learned similarity measure and robustly aligning videos for the next iteration. Alignment is further improved by removing the lowrank noise from computed similarity matrices and by exploiting Dijkstra's algorithm to estimate a globally optimal path. We demonstrate that the proposed approach manages to cope well with videos showing drastic changes in environment settings caused by road conditions or seasonal effects. Our method tolerates large changes in appearance that cannot be handled by other existing methods. Its practicability is demonstrated in several applications namely video synchronization, video query and compositing of seasonal-varying videos.
This neural network as a black-box in the fashion of transfer learn-SIFT costs cleaned costs ours cleaned costs a b Figure 11 : Although, there should be a matching tour through the entire video snippet, it is not possible to align both videos using SIFT features [Wang et al. 2014] . Rows a and b show a few frames from each video taken in September 2012 and February 2013 respectively. Training from frame-pairs with a large time horizon allows to learn similarities even between these videos. The cost matrix in our approach contains reasonable information for most frames.
ing to predict similarity between videos frames could also be embedded in other video applications. Finding similar frames in massive video collections using frame embeddings and matching in small window frames allows for finding matches which are also plausible over time. Describing the entire scene by one embedding vector rather than a collection of local features further reduces the computational complexity of exhaustive nearest neighbour search. The described training procedure can be transferred to other methods of video manipulation.
