Abstract-Gaussian mixture models (GMM) have been widely and successfully used in speaker recognition during the last decades. They are generally trained using the generative criterion of maximum likelihood estimation. In an earlier work, we proposed an algorithm for discriminative training of GMM with diagonal covariances under a large margin criterion. In this paper, we present a new version of this algorithm which has the major advantage of being computationally highly efficient. The resulting algorithm is thus well suited to handle large scale databases. We carry out experiments on a speaker identification task using NIST-SRE'2006 data and compare our new algorithm to the baseline generative GMM using different GMM sizes. The results show that our system significantly outperforms the baseline GMM in all configurations, and with high computational efficiency.
INTRODUCTION
Most of state-of-the-art speaker recognition systems rely on the generative training of Gaussian Mixture Models using maximum likelihood estimation and maximum a posteriori estimation [1] . This generative training does not however directly optimize the classification performance. For this reason, discriminative training approaches have been an interesting and valuable alternative to address directly the classification problem [2] , and lead generally to better performances than generative methods. For instance, Support Vector Machines (SVM) combined with GMM supervectors are among state-of-the-art approaches in speaker recognition [3] .
Recently a new discriminative approach for multiway classification has been proposed, the Large Margin Gaussian mixture models (LM-GMM) [4] . The latter have the same advantage as SVM in terms of the convexity of the optimization problem to solve. However they differ from SVM because they draw nonlinear class boundaries directly in the input space, and thus no kernel trick/matrix is required. While LM-GMM (and their LM-HMM extension [5] ) have been used in speech recognition, they have not been used in speaker recognition (to the best of our knowledge). In an earlier work [6] , we proposed a simplified version of LM-GMM which exploit the fact that traditional GMM systems use diagonal covariances and only the mean vectors are maximum a posteriori (MAP) adapted. The resulting training algorithm is more efficient than the original one, however we found that it is still not efficient enough to process large scale databases such as in NIST'SRE campaigns [7] .
In this paper, we propose a new and fast training algorithm which is suited for such large scale applications. To do so, we exploit the fact that in general not all the components of the GMM are involved in the decision process, but only the k-best scoring components. We also exploit the property of correspondence between the MAP adapted GMM mixtures and the Universal Background Model (UBM) mixtures. We carry out experiments on a speaker identification task using NIST-SRE data. The results show that our new algorithm is not only highly efficient but also significantly outperforms the baseline GMM.
The paper is organized as follows. After a brief overview on Large-Margin GMM training with diagonal covariances in section 2, we describe our new fast training algorithm in section 3. Experimental results are then reported in section 4.
II. OVERVIEW ON LARGE MARGIN GMM WITH DIAGONAL
COVARIANCES (LM-DGMM) Most of state-of-the art speaker recognition systems use diagonal-covariances GMM. In these GMM based speaker recognition systems, a speaker-independent world model or UBM is first trained with the EM algorithm [8] from tens or hundreds of hours of speech data gathered from a large number of speakers. The background model represents speakerindependent distribution of the feature vectors. When enrolling a new speaker to the system, the parameters of the UBM are adapted to the feature distribution of the new speaker. The adapted model is then used as the model of that speaker. It is possible to adapt all the parameters, or only some of them from the background model. Traditionally, in the GMM-UBM approach, the target speaker GMM is derived from the UBM model by updating only the mean parameters using a MAP algorithm [1] , while the (diagonal) covariances and the weights remain unchanged.
Making use of this assumption of diagonal covariances, we proposed in [6] a simplified algorithm to learn GMM with a large margin criterion. This algorithm has the advantage of being more efficient than the original LM-GMM one [4] , [9] while it still yielded similar or better performances on a speaker identification task. In our Large Margin diagonal GMM (LM-dGMM), the first (initialization) step is to model each class (speaker) c by a GMM with M mixtures using MAP adaptation of the UBM. The m th Gaussian is parameterized by a mean vector , a diagonal covariance matrix dimension, and a non negative scalar factor corresponds to the weight of the Gaussian.
the n th segment (i.e. n th speaker training data). For each x nt total number of classes, we determine the index m nt of the Gaussian component of the GMM modeling the class y n which has the highest posterior probability. This index is called proxy label. For each example x nt , the goal of the training algorithm is to force the log-likelihood of its proxy label Gaussian m nt to be at least one unit greater than the log-likelihood of each Gaussian component of all competing classes. That is, given criterion is given as:
Then, these multiple constraints are fold into a single one
In a segmental training scheme, the LM-dGMM criterion is written as:
The loss function to minimize for LM-dGMM is then given by:
III. LM-DGMM TRAINING WITH K-BEST GAUSSIANS

A. Description of the new LM-dGMM training algorithm
Despite the fact that our LM-dGMM is computationally much faster than the original LM-GMM of [4] , [9] , we still encountered efficiency problems when dealing with high number of Gaussian mixtures. Indeed, even for an easy 50 speakers identification task as the one presented in [6] , we could not run the training in a relatively short time with our current implementation. This would imply that large scale applications such as NIST-SRE, where hundreds or thousands of target speakers are available, would be infeasible in reasonable time (for instance, 5460 target speakers are included in the NIST-SRE'2010 core condition, with 610748 trials to process involving 13325 test segments [10] ). In order to develop a fast training algorithm which could be used in large scale applications, we propose to drastically reduce the number of constraints to satisfy in (2) . By doing so, we would drastically reduce the computational complexity of the loss function and its gradient, which are the quantities responsible for most of the computational time. To achieve this goal we propose to use another property of state-of-the-art GMM systems, that is, decision is not made upon all mixture components but only using the k-best scoring Gaussians.
In other words, for each x n and each c, instead of summing over the M mixtures in the left side of (2), we would sum only over the k Gaussians with the highest posterior probabilities selected using the GMM of class c. In order to further improve efficiency and reduce memory requirement, we exploit the property reported in [1] about correspondence between MAP adapted GMM mixtures and UBM mixtures. We use the UBM to select one unique set S nt of k-best Gaussian components per frame x nt , instead of (C-1) sets. This leads to a (C-1) times faster and less memory consuming selection. Thus, the higher the number of target speakers is, the greater computation and memory saving is.
More precisely, we now seek mean vectors that satisfy the large margin constraints in (4) :
The loss function becomes:
This loss function remains convex and can still be solved using dynamic programming.
During test, we use again the same principle to achieve fast scoring. Given a test segment of T frames, for each test frame x t we use the UBM to select the set E t of k-best scoring proxy labels and compute the LM-dGMM likelihoods using only these k labels. The decision rule is thus given as:
B. Handling of outliers
We adopt the strategy of [4] to detect outliers and reduce their negative effect on learning. Outliers are detected using the initial GMM models. We compute the accumulated hinge loss incurred by violations of the large margin constraints in (4): h n measures the decrease in the loss function when an initially misclassified segment is corrected during the course of learning. We associate outliers with large values of h n . We then re-weight the hinge loss terms in (5) by using segment weights We solve this unconstrained non-linear optimization problem using the second order optimizer LBFGS [11] .
In summary, our new and fast training algorithm of LM-dGMM is the following:
• For each class (speaker), initialize with the GMM trained by MAP of the UBM,
• select Proxy labels using these GMM,
• select the set of k-best UBM Gaussian components for each training frame,
• compute the segment weights,
• using the LBFGS algorithm, solve the unconstrained non-linear optimization problem according to (8) IV. EXPERIMENTAL RESULTS We carry out experiments using NIST-SRE'2004 [12] and 2006 [13] data and compare the performances of the baseline GMM and our new LM-dGMM system on a speaker identification task.
The feature extraction is carried out by the filter-bank based cepstral analysis tool Spro [14] . Bandwidth is limited to the 300-3400Hz range. 24 filter bank coefficients are first computed over 20ms Hamming windowed frames at a 10ms frame rate and transformed into Linear Frequency Cepstral Coefficients (LFCC) [15] . Consequently, the feature vector is composed of 50 coefficients including 19 LFCC, their first derivatives, their 11 first second derivatives and the deltaenergy. The LFCCs are preprocessed by Cepstral Mean Subtraction and variance normalization [16] . We applied an energy-based voice activity detection to remove silence frames, hence keeping only the most informative frames. Finally, the remaining parameter vectors are normalized to fit a zero mean and unit variance distribution. We use the state-of-the-art open source software ALIZE/Spkdet [17] , [18] for GMM modeling. A maledependent UBM is trained using all the telephone data from the NIST-SRE'2004. Then we train a MAP adapted GMM for each speaker of 50 male target speakers belonging to the NIST-SRE'2006 primary task (1conv4w-1conv4w). The corresponding list of 11600 trials is used for test. Session variability modeling and score normalization techniques are not used in our experiments. The so MAP adapted GMM define the baseline GMM system, and are used as initialization for the LM-dGMM one. Table I shows the speaker identification accuracy scores of the two systems using different number of GMM mixtures (M = 16, 32, 64, 128, 256). All these scores are obtained with the 10 best proxy labels selected using the UBM, k = 10. The results of Table I show that the LM-dGMM algorithm yields significantly better accuracy than the GMM system in all configurations. In particular, our best system achieves 77.6% speaker identification rate, while the best GMM achieves 74.6%. This is a 3% improvement which shows that our discriminative training significantly outperforms the classical generative one.
Moreover, the LM-dGMM system with 256 Gaussians required less than 2 hours for train and test (estimated on an Intel XEON 64bits 3.16GHz Processor, with 6MB of L2 cache and 24GB of RAM). This shows that by relaxing the margin constraints, we could not only develop a relatively accurate algorithm for speaker identification, but also a highly efficient one.
V. CONCLUSION
We presented a new simplified algorithm to train LargeMargin GMM by using the k-best scoring Gaussians selected form the UBM. This algorithm is highly efficient which makes it well suited to process large scale databases such as in NIST'SRE. We carried out experiments on a speaker identification task using NIST'SRE data. The results show that we achieve significantly better accuracy than the baseline GMM system with high computational efficiency. These encouraging results suggest that this framework should be further investigated and applied to large scale applications. Our future work will be to apply this new algorithm to speaker verification under NIST'SRE conditions.
