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Abstract 
Roos, T., Voronoi diagrams over dynamic scenes, Discrete Applied Mathematics 43 (1993) 243-259. 
Given a finite set S of n points in the Euclidean plane [E’, we investigate the change of the Voronoi 
diagram VD(S) and its dual, the Delaunay triangulation DT(S), under continuous motions of the 
underlying points. 
It is the idea to use the topological dual of the Voronoi diagram that is shown to be locally stable 
under sufficiently small continuous motions, in opposite to the accompanying Voronoi diagram which 
is reconstructed from its dual only when it is needed. We present an efficient, numerically stable update 
algorithm for the topological structure of the Voronoi diagram in a dynamic scene, using only O(log n) 
time for each change (which is worst-case optimal). Furthermore, we develop fast algorithms for 
inserting and deleting points at the edge of the dynamic scene. 
There are a lot of related problems in computational geometry, as for example the dynamic convex 
hull and the dynamic nearest neighbor problem, but also applications in motion planning and pattern 
recognition in dynamic scenes. 
1. Introduction 
One of the most fundamental data structures in computational geometry is the 
Voronoi diagram. In its most general form, the Voronoi diagram W(S) of a set 
S of n objects in a space E is a subdivision of this space into maximal regions, so 
that al1 points within a given region have the same nearest neighbor in S with regard 
Correspondence to: Dr. T. Roos, Theoretische Informatik, ETH Zentrum, CH-8092 Ziirich, Switzerland 
*This work was supported by the Deutsche Forschungsgemeinschaft (DFG) under contract (No 
88/10-l). 
0166-218X/93/$06.00 0 1993 - Elsevier Science Publishers B.V. All rights reserved 
244 T. Roos 
to a general distance measure d. In fact the Voronoi diagram contains all of the 
proximity information defined by the given set in a powerful and computationally 
useful manner. Also Voronoi diagrams are not only an easy way for the simulation 
of idealized natural processes, but they have interesting and sometimes surprising 
mathematical properties. Not least they are efficiently constructable. These are the 
reasons for their large distribution in other scientific disciplines like physics, biology 
and medicine (for a survey compare [4]). 
When Shamos and Hoey [28] introduced the Voronoi diagram for a finite set of 
points in the Euclidean plane [E2 into computational geometry, they improved a 
whole lot of worst-case bounds of related problems. Since then, Voronoi diagrams 
in all variations appear as an increasingly interesting object of research. We note 
only a few important generalizations: 
l The number of nearest neighbors: k-nearest neighbor Voronoi diagrams for 
sets of points [6,9,17]. 
l The underlying objects: Voronoi diagrams for sets of polygons [f&11,30]. 
l The number of nearest neighbors and the underlying objects: k-nearest neighbor 
Voronoi diagrams for sets of convex polygons 1261. 
l The distance function: Voronoi diagrams under L,-metrics, convex distance 
functions [6,7,20] and weighted Voronoi diagrams [3,5,18]. 
l The space: Voronoi diagrams in the [Em [lo]. 
But just as diverse as the generalizations of Voronoi diagrams are the techniques for 
their construction. Apart from the classical divide and conquer technique [28], there 
are also incremental approaches [13] and sweepline algorithms Ill]. 
Until now, only static Voronoi diagrams were studied. A first approach for the 
dynamization of Voronoi diagrams was presented by Gowda et al. [ 121, who in- 
vestigated an algorithm for inserting and deleting single points, each in linear time 
with the help of so-called Voronoi trees. 
But when modeling real dynamic scenes, the parallel continuous motion of the 
points-together with a fast update of the Voronoi diagram-is desirable. And it 
turns out, that already under small continuous motions of the sites-in which case 
the above approach requires a total recalculation of the entire Voronoi diagram-an 
update of the Voronoi diagram needs much less time. 
The main result of the present work consists in the dynamization of the underly- 
ing objects. In Section 2 an investigation of the topological structure of Voronoi 
diagrams is given in detail, i.e., the incidence relations between the elementary ob- 
jects of Voronoi diagrams as vertices, edges and faces. In the next section we study 
the changes of the topological structure-the so-called topological events. In Sec- 
tion 4 we present an algorithm for the update of an existing Voronoi diagram under 
continuous motions of the underlying sites, together with a reversible algorithm for 
inserting a.nd deleting points at the edge of the continuous scene. Since the presented 
algorithms are not only fast and numerically stable, but also easy to implement, they 
are of great practical interest. Finally, in Section 5, we investigate the special case 
of piecewise straight continuous motions. 
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2. The topological structure of Voronoi diagrams 
This section summarizes the elementary definitions concerning classical Euclidean 
Voronoi diagrams, where closeness is defined by the Euclidean distance function d. 
Given a finite set of ~13 points in the Euclidean plane [E2 
S := {P,, . . . ,P,}. 
First of all let us define the perpendicular bisector of P; and Pj by 
B(P;, Pj) := {X~ [E2 1 d(X, P;)=d(X, Pj)} 
and the Voronoi polygon of Pi by 
v(P,) := {XE E2 1 Yj#i d(X,P;)Id(X,Pj)}. 
The vertices of the Voronoi polygons are called Voronoi points and the bisector 
parts on the boundary are called Voronoi edges. Finally let 
VD(S):={O(Pi) 1 P;ES} 
denote the Voronoi diagram of S. 
The embedding of the Voronoi diagram provides a planar straight-line graph that 
we call the geometrical structure of the underlying Voronoi diagram. For a survey 
of elementary properties of Voronoi diagrams we refer to [lo, 241. 
Now we turn our attention to the dual graph of the Voronoi diagram, the so- 
called Delaunay triangulation’ DT(S). If S is in general position, every bisector 
part in VD(S) corresponds to an edge and every Voronoi point in I/D(S) to a triple 
in DT(S). The use of the dual graph not only has numerically advantages, but also 
allows a clearer separation between geometrical and topological aspects. 
We now 
aminations 
We extend 
and 
introduce a one-point compactification to simplify the following ex- 
and algorithms. Therefore we consider the modified basic set 
S’:=Su{w}ctE2:=[E2u(oo}. 
the definition of a Voronoi polygon to u(w) := (031, 2 obtaining 
VD(S’) = I/D(S) U o(m) 
DT(S’)=DZ-(S)U{(P;,w) 1 P;ES~~CH(S)}, 
i.e., in addition to the Delaunay triangulation DT(S), every point on the boundary 
of the convex hull K’H(S) is connected to 03. 
’ Notice that LIT(S) is only a triangulation, if S is in general position, i.e., no four points of S arc 
cocircular and no three points of S arc collinear. Otherwise there exist different completions to a 
triangulation (compare [24]). 
’ Thereby u(m) is a degenerate Voronoi point in infinity. 
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Fig. 1. 
We call the underlying graph of the extended Delaunay triangulation DT(S’) the 
topologicalstructure of the Voronoi diagram. In opposite to DT(S), DT(S’) has the 
fine property that there are exactly three adjacent triples to every triple in DT(S’), 
as Fig. 1 shows. 
Summarizing our previous results we have the following theorem characterizing 
triples in DT(S’). 
Theorem 2.1. Let S be a finite set of points in general position and v(P;, Pj, Pk) the 
center of the circumcircle C(Pi,Pj,P,) of the three points, then the following 
statements are equivalent: 
(Pi, Pj, Pk) E DT(S’) e V(Pi, Pj, Pk) is a Voronoi point in VD(S). 
e C(Pi, Pj, Pk) contains no point Of S in its 
interior. 
{Pi, Pjy m} E DT(S’) H Pi and Pj are neighboring points of S on 
the boundary of the convex hull XX(S). 
After this qualitative characterization of the topological structure DT(S’), we 
mention its quantitative properties. As DT(S’) is a complete triangulation of the ex- 
tended plane p-i.e., every triple is bounded by exactly three edges and every edge 
belongs to exactly two triples--Euler’s polyhedron formula implies the following 
theorem. 
Theorem 2.2. Given a set S of n points in general position and let E’ and T’ denote 
the number of edges and triples of the topological structure DT(S’) of the Voronoi 
diagram I/D(S). Then we have E’= 3(n - 1) and T’= 2(n - 1). 
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Therefore the number of edges and triples of the topological structure DT(S’) re- 
mains linear. Furthermore it is easy to see that the hardest part of constructing a 
Voronoi diagram is to determine its topological structure, because the geometrical 
structure of a Voronoi diagram can be derived from it by a simple flow of the exist- 
ent Delaunay triples in DT(S’) in linear time. In addition, the geometrical structure 
is determined only locally by its topological structure, namely in the neighborhood 
of the corresponding Voronoi point. This implies the possibility of a local update 
of the Voronoi diagram after a local change of one or more points in S. 
3. Topological events 
In this section we consider the case of continuously movingpoints and investigate 
those situations where the topological structure of the Voronoi diagram changes. 
Therefore, given a finite set of n 13 continuous curves in the Euclidean plane iE2, 
S:= {Pi, . . ..P.} 
with Pi: R -+ [E’, t H Pi(t), under the following assumptions: 
(A) The points move without collisions, i.e., Vi+j Vt E R Pi(t) #Pj(t). 
(B) There exists an instant to E R where S(t,) is in general position. 3 
Let us consider the situation in a moment t E R in which all points in S := S(t) are 
in general position. By investigating the continuity of a suitable product of deter- 
minants, it is easy to see that a sufficiently small continuous motion of the points 
does not change their general position. 
Furthermore, the topological structure DT(S’) is completely determined on the 
one hand by the active Voronoipoints4 in W(S) which correspond to the existent 
triples in LIT(S) and on the other hand by those points of S that lie on the boundary 
of the convex hull XH(S) or by the extended triples in DT(S’), respectively. 
Therefore we only have to distinguish two different situations in which the 
topological structure changes. 
Case 1: The appearance (disappearance) of an inactive (active) Voronoi point. 
Case 2: The appearance (disappearance) of a point on the boundary of the convex 
hull. 
In accordance with Theorem 2.1 characterizing triples in DT(S’), the first case 
requires the cocircularity of four points of S(t + E), while the second case needs 
the collinearity of three points of S(t +E), where E is a small positive number. In 
both cases the loss of general position of the points in ,S(t + E) (for a short time) is 
3 Or in other words-where no four points in S’(t,) are cocircular. 
4 I.e., those Voronoi points which appear in the first order Voronoi diagram. 
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necessary for changing the topological structure of the Voronoi diagram. This leads 
to our first basic theorem that describes the local stability of the topological struc- 
ture DT(S’). 
Theorem 3.1. For a finite set of points in general position, the topological structure 
of the Voronoi diagram is locally stable under sufficiently small continuous motions 
of the sites. However, the geometrical structure changes in the neighborhood of the 
moving points. 
Therefore we have seen, that the loss of general position of the points S(t) is 
necessary for changing the topological structure DT(S’(t)). Now the question for 
sufficient conditions arises. With this intention, we proceed with a detailed in- 
vestigation of the elementary changes of the topological structure of a Voronoi 
diagram. However, for that purpose, we need some aid in the form of two con- 
tinuous functions: 
XP, YP, 4, +r;, 1 1 
INCZRCLE(Pi, Pi, Pk, PI) := 
Xf, YP, xi, + Yi, 1 
XPk YP, xi* +Y;k 1 ’ 
CC W(P;, Pj, Pk) := 
I 
YP, 4, + Yi, 1 I Xp, 
XP, YP, 1 
XP, YP, 1 
XPK YP, 1 
They have the following properties (compare [ 141): 
(1) INCIRCLE(P,, Pj, Pk, P,) = 0 * P;, Pj, Pk and PI are cocircular. 
(2) INCIRCLE(Pi, Pj,P,, P/)50 * PI lies to the !$, of the oriented circle 
c(pi9 Pjv pk)* 
(3) The function INCIRCLE(P,, Pj, Pkr P,) is cyclically alternating. 
(4) CCW(Pi, Pj, Pk) * Pi, Pj and Pk are collinear. 
(5) CCW(P,, Pj, Pk)<O * Pk lies to the $$ of the oriented line l(P,, Pj). 
Fig. 2. 
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Now we are able to study the elementary changes of the topological structure. We 
show that they can be characterized as so-called SWAPS of adjacent triples in 
DT(S’), except for degenerate cases. In our first case above an inactive triple 
{Pi, Pj, Pk} becomes activated, if the last point PIES leaves the variable circle 
C(P,, Pi, Pk). As well an active triple (Pi, Pj, Pk) becomes inactivated, if a point 
P/ES enters the variable circle C(P,, Pi, Pk). If we assume in the moment of cocir- 
cularity that no other point of S lies on the circle C(Pi, Pi, Pk, P,) and that the 
points are arranged in this way in counterclockwise order, then the change cor- 
responds to the reversible SWAP-transition’ of the topological structure DT(S’) 
(see Fig. 2). 
AS we see in the figure, the activation of the triple (Pi, Pi, Pk) corresponds to a 
left-to-right transition, while the deactivation of the same triple corresponds to the 
opposite direction. As well, the transition is equivalent to a fusion and disap- 
pearance of the two original Voronoi points in the moment of cocircularity, while 
the two dual Voronoi points are generated (compare property (3)). Also a real zero 
crossing of the function INCIRCLE(Pi, Pi, Pk, P,) happens (compare property (2)), 
because the point P, changes the side of the oriented circle C(Pi, Pj* Pk), while these 
points cannot change their orientation in the moment of cocircularity. 
Considering our second case, the appearance or disappearance of a point P, E S 
on the boundary of the convex hull KX(S) is equivalent to the activation or deac- 
tivation of the extended Delaunay edge (P,, 00). At first, (P,, m) becomes activated, 
if P, enters the boundary of the convex hull between two points P, and Pk. Accord- 
ing to the characterizing Theorem 2.1, the triples {Pi, Pk, P,} and {P,, Pk, CO} exist 
in the topological structure already shortly before P, enters the boundary of the 
convex hull. If we assume in the moment of collinearity, that no other point of S 
lies on the line f(P,, P,, Pk) and if we regard the interior of the infinite circle 
through the three points Pi, Pk and co as the open half plane that is bounded by the 
line /(Pi, Pk) and lies outside the convex hull CH(S), then we can apply the results 
of our first case.6 The deactivation of the edge (P,, 00) can be dealt with analogous- 
ly. TO summarize our results, we present the following theorem. 
Theorem 3.2. Elementary changes in the topological structure of the Voronoi 
diagram I/D(S) are characterized by S WAPs of adjacent triples in DT(S’), except 
for degenerate cases. 
In this context the original advantage of the one-point compactification becomes 
s We do not consider tangential touches, because they do not really change the topological structure 
of the Voronoi diagram. If we have piecewise differentiable curves, we can check easily, whether there 
is only a tangential touch or not. 
6 If we consider P, as 03, the activation of the extended dual edge (P/, a) corresponds to a right-to-left 
transition in the previous sketch. 
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apparent. Both cases can be treated likewise in the extended dual graph Or(Y) by 
simple SWAPS of diagonal edges of adjacent triples. 
In the following we call a pair of adjacent triples in DT(S’) a quadrilateral. It is 
easy to see, that every quadrilateral corresponds to an edge of the topological struc- 
ture DT(S’). Therefore with the help of Theorem 2.2 we have a total number of 
3(n - 1) quadrilaterals in DT(S’). 
Up to now we left one difficulty out of consideration, namely the cases, where 
more than four points in S are cocircular or more than three points in S are collinear 
at the same time, or in other words where at least two adjacent quadrilaterals wap 
at the same time.7 
Therefore let P 1, . . . , Pk, k> 5, be points of S which are cocircular at a moment 
t E IR. Additionally we assume that there is no further point of S in the interior of 
the circumcircle C(P,, . . . , Pk) and that the points appear in counterclockwise order. 
On closer examination, it is easy to see, that all edges of neighboring points 
(Pi, Pi+ J EDT(S) are locally stable. Consequently it suffices to retriangulate the 
interior of the convex polygon (P,, . . . , Pk) at a moment t +E. However, it is 
necessary to select E > 0 in such a way, that the moment of retriangulation precedes 
the next topological event. If we use the triangulation algorithm for convex 
polygons presented in [2], the retriangulation requires O(k) time. 
In the case of neighboring collinear points P,, . . . , Pk, k2 4, of S on the boundary 
of the convex hull XX(S) the same effect appears. Again a retriangulation of the 
extended po Iygon (PI, . . . , Pk, =) is necessary at a moment t + E, where E > 0 is suffi- 
ciently small. 
4. Dynamic scenes 
In this section we present an algorithm for the update of the topological structure 
of a Voronoi diagram under continuous motions of the points in S. In the previous 
section topological events are characterized by moments of cocircularity or col- 
linearity of neighboring points. Therefore it is necessary that-according to proper- 
ties (1) and (4)- the zeros of the functions INCIRCLE(...) and CCW(...) are 
calculable. So we demand the following additional assumption: 
(C) The zeros of the functions INCIRCLE(Pi,Pj,Pk,P,) and CCW(Pi,Pj,Pk) 
are calculable in constant time. 
We achieve this assumption, for example, in the case of piecewise polynomial curves 
of bounded degree (as we see in the next section in the special case of linear mo- 
tions). Now we already proceed with a coarse sketch of the algorithm: 
’ Quadrilaterals that are not adjacent may swap in no particular order, because they do not affect 
each other. 
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Algorithm 4.1. Preprocessing: 
(1) Compute the topological structure DT(S’(to)) of the starting position.’ 
(2) For every existing quadrilateral in DT(S’(t,)) calculate the potential 
topological events. 
(3) For the set of potential topological events build up a balanced SWAP-tree. 
Iteration : 
(1) Determine the next topological event and decide whether it’s a SWAP or a 
RETRIANGULATION. 
(2) Process the topological event and do an update of the SWAP-tree. 
Next we look closer to the individual steps of the algorithm and their running time 
and storage requirements. In the first preprocessing step, we compute at first the 
Delaunay triangulation DT(S(t,)) for example with the help of the divide and con- 
quer algorithm presented in [14].9 Thereafter we complete DT(S(t,)) with the ex- 
tended dual edges, obtaining the topological structure DT(S’(t,)) in total 
O(n log n) time and linear storage. 
In the second preprocessing step, we continue with a flow of the quadrilaterals 
in DT(S’(t,)). This means, for quadrilaterals {P;, Pj, Pk, P,} EDT(S’(t,)) we 
calculate the zeros of the function ZNCZRCLE(Pi, Pj, Pkr P,) and for those of the 
form (Pi, Pj,Pk, a} EDT(S’(to)) we compute the zeros of the function 
CCW(P,, Pj, Pk). Under assumption (C), this step can be done in linear time and 
space. 
In the third preprocessing step, we build up the SWAP-tree for the set of potential 
topological events. There the topological events are stored according to their tem- 
poral appearance together with a reference to their corresponding quadrilateral. Us- 
ing assumption (C), this step and therefore the entire preprocessing step requires 
optimal O(n log n) time and O(n) space. 
To determine the next topological event in the first iteration step, we use a simple 
minimum query in the tree which requires O(log n) time. Furthermore if we assume 
that the number of cocircular and collinear points in the degenerate cases remains 
constant (anything else is completely unlikely), then the decision can be done in con- 
stant time. 
Before we analyze the second iteration step, we firstly ask what happens in the 
neighborhood of a SWAP. It is easy to see, that each SWAP destroys only four 
quadrilaterals while other four quadrilaterals are generated.” Therefore all we 
s Note that S(re) is in general position according to assumption (B). 
9 This algorithm is exceptionally useful for this task, because the used quad-edge data structure makes 
possible a fast derivation of the geometrical structure of the Voronoi diagram and the accompanying 
convex hull. 
to We have already seen earlier that the total number of quadrilaterals always remains 3(n- 1). 
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have to do is to delete the four destroyed quadrilaterals and their corresponding 
topological events in the SWAP-tree and insert the four new ones. In the case of 
a degenerate situation there is also only a constant number of destroyed and newly 
generated quadrilaterals. Altogether the total amount of time used by the second 
iteration step is O(log n). We’ll prove in the next section, that this result is already 
worst-case optimal under linear motions of the points by presenting an example 
where the topological events require @(log n) time each. Additionally we have seen, 
that only the really necessary topological events are performed. Consequently we 
have shown the first part of our second basic theorem. 
Theorem 4.2. Given a finite set S(t) of n continuous curves under the assumptions 
(A), (B) and (C). The motion of thepoints requires optimal O(n log n)preprocessing 
time and O(n) storage. Every topological event that appears can be treated in 
O(log n) time, which is worst-case optimal. Furthermore there are at most O(n4) 
topological events during the entire flow of the points. 
We easily verify the second part of this theorem, because there are at most 
(“i ‘) E 0(n4) quadrilaterals, each of which generates at most a constant number of 
topological events. A more precise estimation is presented in the case of piecewise 
straight curves in the following section. 
We proceed with a simple reversible algorithm for inserting and deleting points 
at the edge of the dynamic scene-or in other words-outside a relevant window. 
First we consider the case of inserting a new point P,, + 1. 
It is the idea to insert the point sufficiently distant from the convex hull CH(S), 
so that the Delaunay triangulation DT(S) remains stable and only some extended 
dual edges must be changed. To achieve this situation, we demand in accordance 
with Theorem 2.1, that P,, I lies outside all circumcircles C(P,, Pj, Pk) with 
(pitPj,Pk)EDT(S)- 
It is apparent, that this is equivalent to the demand, that P,,+, lies outside 
CH(S) and all bounding circumcircles C(P,, Pjv Pk) with {Pi, Pj, Pk} EDT(S) and 
{Pi,Pk, m} EDT(S’). With that, P,+ 1 lies on the boundary of the new convex hull 
XH(S U {P,, + 1}). Therefore it is sufficient to triangulate CH(S U {P, + 1})\ CH(S). 
The convexity of CH(S) implies, that there is only one possibility to triangulate this 
region: by connecting P, + , to every visible point on the boundary of the convex 
hull XX(S). After that, we terminate the algorithm with an update of the extended 
Delaunay edges. This leads to the following algorithm. 
Algorithm 4.3. Process the following steps: 
(1) Calculate the upper tangent P,, + 1, Pi and the lower tangent P,, + 1, Pk of P, + 1 
onto the convex hull CH(S) and, using them, also the visible points of S on the 
boundary of the convex hull XH(S). 
(2) For every visible point PjE SnXH(S): 
- Delete the extended Delaunay edge (Pj, 00). 
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Fig. 3. 
- Add the Delaunay edge (P, + r, Pi). 
(3) Add the Delaunay edges (P,+ i, a), (Pi, a~> and (Pk, 03). 
Consequently we obtain a transition between the topological structures DT(S’) 
and DT(S’U {P,,+l}) as shown in Fig. 3. This whole procedure is indeed reversible 
under this transition so that we obtain an efficient algorithm for inserting and 
deleting points at the edge of the dynamic scene. The next theorem summarizes the 
running time requirement of Algorithm 4.3. 
Theorem 4.4. Let k : = 1 S fl aCH(S) / be the number of poin ts of S lying on the boun- 
dary of the convex hull. The insertion and deletion of a single point at the edge of 
the set of points S requires optimal O(k) elementary steps. 
Naturally we can use other existing algorithms for inserting points at arbitrary 
places (compare [14]) which uses O(n) time. However, only complicated linear-time 
algorithms for deleting points are known so far (see [2]). Therefore it might be better 
to remove a point at an arbitrary place in two steps by using the previous algorithms. 
5. Linear motions 
In the following we study the probably most important case of linear motions of 
the points. Let 
P;(t)=a,t+b,, 
ai,bjE R2, ie {I, . . . . n}, be the straight curve” of the point Pi. 
We investigate two cases: the motion of one point and the motion of all points. 
First, the following lemma examines our two previously defined functions IN- 
URCLE(. ..) and CCW(...) which describe the necessary conditions for changes of 
the topological structure DT(S’). 
‘I Note that the velocity of the point P, is constant. 
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Lemma 5.1. Let Pi(t), Pj(t)v Pk(t) and P,(t) be four linear curves under the 
assumptions (A) and(B). Then there are at most four instants, where the four-points 
Pi, Pi, Pk and P, become cocircular and at most two moments, where the three 
points Pi, Pj and Pk become collinear. 
Using property (1) the cocircularity of the four points is equivalent to 
ZNCIRCLE(Pi(t), Pj(t), Pk(t), P,(t)) = 0. 
However, this is obviously a real polynomial of degree 54 which is not identically 
zero, because of the claimed general position at one moment to (compare assump- 
tion (B)). Therefore this polynomial has at most four real zeros. With the help of 
property (4), the collinearity of the three points is equivalent to 
CCW(P;(t), Pj(t), Pk(t))=O. 
Using the same argument, we show that this polynomial of degree 52 has at most 
two real zeros. Therefore we have proved the above lemma and also, that our special 
case satisfies assumption (C). Indeed there exist collision-free motions of points, 
where the stated upper bounds occur. 
Next we consider the case of moving only one point Pi E S which means leaving 
the other points fixed. As we have stated earlier, topological events are characterized 
by SWAPS of adjacent pairs of triples, in which the original pair disappears and the 
two dual triples occur. Now if we move only one point of S and fix the others, we 
make use of this observation, because one of the four triples contains points of 
S’\ {Pi} exclusively. Because the points of this set are motionless, topological 
events can only appear, when the moving point Pi pass a (possibly degenerated) cir- 
cumcircle, defined by triples in DT(S’\ {Pi}). 
Finally on the one hand there are only a linear number of triples in DT(S’\ {Pi}) 
and one the other hand the collision-free straight curve of Pi can cross each circum- 
circle at most twice and each straight line at most once. This leads to the following 
theorem. 
Theorem 5.2. Let S be a finite set of n points under the assumptions (A) and (B). 
During the linear motion of one point Pi E S there are at most O(n) topological 
events. 
Indeed there are examples where the straight curve of Pi crosses each circum- 
circle twice and each straight line once-or in other words-where O(n) topological 
events appear. We achieve this, if we guarantee that all circumcircles, defined by 
triples in DT(S’\{Pi)), h ave a nonempty intersection (compare [15]). Therefore 
the stated upper bound of O(n) topological events is tight. 
In this place we can also prove that O(log n) time is worst-case optimal for the 
handling of topological events. For that, the following example (see Fig. 4) shows 
that the calculation of topological events can require @(log n) time each. At first we 
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consider a set 
of 3n-1 points, where Pj:=(2i,0) and P,+i:=(2i,l) for i~(l,...,n}. We con- 
struct the remaining points as follows: select n - 1 points Qi, . . . , Q, _ , sufficiently 
distant on a perpendicular line g. For every permutation TI : { 1, . . . , n - l} + { 1, . . . , n - 1) 
choose 5, + n(i) as that point of intersection of the circle C(Qi,P,(;),P,(;)+ 1) with 
the bisector B(P,(ij,P,(ij+ i) which lies in the interior of the four-sided figure 
q (P,(i),P,(,~+l,P,+.(i)+l,Pn+n(i) ). It is easy to see, that all permutations rc provide 
the same topological structure Dr(S’(n)). 
Now if we move another point P,, along the line g, the construction implies that 
every point Qi corresponds to a topological event, generated by the circle 
c(p7r(i)y p77(i) + 19 P2n + n(i) ). Because all (n - l)! permutations IC provide the same 
topological structure, the temporal appearance of the topological events Qi cannot 
be derived from it. Therefore, a binary decision-tree for the order of the topological 
events has a height of at least n(n log n). With that, the determination of the order 
of all O(n) topological events takes O(n log n) time. This proves that O(log n) time 
is worst-case optimal for the computation of each topological event. 
After this short excursion we return to our general case. Here it is also the ques- 
tion, how many topological events appear in the worst case under linear motions 
of all points. First of all, in generalization of Lemma 5.1, we present the following 
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immediately obvious theorem which states more precisely Theorem 4.2 in the case 
of linear motions. 
Theorem 5.3. Let S(t) be a finite set of n linear curves under the assumptions (A) 
and (B). Then during the entire j7ow of the points appear at most 4(!)+2(;)~ 
0(n4) topological events. 
However this theorem provides only a weak estimation for the maximum number 
of topological events. This is because it counts for example also those circumcircles 
of four points which contain other points of S in its interior. But actually these 
moments are no topological events. Also the estimation of the number of extended 
SWAPS is weak as well. 
Unfortunately we could not present better estimations in the worst case, so in the 
following, we investigate the expected case in more detail.12 Thereby we apply the 
previously derived results about static Voronoi diagrams. 
Let C,, kE{l,..., n - 2)) denote the set of circumcircles of three points in S 
which contain exactly k - 1 points of S in its interior. Using [17] and the characteriz- 
ing theorem of Voronoi points in k-order Voronoi diagrams in [25], the number 
IC,l is equal to the number ZL of new Voronoi points in the k-order Voronoi 
diagram VD,(S). This implies, that IC, 1 E O(k(n - k)). 
Analogously there exists a similar result for the extended Delaunay triples. Here, 
let Hkr kE{l,..., n - l}, denote the set of halfplanes bounded by straight lines 
through two points of S which contains exactly k- 1 points in its interior. In this 
case we use the fact, that every halfplane corresponds to two open Voronoi polygons 
in VD,(S). This leads to the following distributions: 
and 
Now we can transfer these results about static Voronoi diagrams to the expected 
case considerations of dynamic Voronoi diagrams. First we investigate a topological 
event in DT(S). As we have already seen, this event corresponds to a fusion of two 
(or more) Voronoi points in vD(S). If we apply the above distribution function of 
the circle sets C, to the dynamic case, we can expect only 0(n2) topological events 
instead of 0(n4). Analogously there are only O(n2) extended topological events in- 
stead of O(n3). Finally the following theorem summarizes the results. 
Theorem 5.4. Let S(t) be a finite set of n linear curves under the assumptions (A) 
and (B). Applying the distribution functions of static Voronoi diagrams, only 0(n2) 
topological events are to be expected uring the entire jlow of the points. Further- 
more Q(n2) is a lower worst-case bound for linear motions of all points. 
I2 The next section provides also some experimental expected-case results about this topic. 
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To prove the last part of this theorem, we present a configuration of 2n points 
where Q(n2) topological events appear. For that, we fix a set S, of n points in such 
a way that all circumcircles defined by triples in DT(S,) have a nonempty intersec- 
tion (compare [15]). After that, we construct the set of n linear curves S2 of the re- 
maining points in the following way: we let one point after the other cross the 
nonempty intersection. If we leave sufficient time between these crossings, the 
topological substructure DT(S,) is destroyed only by one point of S2 each. 
Therefore every point in S, generates Q(n) topological events in DT((S, US,)‘). 
6. Concluding remarks and open problems 
We presented in our work optimal algorithms for maintaining Voronoi diagrams 
over time. Additionally, we introduced simple algorithms for inserting and deleting 
points at the edge of the dynamic scene. 
These algorithms are not only easy to implement and numerically stable,13 but 
also very efficient. In the meantime we have implemented dynamic Voronoi 
diagrams on a SUN-Workstation achieving a very good performance, as expected. 
Additionally, we could show by extensive tests that the number of topological events 
is O(n fi) in the average case under linear motions chosen at random (see Fig. 5). 
Finally-as a nice application-dynamic Voronoi diagrams can be used for plan- 
ning the motion of a disk in a dynamic scene of continuously moving points (see 
[27]). Thereby, we make use of the well-known fact (compare [l]) that locally the 
(dynamic) Voronoi edges are the safest paths in the (dynamic) scene. So, the center 
of the disk stays on the current Voronoi edge until a neighboring Voronoi point is 
reached (in which case we select one of the adjacent Voronoi edges) or the current 
I3 See [29] for a numerically stable evaluation of the function JNCJRCLE( . ..). 
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Voronoi edge disappears due to a topological event. The advantage of this algorithm 
is, that only the topological structure of the dynamic Voronoi diagram and not the 
Voronoi diagram itself is required for the computation. 
In near future, we turn our attention to generalizations of the algorithms with 
respect to the underlying objects, the order of the Voronoi diagrams and other L,- 
metrics. We are also confident in an efficient parallelization of these algorithms. 
Today the Voronoi diagram belongs to the most powerful data structures in static 
computational geometry. With the help of our algorithms we are able to extend this 
area to many problems in dynamic computational geometry, as the classical 
Voronoi diagram did before. 
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