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Abstract
In this paper we introduce two dynamical models for a broadcast process in wireless sensor net-
works. We obtain a convergent martingale sequence for the two models. To our knowledge, such
martingales were unknown previously. We look at the formal models using the formalisms of martin-
gales, dynamical systems andMarkov chains, each formalism providing complementary and coherent
information with each other. The dynamics of both models are comparable and are validated in their
domain of application with numerical simulation of wireless sensor networks. We make explicit the
situations where the models are realistic. We also provide a formal analysis of the quasi-stationary
distribution associated to the Markov chain corresponding to the second model proposed.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we propose two models for describing dynamical aspects of broadcast in
wireless sensor networks. To our knowledge, works on modeling wireless sensor networks,
in a context similar to the one of the present paper focus on static aspects, for instance the
topology given by the underlying graph of connections and percolation [10–13,16], impact
on statical properties of the underlying connection graph on algorithmic design [25,30] or
focus on speciﬁc algorithms such as routing [5,22], localization [4], etc. We also mention
some relevant works on probabilistic propagation of data [6–8].
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Fig. 1. Emission radius r and angle  with direction angle .
A particularity of wireless networks is that they suffer from interferences, i.e. when a
station receives data at the same time frommore than one station, the data cannot be retrieved
with certainty. The modelisation of the interferences is related to the modelisation of the
PHY layer of the network. In this paper we consider the idealized collision model: A data
is correctly received by a station if and only if only one station sends data to the station
at a given time. When emissions occur simultaneously or their time span overlap, there
is collision and the data is lost. It is clear that the interferences depend on time, in the
sense that they depend on the number and positions of the emitting sensors at a given time.
Dynamical modeling of wireless networks takes into account the time dependence. For,
we need to formulate some assumptions on the statistical behavior of the emitting sensors.
Here, a statistical behavior can be accurately described since we consider a broadcast in the
network following a simple protocol.
Other models related to PHY layer can be found in the literature. These models take into
account physical properties such as fading of emitted signals and the ability of receptors to
retrieve a signal among any others if the signal-to-noise ratio is large enough [12,19,20,29].
Other approach are based on the application of information theory [17,28].
Multiple accesses are not considered in this paper. A reason for this is that the efﬁcient
use of multiple access PHY layer through adapted MAC layer needs at some stage some
acknowledgment or carrier sense to detect collisions. We have not yet a deﬁnite opinion
of the applicability of such technics in our setting and hence, we postpone this analysis to
further work.
1.1. Network and sensors description
The network we consider is a set of sensors equipped with directional antenna allowing
the transmission of data in a sector of disk described by radius r and emission angle 
which are the same for all sensors. The direction of the emission is characterized by an
angle  which is a random variable uniformly distributed on [0, 2[ which is ﬁxed for all
emissions (each sensor possesses its own direction of emission), see Fig. 1. Note that when
 = 360 we get a classical sensor network without directional antenna [2]. Thus, our model
is general.
Data is transmitted through radio waves, the frequency of emission is the same for all
sensors and so collisions or interferences have to be taken into account. Collisions occur
when at least two sensors send data to the same third sensor. In this case, the receiving
sensor is able to detect that the data is incoherent. However, emitting sensors are unable to
detect that collision occurred. In Fig. 2, x and y are emitting sensors, each sensor located in
the hatched region cannot receive data because of the collisions. This model of the network
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Fig. 2. Collision region (hatched), x, y are the emitting sensors.
Fig. 3. Broadcast process.
PHY layer is referred to as the collision model in the literature [28]. We point out that
the process of interference of electro magnetic waves is linear, subject to the superposition
principle, and so the hatched region is the only one in which collision occurs.
The region of space in which the network is deployed is supposed to be a square re-
gion of unit surface, sensors are thrown away randomly with a uniform distribution (for a
complementary presentation of the network see [1]). Our ﬁrst model ignores border effects
due to sensors located closely to the border of the region. For this, we consider a square
region where we identify opposites boundaries, actually removing the borders, see Fig. 1.2.
Of course, numerical simulations are conducted accordingly.
It is of interest to point out that the geometry of the shape of emission (antenna radiation
pattern) as well as the shape of the region in which the sensors are deployed are of prime
importance to enable long range connections. This is partly observed from the dynamical
analysis in this paper. From a percolation analysis point of view, similar and coherent results
with our analysis can be found in [12,16,23]. To our knowledge, the complete understanding
of the impact of these geometrical parameters is still an open question (Fig. 3).
1.2. The broadcast process
The broadcast we consider is the simplest one: A sensor desires to broadcast data through
the entire network. At time zero a message containing the data is emitted. At the next step,
all sensors which just received the data send it in turn and so on. In an idealized world,
at each stage of the process the emissions occur simultaneously because receptions and
transmissions are assumed to have the same characteristics. However, a real model would
take into account some dispersions of the time processing of data between different emitting
sensors. Here, we assume that these dispersions are such that possible drifts are negligible
72 P. Leone, J. Rolim / Theoretical Computer Science 344 (2005) 69–85
Zn+1
Zn
Z2
Z1
Z0
Fig. 4. Tree representation of the branching process.
when compared to the emission time span. Accordingly, emissions are assumed to occur
at discrete time n = 0, 1, 2, . . . and receptions occur during a given interval of time, say
[n, n+1[. No synchronization mechanism is required.We look at our model under different
points of view, using the formalisms of martingales, dynamical systems andMarkov chains.
The different approaches shed light on the behavior of the model consistently with others.
1.3. Overview of the dynamical models
The models we develop are based on the extension of classical branching processes [21],
more precisely size dependent branching processes. The application of classical branching
processes was already considered in the pioneering paper [18] but, apparently, this aspect of
the paper receives little attention. We also mention [15] in which the authors draw attention
to the potential use of this formalism.
The branching process associated to the broadcast process on a sensor network counts
the number of emitting sensors at each successive discrete time n = 0, 1, 2, . . . . Denoting
by Zn, n = 0, 1, . . . the number of emitting sensors at time n, this process describes Zn as
a function of the process history Z0, Z1, . . . , Zn−1. The general equation which describes
the branching process is
Zn+1 =
Zn∑
i=1
Xni , (1)
where Xni = Xni (Z0, . . . , Zn−1) is a random variable which counts the number of sensors
receiving data from the ith emitting sensor. Both models proposed in this paper consider
only Zn = Zn(Zn−1). Formally, we construct two Markov chains by deﬁning two different
transitionmatricesP(Zn+1 = j |Zn = k). Theﬁrst construction assumes that the underlying
communication graph is a classical random graph and the second is based on random scaled
sector graphs. The dynamics of both models prove to be comparable. In Fig. 4 the branching
process is graphically represented as a tree. Vertices represent sensors and edges represent
the emission/reception links. Sensors which receive data at the same time from a same
parent are spatially closely situated. Depending on the emission pattern they are more or
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less prone to interfere with each others when emitting and this point will be crucial for the
accuracy of our models. We use a formal deﬁnition to emphasize the importance of this
point.
Deﬁnition 1. Two sensors receiving data at the same time from the same (parent) sensor
are called brothers. A brother collision refers to a collision occurring when two brother
sensors emit simultaneously.
Actually, both suggested models will prove to accurately describe the dynamics of the
broadcast process provided that brother collisions do not constitute themajority of occurring
collisions. From this point of view, as the angle of emission becomes smaller, the accuracy
of the models is improved. Our analysis of the broadcast process shows that modeling the
broadcast process with large angle of emission requires to handle carefully the brother
collisions and will be devoted to further work.
2. Broadcast in random graphs and martingales
We consider a network ofN sensors, each sensor with emission radius r, emission angle 
and direction angle  ( different for each sensor). Let us note byp = 12r2 the area covered
by an emitting sensor such that a sensor located in this area can hear from the emitting sensor.
Due to the uniform distribution of sensors on the whole unit area, the number of sensors
in the area is a binomial random variable denoted by B(N, p). So, the probability for a
sensor to belong to the area covered by another sensor is p and the probability that it does
not belong is q = 1− p. Therefore, p is the probability that a sensor receives data from an
emitting sensor. We now formulate the main hypothesis of our model, namely we assume
the probability of the event of belonging to the area covered by a given sensor is independent
of the probability to belong to the area covered by another one. This hypothesis leads to the
underlying connection graph to be a classical random graph [3] (probability p of an edge
between two sensors). We now pause a while to discuss the validity of this assumption. Let
us consider a given value of p, the area covered by an emitting sensor. The value of p is
related to the expected number of connections and is kept ﬁxed for the discussion of the
validity of the hypothesis. So, as the value of r changes, the value of  changes accordingly
in order to keep the product p = 12r2 constant. We claim that the independence hypothesis
is more valid for r large than for r small. Indeed, let us denote by x a particular sensor.
From the description of the model, for each emitting sensor located at distance less or
equal than r from x, we know that the probability that x belongs to the covered area is

2 and is vanishing for emitting sensor located at distance larger than r. This shows that
the hypothesis is valid only for sensors located at distance smaller than r from x. So, as
r increases the number of emitting sensors for which the hypothesis is fulﬁlled increases
too, making the hypothesis more meaningful. Moreover, as the angle of emission increases,
brother emitting stations become more prone to interfere with each other since they are
closely situated. This implies that the independence hypothesis becomes less realistic and
the impact of the emission radiation pattern becomes more important. These remarks show
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that a more general model would depend on the parameters  and r independently and not
only on the product p = 12r2.
Let us now introduce the random variable Zn counting the number of emitting sensors
at time n and the random variables Xni , i = 1, . . . , Zn, counting the number of sensors
receiving data from the ith emitting sensor. Because of possible collisions, receiving data
from the ith sensor means not being covered by another emitting one. Because there are
Zn emitting sensors, the probability to be covered by one and only one emitting sensor is
pqZn−1 (with our independence hypothesis) and so the Xni ’s are distributed following a
B(N, pqZn−1). We are now able to make explicit the distribution law of Zn+1 given Zn.
Indeed, Zn+1 is given by
Zn+1 =
Zn∑
i=1
Xni , (2)
and so its distribution is B(NZn, pqZn−1). Next proposition shows that ZnN with high
probability (w.h.p.) which is a necessary condition for our model to be meaningful. The
result depends on the assumption that p < .82 for technical reasons. Intuitively this can
be understood considering the expectation of Zn+1, E(Zn+1) = NZnpqZn−1. In order to
fulﬁll Zn+1 < N w.h.p we have certainly to fulﬁll the condition ZnpqZn−1 < 1 and this
leads to the constraint on p. We point out that this assumption is not stringent, since it is
easily satisﬁed in practice where p is usually small compared to the total unit area [2].
Proposition 1. We consider the stochastic process {Zn}n0 where Zn+1 is distributed
following a B(NZn, pqZn−1) where we assume p < .82, q = 1− p. Then,
P(Zn+1 > N)e−N(−ln()−1), (3)
with  − plog(1−p)(1−p)e and − ln()− 1 > 0.
Proof. We know from [14] that
P(Zn+1 > N)e−cN
ZnN∏
i=1
(
1+ pqZn−1(ec − 1)),
with c > 0. So, using 1+ xex we get
P(Zn+1 > N)e−N(c−Znpq
Zn−1(ec−1)) = e−N(c−(ec−1)),
with  = ZnpqZn−1 which is maximal forZn = − 1log(q) = − logq(e) and so − plog(q)qe .
Provided p < .82 we have  < 1. The term c− (ec− 1) is maximal for c = − log() > 0,
then introducing this particular value for c leads to the result. 
To set up a martingale framework, let us introduce the -algebra generated by the random
variables Z0, Z1, . . . , Zn denoted by Fn = (Z0, Z1, . . . , Zn). We then get a ﬁltration
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F0 ⊂ F1 ⊂ F2 ⊂ . . . and computing conditional expectation of Zn+1 with respect to Fn,
we get
E(Zn+1 |Fn) = Np
q
Znq
Zn. (4)
Taking this into account we can prove by direct computation thatMn+1 deﬁned as
Mn+1 = Zn+1(
Np
q
)n
qZ0+···+Zn
, (5)
is a martingale with respect to the deﬁned ﬁltration, i.e.
E(Mn+1 |Fn) = Mn. (6)
Moreover, because the martingale is positive it is also convergent [27]. We summarize all
these results in the next proposition.
Proposition 2. Consider the stochastic process {Zn}n1 withZ0 = 1 andZn+1 distributed
following a B(NZn, pqZn−1). Then,
Mn+1 = Zn+1(
Np
q
)n
qZ0+···+Zn
, (7)
is a convergent martingale with respect to the ﬁltration generated by Z0, Z1, . . . , Zn.
Convergent means that limn→∞ Mn = M∞ almost surely.
Proof. The fact thatMn+1 is a martingale follows by direct computations. The martingale
is almost surely convergent because of positivity [27]. 
3. Broadcast and dynamical systems
The convergent martingale introduced in the last section gives us some insight into the
dynamic of the broadcast process. Because of the almost sure convergenceMn → M∞ we
write
Mn ≈ Mn+1 ≈ c,
with n large enough and c a constant. We assume that c = 0 and look at the quotient Mn+1
Mn
.
This leads to
Zn+1 =
(
Np
q
)
Znq
Zn = f (Zn). (8)
Eq. (8) suggests that the behavior of the stochastic process {Zn} is related to the dynamical
system Zn = f n(Z0) with f n referring to the nth composition of f. Note that f (Zn) =
E(Zn+1 | Fn) which is nothing else than the best estimator, with respect to the L2 mea-
sure, of Zn+1 at time n. Actually, our model can be seen as a random perturbation (see
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Fig. 5. Graph of f (x) with iterations, p = 0.004 on the left and p = 0.003 on the right. In both cases N = 2000.
[24]) of the deterministic dynamical system deﬁned by (8). In the following, we take into
account only the deterministic behavior and we validate, with numerical experiments, in
the next section that the qualitative behavior seems to be unchanged by the random pertur-
bation. Although quite informal, this approach gives an important insight of the behavior of
our model.
As it is classical in the literature on discrete dynamical systems, iterations of the function
f n(Z0) can be represented graphically with the following procedure (illustrated in Fig. 5).
Let us start from the point Z0. Computing f (Z0) amounts to go vertically from the ‘x-axis’
at position x = Z0 to the curve y = f (x). Next, we move horizontally up to crossing
the line y = x, this amounts to project the y-axis on the x-axis. Then we continue moving
vertically and so on.
We observe that the curves y = f (x) and y = x intersect at x = 0 and x = logq( qNp )
which are ﬁxed points. We take the convention to note any ﬁxed point with the symbol x0.
The behavior close to the ﬁxed point x0 is determined by f ′(x0). The graphical process
sketched above should be enough to convince the reader that if |f ′(x0)| < 1 then x0 is
attractive and if |f ′(x0)| > 1 then x0 is repulsive.
Let us now consider x0 = 0. Direct computation shows that f ′(0) = Npq . In order to
ensure broadcast the ﬁxed point x0 = 0 must be repulsive and so the parameters N and p
must satisfy
Np
q
> 1, (9)
which is a ﬁrst constraint on our network. Actually, this condition is quite natural because
Np is the expected number of sensors in the area of the ﬁrst emitting sensor.
Let us now look at the second ﬁxed point x0 = logq( qNp ). At x0 we have f ′(x0) =
1+ log( q
Np
) and because of our previous condition (9), we have f ′(x0) < 1. Direct com-
putations show that if p < e2
N+e2 then x0 is attractive. In that situation, iterations of f (x)
tend to the ﬁxed point. This is illustrated on the right of Fig. 5 (p = 0.003). On the left
of Fig. 5 we have p = 0.004 and then f ′(x0) < −1 implying that x0 is repulsive. In this
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situation we observe that a cycle appears and that the behavior of the dynamical system
tends to be periodic with period two (f n+2(x) ≈ f n(x)). It is important to notice that
the appearance of a cycle depends crucially on the graph of f (x) in a nontrivial way.
However, we can assert a necessary condition for broadcast. The function f (x) is maximal
for xm = − 1log(q) = − logq(e) and it is clear that f (xm) < 1 implies that the broadcast is
uncertain to go on, becausewhen the iterations of the function come close to xm, the expected
number of emitting sensor is smaller than one and therefore the broadcast process ends.
4. Broadcast and Markov chain
In our previous analysis we look at deterministic aspects of the dynamic, letting aside the
question of the qualitative behavior under stochastic perturbations. In order to investigate
how stochastic perturbations act on our model it is useful to reformulate our model as a
Markov chain. This permits to investigate the qualitative behavior of our stochastic model.
We still consider {Zn}n0 withZn+1 distributed asB(NZn, pqZn−1). Then, the transition
matrix P = (pij ) with
pij = P(Zn+1 = j |Zn = i) =
(
Ni
j
)
(pqi)j (1− pqi)Ni−j . (10)
We numerically look at the qualitative behavior of the Markov chain computing the powers
of P with parameters N = 2000, p = 0.004, where N is the total number of sensors, and p
is the area covered by an emitting sensor. From our previous analysis we expect to detect
the appearance of a cycle of periodicity two (see Fig. 5, left side). The result is depicted on
the left side of Fig. 6. It shows a bimodal curve which is totally in accordance with what is
expected from our previous analysis. On the right side of Fig. 6 a similar ﬁgure is depicted
with the same parameters as before except that p = 0.003. We observe a unimodal curve
centered around Z ≈ 596, which is very close to the value of the ﬁxed point (≈ 597) of the
iterated map studied in the previous section. This means that the random perturbation does
not change the qualitative behavior of the deterministic model.
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Fig. 6. Quasi-stationary distribution for the Markov chain (10) with p = 0.004 (left) and p = 0.003 (right).
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The Markov chain seems to stabilize similarly as if an invariant measure existed. How-
ever, theMarkov chain possesses an absorbing stateZ = 0 and hence, if the simulations run
for a long enough period of time it will in the end reach the absorbing state with probability
one. However, what happens is that the time before reaching the absorbing state is so long
that we can observe, on a long but ﬁnite time period, the appearance of a quasi-stationary
distribution [9]. We choose to completely investigate the existence of this quasi-stationary
distribution for the alternative model suggested in Section 5 because of technical simpliﬁ-
cations. Mainly, the alternative model makes clear that the Markov chain has only a ﬁnite
number of states, whereas the present model requires more estimates. However, we point
out that we numerically observe that the behaviors of both models are indistinguishable.
5. Alternative model and formal analysis of the Markov chain
In this section we introduce different assumptions, in search of a model of the broadcast
process like the ones introduced in Section 2. The derived model is slightly different than
the one described up to now but qualitatively and quantitatively very similar. Results are in
the same spirit as the rest of the paper and some details are omitted, although we present
a complete formal analysis of the existence of a quasi-stationary distribution, based on a
spectral analysis of the Markov chain. We present both models in spite of the similarity of
the observations because both of thempresent advantages. For the ﬁrstmodel, the conditions
ensuring the adaptability of the hypothesis on which it is based can be formally speciﬁed
(the radius of emission should be large with respect to the whole dimension in order to
encompass as much sensors as possible). On the other hand, the domain of validity of
the model formulated in this section is restricted to the situation where the probability of
interferences between the emitting sensors is uniform. For instance, there can be clusters of
emitting sensors but the shape of the emission pattern is such that the clustering does not
increase considerably the amount of interferences, i.e. the emitting sensors can be assumed
to be uniformly distributed as long as the positions of the emitting sensors is not considered.
In particular, the impact of brother collisions must not be too important with regard to the
total number of collisions. In this setting, circular emission pattern radiation is prohibited
since it leads to many interferences between brother sensors. Hence, if the area p covered
by an emitting sensor is kept constant, the model becomes more accurate when the radius of
emission becomes larger and the angle of emission smaller. This follows from the fact that
brother collisions are not particularly taken into account by themodel although, their impact
on the dynamic of the broadcast process cannot be ignored when the angle of emission is
large. This remark is validated by numerical results. An important feature of this model
is that the formal analysis of the quasi-stationary distribution can be formally done. This is
mainly due to the fact that the model makes clear that the number of states of the associated
Markov chain is ﬁnite.
At time n, let us consider a particular sensor xi . The number of emitting sensors Yni able
to transmit data to xi is a random variable Yni ≈ B(Zn, r2), where Zn denotes the number
of emitting sensors at time n. We introduceXni the random variable which is one if one and
only one emitting sensor sends data to xi , we know that Xni is a Bernoulli random variable
with parameter Yni

2 (1− 2 )Y
n
i −1 of being one. Conditioning on Yni we can compute the
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expectation of Xni ,
E(Xni | Zn) =
r2
2
Zn
(
1− r
2
2
)Zn−1
= ZnpqZn−1, (11)
with p = r22 and q = 1−p. The number of emitting sensors at time n+1 is then a random
variable given by (compare with (2))
Zn+1 =
N∑
i=1
Xni .
So the distribution of Zn+1 is a binomial B(N,ZnpqZn−1). We can now apply the same
procedure as the one described in Section 2 to show that the same martingaleMn has to be
considered here again. This implies that analyzing the dynamic of this model by considering
the dynamical approach of Section 3 is still relevant for this model. Hence, the dynamics
of both models are similar.
The Markov chain formalism is slightly different than the one introduced in Section 4,
see formula (10), in our context we get
pij = P(Zn+1 = j |Zn = i) =
(
N
j
)
(ipqi−1)j (1− ipqi−1)N−j . (12)
However, numerical investigation of the behavior over long but ﬁnite time in the same
conditions (p = 0.008 and 0.006) leads to curves very similar to the ones depicted in
Fig. 6. This is coherent with the fact that the same deterministic dynamical systems is
associated to both models. However, it was not clear that the random perturbations would
lead to similar effects in both cases.
Let us now discuss formally the existence of the quasi-stationary distribution and describe
it. First, we know that the transition matrix of the Markov chain is of the form
P =
(
1 0′
p0 Q
)
,
where we denote vectors with bold characters and the sign prime ′ denotes transpose and
capital letters are used for matrices. The entries of the matrixQ are strictly positive,Q > 0,
therefore the matrix is (strictly) positive. Positivity or strict positivity of vectors is also
deﬁned component wise. The vector p0 has entries p0i = (1 − ipqi−1)N > 0, hence the
class of states {1, 2, . . . , N} described with the sub-stochastic matrix Q, is composed of
inessential states and zero,Zn = 0, is an absorbing state which constitutes the only essential
class. In words, this means that the Markov chain eventually reaches the state Zn = 0 and
then remains indeﬁnitely in this state. The next problems are to estimate the time before
absorption and the dynamic of the Markov chain prior to absorption. References related to
this discussion are [9,26].
Proposition 3. The matrix Q possesses a larger real eigenvalue 1, 1 > |2| |3| · · · .
With 1 can be associated strictly positive left and right eigenvectors, v′ andw respectively.
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Moreover, we have the following bounds
min
i
N∑
j=1
pij 1 max
i
N∑
j=1
pij ,
where {pij }0 i,jN the entries of P.
Proof. The fact that Q possesses a real eigenvalue larger in absolute value than any other
and the assertion concerning the eigenvectors are content of the Perron–Frobenius theorem.
The critical assumption for the applicability of this theorem in our context is the positivity
of Q, see [26]. The bounds can also be found in [26]. 
Wewould like to stress that the important thing about this result is that 1 → 1 asN →∞,
so 1 is asymptotically very close to 1. For example, in the situation where p = 0.004 and
N = 2000 we get 0.99511− with  small. This implies that the time for the Markov
chain to reach the absorbing state is very long as shown in the next result.
Proposition 4. The mean time to absorption of the Markov chain is of order 1+O( 11−1 )
for |2|1 >1.
Proof. We recall that the states {1, 2, . . . , N} are the inessential states of theMarkov chain.
If we introduce the vector m = {mi}1 iN where mi is the expected time to absorption
of the chain starting in the state i, we know that [26]
m = (I −Q)−11.
It can be shown thatQk → 0 as k →∞which implies that (I−Q)−1 = I+Q+Q2+· · · .
The powers of Q can be written
Qn = n1wv′ +O(nk|2|n),
with 2 is the second larger eigenvalue of Q and k a constant (the geometric multiplicity of
2). Let us assume that 2 is small compared to 1. We get with C = v′1
(I −Q)−11 ≈ 1+ 1Cw + 21Cw + 31Cw + · · · = 1+ C
1
1− 1
w,
which leads to the result. It is important that the entries of w are strictly positive. 
These results show that the time to absorption can be very long. We now turn to the
question ofwhat happens during this time period.We deﬁne the quasi-stationary distribution
following [9]. Denote by [q0(n) q′(n)] (q0(n) is real and is the probability to be in the
absorbing state at time n) the probability distribution over theN + 1 states {0, 1, . . . , N} at
time n and denote by d(n) the conditional distribution
d(n) = q(n)
1− q0(n) ,
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which is the probability distribution of the Markov chain to be in the inessential states
conditionally on the non absorption. Let us deﬁne q′(n) = v′ and q0(n) = 1 + q′(n)p01−1 . It
can be veriﬁed that in this situation we have
d′(n+ 1) = d′(n)Q = d′(n),
hence, d(n) is a conditional stationary distribution deﬁned as the quasi-stationary distri-
bution of the absorbing Markov chain. It can be proved that this distribution is a limiting
conditional probability [9]. This last point shows that conditionally on the nonabsorption,
d(n) deﬁned as above can be numerically observed. The rate of convergence to this limit
conditional distribution is faster when |2| is small compared to 1.
6. Numerical experiments
In this section we report numerical experiments made on the simulation of the broadcast
process. The program throws out randomly (with uniform distribution on a square of unit
area) N sensors, and assigns random angles of emission (with uniform distribution on
[0, 2[). Then, it selects randomly one sensor which initiates the broadcast process. At each
time the program records the number of emitting sensors and the results are displayed as
an histogram on Figs. 7–11, based on 3000 steps. The model depends only on the value of
p = 12r2 and it is expected that the predicted behavior is accurate for a large radius r of
emission. We choose to consider values of p = 0.003 and p = 0.004 because qualitative
different behaviors are expected for such values. Moreover, we run the simulations with
different pair of values (r, ) leading to the same value of p to observe changes in the
simulation with the radius of emission.
We observe, see Figs. 7–10, that for relatively large values of emission radius r the results
of the simulations are very similar to the prediction of the model plotted in Fig. 6, which
validates the model. As r becomes smaller, a bimodal curve is no longer observed on the
simulation, thus validating the fact that the model becomes inadequate for small values
of r.
In Section 5 we mention that the domain of validity of the second model is restricted to
the situation where the number of brother collisions is not too large with respect to the total
number of collisions. We numerically observe the number of brother collisions in order
to validate this remark. In Fig. 12 we report an histogram of the ratios of the number of
brother collisions to the total number of collisions for the broadcast process withN = 2000
sensors and with radius of emission r = 0.1 and angle of emission  = 0.8 ﬁrst, and then
with  = 0.6, see also Fig. 11. For  = 0.8 we already observed that the model is not
appropriate to describe the dynamic of the broadcast process. We observe that the number
of brother collisions is signiﬁcantly larger for  = 0.8 than for  = 0.6. We also proceed
with the same numerical experiments forN = 2000, r = 0.2 and  = 0.2 and  = 0.15 and
report the results in Fig. 13. This set of experiments is related to the experiments reported in
Fig. 10 and corresponds to a situation where the model is adapted. We observe that the
number of brother collisions is relatively small compared to the total number of collisions.
These numerical experiments reinforce our remark that brother collisions play a fundamental
role to model the dynamic broadcast process when the radiation pattern has a large angle
of emission.
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Fig. 7. Simulation of the broadcast process with N = 2000, r = 1.0 and  = 0.008 (left)  = 0.006 (right).
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Fig. 8. Simulation of the broadcast process with N = 2000, r = 0.5 and  = 0.032 (left)  = 0.024 (right).
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Fig. 9. Simulation of the broadcast process with N = 2000, r = 0.3 and  = 0.0889 (left)  = 0.0667 (right).
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Fig. 10. Simulation of the broadcast process with N = 2000, r = 0.2 and  = 0.2 (left)  = 0.150 (right).
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Fig. 11. Simulation of the broadcast process with N = 2000, r = 0.1 and  = 0.8 (left)  = 0.6 (right).
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Fig. 12. Ratio of the number of brother collisions to the total number of collisions with N = 2000, r = 0.1 and
 = 0.8 (left)  = 0.6 (right).
84 P. Leone, J. Rolim / Theoretical Computer Science 344 (2005) 69–85
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
4
6
8
10
12
14
16
18
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
5
10
15
20
25
30
35
40
45
Fig. 13. Ratio of the number of brother collisions to the total number of collisions with N = 2000, r = 0.2 and
 = 0.2 (left)  = 0.15 (right).
7. Conclusion and future work
In this paper we formulate two dynamical models for broadcast in wireless sensor net-
works. The models are simple enough to be analyzed theoretically and numerically, and
shows interesting qualitative behaviors. The scope of application of the models is limited
to the situation where the effects of the brother collisions are not predominant. In particular
when the communication range r is not too small with respect of the dimension of the area
in which are scattered the sensors. On the limits of his scope of application the model proves
to be accurate and compare well with numerical simulations.
Further model should include the dependence on the  and r parameters separately in-
stead of on the product 12r
2 only. Actually, reﬁnement of the model should also take into
account geometrical parameters such that the geometry of the region in which the sensors
are scattered as well as the geometry of the antenna radiations patterns. From static aspects,
it is known that these parameters have an important impact on the possibility to establish
long range connections.
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