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EXISTENCE THEOREM
FOR WEAK QUASIPERIODIC SOLUTIONS
OF LAGRANGIAN SYSTEMS
ON RIEMANNIAN MANIFOLDS
IGOR PARASYUK AND ANNA RUSTAMOVA
Abstract. We establish new sufficient conditions for the existence of
weak Besicovitch quasiperiodic solutions for natural Lagrangian system
on Riemannian manifold with time-quasiperiodic force function.
1. Introduction. Let M be a smooth complete connected m-
dimensional Riemannian manifold equipped with an inner product 〈·, ·〉
on fibers TxM of tangent bundle TM. Consider a natural system on
M with Lagrangian function of the form L
∣∣
TxM
= 12〈x˙, x˙〉 − Π(t, x) where
1
2〈x˙, x˙〉 and Π(t, x) stand for kinetic and potential energy respectively.
We suppose that the potential energy is represented as Π := −W (ωt, x)
where W (ωt, x) is ω-quasiperiodic force function generated by a function
W (·, ·) ∈ C0,2(Tk ×M7→R) (W (·, ·) is continuous together with W ′′xx(·, ·));
here Tk = Rk/2πZk is k-dimensional torus and ω = (ω1, ..., ωk) ∈ Rk is a
frequencies vector with rationally independent components. The problem is
to detect in such a system ω-quasiperiodic oscillations.
J. Blot in his series of papers [1–4] applied variational method to establish
the existence of weak almost periodic solutions for systems in Em. Later,
this method was used in [5–8] to prove the existence of weak and classical
almost periodic solutions for systems of variational type. In [9, 10], weak
and classical quasiperiodic solutions were found for natural mechanical sys-
tems in convex compact subsets of Riemannian manifolds with non-positive
sectional curvature. The goal of the present paper is to extend these results
to natural systems on arbitrary Riemannian manifolds.
2. Variational method. One can interpret a natural system on M as
a natural system in Euclidean space En (of appropriate dimension n) with
holonomic constraint. Namely, in view of the Nash embedding theorem [11]
we consider M as a submanifold of En for some natural n > m. The set
M⊂ En play the role of holonomic constraint for natural system in En with
kinetic energy K = 12〈y˙, y˙〉En and potential energy −W (ωt, y), if we suppose
that W (·, ·) is defined in Tk × En.
In what follows we shall use identical notations for inner product 〈·, ·〉
En
of En and the induced inner product 〈·, ·〉 on TM. Let ∇ξ stands for the
covariant differentiation of Levi-Civita connection in the direction of vector
1
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ξ ∈ TM, and let ∇f stands for gradient vector field of a scalar function
f(·) :M 7→ R, i.e 〈∇f(x), ξ〉 = df(x)(ξ) for any ξ ∈ TxM.
Denote by H(Tk 7→En) the space of En-valued functions on k-torus which
are integrable with the square of Euclidean norm ‖·‖ :=
√
〈·, ·〉. Define on
H(Tk 7→En) the standard scalar product 〈·, ·〉0 = (2π)−k
∫
Tk
〈·, ·〉dϕ and the
corresponding semi-norm ‖·‖0 :=
√〈·, ·〉0. By H1ω(Tk 7→En) denote the space
of functions f(·) ∈ H(Tk 7→En) each of which has weak (Sobolev) derivative
Dωf(·) ∈ H(Tk 7→En) in the direction of vector ω. Recall that a function
u(·) ∈ H(Tk 7→En) with Fourier series ∑
n∈Zk une
in·ϕ has a weak derivative
iff the series
∑
n∈Zk |n · ω|2 ‖un‖2 converges and then the Fourier series of
Dωu(·) is
∑
n∈Zk i(n · ω)unein·ϕ.
The space H1ω(T
k 7→En) is equipped with the semi-norm ‖·‖1 generated
by the scalar product 〈Dω·,Dω·〉0 + 〈·, ·〉0. After identification of functions
coinciding a.e., both spaces becomes Hilbert spaces with norms ‖·‖0 and
‖·‖1 respectively.
To any function u(·) ∈ H(Tk 7→ En) with Fourier series ∑
n∈Zk une
in·ϕ,
one can put into correspondence a Besicovitch quasiperiodic function x(t) =
u(ωt) defined by its Fourier series
∑
n∈Zk une
i(n·ω)t. If u(·) ∈ H1ω(Tk 7→En)
then x˙(t) denotes a Besicovitch quasiperiodic function Dωu(ωt).
We define weak solution of Lagrangian system on M with density L =
1
2 〈x˙, x˙〉 + W (ωt, x) in a slightly different way then in [7]. First, for any
bounded subset A ⊆M, put
SA := C∞
(
T
k 7→A
)
.
Observe that if uj(·) ∈ SA is a sequence bounded in H1ω(Tk 7→ En) and
convergent to a function u(·) by norm of the space H(Tk 7→En) (recall that
we consider the set A ⊆ M both as a subset of En), then for any n ∈ Zk
the sequence of Fourier series coefficients un,j converges to un and for some
K > 0 we have∑
|n|≤N
|n · ω|2 ‖un‖2 = lim
j→∞
∑
|n|≤N
|n · ω|2 ‖uj,n‖2 ≤
≤ lim inf
j→∞
∑
n∈Zk
|n · ω|2 ‖uj,n‖2 ≤ K ∀N ∈ N.
Hence, u(·) ∈ H1ω(Tk 7→En) and ‖Dωu‖0 ≤ lim infj→∞ ‖Dωuj‖0 . Moreover,
uj(·) converges to u(·) weakly in H1ω(Tk 7→En).
Next, for any bounded subset A ⊆ M define a functional space HA in
a following way: u(·) ∈ HA iff there exists a sequence uj(·) ∈ SA bounded
in H1ω(T
k 7→ En) and convergent to u(·) by norm of the space H(Tk 7→En)
(recall that we consider the set A ⊆ M both as a subset of En). As it was
noted above HA ⊂ H1ω(Tk 7→ En). We shall say that h(·) ∈ H1ω(Tk 7→ En)
is a vector field along the map u(·) ∈ HA defined in the above sens by a
sequence uj(·) if there exists a sequence hj(·) ∈ C∞
(
T
k 7→TM) such that
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hj(ϕ) ∈ Tuj(ϕ)M, the sequences maxϕ∈Tk ‖hj(ϕ)‖, ‖hj‖1 are bounded, and
limj→∞ ‖h− hj‖1 = 0.
Definition 1. A Besicovitch quasiperiodic function u(ωt) generated by a
function u(·) ∈ HA is called a weak quasiperiodic solution of the natural
system on M if it satisfies the equality
〈Dωu(ϕ),Dωh(ϕ)〉0 + 〈W ′x(ϕ, u(ϕ)), h(ϕ)〉0 = 0 (1)
for any vector field h(·) along u(·).
This definition is natural since the equality (1) holds true for any classical
quasiperiodic solution u(ωt) and continuous vector field h(ϕ) along u(·) with
continuous derivative Dωh(·). It should be also noted the following fact.
The application of variational approach to the problem of detecting weak
quasiperiodic solution consists in finding a function u∗(·) ∈ HA which takes
values in appropriately chosen bounded subsetA ⊂M and which is a strong
limit in H(Tk 7→ En) of minimizing sequence for the functional (the averaged
Lagrangian)
J [u] =
∫
Tk
[
1
2
‖Dωu(ϕ)‖2 +W (ϕ, u(ϕ))
]
dϕ (2)
restricted to SA. It is naturally to expect that the first variation of J at
u∗(·) vanishes, i.e.
J ′[u∗] (h) := 〈Dωu∗(ϕ),Dωh(ϕ)〉0 + 〈W ′x(ϕ, u∗(ϕ)), h(ϕ)〉0 = 0 (3)
for any vector field h(·) along u∗(·). In such a case u∗(ωt) is a weak quasiperi-
odic solution.
In order to guarantee the convergence of a minimizing sequence uj(·) ∈ SA
for J
∣∣
SA
by norm ‖·‖0 it is naturally to impose some convexity conditions
both on the set A and on the functional J . Usually, such conditions are
formulated by means of geodesics. But in the case where (M, 〈·, ·〉) is not a
Riemannian manifold of non-positive sectional curvature, we are not able to
determine whether the functional of averaged kinetic energy, namely J1[u] :=
1
2
∫
Tk
‖Dωu(ϕ)‖2dϕ, is convex using geodesics of Levi-Civita connection ∇.
if (M, 〈·, ·〉). (The case of Riemannian manifold of non-positive sectional
curvature was considered in [9, 10].)
In order to overcome the above difficulty we introduce a conformally
equivalent inner product of the form 〈·, ·〉V
∣∣
TxM
:= eV (x) 〈·, ·〉
∣∣
TxM
with ap-
propriately chosen smooth function V (·) : M 7→ R. With this approach
we succeed in establishing a required convexity properties of averaged La-
grangian under certain convexity conditions imposed on functions V (·) and
W (ϕ, ·).
3. Convexity of averaged Lagrangian.It is easily seen that if V (·) ∈
C∞(M 7→ R) is a bounded function on M then the Riemannian manifold
(M, 〈·, ·〉V ) equipped with corresponding Levi-Civita connection is complete.
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In fact, by definition, the standard distance between any two points x1, x2 ∈
(M, 〈·, ·〉) is defined as
ρ(x1, x2) := inf {l(c) : c ∈ Cx1,x2} ,
where Cx1,x2 is the set of all piecewise differentiable paths c : [0, 1] 7→ M
connecting x1 with x2, and l(c) is the length of c on (M, 〈·, ·〉). If we denote
by lV (c) the length of path c on (M, 〈·, ·〉V ), then
inf
x∈M
√
eV (x)l(c) ≤ lV (c) ≤ sup
x∈M
√
eV (x)l(c).
Hence, the metric ρ(·, ·) and the metric ρV (·, ·) of (M, 〈·, ·〉V ) are equivalent.
Now it remains only to apply the HopfRinow theorem (see, e.g., [13, sect.
5.3]).
In order to distinguish geodesics of metrics ρ and ρV we shall call them
ρ-geodesic and ρV -geodesic respectively.
For x ∈ M, let expx(·) : TxM7→ M denotes the exponential mapping
of Riemannian manifold (M, 〈·, ·〉) with Levi-Civita connection ∇ and let
expVx (·) : TxM 7→M be the analogous mapping of Riemannian manifold
(M, 〈·, ·〉V ) with corresponding Levi-Civita connection ∇V . Note that since
both manifolds are complete the domains of both exponential mappings
coincide with entire TxM.
Recall that a set of a Riemannian manifold is called convex if together
with any two points x1, x2 this set contains a (unique) minimal geodesic
segment connecting x1 with x2(see, e.g., [12, sect. 11.8] or [13, sect. 5.2]).
It is well known that for any point x0 an open ball of sufficiently small radius
centered at point x0 is convex. A function f : Df 7→R with convex domain
Df ⊂ M is convex iff its superposition with any naturally parametrized
geodesic containing in Df is convex.
Recall also that for the function V (·), the Hesse form HV (x) at point x
(see., e.g., [13]) is defined by the equality
〈HV (x)ξ, η〉 := 〈∇ξ∇V (x), η〉 ∀ξ, η ∈ TxM.
In addition, let us introduce the following quadratic form
〈GV (x)ξ, ξ〉 := 〈HV (x)ξ, ξ〉 − 1
2
〈∇V (x), ξ〉2 ∀ξ ∈ TxM,
and denote
λV (x) := min
ξ∈TxM\{0}
〈HV (x)ξ, ξ〉 / ‖ξ‖2 ,
µV (x) := min
ξ∈TxM\{0}
〈GV (x)ξ, ξ〉 / ‖ξ‖2 .
We accept the following hypotheses concerning convexity properties of
functions V (·) and W (·):
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(H1): there exist a bounded function V (·) ∈ C∞(M 7→ R) and a
bounded domain D ⊂M such that
λV (x) +
1
2
‖∇V (x)‖2 ≥ 0, ∀x ∈ D; (4)
(H2): there exist a noncritical value v ∈ V (D) and a connected com-
ponent Ω of open sublevel set V −1((−∞, v)) with the following prop-
erties: (a) for any x, y ∈ Ω the domain D contains a unique minimal
ρV -geodesic segment with endpoints x, y; (b) the second fundamen-
tal form of ∂Ω is positive at each point x ∈ ∂Ω (i.e. for any x ∈ ∂Ω
the restriction ofHV (x) to Tx∂Ω is positive definite); (c) the function
V (·) satisfies the inequality
µV (x) ≥ 2K∗(x) ∀x ∈ Ω (5)
where
K∗(x) := max
σx(ξ,η)
〈R(η, ξ)ξ, η〉
‖η‖2 ‖ξ‖2 − 〈η, ξ〉2
is the maximum sectional curvature at point x, R is the Riemann
curvature tensor of (M, 〈·, ·〉), σx(ξ, η) is a plane defined by vectors
ξ, η ∈ TxM, and K(σx(ξ, η)) is a sectional curvature in direction
σx(ξ, η) [13];
(H3): the function W (·, ·) satisfies the following inequalities
λW (ϕ, x) +
1
2
〈∇W (ϕ, x),∇V (x)〉 > 0 ∀(ϕ, x) ∈ Tk × Ω¯ (Ω¯ := Ω ∪ ∂Ω),
〈∇W (ϕ, x),∇V (x)〉 > 0 ∀(ϕ, x) ∈ Tk × ∂Ω
where λW (ϕ, x) is minimal eigenvalue of Hesse form HW (ϕ, x) for
the function W (ϕ, ·) :M7→R.
Theorem 1. Let the Hypotheses (H1)–(H3) hold true. Then there exist
positive constants C, C1 and c such that for any u0(·), u1(·) ∈ C∞
(
T
k 7→Ω)
one can choose a vector field h(·) ∈ C∞ (Tk 7→TM) along u0(·) (this implies
that h(ϕ) ∈ Tu0(ϕ)M for all ϕ ∈ Tk) in such a way that the following
inequalities hold true
cρ(u0(ϕ), u1(ϕ)) ≤ ‖h(ϕ)‖ ≤ Cρ(u0(ϕ), u1(ϕ)) ∀ϕ ∈ Tk,
‖Dωh(ϕ)‖ ≤ C1 [‖Dωu0(ϕ)‖ + ‖Dωu1(ϕ)‖] ∀ϕ ∈ Tk,
J [u1]− J [u0]− J ′[u0](h) ≥ κc
2
2
∫
Tk
ρ2(u0, u1)dϕ
where κ := min
{
λW (ϕ, x) +
1
2 〈∇W (ϕ, x),∇V (x)〉 : (ϕ, x) ∈ Tk × Ω¯
}
.
The proof of this theorem needs several auxiliary statements and will be
given below at the end of present Section.
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Proposition 1. The Euler-Lagrange equation for ρV -geodesic on Riemann-
ian manifold (M, 〈·, ·〉) has the form
∇x˙x˙ = −〈∇V (x), x˙〉 x˙+ ‖x˙‖
2
2
∇V (x), (6)
Proof. A ρV -geodesic segment with endpoints x0, x1 ∈M is an extremal of
functional Φ[x(·)] = ∫ 10 eV ◦x(t) ‖x˙(t)‖2 dt defined on the space C2x0x1of twice
continuous differentiable curves x = x(t), t ∈ [0, 1], such that x(0) = x0,
x(1) = x1. We are going to derive the Euler-Lagrange equation using the
connection ∇. Consider a variation of x(·) defined by a smooth mapping
y(·, ·) : [0, 1]×(−ε, ε) 7→ M such that y(·, λ) ∈ C∞x0x1 for any fixed λ ∈ (−ε, ε)
and y(t, 0) ≡ x(t). Put
y˙(t, λ) :=
∂
∂t
y(t, λ), y′(t, λ) :=
∂
∂λ
y(t, λ).
Obviously, y˙(t, 0) = x˙(t), y(i, λ) ≡ xi, and y′(i, λ) = 0, i = 0, 1. Then since
∇y′ y˙ = ∇y˙y′, we have
d
dλ
∣∣
λ=0
1∫
0
eV ◦y ‖y˙‖2 ds =
=
1∫
0
[
eV ◦y
〈∇V ◦ y, y′〉 ‖y˙‖2 + 2eV ◦y 〈∇y′ y˙, y˙〉]
λ=0
dt =
=
1∫
0
[
eV ◦y
〈∇V ◦ y, y′〉 ‖y˙‖2 + 2eV ◦y 〈∇y˙y′, y˙〉]
λ=0
dt.
Taking into account that
∂
∂t
eV ◦y
〈
y′, y˙
〉
= eV ◦y 〈∇V ◦ y, y˙〉 〈y′, y˙〉+ eV ◦y 〈∇y˙y′, y˙〉+ eV ◦y 〈y′,∇y˙ y˙〉
and eV ◦y 〈y′, y˙〉 ∣∣
t=0,1
= 0, we get
1∫
0
eV ◦y
〈∇y˙y′, y˙〉dt = −
1∫
0
eV ◦y
[〈∇V ◦ y, y˙〉 〈y′, y˙〉+ 〈y′,∇y˙y˙〉] dt.
From this it follows that the first variation on functional Φ is
d
dλ
∣∣∣
λ=0
Φ[y(·, λ)] = Φ′[x(·)] (y′(·, 0)) =
=
1∫
0
[
eV
(〈∇V, y′〉 ‖x˙‖2 − 2 〈∇V, x˙〉 〈x˙, y′〉− 2 〈∇x˙x˙, y′〉)] ∣∣x=x(t),λ=0dt,
and the Euler-Lagrange equation is exactly (6). 
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Proposition 2. Let the Hypothesis (H1) holds true. If a ρV -geodesic seg-
ment connecting points x0, x1 of the set Ω belongs to D, then this segment
belongs to Ω.
Proof. Let x(·) ∈ C2x0x1 satisfies (6) and let x(t) ∈ D for all t ∈ [0, 1]. Then
d2
dt2
eV
∣∣∣
x=x(t)
=
=
[
eV
(
〈∇x˙∇V, x˙〉+
〈
∇V,−〈∇V, x˙〉 x˙+ ‖x˙‖2∇V/2
〉
+ 〈∇V, x˙〉2
)] ∣∣
x=x(t)
=
=
[
eV
(
〈∇x˙∇V, x˙〉+ ‖x˙‖2 ‖∇V ‖2 /2
)] ∣∣
x=x(t)
≥
≥
[
eV ‖x˙‖2
(
λV + ‖∇V ‖2 /2
)] ∣∣
x=x(t)
≥ 0.
Hence, eV ◦x(·) is convex and this implies V ◦ x(t) < v for all t ∈ [0, 1]. 
Proposition 3. Under the Hypotheses (H1)-(H2), the minimal ρV -geodesic
segment connecting any two points x, y ∈ Ω does not contain conjugate
points.
Proof. It is known (see. [13, sect. 3.6]) that the sectional curvature in direc-
tion σx(ξ1, ξ2) on Riemannian manifold
(M, eV 〈·, ·〉) is represented in the
form
KV (σx(ξ1, ξ2)) = e
−VK(σx(ξ1, ξ2))−
−e
−V
2
2∑
i=1
[
〈HV (x)ξi, ξi〉 − 1
2
〈∇V (x), ξi〉2
]
− e
−V
4
‖∇V (x)‖2
where ξ1, ξ2 is an orthonormal basis of the plane σx(ξ1, ξ2), and the inequal-
ity (5) yields that this curvature is non-positive for any x ∈ Ω¯. By the
Morse–Schoenberg theorem any ρV -geodesic segment containing in Ω¯ does
not contain conjugate points. 
Proposition 4. Under the Hypotheses (H1)-(H3) there exists a smooth
mapping ζ(·, ·) : Ω× Ω 7→ TM such that ζ(x, y) ∈ TxM and
expVx (ζ(x, y)) = y, e
V (x)/2 ‖ζ(x, y)‖ = ρV (x, y), (7)
expVx (tζ(x, y)) ∈ Ω ∀t ∈ [0, 1]. (8)
Proof. It is known that if for some ξ ∈ TxM a geodesic segment
expVx (tξ), t ∈ [0, 1], does not contain conjugate points then the mapping
expVx (·) is local diffeomorphism at any point tξ, t ∈ [0, 1]. Under the Hy-
pothesis (H2) for any x, y ∈ Ω there exists a unique ζ(x, y) which satisfies
conditions (8). It follows from the implicit function theorem that the map-
ping ζ(·, ·) : Ω× Ω 7→ TM is smooth. 
If we define the mapping
γV (·, ·, ·) : [0, 1] ×Ω× Ω 7→Ω, γV (t, x, y) := expVx (tζ(x, y)),
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then for any x, y ∈ D the mapping γV (·, x, y) : [0, 1] 7→D satisfies the equa-
tion (6) together with boundary conditions γV (0, x, y) = x, γV (1, x, y) = y.
The following scalar differential equation
dτ
ds
= exp (V ◦ γV (τ, x, y))
1∫
0
exp (−V ◦ γV (t, x, y)) dt.
has a unique strictly monotonically increasing solution
τ(·, x, y) : [0, 1] 7→ [0, 1], τ(0, x, y) = 0, τ(1, x, y) = 1. (9)
By means of reparametrisation t = τ(s, x, y) we define a smooth mapping
χ(·, ·, ·) : [0, 1] × Ω× Ω 7→Ω, χ(s, x, y) := γV (τ(s, x, y), x, y)
which plays an important role in subsequent reasoning. In [7] χ(·, ·, ·) is
called the connecting mapping.
Proposition 5. For any x, y ∈ Ω the mapping χ(·, x, y) : [0, 1] 7→Ω satisfies
the equation
∇x′x′ = ‖x
′‖2
2
∇V (x), (10)
where x′ = dxds and the boundary conditions χ(0, x, y) = x, χ(1, x, y) = y.
Proof. The boundary conditions follow from definition of γV and (9). Let us
show that (10) is obtained from (6) after the change of independent variable
t = τ(s). In fact, let χ(s) = x ◦ τ(s). Then (6) takes the form
1
τ ′
∇χ′
(
1
τ ′
χ′
)
= − 1
(τ ′)2
〈∇V ◦ χ, χ′〉χ′ + ‖χ′‖2
2(τ ′)2
∇V ◦ χ,
or
−τ
′′
τ ′
χ′ +∇χ′χ′ = −
[
d
ds
V ◦ χ
]
χ′ +
‖χ′‖2
2
∇V ◦ χ.
From this it follows (10) since τ ′′/τ ′ = (V ◦ χ)′. 
Proposition 6. Let ui(·) ∈ SΩ, i = 0, 1. Then under the hypotheses (H1)-
(H2) the following inequality is valid
d2
ds2
‖Dωχ (s, u0(ϕ), u1(ϕ))‖2 ≥ 0 ∀s ∈ [0, 1], ∀ϕ ∈ Tk.
Proof. For any fixed ϕ ∈ Tk put
η(s, t) :=
∂
∂t
χ (s, u0(ϕ+ ωt), u1(ϕ+ ωt)) ≡ Dωχ (s, u0(ϕ+ ωt), u1(ϕ+ ωt)) ,
ξ(s, t) :=
∂
∂s
χ (s, u0(ϕ+ ωt), u1(ϕ+ ωt)) .
Then in view of the well known relations (see. e.g., [13],DNF84)
∇ηξ = ∇ξη, ∇η∇ξξ −∇ξ∇ηξ = R(η, ξ)ξ
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and (10), we have
∇2ξη = ∇η∇ξξ −R(η, ξ)ξ =
= 〈∇ηξ, ξ〉∇V ◦ χ+ ‖ξ‖
2
2
∇η∇V ◦ χ−R(η, ξ)ξ
and hence,
d2
ds2
‖η‖2 = 2
[〈∇2ξη, η〉 + ‖∇ξη‖2] =
= 2 ‖∇ξη‖2 + 2 〈∇ξη, ξ〉 〈∇V ◦ χ, η〉+
+ ‖ξ‖2 〈∇η∇V ◦ χ, η〉 − 2 〈R(η, ξ)ξ, η〉 ≥
≥ 2 ‖∇ξη‖2 − 2 ‖∇ξη‖ ‖ξ‖ |〈∇V ◦ χ, η〉|+
+ ‖ξ‖2 〈∇η∇V ◦ χ, η〉 − 2K∗ ◦ χ ‖ξ‖2 ‖η‖2 .
Once the Hypothesis (H2) holds true, we get
d2
ds2
‖η‖2 ≥
≥ 2 ‖ξ‖2 ‖η‖2
[
r2 − |〈∇V ◦ χ, e〉| r + 1
2
〈∇e∇V ◦ χ, e〉 −K∗ ◦ χ
]
≥ 0
where r :=
‖∇ξη‖
‖ξ‖‖η‖ . 
Now we are in position to prove the Theorem 1. Let ui(·) ∈ SΩ, i = 0, 1.
By means of connecting mapping we get the following representation
J [χ(s, u0, u1)] = J [u0] + sJ
′[u0]
(
χ′s(0, u0, u1)
)
+
s2
2
d2
ds2
∣∣∣
s=θ
J [χ (s, u0, u1)]
(11)
with some θ ∈ (0, 1). To estimate from below the term with second derivative
we make use of Proposition 6 which together with the Hypothesis (H3)
implies
d2
ds2
[
1
2
‖Dωχ (s, u0(ϕ), u1(ϕ))‖2 +W (ϕ,χ(s, u0, u1))
]
≥
≥ d
ds
〈∇W (ϕ,χ), χ′s〉 = 〈∇χ′s∇W (ϕ,χ), χ′s〉+ 〈∇W (ϕ,χ),∇χ′sχ′s〉 =
=
〈∇χ′s∇W (ϕ,χ), χ′s〉+ ‖χ′s‖
2
2
〈∇W (ϕ,χ),∇V (χ)〉 ≥ κ ∥∥χ′s∥∥2 .
By the definition of χ we have
χ′s (s, u0, u1) = τ
′(s)γ˙V (τ(s), u0, u1) =
= exp (V ◦ γV (τ(s), u0, u1))
1∫
0
exp (−V ◦ γV (t, u0, u1)) dtγ˙V (τ(s), u0, u1) .
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Since γV (t, x, y) is ρV−geodesic, then exp (V ◦ γV ) ‖γ˙V ‖2 does not depend
on t and
eV (x)/2 ‖γ˙V (0, x, y)‖ = eV (x)/2 ‖ζ(x, y)‖ = ρV (x, y).
Hence
∥∥χ′s (s, u0, u1)∥∥2 =

 1∫
0
exp (−V ◦ γV (t, u0, u1)) dt


2
×
× exp (V ◦ γV (τ(s), u0, u1)) ρ2V (u0, u1),
and (8) implies that there exist positive constants C, c dependent only on
V (·) and Ω such that
cρ(u0, u1) ≤
∥∥χ′s (s, u0, u1)∥∥ ≤ Cρ(u0, u1). (12)
Define h(ϕ) := χ′s (0, u0(ϕ), u2(ϕ)). Then (11) with s = 1 yields
J [u1]− J [u0]− J ′[u0]
(
χ′s(0, u0, u1)
) ≥ κc2
2
∫
Tk
ρ2(u0, u1)dϕ.
Finally, since the set Ω is bounded and the mapping χ is smooth, there
exists positive constant C1 such that
‖Dωh(ϕ)‖ ≤ C1 [‖Dωu0(ϕ)‖ + ‖Dωu1(ϕ)‖] ∀ϕ ∈ Tk.
The proof of Theorem 1 is complete.
4. Main existence theorem. Now we proceed to the main result of
this paper.
Theorem 2. Let the Hypotheses (H1)–(H3) hold true. Then the natural
system on Riemannian manifold (M, 〈·, ·〉) with Lagrangian density L =
1
2〈x˙, x˙〉+W (ωt, x) has a weak quasiperiodic solution.
Proof. The proof will consist of three steps.
1. Construction of a projection mapping and its smooth approximation.
Put Ω+δ = (
⋃
xǫΩB(x; δ)) where B(x; δ) stands for an open ball of radius δ
centered at x ∈ M on Riemannian manifold (M, 〈·, ·〉). Since by Hypothesis
(H2) v is a noncritical value, then ∂Ω = V −1(v) is a regular hypersurface
with unit normal field ν : = ∇V‖∇V ‖ . As is well known (see, e.g., [12]), for
sufficiently small δ > 0, one can correctly define the projection mapping
PΩ : Ω + δ → Ω¯ such that PΩx ∈ Ω¯ is the nearest point to x ∈ Ω + δ. If
x = X(q), q ∈ Q ⊂ Rm−1, is a smooth local parametric representation of
∂Ω in a neighborhood of a point x0 ∈ ∂Ω, then for sufficiently small δ0 > 0
the mapping
Q× (−δ0, δ0) ∋ (q, z) 7→ expX(q) (zν ◦X(q))
introduces local coordinates with the following properties: local equa-
tion of ∂Ω is z = 0; each naturally parametrized ρ-geodesic γ(s) =
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expX(q) (sν ◦X(q)) is orthogonal to each hypersurface z = const; the Rie-
mannian metric takes the form
∑m−1
i,j=1 bij(q, z)dqidqj+dz
2, where B(q, z) =
{bij(q, z)}m−1i,j=1 is positive definite symmetric matrix; the function V (·) is
represented in the form V (q, z) = v+ a(q)z+ b(q, z)z2; the mapping PΩ has
the form
PΩ(q, z) :=
{
(q, 0) if z ∈ (0, δ0),
(q, z) if z ∈ (−δ0, 0].
The projection mapping is continuous on Ω + δ and continuously differen-
tiable on (Ω+δ)\∂Ω. Moreover, it turns out that for sufficiently small δ > 0
the derivative PΩ∗ is contractive on (Ω + δ)\∂Ω, i.e.
‖PΩ∗ξ‖ ≤ ‖ξ‖ ∀ξ ∈ TxM, x ∈ (Ω + δ)\∂Ω. (13)
It is sufficiently to prove this inequality for any x ∈ (Ω + δ)\∂Ω. Let q =
q(s), z = z(s) be natural equations of ρ-geodesic which starts at a point
x0 = (q0, 0) ∈ ∂Ω in direction of vector η =(q˙0, 0) ∈ Tx0∂Ω. The hypothesis
(H2) implies that
〈∇η∇V (x0), η〉 = d
2
ds2
∣∣∣
s=0
V (q(s), z(s)) > 0 ⇔ a(q0)z¨(0) > 0.
Since a(q0) > 0 (ν is external normal to ∂Ω) and z-component of geodesic
equations is
z¨ =
1
2
∂
∂z
m−1∑
i,j=1
bij(q, z)q˙
2
i q˙
2
j ,
then the matrix B′z(q0, 0) is positive definite. From this it follows that
B(q, z1) > B(q, z2) for all q from a neighborhood of q0 and all z1, z2 ∈ (−δ, δ),
z1 > z2 if δ ∈ (0, δ0) is sufficiently small. Let ξ = (q˙, z˙) be a tangent vector
at point (q, z) where z ∈ (0, δ). Then
‖ξ‖2 =
m−1∑
i,j=1
bij(q, z)q˙iq˙j + z˙
2 ≥
ge
m−1∑
i,j=1
bij(q, z)q˙iq˙j ≥
m−1∑
i,j=1
bij(q, 0)q˙iq˙j = ‖(q˙, 0)‖2 = ‖PΩ∗ξ‖2 .
Let us introduce a smooth approximation of projection mapping in a
following way. For ε ∈ (0, δ) define
̟ε(z) :=
{
exp (1/z − 1/(z + ε)) , z ∈ (−ε, 0),
0, z ∈ R \ (−ε, 0),
Zε(z) :=
z∫
−ε
∫ 0
s ̟ε(t)dt∫ 0
−ε̟ε(t)dt
ds− ε, z ∈ (−δ0, δ0)
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Obviously that the function Zε(·) is smooth, its derivative, Z ′ε(z), equals 1
for z ∈ (−δ0,−ε], monotonically decreases from 1 to 0 on [−ε, 0], and equals
0 for z ≥ 0. From this it follows that Zε(z) equals z for z ∈ (−δ0,−ε]
monotonically increases from −ε to Zε(0) ∈ (−ε, 0) on [−ε, 0], and equals
Zε(0) for z ∈ [0, δ0). Now locally define
Pε,Ω(q, z) :=
{
(q, Zε(0)) if z ∈ (0, δ0),
(q, Zε(z)) if z ∈ (−δ0, 0]
and for each point x ∈ Ω such that B(x; δ) ⊂ Ω put Pε,Ω(x) = x. Since
Zε(0) < 0, then
Pε,Ω(Ω + δ) ⊂ Ω
and since |Z ′ε(z)| ≤ 1, then for any z ∈ (−δ, δ), and for any tangent vector
ξ = (q˙, z˙) at point (q, z) we have
‖ξ‖2 =
m−1∑
i,j=1
bij(q, z)q˙iq˙j + z˙
2 ≥
m−1∑
i,j=1
bij(q, Zε(z))q˙iq˙j +
(
Z ′ε(z)z˙
)2
=
=
∥∥(q˙, Z ′ε(z)z˙)∥∥2 = ‖Pε,Ω∗ξ‖ .
From this it follows that
‖Pε,Ω∗ξ‖ ≤ ‖ξ‖ ∀x ∈ Ω+ δ, ∀ξ ∈ TxM. (14)
Besides, the Hypothesis (H3) implies
W (ϕ,Pε,Ωx) ≤W (ϕ, x) ∀ϕ ∈ Tm, ∀x ∈ Ω+ δ (15)
for sufficiently small δ and ε ∈ (0, δ).
2. Minimization of functional J on SΩ+δ. Obviously that the functional
J restricted to SΩ+δ is bounded from below. Let us show that
J∗ := inf J [SΩ+δ] = inf J [SΩ]. (16)
In fact, if vj(·) ∈ SΩ+δ is such a sequence that J [vj ] monotonically decreases
to J∗, then (14) and (15) implies
J∗ ≤ J [Pε/j,Ωvj ] ≤ J [vj ].
Hence, the sequence uj(·) := Pε/j,Ωvj(·) is minimizing both for J
∣∣
SΩ
and for
J
∣∣
SΩ+δ
.
3. Convergence of minimizing sequence to a weak solution. Let uj(·) ∈ SΩ
be a minimizing sequence for J
∣∣
SΩ
. Without loss of generality, we may
consider that
‖Dωuj‖20 ≤M :=
2
(2π)k
sup
x∈Ω
∫
Tk
W (ϕ, x)dϕ− 2
(2π)k
∫
Tk
inf
x∈Ω
W (ϕ, x)dϕ. (17)
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Let hj(·) ∈ C∞
(
T
k 7→TM) be a sequence of smooth mappings such that
hj(ϕ) ∈ Tuj(ϕ)M for any ϕ ∈ Tk and besides there exist positive constants
K, K1 such that
‖hj‖1 ≤ K1, ‖hj(ϕ)‖ ≤ K ∀ϕ ∈ Tk, ∀j = 1, 2, . . . (18)
Let us show that
lim
j→∞
J ′[uj ](hj) = 0. (19)
On one hand, J [uj ] decreases to J∗ := inf J [SΩ]. On the other hand, for
sufficiently small s0 ≤ 1 and for any j ∈ N there exists a number θj ∈
[−s0, s0] such that
J [expuj (shj)] = J [uj ] + sJ
′[uj ](hj) +
s2
2
d2
ds2
∣∣∣
s=θj
J [expuj(shj)]
∀s ∈ [−s0, s0], ∀j ∈ N,
and, besides, there exists a constant K2 > 0 such that∣∣∣∣ d2ds2J [expuj(shj)]
∣∣∣∣ ≤ K2 ∀s ∈ [−s0, s0], ∀j ∈ N.
If now we suppose that lim supj→∞ |J ′[uj](hj)| > 0 then one can choose j
and sj ∈ [−s0, s0] in such a way that
expuj (sjhj) ∈ SΩ+δ, J [expuj(sjhj)] < J∗.
Thus, in view of (16), we arrive at contradiction with definition of J∗.
Now by Theorem 1 for any pair ui+j(·), uj(·) there exists a vector field
hij(·) along uj(·) such that
J [ui+j ]− J [uj ]− J ′[uj ](hij) ≥ κc
2
2
∫
Tk
ρ2(uj , ui+j)dϕ ≥
≥ (2π)
k
κc2
2
‖ui+j − uj‖20 .
Since (19) implies J ′[uj ](hij) → 0 as j → ∞, then the sequence uj(·) is
fundamental in H(Tk 7→ En) and in view of (17) converges to a function
u∗(·) strongly in H(Tk 7→En) and weakly in H1ω(Tk 7→En). Without loss of
generality we may consider that u∗(·) is defined by a minimizing sequence
which converges a.e.
Now it remains only to prove that u∗(·) is a weak solution, i.e. that there
holds (3). Let h(·) be a vector field along u∗(·). By definition, there exists
a sequence of smooth mappings hj(ϕ) ∈ Tuj(ϕ)M which satisfies (18) and
(19). Then, in view of (17), we get
lim
j→∞
∣∣〈Dωu∗,Dωh〉0 − 〈Dωuj ,Dωhj〉0∣∣ ≤
≤ lim
j→∞
∣∣〈Dω (u∗ − uj) ,Dωh〉0∣∣+√M limj→∞ ‖Dω (h− hj)‖0 = 0,
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and by the Lebesgue theorem
lim
j→∞
∫
Tk
[W (ϕ, uj(ϕ)) −W (ϕ, u∗(ϕ))] dϕ = 0.
Hence,
J ′[u∗](h) = lim
j→∞
J ′[uj](hj) = 0.

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