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Iteration of the lent particle method for
existence of smooth densities of Poisson functionals
Nicolas BOULEAU and Laurent DENIS
Abstract
In previous works ([10, 11]) we have introduced a new method called the lent
particle method which is an efficient tool to establish existence of densities for Poisson
functionals. We now go further and iterate this method in order to prove smoothness
of densities. More precisely, we construct Sobolev spaces of any order and prove
a Malliavin-type criterion of existence of smooth density. We apply this approach to
SDE’s driven by Poisson random measures and also present some non-trivial examples
to which our method applies.
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1 Introduction
In order to study the regularity of the distributions of Wiener functionals, in particular
solutions of SDE’s driven by a Wiener process, Dirichlet forms have shown their interest
thanks to the weak hypotheses they need (cf. [9]). Soon after the extension of the Malliavin
calculus to the jump case (Bismut, Bichteler, Gravereaux, Jacod, Léandre) in the 1980’s,
Agnès Coquio obtained existence of density results for SDE’s driven by Poisson random
measures by Dirichlet forms methods (cf. [12]) weakening, as in the continuous case, the
assumptions on the coefficients of the SDE.
We took anew this approach, generalizing the method thanks to an important simplifi-
cation expressed by a formula : the lent particle formula (cf. [8], [10], [11]), which expresses
the gradient on the Poisson space (upper space) in function of the gradient on the initial
space (bottom space) and the creation and annihilation operators.
This representation of the gradient is expressed in functional spaces which allows easily
an iteration of the gradient thanks to product spaces.
We take here advantage of this algebraic simplicity to obtain results of existence of
C∞-density. Dirichlet forms methods are rarely used for this only goal. What they bring is
not, in the present redaction, weakening the assumptions, but clarifying and generalizing
the method, with especially the possibility to address the case of an infinite dimensional
initial space (bottom space) as the Wiener space itself. We illustrate this direction by an
example where a particle jumps with jumps given by an auxiliary diffusion. Finally this
study shows that the language of Dirichlet forms allows easily to extend the Malliavin cal-
culus to Poisson measures and the introduced notions: Sobolev spaces, gradients, iterated
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gradients... are simple and interesting by themselves and we think they are adapted to a
deeper investigation of extensions of classical functional inequalities.
Part 2 is devoted to recalling previous results and fixing the notation. Sobolev spaces
are defined in Part 3. The connexion with classical hypotheses and functional inequalities
(Khintchine and Meyer inequalities) are exposed in Part 4. Next, Part 5 and 6 are devoted
to the criterion of regularity and its application to solutions of SDE’s and Part 7 illustrates
the results by some non classical examples.
2 Notation and hypotheses.
2.1 Hypotheses on the bottom structure
Let (Ξ,X , ν,d, γ) be a local symmetric Dirichlet structure which admits a carré du champ
operator i.e. (Ξ,X , ν) is a measured space, ν is σ-finite and the bilinear form
e[f, g] =
1
2
∫
γ[f, g] dν,
is a local Dirichlet form with domain d ⊂ L2(ν) and carré du champ operator γ (see
Bouleau-Hirsch [9], Chap. I). We assume that for all x ∈ Ξ, {x} belongs to X and that
ν is diffuse (ν({x}) = 0 ∀x). The structure (Ξ,X , ν,d, γ) is called the bottom structure.
Following [10] §3.2.2, we are given an auxiliary probability space (R,R, ρ) such that the
dimension of the vector space L2(R,R, ρ) be infinite.
We assume that the Hilbert space d is separable so that the bottom Dirichlet structure
admits a gradient operator, denoted by [, and we choose a version of it with values in the
space L0 = {g ∈ L2(R,R, ρ);
∫
R g(r)ρ(dr) = 0}.
Let us recall some important properties:
• ∀u ∈ d, u[ ∈ L2(Ξ,X , ν;L0) ⊂ L2(Ξ×R,X ⊗R, ν × ρ).
• ∀u ∈ d, ∫R ‖u[‖2(·, r)ρ(dr) = γ[u].
• (chain rule in dim 1) if F : R→ R is Lipschitz then ∀u ∈ d, (F ◦ u)[ = (F ′ ◦ u)u[.
• (chain rule in dim d) if F is C1 (continuously differentiable) and Lipschitz from Rd
into R then
∀u = (u1, · · · , ud) ∈ dd, (F ◦ u)[ =
d∑
i=1
(F ′i ◦ u)u[i .
Although not necessary, we assume for simplicity that constants belong to dloc (see Bouleau-
Hirsch [9] Chap. I Definition 7.1.3.) and that
1 ∈ dloc which implies γ[1] = 0 and 1[ = 0. (1)
We now want to iterate the derivative and define d∞ to be the set of infinitely differen-
tiable elements in d. We suppose that the bottom structure and N satisfy the following
hypothesis:
Hypothesis (H). The structure (Ξ,X , ν,d, γ) with generator (a,D(a)) is such that there
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exists a subspace H of D(a)⋂L1(ν), dense in L1(ν)∩L2(ν) and such that ∀f ∈ H, γ[f ] ∈
L2(ν).
Remark: In [10, 11], we assume that the bottom structure satisfies what we call (EID)
property. Here, since we consider infinitely differentiable Poisson functionals, we will be
able to prove directly existence and regularity of the density so that we do not need to
assume such an hypothesis. Moreover, it is obvious that in these references, the (EID)
property plays no role in the construction and the properties of the upper structure.
2.2 Dirichlet structures and Poisson measures.
We are given N a Poisson random measure on [0,+∞[×Ξ with intensity dt × ν defined
on the probability space (Ω1,A1,P1) where Ω1 is the configuration space, A1 the σ-field
generated by N and P1 the law of N . We set N˜ = N − dt× ν.
We consider also another probability space (Ω2,A2,P2) on which typically, a semi-martingale
or another Poisson measure is defined (see application to SDE’s, Section 6).
We shall work on the product probability space:
(Ω,A,P) = (Ω1 × Ω2,A1 ⊗A2,P1 × P2).
As we have in mind to iterate the derivative, we generalize the definition given in [10]
in the following way.
For all n ∈ N∗, we construct a random Poisson measure N  ρn on [0,+∞[×Ξ × Rn
with compensator dt × ν × ρ× · · · × ρ︸ ︷︷ ︸
n times
such that if N =
∑
i ε(αi,ui) then N  ρn =∑
i ε(αi,ui,R1i ,··· ,Rni ) where (R
k
i )i∈N∗ , k ∈ N∗, are independent sequences of i.i.d. random
variables, independent of N whose common law is ρ and defined on some infinite product
probability space (Ωˆ, Aˆ, Pˆ)N∗ so that N  ρn is defined on the product probability space:
(Ω,A,P)× (Ωˆ, Aˆ, Pˆ)N∗ .
In the case n = 1, we simply denote N  ρ1 = N  ρ.
We now introduce the creation and annihilation operators ε+ and ε−:
∀(t, u) ∈ [0,+∞[×Ξ, ∀w1 ∈ Ω1, ε+(t,u)(w1) = w11{(t,u)∈suppw1} + (w1 + ε(t,u)})1{(t,u)/∈suppw1}
∀(t, u) ∈ [0,+∞[×Ξ, ∀w1 ∈ Ω1, ε−(t,u)(w1) = w11{(t,u)/∈suppw1} + (w1 − ε(t,u)})1{(t,u)∈suppw1}.
In a natural way, we extend these operators on Ω by setting if w = (w1, w2):
ε+(t,u)(w) = (ε
+
(t,u)(w1), w2) and ε
−
(t,u)(w) = (ε
−
(t,u)(w1), w2),
and then to the functionals by
ε+H(w, t, u) = H(ε+(t,u)w, t, u) and ε
−H(w, t, u) = H(ε−(t,u)w, t, u).
We now recall the main Theorem of [10] (see also Theorem 3 in [11]) which gives a con-
struction and an explicit formula for a gradient of the upper structure (Ω,A,P,D, E ,Γ).
We denote by D0 the set of elements in L2(P) which are the linear combinations of variables
of the form eiN˜(f) with f ∈ (H ⊗ L2(dt))⋂L1(ν × dt) where H ⊂ D(a) was introduced
in hypothesis (H0), recall that N˜ = N − dt × ν, where H ⊗ L2(dt) denotes the algebraic
tensor product of H and L2(dt).
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Following [9] we denote by L2(R+, dt)⊗ˆd the domain of the Dirichlet structure which is
the product of (d, e) and the trivial one on L2(dt). We still denote by a and γ its generator
and its carré du champ, these operators act only on the variable x ∈ Ξ.
If U =
∑
p λpe
iN˜(fp) belongs to D0, we put
A˜0[U ] =
∑
p
λpe
iN˜(fp)(iN˜(a[fp])− 1
2
N(γ[fp])), (2)
where, as explained above, if f(x, t) =
∑
l ul(x)ϕl(t) ∈ D(a)⊗ L2(dt)
a[f ] =
∑
l
a[ul]ϕl and γ[f ] =
∑
l
γ[ul]ϕl.
We denote D the completion of D0 ⊗ L2([0,+∞[, dt)⊗ d with respect to the norm
‖H‖D =
(
E
∫ ∞
0
∫
Ξ
ε−(γ[H])(w, t, u)N(dt, du)
) 1
2
+ E
∫ ∞
0
∫
Ξ
(ε−|H|)(w, t, u)η(t, u)N(dt, du)
=
(
E
∫ ∞
0
∫
Ξ
γ[H](w, t, u)ν(du)dt
) 1
2
+ E
∫ ∞
0
∫
Ξ
|H|(w, t, u)η(t, u)ν(du)dt,
where η is a fixed positive function in L2(R+ × Ξ, dt× dν).
Finally we denote by PN the measure PN = P(dw)Nw(dt, du). One has to remember that
the image of P × ν × dt by ε+ is nothing but PN whose image by ε− is P × ν × dt (see
Lemma 13 in [10]).
Theorem 1. (i) A0 is symmetric, non positive on D0 therefore it is closable and we can
consider its Friedrichs extension (A,D(A)) which generates a closed Hermitian form E with
domain D ⊃ D(A) such that
∀U ∈ D(A) ∀V ∈ D, E(U, V ) = −E[A[U ]V ].
Moreover, (E ,D) is a local Dirichlet form which admits a carré du champ operator Γ.
(ii) The Dirichlet form (D, E) admits a gradient operator that we denote by ] and given by
the following formula:
∀F ∈ D, F ] =
∫ +∞
0
∫
Ξ×R
ε−((ε+F )[) dN  ρ ∈ L2(P× Pˆ). (3)
Formula (3) is justified by the following decomposition:
F ∈ D ε+−I7−→ ε+F−F ∈ D ε
−((.)[)7−→ ε−((ε+F )[) ∈ L20(PN×ρ)
d(Nρ)7−→ F ] ∈ L2(P×Pˆ)
where each operator is continuous on the range of the preceding one and where L20(PN × ρ)
is the closed set of elements G in L2(PN × ρ) such that
∫
RGdρ = 0 PN -a.e.
Moreover, we have for all F ∈ D
Γ[F ] = Eˆ(F ])2 =
∫ +∞
0
∫
Ξ
ε−(γ[ε+F ]) dN, (4)
where Eˆ denotes the expectation with respect to probability Pˆ.
4
Let us recall without proof some properties of this structure which are quite natural.
Proposition 2. If h ∈ L2(R+, dt)⊗ˆd, then N˜(h) = ∫ +∞0 ∫Ξ h(t, u)N˜(ds, du) belongs to D
and
Γ[N˜(h)] =
∫ +∞
0
∫
Ξ
γ[h(t, ·)](u)N(dt, du). (5)
(
N˜(h)
)]
=
∫ +∞
0
∫
Ξ×R
h[(t, u, r)N  ρ(dt, du, dr). (6)
3 Definition of the Sobolev spaces
We now give the construction of Sobolev spaces. As this construction is valid for any
Dirichlet form, we give the details in the case of the bottom structure and then apply the
same procedure to upper space.
3.1 On the bottom space
We first define Hilbert-valued functions in the domain of the Dirichlet form. To this end,
let E be a separable Hilbert space. We denote by S(E) the set of E-valued functions
defined on Ξ such that there exist k ∈ N∗, e1,· · · , ek in E and ϕ1 , · · · , ϕk in d with
u =
k∑
i=1
ϕiei.
If u =
∑k
i=1 ϕiei belongs to S(E) we can define its derivative Du = u
[ =
∑k
i=1 ϕ
[
iei as
an element of L2(ν;L0⊗ˆE), (here and afterwards ⊗ˆ denotes completed tensor products
between Hilbert spaces whereas ⊗ denotes algebraic tensor product).
We denote by d(E) the completion of S(E) with respect to the norm:
‖ u‖2d(E) = ‖u‖2L2(ν) + ‖u[‖2L2(ν;L0⊗ˆE). (7)
It is clear that d(E) is a separable Hilbert space and that the linear map u ∈ S(E) 7→ u[ ∈
L2(ν;L0⊗ˆE) can be extended in a unique way as a continuous linear map from d(E) into
L2(ν;L0⊗ˆE) and that identity (7) still holds.
From now on, we assume that d admits a core. More precisely, we assume:
Hypothesis (C): There exists a dense subvector space d0 ⊂ d such that each element u in
d0 is such that:
1. u ∈ ⋂p > 1 Lp(ν).
2. u is infinitely differentiable in the sense that u[ ∈ d(L0), u(2[) =
(
u[
)[ ∈ d(L⊗ˆ20 ),
· · · , u((n+1)[) = (u(n[))[ ∈ d(L⊗ˆ(n+1)0 ), · · ·
3. For all n ∈ N∗, u(n[) ∈ ⋂p > 1 Lp(ν;L⊗ˆn0 ).
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We introduce: d0(E) = {u =
∑n
i=1 ϕiei ∈ S(E)|ϕi ∈ d0, i = 1, · · · , n}.
In a natural way, similarly to the case n = 1, if u belongs to d0(E), for all n ∈ N∗, u(n[)
is well-defined as an element in d(L⊗ˆn0 ⊗ˆE). We are now able to define the Hilbert-valued
Sobolev spaces.
Definition 3. Let n ∈ N∗, p > 1. We denote by dn,p(E) the completion of d0(E) w.r.t.
the norm
‖u‖n,p = ‖u‖Lp(ν;E) + ‖u[‖Lp(ν;L0⊗ˆE) + · · ·+ ‖u(n[)‖Lp(ν;L⊗ˆn0 ⊗ˆE). (8)
And we set:
d∞(E) =
⋂
n∈N∗,p > 1
dn,p(E).
We note d∞ for d∞(R) and dn,p for dn,p(R), the space d∞(E) is endowed with the
natural inductive limit topology which makes it a Fréchet space.
The following facts are standard to prove because a is a closed operator:
• Let n ∈ N∗, p > 1, dn,p(E) is a Banach space moreover the operators u 7→ u[,· · · ,
u 7→ u(n[) are well-defined and continuous and equality (8) holds for all u ∈ dn,p.
• If n 6 n′, p 6 p′ then dn′,p(E) ⊂ dn,p(E) and if ν(Ξ) < +∞, dn′,p′(E) ⊂ dn,p(E).
We have defined the spaces dn,p(E) using the gradient operator. We shall need also more
restricted spaces involving the generator :
Definition 4. We denote by d¯∞ the subvector space of elements u in d∞ such that u
belongs to D(a) and a(u) ∈ d∞ and we consider
d¯0(E) = {u =
n∑
i=1
ϕiei ∈ S(E)|ϕi ∈ d¯∞, i = 1, · · · , n}.
Moreover, if u
∑n
i=1 ϕiei ∈ d¯0(E), we set
a(u) =
n∑
i=1
a(ϕi)ei ∈ d∞(E).
Definition 5. Let n ∈ N∗, p > 1. We denote by d¯n,p(E) the completion of d¯0(E) w.r.t.
the norm
‖u‖d¯n,p = ‖u‖n,p + ‖a(u)‖n,p
And we set: d¯∞(E) =
⋂
n∈N∗,p > 1 d¯
n,p(E).
Here again, the following facts are easy to prove:
• For all n ∈ N∗, p > 1, d¯n,p(E) ⊂ dn,p(E) .
• For all n ∈ N∗, p > 1, d¯n,p(E) is a Banach space and the map u 7→ a(u) is well
defined and continuous from d¯n,p(E) into dn,p(E).
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• If n 6 n′, p 6 p′ then d¯n′,p(E) ⊂ d¯n,p(E) and if ν(Ξ) < +∞, d¯n′,p′(E) ⊂ d¯n,p(E).
• d¯∞ = d¯∞(R).
As usually, in the case E = R, we omit it in the notations so that by the last property
enounced above, there is no ambiguity in the notation.
Remark: We need to introduce d¯n,p spaces because in general, an element in d∞ does not
belong to D(a). Nevertheless, one has to note that in all the classical examples such as the
standard Sobolev spaces on Rd or the Sobolev spaces associated to the Ornstein-Uhlenbeck
operator this property holds, see Section 4 below.
3.2 Sobolev spaces on the upper space
We define
D0 =
{
ϕ(N˜(f1), · · · , N˜(fk))| k ∈ N∗, ϕ ∈ C∞c (Rk), fi ∈ L2(R+, dt)⊗ d∞ i = 1, · · · , k
}
,
and
D0(E) = {
k∑
i=1
Giei| k ∈ N∗, Gi ∈ D0, ei ∈ E i = 1, · · · , k}.
As d0 is dense in d, d∞ ⊃ d0 is also dense in d so D0 is dense in D and clearly each element
in D0 belongs to
⋂
p > 1 L
p(P). Moreover, it is easy to verify that if X belongs to D0(E), it is
infinitely differentiable. Indeed, similarly to the previous subsection with similar notation,
X(n]) is defined inductively as the derivate of X((n−1)]) ∈ D
(
L2(Pˆ(n−1);E)
)
so it belongs
to D
(
L2(Pˆn;E)
)
that we consider in a natural way as a subspace of L2(P× Pˆn;E). As in
the case of the bottom space, we can define for all n ∈ N∗, p > 1 the Sobolev space Dn,p(E)
which is the closure of D0(E) with respect to the norm
‖X‖n,p = ‖X‖Lp(P;E) + ‖X]‖Lp(P×Pˆ;E) + · · ·+ ‖X(n])‖Lp(P×Pˆn;E),
and D∞(E) =
⋂
n∈N∗,p > 1Dn,p(E).
In the same way as in the previous subsection, for all n ∈ N∗, p > 1 we consider first D¯∞,
the subvector space of elements in D∞
⋂D(A) such that A(X) ∈ D∞, then define in an
obvious way D¯0(E) by
D¯0(E) = {
k∑
i=1
Giei| k ∈ N∗, Gi ∈ D¯∞, ei ∈ E i = 1, · · · , k}.
and finally we construct space D¯n,p(E) which is the closure of D¯0(E) with repect to the
norm
‖X‖D¯n,p(E) = ‖X‖n,p + ‖A(X)‖n,p,
and put D¯∞(E) =
⋂
n∈N∗,p > 1 D¯n,p(E).
Remark: These Sobolev spaces satisfy the same properties as spaces dn,p and d¯n,p listed
after Definition 5 so that we do not recall them.
Lemma 6. Let X ∈ D∞ and Y ∈ D∞(E), then XY ∈ D∞(E).
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Proof. Assume first that X ∈ D0 and Y ∈ D0(E). Then, clearly Z = XY ∈ D∞(E) and:
Z](w,w1) = X
](w,w1)Y (w) +X(w)Y
](w,w1),
Z(2])(w,w1, w2) = X
(2])(w,w1, w2)Y (w) +X
](w,w1)Y
](w,w2) +
X](w,w2)Y
](w,w1) +X(w)Y
(2])(w,w1, w2)
and more generally, for any n ∈ N∗, X(n]) can be expressed as the sum of 2n terms of the
form X(k])Y ((n−k)]) with k ∈ {0, · · · , n}. The Holder’s inequality yields for all p > 1:
‖Z(n])‖Lp(P×Pˆn;E) 6 2n‖X‖n,2p‖Y ‖n,2p.
We deduce that for all n ∈ N∗ and all p > 1, there exists a constant Cn,p such that,
‖Z‖n,p 6 Cn,p‖X‖n,2p‖Y ‖n,2p.
We then conclude by density.
Proposition 7. Let X ∈ D∞(E) then Y = ‖X‖2E belongs to D∞.
Proof. Assume first that X ∈ D0(E): X =
∑k
i=1Giei, where, without loss of generality,
(ei)1 6 i 6 k is an orthonormal family in E so that Y =
∑k
i=1G
2
i .
As a consequence of the previous Lemma, Y belongs to D∞ and by the functional calculus,
we have:
Y ] = 2
k∑
i=1
GiG
]
i.
Let p > 1, then obviously: ‖Y ‖Lp(P) = ‖X‖2L2p(P;E) and using the trivial inequality
2
∣∣∣∑ki=1GiG]i∣∣∣ 6 ∑ki=1G2i +∑ki=1(G]i)2 we get
‖Y ]‖Lp(P×Pˆ) 6 ‖X‖2L2p(P;E) + ‖X]‖2L2p(P×Pˆ;E).
As a consequence: ‖Y ‖1,p 6 2‖X‖21,2p.
More generally, let n ∈ N∗, we have
(G2i )
(n])(w,w1, · · · , wn) =
2n∑
j=1
G
(mj])
i (w,wσj(1), · · · , wσj(mj))G
((n−mj)])
i (w,wσj(mj+1), · · · , wσj(n)),
where for all j ∈ {1, · · · , 2n}, mj ∈ {0, · · · , n}, σj is a permutation on {1, · · · , n} and both
do not depend on Gi. Using ab 6 12(a2 + b2) we get:
k∑
i=1
(G2i )
(n]) 6 1
2
2n∑
j=1
k∑
i=1
(
(G
(mj])
i )
2 + (G
((n−mj)])
i )
2
)
=
1
2
2n∑
j=1
(
‖G((mj)])‖2E + ‖G((n−mj)])‖2E
)
.
This yields:
‖Y n]‖Lp(P×Pˆn) 6 2n‖G‖2n,2p.
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We deduce that for all n ∈ N∗ and all p > 1 there exists a constant Cn,p such that
‖Y ‖n,p 6 Cn,p‖X‖2n,2p.
It is now easy to conclude using a density argument.
Corollary 8. Let X ∈ D∞, then Γ[X] belongs to D∞.
Proof. Just apply the preceding Proposition to X].
The next Lemma generalizes identity (6):
Lemma 9. Let h ∈ L2(R+, dt)⊗d∞, then N˜(h) = ∫ +∞0 ∫Ξ h(t, u)N˜(ds, du) belongs to D∞
and for all n ∈ N∗ :
N˜(h)(n]) =
∫ +∞
0
∫
Ξ×Rn
h(n[)(t, u, r1, · · · , rn)N  ρn(dt, du, dr1, · · · , rn). (9)
Proof. In fact, this is a direct consequence of Proposition 2. Indeed, for all n ∈ N∗, take
for bottom space the product space Ξ×Rn equipped with the Dirichlet structure which is
the product structure of (d, e) with the trivial ones on L2(ρn). Then, following the same
construction as above with N replaced by N  ρn, we obtain a Dirichlet structure on
L2(P × Pˆn). It is obvious that this structure is the product of (D, E) with the trivial one
on L2(Pˆn) so we identify it with D(L2(Pˆn)). Consider now h ∈ L2(R+, dt)⊗d∞⋂L1(dt×
ν × ρn) then, as h(n[) takes its value in Ln0 , N  ρn(h(n[)) = ˜N  ρn(h(n[)), it is now
easy to apply Proposition 2 to get the expression of N˜(h)((n+1)]) in this case and then to
conclude using a density argument.
4 Identity of D∞(E) and D∞(E) and Meyer inequalities in the
classical cases
This section is devoted to inequalities in Lp norms. The first subsection gives a general
equivalence between gradient and carré du champ operator due to Khintchine inequality
and some of its improvements. The following subsections deal with the classical cases
where the bottom space is either the Euclidean space equipped with the Laplacian or the
Wiener space equipped with the Ornstein-Uhlenbeck operator.
4.1 An equivalence of norms
Let us first emphasize that when we write F ]] the second ]-operator acts on F ](ω, ωˆ1) with
fixed ωˆ1 and adds a new ωˆ2 independently. We write Eˆ for the expectation w.r. to all these
ωˆ1, ωˆ2 etc, in other words Eˆ denotes the expectation with respect to Pˆ⊗N
∗ .
Now, we introduce the following notation for any F ∈ Dk,2:
Γk[F ] = Eˆ[(F (k]))2]. (10)
This is a general definition of carré du champ operators of order k (cf. P.-A. Meyer sém
XVIII [21] p182 in the Ornstein-Uhlenbeck case where operators Γk satisfy a specific recur-
rence relation due to a commutation identity, that we do not suppose in this subsection).
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The aim of this subsection is to prove that by choosing well the probability space (R,R, ρ)
and the version of the gradient on the bottom space then the norm on Dk,p is equivalent
to the following norm
‖F‖Lp(P) +
k∑
i=1
‖(Γi[F ])1/2‖Lp(P).
Proposition 10. We can choose (R,R, ρ) and the gradient operator [ such that for all
k ∈ N∗, p > 1 the following inequality holds for any F ∈ Dk,p:
cp,k(Γk[F ])
1/2 6 ‖F (k])‖Lp(Pˆk) 6 Cp,k(Γk[F ])1/2 P-a.s., (11)
where cp,k and Cp,k are constants only depending on p and k.
Proof. Take (R,R, ρ) such that a sequence (ξi)i∈N∗ of Rademacher functions may be defined
on it. The simplest choice is to take R = [0, 1], ρ the Lebesgue measure and for (ξi) the
standard Rademacher functions. We recall that (ξi)i is a sequence of i.i.d. variables defined
on L2(ρ) and such that ρ(ξi = 1) = ρ(ξi = −1) = 1/2. Then we choose the version of
the gradient [ with values in V , the vector space spanned by the (ξi)i. It is clear that
V ⊂ L20(ρ). Hence we have the following decomposition for any f ∈ d∞
f ([)(u, r) =
∑
i
〈f ([)(u, ·), ξi〉L2(ρ)ξi(r). (12)
Consider now F = ϕ(N˜(f1), · · · , N˜(fn)) in D0, then
F (]) = N  ρ(J1),
where J1(t, x, r) =
∑n
j=1 ∂jϕ(N˜(f1), · · · , N˜(fn))fi(t, x, r).
Applying (12) , this yields
J1(t, u, r) =
∑
i
Di(t, u)ξi(r),
where Di(t, u) = 〈J1(t, u, ·), ξi〉L2(ρ).
We have
F ] = N  ρ(J1) =
Y∑
j=1
J1(Tj , Xj , Rj) =
Y∑
j=1
+∞∑
i=1
Di(Tj , Xj)ξi(Rj)
where (Tj , Xj) is the sequence of marked points of the random measure N and Y is the
number of jumps in Ξ before T (Y = +∞ a.s. iff ν(Ξ) = +∞) and (Rj)j > 1 is a sequence
of independent random variables with common law ρ independent of (Tj , Xj) (see the
construction of N  ρ above). But, it is obvious that the sequence (ξi(Rj))i,j∈N∗ is a
Rademacher sequence of independent variables defined on the probability space L2(Ωˆ, Pˆ)
so independent of the (Tj , Xj)j∈N∗ and of Y . Then Khintchine inequality (cf. [20] p. 91)
yields:
Ap‖F ]‖L2(Pˆ) 6 ‖F ]‖Lp(Pˆ) 6 Bp‖F ]‖L2(Pˆ),
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in other words:
Ap (Γ[F ])
1/2 6 ‖F ]‖Lp(Pˆ) 6 Bp (Γ[F ])1/2 P-a.s.
where Ap = cp,1 and Bp = Cp,1 are the constants in Khintchine’s inequality. Using a
density argument, we get the result in the case k = 1.
For k > 1 we cannot follow strictly the same argument because Khintchine inequalities
are not relevant in that case (it seems that some authors do not detect this difficulty,
which demands using stronger inequalities, see below). As above we first consider F =
ϕ(N˜(f1), · · · , N˜(fn)) in D0. By iteration:
F (k]) = N  ρk(Jk),
where Jk ∈ L2(Ω)⊗ L2([0, T ])⊗ d∞(L2(Rk)).
We have:
Jk(t, u, r1, · · · , rk) =
∑
i1,··· ,ik
Di1,··· ,ik(t, u)ξi1(r1)ξi2(r2) · · · ξik(rk),
where Di1,··· ,ik(t, u) = 〈Jk(t, u, ·), ξi1ξi2 · · · ξik〉L2(ρk).
Then, with the same notations as above:
F (k]) = N  ρk(Jk) =
Y∑
j=1
Jk(Tj , Xj , R
1
j , R
2
j , · · · , Rkj )
=
Y∑
j=1
∑
i1,··· ,ik
Di1,··· ,ik(Tj , Xj)ξi1(R
1
j )ξi2(R
2
j ) · · · ξik(Rkj ).
Here (Rlj)j > 1, l ∈ {1, · · · , k} are k independent sequences of independent random vari-
ables with common law ρ thus the sequence
(
ξi(R
l
j)
)
l 6 k;i,j > 1
is a Rademacher sequence
of independent variables defined on the probability space L2(Ωˆk, Pˆk). To conclude as in
the case k = 1, we need some Khintchine’s inequalities for k-fold products of Rademacher
functions. These inequalities are due to C. Borell and A. Bonami. More precisely, as a
consequence of Theorem 1.1. in [23], we have:
If p ∈]1, 2[:
(p− 1) k2 ‖F (k])‖L2(Pˆk) 6 ‖F (k])‖Lp(Pˆk) 6 ‖F (k])‖L2(Pˆk)
i.e.
(p− 1) k2 (Γk[F ])1/2 6 ‖F (k])‖Lp(Pˆk) 6 (Γk[F ])1/2 P-a.s.
And if p > 2:
‖F (k])‖L2(Pˆk) 6 ‖F (k])‖Lp(Pˆk) 6 (p− 1)
k
2 ‖F (k])‖Lp(Pˆk)
i.e.
(Γk[F ])
1/2 6 ‖F (k])‖Lp(Pˆk) 6 (p− 1)
k
2 (Γk[F ])
1/2 P-a.s.
So in all the cases, we have proved the desired inequality for F ∈ D0, it is easy to conclude
by density.
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Remark: There is a strong similarity about the Khintchine-like inequalities between
Rademacher functions and Gaussian variables. Now, in the case k = 1 the argument
above extends to a Gaussian basis and gives even a stronger result:
‖F ]‖Lp(Pˆ) = κp (Γ[F ])1/2 ,
where κp =
(
1√
2pi
∫
R |x|pe−x
2/2 dx
)1/p
.
In the case k > 1, inequalities like Borell-Bonami for Gaussian variables are known (see
for example [17]) hence yield the same result.
4.2 Meyer inequalities in the Euclidean case
We consider now the classical case where ν is the Lebesgue measure dx on Rd and a = 12∆.
We start from the Stein inequalities about Riesz transfoms [24]. For f say in S(Rd)
the Riesz transforms are defined by the Fourier multiplier
R̂jf(ξ) =
iξj
(
∑d
1 ξ
2
j )
1/2
fˆ(ξ)
i.e. symbolically
Rjf =
∂
∂xj
(
1√−∆f)
Theorem 11. (E.M. Stein) For 1 < p < ∞, there are constants Cp, cp, depending only
on p such that ∀f ∈ S(Rd)
cp‖f‖p 6 ‖(
d∑
1
|Rjf |2)1/2‖p 6 Cp‖f‖p (13)
Applying (13) to
√−∆f we have
cp‖
√−∆f‖p 6 ‖(
d∑
1
|∂jf |2)1/2‖p 6 Cp‖
√−∆f‖p (14)
Let us remark that the functions F = eiNf with f infinitely differentiable with support in
a set A of finite Lebesgue measure generate an algebra L dense in every Lp(P), cf Lemma
8 of [10].
Such a random variable may be written F =
∑
k 1{Y=k}Fk(X1, . . . , Xk) where Y follows
a Poisson distribution with parameter |A| and where the X` are i.i.d. with distribution
1
|A|dx|A.
In the present classical case the operators ∇ and ∆ tensorize so that we have Γ[F ] =∑
k 1{Y=k}
∑k
j=1(∂jFk)
2(X1, . . . , Xk) and AF =
∑
k 1{Y=k}∆Fk(X1, . . . , Xk).
This implies
√−AF = ∑k 1{Y=k}√−∆Fk(X1, . . . , Xk). So that we can write
E|Γ[F ]|p =
∑
k
P{Y = k}E|
k∑
j=1
(∂jFk)
2(X1, . . . , Xk)|p/2 6 Cpp
∑
k
P{Y = k}E|
√
−∆kFk|p
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where we have applied the inequality (14) in dimension kd with the measure ( 1|A|dx|A)k
what does not change the constants. So
E|Γ[F ]|p 6 CppE|
∑
k
1{Y=k}
√
−∆kFk|p = CppE|
√−AF |p
and finally by density and similarly on the left hand side, we obtain
Proposition 12. a) ∀F ∈ D, with the same constants as in (13)
cp‖
√−AF‖p 6 ‖
√
Γ[F ]‖p 6 Cp‖
√−AF‖p (15)
b) For F in the closure of L for the norm ‖F k]‖p,
cp‖(−A)k/2F‖p 6 ‖
√
Γk[F ]‖p 6 Cp‖(−A)k/2F‖p. (16)
The proof of part b) of the proposition follows exactly the same lines thanks to the
representation F =
∑
k 1{Y=k}Fk(X1, . . . , Xk) on the algebra L.
Remarks:
1- This inequality has been obtained by L. Wu [25] following a way suggested by P.-A.
Meyer of approximating Rd by the torus.
2- Let us emphasize that the tensorization property of ∇ and ∆ is crucial in this result.
For example if we had started with the operator
√−∆ on the bottom space in the role
of a, we would not have obtained on the upper space the operator
√−A. Subordination
doesn’t commute with tensorization.
3- Inequalities (16) and (11) imply the identity of the spaces D∞(E) and D∞(E).
4.3 Other cases of transfer of inequalities on the Poisson space
a) Suppose that the bottom space is an abstract Wiener space equipped with the Ornstein-
Uhlenbeck structure, then Meyer inequalities hold on all tensor products of the bottom
space which are still abstract Wiener spaces with the same constants. In that case where
the bottom space is a probability space, Meyer’s inequalities are preserved by product and
lift to the Poisson space.
In this case, the logarithmic Sobolev inequalities hold on the bottom space. These
inequalities tensorize with the same constants (cf. for instance [1]). The measure ν is finite
and the semigroup Pt associated with A acts as PtF =
∑
k 1{Y=k}Pt[Fk(X1, . . . , Xk)].
The logarithmic Sobolev inequalities hold above. This shows that the hypercontractivity
property holds on the Poisson space.
b) Suppose the bottom space satisfies the Bakry hypothesis
aγ[f ]− 2γ[f, af ] > 0
then (cf Bakry [2] and Bakry-Emery [3]) the Meyer inequalities hold down. Then, if
(i) the operator a tensorizes, i.e. on functions σ(N |B)-measurable for some set B such
that ν(B) <∞, the operator A writes AF = ∑k 1{Y=k}(akFk)(X1, . . . , Xk) where
akFk = a[F (., X2, . . . , Xk)](X1) + · · ·+ a[Fk(X1, . . . , Xk−1, .)](Xk)
(ii) the inequalities hold on the products on the bottom space with the same constants,
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then the Meyer inequalities transfer on the Poisson space.
Remark: In the cases considered in Subsection 4.2 and in this subsection, spaces D∞(E)
and D∞(E) are identical. The identity of these spaces extends of course to the situation
where the bottom space is a product with a new factor carrying a null Dirichlet form. We
will have such a case in the examples below.
5 Criterion of smoothness for the law of Poisson functionals
Lemma 13. Let X ∈ D∞ be positive and such that 1
X
∈
⋂
p > 1
Lp(P), then
1
X
∈ D∞.
Proof. For all ε > 0, we put:
Xε =
1
ε+X
.
As the map ϕε : x 7→ 1ε+x is infinitely differentiable on [0,+∞[ with bounded derivatives
of any order, Xε belongs to D∞. Indeed, first ϕε(X) belongs to D and by the chain rule
and the hypotheses we made:
X]ε =
−X]
(ε+X)2
∈
⋂
Lp(P× Pˆ),
so Xε ∈
⋂
p > 1D1,p.
As X] ∈ D(L2(Pˆ)) we deduce as a consequence of Lemma 6 that X]ε belongs to D(L2(Pˆ))
and still by the chain rule:
X2]ε =
−X(2])
(ε+X)2
+ 2
X]X]
(ε+X)3
∈
⋂
p > 1
Lp(P× Pˆ2),
this ensures that Xε ∈
⋂
p > 1D2,p.
Then by iteration, we obviously get that X(n])ε ∈
⋂
p > 1 L
p(P × Pˆn) for all n ∈ N so
Xε ∈ D∞.
Moreover, by the dominated convergence theorem, it is clear that for all n ∈ N, X(n])ε
converges in Lp(P× Pˆn) as ε goes to 0. So Xε converges in D∞ equipped with its natural
Fréchet topology to an element which is nothing but X and this ends the proof.
This yields the following corollary:
Corollary 14. Let d ∈ N∗ and X ∈ (D∞)d, if det(Γ[X]) > 0 and if 1
det(Γ[X])
belongs to⋂
p > 1 L
p(P) then
(Γ[X])−1 ∈ (D∞)d×d and (Γ[X])−1 ·X] ∈
(
D
(
L2(Pˆ)
))d
.
14
Proof. First of all, it is clear that det(Γ[X]) belongs to D∞ thanks to Lemma 6. Apply-
ing the previous Lemma, we conclude that
1
det(Γ[X])
∈ D∞. From this, as (Γ[X])−1 is
the product of
1
det(Γ[X])
and the co-factors matrix, it is clear that (Γ[X])−1 belongs to
(D∞)d×d.
The second property is a direct consequence of Lemma 6.
In view of the next Lemma, we recall that A denotes the generator of the Dirichlet
form (D, E).
The operator X 7→ X], considered as an unbounded operator with domain D ⊂ L2(P) and
values in L2(P × Pˆ), admits an adjoint operator that we denote by δ. Its is an operator
with domain D(δ) ⊂ L2(P× Pˆ) and values in L2(P).
Lemma 15. Let X ∈ D∞ and Y ∈ D¯∞ then XY ] belongs to D(δ) and
δ[XY ]] = −2XAY − Γ[X,Y ].
Proof. Let Z ∈ D∞ then XZ ∈ D∞ and by definition of A, we have:
EEˆ[(ZX)]Y ]] = E[Γ[ZX, Y ]]
= E[ZX(−2AY )].
But (ZX)] = Z]X + ZX] so that
EEˆ[Z]XY ]] = E[ZX(−2AY )]− EEˆ[ZX]Y ]]
= E[ZX(−2AY )]− E[ZΓ[X,Y ]].
We end the proof using the fact that D∞ is dense in L2(P).
We now turn out to the main result of this section which gives a criterion of smoothness
for an element in D∞, we shall apply it to several examples in the next sections.
Proposition 16. Let d ∈ N∗ and X be in (D¯∞)d. If (Γ[X])−1 ∈ ⋂p > 1 Lp(P;Rd×d), then
X admits a density which belongs to C∞(Rd).
Proof. Let f ∈ C∞c (Rd). With obvious notation, we consider the column vector:
Γ[f(X), X] = (Γ[f(X), Xi])1 6 i 6 d .
As a consequence of the functional calculus related to the local Dirichlet forms (see [9],
section I.6) we have for all i ∈ {1, · · · , d}:
Γ[f(X), Xi] =
d∑
j=1
∂jf(X)Γ[Xj , Xi]
so that Γ[f(X), X] = Γ[X]∇f(X) and ∇f(X) = (Γ[X])−1 Γ[f(X), X].
We now denote by ei the i−th column vector of the canonical basis in Rd and by M∗ the
transposed of any matrix M . We have:
E[∂if(X)] = E[∇f(X)∗ei] = E[Γ[f(X), X∗] (Γ[X])−1 ei]
= EEˆ[f(X)]X∗,] (Γ[X])−1 ei] = E
[
f(X)δ[X∗,] (Γ[X])−1 ei]
]
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If i1, i2, · · · , in, · · · is a given sequence in {1, · · · , d} we get by iteration:
E[∂in · · · ∂i1f(X)] =
E
{
f(X)δ
[
X∗,] (Γ[X])−1 einδ
[
X∗,] (Γ[X])−1 ein−1δ
[
· · · δ
[
X∗,] (Γ[X])−1 ei1
]
· · ·
]}
More precisely, we have for all n ∈ N∗:
E [∂in · · · ∂i1f(X)] = E [f(X)Zn] , (17)
where Zn is defined inductively by :{
Z1 = δ[X
∗,] (Γ[X])−1 ei1 ]
Zn = δ[X
∗,] (Γ[X])−1 einZn−1], n ∈ N∗.
By Lemma (15), we obtain that for all n ∈ N∗:
Zn = −2A[X∗] (Γ[X])−1 einZn−1 −
d∑
j=1
Γ[X∗j , aj,inZn−1],
where aj,in denotes the j−th element of the in column of the matrix (Γ[X])−1. As A[X] ∈
(D∞)d and thanks to Lemmas 6, 8 and 13 we conclude that for all n ∈ N∗, Zn belongs to
D∞ hence in L1(P).
So, equality (17) implies that for all n ∈ N∗ and all f ∈ C∞c (Rd):
E[|f (n)(X)|] 6 ‖f‖∞E[|Zn|].
This ends the proof by standard arguments.
6 Application to Poisson driven sde’s
6.1 The SDE we consider
We assume that on the probability space (Ω2,A2,P2), an Rn-valued semimartingale Z =
(Z1, · · · , Zn) is defined, n ∈ N∗. As in [11], we adopt the following assumption on the
bracket of Z and on the total variation of its finite variation part. It is satisfied if both are
dominated by the Lebesgue measure uniformly:
Assumption on Z:
There exists a positive constant C such that for any square integrable Rn-valued pre-
dictable process h:
∀t > 0, E[(
∫ t
0
hsdZs)
2] 6 C2E[
∫ t
0
|hs|2ds]. (18)
Let d ∈ N∗, we consider the following SDE :
Xt = x0 +
∫ t
0
∫
Ξ
c(s,Xs− , u)N˜(ds, du) +
∫ t
0
σ(s,Xs−)dZs (19)
where x0 ∈ Rd, c : Ω2 × R+ × Rd × Ξ → Rd and σ : Ω2 × R+ × Rd → Rd×n are random
coefficients which are predictable and satisfy the set of hypotheses below denoted (R).
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Assumption (R): For simplicity, we fix all along this article a finite terminal time T > 0.
1.a) For P2-almost all w2 ∈ Ω2, all t ∈ [0, T ] and u ∈ Ξ, c(t, ·, u) is infinitely differentiable
and
∀α ∈ N∗, sup
t∈[0,T ],x∈Rd
|Dαx c(t, x, ·)| ∈
⋂
p > 1
Lp(Ω2 × Ξ,P2 × ν),
b) supt∈[0,T ] |c(t, 0, ·)| ∈
⋂
p > 1 L
p(Ω2 × Ξ,P2 × ν),
c) for all t ∈ [0, T ], α ∈ N and x ∈ Rd, Dαx c(t, x, ·) ∈ d∞ and
∀n ∈ N∗, ∀q > 2, sup
t∈[0,T ],x∈Rd
‖Dαx c(t, x, ·)‖dn,q ∈
⋂
p > 1
Lp(Ω2,P2),
d) for all t ∈ [0, T ], all x ∈ Rd and u ∈ Ξ, the matrix I +Dxc(t, x, u) is invertible and
sup
t∈[0,T ],x∈Rd
∣∣∣(I +Dxc(t, x, u))−1×c(t, x, u)∣∣∣ ∈ ⋂
p > 1
Lp(Ω2 × Ξ,P2 × ν).
2. For all t ∈ [0, T ] , σ(t, ·) is infinitely differentiable and
∀α ∈ N∗ sup
t∈[0,T ],x∈Rd
|Dαxσ(t, x)| ∈
⋂
p > 1
Lp(Ω2,P2).
3. As a consequence of hypotheses 1. and 2. above, it is well known that equation (19)
admits a unique solution X such that E[supt∈[0,T ] |Xt|2] < +∞. We suppose that for all
t ∈ [0, T ], the matrix (I+∑nj=1Dxσ·,j(t,Xt−)∆Zjt ) is invertible and its inverse is bounded
by a deterministic constant uniformly with respect to t ∈ [0, T ].
We shall also consider the following set of hypotheses:
Assumption (R¯): assume all the hypotheses of (R) excepted hypothesis 1.c) which is re-
placed by the stronger one:
1.c¯) for all t ∈ [0, T ], α ∈ N and x ∈ Rd, Dαx c(t, x, ·) ∈ d¯∞ and
∀n ∈ N∗, ∀p > 1, sup
t∈[0,T ],x∈Rd
‖Dαx c(t, x, ·)‖d¯n,p < +∞.
6.2 Spaces of processes
We start by introducing the Dirichlet structure which is the product of (D, E) and (d, e)
that we denote by (D⊗ˆd, Eˆ). Following [9] Section V.2, we know that
D⊗ˆd = {f ∈ L2(P× ν) s.t. for ν almost all x ∈ Ξ, f(·, x) ∈ D, for P almost all w ∈ Ω, f(w, ·) ∈ d
and Eˆ(f) =
∫
Ξ
E(f(·, x)) dν(x) + E[e(f(w, ·))] < +∞}.
It is a local Dirichlet structure which admits a carré du champ, Γˆ, given by
Γˆ[f ](w, x) = Γ[f(·, x)](w) + γ[f(w, ·)](x),
and a Gradient operator, Dˆ, with values in L2(Pˆ)× L0 given by
Dˆf(w, x) =
(
f ](·, x)(w), f [(w, ·)(x)
)
.
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Let Aˆ be the generator of this Dirichlet structure and D(Aˆ) its domain. It is obvious (see
Section V, Proposition 2.1.3 in [9]) that D(Aˆ) contains D0(Aˆ) where
D0(Aˆ) =
{
f ∈ L2(P× ν) s.t. for ν almost all x ∈ Ξ, f(·, x) ∈ D(A),
for P almost all w ∈ Ω, f(w, ·) ∈ D(a),
E
[∫
Ξ
|A[f(·, x)](w)|2 + |a[f(w, ·)](x)|2 dν(x)
]
< +∞},
and if f ∈ D0(Aˆ),
Aˆf(w, x) = A[f(·, x)](w) + a[f(w, ·)](x). (20)
We consider the algebraic tensor product D0 ⊗ d0, it is dense in D⊗ˆd. Moreover, each
element in D0 ⊗ d0 is infinitely differentiable w.r.t. Dˆ, so that we can define as for D (or
d) the different Sobolev spaces (D⊗ˆd)n,p and (D⊗ˆd)∞ = ⋂n∈N∗,p > 1(D⊗ˆd)n,p.
For all n ∈ N∗ and p > 1, we denote by (D˜⊗ˆd)n,p the completion of the algebraic tensor
product D¯n,p ⊗ d¯n,p with respect to the norm
‖X‖
(D˜⊗ˆd)n,p =
∫
Ξ
‖X(·, x)‖D¯n,p ν(dx) + E[‖X(w, ·)‖d¯n,p ].
It is clear that (D˜⊗ˆd)n,p ⊂ D0(Aˆ) and as usual we set
(D˜⊗ˆd)∞ =
⋂
n∈N∗,p > 1
(D˜⊗ˆd)n,p.
We denote by P the predictable sigma-field on [0, T ]× Ω and we define the following sets
of processes:
• HDn,p,P : the space of predictable processes which belong to L2([0, T ];Dn,p).
• H(D⊗ˆd)n,p,P : the set of real valued processes H defined on [0, T ]× Ω× Ξ which are
predictable and belong to L2([0, T ]; (D⊗ˆd)n,p).
• HD¯n,p,P : the set of predictable real valued processes which belong to L2([0, T ]; D¯n,p).
• H
(D˜⊗ˆd)n,p,P : the set of real valued processes H defined on [0, T ]× Ω× Ξ which are
predictable and belong to L2([0, T ]; (D˜⊗ˆd)n,p).
In a natural way, we set
HD∞,P =
⋂
n∈N∗,p > 1
HDn,p,P , HD¯∞,P =
⋂
n∈N∗,p > 1
HD¯n,p,P
and
H(D⊗ˆd)∞,P =
⋂
n∈N∗,p > 1
H(D⊗ˆd)n,p,P , H(D˜⊗ˆd)∞,P =
⋂
n∈N∗,p > 1
H
(D˜⊗ˆd)n,p,P .
These spaces are endowed with their natural inductive limit topology.
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We define H0D∞,P (resp. H0D¯∞,P)to be the set of elementary processes in HD∞,P (resp.
HD¯∞,P) of the form
Gt(w) =
m−1∑
i=0
Fi(w)1]ti,ti+1](t),
where m ∈ N∗, 0 6 t0 6 · · · tm 6 T and for all i, Fi ∈ D∞ (resp. D¯∞) and is Ati-
measurable.
The following Lemma is obvious:
Lemma 17. H0D∞,P (resp. H0D¯∞,P) is dense in HD∞,P (resp. HD¯∞,P).
Remark: Let H ∈ (D⊗ˆd)∞, then it is infinitely differentiable both w.r.t. to w ∈ Ω and
u ∈ Ξ. One can easily verify (by approximation) that the order of the derivations plays
no role so that for all n, k ∈ N∗, the variable X(n]),(k[) is defined without ambiguity as an
element in
⋂
p > 1 L
p(P× Pˆn × ν × ρk).
6.3 Functional calculus related to stochastic integrals
Proposition 18. Let H ∈ H(D⊗ˆd)∞,P then for all t ∈ [0, T ]
Xt =
∫ t
0
∫
Ξ
H(s, u)N˜(ds, du)
belongs to D∞.
And we have:
X]t (w,w1) =
∫ t
0
∫
Ξ
H](s, u)(w,w1)N˜(ds, du)(w)
+
∫ t
0
∫
Ξ×R
H[(s, u, r1)(w)N  ρ(ds, du, dr1)(w,w1),
X
(2])
t (w,w1, w2) =
∫ t
0
∫
Ξ
H2](s, u)(w,w1, w2)N˜(ds, du)(w)
+
∫ t
0
∫
Ξ×R
H],[(s, u, r1)(w,w1)N  ρ(ds, du, dr1)(w,w2)
+
∫ t
0
∫
Ξ×R
H],[(s, u, r1)(w,w2)N  ρ(ds, du, dr1)(w,w1)
+
∫ t
0
∫
Ξ×R2
H(2[)(s, u, r1, r2)(w)N  ρ2(ds, du, dr1, dr2)(w,w1, w2).
More generally, for all n ∈ N∗,
X
(n])
t =
2n∑
i=1
Ii,
where I1 =
∫ t
0
∫
ΞH
(n])(s, u)N˜(ds, du) and for i ∈ {2, · · · , 2n}, Ii is a term of the form
Ii(w,w1, · · · , wn) =∫ t
0
∫
Ξ×Rj
H
(j]),((n−j)[)
(s,u,r1,··· ,rn−j)(w,wσ(1), · · · , wσ(j))N  ρ
(n−j)(ds, du, dr1, · · · , drn−j)(w,wσ(j+1), · · · , wσ(n)),
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where j ∈ {0, · · · , n− 1} and σ is a permutation on {1, · · · , n}.
Proof. The case n = 1 has been established in [11], we proceed in a similar way. Assume
first that
Ht(w, u) =
m−1∑
i=0
Fi(w)1]ti,ti+1](t)gi(u),
where for all i ∈ {0, · · · ,m− 1}, Fi ∈ D∞ and is Ati-measurable and gi ∈ d∞.
The result is a direct consequence of the functional calculus and Lemma 9. We conclude
taking first a linear combination and then by density.
Lemma 19. Let 0 6 s < t 6 T , F ∈ D(A) and g ∈ D(a). If F is Fs-measurable then
X = FN˜(1]s,t]g)
belongs to D(A) and
A[X] = A[F ]N˜(1]s,t]g) + FN˜(1]s,t]a[g]).
Proof. Let us prove that X belongs to the domain of A and calculate A[X]. To this end,
assume first that
F = eiN˜(f), f > 0, f ∈ L2([0, T ], dt)⊗H, and f(u, ·) = 0 ∀u > s (∗∗)
(the space H is the subspace of D(a) introduced in hypothesis (H) §2.1).
By the functional calculus (see [9], Section 1.6), we know that X belongs to D(A) and
that
A[X] = A[F ]N˜(1]s,t]g) + FA[N˜(1]s,t]g)] +
1
2
Γ[F, N˜(1]s,t]g)],
but as a consequence of the explicit expression of A given in [10], Section 3.2.1, we know
that
A[N˜(1]s,t]g)] = N˜(1]s,t]a[g]),
and moreover:
Γ[F, N˜(1]s,t]g)] = iFΓ[N˜(f), N˜(1]s,t]g)]
= iFN(γ[f,1]s,t]g, ])
= 0,
since γ acts only on the variable in Ξ.
Finally, as the space of random variables of the form (∗∗) is total in the subvector space
of random variable in D(A) and Fs-measurable (see Section 3.2.1 in [10]), we conclude by
density.
Lemma 20. Let H ∈ L2([0, T ];D(Aˆ)) be predictable, then for all t ∈ [0, T ]
Xt =
∫ t
0
∫
Ξ
H(s, u)N˜(ds, du)
belongs to D(A) and
A[Xt] =
∫ t
0
∫
Ξ
Aˆ[H(s, u)] N˜(ds, du).
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Proof. Assume first that H is a “simple proces” :
Ht(w, u) =
m−1∑
i=0
Fi(w)1]ti,ti+1](t)gi(u),
where for all i ∈ {0, · · · ,m− 1} Fi ∈ D(A) is Fti measurable and gi ∈ D(a). Then, for all
t ∈ [0, T ]
Xt =
m−1∑
i=0
FiN˜(1]ti,ti+1]gi).
Then, as a consequence of Lemma 19:
A[Xt] =
m−1∑
i=0
(
A[Fi]N˜(1]ti,ti+1]gi) + Fi(w)N˜
(
1]ti,ti+1]a[gi]
))
= N˜
(
m−1∑
i=0
(
A[Fi]1]ti,ti+1]gi + Fi(w)1]ti,ti+1]a[gi]
))
.
= N˜
(
Aˆ[H]
)
Following [9] (Section V, Proposition 2.1.3), we know that the algebraic tensor product
D(A) ⊗ D(a) is dense in D(Aˆ) for the graph norm. From this, we deduce that the set of
combinations of simple processes is dense in L2([0, T ];D(Aˆ)) and conclude by density.
Combining Proposition 18, Lemma 20 and relation (20) we obtain
Proposition 21. Let H ∈ H
(D˜⊗ˆd)∞,P then for all t ∈ [0, T ]
Xt =
∫ t
0
∫
Ξ
H(s, u)N˜(ds, du)
belongs to D¯∞ and
A[Xt] =
∫ t
0
∫
Ξ
(A[H(s, u)] + a[H(s, ·)](u)) N˜(ds, du).
The proof of the next Proposition is similar to the previous ones and even easier, so we
leave it to the reader:
Proposition 22. Let G ∈ HD∞,P then for all t ∈ [0, T ]
Xt =
∫ t
0
∫
Ξ
Gs dZs
belongs to D∞, and for all n ∈ N∗:
X
(n])
t =
∫ t
0
G(n])s dZs.
Moreover, if G belongs to HD¯∞,P then Xt belongs to D¯∞ and
A[Xt] =
∫ t
0
∫
Ξ
A[Gs] dZs.
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Finally, by the functional calculus developpped in the proofs of Propositions 18 and 21,
the following Lemma is also clear:
Lemma 23. Let c : Ω2 × R+ × Rd × Ξ → Rd be the coefficient of equation(19) and X be
in (HD∞,P)d..
1. If c satisfies hypothesis 1.c) of (R) then the process (t, u) → c(t,Xt, u) belongs to
(H(D⊗ˆd)∞,P)d.
2. If moreover X belongs to (HD¯∞,P)d and c satisfies hypothesis 1.c¯) of (R¯) then the
process (t, u)→ c(t,Xt, u) belongs to (H
(D˜⊗ˆd)∞,P)
d.
6.4 Existence of smooth density for the solution
Proposition 24. Under hypotheses (R), the equation (19) admits a unique solution, X,
in (HD∞,P)d.
Proof. Let us first prove that for all p > 1, X belongs to (HD1,p,P)d. We follow the same
proof as the one of Proposition 8 in [11] which corresponds to the case p = 2.
We define inductively a sequence (Xr) of Rd-valued semimartingales by X0 = x and
∀r ∈ N, ∀t ∈ [0, T ], Xr+1t = x0 +
∫ t
0
∫
Ξ
c(s,Xrs− , u)N˜(ds, du) +
∫ t
0
σ(s,Xrs−)dZs. (21)
As a consequence of Lemma 23, Propositions 18 and 22, it is clear that for all r, Xr belongs
to (HD∞,P)d and that we have ∀t ∈ [0, T ]
Xr+1,]t =
∫ t
0
∫
U
Dxc(s,X
r
s−, u) ·Xr,]s−N˜(ds, du) +
∫ t
0
∫
U×R
c[(s,Xrs−, u, r)N  ρ(ds, du, dr)
+
∫ t
0
Dxσ(s,X
r
s−) ·Xr,]s−dZs.
This is the iteration procedure due to Émile Picard and it is well-known that for all p > 1
lim
r→+∞E[ supt∈[0,T ]
|Xt −Xrt |p] = 0. (22)
Moreover, thanks to the hypotheses we made on the coefficients, it is easily seen (see [5]
or [15]) that there exists a constant κp,x such that for all r ∈ N∗ and all t ∈ [0, T ]
EEˆ
[
|Xr+1,]t |p
]
6 κp,x
(
1 +
∫ t
0
EEˆ
[
|Xr,]s−|p
]
ds
)
so that by induction we deduce
∀r ∈ N, ∀t ∈ [0, T ], EEˆ
[
|Xr,]t |p
]
6 κp,xeκp,xt.
Hence, the sequence (Xr) is bounded in (HD1,p,P)d which is a reflexive Banach space.
Therefore, there is a sequence of convex combinations of Xr which converges to a process
Y ∈ (HD1,p,P)d. But, by (22) we a priori know that Xr tends to X in Lp([0, T ];Rd) so
22
that Y is nothing but X. This proves that X belongs to (HD1,p,P)d. Moreover, still by
Propositions 18 and 21 we know that X] satisfies
X]t =
∫ t
0
∫
U
Dxc(s,Xs−, u) ·X]s−N˜(ds, du) +
∫ t
0
∫
X×R
c[(s,Xs−, u, r)N  ρ(ds, du, dr)
+
∫ t
0
Dxσ(s,Xs−) ·X]s−dZs.
This ensures, by standard facts on the Picard’s iteration method, that for all p > 1
lim
r→+∞EEˆ[
∫ T
0
|Xr,]s −X]s|pds] = 0,
in other words, we have proved that for all p > 1, Xr converges to X in (HD1,p,P)p.
We now proceed by recurrence. Let n > 2, assume that we have established that Xr
converges to X in (HD(n−1),p,P)d for all p > 1. Then, by Propositions 18, 22 and the
functional calculus we have for all t ∈ [0, T ] and all r ∈ N∗:
X
r+1,(n])
t =
∫ t
0
∫
Ξ
Dxc(s,X
r
s− , u) ·Xr,(n])s− N˜(ds, du)
+
n∑
j=1
∫ t
0
∫
Ξ×Rn−j
Φjr(s, u, r1, · · · , rn−j) N˜  ρ(n−j)(ds, du, dr1, · · · , drn−j)
+
∫ t
0
Dxσ(s,X
r
s−) ·Xr,(n])s− dZs +
∫ t
0
Πr(s) dZs,
where:
• for all j ∈ {1, · · · , n}, Φjr can be expressed as a sum such that each term is the
product of Dkxc(l])(s,Xrs− , u, r1, · · · , rl) with k, l ∈ {0, · · · , n}, and of derivatives of
X of order strictly less than n;
• Πr is a sum such that each term is the product of Dkxσ(s,Xrs−) with k ∈ {1, · · · , n},
and of derivatives of X of order strictly less than n.
Thanks to the hypotheses we made on c and σ and as Xr converges to X in (HD(n−1),p,P)d,
it is clear that there exist predictable processes Φj , j = 1 · · ·n and Π such that for all
p > 1
lim
r→+∞EEˆ[
∫ T
0
∫
Ξ
∫
Rn−j
|Φjr − Φj |p(s, u, r1, · · · , rn−j)ν(du)ρn(dr1 · · · drn−j)] = 0,
lim
r→+∞EEˆ[
∫ T
0
|Πr −Π|p(s)ds] = 0.
From this, as in the case n = 1, we conclude that for all p > 1, (Xr)r is bounded in
(HDn,p,P)d hence a convex combination of Xr converges in (HDn,p,P)d to an element which
is nothing but X and then as X(n]) satisfies a s.d.e., standard consideration on the Picard’s
iteration permits to conclude that in fact
lim
r→+∞EEˆ[
∫ T
0
|Xr,(n]
s− −X
(n])
s− |pds] = 0,
i.e. (Xr) tends to X in (HDn,p,P)d.
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In the next proposition, for all i ∈ {1, · · · , d}, we denote by ci (resp. σi) the i-th
coordinate of coefficient c (resp. σ) and we put X = (X1, · · · , Xd).
Proposition 25. Under hypotheses (R¯), X belongs to HD¯∞,P and we have for all t ∈ [0, T ]
and all i ∈ {1, · · · , d}:
A[Xi,t] =
∫ t
0
∫
X
 d∑
j=1
∂ci
∂xj
(s,Xs− , u)A[Xj,s− ] +
1
2
d∑
j,k=1
∂2ci
∂xj∂xk
(s,Xs− , u)Γ[Xj,s− , Xk,s− ]
 N˜(ds, du)
+
∫ t
0
∫
Ξ
a[ci(s,Xs− , ·)](u) N˜(ds, du)
+
∫ t
0
 d∑
j=1
∂σi
∂xj
(s,Xs−)A[Xj,s− ] +
1
2
d∑
j,k=1
∂2σi
∂xj∂xk
(s,Xs−)Γ[Xj,s− , Xk,s− ]
 dZs
Proof. We keep the same notations as in the prof of the previous Proposition, so we still
consider (Xr) the Picard’s approximation of X given by relation (22). By Proposition 22,
Lemma 23 we know that for all r ∈ N∗, Xr belongs to (HD¯∞,P)d and that moreover:
A[Xr+1t ] =
∫ t
0
∫
X
(A[c(s,Xrs− , u)] + a[c(s,X
r
s− , ·)](u)) N˜(ds, du)
+
∫ t
0
A[σ(s,Xrs−)] dZs.
And, by the functional calculus (see Corrolary 6.1.4. in [9]), this yields for all i ∈ {1, · · · , d}
(we apologize for the apparently complicated computation but in fact quite natural):
A[Xr+1i,t ] =
∫ t
0
∫
Ξ
 d∑
j=1
∂ci
∂xj
(s,Xrs− , u)A[X
r
j,s− ] +
1
2
d∑
j,k=1
∂2ci
∂xj∂xk
(s,Xrs− , u)Γ[X
r
j,s− , X
r
k,s− ]
 N˜(ds, du)
+
∫ t
0
∫
Ξ
a[ci(s,X
r
s− , ·)](u) N˜(ds, du)
+
∫ t
0
 d∑
j=1
∂σi
∂xj
(s,Xrs−)A[X
r
j,s− ] +
1
2
d∑
j,k=1
∂2σi
∂xj∂xk
(s,Xrs−)Γ[X
r
j,s− , X
r
k,s− ]
 dZs
Let us now introduce Y = (Y1, · · · , Yd) the solution of the following s.d.e:
Yi,t =
∫ t
0
∫
Ξ
 d∑
j=1
∂ci
∂xj
(s,Xs− , u)Yj,t +
1
2
d∑
j,k=1
∂2ci
∂xj∂xk
(s,Xs− , u)Γ[Xj,s− , Xk,s− ]
 N˜(ds, du)
+
∫ t
0
∫
Ξ
a[ci(s,Xs− , ·)](u) N˜(ds, du)
+
∫ t
0
 d∑
j=1
∂σi
∂xj
(s,Xs−)Yj,t +
1
2
d∑
j,k=1
∂2σi
∂xj∂xk
(s,Xs−)Γ[Xj,s− , Xk,s− ]
 dZs
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In the previous Proposition, we have proved that Xr converges to X in HD∞,P so for all
p > 1:
lim
r→+∞E[
∫ T
0
|Γ[Xs]− Γ[Xrs ]|p ds = 0.
From this, it is standard to prove that A[Xr] converges to Y in Lp([0, T ]× Ω).
This implies that Xr is a Cauchy sequence in HD¯n,p,P for all (n, p) hence it converges to a
limit which is X and necessary, Y = A[X]. This ends the proof
We are now able to give the main Theorem of this section. For this we need some
processes introduced in [11].
First, the Rd×d-valued process Us defined by
dUs =
n∑
j=1
Dxσ.,j(s,Xs−)dZjs .
Then the Rd×d-valued process which is the derivative of the flow generated by X:
Kt = I +
∫ t
0
∫
Ξ
Dxc(s,Xs−, u)Ks−N˜(ds, du) +
∫ t
0
dUsKs−
Under our hypotheses, for all t > 0, the matrix Kt is invertible and its inverse K¯t = (Kt)−1
satisfies:
K¯t = I −
∫ t
0
∫
Ξ
K¯s−(I +Dxc(s,Xs−, u))−1Dxc(s,Xs−, u)N˜(ds, du)
−
∫ t
0
K¯s−dUs +
∑
s 6 t
K¯s−(∆Us)2(I + ∆Us)−1 +
∫ t
0
K¯sd < U
c, U c >s .
The key property is that under hypotheses (R), we have the following relation (see [11],
Theorem 10) for all t ∈ [0, T ],
Γ[Xt] = Kt
∫ t
0
∫
Ξ
K¯sγ[c(s,Xs−, ·)]K¯∗s N(ds, du)K∗t ,
where for any matrix M , M∗ denotes its transposed.
Theorem 26. Assume hypotheses (R¯). Let t > 0, if(∫ t
0
∫
Ξ
K¯sγ[c(s,Xs−, ·)]K¯∗s N(ds, du)
)−1
∈
⋂
p > 1
Lp(P,Rd×d)
then Xt admits a density which belongs to C∞(Rd).
Proof. Let t ∈ [0, T ]. The idea is to apply Proposition 16 to Xt. Clearly, it remains to
prove that (Γ[X])−1 belongs to
⋂
p > 1 L
p(P,Rd×d). But this is obvious because Kt belongs
to
⋂
p > 1 L
p(P,Rd×d).
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Remark: Let us emphasize that the Lévy measure is not assumed to possess a density,
so that the regularity of density for the solution is obtained under weaker hypotheses than
those of Léandre (cf [18] [19]) or other authors (see [4]).
Moreover, in these works and in some other works dealing with non necessarily absolutely
continuous Lévy measure, a growth condition is supposed near the origin of the form:
lim inf
ρ→0
ρ−α
∫
{|x|<ρ}
|x|2dν(x) > 0,
with ρ ∈ (0, 2), that we do not assume.
7 Applications
7.1 The regular case
As in Proposition 11 in [11], we assume that Ξ is a topological space and that coefficient
c(s, x, u) is regular with respect to its argument u governing the jumps size, this ensures
existence of the density. The regularity of the density will be the consequence of an elliptic-
type assumption on c. More precisely we have
Proposition 27. Assume hypotheses (R¯), that Ξ is a topological space and that the in-
tensity measure ds × ν of N is such that ν has an infinite mass near some point u0 in
Ξ. Assume that the matrix (s, x, u) → γ[c(s, x, ·)](u) is continuous on a neighborhood
of (0, x0, u0) and invertible at (0, x0, u0). Assume moreover that it satisfies the following
(local) ellipticity assumption:
∀(s′, x, u) ∈]0, s]× Rd ×O, γ[c(s′, x, u] > 1
1 + |x|δψ(u)Id,
Where > denotes the order relation in the set of symmetric and positive matrixes, δ, s > 0
are constant, Id is the identity matrix in Rd×d, O is a neighborhood of u0 and ψ is an
R+ \ {0}-valued measurable function on O such that(∫ t
0
∫
O
ψ(u)N(ds, du)
)−1
∈
⋂
p > 1
Lp(P). (∗)
Then, for all t > s the solution Xt of (19) admits a density in C∞(Rd).
Proof. As a consequence of Proposition 11 in [11], it just remains to prove that (Γ[Xt])−1
belongs to
⋂
p > 1 L
p(P,Rd×d).
We have for any vector v ∈ Rd:
v∗Γ[Xt]v >
∫ t
0
∫
O
v∗K¯sγ[c(s,Xs−, ·)]K¯∗s v N(ds, du)
>
∫ t
0
∫
O
v∗K¯sK¯∗s v
1
1 + |Xs− |δ
ψ(u)N(ds, du).
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As it is well known that both sups∈[0,T ] |Ks| and sups∈[0,T ] |Xs− | belongs to
⋂
p > 1 L
p(P)
we deduce that there exists a random variable V such that V −1 ∈ ⋂p > 1 Lp(P) with
Γ[Xt] > V
∫ t
0
∫
O
ψ(u)N(ds, du)Id.
It is now easy to conclude.
We now give a criterion which ensures that (∗) is satisfied:
Lemma 28. Consider O and ψ as above and assume that there exists α ∈ (0, 1) such that
the limit
r1 = lim
λ→+∞
1
λα
∫
O
(e−λψ(u) − 1) ν(du)
exits and belongs to (−∞, 0) then hypothesis (∗) of the previous proposition is fulfilled.
Proof. Set V =
∫ t
0
∫
O ψ(u)N(ds, du). Let us first remark that as ν(O) = +∞ and ψ > 0,
P(V = 0) = 0. The Laplace transform of V is given by
∀λ > 0, E[e−λV ] = et
∫
O(e
−λψ(u)−1) ν(du).
By the De Bruijn’s Tauberian Theorem (see Theorem 4.12.9 in [6]), we know that this
implies
lim
ε→0
εβ log(P(V 6 ε)) = r2,
where β and r2 satisfy:
1
α
=
1
β
+ 1 and |αtr1|1/α = |βtr2|1/β.
In other words:
P(V −1 > x) ∼
x→+∞ e
r2
xβ .
This leads to the result.
7.2 Non linear subordination
We now turn out to an example for which Ξ is infinite dimensional. More precisely, we put
• Ξ = R+×C0(R+;Rq) where q ∈ N∗ andW = C0(R+;Rq) denotes the set of Rq-valued
continuous functions defined on R+ and vanishing in 0.
• ν = τ ×m where m is the Wiener measure on C0(R+;Rq) and τ is a Lévy measure
on R+ associated to a subordinator such that τ(R+) = +∞. For simplicity, we
assume that the support of τ is included in [0, T ′] for some T ′ > 0. Let us recall that
necessarily
∫ T ′
0 yτ(dy) < +∞.
• The Dirichlet structure (d, e, γ) is the product of the trivial structure on L2(R+, τ)
with (dM , eM , γM ), the Dirichlet structure on L2(C0(R+;Rq),m) associated with the
Ornstein-Uhlenbeck operator (see [9]) .
27
As usual, we denote by (Bt)t > 0 the coordinates maps on W :
∀ω ∈W, Bt(ω) = ωt,
so that (Bt)t > 0 is a q-dimensional Brownian motion under the probability m.
A very simple example
Let us now give a basic example which proves that in the case of a non-linear subordination,
even if a diffusion is degenerated, the "subordinated" processX may have a smooth density.
We keep the notations above and take d = q = 2. Consider for all t > 0:
Xt =
( ∫ t
0
∫ T ′
0
∫
W B
1
y(ω)N(ds, dy, dω)
1
2
∫ t
0
∫ T ′
0
∫
W (B
1
y(ω))
2N(ds, dy, dω)
)
,
where B1 denotes the first coordinate of the 2-dimensional Brownian motion B.
As explained in the remark at the end of this subsection, the process X may be viewed as
a non-linear subordination of the 2-dimensional diffusion ζ = (B1, B1).
By the functional calculus related to stochastic integrals, we have for all t > 0:
Γ[Xt] =
∫ t
0
∫
Ξ
γM [B
1
y ,
1
2
(B1y)
2](ω)N(ds, dy, dω).
It is standard that
γM [B
1
y ,
1
2
(B1y)
2] =
(
y yB1y
yB1y y(B
1
y)
2
)
.
Let us now study the matrix Γ[Xt] in order to give a criterion which ensures that Xt admits
a smooth density.
Let u =
(
u1
u2
)
be in R2 \ {0}. We have
u∗ · Γ[Xt] · u =
∫ t
0
∫
Ξ
y(u1 +Byu2)
2N(ds, dy, dω).
By remarking that if u1u2 > 0, y < 1 and By >
√
y or if u1u2 6 0, y < 1 and By 6 −√y
then (u1 +Byu2)2 > y(u21 + u22), we deduce easily that
Γ[Xt] > (M1 ∧M2)I,
where
M1 =
∫ t
0
∫
Ξ
1{y<1 , By > √y}y
2N(ds, dy, dω) and M2 =
∫ t
0
∫
Ξ
1{y<1 , By 6 −√y}y
2N(ds, dy, dω).
As clearly M1 and M2 have same law, we only study M1.
We first remark that∫ t
0
∫ T ′∧1
0
P (By >
√
y)τ(dy)dt = tP (B1 > 1)
∫ T ′∧1
0
τ(dy) = +∞.
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Hence, almost surely between times 0 and t, there are infinitely many jumps whose "mark"
belongs to the set {(y, w) ∈ Ξ; y 6 1, By(w) > √y}. From this, we deduce that M1 > 0
almost-surely and that Γ[Xt] is invertible which ensures that Xt admits a density.
Moreover, as a consequence of Theorem 26 we know that if
M−11 ∈ Lp(Ω) ∀p > 1
then Xt admits a density which belongs to C∞b (R2).
Here again, as in Lemma 28, we calculate the Laplace transform of M1:
∀λ > 0, E[e−λM1 ] = etP (B1 > 1)
∫ T ′∧1
0 (e
−λy2−1) τ(dy).
This yields:
Lemma 29. Assume that there exists α ∈ (0, 1) such that the limit
r1 = lim
λ→+∞
1
λα
∫ T ′∧1
0
(e−λy
2 − 1) τ(dy)
exits and belongs to (−∞, 0) then Xt admits a density which belongs to C∞b (R2).
Remark: The hypothesis of the Lemma is fulfilled if for example τ(dy) = 1
y1+
dy with
 ∈ (0, 1).
Non-linear subordination of a diffusion
We can generalize the previous example and consider that X is the solution of the following
equation
Xt = x0 +
∫ t
0
∫
Ξ
c(s,Xs− , y, ω)N˜(ds, dy, dω) +
∫ t
0
σ(s,Xs−)dZs
where the semimartingale Z and the coefficient σ satisfy the same assumptions as in the
previous Section. The coefficient c is defined thanks to a diffusion process ζ and is of the
form
c(t, x, y, ω) = F (t, x, y, ζxy − x).
Let us now give more details: we first consider the diffusion process ζ depending on the
parameter x ∈ Rd and solution of the following SDE:
ζxt = x+
∫ t
0
a(ζxs ) dBs(w) +
∫ t
0
b(ζxs ) ds, (23)
where a : Rd×q → Rd is assumed to belong to C∞K (Rd×q), the set of infinitely differentiable
functions with compact support, and b : Rd → Rd is assumed to be bounded, infinitely
differentiable with bounded partial derivatives of all orders.
Let us remark that, as shown by the basic example above, these assumptions are not
necessary, nevertheless they ensure that hypotheses (R) are fulfilled as we shall see now.
It is well known (see [16], [9] Section IV.4 or [13]) that we can choose a version of ζ that
we still denote ζ such that
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1. For almost all ω ∈ W , for all t > 0, x −→ ζxt (ω) is a C∞-diffeomorphism from Rd
onto Rd.
2. For almost all ω ∈ W , for all α ∈ N, the map (t, x) ∈ R+ × Rd −→ Dαx ζxt (ω) is
continuous.
3. For all t > 0 and all x ∈ Rd, ζxt belongs to (d∞M )d.
4. The map (t, x) ∈ R+ × Rd −→ ζxt ∈ (d∞M )d is continuous.
Moreover, as a belongs to C∞K (Rd×q) and b is bounded, it is clear that there exists a
constant C > 0 such that
sup
t∈[0,T ],x∈Rd
|ξxt − x| 6 C a.e.
Even more, there exists a constant R > 0 such that if |x| > R, then ζxt is deterministic for
all t ∈ [0, T ′] and satisfies
∀t ∈ [0, T ′], ζxt = x+
∫ t
0
b(ζxs ) ds. (24)
For all t > 0 and all x ∈ Rd we denote γxM,t = γM [ζxt ], the Malliavin carré du champ of the
random variable ζxt . We know (see [14] or [9]) that
∀t > 0∀x ∈ Rd, γxM,t = Mt
∫ t
0
M−1t a(ζ
x
t )a
∗(ζxt )(M
−1
s )
∗ dsM∗t , (25)
where (Mt)t > 0 and (M−1t )t > 0 satisfy the following SDE’s:
Mt = I +
q∑
j=1
∫ t
0
a′·,j(ζ
x
s )Ms dB
j
s +
∫ t
0
b′(ζxs )Ms ds
and
M−1t = I −
q∑
j=1
∫ t
0
M−1s a
′
·,j(ζ
x
s ) dB
j
s +
∫ t
0
q∑
j=1
(
(M−1s a
′
·,j(ζ
x
s ))
2 −M−1s b′(ζxs )
)
ds.
Here, a′·,j denotes the Jacobian matrix of a·,j , the j-th column of a and b
′ the Jacobian
matrix of b.
For n ∈ N and p > 1, in a natural way we denote by dn,pM the usual Sobolev space of
the Malliavin calculus: the space of elements in Lp(W,m) which are n times differentiable
in the sense of Malliavin with p-integrable derivatives. Let α ∈ N, by studying the SDE
satisfied by Dαx ζx, it is quite standard to get the following estimates (see [13] for example):
∀s, t > 0, ∀x, x′ ∈ Rd, ‖ Dαx ζxt −Dαx ζx
′
s ‖dn,pM 6 Cn,p (1 + |x|
n)
(
|x− x′|+ |t− s|1/2
)
,
where Cn,p is a constant.
We set
pi(t, x) = ζxt − x.
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Applying the Kolmogorov criterion w.r.t. the variable x to the malliavin derivatives of ζxt ,
we get from this the following estimate:
∀t > 0, sup
|x| 6 R
‖Dαxpi(t, x)‖dn,pM 6 C
′
n,pt
1/2,
where C ′n,p is a constant depending on n, p,R. Since for |x| > R, ζx satisfies (24). So that,
we have the following estimate:
∀t > 0, sup
x∈R
‖Dαxpi(t, x)‖dn,pM 6 C
′′
n,pt
1/2,
where C ′′n,p is another constant. This yields
∀α ∈ N, ∀n ∈ N, ∀p > 1,
∫ T ′
0
sup
x∈R
‖Dαxpi(t, x)‖pdn,pM τ(dt) < +∞. (26)
Consider now a function
F : R+ × Rd × [0, T ′]× Rd −→ Rd
(t, x, y, z) 7−→ F (t, x, y, z)
and we assume that for all t, x, y, F (t, x, y, 0) = 0, that for all t, y > 0, (x, z)→ F (t, x, y, z)
is infinitely differentiable and
∀α ∈ N, ∀β ∈ N∗, sup
t,x,y,z
|DαxDβzF (t, x, y, z)| < +∞.
We put
∀(t, x, y, ω) ∈ R+ × Rd × R+ ×W, c(t, x, y, w) = F (t, x, y, ζxy (ω)− x).
As a consequence of the estimate (26) and of the boundedness of the the derivatives of F ,
it is clear that c satisfies conditions 1.a), 1.b) and 1.c) of the set of hypotheses (R).
It remains to verify hypothesis 1.d). We have for all (y, ω) ∈ Ξ, all t ∈ [0, T ] and all x ∈ Rd:
I +Dxc(t, x, y, ω) = I +DxF (t, x, y, pi
x
y (w)) +DzF (t, x, y, pi
x
y (w)) ·Dxpixy (w),
from this we can check if hypothesis 1.d) is satisfied on concrete examples.
Then we are able to make all the calculations:
Γ[Xt] = Kt
∫ t
0
∫
Ξ
K¯sγM [F (t,Xs− , y, ζ
Xs−
y −Xs−)](w)K¯∗s N(ds, dy, dω)K∗t
and we know that for all x ∈ Rd:
γM [F (t, x, y, ζ
x
y − x)](w) = F ′(t, x, y, ζxy − x)× γM [ζxy ]× [F ′(t, x, y, ζxy − x)]∗,
and γM [ζxy ] is given by equation (25).
Remarks:
1- To understand why we call this example “non linear subordination”, consider the follow-
ing case. Take for c
c(t, x, y, w) = ζxy (ω)− x,
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and σ = 0. Then
∀t > 0, Xt = x0 +
∫ t
0
∫
Ξ
(ζ
Xs−
y (ω)−Xs−)N(ds, dy, dω).
One can easily verify that in this case, the law of Xt is the law of the diffusion ζ starting
from x0 and subordinated by a subordinator whose Lévy measure is τ . In other words,
(Xt)t > 0 has the same law as (ζx0Yt )t > 0 where Y is a subordinator independent of B whose
Lévy measure is τ .
2- The example given first corresponds to the case where the coefficient σ is constant and
equal to σ =
(
0
1
2
∫ T ′
0 yτ(dy)
)
, dZt = dt and
F (t, x, y, z) =
(
z1
1
2z
2
2
)
.
3- The case we consider here is not the most general possible, indeed we can deal with
more sophisticated examples without any difficulty. For example, in equation (23) we can
consider the case where coefficients depend on time s and even by considering one more
time a product Dirichlet structure, we can replace the Lebesgue measure “ds” by “dZ˜s”
where Z˜ is a continuous semimartingale independent of B and satisfying good integrability
conditions. We can also consider the case where F is random.
7.3 Diffusive particle subjected to a Lévy field of force
We end by a more sophisticated example which, in some sense, may be viewed as a gen-
eralization of the previous one. The aim of this last subsection is to give an idea of what
our technic could bring to this kind of example, so that we do not give all the details.
Let Ξ = R2×C(R+,R2) equipped with the measure ν ×m where ν is a Lévy measure and
m the Wiener measure with starting point zero.
Let us consider a Poisson random measure N(dt, du) on R+×Ξ with intensity measure
dt× ν ×m.
A current point of R2 is represented by reiθ. A Dirichlet form is put on the argument θ
and the Ornstein-Uhlenbeck form is put on the Brownian motion what defines the bottom
space by product.
We consider the following SDE
dXt = c(Xt−, u) N˜(dt, du) X0 = x0 ∈ R2 (27)
where the function c(x, u) is defined as follows:
We are given a field υ(x) of 2× 2 matrices. For u = (reiθ, ω) ∈ Ξ we consider the SDE
Zxs (θ) =
∫ s
0
υ(Zxτ (θ) + x) dBτ (ω) + s
(
cos θ
sin θ
)
(28)
during the time r, and we put c(x, u) = Zxr (θ). In other words
c(Xt−, u) = ZXt−r (θ).
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Let us remark that the process Xt in the case υ ≡ 0 is the centered Lévy process associated
with the Lévy measure ν :
Yt = Y0 +
∫ t
0
reiθN˜(ds, du)
whose jumps give the drift in equation (28). Thus the process Xt may be seen as modeling
a particle diffusing with matrix υ subjected to a varying field of forces given by the Lévy
process Yt.
Y
t
figure 1: The jumps of the particle Xt are the paths of a diffusion particle whose drift is
governed by a Lévy process.
Using the results of Bismut on stochastic flows (see [7]) and similarly to the previous
example, putting strong regularity assumptions on υ we can verify that hypotheses (R) are
satisfied and calculate the matrix Γ[Xt] in order to apply our criteria.
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