Large-sample or population-level sequencing data provides unprecedented opportunities for inferring detailed population histories, especially recent demographic histories. On the other hand, it challenges most existing population genetic methods: simulation-based approaches require intensive computation, and analytical approaches are often numerically intractable when the sample size is large. We propose a computationally e cient method for simultaneous estimation of population size, the rate and onset time of population growth in the very recent history, using the pattern of the total number of segregating sites as a function of sample size (TNSFS). Coalescent simulation shows that it can accurately and e ciently estimate the parameters of recent population growth from large-scale data. This approach has the flexibility to model population history with multiple growth stages or other epochs, and it is robust when the sample size is very large or at the population scale, for which the Kingman's coalescent assumption is not valid. This approach is applied to recently published data and estimates the recent population growth rate in the European population to be 1.49% with the onset time 7.26 Kyr ago, and the rate in the African population to be 0.735% with the onset time 10.01 Kyr ago.
Introduction
Traditional population genetic inference methods were developed when large-scale genomic polymorphism data were scarce. These methods typically work for a small sample (e.g., less than 100 haplotypes), and focus more on parameter inference of relatively ancient events. Population genetic studies that are based on allele frequency spectrum (AFS) or linkage disequilibrium (LD) at genomic level in a small or moderate sample have reported reasonably tight confidence intervals for parameters of relatively ancient events within the time range relies heavily on observing mutations that occurred very recently, which are rare and only detectable in large samples.
With the reduction of sequencing cost, wholegenome sequence data of a large number of individuals that account for a significant portion of entire population is becoming common, especially in disease studies (Altshuler et al., 2010; Coventry et al., 2010; Fu et al., 2013; Nelson et al., 2012; Tennessen et al., 2012) . Large-scale genetic polymorphism data encourage the exploration of fine-scale demographic events that happened in recent history. Inferring the recent demographic history is of great interests in both population genetic studies and disease studies, since recent demographic history has a significant e ect on shaping the genetic variation in modern human populations, and understanding the interaction between demographic and genetic factors helps the design of studies on inherited diseases with di erent underlying genetic architecture (Gravel et al., 2011) . In a recent study of two candidate gene regions, more than 13,000 individuals were sequenced (Coventry et al., 2010) . The authors demonstrated that SNPs discovered in such a large sample were consistent with a very recent and rapid population growth model. Gravel et al. (2011) investigated the sequencing data in the pilot phase of the Thousand Genomes Project, and found an excessive number of rare and population-specific mutants with increased sampling of individuals. Nelson et al. (2012) analyzed exome sequencing data from 202 genes in 14,000 individuals, and Tennessen et al. (2012) analyzed 15,585 genes in 2440 individuals with European and African ancestry. Both studies reported similar findings.
An useful piece of information that can be used to infer very recent population size and growth rate is the total number of segregating sites as a function of sample size (TNSFS). The TNS is expected to increase with sample size, and the dynamics of TNSFS trajectory provides information for parameter inference, as was first proposed by Coventry et al. (2010) . They fit an exponential population growth model to the TNSFS trajectory and allele frequency spectra of two genes, and estimated the growth rate in the European population to be 0.094. Nelson et al. (2012) did similar analysis with their data and estimated the recent growth rate of Europeans to be 0.017. To infer recent population size and growth rate using TNSFS, Coventry et al. (2010) and Nelson et al. (2012) used forward and coalescent simulations respectively to generate random samples for a range of population sizes and growth rates, and estimated the parameters of interest from the simulated data that were compatible with the TNSFS or allele frequency spectrum observed from the real data. Both of their approaches require intensive simulations to obtain accurate and reliable estimates, and the computation becomes extremely time consuming when the sample size is large.
To gain computational e ciency, a method matching the observed TNSFS to the theoretical prediction in analytical form will be preferable to those based on simulation. However, when sample size n is large, direct application of existing analytical formula for TNS faces three major challenges. First, the existing formulas have numerical issues for large n. For example, the terms of the alternating-sum series in the exact formula of AFS are exploding when n>100 . Second, the existing formulas are for the simple exponential growth model, and it may be non-trivial to extend it to more complex demographic models, such as, a multiple-stage exponential growth model. Third, when a large proportion of the entire population is sampled, one of the assumptions in Kingman's coalescent, that the sample size is far less than the population size (n π N ), is violated, so that multiple lineages can coalesce in a single generation during the exact coalescent process. In this case, the Kingman's coalescent may have serious deviation from the exact coalescent process under the Wright-Fisher model, and the validity of the conventional inference methods based on the Kingman's coalescent needs to be assessed for large samples. For the above reasons, simulations, especially population-level forward simulations, were often adopted to generate the exact coalescent process for large samples (Coventry et al., 2010; Nelson et al., 2012) .
NEW APPROACHES
The method we propose is based on the pattern of the total number of segregating sites as a function of sample size (TNSFS). To set up the method, we derive the analytical formula for the expected TNS for populations underwent one,or multiple growth stages. We fit the expected TNSFS to the observed TNSFS trajectory by non-linear least squares techniques (NLS), to make inference on the demographic parameters.
Being di erent from Coventry et al. (2010) and Nelson et al. (2012) , the formula for TNS is analytical and in simple form, which guarantees computational e ciency. The formula is derived based on asymptotic theory of coalescent distributions, and does not su er from the numerical issues caused by large sample size . The NLS fitting method can be implemented promptly. We use simulation to demonstrate the accuracy and reliability of the proposed method for a wide range of parameter values. Another reason we choose the TNSFS is that, when the sample size is at the population scale and is a large proportion of the population, for which the Kingman's coalescent assumption is violated, as demonstrated by simulation, the TNSFS is more robust to the violation of the assumption than the AFS for a wider range of sample sizes, emphasizing that the proposed method a very useful solution for population level sequencing data. The paper is closed by the application of our proposed method to two recently published data.
A SIMPLE EXPONENTIAL GROWTH MODEL
To set up the method, we first show the exact formula of the expected TNS for a simple exponential growth model, which includes two parameters: the contemporary population size N and the exponential growth rate r, and then derive the asymptotic expectation of the TNS under the simple exponential growth model for large n.
Exact formula for the total number of segregating sites:
Watterson's ◊ W , as a classic measure of genetic diversity, is related to the TNS of a sample in a stationary population by:
where ES W is the expected TNS that can be identified from a sample of n haplotypes (Watterson, 1975 (Fu, 1995; Hudson, 1990 
where EW m denotes the expected intercoalescence time during which there are m lineages in the genealogy.
The exact marginal distribution and expectation of inter-coalescence times in a population with temporally varying size were derived by using the method of integral transform.
In Appendix A, we show that EW m can be obtained with a simple approach, and in specific, for a population under the simple exponential growth model:
where Ei(·) stands for the exponential integral, and A n,m i is the coe cient of the alternating hypergeometric series (Eqn. (A.2)).
The estimation of EW m using Eqn. (3) for largesample genealogies is not trivial, and the value of individual term in the hypergeometric series explodes with the increase of sample size n, which limits its practical application to small samples (e.g., n<100). But the evaluation of ETBL, as pointed out by , can be simplified by interchange of the double summation (see Eqn.
(5)), so that avoid the calculation of coe cient terms
) with potential memory overflow for large n.
Then the resulting equation can be applied to quite large samples:
withe Fig. 1 Asymptotic formula of TNS for large-sample genealogies:
One approach to avoid numerical instability in the exact formula is to approximate the exact expectation of TNS by the asymptotic one. The asymptotic expectation of TBL can be derived as follows:
where T i is the coalescence time when i+1 lineages coalesce into i lineages, and A n (t) is the number of ancestral lineages of the contemporary n haplotypes at time t. The approximation in the second line holds as the asymptotic expectation of A n (t) for the exponential growth model is shown to be
0 r e rt in Chen and Chen (2013) , and the fourth line holds as rT 1 is quite large so that e ≠rT1 is ignorable. Consequently, we have
The above equation can be used to define an analogue of Watterson's diversity measure for populations under simple exponential growth:
We can now describe the expected TNS as a function of the sample size for exponentially growing populations. In Fig. 1 
TWO STAGE EXPONENTIAL GROWTH MODEL
The two stage exponential growth model, which assumes a stage of constant population size followed by a stage of exponential growth, was more commonly used in the population genetic inference (Adams and Hudson, 2004; Chen, 2013; Chen et al., 2007; Coventry et al., 2010; Evans et al., 2007) .
The two stage exponential growth model has three parameters: the onset time of population growth · , the exponential growth rate r and the contemporary population size N 0 . The ancestral population size at time · , N a , can also be treated as a free parameter.
In such a case, a jump in the population size at time · is allowed. The two stage model for population size can be written as
In the derivation of the asymptotic properties of coalescence times and number of ancestral lineages, we often use a scaling function of time t, Tavaré, 1994, 1998 it is the essential component in the asymptotic distribution of A n (t). It was shown that ,
,
The TBL for the two stage exponential growth model can be written as the sum of two parts: the TBL in the growth phase (TBL g (n)) and the TBL in the constant phase (
. With more details shown in Appendix B, we have
and ETBL a (n) can be obtained by taking
to m, where A n (· ) is the number of ancestral lineages at time · :
with " =0.57721566 being the Euler constant, and u · and ‡ · being the mean and standard deviation of A n (· ). The approximation in the second line of Eqn. (11) is accurate when m is large (Watterson, 1975 . Combining the two parts of ETBL, we have
The expected TNS can then be estimated by taking the product of ETBL and mutation rate µ. In The theoretical result fits the simulation very well for a wide range of growth rates and sample sizes.
EXTENSION TO MULTIPLE STAGES:
More complicated multi-stage growth models were also proposed. For example, Keinan and Clark 
The time-scaling function g(t) can be achieved from the above population growth model:
Using g(t), the ETBL for the two growth stages can be similarly obtained as in previous sections (Eqn (15), see Appendix C for more details). Gazave et al. (2014) proposed a more complex model for the European demography, which includes a first stage of exponential growth, and then followed by five durations with di erent population sizes. The piecewise function of the population size is:
with · M = OE, M = 6. The ETBL of the Gazave model is:
and the equation for each ETBL k can be found in Appendix D.
In Fig. 3 
APPROXIMATION FOR EXACT COALESCENT IN ULTRA-LARGE OR POPULATION-LEVEL SAMPLES
We have so far derived the asymptotic expectation of large-sample TNS for simple, two, three and multiple stage exponential growth models (Eqn. (7), (12), (15) and (17)). All the theoretical work is constructed under the Kingman's coalescent framework, as we have assumed that the population size is large and the sample size is much smaller than the population size even for large gene genealogies. With this assumption, Wright-Fisher model finds nearly all probability masses jumping from i lineages to i or i≠1 ancestors in the immediate previous generation, so that the WrightFisher model is well approximated by Kingman's coalescent. However when the sample size is ultra large that even accounts for a significant proportion of the population, the assumption of n<<N does not hold anymore. When n is close to N , there could be multiple collisions of lineages during a single generation (Bhaskar et al., 2014; Fu, 2006; Wakeley and Takahashi, 2003) . Such a coalescent process is called "exact coalescent" (Fu, 2006; Wakeley and Takahashi, 2003) . Whether the theoretical results derived based on Kingman's coalescent can be directly used for the exact coalescent has been discussed in former theoretical studies for constant populations (Fu, 2006) . Both simulation and theoretical studies demonstrated that in constant populations, some characteristics of Kingman's coalescent, such as the TBL of a genealogy, provide remarkably accurate approximation to the exact coalescent (Fu, 2006) , while some other characteristics, such as the allele frequency spectrum (AFS), are less accurate. The validity of this conclusion was yet to be addressed in populations with temporally varying size.
In this section, we performed simulation studies For each simulation, we ranged the sample sizes from 500 to 18,000. The relative bias was calculated as --ETBLexact≠ETBLKingman --ETBLexact and shown in Table 1 .
As we can see from Table 1 , ETBLs of the two coalescent processes are quite close for di erent models and various growth rates. Even when a large proportion of the current population is sampled, the relative bias is around 2%. AFS is less robust to the violation of Kingman's coalescent assumption.
The relative bias of EL 1 remains small even when the sample size is large, but it becomes significant when the sample is a large proportion of the current population (e.g., n>10000). The relative bias of ETBL and EL 1 increasing with sample size show similar trend cross di erent models.
This observation is consistent with former studies (Bhaskar et al., 2014; Fu, 2006) . Based on our simulations and Fu's work (Fu, 2006) , our equations of ETBL (Eqns. (7), (12), (15) and (17)) derived in previous sections using Kingman's coalescent theory, are still good estimators of ETBL when the sample size is a significant proportion of or close to the population size. This is especially useful for samples from medical studies of small populations, such as the founder or isolated populations. Note that the population size we chose in Table 1 is relatively small (20,000), but as pointed out by Fu (2006) , the relative bias of the ETBL is largely a function of n/N instead of absolute N , the property presented in Table 1 is thus valid for other population sizes.
A NON-LINEAR LEAST SQUARES FITTING METHOD FOR INFERRING POPULATION GROWTH RATE AND TIME

Parameter inference
It has been shown in Coventry et al. (2010) that To be more specific, the data used in our method consist of a pair of vectors: the subsample size, x(i), and the corresponding average count of TNS, S(x(i)), for 2 AE x(1) AE···AEx(n≠1) AE n. Ideally, we can obtain all n≠1 data points. Sometimes, for the convenience, only d of the n≠1 points are sampled. We denote the simplified data (12)). The optimization function aims to minimize the squared error over the parameters:
The Levenberg-Marquardt algorithm was used here to obtain the least-squares fitting estimates (Galassi et al., 2009 ).
Multiple loci with heterogeneous mutation rates:
In the above section, we assumed that the mutation rates are uniform across the genome so that the segregating sites discovered in di erent regions can be merged together to calculate the TNSFS and infer parameters by the non-linear least squares. However it is well known that high heterogeneity in mutation rates exists across the genome (Tyekucheva et al., 2008) . If the local mutation rates are known from other sources, the optimization function in Eqn. (18) can be modified to account for the influence of heterogeneity on the TNS:
where L is the number of loci, and µ l is the local mutation rate for locus l and assumed to be known.
If the local mutation rates are unknown, we adopt two approaches to model the mutation rate heterogeneity. In the first approach, we introduce a new parameter for each locus, ⁄ l = µl µ0 , the relative 11 by guest on November 7, 2016
http://mbe.oxfordjournals.org/ Downloaded from mutation rate of locus l over the genome averaged mutation rate µ 0 . In the second approach, we assume the relative mutation rates from di erent loci follow a gamma distribution (Nei et al., 1976; Wakeley, 1993; Yang, 1994) :
where -is the shape parameter. The above distribution is a specific case of gamma distribution in which the rate parameter equals the shape parameters -= -, and thus E⁄ = 1 and Var(⁄)= 1/-. As it is di cult to obtain the integral of f (x(i)|r,·,N 0 ,-) with respect to the gamma distribution, we use the discrete approximation of the integral following Yang (1994)'s scheme. We discretize the p.d.f. of the gamma distribution into k categories with equal probability in each category p(⁄ j |-)=1/k and ⁄ j being the mean of each category. Summing over the probabilities of the k categories, the optimization function under heterogeneous mutation rate now becomes:
Note that in both approaches, we do not estimate the averaged mutation rates across di erent loci, µ 0 , because in practice, we found it is not very informative to estimate the absolute mutation rates jointly with the other population genetic parameters.
Confidence intervals for parameters:
We used the resampling method to compute the confidence intervals for the estimated parameters (Efron, 1982) . Fixing the parameters, such as onset time and rate of the growth phase, at the values estimated from above procedure, we can generate a sample of n haplotypes using coalescent simulator. By repeatedly generating samples of size n for K times, we obtained the
Then the NLS fitting algorithm described in previous section was applied to the parameter estimation for each D k . The 95% confidence intervals of the parameters were estimated as the 2.5th and 97.5th quantiles from the K estimates.
Model comparison
The well-known Akaike information criterion (AIC) is widely used for selection of models that better fit the observed data (Akaike, 1974) . AIC is based on the likelihood and the asymptotic properties of maximum likelihood estimator (MLE), with the number of free parameters in the penalty term. A model with a smaller AIC is preferred among di erent models. As the full likelihood of our observed data is not known, we used a modified AIC in the spirit of the usual AIC. In our modified AIC, the likelihood is replaced by the Quasi-likelihood which approximates the likelihood involving only first two moments of the data (McCullagh and Nelder, 1989) . Quasi-likelihood is often used for data without explicit distribution functions, and is often adopted in place of full likelihood for model selection (Pan, 2001) . Our modified AIC is defined as AIC = ≠2logL+2p, with p being the number of free parameters and logL the log quasi-likelihood.
This modified AIC may not be the optimal criterion, but provides a ground for model comparison.
Let denote parameters in mean and variancecovariance functions under a specific demographic model, and S = {S j (x j ),1 AE j AE d} denote the d data points from the TNSFS trajectory corresponding to subsample sizes X = {x j ,1 AE j AE d}. The quasilikelihood then becomes
, where is the covariance matrix of S, | | is the determinant of , each entry of µ, µ j = f (x j | ) is the expected TNS from a given sample x j and the population growth model. The covariance matrix takes into account the dependence among data points sampled from the TNSFS trajectories.
Note that in the above likelihood function, it is not trivival to obtain the exact form of the covariance matrix . Therefore, we approximate with the bootstrappingˆ estimated from data. Another consequence of using data-dependent covariance matrix is that in the quasi-likelihood of all the demographic models, the covariance matrices are the same. We calculate AIC = ≠2logL+2p as a criterion for model comparison in the "Application to data" section.
SIMULATION RESULTS
We examined the performance of our method using simulated data. A sample of 20,000 haplotypes was generated with the coalescent simulator ms for a 5Mb region. We assumed the current haploid The boxplots of the inferred · ad r were presented in Fig. 4 . The method recovered the parameters accurately within the tested parameters ranges. We observed that when the growth rate was smaller, the estimates became biased, which required data of a larger sample size and spanning more regions to gain accuracy (results not shown).
The e ect of sequencing coverage on the accuracy
The presented method assumes the TNSFS trajectories are generated from segregating sites and N 6 ancient population sizes that are set to be equal to reduce the number of parameters. Because the Gazave model is complicated and includes multiple parameters, Gazave et al. (2014) fixed some parameters at the values obtained from previous studies (Keinan et al., 2007) , and only allowed three free parameters accounting for the recent exponential growth: N 1 , r and T 1 (or alternatively, N 1 , T 1 , and N 2 = N 1 e ≠rT1 , see Model II in Table 1 of Gazave et al. (2014) ). In the following context, we referred to 6-parameter Gazave model as 6p-GM, and 3-parameter Gazave model as 3p-GM. We also modified 3p-GM to allow more free parameters.
We first fitted Model 6p-GM to the ESP data. Table 2 . The comparison of AIC among various models we have fitted provides some interesting insights:
(1) The substantial di erence of AIC between 6p-GM and TEG demonstrates that ancient demography has a significant impact on estimating the parameters of recent population growth, which is consistent with the observation by Gazave et al. (2014) .
(2) The prominent improvement of model fitting from 4p-GM to 5p-GM by including N 3 indicates the significant e ect of recent bottleneck on the TNSFS.
(3) The improvement from 5p-GM to 6p-GM by including N 5 , the ancient bottleneck is relatively minor. We also noticed that the three estimated parameters related to the recent population growth (N 1 , r, T 1 ) are quite similar between 5p-GM and 6p-GM.
We also inferred population growth for the African populations. African populations have a simpler demographic history, and we adopted the demographic model in Fu et al. (2013) , which was modified based on Gravel et al. (2011) . rates and onset times confirm former studies (Nelson et al., 2012; Tennessen et al., 2012) .
DISCUSSION
We derived the exact and asymptotic expectations Instead of using the full data or the allele frequency spectrum to construct the coalescent likelihood (Chen, 2012; Marth et al., 2004; , we focused on an informative statistic of the data: the increasing trend of the total number of segregating sites as a function of sample size (TNSFS). As the theoretical TNSFS is a non-linear function of demographic parameters, such as the rate and the onset time of population growth, a non-linear least squares (NLS) fitting to the observed TNSFS trajectory was used to infer population growth rate and onset time. We applied this method to simulated data and two real data sets to demonstrate its performance.
Our TNSFS method shares some similarities with the widely used NLFT methods (the number of lineages as a function of time, e.g., the skyline plot methods (Drummond et al., 2005; Pybus et al., 2000) , and Maruvka et al. (2011) Since the e ective parameter range of the TNSFS method is di erent from the existing methods for ancient history, in the future study, we will combine the TNSFS method with other methods, such as the AFS-based methods, to jointly infer both ancient and very recent demography (Chen, 2012; Evans et al., 2007; Gutenkunst et al., 2009; Harris and Nielsen, 2013; Lukić et al., 2011; Song and Steinrücken, 2012; Živković and Stephan, 2011) . We expect the two classes of methods will complement each other, and the method will be a very useful tool for population genetic inference based on large-scale population sequencing data.
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APPENDICES
A. The expectation of exact intercoalescence times for a simple exponential growth model
The exact distribution and expectation of intercoalescence times in a population with timevarying size were derived in using integral transform. Here we derive the expected coalescence times with a simple approach.
Assume that n haplotypes are sampled from a contemporary population, and the population evolves deterministically with size N (t) at t generations ago from the present. When tracing back in time, the exact probability that there are A n (t)=m ancestral haplotypes (lineages) at time t is (Gri ths and Tavaré, 1998):
where N 0 © N (0) is the current population size, and
. For a population under exponential growth with the rate r, v(t)=e rt . The coe cient of the hypergeometric series is given by, 
where Ei(·) denotes exponential integral (Press et al., 1992) . It can be seen that Eqn.(A.3) is equivalent to Eqn.(35) in .
B. The total branch lengths of gene genealogies for a two-stage exponential growth model
The two-stage exponential growth model was extensively used to approximate human demography in former studies (e.g., Adams and Hudson 2004; Chen 2013; Coventry et al. 2010; Evans et al. 2007) .
The model assumes that the ancient population has a constant size of N a until time · , and it starts an exponential growth since then with a rate of r until the present. 
(1) TBL g (n):
If we assume the ancestral lineage number at time when the sample size m is large (Watterson, 1975) .
The expectation of TBL a (n) is then estimated by E(TBL a (n)) = E(E(TBL a (n)|m)) , and the remaining term is on order m ≠1 , which shrinks to zero as n ae OE,n/m ae a, and a<OE.
C. The total branch lengths of gene genealogies for a three-stage exponential growth model
The three-stage exponential growth model can be .20) with EA n (· M ≠1 )= n 1+ n 2 g(·M≠1) . The total ETBL is the sum of the three components.
