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UNCONDITIONAL STRUCTURES OF WEAKLY NULL
SEQUENCES
S. A. ARGYROS AND I. GASPARIS
Abstract. The following dichotomy is established for a normalized
weakly null sequence in a Banach space: Either every subsequence ad-
mits a convex block subsequence equivalent to the unit vector basis of
c0, or there exists a subsequence which is boundedly convexly complete.
1. Introduction
The semi-normalized weakly null sequences (i.e., sequences (xj) in a Ba-
nach space converging weakly to zero and such that infj ‖xj‖ > 0) being
a fundamental concept in the theory of Banach spaces have been stud-
ied extensively and several results about their structure, and the structure
of the spaces spanned by them have been proved. We mention Bessaga-
Pelczynski’s theorem, [B-P], that any such sequence has a subsequence which
is Schauder basic, and the Maurey-Rosenthal’s examples, [M-R], of weakly
null sequences without unconditional basic subsequences. Both results are
fundamental with enormous impact in the development of the theory.
After the appearance of Maurey-Rosenthal’s examples, a number of re-
sults establishing certain forms of “restricted” unconditionality for weakly
null sequences were obtained. We recall Elton’s near unconditionality, [E],
[O1], the Schreier unconditionality, stated in [M-R] and proved also later by
Odell, [O2], and the Argyros- Mercourakis - Tsarpalias convex uncondition-
ality, [A-M-T]. Also, the Schreier families {Sξ}ξ<ω1 , [A-A], and the repeated
averages hierarchy, [A-M-T], determined the structure of those convex com-
binations of a weakly null sequence that tend to zero in norm.
The second and the third sections of the present paper are devoted to a
unified approach of these results. Some of them are stated in a more general
setting and the proofs, given here, are simpler than the existing ones. The
fourth section contains a new dichotomy for weakly null sequences. We
shall next explain our results related to this dichotomy and then present
the results of the first two sections. We are interested in the isomorphic
structure of subsequences of a given sequence (xj). Therefore, in the sequel,
by a weakly null sequence (xj) we shall mean a normalized sequence which
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is additionally bimonotone. That is ‖xj‖ = 1 and
sup
n
max
{∥∥∥∥
n∑
i=1
aixi
∥∥∥∥,
∥∥∥∥
∞∑
i=n+1
aixi
∥∥∥∥
}
≤
∥∥∥∥
∞∑
i=1
aixi
∥∥∥∥,
for all choices of scalars (ai). We shall use standard Banach space facts
and terminology. Throughout this paper, X will denote a real infinite di-
mensional Banach space and BX its closed unit ball. X
∗ stands for the
the Banach space of real-valued linear functionals on X which are contin-
uous with respect to the norm topology. c0 denotes the Banach space of
real sequences tending to zero, under the supremum norm. ℓ1 is the Ba-
nach space of absolutely summable real sequences, under the norm given by
the sum of the absolute values of the coordinates. We mention here that
in the sequel, we shall often identify the elements of ℓ1 with signed mea-
sures on N. A semi-normalized sequence (yj) in X is called C-equivalent to
the unit vector basis of c0, if there exists a positive constant C such that
‖
∑n
j=1 ajyj‖ ≤ Cmaxj≤n |aj |, for every n ∈ N, and all choices of scalars
(aj)
n
j=1. For an infinite subset M of N, we let [M ] (resp. [M ]
<∞) denote
the set of its infinite (resp. finite) subsets.
We start with some definitions and notations.
Definition 1.1.
1. A sequence s = (xj) in a Banach space X is said to be strongly bounded
if
sup
n
∥∥∥∥
n∑
j=1
xj
∥∥∥∥ def= b(s) <∞.
2. A Schauder basic sequence s = (xj) is said to be semi-boundedly com-
plete , (sb.c.), if for every sequence of coefficients (aj) such that (ajxj)
is strongly bounded, we have that limj aj = 0.
3. Let s = (xj) be a Schauder basic sequence and a = (aj), be a sequence
of scalars. For every n ∈ N, we define
τn(a, s) = sup
{∥∥∥∥∑
j∈F
ajxj
∥∥∥∥ : n ≤ minF, ∑
j∈F
|aj| ≤ 1
}
,
and τ(a, s) = limn τn(a, s).
The basic definition related to our result is the following.
Definition 1.2. A weakly null sequence s = (xj) is said to be boundedly
convexly complete , (b.c.c.), if for every sequence of scalars a = (aj) such
that (ajxj) is strongly bounded we have that τ(a, s) = 0.
Evidently, a sequence (xj) is b.c.c. if and only if the following holds for
every scalar sequence (aj) such that (ajxj) is strongly bounded: given (Fj), a
sequence of consecutive finite subsets of N such that infn ‖
∑
j∈Fn
ajxj‖ > 0,
then supn
∑
j∈Fn
|aj | =∞.
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It follows easily that every b.c.c. sequence is also sb.c. Also, for a sequence
s we have that τ(a, s) > 0 if and only if there exists an increasing sequence
(Fn) of finite subsets of N such that
∑
j∈Fn
|aj | ≤ 1, for all n ∈ N, and
infn ‖
∑
j∈Fn
ajxj‖ > 0.
Assuming s is weakly null and that a = (aj) satisfies the stronger con-
dition that the series
∑∞
j=1 ajxj converges in norm, it does not seem clear
that τ(a, s) = 0. However, if (xj) is convexly unconditional it is guaranteed
that for any such a we have that τ(a, s) = 0. The main result of the fourth
section is the following.
Theorem 1.3. For every weakly null sequence (xj) one of the following
two alternatives holds exclusively:
1. There exists a boundedly convexly complete subsequence.
2. Every subsequence admits a convex block subsequence equivalent to the
unit vector basis of c0.
We recall that as a consequence of Elton’s nearly unconditional theorem,
one obtains a similar dichotomy for weakly null sequences where the two
alternatives go as follows:
1. There exists a semi-boundedly complete subsequence.
2. Every subsequence admits a further subsequence equivalent to the unit
vector basis of c0.
Thus our result may be considered as the continuation of Elton’s theorem
in the direction of the deeper search in the span of the sequence (xj), for the
existence of a block subsequence equivalent to the unit vector basis of c0.
Also the alternative to the later case is the existence of a restricted form of
unconditionality which is, in an asymptotic sense, the near unconditionality
for convex block subsequences.
Let us observe that if we assume that the sequence (xj) is unconditional
basic, then Theorem 1.3 follows easily by well known arguments. However,
even in this case, our proof derives more information on the structure of the
sequence. This is a consequence of our next result.
Theorem 1.4. Let s = (xn) be a weakly null sequence having no subse-
quence which is b.c.c. There exist N ∈ [N] , ξ < ω1 and a constant C > 0
such that the subsequence (xn)n∈N is an ℓ
ξ
1 spreading model, and for every
Q ∈ [N ], (ξQn · s)n∈N is C-equivalent to the unit vector basis of c0.
Where (ξQn · s)n∈N is the sequence of the repeated averages of order ξ of
the sequence (xn)n∈Q. This concept will be explained in the next section.
Therefore, every weakly null sequence with no b.c.c. subsequence, has
a subsequence which behaves similarly to the basis of Schreier’s space Xξ,
for a countable ordinal ξ. Recall that Xξ is defined as the completion of
(c00, ‖ · ‖ξ) where
‖x‖ξ = sup
F∈Sξ
∑
n∈F
|x(n)|
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for x = (x(n)) ∈ c00, the space of ultimately vanishing sequences. We
do not know if the subsequence (xn)n∈M resulting from Theorem 1.4 is
actually equivalent to a subsequence of the unit vector basis of Xξ for the
corresponding ordinal ξ.
The proof of Theorem 1.4 which immediately implies Theorem 1.3, is
of combinatorial nature depending heavily on results obtained in sections
2 and 3. Roughly speaking the nature of this theorem enforces a delicate
combination of the near unconditionality with the convex unconditionality
and the results related to summability methods.
The statement of Theorem 1.3 reminds us of Rosenthal’s remarkable di-
chotomy, [R], for non-trivial weak-Cauchy sequences. ( A weak Cauchy
sequence is called non-trivial if it is non-weakly convergent.) We recall the
statement of this theorem.
Theorem 1.5. Every non-trivial weak Cauchy sequence in a (real or com-
plex) Banach space has either a strongly summing subsequence or a convex
block basis equivalent to the summing basis.
Following [R], a weak Cauchy basic sequence (xn) is said to be strongly
summing (s.s.) provided that the scalar series
∑
n an converges whenever
supn ‖
∑n
i=1 aixi‖ is finite. We also recall that the basic sequence (xn) is
equivalent to the summing basis provided that for every choice of scalars
(an), the series
∑∞
n=1 anxn converges if and only if the series
∑
n an con-
verges.
There are similarities but also differences between Rosenthal’s dichotomy
and ours. Their relation is discussed in detail in the last section of this
paper where we also give a slight improvement of Rosenthal’s result and
establish the corresponding statement to Elton’s dichotomy for non-trivial
weak Cauchy sequences.
We next proceed with the results of the first two sections of this paper.
In section 2 we present a criterion for embedding the family Snξ (M), where
M ∈ [N] , ξ is a countable ordinal and n ∈ N, into a hereditary family F of
finite subsets of N. ( All relevant concepts and unexplained terminology will
be thoroughly discussed in the next section.) This criterion, Theorem 2.13,
is related to the notion of (ξ,M, δ, n) large families introduced in [A-M-T]
and [A-F], and for the case n = 1 it roughly says that given a hereditary
family F of finite subsets of N, there exists M ∈ [N] with Sξ(M) contained in
F provided that for some subset A of the probability measures on N we have
that supF∈Fµ(F ) > δ > 0, for all µ ∈ A, and moreover, for every L ∈ [N],
every ǫ > 0 and ζ < ξ, there exists µ ∈ A supported by L and such that
supF∈Sζ µ(F ) < ǫ. We apply Theorem 2.13 in section 3 in order to obtain
a simpler proof (avoiding the use of the strong Cantor-Bendixson index) of
the following dichotomy established in [A-M-T].
Theorem 1.6. For a weakly null sequence (xn) in a Banach space and
1 ≤ ξ < ω1, one of the following holds exclusively:
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1. For every M ∈ [N] there exists N ∈ [M ] such that for all L ∈ [N ], (xn)
is (L, ξ) convergent.
2. There exists M ∈ [N], M = (mi)i∈N, such that (xmi) is an l
ξ
1 spreading
model.
It is perhaps worth noting that the summability methods introduced in
[A-M-T] form the natural ordinal analogs of the Cesaro summability. These
methods have been already employed in modern Banach space theory, [A-F],
[O-S] and it is possible that they can be applied to other branches of math-
ematics as well. The proof of Theorem 1.6 given here is accessible to non-
specialists.
Theorem 1.6 yields
Corollary 1.7. Let (xn) be a weakly null sequence in a Banach space, which
is an lξ1 spreading model, for some countable ordinal ξ, yet no subsequence of
(xn) is an l
ξ+1
1 spreading model. Then there exists a semi-normalized convex
block subsequence of (xn) which is Cesaro summable.
Let us remark here that the hypothesis of Corollary 1.7 is satisfied by any
weakly null sequence in a Banach space whose Szlenk index, [Sz], is equal
to ωn, n ∈ N. Thus we generalize the result of Alspach and Odell, [A-O],
who established Corollary 1.7 for weakly null sequences in C(ωω
n
), n ∈ N.
In the third section we give a simpler proof and a generalization of Elton’s
nearly unconditional theorem, [E], [O1]. More precisely we show
Theorem 1.8. Let s = (xn) be a weakly null sequence in a Banach space
and ξ a countable ordinal. There exists M ∈ [N] such that for every δ ∈ (0, 1]
there exists a constant C(δ) > 0 so that the following property is satisfied:
If L ∈ [M ], n ∈ N and (ai)
n
i=1 are scalars in [−1, 1], then∥∥∥∥∑
i∈F
aiξ
L
i · s
∥∥∥∥ ≤ C(δ)max
{
δ,
∥∥∥∥
n∑
i=1
aiξ
L
i · s
∥∥∥∥
}
,
for all F ⊂ {i ≤ n : |ai| ≥ δ}.
The proof of Theorem 1.8 is based on the combinatorial Lemma 3.2. The
dual form of this lemma is also proved in section 3, Lemma 3.4, and as a
consequence of it we obtain one of the main results of [A-M-T] that every
normalized weakly null sequence admits a convexly unconditional subse-
quence. An equivalent formulation of this result is the following:
Theorem 1.9. Let (xn) be a weakly null sequence in a Banach space. There
exists M ∈ [N], M = (mi), such that for all δ > 0, there exists a constant
C(δ) > 0 so that the following property is satisfied: If F ∈ [N]<∞ and (λi)i∈F
are scalars with ‖
∑
i∈F λixmi‖ > δ and
∑
i∈F |λi| ≤ 1, then ‖
∑∞
i=1 aixmi‖ >
C(δ), for all choices of scalars (ai)
∞
i=1 ⊂ c00, with maxi |ai| ≤ 1 and such
that |ai| = |λi|, for all i ∈ F .
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Another application of Lemma 3.4 is on the Sξ unconditionality of l
ξ
1
spreading models. Recall that the sequence (xn) is said to be Sξ uncondi-
tional, if there exists a constant C > 0 such that∥∥∥∥∑
i∈F
aixi
∥∥∥∥ ≤ C
∥∥∥∥
∞∑
i=1
aixi
∥∥∥∥,
for every F ∈ Sξ and all choices of scalars (ai)
∞
i=1 ⊂ c00.
Theorem 1.10. Let (xn) be a weakly null sequence and ξ < ω1. Assume
(xn) is an l
ξ
1 spreading model. There exists M ∈ [N], M = (mi), such that
(xmi) is Sξ unconditional.
We also obtain, Corollary 3.7, the result on Schreier unconditionality,
[M-R], [O2], that every normalized weakly null sequence admits, for every
ǫ > 0, a subsequence which is 2 + ǫ S1 unconditional.
Our final results, Theorem 3.9 and Corollary 3.11, concern the duality be-
tween c0
ξ and lξ1 spreading models, and the concept of the hereditary ξ
Dunford-Pettis property.
Before closing this section we would like to mention that according to an
unpublished result of Johnson, [O1], if every subsequence of a normalized
weakly null sequence (xn) admits a further subsequence which is strongly
bounded, then there exists a subsequence of (xn) equivalent to the unit vec-
tor basis of c0. Theorem 1.3 immediately yields a generalization of Johnson’s
result as the following corollary shows.
Corollary 1.11. Let (xn) be a weakly null sequence in a Banach space.
Assume that every subsequence of (xn) admits a semi-normalized convex
block subsequence which is strongly bounded. Then there exists a convex
block subsequence of (xn) equivalent to the unit vector basis of c0.
We would like to point out that even under the stronger assumption of
Corollary 1.11, the proof has to go through the arguments of the general
case. The main difficulty is that changing from a set L to a set M , the
corresponding convex block subsequence supported by L, changes arbitrarily
to a subsequence supported by M and thus there is no obvious way to apply
directly the infinite Ramsey’s theorem.
We wish to thank H. Rosenthal for useful discussions regarding this paper.
2. Large families
In this section we present a criterion, Theorem 2.13, for embedding the
family Snξ (M), where M ∈ [N], ξ < ω1 and n ∈ N, into a hereditary family
F of finite subsets of N. This criterion will be applied in section 3 in the
proof of Theorem 1.6.
We shall now introduce some notation and terminology that will be fre-
quently used in the sequel and state all necessary definitions of the concepts
discussed in this paper. We first recall the definition of the generalized
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Schreier families introduced in [A-A]. It is convenient here to associate to
each countable ordinal ξ, a sequence of successor ordinals (ξn+1) such that
ξn + 1 = ξ, for all n ∈ N, if ξ is a successor ordinal, while (ξn + 1) strictly
increases to ξ, if ξ is a limit ordinal. In the sequel we shall refer to (ξn + 1)
as the sequence of ordinals associated to ξ.
Notation . If F1, F2 are non-empty subsets of N with F1 finite, we denote
by F1 < F2 the relation maxF1 < minF2. If µ, ν are finitely supported
signed measures on N, we also write µ < ν if suppµ < suppν.
The Schreier families {Sξ}ξ<ω1 are defined by transfinite induction as
follows:
S0 =
{
{n} : n ∈ N
}⋃
{∅}.
Suppose that the families Sα have been defined for all α < ξ.
If ξ = ζ + 1, we set
Sξ =
{
F ∈ [N]<∞ : F =
n⋃
i=1
Fi, Fi ∈ Sζ , i ≤ n, n ≤ F1 < · · · < Fn
}⋃
{∅}.
If ξ is a limit ordinal, let (ξn + 1) be the sequence of ordinals associated
to ξ and set
Sξ = {F ∈ [N]
<∞ : n ≤ minF, and F ∈ Sξn+1, for some n ∈ N}.
Definition 2.1. A semi-normalized sequence (xn) in a Banach space is an
lξ1 spreading model, ξ < ω1, if there exists a constant C > 0 such that∥∥∥∥∑
i∈F
aixi
∥∥∥∥ ≥ C∑
i∈F
|ai|
for every F ∈ Sξ and all choices of scalars (ai)i∈F .
We recall here that if (xn) is a sequence in some Banach space, then the
sequence (yn) is called a convex block subsequence of (xn), if there exist sets
Fi ⊂ N with F1 < F2 < · · · and a sequence (ai) of non-negative scalars such
that for every i ∈ N, yi =
∑
n∈Fi
anxn, and
∑
n∈Fi
an = 1. We then denote
by suppyi, the support of yi, that is the set {n ∈ Fi : an > 0}. We shall
also adopt the notation y1 < y2 < · · · to indicate that (yn) is a convex block
subsequence of (xn).
We next pass to the definition of the repeated averages hierarchy intro-
duced in [A-M-T]. We let (en) denote the unit vector basis of ℓ1. For every
countable ordinal ξ and everyM ∈ [N], we define a convex block subsequence
(ξMn )
∞
n=1 of (en) by transfinite induction on ξ in the following manner:
If ξ = 0, then ξMn = emn , for all n ∈ N, where M = (mn).
Assume that (ζMn )
∞
n=1 has been defined for all ζ < ξ and M ∈ [N]. Let
ξ = ζ + 1. Set
ξM1 =
1
m1
m1∑
i=1
ζMi
8 S. A. ARGYROS AND I. GASPARIS
where m1 = minM . Suppose that ξ
M
1 < · · · < ξ
M
n have been defined. Let
Mn = {m ∈M : m > max suppξ
M
n } and kn = minMn.
Set
ξMn+1 =
1
kn
kn∑
i=1
ζMni .
If ξ is a limit ordinal, let (ξn + 1) be the sequence of ordinals associated to
ξ, and let also M ∈ [N]. Define
ξM1 = [ξm1 + 1]
M
1
where m1 = minM . Suppose that ξ
M
1 < · · · < ξ
M
n have been defined. Let
Mn = {m ∈M : m > max suppξ
M
n } and kn = minMn.
Set
ξMn+1 = [ξkn + 1]
Mn
1 .
The inductive definition of (ξMn )
∞
n=1,M ∈ [N] is now complete. The following
properties are established in [A-M-T].
P1: (ξMn )
∞
n=1 is a convex block subsequence of (en) andM =
⋃∞
n=1 suppξ
M
n
for all M ∈ [N] and ξ < ω1.
P2: suppξMn ∈ Sξ, for all M ∈ [N], ξ < ω1 and n ∈ N.
P3: If M,N ∈ [N], ξ < ω1, and suppξ
M
i = suppξ
N
i , for i ≤ k, then
ξMi = ξ
N
i for i ≤ k.
P4: If ξ < ω1, {nk : k ∈ N} ⊂ N, and {Lk : k ∈ N} ⊂ [N], are such that
suppξLini < suppξ
Li+1
ni+1 , for all i ∈ N, then letting L =
⋃∞
i=1 suppξ
Li
ni , we have
that ξLi = ξ
Li
ni , for all i ∈ N.
Properties P3 and P4 are called stability properties of the hierarchy
{(ξMn )
∞
n=1 : M ∈ [N]}.
Next we recall the definition of (ξ,M) convergent sequences.
Notation . For a sequence s = (xn) in a Banach space and a vector µ =∑∞
n=1 anen of ℓ1, we set µ · s =
∑∞
n=1 anxn.
Definition 2.2. A sequence s = (xn) in a Banach space is called (ξ,M)
convergent, ξ < ω1, M ∈ [N], if limn ‖ξ
M
n · s‖ = 0. The sequence s is called
ξ-convergent, if for every M ∈ [N], there exists N ∈ [M ] such that s is (ξ, L)
convergent, for all L ∈ [N ].
Remark . A sequence is (ξ + 1,M) convergent if and only if it is (ξ,M)
summable. The latter concept is defined in [A-M-T]. Therefore the ξ + 1-
convergence of a sequence is equivalent to its ξ-summability introduced in
[A-M-T].
We continue this preliminary discussion with the notion of a hereditary
family.
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Definition 2.3.
1. A family F of finite subsets of N is called hereditary , if for every G ∈ F
and F ⊂ G we have that F ∈ F.
2. If F is hereditary and M ∈ [N], M = (mi), then we define F[M ] =
{F ∈ F : F ⊂ M}, and F(M) = {M(F ) : F ∈ F}, where M(F ) =
{mi : i ∈ F}.
3. If F is hereditary and n ∈ N, then we set
Fn =
{ n⋃
i=1
Fi : F1 < · · · < Fn and Fi ∈ F, i ≤ n
}
.
Remark . Evidently, if F is hereditary then so are the families F[M ], F(M)
and Fn for every n ∈ N and M ∈ [N]. It is also easily seen, by induction,
that the Schreier families {Sξ}ξ<ω1 are hereditary.
We observe that for all ξ < ω1 and M ∈ [N], Sξ(M) ⊂ Sξ[M ]. Note
that the inverse inclusion does not hold. However, the following result of
Androulakis and Odell, [AN-O], shows that the two families are in a certain
sense comparable.
Lemma 2.4. For every M ∈ [N] there exists N ∈ [M ] such that for all
ξ < ω1, {F \ {minF} : F ∈ Sξ[N ]} ⊂ Sξ(M).
The next three lemmas describe properties of the maximal members of
Sξ, ξ < ω1. Their proofs are easily obtained by transfinite induction and
therefore we omit them.
Lemma 2.5. Let ξ < ω1 and F ∈ Sξ. The following are equivalent:
1. If F ⊂ G and G ∈ Sξ, then F = G. Thus, F is a maximal Sξ set.
2. F
⋃
{n} /∈ Sξ, for all n ∈ N with maxF < n.
3. F
⋃
{n} /∈ Sξ, for some n ∈ N with maxF < n.
Lemma 2.6. Suppose that F1 < · · · < Fn are in Sξ[M ], M ∈ [N]. There
exist k ≤ n and G1 < · · · < Gk, maximal members of Sξ[M ] with minG1 =
minF1 and such that
k−1⋃
i=1
Gi ⊂
n⋃
i=1
Fi ⊂
k⋃
i=1
Gi, (G0 = ∅).
Lemma 2.7. Let M ∈ [N], ξ < ω1. There exists a (necesserilly) unique
sequence {F ξn(M)}n∈N of consecutive maximal Sξ sets such that
M =
∞⋃
n=1
F ξn(M).
Remark .
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1. It is easily seen that if N =
⋃∞
n=1 F
ξ
kn
(M), where k1 < k2 < · · ·, then
F ξn(N) = F
ξ
kn
(M), for all n ∈ N.
2. Let M = (mi) and N = (ni) be infinite subsets of N. Assume that for
some p ∈ N, we have that mi = ni, for all i ≤ p. If F
ξ
k (M) is contained
in {mi : i ≤ p}, then, F
ξ
i (M) = F
ξ
i (N), for all i ≤ k.
Notation . We let M denote the set of the signed measures on N whose
variation does not exceed 1. Clearly, M is naturally identified with the ball
of ℓ1. If µ ∈ M and ξ < ω1, we set
‖µ‖ξ = sup{|µ|(F ) : F ∈ Sξ}.
We would like to mention here that the proofs of the results of this paper
rely essentially on an important principle of infinite combinatorics known as
the infinite Ramsey theorem. This theorem was proved in several steps by
Nash-Williams, [NW], Galvin and Prikry, [G-P] and Silver [Si]. Proofs of
the infinite Ramsey theorem which are not model-theoretic, were given by
Ellentuc [Ell], and recently by Tsarpalias, [T]. We recall the statement of
the theorem. [N] is endowed with the topology of the pointwise convergence.
Theorem 2.8. Let A be an analytic subset of [N]. For every M ∈ [N] there
exists L ∈ [M ] such that either [L] ⊂ A, or, [L] ⊂ [M ] \ A.
In the sequel, any set satisfying the conclusion of Theorem 2.8, will be
called (completely) Ramsey.
Our next lemma is crucial for the proof of Theorem 2.13.
Lemma 2.9. Let F be a hereditary family of finite subsets of N, ξ a count-
able ordinal and m ∈ N. For every M ∈ [N] there exists N ∈ [M ] such that
either
⋃m
i=1 F
ξ
i (L) ∈ F for all L ∈ [N ], or,
⋃m
i=1 F
ξ
i (L) /∈ F for all L ∈ [N ].
Proof. Let
∆ =
{
L ∈ [M ] :
m⋃
i=1
F ξi (L) ∈ F
}
.
It follows by the second remark after lemma 2.7, that ∆ is closed in [M ] and
therefore Ramsey. Hence, there exists N ∈ [M ] such that either [N ] ⊂ ∆,
or, [N ]
⋂
∆ = ∅. If the former, then
⋃m
i=1 F
ξ
i (L) ∈ F, for all L ∈ [N ]. If the
latter, then
⋃m
i=1 F
ξ
i (L) /∈ F, for all L ∈ [N ].
Definition 2.10. Suppose that A ⊂M, F is a hereditary family of finite
subsets of N, δ > 0, M ∈ [N] and ξ is a countable ordinal.
1. We shall say that F δ-norms A, if supF∈F |µ|(F ) > δ, for all µ ∈ A.
2. A is called (ξ,M) large, if for every L ∈ [M ], ζ < ξ and ǫ > 0 there
exists µ ∈ A such that |µ|(N \ L) < ǫ and ‖µ‖ζ < ǫ.
We are now ready for the proof of the main result of this section. We first
treat the case n = 1.
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Theorem 2.11. Let F be a hereditary family of finite subsets of N, M ∈ [N],
ξ < ω1, and δ > 0. Assume that there exists A ⊂ M which is (ξ,M) large
and δ-normed by F. There exists N ∈ [M ] such that Sξ(N) ⊂ F.
Proof. We first consider the case of ξ being a successor ordinal, say ξ = ζ+1.
Let P ∈ [M ] and m ∈ N. We claim that there exists Q ∈ [P ] such that
m⋃
i=1
F ζi (L) ∈ F, for all L ∈ [Q].
Indeed, if this is not the case, we obtain through Lemma 2.9, Q ∈ [P ] such
that
m⋃
i=1
F ζi (L) /∈ F, for all L ∈ [Q].
Since A is (ξ,M) large, there exists µ ∈ A such that
‖µ‖ζ <
ǫ
m
, and |µ|(N \Q) <
ǫ
m
where 0 < ǫ < δ2 . We also have that F δ - norms A and therefore, there
exists F0 ∈ F such that |µ|(F0) > δ. It follows that |µ|(F0
⋂
Q) > δ− ǫ, and
thus, since F is hereditary, we can assume that F0 ⊂ Q and |µ|(F0) > δ − ǫ.
Set
L = F0
⋃
{q ∈ Q : q > maxF0}
which belongs to [Q], and choose k ∈ N minimal with respect to F0 ⊂⋃k
i=1 F
ζ
i (L). Now, k − 1 < m, as
⋃k−1
i=1 F
ζ
i (L) ⊂ F0 and so it belongs to F.
Therefore k ≤ m and thus
δ − ǫ < |µ|(F0) ≤ k‖µ‖ζ < ǫ, by the choice of µ,
which contradicts the choice of ǫ. Hence our claim holds and we can induc-
tively choose
P1 ⊃ P2 ⊃ · · · , infinite subsets of M such that
n⋃
i=1
F ζi (L) ∈ F, for all L ∈ [Pn] and n ∈ N.
Next choose m1 < m2 < · · · with mn ∈ Pn, for all n ∈ N. We set N =
(mn) and claim that Sξ(N) ⊂ F. Indeed, let F ∈ Sξ and assume that
minF = n. Then F =
⋃k
i=1 Fi, where F1 < · · · < Fk belong to Sζ and
k ≤ n. Applying Lemma 2.6, we obtain a finite sequence (Gi)
l
i=1, l ≤ k, of
consecutive maximal Sζ subsets of N with minG1 = mn and such that
l−1⋃
i=1
Gi ⊂ N(F ) ⊂
l⋃
i=1
Gi.
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Note that Gi ∈ [Pn], for i ≤ l and so there exists L ∈ [Pn] such that
F ζi (L) = Gi, for all i ≤ l.
We now obtain that N(F ) ∈ F, as l ≤ n. This completes the proof for the
case of a successor ordinal ξ.
Let now ξ be a limit ordinal and assume that the assertion of the theorem
holds for all ordinals smaller than ξ. Let (ξn+1) be the sequence of ordinals
associated to ξ. We can now choose by the induction hypothesis,
N1 ⊃ N2 ⊃ · · · infinite subsets of M
such that Sξn+1(Nn) ⊂ F, for all n ∈ N. Suppose that Ni = (m
i
k)k∈N, for all
i ∈ N, and choose m1 < m2 < · · · such that mi ∈ Ni and mi > m
i
i, for all
i ∈ N. Set N = (mi) and it is easy to see that Sξ(N) ⊂ F.
Notation . Let (xn) be a sequence in a Banach space X and ǫ > 0. We set
Fǫ = {F ∈ [N]
<∞ : ∃x∗ ∈ BX∗ with |x
∗(xn)| ≥ ǫ,∀n ∈ F}.
Clearly, Fǫ is a hereditary family.
Corollary 2.12. Let (xn) be a sequence in a Banach space X and
δ > 0. Let ξ be a countable ordinal and suppose that there exists a set A of
absolutely sub-convex combinations of (xn) such that
1. ‖x‖ > δ, for all x ∈ A.
2. For every L ∈ [N], ǫ > 0 and ζ < ξ, there exists x ∈ A, x =
∑∞
i=1 aixi,
such that
∑
i/∈L |ai| < ǫ and
∑
i∈F |ai| < ǫ, for all F ∈ Sζ.
Then there exists N ∈ [N] such that Sξ(N) ⊂ F δ
2
.
Theorem 2.13. Let F be a hereditary family, ξ < ω1, M ∈ [N], δ > 0 and
n ∈ N. Assume that there exists A ⊂ M, consisting of finitely supported
measures, which is (ξ,M) large. Assume further that if µ1 < · · · < µn and
µi ∈ A, for i ≤ n, then there exists G ∈ F such that |µi|(G) > δ, for all
i ≤ n. Then, there exists N ∈ [M ] such that Snξ (M) ⊂ F.
We shall need the following
Lemma 2.14. Let M ∈ [N], n ∈ N and ξ < ω1. Suppose that
Snξ (M) =
k⋃
i=1
Fi.
where Fi is hereditary for all i ≤ k. Then there exist N ∈ [M ] and i0 ≤ k
such that Snξ (N) ⊂ Fi0.
Proof. Define
∆i =
{
L ∈ [N] :M
( n⋃
j=1
F ξj (L)
)
∈ Fi
}
, for i ≤ k.
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Evidently, ∆i is closed in [N] and therefore Ramsey, for all i ≤ k. Of course,
by our assumption, we have that
[N] =
k⋃
i=1
∆i.
Wemay now choose P ∈ [N] and i0 ≤ k such that [P ] ⊂ ∆i0 . LetN =M(P ),
and clearly Snξ (N) ⊂ Fi0 .
Proof of Theorem 2.13. By induction on n. The case n = 1
has been settled in Theorem 2.11. So assume n ≥ 2. Choose B a countable
dense subset of A. Clearly, B satisfies the same assumptions as A does in
the hypothesis of Theorem 2.13. Therefore, without loss of generality, we
shall assume that A itself is countable. Let (ak) be an enumeration of the
elements of A. We claim that there exist:
1. A sequence (Gk) of elements of F such thatGk ⊂ suppak and |ak|(Gk) >
δ, for all k ∈ N.
2. A decreasing sequence (Mk) of infinite subsets ofM such that suppak <
Mk and Gk
⋃
F ∈ F, for all F ∈ Sn−1ξ (Mk), and all k ∈ N.
Indeed, suppose that G1, · · · , Gk−1 andM1 ⊃ · · · ⊃Mk−1 satisfying 1 and
2 have been constructed. Let G ∈ F such that G ⊂ suppak and |ak|(G) > δ.
Define
FG = {F ∈ F : G < F and G
⋃
F ∈ F}.
Let ∆ =
⋃
G FG, where the union is taken over all possible subsets G of
suppak which belong to F and satisfy the relation |ak|(G) > δ. Of course, ∆
is hereditary and the hypothesis of Theorem 2.13 is satisfied by the family
∆, the integer n−1 and the set of measures {ai : ak < ai}. By the induction
hypothesis there exists, for all k ∈ N, Nk ∈ [Mk−1] such that suppak < Nk
and Sn−1ξ (Nk) ⊂ ∆. Next choose according to Lemma 2.14, Gk ∈ F and
Mk ∈ [Nk] such that Gk ⊂ suppak, |ak|(Gk) > δ and S
n−1
ξ (Mk) ⊂ FGk . It
follows now that Gk
⋃
F ∈ F, for all F ∈ Sn−1ξ (Mk). This completes the
inductive construction and our claim holds.
Let now F be a finite subset of N and set
kF = min{k ∈ N : F ⊂ Gk}.
We let kF = 0, if F is not contained in Gk, for all k ∈ N. Inductively we
construct a sequence of positive integers, m1 < m2 < · · ·, in the following
manner: Suppose that m1 < · · · < md and q1 ≤ · · · ≤ qd−1 have been
constructed. ( m1 is chosen arbitrarily in M1 and q0 = 0.) We set
qd = max
{
kF : F ⊂ {m1, · · · ,md}
}
∨ qd−1.
Next choose md+1 ∈Mqd+1 such that md+1 > md and md+1 > m
qd+1
d+1 , where
Mi = (m
i
j)
∞
j=1, for all i ∈ N. Let P = (mi). We now claim that if F ⊂ P
is contained in Gk, for some k ∈ N, then F
⋃
H ∈ F, for all H ∈ Sn−1ξ (P )
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such that F < H. Indeed, let md = maxF . Then kF ≤ qd and F ⊂ GkF .
It suffices to show that H ∈ Sn−1ξ (MkF ) for all H ∈ S
n−1
ξ (P ) such that
F < H. Our claim will then follow by condition 2 above. To this end, let
R ∈ Sξ(P ), such that F < R. Suppose that R = {mi1 , · · · ,mit}, where
{i1, · · · , it} belongs to Sξ. Now, for all r ≤ t,
mir ≥ md+1 and thus ir ≥ d+ 1.
So,
mir > m
qir−1
ir
≥ mqdir ≥ m
kF
ir
, as kF ≤ qd.
Hence, R ∈ Sξ(MkF ), as claimed. Finally, consider the hereditary family
D =
∞⋃
k=1
{
F : F ⊂ Gk
}
.
Clearly, the hypothesis of Theorem 2.11 is satisfied by D and the set of
measures {ak|Gk : k ∈ N}. We can thus find N ∈ [P ] such that Sξ(N) ⊂ D.
It is now easily verified that Snξ (N) ⊂ F.
Our next proposition will enable us verify that the set of measures
Aξ = {ξ
L
n : n ∈ N, L ∈ [N]}
is (ξ,N) large, for all ξ < ω1.
Proposition 2.15. For every M ∈ [N], ǫ > 0, and all ordinals ζ < ξ < ω1,
there exists N ∈ [M ] (depending on M , ǫ, ζ, ξ) such that ‖ξLn‖ζ < ǫ, for all
L ∈ [N ] and n ∈ N.
Proof. It suffices to show the following:
Claim: Let ξ < ω1. For all ζ < ξ, ǫ > 0 and M ∈ [N], there exists
L ∈ [M ] such that ‖ξL1 ‖ζ < ǫ.
Indeed, assuming our claim holds, we observe that the set {L ∈ [M ] :
‖ξL1 ‖ζ < ǫ}, is closed in [M ] and therefore Ramsey. Our claim now yields
the existence of N ∈ [M ] such that ‖ξL1 ‖ζ < ǫ, for every L ∈ [N ]. By
stability, we obtain the assertion of the proposition.
We shall prove our claim by transfinite induction on ξ. If ξ = 1, then
ζ = 0 and the claim is easily verified. Assuming our claim holds for all
ordinals smaller than ξ, let first ξ be a limit ordinal. Let also (ξn+1) be the
sequence of ordinals associated to ξ. Suppose now that ζ < ξ and choose
m ∈M so that
ζ < ξm and
1
m
<
ǫ
2
.
We apply the induction hypothesis on the ordinal ξm and the set L1 = {i ∈
M : i ≥ m} to obtain L2, · · · , Lm, infinite subsets of L1 such that
[ξm]
L1
1 < [ξm]
L2
1 < · · · < [ξm]
Lm
1 and
‖[ξm]
Li
1 ‖ζ <
ǫ
2m
, for 2 ≤ i ≤ m.
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By stability property P4, there exists N ∈ [M ] with minN = m and such
that
[ξm]
N
i = [ξm]
Li
1 , for i ≤ m.
Now,
[ξm + 1]
N
1 =
1
m
m∑
i=1
[ξm]
N
i = ξ
N
1 .
Hence,
‖ξN1 ‖ζ ≤
1
m
+
m− 1
2m
ǫ < ǫ.
So our claim holds if ξ is a limit ordinal.
Suppose now that ξ = α+ 1. If ζ < α, choose according to the induction
hypothesis L1 ∈ [M ] such that ‖α
L1
1 ‖ζ < ǫ. Let m = min suppα
L1
1 and
choose again by the induction hypothesis, L2, · · · , Lm, infinite subsets of M
such that
αL11 < α
L2
1 < · · · < α
Lm
1 and
‖αLi1 ‖ζ < ǫ, for 2 ≤ i ≤ m.
But once again, by stability, there exists N ∈ [M ] with minN = m and
such that
αNi = α
Li
1 , for i ≤ m.
Now, ξN1 =
1
m
∑m
i=1 α
N
i , and thus, ‖ξ
N
1 ‖ζ < ǫ.
The final case to consider is when ζ = α. Let (βi + 1) be the sequence of
ordinals associated to α. Choose m ∈ M such that 1m <
ǫ
2 . Set L1 = {n ∈
M : n ≥ m}. It follows that
[βm + 1]
L1
1 = α
L1
1 .
Let k1 = max suppα
L1
1 . Choose according to the induction hypothesis L2 ∈
[M ] with k1 < minL2 and such that
‖αL21 ‖βj <
ǫ
2k1
, for all j ≤ k1.
Let k2 = max suppα
L2
1 . Successive repetitions of the previous argument
yield
αL11 < α
L2
1 < · · · < α
Lm
1 with Li ∈ [M ] for i ≤ m,
such that if ki = max suppα
Li
1 for i ≤ m, then
‖αLi1 ‖βj <
ǫ
2ki−1
, for all j ≤ ki−1 and 2 ≤ i ≤ m.
Stability now guarantees the existence of L ∈ [M ] with minL = m and such
that
αLi = α
Li
1 , for all i ≤ m.
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Now, ξL1 =
1
m
∑m
i=1 α
L
i and it remains to show that ‖ξ
L
1 ‖α < ǫ. Indeed, let
G ∈ Sα and choose i0 ≤ m minimal with respect to G
⋂
suppαLi0 6= ∅. Let
l = minG and observe that l ≤ ki0 . Choose p ≤ l such that G ∈ Sβp+1.
There exist q ≤ l and (Gj)
q
j=1 consecutive members of Sβp such that G =⋃q
j=1Gj . Note that
q ≤ l ≤ ki0 and also p ≤ l ≤ ki0 .
Thus,
‖αLi ‖βp <
ǫ
2ki0
, for i0 < i ≤ m.
Therefore,
αLi (G) ≤ q‖α
L
i ‖βp < ki0
ǫ
2ki0
=
ǫ
2
, for i0 < i ≤ m.
Hence,
ξL1 (G) =
1
m
[
αLi0(G) +
m∑
i=i0+1
αLi (G)
]
<
1
m
+
ǫ
2
< ǫ.
and so ‖ξL1 ‖α < ǫ. The proof of the claim is now complete.
We next recall the concept of the (n, ξ,M, δ) large families, [A-M-T], [A-F].
Definition 2.16. Let M ∈ [N], ξ < ω1, δ > 0 and n ∈ N. The hereditary
family F is called (n, ξ,M, δ) large provided that for all N ∈ [M ] there exists
F ∈ F such that ξNi (F ) > δ, for all i ≤ n.
Corollary 2.17. Let F be (n, ξ,M, δ) large. There exists N ∈ [M ] such
that Snξ (N) ⊂ F.
Proof. Proposition 2.15 and the fact that F is (n, ξ,M, δ) large, immediately
yield that F and Aξ satisfy the hypothesis of Theorem 2.13. The assertion
of the corollary now follows.
3. A generalization of Elton’s theorem.
In the first part of this section we give the proof of Theorem 1.8 which
extends Elton’s nearly unconditional theorem [E], [O1]. The second part of
section 3 is devoted to the proof of the results concerning the summability
methods, the convex unconditionality and the Sξ unconditionality. We also
discuss the duality between cξ0 and l
ξ
1 spreading models as well as the ξ
Dunford - Pettis property.
Let now s = (xn) be a weakly null sequence in the Banach space X.
Recall here that s is additionally assumed to be a normalized, bimonotone,
Schauder basic sequence. For this fixed sequence s and the countable ordinal
ξ, we have the following
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Definition 3.1. Let M ∈ [N], λ > 0 and k ∈ N. The functional x∗ ∈ BX∗
is said to be ξ-good for (λ,M, k), if x∗(ξMi · s) ≥ 0, for all i ≤ k, and∑k
i=1 x
∗(ξMi · s) > λ.
The main tool for proving Theorem 1.8 is the following combinatorial
result.
Lemma 3.2. Let ǫ > 0, λ > 0 and N ∈ [N]. There exists M ∈ [N ]
satisfying the following property: If L ∈ [M ], k ∈ N and there exists x∗ ∈
BX∗ which is ξ-good for (λ,L, k), then there exists y
∗ ∈ BX∗ which is ξ-good
for (λ,L, k) and such that ∑
n∈M\
⋃k
i=1 suppξ
L
i
|y∗(xn)| < ǫ.
Proof. Choose first (ǫi)
∞
i=0, a sequence of positive scalars such that
∑∞
i=0 ǫi <
ǫ. Let T0 = ∅ and Tn = {1, · · · , n}, if n ∈ N. By an n-tuple of positive
integers (mi)i∈Tn , we shall either mean the empty tuple, if n = 0, or, that
m1 < · · · < mn, if n ≥ 1. Let now n ∈ N
⋃
{0} and F ⊂ Tn. The n-
tuple (mi)i∈Tn and the infinite subset L of N, (L = (li)), are said to satisfy
property (F − En), provided that mn < l1, if n ≥ 1, and the following
statement holds:
If k ∈ N, and there exists x∗ ∈ BX∗ which is ξ-good for (λ, {mj : j ∈
Tn \ F}
⋃
{lj : j ≥ 2}, k), then there exists y
∗ ∈ BX∗ which is ξ-good for
(λ, {mj : j ∈ Tn \ F}
⋃
{lj : j ≥ 2}, k) and such that
∑
j∈F
|y∗(xmj )|+ |y
∗(xl1)| <
n∑
i=0
ǫi.
Let us also say that (mi)i∈Tn and L satisfy property (En), if they satisfy
property (F − En), for every F ⊂ Tn.
We shall inductively construct an increasing sequence (mn)
∞
n=1 of elements
of N , and a decreasing sequence (Mn)
∞
n=0 of infinite subsets of N with
mn ∈ Mn−1, if n ≥ 1, and so that for every n ∈ N
⋃
{0}, if L ∈ [Mn], then
(mi)i∈Tn and L satisfy property (En).
The first inductive step is similar to the general one and therefore we shall
not explicit it. Assume that (mi)i∈Tn andM0 ⊃ · · · ⊃Mn, infinite subsets of
N , with mi ∈Mi−1 for 1 ≤ i ≤ n have been constructed so that if i ≤ n and
L ∈ [Mi], then (mj)j∈Ti and L satisfy property (Ei). Let mn+1 = minMn.
Fix F ⊂ Tn+1 and define
∆F = {L ∈ [Mn], L = (li), : (mi)i∈Tn+1 and L satisfy (F −En+1)}.
Clearly, ∆F is closed in [Mn] and therefore Ramsey. Suppose that for some
P ∈ [Mn], P = (pi), we had that [P ]
⋂
∆F = ∅. Let q ∈ N and set
Lj = {pj}
⋃
{pi : i > q}, for all j ≤ q.
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Since Lj /∈ ∆F , for all j ≤ q, there exist integers (kj)
q
j=1 and functionals
(x∗j)
q
j=1 in BX∗ so that letting R = {mi : i ∈ Tn+1 \ F}
⋃
{pi : i > q}, we
have that for all j ≤ q
x∗j is ξ-good for (λ,R, kj),
and moreover, if y∗ ∈ BX∗ is ξ-good for (λ,R, kj) then,
∑
i∈F
|y∗(xmi)|+ |y
∗(xpj)| ≥
n+1∑
i=0
ǫi.
Next choose j0 ≤ q such that kj0 = min{kj : j ≤ q}. We observe that if y
∗
is ξ-good for (λ,R, kj0) and y
∗(xi) = 0, for all i > max suppξ
R
kj0
, then y∗ is
also ξ-good for (λ,R, kj), for every j ≤ q.
Now let t = maxF and note that
R = {mi : i ∈ Tt−1 \ F}
⋃
{mi : t < i ≤ n+ 1}
⋃
{pi : i > q}.
By the induction hypothesis, since (mi)i∈Tt−1 and {mi : t ≤ i ≤ n+1}
⋃
{pi :
i > q} satisfy property (Et−1), there exists z
∗ ∈ BX∗ ξ-good for (λ,R, kj0)
and such that
∑
i∈F\{t}
|z∗(xmi)|+ |z
∗(xmt)| <
t−1∑
i=0
ǫi.
Thus,
∑
i∈F
|z∗(xmi)| <
n∑
i=0
ǫi.
Without loss of generality, since (xi) is bimonotone, we can assume that
z∗(xi) = 0, for all i > max suppξ
R
kj0
. Our previous observation yields that
z∗ is ξ-good for (λ,R, kj), for all j ≤ q, and thus,
∑
i∈F
|z∗(xmi)|+ |z
∗(xpj )| ≥
n+1∑
i=0
ǫi, for all j ≤ q.
Hence, |z∗(xpj)| ≥ ǫn+1, for all j ≤ q. We have reached a contradiction since
(xi) is weakly null and q ∈ N was arbitrary. Concluding, there exists L ∈
[Mn] such that [L] ⊂ ∆F . By repeating the previous argument successively
over all possible subsets of Tn+1, we obtainMn+1 ∈ [Mn] such that [Mn+1] ⊂
∆F , for all F ⊂ Tn+1. This completes the inductive construction. Set M =
(mi). Let L ∈ [M ] and k ∈ N and suppose that there exists x
∗ ∈ BX∗ which
is ξ-good for (λ,L, k). Now let mn = max suppξ
L
k and F =
{
i < n : mi /∈⋃k
j=1 suppξ
L
j
}
. Our construction yields that (mi)i∈Tn and {mi : i ≥ n+ 1},
satisfy (F − En). We also have, by stability, that
ξLj = ξ
Rn
j , for all j ≤ k,
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where Rn = {mi : i ∈ Tn \ F}
⋃
{mi : i > n + 1} and therefore there exists
y∗ ∈ BX∗ which is ξ-good for (λ,L, k) and such that∑
i∈F
|y∗(xmi)| <
n∑
i=0
ǫi < ǫ.
But (xi) is bimonotone and thus we can assume that y
∗(xi) = 0 for all
i > mn. Hence,
∑
i∈M\
⋃k
j=1 suppξ
L
j
|y∗(xi)| < ǫ, as desired.
Proof of Theorem 1.8. Let δ > 0. Our goal is to findM ∈ [N] and a constant
C(δ) > 0 such that if L ∈ [M ], n ∈ N, and (ai)
n
i=1 are scalars in [−1, 1], then∥∥∥∥∑
i∈F
aiξ
L
i · s
∥∥∥∥ ≤ C(δ)max
{
δ,
∥∥∥∥
n∑
i=1
aiξ
L
i · s
∥∥∥∥
}
,
for all F ⊂ {i ≤ n : |ai| ≥ δ}. If this is accomplished, then a simple
diagonalization argument yields M ∈ [N] which works for all δ > 0. We let
λk = 1 +
k+1
δ , for all k ∈ N
⋃
{0}. Inductively we construct a decreasing
sequence (Mk)
∞
k=0 of infinite subsets of N such that for all k ∈ N
⋃
{0}, Mk
satisfies the conclusion of Lemma 3.2 for “λ” = λk and “ǫ” = δ. Next choose
m1 < m2 < · · · so that mi ∈ Mi, for all i ∈ N. Let M = (mi). We shall
show that M is the desired. To this end, let L ∈ [M ] and scalars (ai)
n
i=1 in
[−1, 1]. Let also F ⊂ {1, · · · , n} such that |ai| ≥ δ, for all i ∈ F . Choose
k ∈ N
⋃
{0} so that
k ≤
∥∥∥∥
n∑
i=1
aiξ
L
i · s
∥∥∥∥ < k + 1
and set Fk = {i ∈ F : i ≥ k}. We claim that∥∥∥∥∑
i∈Fk
aiξ
L
i · s
∥∥∥∥ ≤ 4λk.
Assume this is not the case and choose x∗ ∈ BX∗ such that∣∣∑
i∈Fk
aix
∗(ξLi · s)
∣∣ > 4λk.
We can further choose Gk ⊂ Fk such that∣∣∣∣∑
i∈Gk
aix
∗(ξLi · s)
∣∣∣∣ > λk,
the scalars (ai)i∈Gk are all of the same sign, and,
x∗(ξLi · s) ≥ 0, for all i ∈ Gk, ( by replacing x
∗ by − x∗, if necessary ).
Observe that suppξLi ⊂ Mk, when k ≤ i ≤ n, and thus by stability, there
exists y∗ ∈ BX∗ such that
y∗(ξLi · s) ≥ 0, for all i ∈ Gk,
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i∈Gk
y∗(ξLi · s) > λk and
∑
i∈Mk\
⋃
j∈Gk
suppξLj
|y∗(xi)| < δ.
But now,∣∣∣∣
n∑
i=k
aiy
∗(ξLi · s)
∣∣∣∣ ≥
∣∣∣∣∑
i∈Gk
aiy
∗(ξLi · s)
∣∣∣∣− ∑
i∈{k,··· ,n}\Gk
|y∗(ξLi · s)|
>
∑
i∈Gk
|ai|y
∗(ξLi · s)−
∑
i∈Mk\
⋃
j∈Gk
suppξLj
|y∗(xi)|
> δλk − δ = k + 1.
Thus, ‖
∑n
i=k aiξ
L
i · s‖ > k + 1 and since (xn) is bimonotone, we also have
that ‖
∑n
i=1 aiξ
L
i · s‖ > k + 1 which is a contradiction. Therefore, our claim
holds and hence
‖
∑
i∈F
aiξ
L
i · s‖ ≤
{
4(1 + 1δ ), if ‖
∑n
i=1 aiξ
L
i · s‖ < 1;
k(5 + 8δ ), if k ≤ ‖
∑n
i=1 aiξ
L
i · s‖ < k + 1, k ∈ N.
Concluding, ∥∥∥∥∑
i∈F
aiξ
L
i · s
∥∥∥∥ ≤ C(δ)max
{
δ,
∥∥∥∥
n∑
i=1
aiξ
L
i · s
∥∥∥∥
}
,
where, C(δ) = 1δ (5 +
8
δ ). The proof of Theorem 1.8 is now complete.
Remark . A refinement of the proof of Lemma 3.2, yields that given θ > 0,
there exists M ∈ [N] satisfying the following property: If L ∈ [M ], k ∈ N
and there exists x∗ ∈ BX∗ which is ξ-good for (λ,L, k), then there exists
y∗ ∈ BX∗ with y
∗(ξLi · s) ≥ 0 for i ≤ k and such that
k∑
i=1
y∗(ξLi · s) ≥ (1− θ)
k∑
i=1
x∗(ξLi · s) and,
∑
n∈M\
⋃k
i=1 suppξ
L
i
|y∗(xn)| < ǫ
k∑
i=1
y∗(ξLi · s).
This property in turn implies that the constant C(δ) found in the proof of
Theorem 1.8, is actually proportional to 1δ .
Elton’s aforementioned theorem follows immediately if we let ξ = 0 in the
statement of Theorem 1.8. As a corollary to Elton’s theorem one obtains
the following dichotomy [E], [O1]:
Corollary 3.3. A normalized weakly null sequence (xn) in a Banach space,
either has a subsequence equivalent to the unit vector basis of c0, or, a
Schauder basic subsequence (xmn) which is semi-boundedly complete. If the
latter alternative occurs, then the sequence of the biorthogonal functionals
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to (xmn), converges weakly to zero in the dual of the closed linear span of
(xmn).
Our next result is the dual form of Lemma 3.2.
Lemma 3.4. Let s = (xn) be a weakly null sequence in the Banach space
X and ξ < ω1. Given ǫ > 0, δ > 0, N ∈ [N] there exists M ∈ [N ] satisfying
the following property: If k ∈ N, L ∈ [M ], and there exists x∗ ∈ BX∗ so that
x∗(ξLn · s) ≥ δ, for all n ≤ k, then there exists y
∗ ∈ BX∗ so that
y∗(ξLn · s) ≥ δ, for all n ≤ k, and ,
∑
n∈M\
⋃k
i=1 suppξ
L
i
|y∗(xn)| < ǫ.
Proof. The proof is similar to that of Lemma 3.2. Let us now say that the
functional x∗ ∈ BX∗ is good for (δ, L, k), if x
∗(ξLn ·s) ≥ δ, for all n ≤ k. Next
choose (ǫi)
∞
i=0, a sequence of positive scalars such that
∑∞
i=0 ǫi < ǫ. Using
the same notation and terminology as in Lemma 3.2, let n ∈ N
⋃
{0} and
F ⊂ Tn. The n-tuple (mi)i∈Tn and the infinite subset L of N, (L = (li)), are
said to satisfy property (F − E∗n), provided that mn < l1, if n ≥ 1, and the
following statement holds:
If k ∈ N, and there exists x∗ ∈ BX∗ which is good for (λ, {mj : j ∈
Tn \ F}
⋃
{lj : j ≥ 2}, k), then there exists y
∗ ∈ BX∗ which is good for
(λ, {mj : j ∈ Tn \ F}
⋃
{lj : j ≥ 2}, k) and such that
∑
j∈F
|y∗(xmj )|+ |y
∗(xl1)| <
n∑
i=0
ǫi.
Let us also say that (mi)i∈Tn and L satisfy property (E
∗
n), if they satisfy
property (F − E∗n), for every F ⊂ Tn.
We shall inductively construct an increasing sequence (mn)
∞
n=1 of elements
of N , and a decreasing sequence (Mn)
∞
n=0 of infinite subsets of N with
mn ∈ Mn−1, if n ≥ 1, and so that for every n ∈ N
⋃
{0}, if L ∈ [Mn], then
(mi)i∈Tn and L satisfy property (E
∗
n).
The first inductive step is similar to the general one and therefore we shall
not explicit it. Assume that (mi)i∈Tn andM0 ⊃ · · · ⊃Mn, infinite subsets of
N , with mi ∈Mi−1 for 1 ≤ i ≤ n have been constructed so that if i ≤ n and
L ∈ [Mi], then (mj)j∈Ti and L satisfy property (E
∗
i ). Let mn+1 = minMn.
Fix F ⊂ Tn+1 and define
∆F = {L ∈ [Mn], L = (li), : (mi)i∈Tn+1 and L satisfy (F −E
∗
n+1)}.
Clearly, ∆F is closed in [Mn] and therefore Ramsey. Arguing as in the proof
of Lemma 3.2, we obtain Mn+1 ∈ [Mn] such that [Mn+1] ⊂ ∆F , for every
F ⊂ Tn+1. Indeed, we need only modify the definition of kj0 in the argument
of Lemma 3.2. We alternatively set kj0 = max{kj : j ≤ q} and observe that
if y∗ is good for (δ,R, kj0), then y
∗ is also good for (δ,R, kj), for every j ≤ q.
The argument of Lemma 3.2 is now carried over unaltered yielding the proof
of Lemma 3.4.
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In the proof of the Schreier unconditionality theorem, [M-R], [O2], we
shall make use of the following:
Lemma 3.5. Let (xn) be a weakly null sequence in the Banach space X.
Let also ǫ > 0, δ > 0 and k ∈ N. There exists Q ∈ [N], Q = (qn), such that
for every x∗ ∈ BX∗ and F ∈ [N]
k there exists y∗ ∈ BX∗ satisfying∑
i∈F
|x∗(xqi)− y
∗(xqi)| < δ, and ,
∑
i/∈F
|y∗(xqi)| < ǫ.
Proof. Again, the proof is much similar to that of Lemma 3.2. Choose
first (ǫi)
∞
i=0, a sequence of positive scalars such that
∑∞
i=0 ǫi < ǫ. Let
~λ =
(λ1, · · · , λk) be an element in [−1, 1]
k. We shall say that the functional
x∗ ∈ BX∗ is ~λ-good for L, where L = (li) is an infinite subset of N, if∑k
i=1 |x
∗(xli) − λi| < δ. Using the same notation and terminology as in
Lemma 3.2, let n ∈ N
⋃
{0} and F ⊂ Tn. The n-tuple (mi)i∈Tn and the
infinite subset L of N, (L = (li)), are said to satisfy property (F − On),
provided that mn < l1, if n ≥ 1, and the following statement holds:
If there exists x∗ ∈ BX∗ which is ~λ- good for {mj : j ∈ Tn \F}
⋃
{lj : j ≥
2}, then there exists y∗ ∈ BX∗ which is ~λ-good for {mj : j ∈ Tn \ F}
⋃
{lj :
j ≥ 2} and such that
∑
j∈F
|y∗(xmj )|+ |y
∗(xl1)| <
n∑
i=0
ǫi.
Let us also say that (mi)i∈Tn and L satisfy property (On), if they satisfy
property (F − On), for every F ⊂ Tn. We shall inductively construct an
increasing sequence (mn)
∞
n=1 of elements of N, and a decreasing sequence
(Mn)
∞
n=0 of infinite subsets of N with mn ∈Mn−1, if n ≥ 1, so that for every
n ∈ N
⋃
{0}, if L ∈ [Mn], then (mi)i∈Tn and L satisfy property (On).
The first inductive step is similar to the general one and therefore we shall
not explicit it. Assume that (mi)i∈Tn andM0 ⊃ · · · ⊃Mn, infinite subsets of
N , with mi ∈Mi−1 for 1 ≤ i ≤ n have been constructed so that if i ≤ n and
L ∈ [Mi], then (mj)j∈Ti and L satisfy property (Oi). Let mn+1 = minMn.
Fix F ⊂ Tn+1 and define
∆F = {L ∈ [Mn], L = (li), : (mi)i∈Tn+1 and L satisfy (F −On+1)}.
Clearly, ∆F is closed in [Mn] and therefore Ramsey. Arguing as in the proofs
of Lemmas 3.2 and 3.4 we obtain Mn+1 ∈ [Mn] such that [Mn+1] ⊂ ∆F , for
every F ⊂ Tn+1. The inductive construction is now complete and we set
M = (mi). It follows, by our construction, that if F ∈ [N]
k and x∗ ∈ BX∗ is
~λ-good for {mj : j ∈ F}
⋃
{mj : j > maxF}, then there exists y
∗ ∈ BX∗ ~λ-
good for {mj : j ∈ F}
⋃
{mj : j > maxF} and such that
∑
j /∈F |y
∗(xmj )| <
ǫ. Let us then say that M works for ~λ. Finally, let E be a finite δ-net in
[−1, 1]k, and choose Q ∈ [N] which works for every ~λ ∈ E . It is easily verified
that Q is the desired.
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Lemma 3.4 provides an alternative proof of the fact that every normalized
weakly null sequence admits a convexly unconditional subsequence.
Proof of Theorem 1.9. Let δ > 0. It is enough to find M ∈ [N] , M = (mi),
so that if F ∈ [N]<∞ and (λi)i∈F are scalars satisfying ‖
∑
i∈F λixmi‖ > δ
and
∑
i∈F |λi| ≤ 1, then, ‖
∑∞
i=1 aixmi‖ >
δ2
32 , for all choices of scalars
(ai)
∞
i=1 ⊂ c00 with maxi |ai| ≤ 1 and such that |ai| = |λi|, for all i ∈ F .
Once this is accomplished, then a simple diagonalization argument yields
M ∈ [N] which works for all δ > 0. To this end, let M = (mi) be the
infinite subset of N resulting from Lemma 3.4 applied on the sequence (xn)
for ξ = 0, “δ”= δ2 and “ǫ”=
δ2
32 . Let now F ∈ [N]
<∞ and (λi)i∈F be scalars
such that ‖
∑
i∈F λixmi‖ > δ and
∑
i∈F |λi| ≤ 1. Choose x
∗ ∈ BX∗ such
that |
∑
i∈F λix
∗(xmi)| > δ and set
G = {i ∈ F : |x∗(xmi)| ≥
δ
2
}.
Clearly, |
∑
i∈G λix
∗(xmi)| >
δ
2 . Next, let (ai)
∞
i=1 ⊂ c00 with maxi |ai| ≤ 1
and |ai| = |λi|, for all i ∈ F . By splitting G into four sets in the obvious
manner, we find H ⊂ G such that∣∣∣∣∑
i∈H
λix
∗(xmi)
∣∣∣∣ > δ8 ,
the scalars (λi)i∈H are all of the same sign, and,
x∗(xmi) ≥
δ
2
for all i ∈ H, ( by replacing x∗ by − x∗, if necessary ).
Now choose y∗ ∈ BX∗ with y
∗(xmi) ≥
δ
2 , for all i ∈ H, and such that∑
i/∈H |y
∗(xmi)| <
δ2
32 . It follows that∥∥∥∥
∞∑
i=1
aixmi
∥∥∥∥ ≥
∣∣∣∣∑
i∈H
aiy
∗(xmi)
∣∣∣∣−∑
i/∈H
|y∗(xmi)|
>
∑
i∈H
|λi|
δ
2
−
δ2
32
>
δ2
32
.
Corollary 3.6. For a normalized weakly null sequence s = (xn) and
ξ < ω1, the following are equivalent:
1. There exists M ∈ [N], M = (mi), so that (xmi) is an l
ξ
1 spreading
model.
2. There exist N ∈ [N] and δ > 0 such that Sξ(N) ⊂ Fδ.
Proof. Suppose 1. holds and let C > 0 such that
‖
∑
i∈F
λixmi‖ ≥ C
∑
i∈F
|λi| for all F ∈ Sξ, and scalars (λi)i∈F .
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Let t denote the sequence (yi), where yi = xmi , for all i ∈ N. Then, ‖ξ
L
1 ·t‖ ≥
C, for all L ∈ [N]. It follows that for δ = C2 , the hereditary family
{F ∈ [N]<∞ : M(F ) ∈ Fδ},
is (1, ξ,N, δ) large. Corollary 2.17 now yields N ∈ [M ] so that Sξ(N) ⊂ Fδ
and thus 2. holds.
Assume now that 2. holds and choose M = (mi) ∈ [N ] as in the proof of
Theorem 1.9, applied on the sequence (xn)n∈N for “δ”=
δ
4 . Let F ∈ Sξ and
scalars (λi)i∈F such that
∑
i∈F |λi| = 1. We claim that ‖
∑
i∈F λixmi‖ ≥
δ2
512 ,
which evidently yields 1. Indeed, by our assumption, there exists x∗ ∈ BX∗
such that |x∗(xmi)| ≥ δ, for all i ∈ F . Next choose G ⊂ F such that∑
i∈G
|λi| ≥
1
4
,
the scalars (λi)i∈G are all of the same sign, and,
x∗(xmi) ≥ δ, for all i ∈ G, ( by replacing x
∗ by − x∗ if necessary ).
Therefore, ‖
∑
i∈G λixmi‖ ≥ |
∑
i∈G λix
∗(xmi)| ≥
δ
4 , and hence applying
Theorem 1.9 we obtain that ‖
∑
i∈F λixmi‖ ≥
1
32(
δ
4 )
2 = δ
2
512 , as claimed.
Proof of Theorem 1.6. Assume that 2. does not hold. Let M ∈ [N] and
ǫ > 0. It is easily seen that the set
Aǫ = {L ∈ [M ] : ‖ξ
L
1 · s‖ < ǫ}
where s = (xn), is closed in [M ] and therefore Ramsey. If it were the case
that [P ]
⋂
Aǫ = ∅, for some P ∈ [M ], then the family F ǫ
2
would be (1, ξ, P, ǫ2)
large, and hence, by Corollaries 2.17 and 3.6, (xn)n∈L would in turn be an ℓ
ξ
1
spreading model, for some L ∈ [P ] contradicting our assumption. It follows
now that we can construct (Mn), a decreasing sequence of infinite subsets
of N, such that for all n ∈ N,
‖ξL1 · s‖ <
1
n
, for all L ∈ [Mn].
Let now N be any infinite subset of M almost contained in each Mn, and it
is easy to verify that (xn) is (L, ξ) convergent, for all L ∈ [N ].
In order to show that 1. and 2. are mutually exclusive, assume that (xmi)
is an ℓξ1 spreading model with constant C. We can choose N ∈ [M ] such
that
F \ {minF} ∈ Sξ(M), for all F ∈ Sξ[N ], ( by Lemma 2.4),
‖ξL1 ‖0 < ǫ, for all L ∈ [N ], ( by Proposition 2.15).
where ǫ > 0 is chosen so that ǫ < C1+C . It follows now that for every L ∈ [N ],
‖ξLn · s‖ > C − (1 + C)ǫ > 0, for all n ∈ N,
and thus (xn) is not (L, ξ) convergent. Hence 1. does not hold.
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An immediate consequence of Theorem 1.6 is Corollary 1.7.
Proof of Corollary 1.7. Suppose that s = (xn) is an ℓ
ξ
1 spreading model
with constant C. It follows that ‖ξLn · s‖ ≥ C, for all n ∈ N and L ∈ [N].
Next, choose according to Theorem 1.6, N ∈ [N] so that (xn) is (L, ξ + 1)
convergent, for every L ∈ [N ]. Evidently, (ξLn · s) is Cesaro summable for all
L ∈ [N ].
We continue our applications of Theorem 1.9 with the
Proof of Theorem 1.10. Let C be the constant of the ℓξ1 spreading model
(xn). Let now M ∈ [N], M = (mi) satisfying the conclusion of Theorem 1.9
for the sequence (xn) and “δ”=
C
2 . We claim that (xmi) is Sξ unconditional.
Indeed, let n ∈ N and scalars (ai)
n
i=1 be given. Let also F ⊂ {1, · · · , n},
F ∈ Sξ, such that ‖
∑
i∈F aixmi‖ = 1. It follows that C
∑
i∈F |ai| ≤ 1
and ‖
∑
i∈F Caixmi‖ >
C
2 . If there exists j ≤ n so that C|aj| > 1, then,
since (xn) is bimonotone, we obtain that ‖
∑n
i=1 aixmi‖ >
1
C . So assum-
ing that C|ai| ≤ 1, for all i ≤ n, we obtain through Theorem 1.9 that
‖
∑n
i=1 aixmi‖ >
C
128 . Hence,∥∥∥∥∑
i∈F
aixmi
∥∥∥∥ ≤ 128C
∥∥∥∥
n∑
i=1
aixmi
∥∥∥∥,
for every F ∈ Sξ and all choices of scalars (ai)
n
i=1.
We also obtain the result on Schreier unconditionality, [M-R], [O2].
Corollary 3.7. Let (xn) be a normalized weakly null sequence in X and ǫ >
0. There exists a subsequence (xmi) of (xn) which is 2+ ǫ S1 unconditional.
Proof. Choose first θ > 0 such that (1 + θ)(2 + θ) < 2 + ǫ. By passing to a
subsequence, if necessary, we can assume that (xn) is Schauder basic with
basis constant 1 + θ. We first show that for every k ∈ N and N ∈ [N], there
exists L ∈ [N ], L = (li) so that∥∥∥∥∑
i∈F
aixli
∥∥∥∥ ≤ (1 + θ)
∥∥∥∥
∞∑
i=1
aixli
∥∥∥∥,
for every F ∈ [N]k and all choices of scalars (ai) in c00. Indeed, apply
Lemma 3.5 to the sequence (xn)n∈N to obtain L ∈ [N ], L = (li), satisfying
the conclusion of that lemma for k, “δ”= θ6 , and “ǫ”=
θ
6 . Let now (ai) ⊂ c00
such that ‖
∑∞
i=1 aixli‖ = 1. Let also F ∈ [N]
k and choose x∗ ∈ BX∗ such
that ∥∥∥∥∑
i∈F
aixli
∥∥∥∥ =
∣∣∣∣∑
i∈F
aix
∗(xli)
∣∣∣∣.
Then choose y∗ ∈ BX∗ such that∑
i∈F
|x∗(xli)− y
∗(xli)| <
θ
6
, and ,
∑
i/∈F
|y∗(xli)| <
θ
6
.
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We now have the following estimate
1 =
∥∥∥∥
∞∑
i=1
aixli
∥∥∥∥ ≥
∣∣∣∣
∞∑
i=1
aiy
∗(xli)
∣∣∣∣
≥
∣∣∣∣∑
i∈F
aix
∗(xli)
∣∣∣∣−∑
i∈F
|ai||x
∗(xli)− y
∗(xli)| −
∑
i/∈F
|ai||y
∗(xli)|
≥
∥∥∥∥∑
i∈F
aixli
∥∥∥∥− 3θ6 − 3θ6 ,
and thus, ‖
∑
i∈F aixli‖ ≤ (1 + θ)‖
∑∞
i=1 aixli‖, as desired. We can now
choose a decreasing sequence (Mk) of infinite subsets of N such that for
every k ∈ N, ∥∥∥∥∑
m∈F
amxm
∥∥∥∥ ≤ (1 + θ)
∥∥∥∥ ∑
m∈Mk
amxm
∥∥∥∥,
for all F ∈ [Mk]
j and j ≤ k, and all choices of scalars (am)m∈Mk ⊂ c00.
Finally choosem1 < m2 < · · · withmi ∈Mi, for all i ∈ N, and setM = (mi).
It is easily verified that the subsequence (xmi) is 2+ ǫ S1 unconditional.
The final results of this section concern the duality between c0
ξ and ℓξ1
spreading models. We first recall the following
Definition 3.8. A sequence (xn) in a Banach space is called a c0
ξ spreading
model, 1 ≤ ξ < ω1, if there exists a constant C > 0 such that∥∥∥∥∑
i∈F
aixi
∥∥∥∥ ≤ Cmaxi∈F |ai|,
for every F ∈ Sξ and all choices of scalars (ai)i∈F .
Notation . If M ∈ [N] and (xn) is a sequence in X then we let XM denote
the closed linear span of the subsequence (xn)n∈M .
The duality between c0
ξ and ℓξ1 spreading models is described in the fol-
lowing
Theorem 3.9. Let (xn) and (x
∗
n) be normalized weakly null sequences in X
and X∗ respectively. Assume that for some ǫ > 0 we have that infn |x
∗
n(xn)| ≥
ǫ. Let 1 ≤ ξ < ω1. The following are equivalent:
1. For every M ∈ [N], there exists L ∈ [M ] such that (x∗n|XM )n∈L is an
ℓξ1 spreading model.
2. For every M ∈ [N], there exists L ∈ [M ] such that (xn)n∈L is a c0
ξ
spreading model.
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Proof. Once again, we assume our sequence (xn) is bimonotone. We can
also assume, without loss of generality, that
∞∑
i=1
∑
j 6=i
|x∗i (xj)| <
ǫ
2
.
Furthermore, we shall assume that (xn) satisfies the conclusion of Theorem
1.8 for ξ = 0 and M = N. That is, for all δ > 0. there exists a constant
C(δ) > 0 such that for every n ∈ N and all scalars (ai)
n
i=1 in [−1, 1], if
F ⊂ {1, · · · , n} and |ai| ≥ δ for all i ∈ F , then∥∥∥∥∑
i∈F
aixi
∥∥∥∥ ≤ C(δ)
∥∥∥∥
n∑
i=1
aixi
∥∥∥∥.
Assume first that 2. holds and choose L ∈ [M ], L = (li), and C > 0 so
that ∥∥∥∥∑
i∈F
aixli
∥∥∥∥ ≤ Cmaxi∈F |ai|,
for every F ∈ Sξ and all choices of scalars (ai)i∈F . We claim that (x
∗
li
|XM )
is an ℓξ1 spreading model. Indeed, let F ∈ Sξ and scalars (ai)
n
i=1. For
each i ∈ F , let ǫi be the sign of aix
∗
li
(xli). Of course, ‖
∑
i∈F ǫixli‖ ≤ C.
Therefore,
C
∥∥∥∥∑
i∈F
aix
∗
li |XM
∥∥∥∥ ≥
∣∣∣∣∑
i∈F
aix
∗
li(
∑
j∈F
ǫjxlj )
∣∣∣∣
≥
∑
i∈F
|ai||x
∗
li(xli)| −
∑
i∈F
|ai|
∑
j 6=i
|x∗li(xlj )|
≥
ǫ
2
∑
i∈F
|ai|
and thus 1. holds.
Suppose now that 1. holds. Choose, according to Corollary 3.6, L ∈ [M ],
L = (li) and δ > 0 such that
Sξ(L) ⊂ {F ∈ [N]
<∞ : ∃x∗∗ ∈ BX∗∗
M
with |x∗∗(x∗n)| ≥ δ, ∀n ∈ F}.
It follows that
Sξ(L) ⊂ {F ∈ [N]
<∞ : ∃x ∈ BXM with |x
∗
n(x)| >
δ
2
, ∀n ∈ F}.
We now claim that for every x ∈ XM , the sequence
( x∗mi (x)
x∗mi (xmi )
xmi
)
, where
M = (mi), is strongly bounded. Indeed, let x =
∑∞
i=1 cixmi ∈ BXM and
note that by monotonicity we have that |ci| ≤ 1, for all i ∈ N. Then, for all
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k ∈ N,∥∥∥∥
k∑
i=1
x∗mi(x)
x∗mi(xmi)
xmi
∥∥∥∥ ≤
∥∥∥∥
k∑
i=1
cixmi
∥∥∥∥+
∥∥∥∥
k∑
i=1
1
x∗mi(xmi)
(∑
j 6=i
cjx
∗
mi(xmj )
)
xmi
∥∥∥∥
≤ ‖x‖+
k∑
i=1
1
ǫ
∑
j 6=i
|x∗mi(xmj )| <
3
2
and our claim holds. Let now F ∈ Sξ and choose x ∈ BXM such that
|x∗li(x)| >
δ
2 , for all i ∈ F . Since
∣∣ x∗li(x)
x∗
li
(xli )
∣∣ > δ2 , for all i ∈ F , our initial
assumptions on the sequence (xn) yield that∥∥∥∥∑
i∈F
x∗li(x)
x∗li(xli)
xli
∥∥∥∥ ≤ C(δǫ2 )
∥∥∥∥
n∑
i=1
x∗mi(x)
x∗mi(xmi)
xmi
∥∥∥∥,
where mn = lmaxF . Thus, letting b
F
i =
x∗
li
(x)
x∗
li
(xli )
, for i ∈ F , we have that∥∥∥∥∑
i∈F
bFi xli
∥∥∥∥ ≤ 32C(δǫ2 )
and δ2 ≤ |b
F
i | ≤
1
ǫ , for all i ∈ F and F ∈ Sξ. A standard argument now
shows that ∥∥∥∥∑
i∈F
aixli
∥∥∥∥ ≤ 6δC(δǫ2 )maxi∈F |ai|,
for all F ∈ Sξ and scalars (ai)i∈F . Hence, 1. implies 2.
Definition 3.10. The Banach space X satisfies the ξ Dunford-Pettis prop-
erty (ξ-DP), 1 ≤ ξ < ω1, if for every pair of weakly null sequences (xn)
and (x∗n) in X and X
∗ respectively, with (x∗n) ξ-convergent, we have that
limn x
∗
n(xn) = 0.
X is said to be hereditarily ξ-DP, if every subspace of X satisfies the
ξ-DP.
Corollary 3.11. For a Banach space X and 1 ≤ ξ < ω1, the following are
equivalent:
1. Every normalized weakly null sequence in X admits a subsequence
which is a cξ0 spreading model.
2. X is hereditarily ξ-DP.
Proof. Assume first that 1. holds. Let Y be a subspace ofX and consider the
normalized weakly null sequences (xn) and (x
∗
n) in Y and Y
∗ respectively,
with (x∗n) ξ-convergent. Suppose that for some ǫ > 0 and M = (mi) ∈ [N],
it was the case that x∗mi(xmi) > ǫ, for all i ∈ N. It follows that condition 2.
of Theorem 3.9 is satisfied and therefore (x∗mi) admits a subsequence which
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is an ℓξ1 spreading model in Y
∗. This contradicts with Theorem 1.6, as (x∗n)
is ξ-convergent. Hence Y satisfies the ξ-DP and 2. holds.
Now suppose that 2. holds. Let (xn) be a normalized weakly null sequence
in X admitting no subsequence which is a cξ0 spreading model. In particular,
no subsequence of (xn) is equivalent to the unit vector basis of c0, and thus by
Corollary 3.3 there exists M = (mi) ∈ [N] such that the sequence (x
∗
mi |XM )
is weakly null in X∗M . Where (x
∗
n) denotes the sequence of the biorthogonal
functionals of (xn). Our assumption further yields that condition 2. of
Theorem 3.9 fails for the space XM and the weakly null sequences (xmi)
and (x∗mi)|XM in XM and X
∗
M respectively. Thus condition 1. fails as well
and so there exists P = (pi) ∈ [M ] so that x
∗
pi |XP is ξ-convergent, according
to Theorem 1.6. But XP is ξ-DP and thus, 1 = limi x
∗
pi(xpi) = 0 which is
absurd.
Remark . Corollary 3.11 can be viewed as a partial generalization of Cem-
branos theorem, [C], [K-O], that a Banach space X is hereditarily Dunford-
Pettis if, and only if, every normalized weakly null sequence in X admits a
subsequence equivalent to the unit vector basis of c0.
4. boundedly convexly complete sequences
This section is devoted to the proof of Theorem 1.4 which immediately
yields Theorem 1.3. Our interest is concentrated in weakly null sequences
without boundedly convexly complete subsequences. In the next series of
lemmas, we describe their structure. We remark here that for the Schreier
spaces Xξ, ξ < ω, described in Section 1, it can be shown that they con-
tain no boundedly convexly complete sequences. However, an example of
a weakly null sequence (yn) in Xω, is given in [A-O], such that no convex
block subsequence of (yn) satisfies the weak Banach-Saks property. It turns
out that some subsequence of (yn), is boundedly convexly complete. We
also mention that examples of boundedly convexly complete sequences can
be constructed in C(ωω), the Banach space of functions continuous on the
ordinal interval [1, ωω ] endowed by the order topology.
In the sequel, s = (xn) will denote a normalized, bimonotone weakly null
sequence in the Banach spaceX. We shall assume, without loss of generality,
that s satisfies the conclusion of Theorem 1.8, for M = N and ξ = 0. That
is, for every δ > 0, there exists C(δ) > 0 such that if (ai)
n
i=1 are scalars
in [−1, 1], n ∈ N, and F ⊂ {1, · · · , n} with |ai| ≥ δ, for all i ∈ F , then
‖
∑
i∈F aixi‖ ≤ C(δ)‖
∑n
i=1 aixi‖.
Notation . 1. Let t = (yi) be a sequence in a Banach space and a = (ai)
be a scalar sequence. We let a · t denote the sequence (aiyi).
2. If M ∈ [N], M = (mi), we let tM denote the sequence (ymi).
3. Let P = (pi) and Q = (qi) be infinite subsets of N with P almost
contained in Q. Then aQ|P = (ci) is the scalar sequence obtained in
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the following manner: Set ci = 0, if qi /∈ P . Then set ci = aj , if
qi = pj , for some j ∈ N.
Lemma 4.1. Assume that s = (xn) has no subsequence which is b.c.c.
There exist M0 ∈ [N] and δ0 > 0 such that for every L ∈ [M0] there ex-
ist a sequence of scalars (am)m∈L with (amxm)m∈L strongly bounded by 1,
and a sequence (Fi)i∈N of consecutive subsets of L so that the following are
satisfied for every i ∈ N:
am ≥ 0, for all m ∈ Fi,
∑
m∈Fi
am ≤ 1, and
∥∥∥∥∑
m∈Fi
amxm
∥∥∥∥ > δ0.
Proof. We first observe that if P = (pi) and Q = (qi) are infinite subsets of
N with P almost contained in Q, and a is a scalar sequence, then
b(aQ|P · sQ) ≤ b(a · sP ), and c(a, sP ) ≤ c(aQ|P , sQ).
To prove the lemma, it suffices to find M0 ∈ [N], δ1 > 0 and 1 ≤ K <∞, so
that for every L ∈ [M0] there exists a scalar sequence a with b(a · sL) ≤ K
and c(a, sL) > δ1. Once this is accomplished, then M0 and δ0 =
δ1
2K , satisfy
the conclusion of the lemma.
We now claim that there exists N ∈ [N] and δ1 > 0 such that for all
L ∈ [N ] there exists a scalar sequence a with
b(a · sL) <∞, and c(a, sL) > δ1.
If this is not the case we construct a decreasing sequence (Mi) consisting of
infinite subsets of N so that c(a, sMi) ≤
1
i , for every scalar sequence a with
b(a · sMi) <∞. Let now M ∈ [N] be almost contained in Mi, for all i ∈ N,
and choose a scalar sequence a such that
b(a · sM ) <∞, and c(a, sM ) > 0.
It follows that
b(aMi|M · sMi) ≤ b(a · sM ) <∞,
for all i ∈ N and thus,
c(a, sM ) ≤ c(aMi|M , sMi) ≤
1
i
,
for all i ∈ N, which is absurd. Therefore our claim holds.
We next claim that there exists M0 ∈ [N ] and K < ∞ so that for every
L ∈ [M0], there exists a scalar sequence a such that b(a · sL) ≤ K and
c(a, sL) > δ1. Again, were this claim false, we could choose a decreasing
sequence (Ni) of infinite subsets of N such that for all i ∈ N, if c(a, sNi) > δ1,
for some scalar sequence a, then b(a · sNi) > i. Now let T ∈ [N ] be almost
contained in each Ni and choose a scalar sequence a such that
b(a · sT ) <∞, and c(a, sT ) > δ1.
It follows that
c(aNi|T , sNi) ≥ c(a, sT ) > δ1,
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for all i ∈ N, and hence
b(a · sT ) ≥ b(aNi|T · sNi) > i,
for all i ∈ N which is absurd.
Remark . If L ∈ [M0], (Fi)
∞
i=1 and (am)m∈L, are as in the conclusion of
Lemma 4.1, then we shall call the sequence (
∑
m∈Fi
amxm)i∈N, a sub-convex
block subsequence of (xi) supported by L and satisfying the conclusion of
Lemma 4.1.
Lemma 4.2. Let s = (xn) be a weakly null sequence having no subsequence
which is b.c.c. Let M0 ∈ [N] and δ0 > 0 be as in the conclusion of Lemma 4.1
applied on s. Suppose α < ω1 is a limit ordinal and denote by (αn + 1) the
sequence of ordinals associated to α. Assume that for every n ∈ N and every
N ∈ [M0] there exists M ∈ [N ] such that (xm)m∈M is an l
αn+1
1 spreading
model. Then, for every N ∈ [M0], there exists M ∈ [N ] such that (xm)m∈M
is an lα1 spreading model.
Proof. Let A denote the set of those sub-convex combinations of the se-
quence s which are members of a (not necesserilly the same) sub-convex
block subsequence of s that satisfies the conclusion of Lemma 4.1.
We shall apply Corollary 2.12 to the sequence s and the family A in order
to obtain T ∈ [N ] so that Sα(T ) ⊂ F δ0
2
. Corollary 3.6 will then yield that for
some M ∈ [T ], (xm)m∈M is an l
α
1 spreading model. To this end, it suffices
to show that for every i0 ∈ N, every ǫ > 0 and L ∈ [N ], there exists x ∈ A
supported by L and such that ‖x‖αi0 < ǫ. Suppose this is not the case and
choose according to the hypothesis P ∈ [L] so that (xm)m∈P is an l
αi0+1
1
spreading model with constant K. Without loss of generality, by Theorem
1.10, we can assume that (xm)m∈P is Sαi0+1 unconditional with constant
C. Next, choose by Lemma 2.4, Q ∈ [P ] such that if F ∈ Sαi0+1[Q], then
F \ {minF} ∈ Sαi0+1(P ).
Since s has no b.c.c. subsequences, there exist, by Lemma 4.1, a sequence
of scalars (aq)q∈Q and a sequence (Fi)
∞
i=1 of consecutive subsets of Q with
(aqxq)q∈Q strongly bounded by 1, such that for all i ∈ N,
aq ≥ 0, for all q ∈ Fi,
∑
q∈Fi
aq ≤ 1, and ‖
∑
q∈Fi
aqxq‖ > δ0.
However,
∑
q∈Fi
aqxq ∈ A, for all i ∈ N, and moreover they are supported
by L. Thus, there exists, for all i ∈ N,
Gi ⊂ Fi, Gi ∈ Sαi0 so that
∑
q∈Gi
aq ≥ ǫ.
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Next choose p ∈ N such that (p − 1)Kǫ > C. Choose also j ∈ N with
p < minFj . Then
j+p⋃
l=j+1
Gl ∈ Sαi0+1[Q] and thus
j+p⋃
l=j+2
Gl ∈ Sαi0+1(P ).
Therefore,∥∥∥∥ ∑
q∈
⋃j+p
l=j+2
Gl
aqxq
∥∥∥∥ ≥ K ∑
q∈
⋃j+p
l=j+2
Gl
aq ≥ K(p− 1)ǫ > C.
However, ∥∥∥∥ ∑
q∈
⋃j+p
l=j+2
Gl
aqxq
∥∥∥∥ ≤ C
∥∥∥∥ ∑
q≤maxGj+p
aqxq
∥∥∥∥ ≤ C.
This contradiction completes the proof of the lemma.
Lemma 4.3. Let s = (xn) be a weakly null sequence having no subsequence
which is b.c.c. There exist M ∈ [N], ξ < ω1 and δ > 0 so that the following
are satisfied:
1. (xm)m∈M is an ℓ
ξ
1 spreading model yet no subsequence of (xm)m∈M is
an ℓξ+11 spreading model.
2. For every N ∈ [M ], there exist L ∈ [N ] and a sequence of scalars
(am)m∈N with (amxm)m∈N strongly bounded by 1 so that for all i ∈ N
am ≥ 0, for all m ∈ F
ξ
i (L),
∑
m∈F ξi (L)
am ≤ 1, and
∥∥∥∥ ∑
m∈F ξi (L)
amxm
∥∥∥∥ > δ.
Proof. LetM0 ∈ [N] and δ0 > 0 be as in the conclusion of Lemma 4.1 applied
on s.
Let ζ =min{α < ω1 : ∃P ∈ [M0] such that ∀L ∈ [P ],
(xn)n∈L is not an ℓ
α
1 spreading model }.
Lemma 4.2 yields that ζ is not a limit ordinal and thus ζ = ξ + 1, for
some countable ordinal ξ. Choose now P ∈ [M0] so that no subsequence
of (xn)n∈P is an ℓ
ξ+1
1 spreading model. Since ξ < ζ, there exists Q ∈ [P ]
so that (xn)n∈Q is an ℓ
ξ
1 spreading model and of course no subsequence of
(xn)n∈Q is an ℓ
ξ+1
1 spreading model.
It follows by Corollary 3.6, that for every L ∈ [Q], the family Sξ+1(L) is
not contained in F δ0
2
. Using Lemma 2.9 as we did in the proof of Theorem
2.11, we find M ∈ [Q] and n0 ∈ N, so that
n0⋃
i=1
F ξi (L) /∈ F δ0
2
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for all L ∈ [M ]. It follows now, by Lemma 2.6, that every member of the
family F δ0
2
[M ] can be expressed as the union of at most n0 consecutive Sξ
sets.
We are going to show that M and δ = δ02n0 satisfy 2. Indeed, let N ∈ [M ]
and choose
n1 < A1 < n2 < A2 < · · ·
so that for all i ∈ N, ni ∈ N and Ai is a maximal Sξ subset of N . Set N1 =
{ni : i ∈ N}. By Lemma 4.1, there exist a sequence of scalars (am)m∈N1 and
a sequence of consecutive subsets of N1, (Fi)
∞
i=1 with (amxm)m∈N1 strongly
bounded by 1, so that for every i ∈ N
am ≥ 0, for all m ∈ Fi,
∑
m∈Fi
am ≤ 1, and
∥∥∥∥∑
m∈Fi
amxm
∥∥∥∥ > δ0.
We next choose, for every i ∈ N, a functional x∗i ∈ BX∗ such that∣∣∣∣ ∑
m∈Fi
amx
∗
i (xm)
∣∣∣∣ > δ0,
and let
Gi = {m ∈ Fi : |x
∗
i (xm)| ≥
δ0
2
}.
It follows now, as Gi belongs to F δ0
2
[M ], that there exists, for every i ∈ N,
Hi ⊂ Gi, Hi ∈ Sξ, such that
∣∣∣∣ ∑
m∈Hi
amx
∗
i (xm)
∣∣∣∣ > δ02n0 = δ.
By extending Hi to a maximal Sξ subset of Hi
⋃
AmaxFi , if necessary, we
can assume without loss of generality, that Hi itself is a maximal Sξ subset
of N , for all i ∈ N. We also extend the sequence (am)m∈N1 to a scalar
sequence (am)m∈N in the obvious manner.
Concluding, there exist H1 < H2 < · · · maximal Sξ subsets of N and a
scalar sequence (am)m∈N with (amxm)m∈N strongly bounded by 1, so that
for every i ∈ N
am ≥ 0, for all m ∈ Hi,
∑
m∈Hi
am ≤ 1, and
∥∥∥∥ ∑
m∈Hi
amxm
∥∥∥∥ > δ.
Finally, choose L ∈ [N ] such that F ξi (L) = Hi, for all i ∈ N, and we are
done.
Definition 4.4. Let M ∈ [N], L ∈ [M ], n ∈ N and δ > 0. The scalar
sequence (am)m∈M is called ξ-faithful for (δ, L, n), provided the following
conditions hold:
1. |am| ≤
δ
2 , for all m ∈M .
2. (amxm)m∈M is strongly bounded by 1.
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3. For every i ≤ n we have that
am ≥ 0, for all m ∈ F
ξ
i (L),
∑
m∈F ξi (L)
am ≤ 1, and
∥∥∥∥ ∑
m∈F ξi (L)
amxm
∥∥∥∥ ≥ δ.
Lemma 4.5. Let s = (xn) have no subsequence which is b.c.c. and satisfy-
ing the conclusion of Lemma 4.3 for some M ∈ [N], ξ < ω1 and δ > 0.
1. If ξ = 0, then some subsequence of (xm)m∈M is equivalent to the unit
vector basis of c0.
2. If ξ ≥ 1, then for every N ∈ [M ] there exists P ∈ [N ] so that for all
L ∈ [P ] and n ∈ N there exists a scalar sequence (am)m∈N which is
ξ-faithful for (δ, L, n).
Proof. If ξ = 0, then according to Lemma 4.3 there exist a scalar sequence
(am)m∈M and L ∈ [M ], L = (li), so that (amxm)m∈M is strongly bounded
by 1 and am > δ, for all m ∈ L. It follows now that if x
∗ ∈ BX∗ , then for
all k ∈ N,
k∑
i=1
|x∗(xli)| ≤
2C(δ)
δ
and thus (xli) is equivalent to the unit vector basis of c0.
Assume now that ξ ≥ 1 and let N ∈ [M ]. It follows that no subsequence
of (xm)m∈M is equivalent to the unit vector basis of c0 and therefore, by
Corollary 3.3, we obtain N0 ∈ [N ] such that (xm)m∈N0 is semi-boundedly
complete.
We next choose, according to Lemma 4.3, a scalar sequence (am)m∈N0 and
L0 ∈ [N0] with (amxm)m∈N0 strongly bounded by 1 so that for all i ∈ N,
am ≥ 0, for all m ∈ F
ξ
i (L0),
∑
m∈F ξi (L0)
am ≤ 1, and
∥∥∥∥ ∑
m∈F ξi (L0)
amxm
∥∥∥∥ ≥ δ.
Since limm∈N0 am = 0, there exists i0 ∈ N such that |am| <
δ
2 , for allm ∈ N0,
m > maxF ξi0(L0). Set
L =
⋃
i>i0
F ξi (L0)
and extend the sequence (am)m∈N0 to a sequence (am)m∈N in the obvious
manner. Evidently, (am)m∈N is ξ-faithful for (δ, L, n), for all n ∈ N. We
next consider the set
D = {L ∈ [N ] : ∀n ∈ N ∃ (am)m∈N ξ -faithful for (δ, L, n)}
which is of course closed in [N ] and therefore Ramsey. Our previous argu-
ment yields the existence of P ∈ [N ] such that [P ] ⊂ D. Clearly P satisfies
the conclusion of part 2. of this lemma.
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Lemma 4.6. Let s = (xn) be a weakly null sequence and assume that (x
∗
n),
the sequence of functionals biorthogonal to (xn) is weakly null in [(xn)]
∗.
Let ξ < ω1, M ∈ [N], ǫ > 0 and δ > 0. There exists N ∈ [M ] satisfying
the following property: If L ∈ [N ], n ∈ N and there exists a scalar sequence
(am)m∈M which is ξ-faithful for (δ, L, n), then there exists (bm)m∈M which
is ξ-faithful for (δ, L, n) and so that∑
m∈N\
⋃n
i=1 F
ξ
i (L)
|bm| < ǫ.
Proof. The proof is similar to those of Lemmas 3.2 and 3.4. Choose first a
sequence (ǫi)
∞
i=0 of positive scalars such that
∑∞
i=0 ǫi < ǫ. Using the same
notation and terminology as in Lemma 3.2, let n ∈ N
⋃
{0} and F ⊂ Tn. The
n-tuple of elements of M (ri)i∈Tn and the infinite subset L of M , L = (li),
are said to satisfy property (F − An) provided that rn < l1, if n ≥ 1, and
the following statement holds:
If k ∈ N and there exists a scalar sequence (am)m∈M which is ξ-faithful
for (δ, {ri : i ∈ Tn \ F}
⋃
{li : i ≥ 2}, k), then there exists (bm)m∈M which is
ξ-faithful for (δ, {ri : i ∈ Tn \ F}
⋃
{li : i ≥ 2}, k) and such that
∑
i∈F
|bri |+ |bl1 | <
n∑
i=0
ǫi.
Let us also say that (ri)i∈Tn and L satisfy property (An), if they satisfy
property (F −An), for all F ⊂ Tn.
We shall inductively construct an increasing sequence (rn)
∞
n=1 of elements
of M and a decreasing sequence (Mn)
∞
n=0 of infinite subsets of M with
rn ∈Mn−1, if n ≥ 1, so that if n ∈ N
⋃
{0} and L ∈ [Mn], then (ri)i∈Tn and
L satisfy property (An).
The first inductive step is similar to the general one and so we shall not
explicit it. Now we assume that r1 < · · · < rn and M0 ⊃ · · · ⊃ Mn have
been constructed with ri ∈Mi−1, if i ≥ 1, so that if i ≤ n, and L ∈ [Mi] then
(rj)j∈Ti and L satisfy property (Ai). Let rn+1 = minMn and fix F ⊂ Tn+1.
We define
∆F = {L ∈ [Mn] : (ri)i∈Tn+1 and L satisfy (F −An+1)}.
Clearly, ∆F is closed in [Mn] and therefore Ramsey. Suppose that for some
P ∈ [Mn], P = (pi), we had that [P ]
⋂
∆F = ∅. Let q ∈ N and set
Lj = {pj}
⋃
{pi : i > q}, for all j ≤ q.
Since Lj /∈ ∆F , for all j ≤ q, there exist integers (kj)
q
j=1 as well as scalar
sequences (ajm)m∈M , j ≤ q, so that letting R = {ri : i ∈ Tn+1 \ F}
⋃
{pi :
i > q} we have that for all j ≤ q,
(ajm)m∈M is ξ -faithful for (δ,R, kj),
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and moreover, if (bm)m∈M is a ξ-faithful scalar sequence for (δ,R, kj) then
∑
i∈F
|bri |+ |bpj | ≥
n+1∑
i=0
ǫi.
Let k0 = max{kj : j ≤ q} and observe that any scalar sequence (bm)m∈M
which is ξ-faithful for (δ,R, k0), is also ξ-faithful for (δ,R, kj), for all j ≤ q.
Next, let t = maxF and note that
R = {ri : i ∈ Tt−1 \ F}
⋃
{ri : t < i ≤ n+ 1}
⋃
{pi : i > q}.
By the induction hypothesis, since (ri)
t−1
i=1 and {ri : t ≤ i ≤ n+1}
⋃
{pi : i >
q} satisfy property (At−1), there exists a scalar sequence (bm)m∈M which is
ξ-faithful for (δ,R, k0) and such that
∑
i∈F\{t}
|bri |+ |brt | <
t−1∑
i=0
ǫi.
Thus, ∑
i∈F
|bri | <
n∑
i=0
ǫi.
It follows now by our previous observation, that (bm)m∈M is ξ-faithful for
(δ,R, kj), for all j ≤ q and thus,
∑
i∈F
|bri |+ |bpj | ≥
n+1∑
i=0
ǫi, for all j ≤ q.
Hence, |bpj | ≥ ǫn+1, for all j ≤ q.
Now choose m0 > pq, m0 ∈ M . Then, |x
∗
pj(
∑
m≤m0
bmxm)| ≥ ǫn+1, for
all j ≤ q. But ‖
∑
m≤m0
bmxm‖ ≤ 1 and q is arbitrary and so (x
∗
pi) is not
weakly null in [(xi)]
∗, contradicting our assumption.
Concluding, there exists L ∈ [Mn] such that [L] ⊂ ∆F . By repeating the
previous argument successively over all possible subsets of Tn+1, we obtain
Mn+1 ∈ [Mn] such that [Mn+1] ⊂ ∆F , for all F ⊂ Tn+1. The inductive
construction is now complete. Set N = (ri). Let L ∈ [N ] and k ∈ N. Let
also (am)m∈M be a scalar sequence which is ξ-faithful for (δ, L, k). Suppose
that rp = maxF
ξ
k (L) and let Gq = {i ∈ Tq : ri /∈
⋃k
j=1 F
ξ
j (L)}, for all q ≥ p.
Our construction yields that (ri)
q
i=1 and {ri : i > q}, satisfy (Gq −Aq), for
all q ≥ p. We also have, by stability, that for all q ≥ p,
F ξj (L) = F
ξ
j (Rq), for all j ≤ k
where, Rq = {ri : i ∈ Tq \ Gq}
⋃
{ri : i > q + 1}, and therefore there exists
a scalar sequence (bqm)m∈M which is ξ-faithful for (δ, L, k) and such that∑
i∈Gq
|bqri | <
q∑
i=0
ǫi < ǫ.
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Thus, ∑
m∈N\
⋃k
i=1 F
ξ
i (L), m≤rq
|bqm| < ǫ.
Finally let (bm)m∈M be any cluster point of the sequence
(
(bqm)m∈M
)
q≥p
in
[−1, 1]M . Evidently, this is the desired sequence.
Lemma 4.7. Let t = (yi) be a sequence in BX , ξ < ω1 and µ a finitely
supported probability measure on N. Assume there exist x∗ ∈ BX∗ and ǫ > 0
so that x∗(µ · t) ≥ 2ǫ. Assume further that there exists l ∈ N, l < suppµ,
such that l‖µ‖ζi < ǫ, for every i ≤ l, where (ζi+1) is the sequence of ordinals
associated to ξ. Let
E = {n ∈ suppµ : x∗(yn) ≥
1
2
x∗(µ · t)}.
Then, there exists a maximal Sξ set containing l and contained in {l}
⋃
E.
Proof. Assume on the contrary, that no subset of {l}
⋃
E containing l is
a maximal Sξ set. We then claim that {l}
⋃
E belongs to Sξ. Indeed,
suppose that {l}
⋃
E = {m1, · · · ,mk}, m1 = l, and choose r ≤ k maximal
with respect to {m1, · · · ,mk} ∈ Sξ. If r < k, then Lemma 2.5 yields that
{m1, · · · ,mr} is a maximal Sξ set contradicting our assumption. Thus r = k
as claimed.
There exists now i ≤ l such that {l}
⋃
E belongs to Sζi+1. It follows that
we can find p ≤ l and consecutive Sζi sets (Aj)
p
j=1 so that
{l}
⋃
E =
p⋃
j=1
Aj .
But now,
x∗(µ · t) =
∑
n∈E
µ(n)x∗(yn) +
∑
n∈suppµ\E
µ(n)x∗(yn)
≤
p∑
j=1
µ(Aj) +
1
2
x∗(µ · t)
≤ p‖µ‖ζi +
1
2
x∗(µ · t)
and thus x∗(µ · t) < 2ǫ. This contradiction completes the proof of the
lemma.
We are now ready for the proof of the main result of this paper.
Proof of Theorem 1.4. Assume that s has no subsequence which is b.c.c.
Choose M ∈ [N], ξ < ω1 and δ > 0 satisfying the conclusion of Lemma 4.5
applied on s. If ξ = 0 we are done since some subsequence of s is equivalent
to the unit vector basis of c0.
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Assume now that ξ ≥ 1. Choose according to Corollary 3.3, M1 ∈ [M ]
so that the sequence (x∗m)m∈M1 of functionals biorthogonal to (xm)m∈M1 is
weakly null in [(xm)m∈M1 ]
∗. Next choose, according to Lemma 2.4, M2 ∈
[M1] such that
F \ {minF} ∈ Sξ(M1), for all F ∈ Sξ[M2].(1)
Let 0 < ǫ < 1 and choose a sequence of positive scalars (ǫn) such that∑∞
n=1 ǫn < ǫ. Choose also λ ≥
4
δ (1 + 4ǫ). Lemma 3.2 now yields M3 ∈ [M2]
such that for every L ∈ [M3] and n ∈ N, if there exists x
∗ ∈ BX∗ which is
ξ-good for (δ, L, n), then there exists y∗ ∈ BX∗ , ξ-good for (δ, L, n) and such
that ∑
m∈M3\
⋃n
i=1 suppξ
L
i
|y∗(xm)| < ǫ.(2)
We continue our choice of infinite subsets of M by choosing M4 ∈ [M3]
according to Lemma 4.6. Thus, for every L ∈ [M4] and n ∈ N, if there exists
a scalar sequence (am)m∈M3 which is ξ-faithful for (δ, L, n), then there exists
(bm)m∈M3 , ξ-faithful for (δ, L, n), and such that∑
m∈M4\
⋃n
i=1 F
ξ
i (L)
|bm| < ǫ.(3)
Finally, choose M5 ∈ [M4] according to Lemma 4.5 applied for “N” = M4.
It follows now, by (3), that for every L ∈ [M5] and n ∈ N, there exists a
scalar sequence (am)m∈M3 which is ξ-faithful for (δ, L, n) and such that∑
m∈M4\
⋃n
i=1 F
ξ
i
(L)
|am| < ǫ.(4)
Let now Q ∈ [M5]. Let also (ζn+1) be the sequence of ordinals associated
to ξ. Repeated applications of Proposition 2.15, now yield an increasing
sequence of elements of Q, (li), and a sequence (Qi) of infinite subsets of Q,
so that
l1 < suppξ
Q1
1 < l2 < suppξ
Q2
1 < · · ·
and
li‖ξ
Qi
1 ‖α < ǫi, for all α ∈ {ζm : m ≤ li}
⋃
{0}
for all i ∈ N. We thus obtain, by stability, P ∈ [Q] such that ξPi = ξ
Qi
1 , for
all i ∈ N, and therefore,
l1 < suppξ
P
1 < l2 < suppξ
P
2 < · · ·
li‖ξ
P
i ‖α < ǫi, for all α ∈ {ζm : m ≤ li}
⋃
{0} and i ∈ N.(5)
Let K be the ℓξ1 spreading model constant of (xm)m∈M . By our choice of
M2 ∈ [M1], (1) and (5) yield that
‖ξPi · s‖ ≥ K −
ǫi
li
(K + 1)
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and hence (ξPi · s) is semi-normalized.
We now claim that ∥∥∥∥∑
i∈F
ξPi · s
∥∥∥∥ ≤ 2λ,
for all F ∈ [N]<∞. Our claim of course implies that (ξPi · s) is equivalent to
the unit vector basis of c0. Were our claim false, there would exist q ∈ N,
integers i1 < · · · < iq, and y
∗ ∈ BX∗ such that
y∗(ξPin · s) ≥ 0, for n ≤ q, and
q∑
n=1
y∗(ξPin · s) > λ.
Since P ∈ [M3], (2) yields x
∗ ∈ BX∗ such that
x∗(ξPin · s) ≥ 0, for n ≤ q,
q∑
n=1
x∗(ξPin · s) > λ and∑
m∈M3\
⋃q
n=1 suppξ
P
in
|x∗(xm)| < ǫ.(6)
Next we set I = {n ≤ q : x∗(ξPin · s) ≥ 2ǫin}. It follows that∑
n∈I
x∗(ξPin · s) > λ− 2ǫ.(7)
We now fix n ∈ I and let
En = {m ∈ suppξ
P
in : x
∗(xm) ≥
1
2
x∗(ξPin · s)}.
Because of (5), Lemma 4.7 yields the existence of a maximal Sξ subset Dn
of {lin}
⋃
En such that minDn = lin . Let m0 = maxDmax I and set
L =
⋃
n∈I
Dn
⋃
{m ∈ Q : m > m0}.
Since L ∈ [M5], we obtain through (4), a scalar sequence (am)m∈M3 which
is ξ-faithful for (δ, L, |I|) and such that∑
m∈M4\
⋃
n∈I Dn
|am| < ǫ.(8)
We recall here that for every n ∈ I,
am ≥ 0, for all m ∈ Dn,
∑
m∈Dn
am ≤ 1, and
∥∥∥∥ ∑
m∈Dn
amxm
∥∥∥∥ > δ.
Of course, (amxm)m∈M3 is strongly bounded by 1 and |am| ≤
δ
2 , for all
m ∈M3. Therefore, ∑
m∈Dn\{lin}
am >
δ
2
, for all n ∈ I.(9)
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Our construction yields that∑
m∈M3\
⋃
n∈I Dn
|am||x
∗(xm)| < 2ǫ.(10)
Indeed, ∑
m∈M3\
⋃
n∈I Dn
|am||x
∗(xm)| ≤
∑
m∈M4\
⋃
n∈I Dn
|am|+
∑
m∈M3\M4
|x∗(xm)|
< ǫ+
∑
m∈M3\
⋃q
n=1 suppξ
P
in
|x∗(xm)|, by (8)
and since P ∈ [M4],
< ǫ+ ǫ = 2ǫ, by (6).(11)
We also observe that∑
n∈I
|x∗(xlin )| < ǫ, as lin ∈M3 \
q⋃
n=1
suppξPin , for all n ∈ I.(12)
Hence,
x∗
( ∑
m≤m0
amxm
)
≥
∑
m∈
⋃
n∈I Dn
amx
∗(xm)−
∑
m∈M3\
⋃
n∈I Dn
|am||x
∗(xm)|
>
∑
n∈I
∑
m∈Dn
amx
∗(xm)− 2ǫ, by (10),
≥
∑
n∈I
∑
m∈Dn\{lin}
amx
∗(xm)−
∑
n∈I
|x∗(xlin )| − 2ǫ
≥
∑
n∈I
∑
m∈Dn\{lin}
am
1
2
x∗(ξPin · s)− 3ǫ, by (12)
and since Dn \ {lin} ⊂ En,
≥
δ
4
∑
n∈I
x∗(ξPin · s)− 3ǫ, by (9)
≥
δ
4
(λ− 2ǫ)− 3ǫ, by (7).
It follows now that
1 ≥
∥∥∥∥ ∑
m≤m0
amxm
∥∥∥∥ > δ4(λ− 2ǫ)− 3ǫ,
and thus λ < 4δ (4ǫ+ 1) contradicting the choice of λ.
Hence, our claim holds and (ξPi · s) is equivalent to the unit vector basis
of c0. Moreover, the equivalence constant C, depends only on K, δ and ǫ.
It is now easily seen that the set
{P ∈ [M5] : (ξ
P
i · s) is C-equivalent to the c0-basis },
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is closed in [M5] and therefore Ramsey. Our previous argument yields N ∈
[M5] so that (ξ
Q
i ·s) is equivalent to the unit vector basis of c0, for all Q ∈ [N ].
The proof of Theorem 1.4 is now complete.
Theorem 1.3 follows immediately from Theorem 1.4.
5. Non-trivial weak Cauchy sequences
The last section is devoted to the relation between Theorems 1.3 and 1.5.
We first observe the following immediate consequence of Theorem (1.5)
Corollary 5.1. The following are equivalent for a non-trivial weak Cauchy
sequence (xn) in a Banach space:
1. There exists a subsequence of (xn) which is (s.s.).
2. There exists a subsequence (xmn) of (xn) such that every convex block
subsequence of (xmn) is semi-boundedly complete.
Proof. The fact that 1. implies 2. is immediate since (s.s.) sequences are
easily seen to be semi-boundedly complete, and every convex block subse-
quence of an (s.s.) sequence is also (s.s.) [R].
Suppose now that 2. holds. If no subsequence of (xn) were (s.s.), then
Theorem (1.5) yields a convex block subsequence of (xmn) equivalent to the
summing basis. But the summing basis is not semi-boundedly complete.
This contradiction shows that 1. must hold.
Corollary 5.1 yields the following equivalent formulation of Rosenthal’s the-
orem:
Corollary 5.2. For a non-trivial weak Cauchy sequence (xn) in a Banach
space one of the following statements holds exclusively:
1. There exists a subsequence (xmn) of (xn) such that every convex block
subsequence of (xmn) is semi-boundedly complete.
2. Every subsequence of (xn) admits a convex block subsequence equivalent
to the summing basis.
Evidently, Corollary 5.2 makes even more transparent the analogy be-
tween Rosenthal’s result and Theorem 1.3. We also note here that, as it is
shown in [R], (xn) is an (s.s.) sequence, if and only if every proper subse-
quence of its difference sequence is semi-boundedly complete. (In the termi-
nology of [R], the difference sequence (ei) of an (s.s.) sequence is (c.c.). That
is, if supn ‖
∑n
i=1 aiei‖ is finite, then the scalar sequence (an) converges.)
We next give a quantitative version of Theorem 1.5.
Corollary 5.3. Let t = (xn) be a non-trivial weak Cauchy sequence having
no subsequence which is (s.s.). Then for every N ∈ [N] there exist M ∈ [N ],
a countable ordinal ξ and a constant C > 0, so that (ξLn · t) is C-equivalent
to the summing basis for every L ∈ [M ].
The proof of this corollary requires the following lemma
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Lemma 5.4. Let ξ be a countable ordinal, P ∈ [N]. Also let t = (xn) be
a sequence in a Banach space which is (ξ, L) convergent for every L ∈ [P ].
Given (ǫn), a sequence of positive scalars, there exists M ∈ [P ] such that
‖ξLn · t‖ < ǫn, for every L ∈ [M ] and all n ∈ N.
Proof. Let Q ∈ [P ]. Our assumptions allow us to choose (kn), an infinite
subset of [N], so that ‖ξQkn · t‖ < ǫn, for all n ∈ N. Stability now yields
L ∈ [Q] such that ‖ξLn · t‖ < ǫn, for all n ∈ N. The assertion of the lemma
follows from this since {L ∈ [P ] : ‖ξLn · t‖ < ǫn, for all n ∈ N} is a closed
subset of [P ] and therefore Ramsey.
Proof of Corollary 5.3. Theorem (1.5) yields u = (un) a convex block sub-
sequence of (xn) equivalent to the summing basis. We set v = (xn − un)
which is clearly a weakly null sequence. By the results of [A-A] there ex-
ists a countable ordinal ξ such that no subsequence of v is an ℓξ1 spreading
model. It follows now, by Theorem 1.6, that there exists P ∈ [N ] such that
limn ‖ξ
L
n · v‖ = 0, for every L ∈ [P ]. We next choose (ǫn), a sequence of
positive scalars such that
∑
n ǫn < 1. As a consequence of Lemma 5.3 we
obtain M ∈ [P ] such that ‖ξLn · v‖ < ǫn, for every L ∈ [M ] and all n ∈ N.
A standard perturbation result now yields D > 0 such that (ξLn · t) is D-
equivalent to (ξLn · u), for all L ∈ [M ]. Since the summing basis is uniformly
equivalent to all of its convex block subsequences, we obtain C > 0 such
that (ξLn · t) is C-equivalent to the summing basis, for all L ∈ [M ]. This
completes the proof.
We observe the similarity between the statements of Theorem 1.4 and Corol-
lary 5.3. However, the set of ordinals ξ satisfying the conclusion of Theorem
1.4 is a bounded segment of [0, ω1), in contrast with the corresponding set
in Corollary 5.3 which is of course unbounded.
We continue our discussion about the relation between Theorems 1.3 and
1.5. Recall that Rosenthal’s c0-theorem states that every non-trivial weak
Cauchy sequence (xj), either has an (s.s.) subsequence, or else there exists
a convex block subsequence (sj) of (xj) equivalent to the summing basis.
In the later case, setting vj = xj − sj, we observe that (vj) is weakly null
and that (xj − vj) is equivalent to the summing basis. Therefore, passing
to a convex block subsequence in Rosenthal’s theorem acts as a filtration to
remove the “noise” coming from an arbitrary weakly null sequence. In our
case the reasoning for passing to a convex block subsequence is different: It
exhausts the local ℓ1 structure of the sequence.
In spite these differences it seems that there are similarities in the state-
ments for weakly null and non-trivial weak Cauchy sequences. Our final
corollary which is the analog to Elton’s dichotomy illustrates this
Corollary 5.5. For a non-trivial weak Cauchy sequence (xn) one of the
following statements holds exclusively:
1. Every subsequence of (xn) admits a subsequence equivalent to the sum-
ming basis.
UNCONDITIONAL STRUCTURES OF WEAKLY NULL SEQUENCES 43
2. There exists a subsequence of (xn) which is semi-boundedly complete.
Proof. Clearly the statements are mutually exclusive since the summing
basis is not semi-boundedly complete.
Suppose that 2. does not hold. It follows that no subsequence of (xn)
is (s.s.). Theorem 1.5 now yields that every subsequence of (xn) admits a
convex block subsequence equivalent to the summing basis. To prove that
1. holds let (xmn) be a subsequence of (xn). Without loss of generality, by
passing to a subsequence according to Proposition 2.2 of [R], we can assume
that (xmn) dominates the summing basis.
Next choose (un), a convex block subsequence of (xn) equivalent to the
summing basis. We set yn = xmn − un, for all n ∈ N. If (yn) is not semi-
normalized, then 1. follows. So assuming that (yn) is semi-normalized we
claim that there exists a subsequence of (yn) equivalent to the unit vector
basis of c0. Indeed, if that were not the case, then by Elton’s dichotomy,
Corollary 3.3, there would exist a semi-boundedly complete subsequence of
(yn). But since every subsequence of (xmn) dominates the summing basis
(and therefore every subsequence of (un) as well), we obtain that (xmn)
has a semi-boundedly complete subsequence which of course contradicts our
assumption that 2. does not hold. Hence, our claim must hold and it
immediately yields a subsequence of (xmn) equivalent to the summing basis
in view of the following elementary fact: Let (fn) and (gn) be sequences in a
Banach space with (fn) equivalent to the summing basis and (gn) equivalent
to the c0 basis. Then there exists a subsequence of (fn + gn) equivalent to
the summing basis.
References
[A-A] D. Alspach and S.A. Argyros, Complexity of weakly null sequences, Dissertationes
Mathematicae 321 (1992), 1–44.
[A-O] D. Alspach and E. Odell, Averaging weakly null sequences, Lecture Notes in Math.
1332 Springer (1988), 126–143.
[AN-O] G. Androulakis and E. Odell, Distorting mixed Tsirelson spaces, Israel J. Math.
109 (1999), 125–149.
[A-M-T] S.A. Argyros, S. Mercourakis and A. Tsarpalias, Convex unconditionality and
summability of weakly null sequences, Israel J. Math. 107 (1998), 157–193.
[A-F] S.A. Argyros and V. Felouzis, Interpolating hereditarily indecomposable Banach
spaces, (preprint).
[B-P] C. Bessaga and A. Pelczynski, On bases and unconditional convergence of series
in Banach spaces, Studia Math., 17 (1958) 151–164.
[C] P. Cembranos, The hereditary Dunford-Pettis property on C(K,E), Ill. J. Math.
31 (1987), 365–373.
[E] J. Elton, Thesis, Yale Univ. (1978).
[Ell] E. Ellentuck, A new proof that analytic sets are Ramsey, J. Symbolic Logic 39
(1974), 163–165.
[G-P] F. Galvin and K. Prikry, Borel sets and Ramsey’s theorem, J. Symbolic Logic 38
(1973), 193–198.
[K-O] H. Knaust and E. Odell, On c0 sequences in Banach spaces, Israel J. Math. 67
(1989), 153–169.
44 S. A. ARGYROS AND I. GASPARIS
[M-R] B. Maurey and H.P. Rosenthal, Normalized weakly null sequence with no uncon-
ditional subsequence, Studia Math. 61 (1977), 77–98.
[NW] C. ST. J. A. Nash-Williams, On well quasi-ordering transfinite sequences, Proc.
Camb. Phil. Soc. 61 (1965), 33–39.
[O1] E. Odell, Applications of Ramsey theorems to Banach space theory, Notes in Ba-
nach spaces, (H.E. Lacey ed.), Univ. of Texas Press (1980), 379–404.
[O2] E. Odell, On Schreier unconditional sequences, Contemporary Math. 144 (1993),
197–201.
[O-S] E. Odell and Th. Schlumprecht, A problem on spreading models, J. Funct. Anal.
153 (1998), 249–261.
[R] H.P. Rosenthal, A characterization of Banach spaces containing c0, J. Amer.
Math. Soc. 7 (1994), 707–748.
[Sc] J. Schreier, Ein Gegenbeispiel zur theorie der schwachen konvergenz, Studia Math.
2 (1930), 58–62.
[Si] J. Silver, Every analytic set is Ramsey, J. Symbolic Logic 35 (1970), 60–64.
[Sz] W. Szlenk, The non-existence of a separable reflexive Banach space universal for
all separable reflexive Banach spaces, Studia Math. 30 (1968), 53–61.
[T] A. Tsarpalias, A note on Ramsey property, Proc. A.M.S. 127 (1999), no. 2, 583–
587.
University of Athens
E-mail address: sargyros@atlas.uoa.gr
Oklahoma State University
E-mail address: ioagaspa@math.okstate.edu
