The requirement of near commutativity is achieved computationally by using sufficiently small increments. The key to obtaining an efficient computation scheme for Eq. (6) 
where superscriptj denotes the index of the range increment (later in this section, subscripts m and l will indicate depth and azimuthal increments, respectively). Equation (9) may be used as the basis for a marching method which is unconditionally stableft The use of Eq. (9) to solve the LSS equation requires a finite difference scheme. This was developed by decomposing Eq. (9) into two steps, namely,
Step 1:
Step 2 
3-D: c9r
This result corresponds to conservation of acoustic energy within the parabolic approximation generally and our restrictions (such as constant density) specifically. While depth-averaged energy need no longer be preserved within any given plane 0 = constant, it must be preserved considering all azimuthal planes. Therefore, the case of 0 coupling can be interpreted as admitting both horizontal refraction and net energy exchange between vertical planes. 
III. COMPUTATIONAL EXAMPLES WITH ANALYTICAL

B. Side boundary condition influences
In applications of FOR3D, an issue is what conditions to impose on side boundaries of the computational domain.
For example, in Sec. IIIA the exact solution values were imposed at one computational step A0 outside the side boundaries at 0 = 0L and 0 = 0R. Normally, the exact fields would not be available for use as boundary conditions. Another possibility is to enlarge the domain into a full 360 deg about the source. This may require determining many more field values than are desired, and in any case is computationally prohibitive now for ranges of interest. An additional method would be to construct artificial absorbing boundaries at the domain sides, analogous to those used at the base of sediment layers in all parabolic approximation algorithms. This capability is available for user input to FOR3D.
In practice, we have adopted another procedure for selection of side boundary conditions, based upon the following idea. Suppose that a sequence of boundary conditions is constructed for a well-posed initial-boundary value problem for a partial differential equation such as LSS, and that a sequence of solutions are obtained corresponding to each of the boundary conditions. Suppose further that the former sequence converges, in some appropriate sense, to a desired exact boundary condition. Then we would expect that the sequence of solutions converges in an appropriate sense to the solution of the problem with the limiting boundary condition. The mathematical justification of this procedure for the LSS equation will be presented elsewhere. We apply the idea by constructing just the first boundary conditions of a sequence, specifically by computing N X 2-D solutions at one computational step beyond the vertical side boundaries. In so doing, if 0 coupling is present at the boundary, the solution obtained cannot be correct in the entire computational domain. ( To validate the procedure, we employ the analytical solution as a benchmark. We describe one set of computations which use the same parameters as in Table I, 
