Abstract. We introduce stochastic optimization problems involving stochastic dominance constraints. We develop necessary and sufficient conditions of optimality and duality theory for these models and show that the Lagrange multipliers corresponding to dominance constraints are concave nondecreasing utility functions. The models and results are illustrated on a portfolio optimization problem.
Introduction.
The relation of stochastic dominance is a fundamental concept of decision theory and economics (see [11, 12, 26, 33] ). A random variable X dominates another random variable Y in the second order, which we write as X (2) 
[u(X)] ≥ E[u(Y )] for every concave nondecreasing function u(·)
, for which these expected values are finite. We refer the reader to the monograph [20] for a modern view on the stochastic dominance relation and other comparison methods for random outcomes.
The main objective of this paper is to introduce a new stochastic optimization model involving dominance relations as constraints and to analyze its properties. We concentrate on the second-order dominance constraints, as they are the most important from the theoretical point of view. Further we extend our analysis to dominance relations of higher orders.
A basic model of stochastic optimization can be formulated as follows:
In this formulation ω denotes an elementary event in a probability space (Ω, F, P ), z is a decision vector in an appropriate space Z, and ϕ : Z × Ω → R. The set Z ⊂ Z is defined either explicitly, or via some constraints that may involve the elementary event ω and must hold with some prescribed probability.
The first stochastic optimization models with expected values were introduced in [1, 6] . Mathematical theory of expectation models involving two-stage and multistage decisions has been developed in [37, 38] and in [30, 31, 32] . A comprehensive treatment of the theory and numerical methods for expectation models can be found in [3] .
Models involving constraints on probability were introduced [5, 18, 24] . The book [25] discusses in detail the theory and numerical methods for linear models with one probabilistic constraint on finitely many inequalities.
Another way to look at problem (1.1) is to consider the set C of random variables X such that, for some z ∈ Z, one has X(ω) ≤ ϕ(z, ω) a.s. Then we can write the model as
Von Neumann and Morgenstern, in their book [36] , introduced the expected utility hypothesis: for every rational decision maker there exists a utility function u(·) such that she prefers outcome X over outcome Y if and only if E[u(X)] > E[u(Y )]. Therefore the decision maker solves the following optimization problem:
In practice, however, it is almost impossible to elicit the utility function of a decision maker explicitly. Additional difficulties arise when there is a group of decision makers with different utility functions who have to come to a consensus.
In some applications a reference outcome Y in L 1 (Ω, F, P ) is available. It may have the form Y (ω) = ϕ(z, ω), ω ∈ Ω, for some policyz. Our intention is to have the new outcome, X, preferable over Y . Therefore, we introduce the following optimization problem: max f (X) (1.2) subject to X (2) Y,
Here Y is a random variable in L 1 (Ω, F, P ), the set C ⊂ L 1 (Ω, F, P ) is convex and closed, and f : C → R is a concave continuous functional. Constraint (1.3) guarantees that for any decision maker, whose utility function u(·) is concave and nondecreasing, the solution X of the problem will satisfy the relation
Another class of models that recently attracted much attention are mean-risk models. In our notation they take the form
In this problem λ > 0 and ρ(·) is a risk functional which depends on the entire distribution of X and assigns to it a scalar measure of its variability. For example, the expected shortfall below the mean,
may be used as the risk functional. Here (X) + = max(0, X). Mean-risk models are also closely related to stochastic dominance relations. If we use an appropriate risk measure ρ and the parameter λ is within a certain range, then the optimal outcomeX is not stochastically dominated by any other feasible outcome (see [21, 22, 23] ). Other stochastic optimization models involving general risk functionals were considered by [35, 13, 27, 29] .
Our model (1.2)-(1.4) is a new way to formulate a stochastic optimization problem.
(Ω, F, P ) be random returns of assets 1, . . . , N. Our aim is to invest our capital in these assets in order to obtain some desirable characteristics of the total return on the investment. Denoting by z 1 , . . . , z N the fractions of the initial capital invested in assets 1, . . . , N, we can easily derive the formula for the total return:
. . , N} be the set of possible asset allocations. Clearly, the set C of portfolio returns is just the convex hull of R 1 , . . . , R N . The problem of maximizing f (X) = EX in C has a trivial and meaningless solution: invest everything in asset(s) having the highest expected return. Our model (1.2)-(1.4) approaches the problem of selecting the most preferred portfolio in a new way: we have some reference random return Y and require our outcome to dominate Y . For example, the reference return may be the return of an existing portfolio or a market index. In this way we guarantee that no risk-averse decision maker will prefer Y over the optimal solution of (1.2)-(1.4). We thus provide an alternative approach to mean-risk portfolio models (see, e.g., [16, 17, 34] ).
Problem (1.2)-(1.4) is interesting from the mathematical point of view. It involves a new form of constraint which has not been explored in the stochastic optimization theory. Our analysis will shed more light on the place of this model in the general optimization theory. Moreover, our model is relevant for economics. We show that the Lagrange multiplier associated with the dominance constraint can be identified with a certain concave and nondecreasing utility function.
In section 2 we formally define the stochastic dominance relations and analyze properties of the set defined by this relation. In section 3 we consider equivalent formulations of dominance-constrained optimization problems. Section 4 is devoted to the derivation of necessary and sufficient conditions of optimality. In section 5 we formulate duality relations.
In sections 6 and 7 we extend our theory to multiple dominance constraints and to dominance constraints of higher orders. Finally, we provide a numerical illustration in section 8.
The dominance constraint. Consider a random variable X ∈ L
1 (Ω, F, P ) and its distribution function
Define the function F 2 (X; ·) as
As an integral of a nondecreasing function, it is a convex function of η.
Furthermore, for X ∈ L m (Ω, F, P ) we can define recursively the functions
They are also convex and nondecreasing functions of the second argument.
Definition 2.1. We say that a random variable
We shall denote relation (2.3) as
and the set of X satisfying this relation as
For every k the stochastic dominance relation " (k) " introduces a partial order among random variables in L k−1 (Ω, F, P ) (see, e.g., [19] and the references therein). Partial orders appear in abstract optimization problems when the values of the objective operator are elements of a topological vector space (see, e.g., [15] ). It is usually assumed that the partial order is generated by a convex cone. The stochastic dominance orders in L k (Ω, F, P ) are not generated by cones in this space, as we shall see in Proposition 2.4.
By definition, the kth-order dominance implies the (k + 1)st-order dominance if the random variables in question are in L k . Most important is the second-order dominance relation, because of its connections with risk-averse preferences, as described below (see also [9, 14] ).
Changing the order of integration in (2.1) we get (see, e.g., [21] )
Therefore, an equivalent representation of the second-order stochastic dominance relation is
Let us consider the set U of concave nondecreasing functions u : R → R satisfying the following linear growth condition:
For every random variable X ∈ L 1 (Ω, F, P ) and for every u ∈ U the quantity
is well-defined and finite.
Proof. Suppose that X (2) Y . It follows from (2.7) that for every function of form
Let u ∈ U. We shall construct a sequence of functions {u N } of the form (2.10).
For an integer M we introduce 2M 2 + 1 discretization points
and we define
By construction, the function
Therefore (2.11) implies (2.9). On the other hand, if (2.9) is true, then it is true for particular functions u(x) = −(η − x) + . In view of (2.7), this implies that X (2) Y . Let us now analyze the structure of the set
Recall that the recession cone of a convex set A in a vector space S is defined as the set
Y ) is convex and closed. Furthermore, its recession cone has the form
Proof. Let us consider the equivalent representation (2.7) of the stochastic dominance constraint. For every η ∈ R the functional X → E[(η − X) + ] is convex and continuous in L 1 (Ω, F, P ) as a composition of the "max" function and the expectation operator. Consequently, the set A 2 (Y ) is convex and closed.
If H ≥ 0 a.s., then the distribution functions satisfy the inequality
By the definition of the recession cone,
We shall show that this is impossible. Since P [H < 0] > 0, there exists ε > 0 such that δ := P [H ≤ −ε] > 0. For every η ∈ R and every τ > 0 we have
For any η we can find
The last displayed expression is a convex function of τ , and it is increasing for τ > τ 0 . Therefore
is not a cone pointed at Y unless the reference outcome is deterministic.
Let us now consider the case when 
Clearly, if all X ∈ C have uniformly bounded distributions, (3.2) is equivalent to (1.3) for appropriately chosen a and b. However, if the distributions are not uniformly bounded, (3.2) is a relaxation of (1.3).
Constraint (3.2) involves a nonsmooth operator from the space L 1 (Ω, F, P ) to the space of continuous functions on [a, b] . Another way to formulate the problem is to introduce a decision vector S : [a, b] × Ω → R to represent the shortfall. We obtain the problem:
The abbreviation "a.a." is understood as "almost all with respect to the product of the Lebesgue measure on [a, b] and the probability measure P on Ω." To complete the definition of (3.4)-(3.8) we need to specify the space Σ of functions, from which S is to be selected. We assume that Σ is the space of all S such that S(·, ω) is continuous for P -almost all ω and S(η, ·) is integrable for all η ∈ [a, b].
Proposition 3.1. (i) For every optimal solutionX of (3.1)-(3.3), the pair (X,Ŝ), withŜ(η, ω) = max(0, η −X(ω)), is an optimal solution of (3.4)-(3.7).
(ii) For every optimal solution (X,Ŝ) of (3.4)-(3.8) the pointX is an optimal solution of (3.1)-(3.3).
The equivalence of the two formulations is evident and the proof is omitted.
If the reference point Y has a discrete distribution with finitely many realizations, both formulations simplify substantially.
Proposition 3.2. Assume that Y has a discrete distribution with realizations
Proof. With no loss of generality we may assume that y 1 < y 2 < · · · < y m . It is sufficient to prove that (3.9) imply that
The function F 2 (Y ; ·) is piecewise linear and has break points at y i , i = 1, . . . , m. Let us consider three cases, depending on the value of η.
Therefore the required relation holds as an equality. Case 2. Let η ∈ [y i , y i+1 ] for some i. Since, for any X, the function F 2 (X; ·) is convex, inequalities (3.9) for i and i + 1 imply that for all η ∈ [y i , y i+1 ] one has
Case 3. For η > y m we have
as required. If the entire space Ω has finitely many elementary events
Then the following finite system of linear inequalities is equivalent to (3.5)-(3.7):
This formulation can be used for numerical solution of dominance-constrained problems, as shown in section 8.
Optimality.
We start from a specific form of constraint qualification for dominance constraints. 
We define the set U 1 of functions u(·) satisfying the following conditions:
Clearly, U 1 ⊂ U. It is also evident that U 1 is a convex cone.
Let us define the Lagrangian of (3.
It is well-defined, because for every u in U 1 and every X ∈ L 1 (Ω, F, P ) the expected value E[u(X)] exists and is finite.
Theorem 4.2. Assume that the uniform dominance condition is satisfied. IfX is an optimal solution of (3.1)-(3.3), then there exists a functionû ∈ U 1 such that
Conversely, if for some functionû ∈ U 1 an optimal solutionX of (4.2) satisfies (3.2) and (4.3), thenX is an optimal solution of (3.1)-(3.3).
Proof. Let us rewrite (3.1)-(3.3) in the general form:
where G :
The set K is the cone of nonnegative functions in C ([a, b] ). The operator G is concave with respect to the cone K; that is, for any
By the Riesz representation theorem, the space dual to C([a, b]) is the space rca([a, b])
of regular countably additive measures on [a, b] having finite variation (see, e.g., [8] ). We introduce the Lagrangian Λ :
G(X)(η) dµ(η). (4.4)
Let us observe that the uniform dominance condition implies that the following generalized Slater condition is satisfied:
Moreover,X ∈ C. By [4, Prop. 2.106], this is equivalent to the regularity condition:
Therefore we can use the necessary conditions of optimality in abstract spaces (see, e.g., 
A function u : R → R can be associated with every nonnegative measure µ as follows:
Since µ ≥ 0, the function µ( [·, b] ) is nonnegative and nonincreasing, which implies that u(·) is nondecreasing and concave. We can rewrite (4.7) as
Since u(·) is absolutely continuous and F (X; ·) is monotone, we can integrate by parts to obtain
Putting together the last two equations we get
(4.8)
Let M → ∞. Since E|X| < ∞ and |u(t)| grows linearly as t → −∞, we get
By the monotonicity of u,
In this way we have established a correspondence between nonnegative measures in rca([a, b]) and functions in U 1 . Thus, the measureμ corresponds to a functionû ∈ U 1 , condition (4.5) implies (4.2), and condition (4.6) implies (4.3).
Let us now prove the converse. If u ∈ U 1 , then the left derivative of u,
is well-defined, nonincreasing, and continuous from the left. By Theorem 12.4 of [2] , after an obvious adaptation, there exists a unique regular nonnegative measure µ satisfying
µ([t, b]) = u − (t).
Thus the correspondence between nonnegative measures in rca([a, b]) and functions in U 1 is a bijection and formula (4.9) is always valid. Therefore, the maximizerX of (4.2) is also the maximizer of Λ(X,μ), whereμ is derived fromû in the way described above. It follows from sufficient conditions of optimality (see, e.g., [4, Prop. 3.3] ) that ifX satisfies (3.2) and (4.3), then it is optimal for (3.1)-(3.3). Remark 1. It is known (see, e.g., [4, Thm. 3.6] ) that the set of Lagrange multiplierŝ µ corresponding to the Lagrangian Λ is convex, bounded, and weakly * closed in the dual space rca ([a, b] ). Moreover, the same set of Lagrange multipliers corresponds to every optimal solution of (3. 1)-(3.3) . Therefore, the setÛ of functions in U 1 satisfying (4.2)-(4.3) is convex, bounded, and weakly * closed in the following sense: if a sequence of functions u k ∈Û and u ∈ U 1 are such that
then u ∈Û . The setÛ is the same for all optimal solutions of (3.1)-(3.3). These statements are derived by the application of the key equation (4.9).
Duality. For every function
is a Lagrangian relaxation of problem (3.1)-(3.3) . Its optimal value
is always greater than or equal to the optimal value of (3. 1)-(3.3) . Indeed, any feasible solution X of (3.1)-(3.3) is feasible for (5.1), and the dominance relation (3.2) implies that
We define the dual problem as
The set U 1 is a closed convex cone in C( [a, b] 1)-(3.3) .
If Y has a discrete distribution with finitely many realizations y 1 < y 2 < · · · < y m , then the proof of Proposition 3.2 can also be used to show that the uniform dominance condition is equivalent to
Since F 2 (Y ; y 1 ) = 0, the uniform dominance condition cannot be satisfied unless a > y 1 .
The constraint qualification condition simplifies when all distributions are finite. Then the functions F 2 (X; y i ), i = 1, . . . , m, which appear at the left-hand side of (3.9), are convex polyhedral functions of the realizations x i , i = 1, . . . , m. Therefore, the dominance constraint is equivalent to a system of finitely many linear constraints. Consequently, in the discrete case, Theorems 4.2 and 5.1 are true under the following constraint qualification condition: there existsX ∈ relint C such that
In this case we do not need to impose restrictions on a. In particular, we may have an interval [a, b] covering all possible realizations y i of the reference outcome. A sufficient condition for the existence of a nonempty relative interior of C is provided in [4, Thm. 2.197] .
Moreover, the measureμ is concentrated on the points y i , i = 1, . . . , m. The utility functionû(·) is concave, nondecreasing, piecewise linear, and has break points y 1 , . . . , y m . Denoting by µ i the Lagrange multipliers associated with (3.9), we obtain the following representation ofû(·):
Equivalently,
which is a special case of (2.10).
Multiple dominance constraints.
Let us now consider a problem with multiple dominance constraints introduced by several reference outcomes:
and the dual problem,
The uniform dominance condition takes on the following form:
Theorem 6.1. Assume that condition (6.6) is satisfied. IfX is an optimal solution of (6.1)-(6.3), then there exists a functionû ∈ U J 1 such that
Conversely, if for some functionû ∈ U J 1 an optimal solutionX of (6.7) satisfies the dominance constraints (6.2) and (6.8), thenX is an optimal solution of (6. 1)-(6.3) .
The proof follows the same line of argument as the proof of Theorem 4.2. Similarly, we have the duality theorem.
Theorem 6.2. Assume that condition (6.6) is satisfied and problem (6.1)-(6.3) has a solution. Then problem (6.5) has a solution and optimal values of both problems coincide. Moreover, the set of optimal solutions of (6.5) is the set of functions u ∈ U J 1 satisfying (6.7)-(6.8) for an optimal solutionX of (6.1)-(6.3).
7. Extension to higher order dominance. Our analysis extends to optimization problems involving higher order dominance constraints: problems of form (1.2)-(1.4) with (1.3) replaced by
, so that the kth-order dominance relation is well-defined.
Similarly to section 4 we focus on the problem in which the dominance constraint is enforced on an interval [a, b] :
The set U k−1 of utility functions, which will play the role of Lagrange multipliers, contains all functions u : R → R, for which there exists a nonnegative, nonincreasing, left-continuous, and bounded function ϕ : [a, b] → R such that
The symbol u (i) denotes the ith derivative of u and "a.a." means "almost all with respect to the Lebesgue measure." It is evident that
The uniform dominance condition has the following form: there exists a point X ∈ C such that inf η∈ [a,b] 
Let us define the Lagrangian of (7.1)-(7.3), L : C × U k−1 → R, as follows:
Since |u(t)| grows at the rate |t| k−1 , when t → −∞ and X ∈ L k−1 (Ω, F, P ), the Lagrangian is well-defined.
Theorem 7.1. Assume that the uniform dominance condition (7.4) is satisfied. IfX is an optimal solution of (7.1)-(7.3), then there exists a functionû ∈ U k−1 such that
Conversely, if for some functionû ∈ U k−1 an optimal solutionX of (7.6) satisfies (7.2) and (7.7), thenX is an optimal solution of (7.1)-(7.3).
Proof. We can formulate (7.1)-(7.3) as an optimization problem in Banach spaces, as in the proof of Theorem 4.2. We introduce the Lagrangian Λ : We extend the measure µ to the whole real line by assigning measure 0 to Borel sets not intersecting [a, b] . Using (2.2) and changing the order of integration in (7.8) we obtain
Define the function u ∈ U k−1 as follows:
Since µ ≥ 0, the function u(·) is nondecreasing and concave. We can rewrite (7.11) as
The (k − 1)st derivative of u is monotone and F k (X; ·) is obtained by integrating k − 1 times the monotone function F (X; ·) (cf. (2.2) ). Therefore, we can integrate (7.12) by parts k − 1 times and get
All constants disappear, because the functions F i (X; ·) vanish at −∞ and u (k−i) (b) = 0, i = 1, . . . , k. Substituting the last relation into (7.12) we obtain
Thus, the measureμ corresponds to a functionû ∈ U k−1 , condition (7.9) implies (7.6), and condition (7.10) implies (7.7).
The reverse argument is similar. For every function u ∈ U k−1 we define the measure µ as
where u
is the left derivative of u (k−2) . Then we use (7.13) similarly to the proof of Theorem 4.2.
Duality relations and optimality conditions for multiple constraints are analogous to the case of second-order dominance. The only difference is that the utility functions which play the role of multipliers have to be taken from the family U k−1 .
Numerical illustration.
To illustrate the features of the new models introduced in this paper, we consider the portfolio problem of Example 1. Table 8 .1 contains historical data of returns of eight assets (N = 8) in 22 years. The assets are widely used indexes: U.S. three-month treasury bills, U.S. long-term government bonds, S&P 500, Willshire 5000, NASDAQ, Lehmann Brothers corporate bond index, EAFE foreign stock index, and gold. We use the returns in successive years as equally probable realizations.
We have chosen the reference random return Y as the return of the equally The expected return of this portfolio is 11.0%. It is slightly above the reference return and is much below the maximum expected return of a single asset, which is 14.1% (for Asset 7). This difference is due to the dominance constraint, which reflects risk aversion. The shortfall functions F 2 (X; ·) and F 2 (Y ; ·) appearing in the dominance constraints are illustrated in Figure 8 The corresponding utility functionû appearing in the necessary conditions of optimality and duality relations is shown in Figure 8 .2. It should be stressed thatû is the Lagrange multiplier; that is, the optimal solution of the problem maximizes also the sum of the expected return and the expected value ofû. As we can see, negative returns are heavily penalized by this multiplier. Our second example uses daily returns of the S&P 500 index as the reference outcome and creates a portfolio that dominates this reference outcome and has the highest expected return. As an illustration we used 248 daily returns from the year 2001 of the index and of 719 stocks from our database. The optimal portfolio is composed of only 7 stocks with weights 10.98%, 7.08%, 21.79%, 13.19%, 36.51%, 4.41%, 6.04%, respectively. It has the expected return of 0.64%, as compared to the expected return of −0.0359% of the S&P 500 index. The optimal utility function is shown in Figure 8 .3.
The portfolio optimization problem is explored in much detail in our follow-up paper [7] . We also present there a specialized numerical method for solving such problems.
We want to stress that although our examples are drawn from the area of finance, our models and theoretical results are general.
