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Abstract
The representation of dual spaces of EM(μ,X), owing to its extensive application, is given in this paper. Using the representa-
tion, we get the sufficient and necessary conditions of LM(μ,X) possessing drop property, and extend the result of Hudzik and
Wang [H. Hudzik, B. Wang, Approximative compactness in Orlicz spaces, J. Approx. Theory 95 (1998) 82–89]. Simultaneously,
under some conditions, the weak∗ drop property in LM(μ,X∗) and LM(μ,X)∗ is discussed.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be a Banach space and X∗ its dual space. Denote by B(X) and S(X) the unit ball and the unit sphere of X,
respectively. A Banach space X is said to have the drop property [13] if for every closed set disjoint from B(X) there
exists x ∈ C such that co{x,B(X)}∩C = {x}. A dual space X∗ is said to have the weak∗ drop property [9] if for every
close set C ⊂ X∗, for which there exists some x ∈ S(X) such that f (x) > 1 for all f ∈ C, there exists g ∈ C such
that co{g,B(X∗)} ∩ C = {g}. A Banach space X is said to have the S property [11] if {fn}∞n=1 ⊂ B(X∗), x ∈ S(X),
fn(x) → 1, then {fn} is relatively compact. It is well known that X∗ possesses the weak∗ drop property if and only
if X has the S property [9]. X possesses the drop property if and only if {xn}∞n=1 ⊂ B(X), f ∈ S(X∗), f (xn) → 1,
then {xn} is relatively compact [8,13,14]. A convex set C in X is said to be approximatively compact [1] if every
minimizing sequence {xn} has a Cauchy subsequence, where ‖y − xn‖ → d(y,C) := inf{‖y − x‖: x ∈ C} for some
y ∈ X. A Banach space X is said to be approximatively compact if every closed convex set in X is approximatively
compact. A Banach space X is said to be nearly strong convex [17] if x ∈ S(X),f ∈ Σ(x) := {g ∈ S(X∗): g(x) = 1},
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if and only if every proximinal convex subset is approximatively compact.
For Orlicz spaces, it is approximatively compact if and only if it is reflexive and rotund [5], which is equivalent to
the drop property [7,15]. It possess the weak∗ drop property if and only if it is separable rotund [7,15]. In this paper
we give the representation of dual spaces of EM(μ,X). And using the representation, we discuss the above properties
in Orlicz–Bochner spaces.
Let 	 be the set of all real numbers. A function M :	 → 	+ is called an N -function if M is convex, even,
M(0) = 0, M(u) > 0 (u 
= 0) and limu→0 M(u)u = 0, limu→∞ M(u)u = ∞. The complemented function N of M is
defined in the sense of Young by
N(v) = sup
u∈	
{
uv − M(u)}.
It is known that if M is an N -function its complemented function N is also an N -function. M is said to satisfy
the Δ2-condition for large u (M ∈ Δ2) if for some K and u0 > 0, M(2u)  KM(u) as |u|  u0. M is said to be
strictly convex (M ∈ SC) if M(u+v2 ) < M(u)+M(v)2 for all u 
= v. We denote by M ∈ ∇2 if N ∈ Δ2. Let (Ω,Σ,μ) be a
non-atomic finite Lebesgue measure [10] space. For a measurable function u(t), we call ρM(u) =
∫
Ω
M(u(t)) dμ the
modular of u. The Orlicz function space LM(μ) generated by M is the Banach space
LM(μ) =
{
u: ∃λ > 0, ρM(λu) < ∞
}
equipped with Orlicz norm
‖u‖M = sup
ρN (v)1
∫
u(t)v(t) dμ = inf
k>0
1
k
{
1 + ρM(ku)
}= 1
k
{
1 + ρM(ku)
}
, ∀k ∈ K(u),
where K(u) = [k∗, k∗∗], k∗ = inf{k > 0: ρN(p(k|u|)) 1}, k∗∗ = sup{k > 0: ρN(p(k|u|)) 1}, or the Banach space
L(M)(μ) = (LM,‖ · ‖(M)) equipped with Luxemburg norm, an equivalent norm
‖u‖(M) = inf
{
λ > 0: ρM
(
u
λ
)
 1
}
,
and its subspace
EM(μ) =
{
x ∈ LM(dμ): ∀λ > 0, ρM(λu) < ∞
}
.
If u :Ω → X is a vector valued measurable function (i.e. there exists a sequence of vector valued simple functions
{un}∞n=1 such that limn→∞ ‖un(t)−u(t)‖ = 0, μ-a.e.), we denote by LM(μ,X) and L(M)(μ,X), similarly EM(μ,X)
and E(M)(μ,X). We call such spaces Orlicz–Bochner spaces. For references on Orlicz function spaces, we refer
to [2,6].
2. The dual spaces of Orlicz–Bochner function spaces
Lemma 1. For a measurable function u :Ω → X, if supρN (v)1
∫
Ω
‖u(t)‖ · ‖v(t)‖dμ < ∞ where v ∈ LN(μ,X∗), we
have u ∈ LM(μ,X).
Proof. Let |u|(t) := ‖u(t)‖, by the result of LM [18], we get |u| ∈ LM, so u ∈ LM(μ,X). 
Lemma 2. The set of all simple functions is dense in EM(μ,X) (or E(M)(μ,X)).
The set of all countably valued functions of LM(μ,X) (or L(M)(μ,X)) is dense in LM(μ,X) (or L(M)(μ,X)).
Proof. It is known that u :Ω → X is measurable if and only if u is the uniform limit of a sequence of countably
valued measurable functions μ-a.e.
As u ∈ LM(μ,X), there exist un =∑∞i=1 xn,iχΩn,i (where Ωn,i ∈ Σ , Ωn,i ∩Ωn,j = ∅, i 
= j ) such that for each n,
ess max
∥∥un(t) − u(t)∥∥< 1 ,
t∈Ω n
750 W. Gong, Z. Shi / J. Math. Anal. Appl. 344 (2008) 748–756so
‖u− un‖M  ess max
t∈Ω
∥∥un(t)− u(t)∥∥‖χΩ‖M < 1
n
‖χΩ‖M,
we get u − un ∈ LM(μ,X) and un ∈ LM(μ,X) for each n. Hence the countably valued functions are dense in
LM(μ,X).
As u ∈ EM(μ,X) ⊂ LM(μ,X), Since the norm of EM(μ) is absolutely continuous [2], there exists In large enough
such that
‖u− un‖M  ε‖u|⋃∞
i=In+1 Ωn,i
‖M  ε
so
‖un|⋃∞
i=In+1 Ωn,i
‖M  ‖u− un‖M + ‖u|⋃∞
i=In+1 Ωn,i
‖M  ε + ε = 2ε,
‖u− un|⋃In
i=1 Ωn,i
‖M  ‖u− un‖M + ‖un|⋃∞
i=In+1 Ωn,i
‖M  ε + 2ε = 3ε,
we get that the simple functions are dense in EM(μ,X). By the equivalence of Orlicz norm and Luxemburg norm, it
follows that the statement is also true for Luxemburg norm. 
Lemma 3. For u ∈ L1(μ,X), u 
= 0, let
Ωn =
{
t ∈ Ω: ∥∥u(t)∥∥ n}, λ0 = inf
{
λ > 0: lim inf
n→∞
∫
Ω
M
(‖u(t)χΩn(t)‖
λ
)
dμ 1
}
,
λn = inf
{
λ > 0:
∫
Ω
M
(‖u(t)χΩn(t)‖
λ
)
dμ 1
}
= ‖uχΩn‖(M),
we have λ0  lim infn→∞ λn.
Proof. For all λ > 0, we have∫
Ω
M
(
λ
∥∥uχΩn(t)∥∥)dμM(λn)μΩn < ∞,
so uχΩn ∈ E(M)(μ,X) ⊂ L(M)(μ,X).
Otherwise λ0 > lim infn→∞ λn. Noticing that {λn} is increasing with respect to n, we have λ0 > λn.
From the definition of λ0,
lim inf
n→∞
∫
Ω
M
( ‖u(t)χΩn(t)‖
lim infn→∞ λn
)
dμ > 1
and ∫
Ω
M
(‖u(t)χΩn(t)‖
λn
)
dμ
∫
Ω
M
( ‖u(t)χΩn(t)‖
lim infn→∞ λn
)
dμ,
we have
lim inf
n→∞
∫
Ω
M
(‖u(t)χΩn(t)‖
λn
)
dμ > 1.
On the other hand, from∫
M
(‖u(t)χΩn(t)‖
λn
)
dμ 1,Ω
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lim inf
n→∞
∫
Ω
M
(‖u(t)χΩn(t)‖
λn
)
dμ 1,
a contradiction. 
It was obtained in [12] that if X is reflexive, then E(M)(μ,X)∗ ∼= LN(μ,X∗) and EM(μ,X)∗ ∼= L(N)(μ,X∗).
Getting off this restriction, we give the detail proof of the result in this section, which is similar as that of [3].
Theorem 1. LN(μ,X∗) (or L(N)(μ,X∗)) is isometrically isomorphic to a subspace of E(M)(μ,X)∗ (or EM(μ,X)∗).
Proof. For v ∈ LN(μ,X∗), define f :E(M)(μ,X) → 	 by f (u) = 〈v,u〉 =
∫
Ω
〈v(t), u(t)〉dμ. Then f is well de-
fined. Indeed both v and u are limits of simple functions, we see that 〈v,u〉 is measurable. By Hölder’s inequality∫
Ω
∣∣〈v,u〉∣∣dμ ∫
Ω
∥∥v(t)∥∥ · ∥∥u(t)∥∥dμ ‖v‖N · ‖u‖(M),
it follows that f (v) = ∫
Ω
〈v(t), u(t)〉dμ is linear and bounded by ‖f ‖ ‖v‖N .
If v =∑∞i=1 x∗i χΩi , x∗i ∈ X∗, i = 1,2, . . . , where {Ωi}∞i=1 is a countable partition of Ω with μΩi > 0, i = 1,2, . . . .
For ε > 0, by |v| ∈ LN(μ) and [2] there exists a nonnegative h ∈ E(M)(μ) ⊂ L1(μ),0 < ‖h‖(M)  1 such that
‖v‖N − ε2 <
∫
Ω
∥∥v(t)∥∥ · h(t) dμ.
Choose xi ∈ X,‖xi‖ = 1 such that ‖x∗i ‖ − ε2‖h‖−11  x∗i (xi) and define u =
∑∞
i=1 xihχΩi , we have that for all
λ > 0,
ρN(λu) =
∫
Ω
M
(∥∥λu(t)∥∥)dμ = ∞∑
i=1
∫
Ωi
M
(∥∥λxih(t)∥∥)dμ = ∞∑
i=1
∫
Ωi
M
(
λ
∣∣h(t)∣∣)dμ
=
∫
Ω
M
(
λ
∣∣h(t)∣∣)dμ = ρM(λh) < ∞,
thus u ∈ E(M)(μ,X) and
‖u‖(M) = inf
{
λ > 0: ρM
(
u
λ
)
 1
}
= inf
{
λ > 0:
∫
Ω
M
(‖u(t)‖
λ
)
dμ 1
}
= inf
{
λ > 0:
∞∑
i=1
∫
Ωi
M
( |h(t)|
λ
)
dμ 1
}
= ‖h‖(M)  1.
Furthermore
f (u) = 〈v,u〉 =
∫
Ω
〈v,u〉dμ =
∫
Ω
h(t)
∞∑
i=1
x∗i (xi)χΩi dμ
∫
Ω
h(t)
∞∑
i=1
(∥∥x∗i ∥∥− ε2‖h‖−11
)
χΩi dμ
=
∫
Ω
h(t)
∥∥u(t)∥∥dμ− ε
2
∫
Ω
h(t) dμ
‖h‖1  ‖v‖N −
ε
2
− ε
2
,
it follows that ‖f ‖  ‖v‖N , so ‖f ‖ = ‖v‖N . In general, for v ∈ LN(μ,X∗), by Lemma 2, there exist countably
valued functions {vn}∞n=1 in LN(μ,X∗) such that limn→∞ ‖vn − v‖N = 0. Denote fn(u) =
∫
Ω
〈vn,u〉dμ, f (u) =∫
Ω
〈v,u〉dμ, from the above argument, we have that
‖fn‖ = ‖vn‖N and 0 ‖f − fn‖ ‖v − vn‖N → 0,
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subspace of E(M)(μ,X)∗.
Analogously, we can get that L(N)(μ,X∗) is isometrically isomorphic to a subspace of EM(μ,X)∗. 
Theorem 2. Either E(M)(μ,X)∗ ∼= LN(μ,X∗) or EM(μ,X)∗ ∼= L(N)(μ,X∗) is equivalent to that X∗ has the Radon–
Nikodym property.
Proof. We only show that E(M)(μ,X)∗ ∼= LN(μ,X∗) ⇔ X∗ has the Radon–Nikodym property. Using Lemma 3, we
can get analogously that EM(μ,X)∗ ∼= L(N)(μ,X∗) ⇔ X∗ has the Radon–Nikodym property.
(⇐) Suppose that X∗ has the Radon–Nikodym property. For f ∈ E(M)(μ,X)∗, define F :Σ → X∗ by
F(G)(x) = f (xχG), G ∈ Σ, x ∈ X.
We see that F is a vector valued measure. By |F(G)(x)| = |f (xχG)| ‖f ‖ ·‖x‖ ·‖χG‖(M), it follows that ‖F(G)‖
‖f ‖ · ‖χG‖(M). Observe that ‖χG‖(M) → 0 as μG → 0, we have F  μ. In the following we show that |F |(Ω) < ∞.
For π = {Ω1,Ω2, . . . ,Ωn} a partition of Ω and x1, x2, . . . , xn ∈ B(X), we have∣∣∣∣∣
n∑
i=1
F(Ωi)(xi)
∣∣∣∣∣=
∣∣∣∣∣
n∑
i=1
f (xiχΩi )
∣∣∣∣∣=
∣∣∣∣∣f
(
n∑
i=1
xiχΩi
)∣∣∣∣∣ ‖f ‖ ·
∥∥∥∥∥
n∑
i=1
xiχΩi
∥∥∥∥∥
(M)
= ‖f ‖ · inf
{
λ > 0:
∫
Ω
M
(‖∑ni=1 xiχΩi (t)‖
λ
)
dμ 1
}
 ‖f ‖ · inf
{
λ > 0:
n∑
i=1
∫
Ωi
M
(‖xi‖
λ
)
dμ 1
}
= ‖f ‖ · inf
{
λ > 0:
n∑
i=1
∫
Ωi
M
(
1
λ
)
dμ 1
}
= ‖f ‖ · inf
{
λ > 0: M
(
1
λ
)
μ(Ω) 1
}
= ‖f ‖ · ‖χΩ‖(M),
thus supπ {
∑n
i=1 ‖F(Ωi)‖} ‖f ‖ · ‖χΩ‖(M), and |F |(Ω) ‖f ‖ · ‖χΩ‖(M), i.e. F is of bounded variation. Since X∗
has the Radon–Nikodym property, there exists v ∈ L1(μ,X∗) such that F(G) =
∫
G
v dμ, for all G ∈ Σ .
For u a simple function of E(M)(μ,X), we have
f (u) = f
(
n∑
i=1
xiχΩi
)
=
n∑
i=1
f (xiχΩi ) =
n∑
i=1
F(Ωi)(xi) =
n∑
i=1
(∫
Ωi
v dμ
)
(xi)
=
∫
Ω
〈
v,
n∑
i=1
xiχΩi
〉
dμ =
∫
Ω
〈v,u〉dμ,
i.e. f (u) = ∫
Ω
〈v,u〉dμ.
Denote Ωn = {t ∈ Ω: ‖v(t)‖  n}, owing to fn :=
∫
Ω
〈vχΩn, ·〉dμ being a linear and continuous functional, we
get
f (uχΩn) =
∫
Ω
〈vχΩn,u〉dμ =
∫
Ω
〈v,uχΩn〉dμ, u ∈ E(M)(μ,X),
and ‖fn‖ = ‖vχΩn‖N by the proof of Theorem 1. On the other hand, for all n,
‖f ‖ = sup
‖u‖(M)1
∣∣f (u)∣∣ sup
‖u‖(M)1
∣∣f (uχΩn)∣∣= sup‖u‖(M)1
∣∣∣∣
∫
Ω
〈v,uχΩn〉dμ
∣∣∣∣= ‖vχΩn‖N.
Denote G = {t ∈ Ω: ‖v(t)‖ = ∞} obviously μG = 0 and Ω = (⋃∞n=1 Ωn)∪ G.
For all u ∈ B(L(M)(μ,X)), by Fatou’s lemma, it yields∫ ∥∥u(t)∥∥ · ∥∥v(t)∥∥dμ lim inf
n→∞
∫ ∥∥v(t)χΩn(t)∥∥ · ∥∥u(t)∥∥dμ lim infn→∞ ‖vχΩn‖N  ‖f ‖ < ∞.
Ω Ω
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v ∈ LN
(
μ,X∗
)
. (2.1)
Again using f (u) = ∫
Ω
〈v,u〉dμ for all simply functions u ∈ E(M)(μ,X), we get that f (u) =
∫
Ω
〈v,u〉dμ for all
u ∈ E(M)(μ,X), i.e. E(M)(μ,X)∗ ⊂ LN(μ,X∗). Summarily, we deduce that E(M)(μ,X)∗ ∼= LN(μ,X∗).
(⇒) By Hölder’s inequality∫
Ω
∥∥u(t)∥∥ · ∥∥v(t)∥∥dμ ‖u‖(M) · ‖v‖N, where u ∈ L(M)(μ,X), v ∈ LN (μ,X∗),
using the argument similar as that in [3], we can reach the required result. 
Theorem 3. LM(μ,X) (or L(M)(μ,X)) is reflexive if and only if X and LM(μ) (or L(M)(μ)) are reflexive.
Proof. (⇒) Because X and LM(μ) are isometrically isomorphic to closed subspaces of LM(μ,X), they are reflexive.
(⇐) X is reflexive, so X∗ is reflexive, hence X∗ and X∗∗ have the Radon–Nikodym property. LM(μ) is reflexive,
so M ∈ Δ2 ∩ ∇2, by Theorem 2, we complete the proof. 
3. The drop properties in Orlicz–Bochner function spaces
Theorem 4. L(M)(μ,X) has the drop property if and only if X and L(M)(μ) have the drop property and X is rotund.
Proof. (⇒) L(M)(μ) and X are isometrically isomorphic to closed subspaces of L(M)(μ,X), thus they have the drop
property, which yields that M ∈ Δ2 ∩ ∇2 ∩ SC [7].
Observe that L(M)(μ,X) possesses the H property and Lemma 2, similarly as that of [16], we can verify that X is
rotund.
(⇐) Let un ∈ L(M)(μ,X),‖un‖(M)  1, v ∈ LN(μ,X∗),‖v‖N = 1, and 〈v,un〉 → 1. Since L(M)(μ,X) is reflex-
ive, there exists u ∈ L(M)(μ,X),‖u‖(M) = 1 such that 〈v,u〉 = 1. Hence
1 =
∫
Ω
〈
v(t), u(t)
〉
dμ =
∣∣∣∣
∫
Ω
〈
v(t), u(t)
〉
dμ
∣∣∣∣
∫
Ω
∣∣〈v(t), u(t)〉∣∣dμ ∫
Ω
∥∥v(t)∥∥ · ∥∥u(t)∥∥dμ ‖v‖N · ‖u‖(M) = 1
and ∫
Ω
∣∣〈v(t), u(t)〉∣∣dμ(t) = ∫
Ω
∥∥v(t)∥∥ · ∥∥u(t)∥∥dμ.
In view of |〈v(t), u(t)〉| ‖v(t)‖ · ‖u(t)‖, we conclude∣∣〈v(t), u(t)〉∣∣= ∥∥v(t)∥∥ · ∥∥u(t)∥∥, μ-a.e.
Let Ωv = {t ∈ Ω: v(t) = 0} and
u(t) =
{
u(t), t /∈ Ωv,
0, t ∈ Ωv.
Since
∫
Ω
〈v(t), un(t)〉dμ → 1 =
∫
Ω
〈v(t), u(t)〉dμ, we have
2 ←
∫
Ω
〈
v(t), un(t)+ u(t)
〉
dμ
∫
Ω
∥∥v(t)∥∥ · ∥∥un(t)+ u(t)∥∥dμ ‖v‖N · ‖un + u‖(M)
 ‖v‖N ·
∥∥|un| + |u|∥∥(M)  ‖v‖N (∥∥|un|∥∥(M) + ∥∥|u|∥∥(M)) 2,
then ‖|un| + |u|‖(M) → 2. Again by M ∈ Δ2, M ∈ SC it follows that L(M)(μ) is LUC, thus |un| → |u|.
For t with u(t) = 0, we have un(t) → u(t).
For t with u(t) 
= 0, we shall show that there exists a subsequence of un denoted by uni such that〈
v(t), uni (t)
〉→ ∥∥v(t)∥∥ · ∥∥v(t)∥∥, a.e.
754 W. Gong, Z. Shi / J. Math. Anal. Appl. 344 (2008) 748–756Noticing |v(t)(un(t))|  ‖v(t)‖ · ‖un(t)‖ and 〈v,un〉 =
∫
Ω
〈v(t), un(t)〉dμ → 1,
∫
Ω
‖v(t)‖ · ‖un(t)‖dμ  ‖v‖N ·
‖un‖(M)  1, we obtain
∫
Ω
‖v(t)‖ · ‖un(t)‖dμ → 1 and∫
Ω
[∥∥v(t)∥∥ · ∥∥un(t)∥∥− 〈v(t), un(t)〉]dμ → 0, (3.2)
i.e.
∫
Ω
|‖v(t)‖ · ‖un(t)‖ − 〈v(t), un(t)〉|dμ → 0, thus we have ‖v(t)‖ · ‖un(t)‖ − 〈v(t), un(t)〉 μ→0 in measure.
By Riesz’s theorem, there exists a subsequence {uni } such that ‖v(t)‖ · ‖uni (t)‖ − 〈v(t), uni (t)〉 → 0, μ-a.e. By
|un| → |u|, it follows that 〈v(t), uni (t)〉 → ‖v(t)‖ · ‖u(t)‖, μ-a.e. In view of u(t) = u(t) 
= 0, without loss of general-
ity, assume that uni (t) 
= 0, therefore 〈 v(t)‖v(t)‖ ,
uni (t)‖uni (t)‖ 〉 → 1 for t with u(t) 
= 0.
Combine that v(t)‖v(t)‖ ∈ S(X∗),
uni (t)‖uni (t)‖ ∈ S(X) and X have the drop property, we have that {
uni (t)‖uni (t)‖ } is relatively
compact. Since X is rotund, we see that the sequence { uni (t)‖uni (t)‖ } is convergent. In fact, for any t0 with u(t0) 
= 0, there is
a subsequence of { uni (·)‖uni (·)‖ }, denoted by {
unij
(·)
‖unij (·)‖
}, such that unij (t0)‖unij (t0)‖ → x1 ∈ S(X). Suppose that there exists another
subsequence
unik
(t0)
‖unik (t0)‖
→ x2 ∈ S(X), then
〈
v(t0)
‖v(t0)‖ , x2
〉
=
〈
v(t0)
‖v(t0)‖ , x1
〉
= 1,
thus x1 = x2 due to that X is rotund. Hence { uni (t)‖uni (t)‖ } is convergent for all t with u(t) 
= 0 because of t0’s arbitrariness.
So there exists x(t) ∈ S(X) satisfying
uni (t)
‖uni (t)‖
→ x(t) ∀t with u(t) 
= 0.
Let u0(t) = ‖u(t)‖x(t), then u0 is measurable and uni (t) → u0(t).
It is clear that ρM(uni ) → 1 = ρM(u) = ρM(u0), then uni → u0 by [20]. We get that {un} is relatively compact,
therefore L(M)(μ,X) has the drop property. 
Lemma 4. Suppose M ∈ SC. For un,u ∈ LM(μ,X), n = 1,2, . . . , u 
= 0, if un μ−→ u in measure and ‖un‖M → ‖u‖M ,
then kn → k where {k} = K(u).
Proof. By M ∈ SC, it follows that K(u) is a singleton set [2]. We shall show kn → k. It is enough to show that any
subsequence {kni } of {kn} has a subsequence convergent to k.
For simplicity, we still write kn as a subsequence of {kni }. If kn → h, then 0 < h < ∞. In fact, if h = ∞, then by
lim supn 1kn ρM(knun)  lim‖un‖M = ‖u0‖M and limu→∞ M(u)u = ∞, we have ‖un(t)‖
μ−→ 0, a contradiction with
that un
μ−→ u 
= 0.
On the other hand, h ∈ K(u), it yields h = k. In fact, by Fatou’s Lemma, it follows
1
h
[
1 + ρM(hu)
]
 ‖u‖M = lim
n
‖un‖M = lim
n
1
kn
[
1 + ρM(knun)
]
 1
h
[
1 + ρM(hu)
]
,
so ‖u‖M = 1h [1 + ρM(hu)]. 
Lemma 5. Suppose M ∈ SC ∩ Δ2. For un,u ∈ LM(μ,X), n = 1,2, . . . , if un μ−→ u and ‖un‖M → ‖u‖M , then
un → u.
Proof. For u = 0, it immediately follows that un → u. For u 
= 0, from Lemma 4, we know that kn → k, so
knun
μ−→ ku, ρM(knun) = kn‖un‖M − 1 → k‖u‖M − 1 = ρM(ku). By [20], we obtain ‖knun − ku‖(M) → 0, hence
‖knun − ku‖M → 0 and ‖un − u‖M → 0. 
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Proof. We only show the result holds for u 
= 0 and M /∈ SC, i.e. any subsequence of {un} always has a subsequence
convergent to u. In fact, for {uni }, a subsequence of {un}, let kni ∈ K(uni ). Similarly as the proofs of Lemmas 4 and 5,
we get that {kni } is bounded, so there is a subsequence knij → k′ 
= 0, moreover k′ ∈ K(u), thus unij → u. 
Corollary 1. LM(μ,X) has the drop property if and only if LM(μ) and X have the drop property and X is rotund.
Proof. In view of LM(μ) possesses H property if and only if M ∈ Δ2 ∩ SC [19], similarly as the arguments of
Theorem 4, we can have the required result by Theorem 5. 
Theorem 6. Suppose that X is reflexive. Either L(M)(μ,X)∗ or LM(μ,X)∗ has the weak∗ drop property if and only
if N ∈ Δ2 ∩ ∇2 ∩ SC and X∗ is rotund and has the weak∗ drop property.
Proof. Since X is reflexive, we have
L(M)(μ,X)
∗ has the weak∗ drop property
⇔ EN
(
μ,X∗
)∗∗ has the weak∗ drop property
⇔ EN
(
μ,X∗
)
has the drop property
⇔ N ∈ Δ2 ∩ ∇2 ∩ SC, X∗ is rotund and has the drop property
⇔ N ∈ Δ2 ∩ ∇2 ∩ SC, X∗ is rotund and X∗∗∗ has the weak∗ drop property
⇔ N ∈ Δ2 ∩ ∇2 ∩ SC, X∗ is rotund and has the weak∗ drop property.
Analogously, we can deduce that for LM(μ,X)∗. 
Theorem 7.
(1) If L(M)(μ,X∗) (or LM(μ,X∗)) has the weak∗ drop property, then M ∈ Δ2 ∩ SC and X∗ has the weak∗ drop
property.
(2) Suppose that M ∈ Δ2 ∩ SC, X∗ is rotund and X∗ has the Radon–Nikodym and weak∗ drop property, then
L(M)(μ,X
∗) has the weak∗ drop property.
Suppose that M ∈ Δ2 ∩ ∇2 ∩ SC, X∗ is rotund and X∗ has the Radon–Nikodym and weak∗ drop property, then
LM(μ,X
∗) has the weak∗ drop property.
Proof. (1) L(M)(μ) and X∗ are isometrically isomorphic to closed subspaces of L(M)(μ,X∗), thus they have the
weak∗ drop property, which is equivalent to M ∈ Δ2 ∩ SC [7,15].
(2) From
L(M)
(
μ,X∗
)
have the weak∗ drop property ⇔ EN(μ,X)∗ have the weak∗ drop property
⇔ EN(μ,X) have the S property,
by Hahn–Banach theorem and Theorems 2 and 4, we can complete the proof. 
4. Approximative compactness in Orlicz–Bochner function spaces
Lemma 6. A Banach space X is approximatively compact if and only if X has the drop property.
Proof. (⇐) Since in a Banach space X the drop property implies the nearly strong convexity, by [4], it follows that
every proximinal convex set is approximatively compact. Since X is reflexive we get that every closed convex set in
X is proximinal, hence X is approximatively compact.
756 W. Gong, Z. Shi / J. Math. Anal. Appl. 344 (2008) 748–756(⇒) Since X is approximatively compact it follows that X is reflexive and nearly strong convex, consequently X
have the drop property. 
From Lemma 6 and [7], we can immediately get the following corollary, which is the main result of [5] where
the authors used the relation between the full k-convexity and approximative compactness. Here we point out that
for Orlicz–Bochner spaces, even Lebesgue–Bochner spaces (k 
= 2), the criterion of the full k-convexity has not been
obtained yet.
Corollary 2.
(1) Either LM(μ) or L(M)(μ) is approximatively compact if and only if M ∈ Δ2 ∩ ∇2 ∩ SC.
(2) An Orlicz sequence space lM is approximatively compact if and only if M ∈ δ2 and N ∈ δ2 [5].
Similarly, we have
Theorem 8. Either LM(μ,X) or L(M)(μ,X) is approximatively compact if and only if M ∈ Δ2 ∩ ∇2 ∩ SC and X is
rotund and approximatively compact.
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