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Motivation
Inverse problems arise in many areas of science and engineering
Oceanography,
Meteorology,
Geology,
Medical imaging,
And much more...
ThermoAcoustic Tomography (TAT)
Figure: Thermoacoustic signal
production
Energy in is absorbed,
producing heating,
followed by thermal expansion,
which induces an outwardly
propagating acoustic wave.
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Acoustic wave
The outwardly propagating acoustic wave w verifies the wave equation.

d2w
dt2
(x , t) = c2(x)∆w(x , t), ∀ t ≥ 0, x ∈ R3,
w(x , 0) = f (x), ∀ x ∈ R3,
dw
dt
(x , 0) = 0, ∀ x ∈ R3,
where :
c is the known velocity of the acoustic wave,
(f , 0) are the initial data, where f gives information on the
distribution of energy absorption (which is related to cell’s health).
Inverse problem
We would like to reconstruct f through partial observation (in particular,
external to the body) to get an “image” which helps to identify sick cells.
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Mathematical setting
Let
1 X ,Y be two Hilbert space,
2 A : D(A) ⊂ X → X the generator of a C0-semigroup on X ,
3 C ∈ L(D(A),Y ) an observation operator.
Then, we consider {
z˙(t) = Az(t), ∀ t ≥ 0,
z(0) = z0 ∈ X .
We observe z through C during a time interval (0, τ), with τ > 0
y(t) = Cz(t), ∀ t ∈ (0, τ).
Inverse problem
Can we reconstruct z0 from the knowledge of y(t) for t ∈ (0, τ) ?
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K. Ramdani, M. Tucsnak and G. Weiss
Recovering the initial state of an infinite-dimensional system using ob-
servers (Automatica, 2010)
Suppose now that
1 z0 ∈ D(A),
2 A : D(A) ⊂ X → X is skew-adjoint,
3 C ∈ L(X ,Y ) is a bounded observation operator,
4 (A,C ) is exactly observable in time τ .
Exact observability in time τ : Let the output operator defined by
Ψτ :
{
D(A) → L2([0, τ ],Y )
z0 7→ y(t).
Then, (A,C ) is exactly observable in time τ if and only if there exists a
kτ > 0 such that
‖Ψτ z‖ ≥ kτ‖z‖, ∀ z ∈ D(A).
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Under these assumptions, it is known that there exists a unique solution
z ∈ C
(
[0,∞),D(A)
)⋂
C 1
(
[0,∞),X
)
,
to the system {
z˙(t) = Az(t), ∀ t ≥ 0,
z(0) = z0 ∈ D(A).
The exact observability implies that Ψτ is left-invertible, and our problem
is then well-posed
Ψτ z0 = y(t)⇒ z0 = Ψ
−1
τ y(t).
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Idea and vocabulary comes from Automatics (finite dimensional
systems theory): “Luenberger’s observer” in the infinite dimensional
case.
Exact observability implies (Liu 1997) that for all γ > 0,
A+ = A− γC∗C is exponentially stable.
Forward observer
Let
z+(t) ∈ C
(
[0,∞),D(A)
)⋂
C 1
(
[0,∞),X
)
,
be the unique solution of{
z˙+(t) = A+z+(t) + γC∗y(t), ∀ t ∈ (0, τ),
z+(0) = z+0 ∈ D(A).
Note that z+ is fully determined by the knowledge of y .
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Why do we call this system an observer ?
e˙+(t) = z˙+(t)− z˙(t),
= A+z+(t) + γC∗y(t)− Az(t),
= A+z+(t) + γC∗Cz(t)− Az(t),
= A+z+(t)− (A− γC∗C )z(t),
= A+ (z+(t)− z(t)) ,
= A+e+(t).
By exponential stability, there exists two constants M+ ≥ 1 and ω+ > 0
such that
‖z+(t)− z(t)‖ ≤ M+e−ω
+
t‖z+0 − z0‖, ∀ t ∈ [0, τ ].
Forward observer = Final state approximation
The observer z+ tends to z when τ and t tend to infinity.
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Our purpose is to approximate z0. The idea is to construct another
system, analogous to the forward observer: the backward observer.
We need (−A,C ) to be exactly observable to apply the result of Liu.
Denote (St)t the unitary group generated by A. −A generates the
unitary group (S−t)t , and we have for all z ∈ X∫ τ
0
‖CS−tz‖
2dt =
∫ τ
0
‖CSσ−τ z‖
2dσ,
≥ k2τ‖S−τ z‖
2,
≥ k2τ‖z‖
2.
In other words: (−A,C ) exactly observable in time τ .
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From Liu, exact observability implies that A− = −A− γC∗C is exponen-
tially stable for all γ > 0.
Backward observer
Let
z−(t) ∈ C
(
[0,∞),D(A)
)⋂
C 1
(
[0,∞),X
)
,
be the unique solution of{
z˙−(t) = −A−z−(t)− γC∗y(t), ∀ t ∈ (0, τ),
z−(τ) = z+(τ).
There exists two constants M− ≥ 1 and ω− > 0 such that
‖z−(t)− z(t)‖ ≤ M−e−ω
−(τ−t)‖z+(τ)− z(τ)‖, ∀ t ∈ [0, τ ].
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From the previous estimate of ‖z+(t)− z(t)‖, we get
‖z−(0)− z0‖ ≤ M
−e−ω
−τ‖z+(τ)− z(τ)‖,
≤ M+M−e−(ω
−+ω+)τ︸ ︷︷ ︸
=:α
‖z+0 − z0‖.
And if τ is sufficiently large, α < 1 and ‖z−(0)− z0‖ < ‖z
+
0 − z0‖.
τ sufficiently large ?
Is there an easy criteria to get α < 1 ?
The answer is yes, the exact observability time τ leads to α < 1, from a
result due to Ito, Ramdani and Tucsnak.
K. Ito, K. Ramdani and M. Tucsnak
A time reversal based algorithm for solving initial data inverse problems
(Discrete Contin. Dyn. Syst. Ser. S, 2011)
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These results and definitions can be summarized by this figure.
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We iterate this process by taking z+0 = z
−(0) at each iteration, leading to
the iterative algorithm

z˙+n (t) = A
+z+n (t) + γC
∗y(t), ∀ t ∈ (0, τ),
z+1 (0) = 0,
z+n (0) = z
−
n−1(0), ∀ n ≥ 2.{
z˙−n (t) = −A
−z−n (t)− γC
∗y(t), ∀ t ∈ (0, τ),
z−n (τ) = z
+
n (τ), ∀ n ≥ 1.
So we have
‖z−n (0)− z0‖ ≤ α
n‖z0‖ −→ 0, n→∞.
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Let
X and Y be two Hilbert spaces
A the infinitesimal generator of C0-semi-group on X
C ∈ L(D(A),Y )
In this general framework, we can use the definition of estimatability and
backward estimatability to define this algorithm.
Estimatability & backward estimatability
We say that the couple (A,C ) is estimatable (resp. backward
estimatable) by (A+,H+) (resp. (A−,H−)) if
A+ : D(A+)→ X (resp. A− : D(A−)→ X ) is the infinitesimal
generator of an exponentially stable C0-semi-group T
+ (resp. T−)
on X .
H+ ∈ L(Y ,X+
−1) (resp. H
− ∈ L(Y ,X−
−1)) is an admissible control
operator for T+ (resp. T−) such that for all z ∈ D(A)
Az = A+z − H+Cz , (resp. − Az = A−z − H−Cz),
where X±
−1 is the dual of D(A
±) with respect to the pivot space X .
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The authors showed that these definition generalise Russell’s principle.
Proposition (Ramdani et al. 2010)
If (A,C ) is estimatable and backward estimatable, then (A,C ) is exactly
observable in every time τ such that α = ‖T−τ T
+
τ ‖ < 1.
And this is an equivalence when A is a group generator and C is admissible.
Proposition (Urquiza 2005)
If A is a group generator, C is admissible and (A,C ) is exactly observable
in some time, then (A,C ) is estimatable and backward estimatable.
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Additional difficulties
The construction of H± is a difficult task in general !
We do not know how to choose τ .
We cannot reconstruct z0 ∈ X (while it can be done by continuous
extension when C is bounded).
Advantages
We do not need the admissibility of the observation operator C .
These definitions include non time reversible systems.
Remark
In practice, when we have a stabilisation by collocated feedback to the
direct equation (i.e. A+ = A − ξ1C
∗C for some ξ1), one can construct a
similar stabilisation to the backward equation (i.e. A− = −A− ξ2C
∗C for
some ξ2), even if −A 6= A
∗.
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We consider the wave equation on Ω ⊂ Rd a bounded domain, with
Dirichlet condition on the smooth boundary ∂Ω:

w¨(x , t) = ∆w(x , t), ∀ x ∈ Ω, t ≥ 0,
w(x , t) = 0, ∀ x ∈ ∂Ω, t ≥ 0,
w(x , 0) = w0(x), ∀ x ∈ Ω,
w˙(x , 0) = w1(x), ∀ x ∈ Ω.
We observe the velocity w˙ on a subdomain O ⊂ Ω, with optic geometric
condition of Bardos, Lebeau and Rauch (1992) in time τ > 0:
y(x , t) = χOw˙(x , t), ∀ x ∈ Ω, t ∈ [0, τ ].
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Let us define
X = H10(Ω)× L
2(Ω), z(t) =
[
w(t)
w˙(t)
]
, z0 =
[
w0
w1
]
,
A =
(
0 I
−∆ 0
)
, D(A) =
(
H2(Ω) ∩H10(Ω)
)
×H10(Ω),
Y = L2(Ω), C =
[
0 χO
]
.
Then
A is skew-adjoint,
C ∈ L(X ,Y ),
(A,C ) is exactly observable in time τ .
We can rewrite the wave equation and the observation as{
z˙(t) = Az(t), ∀ t ≥ 0,
z(0) = z0,
y(t) = Cz(t), ∀ t ∈ [0, τ ].
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Applying the reconstruction algorithm, and rewriting the forward and back-
ward observers in terms of PDE, we get

w¨+n (x , t)−∆w
+
n (x , t) + γχO(x)w˙
+
n (x , t) = γy(x , t), ∀x ∈ Ω, t ∈ [0, τ ],
w+n (x , t) = 0, ∀x ∈ ∂Ω, t ∈ [0, τ ],
w+1 (x , 0) = 0, ∀x ∈ Ω,
w˙+1 (x , 0) = 0, ∀x ∈ Ω,
w+n (x , 0) = w
−
n−1(x , 0), ∀x ∈ Ω, n ≥ 2,
w˙+n (x , 0) = w˙
−
n−1(x , 0), ∀x ∈ Ω, n ≥ 2,

w¨−n (x , t)−∆w
−
n (x , t)− γχO(x)w˙
−
n (x , t) = −γy(x , t), ∀x ∈ Ω, t ∈ [0, τ ],
w−n (x , t) = 0, ∀x ∈ ∂Ω, t ∈ [0, τ ],
w−n (x , τ) = w
+
n (x , τ), ∀x ∈ Ω, n ≥ 1,
w˙−n (x , τ) = w˙
+
n (x , τ), ∀x ∈ Ω, n ≥ 1.
There exists α < 1 such that for all n ≥ 1
‖w−n (0)− w0‖
2 + ‖w˙−n (0)− w1‖
2 ≤ αn
(
‖w0‖
2 + ‖w1‖
2
)
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G. Haine, K. Ramdani
Reconstructing initial data using observers: error analysis of the semi-
discrete and fully discrete approximations (Numer. Math., 2011)
Question
Can we obtain an error estimate for the reconstruction algorithm in its
fully discretized version ?
We achieved the numerical analysis for wave-type and Schro¨dinger-type
equations (with general operator A0 > 0), in the semi-discretized (in space)
and fully discretized case.
For our wave type model problem, A0 = −∆, with domain D (A0) =
H2(Ω) ∩H10(Ω).
G. Haine, K.D. Phung, K. Ramdani Iterative observers for inverse problems.
Motivation The reconstruction algorithm A model problem: the wave equation Maxwell’s equations Conclusion
Numerical analysis and simulations 26 / 48
We need some regularity assumptions
w0 ∈ D
(
A
3
2
0
)
,w1 ∈ D (A0) ,
χO will be replaced by a smooth cut-off function.
In the sequel, let
h be the mesh size of the space discretization,
∆t be the time step of the time discretization,
Nh,∆t be the (finite) number of iterations.
We use
Galerkin scheme in space: ‖pihϕ− ϕ‖ ≤ Mh
θ ‖ϕ‖ 1
2
,
implicit Euler scheme in time: f ′(tk) ≃
f (tk)− f (tk−1)
∆t
.
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Theorem
Let (w0,w1) ∈ D
(
A
3
2
0
)
×D (A0) and denote (w0,h,∆t ,w1,h,∆t) the
numerical reconstruction of (w0,w1) after Nh,∆t iterations.
Taking Nh,∆t =
ln(hθ+∆t)
lnα , there exist Mτ > 0, h
∗ > 0 and ∆t∗ > 0 such
that for all h ∈ (0, h∗) and ∆t ∈ (0,∆t∗)
‖w0 − w0,h,∆t‖ 1
2
+ ‖w1 − w1,h,∆t‖
≤ Mτ
[
(hθ +∆t) ln2(hθ +∆t)
(
‖w0‖ 3
2
+ ‖w1‖1
)
+
∣∣ln(hθ +∆t)∣∣∆t K∑
ℓ=0
∥∥y(tℓ)− y ℓh∥∥
]
.
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To prove this, we split the error
‖w0 − w0,h,∆t‖ 1
2
+ ‖w1 − w1,h,∆t‖
into three parts, taking into account
the fact that
1 we stop the iteration,
2 we discretize the observers,
3 we take approximation as
initial and final data. Figure: 3 error types.
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Consider the 1D wave equation with unit speed on (0, 1) and observe the
velocity of the sub-interval (0, 0.1) (in red) during 2 seconds.
We code the algorithm presented above on Matlab, and focus our attention
on three aspects
Quality of the reconstruction
Influence of the gain coefficient (parameter γ)
Robustness to noise
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Figure: γ = 10, h = 2.10−4 and ∆t = 4.10−5
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Figure: Influence of the gain coefficient : γ = 1, 10, 25
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Figure: Robustness to noise : 0%, 1%, 5%, 10%
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Let Ω be
a bounded domain of R3
with smooth and connected boundary ∂Ω
filled with a perfectly conducting material
characterised by dielectric permittivity ε > 0
and magnetic permeability µ > 0.
The corresponding electric and magnetic fields E and H satisfy the Maxwell’s
equations:

εE˙ (x , t)− curlH(x , t) = 0, ∀ x ∈ Ω, t ≥ 0,
µH˙(x , t) + curlE (x , t) = 0, ∀ x ∈ Ω, t ≥ 0,
divE (x , t) = 0, divH(x , t) = 0, ∀ x ∈ Ω, t ≥ 0,
E (x , t) ∧ ν(x) = 0, H(x , t) · ν(x) = 0, ∀ x ∈ ∂Ω, t ≥ 0,
E (x , 0) = E0(x), ∀ x ∈ Ω,
H(x , 0) = H0(x), ∀ x ∈ Ω.
We measure the electric field on a subset O ⊂ Ω, leading to
y(x , t) = χO(x)E (x , t), ∀ x ∈ Ω, t ∈ [0, τ ].
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Let (E ,H) be a solution to the Maxwell’s equations and
z =
(
E
H
)
, z0 =
(
E0
H0
)
, A =
(
0 ε−1curl
−µ−1curl 0
)
,
so z formally verifies{
z˙(t) = Az(t), ∀ t ≥ 0,
z(0) = z0.
Define the observation operator
C =
(
χO 0
)
,
then the measurement reads
y(t) = Cz(t), ∀ t ∈ (0, τ).
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We define the spaces which take into account the divergence-free and
boundary conditions.
The state space
X = {(f , g) ∈ (L2(Ω))3 × (L2(Ω))3 | g · ν = 0 on ∂Ω,
div (f ) = 0 in Ω \ O, div (g) = 0 in Ω}.
The domain of the operator A
D(A) = {(f , g) ∈ X | (curl f , curl g) ∈ (L2(Ω))3 × (L2(Ω))3,
f ∧ ν = 0 on ∂Ω}.
The output space
Y = (L2(Ω))3.
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We show that
A : D(A)→ X is skew-adjoint
C ∈ L(X ,Y )
If O controls geometrically Ω in time τ > 0, Phung (2000) showed that
(A,C ) is exactly observable in time τ .
We are in the first abstract case: we can apply the iterative algorithm and
construct the forward and backward observers.
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

εE˙+n (x , t)− curlH
+
n (x , t)+χ(x)E
+
n (x , t) = y(x , t), ∀x ∈ Ω, t ∈ [0, τ ],
µH˙+n (x , t) + curl E
+
n (x , t) = 0, ∀x ∈ Ω, t ∈ [0, τ ],
divH+n (x , t) = 0, ∀x ∈ Ω, t ∈ [0, τ ],
E+n (x , t) ∧ ν = 0, H
+
n (x , t) · ν = 0, ∀x ∈ ∂Ω, t ∈ [0, τ ],
E+1 (x , 0) = 0, E
+
n (x , 0) = E
−
n−1(x , 0), n ≥ 2, ∀x ∈ Ω,
H+1 (x , 0) = 0, H
+
n (x , 0) = H
−
n−1(x , 0), n ≥ 2, ∀x ∈ Ω.


εE˙−n (x , t)− curlH
−
n (x , t)−χ(x)E
−
n (x , t) = −y(x , t), ∀x ∈ Ω, t ∈ [0, τ ],
µH˙−n (x , t) + curl E
−
n (x , t) = 0, ∀x ∈ Ω, t ∈ [0, τ ],
divH−n (x , t) = 0, ∀x ∈ Ω, t ∈ [0, τ ],
E−n (x , t) ∧ ν = 0, H
−
n (x , t) · ν = 0, ∀x ∈ ∂Ω, t ∈ [0, τ ],
E−n (x , τ) = E
+
n (x , τ), ∀x ∈ Ω, n ≥ 1,
H−n (x , τ) = H
+
n (x , τ), ∀x ∈ Ω, n ≥ 1.
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Theorem
If Ω is a bounded domain of R3 with smooth and connected boundary
∂Ω, and if O controls geometrically Ω in time τ > 0. Then there exists
0 < α < 1 such that for all initial data E0,H0 ∈ (L
2(Ω))3 verifying
divE0(x) = divH0(x) = 0, ∀ x ∈ Ω,
H0(x) · ν = 0, ∀ x ∈ ∂Ω,
we have for all n ≥ 1
ε
∫
Ω
∣∣E0 − E−n (0)∣∣2+µ
∫
Ω
∣∣H0 −H−n (0)∣∣2 ≤ αn
{
ε
∫
Ω
|E0|
2 + µ
∫
Ω
|H0|
2
}
.
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We would like to reconstruct the source of the following linear system{
z˙(t) = Az(t) + F (t), ∀ t ≥ 0,
z(0) = 0.
from the knowledge of the measure
y(t) = Cz(t), ∀ t ∈ (0, τ).
To achieve this, we assume that
F is such that time and space variables are separated
F (t) = λ(t)f ,
the intensity λ(t) is known.
and for the sake of simplicity, λ(0) = 1.
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By Duhamel’s formula
y(t) =
∫ t
0
λ(t − s)CSs f ds, t ∈ (0, τ),
where S is the C0-group generated by A.
Solving this Volterra equation, we get that
Y (t) := CSt f = y˙(t) +
∫ t
0
R(t − s)y˙(t)ds, ∀ t ∈ [0, τ ],
where
R(t) = L−1
(
1
ξL(λ(t))(ξ)
− 1
)
(t).
G. Haine, K.D. Phung, K. Ramdani Iterative observers for inverse problems.
Motivation The reconstruction algorithm A model problem: the wave equation Maxwell’s equations Conclusion
Application to source identification 44 / 48
Y (t) = CSt f is nothing but the observation trough C of the system{
z˙(t) = Az(t), ∀ t ≥ 0,
z(0) = f .
Using the algorithm we presented above, we obtain after one
forward-backward cycle
f − z−(0) = T−τ T
+
τ f .
Since ‖T−τ T
+
τ ‖ < 1, one can invert I − T
−
τ T
+
τ to get
f = (I − T−τ T
+
τ )
−1z−(0).
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Let
a known function λ : R→ R, λ(0) = 1,
and j ∈ H−
1
2 (div , ∂Ω), unknown.
We are interesting by the reconstruction of the boundary source j of the
Maxwell system


εE˙ (x , t)− curlH(x , t) = 0, ∀ x ∈ Ω, t ≥ 0,
µH˙(x , t) + curlE (x , t) = 0, ∀ x ∈ Ω, t ≥ 0,
divE (x , t) = 0, divH(x , t) = 0, ∀ x ∈ Ω, t ≥ 0,
H(x , t) ∧ ν(x) = λ(t)j(x), ∀ x ∈ ∂Ω, t ≥ 0,
E (x , 0) = 0, ∀ x ∈ Ω,
H(x , 0) = 0, ∀ x ∈ Ω,
from the observation
y(x , t) = χO(x)E (x , t), ∀ x ∈ Ω, t ∈ [0, τ ].
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We define an operator N ∈ L(H−
1
2 (div , ∂Ω),X ) which maps an element
f ∈ H−
1
2 (div , ∂Ω) to an element
(
u
v
)
∈ X solution to the elliptic bound-
ary value problem

u(x)− ε−1curl v(x) = 0, ∀ x ∈ Ω,
v(x) + µ−1curl u(x) = 0, ∀ x ∈ Ω,
v(x) ∧ ν(x) = f (x), ∀ x ∈ ∂Ω.
The system can be rewritten (with the previous notations)
{
z˙(t) = Az(t) + λ(t)(I − A)N j , ∀t ≥ 0,
z(0) = 0.
y(t) = Cz(t), ∀t ∈ (0, τ).
And then we obtain (A is skew-adjoint, so A ∈ ρ(A))
j =
[
(I − A)−1(I − T−τ T
+
τ )
−1z−(0)
]
∧ ν.
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Conclusion
Remarks
Boundary observation.
Connected boundary ∂Ω of Ω in Maxwell’s case.
Forthcoming work
Numerical simulation in 3D Maxwell’s case.
Without exact observability.
Robustness of the algorithm under perturbations.
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That’s all
Thank you for your
attention.
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