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Starting with an approximation a having a contact of order n with the species A of 
R-enriched rooted trees (in the sense of Joyal (Advances in Math 42 (1981), 1-82) 
and Labelle (Advances in Math. 42 (1981), 217-247)), a new approximation ~x +, 
having a contact of order 2n + 2 with A, is deduced by a purely combinatorial 
argumentation. This provides a combinatorial setting for the classical 
Newton-Raphson iterative scheme. A generalization i volving contacts of higher 
orders is also developed. 
0. INTRODUCTION 
La m6thode it6rative (dire de la "tangente") de Newton-Raphson  est 
bien connue. Elle permet d'obtenir des approximations successives a n, 
n = 0, 1 ,2 , . . . ,  d'une racine a d'une 6quation de la forme f ( t )=  0 en 
partant d'une approximation i itiale (bien choisie) a0 et en d6finissant les 
+ o/1 suivantes par an+ ~ = a n , 
(0.1) 
est le point d'intersection, avec l'axe des t, de la tangente au graphe de f  au 
point (a, f (a) ) .  L'efficacit6 de la m6thode provient du fait que sous des 
hypoth6ses tr6s faibles on a convergence "quadratique" de la suite a nvers la 
racine a, c'est-~-dire, 
(( )2) 
a-  ct,+ 1 = O a -  a n ~0 s in - - *  oe.  (0.2) 
Par exemple, si f est de classe C 2 au voisinage de a et si f'(a) ~= 0 alors un 
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d6veloppement limit+ de Taylor dans (0.1) au point a montre que 
a - a +-- f " (a )  . (a - a) 2 +. . - .  (0.3) 
2 f ' (a )  
Ce ph6nom6ne de convergence rapide est couramment d6crit en langage 
num6rique n disant qu'h toutes fins pratiques, le nombre de d6cimales 
exactes pour la racine a est doubld ~ chaque pas d'it6ration. 
La version classique de l'it6ration de Newton-Raphson que nous venons 
de rappeler fait partie int6grante du domame de l'Analyse et ne se prate pas, 
comme telle, h une interpr6tation combinatoire directe. N+anmoins, c'est en 
la traduisant d'abord dans le contexte des s6ries formelles (section 1) que 
nous pourrons ensuite, ~ l'aide du langage t des m6thodes de la th6orie des 
esp6ces de structures au sens de Joyal [2], la faire "basculer" dans le 
domaine de la Combinatoire proprement dite (section 2). Techniquement 
parlant, l'it6ration de Newton-Raphson apparaitra combinatoirement 
comme la solution naturelle au probl6me de la formation d'une suite 
d'esp6ces de structures convergeant quadratiquement (dans un sens que l'on 
pr6cisera) vers l'esp~ce des arborescences nrichies au sens de Labelle [3]. 
Finalement, nous introduisons dans la section 3 un concept nouveau qui est 
celui de nervure d 'ordre k d'une arborescence enrichie. Ce concept permet 
de g6n6raliser notre traitement de l'it6ration de Newton-Raphson au cas de 
la convergence d'ordre sup6rieur (i.e,, cubique, biquadratique,_.., etc.). 
1. Lr CAs DES SI~RIES FORMELLES 
On peut consid~rer que le probl6me de r6soudre une 6quation se ram6ne 
essentieUement g celui du calcul d'un inverse local pour une fonction. I1 est 
donc naturel, dans le contexte des s6ries formelles cette fois, d'interpr6ter 
l'it6ration de Newton-Raphson comme une m6thode permettant l'inversion 
rapide de ces s6ries sous l'op6ration de substitution. Par exemple, soit Q le 
corps des rationnels (ou, plus g6n6ralement, un corps commutatif de 
caract6ristique z6ro) et soit 
= = e ,x  + + . . -  
une s6rie formelle donn6e (avec c I =~ 0). En prenant f ( t )=  c ( t ) -x  off 
t = t(x), on voit imm6diatement que la solution a de l'6quation f ( t )  = 0 est 
la s6rie formelle 
a = a(x )  = 
qui est l'inverse de c sous la substitution. Utilisant l'expression (0.1) on peut 
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alors former une suite d'approximations ai = ai(x),  i > O, de la solution 
a = a(x )  en posant a 0 0 et ai+ ~ ~ , i > 0, avec 
- x (1 .1 )  
a += a c ' (a )  
Brent et Kung [1] ont 6tudi6 l'efficacit6 de cette m6thode d'inversion sous 
l'angle de la complexit6 des calculs qu'elle implique. La formule (0.3) 6tant 
encore valable on a, en particulier, que le ph6nombne de la convergence 
quadratique se traduit comme suit: si a (x )  poss~de un contact d 'ordre n avec 
a (x )  (i.e., les termes de ces s6ries coincident jusqu'h l'ordre n) alors a+(x) 
possOde un contact d 'ordre 2n + 1 avec a(x).  
C'est donc dire que le nombre de termes exacts est plus que doubld 
chaque pas d'it6ration. 
Marne cette version plus alg6brique de l'it~ration de Newton-Raphson ne 
se relive pas, comme telle, au plan combinatoire. La principale difficult6 est 
due au fair que (sauf dans des cas triviaux) la positivit6 des coefficients de 
c(x)  n'entraine pas la positivit6 des coefficients de a(x) .  
Une fagon de faire dispara~tre cette difficult6 est d'6crire, sans perte de 
g6n6ralit~, la s6rie ~ inverser sous la forme 
c(x )  = x / r (x ) ,  (1.2) 
off r(x)EQ[[x]] satisfait r(0) * 0. Le probl6me de l'inversion de la s6rie c(x)  
revient alors/t r6soudre l'6quation 
f ( t )  = 0, o f i f ( t )  = xr ( t )  - t. (1.3) 
Avec ce nouveau choix pour f,  la formule (0,1) s'6crit 
xr (a )  - a 
a += a + 1 - xr ' (a )  (1.4) 
et on v6rifie que la positivit6 des coefficients de la s6rie r (x )  entra~ne la 
positivit6 des coefficients de la s6rie a(x) ,  inverse de c(x)  (par exemple, en 
invoquant la formule d'inversion de Lagrange, voir [3]). Cette derni6re 
version de l'it6ration de Newton-Raphson est en fait plus efficace que la 
pr6c6dente puisque (0.3) montre qu'un contact d'ordre n entre a e ta  est, 
cette fois, transformO en un contact d'ordre 2n + 2 entre a + eta .  De plus, 
une approche combinatoire pour (1.4) est maintenant possible. C'est ce que 
nous allons voir dans la section qui vient. 
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2. L'APPROCHE COMBINATOIRE 
Pour nous situer dans un cadre ad6quat, nous allons faire appel h certains 
concepts fondamentaux de la r6cente th6orie combinatoire des esp~ces de 
structures au sens de Joyal. Cette th6orie permet de repr6senter de faqon 
purement combinatoire ([ire ensemb[iste) les s6ries g6nbratrices ex- 
ponentielles ainsi que les op6rations usuelles sur celles-ci, principalement 
l'addition, la multiplication, la substitution et la d6rivation. Le lecteur non 
fami[ier avec le langage t les m6thodes de cette th6orie pourra consulter [2] 
qui est l'article de fond sur le sujet. 
Plus sp6cifiquement, ous nous proposons de d~duire combinatoirement la 
version (1.4) de l'it6ration de Newton-Raphson h partir d'un probl~me 
d 'approximation entre esp~ces de structures. 
Par convention, le degr6 d'approximation d'une esp6ce donn6e M par une 
esp6ce N est mesur6 par l'ordre de contact que les esp6ces Met  N ont entre 
elles: un contact d'ordre n, not6 
M "- N, (2.1) 
signifie que les espSces "tronqu6es" obtenues de Met  N en oubliant les 
structures port6es par les cardina[it6s > n sont isomorphes. On remarquera, 
en particulier, que les s6ries g6nSratrices M(x)  et N(x) associ~es auK esp~ces 
Met  N ont alors un contact d'ordre n au sens de la section pr6c6dente. Dans 
le cas off les deux espSces Met  N sont isomorphes on 6crira simplement 
M = N pour ne pas alourdir les notations. 
En faisant appel aUK op6rations g6n6rales (addition, multiplication, sub- 
stitution, etc) entre esp6ces de structures, le probl6me de l'inversion des 
s6ries formelles (version (1.3)) se relSve au plan combinatoire comme suit: 
R6soudre pour l'esp6ce inconnue T l'6quation combinatoire 
c'est-h-dire, f (T )  = XR(T)  - T = 0, (2.2) 
T = 
off R est une esp~ce fixOe quelconque t X est l'esp6ce des singletons. La 
solution de cette 6quation est l'esp6ce A des arborescences R-enrichies au 
sens de Labelle [3]: une arborescence (= arbre avec racine) 6tiquett6e par 
les 616ments d'un ensemble fini U est dite R-enrichie si la fibre de chaque 
616ment (pour l'orientation canonique des ar~tes en direction de la racine) 
est munie d'une R-structure. 
Pour le voir, il suffit de remarquer que l'isomorphisme 
A = XR(A) ,  (2.3) 
qui caract6rise la solution A s'interprSte n disant que la donn6e d'une 
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A-structure st canoniquement 6quivalente h la donn~e d'un singleton suivi 
d'une R-assembl6e de A structures (voir figure 1). It6rant cette analyse 
jusqu'h 6puisement de l'ensemble fini sous-jacent on arrive h la conclusion 
qu'une A-structure st bien une arborescence R-enrichie (voir figure 2 dans 
laquelle les R-structures plac~es ur les diverses fibres sont symbolis6es par 
des arcs de cercle). Dor6navant, outes nos arborescences seront R-enrichies 
sans qu'il soit n6cessaire de le sp6cifier explicitement. Fixons un entier n > 0 
et posons-nous le probl6me d'approximation combinatoire suivant: 
A partir d 'une esp~ce a ayant un contact d 'ordre n avec l 'espkce A(i.e., 
a~A) ,  construire combinatowement et de fafon canonique une meilleure 
approximation a + de A au sens oft, cette fois, 
a + 2"+2A. (2.4) 
Etant donn6 la nature du probl6me, nous pouvons supposer que a est 
l'esp6ce des arborescences ldgbres au sens de la d6finition suivante. 
DI~FINITION l. Une arborescence (R-enrichie) sur un ensemble fini U 
est dite 
(1) lkgkre si IUI < n, 
(2) lourde sin + 1 < IUr < 2n + 2, 
off IU[ repr6sente la cardinalit6 de l'ensemble U. 
D~signons par fl l'esp~ce des arborescences lourdes. Etant donn6 qu'une 
arborescence quelconque sur un ensemble U de cardinalit6 ]U I < 2n + 2 est 
FIGURE 2 
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FIGUI~ 3 
soit 16ghre, soit lourde, on a 6videmment 
+ (2.5) 
Ainsi notre probl~me d'approximation se ram6ne ~ la construction de 
l'esp~ce 1~ des arborescences lourdes h partir de l'esp6ce a des arborescences 
16g6res. Analysons donc la structure de l'arborescence lourde g6n6rique (sur 
un ensemble de cardinalit6 _< 2n + 2). 
Un argument simple de cardinalit6 montre qu'a la racine d'une arbores- 
cence lourde est attach6e une R-assemblhe d'arborescences toutes 16g6res 
sauf au plus une seule qui est lourde (voir figure 3). En effet, si au moins 
deux des arborescences attachb, es 6taient lourdes, la cardinalit6 de l'ensem- 
ble sous-jacent serait > 2n + 2 (h cause de la racine), contrairement 
Phypoth6se. 
Une it6ration de cette dichotomie jusqu'h 6puisement des arborescences 
lourdes rencontr6es en cours de route permet de d6composer canoniquernent 
l'arborescence lourde de la fa~on d6crite par la figure 4. Le chemin pointill6 
contenu dans cette figure permet, en quelque sorte, de "coder" notre 
d6composition canonique de l'arborescence lourde en arborescences 16g6res, 
Par simple d6coupage, on peut r6sumer la figure 4 h l'aide de la figure 5. 
FIGUKE 4 
FIGURE 5 
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En termes plus imag6s: sur un ensemble U tel que n + 1 _< ]U[ < 2n + 2, 
une arborescence lourde 6quivaut canoniquement/t une suite finie d 'arbores- 
cences 3 branches l~gbres ayant chacune une "branche morte" (pointill~e) 
suivie d 'une arboreseence lourde ~ branches lOgkres. 
Les op6rations g6nSrales entre espbces permettent de r6interpr6ter 
alg6briquement les constituants de la figure 5 comme suit: 
• L'espb, ce des arborescences ~ branches l~g~res ayant une branche morte 
symbolis6e g6n6riquement par ia figure 6 est isomorphe/t l'espbce d6crite 
par la formule 
XR'(a) .  (2.6) 
En effet, cette figure repr6sente un point suivi d'une R'-assembl6e de 
a-structures. On le voit facilement /~ cause de la presence de la branche 
morte (segment pointill6) et de la d6finition de l'esp6ce d6riv6e R'. 
• L'espb, ce des arborescences lourdes ~ branches lkgbres symbolis6e 
gSn6riquement par la figure 7 est isomorphe ~ l'espbce d6crite par la formule 
XR (a) - a. (2.7) 
I~a soustraction de l'espb, ce a dans (2.7) provient du fait qu'une arborescence 
du genre de celle de la figure 7, bien que de la forme XR(a),  n 'estpas lSg6re 
6tant donn6 qu'elle est portb, e par au moins n + 1 points (en raison de 
l'analyse qui nous a conduits uccessivement aux figures 3, 4, et 5). 
Utilisant (2.6) et (2.7) nous pouvons doric 6crire 
/3 2"~2 (su i te  f in ie  de XR'( ~)) . ( XR (a)  - a) 
- -  L(XR ' (~) )  - (XR(~)  - ~), 
off L (X)  = 1/(1 - X) d6signe l'espbce des ordres lineaires [2]. 
(2.8) 
FIGURE 7 
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Compte tenu de (2.5) nous avons donc obtenu combinatoirement (e sans 
faire appel ~ aucune tangente, courbe ou s6rie formelle) la version suivante 
de l'it6ration de Newton-Raphson (comparer avec (1.4)). 
PROPOSITION 2. Soit L l'esp6ce des ordres lin~aires et soit a l'esp6ce des 
arborescences R-enrichies lbg6res (i.e., port6es par des cardinalit6s _< n). 
Alors l'esp6ce a+ d6finie par 
= + L (  XR ' ( . ) )  . ( xe( ) - (2.9) 
poss~de un contact d 'ordre 2n + 2 avec l'espOce A des arborescences R- 
enrichies. 
3. CONVERGENCE D'ORDRE SUPI~RIEUR 
L'esp6ce des arborescences lourdes (au sens de la d6finition 1) nous a 
permis de reformuler la notion de convergence quadratique et d'aboutir/l la 
version combinatoire (proposition 2) de l'it6ration de Newton-Raphson. 
Afin d'obtenir une convergence d'ordre sup6rieur nous allons d'abord 
61argir la notion d'arborescence lourdc. 
D~EINITION 3. Soient n > 0 et k > 1 des entiers fix6s. Une arborescence 
(R-enrichie) sur un ensemble fini U est dire k-lourde si 
n + 1 < IU[ < (k + 1)(n + 1). (3.1.) 
D6signons par fl~ l'esp6ce des arborescences k-lourdes. 
Le probl6me d'approximation d'ordre (k + 1) que nous posons mainte- 
nant est celui de d6crire une espb, ce a + ayant un contact d'ordre (k + 1) 
(n + 1) avec l'esp6ce A des arborescences (R-enrichies),/L partir de l'espb, ce 
a des arborescences 16g~res. 
Etant donn~ que 
a+f lk  ~_~A of i r= (k+ 1) (n+ 1), (3.2) 
il suffit, comme plus haut, d'exprimer l'esp~ce fig ~t l'aide de l'esp6ce a. A la 
racine d'une arborescence k-lourde (g6n6rique sur au plus (k + l)(n + 1) 
points) sont attach6es des arborescences toutes 16g6res auf, au plus, k qui 
sont k-lourdes. C'est-h-dire qu'il existe un et un seul i, satisfaisant 0 _< i _< k, 
pour lequel on ait la situation d6crite par la figure 8. It6rant cette analyse 
jusqu'h 6puisement des arborescences k-lourdes rencontr6es on obtient 
g6n6riquement la situation d6crite par la figure 9. Cette fois-ci, au lieu d'une 
simple colonne vert6brale, c'est plut6t une nervure d'ordre k (i.e., la 
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sous-arborescence pointill6e de la figure 9) qui permet de "coder" notre 
d6composition canonique de l'arborescence k-lourde en arborescences 
16g6res. Pour i > 1 fix6, (et sur un ensemble quelconque) le membre de 
droite de la figure 8 d6crit une structure g6n6rique d'esp6ce 
XR(i)( a)flik/i!. (3.3) 
Cette formule provient de la d6finition g6n6rale des d6riv6es successives 
d'une esp6ce t du fait que les i segments pointill6s de la figure 8 ne sont pas 
ordonn6s (d'o6 la division par i!). 
Compte tenu de (2.7) et (3.3) la figure 8 (somm6e pour i = O, 1,. . . ,  k) 
montre que l'on a 
flk~y, r = (k + 1)(n + 1), (3.4) 
off y est l'esp6ce d6finie implicitement par l'6quation combinatoire (poly- 
nomiale en y): 
= + E i! 
i=1 
(3.5) 
Nous avons donc obtenu la version combinatoire suivante pour l'it6ration 
de Newton-Raphson d'ordre sup6rieur. 
Fmu~9. (icik_>7). 
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PROPOSITION 4. Soit e~ l 'esp~ce des arborescences R-enrichies lOgbres (i.e. 
portOes par des cardinalitOs < n) et soit y l'espkce dffinie implicitement par 
l'Oquation combinatoire polynomiale (3.5). Alors l'espbce c~ + dffinie par 
c~ += a + 3' possOde un contact d ' ordre (k  + 1)(n + 1) avec l'esp&ce A des 
arborescences R-enrichies. 
On remarquera que dans le cas special ofa k = 1, on retrouve bien la 
version (2.9) de l ' i terat ion de Newton-Raphson 8tablie dans la section 
pr6cedente. En effet, l '6quation polynomiale (3.5) est alors lin6aire en 3' et 
peut se r6soudre explicitement. 
En guise de retour final ~ l 'Analyse classique (en supposant que f ( t )  = 
xR( t )  - t o6 R(t )  est une fonction de classe C k+l ou une s&ie formelle), le 
lecteur v6rifiera que la proposit ion 4 que nous venons de d6montrer conduit  
naturel lement ~ la situation suivante: Si a est une approximat ion d'une 
racine a de l '+quation f ( t )  = 0 alors on obtient une nouvelle approximat ion 
a + en annulant le polyn6me de Taylor de degr~ k 
f (k ) (a )  (t (3.6) f ' (eO"  c~) + . . .  + - -  - a) k 
f (a )  +~f - .  t t -  k! 
de la fonction f ( t )  (d~velopp6e autour du point  t = ~). De plus, la conver- 
gence, lorsqu'el le a lieu, est d 'ordre k + 1 au sens o/1, pour an+ l = a~ +, 
n = 0 ,1 ,2 . . . ,  on a 
a - a ,+ 1 = 0( (a  - a , )k+' ) .  (3.7) 
On retrouve 6videmment le cas classique de la "tangente" en prenant  k = 1. 
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