f (x i ). In MC, the points x i come from a pseudorandom sequence, and in QMC, a low-discrepancy sequence. Convergence of the function averages to the integral, and error estimation, is done in fundamentally different ways: the theory of MC methods is based on probability, whereas QMC methods is based on number theory, in particular, the theory of uniform distribution modulo one. A comprehensive survey of QMC can be found in the monograph by Niederreiter [4] . The quality of the number sequence used in MC and QMC is essential to the accuracy of their estimates. In MC, a common method to assess the quality of a pseudorandom sequence is to subject the sequence to a battery of statistical tests. These tests check how well the sequence approximates the ideal random number sequence, since the theory of MC is based on the assumption that the numbers that we observe are i.i.d. realizations of a random variable. There is a vast literature on the theory of statistical tests for randomness; see Knuth [2] for a survey.
Measuring the quality of a low-discrepancy sequence brings additional challenges. There are two main approaches: theoretical, and numerical. The theoretical approach compares different sequences by computing the upper bounds for their discrepancy; the limitations of this approach are discussed inÖkten et. al. [6] . The most commonly used numerical approach is to compare different sequences by the exact error they produce when they are applied to some problems with known solutions. This approach is practical, but does not necessarily reveal why a sequence is better, or whether the advantages observed in one problem can be extrapolated to other problems.
The alternative numerical approach is to compute the star-discrepancy, or one of its variants. The star-discrepancy of vectors
A N (S) counts the number of vectors x i , 1 ≤ i ≤ N, that are in S, λ(S) is the Lebesgue measure of S, and the supremum is taken over the family of all such intervals. If the supremum is taken over intervals of the form
[α i , β i ), then we obtain the so-called (extreme) discrepancy. Computing the star-discrepancy is an NP-hard problem ( [1] ). There are a few algorithms in the literature that compute estimates for star-discrepancy ( [7] , [9] , [10] , [11] , [12] ). Because of the computational complexity, these algorithms are typically used when the dimension is in the low teens and the number of vectors is a few hundreds; values that are much smaller than what is used in practical applications in simulation. In the next section, we will discuss how a well known statistical test for randomness can be used as a measure of quality for low-discrepancy sequences. In the numerical examples we will show how the test can give useful information about the underlying sequences in dimensions up to 20, and the number of vectors up to 40, 000. The crucial property of a net (or, sequence) is how elements of the net are distributed among the elementary intervals: the proportion of elements of the net that fall in an elementary interval is equal to the volume of the elementary interval. This property also appears in the notion of a uniform point set, which is a generalization of (t, m, s)-nets introduced by Niederreiter [5] . Consider a general probability space (X, B, µ), where X is an arbitrary nonempty set, B is a σ -algebra of subsets of X, and µ is a probability measure defined on B. Let M be a nonempty subset of B. For a point set P = {x 1 , . . . , x N } and M ⊆ X, define A(M ; P) as the number of elements in P that belong to M. A point set P of N elements of X is called Niederreiter [5] proves error bounds when uniform point sets are used in QMC
Uniform point sets and the collision test
integration. An interesting feature of these bounds is that they do not require the integrand to be smooth. For example, for the special case when M ={M 1 , ..., M k } is a partition of X, we have
where
The above error bound suggests the following intuition for a good QMC integration rule: find an appropriate partition of the domain, and then construct a point set that allocates elements to each set in the partition in proportions that are equal to the measure of each set. If we use a sequence {x n } ∞ n=1 , instead of a finite point set {x n } N n=1 , then we certainly cannot preserve the property of a uniform set for all N. Instead, we would strive to obtain sequences where blocks of finite elements are uniform point sets infinitely often (like the relationship between a (t, m, s)-net and (t, s)-sequence), and between blocks the proportion of elements do not deviate too much from the measure of each set. We can then measure the quality of a uniform sequence by its deviation from perfect proportions.
The notion of a partition of a domain, and points falling in each set of the partition in equal proportions, also appears in the collision test, which is a statistical test for pseudorandom sequences. Consider K urns, and imagine tossing (randomly) a smaller number, L, of balls into the urns. We toss balls one after another. A ball falls into a specific urn with probability 1/K. We say there is a collision if a ball falls into an urn that already has a ball. The probability distribution of the number of collisions and the percentage points for the distribution can be computed exactly. Given a pseudorandom number generator, we can count the number of collisions it gives, and reject the generator if this number is too small or too big. See Knuth [2] for a detailed discussion of the collision test.
We adopt the following interpretation of the collision test where urns are sets in some partition M of the domain X, and balls are elements of a sequence {x n } ∞ n=1 in X. The partition M is not necessarily tied to the way the sequence is constructed, rather, it can be obtained using the specific features of the problem at hand. For example, Spanier [8] considers some problems from particle transport theory where one integrates functions over a space of random walks X. Spanier partitions the space as X = (∪Λ k ) ∪ Λ ∞ where Λ k consists of random walks that terminates in k steps. This is a natural partition to consider in these type of problems, and Spanier remarks that (pg. 134, [8] ) a crucial test for QMC (or, MC) simulation is whether the measure of Λ k (the probability of a random walk terminating in k steps) is well approximated by simulation. In our terminology, this means we need sequences in (0, 1) s such that when these sequences are used to generate random walks in X, the proportion of random walks that terminate in k steps is "close" to exact probability of the event.
Once we decide on an appropriate partition, we can assess the quality of a sequence by the collisions it produces. If K = L, i.e., there are equal number of urns and balls, having zero collisions implies having a uniform point set. If L < K, having less collisions suggests the sequence is not over representing a certain subset. If the number of collisions is too large, we can revisit the sequence or the transformation method we use (see example 2). The statistical distribution of number of collisions can be computed numerically, and this can be used as a benchmark for deciding on an upper bound for appropriate number of collisions for QMC sequences. Unlike pseudorandom sequences, the results of a collision test cast doubt on the QMC sequence only if the number of collisions is too large. In our numerical results, we take the 90th percentile for the number of collisions as our benchmark. The relationship between the collision test and (M, µ)-uniform point sets can be made more precise by a generalization of equation (1). In the following theorem, the point set P is any point set.
Theorem If f is any bounded µ−integrable function on a probability space (X, B, µ),
If we let C the total number of collisions, k = N (equal number of urns and balls), µ(M j ) = 1/N (uniform division of the space) and max j (|g j (f )|, |G j (f )|) ≤ K in the above theorem, then we have
Numerical Results
The [a j /b k j , (a j + 1)/b k j ) as urns, and if want E to have full dimension, i.e., k j > 0 for all j, then we will have to consider at least b s urns. This will be computationally unfeasible for moderate dimensions, for example, if s = 20, the number of elementary intervals would be 23 20 . For these reasons, we will instead use a simpler partition, where we will divide each unit interval into two halves, [0, 1/2), [1/2, 1), and consider the resulting 2 s hypercubes as the urns in a collision test.
In the following table, we report the number of collisions when s = 20, and the collision test is applied to L = 20, 000 and 40, 000 elements of the linear scrambled Faure sequence, digit scrambled Faure sequence, and the Faure sequence. (For scrambled Faure sequences, see [3] .) The number of urns is K = 2 20 . For the scrambled sequences, we report the range of collisions for one hundred independently scrambled sequences, followed by the percentage of collisions that are larger than the corresponding 90th percentile for the distribution of collisions. For example, the first entry in the table shows that the minimum and maximum of one hundred collisions, obtained from one hundred independently generated linear scrambled Faure sequences, is 131 and 297, and 15% of the collision values are larger than 210. For the standard Faure sequence, we simply report the number of collisions in the fourth column. The last column displays the 90th percentile for the distribution of collisions. One rather surprising observation is that the standard Faure sequence gives collisions that are significantly larger than its randomized versions. This suggests in a problem where the function depends equally on each half of the unit interval for each variable, the Faure sequence may give poor estimates compared to its scrambled versions. Another observation is that the collision numbers for the linear scrambled sequences are in general lower than the digit scrambled sequences, giving smaller "failure" percentages. To show how the poor collision numbers for the Faure sequence could result in poor integration error, consider the following test integral commonly used in the literature: f (x 1 , ..., x s ) = s i=1 |4x i − 2| . We estimate the integral of f over (0, 1) s by QMC averages 1 N N i=1 f (q i ), where {q i } is an s dimensional low-discrepancy sequence. The true value of the integral is 1. In Table 2 we consider two sample sizes; N = 20, 000 and 40, 000. The second and third columns of the table display the range (min, max) of one hundred estimates obtained by the corresponding scrambled Faure sequence. The last column gives the estimates obtained from the standard Faure sequence. The anomaly we observed earlier is reflected in these results: the estimates of the standard Faure sequence are smaller than the minimum of the one hundred estimates obtained by scrambled sequences in each case. 
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