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Abstract 
This article is a brief tutorial dealing with the conceptual aspects of  (i) excitation transfer in molecular assemblies, such as 
occurs in the early steps of photosynthesis, (ii) radiationless transitions, which are ubiquitous participants in the light induced 
isomerization reactions that support vision and (iii) active control of product selection in a chemical reaction.  All of these 
processes exhibit explicit quantum effects that arise from competition between coherent and incoherent evolution of the initial 
state of the system expressed in the atom and/or electron dynamics.  Topic (iii) is associated with how a molecular assembly can 
be designed to optimize the use of coherent processes to improve efficiency of conversion of the initial excitation to product 
under the constraint that there are fluctuations in the surrounding medium.  
 
1. Introduction 
  
 I have been asked to provide an overview of the manifestation of quantum effects in chemistry.  Of course, 
all chemical processes depend implicitly on the quantum nature of matter, but many are adequately interpreted using 
the language of classical mechanics, with the role of quantum mechanics subsumed in a parametric representation 
appropriate to the process.  For example, the atomic dynamics in a chemical reaction can often be described in terms 
of the classical motion of the atoms on a potential energy surface.  However, the definition and representation of that 
potential energy surface and how it is related to the electronic structure of the molecule requires a quantum analysis.  
And it must be noted that not all chemical processes can be interpreted with an analysis that includes only implicit 
dependence on quantum mechanics.  It is those other processes that are at the focus of attention of this Solvay 
Conference.  Specifically, this Solvay Conference is concerned with chemical processes with biological relevance 
for which explicit consideration of the detailed role of quantum effects is required for proper interpretation.  With 
this focus in mind I will very briefly discuss (i) excitation transfer in molecular assemblies, such as occurs in the 
early steps of photosynthesis and (ii) radiationless transitions, which are ubiquitous participants in the light induced 
isomerization reactions that support vision.  Both of these processes exhibit explicit quantum effects that arise from 
competition between coherent and incoherent evolution of the initial state of the system expressed in the atom 
and/or electron dynamics.  I will also briefly discuss active control of product selection in a chemical reaction.  For 
this Solvay Conference, the interest in this last topic, and the potential biological context, is associated with how a 
molecular assembly can be designed to optimize the use of coherent processes to improve efficiency of conversion 
of the initial excitation to product under the constraint that there are fluctuations in the surrounding medium. 
 
 This article should be viewed as a tutorial dealing with the conceptual aspects of the topics selected, with all 
details associated with the theoretical analyses omitted, so that attention can be wholly focused on the important 
physical ideas.  
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2. Excitation Transfer in Molecular Assemblies [1] 
   
 Photochemical reactions often require transfer of energy from the molecular chromophore that absorbs light 
to the molecular site at which reaction occurs; this transfer may be intramolecular or intermolecular.  We first focus 
attention on excitation energy transfer between molecules, the character and speed of which depends on the spatial 
order of the molecular assembly. The molecular assemblies of interest range from dimers, through multiple 
molecule aggregates, to molecular crystals; the molecules involved may be identical or different.  An analysis of 
excitation energy transfer in a one-component rigid crystal of weakly interacting molecules is a suitable vehicle for 
introducing the important concepts.   
 
 Consider an assembly of N identical molecules with centers and orientations ordered in an infinite crystal 
lattice at T = 0.  We assume that the molecules interact very weakly when in their ground states, and that the electron 
density associated with an excited state of a molecule has very small overlap with the electron density of the 
neighboring molecules.  These restrictions define a class of crystal excitations denoted Frenkel excitons (see below), 
which we analyze employing an approximation analogous to the Born-Oppenheimer approximation used in the 
theory of molecular electronic structure, namely that the electronic states of the crystal are determined by the 
equilibrium positions of the molecules in the lattice and are only weakly altered by intramolecular and lattice 
vibrations.  
 
 The simplest crystal lattice has one molecule per unit cell.  It is a consequence of the translational symmetry 
of the crystal that the energy of excitation of any one molecule in the crystal is the same as the energy of excitation 
of any other molecule.  If there were no interactions between the molecules that excited state would be N-fold 
degenerate.  However, when there is a non-zero interaction between the molecules in the crystal it is not possible to 
construct a true stationary state of the rigid (undeformed) crystal with the excitation energy localized at one 
molecule.  No matter how small the interaction, the N-fold degeneracy of the excited state is lifted and the molecular 
excitation does not remain localized to one lattice site.  Rather, the excitation is delocalized over all of the molecules 
in the crystal.  These delocalized excited states of the crystal are the Frenkel exciton states.  If w is the energy of 
interaction between nearest neighbor molecules, then the lifetime of a temporarily localized excitation against 
transfer to a near neighbor is of order h/w.  The translational symmetry of the crystal with one molecule per unit cell 
requires that the excited state wave function be a linear combination of product wave functions representing 
localized excitations, each multiplied by a phase factor exp(ik.Rl) where k, the exciton wave vector, describes the 
site-to-site modulation of the excited state wave function and Rl is the location of the l th lattice site (and localized 
excitation).  Using the crystal wave function for the excited state, one obtains the energy of the excitation, E(k). 
 
 When there are several molecules in the unit cell the site-to-site transformations that define the crystal 
symmetry include a subset that changes the position and orientation of one molecule in the unit cell into those of the 
others in the unit cell.  Appropriate linear combinations of the localized excitations within a unit cell that satisfy 
these site-to-site transformations may be constructed and then combined with the phase factor representing 
translational symmetry of the unit cells to define the crystal wave function for the excited state.   
 
 The energy of excitation, E(k), combined with selection rules, determines the spectrum of observable 
transitions and the rate of transfer of energy in the crystal.  For the rigid crystal the key results of this analysis are: 
(1) There is a general displacement of the spectrum of states of the crystal relative to that of the free molecule 
arising from the difference in the interactions between an excited molecule and the crystal, and an excited 
molecule and the vacuum. 
(2) The crystal field generates a complete or partial removal of the degeneracy of the molecular state. 
(3) There is an increase, relative to the isolated molecule, in the number of transitions because of the 
transformation properties imposed on the stationary states by the symmetry of the crystal.  The differences 
between the energies of crystal states constructed from different linear combinations of molecular states lead to 
transitions polarized in different directions relative to the crystal axes, which differences in energies define the 
so-called Davydov splittings. 
(4) Dependent on the symmetry of the molecular site in the crystal, transitions that are forbidden in the isolated 
molecule can become allowed in the crystal. 
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(5) The excitation energy propagates in the rigid crystal in a wave-like fashion with a speed determined by the 
rate of change of the exciton energy with k. 
 
 The preceding discussion concerned a molecular crystal in the rotational-vibrational-electronic ground state, 
at the temperature T = 0.  The analysis can be extended to non-zero temperature by inclusion of the effects of 
intramolecular and intermolecular atomic motions.  The starting point is the Born-Oppenheimer representation of 
the molecular wave function, namely the product of the electronic wave function evaluated at the equilibrium 
positions of the atomic nuclei and the vibrational wave function for the atomic displacements about those 
equilibrium positions, the latter usually represented by motions along normal coordinates.  If the interaction energy 
between the molecules in the crystal is small compared to the energy differences of the molecular vibrations, the 
latter are only weakly coupled to the crystal electronic energy.  In this case the intensity in the spectrum of the 
crystal is spread over several bands to form one or more progressions, each involving one molecular vibrational 
mode.  Leaving aside technical issues associated with the calculation of the molecular interactions, with this 
extension the theory accounts for the major features of the spectrum of excitations of crystals of aromatic molecules 
when those excitations are derived from molecular transitions with weak to intermediate oscillator strength, 
specifically the crystal symmetry induced Davydov splittings characteristic of the singlet and triplet states of the 
crystal and the polarization ratios of related spectral components.  When the interaction energy between the 
molecules in the crystal is large compared to the energy differences of the molecular vibrations, the latter are 
strongly coupled to the crystal electronic energy, the crystal excitation is associated with a deformation of the crystal 
lattice, and the spectrum no longer has the simple structure described above.  The principal features of the spectrum 
associated with exciton-molecular vibration coupling are: 
(1) When the exciton-molecular vibration coupling is weak the “bare” exciton bandwidth is reduced uniformly 
by a vibrational overlap factor. 
(2) When the exciton-molecular vibration coupling is strong the narrowing of the “bare” exciton bandwidth is 
asymmetric, with the upper half of the band compressed more than the lower half. 
(3) The effective mass of the exciton increases with increasing exciton-molecular vibration coupling, and as the 
“bare” exciton becomes clothed with molecular vibrations its motion is retarded by nuclear displacements. 
(4) The greater the width of the “bare” exciton band the less effective is the exciton-molecular vibration 
coupling. 
(5) In the weak coupling and low temperature limits excitation transfer is coherent and the excitation wave is 
only weakly scattered; in the strong coupling and high temperature limits excitation transfer is incoherent, with 
a trajectory defined by random hopping between molecular sites. 
 
 Under what conditions and how does the transition from coherent to incoherent excitation transfer occur?  To 
answer those questions it is necessary to account for the interaction between the collective electronic excitations and 
the various fluctuations in the crystal, amongst which are lattice vibrations, the occurrence of lattice defects such as 
vacancies, the occurrence of static disordered regions of the lattice surrounding an impurity, the difference between 
the energy spectra of the host and impurity molecules, and the difference in interaction between two host molecules 
and a host molecule and an impurity molecule [2]. In the presence of these fluctuations the propagation of excitation 
energy has both coherent and incoherent components the relative amplitudes of which depend on the nature and 
strength of the various fluctuations. For example, the coupling of the exciton to lattice vibrations generates 
fluctuations in the interaction between molecules.  Of course, in the limit of zero lattice vibration amplitude there is 
zero change in molecular interaction and an exciton propagates coherently in the rigid lattice.  However, when the 
interaction energy changes associated with the lattice vibrations exceed the spread of energies that define the width 
of the exciton band the motion of an exciton takes the form of hopping from molecule to molecule in the vibrating 
crystal.  The neglect of lattice deformation about an excited molecule is satisfactory only when the exciton-lattice 
vibration interaction is weak.  When that interaction is strong, the motion of the exciton is inhibited by the drag of 
the lattice deformation, and is incoherent.  In some cases it is also necessary to account for the effects of disorder 
associated with impurities and defects in the crystal, and the effects of the surfaces of the crystal, all of which can 
lead to excitation energy trapping.   
 
 It is also necessary to account for the special properties that distinguish small ordered arrays from an infinite 
crystal.  All of the preceding discussion has been phrased with reference to the properties of an infinite crystal, in 
which case the exciton energy E(k) is a continuous function of k between the upper and lower bounds of the energy 
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band.  When the ordered assembly of interest has a finite number of molecules the excitation energy is delocalized 
but the allowed energies form a discrete set rather than a continuous band.  Nevertheless, the mechanisms of 
excitation energy transfer and of interaction between electronic and vibrational excitation remain the same modulo 
the differences associated with substitution of a discrete spectrum of exciton states for a continuous spectrum of 
exciton states.  
 
 Given these general considerations, what can we expect for chemical systems of interest.  What is the 
signature of the quantum effects?  Focusing attention just on excitation energy transfer, the bottom line is that if 
quantum effects are an important contribution to the efficiency of the excitation energy transfer in a multi-
chromophore assembly such as the photosynthetic light harvesting system, there will be oscillations of exciton 
populations and long lasting coherence of the excitation.  Just this behavior has been observed in studies of the 
transfer of excitation energy to the reaction center of the Fenna-Mathews-Owen complex from green sulfur bacteria 
(Figs. 1 and 2), noting that the competition between coherent and incoherent transfer processes is influenced both by 
the internal structure of the photosynthetic complex and the protein matrix surrounding that complex [3].  That 
competition is affected by correlations between the fluctuations of the site energies and site-site interactions.  The 
question as to whether the observed coherence effects also imply that the chromophores of the Fenna-Mathews-
Owen complex are entangled (the wave function of an entangled assembly of systems cannot be factorized into a 
product of the wave functions of the systems) is as yet not fully answered.   
 
 
Fig.1.  (a) Schematic representation of the arrangement of BChl molecules in the Fenna-Mathews-Owen photosynthetic complex and the 
delocalization patterns of the different excitons.  The excitation energy transfer pathways are marked with red and green arrows.  (b) The energy 
levels associated with excitons 1-7 and the transitions associated with the pathways shown in (a).  From T. Brixner, J. Stenger, H. Vaswani, M. 
Cho, R. Blankenship and G.R. Fleming, Nature 434, 625 (2005). 
 
 Using considerations similar to those exploited in the description of the early stages of the photosynthetic 
process, we expect the competition between coherent and incoherent excitation energy transfer to occur in other 
systems, such as conjugated polymers, and that there will also be competition between coherent and incoherent 
processes in electron transfer and hydrogen transfer reactions.  Aspects of all of these topics are discussed in the 
papers submitted to this Solvay Conference.  
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Fig.2.  Electronic coherence beating in the excited Fenna-Mathews-Owen complex.  (a) A representative two-dimensional electronic spectrum 
taken 200 fs after excitation.  (b) The amplitude along the diagonal line shown in (a) versus population time; the black line displays the exciton 1 
peak amplitude. (c) The amplitude of the peak corresponding to exciton 1 with an interpolation fit (dotted line) to the data points.  (d) The power 
spectrum derived from the interpolation fit shown in (c) compared with the predicted spectrum (sticks) showing beats between exciton 1 and 
excitons 2-7.  Figure provided by G. Engel.   
 
 
3. Radiationless Transitions in Large Molecules [4] 
  
 The preceding Section sketched the role of quantum effects in excitation energy transfer between molecules.  
There are many processes that depend crucially on intramolecular energy transfer.  Consider so-called radiationless 
transitions, which characterize unimolecular reactions in which the reactants and products differ only in the 
distribution of energy in the rotational, vibrational and electronic degrees of freedom.  A qualitative description of 
the elementary properties of radiationless transitions follows from the following observations.     
 
When an atom in a dilute gas of atoms absorbs light with frequency less than that of its ionization threshold and with 
frequency bandwidth small relative to the spacing of the excited bound atomic states, the frequency and intensity of 
the light it emits are the same as those of the light it absorbs (unit quantum yield of fluorescence).  When the same 
experiment is carried out with a large polyatomic molecule the result is different.  The density of bound excited 
states of a polyatomic molecule is typically large enough that the frequency bandwidth of a light source will almost 
always be resonant with many transitions from the ground state.  Whereas the absorption of light by an atom under 
the conditions mentioned generates an excited state that is a stationary state of the atomic Hamiltonian and is non-
stationary only with respect to radiative transitions, when a polyatomic molecule is excited with light with energy 
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less than its ionization or fragmentation thresholds the typical state that is generated is a superposition of many 
bound excited states; that superposition state is not a stationary state of the molecular Hamiltonian.  The non-
stationary character of the initially excited state arises from interferences between the set of populated excited states.  
In this case the resonance emission intensity is smaller than the absorption intensity and the molecule also emits 
long-lived longer wavelength radiation (phosphorescence).  The several intramolecular processes that transfer 
energy from the initial state to other manifolds of states in the molecule are collected under the rubric radiationless 
transitions.  There is no satisfactory classical mechanical interpretation of the general characteristics of radiationless 
transitions in polyatomic molecules, or of the selectivity that is observed in those transitions.  Indeed, the classical 
mechanics of an excited polyatomic molecule is typically in the energy domain where the motion exhibits 
deterministic chaos.  However, the quantum mechanics of a bounded system always generates a discrete spectrum of 
states, and therefore the system motion is always at least quasi-periodic.  The most general definition of 
deterministic chaos in a classical system is that it is characterized by positive Kolmogorov entropy, which is a 
measure of the exponential divergence with increasing time of two trajectories that start infinitesimally distant from 
one another.  The Kolmogorov entropy of a system with quasi-periodic motion is zero, from which it follows that a 
quantum system with a discrete spectrum of states cannot exhibit chaotic motion.  This observation opens the door 
to observation of the consequences of quantum effects in intramolecular energy transfer in a polyatomic molecule. 
 
 The extant theory of radiationless processes exploits the subdivision of the molecular Hamiltonian, H, into a 
part corresponding to a model system, H0, often called the zero-order Hamiltonian, and a remainder Hamiltonian, H 
− H0, by following the evolution of an excitation initially localized to one or a subset of states of the zero-order 
Hamiltonian.  The zero-order Hamiltonian and the full system Hamiltonian have the same number of degrees of 
freedom, so that each member of the complete set of solutions to the full Hamiltonian can be expanded in terms of 
the complete set of solutions to the model Hamiltonian, and vice versa.  The stationary states of the model 
Hamiltonian are not stationary states of the full Hamiltonian.  A conventional choice for the model Hamiltonian is 
defined by the Born-Oppenheimer approximation and zero spin-orbit interaction; the remainder Hamiltonian then 
contains the nuclear kinetic energy and spin-orbit operators.  When used to characterize a polyatomic molecule, the 
states of the model system Hamiltonian can usually be separated into pure spin manifolds within which, at some 
selected energy, the densities of states vary from small to large to quasi-continuous.  Thus, for any reasonably sized 
polyatomic molecule such as benzene, at the energy corresponding to the ground vibrational state of the first excited 
singlet electronic state, S1({vi} = {0}), the densities of vibrational states built on the ground singlet electronic state, 
S0({vi}={ni}), and on the first triplet electronic state, T1({vi}= {mj}), are very large.  Often, there is a considerable 
energy range in which the excited vibrational states of S1 are widely spaced and have sufficiently large transition 
dipole moments with the S0 vibrational ground state that they can be individually excited.  At the energies of these 
S1 vibrational states extensive mixing of the zero order states is generated by the terms in the remainder 
Hamiltonian; these mixed states are the stationary states.  The excited vibrational states of S0 that have energies near 
the sparsely distributed vibrational states of S1 have sensibly zero transition dipole moments with the S0 vibrational 
ground state because of unfavorable Franck-Condon factors.  Then the mixing of an isolated vibrational state φ1 of 
S1 with the many vibrational states φE of S2, with density ρ(E), generates molecular eigenstates ψE. In the case that 
ρ(E) is treated as a continuum the state φ1 becomes an isolated resonance with width 
Γ(E) = 2π φ1 H − H0 ψ E
2
ρ(E)  and Γ(E)  determines the lifetime of excitation initially localized on φ1,  τ =  / Γ .  
The coupling of φ1 with the molecular eigenstates can vary considerably from state to state.  In some instances, 
despite the very large density of states ψE, the coupling with only a very few of these states dominates the evolution 
of the initial excitation, and then quantum interference effects are manifest in the emission spectrum.  Such a case 
occurs [5] in isolated anthracene molecules excited to 1420 cm−1 in the vibrational manifold of the first excited 
electronic singlet state (Fig.3).  In other cases, for instance benzene [6], the variation in coupling of the initially 
excited φ1 to particular states within the very large density of states of ψE leads to a dependence of the rate of 
radiationless transition on both the symmetry and energy of the initially excited φ1, a dependence that classical 
mechanics does not describe when the system displays deterministic chaos. 
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Fig.3. Fluorescence decays of anthracene excited to 1420 cm−1 in the vibrational manifold of the first excited electronic singlet state, detected in 
the dispersed fluorescence at 370 cm−1 (top curve) and 1750 cm−1 (bottom curve) shifts from the excitation energy.  The phase shift between these 
beat spectra unambiguously identifies the modulation of the fluorescence as interference between two states.  From Ref. 5. 
 
 
 Unimolecular photofragmentation and photisomerization reactions, typically initiated with a localized 
nonstationary excitation of a part of the molecule, also require intramolecular energy transfer for reaction to occur, 
hence fall into the general category of radiationless processes.  The classical theory of unimolecular reactions 
assumes that the energy of the excited molecule is randomized prior to reaction, so that the rate of reaction depends 
only on the energy and the density of states at that energy.  However, there are reactions for which the products 
formed depend on the initial state excited as well as the energy, a selectivity that is reflective of quantum effects.  
Arguably the simplest class of photofragmentation reactions that exhibit this selectivity of product formation is the 
dissociation of van der Waals complexes, such as He1Benzene and He2Benzene [7].  The binding energies of these 
complexes are very small relative to the energies of electronic and/or vibrational excitations of benzene.  The 
fragmentation reaction is initiated by excitation of a vibronic state of benzene, whose energy is slightly shifted from 
its counterpart in free benzene.  The evolution of the initial state φ1 depends on its competitive coupling to the 
several dense manifolds of vibronic states of benzene, to the dense manifold of states associated with bound and free 
relative motion of He and benzene, and to the radiation continuum.  The products of the reaction are a He atom and 
a benzene molecule in an excited state that is different from the state prepared.  One example of the selectivity of 
product formation is illustrated in Fig.4.  Although van der Waals molecule photofragmentation is an extreme case 
in the library of possible unimolecular reactions, the observed selectivity of product formation reveals the role of 
quantum interferences and hints at the possibility that said interferences are important in other unimolecular 
reactions. 
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Fig.4.  Vibrational energy redistribution pathways following excitation of the 901  transition of He1Benzene (solid lines) and He2Benzene (dashed 
lines).  From Ref. 7.  
 
 
 With current technology, wherever interferences play a role in the mechanism of a process it is possible to 
think about controlling the process via manipulation of the interferences (see Section IV).  Indeed, Sukharev and 
Seideman [8] have proposed suppression of radiationless processes by exciting a superposition of states that 
generates a specific stationary state of the full molecular Hamiltonian that is heavily localized for a long time on 
only one electronic state; the extended stay on that electronic state reduces the rate of the radiationless transition.  
And Christopher, Shapiro and Brumer [9] have shown that if the two or more resonances associated with the zero 
order states {φi} overlap the same molecular eigenstate ψE it is possible to suppress or accelerate the transfer of 
excitation from the states {φi} to ψE over some time period.  The suppression or acceleration is achieved by 
interference between the different transitions that connect the states {φi} to ψE, and control of the suppression or 
acceleration is achieved by exciting different subsets of the {φi}.  
 
 
5. Active Control of Molecular Dynamics [10] 
  
 Theoretical and experimental developments in the past 25 years have led to the development of several 
different approaches to achieving active control of molecular dynamics, including control of the selectivity of 
product formation in a chemical reaction.  Active control implies that, for example, external electromagnetic fields 
whose intensity, phase, and spectral content vary with time are used to alter the dynamics of molecular evolution 
and direct the system to a selected target state. The common thread in the several different approaches is the 
exploitation of one or another version of interference effects associated with the quantum description of the external 
field-molecule system. Some examples of such control schemes, all of which have been demonstrated 
experimentally in isolated molecules, are sketched below.   
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 Consider a molecule that can undergo branching unimolecular reactions on the electronic ground state 
potential energy surface.  In the simplest realization of a control scheme, an incident (first) pulse of light transfers 
amplitude from the electronic ground state to the excited state, creating a wave packet on the excited state potential 
energy surface; this wave packet evolves by translation and by dephasing of its components, and after some time is 
positioned over a product channel of the ground electronic potential energy surface beyond any barrier obstructing 
product formation.  A second pulse of light then dumps amplitude from the excited state potential energy surface 
into the selected product channel on the ground state potential energy surface (Fig.5b).  The transfer of amplitude 
from the excited state to the ground state is not sensitive to whether the second pulse is in phase or out of phase with 
the first pulse. A more sophisticated version of this method exploits both amplitude and phase control by using a 
second pulse whose phase is locked to that of the first pulse, thereby creating amplitude in the excited electronic 
state that is in superposition with the initial, propagated, amplitude. The superposition of amplitudes is subject to 
interference that can be constructive or destructive, giving rise to larger or smaller excited state population for a 
given delay between pulses; variation of the pulse separation controls the character of the interference.  
 
  
Fig.5. (a) Schematic representation of the Brumer-Shapiro one-photon-three photon transition interference control scheme, (b) Schematic 
representation of the Tannor-Rice pump-dump control scheme, (c) Schematic representation of the Bergmann stimulated Raman adiabatic 
passage (STIRAP) control scheme.  From T. Brixner and G. Gerber, Chem. Phys. Chem. 4, 418 (2003). 
 
 Instead of exploiting time dependent interference associated with wave packet motion, one can exploit interference 
between the transition amplitudes of independent excitations that connect the same initial and final stationary states 
of a reactant molecule to control the population of target states (Fig.5a).  Consider a photo-induced unimolecular 
reaction.  If there are two independent excitation routes between a specified state of the reactant and a specified state 
of the products, and two monochromatic coherent excitation sources are employed, the relative concentrations of the 
products formed can be controlled because the probability of forming a specified product is proportional to the 
square of the sum of the transition amplitudes for the two independent pathways from the initial state to that product 
state.  The square of the sum of the transition amplitudes for the two independent pathways has a cross term whose 
magnitude is determined by interference.  If the amplitudes of the two transition paths are arranged to have different 
phases, the probability of forming a specified product is dependent on the extent of that interference. 
 
 The pump-dump control scheme can also be interpreted as a multiple transition interference control 
scheme. Each of the pump and dump pulses contains many frequency components, hence there are very many 
combination frequencies that connect the same initial and final states, and these will, in general, interfere. The time 
delay between the pump and dump pulses controls the relative phases among these transitions, so determines 
whether the interference is constructive or destructive. 
 
 Multi-photon induced adiabatic population transfer, such as stimulated Raman adiabatic passage (STIRAP, 
Fig.5c), is another form of active control of molecular dynamics [11].  As usually applied to an isolated subset of 
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three bare states of the molecule (initial, intermediate and final), the Stokes field resonantly couples the empty 
intermediate and final bare states, and the pump field resonantly couples the initial and intermediate bare states.  The 
physical mechanism underlying STIRAP generated population transfer is the creation of an adiabatically decoupled 
state that, at early and late times in the pump pulse-Stokes pulse time line, coincides with the initial and final bare 
states, respectively. That is, one of the eigenstates of the coupled field-molecule system, when represented in terms 
of the states of the isolated molecule, has no component of the intermediate molecular state. When the Stokes and 
pump field pulses are turned on and off adiabatically, all of the population of initial state is transferred to the final 
state. The STIRAP population transfer process has been shown to be robust over a reasonable range of detuning 
from resonances of the pump and Stokes pulses, and over a reasonable range of pump-Stokes pulse time delay. 
  
 The methods available for guiding the evolution of a quantum system by coupling it to an external field are 
not restricted to the use of a time-independent field or a simple pulse sequence. For any stated goal, say population 
transfer from an initial state to a specified target state, the design of the external field which accomplishes the goal is 
an inverse problem: given the target state and the quantum mechanical equations of motion, calculate the guiding 
field which is required.  The physical basis for the calculation of the optimal control field without restrictions on the 
shape or spectral content of the applied field is easily grasped. The pump-dump method will generate a large 
concentration of a particular reaction product only if most of the wave packet amplitude on the excited state 
potential energy surface is simply and compactly distributed over that product exit channel on the ground state 
potential energy surface.  However, in the typical case, the evolution of the wave packet on the excited state surface 
generates a very complicated distribution of amplitude, hence a simple dump pulse cannot efficiently transfer 
population to the exit channel on the ground state surface.  We can, in principle, determine what initial amplitude 
distribution on the excited state surface will evolve to the desired amplitude distribution over the exit channel by 
integrating the Schroedinger equation backwards with the desired final amplitude distribution as an initial condition.  
The result of this calculation will be, typically, an initial distribution of amplitude so complicated that it cannot be 
created by a Franck-Condon transition from the ground state.  Nevertheless, this calculation conveys an important 
insight. It suggests that the target state yield will be maximized if the applied field has suitable time dependent 
amplitude, frequency and phase such that it continuously transfers amplitude back and forth between the ground 
state and excited state surfaces as the wave packets move about on these surfaces.  The variations of amplitude, 
frequency and phase of the applied field are designed to optimize the transfer of population into the exit channel via 
minimization of cancellation of amplitude.  This observation underlies the formalism for optimal pulse shaping, 
which was first developed as an application of optimal control theory. 
 
It is to be expected that the typical optimal control field is sensitive to experimental perturbations and to 
uncertainties in molecular parameters. To overcome these difficulties Judson and Rabitz [12] suggested using the 
experimental apparatus needed to control molecular dynamics as an analog computer that solves the Schroedinger 
equation exactly with the true laboratory field. That experimental apparatus is viewed as an input-output device that 
both records a particular signal from the molecules exposed to a specified applied field and generates the applied 
field. The signal from the molecules, e.g. the intensity of fluorescence from the reaction product desired, is 
presumed to be proportional to the extent that the objective of the experiment is achieved.  A learning algorithm, 
capable of recognizing patterns in the multiple sets of applied field-signal data, is used to adjust the experimental 
apparatus to modify the applied field to optimize the signal from the molecules. The process is repeated until 
convergence of the target yield is achieved.  An early example of this control process is shown in Fig.6. 
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Fig.6.  Shaped field control of the [C5H5Fe(CO)Cl]+/[FeCl}+ product ratio arising from photo-fragmentation of C5H5Fe(CO}2Cl.  The upper part 
of the figure shows the relative yields of the two products displayed, and the lower part of the figure shows the temporal electric fields 
corresponding to maximum (left) and minimum (right) values of the product ratio.  From T. Brixner and G. Gerber, Chem. Phys. Chem. 4, 418 
(2003). 
 
  
 All of the preceding discussion is relevant to active control of molecular dynamics in an isolated molecule, 
i.e. in the absence of phase changing collisions.  Can active control of molecular dynamics be carried out in the 
liquid phase? Two features dominate the difference between the dynamics of a large isolated molecule and the 
dynamics of that molecule in solution. These are the existence of inhomogeneous broadening of the spectrum of 
states of the solute arising from the many different environments in the liquid phase, and the coupling between 
solute molecule states induced by time-dependent direct and indirect molecule-solvent interactions. The latter 
interactions ultimately destroy the coherence of the excited states necessary to actively control the dynamics. The 
key to active control of molecular dynamics in solution will be establishment of the necessary interference in a 
fashion that minimizes the influence of the fluctuating environment of the molecule. It seems likely that this will be 
possible for some dynamical processes, though not all, using a suitable timescale for the action of the control field.  
Indeed, there are a few experimental demonstrations of active control of molecular dynamics in solution; one 
example is displayed in Fig.7, namely, control of the amount of ketene product in the photo-induced Wolff 
rearrangement of diazonaphthoquinone in methanol [13].  
 
Consider, as an example, directed vibrational population transfer in solution in a molecule with a resolved 
vibrational spectrum. The available experimental data imply that, typically, the time scale for dephasing of an 
excited vibration is of order ten to a hundred femtoseconds whilst it is ten to a hundred picoseconds for population 
relaxation.  The separation of these timescales provides a window for experimental exploitation. 
 
 It should be clear that if active control of quantum dynamics in a condensed phase is to be achieved care 
must be taken to minimize the effects of fluctuations that destroy coherence. One candidate for a control process that 
minimizes the influence of the fluctuating environment of the molecule is multi-photon induced adiabatic population 
transfer, such as STIRAP, since the STIRAP population transfer process has been shown to be robust over a 
reasonable range of detuning from resonances of the pump and Stokes pulses, and over a reasonable range of pump-
Stokes pulse time delay. 
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Fig.7.  Shaped field maximization of ketene formation from the photo-induced Wolff rearrangement of diazonaphthoquinone in liquid methanol.  
The upper left panel shows the reaction. The upper right panel displays a schematic of the intra-pulse dumping mechanism appropriate to 
excitation with a chirped pulse. The lower left panel displays the enhancement of the ketene absorption using a linear chirped pulse excitation 
(red) and an optimally shaped pulse (blue).  The lower right panel shows the pulse shape that maximizes the ketene product concentration.  From 
Ref. 13. 
 
 
  
 Calculations show that STIRAP generated transfer of population be achieved in a model representing three 
vibrational levels of a molecule in solution [14]. Specifically, it has been shown that if the rate of vibrational 
depopulation is much smaller than the rate of dephasing, and the influence of the surrounding solvent on the states 
of the solute can be represented by fluctuations of its energy levels, efficient population transfer can be achieved 
when the frequency of fluctuations is small and large relative to the Rabi frequencies of the Stokes and pump pulses; 
it degrades when these frequencies are equal.  The efficiency of population transfer when the fluctuation frequency 
is small is to be expected for a nearly static environment, and when it is large is a consequence of only requiring 
two-photon resonance that can be satisfied with many pairs of detuning amplitudes.  That is, when the fluctuations 
are sufficiently frequent the average detuning is zero and the root-mean-square detuning satisfies the two-photon 
resonance condition on a time scale that permits the generation of efficient and selective population transfer.  This 
balance cannot be achieved when the frequency of fluctuations is comparable with the inverse pulse width.  The 
efficiency of selective population transfer is preserved with but little loss when the distribution of fluctuations of the 
energy levels deviate from Gaussian form (Fig.8). 
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Fig.8.  A sample of energy level modulations for HCl at T = 60K in Ar 
with ρAr = 0.85 . 
Top panel.  From top to bottom: the instantaneous eigenvalues of the 
ground and first excited vibrational states, respectively, and the 
instantaneous values of the detuning for the ground to first vibrational 
state transition. 
Middle panel.  The modulation statistics for HCl in Ar, T = 120K 
ρAr = 0.85 .  Top left: The autocorrelation function of modulations to 
the ground state energy.  Top right: The distribution of amplitudes of 
modulations to the ground state energy.  Bottom left:  Autocorrelation 
function of the detunings.  Bottom right: Distribution of the amplitudes 
of the detunings between the ground and first excited vibrational 
states. 
Bottom panel.  STIRAP controlled population transfer with a 1 ps 
pulse in a three level system with widely separated transition 
frequencies and the same energy level fluctuation statistics as for HCl 
in Ar shown above. 
 
Adapted from Ref. 14. 
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A version of multi-photon induced adiabatic population transfer (extended STIRAP) that generates control 
of branching to two different reaction products, represented by two states in a five state set (Fig. 9), has been 
developed [15].  State 1 is coupled to an intermediate state, 2, which is coupled to degenerate product states, 3 and 4, 
that are not coupled to state 1.  Control of the ratio of population transfers from 1 to 3 and 4 is achieved by coupling 
3 and 4 to “branch” state, 5, which is not coupled to states 1 or 2.  The ratio of populations transferred to states 3 and 
4 is found to be inversely proportional to the ratio of transition moments connecting 3 and 5 and 4 and 5.  Using the 
same model for the influence of solvent on the molecular energy levels, control of the product branching ratio 
remains achievable in the limits that the fluctuation frequency is small and large relative to the Rabi frequencies.  
Even when strong dephasing limits control of that branching ratio, selectivity can be re-established by continuous 
measurement of the branch state, although some of the population of the branch state is absorbed away thereby 
limiting the absolute amount of product formed.   
 
Fig.9.  Measurement assisted population transfer in the presence of dephasing.  The upper panel displays the Kobrak-Rice five level model for 
control of population transfer branching ratio between two degenerate states, 3 and 4, with the branch state 5 subject to continuous population 
measurement.  Each of the levels is subject to stochastic fluctuations with a Gaussian distribution.  Without stochastic fluctuations, using the 
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pulse parameters cited below, the branching ratio P3/P4 = 25.  The panels show the time dependences of the populations in states 3 and 4, P3 and 
P4, for the case that the excitation pulse parameters are ΩPT = 20 , Ω23T = 50 , Ω34T = 40 ,ΩB3T = 15 ,ΩB4T = 75 , with T the 
width of the Gaussian pulse.  The several lower panels show (a) without measurement of the population of 5, ΓT = 0 , (b) ΓT = 3 , (c) ΓT = 6 , 
(d) ΓT = 9 .  The branching ratio P3/P4 = 25 is recovered in the presence of strong dephasing with decreases in the magnitudes of P3 and P4.  
Adapted from Ref. 16. 
 
 
It has also been shown [16] that efficient multi-photon induced adiabatic population transfer can be 
achieved when the target state has a finite lifetime, e.g. a predissociating state, notwithstanding the intuitive 
expectation that control of population transfer is very difficult in this case.  The remarkable finding is that if the 
decay rate constant is large compared with the bandwidth of the Stokes and pump pulses but small compared with 
the peak Rabi frequencies the dephasing induced non-adiabaticity associated with the population transfer can be 
suppressed with the result that, irrespective of the correlation time of the stochastic energy fluctuations, complete 
population transfer to the decaying target state is possible.  
 
 There is no obvious relevance to the use of externally applied shaped fields to control biochemical processes.  
However, to the extent that some biological processes exploit specific enhancements that arise from coherence 
effects, inversion of the active control paradigm is of interest.  That is, can we understand how a molecular assembly 
can be designed to optimize the use of coherent processes to improve efficiency of conversion of the initial 
excitation to product under the constraint that it is embedded in a fluctuating medium?  An active biological entity 
surrounded by a structured environment provides hints to the answer to that question. However, rarely is that 
ordered environment one that would have been designed de novo to enhance the working of the biological entity.  It 
must be borne in mind that evolution creates structures incrementally, in a patchwork fashion, so that any given 
ordered environment carries a history of compromises. With this caveat in mind, it is worth noting that several 
theoretical studies have addressed the role of the environment in enhancing excitation energy transfer in the 
photosynthetic center. Thus, Plenio and coworkers [17] have shown that although dephasing destroys quantum 
correlations it can simultaneously enhance the transfer of excitation energy, and Asparu-Guzik and co-workers [18] 
have shown that the efficiency of environmentally assisted quantum transport in the FMO complex occurs when the 
decoherence rate is comparable with the frequency associated with the energy mismatch between states.  Chen and 
Silbey [2] have shown how correlations of the fluctuations of site energies and correlations between site energies 
and transfer frequencies influence exciton population and coherence in multi-chromophore system, and Schirmer 
and Wang [19] have established, for open quantum systems, how conditions that are both necessary and sufficient to 
establish a unique steady state can be inverted, via coherent control and direct feedback, to design a system that 
supports a unique steady state. Although much remains to be done, a start has been made on understanding how a 
molecular assembly can be designed to optimize the use of coherent processes. 
 
 
6. Some Questions 
 
 To close this overview I will set a series of questions that are pertinent to the theme of this Solvay 
Conference.  These questions are: 
1.   For a specified quantum system and environment, is there an analogue of the Second Law of 
Thermodynamics that describes the limit to efficiency of control that can be achieved? 
2.   Can we quantitatively characterize quantum control mechanisms for complex molecular systems sustaining 
decoherence?  To what extent can decoherence be minimized by pulse shaping and time-independent 
Hamiltonian design? 
3.   How can efficient quantum state (density matrix) estimation methods be leveraged to maximize information 
acquisition per measurement and reduce the destructive effects of measurement-based feedback? 
4.   Can we design active schemes that are maximally insensitive to the influence of fluctuations and/or noise on 
the control of processes in the system of interest? 
5.   Can we control the degree of entanglement of the system and its environment to maximize the 
controllability of target observables? 
6.   What does local controllability theory look like for open quantum systems? 
7.   Can local controllability of open systems be used to develop a theory of perturbative feedback and feed-
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forward control analogous to that now dominating classical control theory and applications? 
8.   Can we use a map of an experimental control process to learn about the nature of an open system, that is, its 
environment and noise?  Can we design environments that optimize coherent processes in an embedded 
system of interest? 
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