















































A NEAT DERIVATION  
OF THE REPRESENTATION THEOREM  
FOR I (2) PROCESSES 
MARIO FALIVA*, MARIA GRAZIA ZOIA* 
ABSTRACT 
In this paper matrix polynomial inversion – by Laurent 
expansion about a second order pole – is linked to partitioned 
inversion of a block matrix mirroring the underlying rank 
assumptions. 
This paves the way to find closed-form solutions for the 
principal-part coefficient matrices of the Laurent expansion 
entering the representation of I (2) processes and shaping their 
cointegration spaces. 
On this basis a neat formulation and a new proof of the 
representation theorem of I (2) processes are provided. 
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1. INTRODUCTION 
In a recent note (Faliva & Zoia, 2002) the authors have given a 
short-cut proof of the classical representation theorem of I (1) 
processes, as a by-product of a new partitioned-inversion formula. 
In this article, by further developing the arguments outlined in 
the aforesaid paper, a new and effective proof of the representation 
theorem of I (2) processes is derived and a few related noteworthy 
results are presented. 
The approach, being merely analytical, turns out to be somewhat 
simpler and more transparent than the classical proof of Johansen 
(1992) and differs from the approach of Haldrup & Salmon (1998) 
for the algebraic setup. 
In addressing the issue the paper starts from the same premises as 
Engsted & Johansen (1999) on the role of the matrix polynomial 
underlying the statistical model and its inverse about a unit root by 
Laurent series expansion. 
The subsequent analysis – developed in Section 2 – shows how 
the inverse at stake is related to the leading diagonal block of a 
partitioned inverse matrix, whose structure mirrors the (reduced) 
rank assumption of the reference model specification. This paves 
the way to find closed-form solutions for the principal-part 
coefficient matrices of the aforementioned Laurent expansion, 
which play a crucial role in cointegrated processes modelling. 3 
By virtue of these results the representation theorem for I (2) 
processes can be given a neat formulation and a new straightforward 
proof, as shown in Section 3. 
2. THE ALGEBRAIC FRAMEWORK 
Consider a matrix polynomial in the scalar argument z 
 







A  (2.1) 
 
where the  k A¢s are square coefficient matrices. 
A Taylor series expansion about z = 1 leads to the convenient 
reparametrization (cf. Engsted & Johansen, 1999) 
 
A (z) = Y Y(z) × (1 – z)
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and the dot notation is adopted for lower order derivatives. 
We will henceforth assume that the roots of the characteristic 
polynomial det A (z) are either equal to one or, in modulus, greater 
than one. Furthermore, we will assume that z = 1 is a second-order 
pole of A
–1 (z) which entails the Laurent expansion 
 
A
–1(z) = (1 – z)





iz M  (2.5) 
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and the matrices Mi have exponentially decaying entries. 
 
The following Lemmas will prove useful in the derivation of the 
results we are primarily interested in. 
 
LEMMA 2.1. Let A (1) be singular and the rank factorisation: 
 
A (1) = BC¢ (2.8) 
 
hold accordingly, in terms of the full column-rank matrices B and C. 5 
Furthermore, denoting by B^ and C^ the orthogonal 
complements of B and C, let  ^ ¢ B A  (1) C^ be singular and the rank 
factorisation 
 
^ ¢ B A  (1) C^ = RS¢ (2.9) 
 
hold accordingly, in terms of the full column-rank matrices R and S. 
 
Then the matrix  A  (1) can be formally written as 
 




g A  (1)(C¢)
gC¢+BB





g denote the Moore-Penrose generalised inverses of 
B and C. 
As a by-product the linear matrix polynomial (1 – z) 
A  (1) – A (1) can be expressed as 
 
(1 – z) A  (1) – A (1) = PV (z) Q (2.11) 
 
where P, V (z) and Q are the block matrices 
 
P = [( ^ ¢ B )
gR, B,  A  (1) (C¢)
g] 
 6 


















I C A B I
I
) 1 (



























Proof: Recall that 
 
D × (D¢D)
–1 × D¢ = DD
g = (D¢)
gD¢ 
D^ × ( ^ ¢ D D^)
–1 × ^ ¢ D  + D × (D¢D)
–1 × D¢ = I 
 
for any full column-rank matrix D (e.g., Johansen, 1995). Then, 
simple computations yield 
 
A  (1) = [( ^ ¢ B )
g
^ ¢ B + BB
g] ×  A  (1) × [C^
g
^ C + (C¢)
gC¢] = 
 = ( ^ ¢ B )
g
^ ¢ B A  (1) C^
g
^ C + ( ^ ¢ B )
g
^ ¢ B A  (1) (C¢)
gC¢+ BB
g A  (1) = 
 = ( ^ ¢ B )
gRS¢
g
^ C + (I – BB
g) A  (1) (C¢)
gC¢+ BB
g A  (1) 
 
which eventually leads to (2.10). 
Result (2.11) is obtained by straightforward computation. n 
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LEMMA 2.2. With B, C, R and S as in Lemma 2.1 the following 
relations hold: 
 
[( ^ ¢ B )
gR, B]^ = B^R^ (2.13) 
 
[( ^ ¢ C )
gS, C]^ = C^S^ (2.14) 
 
Proof: To prove (2.13) it suffices to show that (B^R^)¢ is 
orthogonal to [( ^ ¢ B )
gR, B] and that the augmented matrix 
 
[( ^ ¢ B )
gR, B # B^R^] 
 
is of full rank. Both results are easy to establish. We prove (2.14) 
similarly. 
 
LEMMA 2.3. Let F be a square matrix of order m ´ m and G 
and H two rectangular full column-rank matrices of order m ´ n. 
Then the block matrix 
 










is non singular iff  ^ ¢ G FH^ is non singular, in which case its 
partitioned inverse is given by 8 
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E = H^ × ( ^ ¢ G FH^)
–1 × ^ ¢ G  (2.17) 
 
Proof. The proof of the “iff” part of the theorem rests on the rank 
identity (cf. Marsaglia & Styan, 1974, Th. 19) 
 
rk (J) = rk (G) + rk (H) + rk {(I – GG
g) F (I – (H¢)
gH¢} = 
 = rk (G) + rk (H) + rk ( ^ ¢ G FH^) = n + n + m – n = m + n 
 
The result (2.16) is due to Faliva & Zoia (2001, Th. 1.1). n 
 
We shall now state the principal result of this section. 
 
THEOREM 2.4. In a deleted neighbourhood of z = 1, the matrix 
(1 – z)
–2 A(z) is the Schur complement of the lower diagonal-block 
of the partitioned matrix 
 














 (2.18) 9 
 
where Y Y (z) and L L (z) are given, respectively, by (2.3) and by 
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holds accordingly, provided the inverse exists. 
As a by-product, with A
–1 (z) as in (2.5), the following hold: 
 























































































once the inverse exists, which occurs if 10 
 
det { ^ ¢ R ^ ¢ B [
2
1 A   (1) – A  (1) A
g (1)  A  (1)] C^S^} ¹ 0 (2.22) 
 
Proof: Making use of (2.11) of Lemma 2.1, we can rewrite (2.2) 
as 
 
A (z) = (1 – z)
2 Y Y (z) – PV (z) Q 
 
Upon noting that the matrix V (z) is non singular in a deleted 
neighbourhood of z = 1 and (1 – z)
2 V




–2A (z) = Y Y(z) – PL L
–1(z) Q (2.23) 
 
Indeed, the right-hand side of (2.23) tallies with the Schur 
complement of L L (z) in the partitioned matrix (2.18), which in turn 
entails (2.19) by virtue of classical partitioned-inversion rules. 
As regards (2.20) the result follows from (2.6) by simply taking 
the limit as z tends to 1 of the right-hand side of (2.19) and 
checking that Y Y (1) =  ) 1 (
2
1
A   . 
As regards (2.21) the result follows from (2.7) upon noticing that 
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and taking the limit as z tends to 1 as above. Further, use is made 




Finally, to prove the last part of the Theorem write 
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where the dashed lines indicate a convenient partition of the given 
matrix. 
With such a partition the matrix 
 
J = K11 – K12
1
22
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 12 
 
is the Schur complement of K22 = I, and it is non singular according 
to Lemma 2.3 – bearing in mind Lemma 2.2 – once condition 




This, together with the rank additivity on the Schur complement, 
namely 
 
r (K) = r (K22) + r (J) = r (I) + r (J) 
 
ensures that the matrix at stake is non singular.  n 
 
Next theorem aims at obtaining convenient expressions for N2 
and N1 in closed form. To this end let us first prove the Lemma. 
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g = (I – EA
~
) C^ (S¢)




















A   (1) – A  (1) A
g (1)  A  (1) (2.24) 




^ ¢ R ^ ¢ B  (2.25) 
 
Proof. Proof of (i) follows from Corollary 4 of Theorem 3.4 in 
Pringle & Rayner (1971). 
In order to prove (ii) check that 
 
1. (I – E A
~
) C^S^ = 0 
 
which in turn entails that 
 
(I – E A
~
) C^ = (I – E A
~
) × C^ (SS
g + S^ 
g












g = (I – E A
~
) C^SS
g ( ^ ¢ C C^)
–1S ×[S¢×( ^ ¢ C C^)
–1 × S]
–1 = 
= (I – E A
~
) × C^ (S¢)
g n 
 
We shall then prove. 
 
THEOREM 2.6. Let (2.22) hold, then the matrices N2 and N2 are 
expressible as follows: 
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N2 = C^S^ × { ^ ¢ R ^ ¢ B [
2
1
A   (1) –A  (1) A
g (1)  A  (1)] C^S^}
–1 × ^ ¢ R ^ ¢ B  (2.26) 
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where the matrix  A
~
 is as defined in (2.24) and  A
~ ~
 and  1
~





 = –  ) 1 (
6
1
A    – [ A  (1) A
g(1)]




N = – C^ × ( ^ ¢ B A  (1) C^)
g
^ ¢ B  (2.29) 
 
Proof. With K and J as defined in the proof of Theorem 2.4, 
classical partitioned-inversion rules yield 
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by Lemmas 2.2, 2.3 and 2.5, where E is as defined in (2.25). 
 
Hence, from 2.20 of Theorem 2.4 it follows that 
 













































































 = E. 
 
This proves (2.26), which tallies with the expression of N2 quoted 
in Engsted & Johansen (1999). 16 
The proof of (2.27) develops as follows. 
Check that 
 





























=[I, 0, 0] × [J
–1, – J
–1K12] =  
=[E, I – E A
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Hence from (2.21) of Theorem 2.4 it follows, after some 
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^ ¢ B  = C^(RS¢)
g
^ ¢ B = C^( ^ ¢ B A  (1) C^)
g
^ ¢ B  n 
 
COROLLARY 2.6.1. A general solution of the homogeneous 
equation 
 
XN2 = 0 
 
is given by 
 













Proof. By inspection of (2.26) the proof is straightforward in the 
light of Lemma 2.2. n 
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Remark. The columns of the matrix [C, (
g
^ C )¢S] span the 
nullspace of  2 N¢ . 
 
COROLLARY 2.6.2. Under the rank condition 
 
rk (B





g A  (1) C^S^ (2.32) 
 
be a rank factorisation of the right-hand side matrix, then 
 
Z =  ^ ¢ G C¢ (2.33) 
 
is a nontrivial solution of the homogeneous equation 
 
ZN1 = 0 
 
Proof. Simple computation show that 
 
C¢N1 = B
g A  (1)N2 
 
which, in view of (2.26) and (2.32), yields 19 
 




^ ¢ R B^ 
 
which, in turn, entails (2.33). n 
 
Remark. The columns of CG^ span a subspace of the 
intersection of the nullspaces of  1 N¢ and  2 N¢ . 
3. THE REPRESENTATION THEOREM FOR I (2) 
PROCESSES 
We will now establish the main theorem 
 
THEOREM 3.1. Consider a VAR model specified as follows: 
 




A (L) = Y Y (L) D
2 –  A  (1)D + A (1) (3.2) 
 
and assume that the roots of the characteristic polynomial 
 
p (z) = det {A (z)} (3.3) 
 20 




i) A (1) be a singular matrix and 
 
A (1) = BC¢ (3.4) 
 
represent its rank factorisation, 
 
ii)  ^ ¢ B A (1) C^ be a singular matrix and 
 
^ ¢ B A  (1) C^ = RS¢ (3.5) 
 
represent its rank factorisation, 
 
iii)  ^ ¢ R ^ ¢ B [
2
1
A   (1) –  A  (1) A
g(1) A  (1)] × C^S^ be non-singular. 
 
Then the following representation holds: 
 











i M e et – i (3.6) 
 
where the matrices Mi have exponentially decaying entries, 21 
 




^ ¢ R ^ ¢ B  (3.7) 
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k1 = N2v (3.9) 
 
k0 = A
g(1) A  (1) k1 + C^w (3.10) 
 














A   (1) –  A  (1) A




 = – 
6
1
A    (1) – [ A  (1) A
g(1)]




N  = – C^( ^ ¢ B A  (1) C^)
g
^ ¢ B  (3.13) 
 
This entails that 
 










































i M × e et–i ~ I (1) (3.15) 
 
^ ¢ G C¢yt =  ^ ¢ G C¢å
¥
=0 i
i M × e et–i ~ I (0) (3.16) 
 




g A  (1) C^S^ (3.17) 
 
on the assumption that  
 
rk (B
g A  (1) C^S^) < rk (B) (3.18) 
 
and it is an empty matrix otherwise. 
 
Proof. The relationships (3.1) and (3.2) define a linear difference 
equation having as auxiliary equation p (l
–1) = 0 and (3.6) as 
solution, where the component 
 











i M e et – i (3.19) 23 
 




~ ~ = k0 + k1t (3.20) 
 
represents the permanent component of the solution of the 
homogeneous equation, due to the unit-roots of the auxiliary 
equation. The transitory component, due to the other roots, is 
ignored in this context. 
The solution form (3.19) is obtained as follows. 
In operator notation a particular solution of the nonhomogeneous 
equation (3.1) is given by 
 
yt = [Y Y (L)D
2 – A  (1)D + A (1)]
–1e et (3.21) 
 
in view of (3.2). 
Under the assumptions i), ii) and iii) above the Laurent 
expansion (2.5) – with z and 1 – z replaced by L and D = I – L, 
respectively – holds, by virtue of Theorem 2.4. 
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yields the noteworthy result 
 
[Y Y (L)D
2 – A  (1)D + A (1)]
–1 = N2åå












which links up (3.21) with (3.19) through the relationship 
 
åå
£ J J £ t
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The exponential law claimed for the matrices Mi is a byproduct of 
the assumptions on the roots of the characteristic polynomial (3.3). 
Expressions (3.7) and (3.8) of the matrices N2 and N1 have been 
established in Theorem 2.6. 
The solution form (3.20) is obtained as follows. 
In so far as the isolated singularity z = 1 is a second order pole of 
the operator A
–1(z), we may expect it to be a second order zero of 
the operator A(z), which entails – by difference-calculus rules – the 
homogeneous equation 
 
A(z) yt = 0 (3.22) 
 
to have a solution of the form 25 
 
yt = k0 + k1t (3.23) 
 
for some ki, i = 0, 1. 
 
Indeed, simple computations yield 
 
A (L) (k0 + k1t) = 0 Þ 
Þ Y Y (L)D
2 (k0 + k1t) – A  (1)D (k0 + k1t) + A(1) (k0 + k1t) = 0 Þ 
Þ – A  (1)k1 + A(1)k0 + A(1)k1t = 0 
 
Collecting like terms and equating coefficient of like powers of t 
we get 
 
A  (1)k1 – A(1)k0 = 0 (3.24) 
 
A(1)k1 = 0   Þ   C¢k1 = 0 (3.25) 
 
in view of (3.4). 
Solving (3.25) yields 
 
k1 = C^v1 (3.26) 
 
for some v1. 
Substituting (3.26) into (3.24) gives 26 
 
A  (1)C^v1 – A(1)k0 = 0 
 
Premultiplying by  ^ ¢ B  we get, in the light of (3.5) and (3.4) 
 
RS¢v1 = 0 Þ S¢v1 = 0 Þ v1 = S^ 1
~ v  (3.27) 
 
where  1





~ v = Tv (3.28) 
 
where T is the full row-rank matrix 
 




^ ^ ¢ ¢ B R  (3.29) 
 
Combining (3.26), 3.27) and (3.28) eventually yields (3.9). 
Substituting (3.9) into (3.24) we obtain the equation 
 
A (1) k0 =  ) 1 ( A  N2v 
 
Solving (cf. Rao & Mitra, 1971, Th. 2.3.1) eventually yields 
(3.10), through the identities (cf. proof of Lemma 2.1) 27 
 
I – A
g (1) A (1) = I – CC
g = C^
g
^ C  
 
By inspection of (3.6) the process yt comes out to be composed 
by drifts, linear deterministic trends, first- and second-order 
random walks – namely, I (1) and I (2) processes, respectively – 
and moving average components (that is I (0) processes). 
Hence proposition (3.14) holds trivially. 

















































































i M × e et–i (3.30) 
 
by Corollary 2.6.1 together with the relations 
 
C¢A




N  = 0 
g
^ C A





N  = R
g
^ ¢ B   
 
After the annihilation of the I (2) component, what is left is a 
process characterised by an I (1) component. The columns of the 28 
matrix [C, ( ^ ¢ C )
gS] play, accordingly, the role of cointegrating 
vectors from I (2) to I (1) processes.. 
As regards (3.16), according to (3.30) we have 
 







i M × e et–i (3.31) 
 
Under the condition (3.18) Corollary 2.6.2 applies and 
premultiplication of (3.31) by  ^ ¢ G yields 
 
^ ¢ G C¢yt =  ^ ¢ G C¢å
¥
=0 i
i M × e et–i  
 
After the annihilation of both stochastic and deterministic trends, 
what is left is a stationary process. The columns of the matrix CG^ 
play, accordingly, the role of cointegrating vectors from I (2) to 
I (0) processes.  n 
 
Remark. The case of the representation theorem for I (1) 
processes occurs when 
 
det ( ^ ¢ B A  (1) C^) ¹ 0 Þ N2 = 0 Þ N1 =  1
~
N  =  
= – C^ ( ^ ¢ B A  (1) C^)
–1
^ ¢ B . 29 
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