The paper considers priors obtained by ensuring approximate frequentist validity of (a) posterior quantiles, and of (b) the posterior distribution function. It is seen that, at the second order of approximation, the two approaches do not necessarily lead to identical conclusions. Examples are given to illustrate this. The role of invariance in the context of probability matching is also discussed.
INTRODUCTION
The study of probability matching priors has received considerable attention in recent years. Kass & Wasserman (1996) and Reid (1995, § 3) contain excellent reviews. For the case of a onedimensional parameter or parametric function of interest, often such priors are obtained by ensuring approximate frequentist validity either of (a) posterior quan tiles or of (b) the posterior distribution function, the latter being obtained via suitable standardisation: see Welch & Peers (1963) , Peers (1965) , Stein (1985) , Tibshirani (1989) , Nicolaou (1993) , Mukerjee & Dey (1993) , Datta & Ghosh (1995a) and Sun & Ye (1996) .
The two approaches yield identical results at the first order of approximation, that is, up to o(n~$), where n is the sample size. In the presence of nuisance parameters, however, a second order, that is, up to o{n~l), matching may often be of considerable help in narrowing down the choice of priors arising out of first order analysis. It appears that, under second order approximation, the identity or otherwise of these two approaches has not been discussed in the literature. One of the main objectives of the present work is to bridge this gap to a certain extent. Somewhat to our surprise, we find that the two methods may lead to different conclusions at the second order. While our results based on quantiles extend the findings in Mukerjee & Dey (1993) to the case of multiple nuisance parameters, our second order asymptotics related to the distribution function are not available in the literature even in special cases.
The above results are presented in § 2 with a canonical parameterisation. Some illustrative examples are given in § 3. Finally, in § 4, using invariance considerations, we indicate how the second order results of § 2 can be adapted when interest lies in a parametric function rather than a canonical parameter.
SECOND-ORDER PROBABILITY MATCHING PRIORS

2-1. Notation and preliminaries
Let {X t } (i 5= 1) be a sequence of independent and identically distributed possibly vector-valued random variables with common density /(x; 6), where the parametric vector 9 = (9 ls ..., 9 P )' belongs to R" or some open subset thereof and 0 t is the parameter of interest. Along the lines of Mukerjee & Dey (1993) or Datta & Ghosh (1995a) , we work essentially under the assumptions of Johnson (1970) and also need the Edgeworth assumptions of Bickel & Ghosh (1990 , p. 1078 . All formal expansions for the posterior, as used here, are valid for sample points in a set S with P eprobability 1 + o(n~l) uniformly over compact sets of 9. The set S may be defined following Bickel & Ghosh (1990; §2) .
Let 9 = (9 1 ,..., 9 P )' be the maximum likelihood estimator of 9 based on X = (X lt ..., XJ', l{6) = n" 1 !?-! log/CXi; 9) and, with 
and $ (-) denote the standard univariate normal density and distribution functions.
2-2. Matching priors via quantiles
n f(9 l -0j). Then, from equation (2-2) in Ghosh & Mukerjee (1991) , one can check that the marginal posterior density of y under JI(.) is given by
and, like A 12 (X) and A 3 (X), the quantities A 22 (X), A 42 (X) and A 6 (X) are at most of order 0(1) and do not involve n or its derivatives. In (2-2)-(2-5) and elsewhere, unless otherwise specified, we follow the summation convention with all implicit sums ranging from 1 to p. Let P'{.\X) be the posterior probability measure for 9 X under 7t(.). From (21), one can obtain the posterior quantile 9 l i~l ) (n, X) such that and then proceed to characterise 7t(.) such that P e {9 l < 9 l i~a ) (n, X)} = 1 -a + o(n~" 12 ), where u = 1 or 2 which correspond to first and second order matching respectively. This is in principle along the lines of Mukerjee & Dey (1993) but requires much heavier notation and algebra which we omit here to save space. Finally, it is seen that a prior 7i(.) ensures first order matching if and only U A l (n,9) = 0, compare Peers (1965) , and second order matching if and only if
where
In particular, under global parametric orthogonality (Cox & Reid, 1987) , we have J 21 = ... = I pl = 0, and as noted in Tibshirani (1989) the first order condition yields the general solution n(9) = d(0 l2) )I\'?, where d{9 (2) ) is any smooth positive-valued function of 0 (2) = (0 2 ,..., 0 P )'. Then the second order condition reduces to (2-10)
2»-2
Both (2-9) and (210) generalise the corresponding expressions in Mukerjee & Dey (1993) , but cannot be guessed from their results without the tedious algebra mentioned above. As the examples in § 3 and the development in § 4 reveal, this generalisation substantially enhances the scope of applicability of the results.
2-3. Matching priors via the distribution function
By (21), for any real nonstochastic w which is free from n, -nl <f>(w){A 2 {n, X)w + A 4 (n, Z)(w 3 + 3w) + v4 6 (X)(w 5 + 5W 3 + 15w)} Hence by (2-2)-{2-6), writing E e as expectation given 0, we have
where Qx(w, 9) and Q 2 (w, 6) are at most of order 0(1) and do not involve n or its derivatives. From (211), following the approach of Ghosh & Mukerjee (1991) which is reminiscent of that in Dawid (1991) , one eventually gets
(2-12) Since P"(y < w | AT) is stochastic in a frequentist set-up, only its average conditional on 9 is comparable to P e ( v ^ w). Hence, if we compare (211) and (212) By analogy to (210), it is easy to work out the reduced version of (214) and (215) under global parametric orthogonality. Examples are given in § 3 to demonstrate that the conditions (2-7) and (2-13) for second order matching respectively via quantiles and the distribution function may differ even though the two approaches yield identical results at the first order of approximation. The second order conditions (213) remain unaltered if, in the distribution-function-based method, one considers, instead of y, a more complex standardised version of n i (9 l -0\) using its second-order posterior variance. Thus, the aforesaid difference between the two approaches persists even with such modification.
One may attempt to give a heuristic justification for the above phenomenon. If we generalise (3-3) of Mukerjee & Dey (1993) , the inequality 0! s£ 9\~'(n, X) can be alternatively expressed as y < b^n, X), where b^n, X) equals a standard normal percentile plus an A'-dependent perturbation of order n~*. In contrast, in the distribution-function-based approach, even using the finer standardisation as indicated in the last paragraph, one considers the inequality y ^ b 2 (n, X), where b 2 (n, X) equals w plus an X-dependent perturbation which is at most of order n"
1 . It appears that this difference is reflected at the second order of approximation.
EXAMPLES
We present three examples in this section. The two approaches under consideration lead to identical conclusions in Example 1 and different conclusions in Examples 2 and 3. In terms of the original parameterisation, interest in these examples lies in a parametric function rather than a canonical parameter like 0 X of § 2, and we employ reparameterisation which, as argued in § 4, can be justified from in variance consideration. This enables us to study, in particular, the second order asymptotics corresponding to some examples in Datta & Ghosh (1995a) . where d*(9 (3) ) > 0 is any smooth function of 0 (3) = (0 3 , 0 4 , 0 S )'. It can be shown that matching via the distribution function leads to the same conclusion at the second order, and that the prior given in Datta & Ghosh (1995a) from first order consideration is not of the form (31) where H = H{d u 6 2 ) = 9 2 {6 1 /(9 1 + 2t)}* and 0 1 ,0 2 >O, 0 <0 3 ,..., 6,<n, 0<9, +l <2n. Then <p'<p/k 2 = 0 1( global parametric orthogonality holds and 7 U = ^t{0i(0i + 2t)} -1 . Hence a prior 7i(.) ensures first order matching under both the approaches if and only if it is of the form
Since L n , = /^ = 0 (3 *S s < t + 1),
and I 22 = {9 1 + 2t)/9 2 , by (210), second order matching is also possible with such a prior in the approach based on quantiles if and only if in addition
where <Z*(0
)>O is any smooth function of 0 <3) = (0 3 ,..., 0, +1 )'. However, in this example L ul /l\f involves 0j and hence, by (215), no prior of the form (3-2) can satisfy A 4 (JI, 0) = O. Thus, unlike what happens with quantiles, no second-order matching prior is available on the basis of the distribution function. One can also check that the first-order matching prior of Datta & Ghosh (1995a) is not of the form given jointly by (3-2) and (3-3) when transformed to the 0-parameterisation. where d*(0 2 )>O is any smooth function of 0 2 . On the other hand, for the same reason as in Example 2, in the distribution-function-based approach, no second-order matching prior is available. In the context of this example, priors like n(9) = (8 4-6\) Ol 03 2 have received attention in the literature; see, for example, Ghosh & Yang (1996) and Datta & Ghosh (1995b) . Such priors are of the form (3-4) if and only if v x = -\; compare Ghosh & Yang (1996) . They are of the form given jointly by (3-4) and (3-5) if and only if in addition v 2 = 0.
In the above examples, we worked under global parametric orthogonality, and thus were able to characterise completely the solutions at both first and second orders. While, in principle, orthogonal parameterisation is always possible with a single parametric function of interest (Cox & Reid, 1987) , its explicit determination can occasionally be hard. This is why in § 2 any assumption regarding parametric orthogonality has been avoided.
While second order considerations can substantially narrow down the class of first order probability matching priors, they may not yield a unique prior when the nuisance parameter is multidimensional. Third-or higher-order probability matching should help in this regard, but the necessary algebra seems to be formidable at this stage.
AN INVARIANCE ARGUMENT
Since the same model can be parameterised in multiple ways, it is appropriate to discuss the issue of invariance of probability matching priors under a one-one transformation of the parameter vector. Returning to the set-up of § 2, suppose the model is parameterised by X = (A 1; ..., X p )'. Let g\X) be a parametric function of interest, 7t(A) a prior on X, and/(x; X) the common density of {X,} {i > 1). The transformed versions of g(X), n(X) and f(x; X), under a one-one transformation A = A(0), are given respectively by and P x {giX)^^(X)} =P e {g(6)^i(X)}. Thus the problem of choosing a prior so as to ensure frequentist validity of the posterior quantiles of a parametric function is invariant of the parameterisation adopted. A similar argument is possible also with the approach based on the posterior distribution function. This invariance does not depend on the order of approximation and hence substantially strengthens the findings in Theorem 31 of Datta & Ghosh (1996) which dealt with invariance of first-order probability matching priors.
In particular, if (dg/dXi,..., dg/dX p )' is nonnull throughout the A-space, then in the one-one transformation mentioned above one can always choose 6 X = g(X). This not only justifies our use of canonical parameters in the examples of § 3, but also indicates a simpler proof of the main result of Datta & Ghosh (1995a) given in their equation (12): one has to start with the first order condition A^JI, 0) = O, with 0 1 =g{X), and then revert back to the A-parameterisation; compare Datta & Ghosh (1996) . As we have checked, even our second order conditions (2-7) or (213) can be expressed in a similar manner, but with much harder algebra, in terms of a A-parameterisation with 9i = g(X). The resulting equations are quite formidable and our experience suggests that, for applications in specific examples, it is generally much simpler to work with the equations (2-7) or (213) arising from the canonical parameterisation than their transformed versions. Hence, such details are omitted.
