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Abstract
Carbon nanotubes have shown their abilities in a wide range of electronic applications due to
their unique electronic properties. In order to match the different needs of applications, the
issue of selectively growing specific types of single-walled carbon nanotubes has received
considerable attention. In this study, a parametric study is implemented to solve this issue.
Firstly, the growth windows for selectively synthesising high quality single-walled car-
bon nanotubes via photo-thermal chemical vapour deposition (PTCVD) are determined. The
growth process of the PTCVD is free of oxygen-containing precursors and corrosive cata-
lysts, and is fully compatible with the integrated circuit process. Only acetylene and hydro-
gen are used and the catalyst is a layer of sputtered iron. The multi-variables, which include
the process temperature, reactant gas ratio and total flow rate, are studied in terms of their
influence on the growth rate, the quality and the preferential growth of carbon nanotubes.
The highest growth rate obtained in this study is 442 nm/s, which is the highest growth
rate reported so far, without using water and/or a corrosive catalyst to assist the growth.
By studying the growth rate, we find that it can be correlated to the bulk iron and carbon
phase diagram. Generally, above the eutectoid temperature of α and γ iron, the growth rate
decreases with increasing temperature and inversely, the growth rate is enhanced with in-
creasing temperature below the eutectoid temperature of the α iron and carbide. Moreover,
a novel growth model is also proposed to interpret the high growth rate. Owing to the top-
down heating of the PTCVD, three factors are concluded to enhance the growth rate that
are the gradients of the temperature and the carbon concentration and the chemical potential
along the axis of the catalyst.
The selective growth of high-quality single-walled carbon nanotubes is achieved by op-
timising the reactant gas ratio and the process temperature, and is confirmed by the radial
breathing modes in Raman spectroscopy. The growth window for semiconducting single-
walled carbon nanotubes is relatively larger than that for growing metallic single-walled car-
bon nanotubes. The semiconducting single-walled-carbon nanotubes prefer to grow above
800◦C with the acetylene ratio being below 10%. The metallic single-walled carbon nan-
otubes tend to grow between 750 and 800◦C,which correspond 420 and 450◦C at the sub-
xstrate temperature and the acetylene ratio of 16-18% are suggested.
The preferential growth of the semiconducting and metallic single-walled carbon nan-
otubes are confirmed again by analysising the Breit-Wigner-Fano lineshape of the G−-band
the 2D-band. The results are highly consistent with those deduced from analysing the radial
breathing modes.
Finally, the field emission properties of different types of carbon nanotubes are investi-
gated. We find that multi-walled carbon nanotubes have the better performance compared
to semiconducting and metallic single-walled carbon nanotubes. Moreover, different mor-
phologies of the carbon nanotubes and different substrates are also studied with respect
to the field emission properties. Consequently, honeycomb-patterned multi-walled carbon
nanotubes are grown on the a layer of indium tin oxide on a glass slide that can be used for
the flat panel display and lightings.
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5.7 Illustration of the work function for m- and s-SWCNT. The thin black lines
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electronic states. For the m-SWCNT, the allowed electronic state across the
K point and the Fermi level is at the K point. Thus, the work function of
m-SWCNT (ΦM) is the difference between the Fermi and vacuum level.
The work function of s-SWCNT are the difference between the top of the
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5.8 Kelvin probe-measured work functions from the SWCNTs grown from 2
to 20% of acetylene ratio. The distribution of work function exhibits an
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al. [313] and Barone et al. [321]. The dashed line indicates the work function
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position. The absolute height (hia) and the slope (Si) are denoted under the
point for the h3 and h4. The coordinates are labelled above the points. The
averaged h3a and h4a with standard deviations are also denoted. (b) The
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6.3 (a) I-V, (b) F-N curves measured from h3 and h4 at position (40,20). The I-V
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6.7 Schematics of the tunneling probability of (a) MWCNT (b) m-SWCNT (c)
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6.10 The patterns of the photo masks for photolithography. (a) The honeycomb
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combs is 10 µm. (b) The square pattern with side width of 100 µm and
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Chapter 1
Introduction
1.1 Motivation
Carbon nanotubes (CNTs) have been researched for several decades; they are rolled sheets
of graphene, they have superior mechanical electrical and thermal properties; They can
be multi-walled carbon nanotube (MWCNT), metallic single-walled carbon nanotube (m-
SWCNT), semiconducting single-walled carbon nanotube (s-SWCNTs), so ideal for elec-
tronic components. To selectively grow carbon nanotubes (CNTs) in large scale and at low
temperature is an increasingly important area of nano-electronics. A key feature of CNTs is
their small geometrical size, with large aspect ratio, which can be either semiconducting or
metallic in carbon nanotubes. Many efforts have been expended and to grow a specific type
CNT. More recently, literature has emerged that a single-chirality metallic single-walled
carbon nanotube (m-SWCNT) can be grown but only in small quantity [1]. Another primary
concern when growing carbon nanotubes is the high process temperature that hinders the
applications in electronics. Moreover, the quality control of carbon nanotubes is a classi-
cal problem in the growth process. The growth process of CNTs involves multi-variables
and the research to date has tended to focus on one growth parameter rather than the effect
from coupling multi-parameters have on a process. This indicates a need to understand the
multi-parameters that influence the production yield, type and quality of CNTs. Hence, the
major objectives of this study are to advance the understanding of the growth process of
CNTs and to ascertain the growth windows for growing specific type single-walled carbon
nanotubes at low temperature over large area that are technologically significant. Finally,
the usefulness of carbon nanotubes in vacuum microelectronics will be investigated.
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1.2 Synthesis of Carbon Nanotubes Photo-Thermal
Chemical Vapour Deposition
The process for selectively synthesising large area high quality single-walled carbon nan-
otubes (SWCNTs) has been developed. The photo-thermal chemical vapour deposition
(PTCVD) is a novel technique that has been demonstrated to grow carbon nanotubes at
low temperatures [2]. By benefiting from its unique design of top-down optical heating, the
CNTs can be grown at low temperatures without the assistance of plasma, which degrades
their quality [3]. The second advantage of using optical heating is to devote the energy to the
catalyst front rather than heating the whole chamber. For this study, iron is used to catalyse
the growth and hydrogen is used for reducing the catalyst. Acetylene is chosen as the carbon
source. Over a hundred experiments are implemented to fully investigate the relationships
between three process parameters: 1. Process temperature, 2. Reactant gas ratio, 3. Total
flow rate, which are correlated to study the growth rate, the quality and the selective growth
of carbon nanotubes.
To assess the growth rate, scanning electron microscopy is used to measure the length of
the CNTs. From the calculation of the growth rate, the activation energies are estimated and
they are lower than the case of thermal chemical vapour deposition and comparative to the
plasma-enhanced chemical vapour deposition. The more surprising correlation is with the
bulk iron-carbon phase diagram. When the process temperature is higher than the eutectoid
temperature of γ and α iron, the growth rate decreases with increasing temperature. On the
contrary, below the eutectoid temperature of α iron and carbide, the growth rate increases
with increasing temperature. The maximum growth rate obtained in this study is 442 nm/s.
To the best of our knowledge, it is the highest growth rate so far, without using oxygen-
contained and corrosive precursors, which is prohibited in electronic applications.
A novel growth mechanism is proposed to interpret the high growth rate of the carbon
nanotubes. In the top-down heating scheme, a temperature gradient is expected to be gener-
ated in the catalyst. Subsequently, the carbon solubility and diffusivity are enhanced at the
top surface of the catalyst, to lead to a carbon concentration gradient through the catalyst.
Then, a chemical potential is built up along the CNT growth axis within the catalyst. Hence,
the growth rate can be improved by the temperature and carbon concentration gradients and
the difference of chemical potential between the top and the bottom of the catalyst.
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1.3 Quality Evaluation and Selective Growth of Carbon
Nanotubes
Achieving a high quality of CNTs is a major issue in the fabrication of CNTs. Poor quality
CNTs can degrade the performance of devices, such as CNT-based transistors [4,5]. More-
over, the semiconducting single-walled carbon nanotubes (s-SWCNTs) and metallic single-
walled carbon nanotubes (m-SWCNTs) are usually used for the channel materials and inter-
connections in the integrated circuits, respectively. Hence, selectively growing high-quality
single-walled carbon nanotubes is a continuing concern in nano-electronics.
In this study, Raman spectroscopy is the major tool to assess the quality of the CNTs
and identify the growth windows for the s-SWCNT and the m-SWCNTs. The quality of the
carbon nanotubes is evaluated by measuring the intensity ratio of the D-band to the G-band
and the D-band to the 2D-band. The quality of the as-grown carbon nanotubes is found to be
mainly improved by increasing the process temperature and decreasing the acetylene ratio.
The growing windows for specific types of SWCNTs are confirmed by the radial breath-
ing mode (RBM). The conditions for the selective growth are regulated by both the process
temperature and the acetylene ratio. Consequently, we find that the temperature for fabricat-
ing semiconducting single-walled carbon nanotube is higher than that for metallic single-
walled carbon nanotubes. However, the range of acetylene ratios for growing s-SWCNTs is
wider than that for growing m-SWCNTs. Furthermore, preferential growth is further con-
firmed by studying the G−-band and 2D-band, which are highly consistent with the results
obtained by the RBM.
Finally, the selective growth of high quality s-SWCNTs and m-SWCNTs has been
achieved via PTCVD through a parametric study. This research extends our knowledge
of preferentially growing SWCNTs and we believe that this is the first study to investigate
the effects from multi-parameters on the growth rate, the quality, and the types of CNTs.
1.4 Applications to Vacuum Electronics
Owing to the high aspect ratio and the good electrical conductivity of CNTs, they have
been applied in vacuum electronics to serve as an electron emitter [6]. Several advantages of
using CNTs as an electron source are: low threshold voltage [7], good stability of current [6]
and longer lifetime [8]. Based on these advantages, CNT-based electron sources have been
used for flat panel displays and lighting modules. More recently, a new type of low energy
consumption flat panel lights integrated with a CNTs electron emitter has been developed.
4 Introduction
The power consumption is approximately 0.1 W/hr, which is a hundred times lower than
that of an LED [9]. However, in their study, SWCNTs are used and it has been reported
that, at high emission current, multi-walled carbon nanotubes (MWCNTs) possess a higher
emission stability than the SWCNTs [10]. Moreover, a complicated process was required
to make a cathode, where the SWCNTs are mixed with indium tin oxide (ITO) particles,
which serve as the electrode. Therefore, in our study, we develop a rather simpler process
to fabricate a cathode via standard lithography.
At first, we carry out a series of experiments to evaluate the field emission perfor-
mance of our PTCVD-grown CNTs. Three types of CNTs, MWCNTs, s-SWCNTs and
m-SWCNTs, are tested and we find the MWCNTs function better at higher emission cur-
rents. Subsequently, different geometries of cathodes and materials of substrates are also
tested. Consequently, MWCNTs are grown on a pre-patterned ITO glass to keep the ad-
equate transparency and exhibit good emission properties. Finally, this electron emitting
device can be integrated into the cathode for flat panel display and lights.
1.5 Structure of This Thesis
This thesis is mainly divided into five parts, which include seven chapters. The first part is a
general introduction, which includes the Chapter 1 and Chapter 2. Chapter 1 introduces the
motivation of this project and briefly explains the reasons for each experiment. Chapter 2
introduces the background knowledge of the carbon nanotubes including the structural and
electronic properties. The different fabrication processes of CNTs and analysis techniques
are also introduced. Finally, a brief introduction of field emission and other applications are
introduced.
The second part is the experimental techniques, which introduces the processes related to
the preparation of the substrate and of the catalyst. The structure of the PTCVD and proce-
dures for growing CNTs are also explained. Finally, the methods of analysing the samples,
such as Raman spectroscopy and the field emission measurement system, are introduced.
The third part includes Chapter 4 and Chapter 5. Chapter 4 includes a parametric ex-
periment, which mainly discusses the properties of the PTCVD-grown CNTs, in terms of
the growth rate and the quality of the CNTs. The growth windows for selective growth of
specific type of SWCNTs are also confirmed in this chapter. Chapter 5 provides a further
evidence on the preferential growth of SWCNTs.
The fourth part is Chapter 6, which studies the field emission properties of the PTCVD-
grown CNTs. Moreover, the influences from different morphologies of the cathode are also
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discussed. Finally, a CNT-based electron source is fabricated. The fifth part is Chapter 7
that includes an overall conclusions of this thesis and the future work, which suggest to form
a heterojunction within a single tube by varying the chirality and the number of the walls.
1.6 The Aims of this Research
In recent years, there has been an increasing interest in growing CNTs at low tempera-
tures and selectively growing different types of CNTs. Conventionally, the CNTs can be
synthesised from several hundred to over a thousand degrees Celsius. However, the lower
temperature degrades the quality of the CNTs and non-vertically aligned CNTs are usually
obtained. Although the higher temperature is beneficial for enhancing the CNT quality,
it becomes a potential problem for integrating with the semiconductor manufacturing pro-
cesses. Selective growth is another major area of interest within the field of CNT fabrication.
The preferential growth of the MWCNTs and the SWCNTs with specific electronic prop-
erties, such as metallic and semiconducting, provides an important opportunity to advance
electronic applications. The research related to the selective growth to date has tended to
focus on a single process variant, rather than considering the coupling influence from multi-
variants. Hence, a comprehensively parametric study is still absent. Therefore, the first
aim is to develop a process of CNT growth, which is semiconductor manufacturing process
compatible and to fill the knowledge gap in the field of preferential growth of CNTs at low
temperature with considering multi-parameters. We have achieved this through control of
catalyst temperature and acetylene ratio, see Chapter 4 for further details.
The second aim of this research is to build up a CNT-based electron emitter. Firstly, we
explore the relationship between the different types of CNTs and their field emission prop-
erties that allow us to decide which type of CNT is better for field emission. Subsequently,
by benefiting from the low temperature process of the PTCVD, we aim to grow the CNTs
directly on a layer of ITO film, which serves as an electrode. This approach simplifies the
manufacture of the field emission electrode, as compared with the Ref. 9. Finally, we have
grown CNTs on an ITO film, which can be integrated into any lighting devices and electron
sources.
Parts of this work have been published in Chen J-S, Stolojan V, Silva SRP. (2015)
’Towards type-selective carbon nanotube growth at low substrate temperature via photo-
thermal chemical vapour deposition’. Carbon, 84 (1), pp. 409-418.

Chapter 2
Literature Review
Despite early promise since their discovery, CNTs are still to find their way into mainstream
electronic applications. Huge progress has been made in understanding and testing their
properties, but difficulties with growth conditions and reproducibility still remain. The pur-
pose of this chapter is to review some of the knowledge in the field of CNT growth and
characterisation and set the scene for our research into routes to control growth.
The first part from chapter 2.1 to 2.5, introduces the basic properties of CNTs including
the structural and electronic properties as well as the growth mechanism is also discussed.
The second part from chapter 2.6 to 2.8, introduces the experimental processes which in-
clude the techniques used for preparing the catalyst for the growth of CNTs and growing
CNTs. The third part from 2.9 to 2.13 introduces the analysis techniques, which have been
adopted in this study. Finally, a brief introduction of CNT applications is provided in Chap-
ter 2.14.
2.1 Historical Review of Carbon Materials
By looking back to 1800s, Thomas Edison fabricated a carbon filament that was used in the
incandescent light bulb, which was soon replaced by a tungsten filament [11]. The process of
fabricating a carbon filament is to carbonise a sliver of cotton or bamboo under high temper-
ature. Therefore, this process is also known as pyrolysis [12]. The exact crystal structure of
graphite was confirmed after almost 50 years. In 1924, John D. Bernal who was a doctoral
student of Sir William Bragg at the Royal Institute, London, detailed the stacking hexagonal
structure of graphite using X-ray diffraction observations [13]. His findings are essential for
understanding the structural properties of carbon-based materials. Around the 1960s, Roger
Bacon used a DC arc-discharge method to grow graphite whiskers. In Bacon’s work, he
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proposed that a graphite whisker is formed by a concentrically scrolled graphite sheet. He
assumed that graphite is composed of several monolayers of graphene. However, the tensile
strength of his whisker was merely 8.2×102 kg/m2, which was not adequate for practical
applications [14]. The major breakthrough was achieved by Moreton et al. in 1967 in Farn-
borough, Hampshire [15]. The tensile strength of carbon fibre was increased to 7.3-8.8×104
kg/m2 and, after a few years, the high strength carbon fibre was applied in the blades of an
airplane engine.
After Richard E. Smalley et al. discovered fullerenes, it stimulated the systematic study
of carbon filaments with very small diameters [16]. In December 1990, at a carbon com-
posites workshop that focused on fullerene research, Krätschmer et al. reported a new
synthesis method: an arc-discharge method to produce fullerenes efficiently [17], where M.
S. Dresselhaus reported a review of carbon fiber research. The discussions of the workshop
inspired Smalley to speculate about the existence of carbon nanotubes, which have dimen-
sions comparable to C60. In August 1991, at a fullerene workshop in Philadelphia, USA,
M. S. Dresselhaus proposed that either end of the carbon nanotube would be capped by
fullerene hemispheres [18]. She also showed how the zone folding could be used to examine
the electron and phonon dispersion relations of such structures [19]. However, the actual ex-
perimental observation of carbon nanotubes was achieved by S. Iijima in 1991 [20]. During
Iijima’s routine TEM observations, he came across a tube-like structure in the arc-discharge
growing of C60 specimens, which he named helical microtubules of graphitic carbon. The
name "carbon nanotubes" was first reported by T. W. Ebbesen et al. in 1992 and the nomen-
clature is still used today [21]. Since Iijima’s discovery, the study of carbon nanotubes has
developed rapidly. Fig. 2.1 plots the number of CNT related publications from 1991 to 2013,
showing the significant worldwide research interest in CNT is still growing to date [22].
2.2 Carbon-Based Allotropes
Carbon is an element commonly seen in nature and our daily life. From the point of view
of bonding, carbon atoms have three types of bonds: sp, sp2 and sp3, which form a va-
riety of organic and inorganic materials. Different carbon allotropes are illustrated in Fig.
2.2. Graphite and diamond are constructed by sp2 and sp3, respectively and these two
bondings result in very different appearance and physical properties. pi-bonded out-plane
stacked graphene possesses high electrical and thermal conductivity. Whereas the bonds of
diamond extend in three-dimensions, these are responsible for the extreme hardness due to
σ -bonding. Carbon nanotubes inherit the advantages of pi-bonding, having excellent elec-
2.3 Introduction to Carbon Nanotubes 9
Fig. 2.1 The number of publications of carbon nanotubes from 1991 to 2013. Reproduced from Web of
Knowledge [22].
trical and thermal conductivity, whilst the tubular architecture results in significantly strong
mechanical properties. The small diameter coupled with its 1-dimensional nature allows for
quantum effects to be observed in these structures.
Some gas or liquid-state carbon allotropes are used to fabricate carbon nanotubes, which
are coloured in blue in Fig. 2.2. In our experiments, acetylene (C2H2) is used as a carbon
source. Nevertheless, pyrolysis of acetylene can produce other derivatives, such as: ethylene
(C2H4), buradiene (C4H6) and benzene (C6H6) [24]. The degree of participation of these
derivatives in CNT formation is still unknown. CNT formation also changes with different
configurations of the catalyst and the fabrication. It is also worthwhile to mention that
acetylene has a higher reactivity in comparison with other hydrocarbons. In terms of activity,
the activity of commonly used precursors is ordered as: acetylene > ethylene > toluene >
propylene > methane > n-pentane > methanol > acetone [24].
2.3 Introduction to Carbon Nanotubes
2.3.1 Structure of Carbon Nanotubes
Carbon nanotubes are hollow cylindrical structures of graphite sheets. They can be seen as
single molecules, because of their small size (∼nm in diameter and ∼µm in length), or as
quasi-one dimensional crystals, with a translational periodicity along the tube axis. There
are many ways to roll a graphitic sheet into a cylinder, resulting in different diameters and
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Fig. 2.2 Carbon allotropes categorised by bondings. Fullerene, CNT and graphene are mainly formed from
sp2 bonding, with pi−pi∗ interactions. sp3 is the bonding found in diamond which is also known as σ-
bond. Most of the hydrocarbon precursors are formed by sp-bonds, which usually appear in gas or liquid
form. (Reproduced from Inagaki [23].)
2.3 Introduction to Carbon Nanotubes 11
Fig. 2.3 (a) 2-dimensional graphene where a1 and a2 are the basis vectors, and θ is the chiral angle. The
red, grey and blue shadow areas are the unit cell of zigzag (8,0), chiral (8,4) and armchair (8,8) tubes. (b)
The symmetry vector (R) lies in the unit cell of carbon nanotube. The projection of R on T is τ , and ψ is the
angle between R and Ch. (c) The NR=56R of the tube (8,4) is drawn on the cylindrical surface to show the
identity operation. The atom at O can be translated by 56R to the identical point. The angle (ψ) between
R and Ch is around 6.2◦. (d)-(f) The cross sectional and side views of three SWCNTs: zigzag (8,0), chiral
(8,4) and armchair (8,8) are shown. Their edges show the zigzag, zigzag+armchair, and armchair shapes.
The corresponding diameters are labelled. (b) and (c) are reproduced from Saito et al. [25].
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microscopic structures. These measurements are defined by the chiral angle (θ ), which
describes the angle of the hexagon helix around the tube axis. A tube made of a single
graphene layer rolled up into a hollow cylinder is called a single-walled carbon nanotube
(SWCNT); a tube comprising of several, concentrically arranged cylinders is referred to
as a multi-walled carbon nanotube (MWCNT). Because the microscopic structure of car-
bon nanotubes is closely related to graphene, the tubes are usually labeled in terms of the
graphene lattice vectors. Figure 2.3 (a) shows the graphene honeycomb lattice. The unit
cell spans two vectors a1 and a2 and contains two carbon atoms at positions: 13(a1 + a2)
and 23(a1+ a2), where the basis vectors, of length |a1| = |a2| = a =
√
3aC−C = 2.494 Å,
form an angle of 60◦. In the reciprocal space, the reciprocal vectors are noted as b1 and b2.
aC−C =1.44 Å is the length of the carbon bond of the carbon nanotube.
Going from 2D graphene to the 1D carbon nanotube, are three vectors that are impor-
tant to describe the structure of a single-walled carbon nanotube: 1. the chiral vector: Ch;
2. The translational vector: T; and 3. The symmetry vector: R. The chiral vector Ch is
used to specify the structure of a SWCNT; including the circumference and chiral angle of
a SWCNT (see Fig. 2.3 (a)). [25,26] The chiral vector is defined in Eq. 2.1 and the circumfer-
ence and chiral angle are calculated by Eq. 2.2 and 2.3, respectively. (see Appendix A for a
more explanation.)
Ch = na1+ma2 ≡ (n,m), (n,m are integers). (2.1)
L= a
√
n2+nm+m2 (2.2)
cosθ =
2n+m
2
√
n2+nm+m2
(2.3)
The (n,m) is also known as the chiral index, and the diameter of SWCNT is calculated
by L/pi . θ in Fig. 2.3 (a) is calculated by taking the arccos of Eq. 2.3. By varying the
chiral index, they become three distinct types of SWCNTs: zigzag, armchair, and chiral
nanotubes, which are classified in Table 2.1. This classification of SWCNT comes from
the shape of the cross section of the circumference, as shown in Fig. 2.3 (a) and (d)-(f).
Secondly, the translation vector (T) of a SWCNT is used for the translation operation of a
unit cell that is defined as Eq. 2.4. It is parallel to the nanotube axis and perpendicular to
the chiral vector: Ch. Then, a unit cell of carbon nanotube is defined by Ch and T and the
number of hexagons in a unit cell: N can be calculated by the area of a unit cell divided by
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Table 2.1 Classification of SWCNT.
Zigzag (n,0)
Metallic mod a(n-m,3)=0
Semiconducting mod(n-m,3)=1,2
Chiral (n,m)
Metallic mod(n-m,3)=0
Semiconducting mod(n-m,3)=1,2
Armchair (n,n) Metallic mod(n-m,3)=0
a
mod stands for the modular arithmetic.
the area of a hexagon:|a1×a2|. (see Appendix A for further explanations).
|T|=
√
3
dR
a
√
n2+nm+m2 (2.4)
N =
|Ch×T|
a1×a2 =
2L2
a2dR
(2.5)
where the dR is the greatest common divisor (gcd) of (2m+n), and (2n+m). For a number
of hexagons (N) in a unit cell, there are twice as many carbon atoms, thus the number of
carbon atoms can be defined as 2N.
Thirdly, as the graphene is rolled up into a cylinder, a symmetry vector (R) is needed to
define the position of a carbon atom in the one dimensional carbon nanotube. With regards
to the symmetry of the chiral CNT, the symmetry vector, R, is defined by an elemental
transitional vector, τ , and the included angle between R and Ch, ψ (see Fig. 2.3 (b)), which
are defined in Eq. 2.6 and 2.7, respectively.
τ =
(mp−nq)T
N
(2.6)
where the p and q are integers and follow the condition:0< mp−nq≤ N.
ψ =
2pi
N
(2.7)
Finally, the three vectors (Ch, T and R) are combined to express the identity operation of a
carbon atom in a unit cell (Eq. 2.8), as shown in Fig. 2.3 (c).
NR= Ch+MT (2.8)
A carbon atom is at the origin (O) and it starts to move along the green line. The green helix
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makes an angle (ψ) with Ch; in the case of (8,4) tube, the carbon atom rotates about the axis
by 12 turns to arrive at an identical position (see Appendix A for a detailed explanation). Fig.
2.3 (d)-(f) illustrates the three types of SWCNT: (8,0), (8,4) and (8,8), which correspond to
the chiral vectors shown in Fig. 2.3 (a), also the corresponding structural parameters are
listed in Table A.1.
In conclusion, the two chiral indices, n and m, and the three vectors: the chiral vector
(Ch); the translation vector (T), and the symmetry vector (R) are used to describe the sym-
metry of a single-walled carbon nanotube. The circumference and diameter of a SWCNT
can be calculated from Ch and the chiral angle is calculated from the chiral index. The
orthogonal translation and chiral vector define the size of the unit cell of a carbon nan-
otube. The translation vector is parallel to the tube’s axis and a CNT is considered as a
one-dimensional crystal because of the repeatability of a unit cell in the T direction. More-
over, the number of carbon hexagons (N) is also defined by the area of a unit cell divided by
the area of a single lattice cell. For a carbon atom in a SWCNT, the symmetry is described
by a symmetry vector (R).
The combination of the component of R on T, τ , and the included angle angle between
R and Ch, ψ , defines the identity operation of the atom in zone-folding calculation [27].
The detailed structural parameters are listed in the Appendix Table A.2. Finally, the lattice
properties of a SWCNT are essential for understanding its electronic properties, which are
classified as either semiconducting or metallic. In the next section, the classification of
electronic properties of SWCNT will be introduced.
2.4 Electronic Properties of Carbon Nanotubes
Table 2.1 shows that SWCNT can possess either semiconducting or metallic properties.
That is, SWCNTs either have a band gap or have no band gap. As in the previous section,
it is easier to start from understanding the electronic structure of graphene, which is similar
to the case of SWCNT. Hence, in this section, firstly, we focus on the electronic structure
of graphene and SWCNT in the first Brillouin zone (1st BZ) in the reciprocal space. Then,
the trigonal warping effect is discussed, as it is the key reason of the difference between the
electronic structure of graphene and SWCNT. Finally, the Kataura plot, which correlates the
excitation energy and electronic structure of a SWCNT, is introduced.
2.4 Electronic Properties of Carbon Nanotubes 15
2.4.1 The Brillouin Zone of Graphene and CNT
The first Brillouin zone of graphene is the basic case of the carbon-based materials to under-
stand their electronic structure. Through studying the Brillouin zone of graphene, the band
structure of SWCNT can be inferred by introducing boundary conditions. Moreover, the
trigonal warping effect, which causes the splitting of the van Hove singularity [28], is also
explained in this section.
The Brillouin Zone of Graphene
Fig. 2.4 (a) The distribution of pi-electrons in the valence band of graphene. The red hexagon is the edge of
the first Brillouin zone (BZ) and the six corners are the Dirac points where the energy is zero. The centre
of the BZ is noted as Γ-point and between two K and K′ is the M-point. The colour contour changing from
purple to red means the electron energy changes from low to high energy. (b) The 3D Brillouin zone shows
the conduction and valence bands touch at the K(K′) points (0 eV). (c) The enlarged part from the K(K′)
points, where it shows the quasi-linear electron distribution from conduction band to valence band. The
electron distribution is in a cone shape and the points of the cones are at the K(K′) points which are also
known as Dirac-cones and Dirac-points, respectively. The Dirac cones are also known as "valleys". (d)
The simplified schematic from (c). "Intra-valley" means inside the Dirac-cone (yellow shaded areas) and
inter-valley means between the two Dirac-cones (blue shaded area). The images of Fig.2.4 (a)-(c) were
obtained from Wolfarm Demonstration Project [29].
The electronic structure of graphene is the most basic condition to study the carbon-
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based materials. For SWCNTs, the one dimensional quantum confinement in the circumfer-
ential direction needs to be applied to the case of graphene [30]. The pi electron distribution
in the first Brillouin zone (BZ) of graphene is shown in Fig. 2.4 (a) [31]. The zone center is
denoted as the Γ, and the six corners are denoted by K or K′, where the pi (conduction band)
and pi∗ band (valence band) touch together at the singular points, resulting in zero bandgap,
as shown in Fig. 2.4 (b) and (c). In Fig. 2.4 (b), the 3-dimensional electron distribution of
pi (lower part) and pi∗ (upper part) show the contact points at K (K′) and the intrinsic Fermi
surface is reduced to the six singular points. The enlarged picture very close to the K and
K′ points, is shown in Fig. 2.4 (c) and the pi and pi∗ exhibit quasilinear and symmetric dis-
tributions, which are called Dirac cones [32]. Considering the periodic crystal structure, the
Bloch energy of electrons (ε(~k)) in the conduction (pi∗-electron) and valence (pi-electron)
bands are equal to |e(~k)| and −|e(~k)|, respectively. Here, the energy is defined as:
e(~k)≡−te~k·~τ(1+ e−i~k·~a1 + e−i~k·~a2), ~τ = (~a1+ ~a2)
3
, (2.9)
If~k lies at the ~K = (~G1+2~G2)/3 point, Eq. 2.9 becomes
e(~K) =−te~k·~τ(1+ e−i ~G1·~a1/3+ e−i ~G2·~a2/3) (2.10)
where the ~G1 = 2pi3a (1,
√
3), ~G2 = 2pi3a (1,−
√
3) are the reciprocal lattice vectors of graphene.
As we use ~Gi·~aj = 2piδi j, then e(~K) becomes 0 [32]. This is the reason why the K-points are
named as Dirac points. The Dirac cones at the K points are also understood as "valleys".
The cross-sectional view of two adjacent valleys is illustrated in Fig. 2.4 (d). The Raman
scattering happened inside and between the Dirac cone(s) are called "intra-valley scttering"
(yellow shaded areas) and "inter-valley scattering" (blue shaded area), respectively. These
two terms are usually used to describe the scattering events which will be discussed in
Chapter 2.10.
The Brillouin Zone of SWCNT
Considering the Brillouin zone of the carbon nanotube, three corrections have to be in-
cluded: 1. the curvature effect on the nearest-neighbour transfer integral, γ0 , 2. the tight
binding overlap integral (s), and 3. the trigonal warping effect. The effects from γ0 and s are
less significant than the trigonal warping effect and can be ignored [28]. Before discussing
the trigonal warping effect, the allowed electronic states will be introduced first. Then, the
trigonal warping effect will be introduced in Chapter 2.8.
γ0 is the nearest-neighbor transfer integral, which is a correction factor in the Hamilto-
2.4 Electronic Properties of Carbon Nanotubes 17
nian matrix for electron energy [33]. Its physical origin is from the overlap of the neighboring
atoms in a single layer graphene and its magnitude is 3.16±0.05 eV for graphite and 2.9 eV
for SWCNT [28,34,35]. The γ0 is defined in Eq. 2.11 and γ0(∞) is the case for graphene, in
the absence of curvature [33]. In other words, γ0 is a relative value to the case of graphene
and it becomes more significant if the diameter of SWCNT decreases. This curvature effect
will vanish as the diameter of CNT equals the length of a carbon-carbon bond (0.144 Å).
Usually, the curvature effect is not significant, unless when the diameter is very small. There
is only a 2% decrease in γ0 for a CNT that is 7 Å in diameter. To date, the smallest SWCNT
reported is 3 Å in diameter and the decrease of γ0 is 11.5% [36]. In general cases, γ0=2.9 eV
is used for energy calculations. Fig. 2.5 (a) illustrates the relationship between the γ0(dt and
the diameter of SWCNTs, according to Eq. 2.11. The unit of the x-axis is γ0(∞). It can be
observed that γ0(dt) decreases dramatically when the tube’s diameter is smaller than ∼0.25
nm. Fig. 2.11 (b) is the curve enlarged from the red rectangular in (a). γ0(dt) becomes
constant as the tube’s diameter increases above 1 nm and we can ignore the curvature effect.
γ0(dt) = γ0(∞)
{
1− 1
2
(
aC−C
dt
)2}
(2.11)
Fig. 2.5 (a) The plot of Eq. 2.11. The unit of the x-axis is the γ0(∞). The y-axis is the diameter of SWCNT.
(b) The enlarged curve from the red square in (a). The 0.3 and 1 nm are indicated by the dashed lines. As
the diameter of the SWCNT is larger than 1 nm, the γ0(dt) almost keeps constant.
The tight binding overlap integral, s, is a measure of the pi-orbital overlap of two adjacent
atoms, which is 0.129 for two-dimensional graphene sheet. In terms of SWCNTs, smodifies
the electronic energy at the M points. By applying γ0=2.9 eV and s=0.129, the energies for
pi∗ and pi at the M points are +3.329 and -2.568 eV, respectively. It implies an asymmetry
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of the energy distribution at the M points [28]. However, because we now concentrate on
the band structure near the K points, where band structure is symmetric, the effect from the
overlap integral is also neglected.
The trigonal warping effect plays an important role in modifying the electronic structure,
especially for metallic SWCNTs; as it causes splitting of van Hove singularities. Before
we start the discussion of trigonal warping effect, the electronic structure of SWCNT is
introduced first.
The allowed electronic states of SWCNTs are confined by its unit cell. Fig. 2.6 illus-
trates the allowed electronic states, labelled by the red segments, which are the electron
wave vectors: k. The k is regulated by the reciprocal lattice vectors: K1 and K2. The mag-
nitude of K1 is 2/dt and is confined in the circumferential direction (see Eq. 2.12). The
magnitude of K2 is confined in the direction of tube’s axis (see Eq. 2.13). Consequently,
the number of k states equals to the number of hexagons in a unit cell: N (see Appendix B
for details.).
|K1|= 2piCh =
2
dt
= k (2.12)
|K2|= 2piT (2.13)
Fig. 2.6 The wave vectors of (8,0),(8,4) and (8,8) SWCNTs in the first Brillouin zone. The allowed k vectors
are drawn with red lines. The number of the red lines is determined by N; calculated using Eq. 2.5. The
direction of k isK1, which is in circumferential direction. TheK2 points at the axial direction. The panel a
and b represent the s-SWCNT and the line segment does not intersect theK point and separates from theK
by 2/3dt. The line segments in panel c intersects the K points, leading to the zero band gap of m-SWCNT.
(Reproduced from the Wolfram demonstration project [29].)
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The allowed states of semiconducting tubes do not intersect the K points and lead to the
separation between the states. The k is always a distance from the K point of 2/3dt (see Fig.
2.6 (a) and (b)). In contrast, the k of metallic tube always intersect with the K, to result in a
continuous distribution of states. The orientation of the k vectors is given by the chiral angle
and the k of an armchair tube rotates by 30◦, compared to the case of zigzag tube (see Fig.
2.6 (c)).
The energy separations can be clearly seen from the distributions of the density of states
(DOS). Fig. 2.7 plots the density of states of the three types of SWCNTs corresponding to
Fig. 2.6 [37]. The spike-like density of states are known as the van Hove singularities [38,39].
The separation between the first singularity peaks in the conduction and valence band is
noted as ES11 and E
M
11 for semiconducting and metallic SWCNTs, respectively (see Fig.
2.7)). And, the energy separations can be calculated by Eq. 2.14 and 2.15 for metallic
and semiconducting SWCNTs, respectively [28].
Fig. 2.7 The 1D electronic density of states of a (8,0), b (8,4) and c (8,8) SWCNTs depend on energy. The
the separations between the first van Hove singularities are labeled as ES11 and E
M
11 in each panel. The green
area in the panel c represents the continuous density of states that suggests the zero band gap. Reproduced
from Maruyama et al. [40].
EM11(dt) =
6aC−Cγ0
dt
(2.14)
ES11(dt) =
2aC−Cγ0
dt
(2.15)
In order to have a full description of the energy distribution of SWCNT, the allowed k
states of SWCNT should combine with the energy band of graphene. Consequently, the van
Hove singularities will split in certain cases of SWCNT, due to the trigonal warping effect.
In the next section, the trigonal warping effect is introduced in detail.
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2.4.2 The Trigonal Warping Effect
The trigonal warping effect is the third correction when considering the band structure of
SWCNT. The band structure of graphene in Fig. 2.4 (a) is replotted in Fig. 2.8 (a). Then,
we only focus on the band structure between the K andM points shown as the white triangle
in Fig. 2.8 (a). The equi-energy contour lines have a circular shape near the K points. The
circular shapes will change to triangular shapes as nearer the M points [33]. With regards to
the SWCNTs, the electronic states are only allowed on the red segments, as shown in Fig.
2.6. Then, the trigonal warping effect must be considered.
The trigonal warping effect describes the split of the van Hove singularity peaks in the
valence and conduction band and it will happen for both the metallic and semiconducting
SWCNT, theoretically [28]. However, the split in the case of semiconducting SWCNT is too
small to be observed and it is approximately one order of magnitude smaller than the split in
metallic SWCNT. For metallic SWCNT with similar diameters, the magnitude of the split
decreases with increasing chiral angle. Therefore, an armchair SWCNT does not have the
split van Hove singularity peak. In contrast, the zigzag SWCNT has the maximum split.
Fig. 2.8 (a) TheK in the first Brillouin zone of pi electron is enclosed by a white trigonal whose three apexes
are M points. The contour lines means the equal energy. (b) The enlarged white triangle in (a) shows the
energy contour lines are deformed from circle to straight lines. Three red line segments represent the k
vectors and the upper vector intersects with the outer contour line at the solid black dot. The lower k vector
intersects with the inner contour line at the open circle. The split energy comes from the energy difference
between these contour lines. (c) The energy contour lines very near to the K point show the circle shape
where the split is small. Reproduced from Wolfram demonstration project [29].
∆EM11(dt) = 8γ0 sin
2
(
a
2dt
)
(2.16)
∆ES11(dt) = 8γ0 sin
2
(
a
6dt
)
(2.17)
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Fig. 2.9 From the top to the bottom panel, the density of states plotted against the energy of six metallic
SWCNTs with the similar diameters. The (10,10) tube is armchair SWCNT with chiral angle of 30◦ and
it does not have the split. The split starts to appear when the chiral angle decreases. The (18,0) tube
whose chiral angle is 0◦ has the maxima split of 0.09 eV in conduction band. The right panel shows the
corresponding k vectors in the first Brillouin zone and also shows the variation of chiral angles which are
also labelled. Reproduced from Saito et al. [28].
With regards to the metallic SWCNT, a k vector intersects the K point and two nearest
k vectors are separated by 2/|dt | from the k vector intersecting the K point. Near the K
point, a white triangle encloses the K point, as illustrated in Fig. 2.8 (a) and the white
triangle is enlarged, as shown in Fig. 2.8 (b). The energy contour lines have a circular shape
very near to the K point, as shown in Fig. 2.8 (c). In Fig. 2.8 (b), it can be seen that the
contour lines become straight near the M points. The red segments stand for the k vectors
and the upper k intersects the straight contour line and is labelled by a solid dot. The lower
k vector intersects the inner contour line labelled by an open circle. The energy difference
between the solid dot and open circle is ∆EM11 and ∆E
S
11, as expressed in Eq. 2.16 and 2.17
for metallic and semiconducting SWCNTs, respectively. If we look at the region very near
to the K point (Fig. 2.8 (c)), the energy contours are nearly circular in shape and hence the
trigonal warping effect is not significant.
Eq. 2.16 and Eq. 2.17 are only for zigzag tubes and the ∆ES11 is of the order of 10
−2
eV, which can be ignored. Taking a (9,0) SWCNT as an example, its ∆EM11 is 0.7 eV which
can be observed by STS (scanning tunneling spectroscopy) [30,41]. Fig. 2.9 plots the density
of states in the conduction band of six metallic SWCNTs of similar diameter, with different
chiral angles. It can be seen that the (10,10) tube does not show a split of the singularity
peaks. As the chiral angle decreases, the split starts to increase. The split reaches the
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maximum of 0.09 eV for the first singularity peak in the conduction band and another 0.09
eV split in the valence band for (18,0). Thus, the total split of (18,0) is 0.18 eV according
to Eq. 2.16.
The trigonal warping effect causes the split of the band structure of metallic SWCNT
to result in the alterations of optical transitions [42,43]. The magnitude of the split increases
with decreasing chiral angle and the tube’s diameter. This phenomenon is likely to enhance
the intensity of 2D- and D-band in Raman spectrum [44]. Hence, the trigonal warping effect
changes the distributions of energy density of states, as well as the band structures. In the
next section, we introduce the Kataura plot, which also shows the trigonal warping effect on
energy bands.
2.4.3 The Kataura Plot
The Kataura plot describes the relationship between the energy separations (Eii) of SWCNT
band structure and the tube diameter, which was developed by H. Kataura in 1999 [45]. A
typical Kataura plot is illustrated in Fig. 2.10 (a) which is theoretically calculated by using
γ0=2.9 eV and aC−C=1.44 Å [37]. The red and blue curves stand for the semiconducting and
metallic SWCNT, respectively. It reveals that the SWCNTs with the smaller diameters result
in higher Eii and the wider ∆EM11, see Fig. 2.10 (a). For example in Fig. 2.10, for E
S
22, a
tube of 3 nm has a narrower spread and with decreasing the tube’s diameter, the spread is
increased.
Owing to the trigonal warping effect, the curves start to expand by following Eq. 2.16
and 2.17. Thus, the width of curves is increased with decreasing the tube’s diameter. We
continue the example shown in Fig. 2.9. The grey shadowed area in Fig. 2.10 (a) labels the
metallic SWCNTs corresponding to Fig. 2.9 and the ∆EM11=0.18 eV calculated in the last
section is also labelled to represent the width of the EM11 curve at diameter of ∼1.4 nm. Fig.
2.10 (b) is magnified from the grey area in (a). In Fig. 2.10 (b), the chiral indices, n and m,
are written in black and red colours, respectively. We can see that each SWCNT gives two
energy states in the EM11 due to the trigonal warping effect. Only the (10,10) does not show
any energy split and the (18,0) has an energy split of 0.18 eV, as discussed in the previous
section.
The Kataura plot is very useful in Raman spectroscopy. By using different excitation
energies in Raman spectroscopy, the existence of semiconducting and metallic SWCNTs
can be confirmed and evaluated quantitatively. We plot two excitation energies, ELaser=2.41
and 1.58 eV, with resonance windows of ±0.1 eV, in Fig. 2.10 (a). Only the SWCNTs
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Fig. 2.10 (a) A typical Kataura plot which illustrates the relationship between the energy separation (Eii)
and SWCNT diameter. The red and blue curves stand for semiconducting and metallic SWCNTs, respec-
tively. The Eii are labelled on the right y-axis. The grey shadow area covers the metallic SWCNTs shown
in Fig. 2.9. The three red and green straight lines stands for the excitation laser energies which are 2.41
and 1.58 eV, respectively. The excitation window is ±0.1 eV of the incident energy. The black dashed line
labels the diameter of 1.5 nm. (b) The magnified grey shadow area from (a). The chiral indices are written
in black and red colours for n and m. Only (10,10) SWCNT does not have split and only show one energy.
The maximum spilt is happened to the (18,0) tube and labelled in∆EM11. Reproduced from Maruyama
[40].
that fall in the resonance windows can be detected and thus, the ELaser=1.58 eV mainly
resonates with the semiconducting SWCNTs (diameter<∼1.5 nm indicated by a dashed line,
ωRBM>150 cm−1) [46–48]. The ELaser=2.41 eV can resonate both with the semiconducting
and metallic SWCNT [46,48,49]. A similar principle can also be adopted in other optical
measurements, such as photoluminescence. Therefore, it is essential for optical-transitions-
related measurements and, using the Kataura plot, the structural information of SWCNT
can be revealed.
2.5 Growth Mechanisms of Carbon Nanotubes
We have shown that chirality of a SWCNT plays a crucial role in electronic properties and
we would like to grow CNTs with specific properties. But first, we would like to introduce
the growth mechanism of CNTs, to understand the interaction between the reactant gases
and the catalyst and the effects from using different catalysts on the growth. The growth
mechanism of CVD-grown CNTs is closely related to the behaviour of catalyst. The purpose
of a catalyst is to increase the rate of a reaction by providing another reaction pathway, of
lower activation energy, but does not appear in the product [50]. The role played by the
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catalysts is to dissociate the hydrocarbon gases into carbon and hydrogen in CNT growth.
In Fig. 2.11 (a)-(b), the widely accepted growth models are illustrated. The growth models
for tip and root growth both consist of four steps [51,52]:
1. Adsorption of the precursor molecule on the catalyst surface.
2. Dissociation of the molecule.
3. Diffusion of a carbon atom on or through the catalyst.
4. Precipitation of carbon to form CNT.
Although it has been reported that diffusion (the third step) is the rate-limiting step, the total
reaction rate is still considered to evaluate the effectiveness of the catalyst [52]. Moreover,
before the diffusion step, the active sites on the catalyst’s surface are essential for accessing
the precursor molecules. Usually, the half-filled d-orbital transition metals are used for CNT
growth. Hence, in this section, we concentrate on the abilities of the transition metals for
CNT growths.
In terms of different d-orbital electron configurations, Fig. 2.11 (c) illustrates a simpli-
fied diffusion process on the catalyst surface. A good catalyst can provide enough empty
surface sites for dissociated carbon atoms to diffuse and the diffusing carbon atom can pre-
cipitate to form CNT, easily. With regards to the transition metals, for the early transition
metals, such as Ti and Hf, their d-orbitals have higher binding energy (Ed), with carbon
tending to form a carbide to block the catalyst surface [53]. Hence, the coming precursor
molecules bounce back (Fig. 2.11 (d)). Another extreme case is the noble metals, where the
adsorption of the precursor on the catalyst surface is weak. It results in a low dissociation
rate.
Figure 2.11 (e) plots the relationship between overall reaction rate of the four steps and
the d orbital energy [54] and Fe is the catalyst with the fastest reaction rate [51]. Fig. 2.11
(f) shows that the carbide forming energy increases with d orbital occupancy energy, whilst
the carbon solubility decreases. Again, Fe appears to be an ideal choice, with the optimum
balance between the carbide forming energy and the solubility. The early transition metals
have high carbon solubility but they easily form a carbide. The noble metals suffer the low
carbon solubility to limit the CNT growth. Hence, the Fe, Co, and Ni are more feasible for
CNT growth.
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Fig. 2.11 (a)-(b) Tip and root growth mechanisms. The carbon and hydrogen atoms are coloured in blue
and white. The black lines represent the walls of CNT. (c) Diffusion process of carbon through the catalyst.
TheCxHy stands for the hydrocarbon gas molecule and theCn represent the resulting dissociated carbon
diffusing through the catalyst surface. (d) Illustrations of carbon atoms on the catalyst surface. The surface
of Ti catalyst is blocked by carbide and the Cu is unable to absorb hydrocarbon gas molecules, efficiently.
(e) The overall reaction rate of the four steps correlates with the d-orbital energy. (f) Carbide forming
energy and carbon solubility are plotted against the d-orbital energy. From (e) and (f), the Fe is the most
suitable catalyst for CNT growth. Reproduced from Robertson [51].
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2.6 Catalyst Preparation via Physical Vapour Deposition
In the previous section, we discussed the growth mechanism and concluded that the ferro-
magnetic metals: Fe, Co, and Ni, are suitable for catalysing the CNT growth. However,
the quantity and composition of the catalyst significantly influence the growth [55–57]. For
instance, the CNT chirality [55,58–60] and diameter [61–65] highly depend on the composition,
size and support of catalyst. Catalyst-free growth of SWCNT is possible, but the yield is
very low and the process temperature is very high [66]. It has also reported that the molecular
catalyst, which is prepared by the chemical processes, can achieve the preferential growth of
SWCNTs [67,68] In this section, we introduce sputtering, the physical process which is used
to deposit the catalyst in this study. Sputtering is able to control well the catalyst thickness
under a clean environment.
In general, for CVD-grown CNT and graphene, the PVD (physical vapour deposition)
is the most popular method to prepare the catalyst. PVD is a thin film deposition technique,
which is highly compatible with semiconductor fabrication processes and shows high uni-
formity, accuracy of thickness, and large scale production. The two major types of PVD
used to prepare the metal catalysts are sputtering and evaporation. In our study, the catalyst
is prepared by DC-sputtering, which will be introduced in this section.
A DC-sputtering system is mainly composed of a pumping system, DC power supplies,
and electrodes, as shown in Fig. 2.12 [69]. The pumping system, equipped with an auto-
pressure control system, creates a clean environment and controls the process pressure at
several milli-Torr. The DC power supply is connected to the electrodes to create a voltage
drop, to strike a plasma. The target and the substrate are the cathode and the anode, re-
spectively. For metal depositions, such as Fe, Ar gas is used due to its higher sputtering
yield, resulting from its larger mass. The Ar anions bombard the target to sputter the target
material onto the substrate (see Fig. 2.12). Reactive-sputtering can also be implemented by
flowing the reaction gases. Taking titanium nitride (TiN) as an example, a nitrogen gas flow
is used to contribute the nitrogen anion, to bond with the sputtered titanium atom, to form
TiN.
DC-sputtering can be performed at room temperature and on any vacuum-compatible
substrate. However, it can not deposit dielectric materials due to the accumulated charges
on the dielectric target. Alternatively, radio frequency (RF)-sputtering and evaporation can
solve this problem. Furthermore, DC-sputtering can precisely control the film thickness that
is important for catalyst for CNT growth and through the co-sputtering technique, a multi-
metal catalyst can be prepared. It allows a larger variable space for studying the catalyst
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Fig. 2.12 The configuration of DC-sputtering. The anode and cathode are connected to the DC power
supply to produce a voltage drop. Then, the Ar is ionised to generate Ar+ to sputter the target material onto
substrate. The nitrogen can be used for reactive sputtering to deposit nitride.
effect on CNT growth in terms of catalyst composition.
2.7 The Growth Process of Carbon Nanotube
In Chapter 2.5, ferromagnetic metals are recognised as a suitable catalyst for CNT growth.
In this section, three major types of CNT growth processes are introduced and the Fe, Co,
and Ni are commonly used in these three processes. But, the catalyst preparation is different
from method to method.
The growth processes used for carbon nanotubes can principally be classified as three
main types: 1. arc-discharge, 2. laser-ablation and 3. chemical vapour deposition. The arc-
discharge method can fabricate high quality CNTs and in a great quantity, but with many
impurities. The laser-ablation has a high production yield of CNT, but the quantity is small.
Both methods are unlikely to be integrated with the semiconductor fabrication process. Only
CVD is compatible with the semiconductor fabrication process and able to provide high
quality and quantity. In this section, the advantages and disadvantages of the three methods
are introduced. The CVD techniques, including catalytic and plasma-enhanced CVD, are
explained in detail.
2.7.1 Arc-Discharge
The arc-discharge method was widely used to grow carbon nanotubes and fullerenes on a
large scale in the 1990s [20,21,70,71]. It is well known that in 1991, S. Iijima first identified car-
bon nanotubes, which was synthesised by the arc-discharge method [20]. The arc-discharge
method allows for quantity and high quality CNT due to its short process time and high
process temperature. The downsides are that the CNTs are non-vertically aligned, the high
temperature process (central plasma temperature > 3000◦C) and concomitant impurities,
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such as amorphous carbon, carbon onions [72]. Hence, further purification is often needed to
remove the by-products [73].
The structure of the arc-discharge system is relatively simpler than the CVD and laser
ablation. Two electrodes serve as an anode and a cathode, which are powered by a low
voltage (20∼60 V) and high current (60∼200 A) arc power supply (see Fig. 2.13) [71]. The
electrodes are usually designed to be movable because the arc discharge plasma must be
ignited by "touch", then withdrawn to leave an approximate 1 cm gap. Once the plasma
is triggered, the plasma should be "self-sustained" between the electrodes [74]. The arc-
discharge technique for CNT growth is usually operated under low vacuum environment
ranged from several Torr to atmosphere. If under high vacuum, it will turn into the thin film
deposition [75].
Fig. 2.13 The configuration of an arc-discharge system. Two graphite rods are the cathode and anode,
respectively. The catalyst is filled in the cathode. The anode can move to touch the cathode to start the
arc-discharge.
Transition metals are commonly used as the catalysts, [76] although sometimes, the noble
and rare earth metals are also used [72,77]. The catalyst metal powder is filled in the pre-
drilled hole in the cathode, as shown in Fig. 2.13. The carbon source is mainly provided by
consuming the anode and the grown CNTs are deposited on the top of cathode in webbed
silk form on the chamber wall. By benefiting from the high temperature, the quality of
arc-discharge grown MWCNT is usually high with ID/IG<0.25. Moreover, rare bamboo
structures are observed inside the tubes [72].
The arc-discharge technique is an efficient and simple method to fabricate carbon nano-
materials. It can grow high quality CNTs in large scale. However, there are several disad-
vantages. Firstly, the CNTs are randomly dispersed inside the chamber or the cathode and
the lengths of CNTs are difficult to control. Moreover, the process temperature is high and
many by-products may be fabricated at the same time. Therefore, arc-discharge method is
unable to apply to the electronic process, directly.
2.7 The Growth Process of Carbon Nanotube 29
2.7.2 Laser-Ablation
Laser ablation used for growing carbon nanotubes were firstly proposed by Smalley’s group
in 1995 [78]. In the laser ablation method, a laser beam vaporise a graphite target mixed
with a catalyst to synthesise carbon nanotubes. This method is famous for its high yield,
which can reach up to 70% and from the TEM observations, less impurity are incorporated
as compared with the arc-discharge method [79].
The configuration of laser-ablation system is also simple. A neodymium doped yttrium
aluminum garnet (Nd:YAG) laser beam scans over a target, which is placed in a furnace
at 1200◦C. The inert gas keeps flowing through the furnace to blow the as-grown CNTs to
deposit on a collector, as shown in Fig. 2.14. The process is kept at approximate 400 to 600
Torr. The furnace may not be necessary and Maser et al. used a CO2 laser to heat the target
for synthesising the SWCNTs without using the furnace [80].
Fig. 2.14 The configuration for laser-ablation. The Nd: YAG laser beam sweeps across the target surface
to vapourise the target. The Ar gas is continuously flowing along the furnace. The as-grown CNTs are
bought and collected by the copper collector. The process is implemented in a furnace at 1200◦C.
The key factor of the laser-ablation is the composition of the target. The target is made
by mixing the graphite and metal powders and the catalyst concentration usually ranges
from 0.2 to 10at% [78,80,81]. The Fe, Co, Ni and Y are commonly used. By tuning the ratios
between carbon and catalyst and using different metals, it can control the species of product,
such as C60 and CNTs and the diameters of CNTs [61,82].
Finally, the laser-ablation method provides another physical approach to fabricate CNTs,
however, it has the common disadvantages as the arc-discharge. The impurities are still
inevitable, and implies the post-treatment is needed and the process temperature is too high
for electronic applications. Moreover, the CNTs are randomly distributed on the collector
that is unable to apply in any semiconductor process directly. In the following section, we
will introduce the chemical vapour process which is a low temperature process and highly
compatible with semiconductor processes.
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2.8 Chemical Vapour Deposition
2.8.1 Introduction
Chemical vapour deposition is a versatile tool for fabricating thin films, nano-materials,
and is also used for etching. Chemical vapour deposition (CVD) is a material fabrication
technique that involves a chemical reaction of gases to deposit material on the substrate.
This technique has been developed from mid-nineteenth century in academic research and
applied in industrial fields in the late 19th century. Nowadays, various CVD techniques are
used to achieve different purposes.
CVD has shown the versatility of its process in the synthesis of a wide range of mate-
rials, such as metal [83], semiconductor, III-V semiconductor compounds, [84] insulators, [85]
and nano-materials [86,87]. Other significant advantages are conformal coverage on complex
structure and selective growth with a catalyst patterned substrate [2,88] which are inconceiv-
able for physical vapour deposition (PVD). Owing to the edge effect [89] which is commonly
observed in PVD coating, voids become an unavoidable consequence to cause the failure
of the devices. Nevertheless, CVD benefits from gaseous reaction that obtains better step
coverage and more uniform film thickness. CVD also enables positionally selective growth
which can be achieved on selectively patterned catalyst-coated areas via lithography.
With respect to the process conditions, the operating pressure can be used to classify
CVD as: reduced-pressure CVD (RPCVD) and atmospheric pressure CVD (APCVD) [90].
RPCVD is usually equipped with a vacuum system to control the reactor pressure and there-
fore allows toxic or highly reactive gases to be used and APCVD is featured with higher
production rate due to high operating pressure. Regarding throughput, it can be classified
as batch type or single-wafer type. Single-wafer CVD provides better control for deposition
than batch type over process conditions, whilst batch CVD shows an economic advantage
due to high throughput.
Another noticeable process factor is the temperature control of the substrate and accord-
ing to different heating methods, it is convenient to divide into hot wall and cold wall CVD.
Hot wall CVD uses resistive heating to heat the whole reactor and provide stable heating
and thus the temperature of substrate can be uniformly maintained. Whereas cold wall CVD
does not heat the whole reactor and a heater underneath the substrate is used to regulate the
temperature. Because only the substrate area is heated, cold wall CVD is able to modulate
substrate temperature more precisely.
In recent years, CVD not only achieved a considerable success in thin film coatings but
has also been widely adopted in synthesising carbon-based nano-materials, such as carbon
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nanotubes (CNTs) and carbon fibre, which exhibits several compelling advantages com-
pared to arc-discharge and laser ablation methods. Whilst the temperature generated from
arc-discharge or laser ablation is around 3000-4000◦C, CVD can effectively lower it with
the assistance of the plasma and the catalyst. Furthermore, arc-discharge or laser-ablation
grown CNTs are randomly oriented but CVD grown CNTs can be either random orientation
or vertically-aligned which reveals the potential to apply in electronics applications.
2.8.2 Catalytic Chemical Vapour deposition
In 1985, Matsumura et al. proposed a novel CVD deposition of amorphous silicon, which
was able to effectively increase the growth rate with the assistance of a tungsten-made cat-
alytic heater and catalytic CVD (CCVD) was firstly coined [91]. Until the early 1990s, Endo
et al. proposed a pyrolytic process by using benzene and iron served as the carbon source
and the catalyst, respectively for growing CNTs [92]. This process was inherited from their
previous work of vapour grown carbon fibres (VGCFs) [93] and both CNTs and VGCFs were
fabricated at approximately 1100◦C The tube diameter distribution was wide ranging from
∼1.9 nm to tens of nm and bamboo structures were also observed near to the tip of tube. In
the same year, José-Yacamán et al. [94], also used iron for catalytic decomposition in CCVD
to synthesise CNTs but changed the carbon source to acetylene, which enables growth at
∼700◦C However, the carbon fibres were also grown in their specimens.
CCVD is composed of a furnace, a reactor, a gas supply and a pumping system (see Fig.
2.15), therefore, it belongs to the hot wall CVD class and can be either AP- or RP-CVD and
also known as thermal CVD. It also can be classified as batch type CVD due to the large
reactive region which allows for more than one substrate at the same time. The function of
the furnace is to heat the quartz tube reactor and the reactant gases are bled and controlled
by the gas supply system. Further combing with a pumping system, the process pressure
can be well controlled. For scientific and industrial uses, there are several major advantages:
lower cost, high purity and yield of CNT growth, and large scale production. However, the
contamination is unavoidable because the whole reactor must be heated up. The impurities
deposited on the reactor wall are likely to contaminate the product [95–99].
At the CNTs growth stage, the temperature of the catalytically-treated substrate rises to
a sufficiently high temperature (550∼1200◦C, see Table 2.2) and subsequently, the hydro-
carbon gases (methane, acetylene, carbon monoxide) are introduced in the tubular reactor.
In the case of liquid hydrocarbon sources (benzene, ethanol, etc.), the liquid is heated to
vapour state in a flask and an inert gas is passed through it into the tubular reactor. For solid
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Fig. 2.15 A schematic illustration of CCVD. The substrate (green plate) loaded with catalyst is placed in the
centre of the quartz tube where the temperature is stable. The reactant gases are flowed from one end of the
quartz tube and the other end is for pumping. The quartz tube is embraced by an ohmic heater (furnace) to
maintain the process temperature. The upper part of furnace is intentionally illustrated in transparent to
show the substrate.
hydrocarbon sources, such as camphor [100], they are placed in the low temperature zone to
sublimate into the reactor.
In general, CCVD has the advantages of a simpler structure and a larger scale, but the
drawbacks are high temperature, long process time and contamination, which is not ad-
visable for electronic applications. The plasma-enhanced CVD provides an alternative ap-
proach and will be introduced in the next section.
2.8.3 Plasma-Enhanced Chemical Vapour Deposition
The common disadvantage of the methods for growing CNTs as discussed above, is the
high temperature process. In terms of the low temperature process for synthesising CNTs,
the plasma-enhanced CVD (PECVD) can grow CNTs at relatively lower temperature. In
2001, Boskovic et al. used a RF-PECVD to grow the carbon nanofibres (CNDs) at room
temperature by using the nickel as the catalyst [101]. Their as-grown CNFs possesses the
comparative quality with the MWCNTs grown by a hot filament CVD at 450◦C. More-
over, the attempt at using PECVD to grow CNTs under 550◦C was done by Kato et al., in
2003 [102]. The PECVD features in the low temperature process. To distinguish from the
CCVD, the PECVD is the type of RP- and cool wall CVD. Thus, the desired process pres-
sure can be controlled by the pumping system and the process cycle time is shorter than the
CCVD. The lower temperature process is offset by the plasma and there are several power
supplies to generate plasma, such as DC [86], RF [102], microwave [103,104] and electron cy-
clotron resonance (ECR) [105]. In this section, we take DC-PECVD as an example, which is
the simplest example.
Fig. 2.16 illustrates the configuration of a DC-PECVD, composed of two electrodes
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connected to a DC-supply to initiate the plasma. The substrate is placed on a resistive heater
and the pressure is controlled frommilli- to tens Torr [106]. The pressure must be high enough
for plasma self-sustainability to continuously dissociate the reactant gases. The substrate is
still heated to the desired process temperature which is usually above 550◦C (see Table
2.2) [102,107]. However, some significant heating also occurs due to the plasma [108]. The
reactant gases and catalyst can be the same as the gases used in CCVD.
In Table 2.2, we list the process parameters developed by different groups. In terms of
PECVD, the growth temperature ranges from ∼477 to 1000◦C which is slightly lower than
the case of CCVD. Although some groups have reported the lower temperature processes at
350◦C of PECVD, the as-grown CNTs are sparse and not vertically-aligned [109,110]. Under
comparative temperature of 550◦C, the PECVD can grow vertically-aligned CNTs with
higher growth rates [102]. On the other hand, entangled CNTs are obtained by CCVD at the
same temperature [111].
However, accurate temperature measurement in the plasma environment is difficult. Ow-
ing to the significant heating produced by plasma, the actual temperature is difficult to mea-
sure correctly. Applying 200 W of DC-plasma, the temperatures are generally above 600◦C
throughout the plasma zone (except the anode) and 700◦C at the substrate [108]. In addition
to the low temperature process, the plasma can generate reactive radicals by dissociating the
hydrocarbon reactant gases. Comparing with the CCVD, CCVD needs the higher tempera-
ture to dissociate the gases [112]. Another advantage is that vertical CNT growth is induced
by the applied electric field [86,103]. Chhowalla et al. reported that, by using DC-PECVD, the
negatively biased substrate with electric field of ≈0.15 V/µm can enhance the alignment of
CNTs [86]. Moreover, a microwave CVD equipped with 2.54 GHz microwave power supply
allows the vertical CNT growth due to the self-biased substrate. Interestingly, the microwave
CVD-grown CNTs are perpendicular to the substrate surface which can be round or flat sur-
face [103]. In contrast, for CCVD, it has been reported that the van der Waals force between
tubes enhances the alignment, known as the crowding effect [112,113].
Besides the plasma heating, there is also a drawback of using the plasma. The ion bom-
bardment in the plasma environment can degrade the CNT quality and create the structural
defects. The ion bombardment becomes more significant as the power of the plasma is
increased and the C-C bond can be broken. However, increasing the process temperature
can alleviate the decrease in quality [114]. Therefore, this is a dilemma of quality and low
temperature process.
In summary, the PECVD is able to grow vertical-aligned CNTs at lower temperatures.
The PECVD benefits from the plasma to dissociate the reactant gases and electrostatic force
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improve the alignment of CNTs. Nevertheless, the inevitable ion bombardment can decrease
the CNT quality.
Fig. 2.16 An illustration of PECVD. In the DC plasma configuration, the top electrode (target) connects
to negative end and chamber (substrate) is grounded. For RF plasma, there is no difference in electrode
connection due to the alternating current. The PECVD may be equipped with a vacuum system to flow the
reactant gases and exhaust for maintaining at a constant chamber pressure. The substrate is placed on the
heater for precise temperature control.
2.9 Raman Spectroscopy
Having discussed ways to grow CNTs, we now discuss ways to analyse CNTs, starting with
the most popular method for determining type and quality of CNTs, Raman spectroscopy.
Raman Spectroscopy plays an important role in analysing carbon-based materials. The
advantages of Raman spectroscopy are that it is non-destructive, fast, and no further sample
preparation is needed. It provides information of CNT quality, electronic properties, and
diameter of SWCNT. Hence, in this study, Raman spectroscopy is the major tool to evaluate
the as-grown CNT. In this section, firstly, we briefly introduce the historical background and
the basic information of Raman spectrum of carbon nanotubes. Secondly, the theory of first-
and second-order Raman scattering is explained to elucidate the "Radial Breathing Modes"
(RBM), G-, D-, and 2D (G′)-bands which are related to the electronic properties, quality,
and the diameter of CNTs.
2.9.1 Introduction
Raman spectroscopy is a powerful tool to analyse the quality and electronic properties of
carbon nanotubes. During the growth of carbon nanotube, structure defects are unavoidable
and affect the electrical conductance, [138,139] field emission properties [140], the work func-
tion [141,142], and the mechanical strength [143,144]. Therefore, it is important to understand
the quality of carbon nanotubes before any application.
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Table 2.2 Summary of CVD system used worldwide for the fabrication of CNTs. In
general, lower temperature (below 700◦C) results in MWCNT and growth of SWCNT
prefers high temperature condition. For CCVD, both the liquid and gas phase hydro-
carbon sources can be used, whilst the PECVD and PTCVD only use the gas phase
hydrocarbon source. The ammonia is commonly used for the carrier gas in PECVD
and the inert gas and hydrogen are usually used for CCVD and PTCVD.
Hydrocarbon
source
Carrier
gas
Catalyst Temperature CNT
dia.
Walla Process Ref.
(◦C) (nm)
Methane Ar Fe-Mo/Alumina 820 0.8-2 SW CCVD
[115]
Ethanol He Fe+Al 800 0.76-
1.14
SW CCVD
[116]
Acetylene N2 Fe-Co/Alumina 700 15-25 MW
[117]
Acetylene Ar Fe-Mo/MgO 800-900 0.8-2.43 SW CCVD
[118]
Methane H2 Fe-Mo/MgO 820-900 – DW CCVD
[119]
Methane Ar/H2 Fe-Mo/Alumina 850-1000 0.9-2-7 SW CCVD
[120]
Methane N2 Fe/Alumina-Silica 900 – MW CCVD
[121]
Alcohol Ar Iron/cobalt acetate 800 1 SW CCVD
[122]
Ethanol Ar/H2 Iron+cobalt acetate 750 25-90 MW CCVD
[123]
Acetylene Ar Ferrocene 900-1000 0.7-2 SW CCVD
[124]
Ethanol Ar Ferrocene 1100 20-40 MW CCVD
[125]
Toluene H2 Ferrocene 1200 20-70 MW CCVD
[126]
Benzene Ar/H2 Ferrocene 850 5-35 MW CCVD
[127]
550 2-20
Carbon Monox-
ide
He Co-Mo/SiO2 700 1 SW CCVD
[128]
Ethanol Ar Co/Alumina 550 10-20 MW CCVD
[111]
Methane NH3 Fe 660-1000 – MW PECVD
[104]
Carbon Monox-
ide
NH3 Fe 550 40 MW PECVD
[107]
Methane Ar Fe,Ferritin 600 1.5 SW PECVD
[67]
Methane H2 Fe/Alumina 600 0.6-3 SW PECVD
[129]
Methane – Fe2O3,NiO,CoO,NiO/CoO 1000 0.7-6 SW PECVD
[130]
Methane H2 Fe-Ni-Cr, Ni 650 60-80 MW PECVD
[131]
Methane H2 Ferric nitrate 900 10-50 MW PECVD
[132]
Methane H2 Ni 700 10 MW PECVD
[133]
Acetylene NH3 Ni 600 – MW PECVD
[108]
Acetylene NH3 Ni 666 10-500 MW PECVD
[134]
Acetylene NH3 Ni 700 100 MW PECVD
[135]
Methane H2 Ni 550-850 0.75-
0.94
SW PECVD
[102]
Acetylene NH3 Ni,Co 750-800 K 20-130 MW PECVD
[136]
Acetylene NH3 Ni,Co 550 100/120 MW PECVD
[107]
Acetylene NH3 Ni,Co 750 50-400 MW PECVD
[86]
C3H4 NH3 Co 550 70-140 MW PECVD
[107]
Methane H2 Mo-Co 900 0.9-1.1 SW PECVD
[3]
Methane H2 Ni RTb 20 CNFc RF-PECVD
[3]
Acetylene H2 Fe 565-700 100 MW PTCVD *d
Acetylene H2 Fe 700 – FW/SW PTCVD *
Acetylene Ar/H2 Ni 550 20 PTCVD
[2]
Acetylene H2 Fe 685 14±4 PTCVD
[137]
a
SW, MW and FW denote the single-walled, multi-walled and few-walled CNTs.
b RT denotes the Room temperature
c CNF denotes the Carbon nanofibre
d * denotes this work
36 Literature Review
Raman spectroscopy is the most widely used technique to assess the quality and type of
CNTs. As light irradiates a molecule, the molecule can be polarised by the electrical com-
ponent of the light. The polarised molecule starts to vibrate with an induced dipole which is
given as P= αE, where P, α and E are dipole moments in the molecule, polarisability, and
the electric field of incident light, respectively. Therefore, during the interaction between
light and molecule, the electric field is unchanged and the P and α are likely to change.
However, Raman spectroscopy is only active if the molecule has a change in polarisability
(∂α/∂Q, Q is the amplitude of lattice vibration.) [145]. In other words, the change in the
size, shape, and orientation of electron cloud of a molecule can result in variation of polar-
isability and the change of the electron cloud results from the change of bond angle, bond
stretch, and bond shrink which implies the phonon frequency is changed.
From the point of view of classical mechanics, the polarised molecule can be recognised
as a harmonic oscillator with continuous energy and zero energy at ground state. Neverthe-
less, at the time when the Raman effect was discovered, quantum mechanics was already
established for about 20 years and it was feasible to interpret the energy of the material
on the microscopic scale. In quantum mechanics, the ground energy is non-zero and the
energies are quantised. Hence, the interpretation of Raman spectroscopy was based on the
quantum mechanics.
In 1928, Sir Chandrasekhara Venkata Raman used sunlight to focus on liquid and gas
phase samples and observed scattered radiation with his eyes. The recorded spectra were
obviously influenced by physical conditions of the samples to have different states of po-
larization. The significance of his discovery provided a simple and efficient way to inspect
the interactions between matter and light like vibrations, molecular rotation and electronic
excitation and this was a new point of view which is different from classical view and two
years later, he won the Nobel prize in physics.
With the advent of laser, a monochromic light was adopted to irradiate the sample and
collect the scattered beam due to polarization of phonon vibration and electron transition. As
the laser beam hits the specimen, the electric field of the laser beam will polarize the lattice
atom to induce dipole moments. Due to the polarisation, the phonon vibration of specimen
will also change with respect to incident laser frequency and ambient environment, such as
temperature, and pressure. After interaction with specimen atoms, the energy of inelastic
scattered photons will change which are corresponding to anti-Stokes (increase) and Stokes
(decrease) scattering [146] and Raman spectroscopy is a measure of the energy difference
caused by different vibration modes, as a shift (in cm−1) in the wavenumber of the incident
light.
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Nowadays, Raman spectroscopy is widely used in evaluating quality and lattice proper-
ties of carbon-based materials. Typical spectra of SWCNT measured by excitation energies
of 1.58 and 2.41 eV are plotted in Fig. 2.17. There are three main features with carbon-based
materials in Raman spectroscopy:1. G (Graphite)-band (∼1600 cm−1), 2. D (Defect)-band
(∼1300 cm−1), 3. 2D (seconder order of D-band)-band (∼2700 cm−1), also noted as G′.
The intensity ratio of D- to G-band (ID/IG) and 2D-band (ID/I2D) are usually used to eval-
uate the quality of CNT. For carbon nanotubes having an unique feature in low frequency
range (100-500 cm−1) is named as the radial breathing mode (RBM) and it should be noted
that the fullerenes also have signals in this low frequency range. The frequency of RBM
is inversely proportional to the diameter of SWCNT, and moreover, the types of SWCNT,
semiconducting and metallic, can also be inferred by using different excitation laser energy
as referencing to the Kataura plot (see chapter 2.4.3) [45].
Fig. 2.17 A Raman spectrum of as-grown single-walled carbon nanotube forest. The peaks measured from
the low frequency region (100∼500 cm−1) are named as the radial breathing mode (RBM) which is the
radial vibration of the tube’s wall. The intermediate-frequency modes (IFM) ranges from 600 to 1100
cm−1. The D- and G-band are approximate at 1300 and 1600 cm−1 which are used to compare the intensity
for evaluating the quality of CNT. The M-band is composed by M− (∼1735 cm−1) and M+ (∼1755 cm−1)
and it is named by its visual shape. The iTOLA (∼1864 cm−1) is the combination of the in-plane transverse
optical mode (iTO) and longitudinal acoustic (LA) modes and thus is named as iTOLA [147]. The 2D-band,
also known as G′, is at ∼2700 cm−1 that is also compared with the D-band to present the stacking order of
the carbon nanotube. The SR and DR mean the single- and double-resonance of Raman scattering and the
DR peaks are dispersive with changing excitation energy. The peak marked by a star is the silicon signal
resonance at 521 cm−1.
During the Raman scattering process, the electron in the valence band is excited by the
incident photon to the conduction band, and subsequently, the excited electron is scattered
by emitting (Stokes process) or absorbing (anti-Stokes process) phonons. Consequently,
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the electron recombines to the valence band by generating a photon. Among these process,
the electron might experience single (SR) or double resonances (DR) with phonon(s). The
interest of understanding the SR and DR is to explain the energy dispersion behaviour of
peaks. The principles of these bands will be introduced briefly in the following sections.
2.9.2 Raman Spectroscopy Setup
The Raman spectrometer is divided into four major components (see Fig. 2.18 (a)) [146,148]:
1. Excitation source (Laser)
2. Sample illumination and collection system (Optical microscope)
3. Wavelength selector (Filter)
4. Detect and computer control/processing system. (Computer)
The excitation source is usually a monochromatic light source, such as a continuous wave
laser. The laser energy is one of the key factors to decide the penetrating depth in the
materials [149] and it also influences the peak positions (energy dispersion) [150] and peak
intensity of spectra [47]. Conventionally, laser energies (ELaser) ranging from 1 to 5 eV are
used to interact with materials (see the shaded area in Fig. 2.18(b)) [151] and typically, the
Raman scattering is not resonant. However, as the excitation energy approaches the band
gap, the intensity of the Raman signal can be enhanced considerably. It is known as the
"resonance Raman effect" [152]. The laser energies used in this study are 1.58 (758 nm) and
2.41 eV (514 nm), which are adequate for electron excitation.
However, the diameter of laser beam is 1 to 2 mm and is further focused on the surface
of the sample by an optical microscopy. Another function of the optical microscopy is to
easily define the measured area. For example, when using a 50× objective lens (NA=0.75),
the diffraction limit of the spot size is ∼0.8 µm for ELaser=2.41 eV and ∼1.28 µm for
ELaser=1.58 eV. Thus, the power density can be calculated. The importance of controlling
the power density is to avoid damaging or over-heating the sample which is likely to cause
peak shifts [146,153–155].
As the laser beam irradiates the sample surface, the scattered light will irradiate in ran-
dom direction (black circle in Fig. 2.18 (c)). Only the shaded area in Fig. 2.18 (c) can be
collected by the objective lens. The scattered light will pass through a notch filter (wave-
length selector) to remove the Rayleigh scattering. Finally, the filtered beamwill be received
by a detector and processed by the computer (detection and computer control/processing
system).
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Fig. 2.18 (a) The configuration of Raman spectroscopy. The laser beam (excitation source) is reflected
by a notch filter to shine on the sample. The scattered beam is collected by a optical microscopy (sample
illumination and collection system). The notch filter blocks the Rayleigh scattering from the accepted beam.
Only the scatter light passes through to be received by the detector and processed by computer (detection
and computer control/processing system). (b) The spectrum of the interaction between the electromagnetic
wave and material. The shaded area ranged from 1 to 5 eV represents the photon energies used by Raman
scattering process. (c) A enlarged picture of focus of objective lens. The lens is drawn in green and the
focused point is noted as "scatterer". The scattered light irradiates in random directions (represented in a
black circle) and only the light in the shaded area can be collected for the subsequent analysis. (a)-(c) are
reproduced from Farrukh et al. [148], Jorio et al. [151].
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2.10 Resonance process of Raman scattering
Raman scattering occurring within a valley or between two valleys is called intra- or inter-
valley scattering, respectively (see Fig. 2.4 (d)). The scattering processes can be classified
by the number of resonance points; a resonance point represents a single scattering event.
As the incident photon is absorbed, the electrons is excited to the conduction band, where
it interacts with the lattice by emitting or absorbing phonons. The red line in Fig. 2.19
(a) shows the intra-valley single resonance (SR), which has only one resonance point (solid
circle) in the conduction band; the electron is scattered non-resonantly (open circle) by a
phonon with small momentum (q≈0), before recombining to the valence band.
The double resonance processes (DR) mainly happen on the cone surface (intra-valley),
or between two adjacent cones (inter-valley). After the first resonance point, there is a tran-
sition to a second resonance point on the adjacent Dirac cone (solid circle), before returning
to the non resonance point on the first cone (open circle). Hence, the electron will expe-
rience two resonant scattering events by emitting two phonons, each with energy of h¯ωph
and with opposite momenta, so that the total momentum is ≈0. Then, the electron will
recombine back to the valence band, emitting a Raman shift photon.
Fig. 2.19 Inter- and intra-valley scattering. The intra-valley scattering is happened at a K point but if
phonon was scattered to the adjacent K (K′) point, this scattering is inter-valley scattering. (Reproduced
from M. S. Dresselhaus et al. [156])
Besides the resonant transitions in the Raman scattering process, the number of scatter-
ing events are defined as the order of scattering event. For example, first-order scattering is
the scattering process involving only one scattering event, and so on. Moreover, in the Ra-
man scattering process, as the excited electron interacts with the lattice, it can emit one, two
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or more phonons which are called as one-phonon, two-phonon or multi-phonon processes
and the definition of order is based on the number of scattering [19]. It should be noted that
the electron can be scattered by a defect without losing energy, which is elastic scattering
(the dashed line in Fig. 2.19 (a)) and it contributes to the D-band. Otherwise, the electron
will lose twice the phonon energy to give the 2D-band.
Fig. 2.20 Raman resonance conditions: (a) Non-resonant, (b) Single-resonant,(c) Double-resonant, and
the excitation of an electron from ground state to excited state is labeled as 1, 2 and 3 represent the re-
combinations from the excitated state or a virtual state to the ground state. (d)Feynman diagram of the
first-order Raman interaction. The k1 and ω1 are the wavevector and frequency of the incident light. After
scattering with lattice, a phonon will be emitted and the wavevector and the frequency of light are k2 and
ω2. (a)-(c) Reproduced from Ferraro et al. [146]. (d) Reproduced from Reich et al. [157].
From the point of view of the band diagram, in the Raman scattering process three res-
onance conditions should be considered for understanding the Raman spectra of carbon
nanotubes [19,157,158]. In Fig. 2.20 (a)-(c), the solid and dashed lines indicate real and virtual
electronic states respectively. The incident photon with energy h¯ω1 and momentum h¯k1,
excites an electron (1), which then is scattered by emitting a phonon with energy h¯ωph and
momentum h¯q (2) and finally recombines with a hole by emitting a photon with energy
h¯ω2 and and momentum h¯k2. In Fig. 2.20 (a), there is no real eigenstate and no resonant
interaction, whilst in (b), the photon has enough energy to ionize an electron to the con-
duction band. Fig. 2.20 (c) shows a double resonant (DR) transition, which generated one
phonon and two resonances and this is a very important mechanism for the D-band that will
be explained in the next section. Fig. 2.20 (d) shows the Feynman diagram to illustrate the
energy conservation of first-order Raman scattering, where there is an emitted phonon with
anti-Stokes: +ωph or Stokes: -ωph. The corresponding energy and momentum conservation
laws are expressed in Eq. 2.18 and 2.19, respectively [152,157]. The "+" and "-" stand for the
creation (Stokes) and annihilation (anti-Stokes) of a phonon, respectively [152].
h¯ω1 = h¯ω2±h¯ωph (2.18)
k1 = k2±q (2.19)
With regards to the momentum space, an incident and a scattered photon have the mo-
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menta of h¯k1 and h¯k2, respectively. The momentum of the phonon is h¯q. h¯ in Eq. 2.19 is
canceled out for simplicity. In terms of the first order Raman scattering, only one phonon
is involved in the scattering process. If we consider two photons (incident and scattered)
in the scattering process, in the energy range of visible light (514 nm, for example). The
momenta of the photons are of the order of 10−3 Å−1. They are considerably smaller than
the dimension of the first Brillouin zone, which is 2pi/a∼3 Å−1 (a=2.46 Å). Thus, from Eq.
2.19, the total momentum of the K point. The q∼0 is the fundamental Raman selection
rule [152].
The second order Raman scattering involves two phonon scattering events or one phonon
and one defect scattering event (q and -q); thus, the scattered electron can return and satisfy
the fundamental selection rule (q+(-q)=0) [152]. In the next two sections, SR and DR Raman
scattering are further explained.
2.10.1 First-order Raman Scattering
As discussed previously, once the Raman scattering happens, it includes at least one scat-
tering and one phonon emission, i.e., first-order single resonance scattering.
In real space, there are four atoms in the graphite unit cell, which has D4h symme-
try and should give nine optical branches, based on group theory [159]. However, for the
phonon modes from the first Brillouin zone center, Γ point (k=0), only six modes are al-
lowed through calculation. These six modes are represented in six irreducible representa-
tions [160–162]:
Γ= A2u+2B2g+E1u+2E2g (2.20)
In Eq. 2.20, A2u and E1u are IR active and have been observed at 867 and 1588 cm−1
respectively [161,163] and B2g is neither IR nor Raman active but can be measured by neutron
scattering. The two E2g modes are the only ones that are Raman active and their symmetry
restricts the vibration along the lattice plane, which is known as "in-plane" displacement,
whilst A- and B-symmetry are "out-of-plane" displacement (see Fig. 2.21) [163]. The fre-
quencies of the two E2g modes peak at 42 and 1581 cm−1. The lower frequency comes from
the interaction between two adjacent layers in which the planar σ bonding is much stronger
than the pi-pi∗ interaction between two graphite layers. This interplanar mode is also called
a "rigid-layer shear" [161], which requires special techniques to measure. Another, higher
frequency mode, E2g contributes to the G-band, corresponding to the vibration shown in
Fig. 2.21 (a). The red arrows indicate the eigenvectors of bond-stretching motion of pairs of
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sp2 carbon atoms. The Γ point in the 1st Brillouin zone has full symmetry of the reciprocal
lattice and all atoms inside the zone or on the zone boundary contribute to possible phonon
vibrations. Moreover, the inelastic scattering from the zone center is a first-order Raman
scattering and only involves single resonance [164] and one-phonon emission, with a very
small phonon-wavevector or being equal to zero (q≈0) .
Fig. 2.21 (a) E2g-G Mode in real space. (b) Vibration mode of A1g D-band. The red arrows indicate the
vibration direction of carbon atoms.
The G band position ranges from 1565-1590 cm−1 [165] and it has been demonstrated
that the G-band position depends on : 1. clustering of the sp2 phase, 2. bond disorder, 3.
presence of sp2 rings or chains, and 4. the sp2/sp3 ratio [166]. It should be noted that the
G-band does not change its position with changing laser energy and this is due to zone-
center scattering with very small q. In contrast, poor sample quality causes a shift of about
10 to 20 cm−1. Finally, the G-band is an important indicator of the presence of a carbon
hexagonal structure and moreover, it does not only appear in graphite and related materials
but also in aromatic and olefinic molecules, with positions ranging from 1500 to 1630 cm−1.
Therefore, it gives qualitative information about carbon-related materials.
In carbon nanotubes, first-order scattering does not only include G-band but also the
radial breathing modes (RBM). RBM is an out-of-plane vibration mode which means the
carbon atoms move coherently in the radial direction, as shown in Fig. 4.18. The RBM
modes are seen in the low frequency region, from 100 to 500 cm−1 (see Fig. 2.17). Owing to
the radial vibrations, it is sensible to use the vibration frequencies to calculate the diameter
of carbon nanotubes [19,167] via Eq. 2.21 where the ωRBM is Raman frequency and A is
a constant (A=248 cm−1 for isolated single-walled CNTs) and B is the bundle correction
constant (usually from 10 to 20 cm−1). Both constants can be determined experimentally.
ωRBM =
A
dt
+B (2.21)
Finally, the first order Raman scattering, included the G-band and the RBM. The G-band
is usually compared with the second order double resonance scattering, such as the D-band
and the 2D-band to evaluate the CNT quality. Moreover, the G-band is composed by the
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Fig. 2.22 RBM:Modes of out-of-plane vibration along the radial direction. Reproduced from Rao et al. [167].
G−- and G+-band and the line shape of the G−-band is influenced by the specific type of
SWCNTs. The further analysis of the G−- and G+-band will be discussed in Chapter 5. A
RBM is strong evidence of existence of SWCNT and is used to calculate the diameter and
by using different excitation laser energy to analyse the RBM, the growth of specific type of
SWCNTs can be confirmed. In the next section, the second order double resonance Raman
scattering will be introduced.
2.10.2 Second-order Raman Scattering
In the earlier stage of Raman analysis of graphite, in 1970, Tuinstra and Koenig found
a peak around 1355 cm−1 which is strongly related to: 1. The amount of "unorganized
carbon" in the samples and 2. The decrease of graphite crystal size [160]. They attributed this
peak to A1g symmetry (space group: D3h) and the rise of this peak is because of the phonon
scattering near K point in the Brillouin zone. The A1g vibration was shown in Fig.2.21 (b)
and the carbon atoms coherently move outward in a mode that is also called "D breathing"
mode [166]. the D-band can only be observed when there is a finite crystalline size or in
the presence of polygons in a graphite sheet. For an infinitely perfect graphite network,
the eigenvectors (red arrows in Fig.2.21 (b)) will cancel each other and not be observed.
In principle, there are many types of defects associated with artificial or growth-induced
defects which will be introduced in the following sections [168].
However, the phonon scattering mechanism of the D-band has been under debate for
a few decades. Until 1987, the double resonance Raman process was proposed by Bara-
nov et al. to explain the origin of D-band and 2D-band and Thomsen et al. further de-
veloped it through calculation [169]. Based on Thomsen’s work, the more systematic and
conclusive studies have been carried out by Dresselhaus [147,151,156,158,164,170] and Ferrari
et al. [152,166,171,172]. However, Hasdeo et al. have shown that the second order scattering
process is due to a continuous spectra rather than a first order process, meaning that, for
example, the G-band is a higher order Raman process rather than resonance scattering [173].
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Fig. 2.23 (a) and (b) are the electronic band structure and phonon dispersion curves
in the first Brillouin zone of a graphene sheet. The black dashed line is extended from
Fig. 2.23 (a) to (b) to correlate the ELaser with the in-plane transverse optical (iTO) phonon
branch [174], which is the vibration mode of D-band.
In the vicinity of the K point, the pi and pi∗ states show linear dispersion and the separa-
tion between the states can be written as Eq. 2.22, where the ∆k equals to kK-k [175].
ELaser = ∆E(∆k) = Epi
∗
(∆k)−Epi(∆k) =
√
3aγ0∆k, a= 0.246 nm, γ0 =∼ 3 eV.(2.22)
The ∆k is the distance between the K and the given k point with direction from K to Γ point
(∆k=kK-k, depicted by the dashed blue arrow in Fig. 2.23 (a)), as shown in Fig. 2.23 (a).
Eq. 2.22 implies that the ∆q changes with the incident laser energy. Consequently, Eq. ??
is related to the Raman frequency (ω) to show the phonon dispersion against the incident
laser energy, as expressed in Eq. 2.23.
∂ω
∂ELaser
=
1√
3aγ0
∂ω
∂∆q
(2.23)
Here, we take the ELaser=2.41 and 1.58 eV as an example to show the variation of the ∆q
with changing the laser energy. The kG and the kR are the electric wave vectors generated
by the ELaser=2.41 and 1.58 eV, respectively, which are drawn in the green and red solid
arrows in Fig. 2.23 (b). The magnitude of k is decided by the laser energy and the higher
laser energy results in a smaller k.
The ∆q corresponding to the ELaser=2.41 and 1.58 eV are drawn in the green and red
dashed arrows labelled as the ∆qG and the ∆qR. It can be seen in Fig. 2.23 (b) that the
magnitude of ∆qR is smaller than that of ∆qG. Consequently, the Raman frequency (the
y-axis of Fig. 2.23 (b)) corresponding to ∆qR is lower than the case of ∆qG. Thus, near the
K point, the changing rate of ∆q with respect to the Raman frequency is decided by the laser
energy as k equals to the q. That is, the steep slope of the black bold line near the K point
implies that Raman frequency changes with varying the incident laser energy. This phonon
dispersion explains the peak shifts observed for the second order Raman scattering process,
such as the D- and 2D-band. For energy dispersions of the D- and 2D-band are 53 and 106
cm−1/eV, respectively [19]. We also observe the dispersions of the D- and 2D-band that are
discussed in Chapter 4.4.
It is worthwhile to mention that, the case of q=0, as discussed in the beginning of Section
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Fig. 2.23 (a) Electronic band diagram of 2D graphite. The solid blue arrow on the bottom represents the
electronic wave vector, which equals to the phonon wave vector,q. The dashed blue arrow is the ∆k, which
equals to the ∆q. The green and red double arrows represent the ELaser=2.41 and 1.58 eV, respectively. (b)
The phonon dispersion curves of 2D graphite. The green and the red solid arrows are the electronic wave
vectors excited by the ELaser=2.41 and 1.58 eV, respectively. The phonon branch is coupling to the electronic
wave vectors. The green and red dashed arrows represent the ∆qG and ∆qR, respectively. Reproduced and
modified from Pimenta et al. [176].
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2.10, the bold black curve near to the Γ point drawn in Fig. 2.23 (b) shows a relatively flat
slope. It implies that, in the vicinity of the Γ point, the Raman frequency does not change
with varying the laser energy. This is the reason why the first order Raman scattering does
not show a significant shift of the Raman frequency.
Finally, the scattering conditions commonly observed in carbon-related materials are
listed in Fig. 2.24. In general, there are three types of defects in CNTs: the topological de-
fect, the point defect and the functionalisation defect, as shown in Fig. 2.25. Those defects
give the elastic scatterings shown as the dashed lines in Fig. 2.24 (b) and (d). The topo-
logical defect means all carbon polygons, except the hexagon, such as a pentagon [177,178].
The point defect is a vacancy in the honeycomb structure or the substitution of a carbon
atom by a foreign atoms [168,179]. The functionalisation defect is to attach a functional group
on a carbon atom [180–182]. Once those defects appear, the intensity of the D-band will be
enhanced. (see Appendix. C for details of classification of defects.)
Fig. 2.24 Resonance diagrams for (a) G-band (b)D′ (c) 2D′ (d) D-band (e)2D-band. Intra-valley resonance
includes G-band, D′ and 2D′. D-band and 2D-band are classified as inter-valley resonances. Only D′- and
D-band involve defect scatterings. Reproduced from Basko et al. [172].
2.11 Scanning Electron Microscopy
In the last section, Raman spectroscopy provides qualitative and quantitative analysis. Be-
sides the RBM, the Raman spectra can give strong evidence of existence for the CNTs, but
direct observations are also necessary. However, the optical microscopy can not resolve fea-
tures of the nano-materials due to the diffraction limit. Hence, we use the scanning electron
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Fig. 2.25 (a) Topological defects. (b) Point defect. (c) Functionalisation defect. (a)-(c) are reproduced from
Fujimori et al. [178], Hahn et al. [179] and Wang et al. [182].
microscopy (SEM) to confirm the growth of CNTs, the growth mechanism and the size of
catalysts.
SEM scans a high voltage electron beam across the sample to obtain the information
of surface morphology. SEM is able to provide the higher resolution image than optical
microscopy. For instance, the highest resolution obtained by 100× optical lens is ∼370
nm (Rayleigh criterion: spatial resolution=0.61λ /NA, λ=550 nm and NA=0.9). However,
the resolution of SEM can reach the nanometre range and it allows the observation of the
morphology of nano-materials.
In the early 1990s, H. Bush showed that the electron beam can be affected by a mag-
netic field to behave similar to optical rays [183], and de Broglie proposed the hypothesis
of material wave. Their findings and hypothesis established the fundamentals of electron
optics and encouraged E. Ruska and M. Knoll to develop the first electron microscopy in
1932 [184]. Nevertheless, a significant approach was utilised by V. K. Zworykin et al. in
1942. They demonstrated that the morphology contrast is due to the secondary electrons,
which are collected by a positively biased collector [185]. In 1955, K. C. A. Smith and C. W.
Oatley firstly used the stigmator to correct the distortion of the electron beam, to improve the
resolution. Another phenomenal improvement done by T. E. Everhart and R. F. M. Thornley
in 1960, was to modify the electron collector by adding a scintillator, to convert the received
electrons to light and subsequently, the light will be transferred to a photomultiplier. The
advantage of their new design is very low noise and high current sensitivity (<10−15 A).
This scintillator-light-pipe-photomultiplier system is known as Everhart-Thronley detector
(ETD) and still used in SEM, nowadays [186]. In 1965, R. F. W. Pease and W. C. Nixon
further improved the resolution to 100 Å and developed the first commercial SEM [187].
A SEM is mainly composed of a source, an electron column and a control console.
Here, we focus on the electron column which is the key part to generate and control electron
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Fig. 2.26 (a) The structure of electron column of SEM. (b) Monte Carlo simulation of accelerated electron
beam from 5 kV to 30 kV. The blue and red trajectories represent the incident and back scattering electrons.
A three layers structure composed of carbon (10 nm), Fe (20 nm), and C (10 nm) is penetrated by the
electron beam. The interfaces are denoted by two dashed lines and the widths are 70 nm.(c) The secondary
electrons are generated by the incident electrons and back scattering electrons. The luminance, X-ray and
Auger electrons are also generated during the electron scatterings. The λ is the mean free path of secondary
electron. (d) The electron on the K orbital is excited by a incident electron and the outer shell electron is
relaxed to the vacancy on the inner shell to emit X-ray. Another possible condition is to emit Auger electron.
The scattered electron gives the extra energy to the electron on the outer shell to escape from the orbital. (a),
(c) are reproduced from Goldstein et al. [188] and (b) is generated by CASINO V2.42 [189]. (d) is reproduced
from Goodhew et al. [190].
Fig. 2.27 SEM images of the top of CNT forest taken at 5 kV (a) and 30 kV (b). The 5 kV mainly shows the
surface morphology and the catalysts embedded inside the CNT are barely seen. At 30 kV, we are able to
observe the catalysts inside the CNTs, with high contrast. The scale bars in (a) and (b) are 1 µm.
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beam. The electron beam is produced by the electron gun which can be thermionic or field
emission electron guns (see Fig. 2.26 (a)). For thermionic electron guns, a tungsten filament
or a lanthanum hexaboride (LaB6) crystal are heated up to emit thermionic electrons. Their
advantages are low cost, high beam stability, and low vacuum requirement. The short life
time, high energy spread (∆E=1-3 eV) and low brightness are the disadvantages.
The field emission source is a sharp metal tip (radius<100 nm) being mounted on a
tungsten hairpin (cathode), and the electrons are extracted by a voltage difference between
the electrodes. The brightness is ∼1000 times higher than the thermionic source and other
advantages are the longer life time and the smaller energy spread. Moreover, the beam
stability is higher than the thermionic source.
Electron lenses are used to control and demagnify the the electron beam. The diameter of
the extracted electron beam is ∼50 µm and through two condenser lenses and an objective
lens, the spot size of the beam on the specimen is ∼10 nm. The demagnified beam is
corrected by the stigmator, to reduce the stigmatism. The objective lens illustrated in Fig.
2.26 (a) is a Snorkel lens which allows for a larger sample and smaller lens aberrations [188].
Once the electron beam is focused on the specimen, the electrons will collide with the
specimen and the interaction volumes are determined by the accelerated voltages and the
atomic number of the sample. Fig. 2.26 (b) illustrates the Monte Carlo simulations of the
interaction volumes for six accelerating voltages [189]. The tri-layer structure of carbon (10
nm)-iron (20 nm)-carbon (10 nm) is used for simulations. The blue and red trajectories
are the incident and back scattered electrons. At a low voltage makes, the majority of the
interaction volume is near the sample’s surface and it goes deeper into the sample as we
increase the voltages.
Fig. 2.26 (c) illustrates the six signals generated by the incident electrons. The secondary
electrons are mainly produced in the interaction volume. Moreover, the luminescence, X-
rays, and Auger electrons are likely to be generated, due to the conservation of the incident
electron’s energy. The electrons on the inner orbital of a atom can be excited by receiving
the energy from the incident electron. Hence, two possible transitions can happen. The first
is that the outer shell electron relaxes to the inner shell by emitting an X-ray. Another is that
the outer electron is ejected by receiving the extra energy from the scattered electron (i.e.
the Auger electron) (see Fig. 2.26 (c)) [188].
The accelerating voltage is important for us to observe the catalyst particles. Usually,
30 kV is used in our routine observations. Fig. 2.27 shows SEM images taken at 5 and 30
kV. It can be observed that the 30 kV image provides the higher contrast but the surface
morphology can not be clearly observed. For this reason, we always use the 30 kV to
2.12 Work Function-The Kelvin Probe 51
confirm the existence of catalyst and to measure the catalyst size. We use the SEM to also
determine the growth rate, by tilting the sample to 90◦.
2.12 Work Function-The Kelvin Probe
In this section, we introduce the principle of the Kelvin probe for work function measure-
ments of the forests of CNTs, for the various growth conditions, and to correlate with Raman
and field emission experimental results. The work function is an important intrinsic property
of electronic materials. The work function plays an determinant role in device performance,
as it determines the nature of the electrical contact and metal-oxide-semiconductor (MOS)
transistor. Although, the CNTs have been developed in a various of applications, such as
interconnects [137], field emission [191] and field effect transistor [192], the work function of
CNTs is rarely investigated.
The Kelvin probe was developed by Lord Kelvin in 1898 [193]. The principle of the
Kelvin probe is to measure the voltage difference after connecting two metals in a capacitor
configuration [194]. The energy diagrams shown in Fig. 2.28 (a) illustrate that the two metals
with different work functions,W1 andW2 are assumed to have the same vacuum level: EV .
The two metals are in a open circuit without the influence from electrical fields. Then, the
metals are short-circuited and the carriers start to transport from the metal with lower work
function to the other with higher work function until the Fermi levels (EF1 and EF2) line
up. Afterwards, it builds up an electric field between two metals and causes a difference
between their vacuum levels, known as the contact potential difference (CPD) (see Fig.
2.28 (b)). Finally, an external voltage source applies a DC bias to the capacitor and the
capacitor starts to discharge. The discharge current will vanish when the voltage reaches the
capacitance potential difference (VCPD, as shown in Fig. 2.28 (c). Hence,W1 can be found
ifW2 is known.
In practice, we use the highly ordered pyrolytic graphite (HOPG) to calibrate the tip’s
work function, W1. Moreover, the tip is equipped with an oscillating membrane to change
the capacitance, to confirm that no current is measured under VVPD. Fig. 2.28 (d) illustrates
the configuration of a Kelvin probe. The tip is mounted on the probe head and moved by a
step-motor to adjust the separation between two metals. Under the probe head, a Faraday
shield is used to decrease the noise from ambient.
The Kelvin probe provides an efficient way to measure the work function without dam-
aging the samples and without the need for preparation. However, a steady environment is
necessary because the mechanical vibrations can cause errors in the measurements.
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Fig. 2.28 (a) The two metals with work functions, W1 and W2, respectively are electrically isolated from
each other and have the same vacuum levels. (b) The two metals are connected electrons flow between
metals, so that the Fermi level equalises, leading to eVCPD. (c) A dc voltage source is added in the circuit
to discharge the capacitor. The vacuum level will be aligned then the induced difference between the work
functions is the same as the eVCPD. (d) Schematic configuration of the Kelvin probe. A tip with work
function W2 approaches the sample with work function W1, using a step-motor. The tip and the sample
are covered by a Faraday shield to lower the noise. (a)-(c) Reproduced from Kronik et al. [193].
2.13 Electron Field Emission
To use CNTs as field emitters, we will first discuss the Fowler-Nordheim theory. Electron
field emission is a phenomenon of the electrons in metal and semiconductor being extracted
by a high electric field under vacuum. The energy diagram of a interface of a metal and
vacuum is illustrated in Fig. 2.29. The barrier labelled by −e2/4x is corrected by the image
charge potential, resulting in a rounding of the corner [195]. Applying an external voltage,
F , the barrier bends with the energy of −eFx− e2/4x. The dashed line labelled by −eFx
represents the external field potential. The x in Fig. 2.29 means the distance from the
interface of the metal and the vacuum. From Fig. 2.29, we see that the electrons under the
band edge can easily to tunnel through the barrier, under a high external field.
The process of the electrons tunneling through the bent barrier was explained by Fowler-
Nordheim (F-N) theory [197]. Four assumptions are required for the F-N theory: [196]
1. The electrons in metal obey the Sommerfeld free electron model.
The valence electrons can be treated as an electron gas.
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Fig. 2.29 The energy barrier of metal surface. The UP and Φ are the total potential in the metal and work
function. −e2/4x and −eFx are the image force potential and external applied potential. Reproduced
from Fursey et al. [196].
2. The surface of the metal is smooth and planar.
There is no field enhancement of protrusions.
3. The potential of the metal is constant.
4. The emission process is assumed at 0 K.
There is no thermal electron emission but only tunneling electrons.
Based on the assumptions, the field emission current density can be calculated by the
F-N equation:
JFN =
e3
16pi2h¯
F2
Φ
exp
(
−4
3
√
2m0
eh¯
Φ3/2
F
)
, (2.24)
where e, h¯, Φ and m0 are the elementary charge, reduced Planck’s constant, the work func-
tion and the electron rest mass, respectively. However, Eq. 2.24 is not feasible for measur-
ing nano-structured materials owing to the uneven surface of the measured object, where
the electric field can be enhanced at sharp structures. Therefore, the F-N equation should be
corrected by a field enhancement factor: β as defined in Eq. 2.25. Consequently, Eq. 2.24
is modified to Eq. 2.26.
β =
|−−−→Flocal|
|−−−−→Fapplied|
(2.25)
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JFN = aFN
F2appliedβ
2
Φ
exp
(
−bFN Φ
3/2
βFapplied
)
(2.26)
The Flocal is the local electric field at the shape structure and the Fapplied is the macro-
scopic applied electric field of the system. The parametres aFN = 1.54×10−6 AeVV 2 and
bFN = 6.83×109 VeV 3/2m are called the F-N constants [198]. Hence, based on Eq. 2.26, there
are two factors, which directly influence the performance of field emission: the work func-
tion (Φ) and the field enhancement factor (β ) [199].
Fig. 2.30 illustrates four types of emitters with different apex angles but the same radii
of their tips (r0) and heights (H)
[200]. Then, the local electric field can be calculated by Eq.
2.27
Fig. 2.30 (a) Rounded whisker. (b) Sharped pyramid. (c) Hemi-spheroidal. (d) Pyramidal. The H and
r0 are the height and the radius of the tip. The θ is the included angle between two sides of the emitter.
Reproduced from Utsumi [200].
Flocal(θ) =
H
r0
+3Fappliedcosθ (2.27)
Now, if we consider Hr0 and the case shown in Fig. 2.30 (a), which the θ is 0, the Eq.
2.27 can be approximated to Eq. 2.28.
Flocal
Fapplied
= β ' H
r0
(2.28)
Hence, in the context of high aspect material, such as a carbon nanotube. The field enhance-
ment factor can be approximated by calculating the ratio of H to r0
[200,201].
A typical I-V curve of a field emission experiment is illustrated in Fig. 2.31 (a). In
Fig. 2.31 (a), the six I-V curves are measured at different separation between the anode
and the sample. The purpose of measuring the current at different heights is to calculate the
applied electric field (Fapplied) which will be explained in next the chapter. Nevertheless, it
is difficult to evaluate the relationship between the emission current and the applied electric
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field from the I-V curve, as the current is very small. Thus, conventionally, the I-V curve is
transformed into the relationship of ln
(
J
F2
)
and 1F , as shown in Fig. 2.31 (b). Hence, we
take natural logarithm on Eq. 2.26, then we get Eq. 2.29.
ln
(
JFN
F2applied
)
= ln
(
aFNβ 2
Φ
)
+
(
−bFNΦ
3/2
β
)
1
Fapplied
(2.29)
Eq. 2.29 can be recognised as a linear function with x = 1Fapplied , and y = ln
(
JFN
F2applied
)
and
Intercept = ln
(
aFNβ 2
Φ
)
(2.30)
and
Slope=
(
−bFN
Φ3/2
β
)
(2.31)
are y-intercept and slope, respectively. Fig. 2.31 (b) illustrates the F-N curves which are
calculated from Fig. 2.31 (a) and the red lines in Fig. 2.31 (b) are the linear fittings which
are explained by Eq. 2.29. Hence, the modified F-N equation suggests that the emission
current depends on the local electric field and the work function of the material. The local
field varies with the geometry of the emitter (cathode) and β can be calculated by solving
Eq. 2.29 for the slope.
In the case of a forest of CNTs, the β factor is similar. The slope of the F-N curve
(Eq. 2.31) can be used to predict the work function of the measured materials or use work
function from Kelvin probe to measure β . Taking semiconducting and metallic SWCNTs
as an example, the ratio of the slopes of s-SWCNT to m-SWCNT can be simplified as the
ratio of work function, as expressed in Eq. 2.32.−bFN Φ3/2sβs
−bFN Φ
3/2
m
βm
≈ (Φs
Φm
)3/2
, i f βs ≈ βm , (2.32)
where the Φs and Φm are the work function of s-SWCNTs and m-SWCNTs. Then, this
work function ratio is compared with the work functions measured by the Kelvin probe
which serve as the reference. By this method, it allows us to anticipate the work function of
the work function of other CNT forests.
Finally, the field emission theory is introduced and the F-N equation is modified for
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Fig. 2.31 (a) The typical I-V curves of electron field emission are measured at six different heights. (b) The
F-N plot. The data in (a) is converted by Eq. 2.29 and plotted the ln(I/F2) against 1/F. The blue and red
curves represents the fitting curves of the measured data. The β can be calculated from the slope of the red
lines.
nano-materials, as shown in Eq. 2.29 in which the field enhancement factor: β is corrected
as the ratio of height of protrusion to it radius. The slope:
(
−bFN Φ
3/2
β
)
of Eq. 2.29 is used
to calculate the β . In that instance of similar geometry structure, such as the forest of CNTs,
the β are similar. Consequently, the work functions can be predicted by comparing the ratio
of work function with the result from the Kelvin probe.
2.14 Applications of CNTs
Here, we discuss applications as field emission electron sources, solar cells and field effect
transistors, based on the properties of the high aspect ratio, the optical properties and the
ballistic transportation of CNTs.
2.14.1 Field Emission Electron Sources
In the context of electron sources, in 1901, Sir Owen Willans Richardson observed electron
emission from a heated platinum wire and proposed that the emitted current increased ex-
ponentially with temperature [202]. This phenomenon is known as the thermionic emission,
and follows the Richardson’s law given by Eq. 2.34:
I = ART
1
2 e
− ΦkT (2.33)
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The I, AR, Φ, k and T are the current, Richardson constant, work function, Boltzmann
constant and temperature, respectively. Comparing the field and thermionic emission from
Eq. 2.26 and 2.34, the common factor is the work function, which is an intrinsic property
of the material, whilst the temperature is the key factor for thermionic emission, whilst the
electric field is for field emission. A significant disadvantage of thermionic emission is the
high temperature which is usually 1000 K-2000 K for tungsten and platinum, respectively.
In contrast, the field emission can be operated at room temperature.
Concerning the electric field during current emission, CNTs benefit from their high as-
pect ratio to result in a high field enhancement factor (see Eq. 2.28). Owing to the high
field enhancement factor, CNTs are recognised as a potential candidate in field emission
applications, such as electron sources, [6,8,203] light sources, [203,204] and flat panel displays
at low temperatures [205,206].
Fig. 2.32 (a) Schematic diagram of a triode field emission source. The a is the layer of CNT film which is
the cathode and the CNT film is vertically aligned. The b is the spacers to isolated the cathode from the
gate electrode which is c. The anode is positive biased and usually coated with phosphor. Reproduced by
de Heer et al. [6]. (b1) A lateral view of a light source. The device is sealed in a glass bulb with 20 mm and
74 mm in diameter and length respectively. Near to the anode, a layer of phosphor is coated for lighting.
(b2)-(b4) show the blue, red and green light generated by applying 10 kV and 200 A. Reproduced from
Saito et al. [8]. (c1) Schematic diagram of a field emission display. The configuration is similar to (a) but at
anode, the different colour phosphors were patterned. (c2) and (c3) are using single colour phosphor to lit
up with green and blue colour. (c4) By mixing of red, green and blue phosphors, the display can generate
white light. (c1)-(c4) were reproduced from Lee et al. [206].
Generally, field emission devices contain a triode arrangement: an anode, a cathode
and a gate electrode. In Fig. 2.32 (a), an electric field will be applied between the anode
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and carbon nanotubes (cathode) to extract electrons. The current can be switched by a
metal grid (gate electrode). In this configuration, the emitted current can reach 0.4 mA
under 30 V/µm [6]. The emitted electrons then hit a layer of phosphor to generate light,
as shown in Fig. 2.32 (b1) [206]. By using different phosphors, the light source is able to
irradiate different colours (Fig. 2.32(b2)-(b3)) [8,204]. The different colour phosphors can be
patterned on one screen to change the colour of emitting light. Fig. 2.32 (c1) illustrates a
field emission display module which has a similar design with the electron source but the
phosphors were patterned into a layer to achieve different colour. In Fig. 2.32 (c2) and
(c3), the single colour can be generated and (c4) show the white light which is produced by
mixing of three different phosphors, red, green and blue. It should be mentioned that the
SWCNTs-based flat panel light source possesses a lower power consumption than the light
emitting diode [9]. However, the field emission devices usually need to be operated under
vacuum and it have been reported that the emission current of the SWCNTs can be degraded
by water and oxygen [207].
2.14.2 Solar Cell
Owing to the high electrical conductivity, tunable electronic properties and excellent optical
absorption, CNTs can be used for several functions in solar cells, to improve photoconver-
sion efficiency, such as:
1. Photogeneration sites
2. Transport layer
3. Light absorption.
1. The first function is to create the photogeneration site. The electronic nature of the
SWCNTs can be changed to p- or n-type, through engineering of the band structure via
chemical doping [208–211]. Thus, a p-n junction [212–215] or a Schottky junction [216] can be
directly formed by placing the doped SWCNT on a Si wafer. Fig. 2.33 illustrates four
similar structures developed by different groups. In their solar cell structures, the n-type
Si is commonly adopted to serve as the absorption layer and the CNT film is placed on the
window, which defines the junction area. The CNTs are usually pretreated by chemical dop-
ing to exhibit p-type conduction and improve its electrical conductivity and efficiency [213].
It should be mentioned that the p-type CNTs can be fabricated by oxygen doping [217] and
meanwhile, the conductance of the treated CNTs can be improved [218]. Subsequently, a
high work function metal, such as gold, is deposited to form an ohmic contact. The back
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contact can vary depending on the doping concentration of n-Si [212–215,219]. The depletion
Fig. 2.33 CNT-based solar cells. (a) The Schottky junction type solar cell. (b)-(d) The P-N junction solar
cells. The p-type SWCNTs are deposited on the defined window to contact the n-type Si. The pre-defined
windows allow to calculated the junction areas unambiguously. The efficiencies are labelled on each panel.
Panel (a) is reproduced from Wadhwa et al. [216] and (b)-(c) are reproduced from Jung et al. [212], Li et
al. [213], and Wei et al. [214].
region in a CNT-based solar cell can be formed by the p-n or Schottky junction on the Si
side. If semiconducting SWCNTs are used, the p-n junction leads to a depletion region and
results in an internal field, which helps to dissociate excitons [212–215]. The Schottky junction
is formed by the metal-semiconductor contact and hence metallic SWCNTs are chosen for
photogeneration [216].
2. Meanwhile, the CNTs itself also serve as a carrier transport layer to extract the
holes [220]. In addition, a transparent CNT film can be used to replace the ITO for col-
lecting holes [221]. Therefore, the electrical conductivity of the CNT film is also vital for
efficiency improvement.
3. Another fundamental factor is the reflection characteristics of the cell. Many attempts
have been made to enhance the light trapping, to increase the efficiency. One approach is
to texture the Si surface, such as pyramid structure [222,223], honeycomb structure [224] and Si
nanowire [225,226] to increase the incident light absorption. In terms of SWCNTs, they have
been shown to increase the external quantum efficiency in the IR range [227]. However, the
photoabsorption is alleviated in the visible light range.
Finally, SWCNT-Si hetero-junction solar cell advances in a simpler structure due to the
multifunction achieved by the SWCNTs. The CNTs can serve as the hole-extraction layer
and form the junction at the same time. Moreover, CNT can enhance the light absorption.
However, in our point of view, the electrical conductivity is still needed to be improved and
another issue is how to increase the contact area for photogeneration.
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2.14.3 Field Effect Transistor
Ballistic transport is another key feature of CNT [228] and owing to this property, CNTs
exhibit an excellent performance in interconnects of IC [229] and as field-effect transis-
tors [230–232]. Compared with gold nanowires, a bundle of seven SWCNTs, 0.7 nm in di-
ameter each, can give a lower resistance than gold nanowires with diameter less than 30
nm [229]. However, in air, MWCNTs will fail above certain powers due to current-induced
defects and self heating [233].
The ballistic transport can be understood by the Landauer-Buttiker formula [234]:
Quantum conductance : G =
(
N
e2
h
)
T, (2.34)
where the N, e, h and T are the number of channel for conduction, the elementary charge,
the Planck’s constant and the transmittance constant. For, SWCNT, the N is 4, which is due
to the spin degeneracy and two conducting channels. The T is 1 without contact resistance.
Hence, the e2/h≈39 µS is used as the unit for quantum conductance.
The SWCNT-based FET was first developed by Tans et al. [230] in 1998 and few months
later, Martel et al. fabricated SWCNT- and MWCNT-based FETs [231]. However, the FETs
developed by them were dominated by diffusive transport rather than ballistic. A nearly
ballistic transport is achieved by Javey et al. [232]. Fig. 2.34 illustrates the cross sectional
views of CNT-based FET structures. P-type SWCNTs are commonly used to transport
holes. It can be seen that the high work function metals are used to contact CNTs, to
serve as source and drain electrodes. The silicon oxide isolates the gate electrode from
contacting the source and drain electrodes. The CNTs are laid to bridge between the source
and drain. A major obstacle of CNT-based FET is the contact resistance between the CNT
and metal pads (source and drain electrodes). The quantum conductance is restricted by the
resistance of the contacts and of the CNTs [231]. Hence, achieving low resistance and high
quality CNT is likely to better the FET performance. In Tans et al.’s work (see Fig. 2.34
(a)), the quantum conductance is merely 0.05 G [230] (the conductance limit of a SWCNT is
G=2×2e2/h≈ 155 µS [234]) and a similar conductance was achieved by Martel et al. and the
FET structure is shown in Fig. 2.34 (b). The significant improvement is made by reducing
the contact resistance. In Fig. 2.34 (c), the metal pads are exposed to hydrogen ambient
and the conductance increases to 0.5 G and the hole mobility is 4000 cm2V−1s−1, which is
significantly higher than previous work (220 cm2V−1s−1) [231,232]. Again, it shows the role
of the contact resistance, but also of the work function of the CNT.
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Fig. 2.34 CNT-based FETs. The Si coated with a thick layer of silicon oxide is the gate electrode. The high
work function metals (Pt for (a), Au for (b), and Pd for (c)) serve as the source and drain electrodes.The
CNTs bridge across the source and drain electrodes and the middle section of CNTs contact the silicon
oxide. The H2 in (c) indicates the hydrogen treatment to the Pd. (a)-(c) are reproduced from Tans et
al. [230], Martel et al. [231] and Javey et al. [232].
2.14.4 Other Applications
A forest of SWCNT can also be used as the electrodes in super-capacitor [235]. Futaba et al.
developed a technique to increase the tube density of vertically aligned SWCNTs by zipping
effect of liquids [236]. As the density of SWCNT was increased, the pore density can also
be increased. They believed the pore structure in vertically-aligned SWCNT can enhance
the ion diffusivity, to result in a higher power density. The densely packed-SWCNTs forest
has a 20-fold increase in mass density compared to the untreated specimen, which implied
that the pore density also increased dramatically. The super-capacitor optimised by densely
packing SWCNTs can produce an energy density of 69.4 Whkg−1, with a capacitance of 80
Fg−1, which are significantly higher than aMWCNT-made super-capacitor with 30Whkg−1
and 20 Fg−1 [237].
The advantages of carbon nanotubes also make them in many other attractive applica-
tions, such as carbon nanotube composites, sensors and nano-probes etc. By adding car-
bon nanotubes to a commercial PMMA, the composite can greatly enhance its toughness,
strength and modulus [238]. A CNT-based chemical sensor uses an individual SWCNT to
adsorb gaseous molecules, resulting in a change in the electrical resistance. This nanotube
sensor possesses fast response time and high sensitivity [239]. Owing to the nano-size of
the carbon nanotube, an AFM cantilever with a MWCNT tip can increase the resolution of
scanning and decreases the risk of tip damage [240].
2.14.5 Conclusions
For field emission, the work function and field enhancement factor are the key factors.
Hence, controlling the work function and the aspect ratio are important to achieve high
performance of field emission. The field enhancement factor can be controlled by changing
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the length and the diameter of CNT. However, the work function of MWCNT is differ-
ent from the SWCNT and also the work function of semiconducting SWCNT is different
from the metallic SWCNT. From this point of view, it reveals the importance of selective
growth of CNT. Growing specific type SWCNTs is also essential for solar cell applications,
especially to grow specific type of SWCNTs. In the context of FET applications, high qual-
ity, semiconducting SWCNT are essential to obtain ballistic transport. Finally, CNTs have
found use in a wide range of applications. The selective growth of high quality SWCNT is
important for these applications, and we show how we can do this in Chapter 4.
2.15 Conclusions
In this chapter, the physical structure of a CNT is introduced and the correlation between the
structure and the electronic properties is explained. The two types of the SWCNTs, which
are semiconducting and metallic, are classified by the chiral index (n,m). Their electronic
structures are further explained by the trigonal warping effect and the Kataura plot. The
trigonal warping effect is the reason to cause the splitting of the electronic states. The
Kataura plot shows the relationships between the energy separation and tube’s diameter that
is important for us to classify the specific types of SWCNTs.
A general growth mechanism is also introduced and the growth of CNTs usually follows
either the tip-growth or the root-growth mechanisms. In the growth process, the transition
metals are usually used and iron is the best choice due to its good balance between the
carbon solubility and carbide forming energy. Subsequently, the sputtering, which is used
for preparing the catalyst, is introduced and it allows us to control the thickness of the
catalyst, preciously. Subsequently, the methods of CNT fabrication, which include the arc-
discharge, laser ablation, and CVD, are compared. The CVD is the only method to growth
VACNTs and the low temperature process of the CNT growth can be achieved by PECVD.
The setup of a Raman spectroscopy and the theory of the Raman scatterings are ex-
plained detailedly. The most important part is the DR Raman scattering that interprets the
origins of the D- and 2D-band, which are used to compare with the G-band by intensity to
evaluate the quality of CNTs. The G-band and the RBM are the SR scattering. The G-band
is the evidence of the carbon hexagonal structure and the RBM can be used to calculate the
diameter of a SWCNT.
The principle of the SEM is also introduced. The SEM is used to observe the surface
morphology of the as-grown CNTs and the difference between low and high accelerating
voltages is compared. The SEM is important in this study to confirm that growth mechanism
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and the growth rates.
With respect to measure the work functions, the Kelvin probe provides an efficient and
nondestructive way to measure the work functions. The measured work functions are used
to calculate the field enhancement factors of the field emission properties. Subsequently,
the theory of the field emission is explained. Finally, the applications of carbon nanotubes
are introduced. The carbon nanotubes can be used in a wide range of electronic applications
such as, the field emission, field effect transistor and solar cells.

Chapter 3
Experimental Techniques
In this chapter, the experimental techniques relating to the growth of CNTs and the fabri-
cation of devices are introduced. Three major parts contained in this chapter are: 1. The
preparation of the substrate and catalyst, 2. The growth of CNTs, 3. The analysis methods.
In the first section, the structure and the functions of the substrate and the method for prepar-
ing the substrate are explained. The second section introduces the process of CNT growth
implemented by photo-thermal CVD. The final section introduces the analysis techniques
for CNTs. Resonance Raman spectroscopy, scanning electron microscopy and field emis-
sion system are adopted to analyse the as-grown CNT, and the background to them were
fully discussed in Chapter 2.
3.1 Preparation of Substrate and Catalyst
3.1.1 Introduction
There are many types of substrate that can be used for CNT growth. The most common used
substrate is silicon oxide (SiOx) on silicon wafer [241]. The advantage of using silicon oxide
is because of its ability to stop the catalyst from diffusing into silicon, to form silicides [242].
It has been shown that silicide inhibits the CNT growth, especially for SWCNT, which are
usually synthesised at higher temperatures than MWCNT [243]. Moreover, from Simmons
et al.’s work [243], they reported that a 4 nm silicon dioxide layer is the minimum thickness
to achieve efficient growth. A further study done by Cao et al. proved that the growth rate
can be enhanced by increasing the silicon dioxide thickness from 6 to 24 nm [244]. However,
such silicon dioxide of few nm or tens nm, will result in the formation of a Schottky barrier
or even an insulating layer. Thus, the silicon oxide layer limits the use of CNT in electronic
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applications, for example, interconnects and electron field emission. Similar insulating sub-
strates, such as MgO [245], have the same problem.
In 2002, de los Arcos et al. deposited a layer of titanium nitride (TiN) between the sili-
con and catalyst to stop silicide formation and to improve the CNT growth [246]. Moreover,
TiN is electrically conductive and thermally stable [247]. Therefore, it remains stable during
CNT growth and can be used for electronic applications. Besides the TiN, a layer of alu-
mina has also been shown to help the CNT growth [248]. Mattevi et al. proved that Al2O3 is
able to stabilise the catalyst, to prevent it coalescing into island. Thus, the density of carbon
nanotubes can be increased. However, the catalyst, such as iron, will be oxdised due to the
strong interaction between the iron and the surface oxygen atom of Al2O3 [248]. This might
imply that the reduction of catalyst is necessary for efficient growth. In our CNT growth,
the TiN and the native alumina of aluminium are used to construct the substrate. Iron is
chosen as the catalyst because it has the highest activity at low temperature, as discussed in
Chapter 2.5.
3.1.2 Substrate Preparation
The substrate structure includes a thermal barrier layer (TBL), an anchor layer and the cat-
alyst layer [249]. Before deposition of these three layers, the surface of substrate must be
cleaned. In this study, a n-type (100) silicon wafer was chosen as a matrix for subsequent
depositions, and all three layers were coated by DC-(reactive) sputtering, as discussed in
chapter 2.6. At first, the silicon wafer is sequentially sonicated in acetone, isopropanol, and
deionised water for 10 mins each and then, using nitrogen blown to dry. Then, the wafer is
cleaned by a plasma asher (EMS 1050) under RF-oxygen plasma environment of 100 W for
5 mins. The purpose of cleaning is to remove the surface inorganic/organic contaminations
to create a clean surface for the subsequent coatings.
The three layers, iron, aluminium, and titanium nitride (TiN) are deposited by sputtering
(JLS Designs, MPS 500) from top to bottom on a Si wafer (as shown in Fig. 3.1), with the
TiN closest to the Si substrate.
3.1.3 Thermal Barrier Layer and Anchor Layer
There are two functions of the thermal barrier layer (TBL): 1.) To slow heat energy trans-
ferring to the Si substrate, so that it is removed by high gas flow, rather than through the
substrate, and 2.) To prevent catalyst diffusion through to the Si, to form a silicide. In our
experiments, titanium nitride (TiN) was adopted to perform the two functions and its abil-
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Fig. 3.1 Structure of the substrate. A n-type Si wafer is deposited with a layer of TiN, which serves as the
thermal barrier layer. Subsequently, a layer of aluminium with its native oxide (anchor layer) is sputtered.
The catalyst, Fe, is deposited on the top of the native alumina.
ities have been demonstrated previously [2]. For the first function, TiN shows an excellent
thermal stability for our growth temperature range and its thermal conductivity drops with
increasing temperature before 1000◦C. Focusing on our operational temperature range, the
thermal conductivity is 12.55 J·m−1s−1K−1 at 550◦C decreasing to 9.62 J·m−1s−1K−1 at
850◦C with a 23% cutback (Fig. 3.2(a)) [250]. Accordingly, the ability in reflecting thermal
energy does not decay as the temperature increased. With regard to the IR heating process,
the TiN can reflect approximately 45% IR light and has low transmittance, below 10%, as
shown in Fig. 3.2(b) [251]. Consequently, the reflected IR will heat the catalyst again, so that
the heating efficiency is expected to be enhanced. The TiN film was coated by DC-reactive
sputtering, using a titanium target, as discussed in Chapter 2.6. The sputtering power den-
sity was 3.2 W/cm2, with 25 sccm Ar and 20 sccm N2 under 3.2×10−3 Torr, for 10 min.
Cross-sectional TEM observation (Fig. 3.3) reveals its thickness, which is around 30 nm,
with columnar grain structure, above a 2 nm thick native silicon oxide and it effectively
inhibits the iron catalyst from forming a silicide. Another function of the TiN is to serve as
a ballast resistor to enhance the stability and reliability of emission current in field emission
applications [252].
After TiN deposition, 25 nm of aluminium accompanied by a 5 nm native alumina was
deposited as an anchor layer on top of the TiN layer. The power density of the cathode was
1.5 W/cm2 under 3.9×10−3 Torr with Ar flow rate: 25 sccm for 2 min. This layer also
played an important role in reflecting IR back to the catalyst due to over 90% reflectance
in IR range (see Fig. 3.4 (a)) [253] and additionally, the native alumina possessed over 90%
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Fig. 3.2 (a) Thermal conductivity of TiN. Two parallel black lines note the temperature range in our exper-
iments. (The data is obtained from J. Shackelford et al. [250].) (b) Optical transmittance and reflectance of
TiN. The transmittance dropped rapidly from 50% to below 10% in IR range. (Reproduced from P. Zheng
et al. [251].)
Fig. 3.3 TEM image of substrate. The n-type silicon wafer with native silica was coated with TiN. Conse-
quently, aluminum with native alumina was deposited on the top of TiN. Finally, the catalyst metal, iron,
was applied on the surface of alumina. All coatings were implemented by DC-sputtering. The composition
is confirmed by the energy dispersive X-Ray (EDX) analysis.
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Fig. 3.4 (a) Aluminum exhibits a high reflectance (>95% in the low energy range which revealed the IR
can effectively heat the iron catalyst twice. (Reproduced from B. H. Ehrenreich et al. [253].) (b)The IR
transmittance of alumina is with over 90%, meaning that not much heat is absorbed from the light by this
layer. (Reproduced from L. Harris et al. [254].)
transmittance in the IR range [254] (Fig. 3.4 (b)). Another advantage of aluminium is that its
native oxide, alumina, serves as an anchor, which can prevent the catalyst from coalescence
during the annealing process [255]. After deposition of TiN and aluminum, the substrate was
ready for catalyst deposition, as described in the next section.
3.1.4 Catalyst Deposition
In this section, we introduce the catalyst preparation and compare the performance of two
different thickness of catalyst layers in growing CNT. In our experiments, a 5 nm thick iron
layer is employed as a catalyst in fabricating CNTs. From Fig. 3.5, the obtuse contact angle
for a 5 nm thick iron catalyst of approximately 23◦ implies a low surface energy for alumina.
For the catalyst preparation, the power density of DC sputtering is 0.37 W/cm2, with Ar 25
sccm under 3.8×10−3 Torr, for 1 min.
Hofmann et al. has proved that the thickness of the catalyst affects the growth rate and
the tube’s diameter [256]. They reported that the growth rate, when using an iron catalyst
of 1∼2 nm in thickness is approximately 12 nm/s. As the thickness of the iron catalyst
increases to 4∼5 nm, the growth rate decreases to 1 nm/s. Then, the growth rate plateaus
to approximately 0.2-0.5 nm/s, when the thickness of the catalyst is beyond 5 nm. The
diameters of the CNTs are ∼3 nm with the thickness of the catalyst of 1∼2 nm. However,
the diameters of the CNTs can reach 100 nm, as the thickness of the catalyst increases above
5 nm. Their findings support that the thickness of the catalyst is an important factor in the
CNT growth.
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Here, we will demonstrate the thicker catalyst layer is not suitable for growing vertically-
aligned CNT (VACNT). Firstly, we increase the sputtering power density to 0.86 W/cm2 by
increasing the plasma current, for the same pressure and deposition time. The deposition
rate is assumed to be proportional to the sputtering power density, hence, the thickness
of iron is estimated at approximately 11.6 nm with 0.86 W/cm2 power density. Fig. 3.6
(a) and (b) are the SEM images of the CNTs grown by the catalyst thickness of 11.6 nm
(0.86 W/cm2) and the 5 nm (0.37 W/cm2) under the same CVD conditions, which were
C2H2:H2=12 sccm : 88 sccm at 850◦C for 10 min. It can be seen that the thicker catalyst
(larger islands) results in noodle-like CNTs, which are randomly oriented. For the 5 nm
thick catalyst, the 20 µm long VACNTs can be grown, as shown in Fig. 3.6 (b).
There is another advantage of using a low target power density. Owing to the lower
power density which was expected to give a lower deposition rate, the error from manual
turning off of the process can be minimised. In other words, the larger error in controlling
the thickness of the catalyst can be caused by a higher power density due to the higher
deposition rate during the manual operations. It is worthwhile mentioning that the power
density is controlled by the plasma current in our process and we do not tend to apply higher
voltages, in order to avoid the formation of larger iron clusters, which may result in a rougher
surface and an uneven particle distribution. Another reason is to minimise contamination
from the chamber and target, from our previous experience.
Through a comparison of catalyst thicknesses, the 5 nm thick iron layer is chosen as the
catalyst layer in our experiments. Under the HR-TEM observation of the 5 nm thick iron
layer, we measure an obtuse angle of 20-23◦, which implied a low surface energy of the
alumina (see Fig. 3.5). In the next section, we introduce the process of CNT growth using
the 5 nm thick iron.
By benefiting from the thin film processes for preparing the substrate and catalysts, the
catalyst layer can be patterned to integrate with CMOS processes. An example is demon-
strated by using photolithography techniques. A photomask with a honeycomb pattern is
shown in Fig. 3.7 (a). The linewidth is 2 µm and the spacing between the centres of two
hexagons is 60 µm. The positive photoresist, AZ 5124E, is spun on a piece of cleaned
glass slide at 4000 rpm for 30 sec. Then, the spun glass slide is pre-baked at 110◦C for
50 sec. Subsequently, the specimen is exposed by UV light of 400 nm at 7 mW/cm2 for 6
sec. Finally, it is developed by MF26A developer for 30 sec, then nitrogen blow-dried. The
structure shown in Fig. 3.1 is sputtered on the defined pattern and the VACNTs are grown at
a power output of 40%, and at acetylene ratio of 10% for 30 min, as shown in Fig. 3.7 (b).
The as-grown VACNTs show uniform height across a large area and a good replica of the
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Fig. 3.5 HR-TEM image of iron catalyst on substrate. The thickness of iron was approximately 5 nm and
the contact angle was ∼20−23◦.
Fig. 3.6 (a) Noodle-like CNTs grown by iron catalyst of 11.6 nm in thickness, which is sputtered by the 0.86
W/cm2 of target power density. (b) The VACNTs grown by the catalyst thickness of 5 nm, which is deposited
by the target power density of 0.37 W/cm2.
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mask pattern. Fig. 3.7 (c) shows the height of the VACNTs is approximately 50 µm. The
most striking result to emerge from this honeycomb-patterned CNTs is that no significant
charging of the glass substrate is observed in the SEM measurements. It implies that the
honeycomb CNT grid is conductive across the surface.
Fig. 3.7 (a) Schematic of a honeycomb pattern. The linewidth is 2 µm and the distance between honeycombs
is 60 µm. (b) The SEM image of as-grown VACNTs on the defined pattern. (c) The height of VACNTS is
50 µm. The SEM images are taken at 45◦ tilt.
Fig. 3.8 (a) Schematic of the configuration of the rotational substrate in UV-Vis measurement. (b) The
transmittance of the CNTs in honeycomb pattern at different incident angles.
Moreover, the transmittance measurement is implemented to show the honeycomb-
patterned CNTs still keep the transmittance of ∼45%. The transmittance measurement is
carried out by a UV-Vis-NIR spectroscopy (Cary 5000 UV-Vis-NIR) and is measured from
different incident angles ranged from 0 to 70◦ (see Fig. 3.8 (a)). Owing to the limited
space of the chamber in the spectrometer, there is not enough space for the reference sample
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(cleaned glass slide). Hence, the sample is measured with respect to the air. However, ac-
cording to the technical note1 of the glass slide used in the experiment, the transmittance is
approximate 96% in visible light range. Therefore, the transmittance spectra shown in Fig.
3.8 (b) are slightly underestimated. Fig. 3.8 (b) shows the transmittance in the visible light
range generally decreases with increasing incident angle, which is defined in Fig. 3.8 (a)
and in the transmittance increases with increasing the wavelength. By varying the incident
angle, we find that the transmittance decreases slightly from 0 to 10◦ and from 20 to 60◦,
the transmittance decreases constantly with increasing the incident angle and it reaches a
threshold at 70◦.
3.2 Carbon Nanotube Fabrication
3.2.1 Photo-Thermal Chemical Vapour deposition
In Chapter 2.8, we have introduced methods for growing CNTs and discussed CVD meth-
ods. Conventionally, there are major methods used to grow CNT which are the CCVD and
the PECVD. The major problem of CCVD is the long process time that is suffering from
the long temperature ramping and cooling time, whilst the use of plasma in PECVD to as-
sist growth is likely to reduce the CNT quality. The photo-thermal CVD does not have the
problems mentioned above.
With CCVD and PECVD, there are another two concerns, which are temperature mea-
surement during growth and contamination. The first issue comes from temperature moni-
toring; the thermocouple of the CCVD is usually inserted in the hot zone of the furnace or
into the reactor, which only measures the temperature of the ambient atmosphere. There-
fore, CCVD needs a longer time to achieve the temperature equilibrium between ambient
environment and the substrate. Thus, CCVD is difficult for carrying out short-time reac-
tions. A similar problem also happens to PECVD, where the thermocouple is underneath
the substrate holder, or directly exposed to the plasma to touch the substrate and can cause
inaccuracy of measurement. In order to avoid this temperature monitoring issue, we sim-
ply used a thermocouple to attach to the top of the sample surface to measure the catalyst
temperature.
Contamination is another unavoidable consequence in either CCVD or PECVD. For
the sake of maintaining a stable temperature in CCVD, it is common practice to heat the
whole tubular reactor in which some unexpected materials, such as the impurities from the
1Soda Lime Glass 0215 Corning Glass Slides, Ted Pella, Inc.,
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reactant gas and the residue on the reactor, can contaminate the growth. For PECVD, due
to ion bombardment, unavoidable sputtering of the chamber wall and the substrate holder is
likely to reduce CNT quality and increase the impurities present.
Fig. 3.9 (a) Schematic illustration of PTCVD. On the top of chamber, there are eight IR lamps represented
in red cylinders which are isolated from the reaction zone by a quartz window. The IR lamps radiate the
substrate (coloured in purple) which is placed on Si wafer loaded by a susceptor made by carbon fibre
plate. The K-type thermocouple directly contacts a dummy substrate. Underneath the susceptor, the water
cooling chunck keeps the bottom of substate at low temperature and the bottom temperature is measured
by a pyrometer. (b) The substrate is loaded with catalysts under IR irradiation. The red beads are iron
catalysts. The TC and TS are measured by a thermocouple and a pyrometer, respectively. The beam A
heats the catalyst directly and the beam B passes through the alumina to be reflected by the aluminium.
Here, we have adopted a novel design of CVD named as photo-thermal CVD (PTCVD)
which is equipped with eight IR lamps to control the thermal energy for the growth pro-
cess [2,257]. Figure 3.9 (a) shows a schematic of the PTCVD and the eight IR lamps were at
the top of the chamber and isolated by a quartz window from the reaction zone. In order
to avoid the problems of temperature sampling mentioned above, a K-type thermocouple
was directly attached to a dummy substrate, which is without catalyst. The temperature
measured by the thermocouple is assumed to be the catalyst surface temperature (TC). The
thermocouple used here has a protective stainless steel sheath and the Al and Cr wires are
buried into a ceramic to retard heating and prevent shorting. Only the welded spot of the
Al and the Cr wires touch the front of the catalyst to measure the temperature. Another py-
rometer is used to measure the temperature at the bottom of the substrate, noted as TS. The
temperature difference between the TC and TS is noted as ∆T , as depicted in Fig. 3.9 (a).
The relationships between the power output, reactant gas ratio and ∆T for the LFR and the
HFR are plotted in Fig. 3.10 (a) and (B), repsectively; as the power output increases from
30 to 70%, the ∆T increases from ∼200 to 400◦C, correspondingly. The ∆T also increases
with increasing the acetylene ratio.
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Fig. 3.10 The distribution of temperature difference against the power output and acetylene ratio of the
lower flow rate (a) and higher flow rate (b).
Fig. 3.11 The distribution of thermocouple temperature against the power output and acetylene ratio of the
lower flow rate (a) and higher flow rate (b).
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The catalyst-treated substrate is simply placed on silicon wafer and a thermocouple
touches the top of the substrate (see Fig. 3.9 (a)). Near to the quartz window, a gas
feedthrough line allows the inlet of reaction gases. The process temperature is controlled
by the percentage of total power output of the eight IR lamps and under a fixed power out-
put, the temperature can be varied slightly due to different atmosphere, such as by mixing a
different ratio of the reactant gases. The relationships between power outputs, C2H2 ratios
and TC for the LFR and the HFR are illustrated in Fig. 3.11 (a) and (b), respectively. The TC
increases from ∼550 to 860◦C that correspond to the power output from 30 to 70% and the
total flow does not affect the TC, significantly. The downward IR irradiation is expected to
provide uniform heating for catalyst and reaction gases. This directional heating is also able
to allow a rapid elevation of the temperature and a fast cooling rate (around 1 ◦C/sec). The
beam A in Fig. 3.9 (b) represents the IR light directly irradiating the iron catalyst and the B
penetrates through the native alumina and is subsequently reflected by the aluminium layer.
Consequently, the catalysts are likely to be heated twice and the temperature of substate can
be maintained at a low level.
3.2.2 Processes for Fabricating CNTs
The processes for fabricating CNTs were divided into three steps, as shown in Fig. 3.12.
Step 1 : The catalyst reduction process:
Before growth, the chamber is pumped down to 5×10−5 Torr and consequently, 100 sccm
hydrogen is bled in; the chamber is kept at 2 Torr by the auto-pressure baffle valve control
system. As the pressure was kept stable, the IR lamps were turned on to reach around 630◦C
for 5 min, including ramping time. The IR lamps were controlled by digital temperature
controller and 630◦C corresponds to 40% output. In this step, the catalyst is reduced from
oxide and is ready for growth.
Step 2 : The CNT growth process:
After 5 min reduction, the next step is the CNTs growth, where the carbon feedstock is in-
troduced. The total growth time is 10 min, starting from the reactant gases being supplied
into the chamber. Hydrogen and acetylene are selected as carrier and reactant gases respec-
tively and mixed in the manifold before being bled into the chamber. Acetylene is the main
source of carbon. We keep the same process pressure at 2 Torr for a constant 10 min growth
time in all our experiments. The two parameters are the growth temperature and the reactant
gas ratio. We vary the temperature from 20% to 70% controller output, with 10% steps, and
C2H2 ratio from 2% to 20%, with 2% step size. For gas ratio variation, we also test the
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flow rate effect by doubling the flow rate with the same gas ratio. For example, 2% means
2 sccm C2H2, 98 sccm H2 (lower flow rate, LFR) and 4 sccm C2H2, 196 sccm (higher flow
rate, HFR). It should be mentioned that in 20% output, we do not observe any CNT growth,
except the condition of 10% acetylene ratio at LFR. Hence, this thesis mainly discusses the
CNTs obtained from 30 to 70% output.
Step 3 : The cooling process:
In the final cooling process, the IR lamps were turned off and only 100 sccm hydrogen kept
flowing through the chamber, at 2 Torr. The samples can be taken out of the chamber once
the temperature is below 100◦C, which usually takes 5 min.
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Fig. 3.12 Process temperature curve of 2% C2H2 in higher flow rate with 70% power output. The process
is divided into three sections: 1. reduction of iron catalyst. 2. growth of CNT with inlet of acetylene. 3.
cooling the chamber to room temperature.
Owing to a large number of samples (>100) in our experiments, we label our samples
with the following rules. The first number means power output and the following numbers
mean acetylene ratio. The final letter would be "h" or "l" meaning higher or lower flow
rate. For example, 518h means 50% output of electronic controller and 18 indicates 18%
acetylene ratio. The final letter, h, means higher flow rate with 36 sccm C2H2 and 164 sccm
H2.
The implication of the total flow rate can be understood from Bernoulli’s law [258]:
gzρ+ p+
ρv2
2
= Total pressure=Constant, (3.1)
where the g, z, p, ρ , v andC are the gravity acceleration, the leveling height in the direction
opposite to the gravity, the static pressure at chosen point, the density of fluid, the velocity of
fluid and constant, respectively. In our CVD chamber (see Fig. 3.13), the reactant gases are
bled from the top to bottom of the chamber. We assume that the vacuum gauge measures the
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Fig. 3.13 Schematic of the PT-CVD chamber. The red streamlines represent the downward reactant gas
flow. The static pressure is measured by a vacuum gauge (green box). The dynamic pressure caused by
the gas flow is exerted in the substrate (blue rectangular). The ρ and v are the density and velocity of the
reactant gases. A auto-pressure control system (APC) is attached to the bottom of the chamber to maintain
the chamber pressure at 2 Torr, which is measured by the gauge.
static pressure (p) which is kept at 2 Torr and the dynamic pressure (ρv
2
2 ) related to the flow
rate set by the mass flow controllers. The 2 Torr is controlled by an auto-pressure system.
The gz is omitted from our case because of the small difference in height between the gauge
and the substrate. Once the total flow rate is doubled, the velocity of fluid is expected to be
doubled. Therefore, the dynamic pressure of the higher flow rate (HFR) is four times higher
than the lower flow rate (LFR). In other words, the higher flow rate is able to replenish
fresher reactant gases for the catalysts. Therefore, the total pressure in the system (dynamic
pressure and static pressure, 2 Torr) has increased.
3.3 Analysis Techniques
In our experiments, scanning electron microscope (SEM) (FEI Quanta 200) and Raman
spectroscopy (Renishaw) are used to analyse our PTCVD grown CNTs. SEM is used to
image the morphology of the CNT film, viewed in plan view and at 90◦ tilt, to evaluate the
length of the CNT.
3.3.1 Measurement of Raman spectra
Raman spectra are acquired between 50-4000 cm−1, with ELaser of 1.58 and 2.41 eV exci-
tation energy (785 and 514 nm). The laser beam is focused on top of CNTs with power 0.17
and 0.20 mW for ELaser=1.58 and 2.41 eV, respectively through 50× objective lens whose
spot sizes are 1.28 and 0.80 µm, respectively. This configurations give lower laser power
densities that are 0.13 and 0.40 mW/µm2 for the ELaser=1.58 and 2.41 eV, respectively to
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avoid the variation of ID/IG due to laser heating [155]. For the sake of calibrating the mea-
sured signals, the laser spot covers a small piece of scrap Si to collect the scattered light from
both of CNTs and Si (Fig. 3.14). The collected Raman spectra are fitted using a Lorentzian
function, to measure the full-width-at-half-maximum (FWHM) and the intensities of G-, D-
and the 2D-band. The peak positions are calibrated using the Si peak (521 cm−1).
Fig. 3.14 (a) Optical microscopy image of measured CNT sample. The white areas are Si scraps which
came out from cutting the specimen. The intersection of two lines is the location of laser beam. Thus, the
laser beam can cover the Si and CNTs. (b) The Raman spectrum was obtained from 72h and the D-, G-
and 2D-band are fitted by Lorentzian lineshapes, illustrated with the colour curves.
3.3.2 Field Emission Measurement
A home-built field emission system is used to characterise the relationship between the field
emission current (I) and the applied voltage (V ) for the CNT samples. The system con-
figuration is illustrated in Fig. 3.15. The measurement is carried out in a high vacuum
environment which is maintained by a differential pumping station (Varian). The pumping
system is composed of a scroll pump and a turbomolecular pump to create an oil-free envi-
ronment, below 10−6 Torr. The anode is a copper-made tip with the diameter in 200 µm to
sweep across the sample with certain steps in X, Y, and Z directions. The anode tip is manip-
ulated by three stepper motor drives (PM546, Mclennan) with a motor controller (PM170,
Mclennan). A high-voltage supply (Keithley 248) is used to apply the voltage to the anode
and the cathode is grounded. A multimeter (Keithley 2000) is used as a voltage meter to
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record the sweeping voltages which are converted by a current-to-voltage converter. The
function of the current-to-voltage converter is to convert the emission current to a voltage
by using a high resistance resistor (5 MΩ). The purpose is to protect the multimeter from
damage by the applied high voltage. The converted voltage is then recored by the multi-
meter. With the known resistance, the emission current can be calculated sequently by the
computer programme. Consequently, the output data is presented in I-V curves.
Fig. 3.15 The schematic diagram of field emission system. The plate represents the measured sample which
is the grounded cathode. The anode is a copper tip with 200 µ m in diameter, which is equipped with a
motor controller. The sample is place in a high vacuum chamber and is pumped by a scroll and turbo-
molecular pump, sequently. The vacuum system is drawn in grey. A voltage source (Keithley 248) applies
the voltage across the electrodes. A multimeter (Keithley 2000) is used to measure the variation of voltage
for calculating emission current. The results are presented in I-V curve of six different heights (h1 ∼ h6).
Whilst, we do not know the exact offset of the separation between the anode and the
sample, we can determine it by plotting the relative recorded separation, which we take
as known, as a function of the applied voltage at which the emission current is 100 nA.
Consequently, the actual separation between the electrodes can be extrapolated. The detail
procedure is explained as below.
For each measured point, the six I-V curves are acquired at different heights, as shown
in Fig. 3.16. It should be noted that we show the six heights in adjacent green lines in Fig.
3.16 for showing the height variation sequence during data acquisition. But, actually, the
six heights are at the same position. The I-V measurement procedure is listed as below:
1. Rise the anode to high position and set the voltage source at Vi=500 V.
2. Lower the anode by 20 µm in steps until the current is occurred, where the height is
h1.
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3. Once the emission is initiated, the voltage source starts to sweep in the range of
0∼1500 V forward and backward and current is limited under 50 µA.
4. After finish the first scan, the anode is move up to h2 then repeat the step 2-3 but the
voltage is started from 0.
5. After finish the final scan at h6, the anode will move to the next point with set x and y
intervals which can be set in the programme. Then the step 1-4 will be repeated.
From the six I-V curves, we are able to deduce the electric field. Firstly, the y-axis of
I-V curve (Fig. 3.17 (a)) is changed into log10 scale (Fig. 3.17 (b)) in order to identify the
voltages at 100 nA which are taken as the turn-on current. Therefore, the six voltage values
obtained from the six different heights (see Fig. 3.16)) are correlated to plot in Fig. 3.17
(c). We make the lowest position of anode with separation of d0 as zero. Then, relationship
between the voltage and electrode separation can be linearly extrapolated to calculate the x-
intercept which is the d0. Once the absolute separations (ha) between electrodes are found,
the corresponding electric field at different height can be determined. Finally, according to
Eq. 2.29, we can plot the F-N plot in Fig. 3.17 (d) and the β values are calculated by solving
slope obtained from the linear fitting of F-N curve in the shaded area.
Fig. 3.16 The height variation of anode. The measurement starts from the h1 under 500 V and then the
anode is lifted to h2 by +100 µm. Sequently, the anode is lowered to h3−h6 by -50 µm, -25 µm, -30
µm, and -5 µm. Finally, six I-V curves are measured as shown in the insert. The six adjacent green lines
present the variation in z-direction, however, the anode does not move in x- and y-direction. The d0 is the
minimum separation between electrodes.
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Fig. 3.17 Steps of plotting F-N curves. (a) The six I-V curves recorded from different heights. (b) The
y-axis of (a) is changed to logarithmic scale to find the voltages at 100 nA. (c) The six voltages at 100 nA
are plotted against the six heights and the green line are fitted by a linear function. (d) The F-N plots
corresponding to (a). The curves in the shaded area are fitted by linear function to obtain β.
Chapter 4
Properties of PTCVD-Grown Carbon
Nanotubes
4.1 Introduction
Information on the quality and type of CNT is essential for their applications, as discussed in
Chapter 2.14. In the context of nano-electronic applications, the ability to selectively grow
high quality SWCNT is important. Moreover, vertically-aligned growth is also important for
field emission and interconnect applications. In addition, any oxygen-containing precursor
should be avoided during the growth, in order not to oxidise the devices.
In this study, oxygen-free processes are developed for CNT growth through parametric
experiments. CNT quality and preferential growth of semiconducting and metallic SWC-
NTs are proved to be influenced by the reactant gases and process temperatures. The growth
rates also show a high dependence on the process temperature and these findings help us to
reveal the growth mechanism. From our experiments, it can be understood that the CNT
growth couples with multi-parameters. However, it is rarely discussed thoroughly to give
a comprehensive understanding of the CNT growth mechanism. Hence, in this chapter, the
key variables for growing high quality CNTs and preferential growth of semiconducting and
metallic SWCNTs are discussed.
All of the CNT growth runs are implemented by the photo-thermal CVD (PTCVD)
system. The process pressure is consistently kept at 2 Torr. The two process variables:
1. reactant gas ratio (acetylene to hydrogen) and 2. process temperature, are studied. A
comprehensive experimental set of procedures are introduced in Chapter 3.2.2.
In total, 100 samples are fabricated, with 50 samples each grown at a the total flow rate of
100 (lower flow rate-LFR) and 200 sccm (higher flow rate-HFR), respectively. The reactant
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gases are a mixture of acetylene and hydrogen with the ratio from 2 to 20% (acetylene to
hydrogen) with 2% increments. The gas ratio is abbreviated as QA/H . As described earlier
in Chapter 3.2.2, the process temperature is monitored by a thermocouple and a pyrometer
on the top catalyst surface (TC) and bottom substrate temperature (TS), respectively. The
difference between TC and TS is ∆T .
The SEM observations confirm that all of the as-grown CNTs are vertically-aligned and
follow the tip-growth mechanism. Fig. 4.1 (a) shows the cross-sectional SEM images of the
vertically-aligned CNTs, which is grown at 70% power output and acetylene ratio of 16%
with LFR. Fig. 4.1 (b) shows a SEM image magnified from the top of the CNT forest (Fig.
4.1 (a)) and the catalyst particles can be seen in the top of the forest that confirms the tip-
growth mechanism. The growth rates are also calculated by the SEM. The Raman spectra
are used to estimate the quality of CNTs and to classify the types of SWCNTs. All results
are correlated with the reactant gas ratio and the process temperature and are presented in
contour plots.
Fig. 4.1 (a) The cross-sectional SEM image of the vertically-aligned CNTs. The height of the CNTs is
approximately 18 µm. (b) The magnified SEM image of the top of the CNT forest. The black beads are the
catalyst.
4.2 Efficiency of CNT Growth
Through analysis of the growth rate, we are able to understand the growth efficiency with
respect to the process temperature and the optimum acetylene ratio and determine the acti-
vation energy, which is the minimum energy to initiate the chemical reaction. We are now
in a position to examine the growth process, the competing factors, and the rate limiting
factors.
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4.2.1 Growth Rate
General Views
The growth rates are influenced by both the acetylene ratio and the process temperature.
The growth rates at the LFR (µLFR) and at the HFR (µHFR) exhibit a similar trend, which
shows the growth rate increasing with increasing the quantity of carbon, QA/H , as depicted
in Fig. 4.2 (a) and (b). As more carbon flux is supplied, the growth rate increases up
to a maximum, for a relatively narrow operational window which is at HFR, QA/H=18%,
and TC=772◦C (TS=447◦C), to give the peak growth rate of 442 nm/s. Beyond that, the
growth rate decreases very rapidly, as the carbon arrival rate is higher than the surface and
volume diffusion rates resulting in catalyst poisoning. The lowest growth front temperature
at which SWCNT are obtained here is TC∼560◦C (TS=320◦C), at QA/H=6% in the LFR to
give the growth rate of ∼18 nm/s (the bottom of the substrate is generally ∼200-400◦C
cooler, depending on the heat transfer and sub-layer design).
To the best of our knowledge, the lowest reported temperature for SWCNT growth is
350◦C with growth rate of ∼3 nm/s by PECVD [110]. Comparing with the work of Cantoro
et al. [110], our growth rate is 6 times higher at lower temperature and our effective growth
area can be up to 4" in diameter. Furthermore, it should be noted that in our PTCVD process,
no oxygen-contained precursor and plasma are applied for enhancing the growth rate and
lowering the temperature at the growth front.
The maximum growth rates for the LFR and HFR are:
• LFR: µLFR = 243 nm/s, QA/H = 20%, TC = 695◦C, TS = 399◦C.
• HFR: µLFR = 442 nm/s, QA/H = 18%, TC = 772◦C, TS = 447◦C.
The growth rate is optimised from our previous work (53 nm/s) by shortening the reduc-
tion time and the catalyst thickness, which was ∼12 nm [137]. The highest growth rates
reported for plasma-enhanced CVD usually range from 48 to 167 nm/s, which are signifi-
cantly lower than the PTCVD [86,129,259–261]. Although the phenomenal "super" growth rates
achieved by the catalytic CVD range from 1600 to 90000 nm/s, the process temperature is
relatively higher (over 850◦C) and/or the water vapour is applied as a source "gas" in the
growth regime, which has a detrimental effect on the quality of the CNTs and their sub-
sequent integration with semiconductor fabrication processes [262–266]. Table 4.1 lists the
growth rates of different groups. In general, the CCVD can have the higher growth rate by
combining water vapour or using FeCl3 as a catalyst at relatively higher temperatures than
either PECVD or PTCVD. It should be noted that FeCl3 is toxic and highly corrosive and it
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Fig. 4.2 The correlation of the growth rates between the top surface temperatures (TC) and the acetylene
ratio with regards to the hydrogen are plotted in (a) and (b) for LFR and HFR, respectively. The four
dashed lines drawn in the (a) and (b) indicate the temperature of the top two maximum growth rates of the
LFR (µMaxLFR , µSecLFR) and HFR (µ
Max
HFR, µSecHFR). The four solid lines indicate the eutectic temperatures of the
iron-graphite (upper line) and the iron-carbide (lower line), which are 740 and 727◦C, respectively.
has been found that it is unable to grow vertically-aligned CNTs. For these reasons, the use
of FeCl3 in semiconductor processes is limited. Furthermore, PTCVD has higher growth
rates than PECVD.
In Fig. 4.3, the normalised growth rates (µHFR/µLFR) are estimated to evaluate the flow
rate effect on the growth rate. In general, the HFR is better for increasing the growth rate
and the averaged µHFR/µLFR in the metallic and carbide routes are 1.58 and 1.17 hence,
the HFR performs better to enhance the growth in the metallic route region than the carbide
route. Moreover, the HFR allows for a more rapid refresh of the feedstock and also indicated
that the catalytic reaction is very fast.
Temperature Effect on Growth Rates
To understand the effect of temperature on the growth rates in the LFR and the HFR regimes,
we refer to Wirth et al., who proposed two growth routes that are decided by the eutectoid
points of γ/α-Fe and α-Fe-carbide (Fe3C), 740◦C and 727◦C, respectively, as depicted in
Fig. 4.4 [275]. They measured the crystal structure of catalyst by in situ X-ray diffraction
(XRD) during CNT growth and they found that the phase changes of catalyst are consis-
tent with the bulk iron-carbon and iron-carbide phase diagrams. This is surprising, since
nano-sized catalysts are expected to melt (due to the higher surface tension [276]) at lower
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Table 4.1 Comparison of growth rate : The highest growth rate is 90 µm/s [262], and the work presented
here is 440 nm/s which is the highest among using iron catalyst. Furthermore, without using the
oxygen-contained reactant gas, our growth rate of VACNT is the highest reported.
CCVD
Rate Length Duration Temp. Catalyst Substrate Reactant Gas Water VAa Type Ref.
(nm/s) (µm) (hr) (◦C)
12 2000 48 600 Iron
nitride(aq)
SiO2 C2H2 No Yes MWb
[267]
130 7000 12 750 Fe Al2O3/SiO2 C2H4,H2 Yes Yes –
[268]
139 5000 10 700 Fe Al2O3/SiO2 C2H4,He,H2 Yes Yes DWc
[269]
162 7000 12 750 Fe Al2O3/SiO2 C2H4,H2 Yes Yes MW
[270]
278 15000 15 800 Ferrocene SiO2 Xylene Air Yes MW
[271]
1600 – – 850 Co Al2Ox Ethanol No Yes SWd
[264]
1667 1500 15 min 900 Fe-laden
alumina
SiO2 CH4,H2 No No SW
[272]
2292 2200 16 min 810 Fe Al/SiO2 C2H2,Ar Yes Yes MW
[263]
3333 2000 10 min 900 Fe(CO)5 SiO2 CO,H2 No No SW
[273]
4167 2500 10 min 750 Fe/Al2O3 SiO2 C2H4 Yes Yes SW
[265]
Mo(CO)6
9259 100000 3 950 FeCl3 SiO2 CH4,H2 No No MW
[274]
11111 40000 1 900 FeCl3 Si Ethanol No No SW
[266]
90000 200000 10-40
min
1000 FeCl3 SiO2 CH4,H2 Yes No DW/TWe
[262]
PECVD
48 5200 30 600 Fe/Al2O3 Al2O3 CH4,H2 No Yes SW
[129]
140 8.4 1 min 700 Fe Si C2H2,H2 No Yes MW
[259]
160 – – 700 Fe Si C2H2,H2 No Yes MW
[261]
160 8000 15 min 750 Co or Ni SiO2 C2H2,NH3 No Yes MW
[86]
167 100 10 min 600 Fe,Ti Si C2H2,H2 No Yes MW
[260]
PTCVD
440 264 10min 772 Fe Al/TiN/Si C2H2,H2 No Yes MW This
work
60 36 10min 611 Fe Al/TiN/Si C2H2,H2 No Yes MW This
work
a
VA denotes the Vertically-alligned.
b MW denotes the Multi-walled.
c DW denotes the Double-walled.
d SW denotes the Single-walled.
e TW denotes the Triple-walled.
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Fig. 4.3 The normalised growth rates (µHFR/µLFR). The µHFR/µLFR ≤ 1 is shaded. The averaged values
of µHFR/µLFR in metallic and carbide routes are 1.58 and 1.17, respectively.
temperature and even not undergo phase changes [275].
Fig. 4.4 The phase diagram of Fe-graphite (solid lines) and Fe-carbide (dashed lines) with the correspond-
ing eutectoid points: 740 and 727◦C. Above 740◦C and below 727◦C, the growths follow the metallic and
carbide route, respectively. Reproduced from Wirth et al. [275].
Hence, for temperatures above TC=740◦C (orange shaded in Fig. 4.4), the growth fol-
lows the metallic (γ/α-Fe) route, which is mainly governed by the α and γ phase iron. In
this region, we observe that the growth rate decreases slowly with increasing temperature,
as illustrated in Fig. 4.2. However, as the temperature is increased, the solubility and the
diffusion coefficients of carbon in either γ or α iron are also enhanced, implying that the
growth rate can be enhanced with increasing temperature [277–280]. It should be mentioned
that the diffusion coefficients of carbon in γ phase iron are always lower than in α phase
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iron, two to one orders of magnitude lower from TC=740 to 860◦C, as shown in Fig. 4.5 [279].
Thus, we conclude that in the metallic route, the decreasing growth rate is attributed to the
decreasing α phase iron in the catalyst, due to the unique energy coupling possible with
the PTCVD process. With increasing the temperature from 740◦C, the increasing γ iron
degrades the growth rate. However, Klinke et al. concluded that the growth rate is enhanced
by raising the temperature, even over the eutectoid temperature of the γ/α phase iron [277].
This inconsistency probably arose as a result of the phase change not being considered in
their calculations.
Fig. 4.5 The log graph of carbon diffusivity of α , γ and carbide. The four vertical lines stand for the
temperature of 560, 727, 740 and 860◦C, respectively. The 560 and 860◦C are approximately the lower
and upper limits of our experiments. The 727 and 740◦C are the eutectoid temperatures of γ/α-Fe and
α-Fe-carbide (Fe3C), respectively. Reproduced and modified from Schneider et al. [279].
Below 727◦C, the majority of the catalyst is in carbide phase (cementite) mixed with
the α-phase iron, and it is termed as the carbide route [275]. Owing to the smaller carbon
diffusivity of cementite (Fe3C) than either γ or α phase iron (see Fig. 4.5), [279] the growth
rates are mainly restricted by the percentage of the carbide phase within the catalyst. In
our tested temperature range for the carbide route, from TC=700 to 560◦C, the diffusion
coefficients of cementite are smaller than the diffusion coefficients of α iron by six to five
orders of magnitude, respectively (see Fig. 4.5) [279]. This could be the reason for the
decreasing growth rates with decreasing process temperature, due to the carbon diffusivity
of cementite collapsing rapidly. The fact that the diffusion rate limit is different at the
higher carbon arrival rate suggests that the catalyst itself has suffered a modification, such
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as a phase change, which has increased its diffusion rate limit.
The Effect of Varying the Acetylene Ratio on the Growth Rates
With regards to the acetylene ratio (QA/H), the growth rates are merely maximised at QA/H=
20%, at TC∼770◦C, and atQA/H= 18%, at TC∼700◦C, in the LFR and the HFR, respectively;
the corresponding cross sectional SEM images, revealing the total growth length, are shown
in the Fig. 4.6. In order to assess the influence from the acetylene ratio, we choose the
temperature at TC∼700◦C (carbide route) and at TC∼770◦C (metallic route) and displayed
the growth rate as a function of the acetylene ratio, in Fig. 4.7.
In Fig. 4.7 (b), for both the H/LFR, the growth rates obtained at TC∼770◦C peaked at
QA/H=18%, but dropped rapidly at 20%, suggesting that the catalyst is poisoned by exces-
sive carbon arrival [281,282]. In contrast, at TC∼700◦C, we do not observe any significant
drop in the growth rate. Instead, the growth rate increases gradually to peak at gas ratio of
20%, and it shows that the catalyst is still active (see Fig. 4.7 (a)).
Fig. 4.6 The cross sectional SEM images of µMaxLFR , µ
Sec
HFR, µ
Max
HFR and µ
Sec
HFR. The catalyst temperatures (TC)
and growth rates are labeled correspondingly. All images share the same scale bar in (b).
The catalyst activity of metallic and carbide routes is evaluated by linearly fitting the
growth rates obtained from TC∼700◦C and ∼770◦C, in the range of the gas ratios from 2
to 16%, before the poisoning of the catalyst. The positive slopes of the four dashed lines in
Fig. 4.7 (a)-(b) show that the activity of catalysts can be enhanced with increasing acetylene
partial pressure. In other words, the impingement rate of carbon on the catalyst surface (Jc),
which is defined in Eq. 4.1 is increased with increasing the acetylene partial pressure [277]
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Fig. 4.7 The growth rates obtained from 40% (a) and 50% power output (b). The linear fittings of growth
rate from QA/H=2 to 16% are plotted in solid lines. The intercepts and slopes are noted in the legends.
Error in the growth rate is approximately 8% for the shortest forest (800 nm ±50 nm).
and meanwhile, the carbon solubility is subsequently increased, to lead to the higher carbon
concentration gradient in the catalyst. Consequently, the growth rate is enhanced.
Jc =
PC2H2√
2pimkT
, (4.1)
where the PC2H2 is the partial pressure of acetylene and m is the mass of acetylene, k is the
Boltzmann constant, T is the temperature.
From the slopes of the fitted lines in Fig. 4.7, it is apparent that the gradients obtained
from the growth temperature at TC∼770◦C (50% p/o) (see Fig. 4.7 (b)) are shallower than
at ∼700◦C (40% p/o) (see Fig. 4.7 (a)). The 770◦C (metallic route) and 700◦C (carbide
route) are close to the eutectoid temperatures of the γ/α-Fe and α-Fe-carbide, respectively.
It implies that, in the carbide route, the catalyst has higher activity than in the metallic route.
Moreover, as the acetylene ratio is higher than 16%, the growth rates obtained at 700◦C do
not exhibit a significant drop that implies the carbide route grows CNTs at higher acetylene
concentrations, but slower.
Another effect from the reactant gas on growth rate is to have a lower gas-diffusion limit
around the edge of the substrate [129]. The gas-diffusion means the diffusion of the reactant
gas radicals near the substrate. The lower diffusion limit result in the higher growth rate
around the substrate edges, as shown in Fig. 4.8. There is an approximate 1 µm difference
between the centre and the edge of the CNT forest. It also can be understood that the
catalysts near the edges are easier to access the carbonaceous gases during the growth. This
phenomenon implies that CNTs growth on lithography patterns is going to have a different
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growth rate, from the CNTs mat under the same process condition.
Fig. 4.8 The growth rate influenced by the gas-diffusion limit. The CNTs near to the substrate edge pos-
sesses the higher growth rates and hight of CNTs on edge is labeled by a dashed line which is approximately
1 µm higher than the centre of the CNT forest (depicted by a sold line). The CNTs are grown from 70%
output, QA/H=20% under LFR.
Temperature Difference Effect on Growth Rates
The temperatures at the bottom of the substrate, as measured with a pyrometer (TS), are
∼510 and 320◦C corresponding to the top surface temperature (TC) of 772 and 560◦C. The
temperature difference between the thermocouple and the pyrometer is labelled ∆T . The
∆T is correlated with the growth rates are shown in Fig. 4.9. Interestingly, the growth
rates are maximised at ∆T≈300◦C. The higher ∆T implies that the top surface is at higher
temperature and the phase of the catalyst will be changed. Youn et al. also reported the in-
fluence from temperature difference across the reactor, which was equipped with two Ohmic
heaters at the top and bottom, respectively [283]. In their work, the growth environment with
top-down temperature difference gave the better quality CNT with ID/IG∼0.06, which is
consistent with our work (at TC=860◦C). However, their best growth rate of top-down and
bottom-up heating are ∼6.67 nm/s and ∼14.44 nm/s, which are much lower than ours, 442
nm/s (at TC=772 and TS=447◦C). In our reactor, the IR lamps only concentrate the energy
on the catalyst surface where the reaction is being initiated. In addition, all of our as-grown
CNTs are vertically aligned and follow the tip-growth mechanism.
Ultra Low Temperature CNTs growth
For the CNT growth across the temperature range, we used 20% to 70% power output of
the lamps. However, at 20% power output, we do not grow any CNTs except at QA/H=
10% under LFR. The 20% power output corresponds to the TC=440◦C and TS=220◦C with
∆T=220◦C. To the best of our knowledge, TC=440◦C is the lowest temperature for CNT
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Fig. 4.9 The temperature difference (∆T) between the top and bottom substrate and the acetylene ratio
(QA/H) are correlated to the growth rate. The growth rates are maximised at ∆T∼300◦C for both case of
LFR and HFR. The higher ∆T implies the higher top surface temperature of substrate and the phase of
catalyst is changed to reduce the growth rates.
growth without using plasma. However, the production yield is extremely low and not
vertically- aligned. Fig. 4.10 shows the SEM images of the CNTs obtained at 20% output.
Fig. 4.10 (a) shows the standing CNTs and (b) shows the entangled CNTs.
Fig. 4.10 The CNTs grown from TC=440◦C and TS=220◦C at QA/H=10%. (a) The standing CNTs with
approximate 10 µm in height. (b) The entangled CNTs.
4.2.2 Activation energy
The activation energy (Ea) is the potential energy needed to initiate a reaction. The purpose
of calculating the activation energies is to study the energy barrier of growth, in terms of
the acetylene ratio and the HFR and the LFR. Eq. 4.2 is the Arrhenius equation, which is
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used to define Ea where the k and A are the reaction rate constant and pre-exponential factor,
which is the intercept at 1/T=0. R and T are the gas constant and temperature respectively.
The rate constant, k, is treated as the growth rate. The calculation of activation energy is
to estimate the growth rates obtained from different temperatures and take into Eq. 4.2. It
should be noticed that each point in Fig. 4.11 is calculated from its corresponding C2H2
ratio and therefore, the C2H2 ratio is an invariant and the Ea is independent of reactant
concentrations.
lnk = lnA− Ea
RT
(4.2)
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Fig. 4.11 The activation energy of PTCVD-grown CNTs with different C2H2 ratios with exponential fittings.
The Ea of the lower flow rate has an exponential increase from 2 to 8% but after 10%, it tends to be constant.
For higher flow rate, it shows the gradual increase and after 10%, most of Ea are higher than lower flow
rate. The Ea between 20% and 40% were predicted by the two formulas labeled in this figure. The Ea of
lower and higher flow rate kept constant with the values of 0.92 eV/atom and 1.62 eV/atom respectively and
with the 0.7 eV/atom in difference between the two flow rates.
Figure 4.11 illustrates the distribution of experimentally calculated Ea and estimated Ea
of different C2H2 ratio. In the lower C2H2 ratio range (below 8%), the activation energies
of lower and higher flow rate are similar (except 2%), but the differences of Ea of two flow
rates increase after 10%. By comparing this with thermal CVD (Ea∼1.2-1.8 eV) [284,285]
and PECVD (Ea∼0.3 eV) [104], our activation energy fits between those two techniques and
the total process time is faster than thermal CVD, without causing the plasma bombardment
effect.
Many factors are likely to influence the activation energy. Hofmann et al. [52] have con-
cluded that the diffusion of growth species in or on the catalyst particle is the main mech-
anism for limiting the rate of process in PECVD. Referring to their work, it is essential to
inspect the state of catalyst and the diffusion condition of precursor in the catalyst to be un-
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derstood consequently. Nevertheless, there are several parameters, such as temperature, cat-
alyst shape, chemical environment, size of catalyst [57] and supporting material [286], which
are able to change the melting temperature of catalyst. In 1976, it was demonstrated that,
as the particle size decreased to below 50 nm, the melting point exponentially decayed [287].
Moreover, Jiang et al. [286] demonstrated that the melting point of Al2O3-supported iron
nanoparticles decreased linearly with increase of the molar ratio of carbon. It is worthwhile
to mention that Jiang et al. also compared the Al2O3-supported iron nanoparticle with non-
supported, showing that the Al2O3-supported iron nanoparticles had a higher melting point.
The chemical environment also causes another uncertainty in determining the melting point.
Especially, most CNT fabrication is carried out under a lower pressure environment of reac-
tant gases and thus it causes difficulty and uncertainty in investigating the condition of the
catalyst.
In our case, heat energy is mainly provided by IR lamps, which create a growth environ-
ment which is similar to thermal CVD. Without the assistance of a plasma, the IR lamps are
needed to generate enough energy for the dissociation of the reactant gases in the presence
of the catalyst and diffusion of carbon in or on the catalyst. For this reason, the carbon
concentration is likely to influence the activation energy.
In the case of the lower flow rate, from 2 to 6% C2H2 ratio, the activation energy shows
an over 3-fold increase with the C2H2 concentration, from 0.27 to 0.91 eV/atom. This
shows that Ea increases with increasing of C2H2 and it is harder to initiate the reaction as
one increases the carbon source. This is probably due to the surface of the catalyst available
for the reaction and we can study this further by changing the catalyst. Therefore, it can be
proposed that the energy barrier of precursor diffusion increased proportionally. However,
between 8 and 20% C2H2 ratio, Ea tended to become stable and only a smaller fluctuation of
Ea occurred, satisfying the original assumption made for the Arrhenius equation (Eq. 4.2)
that Ea is independent of concentration. We have estimated that the Ea from 20% to 40%
C2H2 ratio is constant at 0.92 eV/atom. This might imply that the chemical environment
and the condition of the catalyst inclined to be stable and the Ea will not be affected by the
acetylene ratios.
In the case of the higher flow rate, the overall trend shows a gradual increase and most
of activation energies are higher than the lower flow rate except 4% and 12% which ties in
with more active species having fewer sites to attach to. The Ea started at 0.82 eV/atom for
2% C2H2 which is close to the constant range (6∼20%) of lower flow rate. Furthermore,
between 8 and 20% C2H2 ratio, there is a approximate 0.4∼0.7 eV/atom difference between
lower and higher flow rate. The Ea is also predicted to be between 20% and 40% and kept
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constant at 0.92 eV/atom.
By Eq. 4.2, Ea is a function of the process temperature and Ea is independent of the
concentration of reactant gas. However, we found that the Ea changed with an increase of
the C2H2 ratio from 2% to 6% of the lower flow rate and from 2% to 20% of the higher
flow rate. The difference of the two extrapolated Ea (∆Ea) is 0.7 eV/atom. There are two
issues to be addressed here. The first is the changing Ea and the second is the difference of
Ea between the two flow rates.
By calculating the activation energies, the higher flow rate generally needs the higher
Ea to overcome the energy barrier of growth. The averaged Ea of higher flow rate is 1.23
eV/atom and the averaged Ea of lower flow rate is 0.83 eV/atom. Within the range of 2 to
6% C2H2 ratio, the Ea of both flow rate are close but after 8% C2H2 ratio, the Ea of higher
flow rate keeps increasing and the Ea of lower flow rate keeps constant. For the direction of
lowering the activation energy, decreasing catalyst size can be an effective approach because
smaller particle size is expected to have lower melting point [287].
The averaged Ea of the lower and the higher flow rate are used to calculate the diffusiv-
ities according to Eq. 4.3 [288]:
D= D0exp(
−Ea
RT
), (4.3)
where the D, D0, R and T are the diffusivity, diffusivity coefficient, gas constant, and tem-
perature, respectively. The calculated diffusivities in the unit ofD0 for the LFR and the HFR
are compared relatively and plotted in Fig. 4.12. Fig. 4.12 suggests the LFR has the higher
diffusivity that implies the LFR may have a higher growth rate, which contradicts to the
discussions in Chapter 4.2.1. It should be mentioned that the phase change of the catalyst
does not take into account. Nevertheless, the higher diffusivity of the LFR calculated from
its activation energy may explain why no significant decrease of the growth rate is observed.
Because the high diffusivity is likely to generate more active sites on the catalyst [288].
4.3 A Hypothesis for The Growth Model of Carbon Nan-
otubes
Based on the optical top-down heating framework of the PTCVD, the top surface of the
catalyst can be sufficiently heated to help the catalyst dissociate the acetylene molecules
into carbon atoms. Consequently, the hotter surface of the catalyst leads the carbon atoms
to migrate with higher diffusivity to the bottom of the catalyst, due to the induced high tem-
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Fig. 4.12 The diffusivities in the unit of D0 calculated by Eq. 4.3. The black and red lines stand for the
diffusivity of the LFR and the HFR that are calculated by the averaged activation energies shown in Fig.
4.11.
perature gradient within the catalyst, as depicted in Fig. 4.13. Moreover, once the acetylene
molecules are catalytically dissociated on the top of the catalyst, which is an exothermic
process, the top of the catalyst has a higher temperature than the bottom. Subsequently, the
dissociated carbon atoms dissolve into the iron catalyst to reach a saturated state and will
precipitate from the bottom of the catalyst, lowing the catalyst’s temperature as a result [277].
Hence, owing to the top-down heating in the PTCVD, we postulate a hypothesis to com-
plete the growth mechanism of PTCVD grown CNT. Firstly, as shown in Figure 4.13, the
catalyst is heated by the irradiation from top. The temperature recorded at the bottom of
the substrate is ∼250◦C lower, indicating an overall temperature gradient throughout the
structure, which we assume is also present in the catalyst, as was originally proposed by
Baker et al. [289].
In our SEM observations (see Fig. 4.14), we find the CNT growth occurs via the tip-
growth mechanism and plastic deformations of the catalyst encapsulated in tubes are ob-
served [52,290,291]. Moseler et al. suggested that the axial driving force induced by the gra-
dient of the chemical potential for growth is generated by the curvature difference between
the top and bottom surface of catalyst [291].
This means that the carbon atoms at the top of catalyst possess a higher diffusivity (DR)
and migrate to the colder side [279,289]. Moreover, the solubility of carbon in iron (SR) is also
higher at the top surface, resulting in a high carbon concentration gradient [278]. It should be
mentioned that Klinke et al. reported the concentration gradient is the main driving force
for CNT growth rather than temperature [277]. In their calculations, they only considered
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Fig. 4.13 The heated iron catalyst experiences the plastic deformation and the top of catalyst is intensively
heated. Therefore, the top surface of catalyst has larger radius, R, than the radius of bottom surface, r.
Consequently, a chemical potential gradient is formed along the axial direction. What is more, a temper-
ature gradient is formed between the top (orange colour) and bottom (blue colour) of catalyst. Moreover,
the hotter top surface makes the higher carbon solubility with the carbon atoms also possessing higher
diffusivity. Thus, those three gradients are the driving force to give the high growth rate. The temperatures,
solubilities and chemical potentials on both ends are labeled as TR, Tr, SR, Sr, µR and µr for top and
bottom of catalyst, respectively.
Fig. 4.14 SEM image of plastic deformation of catalyst in CNT. The SEM image of the top of as-grown CNT
fabricated by TC=774◦C (50% p/o), QA/H=16%, and LFR. The red arrows point the plastic deformation of
catalyst and the green arrows point the round shape catalyst. The catalyst size observed here is generally
smaller than 20 nm. The CNTs are grown from 50% output, QA/H=16% under LFR.
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the exothermic energy from acetylene dissociation. Thus, the catalyst is heated in random
directions. In our case, the heating direction is from the top surface of the catalyst. What
is more, the Gibbs energy of the reaction of carbon and iron is temperature-dependent, de-
creasing with increasing temperature [292]. Therefore, the bottom of the catalyst could have
higher Gibbs energy, which possibly leads to a higher chemical potential at the bottom of
the catalyst [291]. The difference in chemical potential between the top and the bottom of the
catalyst results in another driving force to enhance the growth rate. Hence, the intensively
heated catalyst surface is beneficial for enhancing the carbon solubility and thus, the growth
rate and quality can be enhanced.
4.4 Raman Spectra Analysis of PTCVD-Grown CNTs
The quality and electronic properties of as-grown CNT are analysed by Raman spectroscopy
and the intensity ratios of D-band to G- (ID/IG) and 2D-band (ID/I2D) and RBM are cor-
related to the process temperature and the acetylene ratio. Fig. 4.15 (a) shows a typical
Raman spectrum measured by ELaser of 1.58 and 2.41 eV, in the range from 50 to 4000
cm−1; including the first order and the second order scatterings. In Fig. 4.15 (a), the D-
and 2D-band are second order double resonances involving one-phonon and two-phonon
Raman scattering, respectively, as discussed in Chapter 2.9, which have a dispersion rela-
tionship with laser energy. The dispersion of D- and 2D-band in our measurement are 54
and 110 cm−1/eV, which are close to dispersion values of SWCNT being reported before,
53 and 106 cm−1/eV, respectively [19,169].
Usually, the defect-induced D-band is used to evaluate the quality of carbon-based mate-
rials by comparing its intensity with the G-band. The 2D-band is also an indicator of defects
of carbon nanotubes [293]. In general, the turbostratic stacking will decrease the intensity of
the 2D-band [294,294]. Moreover, its intensity is enhanced significantly as compared with
multi-layer graphene [171]. Thus, the intensity of the 2D-band can be a measure of the stack-
ing order in graphene [295,296]. The intensities of D-, 2D- and G-band are obtained by using
Lorentzian fitting, as depicted in Fig. 4.15 (b)-(e). The fitting curves are shown in black and
the cyan curves represent the analysed peaks for intensity comparisons. It should be noted
that there are two peaks in the 2D-band measured by the ELaser=2.41 eV. It is due to the
resonances between the scattered laser energy and the van Hove singularities of SWCNTs
and will be explained further in the next chapter. The peak near to 2700 cm−1 is chosen to
compare with the D-band.
Figure 4.15 (f) and (g) are the RBM signals measured by ELaser=1.58 and 2.41 eV, re-
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Fig. 4.15 Raman spectra of the CNTs grown atTC=876◦CwithQA/H=14% of LFRmeasured byELaser=1.58
and 2.41 eV. (a) The Raman spectra measured by ELaser=1.58 (red curve) and 2.41 eV (green curve) range
from 50 to 4000 cm−1. The single- and double-resonance are abbreviated as the SR and DR. The RBM
and G-band are the SR and D- and 2D-band are the DR. The energy dispersions only happen to the DR
peaks and the dispersions of D- and 2D-band are 54 and 110 cm−1/eV, respectively. The measured spectra
are calibrated by the Si peak, 521 cm−1. (b)-(c) The D- and G-band are fitted by the Lorentzian function to
obtain the intensities. The black curves are the accumulated curves and the fitted D- and G-band are shown
in cyan colour. (d)-(e) The Lorentzian fittings of the 2D-band. There is only one peak for ELaser=1.58 eV
and are two peaks for ELaser=2.41 eV. The peak near to 2700 cm−1 is used to compare the intensity. (f)-(g)
The RBM measured by both laser energies are also fitted by the Lorentzian function. The ELaser=1.58 eV
only measures the semiconducting SWCNTs and the ELaser=2.41 eV measures both the semiconducting
(150-210 cm−1) and metallic SWCNTs (210-280 cm−1).
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spectively. The ELaser=1.58 eV only probes the s-SWCNT and the ELaser=2.41 eV can
measure the RBM peaks from both s-SWCNT (150-210 cm−1) and m-SWCNT (210-280
cm−1), as discussed with the Kataura plot in Chapter 2.4.3 [45,46]. The measured RBM sig-
nals are fitted with Lorentzian function to measure intensities and positions, for quantitative
analysis. Nevertheless, it should be mentioned that the Kataura plot suggests that a nar-
row range of SWCNTs diameters, 0.89 to 1.65 nm, is measured between 150-280 cm−1 [45].
Moreover, our previous work suggested that the diameter distribution of the PTCVD-grown
CNTs is narrow [257]. Hence, the majority of the CNTs is detectable. The importance of pro-
cess temperature and acetylene ratio to the growth rate of CNT, and their impact on quality,
type-selectivity and production of SWCNT and MWCNT are discussed in the following
section.
4.4.1 Raman-CNT Quality
By looking at the Raman data relating to the quality of the carbon nanotubes (ID/IG and
ID/I2D) in Fig. 4.16 and 4.17 and also at the data relating to the type of nanotube (MWCNT
vs. SWCNT), we conclude that the quality of the CNT is improved primarily with increase
in the process temperature, and secondly by a decrease in the acetylene ratio. This confirms
the importance of the unique PTCVD approach in engineering a solution for providing the
highest possible process temperature, whilst still maintaining the substrate at a much lower
temperature.
We use two excitation energies for Raman spectroscopy, ELaser=2.41 eV and 1.58 eV and
we label the intensity ratios for the corresponding excitation energies as IDIG/2D
LFR/HFR
2.41/1.58 for
the LFR, HFR and excitation laser sources of 2.41, 1.58 eV, respectively. It should be noted
that the as-grown SWCNTs are expected to contain a mixture of both metallic and semi-
conducting CNTs. The Raman spectrum obtained with the energy excitation ELaser=1.58
eV, which is in the range of EM11, the energy separation between the first van Hove singu-
larities of m-SWCNT (see Chapter 2.4.3), allows one to characterise the D-band intensity
being close to the energy of incident laser photon as well as the scattered phonon in the
resonance Raman process [297]. The ELaser=2.41 eV and the energy of its corresponding
scattered phonon are above the window of EM11, thus not coupling well with the D-band in-
tensity [297]. Hence, we use the two lasers for Raman spectroscopy to have a comprehensive
coverage of the quality and evolution of mixtures of s/m-SWCNT and MWCNT. In addi-
tion, the ELaser=2.41 eV plays a role in quantitatively identifying the ratio of s-SWCNT to
m-SWCNT [46].
102 Properties of PTCVD-Grown Carbon Nanotubes
The literature has reported that the ID/IG of SWCNT tends to remain under 0.2 and
nearly constant when examined with lower excitation energy lasers [298]. In contrast, the
ID/IG of MWCNT decreases with increasing excitation energy [298]. From the data shown
in the Fig. 4.16 (a)-(d), we can see that the ID/IG ratio decreases rapidly with increasing top
surface temperature (TC), but as the top surface temperatures reach a threshold, the variations
become smaller. Thus, we can distinguish the growth windows for SWCNT and MWCNT
by investigating the distribution of ID/IG against the temperature and the acetylene ratio.
Intensity Ratio of D-band to G-band-ID/IG
Firstly, we show the ID/IG in Fig. 4.16 (a)-(d) and note that, on average, the LFR grows
marginally better quality CNT than the HFR, based purely on the intensity ratios observed.
In general, increasing the temperature and decreasing the gas ratio enhances the quality of
CNT and, using the ID/IG>0.2 as the quality threshold, we see the rapid changes. Further-
more, the ID/IG measured by the ELaser=1.58 eV is generally higher than the intensity ratio
measured by the ELaser=2.41 eV, especially below TC=750◦C. It can be interpreted by the
Knight formula [175]:
La =C(λLaser)(
ID
IG
)−1, (
ID
IG
) = RL (4.4)
where the La is the crystallite size and theC(λLaser) is a prefactor, which is a function of the
wavelength of the ELaser, that can be expressed as:
C(λLaser)≈C0+λLaserC1, (4.5)
where the C0 and C1 are -126 Å and 0.033, respectively [175]. Hence, for a sample (La is
the same) measured by two different laser energy, ELaser1 and ELaser2 (ELaser1 < ELaser2), we
know:
C(λLaser1)>C(λLaser2) −→ R−1L2 > R−1L1 −→ RL2 < RL1, (4.6)
where the RL1 and RL2 are the ( IDIG ) measured by the ELaser1 and ELaser2, respectively. Con-
sequently, the lower ELaser leads to a higher IDIG and this interprets the higher
ID
IG
obtained by
the ELaser=1.58 eV, as compared with the ELaser=2.41 eV.
In order to have a further understanding of the contributions of the temperature and of
the acetylene ratio, the boundaries of the ID/IG=0.2 is outlined in the white lines in Fig.
4.16, with corresponding linearly fitted black lines. The linear fit to the boundary is labelled
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Fig. 4.16 The distributions of the intensity ratio of D- to G-band measured by the ELaser=2.41 eV and
the ELaser=1.58 eV are plotted against the TC and QA/H in the (a)-(b) and (c)-(d) for the LFR and HFR,
respectively. The white lines represent the ID/IG=0.2 and the black lines are the corresponding linear
fittings. The equations for each black lines are labeled on each panel.
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in black in each panel of Fig. 4.16, where the gradients are used to assess the degree of
the influence from the gas ratio on the CNT quality and the fabrication of SWCNT and
MWCNT. The positive slopes depict that increasing the acetylene ratio decreases the CNT
quality.
Moreover, the slightly larger slope, 4.55, in Fig. 4.16 (b) than the slope, 3.44, in Fig.
4.16 (a), implies that the faster arrival of the carbon species (HFR) degrades the quality of
the CNT through the deposition of amorphous carbon and/or the excess hydrogen etching
of the CNT wall [299]. Interestingly, in Fig. 4.16 (c) and (d), the slopes are similar and it
implies that the growth conditions for s-SWCNT are similar, as can be seen in the following
section. By comparing Fig. 4.16 (a)-(d) with Fig. 4.18, the growth conditions above the
black lines can have the higher RBM intensities which point to the higher production yields
of SWCNT. Thus, the linearly fitted equations can serve as a guide for the phase boundary
above which we can fabricate SWCNT, that can be type-selected.
The temperature-intercepts at QA/H=2% represent the lowest temperature for which
ID/IG=0.2 and exceeding this temperature, the quality of CNT can be maintained with-
out any significant variation. These intercepts do not change noticeably from the LFR to
HFR, and are 788 and 783◦C in Fig. 4.16 (a) and (b), respectively. Similarly in the case of
ELaser=1.58 eV (Fig. 4.16 (c) and (d)), the temperature-intercepts at QA/H=2% of the LFR
and the HFR are 745 and 750◦C. Hence, it can be argued that the total flow rate is not the
major factor in influencing the CNT quality but the temperature affects the quality dramat-
ically. These temperature-intercepts are higher than the eutectoid temperature of γ/α-Fe,
which is 740◦C. It suggests that the metallic route is able to better the CNT quality, with
smaller fluctuations than the carbide route.
Intensity Ratio of D-band to 2D-band-ID/I2D
In Fig. 4.17 (a)-(d), the ID/I2D identified by ELaser=2.41 and 1.58 eV shows a similar
trend to the ID/IG. The boundaries for separating the high fluctuation regions are the
IDI2D
LFR/HFR
2.41 =0.5 and the ID/I2D
LFR/HFR
1.58 =4 drawn as the white lines. The correspond-
ingly fitted linear equations are labelled on the top of each plot and presented as black lines,
as shown in Fig. 4.17 (a)-(d). In general, increasing the temperature and decreasing the
acetylene ratio lowers ID/I2D, which suggests the crystallinity of CNT being improved [300].
It can be seen that the IDI2DHFR2.41 has a higher slope than the IDI2D
LFR
2.41 as shown in Fig.
4.17 (a) and (b). It should be remembered that the ELaser=2.41 eV probes both the s-SWCNT
and m-SWCNT. However, the D-band intensity of m-SWCNT is very weak [297]. Therefore,
we postulate that the s-SWCNT contributes more to the ID/I2D. Moreover, the 2D-band
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is less likely to be in resonance with the van Hove singularity of s-SWCNT, as opposed
to m-SWCNT [301]. Consequently, the I2D will not be dramatically enhanced. Hence, the s-
SWCNTs are expected to be mainly distributed in the regions above the black lines as shown
in Fig. 4.17 (a) and (b). It is also consistent with the distribution of s-SWCNT confirmed
by evaluating the RBM features, as shown in Fig. 4.18 (a) and (b). Therefore, by using the
ELaser=2.41 eV, the higher slope of HFR suggests the lower production yield of s-SWCNT
with increasing the acetylene ratio.
Fig. 4.17 (a)-(d) present the distributions of the intensity ratio of D- to 2D-band between the TC and QA/H
measured by the ELaser=2.41 eV and the ELaser=1.58 eV for the LFR and the HFR, respectively. The
ID/I2D=0.5 for 2.41 eV and ID/I2D=4 for 1.58 eV are drawn in white lines and the black lines are the linear
fittings whit corresponding linear equations on the top of each panel.
Fig. 4.17 (c) and (d) illustrate the ID/I2D estimated by the ELaser=1.58 eV, which is res-
onant with the s-SWCNT. The intensities of D- and 2D-band will not change due to the m-
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SWCNT. Moreover, it has been suggested that the I2D of MWCNT is lower than in the case
of SWCNT and furthermore, the ID of MWCNT is usually higher than the SWCNT [298].
Thus, we can infer that the ID/I2D of SWCNT is smaller than that of the MWCNT. Fig.
4.17 (c) and (d) show that the ID/I2D is smaller than 2 and appears to remain flat, without
any significant drop. Therefore, we speculate that, as ID/I2D is smaller than 2, the main
product is SWCNT. We linearly fit the boundaries of ID/I2D=2 with the black line. Based
on the linear equations labelled in Fig. 4.17 (c) and (d), the ID/I2D distributions of LFR and
the HFR do not appear to have major differences. However, it is noted that the temperature-
intercepts are approximately 100◦C lower than the case of ELaser=2.41 eV. It implies that
the s-SWCNTs can be produced starting from TC=650◦C. Fig. 4.18 (e) and (f) illustrate the
RBM signals collected by the ELaser=1.58 eV and confirm this point that the major RBM
modes appear above the boundary temperature derived from the I2D, supporting also our
assumption that ID/I2D can be used as a measure of SWCNT.
It should be noted that, by using the ELaser=1.58 eV, the ID/I2D can be enhanced signifi-
cantly at relatively lower temperature and it might indicate the stacking order in c-axis has
been improved [296]. By using the ELaser=2.41 eV, the high intensity of the 2D-band is proba-
bly induced by the trigonal warping effect, which was discussed in Chapter 2.8 [44,296,301,302].
Moreover, the positive slopes suggest that with increasing the QA/H , the quality of the CNT
tends to decrease, as expected.
4.4.2 Selective Growth of SWCNTs
The RBM frequencies have been measured for the as-grown CNT forests and thus arise from
different types of CNTs, such as semiconducting and metallic SWCNT assuming diameters
1-2 nm. Hence, a quantitative study is carried out by comparing the peak intensities of
the measured RBM resonances. The IG of each spectrum is normalised to 1 in order to
consistently compare between samples. Then, the RBM intensities can be integrated over
certain windows (see Fig. 4.15 (f)-(g)) to represent the production yield, depending on
temperature and acetylene ratio. From this comparison, the optimised growth conditions
are correlated with the temperature and the reactant gas ratios for preferentially synthesising
s/m-SWCNT.
Generally, we find that the SWCNTs are mostly fabricated in the areas above the black
lines defined in Fig.4.17 (a)-(d); above the corresponding y-intercepts lie the boundary tem-
peratures for SWCNT growth. The higher process temperature and smaller acetylene ra-
tio are still the important directions to improve the yield of SWCNTs. So, it is crucial
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to improve the heat management of the sample, such as afforded by the PTCVD system.
Moreover, we can see that the LFR has higher production yields of SWCNT than the HFR
and the production yield of m-SWCNT is usually higher than the s-SWCNT. However, to
be more detailed, we observe that the acetylene ratio plays an important role in preferen-
tially growing specific, type selective, SWCNTs. The RBM frequencies are measured using
ELaser=2.41 and 1.58 eV. The former laser energy, ELaser=2.41 eV, helps us to classify s-
SWCNT and m-SWCNT, as mentioned above, and illustrated in Fig. 4.18 (a)-(d) . What is
interesting in Fig. 4.18 (a)-(d) is that the windows of growth temperature for m-SWCNT in
either the LFR or HFR are larger than for s-SWCNT, and the RBM intensities of m-SWCNT
are generally higher than the s-SWCNT across the parameter space investigated.
To be more precise, we compare Fig. 4.18 (a) and (c) to observe that between TC=750
and 800◦C for most acetylene ratios, m-SWCNTs are grown. In contrast, the s-SWCNT
are rarely grown under these conditions. The most striking observation to emerge from the
comparison of Fig. 4.18 (a) and (c) is associated with the conditions for preferential growth
of s-SWCNT. We observe that the smaller acetylene ratio (QA/H<10%) favours the growth
of s-SWCNT and the QA/H>10% is better for m-SWCNT growth. Several studies have
found the preferential growth via tuning of temperature, and growth time but the effect from
reactant gas ratio on preferential growth has not been discussed [46,303]. Thus, this finding
points to the route for preferential growth of type-selective SWCNT, on substrates held at
low temperature using the PTCVD process.
Interestingly, the HFR shows a weaker trend for preferential m-SWCNT growth com-
pared with the LFR, but can still be observed that, for QA/H>10%, the m-SWCNTs pre-
dominate. Conversely, the s-SWCNTs are poorly synthesised, as shown in Fig. 4.18 (b)
and (d). Especially for QA/H=16-18% between TC=750 and 800◦C of the HFR, the yields
of s-SWCNT are almost absent and only m-SWCNTs are fabricated, as shown in Fig. 4.18
(b) and (d). From Fig. 4.18 (a)-(d), by using ELaser=2.41 eV, we conclude that the yield of
m-SWCNT is generally higher than the s-SWCNT and QA/H>10% is better for preferential
growth of m-SWCNT.
The more surprising results, based on the RBM intensity measured by the ELaser=1.58
eV, show that the s-SWCNTs are grown in the whole range of acetylene ratios and with a
broader temperature range when compared to Fig. 4.18 (a) and (b). Fig. 4.18 (e) and (f)
also suggest that the high temperature (TC>800◦C) can increase the s-SWCNT yield and it is
consistent with the results obtained by the ELaser=2.41 eV (Fig. 4.18 (a)-(b)). The difference
is that the growth temperature and ELaser=1.58 eV reveals that s-SWCNT can be fabricated
under 800◦C of top surface temperature (TC), which corresponds to 450◦C at the substrate.
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Fig. 4.18 The distributions of the summation of RBM intensity measured by (a)-(d) ELaser=2.41 eV and
(e)-(f) ELaser=1.58 eV are plotted against the TC and QA/H . The RBM intensities obtained from LFR and
HFR illustrate in the upper and lower row, respectively.
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In terms of the acetylene ratio, the HFR exhibits a more significant trend in that the
yield of s-SWCNT decreases with increasing acetylene ratio, which is similar to the case
of the ELaser=2.41 eV, as shown in Fig. 4.18 (b). However, in the case of LFR, Fig. 4.18
(e) shows that the s-SWCNT can be grown across the whole range of acetylene ratio. Thus,
the LFR provides a greater freedom in the use of acetylene ratio, whilst the HFR provides
more control. In conclusion, from Fig. 4.18 (a)-(e), we recommend that the conditions for
the preferential growth of type-selective s-SWCNT are QA/H<10% and above 800◦C in the
LFR. Regime for only m-SWCNT, the preferential growth window is relatively smaller with
QA/H=16-18% and a temperature between 750 and 800◦C under HFR conditions. However,
the results of preferential growth of s- and m-SWCNTs are needed to be further verified
by photoluminescence (PL) measurement, which is not available at the time. It can assign
the chiralities of the SWCNTs by probing the EM11 form-SWCNTs and E
S
22 and E
S
33 for s-
SWCNTs with the accuracy of ±10 meV [304].
4.5 Conclusions
In summary, the highest growth rate achieved by the PTCVD is 442 nm/s by using the HFR
at QA/H=18% under ∼770 and 450◦C for top surface and substrate temperatures and the
lowest top surface temperature that we can obtain CNT is ∼560◦C, which corresponds to
320◦C at substrate, with a growth rate of 18 nm/s in the LFR, at QA/H=6%. In both cases,
we mainly grow MWCNTs.
By studying the growth rate against the process temperature and the acetylene ratio, we
have shown that as the process temperature nears the eutectoid temperature of the catalyst
metal and the carbon, the growth rate is likely to be maximised. Iron is an incomplete
catalyst and has two eutectoid temperatures, 740 and 727◦C, for the γ/α-Fe and the α-Fe-
carbide and the CNTs growth that occurs either above 740◦C or below 727◦C is classified
as via the metallic route or the carbide route, respectively. The growth rate increases with
the gas flow rate (the rate at which carbon species arrive at the catalyst), and a high-flow
rate leads to CNT growth via the metallic route, as it leads to a decrease in the proportion of
γ phase iron of the catalyst.
A growth model for top-heating assisted CNT fabrication is proposed. The top irradia-
tion tends to intensively heat the top surface of catalyst and enhances the carbon diffusivity
and solubility. Consequently, the carbon concentration gradient can be increased to im-
prove the CNT growth. Moreover, the higher temperature on the catalyst’s surface is able
to decrease the Gibbs free energy of the reaction of carbon with iron. Hence, the catalyst
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possesses a higher ability to dissociate the acetylene.
The CNT quality and production yield of the SWCNT analysed by resonance Raman
spectroscopy suggests that the major factor in controlling the CNT quality is the process
temperature, where the ID/IG and ID/I2D decrease with increasing the temperature. The
acetylene ratio has a minor effect on the quality and decreasing the acetylene ratio is helpful
for quality improvement. With regards to the total flow rate effect on the CNT quality, the
HFR tended to decrease the quality in a greater proportion than the LFR.
The quantitative study of the SWCNT was carried out by looking at the integrated RBM
signal. By comparing the RBM intensities measured by both ELaser=2.41 and 1.58 eV, we
conclude that the conditions for preferential growth of s-SWCNT are higher than 800◦C
and the acetylene ratio being smaller than 10%. The preferential growth conditions for m-
SWCNT are recognised as the temperature being between 750 and 800◦C and the acetylene
ratio should be between 16 and 18%. Finally, through our parametric studies, the optimised
conditions for the growth rate, the CNT quality and the preferential growth of s/m-SWCNT
have been found. Our findings are essential for interconnects, which requires high quality
metallic CNT, and solar cells, which require s-SWCNT for band gap engineering.
Although, we do not use the PL measurement to verify the types of the SWCNTs, we
use Raman peak information to show the metallic/semiconducting nature and work function
measurement. Besides the RBM, the G-band and the 2D-band also support the growth of
the m-SWCNTs. By analysing them, it can further support the selective growth of s/m-
SWCNTs. The significant differences in work functions of s- and m-SWCNTs is also used
to support the the preferential growth model. In the next chapter, the G-, 2D-band and work
function are analysed.
Chapter 5
Raman Analysis of Metallic SWCNTs
5.1 Introduction
In the previous chapter, the processes for selective growth of semiconducting and metallic
SWCNTs are confirmed by examining the RBM signals with respect to the Kataura plot.
Besides the RBM, there are two other Raman features related to the m-SWCNT, which are
the G-band and the 2D-band. Hence, in this chapter, the G-band and 2D-band are studied in
further detail to confirm the preferential growth observed in the previous chapter.
The G-band of SWCNT degenerates into two components which are the circumferen-
tial G−-band (1540∼1550 cm−1) and longitudinal G+-band (1580∼1600 cm−1); the line
shape of the G−-band is asymmetric for m-SWCNT [19,297,305,306]. In earlier times, some re-
searchers used the Lorentzian function to fit the G-band and they obtained good agreement
with the original spectrum [307,308]. However, if we look into the data presented by Fang et
al. [308], the SWCNTs they measured are semiconducting and the Lorentzian function is able
to fit the spectrum perfectly.
However, in 1999, Kataura et al. published their famous Kataura plot that allowed the
identification of semiconducting and metallic SWCNTs from the RBM [45]. One year after
the announcement of the Kataura plot, Alvarez et al. compared the G-band line shape of
semiconducting SWCNTs with the mixture of semiconducting and metallic SWCNTs [306].
They found that with the introduction of metallic SWCNTs, the degree of asymmetry of the
G-band is increased compared to the pure semiconducting SWCNT. Brown et al. attributes
the asymmetry to the discrete phonons coupling to the continuum electronic state in metal-
lic SWCNT [297]. The asymmetry of the G-band originates from the G−-band and can be
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described by the Breit-Wigner-Fano (BWF) function [166,297]:
I(ω) = I0
(1+(ω−ωBWF)/qΓ)2
1+((ω−ωBWF)/Γ) , (5.1)
where the ωBWF is the Raman frequency of G−- band, and 1/q, I0, and Γ are the coupling
constant, maximum intensity and broadening parameter, respectively.
The coupling constant:1/|q| represents a measure of the asymmetry of the peak com-
pared with the Lorentzian function, which is defined as 1/|q| ≡ 0 [309]; the smaller asymme-
try parameter, the more semiconducting SWCNT is. During the Raman scattering process
in metallic materials, which have a continuum of electronic states, the degree of the excited-
phonon coupling with the electron in the excited state can be evaluated by the coupling
constant, 1/|q| [310]. Moreover, the coupling constant is found to be inversely proportional
to the tube’s diameter (i.e. the smaller the tube, the more metallic it is) [297].
In addition to the coupling constant, the full-width at half maximum (FWHM) of theG−-
band is also an important factor and according to the theory of electron-phonon coupling,
1/|q| is proportional to the FWHM of G−-band [310]. Hence, the success of the BWF fitting
can be verified by correlating the 1/|q| and the FWHM [297]. Moreover, the continuum of
electronic states of the m-SWCNT are likely to increase the resonance width [311]. Therefore,
analysing the line shape of the G-band provides another approach for distinguishing the
semiconducting and metallic SWCNTs.
As discussed in Chapter 2.10, besides the RBM and the G-band, which are single-
resonance processes, another Raman signature of m-SWCNT is the 2D-band, also known
as G′-band, which is the second order double resonance Raman scattering process. For the
Raman spectra of SWCNT measured with ELaser=2.41 eV, the energy of the 2D peak is
E2D≈0.3∼0.4 eV, which means it is in resonance with the energy separation of the metallic
van Hove singularities, EMii , where i=1,2,3 etc. (see Fig. 2.7 (c) and Eq. 2.14)
[44,301,312].
This leads to two intense peaks in the 2D-band, between 2600 and 2700 cm−1 [44,301]. It
follows that increasing the amount of m-SWCNT will enhance the intensity of 2D-band due
to higher resonance probability generated by higher amount of m-SWCNT.
In addition to Raman spectroscopy, the work functions of s- and m-SWCNT are different
and generally, the m-SWCNT is expected to have a smaller work function owing to the zero
band gap [313]. For this reason, the work function is measured to support the observation of
preferential growth of m-SWCNT.
In this chapter, we concentrate on analysing the G-, 2D-band and experimental mea-
surement of the work function of the SWCNTs grown from the TC∼860◦C in the LFR from
5.2 Breit-Wigner-Fano Fitting of G-band 113
QA/H=2% to 20%. From Fig. 4.18 (c), it can be observed that the apparent preferential
growth of metallic SWCNTs by tuning the acetylene ratio and at QA/H=20%, only metallic
SWCNTs are detected. On the contrary, at QA/H=2%, the product is dominated by the semi-
conducting SWCNTs. Hence, the SWCNTs grown from TC∼860◦C at the LFR are used.
The reason for only analysing the Raman spectra excited by ELaser=2.41 eV is the more
distinguishable asymmetry of the G-band that can be seen from Fig. 4.15 (a) which is also
consistent with Alvarez et al.’s work [306].
5.2 Breit-Wigner-Fano Fitting of G-band
In this section, the Breit-Wigner-Fano function is used, demonstrating its ability in analysing
the G−-band. The fitting of the G-band is carried out by using the Lorentzian and Breit-
Wigner-Fano (BWF) functions forG+- andG−-band, respectively. Based on the distribution
of RBM intensity shown in Fig. 4.18 (c), the RBM spectra of the SWCNTs fabricated
at TC∼860◦C in the LFR from QA/H=2 to 20% are plotted in Fig. 5.1 (a). Fig. 5.1 (a)
shows that, as the acetylene/hydrogen ratio increases from 2 to 20%, so does the yield of
m-SWCNT. Looking at the Kataura plot in the region 150 to 210 cm−1 (see Fig. 2.10), as
discussed in Chapter 4.4, the RBM features are due to s-SWCNT and from 210 to 280 cm−1,
due to m-SWCNT. At 2% acetylene ratio, we note that the relative area above 210 cm−1 is
small compared to the area below 210 cm−1, indicating preferential s-SWNCT growth. The
G-bands of the QA/H=20% and 2% are plotted in Fig. 5.1 (b) and (c), accordingly. The
green and red curves in Fig. 5.1 (b) and (c) are fitted by Lorentzian and BWF functions,
respectively and the blue curves are the accumulated curves.
The coupling constants are 0.36 and 0.11 for the QA/H= 20 and 2% that describe the
asymmetry of the red curves. The m-SWCNT-rich sample (QA/H= 20%) shows a higher
coupling constant and wider full width at half maximum of G−-band (FWHM-G−) than the
case of the QA/H= 2% which can be compared from the two red curves in Fig. 5.1 (b) and
(c). The broadening G−-band for QA/H= 20% comes from the stronger coupling with the
continuum of electronic states [297]. Another possibility leading to the broadening G−-band
is the smaller diameter m-SWCNTs being measured based on combining Eq. 2.21 and Fig.
5.1 (a) [297]. The lower IG+ in Fig. 5.1 (b) might be caused by the degradation of quality
which can be observed from the enhancement of ID′ .
The 1/|q| and FWHM-G− are plotted against the QA/H in Fig. 5.2 (a) and (b) and
Fig.5.2 (c) shows the correlation between the 1/|q| and FWHM-G−. For our data, 1/|q|
is generally larger than 0.07, which is the cut-off above which the Lorentzian function is
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Fig. 5.1 (a) RBM spectra of the SWCNTs grown from QA/H=2% to 20% at TC∼860◦C. The green and red
shaded area label the semiconducting and metallic ranges. The green curve is for QA/H=2%, which is rich
in semiconducting SWCNTs and the red curve is for QA/H=20%, which only produces metallic SWCNTs.
(b)-(c) The G-band spectra forQA/H=20% and 2%. The red and green curves are obtained by the BWF and
Lorentzian functions, respectively. The blue curves are the accumulated curves. The coupling coefficients:
1/|q| are 0.36 and 0.11.
Fig. 5.2 The variation of (a) 1/|q| and (b) FWHM-G are plotted against the acetylene ratio. The (c) shows
a linear relationship between FWHM-G and 1/|q|. The red sold lines are the linear fitting curve.
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no longer a good fit and implies that the BWF function is more feasible than the Loretzian
function [297]. The 1/|q| (Fig. 5.2 (a)) and FWHM of G−-band (Fig. 5.2 (b)) exhibit the
gradual increases between the acetylene ratio of 2% and 18% and then, increase rapidly
at acetylene ratio of 20%, where only the m-SWCNT is detected. According to Brown
et al.’s work [297], the stronger coupling between the phonons and the pi-band conduction
electron plasmon at Fermi level contributes to the higher coupling constant. Hence, the
curves of 2 and 8% in Fig. 5.1 (a), which are abundant in s-SWCNTs, show low coupling
constants, as seen in Fig. 5.2 (a), because the electronic state is absent from the Fermi level.
Instead, referring to Fig. 4.18 (c), increasing the m-SWCNTs content, results in the coupling
constant increasing gradually (red solid line in Fig. 5.2 (a)). Once purely the m-SWCNTs
are grown, the coupling constant increases significantly.
There are two reasons for the high FWHM-G− for QA/H= 20% (see Fig. 5.2 (b)). The
first reason could be the smaller diameter of m-SWCNT, as mentioned above. Secondly, for
m-SWCNTs, the plasmon effect leads to a longer lifetime of the excited electron, resulting
in a narrower spectral width [311]. In Fig. 5.2 (c), the linear dependence between the 1/|q|
and its corresponding FWHM obtained from the BWF fitting of G−-band is shown and
therefore, the 1/|q| coupling constant and the FWHM of G−-band may be suppressed by
the coexistence of the m-/ and s-SWCNT between 2 and 18% acetylene ratio.
Typical Raman studies use the intensity ratio of Raman peaks to evaluate the material.
We expect that the IG−/IG+ ratio increases with the concentration of metallic m-SWCNT,
although it has been reported that this is not always the case due to the interaction between
s-and m-SWCNTs [314]. The FWHM of Raman peaks (RBM, G-, D- and 2D-band) can be
influenced by extrinsic and intrinsic factors. The temperature effect is a main factor but
all our samples are measured at room temperature at the same laser power density, which
is very low (0.4 mW/µm2). The other temperature-independent factors, such as, the inter-
actions between tube and substrate, forest interaction (tube-tube interaction), defects, and
deformation are extrinsic effects. The intrinsic effects include the diameter, electronic prop-
erties (semiconducting or metallic) and trigonal warping effect which will alter the FWHM
of Raman peaks [314,315]. For these reasons, we use the peak area instead of comparing the
intensity only [152].
The peak area can consider both the intensity and the linewidth to give a comprehensive
comparison. On the other hand, the peak area is proportional to the transition matrix element
and the local density of states and can give a better description of the changes in the material.
Indeed, Fig. 5.3 (b) shows an increase in the peak area ratio (AG−/AG+) with increasing
acetylene, whilst the intensity ratio is more irregular (see Fig. 5.3 (a)); the peak area ratio is
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a good measure of the amount of m- to s-SWCNT in a sample.
Fig. 5.3 The intensity (a) and area (b) ofG−-band are normalised by the the G-band (G−+G+) and they are
correlated with the acetylene ratio to understand the influence from the process. The exponential growth
fitting of the AG− /(AG− +AG+) is drawn in blue curve in panel b.
The peak area ratios: AG−/(AG++AG−) and the intensity ratios of G−-band to G-band:
IG−/(IG−+IG+) are plotted in Fig. 5.3 against the acetylene ratio. It can be seen that the
area ratio increases with increasing the acetylene ratio. However, the intensity ratio displays
a more irregular distribution along the acetylene ratio. Besides the effect from plasmon
excitation, the extrinsic forest interaction can also be a factor in the erratic distribution of
intensity ratio. It should be mentioned again that the as-grown specimen contains both
m- and s-SWCNT and it has been shown that increasing the number of m-SWCNT in the
bundle can change the IG−/IG+ [314]. However, there does not not appear to be a clear trend
of increasing IG−/IG+ with increasing the number of m-SWCNT [314]. In other words, the
interaction in a bundle of SWCNT mixed with s- and m-SWCNT results in decreasing the
IG−/IG+ and the bundle of m-SWCNT increase the IG−/IG+ . Especially when we can not
control the ratio of the numbers of m- and s-SWCNT in a bundle, it will be ambiguous to
use the intensity ratio to evaluate the m-SWCNT quantitatively.
The more interesting result is found from comparing the area ratio of the G−-band to
the total area of the G-peak (AG−/(AG−+AG+)). Instead of the intensity ratio, we calcu-
late the area ratio which is able to consider both the intensity and the FWHM of peak. It
can be observed that between 2 and 16% of acetylene ratio, the AG−/(AG−+AG+) exhibits
a distribution with small variation ranged from 0.2 to 0.3. However, AG−/(AG−+AG+) in-
creases rapidly to be larger than 0.45 at 20% of acetylene ratio. This significant increase
of AG−/(AG−+AG+) is attributed to the electron-plasmon interaction and the high yield of
m-SWCNT in the sample to suppress the bundle interaction and follows the behaviour seen
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in the asymmetry parameter in Fig. 5.2.
For Raman scattering, the resonance width, also known as the transition rate, is inversely
proportional to the relaxation time, as shown in Eq. 5.2 [311].
γ =
h¯
τ
(5.2)
The γ , h¯ and τ are the resonance width, reduced Planck’s constant and life time, respectively.
Now, if we consider the interaction between the plasmon and an electron in an excited state,
the interaction energy (Eq. 5.3) needs to be considered [311].
Hel−ph =Vel−ph
∫
dxρpl(x)ρe(x) (5.3)
The Hel−ph, Vel−ph, ρpl(x) and ρe(x) are the interaction energy of electron-plasmon cou-
pling, the coupling constant of electron-plasmon coupling, the charge density caused by the
plasmon and the electron density in the conduction band, respectively [311]. The x is along
the axis of tube. The extra resonance width given by the electron-plasmon coupling is shown
in Eq. 5.4 [311].
1
τ
=
8m∗
pi h¯3
gpl|Vel−ph|2nk0 (5.4)
The m∗, gpl and nk0 are the effective mass of the excited electron, interaction parameter
and Bose-Einstein distribution function, respectively. With the contribution from electron-
plasmon coupling in the m-SWCNT, the resonance width of G− band of the m-SWCNT
should be higher than for s-SWCNT. Hence, a clear increase of AG−/(AG−+AG+) is observed,
only as the m-SWCNT dominates the sample.
In summary, the preferential growth of metallic SWCNT is confirmed by analysing the
lineshape of the G-band. The G-band is degenerates to the G−- and G+-band which are
fitted by the BWF and Lorentzian functions, respectively. The coupling constants of BWF
function for our fittings are generally larger than 0.07 that supports the need for using the
BWF function. The coupling constant and FWHM-G− are maximised as the m-SWCNT
dominates the sample. Finally, we suggest that the area ratio of G−-band to G-band can
serve as a better indicator than the intensity ratio to support the preferential growth of m-
SWCNTs. The RBM distributions in the Chapter 4.4.2 and the G-band in this section which
are the first order Raman signals are used to evidence the selective of SWCNTs. In the next
section, the second order double resonance 2D-band is also used to give another confirma-
tion of preferential growth of m-SWCNTs.
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5.3 2D-Band of Selective Growth of SWCNTs
Besides the RBM and the G-band, which are single-resonance processes, another Raman
signature of m-SWCNT is the 2D-band, also known as G′-band, which is the second order
double-resonance Raman scattering. For SWCNT, because the Raman spectra are measured
by the ELaser=2.41 eV, for the resonance condition of 2D-band, this incident laser energy
(ELaser) and the scattered photon energy, ELaser-E2D≈2∼2.1 eV resonant with the EM22, ES33
and EM44
[44,301,312]. Consequently, the energy differences between the van Hove singularity
(VHS) and the incident and scattered photons are approximately 0.3 eV, to result in two
intense peaks in the 2D-band which are between 2600 and 2700 cm−1 [44,301].
The two-peak 2D-band is always observed in the ten samples discussed in this chapter
and can be fitted by the Lorentzian function ideally, as shown in Fig. 5.4 (a) and (b). In or-
der to understand the resonance conditions for our samples, we infer the possible chiralities
by analysing the RBM spectra (as discussed in Fig. 4.15 (g)) and the analysed:ωRBM is used
to calculate the diameters via Eq. 2.21. Then, combining with Kataura plot (Fig. 2.10 (a)),
the possible chiralities can be determined. It should be mentioned that the exact chirality of
SWCNT should be confirmed by scanning tunneling microscopy or photoluminence mea-
surements. The supposed VHS for the QA/H=20 and 2% are plotted in Fig. 5.4 (c) and (d).
Form the distribution of VHSs, it can be observed that the joint-density-of-states (JDOS)
for s-SWCNTs is smaller than that for m-SWCNTs. This means that increasing the amount
of m-SWCNT can enhance the intensity of the 2D-band due to higher resonance probability
generated by higher amounts of m-SWCNT.
The resonance between the photon and the electron is the main reason for 2-components
2D-band. In the case of graphite, the 2-components 2D-band is also observed but it is
because of the coupling between the A and B graphene layers in the Bernal stacking. For this
reason, the 2D-band in graphite or MWCNT is related to the stacking order [166]. In the case
of SWCNT, which is a mono-layer graphene rolled into a cylinder, the 2D-band consists of
only one or two peaks [44]. Therefore, it is necessary to consider the distribution of electrons.
In Fig. 5.4 (c) and (d), the VHS of the possible SWCNTs are plotted. The shaded areas are
the resonance windows for incident and scattered photons which are ELaser=2.41±0.1 eV
and ELaser=2.08±0.1 eV, respectively.
In general, three resonance processes are classified into three conditions, when consid-
ering the trigonal warping effect [44]: 1. A single VHS peak is resonant with the incident or
scattered photons for armchair tube, which has no splitting of the VHS peak. 2. The inci-
dent or scattered photons are resonant with the the splitting of a VHS peak, which is smaller
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Fig. 5.4 (a)-(b) The 2D-bands of QA/H=20 and 2%.The red and green curves are the 2D− and 2D+-band,
respectively, which are fitted by Lorentzian functions. The blue curves are the fitted curves. (c)-(d) The van
Hove singularities of (10,4), (8,5) and (13,1) for the QA/H=20% and (12,8) and (14,4) for the QA/H=2%.
The green and black vertical lines represent the incident (ELaser=2.41 eV) and scattered laser energies
(ELaser−E2D+=2.41 eV). The ±0.1 eV are the resonance windows denoted by the purple and green shaded
areas. (c) and (d) are reproduced from Maruyama et al. [40].
120 Raman Analysis of Metallic SWCNTs
or equal to 0.1 eV (∆EM11≤0.1 eV). 3. The incident and scattered photons are resonant with
both the larger splitting of the VHS peak (∆EM11∼0.3 eV). In our case, the condition 1. is not
observed because it only results in one peak in the 2D-band. The conditions 2. and 3. are
applicable to Fig. 5.4 (c).
In Fig. 5.4 (a) and (b), the 2D-band for the QA/H=20 and 2% are analysed by Lorentzian
function and the red and green curves represent the 2D− and 2D+-band, respectively. The
(10,4), (8,5), and (13,1) are the three possible m-SWCNTs for theQA/H=20% and the (12,8)
and (14,4) are the possible s-SWCNTs for theQA/H=2%. This data must be interpreted with
caution because the edge of a graphene sheet can also give two peaks in the 2D-band [171].
Thus, it is important to measure the RBM signals, which supports the existence of the s- and
m-SWCNTs (see Fig. 5.1 (a) ) and are not observed in graphene.
In Fig. 5.4 (c), the EM11 and E
M
22 of the (13,1) tube are separated by approximately 0.3 eV
and located in the resonance regions. Thus, resonance condition 3. is adequate to explain the
2-components 2D-band. The EM11 of (10,4) resonates with the incident photons and fulfills
resonance condition 2. The (8,5) does not have any VHS in the resonance regions and thus,
the 2-peak 2D-band is mainly contributed to by the (10,4) and the (13,1) tubes. In Fig. 5.4
(d), only the ES33 of the (14,4) tube and the tail of E
M
11 of the (12,8) tube are in the resonance
window. Thus, it leads to a strong peak and another weaker sub-band in the 2D-band and
can be attributed to the resonance condition 2.
By observing the 2D-bands shown in Fig. 5.4 (a) and (b), the larger area of 2D-band
of the metallic SWCNTs could result from the stronger JDOS of EM22 than the E
S
33 in the
resonance windows, that can be measured by comparing the areas under the VHS peaks. For
this reason, a stronger 2D-band is expected as the m-SWCNTs become abundant. Moreover,
the ES11 and E
S
22 of s-SWCNTs range from 0.25 to 0.75 eV in our case (see Appendix E) that
are out of the resonance window of a scattered photon. As a result, the weaker 2D-band of s-
SWCNTs is expected. In order to have an overall investigation, we estimate the normalised
intensity and area ratios of the 2D-band to G-band (I2D−+I2D+)/IG, (A2D−+A2D+)/AG and
the correlation between the normalised intensity and area ratio and the acetylene ratio are
demonstrated in Fig. 5.5 (a) and (b).
We can see that the (I2D−+I2D+)/IG increases with increasing acetylene ratio that sug-
gests the higher content of m-SWCNT improves the (I2D−+I2D+)/IG ratio (see Fig. 5.5 (a)).
This result is consistent with the work of Kim et al. [312] In their work, they intentionally
removed the s-SWCNT to increase the percentage of m-SWCNT in the sample. From their
Raman spectra measured by the ELaser=2.41 eV, the intensity of the 2D-band increases with
decreasing s-SWCNT. Hence, from our normalised intensity of 2D-band, it confirms again
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Fig. 5.5 (a) Intensity ratio of 2D- to G-band ( I2D++I2D−IG++IG− ). (b) Area ratio of 2D- to G-band (
A2D++A2D−
AG++AG−
). The
blue lines are the linear fittings.
the preferential growth of m-SWCNT as increasing the acetylene ratio. The area ratios of
2D- to G-band are also plotted against the acetylene ratio in Fig. 5.5 (b). It exhibits a similar
linear relationship as the intensity ratio. We infer that the resonance width of 2D-band is not
as influenced by the proportion of m-SWCNT than the G−-band.
The intensity of the second order double resonance Raman scattering is defined by the
Eq. 5.5 [19].
I(ω,ELaser) =∑
j
∣∣∣∣∣ ∑a,b,ω1,ω2 Ja,b(ω1,ω2)
∣∣∣∣∣
2
(5.5)
where,
Ja,b(ω1,ω2) =
Md(k, jc)Mep(−q,cb)Mep(q,ba)Md(k,a j)
∆Ea j(∆Eb j− h¯ω1)(∆Ea j− h¯ω1− h¯ω2) , (5.6)
During the second order double resonance Raman scattering as discussed in Chapter 2.10.2,
the scattering is divided into four steps which are represented as the four interaction ma-
trixes: Md(k,aj),Mep(q,ba),Mep(q,ba) andMd(k, jc). The ∆Ea j and the ∆Eb j are defined
as ELaser− (Ea−E j)− iγ and ELaser− (Eb−E j)− iγ , respectively where the γ is the res-
onance width. The corresponding scattering diagrams are plotted in Fig. 5.6. Firstly, the
incident photon excites the electron from the initial state j to excited state a, generating
an electric dipole, as introduced in Chapter 2.9.1 (the d denoted in Md means the dipole).
Secondly, the electron is scattered to state b by emitting a phonon with energy h¯ω1 and then
scattered to the state c by emitting another phonon with energy h¯ω2. Finally, the electron
recombines back to the state j. For the scattering involving an electron and a phonon, the
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ep of Mep denotes the electron-phonon interaction.
Fig. 5.6 The inter-valley scattering diagrams for second order double resonance. The (a) and (b) are for
incident and scattered resonances. The red and and blue arrows stand for the electron-photon (Md(k,aj),
Md(k, jc)) and electron-phonon interactions (Mep(q,ba),Md(−q,cb)). The corresponding left panels rep-
resent the energy diagrams of the scatterings.
Among the scattering, the first incident resonance is accounted for by the electron-
photon interaction matrix: Md(k,aj) and it corresponds to the resonance window of 2.41
eV (the green areas in Fig. 5.4 (c) and (d)). The resonance window of 2.08 eV (red ar-
eas in Fig. 5.4 (c) and (d)), correspond to the Md(k, jc) in Fig. 5.6 (b). In terms of the
energy needed to fulfill the two resonance conditions, for the incident resonance (Fig. 5.6
(a)), the ELaser = Ea j. For the scattered resonance (Fig. 5.6 (b)), because the intermediate
state b always resonates, the Md(k,aj) and Mep(q,ba) must happen first, the correspond-
ing energies are Ea j and h¯ω1 are needed. Subsequently, in order to reach the second res-
onance point (state c), the Mep(−q,cb) with energy of h¯ω2 is also needed. As a result,
ELaser = Ea j+ h¯ω1+ h¯ω2 is the required energy for the scattered resonance.
The intensity and area ratio of 2D- to G-band provide the further evidence for selective
growth of SWCNT via optimising the acetylene ratio. The higher JDOS of m-SWCNT
in both the incident and scattered resonance windows leads to the higher Md(k,aj) and
Md(k, jc). Thus, a stronger intensity of the 2D-band is expected from m-SWCNT. The
resonance width does not influence the peak area as compared with the area of G−-band. In
other words, the area of the 2D-band is governed by the intensity of the 2D-band (see Fig.
5.5). The continuum of electronic states of m-SWCNT, which the s-SWCNT does not have,
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contributes to the additional resonance by the coupling with the plasmon [316]. And, this is
the reason why the exponential trend is observed. In terms of the 2D-band, both the intensity
and the area ratios behave linearly across the tested acetylene ratio range that we attribute
to the enhancement of the interaction between the photon and electron of m-SWCNT.
5.4 Work Function of Selective Growth of SWCNTs
A further verification of the preferential growth of m-SWCNT is confirmed by the work
function measurement by using a Kelvin probe (Anfatec Instruments). The work functions
(Φ) of the SWCNTs grown at TC∼860◦C in the LFR fromQA/H=2 to 20% are studied in this
section, to support the Raman evidence of preferential growth of m-SWCNT. For similar
tube diameters, the work function of m-SWCNT is generally smaller than that for the s-
SWCNT [313,317,318]. If we ignore the effect from the surface dipole which is significantly
smaller than the energy difference between the Fermi level and vacuum level, then the work
function can be approximated as the difference between the Fermi level and vacuum level
for m-SWCNT and the difference between the highest occupied state in valence band and
vacuum level for s-SWCNT, as illustrated in Fig. 5.7 [319,320].
Fig. 5.7 Illustration of the work function for m- and s-SWCNT. The thin black lines illustrate the Dirac
cones at the K points. The green lines denote the allowed electronic states. For the m-SWCNT, the allowed
electronic state across the K point and the Fermi level is at the K point. Thus, the work function of m-
SWCNT (ΦM) is the difference between the Fermi and vacuum level. The work function of s-SWCNT are
the difference between the top of the valence band and vacuum level.
Fig. 5.7 interprets the higher work function required of s-SWCNT. The green lines in
Fig. 5.7 denote the allowed electronic states and in the case of m-SWCNT, the Fermi level
is aligned along the K point. Thus the work function of m-SWCNT (ΦM) is recognised as
the difference from the K point to the vacuum level. For the s-SWCNT, its electronic states
do not cross the K point due to the band gap and therefore, the work function of s-SWCNT
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(ΦS) is the difference between the top of valence band and the vacuum level [313]. Hence, a
higher work function can be expected from the s-SWCNT.
A significant trend is observed in Fig. 5.8 that the work function decreases with increas-
ing the acetylene ratio. In other words, the m-SWCNT-rich samples have the lower work
functions than the s-SWCNTs and it is consistent to the theoretical calculation [313,317]. In
more detail, at 2% of acetylene ratio, the work function is up to 5.2 eV which is the typi-
cal value of s-SWCNT [313]. However, the work function drops significantly to 4.6∼4.8 eV
from 4 to 8% of acetylene ratio, where the production yield of m-SWCNT increases rapidly
to 40∼60%. After 8% of the acetylene ratio, the production yield of m-SWCNT increases
gradually from 60 to 100%, but the work function decreases and keeps steady at ∼4.4 eV.
Hence, it is reasonable to argue that as the yield of m-SWCNTs is over 50%, the measure-
ment of work function from as-grown SWCNT is mainly dominated by the m-SWCNT.
Zhao et al. studied the work function of SWCNTs by using first-principles methods [313].
From their results, the work function of armchair m-SWCNTs linearly decreases with di-
ameter. The work function ranges from 4.8 to 4.6 eV (yellow band in Fig. 5.8) for the
diameter of m-SWCNTs ranging from 2 to 0.5 nm. The range of work functions of the
zigzag s-SWCNTs in their calculations is from 4.9 to 5.5 eV, for the same diameter range.
Nevertheless, the work function of zigzag s-SWCNT increases with decreasing the diame-
ter. Their finding reveals that the work function of zigzag s-SWCNT is always larger than
the armchair m-SWCNT.
Another theoretical prediction by Barone et al., made using the screened exchange hy-
brid density functional method, found that, as the tube diameter becomes larger than ∼1
nm8, the work function of m-SWCNT varies slightly in the grey band as shown in Fig.
5.8 [321]. Similar results are also obtained by Su et al. [318] Their finding helps us to interpret
the smaller variation of the work functions as the acetylene ratio is larger than 10%. It is
worthwhile to mention that both the theoretical predictions mainly studied the armchair- and
zigzag-SWCNTs, with few chiral tubes discussed.
In our case, most of the inferred SWCNTs are chiral SWCNTs and the diameters of
most SWCNTs are larger than 1 nm (see Table E.1 in Appendix E). Moreover, in Barone
et al.’s and Su et al.’s calculations [318,321], they did not take the bundle effect into account
and thus, the effect from van der Waals interaction on the work function is still unknown.
However, at least from their calculations, it confirms that the s-SWCNTs possess higher
work function than m-SWCNTs which explains the high work function found from the
sample grown at QA/H=2% where only the s-SWCNTs are measured. Secondly, as the the
m-SWCNTs start to appear in the samples, the work function decreases. Finally, once the
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m-SWCNT dominates the sample, the work function plateaus between 4.4 and 4.5 eV.
Fig. 5.8 Kelvin probe-measured work functions from the SWCNTs grown from 2 to 20% of acetylene ratio.
The distribution of work function exhibits an exponential decay as plotted with the blue curve. The yellow
and grey bands denote the range of work functions for SWCNTs proposed by Zhao et al. [313] and Barone
et al. [321]. The dashed line indicates the work function of graphene at 4.48 eV.
5.5 Conclusions
To conclude, the preferential growth of m-SWCNT has been achieved by photo-thermal
CVD. The driving force for preferential growth of m-SWCNT is attributed to the higher
carbon solubility of the catalyst. Three pieces of evidences of the existence of m-SWCNT
in Raman spectroscopy: RBM,G−-band, and 2D-band have been analysed. The distribution
of RBMmeasured from 2 to 20% of acetylene ratio clearly shows that only m-SWCNTs are
rich at higher acetylene ratio. The similar results are confirmed by fitting the G−-band with
BWF line shape.
Through the comparison between the peak area of G−-band and G−+G+-band, there
exhibits a significant increase at QA/H=20% which grows the metallic-rich sample. This
study attributes the additional resonance width caused by the plasmon coupling to result in
the larger area of theG−-band. In contrast, the increase of the 2D-band is due to the stronger
coupling between the electron and photon.
Finally, Kelvin probe work function measurements support the results revealed by Ra-
man spectroscopy with lower work functions measured for the range of higher acetylene
ratio. Through the detail analysis of Raman spectroscopy and work function measurement,
the preferential growth of m-SWCNT fabricated by photo-thermal CVD is accomplished by
optimising the reactant gas ratio.

Chapter 6
Field Emission Properties of
PTCVD-grown Carbon Nanotubes
6.1 Introduction
In this chapter, the field emission properties of PTCVD-grown CNTs are analysed. In Chap-
ter 3.3.2, the home-built field emission measurement system was introduced and in this
chapter, we scan an area of 120 µm × 120 µm, with steps of 20 µm in order to gain a
more representative measurement of the electron emission from the CNTs. The scanning
directions, x and y, are defined in Fig. 6.1 and the coordinate of each point is denoted as x,y.
In total, 49 positions are measured and the field emission currents at six different heights, at
each position, are collected. In the next section, we implement an operational check for our
field emission measurement system to analyse the F-N curves, which describes the range of
analysis conducted with lower noise and higher reliability obtained from the F-N curves.
Subsequently, we analyse the F-N curves measured from the six positions out of the 49
positions. Three samples, MWCNTs, s-SWCNTs and m-SWCNTs are studied, in terms of
the slopes and the intercepts of their F-N curves (Eq. 2.26). By analysing the slopes, the
field enhancement factor can be calculated. If the field enhancement factor is found to be
similar on samples, comparing the slope of the F-N curve provides data on the relationship
to the work functions. Finally, we compare the turn-on voltage and the threshold field at
10 nA and 5×104 nA and analyse the results to examine the ability of the CNTs to emit
electrons for practical applications.
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Fig. 6.1 The 49 measured positions are coordinated by the x and y. For example, the position labelled by
60,60 corresponds to the x=60 µm, y=60 µm.
6.2 Verification of the Field Emission Measurement Sys-
tem
The sanity test is carried out to check the reliability of the field emission measurement
system. Two values, the absolute separation: ha and the slope of the F-N curve: S are
examined and averaged over the 9 positions of the 49 positions, as shown in Fig. 6.2 (a).
The coordinates are labelled above each point and the actual heights (ha) and corresponding
slopes (S) are labelled under the points. The semiconducting SWCNTs, grown using an
acetylene ratio of 2% and lower flow rate (LFR) at 860◦C, are used to test the field emission
properties.
From the F-N equation (see Eq. 2.29), the slope is mainly dominated by the work func-
tion and the β factor. The work function is assumed constant for this test, since we assume
the sample to be uniform, a fact that is based on the Raman spectroscopy measurements (see
Chapter 4.4.2). The β factor is influenced by the local field (Flocal) and hence, it is mainly
influenced by the absolute anode-to-cathode separation (ha). Fig. 6.2 (b) shows the relation-
ship of the six relative heights at which we obtained 100 nA emission from the coordinate
(40,20). It can be seen that the distribution is not linear and the narrower separation between
the electrodes leads to a non-linear decrease of the 100 nA-emission voltage. The reason for
the non-linear trend is that the anode shape can not be approximated as a flat surface, as the
anode approaches to the CNT forest surface. Thus, it deviates from the second assumption
of Fowler-Nordheim theory (see Chapter 2.13), which assumes that the surfaces of the an-
ode and the cathode are smooth and planar. For this reason, from here on, we use absolute
heights (ha) larger than 100 µm in order to approximate the CNT forest and ball anode as
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a flat surface. Therefore, we now want to look how the absolute height changes across the
sample to evaluate the flatness of the sample for accurate comparisions between positions.
Nevertheless, it should be mentioned that owing to the present design of our field emission
measurement system, the applied voltage of the anode is limited to 1500 V to protect the
multimeter. Hence, increasing the resistance of the resistor (as mentioned in Chapter 3.3.2)
can increase the upper limit of the applied voltage to allow the measurements above 100
µm.
Fig. 6.2 (a) The 9 measured positions are labelled in purple to show the relative position. The absolute
height (hia) and the slope (Si) are denoted under the point for the h3 and h4. The coordinates are labelled
above the points. The averaged h3a and h4a with standard deviations are also denoted. (b) The non-linear
trend of the relative height distribution is fitted by a exponential decay function (drawn by the red dashed
curve). The linear fittings from the h2 to h4 and from h2 to h6 are shown in green and black dashed lines,
respectively.
Then, we analyse Fig. 6.2 in more detail. In Fig. 6.2 (b), the voltages, which are able
to source 100 nA emission current at six different relative heights are plotted in Fig. 6.2 (b)
and we set the height closest to the substrate as zero. Therefore, the h6 is the nearest to the
sample surface and h2 is the furthest. It should be mentioned that h1 is absent from Fig. 6.2
(b), because that the minimum current required at h1 is larger than 100 nA and it is not a
consistent comparison with other heights.
Ideally, the electric field linearly changes with the separation between electrodes (as-
sumption 3 of the F-N theory in Chapter 2.13). Thus, a linear relationship is expected to
be observed from the relationship between voltage and relative height. However, the re-
lationship illustrated in Fig. 6.2 (b) exhibits an exponential decay trend instead of a linear
relationship. The red and black dashed lines are the exponential decay and linear fitting from
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h2 to h6, respectively. It is significant that the exponential decay function (red curve) fits
the data very well, rather than the linear fitting (black curve). The sudden decrease of volt-
age can be attributed to the anode and the cathode no longer behaving as planar electrodes.
Owing to the spherical anode tip with approximate 100 µm in radius, the local electric
field can become stronger (higher field enhancement), as the top approaches the cathode.
Nevertheless, from h2 to h4, the voltages exhibit a linear relationship (green dashed line in
Fig. 6.2 (b)) and it agrees well with the experimental data. It implies that the F-N theory
is valid between h2 and h4. Hence, we use the linear fitting from h2 to h4 to calculate the
absolute height, which is noted as hia, where the i stands for the different relative height.
For example, h3a means the absolute height calculated from h3 and similarly, the slope of
F-N curve is noted as Si. The corresponding hia and Si are labelled below each measured
position. The averaged h3a and h4a are 215 µm and 190 µm, with a standard deviation of
22 µm, respectively which can be reasonably assumed to follow the F-N theory. For this
reason, we use h3a and h4a to calculate the slope of the F-N curve. The averaged S3 and S4
are also calculated and they are -36 with standard deviation of 5. The consistency of S3 and
S4 suggests that using the linear fitting between h2 and h4 is a reliable way to calculate β .
Fig. 6.3 (a) I-V, (b) F-N curves measured from h3 and h4 at position (40,20). The I-V and F-N curves are
highlighted in different colours by the emission current at 100 nA and ln(I/F2)=-18. The data shown in
green are below 100 nA and the blue sections are larger than ln(I/F2)=-18. (c) The box plot shows the
variability and hysteresis of the linear-regime and the full-data curves shown in (b). The horizontal line in
the box and the small square are the median and average. The top and bottom ends of the box are the first
and the third quartile. The second quartile is the median. The upper and lower ends of the whiskers are the
maximum and minimum of the data shown in (a).
Subsequently, we plot the I-V curve acquired from h3a and h4a to analyse the quality of
data in terms of variability and hysteresis. The I-V curves for the h3a and h4a are plotted in
Fig. 6.3 (a) and the corresponding F-N plot and box plot are shown in (b) and (c), respec-
tively. We divide the I-V and F-N curves by the turn-on current (100 nA) and ln(I/F2)=-18
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in I-V and F-N curves, respectively. The F-N curve above ln(I/F2)=-18 is named as the
linear-regime curve, which is coloured in blue in Fig. 6.3 (a) and (b). Below the ln(I/F2)=-
18, the curves are coloured in red. Below the turn-on current, the curves are drawn in green
in I-V and F-N curves. It can be observed from Fig. 6.3 (b) that the F-N curve has a larger
hysteresis below turn-on current and the hysteresis is decreased as the current increases.
Moreover, the noise is still observable in the green and red curves. In contrast, the blue
curves are less noisy.
We use the box plot to evaluate the F-N curve acquired at position (40,20) with regards
to the variability and hysteresis. The higher variability implies the higher deviation and it
can be distinguished from the height of the boxes. The upper and lower edges of the box are
the first and the third quartile. The top and bottom end of the whiskers extended from the
boxes are the maximum and the minimum of data. It can be observed that the linear-regime
shown in blue colour curves (box 1 and 2 in Fig. 6.3 (c)) have the smaller deviations than
their full-data curves. The full-data curves give the higher variability that can be observed
from the larger height of the boxes (see the box 3 and 4 in Fig. 6.3 (c)). In relation to
the hysteresis of the F-N curves, because the applied voltage is swept back and forth, the
collected current should be ideally identical at a given voltage during the voltage sweeping.
In other words, the F-N curves in Fig. 6.3 (b) should be overlapped, without hysteresis.
Therefore, in the box plot (Fig. 6.3 (c)), we illustrate the medians and the averages to
understand the hysteresis of measured curves. The medians and averages are drawn as the
small squares and the horizontal lines inside the boxes. For the perfect curves without the
hysteresis, the median (small square) should be centred with the average (horizontal line).
Therefore, we compare the linear-regime F-N curves with the full-data F-N curves.
Firstly, the box plots of the full-data curves illustrated in the right of Fig. 6.3 (c) sug-
gest that the F-N curve obtained from the h4a (box 4) has less degree of hysteresis than the
case of the linear-regime curve (box 2) because the average departs from the median. Al-
though the median and average of the box plot of the full-data F-N curve of h3a (box 3) are
overlapped, its third quartile (the bottom of box) is very near to the minimum of data that
implies that 50% of the data downshifts. Therefore, the full-data F-N curves have the larger
hysteresis than the linear-regime curves. With regards to the linear-regime F-N curves, their
box plots suggest the smaller deviations and less hysteresis. Therefore, the ln(I/F2)=-18
in this example serves as a lower limit for selecting the data with high agreement and low
hysteresis. For, this reason, we adopt the linear-regime part of the F-N curves for the linear
fitting to find the slopes. It should be emphasised that the linear-regime curve does not have
be always above ln(I/F2)=-18. This lower limit can be changed from sample to sample.
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Finally, from the non-linear relationship between the relative height and the correspond-
ing voltage, we conclude that the non-linear behaviour results from a non-linear enhance-
ment of the local field. In order to keep the F-N equation valid, we use the linear fitting
from the h2 to h4 to calculate the absolute heights, which are generally higher than 100 µm
to avoid the non-linear increase of the local field. Subsequently, the F-N curves calculated
from the the h3a and h4a are also analysed. As the ln(I/F2) being smaller than -18, the
noise becomes more significant and it could increase the deviation of the data. Through
analysing the box plot, as the ln(I/F2) is larger than -18, the F-N plot has less hysteresis
with less variability. Hence, we use the linear-regime F-N curve measured from h3a and h4a
for the following calculation. This gives us significant confidence in the data analysed for
the reminder of the chapter as being fully validated and accurate to the checks performed.
6.3 Verification of Field Enhancement Factor
In the previous section, we have established the optimum fitting range for the F-N curves.
In this section, we are going to examine the field enhancement factors of three CNT forest
samples, which are MWCNTs, s-SWCNTs and m-SWCNTs. The field enhancement factor
is a geometric factor, as discussed in Chapter 2.13 and we expect to observe similar field
enhancement factors among the three samples, due to the screening effect in the CNTs for-
est [191,322]. Unless, there are significant differences in the packing density of forest [323,324]
and the CNT aspect ratios [325], we expect the screening and geometry to be similar.
We determine the field enhancement factor from using the slopes of F-N curves; six I-V
curves are measured at different positions for each sample, and are analysed and plotted
in Fig. 6.4 (a)-(c) for MWCNTs, s- and m-SWCNTs, respectively. The corresponding F-
N curves are plotted in Fig. 6.4 (d)-(f). The MWCNTs and s-SWCNT are grown at 2%
acetylene ratio with 30 (32L) and 70% power output (72L), respectively and m-SWCNTs is
grown at 20% acetylene ratio and 70% power output (720L). The fabrication processes are
discussed in Chapter 4.
In Fig. 6.4 (a)-(c), the blue sections of the I-V curves correspond to the blue regions
in the F-N curves in Fig. 6.4 (d)-(f), where the blue curves are the linear-regime curves
with the lower limit of ln(I/F2)=-14. The lower limit is set from the s-SWCNTs (Fig. 6.4
(e)) because it allows us to decide the boundary of lower and higher noise margin regions.
With regards to the I-V curve of the MWCNTs, the data is noisier and affects the setting
of the lower boundary. This will impact the standard deviation of the field enhancement
factor. m-SWCNTs is another case, which has lower noise until ln(I/F2)=-18. In order
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Fig. 6.4 (a)-(c) I-V curves and (d)-(f) F-N curves for MWCNTs (32L), s-SWCNTs (72L) and m-SWCNTs
(720L). The blue curves in (a)-(c) correspond to the blue curves in (d)-(f), respectively. The F-N curves are
divided by ln(I/F2)=-14. The slope of the blue F-N curves of MWCNTs, s-SWCNTs, and m-SWCNTs are
labelled in each panel.
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Table 6.1 The slope (S), work function (ΦKP) and the β of the MWCNTs (32L), s-SWCNTs (72L) and
m-SWCNTs (720L) and their corresponding standard deviations, δS, δΦ and δβ , respectively.
Sample Slope-S δS ΦKP (eV) δΦ (eV) β δβ
32L (MWCNTs) -33 3 4.20 0.01 1800 160
72L (s-SWCNTs) -42 3 5.20 0.01 1900 140
720L (m-SWCNTs) -38 4 4.47 0.01 1700 180
to compare the samples, we use the ln(I/F2)=-14 to separate the slope-fitting region of
the F-N curve. The slopes of the F-N curves for each of the samples are calculated from
the blue curves. However, the two F-N curves of the MWCNTs (depicted by the arrows
in Fig. 6.4 (d)) exhibit the noticeable hysteresis that can result from various factors, such
as changes in the morphology [326]. Hence, these two F-N curves of the MWCNTs are
excluded from the calculations of the field enhancement factor. Consequently, the slopes
with standard deviations are: -33±3, -42±3 and -38±4 for MWCNTs, s-SWCNT and m-
SWCNT, respectively (see Fig. 6.5 (a)).
Fig. 6.5 (a) The slopes of the F-N plots for MWCNTs (32L), s-SWCNTs (72L) and m-SWCNTs (720L) are
labelled as SMW , Ss and Sm, respectively. (b) The field enhancement factors calculated from (a).
Subsequently, we can estimate the field enhancement factors (β ) of the CNT forest of
MWCNT, s- and m-SWCNTs. As discussed in Chapter 2.13, the field enhancement factor is
defined by the slope of F-N plot, as expressed in Eq. 2.31. Here, we use the work functions
measured by the Kelvin probe, which are ΦKPMW= 4.20 eV, ΦKPs =5.20 eV and ΦKPm =4.47 eV
for MWCNTs (32L), s-SWCNTs (72L) and m-SWCNTs (720L), respectively. The ΦKP for
each sample is an average value over three measurements and the corresponding standard
deviation is denoted as δΦ, as listed in Table 6.1. The equipment specifications confirm that
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the measurement accuracy could be within 0.001 eV on individual readings. The slope of
the F-N curve (S) is averaged from the slopes of the F-N curves of each sample in Fig. 6.4
(d)-(f). According to Eq. 2.31, we can calculate the β for these three samples, which are
listed in Table 6.1. The δβ is calculated by the propagating the error according to Eq. 6.1,
which is derived from Eq. 2.31:
δβ 2
β 2
=
δb2FN
b2FN
+
9
4
δΦ2
Φ
+
δS2
S2
, (6.1)
where the bFN and the δbFN are 6830 and 1 ( VeV 3/2µm ), respectively
[198].
The β of each sample are plotted in Fig. 6.5 (b).
Comparing βm and βMW , we note that they are equal, within the measurement uncertain-
ties, although the heights of the CNT forests are different (5.50 µm for the MWCNTs and
12.25 µm for the m-SWCNTs). The close packing of the forests results in strong screening
that gives rise to the same field enhancement. The simulation of Smith et al. has shown
that the CNTs need to be at least 3 times their height apart so that they do not significantly
screen each other [191].
The β values obtained for MWCNTs, s- and m-SWCNTs are all within the same range
of values, but there is a small tendency for this to prove when moving from metallic to
multi-walled to semiconducting. The change is minimal but could be associated with the
penetration depth of the field into the CNT structure. For example, the largest penetration
being when the s-SWCNTs are electron field emitting, with the least in the case of pure
m-SWCNTs. The change in β is unlikely to be associated with any variation in the bFN
parameter.
A further interpretation of the variation of the slope, S, in the F-N curve could be re-
later purely to work function variations. Now, if we assume that there is a change in the
penetration depth of the field due to the type-nature of the CNTs, as discussed before, and
now examine the work function that would give rise to the β factor of 1800, which re-
mains constant for all of the films; values of 4.2, 5.0 and 4.7 eV are obtained for MWCNTs,
s- and m-SWCNTs, respectively. These are certainly in the correct order of the Kelvin
probe measured work function and well within the expected error bars of this measure-
ments. Therefore, quite unexpectedly, the F-N data appears to confirm our hypothesis of the
type-selective CVD growth of SWCNT films.
Regarding the intercept of the F-N curves, which is defined as in Eq. 6.2, it allows us to
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calculate the emitting area (A).
Intercept = ln
(
AaFNβ 2
Φ
)
. (6.2)
However, the calculated emission areas are of the order of 10−10 cm2, which is equivalent to
a square area of 10 nm by 10 nm, which is much smaller than the area of the anode and the
emission observed experimentally (∼ 5-7 orders of magnitude higher) [327,328]. Within this
area, there would be one MWCNT on average, which is unlikely to carry the high current in
Fig. 6.4 without structural damage (hysteresis) or burning out. This is a known issue with
the F-N theory and exemplifies its limitations when attempting to obtain absolute values for
the emission area.
6.4 Field Emission Currents of MWCNTs, s-SWCNT, and
m-SWCNTs
In the previous section, we have discussed the β , which are similar for the three samples
with s-SWCNTs showing a slight increase to the values with respect to the other two. How-
ever, besides the β , the local field (Flocal) is another factor to dominate the field emission
characteristics. Hence, in this section, the local field (Flocal) will be calculated to evaluate
the field emission properties of those three samples (32L (MWCNTs), 72L (s-SWCNTs)
and 720L (m-SWCNTs)). Subsequently, we set 10 nA and 5×104 nA as the turn-on and
threshold current, respectively. The corresponding fields are turn-on (Fon) and threshold
field (Fth), respectively.
The Flocal calculated from the β (see Eq. 2.25) at 10 nA are plotted in Fig. 6.6 (a). At
turn-on current, 10 nA, the MWCNTs is easier to emit electrons because of its lower Flocal .
In contrast, the s- and m-SWCNTs have the similar turn-on field at 10 nA, which implies
that the SWCNTs are more difficult to emit electrons than the MWCNTs and this result is
consistent with the literature [329].
Now, we turn to consider the applied fields (Fapplied) obtained at the turn-on (10 nA)
and threshold current (5×104 nA). In Fig. 6.6 (b), the black and the red curves show the
relationship between the Fapplied at 10 nA and 5×104 nA and the three types of CNTs,
respectively. It can be observed that the 32L (MWCNTs) has the lowest Fapplied at 10
nA and the maximum Fapplied is obtained from the 720L (m-SWCNTs), which is higher
than the 32L (MWCNTs) by ∼30%. Similarly, in terms of the threshold current, the 32L
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Fig. 6.6 (a) Local fields of MWCNTs, s-SWCNTs and m-SWCNTs. (b) The turn-on (Fon) and threshold
fields (Fth) of MWCNTs, s-SWCNTs and m-SWCNTs. The red line represents the Fth at current of 5×104
nA and 10 nA is defined as the turn-on current.
(MWCNTs) also has the minimum Fapplied and the maximum Fapplied is given by the 720L
(m-SWCNTs), which is higher than the minimum by ∼40%. This result suggests that the
32L (MWCNTs) possesses a better ability in field emission of larger currents at lower fields,
as compared to the SWCNTs.
Consequently, we can compare the turn-on and the threshold currents of the three dif-
ferent samples to assess the performance on field emission. From our results, it suggests
that the MWCNTs is better for the field emission. In the current context, this would be
consistent as there is not only a larger emitting area per tip of the MWCNTs, but more than
one shell emitting to give the higher current density.
6.5 Field Emission from Patterned CNTs
From the discussions in the previous section, we confirm that the MWCNTs perform better
in emitting current at a lower field. It can be understood from the electron distributions
of the MWCNT, m-SWCNT and s-SWCNT, as shown in Fig. 6.7. Fig. 6.7 (a)-(b) show
the energy barriers at the surfaces of the MWCNT, (8,8) m-SWCNT and (8,0) s-SWCNT
at the same applied field. The tops of the conduction bands of the MWCNT and the m-
SWCNT are aligned with the Fermi level and the electron (labelled in blue) is easier to
tunnel through the barrier due to the smaller barrier width (green double arrows) than the
s-SWCNT. Owing to the band gap of the s-SWCNT, the top of its conduction band is below
the Fermi level. Therefore, its barrier width (red double arrow) is larger to lead to a smaller
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Fig. 6.7 Schematics of the tunneling probability of (a) MWCNT (b) m-SWCNT (c) s-SWCNT. The MWCNT
and m-SWCNT have the same tunneling probability due to the same barrier width (depicted by the green
double arrows), which is higher than the tunneling probability of the s-SWCNT and its barrier width is
depicted by a red double arrow. The conduction bands are shaded by the orange colour.
tunneling current.
In the direction of the applications, especially for field emission display, the emitters are
usually patterned to define the pixel area [205,330] and to decrease the screening effect [331].
Therefore, in this section, the MWCNTs are patterned to compare with the CNT forests.
Moreover, sparse (randomly oriented) MWCNTs are also compared to the CNT forests, to
study the effect from the alignment of the CNTs. Finally, the MWCNTs grown on different
substrates are compared, to study the effect from the substrate.
6.5.1 The Effect of a Non-Planar Cathode
Before the discussions of the field emission from patterned CNTs, we would like to discuss
the influences from the 3D cathode surface (substrate) on the electric field. Owing to the
surface geometry, which is not a smooth, planar surface, the effect from the image charges
on the F-N equation can not be omitted [332,333]. Based on classical electrostatics, a charged
particle a distance x away from a metal plate, induces an equal and opposite sign charge
on the other side of the plate, as shown in Fig. 6.8 (a). The electric field increases with
decreasing x. This is one of the reasons that leads to a nonuniform electric field. Moreover,
protrusions can distort the electric field. In Fig. 6.8 (b1)-(b3), protrusions with the aspect
ratio (hr ) of 5, 50 and 100, are placed in an initial electric field, E0, and the electric fields
near the tips of the protrusions are enhanced. EMAX is the maximum electric field and the
ratios between the EMAX and the E0 are labelled in each panel. It can be seen that the higher
aspect ratio lead to a higher EMAX . Therefore, a higher electric field near the tip of the
patterned CNTs is expected. Owing to the geometric effect, it is easier to emit electrons as
6.5 Field Emission from Patterned CNTs 139
Fig. 6.8 (a) A charge (-q) is at a distance of x from a metal plate (blue rectangular) and induces a image
charge (+q) behind the plate with equal distance. The circular lines are the equal potential lines and near
to the plate, the electric field becomes intenser. (b1)-(b3) The protrusions with aspect ratio of 5 (b1), 50 (b2)
and 100 (b3) are placed in a electric field, E0. The electric fields are enhanced due to the geometries of the
protrusions. The EMAX is the maximum enhanced electric field and the ratio between the EMAX and the E0
is labelled in each panel. Reproduced from Wolfram demonstration project [334,335].
the distance between the anode and cathode is small, which is advantageous for Spindt-type
electron sources [336].
Fig. 6.9 Comparison of the linear and quadratic fittings. The corresponding fitted equations are noted at
right hand side.
Fig. 6.9 plots the voltages measured at five relative heights, which have been discussed
in Chapter 2.13 and the measured sample is the VACNTs in honeycomb pattern (the prepa-
rations and the features of the sample will be explained later). It can be observed that the
quadratic function obtains a good fitting (red curve) instead of the linear function (black line)
that can be told by the deviations in their fitted equations labelled at the right hand side. It
implies that when the probe approaches to the sample surface, the electric field increases
non-linearly, as discussed in Chapter 6.2. However, based on the F-N theory, the electric
field should keep constant between electrodes, corresponding to the black fitted line; this
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gives the larger d0 than the quadratic function does. Consequently, the larger d0 will overes-
timate the β . The quadratic function is a better description of the phenomenon (non-linear
electric field) we observed. Nevertheless, it should be mentioned that the quadratic function
is invalid beyond its maximum (∂V∂d =0, d=115 µm in this case). Beyond the maximum, the
quadratic curve decreases (see red dashed line) and it does not obey the definition of electric
field (E = V/d). Therefore, before the maximum of the fitted quadratic curve, which fits
the experimental data consistently, the quadratic function is used for calculating the actual
separation between electrodes. However, the actual separation between anode and substrate
is still needed to be further verified and Smith et al. implemented a field emission measure-
ment in SEM to measure the distance between electrodes [201] that can give an unambiguous
estimation of the electric field. For us to be able to do this with the current field emission
rig, we need to redesign the measuring apparatus, to be able to operate at higher voltages
and currents, with better protection against arcing (see Chapter 7.2 Future work).
In order to assess the influences from the pattern geometry and the nature of the sub-
strate and the substrate/CNT junction on field emission properties of CNTs, we use the
photolithography to define the area for CNT growth to compare with the CNT forests. In
the next section, the processes of fabricating patterned CNTs and the morphologies of the
samples are introduced.
6.5.2 Sample Designs and Preparations
In this section, six different samples are used to study the influences from the surface geom-
etry, the alignment of CNTs, the substrates and the substrate-CNT junction. The six samples
are:
a. CNT forest on ITO
b. CNT grid on ITO
c. CNT forest on Si
d. Sparse CNTs on Si
e. CNT forest on steel
f. CNT squares on steel
The samples a and b are the CNTs forest and honeycomb-patterned CNTs grown on the
ITO glasses. Samples c and d are the CNT forest and sparse CNTs grown on the Si wafer
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Table 6.2 A list of the samples used for studying the geometric, alignment and substrate effect.
Geometry Alignment Substrate
Samples a. CNT forest on ITO c. CNT forest on Si a. CNT forest on ITO
b. CNT grid on ITO d. Sparse CNTs on Si c. CNT forest on Si
e. CNT forest on steel
e. CNT forest on steel
f. CNT squares on steel
and samples e and f are the CNT forest and square-patterned CNTs grown on the stainless
steels. The effect from the surface geometry is discussed by comparing sample a with b and
e with f. The influence from the CNT alignment is discussed by comparing the sample c
and d and the influence from the substrate is studied by comparing the sample a, c and e.
Table 6.2 lists the samples used for studying the three effects for clarity.
Three types of substrates, ITO on glass, n-Si and stainless steel (SUS304), are used. The
ITO film of 150 nm in thickness is deposited on a pre-cleaned glass slide. Subsequently,
the deposited ITO glass is heated to 600◦C under air for oxygen-doping, to increase the
electrical conductivity. The n-Si wafer and steel are cleaned by the procedures mentioned
in Chapter 3.1.2. Consequently, the ITO glass, the cleaned Si wafer and steel are ready for
pattering and depositing catalyst.
For the samples b and f, the honeycomb and square patterns are defined by the pho-
tolithography, which has been described in Chapter 3.1.4. The features of the two patterns
are illustrated in Fig. 6.10 (a) for honeycomb and (b) for squares. The line width of the
honeycomb grid is 1 µm and the distance between two centres of honeycombs is 10 µm
(see Fig. 6.10 (a)). The side of the square is 100 µm and the separation between the ad-
jacent squares is 100 µm (see Fig. 6.10 (b)). The white areas in Fig. 6.10 (a) and (b) are
for the deposition of the catalyst. The catalyst (iron in 5 nm) used for the six samples is
the same, as mentioned in Chapter 3.1.4. The CNTs of all samples are grown by PTCVD
and the growth process has been introduced in Chapter 3.2. The details of the processes are
listed in Table 6.3.
With respect to the CNTs grown on the ITO glass, the growth process is limited by the
softening temperature of the glass slide, which is 724◦C, in our case and we keep the growth
temperatures under the annealing temperature of the ITO (600◦C) to avoid an unexpected
change in the film. The most difficult part is to grow the CNTs on a Si wafer and it should
be mentioned that, without using TiN and Al, the growth window becomes narrow. Over
60 experiments have been implemented, and only the recipe listed in Table 6.3 allows us to
grow CNTs. Interestingly, the growth temperature on top of the catalyst is 775◦C, which
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Fig. 6.10 The patterns of the photo masks for photolithography. (a) The honeycomb pattern with the line
width of 1 µm and the distance between two honeycombs is 10 µm. (b) The square pattern with side width
of 100 µm and the separation between the edges of the squares is 100 µm. The white areas, which are
defined as the effective area, in (a) and (b) are for deposition of the depositions of catalyst for the CNT
growths. The effective areas for growing CNTs are 34% for (a) and 25% for (b) with respect to the total
areas.
Table 6.3 Growth conditions of the tested samples. All samples are grown by the PTCVD and the
process pressures are kept at 2 Torr for all samples.
Sample Step Temperature-TC C2H2 to H2 ratio (flow rate) Time
(◦C) (min)
a. CNT forest on ITO
Rea 400 100 sccm H2 5
Grb 500 9% (18 sccm C2H2 / 182 sccm H2) 30
b. CNT grid on ITO
Re 400 100 sccm H2 5
Gr 600 18% (36 sccm C2H2 / 164 sccm H2) 20
c. CNT forest on Si
Re 40% 100 sccm H2 5
Gr 775 50% (4 sccm C2H2 / 4 sccm H2) 10
d. Sparse CNTs on Si
Re 40% 100 sccm H2 5
Gr 775 50% (4 sccm C2H2 / 4 sccm H2) 10
e. CNT forest on steel
Re 45% 100 sccm H2 10
Gr 45% 9% (10 sccm C2H2 / 100 sccm H2) 5
f. CNT squares on steel
Re 45% 100 sccm H2 10
Gr 45% 9% (10 sccm C2H2 / 100 sccm H2) 10
a
Re stands for the reduction step.
b Gr stands for the growth step.
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allows the growth of SWCNTs according to the discussions in Chapter 4.4.2. However, it
is MWCNTs confirmed by the Raman spectroscopy (see Fig. 6.11), which shows a typical
Raman spectra of MWCNTs. The MWCNTs on the stainless steels were as grown courtesy
of Dr. M. Ahmad.
Fig. 6.11 The Raman spectrum of sample c. measured from 1000 to 2000 cm−1. The G and D represent the
G- and D-band, which are the Raman features of graphitic and disorder structures, respectively.
6.5.3 Influence of the Geometry, CNT Alignment and Substrate
Field emission from 49 positions (see Fig. 6.1) of the six samples are measured. However,
we find some outliers within the samples are also measured. Taking sample c as an example,
Fig. 6.13 shows the currents measured at 10 V/µm and a outlier is pointed by the green and
red arrows. The reasons to cause the outliers are still unknown. However, it usually happens
to the edges of the scanned area (red arrow) and the first position (green arrow) where
the measurement starts. This edge effect may come from our field emission measurement
system. Therefore, we believe it is sensible to exclude these from our data processing, in
this instance.
Another uncertainty may be due to the stretching of the CNTs under the effect of the
applied field, which is likely to change the separation between the electrodes. Because the
MWCNTs are metallic, we suspect that the MWCNTs can be stretched along the field lines
an apply of electric filed. In Fig. 6.14, a curvyMWCNT (a red shaded line) is approximately
834 nm in length. A straight MWCNT in the same field of view is approximately 783 nm.
As comparing the curvy CNT with a straight CNT, we find the stretching is ∼6% and the
stretching may change with the strength of the applied field. Hence, the straightening of
CNTs can lead to variations of the separation between electrodes, as well as the electric
field.
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Fig. 6.12 The SEM images of the sample a-f. (a) a. CNT forest on ITO. (b) b. CNT grid in ITO. (c) c. CNT
forest on Si. (d) d. Sparse CNTs on Si. (e) e. CNT forest on steel. (f) f. CNT squares on steel. (a), (c) are
cross-sectional view and (b), (d) , (e), (f) are taken at 45◦ tilt.
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Fig. 6.13 The current measured at 10 V/µm of sample d. The green and red arrows point the outliers.
Fig. 6.14 The stretching of a curvy CNT shaded by red colour in SEM image. The length of curvy CNT is
approximately 834 nm and compares with a straight CNT which is 783 nm in length. The stretching rate is
approximate 6%. The sample a. CNT forest on ITO is taken as an example.
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Table 6.4 β , emission current at 5 V/µm and 10 V/µm
Sample β Current at 5 V/µm-Ion Current at 10 V/µm-Ith
(×10−5 A) (×10−5 A)
a. CNT forest on ITO 1400±100 2.4±1.8×10−3 4.5±1.5
b. CNT grid on ITO 1800±150 7.3±0.7×10−4 3.8±1.9
c. CNT forest on Si 1500±350 7.6±4.9×10−4 0.17±0.14
d. Sparse CNTs on Si 1800±170 6.5±3.7×10−2 5.0±1.2
e. CNT forest on steel 1300±90 3.0±2.5×10−3 1.6±0.5
f. CNT squares on steel 700±100 8.0±0.8×10−4 1.8±1.6×10−3
Three values: the β , the current measured at 5 V/µm (turn-on) and 10 V/µm (threshold)
are compared to evaluate the three effects. Table 6.4 lists the β , Ion and Ith of the six
samples. By comparing sample a with b, the β of the sample b is higher than the sample
a by ∼26%. In contrast, by comparing the sample e with f, the β decreases significantly.
It should be mentioned that the length of the CNTs of sample b is ∼3.3 µm (see Fig. 6.15
(a)) and the line width and the distance between two honeycomb are 1 µm and 10 µm,
respectively. Then, we can simply estimate the degree of protrusion of the pattern-CNTs by
calculating the ratio of the length of the CNTs to the line width of the pattern for the sample
a and the side length of sample f. Then, the degree of the protrusion of sample a and f are
approximate 3.3 and 0.25, respectively. Hence, the sample f is relatively compared to the
sample a. However, the two samples with patterns (sample b and f) show the degradations
of both Ion and Ith.
Fig. 6.15 (a) The SEM image of the sample b taken at 45◦ tilt. The length of the CNTs is ∼3.3 µm. (b) The
cross-sectional SEM image of the sample f. The length of the CNTs is approximately 20∼30 µm.
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The alignment is studied by correlating the sample c to d. Sample d shows the slight
improvement in β and Ith. However, the Ion is significantly enhanced. Therefore, it can
be argued that the sparse CNTs does not have the strong screening effect and it is easier to
initiate the electron emission. However, regarding to the growth process of the sparse CNTs,
it is difficult to control the density of the CNTs. In other words, the repeatability may be
lower than in the other samples, but emission characteristics are better.
The influences from different substrates are compared by sample a, c and e and they
show similar β , owing to the similar surface morphology. In terms of the turn-on current,
the ITO and steel substrates perform similarly, and better than the Si substrate. However,
the threshold current of the sample a is the highest among those three samples. Fig. 6.16
illustrates the turn-on current (Ion) and the threshold current (Ith) of the sample a. For the Ion
of sample a, the turn-on current can be extracted over half of the measured area uniformly
(Fig. 6.16 (a)). Moreover, the threshold current of sample a shows a higher uniformity
across the area. It suggests that the ITO is better for enhancing the threshold current.
Fig. 6.16 The turn-on current (Ion) (a) and threshold current Ith (b) of the sample a.
Finally, although sparse CNTs on Si perform better in our six samples, however, con-
cerning reproducibility, the sample a and b are the best choice. Moreover, ITO on glass
is more cost-effective, as compared to the Si wafer. In the pursuance of the applications,
we believe that the sample b can lead to applications such as the backlight module in flat
panel displays and can be an alternative solution for transparent lighting modules (semi-
transparent in the day, light sources at night).
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6.6 Conclusions
In this chapter, we have examined the FE properties of CNTs. In summary, after consider-
ation of a number of heights in the field emission kit, we choose the I-V curves measured
from the h3a or the h4a to plot into the F-N curves. The lower noise part (linear-regime
curve) of a F-N curve was decided to be examined by analysing its symmetry and deviation.
Consequently, the linear-regime F-N curves are used to evaluate the slope, which gives rise
to the field enhancement factor (β ). The emission area from the intercept of the F-N curve
was calculated but found to be too small to be considered appropriate for then CNT emitters.
Three samples, MWCNTs, s-SWCNTs and m-SWCNTs, are analysed. These three
samples are CNT forests and they exhibit similar field enhancement factors as calculated
from the slopes of their F-N curves. But, an anomalous small increase in the β factor
associated with s-SWCNTs was attributed to a higher field penetration in the CNT and thus
possible evidence for semiconducting behaviour. Moreover, if the β values are treated as
being similar, their work functions are consistent with the results measured by the Kelvin
probe. This further confirms our process for selective growth of CNTs.
The local fields (Flocal) at the turn-on current, 10 nA, calculated from the β are compared
for these three samples, too. It shows the MWCNTs has the lowest local field, which means
it is easier to emit electrons. A similar result is observed from comparison of the Fapplied
at 10 (turn-on current) and 5×104 nA (threshold current). The MWCNTs can generate the
same current at lower applied fields. In contrast, the Fapplied at the turn-on current and the
threshold current for the m-SWCNTs are higher than the MWCNTs by 30 and 40%. Hence,
the MWCNTs possesses the better performance in field emission.
Finally, six samples with the different geometries and substrates are tested. We suggest
that the honeycomb-patterned MWCNTs grown on a ITO glass is the most feasible design
for larger area field emission applications, because it is transparent and can provide a similar
current as compared to the CNT forest on ITO. Furthermore, the ITO glass is cost-effective,
as compared to the Si wafer.
Chapter 7
Conclusions and Future Work
7.1 Conclusions
In summary, a parametric study for growing CNTs has been carried out. The process we
developed for synthesis is free of oxygen-containing precursors, corrosive catalysts and/or
plasma, that is fully compatible with the standard semiconductor manufacturing processes.
Although, the fabrication of CNTs have been studied for two decades, effects related to the
multi-variables are rarely inspected. The effects from the process temperature, the ratio of
the reactant gases and the flow rate on the growth rate, the CNT quality and the types of
SWCNTs are investigated, systematically.
From analysing the growth rates, we find that the growth rate changes with both the pro-
cess temperature and the reactant gas ratio. Moreover, the distribution of the growth rates
can be correlated to the bulk Fe-C phase diagram. As the process temperature varies, the
composition of the catalyst can be changed. Above 740◦C, the catalyst is mainly composed
of a mix of γ and α-Fe and below 727◦C, the composition of the catalyst turns into a mixture
of the α-Fe and carbide. The consequence of the variation of the composition of the catalyst
is to change the carbon diffusivity. Furthermore, the diffusivity of the α-Fe is higher than
that of γ-Fe and carbide and the diffusivity of γ-Fe is higher than that of carbide. Hence,
beyond the eutectoid temperature of γ/α-Fe (740◦C), the growth rate decreases with in-
creasing temperature. It can be attributed to the increasing γ-Fe in the catalyst, which leads
to a decrease in carbon diffusivity. However, below the eutectoid temperature of α-carbide
(720◦C), the growth rate decreases with decreasing temperature, because the proportion of
α-Fe is decreasing during lowering the temperature and consequently, the carbon diffusivity
is suppressed to lead to a lower growth rate. In our study, the highest growth rate achieved
was 442 nm/s, which is given by:
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• Higher flow rate (total flow rate: 200 sccm)
• Acetylene to hydrogen ratio: QA/H = 18%,
• Catalyst temperature: TC = 772◦C , given by the power output: 50%
• Substrate temperature: TS = 447◦C.
A novel growth model is proposed to interpret the growth of CNTs via PT-CVD. The
PTCVD irradiates the IR light on the top of the catalyst to enhance the temperature gradi-
ent. Thus, the hotter top surface has higher carbon solubility to result in a higher carbon
concentration from the top to the bottom of the catalyst. Hence, the large gradient of carbon
concentration is expected to improve the growth rate. Moreover, the catalyst experiences
a plastic deformation during the growth and the larger curvature of the bottom of the cata-
lyst is likely to generate a difference of chemical potential in the axial growth direction, to
improve growth.
The quality of the as-grown CNTs is analysed by the Raman spectroscopy by evaluat-
ing the intensity ratios of the D-band to G-band (ID/IG) and 2D-band (ID/I2D), which are
decreased by increasing the process temperature. Moreover, with increasing the acetylene
ratio, the quality of the CNTs is decreased. In terms of the flow rate, the lower flow rate
(LFR) leads to CNTs with better quality. Hence, the higher temperature and lower acetylene
ratio with lower flow rate is the direction to synthesise the high quality CNTs.
The growth of specific types of SWCNTs can be achieved by altering the acetylene ratio.
The suggested growth condition for semiconducting and metallic SWCNTs are:
• semiconducting SWCNT:
Lower flow rate
Acetylene to hydrogen ratio: QA/H < 10%,
Catalyst temperature: TC > 800◦C
• metallic SWCNTs
Lower flow rate
Acetylene to hydrogen ratio: QA/H = 16-18%,
Catalyst temperature: TC > 750-800◦C.
Further evidence of selective growth of SWCNTs is revealed by comparing the area
ratio of the G−- to the G-band. Due to the plasmon coupling with the continuum electronic
states of m-SWCNTs, the width of the G−-band fitted by the Breit-Wigner-Fano function
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is increased. Thus, we find that the area ratio of G−- to G-band increases with increasing
the amount of the m-SWCNTs. Moreover, the 2D-band also provides further evidence
supporting the preferential growth of specific type of SWCNTs. Owing to the stronger
coupling between the incident photon and the phonon of m-SWCNTs, the intensity and
the area of the 2D-band can be enhanced by increasing the amount of the m-SWCNT. The
results obtained from comparing the two area ratios are also consistent with the results
measured by Kelvin probe.
Finally, we evaluate the field emission properties of three types of CNTs: MWCNTs,
s-SWCNTs and m-SWCNT. At first, the F-N curves are analysed to find the lower noise
part of the curves. Then, the slopes and the intercepts of the F-N curves are calculated.
Because the measured samples are CNT forests, the field enhancement factors are similar.
Subsequently, if the field enhancement factors are treated as the same, the difference of the
work functions of the measured materials with the same surface morphology can be com-
pared. By calculating the intercepts, we can estimate emission areas, which are significantly
smaller than the values reported by literatures. We suspect that the emission currents orig-
inate mainly from protruding CNTs. Consequently, the turn-on and threshold fields of the
three samples at 10 nA and 5×104 nA are compared. The results show that the MWCNTs
are able to generate current at lower fields as compared with the SWCNTs. Hence, the
MWCNTs are better for field emission applications.
In addition, the field emission properties of the MWCNTs with different surface mor-
phologies and grown on different substrates are also tested. Finally, we confirm that the
honeycomb-patterned MWCNTs grown on ITO glass can provide the better emission cur-
rent. Moreover, the combined layer of MWCNTs grown on the ITO glass is still transparent.
Hence, it can be used as the cathode for flat panel lighting fixtures.
7.2 Future Work
The processes developed for the selective-growth of the semiconducting and metallic SWC-
NTs in this study allow the possibility for forming a heterojunction within a single tube.
There are three possible heterojunctions, as shown in Fig. 7.1 that can be fabricated ac-
cording to our growth recipes. The first and the second type are the metal-semiconducting
(M-S) junctions. Fig. 7.1 (a) and (b) correspond to the Type a and b, respectively. The
type a. heterojunction is formed by connecting a s-SWCNT with a MWCNT and the type b
is to replace the MWCNT with a m-SWCNT. Type c is a semiconducting-semiconducting
(S-S) heterojunction, which is formed by two different s-SWCNTs. However, for the S-S
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heterojunction, doping may be needed to form a p-n junction. The potential applications for
these heterojunctions are to develop M-S junction solar cells, Schottky diodes and single
molecular transistors.
Fig. 7.1 The heterojunctions formed by (a) a s-SWCNT (red) and aMWCNT (blue) (Type a), (b) a s-SWCNT
(red) and a m-SWCNT (blue) (Type b) and (c) two different s-SWCNTs (Type c).
The suggested growth procedures for each type of heterojunction are listed as:
Type a. Control temperature and acetylene ratio
1. Using higher temperature to grow a s-SWCNT with low acetylene ratio.
2. Decrease the process temperature and increase the acetylene ratio to grow
the MWCNT.
Type b. Control acetylene ratio
1. Grow the s-SWCNT at lower acetylene ratio (<10%).
2. Increase the acetylene ratio to 20%.
Type c. Apply NH3 or N2 plasma
1. Growth the s-SWCNT with plasma.
2. Switch oof the plasma to grow un-doped s-SWCNT
For the growth procedure of type a, we suggest to grow the s-SWCNT first, because for
our PTCVD system, it is quick to change the growth condition by lowering the power output
of the lamps. Meanwhile, the acetylene ratio is also kept at low level to enhance the growth
of the s-SWCNT.
For the type b, growing the s-SWCNT before the m-SWCNT is suggested. Because the
growth of the m-SWCNT needs a higher acetylene ratio, the residue acetylene may affect
the growth of the s-SWCNT, which prefers to grow at lower acetylene ratio. Type c needs
the assistance of the plasma. The nitrogen-contained plasma is suggested, such as nitrogen
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or ammonia plasma that is likely to have the nitrogen doping during the growth to lead to
the n-type SWCNT.
For the growth procedure of type c, we suggest to grow the s-SWCNT with using plasma
at the first stage. Because the plasma can degrade the quality of the CNT, the property of
the tube grown at the first stage may be changed. Subsequently, the plasma is turned off to
grow the un-doped s-SWCNT.
The fabricated heterojunction carbon nanotubes are to be subjected to the transistor test,
to measure the I-V curve under illumination, which can confirm the existence of the Schot-
tky barrier and the efficiency of the solar cell. Furthermore, a Raman spectra on both ends of
the heterojunction is necessary to confirm with the RBM, which can be correlated to TEM
observations. Finally, scanning tunneling microscopy (STM) is suggested to observe the
chirality change of the junction.
Fig. 7.2 Schematics of proposed light module. The blue beads stand for the emitted electrons. The anode
and the cathode are the ITO glass. The emitted electrons hit the phosphor layer to generate the light, which
can pass through the ITO glass for lighting.
Another direction for future work is inspired by sample b: CNT grid on ITO. There
are four objectives still needed to be achieved. The first is to improve the stability of our
home-built field emission measurement system. Owing to the long probe (anode) extended
from the top of the chamber and the vibration from the scroll pump, the vibration of the
probe is visually observable. This vibration can cause arcing between the electrodes. The
second objective is to reduce the size of the probe. The diameter of the current probe is 200
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µm, which is unable to identify the emission sites from the lithography pattern with very
fine features. However, this objective should be considered after the first objective.
The third objective is to assess the emission stability and it is relatively easy. We can
achieve this goal by optimising the control programme. The final objective is to build up a
lighting module. We propose a simple structure, as shown in Fig. 7.2, which integrates with
the sample b into this module to serve as a cathode. An anode, which is an ITO glass coated
with a layer of phosphor, is separated by the spacers. The honeycomb-patterned CNTs on
ITO are connected to the cathode. When applying a DC voltage, light is expected to be
generated from the phosphor layer. The merit of this lighting module can be estimated by
the power consumption and the intensity of the illumination.
Finally, two projects: the growth of a heterojunction in a carbon nanotube and CNT-
based lighting module are proposed in the future work. These two proposals aim to direct
the fundamental researches studied in this thesis into applications.
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Appendix A
Structure of SWCNT
The three basic vectors drawn in Fig. 2.3 (a) are essential for understanding the structure of
a SWCNT. Here, the three vectors are derived. It is easier to start from understanding the
structure of a graphene. Three vectors are needed to elucide the structure of a SWCNT: 1.
Chiral vector: Ch, 2. Translational vector: T, 3. Symmetry vector: R. A chiral vector Ch is
used to specify the structure of a SWCNT [25,26]. The chiral vector is defined as in Eq. A.1.
Ch = na1+ma2 ≡ (n.m), (n,m are integers). (A.1)
The pair of integers (n,m) are the chiral index and used to defined a unique structure of
SWCNT. The circumference of a SWCNT is a essential structural parameter, because the
electronic states are confined in the circumferential direction. From the length of Ch, we
can define the circumference. |Ch| = L, is the circumference of the SWCNT, as shown in
Fig. 2.3 (a). The circumference, L, can be calculated by Eq. A.2.
L= |Ch|=
√
Ch ·Ch = a
√
n2+nm+m2 (A.2)
Then we can calculate the diameter of SWCNT by Lpi . The chiral angle (θ ) is defined by
the chiral vector: Ch and the unit vector: a1, a1 by the trigonometric relationship of
cosθ =
Ch ·a1
|Ch||a1| =
2n+m
2
√
n2+nm+m2
(A.3)
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By varying the chiral index, three types of SWCNTs: zigzag, armchair, and chiral nan-
otubes are classified. This classification of SWCNT comes from the shape of the cross
section of circumference, as shown in Fig. 2.3 (a).
The translation vector (T) of a SWCNT is used for translation operation of a unit cell.
It is parallel to the nanotube axis and perpendicular to the chiral vector: Ch. The T is
expressed as:
T= t1a1+ t2a2 ≡ (t1, t2), (A.4)
where the t1 and t2 are integers. The unit cell of a SWCNT is a rolled-up rectangle
graphene defined by the Ch and T as shown in the shade areas in Fig. 2.3 (a)-(d). Owing to
Ch ·T= 0, the t1 and t2 are calculated by:
t1 =
2m+n
dR
, t2 =−2n+mdR (A.5)
The dR is the greatest common divisor (gcd) of (2m+n), and (2n+m). The dR is related to
the d which is the greatest common divisor of n and m in the relationship of:
dR =
d if (n−m) is not multiple of 3d3d if (n−m) is multiple of 3d (A.6)
Subsequently, the length of T is calculated from:
T = |T|=
√
3L
dR
=
√
3
dR
×a
√
n2+nm+m2 (A.7)
For a unit cell of SWCNT, the area of a unit cell is |Ch×T| and the area of a hexagon is
|a1×a2|. Thus, the number of hexagon of a unit cell (N) is:
N =
|Ch×T|
|a1×a2| =
2(n2+nm+m2)
dR
=
2L2
a2dR
(A.8)
A hexagon contains two carbon atoms and thus a unit cell of SWCNT has 2N carbon atoms.
The transitional vector and chiral vector are defined in the two dimensional graphene.
As the graphene is rolled up into a cylinder, there is a symmetry vector (R) needed to define
the carbon atom in the one dimensional carbon nanotube. With regards to the symmetry of
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the chiral CNT, the symmetry vector: R is defined in Eq. A.9 to describe a carbon atom in
carbon nanotube, as shown in Fig. 2.3 (a) and (c).
R= pa1+qa2 ≡ (p,q), (p,q are integers) (A.9)
It should be noticed that the p and q do not have the common divisor except 1. In other
words, the R resolved in Ch is the smallest. Thus, the multiple of R can be used to represent
the carbon atom position in a carbon nanotube. Subsequently, the area crossed by the T and
R is proportional to the the area crossed by the unit vectors, as expressed by Eq. A.10.
T×R= (t1q− t2p)(a1×a2) (A.10)
The (t1q− t2p) is an integer and if we make the (t1q− t2p) as 1, the R becomes the smallest
site vector (Eq. A.11) as shown in Fig. 2.3 (b). The 0 < mp− nq ≤ N makes the R lie on
the unit cell.
t1q− t2p= 1, (0< mp−nq≤ N) (A.11)
Owing to the R must be in the unit cell, therefore, there are two conditions are needed
to consider: 1: the maximum length of R equals to |T| or |Ch| and 2. the maximum areas
crossed by the Ch and R or|R| and |T| equal the unit cell area (L×T ). Hence, we obtain the
Eq. A.12 and A.13.
0<
R ·T
T 2
=
|R×Ch|
LT
=
mp−nq
N
≤ 1 (A.12)
0<
R ·Ch
L2
=
|R×T|
LT
=
t1q− t2p
N
≤ 1 (A.13)
Thus, a general condition can be obtained as expressed in Eq. A.14.
0< t1q− t2p≤ N (A.14)
Fig. 2.3 (b) illustrates a symmetry vector: R in a unit cell composed by T and Ch.
The projection of R on T is τ which is known as elemental translation vector and a angle
between R and Ch is ψ . The τ can be obtained from Eq. A.12, then gives the Eq. A.15.
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τ =
|R×Ch|
L
=
(mp−nq)|a1×a2|
L
=
(mp−nq)T
N
(A.15)
By using Eq. A.7 and A.8, the included angle between R and Ch can be expressed as Eq.
A.16.
ψ =
|R×T|
T
2pi
L
=
dR(t1q− t2p)√
3L
√
3a2
2
=
2pi
N
(A.16)
Subsequently, the symmetry operation is written as R(ψ|τ) and performing a symmetry
operation on a atom at O(0,0) is expressed as (ψ|τ)(0,0). The identity operation of the
atom at O is E = NR= (ψ|τ)N , as shown in Fig. 2.3 (c). Then, the NR can be analysed
into Eq. A.17 and the M is defined in Eq. A.18.
NR= Ch+MT (A.17)
M ≡ mp−nq (A.18)
The M is an integer and the atom at O can be translated to the identical position in T
direction by MT. We take the chiral tube:(8,4) as an example and illustrate in Fig. 2.3
(c). The M for (8,4) tube is 12 and the ψ is approximate 6.2◦. In Fig. 2.3 (d)-(f), three
CNT examples: zigzag:(8,0), chiral:(8,4) and armchair:(8,8) are illustrated in cross sectional
and lateral views. It can be seen that the edges of (8,0) and (8,8) tubs show the zigzag
and armchair shapes. Their T and R are listed in the Table A.1. The chiral indices can
be used to classified the electronic type of SWCNT. By calculating the mod(n-m,3), the
semiconducting and metallic SWCNT can be identified. Table 2.1 lists the relationship
between the types of SWCNT and the chiral indices.
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Table A.1 Ch, T and R parameters for tubes:(8,0), (8,4) and (8,8)a
Ch d dR dt (Å) L/a T≡ (t1, t2) T/a N R M
(8,0) 8 8 6.4 8 (1,-2)
√
3 16 (1,-1) 8
(8,4) 4 4 8.4 10.6 (4,-5) 4.6 56 (1,-1) 12
(8,8) 8 24 11 8
√
3 (1,-1) 1 16 (1,0) 8
(n,0) n n na/pi n (1,-2)
√
3 2n (1,-1) n
(n,n) n 3n
√
3na/pi
√
3n (1,-1) 1 2n (1,0) n
a
This table is partially reproduced from R. Saito et al. [25]
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Table A.2 Structural parameters for carbon nanotubeab
symbol name formula value
a length of unit vector a=
√
3aC−C = 2.49 Å aC−C = 1.44 Å
a1,a2 unit vectors
(√
3
2 ,
1
2
)
a,
(√
3
2 ,−12
)
a x,y coordinate
b1,b2 reciprocal lattice vec-
tors
(
1√
3
,1
)
2pi
a ,
(
1√
3
,−1
)
2pi
a x,y coordinate
Ch chiral vector Ch = na1+ma2 ≡ (n,m)
L length of Ch L= |Ch|= a
√
n2+nm+m2
dt diameter dt = L/pi
θ chiral angle sinθ =
√
3m
2
√
n2+nm+m2
0≤|θ |≤pi6
cosθ = 2n+m
2
√
n2+nm+m2
tanθ =
√
3m
2n+m
d gcd(n,m)c
dR gcd(2n+m,2m+n) c dn =
{
d if (n−m) is not multiple of 3d
3d if (n−m) is multiple of 3d
T translational vector T= t1a1+ t2a2 ≡ (t1, t2) gcd(t1, t2)=1
t1 = 2m+ndR , t2 =−2n+mdR
T length of T T = |T|=
√
3L
dR
N Number of hexagons in
the nanotube unit cell.
N = 2(n
2+nm+m2)
dR
R symmetry vector R= pa1+qa2 ≡ (p,q) gcd(p,q)=1
t1q− t2p= 1,
(0< mp−nq≤ N)
τ pitch of R τ = (mp−nq)TN =
MT
N
ψ rotation angle of R ψ = 2piN in radians
M number of T in NR NR= Ch+MT
a
In this table n,m, t1 , t2 , p,q are integers and d,dR ,N and M are integer functions of these integers.
c gcd(n,m) denotes the great common divisor of the two integers n and m.
b This table is reproduced from R. Saito et al. [25]
Appendix B
The Brillouin Zone of SWCNT
In this appendix, the Brillouin zone of the SWCNT is explained detailedly. Firstly, the
electron energy contour of 2D graphene Brillouin zone near the K (K′) points is in circular
shape as the k is small and the energy has a linear distribution, as expressed in Eq. B.1 [28].
E±(k) =±
√
3
2
γ0ka=±
3
2
γ0kaC−C (B.1)
The E+(k) and E−(k) correspond to the energy of pi (valence band) and pi∗ (conduction
band), respectively. With considering the periodic boundary condition SWCNT, only N (the
number of hexagons in a unit cell, Eq. 2.5) discrete wave vectors (k) in the circumferential
direction (Ch) are allowed and two reciprocal unit vectors (K1 andK2) in the circumferential
and axial directions are defined in Eq. B.2 and B.3.
K1 =
1
N
(−t2b1+ t1b2) = 2pi2a(n2+nm+m2)(
√
3(n+m),n−m) (B.2)
K2 =
1
N
(mb1−nb2) = 2pidR2a(n2+nm+m2)(−
n−m√
3
,n+m) (B.3)
Fig. 2.6 (a) demonstrates the K1, K2 and k in the first Brillouin zone of (8,0) SWCNT.
The red segments stand for the k vectors which are the allowed energy states. The spacing
between the k vectors is 2/dt and is trisected by the two dashed lines. The orientation of the
red segments is referred to the zigzag tube and therefore, the line segments in Fig. 2.6 (c)
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are rotated 30◦ from the red segments in Fig. 2.6 (a). For (8,0) which is a semiconducting
SWCNT, the K point always falls on the dashed line which distances from the nearest k
vector of 2/3dt . By calculating the magnitude of K1 and K2, then we obtain two important
relations as shown in Eq. B.4 and B.5. Subsequently, the Eq. B.4 is brought into Eq. B.1 and
the separations between the first van Hove singularity (VHS) of metallic and semiconducting
SWCNT are obtained and are expressed in Eq. B.6 and B.7 [28].
|K1|= 2piCh =
2
dt
= k (B.4)
|K2|= 2piT (B.5)
EM11(dt) =
6aC−Cγ0
dt
(B.6)
ES11(dt) =
2aC−Cγ0
dt
(B.7)
Fig. 2.7 illustrates the electronic density of states (DOS) of (8,0) armchair, (8,4) chi-
ral, and (8,8) armchair SWCNT [37]. The energy separation (Eii) of SWCNT is defined by
the separation between the spike-like electron density of states in valence (pi-election) and
conduction band (pi∗-electron). It is also known as van Hove singularity (VHS). The i is an
positive integer to indicate the sequence of the singularity peak. The separation between the
first van Hove singularity peaks which is also known as the gap between the highest-lying
valence-band singularity and the lowest-lying conduction-band singularity is denoted as ES11
for semiconducting and EM11 for metallic SWCNT. Therefore, according to Eq. B.6 and B.7,
we can calculate the ES−(8,0)11 =1.32 eV, E
S−(8,4)
11 =1 eV, and E
M−(8,8)
11 =2.78 eV.
The ES11 and E
M
11 will be the same for the same diameter by understanding the Eq. B.6
and B.7. However, near the M points, the energy contour starts to distort from circle into
straight line. This distortion of energy band leads to the split of van Hove singularity peaks.
This phenomenon is called as trigonal warping effect which is explained in the next section.
Appendix C
The Classification of Defects
C.1 Types of Defect
In this appendix, we briefly introduces different types of defect in carbon-based materi-
als. The presence of defects primarily change the electronic properties and physical struc-
ture. Thus, to understand the influence of defect is essential to any electronic applications.
Most importantly, the formation of defects can be measured by Raman spectroscopy. The
defects of carbon-based materials plays an important role in deforming geometry [337–339],
conductance [138], modulating the distribution of electron density of states [340], and the field
emission properties [140]. Although the Raman spectroscopy can not distinguish the types
of defect, the ID/IG can still be a reliable gauge of the degree of impurity formation. The
defects can be classified as four categories which are topological, point, functionalisation,
and finite-edge defect.
C.1.1 Topological Defect
The first type is topological type defects [338] which involve the bond rotations to produce
non-hexagonal rings. It includes the Stone-Wales (SW) defects [177], Stone-Thrower-Wales
(STW) defects [178] and cluster defect [168]. This type of defect is the carbon polygon (except
hexagon) which causes the plastic deformations, disclinations and forms the dome cap of
the carbon nanotube [72,178,338,341].
The pentagon and heptagon defects are the most commonly seen defects in carbon-
related materials. The simplest case is the disclination and the incorporation of a pentagon
and a heptagon in the honeycomb lattice which are the +60◦ and -60◦ disclinations, re-
spectively (see Fig. C.1 (a)). Then, these disclinations result in the positive and negative
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curvatures in carbon nanotube [342] and the positively and negatively charged defects in 2D
graphene. Moreover, for carbon nanotube, the pentagon defect is necessary to form the end
of carbon nanotube in dome shape, as shown in Fig. C.1 (a). If incorporation of several
pentagons, a nearly 90◦ flatted cap of MWCNT can be formed (see Fig. C.2) [72].
The combination of polygons was firstly studied by Stone and Wales and they found
the isomer of C60 formed by structural transformation via breaking the σ -bonds led to the
change in band gap [177]. Fig. C.1 (b) shows the SW-defect involving the 90◦ rotation of the
bondings in 66-55 defects to from 55-66 cluster (6:hexagon, 5:pentagon). Another similar
defect extended from the SW-defect is the Stone-Thrower-Wales (STW) defect which also
involves the rotation of the bondings but it starts from a honeycomb structure (66-66) to
transform into 55-77 structure (7:heptagon) [178].
It should be mentioned that the clustered-polygon defects are generalised into the SW-
type defects which include the STW defect. The consequences of the SW and STW defects
are not only the structural deformation but also changing the stability of the carbon-related
materials. With presence of the STW defect in graphene, the Gibbs free energy for oxidation
is almost 2 to 8 times less than the pristine graphene. The similar situation is also found in
the armchair-SWCNT [178]. The Gibbs free energy of oxidation of armchair-SWCNT is ∼-
40 (kcal/mol) and decreases to -74 (kcal/mol) with the STW defect [178]. It indicates that
the SW-type defect decreases the stability of carbon-based materials. Furthermore, the 5-7
polygons in SWCNT are able to modify the electronic structure because the 5-7 polygon
defects break the symmetry of honeycomb lattice to result in asymmetric density of states
of SWCNT. Moreover, the 5-7 defects also induce the structural transformation which forms
a junction in a SWCNT to connect the semiconducting and metallic SWCNT. Therefore, a
sudden increase of DOS at Fermi level (EF = 0) can be observed, as shown in Fig. C.1
(c) [343–345].
Another important influence of 5-7 pair defects in graphene is to form the grain bound-
ary of a polycrystalline graphene [181,346–348]. Two different crystalline domains of graphene
stitched by the 5-7 pairs defect boundary (see Fig. C.1 (d)). The new band gap can be cre-
ated by combining two different orientation graphene. However, the boundary reduces the
structural quality of the stitched graphene, and the leak current is expected in the application
of field-effect transistor [346].
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Fig. C.1 Four types of topological defect. (a)The pentagon and heptagon form the positive (+60◦ wedge
disclination) and negative (-60◦ wedge disclination) curvatures of a carbon nanotube which are corre-
sponding to the TEM image. Reproduced from Iijima et al. [342]. (b) The Stone-Wales defect (upper panel).
The two hexagons and two pentagons (66-55) rotate 90◦ to become 55-66 structure. The lower panel is the
Stone-Thrower-Wales (STW) defect. The 66-66 structure also rotates 90◦ to transform into 55-77 struc-
ture. Reproduced from Fujimori et al. [178]. (c) A junction between (6,6) m-SWCNT and (10,0) s-SWCNT
is formed by a 5-7 topological defect. The lower panel shows the corresponding DOS. The green shad area
notes the abrupt increase of DOS. Reproduced from Kahaly et al. [343]. (d) The grain boundary in graphene
is formed by 5-7 defects. Red and blue shad areas mean the pentagon and heptagon, respectively. The
middle panel shows the rotations of the Brillouin zones corresponding to the pentagon and heptagon. The
lower panel shows the two dimensional Brillouin zones of pentagon (red), heptagon (blue), and overlapping
of pentagon and heptagon. The band gap is changed as the overlapping of the pentagon and the heptagon.
Reproduced from Kahaly et al. [346].
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Fig. C.2 (a) TEM image of the flat capped MWCNT. (b) The calculation predicts the almost 90◦ bending is
formed by five pentagons. Reproduced from Tsai et al. [72].
C.1.2 Point Defect
The second type is the point defect which includes the vacancy, interstitial, and substi-
tutional defect as shown in Fig. C.3 (a) [168,179]. Generally speaking, a missing or extra
carbon atom in a crystalline carbon structure causes a vacancy or interstitial defect, respec-
tively. The combination of a vacancy and a interstitial defect forms a Frenkel defect (I-V
defect) [349].
The vacancy defect can be produced from the irradiation of energetic particles, such as
electron [350,351], ion (Ar+ or Kr+) [138,179,351,352], and neutron [351,353] to remove or dislodge
the carbon atom. Consequently, three dangling bonds are left with losing a carbon atom but
they rehybridize with other molecules to form a pentagon and a dangling bond, as shown
in Fig. C.3 (b). This dangling bond is a intermediate state which is likely to serve as a
nucleophile to be attacked by H2O to form a -OH terminated vacancy. In the condition of
losing two carbon atoms, the di-vacancy defect will coalesce into a 5-8-5 structure and it
is more stable than the mono-vacancy. For one-dimension nano-materials, the appearance
of defect is able to modify the conductance and with increasing the vacancy defect density,
the resistance of metallic SWCNT is increased exponentially with linear increase of radia-
tion dose due to the defect induced electron scattering. Moreover, the bi-vacancy shows a
stronger electron scattering than mono-vacancy [138]. During the bombardment of particle,
besides carbon atom, the interstitial defect is also possibly produced by trapping a foreign
atom between the graphene basal plane [179]. However, the vacancy defect tends to coalesce
with the interstitial defect to achieve a more stable energy state [354,355].
By controlling the irradiation dose, the defect density of graphene can be quantified from
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calculating the ID/IG of Raman spectroscopy via Eq. C.1 [352].
nD(cm−2) = (7.3±2.2)×10−9E4L(
ID
IG
) (C.1)
The nD and EL are the defect density and the excitation energy of Raman spectroscopy. It
should be mentioned that the Eq. C.1 shows that the defect density depends on the excitation
energy but nD should not change with changing the laser energy. It is because the ID will
change as the excitation energy changes. Therefore, as the nD is plotted against the E4L(
ID
IG
),
the similar distributions can be obtained.
For doped carbon nanotube, the ID/IG increases with increasing the doping concentra-
tion [356,357]. Moreover, not only the ID/IG is increased but also the electronic structure of
the doped carbon materials is expected to be changed and this charged defect causes the
renormalisation of the electron and phonon structure which arises another peak abound the
2D-band of Raman spectroscopy (see Fig. C.3 (c)) [357].
The substitutional defect is to replace a carbon with a dopant atom which is usually
boron or nitrogen and phosphorous to result in p- or n-type doping. However, for example,
there is a wide variety of bonding configurations for nitrogen with graphite and not every
bonding can contribute to the doping effect. In Fig. C.3 (d), the pyridine-like and pyrrole-
like arrangements do not have an extra electron in the conduction bands [209]. Only the
substitutional nitrogen can contribute an electron to pi∗ donor state [358].
Fig. C.3 (a) Point defects include the vacancy defect, interstitial defect, and substitution defect.(b) The
mono-vacancy created by the irradiation to form a dangling bond and a pentagon. The bi-vacancy created
by the irradiation to form the two pentagons. (c) The renormalisation of the band structure (dashed lines in
the upper panel) caused by doping generates an peak near the 2D-band (dashed lines in the lower panel).
(d) Two peaks in the 2D-band resulted from the doping. The n-doping has an extra peak near to 2600 cm−1
and the p-type SWCNTs had an extra peak at ∼2700 cm−1.
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C.1.3 Functionalisation Defect
The third type is covalently functionalised sp3 type defects [180,181]. Conventionally, the
carbon nanotube is modified by acid oxidation, such as sonication or boiling of CNT in
nitric or sulfuric acid. The purpose of acid treatment is to open the cap of CNT or create
a hole in the tube’s wall. Meanwhile, the carboxylic groups (-COOH) can be introduced
to separate the CNT into a stable dispersive solution without using surfactant [359,360]. The
oxdised CNTs possess a better electrical conductivity and it can be used to make a conduc-
tive and transparent thin film with surface resistivity of 2.5 kΩ/ (conductivity=108 S/cm)
which is better than the surfactant wrapped CNT film (conductivity=17 S/cm). However,
the ID of acid-treated CNT is significantly increased which is accounted by the doping ef-
fect during the oxidation [208]. Recently, it is reported that a new photoluminance peak is
Fig. C.4 (a) A functional group is attached to the wall of CNT. (b) The functional group increases the
intensity of D-band dramatically.
generated from a aryl group functionalised SWCNT, as shown in Fig. C.4 (a). It attributes
to the enhancement of the exciton-phonon coupling [182]. However, the ID is increased after
functionalisation. Fig. C.4 (b) plots the Raman spectra of pristine and functionalised CNT.
It can be seen that the ID is significantly increased (see Fig. C.4 (b). Therefore, Raman
spectroscopy is essential for evaluating the quality of carbon-based materials.
C.1.4 Finite-edge Defect
The fourth type defect is the finite edge of 2D carbon materials, such as graphene sheets [361,362],
HOPG [362] and graphene ribbons [363]. The different geometries of edge (zigzag or arm-
chair) result in the distinct distribution of density of states [363] and Raman spectra. By
identifying the D-band and D′-band, the existence and the types of graphene edge can be
distinguished.
The Raman spectrum of the perfect graphene does not show the defect-induced bands,
as shown in the spectrum 3 in Fig. C.5 (a). The D′-bands are split from the G-bands as
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measuring the edges of graphene (see the spectrum 1 and 2 in Fig. C.5 (a)). The ID of
armchair edge is approximately 4 times higher than the zigzag edge. Fig. C.5 (b) shows
the defect-induced Raman double resonance (DR) process and the elastic scattering (dashed
line, ~d) is due to the finite edge in this case [362,364]. However, only the armchair edge can
fulfill the DR condition because the ~d of zigzag edge (green vector in Fig. C.5 (c), ~dz) is not
able to connect the adjacent K point. Hence, the armchair edge exhibits an intense D-band.
It should be mentioned that the D-band of zigzag edge should be absent, but the due to the
imperfections of the atoms on the edges. The Raman scattering is possibly to occur.
Fig. C.5 (a) The Raman spectra of the armchair edge (spectrum 1), zizag edge (spectrum 2), and HOPG
(spectrum 3). The insert is the optical image of the regions measured by the Raman spectroscopy. (b)
Schematic diagram of defect-induced double resonance Raman scattering. The ~dz is a elastic phonon
vector generated by defect. (c) The right panel represents the armchair and zigzag edges in real space and
left panel illustrates the DR in the BZ. The ~da and ~dz are labeled in red and green.
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Table D.1 Comparison of growth rate : The highest growth rate is 11.1 µm/s [266], and ours is 440 nm/s
which is the highest among using iron catalyst. Furthermore, without using the oxygen-contained
reactant gas, our growth rate of VACNT is the highest.
CCVD
Rate Length Duration Temp. Catalyst Substrate Reactant Gas Water VAa Type Ref.
(nm/s) (µm) (hr) (◦C)
12 2000 48 600 Iron
nitride(aq)
SiO2 C2H2 No Yes MWb
[267]
130 7000 12 750 Fe Al2O3/SiO2 C2H4,H2 Yes Yes –
[268]
139 5000 10 700 Fe Al2O3/SiO2 C2H4,He,H2 Yes Yes DWc
[269]
162 7000 12 750 Fe Al2O3/SiO2 C2H4,H2 Yes Yes MW
[270]
278 15 15000 800 Ferrocene SiO2 Xylene Air Yes MW
[271]
1600 – – 850 Co Al2Ox Ethanol No Yes SWd
[264]
1667 1500 15 min 900 Fe-laden
alumina
SiO2 CH4,H2 No No SW
[272]
2292 2200 16 min 810 Fe Al/SiO2 C2H2,Ar Yes Yes MW
[263]
3333 2000 10 min 900 Fe(CO)5 SiO2 CO,H2 No No SW
[273]
4167 2500 10 min 750 Fe/Al2O3 SiO2 C2H4 Yes Yes SW
[265]
Mo(CO)6
11111 40000 1 900 FeCl3 Si Ethanol No No SW
[266]
9259 100000 3 950 FeCl3 SiO2 CH4,H2 No No MW
[274]
PECVD
48 5200 30 600 Fe/Al2O3 Al2O3 CH4,H2 No Yes SW
[129]
140 8.4 1 min 700 Fe Si C2H2,H2 No Yes MW
[259]
160 – – 700 Fe Si C2H2,H2 No Yes MW
[261]
160 8000 15 min 750 Co or Ni SiO2 C2H2,NH3 No Yes MW
[86]
167 100 10 min 600 Fe,Ti Si C2H2,H2 No Yes MW
[260]
PTCVD
440 264 10 min 772 Fe Al/TiN/Si C2H2,H2 No Yes MW This
work
60 36 10 min 611 Fe Al/TiN/Si C2H2,H2 No Yes MW This
work
a
VA denotes the Vertically-alligned.
b MW denotes the Multi-walled.
c DW denotes the Double-walled.
d SW denotes the Single-walled.
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Fig. E.1 The VHS of the possible SWCNTs grown form the QA/H=2 to 20%. The m- and s-SWCNT are
drawn in the blue and red curves. The plotted VHS are the EM11, E
S
22 and E
S
33.
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Table E.1 Chirality and diameter of the SWCNTs grown from the QA/H=2 to 20% at
70% power output at LFR.
QA/H (%) Type Chirality dt (nm)
20
Metallic (8,5), (10,4), (13,1) 0.9, 0.92, 1.07
Semiconducting – –
18
Metallic (9,3), (13,1) 0.86, 1.07
Semiconducting (16,0), (12,8) 1.27, 1.07
16
Metallic (8,5), (13,1) 0.9, 1.07
Semiconducting (11,7), (14,4) 1.25, 1.3
14
Metallic (9,3), (8,5), (13,1) 0.86, 0.9, 1.07
Semiconducting (15,2), (20,1) 1.28, 1.63
12
Metallic (8,5), (10,4), (13,1) 0.9, 0.99, 1.07
Semiconducting (15,2) 1.28
(13,6) 1.34
10
Metallic (10,4), (13,1), (11,5) 0.99, 1.07, 1.13
Semiconducting (11,7) 1.25
8
Metallic (9,3), (8,5), (13,1) 0.86, 0.9, 1.07
Semiconducting (15,2), (13,6), (17,1), (20,1) 1.28, 1.34, 1.39, 1.63
6
Metallic (8,5), (13,1) 0.9, 1.07
Semiconducting (16,0), (13,6), (19,0), (12,11) 1.27, 1.34, 1.51, 1.27
4
Metallic (8,5), (13,1) 0.9, 1.07
Semiconducting (19,0) 1.51
2
Metallic – –
Semiconducting (14,4), (12,8) 1.3, 1.38
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Fig. F.1 The work functions PTCVD-grown CNTs measured by Kelvin probe. (a) CNTs grown from lower
flow rate and (b) from higher flow rate.
