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Abstract
We calculate the general sum of squares function rm in the ring Zp where
p is an odd prime and the sum of two and three squares functions r2 and r3 in
the ring Zpk for k ≥ 1.
1 Introduction
The representation of elements of a ring as a sum of squares (or more generally as a
sum of powers) is a very large and old subject. In the following we attempt to give
a flavour of the type of questions that have been studied. It is not intended as a
complete survey.
Restricting ourselves to the integers for the moment, Fermat proved that every integer
is either a square or a sum of 2, 3, or 4 squares. Fermat also discovered that an odd
prime p can be expressed as the sum of 2 squares if and only if p ≡ 1 (mod 4). The
first proof of this result was provided by Euler using Fermat’s method of infinite
descent ([10] [11] [15]). Euler extended this result to show that a positive integer can
be represented as the sum of two squares if and only if each of its prime factors of
the form 4k + 3 occurs as an even power ([29]).
Diophantus, Bachet, Fermat, Descartes and Lagrange amongst others worked on the
representation of integers as the sum of three or more squares. Legendre proved in
his Essai sur la theorie des nombres (1798) that a positive integer can be written as
a sum of three squares if and only if it is not of the form 4x(8y + 7) for nonnegative
integers x and y.
In 1770, prior to Legendre’s result, Lagrange had proved that every positive integer
can be written as the sum of at most four squares. This is known as Lagrange’s
four-square theorem or Bachet’s conjecture ([17]).
The asymptotic density of the positive integers which are the sum of two squares is
zero. Landau showed that the asymptotic density of the positive integers which are
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the sum of three squares is 5
6
([20]).
Moving away from the integers, we find that the representation of elements as a sum
of squares has been studied in many other rings.
In Hilbert’s book Foundations of Geometry (1899), he stated without proof that a to-
tally positive element of any number field can be expressed as a sum of four squares in
the field. Landau proved this for quadratic number fields in 1919 and Siegel extended
the proof to all number fields in 1921 ([28]). The situation is less straightforward
when considering elements from the ring of integers rather than general elements in
the number field. For example, in the field Q(i), which has Z(i) as its ring of integers,
the element i cannot be expressed as a sum of squares of elements from Z(i).
In 1940 Niven [24] investigated imaginary quadratic number fields K = Q(
√−m)
where m is a square-free positive integer. If ZK is the ring of integers of K, Niven
showed that every element in ZK can be expressed as a sum of three squares of
elements from ZK if m≡ 3 (mod 4). He also showed that when m ≡ 1 (mod 4),
an element x + y
√−m in ZK is a sum of three squares if and only if y is an even
integer.
Results for specific real quadratic number fields are known. For example, Fritz Gotzky
showed in [13] that every totally positive integer in K = Q(
√
5) can be represented
as a sum of four squares of integers in K. Harvey Cohn considered K = Q(
√
2) in
[7] and proved that a totally positive integer a = x+ y
√
2 can be written as a sum of
four squares of integers in K if and only if y is even. He in fact provided a formula
for the number of ways such an element a could be written as a sum of four integral
squares in K. He also established a partial result for Q(
√
3).
In [6], Cogdell proved that, in a totally real number field, all sufficiently large totally
positive square free integers that are sums of three squares locally everywhere are
in fact sums of three squares globally. Schulze-Pillot showed in his survey article
[27] that the local-global principle does not apply to all totally positive integers. In
particular, if F = Q(
√
35) and where p is a prime satisfying
(
p
7
)
= 1, then no number
of the form 7p2 is a sum of three integral squares in F, even though 7 is a sum of
three integral squares locally everywhere.
In [8], Colliot-The´le´ne and Xu consider the connection between the representation
of integral elements as a sum of squares and the Brauer-Manin obstruction. An
appendix to the paper provides an example of the local-global principle in the setting
of cyclotomic fields. The authors prove that an element x in the ring of integers O of
a cyclotomic field is a sum of three squares of integers in O if and only if x is a sum
of three squares in all local completions Ov of O.
Hilbert’s seventeenth problem asks whether every real positive definite polynomial,
i.e., one which takes positive values only, can be expressed as a sum of squares of
polynomials or, if not, whether it can be expressed as a sum of squares of ratio-
nal functions. There are examples of real positive definite polynomials, such as the
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Motzkin polynomial (x2 + y2− 3z2)x2y2+ z6, which cannot be expressed as a sum of
squares of polynomials. In 1927, Artin [2] showed that such polynomials can always
be expressed as a sum of squares of rational functions. Leep and Starr [21] provided
examples of positive semidefinite polynomials in two variables which are sums of three
rational squares, but not sums of polynomial squares.
The paper by Choi, Lam, Reznick and Rosenberg [5] discusses the connection between
representing an element a in an integral domain A as a sum of n squares from the
fraction field of A and representing a as a sum of m ≥ n squares in A itself. The
authors prove that the former condition implies the latter for certain unique factori-
sation domains, regular semilocal domains and positive semidefinite polynomials in a
polynomial ring over the reals.
The above questions can also be asked about matrix elements over a ring. In a 1968
paper, Carlitz [4] proved that every two-by-two matrix over Z is a sum of a three
squares. Griffin and Krusemeyer [14] give some circumstances under which a matrix
is a sum of two squares. Newman [23] treated the case of n×n matrices over Z2 and Z
and found the minimum number of squares needed to represent such matrices. More
recently Katre and Garge [19] examined Mn(R), the n× n matrices over R, where R
is a commutative, associative ring with unity. They provided trace conditions on a
matrix in Mn(R) which ensures it is a sum of k-th powers of matrices.
Hilbert’s seventeenth problem can be extended to matrices. Gondard and Ribenboim
[9] and Procesi and Schacher [26] independently proved that matrices with positive
semidefinite polynomial function entries can be expressed as a sum of squares of
symmetric matrices with rational function entries.
In a general setting, Fernando, Ruiz and Scheiderer [12] showed that certain excellent
rings contain positive semidefinite elements which are not sums of squares.
We finally turn to the ring Zn of integers modulo n. Harrington, Jones and Lamarche
[16] determined the values of n for which every element of Zn can be written as a
sum of two squares. For a prime p and positive integer k, Burns [3] determined which
elements of Zpk can be written as a sum of two squares in the ring and then again
determined the values of n for which all elements of Zn are a sum of two squares.
In [1] Arias, Borja and Rubio counted the number of integers in Zn that are in the
image of various polynomials such as x2 + y2 and x2 + y2 + z2.
In the above contexts we also need to mention Waring’s Problem which asks for the
least positive integer g such that every element of a given ring is the sum of at most
g squares (or higher powers) of elements from the ring. Waring’s problem has been
studied on each of the rings mentioned above.
We now introduce the sum of squares function rm which counts the number of ways
an element of a ring can be written as a sum of m squares, allowing for zero as one
or more of the squares. Specifically,
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rm(n) = #{(x1, x2, ..., xm) :
m∑
i=1
x2i = n}.
Much is known about rm over the integers. Jacobi expressed rm(n) in terms of divisor
functions when m = 2,4,6 and 8, For example, in [18] he proved that
r2(n) = 4(d1(n)− d3(n))
where d1(n) and d3(n) are the number of divisors of n congruent to 1 (mod 4) and
3 (mod 4), respectively. Expressions for rm(n) are also known for other values of m,
however some of these involve terms that are not explicitly given, as they appear only
as coefficients of modular functions. Milne [22] and Ono [25] established formulas for
r4s2 and r4s2+4s for every s ≥ 1. Asymptotic expressions are also known for rm(n).
The function r2 is connected to the Gauss circle problem through the summation
function R(N) =
∑
n≤N r2(n). The generating function for rm can be expressed in
terms of the Jacobi theta function:
∞∑
n=0
rm(n)x
n = θm3 (x).
This paper considers the sum of squares function over the ring Zpk of integers modulo
pk for odd primes p and k ≥ 1. We will retain the function name rm for the number
of ways of expressing an element of Zpk as a sum of m squares. The function name
should include a subscript for p and k but hopefully the values of these integers will
be clear from each context.
We start with results for the ring Zp. When t ∈ Zp the value of rm(t) depends
on p (mod 4), m (mod 2) and
(
t
p
)
. For clarity, we have divided the result into four
parts.
Theorem 1.1. If p is an odd prime with p = 1 (mod 4) and m ≥ 0, then in Zp,
r2m+1(t) =


p2m, if t = 0
p2m − pm if t is a non-residue (mod p)
p2m + pm if t is a residue (mod p).
Theorem 1.2. If p is an odd prime with p = 1 (mod 4) and m ≥ 1, then in Zp,
r2m(t) =
{
p2m−1 + pm − pm−1, if t = 0
p2m−1 − pm−1 if t 6= 0.
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Theorem 1.3. If p is an odd prime with p = 3 (mod 4) and m ≥ 0, then in Zp
r2m+1(t) =


p2m, if t = 0
p2m + (−1)m+1pm if t is a non-residue (mod p)
p2m + (−1)mpm if t is a residue (mod p).
Theorem 1.4. If p is an odd prime with p = 3 (mod 4) and m ≥ 1, then in Zp
r2m(t) =
{
p2m−1 + (−1)mpm + (−1)m−1pm−1, if t = 0
p2m−1 + (−1)m−1pm−1 if t 6= 0.
If we restrict ourselves to the sum of two squares in the ring Zpk we have the follow-
ing:
Theorem 1.5. Let p be an odd prime with p = 1 (mod 4) and let k ≥ 1. Let t ∈ Zpk
and write t = pαβ where p ∤ β. Then in Zpk
r2(t) =
{
pk−1 (p(k + 1)− k) , if t = 0
(α + 1)(p− 1)pk−1 if t 6= 0
Theorem 1.6. Let p be an odd prime with p = 3 (mod 4) and let k ≥ 1. Let t ∈ Zpk
and write t = pαβ where p ∤ β. Then in Zpk
r2(t) =


p2⌊
k
2
⌋, if t = 0
(p+ 1)pk−1 if α is even
0 if α is odd
For the sum of three squares in the ring Zpk we have:
Theorem 1.7. Let p be an odd prime with p = 1 (mod 4) and let k ≥ 1. Let t ∈ Zpk
and write t = pαβ where p ∤ β. Then in Zpk
r3(t) =


p2k + p2k−1 − p⌈ 3k2 ⌉−1, if t = 0
(p2k−1 − p2k−α+32 )(p+ 1) if α is odd
p2k−1(p+ 1) if α is even and
(
β
p
)
= 1
p2k−1(p+ 1)− 2p2k−1−α2 if α is even and (β
p
)
= −1.
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Theorem 1.8. Let p be an odd prime with p = 3 (mod 4) and let k ≥ 1. Let t ∈ Zpk
and write t = pαβ where p ∤ β. Then in Zpk ,
r3(t) =


p2k + p2k−1 − p⌈ 3k2 ⌉−1, if t = 0
(p2k−1 − p2k−α+32 )(p+ 1) if α is odd
p2k−1(p+ 1)− 2p2k−1−α2 if α is even and (β
p
)
= 1
p2k−1(p+ 1) if α is even and
(
β
p
)
= −1.
2 Some preliminary results
Throughout this paper we will assume that p is an odd prime. We will be using the
Legendre symbol
(
t
p
)
modulo p. The floor of the real number x is written ⌊x⌋ and
defined as the largest integer ≤ x. The ceiling of the real number x is written ⌈x⌉ and
defined as the smallest integer ≥ x. If A is a set, we denote the number of elements
in A by #A.
When discussing divisibility of an integer x by a prime p, we will use the notation
pn‖x to mean that n is the highest power of p dividing x, i.e. pn | x and pn+1 ∤ x.
We will also use the notation ordp(x) = n to mean that n is the highest power of p
dividing x.
Our first observation is that in Zp the value of rm(t) depends only on
(
t
p
)
.
Lemma 2.1. Let m ≥ 1 and suppose s, t ∈ Zp with
(
s
p
)
=
(
t
p
)
. Then rm(s) = rm(t).
Proof. If
(
s
p
)
=
(
t
p
)
then t/s is a quadratic residue (mod p). Let z =
√
t/s in Zp.
Then
m∑
i=1
(xi)
2 = s ⇐⇒
m∑
i=1
(xi ∗ z)2 = t.
According to the lemma above, all information in Zp about the function rm is con-
tained in a 3× 1 vector which we will call γm and define by
γm :=

rm(0)rm(s)
rm(t)


where s is any non-residue and t is any residue (mod p). We denote the components
of γm by γm,1, γm,2 and γm,3.
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3 The Zp case: proof of theorems 1.1 - 1.4
In this section we will prove the four theorems 1.1, 1.2, 1.3 and 1.4 related to Zp. We
first prove the theorems for r1 and r2 and then establish a recurrence relation which
can be used to derive the general formulae. It is easy to see that
γ1 =

10
2

 (1)
which establishes theorems 1.1 and 1.3 for r1.
We include the proof of the case m = 2 here even though it is available elsewhere. It
requires a few lemmata.
Lemma 3.1. For each non-zero t ∈ Zp the congruence y2 = x2+ t (mod p) has p−1
solutions (x, y).
Proof. Rearranging we have y2− x2 = t (mod p). Factorising the LHS and changing
variables to u = y − x, v = y + x, which is an invertible map in Zp, we have uv = t
(mod p). For each non-zero choice for u (mod p) there is a unique value for v = t∗u−1
(mod p) which satisfies the congruence. There are therefore p− 1 solutions for (u, v)
and the number of solutions of the original congruence in terms of the variables (x, y)
is the same as the number of solutions for (u, v).
Lemma 3.2. For fixed non-zero t ∈ Zp,
∑p−1
x=0
(
x2+t
p
)
= −1.
Proof. On the one hand the lemma 3.1 says the number of solutions to the congruence
y2 = x2 + t (mod p) is p − 1. On the other hand for each fixed x the number of y
satisfying y2 = x2+ t (mod p) is 1+
(
x2+t
p
)
. Summing this number over the p x-values
and equating the result to p− 1 produces the required result.
Corollary 3.3. The number of (x, y) solutions to the congruence x2+y2 = 0 (mod p)
is {
2p− 1, if p = 1 (mod 4)
1 if p = 3 (mod 4).
For each non-zero t ∈ Zp, the number of (x, y) solutions to the congruence x2+y2 = t
(mod p) is {
p− 1, if p = 1 (mod 4)
p+ 1 if p = 3 (mod 4).
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Proof. Firstly, −1 is a quadratic residue (mod p) ⇐⇒ p = 1 (mod 4). Therefore,
x2 = −y2 has no solution if p = 3 (mod 4) other than (0, 0) and has 2(p− 1) + 1 = 2p− 1
solutions when p = 1 (mod 4). Next, if t 6= 0, the number of (x, y) satisfying
x2 + y2 = t (mod p) is
p−1∑
x=0
(1 +
(
t− x2
p
)
)
= p+
p−1∑
x=0
(
t− x2
p
)
= p+
(−1
p
) p−1∑
x=0
(
x2 − t
p
)
.
The corollary follows from Lemma 3.2.
In terms of the vector γ, Corollary 3.3 says that when p = 1 (mod 4),
γ2 =

2p− 1p− 1
p− 1

 (2)
and when p = 3 (mod 4),
γ2 =

 1p+ 1
p+ 1

 . (3)
This establishes theorems 1.2 and 1.4 for r2.
In order to establish a recursive formula for the vector γm in terms of γm−1 we need
two preliminary results.
When t is a non-residue mod p we have:
Lemma 3.4. Suppose
(
t
p
)
= −1. Then
#
{
z :
(
t− z2
p
)
= −1
}
=
{
p+1
2
, if p = 1 (mod 4)
p−1
2
if p = 3 (mod 4)
and
#
{
z :
(
t− z2
p
)
= 1
}
=
{
p−1
2
, if p = 1 (mod 4)
p+1
2
if p = 3 (mod 4)
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Proof. Since t is a non-residue, t− z2 6= 0 (mod p) for all z. From Corollary 3.3, the
equation x2 + z2 = t has p − 1 solutions (x, z) if p = 1 (mod 4) and p + 1 solutions
(x, z) if p = 3 (mod 4). Therefore, t − z2 is a quadratic residue (mod p) for p−1
2
values of z if p = 1 (mod 4) and for p+1
2
values of z if p = 3 (mod 4). Since t−z2 6= 0
(mod p), t− z2 is a non-quadratic residue (mod p) for the remaining values of z.
When t is a residue mod p we have:
Lemma 3.5. Suppose
(
t
p
)
= 1. Then
#
{
z :
(
t− z2
p
)
= −1
}
=
{
p−1
2
, if p = 1 (mod 4)
p−3
2
if p = 3 (mod 4)
and
#
{
z :
(
t− z2
p
)
= 1
}
=
{
p−3
2
, if p = 1 (mod 4)
p−1
2
if p = 3 (mod 4)
Proof. Since t is a residue, t− z2 = 0 (mod p) when z = ±√t. When p = 1 (mod 4),
Corollary 3.3 says there are p− 1 solutions (x, z) to the congruence x2 + z2 = t and
these solutions can be written as:
(0,±
√
t), (±
√
t, 0), (xi, zi)
p−5
i=1
where the solutions are arranged so that z2i−1 = z2i for all i (i.e x2i−1 = −x2i).
Excluding the solutions (0,±√t) and including z = 0, we see that t−z2 is a quadratic
residue for 1 + p−5
2
= p−3
2
values of z when p = 1 (mod 4). A similar argument can
be used when p = 3 (mod 4).
Let t ∈ Zp. By writing the congruence
∑m+1
i=1 xi
2 = t as
∑m
i=1 xi
2 = t − x2m+1, we
have:
rm+1(t) =
∑
s∈Zp
#
{
(xi)
m
i=1 :
m∑
i=1
xi
2 = s
}
×#
{
xm+1 : t− x2m+1 = s
}
= #
{
(xi)
m
i=1 :
m∑
i=1
xi
2 = 0
}
×#
{
xm+1 : t− x2m+1 = 0
}
+ #
{
(xi)
m
i=1 :
m∑
i=1
xi
2 = s1
}
×#
{
xm+1 :
(
t− x2m+1
p
)
= −1
}
+ #
{
(xi)
m
i=1 :
m∑
i=1
xi
2 = s2
}
×#
{
xm+1 :
(
t− x2m+1
p
)
= 1
}
(4)
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where s1 is a fixed non-residue (mod p) and s2 is a fixed residue (mod p) (the
particular choices do not matter due to Lemma 2.1). We can rewrite equation (4)
as
rm+1(t) = γm,1 ×#{xm+1 : t− x2m+1 = 0} +
γm,2 ×#{xm+1 :
(
t− x2m+1
p
)
= −1} +
γm,3 ×#{xm+1 :
(
t− x2m+1
p
)
= 1}.
(5)
By substituting in turn t = 0, t a non-residue and t a residue (mod p) in equation
(5), we obtain three linear equations for the components of γm+1 in terms of the com-
ponents of γm. The resulting matrix equation can then be solved. Obviously,
#{xm+1 : −x2m+1 = 0} = 1
and #{xm+1 :
(−x2m+1
p
)
= ±1} is either 0 or p − 1 depending on p (mod 4). We
can obtain #{xm+1 :
(t−x2m+1
p
)
= −1} and #{xm+1 :
(t−x2m+1
p
)
= 1} from Lemma
3.4 and Lemma 3.5. The resulting equations can be represented in matrix form as
γm+1 = A×γm when p = 1 (mod 4), and γm+1 = B×γm when p = 3 (mod 4), where
the matrices A and B are defined by:
A :=

1, 0, p− 10, p+1
2
, p−1
2
2, p−1
2
, p−3
2

 and B :=

1, p− 1, 00, p−1
2
, p+1
2
2, p−3
2
, p−1
2

 . (6)
Therefore,
γm = A
m−1 × γ1 if p = 1 mod 4
and
γm = B
m−1 × γ1 if p = 3 mod 4.
Theorems 1.1 and 1.2 now follow from the form of γ1 and γ2 and the identities:
A2 ×

 p2mp2m − pm
p2m + pm

 =

 p2m+2p2m+2 − pm+1
p2m+2 + pm+1

 for m ≥ 0,
A2 ×

p2m−1 + pm − pm−1p2m−1 − pm−1
p2m−1 − pm−1

 =

p2m+1 + pm+1 − pmp2m+1 − pm
p2m+1 − pm

 for m ≥ 1.
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Similarly, Theorems 1.3 and 1.4 follow from the identities:
B2 ×

 p2mp2m + (−1)m+1pm
p2m + (−1)mpm

 =

 p2m+2p2m+2 + (−1)mpm+1
p2m+2 + (−1)m+1pm+1

 for m ≥ 0,
and
B2×

p2m−1 + (−1)mpm + (−1)m−1pm−1p2m−1 + (−1)m−1pm−1
p2m−1 + (−1)m−1pm−1


=

p2m+1 + (−1)m+1pm+1 + (−1)mpmp2m+1 + (−1)mpm
p2m+1 + (−1)mpm

 for m ≥ 1.
4 Sum of two squares: r2
4.1 Proof of theorem 1.5: p = 1 (mod 4)
We first deal with primes p : p = 1 (mod 4) and calculate r2 in Zpk where k ≥ 1.
Since
(
−1
p
)
= 1,
√−1 exists in Zpk by Hensel’s Lemma. We make the invertible
transformation:
u = x+ y
√−1 , v = x− y√−1.
Then, for t ∈ Zpk :
#{(x, y) : x2 + y2 = t (mod pk)} = #{(u, v) : uv = t (mod pk)}.
Let t = 0. Then, uv = 0 if and only if u = 0 or v = 0 or there is an 0 ≤ α < k such
that pα‖u and pk−α|v. We have
#{u : pα‖u} = pk−α−1(p− 1) and #{v : pk−α|v} = pα − 1.
So,
#{(u, v) : uv = 0 (mod pk)} = 2pk − 1 +
k−1∑
α=0
pk−α−1(pα − 1)(p− 1)
11
= pk−1 (p(k + 1)− k) .
Next, assume pα‖t and write t = pαβ where 0 ≤ α < k and p ∤ β. Then, uv = t if
and only if u = pθδ and v = pα−θβδ−1 + npk−θ for some 0 ≤ θ ≤ α, 0 ≤ n < pk−θ and
1 ≤ δ < pk−θ with p ∤ δ. Then,
#{(u, v) : uv = t} =
α∑
θ=0
#
{
δ ∈ Zpk : 1 ≤ δ < pk−θ and p ∤ δ
}
× pθ
=
α∑
θ=0
pk−θ−1(p− 1)pθ
= (α + 1) (p− 1)pk−1.
This completes the proof of theorem 1.5.
4.2 Proof of theorem 1.6: p = 3 (mod 4)
In this section we assume p = 3 (mod 4) and determine r2 in Zpk where k ≥ 1.
We will first look at r2(0). When p = 3 (mod 4), there are no non-trivial solutions
(x, y) to x2 + y2 = 0 (mod p). Therefore,
ordp(x
2 + y2) = min{ordp(x2), ordp(y2)}. (7)
So if x2 + y2 = 0 (mod pk), both x2 and y2 must be zero (mod pk). We have,
{x : x2 = 0 (mod pk)} = {0, p⌈k2 ⌉, 2p⌈k2 ⌉, . . . , (pk−⌈k2 ⌉ − 1)p⌈k2 ⌉}.
Hence,
#{x : x2 = 0 (mod pk)} = pk−⌈k2 ⌉ = p⌊k2 ⌋
and the same result holds for y. Therefore, r2(0) = p
2⌊k
2
⌋.
Next let t ∈ Zpk and assume p2α+1‖t for some α : 1 ≤ 2α + 1 < k. Then x2 + y2 6= t
(mod pk) from (7). Hence, r2(t) = 0 in this case.
Next assume p ∤ t. Any pair (x, y) satisfying x2 + y2 = t (mod pk) is of the form
x = x1 +mp
k−1, y = y1 + np
k−1 where x1
2 + y1
2 = t (mod pk−1) and 0 ≤ m,n < p.
Then x1
2+y1
2 = t+rpk−1 for some r. Expanding the initial congruence we find that p
must divide 2x1m+2y1n+r. Since p ∤ t, one of x1 or y1 (say x1) is not divisible by p and
is thus invertible in Zp. If y1 = 0, then m = − r2x1 (mod p) and n = {0, 1, . . . , p− 1}.
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If y1 6= 0, m = −r−2y1n2x1 (mod p). In either case, there are p choices for the pair (m,n)
producing a solution to the original congruence. Therefore,
#{(x, y) : x2 + y2 = t (mod pk)} = p×#{(x, y) : x2 + y2 = t (mod pk−1)}.
From theorem 1.4, #{(x, y) : x2 + y2 = t (mod p)} = p+ 1. So, when p ∤ t,
#{(x, y) : x2 + y2 = t (mod pk)} = (p+ 1)pk−1 (8)
We now assume p2α‖t for some α : 0 < 2α < k and write t = p2αβ where p ∤ β. If,
x2 + y2 = t (mod pk), then x2 + y2 = 0 (mod p) and so x, y = 0 (mod p). Putting
x = px1, y = py1 and dividing the congruence through by p
2 we have x1
2 + y1
2 =
p2α−2β (mod pk−2). Continuing in this way, we find m,n ∈ Zpk−α such that x = pαm,
y = pαn and m2 + n2 = β (mod pk−2α). From (8) there are (p+ 1)pk−2α−1 solutions
to the congruence a2 + b2 = β (mod pk−2α). Each of these solutions (a, b) generates
pα values for m,n ∈ Zpk−α given by
m ∈ {a, a+ pk−2α, . . . , a+ (pα − 1)pk−2α},
n ∈ {b, b+ pk−2α, . . . , b+ (pα − 1)pk−2α}.
The number of solutions to x2 + y2 = pαβ (mod pk) is
(p+ 1)pk−2α−1 × pα × pα = (p+ 1)pk.
This completes the proof of theorem 1.6.
5 Sum of three squares: r3
5.1 Some preliminary lemmas
In this section we will calculate r3 in Zpk where k ≥ 1. We will use the results for r2
and the decomposition:
r3(t) =
∑
s∈Z
pk
r2(s)×#
{
z : t− z2 = s
}
. (9)
Let t = pαβ ∈ Zpk where p ∤ β. The following lemmas give the number of z ∈ Zpk
satisfying pγ‖t− z2 for each γ : 0 ≤ γ < k.
Lemma 5.1. #
{
z : z2 = 0 (mod pk)
}
= p⌊k/2⌋.
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Proof. z2 = 0 if and only if z = 0 or z = sp⌈k/2⌉ for some s : 1 ≤ s < pk−⌈k/2⌉−1.
Lemma 5.2. If t 6= 0,
#
{
z : t− z2 = 0 (mod pk)
}
=
{
2pα/2 if α is even and
(
β
p
)
= 1
0 otherwise.
Proof. If
(
t
p
)
= 1,
√
t exists in Zpk . Then t − z2 = 0 (mod pk) if and only if z =
±√t+ spk−α/2 for some s : 0 ≤ s < pα/2 − 1.
Lemma 5.3. If α is odd and γ : 0 ≤ γ < k then
#
{
z : pγ‖t− z2 (mod pk)
}
=


(p− 1)pk−1−γ/2 if γ is even and 0 ≤ γ < α
pk−(α+1)/2 if γ = α
0 otherwise.
Proof. If z = 0 , pα‖t− z2. Suppose z 6= 0 with pδ‖z. Then,
p2δ‖t− z2 for 0 ≤ δ < α
2
pα‖t− z2 for α
2
< δ < k.
(10)
The statement for γ even and less than α then follows from
#{z : pδ‖z} = (p− 1)pk−1−δ.
The statement for γ = α follows from
#{z : pδ‖z for α
2
< δ < k} =
k−1∑
δ=(α+1)/2
(p− 1)pk−1−δ
= pk−(α+1)/2 − 1.
If γ is odd but not equal to α, it is clear from (10) that ordp(t− z2) 6= γ.
Lemma 5.4. If α is even,
(
β
p
)
= −1 and γ : 0 ≤ γ < k then
#
{
z : pγ‖t− z2 (mod pk)
}
=


(p− 1)pk−1−γ/2 if γ is even and 0 ≤ γ < α
0 if γ is odd
pk−α/2 if γ = α
0 if α < γ < k.
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Proof. If z = 0 , pα‖t − z2. Suppose z 6= 0 with z = pδǫ. Then, (10) holds and the
statement for γ even and less than α follows in the same way as for lemma 5.3. When
δ = α/2, t − z2 = pα(β − ǫ2). As (β
p
)
= −1, β − ǫ2 6= 0 (mod p) and so pα‖t − z2.
Therefore, pα‖t − z2 when α/2 ≤ δ < k. The statement for the case γ = α follows
from:
#{z : pδ‖z for α
2
≤ δ < k} =
k−1∑
δ=α/2
(p− 1)pk−1−δ = pk−α/2 − 1.
If γ is odd or γ > α, it is clear from (10) that ordp(t− z2) 6= γ.
Lemma 5.5. If α is even,
(
β
p
)
= 1 and γ : 0 ≤ γ < k then
#
{
z : pγ‖t− z2 (mod pk)
}
=


(p− 1)pk−1−γ/2 if γ is even and 0 ≤ γ < α
0 if γ is odd and 0 ≤ γ < α
(p− 2)pk−1−α/2 if γ = α
2(p− 1)pk−1+α/2−γ if α < γ < k.
Proof. Suppose z 6= 0 and write z = pδǫ with p ∤ ǫ and 1 ≤ ǫ < pk−δ.
When γ is even and 0 ≤ γ < α, the calculation is the same as for lemmas 5.3 and 5.4
above.
If γ is odd and less than α, (10) shows there is no z with pγ‖t− z2.
Now, pα‖t− z2 if and only if z = 0 or pα/2+1|z or pα/2‖z and p ∤ β − ǫ2. We have:
#{z : pα/2+1|z} = pk−1−α/2 − 1
and
#{z : pα/2‖z and p ∤ β − ǫ2} = #{ǫ : 1 ≤ ǫ < pk−α/2, p ∤ ǫ and p ∤ β − ǫ2}
= (p− 1)pk−1−α/2 − 2pk−1−α/2
since p|β− ǫ2 if and only if ǫ = ±√β+np for some n with 0 ≤ n < pk−1−α/2. Adding
the three components gives the result for γ = α.
If γ > α, then pγ‖t− z2 if and only if pα/2‖z and pγ−α‖β − ǫ2. We have:
#{z : pα/2‖z and pγ−α‖β − ǫ2} = #{ǫ : 1 ≤ ǫ < pk−α/2, p ∤ ǫ, pγ−α‖β − ǫ2}
= 2(p− 1)pk−1+α/2−γ
since pγ−α‖β − ǫ2 if and only if ǫ = ±√β + npγ−α where p ∤ n and 0 ≤ n < pk+α/2−γ .
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5.2 Proof of theorem 1.7 and theorem 1.8
Let t ∈ Zpk with t = pαβ. Proving theorems 1.7 and 1.8 requires a separate calculation
for each of the possibilities for t. The four possibilities for t are: t = 0, α odd, α even
and
(
β
p
)
= 1 and α even and
(
β
p
)
= −1. In addition we need to consider p (mod 4).
We provide the calculations for a few of the eight possible cases. The calculations for
the other cases follow the same pattern.
5.2.1 The case p = 1 (mod 4) and t = 0
When t = 0, equation (9) becomes:
r3(0) =
∑
s∈Z
pk
r2(s)×#
{
z : −z2 = s
}
. (11)
Writing each s (other than s = 0) in the sum in equation (11) as s = pγb where p ∤ b,
we can use theorem 1.5 and lemma 5.2, to get:
r3(0) = p
k−1 (p(k + 1)− k) ∗ p⌊k/2⌋ +
∑
γ even
∑
b:(bp)=−1
(γ + 1)(p− 1)pk−1 ∗ 2pγ/2.
For fixed γ, #{s : pγ‖s and (b
p
)
= −1} = 1
2
(p− 1)pk−γ−1. Therefore,
r3(0) = p
k−1 (p(k + 1)− k) ∗ p⌊k/2⌋ + (p− 1)2pk−1
∑
γ even
(γ + 1)pk−γ/2−1
= pk−1 (p(k + 1)− k) ∗ p⌊k/2⌋ + (p− 1)2pk−1
⌊(k−1)/2⌋∑
γ=0
(2γ + 1)pk−γ−1
after reindexing. The two parts of the sum are evaluated as:
(p− 1)2pk−1
⌊(k−1)/2⌋∑
γ=0
γpk−γ−1 = p2k−1 − ⌊k + 1
2
⌋p2k−⌊(k+1)/2⌋ + ⌊k − 1
2
⌋p2k−1−⌊(k+1)/2⌋
and
(p− 1)2pk−1
⌊(k−1)/2⌋∑
γ=0
pk−γ−1 = p2k − p2k−1 − p2k−⌊(k+1)/2⌋ + p2k−1−⌊(k+1)/2⌋.
Manipulating the floor and ceiling functions produces the result for t = 0 in theo-
rem 1.7.
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5.2.2 The case p = 3 (mod 4) and t = 0
Now consider the case p = 3 (mod 4). Using theorem 1.6 and lemma 5.2:
r3(0) = p
2⌊k/2⌋ ∗ p⌊k/2⌋ +
∑
s 6=0
r2(s) ∗ 2pγ
= p3⌊k/2⌋ +
∑
s 6=0
(p+ 1)pk−1 ∗ 2pγ
where the sums in the two lines above are over s : s = p2γb with 0 ≤ 2γ < k, p ∤ b,(
b
p
)
= −1 and 1 ≤ b < pk−2γ. For fixed γ, the number of b satisfying the last three
conditions is 1
2
pk−2γ−1(p− 1). We therefore have:
r3(0) =p
3⌊k/2⌋ +
⌊(k−1)/2⌋∑
γ=0
1
2
pk−2γ−1(p− 1)(p+ 1)pk−1 ∗ 2pγ
=p3⌊k/2⌋ + (p+ 1)pk−1
⌊(k−1)/2⌋∑
γ=0
(p− 1)pk−γ−1
=p3⌊k/2⌋ + (p+ 1)pk−1
(
pk − pk−1−⌊(k−1)/2⌋)
=p2k + p2k−1 + p3⌊k/2⌋ − (p+ 1)p2k−2−⌊(k−1)/2⌋.
This is equivalent to the statement for t = 0 in theorem 1.8.
5.2.3 The case p = 1 (mod 4) and α odd
Theorem 1.5 shows that for s ∈ Zpk , r2(s) depends only on ordp(s). We can use (9)
and lemmas 5.2 and 5.3 in this case to get:
r3(t) = p
k−1 (p(k + 1)− k)×#
{
z : t− z2 = 0
}
+
k−1∑
γ=0
(γ + 1)(p− 1)pk−1 ×#
{
z : pγ‖t− z2
}
=
(α−1)/2∑
γ=0
(2γ + 1)(p− 1)pk−1 × (p− 1)pk−1−γ + (α + 1)(p− 1)pk−1 × pk−(α+1)/2
where the sum has been reindexed to account for even γ. The two parts of the sum
are evaluated as:
2(p− 1)2p2k−2
(α−1)/2∑
γ=0
γp−γ = 2p2k−1 − (α + 1) p2k−(α+1)/2 + (α− 1) p2k−(α+3)/2
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and
(p− 1)2p2k−2
(α−1)/2∑
γ=0
p−γ = (p− 1)(p2k−1 − p2k−(α+3)/2).
The formula in theorem 1.7 for the case when α is odd follows.
5.2.4 The case p = 1 (mod 4), α even and
(
β
p
)
= 1
We use (9), theorem 1.5, lemmas 5.2 and 5.5 in this case to get:
r3(t) = Σ1 + Σ2 + Σ3 + Σ4
where, Σ1 is the contribution to r3(t) in (9) from s = 0, Σ2 is the contribution from
s such that 0 ≤ ordp(s) < α, Σ3 comes from ordp(s) = α and Σ4 comes from s with
α < ordp(s) < k. So,
Σ1 = p
k−1
(
p(k + 1)− k
)
× 2pα/2.
After re-indexing for even γ in Σ2,
Σ2 = (p− 1)pk−1
α/2−1∑
γ=0
(2γ + 1)(p− 1)pk−1−γ
= p2k + p2k−1 − (α + 1)p2k−α/2 + (α− 1)p2k−1−α/2.
We also have:
Σ3 = (p− 1)(p− 2)(α+ 1)p2k−2−α/2
and
Σ4 = 2(p− 1)2pk−1
k−1∑
γ=α+1
(γ + 1)pk−1+α/2−γ
= 2(α + 2)p2k−1−α/2 − 2(k + 1)pk+α/2 + 2kpk−1+α/2 − 2(α+ 1)p2k−2−α/2.
Adding up the various terms gives the formula for r3(t) in theorem 1.7 when α is even
and
(
β
p
)
= 1.
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