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In tunneling spectroscopy studies of ferromagnet/superconductor (F/S) junctions, the effects of
spin polarization, Fermi wavevector mismatch (FWM) between the F and S regions, and interfacial
resistance play a crucial role. We study the low bias conductance spectrum of these junctions, gov-
erned by Andreev reflection at the F/S interface. We consider both d- and s-wave superconductors
as well as mixed states of the d + is form. We present results for a range of values of the relevant
parameters and find that a rich variety of features appears, depending on pairing state and other
conditions. We show that in the presence of FWM, spin polarization can enhance Andreev reflection
and give rise to a zero bias conductance peak for an s-wave superconductor.
74.80.Fp, 74.50+r, 74.72-h
I. INTRODUCTION
The development and refinement in recent years of new techniques in materials growth has made it possible to
fabricate superconducting heterostructures with various materials and high quality interfaces. These advances, coupled
with the continuing intense level of activity in the study of the nature of high temperature1–3 and other exotic
superconductors,4,5 has led to renewed interest in tunneling spectroscopy.
It has been demonstrated3,6,7 that this technique yields information about both the magnitude and the phase of
the superconducting pair potential (PP). This implies that the method can provide a systematic way to distinguish
among various proposed PP candidates, including both spin singlet and spin triplet pairing states.8,9 For example, it
has been argued that the observed zero bias conductance peak6,7,10–12 (ZBCP), attributed to mid-gap surface states,
is an indication of unconventional superconductivity with a sign change of the PP, as it occurs in pairing with a
dx2−y2-wave symmetry. Furthermore, the splitting of the ZBCP and the forming of a finite bias peak (FBCP) in
the conductance spectrum has been examined and interpreted13–15 as support for the admixture of an imaginary PP
component to the dominant dx2−y2 -wave part, leading to a broken time-reversal symmetry.
16,17
The same developments, and the ability to make low interfacial resistance junctions between high spin polarization
ferromagnets and superconductors, have stimulated significant efforts to study transport in these structures.18 There
have been various experiments in both conventional19–21 and high temperature superconductors22–25 (HTSC’s), as
well as re-examinations of earlier work26,27 which was performed generally in the tunneling limit of strong interfacial
barrier. Theoretical studies of the effects of spin polarized transport on the current-voltage characteristics and the
conductance in ferromagnet/superconductor (F/S) junctions have been carried out in conventional28 and, recently, in
high-temperature superconductors.29–31 The feasibility of nanofabricating F/S structures has also generated interest
in studying the influence of ferromagnetism on mesoscopic superconductivity.32
One of the important questions raised by the possibility of making high transmissivity F/S junctions was that of
studying the influence of Andreev reflection (AR)28,33–35 on spin polarized transport. In AR an electron, belonging
to one of the two spin bands, incoming from the ferromagnetic region to the F/S interface will be reflected as a hole
in the opposite spin band. The splitting of spin bands by the exchange energy in ferromagnetic materials implies that
only a fraction of the incoming incident majority spin electrons can be Andreev reflected.28 This simple argument
was used in previous studies19,20,28 to infer that the effect of spin polarization (exchange energy) was generally to
reduce AR. The sensitivity of AR to the exchange energy in a ferromagnet was employed19,20 to determine the degree
of polarization in various materials.
In this paper we will study the tunneling spectroscopy of F/S junctions. We will adopt the basic approach of Ref. 36
but we will extend and generalize it to include the effects of spin polarization, the presence of an unconventional PP
state (pure or mixed), and the existence of Fermi wavevector mismatch (FWM)37,38 stemming from the different band
widths in the two junction materials. Our aim in this paper is twofold: Firstly, to investigate and reveal novel features
in the conductance spectra arising from the interplay of ferromagnetism and unconventional superconductivity, and
secondly, to show the importance of FWM, and how its inclusion can lead to some unexpected results, even for F/s-
1
wave superconductor junctions, where we find, for example, that in some cases Andreev reflection can be enhanced
by spin polarization.
In the next section (Sec. II), we present the methods we use to obtain the amplitudes for the various scattering
processes that occur in the junction when spin polarized electrons are injected from the F into the S region. We will use
these methods to calculate the conductance of the F/S junctions. In Sec. III, we first give results for a conventional (s-
wave) superconductor in the S side, and then illustrate the unconventional case of the pairing potential by considering
both pure d- and mixed d+ is-wave symmetry. In Sec. IV, we summarize our results and discuss future problems.
II. METHODS
As explained in the Introduction, we investigate in this work F/S junctions by extending and generalizing the
techniques previously employed in the study of simpler cases without spin polarization, or for conventional supercon-
ductors. Thus, we use here the Bogoliubov-de Gennes (BdG) equations6,7,28,34,39 in the ballistic limit. We consider
a geometry where the ferromagnetic material is at x < 0, and is described by the Stoner model. We take the
usual approach28 of assuming a single particle Hamiltonian with the exchange energy being therefore of the form
h(r) = h0Θ(−x), where Θ(x) is a step function. The F/S interface is at x = 0, where there is interfacial scattering
modeled by a potential V (r) = Hδ(x),7,19,20,36 and H is the variable strength of the potential barrier. The dimension-
less parameter characterizing barrier strength36 is Z0 ≡ mH/h¯kF , where the effective mass, m, is taken to be equal
in the F and S regions. In the superconducting region, at x > 0, we assume6,7,28,36,40 that there is a pair potential
∆(k′, r) = ∆(kˆ′)Θ(x). This approximation for the PP becomes more accurate41 in the presence of FWM and allows
analytic solution of the BdG equations. We will denote quantities pertaining to the S region by primed letters.
From these considerations, the BdG equations for F/S junction, in the absence spin-flip scattering, can be written
as39 [
H0 − ρSh ∆
∆∗ −(H0 + ρSh)
] [
uS
vS
]
= ǫ
[
uS
vS
]
, (2.1)
where H0 is the single particle Hamiltonian and ρS = ±1 for spin S =↑, ↓. The exchange energy h(r) and the
PP ∆ are as defined above. The excitation energy is denoted by ǫ, and uS , vS are the electronlike quasiparticle
(ELQ) and holelike quasiparticle (HLQ) amplitudes, respectively. We take H0 ≡ −h¯2∇2/2m+ V (r) − EF,SF , where
V (r) is defined above. In the F region, we have EFF ≡ EF = h¯2k2F /2m, so that EF is the spin averaged value,
EF = (h¯
2k2F↑/2m + h¯
2k2F↓/2m)/2. We assume that in general it differs from the value in the superconductor,
ESF ≡ E′F = h¯2k′2F /2m. Thus, we take the Fermi energies to be different in the F and S regions that is, we allow for
different band widths, stemming from the different carrier densities in the two regions. Indeed, as the results in the
next Section will show, the Fermi wavevector mismatch (FWM) between the two regions has an important influence
on our findings. We will parameterize the FWM by the value of L0, L0 ≡ k′F /kF and describe the degree of spin
polarization, related to the exchange energy, by the dimensionless parameter X ≡ h0/EF .
The invariance of the Hamiltonian with respect to translations parallel to x = 0 implies conservation42 of the (spin
dependent) parallel component of the the wavevector at the junction. As we shall show, this will be an important
consideration in understanding the possible scattering processes. An electron injected from the F side, with spin
S =↑, ↓, excitation energy ǫ, and wavevector k+S (with magnitude k+S = (2m/h¯2)1/2[EF + ǫ + ρSh0]1/2), at an
angle θ from the interface normal, can undergo four scattering processes7,36 each described by a different amplitude.
Assuming specular reflection at the interface, these can be characterized as follows: 1) Andreev reflection, with
amplitude that we denote by aS , as a hole with spin, S, belonging to the spin band opposite to that of the incident
electron (ρS = −ρS), wavevector k−S (k
−
S
= (2m/h¯2)1/2[EF − ǫ + ρSh0]1/2), and spin dependent angle of reflection
θS , generally different from θ.
30 As is the case with the angles corresponding to the other scattering processes, θS , as
we shall see below, is determined from the requirement that the parallel component of the wavevector is conserved.
Even in the absence of exchange energy (h0 = 0), one has that, for ǫ 6= 0, θS (although then spin independent) is
slightly different43 from θ. When h0 > 0, the typical situation is, as we discuss later, that |θ↓| < |θ| < |θ↑|. 2) The
second process is ordinary reflection into the F region, characterized by an amplitude which we call bS , as an electron
with variables S, −k+S , −θ. The other two processes are: 3) Transmission into the S region, with amplitude cS , as
an ELQ with k′+S , and 4) Transmission as a HLQ with amplitude dS and wavevector −k′−S . Here the corresponding
wavevector magnitudes are k′±S = (2m/h¯
2)1/2[E′F ± (ǫ2 − |∆S±|2)1/2]1/2. We denote by ∆S± = |∆S±| exp(iφS±), the
different PP’s felt by the ELQ and the HLQ, respectively, as determined by k′±S . We see, therefore, that up to four
different energy scales of the PP are involved for each incident angle θ. In our considerations, which pertain to the
common experimental situation,44,45 EF , E
′
F ≫ max(ǫ, |∆S±|), we can employ the Andreev approximation7,28,33,34
2
and write k±S ≈ kFS ≡ (2m/h¯2)1/2[EF + ρSh0]1/2, k′±S ≈ k′F . It then follows that the appropriate wavevectors
for the transmission of ELQ’s and HLQ’s are at angles θ′S , −θ′S, with the interface normal, respectively. Within
this approximation the components of the vectors k±S , k
′±
S normal and parallel to the interface, can be expressed as
k
±
S ≡ (kS , k‖S), and k′±S ≡ (k′S , k‖S), in the F and S regions. From the conservation of k‖S , we have then an analogue
of Snell’s law
kFS sin θ = kFS sin θS , (2.2a)
kFS sin θ = k
′
F sin θ
′
S , (2.2b)
which has several important implications, including the existence of critical angles,46 as one encounters in well known
phenomena in the propagation of electromagnetic waves.47
Using the conservation of k‖S , the solution to Eq. (2.1), ΨS ≡ (uS, vS)T , can be expressed in a separable form,
effectively reducing the problem to a one-dimensional one. In the F region we write
ΨS(r) ≡ eik‖S·rψS(x), (2.3)
where
ψS(x) = e
ikSx
[
1
0
]
+ aSe
ik
S
x
[
0
1
]
+ bSe
−ikSx
[
1
0
]
, (2.4)
analogously, in the S region we have7
Ψ′S(r) ≡ eik‖S·rψ′S(x), (2.5)
ψ′S(x) = cSe
ik′
S
x
[
(ǫ+ΩS+/2ǫ)
1
2
e−iφ+(ǫ − ΩS+/2ǫ) 12
]
+ dSe
−ik′
S
x
[
eiφ−(ǫ− ΩS−/2ǫ) 12
(ǫ+ΩS−/2ǫ)
1
2
]
, (2.6)
with ΩS± ≡ (ǫ2 − |∆S±|2) 12 , and the appropriate boundary conditions7,36 at the F/S interface are
ψS(0) = ψ
′
S(0), ∂xψS(0)− ∂xψ′S(0) =
2mH
h¯2
ψ′S(0). (2.7)
We pause next to discuss some implications of Eq. (2.2) for the various scattering processes. In typical realizations
of ferromagnet/HTSC structures, the appropriate FWM corresponds to L0 ≤ 1.44 Consider first L0 = 1, i.e. EF = E′F .
If X > 0 it follows that kF↓ < k
′
F < kF↑, for an S =↓ incoming electron. Then, at any incident angle, Eq. (2.2) is
satisfied so that k‖ will be conserved. In this case |θ| > |θ′↓| > |θ↓|, and all the corresponding wave vectors are real. For
an S =↑ incident electron at angle |θ| > | sin−1(k′F /kF↑)|, a solution of Eq. (2.2b) for a real θ′↑ no longer exist, one has
a complex θ′↑.
47 The scattering problem does not have a solution with propagating wavevectors in the S region: there
is total reflection. The wavevectors for ELQ and HLQ have purely imaginary components along the x-axis, while their
components parallel to the interface are real. This corresponds to a surface (evanescent) wave, propagating along the
interface and exponentially damped away from it.47 An analogous, but physically more interesting, situation occurs
for AR in the particular case where |θ| is smaller than the angle of total reflection and satisfies |θ| > | sin−1(kF↓/kF↑)|.
This regime corresponds to k‖↑ > kF↓. In this case it is Eq. (2.2a) that has no solution for real angles. This means
that Andreev reflection as a propagating wave is impossible. From the condition, which follows from the Andreev
approximation, k2
↑
+ k2
‖↑
≡ k2F↓, we see that the component k↑ along the x axis must be purely imaginary,31 while k‖↑
is still real. With these considerations we then find
k↑ = −i(k2F↑ sin2 θ − k2F↓)1/2, (2.8)
where we have expressed k↑ in terms of quantities which are always real and which pertain to the F region only. As
with total reflection, there is propagation only along the interface and an exponential decay away from it. This case
differs from that of total reflection in that, since the evanescence affects only the Andreev reflected component, there
may still be transmission across the junction.
The above considerations apply a fortiori in the presence of FWM. For example, if we now consider L0 < 1, we can
see by inspection of Eq. (2.2), that there can also be total reflection for an S =↓ incident electron, when kF↓ > k′F .
This condition would imply the absence of imaginary k↑ for any incident angle and any exchange energy.
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Returning now to the basic equations, we see that by solving for ψS(x), ψ
′
S(x) in Eq. (2.4), (2.6) with the boundary
conditions given by Eq. (2.7), we can obtain the amplitudes aS , bS , cS and dS , S =↑, ↓. For each spin, there is a
sum rule, related to the conservation of probability, for the squares of the absolute values of the amplitudes. We can
thus, in a way similar to what was done in Ref. 36, express the various quantities in terms of the amplitudes aS and
bS only. These amplitudes are given by
aS =
4tSLSΓ+e
−iφS+
USS+USS− − VSS−VSS+Γ+Γ−ei(φS−−φS+)
, (2.9)
bS =
VSS+USS− − USS−VSS+Γ+Γ−ei(φS−−φS+)
USS+USS− − VSS−VSS+Γ+Γ−ei(φS−−φS+)
, (2.10)
where we have introduced the notation Γ± ≡ (ǫ − ΩS±)/|∆S±|, LS ≡ L0 cos θ′S/ cos θ, describing FWM, tS ≡
kS/kFx = (1+ ρSX)
1/2, tS ≡ kS/kFx = (1− ρSX)1/2 cos θS/ cos θ, for kS real, (−i[(1+X) sin2 θ− (1−X)]1/2/ cos θ,
for k↑ imaginary, see Eq. (2.8)). The other abbreviations are defined as: USS± ≡ tS + wS±, VSS± ≡ tS − wS±,
wS± ≡ LS ± 2iZ, Z ≡ Z0/ cos θ, where Z0 ≡ mH/h¯kF is the interfacial barrier parameter, as defined above. The
limits Z0 → 0 and Z0 →∞ correspond to the extreme cases of a metallic point contact and the tunnel junction limit,
respectively.
Given the above amplitudes, the results for the dimensionless differential conductance36 can be written down in the
standard way by computing, as a function of the excitation energy arising from the application of a bias voltage, the
ratio of the induced flux densities across the junction to the corresponding incident flux density. One straightforwardly
generalizes the methods used in previous work7,36,48 to include now the effects of unconventional superconductivity,
FWM, and net spin polarization, to obtain,
G ≡ G↑ +G↓ =
∑
S=↑,↓
PS(1 +
kS
kS
|aS |2 − |bS |2), (2.11)
where we introduce the probability PS of an incident electron having spin S, related to the exchange energy as
PS = (1 + ρSX)/2.
28 In deriving Eq. (2.11), care has to be taken to properly include the flux factors, which are,
at X > 0, different for the incident and the Andreev reflected particle. The ratio of wavevectors in the second term
on the right side of Eq. (2.11) results from the incident electron and the AR hole belonging to different spin bands.
The quantity kS in that term is real, the case of imaginary kS can only contribute to G↑ indirectly, by modifying|b↑|. It can be shown30 from the conservation of probability current36 that such a contribution vanishes for the
subgap conductance (ǫ < |∆↑±|).49 It is, furthermore, possible to express the subgap conductance in terms of the AR
amplitude only.30 At X = 0 we recover the results of Ref. 7. The suppression of the conductance due to ordinary
reflection at X 6= 0 has the same form as for the unpolarized case since the magnitude of the normal component of
the wavevectors before and after ordinary reflection remains the same.
We focus in this work (see results in the next Section) on the conductance spectrum of the charge current as given
by Eq. (2.11), but the amplitudes aS , bS , given by Eq. (2.9), (2.10) can be used to calculate many other quantities of
interest, such as current-voltage characteristics, the spin current, and the spin conductance.31 We consider also here
angularly averaged quantities and notice that Eq. (2.11) implies that the conductance vanishes for |θ| greater than
the angle of total reflection (we recall that this angle is spin dependent). We define the angularly averaged (AA)
conductance, 〈GS〉, as
〈GS〉 =
∫
ΩS
dθ cos θGS(θ)/
∫
ΩS
dθ cos θ, (2.12)
where ΩS is limited by the angle of total reflection or by experimental setup. This form correctly reduces to that
used in the previously investigated spin unpolarized situation.7 One may choose a different weight function in per-
forming such angular averages, depending on the specific experimental geometry and the strengths of the interfacial
scattering.11,48,50 However, all expressions for angularly averaged results, obtained from different averaging methods,
would still have a factor of (1 +
k
S
kS
|aS |2 − |bS |2) in the kernel of integration, and would merely require numerical
integration of the amplitudes we have already given here.
III. RESULTS
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A. Conventional pair potentials
We present our results in terms of the dimensionless differential conductance, plotted as a function of the dimen-
sionless energy E ≡ ǫ/∆0. We concentrate on the region E <∼ 1 since for larger bias various extrinsic effects, such as
heating, tend to dominate the behavior of the measured conductance.51 While our findings, and the analytic results
from Section II, are valid for any value of the interfacial scattering, we focus on smaller values of Z0, Z0 ≤ 1, where
the novel effects of ferromagnetism on Andreev reflection, and consequently on the conductance, are more pronounced
than in the tunneling limit, Z0 ≫ 1. This regime on which we focus is also that which is believed to correspond to
several ongoing experiments of F/S structures, where the samples typically have small interface resistance.24,25 To
present numerical results, we choose E′F /∆0 = 12.5, consistent with optimally doped Y Ba2Cu3O7−δ.
52,53 We will
include FWM, as parametrized by the quantity L0 introduced above, EF = E
′
F /L
2
0.
We first give some results for an s-wave PP, with a constant energy gap. This will serve to illustrate the influence
of FWM coupled with that of Z0 within a simpler and more familiar context. In this case, for any incident angle, θ,
of an injected electron the ELQ and HLQ feel the same PP with ∆S± = ∆0, and φS± ≡ 0. Therefore, the results
that we give here for the s- wave case and normal incidence (θ = 0), also correspond to the case of a PP of the dx2−y2
form, with the angle α ∈ (−π/2, π/2), between the crystallographic a-axis and the interface normal, set to α = 0.
This would represent an F/S interface along the (100) plane.
(b)
X=0, Z0=0
X=0.866, Z 0=0
(a)
0.50
1.00G
1.50
2.00
                           
0.00 0.50 1.00 1.50 2.00
E
0.00
1.00
1.50
2.00
G
0.50
FIG. 1. G(E) (Eq.(2.11)) versus E ≡ ǫ/∆0. Results are for θ = 0 (normal incidence). The curves are for Z0 = 0 (no barrier):
in panel (a) at exchange energy X ≡ h0/EF = 0 (no spin polarization) they are (from top to bottom at any E) for the FWM
values of L20 = E
′
F/EF = 1, 1/
√
2, 1/2, 1/4, 1/9, 1/16. In panel (b) they are for X = 0.866. Since the curves now cross at E = 1
they are drawn in different ways for clarity. For E > 1 they are in the same order as in panel (a) and for the same values of
L0, while for E < 1 they correspond, from top to bottom, to L
2
0 = 1/2, 1/
√
2, 1, 1/9, 1/16. The L20 = 1/4 curve overlaps with
that for L20 = 1 in this range.
In Fig. 1 we show results for G(E), given by Eq. (2.11), at θ = 0, and Z0 = 0 (this limit of no interfacial barrier
was also considered in Ref. 28). We plot results for various values of the FWM parameter L0. Panel (a) corresponds
to no polarization (X = 0) and panel (b) to high polarization X =
√
3/2 ≈ 0.866. For normal incidence, we have
tS = (1+ρSX)
1/2, tS = (1−ρSX)1/2 (as defined below Eq. (2.10)), and the subgap conductance can be expressed as
G =
32L20(1 −X2)1/2
|t↑t↓ + (t↑ + t↓)L0 + L20 − (t↑t↓ − (t↑ + t↓)L0 + L20)Γ+Γ−|2
. (3.1)
Panel (a) displays results in the absence of exchange energy. With increasing FWM (i.e. decreasing L0), the amplitude
at zero bias voltage (AZB) decreases monotonically. This effect was explained37 in previous work as resulting from
the increase in a single parameter Zeff , which combined Z0 with the effects of FWM. Our curves with FWM (L0 < 1)
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reduce in the appropriate limits to those previously found37 with L0 = 1 and Z0 → Zeff , Zeff > Z0. We will see
below that this is not the case at X 6= 0. In panel (b) we give results for high X while keeping the other parameters at
the same values as in panel (a). We notice that the presence of exchange energy gives rise to non-monotonic behavior
in the AZB. At low bias, the conductance can be enhanced with increasing FWM (compare, for example, the L0 = 1
and L0 = 1/
√
2 results), and form a zero bias conductance peak (ZBCP.) This behavior is qualitatively different
from that found in the unpolarized case and the effect of FWM can no longer be reproduced by simply increasing
the interface scattering parameter. Thus the often implied19,20 expectation that the effects of Z0 and L0 could also
be subsumed in a single parameter in the spin polarized case is not fulfilled. In this panel we have an example of
coinciding subgap conductances for L0 = 1 and L0 = 1/2. The condition for this coincidence to take place at fixed X
can be simply obtained from Eq. (3.1) as
t↑t↓/L
2
0 = L
′2
0 ⇒ (1−X2) = L′20 (L0 ≡ 1), (3.2)
where L0, L
′
0 correspond to two different values of FWM for which the subgap conductances will coincide.
We next look, in the same situation as in the previous figure, at the effects of the presence of an interfacial barrier.
(b)
(a)
X=0, Z0=1
0.00 0.50 1.00 1.50 2.00
E
0.00
0.50
1.00
1.50
G
X=0.866, Z 0=1
0.50
1.00G
1.50
2.00
                     
FIG. 2. G(E) for θ = 0 and interfacial barrier strength Z0 = 1. All the other parameters are taken as in the previous figure.
In both panels, curves from top to bottom correspond to decreasing values of L0.
In Fig. 2, we choose Z0 = 1, while keeping all the other parameters the same as in the corresponding panel of
the previous figure. In panel (a) we show results in the absence of spin polarization. A finite bias conductance peak
(FBCP) appears at the gap edge. It becomes increasingly narrow with greater FWM (smaller L0). Its amplitude is 2,
independent of L0. In panel (b), at X = 0.866, the conductance curves display similar behavior, but with a reduced
FBCP at the gap edge. From Eqs. (2.9), (2.10), and (2.11), the amplitude of the FBCP in this case is
G(E = 1) =
4(1−X2)1/2
1 + (1−X2)1/2 . (3.3)
An interesting feature of this result is that it depends only on the exchange energy (spin polarization) and not on the
FWM parameter or the barrier strength. It can be shown that this property holds for all angles of incidence. This
is in contrast with the value of the zero bias conductance which depends, both for normal incidence and for other
angles, on the value of the FWM. This dependence could introduce difficulties in the accurate determination of spin
polarization from the AZB.19,20 The gap edge value is less susceptible to these problems.
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Z0=0
0.00 0.50 1.00 1.50 2.00
E
0.00
1.00
1.50
2.00
G
0.50
                     
FIG. 3. Evolution of the zero bias conductance, G(E) for θ = 0. Results are given at Z0 = 1 for X determined from Eq. (3.4)
and values of L0 as in Fig. 1. From top to bottom the curves correspond to values of (L
2
0, X) given by (1, 0), (1/
√
2, 1/
√
2),
(1/2, 0.866), (1/4, 0.968), (1/9, 0.994), and (1/16, 0.998).
The presence of spin polarized carriers, due to nonvanishing exchange energy, is usually held20,28,29 to result in
the suppression of Andreev reflection and thus in a reduction of the subgap conductance. A simple explanation,28
which neglects the effects of FWM, predicts that the AZB should monotonically decrease with increasing X , because
of the reduction of Andreev reflection, when only a fraction of injected electrons from the majority spin band can be
reflected as holes belonging to the minority spin band. This follows from the reduction of the density of states in the
minority spin band with increasing X , and eventually causes the subgap conductance to vanish for a half-metallic
ferromagnet when X → 1.
(b)
(a)
                      
0.50
1.00
1.50
<
G
>
X=0.866, Z 0=0
X=0.866, Z 0=1
0.00 0.50 1.00 1.50 2.00
E
0.00
0.50
1.00
1.50
<
G
>
FIG. 4. 〈G(E)〉, the θ averaged conductance, for an s-wave PP and the same values of X, L0 as in panels (b) of Figs. 1, 2,
respectively. In both panels curves from top to bottom, at E = 2, correspond to decreasing L0.
We now proceed to examine whether these findings are modified when FWM is taken into account. In Fig. 3,
which shows results at Z0 = 0 and normal incidence, we consider the evolution of the conductance curves for different
values of X and L0 chosen to yield maximum AZB, (G(E = 0) = 2), starting from the step-like feature at L0 = 1
and X = 0 (see Fig. (1)). The condition for maximum AZB at fixed FWM and polarization can be derived30 from
Eq. (3.1) and is
k↑k↓ = k
′2
F ⇒ (1−X2)1/2 = L20. (3.4)
We have used this equation to determine the optimal value of X for each value of L0 used in Figs. 1, 2. The
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resulting curves are plotted in Fig. 3. This figure reveals several interesting features. With the increase of FWM and
the correspondingly larger optimal spin polarization (according to the value of X found from Eq. (3.4)), a ZBCP
forms. This is a novel effect in which the peak arises from a mechanism completely different from the one usually put
forward, where the ZBCP is attributed to the presence of unconventional superconductivity. In that case, the ZBCP
is produced by the sign change of the PP and the concomitant formation of Andreev bound states.6,7,12 Furthermore,
if we compare these curves with those in panel (b) of Fig. 1, we see that the subgap conductance can increase with
increasing spin polarization at fixed L0. This implies that Andreev reflection can be enhanced by spin polarization.
We now turn to angular averages (AA). In Fig. 4 we show angularly averaged results, obtained from the expression
for 〈G〉, Eq. (2.12). The averaged results are no longer equivalent (as in the previous figures with normal incidence)
to the case of a dx2−y2 PP with an F/S interface along the (100) plane: the angular dependence of the PP would
then modify the results. Each of the two panels shown includes results for the same set of parameter values used in
panels (b) of Figs. 1, and 2, respectively. In panel (a) of the current figure we show how the novel features previously
discussed are largely preserved after angular averaging. There is still formation of a ZBCP with increased FWM and
the AZB retains its non-monotonic behavior with L0, as in the case of fixed normal incidence. The angularly averaged
results in panel (b), at Z0 = 1, display behavior similar to that found in the θ = 0 case, with the conductance peak
at E = 1 becoming sharper at increasing FWM.
B. Unconventional pair potentials
We next consider an angularly dependent PP, specifically that for a dx2−y2 pairing state. With this PP we have
different, spin dependent, PP’s for ELQ’s and HLQ’s. These are given respectively by ∆S± = ∆0 cos(2θ
′
S±), where θ
′
S±
can be expressed as θ′S± = θ
′
S ∓α (we recall that α is the angle between the interface normal and the crystallographic
a-axis, and θ′S is related to θ through Eq. (2.2)).
(b)
(a)
Z0=0, L0=1
Z0=0  L0=1
α=pi/4
α=pi/4
0.50
1.00G
1.50
2.00
                     
X=0.5 (solid)     X=0.866 (dashed)
0.00 0.50 1.00 1.50 2.00
E
0.00
1.00
1.50
2.00
G
0.50
FIG. 5. G(E) for θ = π/10, α = π/4, Z0 = 0, and L0 = 1. In (a) the curves are for X = 0, 0.5, 0.7, 0.8, 0.866, 0.95, (top to
bottom at E = 0). In (b), we plot the spin resolved conductance, for two values of X. The upper curve at E > 1 corresponds
to G↑, and and lower curve to G↓.
In Fig. 5 we give some of our results for d-wave pairing and α = π/4 (interface in the (110) plane), in the absence
of both interfacial barrier and FWM and at a fixed θ = π/10, for various values of X . Panel (a) shows curves for
the total conductance as it evolves from a step-like feature at X = 0 to a zero bias conductance dip (ZBCD) for
large spin polarization. The width of the plateau at X = 0 is determined by a single energy scale set by the equal
magnitudes of the PP’s for ELQ and HLQ in that case, as given by ∆S+ = ∆S− < ∆0, S =↑, ↓. As the exchange
energy is increased, kF↑ and kF↓ are no longer equal. As one can see from Eq. (2.2b), it follows that θ
′
↑ 6= θ′↓ and
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thus ∆↑± 6= ∆↓±. These two different energy scales are responsible for the position of various features, such as the
several finite bias conductance peaks (FBCP’s) that are seen.
(b)
(a)
Z0=0,   L0=1
α=pi/6
Z0=0,   L0=1
α=pi/60.50
1.00G
1.50
2.00
                     
X=0.5 (solid)   X=0.866 (dashed)
0.00 0.50 1.00 1.50 2.00
E
0.00
1.00
1.50
G
0.50
2.00
FIG. 6. G(E) for θ = π/10, α = π/6, Z0 = 0, and L0 = 1. In both panels ordering and values of X for each curve are as in
Fig. 5.
In panel (b) we show the spin decomposition G = G↑ + G↓, which better reveals these scales, at two different
exchange energies. At X = 0.5, the shapes of G↑, G↓ are only slightly modified from those in the unpolarized case.
(b)
(a)
α=pi/4
α=pi/6
Z0=1   L0=1
                      
0.50
G 1.00
1.50
2.00
Z0=1,   L0=1
0.00
0.50
1.00
1.50
2.00
G
0.00 0.50 1.00 1.50
E
FIG. 7. G(E) for θ = π/10, Z0 = 1, and L0 = 1. In both panels curves (top to bottom at E = 0) correspond to
X = 0, 0.5, 0.7, 0.8, 0.9. In (a) α = π/4, and in (b) α = π/6.
At larger exchange energy, X = 0.866, the situation is very different, as shown in the figure. We also see, in panel
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(b), that as stated in the previous section, the evanescent wave associated with the imaginary k↑ does not contribute
to the subgap conductance G↑.
In general, for an arbitrary orientation of the F/S interface, α 6= 0, π/4, at a fixed θ, all the four spin dependent
PP’s for ELQ and HLQ will have different magnitudes. There are, therefore, specific features at four different energy
scales. It is only for the particular and atypical (but often chosen in theoretical work) case of α = π/4 that these four
scales reduce to two.
In Fig. 6 we show the general behavior by choosing α = π/6, while retaining the values of all the other parameters
from the previous figure. One can easily calculate, for example, that at X = 0.5 the normalized values of the PP are,
in units of the gap maximum, ∆0, |∆↑+| = 0.963, |∆↑+| = 0.250, |∆↓+| = 0.822, |∆↓−| = 0.083. These numbers can
also be approximately inferred from the spin resolved results given by the solid lines in panel (b).
(b)
(a)
α=pi/4
Solid lines: d wave
Solid lines: d wave
Dotted lines: d+is
Dotted lines: d+is
Z0=1,   L0=1
α=pi/6
Z0=1,   L0=1
                     
0.50
1.00
1.50
<
G
>
2.00
0.00
0.50
1.00
1.50
2.00
<
G
>
0.00 0.50 1.00 1.50
E
FIG. 8. 〈G(E)〉, at Z0 = 1, and L0 = 1 for dx2−y2 , and dx2−y2 + is pair potentials. The latter is of the form
∆S± = ∆0 cos(2θ
′
S±) + i0.1∆0. In panel (a) α = π/4 and in (b) α = π/6. From top to bottom (at E = 0), the curves
correspond to X = 0, 0.5, 0.9, in both panels and for each pair potential.
We next turn to the case where there is a nonvanishing potential barrier, choosing for illustration the value Z0 =
1. In the absence of spin polarization, the formation of a ZBCP at finite barrier strength has been extensively
investigated6,7,10 and explained by Andreev bound states in the context of d-wave superconductivity. We will consider
here also the effects of X , not included in previous work. In Fig. 7 we show results for various values of X at α = π/4.
(in panel (a)) and α = π/6 (panel (b)). One can see that for intermediate values of X the conductance maximum is
at finite bias. Comparing the two panels, one sees that the AZB at a fixed X 6= 0 is larger for α = π/4, in agreement
with the results obtained for the unpolarized case where, at zero bias, the spectral weight is maximal6 for a (110)
interface. For a different choice of incident angle θ there will be, if the values of all other parameters are held fixed,
a change in the effective barrier strength for various scattering processes. We recall (see below Eq. (2.10)), that
Z = Z0/ cos θ, and with an increase in |θ| typically there will be, as in the unpolarized case,54 a decrease in the
amplitude for Andreev reflection and an increased amplitude for ordinary reflection.
Results such as those discussed above can be obtained as a function of angle, and the angular average can then be
computed from Eq. (2.12). We will combine showing some of these angularly averaged results with a brief study of
another point: it is straightforward to use the formalism discussed here to examine more complicated superconducting
order parameters. A question that has given rise to a considerable amount of discussion is that of whether the
superconducting order parameter in high Tc materials is pure d-wave or contains a mixture of s wave as well, with
an imaginary component, so that there would not be, strictly speaking, gap nodes, but only very deep minima. With
this in mind, the effect of a possible “imaginary” PP admixture (for example in a d + is form) on Andreev bound
states has also been recently studied.13–15 We consider this question here, including the effects of polarization. In
Fig. 8, we illustrate the difference in the angularly averaged conductance values obtained for a pure dx2−y2 PP and
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for a mixed dx2−y2 + is case. We choose the particular form ∆S± = 0.9∆0 cos(2θ
′
S±) + i0.1∆0. The phase of the PP,
φS±, is no longer equal to π or 0 as in the pure d-wave case. We give AA results for several values of X , both for the
pure d and the mixed d+ is cases.
(b)
(a)
 L0=1/2 (solid), L0=1/3 (dashed)
Z0=0,  α=pi/4
Z0=0,  α=pi/6
 L0=1/2 (solid), L0=1/3 (dashed)
                     
0.50
1.00
1.50
2.00
G
0.00 0.50 1.00 1.50 2.00
E
0.00
1.00
1.50
2.00
0.50
G
FIG. 9. G(E) for θ = π/10, Z0 = 0, and L0 = 1/2, L0 = 1/3. In panel (a) α = π/4 and in (b) α = π/6. From top to bottom,
at E = 0, curves correspond to X = 0, 0.5, 0.8, in both panels and for each pairing potential.
The former represents the angular average of results similar to those previously displayed.
(b)
(a)
 L0=1/2 (solid), L0=1/3 (dashed)
 L0=1/2 (solid), L0=1/3 (dashed)
Z0=1,  α=pi/4
Z0=1,  α=pi/6
0.00 0.50 1.00 1.50 2.00
E
0.00
1.00
1.50
2.00
0.50
G
                     
0.50
1.00
1.50
2.00
G
FIG. 10. Conductance curves for θ = π/10 at Z0 = 1 with the same parameters and ordering as in Fig. 9.
As in the unpolarized case,14,29 the is admixture in the PP is responsible for a FBCP, approximately at E = 0.1.
The conductance maximum is reduced with increasedX and with departure from a (110) oriented interface. Replacing
11
the dx2−y2 + is PP by a “real” admixture dx2−y2 + s (taking again 0.1∆0 for the s-wave part) gives results almost
indistinguishable from the pure d-wave for any value of spin polarization.
To show the effects of FWM on conductance for a pure d-wave PP we take L0 = 1/2, 1/3 and give results at the
fixed angle, θ = π/10, previously considered. In Fig. 9 we show curves at Z0 = 0 and α = π/4 (panel (a)), and for
α = π/6 in panel (b). It is useful to compare this figure to panel (a) in Figs. 5, and 6, corresponding to no FWM
for α = π/4 and π/6, respectively. In the absence of spin polarization the effect of FWM resembles the influence of
a nonvanishing barrier strength, Z0, and leads to the formation of a ZBCP, which becomes increasingly narrow for
smaller L0. The effect of moderate spin polarization (X <∼ 0.5, for comparison with the above mentioned figures) on
the AZB is rather small for L0 = 1, 1/2 but it is significantly larger at L0 = 1/3. In the next figure, Fig. 10, we use
Z0 = 1 and the same parameters as in the previous figure, so that the influence of barrier strength can be gauged.
One sees that in the presence of spin polarization the position of the conductance maximum depends on FWM. With
increasing mismatch, the FBCP evolves into a ZBCP. By comparing the curves corresponding to L0 = 1 in Fig. 7
with those for smaller L0 in Fig. 10 , it is interesting to notice that an effect similar to that discussed previously
for s-wave PP without an interfacial barrier and at normal incidence is also manifested in other regimes, in that the
conductance maximum can actually be enhanced, in the spin polarized case (at fixed X), by the FWM.
IV. CONCLUSIONS
In this paper we have studied the conductance spectra of ferromagnetic/superconductor structures. The expressions
for Andreev reflection and ordinary reflection amplitudes which we have given, allow one to simply obtain other
quantities of interest such as current-voltage characteristics or conductance spectra for spin current.31 We have
developed the appropriate extensions of the standard approach and approximations used in the absence of spin
polarization. This has enabled us to present analytic results. Within these approximations, and with the inclusion
of FWM, we have shown a number of important qualitative differences from the unpolarized case or from that where
spin polarization is included in the absence of FWM.
Our considerations may also be important in the interpretation of recent experiments19,20 attempting to use tun-
neling to measure the degree of spin polarization in the ferromagnetic side of the junction, since the experimental
determination of spin polarization in a ferromagnet is a very difficult and important experimental question in its own
right. As we have shown, the ZBCP is sensitive to both spin polarization and FWM, while the gap edge amplitude
depends only on X . It is then not possible to straightforwardly determine the spin polarization by using the results for
the amplitude of the zero bias conductance unless the appropriate FWM of the F/S structure is known and properly
taken into account. Furthermore, FWM can not, unlike in the unpolarized case,37 be simply described by a rescaled
value of the interfacial barrier strength.
The procedures used here have the advantages of simplicity and of allowing for analytic solutions. These advantages
have enabled us to investigate widely the relevant parameter space. We have left for future work considerations that
would have diminished these advantages. Among these are the question of the self consistent treatment of the PP,
inclusion of spin-flip scattering or of a more realistic band structure, and non-equilibrium transport. However, we
believe that the the methods we have employed are sufficient to elucidate the hitherto unappreciated subtleties and
the richness and variety of the phenomena associated with spin polarized tunneling spectroscopy.
We hope that our work, as reported here and in Ref. 30, will prompt additional experiments and theoretical work. In
particular, an important clue about spin polarized transport would be provided by measurements of the spin resolved
conductance. Indeed, we have already become aware of two very recent related preprints leading into these directions,
one55 on Andreev reflection and spin injection into s- and d-wave superconductors, and another56 discussing, in
conventional superconductors, out of equilibrium enhanced Andreev reflection with spin polarization.
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