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Abstract—This paper studies decentralized convex optimiza-
tion problems defined over networks, where the objective is to
minimize a sum of local smooth convex functions while respecting
a common constraint. Two new algorithms based on dual av-
eraging and decentralized consensus-seeking are proposed. The
first one accelerates the standard convergence rate O( 1√
t
) in
existing decentralized dual averaging (DDA) algorithms to O( 1
t
),
where t is the time counter. This is made possible by a second-
order consensus scheme that assists each agent to locally track
the global dual variable more accurately and a new analysis of
the descent property for the mean variable. We remark that,
in contrast to its primal counterparts, this method decouples
the synchronization step from nonlinear projection, leading to
a rather concise analysis and a natural extension to stochastic
networks. In the second one, two local sequences of primal
variables are constructed in a decentralized manner to achieve
acceleration, where only one of them is exchanged between
agents. In addition to this, another consensus round is performed
for local dual variables. The convergence rate is proved to be
O(1)( 1
t2
+ 1
t
), where the magnitude of error bound is showed to be
inversely proportional to the algebraic connectivity of the graph.
However, the condition for stepsize does not rely on the weight
matrix associated with the graph, making it easier to satisfy
in practice than other accelerated methods. Finally, comparisons
between the proposed methods and several recent algorithms are
performed using a large-scale LASSO problem.
Index Terms—Decentralized optimization, constrained opti-
mization, acceleration, stochastic network, dual averaging.
I. INTRODUCTION
Decentralized optimization has received increasing attention
recently due to its fundamental role in engineering design,
especially of modern cyber-physical systems such as federated
learning and multi-agent control systems. The problem therein
usually can be cast as a group of spatially separated nodes
cooperatively optimizing the sum of their local objective
functions with only peer-to-peer communication. For a de-
tailed overview of decentralized optimization and its various
applications, please refer to [1], [2].
Depending on whether or not constraints can be handled,
the algorithms in the literature can be classified into two
categories. For unconstrained problems, the authors in [3],
[4] developed the decentralized gradient descent (DGD) with
constant stepsizes, where local decision variables are guided
by local gradients and a consensus protocol based on doubly
stochastic matrices. However, since local gradients evaluated
at the global consensual optimum are not necessarily zero, two
forces driven by consensus and local gradient flows will con-
flict with each other, therefore preventing exact optimization,
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that is, there exists a gap between the accumulation point and
the global optimum. Several efforts have been made to over-
come this drawback. For example, the authors in [5] proposed
the EXTRA algorithm that adds a cumulative correction term
in the iteration of DGD. Alternatively, an additional gradient-
tracking process based on the dynamic average consensus
scheme [6] can be used. It is shown in [7], [8] that for
unconstrained smooth optimization the algorithm steered by
the approximated gradient achieves an exact solution with an
O( 1t ) rate, where t is the time counter. Based on this idea,
the accelerated decentralized Nesterov gradient descent was
further reported in [9] to accelerate the convergence rate to
O( 1t1.4− ) for some  ∈ (0, 1.4) at the expense of another com-
munication round. By modeling the decentralized optimization
problem as a linearly constrained one, centralized primal-dual
paradigms such as the augmented Lagrangian method (ALM)
[10], the alternating direction method of multipliers (ADMM)
[11] and the dual ascent [12] can also be used to design
decentralized algorithms. In this framework, an accelerated
primal-dual method was presented in [13], where the rate is
improved to O(1)( 1t2 +
1
t ).
The design of a decentralized algorithm for constrained opti-
mization is more challenging. Early method in [14] is based on
the projected subgradient method and peer-to-peer diffusion,
where the stepsize was made decaying for convergence. To use
a constant stepsize and improve the performance, a variant
of EXTRA (PG-EXTRA) was developed in [15], where the
constraint is generalized as a nonsmooth indicator function
and handled via the proximal operator. An O( 1t ) convergence
rate is stated in terms of the successive difference of vari-
ables. Recently the authors in [16] proposed an accelerated
decentralized penalty method (APM) with an O(1)( 1t2 +
1
t )
convergence rate, where the constraint can be also treated as
the nonsmooth part of the objective. It is worth to mention
that in [14]–[16] the local estimates about the optimum are
directly generated in the constraint set that is contained in the
primal vector space of variables. There are also some schemes
available in the literature where the minimizer seeking process
imitates dual methods such as decentralized mirror descent
[17]–[19] and decentralized dual averaging (DDA) [20]–[23].
The concept of dual methods was coined in [24], where a
recursively updated dual model of the objective in conjunction
with a prox-function establishes the mapping from the dual
space to the primal in order to substantially shrink the error
bound in non-Euclidean geometries. For example, the authors
in [20] developed a DDA algorithm where the global dual
variable is gradually learned by a consensus scheme, and
demonstrated that minimizing the approximate linear model
of the global objective helps bypass the difficulty caused by
projection in decentralized primal methods. Recent work in
[22] introduced another averaging step to standard DDA to
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reap a non-ergodic convergence property, which helps deal
with decentralized optimization with coupled constraints. For
problems defined over time-varying and unbalanced networks,
a DDA method with the push-sum technique was reported
in [23]. Note that other centralized methods for constrained
optimization such as the Frank-Wolfe method [25] and primal-
dual methods have also been used to develop decentralized
algorithms [26]–[28], and the best convergence rate achieved
so far for these methods is O( 1t ).
Although decentralized dual methods in the literature have
demonstrated advantages over their primal counterparts in
terms of handling constraints and time-varying communication
networks, and analysis complexity, all the results reported
so far focused only on nonsmooth problems and have a
convergence rate of O( 1√
t
). Considering this, a question
naturally arises: If the objective functions exhibit some desired
properties, e.g., smoothness, is it possible to accelerate the
convergence rate of DDA to O( 1t ) or even faster? We provide
affirmative answer to this question in this work. The main
results and contributions are summarized in the following:
• To achieve an O( 1t ) convergence rate, we propose a
second-order consensus scheme that assists each agent to
locally track the global dual variable more accurately than
that in [20]. With the new dual estimate, the accumulation
of error over time between local primal variables and
their mean is proved to admit an upper bound in terms
of the successive difference of mean variables. This
together with a rigorous investigation of the descent
property of the mean variable yields an O( 1t ) convergence
rate. We then show that the proposed method naturally
lends itself to the case with stochastic communication
primarily because the synchronization is sought purely
in the dual vector space and is not coupled with the
projection operation, a feature that existing decentralized
constrained optimization methods do not have.
• To further accelerate the convergence rate, we consider
increasing weights for new gradients entering the linear
model of the objective [29]. For decentralized implemen-
tation, a first-order consensus protocol is used to track
the global dual variable. Then two local sequences of
primal variables are recursively generated using another
consensus round and a prox-mapping for the tracked
dual variable. The convergence rate is proved to be
O(1)( 1t2 +
1
t ), where the convergence constant is related
to the second largest singular value of the mixing matrix.
In contrast to existing methods [16], the stabilizing step-
size does not rely on the mixing matrix, therefore making
it much easier to choose in practice and speeding up the
convergence. Numerical comparison results based on a
large-scale LASSO problem illustrate the advantage of
the proposed method.
Notation: Let R and Rn represent the set of reals and the
n-dimensional Euclidean space, respectively. Notation ‖·‖p
denotes the lp-norm operator in this space for some p ≥ 1.
We denote by 1 a column vector of all ones, where the
dimension shall be understood from the context. Given a
matrix P ∈ Rn×n, its spectral radius is denoted by ρ(P ), and
its eigenvalues and singular values are denoted by λ1(P ) ≥
λ2(P ) ≥ · · · ≥ λn(P ) and σ1(P ) ≥ σ2(P ) ≥ · · · ≥ σn(P ),
respectively.
II. PROBLEM STATEMENT AND PRELIMINARIES
A. Problem Statement
We consider the multi-agent optimization problem given by
min
x∈X
n∑
i=1
fi(x) (1)
where fi : Rm → R, i ∈ N[1,n] represents the local objective
function privately known by agent i, x ∈ Rm stands for
the common decision variable, and X ⊆ Rm denotes the
constraint set that is assumed to be convex and compact.
Throughout this paper, we denote one of the minimizers by
x∗. For (1), the following standard assumption is made.
Assumption 1. Each fi(x), i ∈ N[1,n] is convex and has
Lipschitz continuous gradients with parameter L, i.e.,
‖Ofi(x)− Ofi(y)‖2 ≤ L‖x− y‖2,∀x, y ∈ X ,
where Ofi denotes the gradient of fi.
A direct consequence of the above assumption is
fi(y) ≤ fi(x) + 〈Ofi(x), y − x〉+ L
2
‖x− y‖22,∀x, y ∈ X .
We use an undirected graph G = {V, E} to describe
the communication pattern between agents, where V =
{1, · · · , n} denotes the set of n agents and E ⊆ V × V
represents the set of undirected channels that connect agents,
that is, the pair (i, j) ∈ E for i, j ∈ V indicates that there exists
a link between node i and j. For each communication link
(i, j) ∈ E , a positive weight pij is assigned. Agent j is said to
be a neighbor of i if there exists a link between them, and the
set of i’s neighbors is denoted byNi = {j ∈ V|(j, i) ∈ E}. We
make the following assumption for the graph and the weight
matrix P = [pij ] to ensure that σ2(P ) < 1 [22].
Assumption 2. The graph G = (V, E) is connected. P =
[pij ] is a doubly stochastic weight matrix, i.e., P1 = 1 and
1TP = 1T, and has a strictly positive diagonal. i.e., pii > 0.
Given a connected network, typical rules to construct a
weight matrix P satisfying Assumption 2 include the constant
edge weights and the Metropolis-Hastings algorithm [30].
B. Preliminaries
Let E be a finite dimensional linear vector space, and E∗
its dual space. For some x ∈ E and y ∈ E∗, denote the value
of the linear function y evaluated at x by 〈y, x〉. If E = Rm,
then E∗ = Rm and 〈y, x〉 = yTx for x, y ∈ Rm. For a given
(fixed) norm ‖·‖ associated with this space, the dual norm is
defined as
‖y‖∗ = max‖x‖≤1〈x, y〉.
In this work, we consider that the test point xt and the
gradient Of(xt) belong to the primal and dual vector space,
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respectively. In what follows, we stay with the l2-norm whose
dual norm is itself for brevity.
Definition 1. A function d(·) : X → R is 1-strongly convex
on X with respect to ‖·‖2, if
d(y) ≥ d(x) + 〈Od(x), y − x〉+ 1
2
‖y − x‖22,∀x, y ∈ X .
Definition 2. The convex conjugate of function d(·) : X →
R is denoted as
d∗(y) = max
x∈X
{〈y, x〉 − d(x)},∀y ∈ Rm.
According to Danskin’s Theorem [31], we have the follow-
ing lemma.
Lemma 1. If function d(·) is 1-strongly convex and differen-
tiable, then
Od∗(y) = argmax{〈y, x〉 − d(x)}.
In addition, for any x, y ∈ Rm, we have∥∥Od∗(x)− Od∗(y)∥∥
2
≤ ‖x− y‖2. (2)
Definition 3. For x, y ∈ X , the Bregman divergence induced
by a differentiable function d(·) is defined as
Dd(x, y) = d(x)− d(y)− 〈Od(y), x− y〉.
Without loss of generality, we focus on the case with m = 1
for ease of notation in the remaining sections, i.e., 1⊗Im = 1,
P ⊗ Im = P .
III. DEVELOPMENT OF ALGORITHMS
A. Fast Decentralized Dual Averaging
The decentralized methods in this work are based on the
dual averaging (DA) method in [32]. The DA generates
sequences of estimates about the minimizer ({xt}t≥0) and the
dual variable ({∑tk=0Of(xk)}t≥0) according to the following
rule:
xt+1 = Od∗
(
− at
t∑
k=0
Of(xk)
)
(3)
where
Od∗(−y) = argmin
x∈X
{
d(x) + 〈y, x〉},
d : X → R is 1-strongly convex and differentiable, and
{at}t≥0 is a sequence of positive control parameters that
directly impacts the convergence of DA. It is shown in [32] that
an O( 1√
t
) convergence rate is ensured when at decreases at
O( 1√
t
) for nonsmooth objective functions. When the objective
function is smooth, an appropriate positive constant at = a can
be used to achieve an O( 1t ) rate [33]. In the literature, several
decentralized variants of DA have been developed [20], [22],
[23]. Generally, they involve iteratively estimating the global
dual variable
∑t
k=0Of(xk) in the following way:
qi,t =
n∑
j=1
pijqj,t−1 + Ofi(xi,t) (4)
where qi,t is an estimate of
∑t
k=0Of(xk) locally maintained
by agent i, and xi,t represents the local estimate of the global
minimizer. An equivalent form of (4) is
qi,t =
t∑
k=0
si,k
si,t+1 =
n∑
j=1
pijsj,t + Ofi(xi,t+1)− Ofi(xi,t)
where si,0 = Ofi(xi,0). This suggests that qi,t consists of the
estimated global gradients over time supplied by the dynamic
average consensus scheme. However, it is shown in [22] that,
with such an estimation scheme, the deviation between qi,t
and the dual variable does not admit a finite upper bound. Due
to this, the weight associated with qi,t has to be decaying in
nonsmooth case for convergence. Specifically, when the weight
decreases at rate O( 1√
t
), a slow convergence rate of O( 1√
t
) in
terms of the error between objective function values is ensured
[20], [22], [23].
To possibly accelerate convergence for smooth objectives
using a constant weight sequence, the global dual variable
should be more accurately estimated. Motivated by this, we
use the following second-order consensus protocol to track
the global dual variable:
si,t+1 =
n∑
j=1
pijsj,t + Ofi(xi,t+1)− Ofi(xi,t) (5a)
hi,t+1 =
n∑
j=1
pijhj,t + si,t+1 − si,t (5b)
We can see from an example in Fig. 1 that for a constant ‘a’,
the second-order scheme in (5) gives a significantly smaller
tracking error than (4). Note that we make the change of the
reference signal in Fig. 1 square summable over time, which
behaves similarly with the gradient in smooth optimization.
Based on it, the estimate of the global minimizer can be
determined by projecting the dual estimate into the primal
space as follows
xi,t+1 = Od∗
(
− a
t∑
k=0
hi,k
)
. (6)
This algorithm is referred to as fast decentralized dual aver-
aging (FDDA) and summarized in Algorithm 1. Its procedure
is illustrated in Fig. 2, where the dashed lines represent the
communication between agents.
B. Accelerated Decentralized Dual Averaging
To further accelerate the convergence rate, increasing
weights for new gradients entering the linear model of the
objective should be used. Following [29], we consider an
increasing sequence at = a(t+1), t ≥ 0 for some a > 0 such
that the dual variable becomes
∑t
k=0 akOf(xk). However,
when increasing weights are considered, the second-order
consensus scheme (5) still cannot track the dual variable
with sufficient accuracy, and after the prox-mapping in (6),
large consensus errors still exist between primal variables and
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Fig. 1. An example of five agents tracking the mean of time-varying
signals Ofi(xi,t) = i − 5t , i = 1 · · · 5. The vertical axis represents
the tracking error ‖∑tk=0 aksi,k −∑tk=0 ak∑5i=1 Ofi(xi,t)n ‖2 for (4) (
‖∑tk=0 akhi,k−∑tk=0 ak∑5i=1 Ofi(xi,t)n ‖2 for (5)) with different choices
of ak . For different protocols, the same zero initial condition is used.
Algorithm 1 Fast decentralized dual averaging (FDDA)
1: Set t = 0, xi,0 = argminx∈X d(x), d(xi,0) = 0, hi,0 =
si,0 = Ofi(xi,0),∀i ∈ V . Choose a positive constant at =
a, t ≥ 1.
2: while Convergence is not reached do
3: for Each agent i ∈ V (in parallel) do
4: Receive sj,t, hj,t,∀j ∈ Ni;
5: Perform local computation in (5) and (6);
6: Broadcast si,t+1, hi,t+1,∀j ∈ Ni ;
7: end for
8: Set t = t+ 1.
9: end while
Dual space Primal space
𝑠!,#
∇𝑑∗𝑠%,#
ℎ!,#
ℎ%,#
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Fig. 2. Illustration of FDDA.
their mean, which probably cannot be compensated by the
descent property of the mean variable in the analysis. This
argument is illustrated in Fig. 1. Alternatively, we consider a
synchronization step for primal variables
x
[1]
i,t+1 =
At
At+1
n∑
j=1
pijx
[2]
j,t +
at+1
At+1
xˆi,t (7a)
x
[2]
i,t+1 =
At
At+1
n∑
j=1
pijx
[2]
j,t +
at+1
At+1
xˆi,t+1, (7b)
where At =
∑t
k=1 ak and
xˆi,t+1 = Od∗
(
−
t+1∑
k=0
aksi,k
)
. (8)
Note that A0 = 0 by convention. For the dual variable, another
consensus round is performed
si,t+1 =
n∑
j=1
pijsj,t + Ofj(x[1]j,t+1)− Ofj(x[1]j,t). (9)
By collectively considering them, the accelerated decentralized
dual averaging (ADDA) algorithm is summarized in Algorithm
2. One of its round is demonstrated in Fig. 3. It is worth
to mention that although there are two sequences of primal
variables x[1]i,t+1 and x
[2]
i,t+1, only the second one is exchanged
between agents. Therefore, ADDA essentially uses the same
communication cost as FDDA for acceleration.
Algorithm 2 Accelerated decentralized dual averaging
(ADDA)
1: Set t = 0, x[1]i,0 = x
[2]
i,0 = xˆi,0 = argminx∈X d(x),
d(xˆi,0) = 0, si,0 = Ofi(x[1]i,0),∀i ∈ V . Choose a positive
control sequence at = a(t+ 1), t ≥ 1.
2: while Convergence is not reached do
3: for Each agent i ∈ V (in parallel) do
4: Receive sj,t, x
[2]
j,t,∀j ∈ Ni;
5: Perform local computation in (7), (8) and (9);
6: Broadcast si,t+1, x
[2]
j,t+1,∀j ∈ Ni ;
7: end for
8: Set t = t+ 1.
9: end while
C. Comparison with Existing Algorithms
First, we compare FDDA with existing decentralized algo-
rithms that have an O( 1t ) rate. Recall the PG-EXTRA method
in [15]
x′i,t+1 =
n∑
j=1
pijxj,k + x
′
i,t −
n∑
j=1
p˜ijxj,k−1
− a
(
Ofi(xi,t+1)− Ofi(xi,t)
)
xi,t+1 =argmin
x∈X
‖x− x′i,t+1‖22
where ‘a’ represents the constant stepsize and [p˜i,j ] , P˜ =
P+I
2 . We can see that PG-EXTRA mixes vectors from differ-
ent vector spaces, considering that
(
{x′i,t}t≥0, {xi,t}t≥0
)
and
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Fig. 3. Illustration of ADDA.
{Ofi(xi,t)}t≥0 are belong to the primal space and the dual
space, respectively. This is in sharp contrast with the FDDA
in (5) and (6) where two types of vectors are separately treated.
We will show this essentially helps decouple the consensus-
seeking procedure from the projection, and keep the iteration
in (5) almost linear (considering that the Lipschitz continuity
of gradients can be used to simplify Ofi(xi,t+1)−Ofi(xi,t)),
and therefore bypass difficulties with the consensus-projection
coupling that have been challenging for primal methods. As a
consequence, the analysis of FDDA can be kept rather concise,
and stochastic communication is well addressed in the same
framework, as we will show later. It is worth to mention that
primal-dual methods are also well documented in the literature
regarding decentralized constrained optimization [10], [12].
However, to the best of the authors’ knowledge, they cannot
handle stochastic networks.
Accelerated methods for decentralized constrained opti-
mization are rare in the literature. Recently, the authors in [16]
developed the APM algorithm based on accelerated penalty
methods. The iteration therein obeys
xi,k =xˆi,k +
θk(1− θk−1)
θk−1
(xˆi,k − xˆi,k−1) (10a)
qi,k =Ofi(xi,k) +
β0
θk
n∑
i=1
pi,j(xi,k − xj,k) (10b)
xˆi,k+1 =argmin
x∈X
∥∥x− xi,k + qi,k
L+ β0/θk
∥∥2
2
(10c)
where β0 = L√
1−λ2(P )
and θk is a decreasing parameter
satisfying θk =
θk−1
1+θk−1
with θ0 = 1. By letting q′i,k = θkqi,k,
we can equivalently rewrite (10b) and (10c) as
q′i,k =θkOfi(xi,k) + β0
n∑
i=1
pi,j(xi,k − xj,k)
xi,k+1 =argmin
x∈X
∥∥x− xi,k + q′i,k
Lθk + β0
∥∥2
2
,
from which we can see that new gradients are assigned
with decreasing weights, while in (8) for ADDA increasing
weights are used. We will show in simulation that decreasing
weights lead to slower convergence. There are also a few other
accelerated decentralized methods such as [9], [13], however
they do not apply to constrained problems.
IV. CONVERGENCE ANALYSIS
A. Preliminaries and Supporting Lemmas
In this subsection, we present several definitions and two
useful lemmas, which play an instrumental role in analyzing
convergence rates of the proposed algorithms.
For Algorithm 1, we let
xt =

x1,t
x2,t
...
xn,t
 ,ht =

h1,t
h2,t
...
hn,t
 , st =

s1,t
s2,t
...
sn,t
 ,Ot =

Of1(x1,t)
Of2(x2,t)
...
Ofn(xn,t)
 ,
gt =
1
n
∑n
i=1Ofi(xi,t), st = 1n1Tst, and ht =
1
n1
Tht.
For Algorithm 2, with a slight abuse of notation, we preserve
the definitions for st and st, and let
x
[1]
t =

x
[1]
1,t
x
[1]
2,t
...
x
[1]
n,t
 ,x[2]t =

x
[2]
1,t
x
[2]
2,t
...
x
[2]
n,t
 ,O[1]t =

Of1(x[1]1,t)
Of2(x[1]2,t)
...
Ofn(x[1]n,t),
 ,
and g[1]t =
1
n
∑n
i=1Ofi(x
[1]
i,t). Define x
[1]
t =
1
n1
Tx
[1]
t and
x
[2]
t =
1
n1
Tx
[2]
t . According to (7), we have
x
[1]
t+1 =
At
At+1
x
[2]
t +
at+1
At+1
xˆt
x
[2]
t+1 =
At
At+1
x
[2]
t +
at+1
At+1
xˆt+1,
(11)
where xˆt = 1n
∑n
i=1 xˆi,t.
The following conservation property holds true for both
FDDA and ADDA.
Lemma 2. For Algorithms 1 and 2, we have ht = st = gt
and st = g
[1]
t , respectively.
Proof. By projecting (5) and (9) into the average space, the
proof is completed.
Then, a lemma is stated for the prox-mapping. It will be
used to establish descent properties for operations in (6) and
(8) .
Lemma 3. Given an arbitrary sequence of variables {vt}t≥0
in the dual space and a positive sequence {at}t≥0, for
{wt}t≥0 generated by
wt = Od∗
(
−
t∑
k=0
akvk
)
,
it holds
t∑
k=1
ak
〈
vk, wk − x∗
〉
≤ d(x∗)−
t∑
k=1
1
2
‖wk − wk−1‖22. (12)
Proof. The proof is postponed to Appendix A.
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B. Convergence Analysis for FDDA
For the iteration rule in Algorithm 1, it may be difficult
to directly analyze the convergence of xi,t. To facilitate the
analysis, we construct an auxiliary sequence {yt}t≥0 whose
update exploits the global information gt and obeys the
following rule
yt+1 = Od∗
(
− a
t∑
k=0
gk
)
, (13)
where the initial vector y0 = argminx∈X d(x) satisfying
d(y0) = 0. The sequence {yt}t≥0 will function as a reference
that converges to the global minimizer for agent i to track.
The following lemma establishes the relation between se-
quences {xi,t}t≥0 and {yt}t≥0; the deviation between them
represents the consensus error to be compensated in conver-
gence analysis.
Lemma 4. For Algorithm 1, if Assumptions 1, 2 are satisfied,
ρ(M(a)) < 1, where
M(a) =
[
β a
L(β + 1) β + La
]
,
and β = σ2(P ), it holds that
t∑
k=1
‖xk − 1yk‖22 ≤
n(
1− ρ(M(a)))2
t∑
k=1
‖yk − yk−1‖22.
(14)
Proof. The proof is deferred to Appendix B.
Remark 1. Lemma 4 requires the spectral radius of M(a) to
be smaller than 1. The eigenvalues of M(a) are identified as
2β + aL±√a2L2 + 4(β + 1)aL
2
.
Denote them by λ1 > λ2. Note that when ‘a’ approaches
0, ρ(M(a)) converges to β, which is smaller than 1 by
Assumption 2. Indeed, it can be verified that λ1 and λ2 are
monotonically increasing and decreasing over ‘a’, respec-
tively. By further letting λ1 = 1 and λ2 = −1, we obtain
that as long as
a <
(1− β)2
2L
is satisfied, ρ(M(a)) < 1 holds true.
We are now in a position to present the convergence result
for FDDA.
Theorem 1. For Algorithm 1, if Assumptions 1, 2, and the
condition in Lemma 4 are satisfied, and
1 + τ +
1 + 1τ(
1− ρ(M(a)))2 ≤ 1aL
for some τ > 0, then
f(y˜t)− f(x∗) ≤ nd(x
∗)
at
, (15)
where y˜t = 1t
∑t
k=1 yk.
Proof. Consider
n∑
j=1
a
(
fj(yk)− fj(x∗)
)
(I)
≤
n∑
j=1
a
(L
2
‖yk − xj,k−1‖22
+ fj(xj,k−1) + 〈Ofj(xj,k−1), yk − xj,k−1〉 − fj(x∗)
)
≤
n∑
j=1
a
(L
2
‖yk − xj,k−1‖22 +
〈
Ofj(xj,k−1), yk − x∗
〉)
=
n∑
j=1
a
(L
2
‖yk − xj,k−1‖22
)
+ n
〈
agk−1, yk − x∗
〉
≤aL
2
‖1yk − xk−1‖22 + n
〈
agk−1, yk − x∗
〉
≤aL
2
‖1yk − 1yk−1 + 1yk−1 − xk−1‖22 + n
〈
agk−1, yk − x∗
〉
(II)
≤ aL
2
(
n(1 + τ)‖yk − yk−1‖22 + (1 +
1
τ
)‖1yk−1 − xk−1‖22
)
+ n
〈
agk−1, yk − x∗
〉
,
(16)
where τ > 0, the inequality (I) follows from the use of
Lipschitz continuity of the gradient, and in (II) we exploit
the fact that ‖u + v‖22 ≤ (1 + τ)‖u‖22 + (1 + 1τ )‖v‖22. By
letting vk = gk−1, ak = a, and wk = yk in Lemma 3, we
have
t∑
k=1
〈
agk−1, yk − x∗
〉
≤ d(x∗)−
t∑
k=1
1
2
‖yk − yk−1‖22. (17)
By plugging (17) and the consensus error derived in Lemma
4 into (16), we arrive at
t∑
k=1
a
(
f(yk)− f(x∗)
)
≤ nd(x∗)
+
naL
2
(
1 + τ +
1 + 1τ(
1− ρ(M(a)))2 − 1aL
) t∑
k=1
‖yk − yk−1‖22.
(18)
This together with convexity of fj
t
(
f(y˜t)− f(x∗)
)
≤
t∑
k=1
(
f(yk)− f(x∗)
)
gives us the desired inequality in (15), thereby concluding the
proof.
Next, we demonstrate that FDDA accommodates stochastic
communication. In particular, we model each communication
link (i, j) in the supergraph G as a Berboulli process with a
certain probability, and the Bernoulli processes associated with
different links are statistically independent [34]. Under this
model, the topology at each time t is a random undirected
graph Gt = {V, Et}. For each communication link active
at time t, a positive weight pij,t is assigned. We make the
following assumption for the weight matrix Pt = [pij,t].
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Assumption 3. The weight matrix Pt = [pij,t] at each
time instant t is doubly stochastic and statistically inde-
pendent with each other. In addition, it holds that η =√
ρ
(
E(P 2t )− 11Tn
)
< 1.
Corollary 1. For Algorithm 1, if Assumptions 1, 3 are
satisfied, ρ(N(a)) < 1 where
N(a) =
[
η a
L(η + 1) η + La
]
,
and
1 + τ +
1 + 1τ(
1− ρ(N(a)))2 ≤ 1aL (19)
for some τ > 0, then
E
[
f(y˜t)
]− f(x∗) ≤ nd(x∗)
at
, (20)
where y˜t = 1t
∑t
k=1 yk.
Proof. Firstly, we bound the expectation of the consensus error
E
[‖xk−1yk‖22]. By invoking Lemma 4 with replacements of
‖·‖2 by its expectation and σ2(P ) by η, we have
t∑
k=1
E
[‖xk − 1yk‖22]
≤ n(
1− ρ(N(a)))2
t∑
k=1
E
[‖yk − yk−1‖22]
when ρ(N(a)) < 1. Since {vt}t≥0 is arbitrary in Lemma 3,
we also have that (17) holds valid. Then, by a similar argument
as in (18), we are able to bound the expectation of objective
error by
t∑
k=1
aE
[
f(yk)− f(x∗)
]
≤ nd(x∗)
+
naL
2
(
1 + τ +
1 + 1τ(
1− ρ(N(a)))2 − 1aL
) t∑
k=1
E
[‖yk − yk−1]‖22.
(21)
It is easy to verify that when ‘a’ further satisfies (19), the
inequality in (20) holds true.
In Theorem 1 and Corollary 1, the parameter ‘a’ should
satisfy two different conditions. The first one ρ(M(a)) < 1
(ρ(N(a)) < 1 for Corollary 1) ensures that the deviation
between local primal variables and their average can be
bounded from above, while the second one ensures that the
consensus error can be compensated by the descent property
of the mean variable. In addition, Theorem 1 and Corollary
1 state that y˜t converges to the global minimizer at an O( 1t )
rate (in expectation for Corollary 1). By (14) and convexity
of the operator ‖·‖22, one has
t‖x˜t − 1y˜t‖22 ≤
t∑
k=1
‖xk − 1yk‖22
≤ n(
1− ρ(M(a)))2
t∑
k=1
‖yk − yk−1‖22,
(22)
where x˜t = 1t
∑t
k=1 xk. Moreover, from (18), we know that
the right-hand side of (22) remains finite as t approaches
infinity. Therefore, ‖x˜i,t − y˜t‖22 converges at an O( 1t ) rate,
where x˜i,t = 1t
∑t
k=1 xi,k. This implies that x˜i,t shares a
similar convergence guarantee with y˜t. In what follows, we
consider an unconstrained version of (1), i.e., X = Rm, where
a convergence result can be directly stated for f(x˜i,k)−f(x∗).
Corollary 2. Suppose X = Rm in (1) and d(x) = 12‖x‖22 in
(6). For Algorithm 1, if Assumptions 1, 2, and the condition
in Lemma 4 are satisfied, and
1 + τ +
5 + 1τ(
1− ρ(M(a)))2 ≤ 1aL, (23)
for some τ > 0, then
f(x˜i,t)− f(x∗) ≤ n
2‖x∗‖22
2at
. (24)
Proof. The proof is given in Appendix C.
C. Convergence Analysis for ADDA
Assumption 4. For the problem in (1), the constraint set X
is bounded with the following diameter:
D = max
x,y∈X
‖x− y‖2.
Lemma 5. For Algorithm 2, if Assumptions 1, 2, and 4 are
satisfied, then
‖x[2]t − 1x[2]‖2 ≤
at
At
Cp (25)
‖x[1]t − 1x[1]‖2 ≤
at
At
Cp (26)
for all t > 0, where Cp = d 31−β e
√
nD, and β = σ2(P ).
Proof. Please see Appendix D for the proof.
Lemma 6. For Algorithm 2, if Assumptions 1, 2, and 4 are
satisfied, then
‖st − 1g[1]t ‖2 ≤
at
At
Cg (27)
for all t ≥ 0, where Cg =
d 31−β eL
(
2
√
nD+2Cp
)
1−β and β =
σ2(P ).
Proof. The proof is given in Appendix E.
Lemma 5 establishes decreasing upper bounds for consensus
errors between variables x[1]t , x
[2]
t and their averages, and
Lemma 6 proves the upper bound for the deviation between
locally tracked gradients and their mean. In particular, the
errors are guaranteed to converge at an O( 1t ) rate, which will
be exploited in the following rate analysis of ADDA.
Theorem 2. For Algorithm 1, if Assumptions 1, 2, and 4 are
satisfied, and
a <
1
2L(1 + 2γ)
(28)
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for some γ > 0, then
f(x
[2]
t )− f(x∗)
≤nd(x
∗)
At
+
(D(LCp + nCg)√
nL(1 + 2γ)
+
(2 + γ + 3γ )C
2
p
2(1 + 2γ)
) t
At
,
(29)
where constants Cp and Cg are defined in Lemma 5 and
Lemma 6, respectively.
Proof. We consider
At
(
f(x
[2]
t )− f(x∗)
)
=
t∑
k=1
(
Akf(x
[2]
k )−Ak−1f(x[2]k−1)
)
−
t∑
k=1
akf(x
∗)
=
t∑
k=1
(
Akf(x
[2]
k )−Akf(x[1]k ) +Ak−1
(
f(x
[1]
k )− f(x[2]k−1)︸ ︷︷ ︸
(I)
))
+
t∑
k=1
akf(x
[1]
k )−
t∑
k=1
akf(x
∗)︸ ︷︷ ︸
(II)
Using the convexity of the objective over (I) and (II) gives
At
(
f(x
[2]
t )− f(x∗)
)
≤
t∑
k=1
(
Akf(x
[2]
k )−Akf(x[1]k )
+Ak−1
〈
Of(x[1]k ), x
[1]
k − x[2]k−1
〉
+ ak
〈
Of(x[1]k ), x
[1]
k − x∗
〉)
Recall in (11) that
Atx
[2]
t = At−1x
[2]
t−1 + atxˆt.
Therefore we are able to obtain
At
(
f(x
[2]
t )− f(x∗)
)
≤
t∑
k=1
Ak
(
f(x
[2]
k )− f(x[1]k ) +
〈
Of(x[1]k ), x
[1]
k − x[2]k
〉)
+
t∑
k=1
ak
〈
Of(x[1]k ), xˆk − x∗
〉
(III)
≤
t∑
k=1
AkL
2
n‖x[1]k − x[2]k ‖22︸ ︷︷ ︸
(IV )
+
n∑
i=1
t∑
k=1
ak
〈
si,k, xˆi,k − x∗
〉
︸ ︷︷ ︸
(V )
+
t∑
k=1
n∑
i=1
ak
〈 1
n
Of(x[1]k )− si,k, xˆi,k − x∗
〉
︸ ︷︷ ︸
(V I)
(30)
where in (III) the smoothness of the objective is used. To
quantify the effect of consensus errors on convergence, we
rewrite (IV ) as
n‖x[1]k − x[2]k ‖22
=
n∑
i=1
‖x[1]k − x[1]i,k + x[1]i,k − x[2]i,k + x[2]i,k − x[2]k ‖22
≤
n∑
i=1
(
(1 + 2γ)‖x[1]i,k − x[2]i,k‖22 + (1 +
2
γ
)‖x[1]k − x[1]i,k‖22
+ (1 + γ +
1
γ
)‖x[2]i,k − x[2]k ‖22
)
≤ a
2
k
A2k
(
(2 + γ +
3
γ
)C2p +
n∑
i=1
(1 + 2γ)‖xˆi,k − xˆi,k−1‖22
)
(31)
where γ > 0, and (2) and Lemma 5 are used to derive the
last inequality. For (V ), by letting vk = si,k and wk = xˆi,k
in Lemma 3, we have
t∑
k=1
ak
〈
si,k, xˆi,k − x∗
〉
≤ d(x∗)−
t∑
k=1
1
2
‖xˆi,k − xˆi,k−1‖22.
(32)
To bound (V I), we consider
n∑
i=1
ak
〈 1
n
Of(x[1]k )− si,k, xˆi,k − x∗
〉
≤D
n∑
i=1
ak‖ 1
n
Of(x[1]k )− gk + gk − si,k‖2.
Further using Lemma 5 and Lemma 6 yields
‖ 1
n
Of(x[1]k )− gk‖2 ≤
1
n
n∑
i=1
‖Ofi(x[1]k )− Ofi(xi,k)‖2
≤L
n
n∑
i=1
‖x[1]k − xi,k‖2 ≤ L
ak
Ak
Cp√
n
and
∑n
i=1‖gk − si,k‖2 ≤
√
nCg , and therefore
n∑
i=1
ak
〈 1
n
Of(x[1]k )− si,k, xˆi,k − x∗
〉
≤ D a
2
k
Ak
LCp + nCg√
n
.
(33)
Finally, by collectively substituting (31), (32), and (33) into
(30), we get
At
(
f(x
[2]
t )− f(x∗)
)
≤
(D(LCp + nCg)√
n
+
(2 + γ + 3γ )LC
2
p
2
) t∑
k=1
a2k
Ak
+ nd(x∗) +
1
2
t∑
k=1
(a2kL(1 + 2γ)
Ak
− 1
) n∑
i=1
‖xˆi,k − xˆi,k−1‖22.
Based on the condition in (28) and the fact that a
2
k
Ak
≤ 2a, the
result in (29) follows. This completes the proof.
Remark 2. Theorem 2 proves that an O(1)( 1t2 +
1
t ) rate can
be guaranteed if the parameter ‘a’ satisfies the condition in
(28). The condition does not rely on the mixing matrix and
therefore makes itself easy to satisfy in practice. In the error
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Fig. 4. Relation among the main results.
bound (29), the first term matches the O( 1t2 ) rate in centralized
accelerated methods, and the second term represents the
penalty due to the heterogeneity of local objective functions,
which converges at a slower O( 1t ) rate. Note that this overall
rate matches the result in [13] for decentralized unconstrained
optimization. Regarding the rate constant, the one for the
first term in the right-hand side of (29) is also observed
in centralized accelerated methods [29]. By definitions of
Cp and Cg , we note that the rate constant in the second
term is inversely proportional to σ2(P ), whose value usually
depends on the algebraic connectivity of the graph [21],
implying that there is a tradeoff between convergence speed
and communication cost in ADDA.
To conclude this section, an illustration of the theoretical
results and how they relate to each other is presented in Fig.
4.
V. SIMULATION
In this section, we verify the proposed methods by applying
them to solve a large-scale LASSO problem in a decentralized
setting. In the simulation, each agent i ∈ V has access to a
local data tuple (yi, Ai) satisfying the following equation
yi = Aix
∗ + bi,
where Ai ∈ Rpi×m, yi ∈ Rpi , x∗ ∈ Rm is a sparse vector, and
bi ∈ Rm is the additive Gaussian noise with zero mean and
certain variance. To recover x∗, the following decentralized
optimization problem is constructed
min
x∈Rm
n∑
i=1
1
2
‖yi −Aix‖22, s.t. ‖x‖1 ≤ R.
In the simulation, the parameters are set as: n = 50,
m = 10000, pi = 20,∀i ∈ V . Following [25], the data
is generated in the following way. First, the matrix Ai is
produced randomly with N (0, 1) elements. The minimizer x∗
is a sparse vector that only has 50 non-zero N (0, 1) entries.
The variance for noise bi,∀i ∈ V is set as 0.01. Set R =
1.1 ∗ ‖x∗‖1. The communication network is characterized by
an Erdos-Renyi graph, where the probability for a connection
between any two agents is set as 0.1. The doubly stochastic
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Fig. 5. Convergence of the objective error for different methods.
matrix P associated with the graph is determined based on
the Metropolis-Hastings rule [30]. For comparison, the PG-
EXTRA method in [15] and the APM method in [21] are
simulated. The free parameters for them are manually tuned
to achieve the best performance. In particular, the stepsize for
PG-EXTRA is set as 10−4; for APM, L = 250 and another
parameter is calculated following β0 = L√
1−λ2(P )
. For FDDA
and ADDA in this work, control sequences a = 5 · 10−4 and
at = (t+1) ·10−4 are used, respectively. In addition to that, a
simple prox-function 12‖x‖22 is employed for them. We further
consider a stochastic setting to demonstrate the efficiency of
FDDA, where all the communication links in the original
graph stay active with probability 0.4. The l1 projection is
performed by using the algorithm in [35]. The initial primal
variables for all methods are set as xi,0 = 0,∀i ∈ V .
The convergence behaviors of four algorithms are displayed
in Figs. 5 and 6. In Fig. 5, the convergence is evaluated in
terms of the objective function value, while the primal residual
‖xt − 1 ⊗ x∗‖2 is considered in Fig. 6. The results suggest
that ADDA converges faster than APM, primarily because
the weight for the gradient information gradually decreases
in APM. For methods with constant stepsizes, FDDA in both
deterministic and stochastic settings outperforms PG-EXTRA.
To compare performances of ADDA in different network
configurations, we consider networks with connectivity ratio
r = 0.2, 0.4 and 0.6, where r is defined as the actual number
of links divided the number of all possible links. Note that the
same control sequence at is considered. The results are plotted
in Figs. 7 and 8. It can be observed from them that with a
higher connectivity, ADDA converges slightly faster. This is
in line with Theorem 2 that although the sufficient condition
for stepsize does not rely on the graph, a sparser network can
give rise to a larger consensus error and therefore a larger error
bound.
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VI. CONCLUSION
In this work, we have designed two algorithms for de-
centralized constrained optimization, each of which involves
two rounds of communication and a projection step. The first
method, abbreviated as FDDA, has a convergence rate of
O( 1t ) and is applicable to problems defined over stochastic
networks, provided that a sufficient condition for the stepsize,
Lipschitz modulus of the gradient, and the spectral radius of
the weight matrix is satisfied. The second method ADDA has
an O(1)( 1t2 +
1
t ) convergence rate, where the condition on
the stepsize only depends on the Lipschitz constant of the
gradient. In contrast to FDDA, the dependence on network
connectivity is reflected by the rate constant in ADDA. Future
works include extensions of ADDA to unconstrained problems
and the case with stochastic communication.
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Fig. 8. Convergence of the primal residual for ADDA in different networks.
APPENDIX A
PROOF OF LEMMA 3
Define
mk(x) =
k∑
l=0
al
〈
vl, x
〉
+ d(x).
We then have
mk(x) = mk−1(x) + ak
〈
vk, x
〉
According to the definition of Bregman divergence, we have
Dmk−1(wk − wk−1)
=mk−1(wk)−mk−1(wk−1)−
〈
Omk−1(wk−1), wk − wk−1
〉
which is equivalent to
Dd(wk − wk−1)
=mk−1(wk)−mk−1(wk−1)−
〈
Omk−1(wk−1), wk − wk−1
〉
.
Since
wk−1 = argmin
x∈X
mk−1(x),
by the optimality condition we have〈
Omk−1(wk−1), wk − wk−1
〉
≥ 0.
Coupled with the above inequality, using the fact that
Dd(wk − wk−1) ≥ 1
2
‖wk − wk−1‖22
gives rise to
0 ≤ mk−1(wk)−mk−1(wk−1)− 1
2
‖wk − wk−1‖22
= mk(wk)− ak
〈
vk, wk
〉
−mk−1(wk−1)− 1
2
‖wk − wk−1‖22
which is equivalent to
ak
〈
vk, wk
〉
≤ mk(wk)−mk−1(wk−1)− 1
2
‖wk − wk−1‖22.
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Summing the above equation over k from 1 to t yields
t∑
k=1
〈
akvk, wk
〉
≤mt(wt)−m0(w0)−
t∑
k=1
1
2
‖wk − wk−1‖22
=mt(wt)−
t∑
k=1
1
2
‖wk − wk−1‖22
(34)
We turn to consider
t∑
k=1
〈
akvk,−x∗
〉
≤ max
xˆ∈X
{ t∑
k=1
ak
〈
vk,−x
〉
− d(x)
}
+ d(x∗)
= −min
x∈X
{ t∑
k=1
ak
〈
vk, x
〉
+ d(x)
}
+ d(x∗)
= −mt(wt) + d(x∗),
which in conjunction with (34) gives rise to the inequality in
(12), thereby concluding the proof.
APPENDIX B
PROOF OF LEMMA 4
Let zk+1 =
∑k
l=0 ahl. Since s0 = h0 = O0, from (5) we
have
zk = Pzk−1 + ask−1.
By subtracting 1
∑k−1
l=0 agl on both sides and the triangle
inequality, we get
‖zk − 1
k−1∑
l=0
agl‖2
≤‖Pzk−1 − 1
k−2∑
l=0
agl‖2 + a‖sk−1 − 1gk−1‖2
≤β‖zk−1 − 1
k−2∑
l=0
agl‖2 + a‖sk−1 − 1gk−1‖2.
(35)
Similarly, it holds that
‖sk − 1gk‖2
=‖P sk−1 − 1gk−1 + Ok − Ok−1 − 1gk + 1gk−1‖2
≤β‖sk−1 − 1gk−1‖2 + L‖xk − xk−1‖2,
(36)
where the fact
‖Ok − Ok−1 − 1gk + 1gk−1‖2 ≤ ‖Ok − Ok−1‖2
and the Lipschitz continuity of the gradient are used to get
the last inequality. Using Lemma 1 over ‖xk − 1yk‖2 and
‖xk−1 − 1yk−1‖2, and (35) allows us to further get
‖sk − 1gk‖2
≤β‖sk−1 − 1gk−1‖2 + L‖xk − 1yk‖2 + L‖xk−1 − 1yk−1‖2
+ L‖1yk − 1yk−1‖2
≤(β + La)‖sk−1 − 1gk−1‖2 +
√
nL‖yk − yk−1‖2
+ (L+ βL)‖zk−1 − 1
k−2∑
l=0
agl‖2.
(37)
From (35) and (37), the following linear system inequality
can be established:[
‖zk − 1
∑k−1
l=0 agl‖2
‖sk − 1gk‖2
]
≤M(a)
[
‖zk−1 − 1
∑k−2
l=0 agl‖2
‖sk−1 − 1gk−1‖2
]
+
√
nL
[
0
‖yk − yk−1‖2
]
.
(38)
Since h0 = s0 = O0 = 1g0 by initialization, it holds that
[
‖zk − 1
∑k−1
l=0 agl‖2
‖sk − 1gk‖2
]
≤√nL
k∑
j=1
(M(a))k−j
[
0
‖yj − yj−1‖2
]
.
(39)
It is easy to check that the eigenvalues of M(a) are
2β + aL±√a2L2 + 4(β + 1)aL
2
.
Since ρ(M(a)) < 1, one readily has aL < β + 1. Then,
according to [36],
‖zk − 1
k−1∑
l=0
agl‖2
≤
√
naL√
a2L2 + 4(β + 1)aL
k∑
j=1
(λk−j1 − λk−j2 )‖yj − yj−1‖2
≤ √n
k∑
j=1
ρ(M(a))k−j‖yj − yj−1‖2,
(40)
where λ1 > λ2 are eigenvalues of M(a). Therefore, by
invoking Lemma 1 we get
t∑
k=1
‖xk − 1yk‖22
≤n
t∑
k=1
( k∑
j=1
ρ(M(a))k−j‖yj − yj−1‖2
)2
≤n
t∑
k=1
( k∑
j=1
(
ρ(M(a))
k−j
2
)2 k∑
j=1
(
ρ(M(a))
k−j
2 ‖yj − yj−1‖2
)2
≤n
t∑
k=1
1
1− ρ(M(a))
k∑
j=1
ρ(M(a))k−j‖yj − yj−1‖22
=
n
1− ρ(M(a))
t∑
k=1
k∑
j=1
ρ(M(a))k−j‖yj − yj−1‖22
≤ n(
1− ρ(M(a)))2
t∑
j=1
‖yj − yj−1‖22.
The proof is completed.
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APPENDIX C
PROOF OF COROLLARY 2
Following a similar procedure as in (16), we make use of
the convexity and smoothness of the objective to get (I) and
(II) in the following:
f(xi,k)− f(yk)
(I)
≤
n∑
j=1
(
fj(xi,k)−
〈
Ofj(xj,k), yk − xj,k
〉
− fj(xj,k)
)
(II)
≤
n∑
j=1
(〈
Ofj(xj,k), xi,k − xj,k
〉
−
〈
Ofj(xj,k), yk − xj,k
〉
+
L
2
‖xi,k − yk + yk − xj,k‖22
)
=
n∑
j=1
(〈
Ofj(xj,k), xi,k − yk
〉
+ L‖xi,k − yk‖22
+ L‖yk − xj,k‖22
)
=n
〈
gk, xi,k − yk
〉
+ nL‖xi,k − yk‖22 + L‖1yk − xk‖22.
(41)
According to the optimality condition, we can simplify the
iteration in (6) and (13) as
xi,t = −a
t−1∑
k=1
si,k, yt = −a
t−1∑
k=1
gk.
Using Lemma 2 allows us to get yt = 1n
∑n
i=1 xi,t. Therefore,
summing (41) over i from i = 1 to n and then over k from
k = 1 to t yields
t∑
k=1
n∑
i=1
(
f(xi,k)− f(yk)
)
≤ 2nL
t∑
k=1
‖1yk − xk‖22,
which along with Lemma 4 and (18) further gives rise to
at
(
f(x˜i,k)− f(x∗)
)
≤ at
n∑
i=1
(
f(x˜i,k)− f(x∗)
)
≤n
2aL
2
(
1 + τ +
5 + 1τ(
1− ρ(M(a)))2 − 1aL
) t∑
k=1
‖yk − yk−1‖22
+
n2‖x∗‖22
2
.
For ‘a’ satisfying (23), the inequality in (24) holds true.
APPENDIX D
PROOF OF LEMMA 5
We begin by observing the definitions that
at
At
· t = 2(t+ 1)
t+ 3
≥ 1.
Since both x[1]i,t , x
[2]
i,t and xt are within the constraint set, the
inequalities in (26) and (25) hold true for
1 ≤ t ≤ d 3
1− β e.
Next, for the sake of induction, we assume for some t ≥
d 31−β e that (26) and (25) are satisfied.
1) Upper bound for ‖x[2]t+1−1x[2]t+1‖2: According to (7) and
(11), one has
‖x[2]t+1 − 1x[2]t+1‖2
=
∥∥ At
At+1
(
Px
[2]
t − 1x[2]t
)
+
at+1
At+1
(
xˆt − 1xˆt
)∥∥
2
≤β‖x[2]t − 1x[2]t ‖2 +
at+1
At+1
‖xˆt − 1xˆt‖2
(I)
≤ at
At
(
βCp +
√
nD
)
,
where in (I) the hypothesis that ‖x[2]t − 1x[2]‖2 ≤ atAtCp and
the bound of the constraint set in Assumption 4 are used. Since
by definition
√
nD =
Cp
d 31−β e
, we are able to further get
‖x[2]t+1 − 1x[2]t+1‖ ≤
at
At
Cp
(
β +
1
d 31−β e
)
.
It then remains to prove that(
β +
1
d 31−β e
)
≤ At
at
at+1
At+1
,∀t ≥ t0. (42)
To see this, we first define
t0 = d 3
1− β e,
which gives us that
3
t0
≤ 1− β.
By algebraic manipulations, we are able to get
β +
1
t0
≤ t0 − 2
t0
≤ t0 + 2
t0 + 4
. (43)
This in conjunction with the definitions of at0 and At0 yields
β +
1
t0
(b)
≤ t0 + 2
t0 + 4
· t0(t0 + 3)
(t0 + 1)(t0 + 1)
=
At0
at0
at0+1
At0
,
where the fact that t0(t0+3)(t0+1)(t0+1) ≥ 1 is used in (b). Note that
At
at
at+1
At+1
is monotonically increasing over t. This implies that
(42) holds true, and therefore
‖x[2]t+1 − 1x[2]t+1‖2 ≤
at+1
At+1
Cp.
2) Upper bound for ‖x[1]t+1−1x[1]t+1‖2: By the iteration rule
in (7) and (11), we have
x
[1]
t+1 − 1x[1]t+1 =
At
At+1
(
Px
[2]
t − 1x[2]t
)
+
at+1
At+1
(
xˆt − 1xˆt
)
.
By following the same line of reasoning, we are able to obtain
‖x[1]t+1 − 1x[1]t+1‖2 ≤
at+1
At+1
Cp.
By jointly considering the above bounds, the proof is
completed.
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APPENDIX E
PROOF OF LEMMA 6
According to (7), we have
‖st+1 − 1g[1]t+1‖2
=‖P st − 1g[1]t + O[1]t+1 − 1g[1]t+1 − O[1]t + 1g[1]t ‖2
≤‖P st − 1g[1]t ‖2+‖O[1]k − O[1]k−1 − 1g[1]k + 1g[1]k−1‖2
By smoothness of the objective, it holds
‖O[1]k − O[1]k−1 − 1g[1]k + 1g[1]k−1‖2
≤‖O[1]k − O[1]k−1‖2 ≤ L‖x[1]t+1 − x[1]t ‖2.
To bound ‖x[1]t+1 − x[1]t ‖2, we consider
‖x[1]t+1 − x[1]t ‖2
(I)
=
∥∥∥ At
At+1
Px
[2]
t +
at+1
At+1
xˆt − x[1]t
∥∥∥
2
=
∥∥∥ At
At+1
P
(
x
[2]
t − x[1]t
)
+
At
At+1
(
P − I
)
x
[1]
t
+
at+1
At+1
(
xˆt − x[1]t
)∥∥∥
2
(II)
≤ At
At+1
at
At
‖xˆt − xˆt−1‖2 + At
At+1
2‖x[1]t − 1x[1]t ‖2
+
at+1
At+1
‖xˆt − x[1]t ‖2
≤ at+1
At+1
√
nD +
at+1
At+1
2Cp +
at+1
At+1
√
nD
=
at+1
At+1
(
2
√
nD + 2Cp
)
,
where (I) is due to the iteration rule in (7), and (II) is derived
using the bound for ‖x[1]t −1x[1]t ‖2 in Lemma 5 and the bound
of X in Assumption 4. By collectively considering the above
relations, it holds
‖st+1 − 1g[1]t+1‖2
≤β‖st − 1g[1]t ‖2 + L
at+1
At+1
(
2
√
nD + 2Cp
)
.
(44)
By initialization, we have s0 = O[1]0 = 1g
[1]
0 and therefore
‖st0 − 1g[1]t0 ‖2 ≤L
(
2
√
nD + 2Cp
) t0∑
k=1
βt0−k
ak+1
Ak+1
≤
L
(
2
√
nD + 2Cp
)
1− β ,
implying that (27) is valid for 1 ≤ t ≤ d 31−β e. In what follows,
we prove that (27) also holds for t ≥ d 31−β e by mathematical
induction. Assume for some t ≥ d 31−β e that (27) holds true.
Then according to (44), we have
‖st+1 − 1g[1]t+1‖2
≤β at
At
Cg + L
at
At
(
2
√
nD + 2Cp
)
≤ at
At
Cg
(
β +
1
d 31−β e
)
.
By using the same argument (42) in the proof of Lemma 5,
we are able to get
‖st+1 − 1g[1]t+1‖2 ≤
at+1
At+1
Cg,
thereby concluding the proof.
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