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Abstract
In this paper, we prove that a univalent orientation-preserving harmonic mapping f = h + g¯
defined on the unit disk U with the normalization f (0) = 0, h′(0) + g′(0) > 0, is a typically real
mapping, if f (U) is a starlike domain with respect to the origin or f (U) is convex in one direction.
 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Let f (z) be a complex-valued harmonic mapping defined on the unit disk U of the
complex plane C . Then f (z) can be expressed as f = h+ g¯, where h and g belong to the
linear space H(U) of the analytic functions on U , and h and g can be expanded in a series
g(z)=
∞∑
n=1
a−nzn, h(z)=
∞∑
n=0
anz
n,
respectively. A result due to Lewy [1] shows that a harmonic function f is locally one-
to-one if and only if J (z) = |h′(z)|2 − |g′(z)|2 	= 0. Thus f is a locally one-to-one and
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orientation preserving if and only if
|a(z)|< 1, where a(z)= g
′(z)
h′(z) .
A harmonic function f is said to be univalent in U if it is one-to-one. Here we denote by
SH the class of all univalent harmonic mappings defined on U , satisfying f (0) = 0 and
fz(0)= 1, which is a generalization of the usual class S of univalent conformal mappings,
and by S∗H the class of all such functions f ∈ SH whose image domains are starlike with
respect to the origin.
A harmonic mapping f defined on the unit disk U is said to be typically real if f (z) is
real if and only if z is real. We denote by TH the class of all such functions on U . In 1984,
Clunie and Sheil-Small [1] posed the following problem:
Problem 7.1. If f = h+ g¯ is univalent in U and real on the real axis with h′(0)+g′(0) > 0
and f (0)= 0, is it true that f is typically real?
Zhang and Liu [2] disproved this by giving a concrete counter-example, and Bshouty
et al. [3] also disproved this by giving another concrete counter-example but they gave
a positive answer to the above problem under some additional conditions through the
following theorems.
Theorem A [3]. Let f = h+ g¯ be a univalent orientation-preserving harmonic mapping
defined on the unit disk U such that f is real on the real axis and satisfies the normalization
f (0)= 0, h′(0)+ g′(0) > 0. If, in addition, the second dilatation function a = f¯z¯/fz has
real coefficients, then f is typically real.
Theorem B [3]. Let Ω be a simply connected domain of C , Ω 	= C , which is symmetric
with respect to the real axis and which contains the origin. Let f be a univalent orientation-
preserving harmonic mapping from the unit disk U onto Ω such that the second dilatation
function a = f¯z¯/fz has real coefficients. Furthermore, if f (0)= 0 and fz(0)= h′(0) > 0,
then f is typically real.
In recent years, in papers [4–7], the authors studied the classes of harmonic univalent
and sense-preserving mappings that transform the unit disk U onto the complex plane C
with a slit along one or two half-lines on the real or imaginary axis.
We say that a domain D is convex in the direction of a line l if each line (including
l) parallels to the line l either miss D, or is contained in D, or the intersection with D is
either a segment or a ray. If f (z) maps U onto a domain convex in the direction of l, we
say that f (z) is convex in the direction of l. In this paper, motivated by the above works,
we will give a positive answer to the above problem when f (U) is a starlike domain with
respect to the origin or f (U) is convex in the direction of l.
For convenience, we introduce some notations: Let HR(U) denote the class of all
analytic functions on U with real coefficients; P˜ the class of all analytic functions p(z)
on the unit disk U with Re{p(z)} > 0; P the subclass of P˜ in which the functions p(z)
are normalized by p(0) = 1; PR the subclass of P˜ with real coefficients; Λ the class of
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probability measures on [0,2π); CH (l) the class all univalent harmonic mappings on U
whose image domain is convex in the direction l, especially, when l is the imaginary axis,
CH (l) is expressed as CH (i).
2. Preliminaries and some lemmas
Lemma 1 [8,9]. If f (z) is analytic in U with f (0)= 0 and f ′(0)= eiλ, where λ is a real
number, then f ∈ CH (i) if and only if there exist two numbers α ∈ [0,2π) and β ∈ [0,π]
such that Re{L(z,α,β)f ′(z)} 0, where
L(z,α,β)=−ieiα(1− 2e−iα cosβz+ e−2iαz2)
= (1− z2) sinα + i(− cosα + 2z cosβ − z2 cosα)
=−ieiα(1− e−i(α+β)z)(1− ei(β−α)z). (2.1)
Lemma 2 [1]. A harmonic f = h+ g¯ locally univalent in U is a univalent mapping of U
onto a domain convex in the direction of the real axis if and only if h− g is a conformal
univalent mapping of U onto a domain convex in the direction of the real axis.
Lemma 3. A harmonic f = h+ g¯ locally univalent mapping in U belongs to CH (i) if and
only if h+ g ∈ CH (i).
Proof. If f ∈ CH(i), then e(π/2)if = e(π/2)ih + e−(π/2)ig is convex in the direction of
real axis. By Lemma 2, we know that h+ g = e−(π/2)i(e(π/2)ih− e−(π/2)ig) ∈CH (i). ✷
Lemma 4. If p ∈ PR ∩ P, then
z∫
0
p2(ζ )
1− ζ 2 dζ ∈ TH .
Proof. From [10], there exists a sequence of analytic functions {pn(z)}∞n=1 with positive
real part, converging pointwise to p(z) and all of the form of pn(z) is
p0(z)=
m∑
j=1
λj
1+ eiθj z
1− eiθj z ,
for suitable m 1, θj ∈ R and λj  0 with ∑mj=1 λj = 1.
From the above result, we have
lim
n→∞
pn(z)+ pn(z¯)
2
= p(z)+ p(z¯)
2
= p(z),
and (pn(z)+ pn(z¯))/2 has the following form
p0(z)+ p0(z¯)
2
=
m∑
j=1
λj
1− z2
1+ z2 − 2z cosθj ,
where λj  0 and
∑m
j=1 λj = 1 (m= 1,2, . . .).
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Since∣∣∣∣pn(z)+ pn(z¯)2
∣∣∣∣ 1+ |z|1− |z| ,
so {(pn(z)+ pn(z¯))/2}+∞n=1 is uniformly bounded on compact sets. Let qn(z)= {(pn(z)+
pn(z¯))/2}+∞n=1; since qn(z) converges pointwise to p(z) and it is uniformly bounded on
compact subsets, by Vitali’s theorem it converges to p(z) uniformly on compact subsets.
Hence, for any z ∈U , |z| = r < 1, we have
lim
k→+∞
z∫
0
q2nk (ζ )
1− ζ 2 dζ =
z∫
0
p2(ζ )
1− ζ 2 dζ.
Define
ϕj (z)=
z∫
0
1− ζ 2
(1+ ζ 2 − 2ζ cosθj )2 dζ =
z
1+ z2 − 2z cosθj
and
ϕj,s(z)=
z∫
0
1− ζ 2
(1+ ζ 2 − 2ζ cosθj )(1+ ζ 2 − 2ζ cos θs) dζ
=

z
1+z2−2z cos θj , if cosθj = cosθs (j = 1, . . . ,m),
1
2(cosθs−cos θj ) ln
1+z2−2z cos θj
1+z2−2z cos θs , if cosθj 	= cosθs (s, j = 1, . . . ,m).
From [11, Vol. I, p. 186], we have ϕj ∈ TH .
Take z ∈U such that
ln
1+ z2 − 2z cosθj
1+ z2 − 2z cosθs =R1 (2.2)
is real. Then
1+ z2
2z
= cos θj − e
R1 cosθs
1− eR1
is real, and this happens iff (1− |z|2)z= 0, and thus (since |z|< 1) iff z is real.
Thus from [11, Vol. I, p. 185], we have

{
1− z2
z
ϕj (z)
}
> 0
and

{
1− z2
z
ϕj,s(z)
}
> 0.
So we get that
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
{
1− z2
z
z∫
0
(p0(ζ )+p0(ζ¯ )
2
)2
1− ζ 2 dζ
}
=
m∑
j=1
λ2j
{
1− z2
z
ϕj (z)
}
+
m∑
j,s=1
j 	=l
λj λs
{
1− z2
z
ϕj,s(z)
}
> 0.
By [11, Vol. I, p. 185], we have
z∫
0
(p0(ζ )+p0(ζ¯ )
2
)2
1− ζ 2 dζ ∈ TH .
Therefore
z∫
0
q2n(ζ )
1− ζ 2 dζ ∈ TH
and
lim
k→+∞
{
1− z2
z
z∫
0
q2n(ζ )
1− ζ 2 dζ
}
=
{
1− z2
z
z∫
0
p2(ζ )
1− ζ 2 dζ
}
 0,
where |z| = r < 1. Since

{
1− z2
z
z∫
0
p2(ζ )
1− ζ 2 dζ
}
is harmonic, so we have

{
1− z2
z
z∫
0
p2(ζ )
1− ζ 2 dζ
}
> 0.
Hence, we have
z∫
0
p2(ζ )
1− ζ 2 dζ ∈ TH . ✷
Lemma 5 [12, p. 148]. Let u(z) be harmonic in U and
2π∫
0
∣∣u(reiθ )∣∣p dθ =O(1), 0 r < 1, p > 1.
Then
u(z)= 1
2π
π∫
−π
v(φ)
1− r2
1− 2r cos(φ − θ)+ r2 dφ, z= re
iθ ,
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where v ∈Lp, and for almost all eiθ , limz→eiθ u(z)= u(eiθ )= v(θ) exists uniformly, when
z→ eiθ from the inside of any fixed Stolz domain.
Lemma 6 [13]. If f = h+ g¯ ∈ S∗H , then for every φ
z∫
0
e−iφh(ξ)− eiφg(ξ)
ξ
dξ ∈ CH (i).
Lemma 7. If f = h+ g¯ is harmonic on U , then f ∈ TH , if and only if h− g ∈ TH .
Proof. Assume that h = u1 + iv1 and g = u2 + iv2, where u1, u2, v1 and v2 are real
harmonic function in U . Therefore f = u1 + u2 + i(v1 − v2) and h− g = u1 − u2 + i×
(v1 − v2).
Thus f is real if and only if h− g is real. ✷
Lemma 8 [12, p. 146]. If f ∈ P, then for almost all eiθ ,
lim
z→eiθ
f (z)= f (eiθ ) ( 	= 0,∞)
exists uniformly, when z→ eiθ from the inside of any fixed Stolz domain.
Lemma 9. If f = h+ g¯ is harmonic univalent orientation-preserving in U and real on the
real axis with h′(0)+g′(0) > 0, then h−g ∈HR(U) and h′(r)−g′(r) > 0 for r ∈ (−1,1).
Proof. In fact, by h′(0)+ g′(0) > 0, we can assume that h′(0) = u1 + iv1 and g′(0) =
u2 + iv2, where u1, u2, v1, v2 ∈ R. From |h′(0)| > |g′(0)|, we have |u1| > |u2|. Since
u1 + u2 > 0, we get that u1 > u2. Therefore h′(0)− g′(0) > 0. Since f = h+ g¯ is real if
and only if h− g is real, we have h(z)− g(z) is real on (−1,1). If there exist r1 ∈ (−1,1)
such that h′(r1)− g′(r1) 0, then there must exist r2 ∈ (−1,1) such that h′(r2)= g′(r2),
which contradicts |h′(r)|> |g′(r)|, r ∈ (−1,1). Thus h′(r) > g′(r). ✷
3. Some theorems on typically real harmonic mapping
In this section, we will give some results on typically real harmonic mapping.
Theorem 1. Let f = h + g¯ be a univalent orientation-preserving harmonic mapping
defined on the unit disk U , such that f is real on the real axis, and satisfies the nor-
malization f (0) = 0, h′(0) + g′(0) > 0. If, in addition, f (U) is a domain starlike with
respect to the origin, then f is typically real.
Proof. Let h′(0)= r1eiψ , then r−11 e−iψf ∈ S∗H . By Lemma 6, we have that for every φ,
ϕ(z)= 1
r1
z∫
0
e−i(φ+ψ)h(ζ )− ei(φ+ψ)g(ζ )
ζ
dζ ∈ CH (i). (3.1)
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Especially, setting φ =−ψ in (3.1), we get
ϕ(z)=
z∫
0
h(ζ )− g(ζ )
ζ
dζ ∈ CH(i).
It is obvious that ϕ′(0)= h′(0)− g′(0) > 0. From h− g ∈HR(U) and Pommerenke [14,
p. 54], we obtain

{
1
ϕ′(0)
(1− z2)ϕ′(z)
}
 0.
Therefore there exists some µ(·) ∈Λ such that
(1− z2)ϕ′(z)= ϕ′(0)
2π∫
0
1− z2
1+ z2 − 2z cosθ dµ(θ),
i.e.,
h(z)− g(z)
z
= ϕ′(0)
2π∫
0
1
1+ z2 − 2z cosθ dµ(θ).
Thus
h(z)− g(z)= ϕ′(0)
2π∫
0
z
1+ z2 − 2z cosθ dµ(θ) ∈ TH . ✷
Theorem 2. Let f = h + g¯ be a univalent orientation-preserving harmonic mapping
defined on the unit disk U such that f ∈ CH(i) is real on the real axis, and satisfies the
normalization f (0)= 0 and h′(0)+ g′(0) > 0, then f is typically real.
Proof. In fact, by Lemma 7 we have to prove h− g ∈ TH .
By Lemma 3 and f ∈ CH(i), we have h+ g ∈ CH(i).
By Lemma 1, we know that there exist α1 ∈ [0,2π) and β ∈ [0,π] such that
{L(z,α1, β)(h+ g)′(z)} 0. (3.2)
Let (h+ g)′(0)=M0eiλ1, where M0 > 0. By h′(0)+ g′(0) > 0, we have
{h′(0)+ g′(0)}> 0.
So λ1 ∈ (−π2 , π2 ).
Setting z= 0 in (3.2), we have
{ei(α1−π/2+λ1)}> 0.
If λ1 ∈ (−π2 , π2 ), then α1 	= 3π2 .
Set
α =
{
α1, α1 ∈
[
0, 3π2
)
,
α1 − 2π, α1 ∈
( 3π
2 ,2π
)
.
540 X.-T. Wang et al. / J. Math. Anal. Appl. 277 (2003) 533–554
Clearly α ∈ (−π2 , 3π2 ) and L(z,α,β)= L(z,α1, β). Therefore h+ g ∈ CH(i) if and only
if there exist α ∈ (−π2 , 3π2 ) and β ∈ [0,π], such that
L(z,α,β)(h′ + g′)(z)= p1(z) ∈ P˜ . (3.3)
Since |g′/h′|< 1, we have
(h′ − g′)(z)
(h′ + g′)(z) = p2(z) ∈ P˜ . (3.4)
From (3.3) and (3.4), we get that
(h′ − g′)(z)= p1(z)p2(z)
L(z,α,β)
= (p˜(z))
2
L(z,α,β)
, (3.5)
where p˜(z) ∈ P˜ is one of the single-valued branches of √p1(z)p2(z) on the right-half
plane, which can be written as
p˜(z)= (p˜(0))i + (p˜(0)) 2π∫
0
1+ e−iθ z
1− e−iθ z dµ(θ)
= (p˜(0)) 2π∫
0
1− z2
1+ z2 − 2z cosθ dµ(θ)
+
(
p˜(0)−
2π∫
0
2z(p˜(0)) sin θ
1+ z2 − 2z cosθ dµ(θ)
)
i
= p(z)+ iq(z).
Here, µ(·) ∈Λ,
p(z)= (p˜(0)) 2π∫
0
1− z2
1+ z2 − 2z cosθ dµ(θ) ∈ P˜ ∩HR(U)
and
q(z)= p˜(0)−
2π∫
0
2z(p˜(0)) sinθ
1+ z2 − 2z cosθ dµ(θ) ∈HR(U).
Thus, if α 	= 0,π , then
(h− g)′(z)= p
2(z)− q2(z)+ 2p(z)q(z)i
L(z,α,β)
= [p
2(z)− q2(z)]2 + 4p2(z)q2(z)
R(z)+ T (z)i ,
where
R(z)= (1− z2)(p2(z)− q2(z)) sinα + 2p(z)q(z)[− cosα + 2z cosβ − z2 cosα]
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and
T (z)= (p2(z)− q2(z))[− cosα + 2z cosβ − z2 cosα] − 2p(z)q(z)(1− z2) sinα.
From h′(z)− g′(z) ∈HR(U), we have
T (z)≡ 0. (3.6)
Hence, by (3.6), we can write (h′ − g′)(z) as
(h− g)′(z)= p
2(z)− q2(z)
(1− z2) sinα
4= s(z,α,β)
1− z2 , (3.7)
where
s(z,α,β)= p
2(z)− q2(z)
sinα
.
Now we have the following statements:
(i) If α ∈ (−π2 ,0)∪ (π, 32π), then∣∣∣∣cosβcosα
∣∣∣∣ 1. (3.8)
In fact, if there exist α0 and β0 such that | cosβ0/ cosα0|> 1, then there must exist z1 ∈
(−1,1) such that
− cosα0 + 2z1 cosβ0 − z21 cosα0 = 0.
From (3.6), we have q(z1)= 0. Thus, by (3.7), we get
(h− g)′(z1)= p
2(z1)
(1− z21) sinα
< 0,
which contradicts with Lemma 9.
(ii) arg s(z,α,β) is real harmonic in U and
arg s(z,α,β)= 1
2π
π∫
−π
u1(ψ)(1− r2)
1+ r2 − 2r cos(θ −ψ) dψ, (3.9)
where u1(·) ∈ Lp , p > 1 and |z| = r .
From (3.7) and |g′/h′|< 1, we have
(p2 − q2)(z) 	= 0,
which implies arg s(z,α,β) is real harmonic in U .
From (2.1), (3.5) and (3.7), we get∣∣arg s(z,α,β)∣∣= ∣∣∣∣arg p˜2(z)(1− z2)L(z,α,β)
∣∣∣∣< 3π + |α|.
Therefore, by Lemma 5, we know that there exists u1(·) ∈ Lp (p > 1), such that (3.9)
holds.
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(iii) If ϕ1(z)= L(z,α,β)/(1−z2), ϕ2(z)= L(z¯, α,β)/(1−z2), then for θ /∈ {0,π,2π},
ϕ1(e
iθ )=−2 sin
θ−(α+β)
2 sin
θ−(α−β)
2
sin θ
(3.10)
and
ϕ2(e
iθ )= 2 sin
θ+(α+β)
2 sin
θ+(α−β)
2
sin θ
. (3.11)
In fact,
ϕ1(e
iθ )= (1− e
2iθ ) sinα + i(− cosα + 2eiθ cosβ − e2iθ cosα)
1− e2iθ
= sinα(1− cos 2θ − i sin 2θ)
1− cos 2θ − i sin 2θ
+ i[− cosα + 2 cosβ(cosθ + i sin θ)− cosα(cos 2θ + i sin 2θ)]
1− cos 2θ − i sin 2θ
= (sinα − sin(α − 2θ)− 2 cosβ sin θ)
1− cos 2θ − i sin 2θ
+ i(2 cosβ cos θ − cosα− cos(2θ − α))
1− cos 2θ − i sin 2θ
= 2 sin θ cos(α − θ)− 2 sin θ cosβ + i(2 cosβ cosθ − 2 cosθ cos(θ − α))
2 sin2 θ − i2 sinθ cosθ
= cos(α − θ)− cosβ
sin θ
=−2 sin
θ−(α+β)
2 sin
θ−(α−β)
2
sin θ
. (3.12)
Similarly, (3.11) also holds.
(iv)
arg s(eiθ , α,β)= arg p˜
2(eiθ )
ϕ1(eiθ )
= arg p˜
2(e−iθ )
ϕ2(eiθ )
= u1(θ) a.e. θ ∈ [0,2π]. (3.13)
From s(z,α,β) ∈HR(U), we have
s(z,α,β)= s(z¯, α,β).
So from (3.5), (3.7), Lemma 5 and Lemma 8, we know that (3.13) holds.
In the following, we have to consider five different situations according to the value
of α.
I. If α = 0, then L(z,0, β)=−i(1− 2z cosβ + z2). By (3.5), we have
(h− g)′(z)= i(p˜(z))
2
1− 2z cosβ + z2
(
p˜(·) ∈ P˜ ).
From (h−g)′ ∈HR(U), we know that p˜2(·) is imaginary on real axis. By (h−g)′(r) >
0, r ∈ (−1,1), we have arg p˜(r)=−π4 , r ∈ (−1,1).
Let p˜(z) = e−(π/4)iψ(z), where ψ(z) ∈ HR(U). Since ψ(z) = ψ(z¯), we get that
argψ(z) ∈ (−π4 , π4 ).
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Therefore, we have
(h− g)′(z)= ψ
2(z)
1+ z2 − 2z cosβ =
(1−z2)ψ2(z)
1+z2−2z cosβ
1− z2 .
Clearly,
1− z2
1+ z2 − 2z cosβ ∈ PR.
(See [11, Vol. I, p. 102].)
Let p˜1(·) ∈ PR be one of the single-valued branches of√
(1− z2)ψ2(z)/(1+ z2 − 2z cosβ)
on the right half plane. Then, there exist some b > 0 and µ(·) ∈ Λ (e.g., see [11, Vol. I,
p. 102]) such that
p˜1(z)= b
2π∫
0
1− z2
1+ z2 − 2z cosθ dµ(θ).
By Lemma 4, we obtain that
h− g ∈ TH .
By Lemma 7, we have f = (h+ g¯) ∈ TH .
II. If α = π , one can argue as in case I.
III. For any given α ∈ (0,π), from (2.1) we have
argϕ1(z) ∈ (α − 2π,π + α) (see Figs. 1, 2) (3.14)
and
argϕ2(z) ∈ (−π − α,2π − α) (see Figs. 3, 4). (3.15)
Let T = α + β , L = α − β , and for real numbers a < b, let (a, b) denote the open
interval. We consider the following eleven cases.
Fig. 1.
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Fig. 2.
Fig. 3.
Fig. 4.
(1) If T = L, then T = α > 0 and we have the following table:
θ (0,L) (L,π) (π,2π −L) (2π −L,2π)
ϕ1(e
iθ ) < 0 < 0 > 0 > 0
ϕ2(eiθ ) > 0 > 0 < 0 < 0
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From the above table, we know that
if θ ∈ (π,2π −L)∪ (2π −L,2π), then ϕ1(eiθ ) > 0, (3.16)
and
if θ ∈ (0,L)∪ (L,π), then ϕ2(eiθ ) > 0. (3.17)
Therefore, from (3.14) and (3.16), we have
argϕ1(eiθ )= 0 for θ ∈ (π,2π −L)∪ (2π −L,2π),
and from (3.15) and (3.17), we get that
argϕ2(eiθ )= 0 for θ ∈ (0,L)∪ (L,π).
Thus, by Lemma 8, we get that
u1(θ)= arg p˜
2(eiθ )
ϕ1(eiθ )
= arg p˜2(eiθ ) a.e. for θ ∈ (π,2π −L) ∪ (2π −L,2π)
and
u1(θ)= arg p˜
2(e−iθ )
ϕ2(eiθ )
= arg p˜2(e−iθ ) a.e. for θ ∈ (0,L)∪ (L,π).
Consequently, we have
u1(θ) ∈ [−π,π] a.e. for θ ∈ (0,2π]. (3.18)
In the following cases, we assume that T > L.
(2) If L> 0 and T < π , then we have
θ (0,L) (L,T ) (T ,π) (π,2π − T ) (2π − T ,2π −L) (2π −L,2π)
ϕ1(eiθ ) < 0 > 0 < 0 > 0 > 0 > 0
ϕ2(eiθ ) > 0 > 0 > 0 < 0 > 0 < 0
From the above table, we know that
ϕ1(e
iθ ) > 0 when θ ∈ (L,T )∪ (π,2π) \ {2π − T ,2π −L} (3.19)
and
ϕ2(e
iθ ) > 0 when θ ∈ (0,L)∪ (T ,π). (3.20)
Therefore, from (3.14) and (3.19), we have
argϕ1(eiθ )= 0 for θ ∈ (L,T )∪ (π,2π) \ {2π − T ,2π −L},
and from (3.15) and (3.20), we get that
argϕ2(eiθ )= 0 for θ ∈ (0,L)∪ (T ,π).
Thus, by Lemma 8, we get that
u1(θ)= arg p˜
2(eiθ )
ϕ1(eiθ )
= arg p˜2(eiθ )
a.e. for θ ∈ (L,T )∪ (π,2π) \ {2π − T ,2π −L}
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and
u1(θ)= arg p˜
2(e−iθ )
ϕ2(eiθ )
= arg p˜2(e−iθ ) a.e. for θ ∈ (0,L)∪ (T ,π).
Consequently, we have
u1(θ) ∈ [−π,π] a.e. for θ ∈ (0,2π]. (3.21)
(3) If L> 0 and T = π , then we have
θ (0,L) (L,π) (π,2π −L) (2π −L,2π)
ϕ1(e
iθ ) < 0 > 0 > 0 > 0
ϕ2(eiθ ) > 0 > 0 > 0 < 0
(4) If L= 0 and T < π , then we have
θ (0, T ) (T ,π) (π,2π − T ) (2π − T ,2π)
ϕ1(e
iθ ) > 0 < 0 > 0 > 0
ϕ2(eiθ ) > 0 > 0 < 0 > 0
(5) If L= 0 and T = π , then we have
θ (0,π) (π,2π)
ϕ1(eiθ ) > 0 > 0
ϕ2(eiθ ) > 0 > 0
(6) If L= 0 and T > π , then we have
θ (0,2π − T ) (2π − T ,π) (π,T ) (T ,2π)
ϕ1(eiθ ) > 0 > 0 < 0 > 0
ϕ2(e
iθ ) > 0 < 0 > 0 > 0
(7) If T > π and L> 0, then we have
θ (0,L) (L,2π − T ) (2π − T ,π) (π,T ) (T ,2π −L) (2π −L,2π)
ϕ1(eiθ ) < 0 > 0 > 0 < 0 > 0 > 0
ϕ2(e
iθ ) > 0 < 0 < 0 > 0 > 0 < 0
(8) If T < π and L< 0, set β1 = α, α1 = β , T1 = α1 + β1 and L1 = α1 − β1; then we
have T1 < π , L1 > 0 and
θ (0,L1) (L1, T1) (T1,π) (π,2π − T1) (2π − T1,2π −L1) (2π −L1,2π)
ϕ1(eiθ ) > 0 > 0 < 0 > 0 > 0 < 0
ϕ2(e
iθ ) < 0 > 0 > 0 < 0 > 0 > 0
(9) If T = π and L< 0, set β1 = α, α1 = β , T1 = α1 + β1 and L1 = α1 − β1; then we
have T1 = π , L1 > 0 and
θ (0,L1) (L1,π) (π,2π −L1) (2π −L1,2π)
ϕ1(e
iθ ) > 0 > 0 > 0 < 0
ϕ2(eiθ ) < 0 > 0 > 0 > 0
(10) If T > π , L< 0 and β < π , set α1 = β , β1 = α, T1 = α1 + β1 and L1 = α1 − β1;
then we have T1 > π , L1 > 0 and
θ (0,L1) (L1,2π − T1) (2π − T1,π) (π,T1) (T1,2π −L1) (2π −L1,2π)
ϕ1(e
iθ ) > 0 > 0 > 0 < 0 > 0 < 0
ϕ2(eiθ ) < 0 > 0 < 0 > 0 > 0 > 0
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(11) If T > π , L< 0 and β = π , set α1 = β , β1 = α, T1 = α1 + β1 and L1 = α1 − β1;
then we have T1 > π , L1 > 0 and
θ (0,L1) (L1,π) (π,T1) (T1,2π)
ϕ1(eiθ ) > 0 > 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 > 0 > 0
From (3)–(11), we can conclude
u1(θ) ∈ [−π,π] a.e. for θ ∈ (0,2π] and α ∈ (0,π).
IV. For any given α ∈ (−π2 ,0), let α1 = β , β1 = −α, L1 = α1 − β1 = α + β and
T1 = α1 + β1 = β + |α|> 0.
From | cosβ/ cosα| 1, (2.1) and [11, Vol. I, p. 102], we have
ϕ1(z)=
{
L(z,α,β)
1− z2
}
=
{
sinα − i cosα
(
1− 2 cosβcosα z+ z2
)
1− z2
}
 0
and
ϕ2(z)=
{
L(z¯, α,β)
1− z2
}
 0.
Therefore
argϕ1(z) ∈ (−π,0) (3.22)
and
argϕ2(z) ∈ (0,π). (3.23)
(1) If T1 < π and L1 > 0, then we have the following table:
θ (0,L1) (L1, T1) (T1,π) (π,2π − T1) (2π − T1,2π −L1) (2π −L1,2π)
ϕ1(eiθ ) > 0 < 0 < 0 > 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 > 0 < 0 < 0 > 0
Firstly, if θ ∈ (L1, T1)∪ (2π − T1,2π −L1), from the above table, we have
ϕ1(e
iθ ) < 0
and
ϕ2(e
iθ ) < 0.
From (3.22), we have argϕ1(eiθ )=−π for θ ∈ (L1, T1) ∪ (2π − T1,2π − L1), and from
(3.23), we have argϕ2(eiθ )= π for θ ∈ (L1, T1)∪ (2π − T1,2π −L1). Since
u1(θ)= arg p˜
2(eiθ )
ϕ1(eiθ )
= arg p˜
2(e−iθ )
ϕ2(eiθ )
,
we get that
−2π  u1(θ) 0
and
0 u1(θ) 2π,
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for θ ∈ (L1, T1) ∪ (2π − T1,2π −L1). Hence,
u1(θ)= 0 a.e. for θ ∈ (L1, T1)∪ (2π − T1,2π −L1). (3.24)
Secondly, if θ ∈ (0,L1) ∪ (π,2π − T1), then ϕ1(eiθ ) > 0. From (3.22), we have
argϕ1(eiθ )= 0. Thus, we get that
u1(θ)= arg p˜2(eiθ ) for θ ∈ (0,L1)∪ (π,2π − T1). (3.25)
Finally, if θ ∈ (T1,π) ∪ (2π − L1,2π), then ϕ2(eiθ ) > 0. From (3.23), we get that
argϕ2(eiθ )= 0. Therefore, we have
u1(θ)= arg p˜2(e−iθ ) for θ ∈ (T1,π)∪ (2π −L1,2π). (3.26)
Consequently, from (3.24)–(3.26) we can conclude
u1(θ) ∈ (−π,π] a.e. for θ ∈ (0,2π].
(2) If T1 > π , L1 > 0 and β < π , then
θ (0,L1) (L1,2π − T1) (2π − T1,π) (π,T1) (T1,2π −L1) (2π −L1,2π)
ϕ1(eiθ ) > 0 < 0 > 0 < 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 < 0 > 0 < 0 > 0
(3) If T1 < π and L1 = 0, then we have
θ (0, T1) (T1,π) (π,2π − T1) (2π − T1,2π)
ϕ1(eiθ ) < 0 < 0 > 0 < 0
ϕ2(e
iθ ) < 0 > 0 < 0 < 0
(4) If T1 = π and L1 > 0, then we have
θ (0,L1) (L1,π) (π,2π −L1) (2π −L1,2π)
ϕ1(eiθ ) > 0 < 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 > 0 > 0
(5) If T1 > π , L1 > 0 and β = π , then we have
θ (0,L1) (L1,π) (π,T1) (T1,2π)
ϕ1(eiθ ) > 0 > 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 > 0 > 0
From (2)–(5), we also get that
u1(θ) ∈ (−π,π] a.e. for θ ∈ (0,2π] and α ∈
(
−π
2
,0
)
.
Remark. Since α1 ∈ [0,π], β1 ∈ (0, π2 ) and | cosα1/ cosβ1|  1, we can conclude that
other cases are impossible. For example, if T1 < π and L1 < 0, then α1 < β1 < π2 . But| cosα1|> | cosβ1| is contradictory with | cosα1/ cosβ1| 1.
V. For any given α ∈ (π, 32π), set α1 = α−π , β1 = β , L1 = α1 −β1 and T1 = α1 +β1.
For | cosβ/ cosα| 1, we have
ϕ1(z) 0
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and
ϕ2(z) 0.
Thus
argϕ1(z) ∈ (0,π) (3.27)
and
argϕ2(z) ∈ (−π,0). (3.28)
Similar to the remark of the situation IV, we only consider the following five cases.
(1) Set α2 = β1, β2 = α1, T2 = α2 + β2 and L2 = α2 − β2.
If T2 < π and L2 > 0, then we have the following table:
θ (0,π − T2) (π − T2,π −L2) (π −L2,π) (π,π +L2) (π +L2,π + T2) (π + T2,2π)
ϕ1(eiθ ) < 0 < 0 > 0 < 0 < 0 > 0
ϕ2(eiθ ) > 0 < 0 < 0 > 0 < 0 < 0
Firstly, if θ ∈ (π − T2,π −L2)∪ (π +L2,π + T2), from the above table, we have
ϕ1(e
iθ ) < 0
and
ϕ2(e
iθ ) < 0.
By (3.27) and (3.28), we have
argϕ1(eiθ )= π (3.29)
and
argϕ2(eiθ )=−π, (3.30)
for θ ∈ (π − T2,π −L2)∪ (π +L2,π + T2). From (3.13), (3.29) and (3.30), we have
u1(θ)= 0 for θ ∈ (π − T2,π −L2) ∪ (π +L2,π + T2). (3.31)
Secondly, if θ ∈ (π −L2,π)∪ (π + T2,2π), then
ϕ1(e
iθ ) > 0,
and by (3.27), we have
argϕ1(eiθ )= 0 for θ ∈ (π −L2,π)∪ (π + T2,2π). (3.32)
Finally, if θ ∈ (0,π − T2)∪ (π,π +L2), then
ϕ2(e
iθ ) > 0,
and by (3.28), we have
argϕ2(eiθ )= 0 for θ ∈ (0,π − T2)∪ (π,π +L2). (3.33)
By (3.13), (3.31), (3.32) and (3.33), we have
u1(θ) ∈ (−π,π] a.e. for θ ∈ (0,2π].
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(2) Set α2 = β1 < π , β2 = α1, T2 = α2 + β2 and L2 = α2 − β2.
If T2 > π and L2 > 0, then we have
θ (0, T2 − π) (T2 − π,π −L2) (π −L2,π) (π,π +L2) (π +L2,3π − T2) (3π − T2,2π)
ϕ1(eiθ ) > 0 < 0 > 0 < 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 < 0 > 0 < 0 > 0
(3) Set α2 = β1 = π , β2 = α1, T2 = α2 + β2 and L2 = α2 − β2.
If T2 > π and L2 > 0, then we have
θ (0, T2 − π) (T2 − π,π) (π,π +L2) (π +L2,2π)
ϕ1(e
iθ ) > 0 > 0 < 0 < 0
ϕ2(eiθ ) < 0 < 0 > 0 > 0
(4) Set α2 = β1, β2 = α1, T2 = α2 + β2 and L2 = α2 − β2.
If T2 < π and L2 = 0, then we have
θ (0,π − T2) (π − T2,π) (π,π + T2) (π + T2,2π)
ϕ1(eiθ ) < 0 < 0 < 0 > 0
ϕ2(eiθ ) > 0 < 0 < 0 < 0
(5) Set α2 = β1, β2 = α1, T2 = α2 + β2 and L2 = α2 − β2.
If T2 = π and L2 > 0, then we have
θ (0,π −L2) (π −L2,π) (π,π +L2) (π +L2,2π)
ϕ1(eiθ ) < 0 > 0 < 0 < 0
ϕ2(e
iθ ) < 0 < 0 > 0 < 0
From (2)–(5), we also get that
u1(θ) ∈ (−π,π] a.e. for θ ∈ (0,2π] and α ∈
(
π,
3π
2
)
.
By III–V and (3.9), we can conclude that for any given α ∈ (−π2 ,0)∪ (0,π)∪ (π, 32π)
and β ∈ [0,π],
∣∣arg s(reiθ , α,β)∣∣ 1
2π
π∫
−π
|u1(ϕ)|(1− r2)
1+ r2 − 2r cos(θ − ϕ) dϕ
= 1
2π
∫
[−π,π]\E
|u1(ϕ)|(1− r2)
1+ r2 − 2r cos(θ − ϕ) dϕ  π,
where E ⊂ [−π,π] has measure zero, and |u1(ϕ)| π for ϕ ∈ [−π,π] \E.
For some given α1 ∈ (−π2 ,0)∪ (0,π)∪ (π, 32π) and β1 ∈ [0,π], if there exists a point
z0 such that∣∣arg s(r0eiθ0, α1, β1)∣∣= π (|z0| = |r0eiθ0 | = r0),
then from (3.7), (3.9) and Lemma 4, we know that there exists a positive constant C0, such
that
s(z,α1, β1)= C0
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and
(h− g)(z)= C0
2
ln
(
1+ z
1− z
)
∈ TH .
By Lemma 7, we have f = h+ g¯ ∈ TH .
Remark. For the above argument, we have the following example:
Example 1. Set
f (z)= z+ 1
2
ln
(
1+ z
1− z
)
+ z− 1
2
ln
(
1+ z
1− z
)
.
A direct computation gives (h− g)′(z)= 2/(1− z2) and (h+ g)′(z)= 2.
Since

{
(h+ g)′(z)
(h− g)′(z)
}
={1− z2}> 0,
we have∣∣∣∣g′(z)h′(z)
∣∣∣∣< 1 for z ∈U.
Therefore f (z) is locally one-to-one and sense-preserving.
On the other hand, let L(z, π2 ,
π
2 )= 1− z2; then

{
L
(
z,
π
2
,
π
2
)
(h+ g)′(z)
}
= 2{1− z2}> 0.
Thus f ∈ CH (i)∩ TH .
Now we continue the proof of Theorem 2.
For any given α ∈ (−π2 ,0) ∪ (0,π) ∪ (π, 32π) and β ∈ [0,π], if | args(z,α,β)| < π ,|z|< 1, then from (3.7) we have
(h− g)′(z)= p
2
3(z)
1− z2 ,
where p3 ∈ P˜ is one of the single-valued branches of √s(z,α,β) on the right-half plane.
Since (h− g)′ ∈HR(U), and h′(r)− g′(r) > 0 for r ∈ (−1,1), we have
p3(·) ∈HR(U).
Consequently, there exists some µ1(·) ∈Λ such that
p3(z)= c
2π∫
0
1− z2
1+ z2 − 2z cosθ dµ1(θ) (c > 0).
By Lemma 4, we know that
h− g ∈ TH .
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By Lemma 7, we have
f = h+ g¯ ∈ TH . ✷
Theorem 3. Let f = h + g¯ be a univalent orientation-preserving harmonic mapping
defined on the unit disk U , such that f ∈ CH (l) is real on the real axis, and satisfies
the normalization f (0)= 0 and h′(0)+ g′(0) > 0. Then f is typically real.
Proof. Let γ be the angle between l and positive x-axis. If γ = 0, then f (z) maps U
onto a domain convex in direction of real axis. By Lemma 2, we know that (h− g)(z) is a
univalent function and real on the real axis. Therefore, (h− g) ∈ TH . So we have
f = h+ g¯ ∈ TH .
On the other hand, if γ 	= 0, then there must exist some η ∈ (−π2 , π2 ) such that
eiηf = (eiηh+ e−iηg) ∈ CH(i).
From the deductions of Theorem 2, we know that there exist p1(·),p2(·) ∈ P˜ , such that
eiηh′ + e−iηg′ = p1(z)
L(z,α,β)
and
eiηh′ − e−iηg′ = p1(z)p2(z)
L(z,α,β)
.
Thus we have
(h′ + g′) cosη+ i(h′ − g′) sinη = p1(z)
L(z,α,β)
and
(h′ − g′) cosη+ i(h′ + g′) sinη = p1(z)p2(z)
L(z,α,β)
.
Hence
(h− g)′(z)= p1(z)(p2(z) cosη− i sinη)
L(z,α,β)
(cosη > 0).
From argp1(z) ∈ (−π2 , π2 ) and arg(p2(z) cosη− i sinη) ∈ (−π2 , π2 ), we have
arg
[
p1(z)
(
p2(z) cosη− i sinη
)] ∈ (−π,π).
Therefore p1(z)(p2(z) cosη− i sinη) is never a strictly negative real number.
Let p˜(z) ∈ P˜ be one of the single-valued branches of √p1(z)(p2(z) cosη− i sinη) on
the right-half plane. Then
(h′ − g′)(z)= p˜
2(z)
L(z,α,β)
.
Similar to the proof of Theorem 2, we can conclude that Theorem 3 holds. ✷
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Remark. Theorem 2 is different from Theorem A of [3], as illustrated in the following
example:
Example 2. Set
f (z)= 1
2
z∫
0
2+ ie−iβζ
1+ ie−iβζ dζ −
1
2
z∫
0
ie−iβζ
1+ ie−iβζ dζ
for fixed β ∈ [0, π2 )∪ (π2 ,π]. Then
h′(z)= 2+ ie
−iβz
2(1+ ie−iβz) , g
′(z)=− ie
−iβz
2(1+ ie−iβz)
and
a(z)= g
′(z)
h′(z)
=− ie
−iβz
2+ ie−iβz .
Since |a(z)|< 1 for z ∈ U , it follows that f (z) is locally one-to-one and sense-preserving.
On the other hand, let L(z, π2 , β)= (1− e−i(π/2+β)z)(1− ei(β−π/2)z); then

{
L
(
z,
π
2
, β
)
(h′ + g′)
}
=
{
(1+ ie−iβz)(1+ ieiβz) 1
1+ ie−iβz
}
={(1+ ieiβz)}> 0
and
h(z)− g(z)= z.
By Lemmas 1, 3 and 7, we know that f (z) ∈CH (i) is a typically real mapping. But the
second dilatation function a(z) of f (z) has not real coefficients.
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