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Abstract
We study the hσσi, hσi, hi correlators in the 2d Ising model
perturbed by a magnetic field. We compare the results of a set of
high precision Montecarlo simulations with the predictions of two dif-
ferent approximations: the Form Factor approach, based on the exact
S-matrix description of the model, and a short distance perturbative
expansion around the conformal point. Both methods give very good
results, the first one performs better for distances larger than the
correlation length, while the second one is more precise for distances
smaller than the correlation length. In order to improve this agree-
ment we extend the perturbative analysis to the second order in the





In these last years much progress has been done in the study of two di-
mensional statistical systems in the neighbourhood of critical points. In the
framework of quantum eld theory these systems can be seen as Conformal
Field Theories (CFTs) perturbed by some relevant operator. Since the sem-
inal work of Belavin, Polyakov and Zamolodchikov [1] we have an almost
complete understanding of CFT’s (at least for the minimal models): we have
complete lists of all the operators of the theories and explicit expressions for
the correlators. However much less is known on their relevant perturbations.
In some cases it has been possible to show that these perturbations give rise
to integrable models [2, 3]. In these cases again we have a rather precise
description of the theory. In particular it is possible to obtain the exact
asymptotic expression for the large distance behaviour of the correlators [4].
From this information several important results (and in particular all the
universal amplitude ratios) can be obtained.
However in comparing with numerical simulations or with experiments
one is often interested in the short distance behaviour of the correlators
(short here means for distances smaller or equal than the correlation length)
and this is not easily accessible in integrable systems. Moreover integrable
perturbations represent only a small subset of the possible theories. For
instance in the case of the Ising model both the purely thermal and the
purely magnetic perturbations are integrable, but for any combination of
them the exact integrability is lost.
For these reasons, besides the S-matrix results, it is important to develop
a perturbative approach well dened in the short distance regime of the the-
ory and such that it does not rely on the exact integrability of the model.
This is however a rather dicult task. In fact any naive perturbative expan-
sion of the (massless) CFT along a relevant direction, is aected by infrared
divergences (IR) and some non-trivial strategy is needed.
Recently, in [5, 6], a new approach has been proposed to overcome this
diculty (see [7]-[15] for relevant related works and preexisting ideas). The
method is based on Wilson’s operator product expansion (OPE). Roughly
speaking the main idea of this new approach is that the Wilson’s coecients
of the OPE, being well dened at short distance, can be assumed to have a
regular, IR safe, perturbative expansion with respect to the coupling. For
this reason we shall refer to it in the following as the IRS (infrared safe)
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perturbative approach.
The main requirement of this IRS approach is the the knowledge of the
Wilson coecients (and their derivatives with respect to the perturbing cou-
pling). For this reason it is particularly ecient if applied to perturbations
of exactly solved theories like 2d critical CFT’s (but the framework is quite
general and in principle could be extended also to higher dimensions).
The price one has to pay to control in this way the IR divergences is
that one needs, as an external input information, the expectation values
of the operators involved in the expansion. There are at this point two
possibilities. The rst one is to concentrate only on observables in which
these expectation values exactly cancel. This is a small but very interesting
subset of the informations that we can obtain with the IRS perturbation.
The second possibility is to obtain the desired expectation values with
some other method or extract them from numerical simulations (an inter-
esting numerical approach to obtain these VEV is based on the Truncated
Conformal Space technique, see [16, 17] and references therein).
From this point of view, the IRS approach becomes particularly pow-
erful if applied to integrable perturbations, since in this case some of the
expectation values can be deduced from the S-matrix of the model.
The last step one has to face in comparing the results of the IRS method
with simulations or experiments is the presence of a nonuniversal normaliza-
tion factor between the operators in the continuum quantum eld theory and
their lattice discretizations. These normalizations (and the related normal-
ization of the coupling of the perturbation) can be xed if an exact solution
of the lattice model exists at the critical point. Actually much less is needed.
One only needs the exact expression (or even only its large distance asymp-
totic form) of a correlator involving the operators in which we are interested.
This makes the Ising model perturbed by a magnetic eld a perfect candi-
date for testing the IRS method. In fact it is well known that this model
is exactly integrable [2, 3] and all the amplitude ratios and expectation val-
ues of the primary elds are known. Moreover the Ising model is exactly
solvable at the critical point and the exact expression is known for several
correlators [18, 19].
In fact the IRS approach was successfully tested with the magnetic per-
turbation of the Ising model in [6]. The aim of this paper is to make a further
step in this direction. In particular we have three goals:
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a] We want to show that it is possible to extend the analysis of [5, 6] to
higher orders in the perturbative coupling and discuss the technical
problems that one has to aord following this route.
b] Compare the results of the method with new high precision Montecarlo
simulations so as to test the range of applicability of the method.
c] Compare the IRS method with the results obtained in the S-matrix frame-
work with the so called \form factor" (FF) approach.
This paper is organized as follows. Sect. 2 is devoted to a general de-
scription of the Ising model in a magnetic eld both on the lattice and in the
continuum. The aim of this section is to x conventions and normalizations
which will be useful in the following. In sect. 3 we shall briefly describe the
IRS method, while in sect. 4 we shall extend it to second order derivatives of
the magnetic eld. In sect. 5 we shall briefly describe our Montecarlo simu-
lation while in sect. 6 we shall compare the results of our simulations with
IRS and FF predictions. Finally sect. 7 will be devoted to some concluding
remarks. The details of the calculation of the second order derivative of the
Wilson coecient are collected in the Appendix. We have reported in three
tables at the end of the paper a sample of the results of our simulations.
2 Ising model in a magnetic field.
The continuum theory, which is the starting point of the IRS expansion is
given by the action:
A = A0 + h
∫
d2x (x) (1)
where A0 is the action of the conformal eld theory which describes the
Ising model at the critical point. Let us start our analysis by looking in detail
at this CFT.
2.1 The Ising model at the critical point
The Ising model at the critical point is described by the unitary minimal
CFT with central charge c = 1=2. It contains three conformal families whose
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primary elds 1; ;  have scaling dimensions x = 0; 1=8; 1 respectively. The
fusion rule algebra is
[][] = [1]
[][] = []
[][] = [1] + []:
(2)
Once the operator content is known, the only remaining information
which is needed to completely identify the theory are the OPE constants.







where with the notation fkg we mean that the sum runs over all the elds
of the conformal family [k]. The structure functions Ckij(r) are c-number
functions of r which must be single valued in order to take into account










The actual value of these constants depends on the normalization of the
elds, which can be chosen by xing the long distance behaviour of, for
instance, the  and  correlators. In this paper we follow the commonly
adopted convention which is:
h(x)(0)i = 1jxj 14 ; jxj ! 1 (6)
h(x)(0)i = 1jxj2 ; jxj ! 1: (7)






















2.2 The Ising model in a magnetic field
If we switch on the magnetic eld h, the structure functions acquire a h






ij (h; r)fkg(0) : (11)
Also the mean values of the  and  operators acquire a dependence on
h. Standard renormalization group arguments allow one to relate this h
dependence to the scaling dimensions of the operators of the theory and lead
to the following expressions:
hih = Ah 115 + ::: (12)
hih = Ah 815 + ::: (13)











= 1:27758227:: ; (14)
with











































A = 2:00314::: : (16)
Notice however that these amplitudes are not universal. They depend on the
details of the regularization scheme. Thus some further work is needed to
obtain their value on the lattice.
2.3 The lattice model













where the notation hi; ji denotes nearest neighbour sites in the lattice which
we assume to be a two dimensional square lattice of size L. In order to select
only the magnetic perturbation,  must be xed to its critical value:





2 + 1) = 0:4406868:::











In the following we shall denote the lattice discretization of the operators ,











where N  L2 denotes the number of sites of the lattice. This result suggests






so that the mean value of l coincides with M(h):
hli  M(h) (21)











For the energy operator one must also take into account the presence of an
additional bulk contribution at the critical point. This constant can be easily













so that the mean value of l coincides with the singular part of E(h):
hli  E(h)− 1p
2
(24)








l + ::: (26)
where the lattice amplitudes Al, A
l
 are dierent from the corresponding
amplitudes evaluated in the continuum.
In order to relate the lattice results with the continuum ones, we must
x the relative normalizations of  versus l ,  versus l and h versus hl
1.
The simplest way to do this is to look at the analogous of eq.(6,7) at the
critical point (namely for hl = 0) [22]. From the exact solution of the Ising





where rij denotes the distance on the lattice between the sites i and j and
we know from [19] that:
R2 = e
30(−1)25=24 = 0:70338::: (28)
By comparing this result with eq.(6) we nd
l = R = 0:83868::: (29)
From this we can also obtain the normalization of the lattice magnetic
eld which must exactly compensate that of the spin operator in the pertur-
bation term h. We nd:
hl = (R)
−1h = 1:1923:::h (30)
1This essentially amounts to measure all the quantities in units of the lattice spacing.
For this reason we can fix in the following the lattice spacing to 1 and neglect it.
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Combining these two results we obtain the value in lattice units of the
constant A
Al = (R)
16=15A = 1:058::: (31)
In the case of the energy operator the connected correlator on the lattice, at









where K0 and K1 are modied Bessel functions,  is a parameter related to
the reduced temperature, dened as
 = 4j − cj (33)
and with the index c we denote the connected correlator (notice that thanks
to the denition (23) no disconnected part must be subtracted at the critical
point and the index c becomes redundant). This expression has a nite value
in the  ! 0 limit (namely at the critical point). In fact the Bessel functions















Hence R = 1=. By comparing this result with eq.(7) we nd




and from this we obtain the expression in lattice units of A
Al = (R)
8=15(R)A = 0:58051::: (37)
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2.4 Correlators
In the remaining part of this paper we shall be mainly interested in the
dependence on the external magnetic eld of the following correlators:
G;  h(0)(r)i (38)
G;  h(0)(r)i (39)
G;  kh(0)(r)i (40)
where k  sign(h). We already know the behaviour at the critical point of
the rst two of them, which is given by eq. (6), (7) in the continuum (or
equivalently eq.(27), (35) on the lattice), while the OPE constants reported
in eq.(8) immediately tell us that h(0)(r)i = 0.
For small values of h we may expect to add to these results correction
terms functions of h and r. However standard renormalization group argu-
ments show that these two variables are actually related and that there is a
natural scaling variable which describes the short distance expansion of these
correlators in a magnetic eld which is t  jhj jrj15=8. In order to obtain an
explicit expansion in powers of t we must absorb the scaling dimensions of
the various operators in the expansion 2. To this end let us dene
F;  h(0)(r)ijrj1=4 (41)
F;  h(0)(r)ijrj2 (42)
F;  kh(0)(r)ijrj9=8 (43)
where k  sign(h).
The powers which appear in the t expansion of the functions F can be
immediately deduced from the analysis of the OPE via the IRS method, that
will be described in the following section.
2On the contrary, in the large distance regime where one may use the predictions
obtained with the form factor approach, the natural normalization is that of the GΦ,Φ
functions defined above.
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3 The infrared safe approach
The goal of the method presented in Ref. [5] is to obtain informations about
the short distance behavior of a conformal eld theory perturbed by relevant
operators.
The general idea behind this approach, (for preexisting ideas see [9,
10, 11, 12, 13]) is the fact that Wilson Coecients, being short distance
objects, can be taken to have a regular, IR safe, perturbative expansion with
respect to the coupling. This OPE approach leaves unxed some constants
that parameterize the vacuum expectation values of operators that appear
in conformal eld theory.
In [5] it was found that the correlators of the perturbed CFT are given
in terms of the derivatives of the Wilson coecients (calculated at h = 0
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2 +   
]
hfkg(0)ih:
It was also shown that a general formula could be written for the n − th
derivative of the Wilson Coecients with respect to h. Here we will write











































The general structure of this formula is a sum of the \naive" perturbative
term plus n (for the n − th order coecient) infrared counterterms. The
asterisk reminds that the sum on the counterterms is truncated and is per-
formed up to a given infrared dimension (see again [5]).
The construction of the IRS expansion requires two steps.
 First, one must select by using the OPE rules which operators can ap-
pear in the various expansions, identify their scaling dimensions, select
the dominant ones and give their expression in terms of the structure
constants and of their derivatives.
 Second, one must evaluate the derivatives of the structure constants by
using eq.(44) or (45) to reduce them to suitable integrals over correla-
tors evaluated at the critical point. This allows in principle to complete
the analysis, since the explicit form of all possible critical correlators is
known. However in general these integrals are highly non trivial and
their evaluation represents the major problem of the whole approach.
These two steps where performed in [6] for all the terms in the expansion
involving at most rst order derivatives of the structure constants. This
allows to obtain the rst three terms in the expansion of the hi and hi
correlators (which are reported for completeness at the end of this section).
On the contrary for the hi in this way one can only obtain the rst two
terms of the expansion. Moreover one can verify by an explicit calculation
that the second of them is identically zero ([5]). Thus in the hi correlator,
in order to reach the rst non trivial correction to scaling, it is mandatory
to extend the analysis of [6] and to deal with second order derivatives of
the Wilson coecients. We shall address this problem in the next section.
In particular, in sect. 4.1 we shall discuss the rst step of the IRS analysis,
and select among the possible candidates the one with the lowest power of
t which, as anticipated, turns out to involve a second order derivative of a
structure constant. Then in sect. 4.2 (and in the Appendix) we shall explicitly
evaluate this contribution. Let us conclude this section by listing for all the
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23=15 + O(t31=15) (48)































extension of the denition given in eq.(5) to the derivatives of the Wilson
coecients. The rst order derivatives have been calculated in [6] we re-
port here for completeness their numerical value (notice a slight change with
respect to [6] due to the dierent choice of normalizations).
̂@hC = −0:40374̂@hC = 0̂@hC1 = 3:29627̂@hC = −0:90900
The second order derivative which appears in last one in the hi correlator
requires a more involved calculation which we shall discuss in the next section
and in the Appendix.
4 Second order corrections
4.1 Dimensional analysis
To estimate the higher order corrections to hi we must analyse two kinds
of possible contributions.
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 The expectation values of secondary operators multiplied by the Wilson
coecients and their rst derivatives.
 The second derivatives of Wilson coecients.
We would like to understand which is the most important of these terms.
In the Ising model there are two secondary operators at rst level, obtained
by acting on  and  with the Virasoro generator L−1 and its hermitian
conjugate (the action of L−1 on 1 gives 0). We start by considering
1  L−1 L−1 (49)
and
1  L−1 L−1 (50)
where Lk, Lk are Virasoro generators. It is clear that the expectation value
of this kind of operators is zero being total derivatives. So let us go to second
level of the algebra. There are two possible terms:
L2−1 L
2
−1; L−2 L−2 (51)
where  is a generic primary eld. In this situation we have to consider also
the identity operator.
In the identity sector the only contribution is given by
T T = L−2 L−2 1 (52)
i.e. the energy-momentum tensor. Again a simple dimensional analysis shows
that






It is clear that the terms containing secondary operators (of second level) of
 and  are of higher order in t and will not be considered here.


























Let us x XR = 1. An elementary computation shows that the series is
























d2z0hzz0(r0 − C1)i: (57)














It is also clear that, being XR = 1 the lowest dimension operator, deriva-
tives of Wilson coecients relative to  and  will give terms with a higher
power in t.
Let us write nally the perturbative expansion of this correlator






2 + O(t32=15): (60)
4.2 The Wilson derivative







d2z0hzz0(r0 − C1)i (61)
where h(z1)(z2)(z3)(z4)i denotes the correlator at the critical point which
can be written as




By xing the values of z1 = z, z2 = w, z4 = 0 and by rescaling r we can








jz(1− w) + w(1− z)j2
4jw(1− w)z(1− z)jjz − wj1=4 +    (63)
where the dots indicate the counterterms.
The explicit calculation of this integral can be done using a technique
developed by Mathur, [24]. The general idea behind this approach is to
factorize the integral in a holomorphic and antiholomorphic part using Stokes
theorem. The calculation is reported in the Appendix. After this calculation,
in order to get rid of the infrared cuto we perform a Mellin transform of the
integral and the infrared counterterm (see [6] for more details). In this we
we end up with a nite result when the infrared cuto goes to innity. The
nal result is ̂@2hC1 = 93:0915899 : : : : (64)
5 The Montecarlo simulation
It has been recently shown [25] that in the case of the 2d Ising model in a
magnetic eld, algorithms based on the exact (or approximate) diagonaliza-
tion of the transfer matrix are much more eective than standard Montecarlo
simulations. In particular this is true for all possible observables involved in
the large distance behaviour of the model. The only exception is represented
by the short distance behaviour of the point-point correlators which is the
subject of the present paper. In fact in order to reach lattices as large as
possible in the transfer-matrix programs discussed in [25] only zero momen-
tum projected observables could be studied, while we are instead interested
in point-point correlators. Moreover, we need to have a window as large as
possible between the region (few lattice spacings) dominated by the lattice
artifacts and the correlation length. This windows shrinks to zero in the
transfer matrix approach where only small values of the correlation length
can be studied.
For these reasons we decided to perform our tests with standard Monte-
carlo simulations. We used a Swendsen-Wang type algorithm, modied so
as to take into account the presence of an external magnetic eld. For a
detailed description of the algorithm see for instance [26, 27].
15
5.1 Finite size effects.
As a preliminary test we performed a simulation at hl = 4:406910−4 (which
corresponds to H = 0:001) with lattice size L = 128 which exactly coincides
with one of the simulations reported in [26] and found results in complete
agreement with those quoted in [26]. Then for the same value of hl we
performed a set of high precision simulations varying the lattice size so as to
check the presence of possible nite size eects. In particular we compared
our estimates of the mean magnetization, susceptibility and internal energy
with the known exact results, extrapolated at the value of hl at which we
performed the simulations 3.
Table 1: Finite size effects at hl = 4:406910−4. In the first column we report
the lattice sizes used in the simulations, in the remaining three columns the
mean values of the magnetization, susceptibility and internal energy. In the
last row we report the exact results obtained by using the known values of
the amplitudes for these quantities.
L M  E
120 0.63110(16) 113(1) 0.71638(3)
140 0.63247(16) 98.4(6) 0.71645(3)
160 0.63245(14) 96.4(4) 0.71639(3)
200 0.63255(11) 95.4(3) 0.71643(3)
exact 0.63260 95.7 0.71642
The comparison is reported in tab.1. It turns out that lattice sizes at
least larger than 12 times the correlation length are needed to be sure that
nite size eects are under control (with this we mean that the systematic
3If one is interested in a high precision comparison, also the contribution of secondary
fields should be taken into account in extracting these exact estimates. The amplitude of
some of these secondary fields have been evaluated numerically in [25]. In the case of M
and χ, for the values of hl in which we are interested, the contributions of the secondary
fields are strictly smaller than the statistical errors of the results of our simulations and
hence can be neglected in the comparison. On the contrary for the internal energy it turns
out that the amplitude of the first correction is rather large (see [25] for details) and must
be taken into account. In fact, if we would neglect it, instead of the value reported in
tab.1 we would find E = 0.71652 in clear disagreement with the Montecarlo results. This
represents a non trivial test of the results of [25].
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errors induced by the nite size of the lattice are smaller than the statistical
errors of the simulations and can be neglected). A side consequence of this
observation is that the simulations reported in [26] are indeed aected by
rather large nite size eects.
It is interesting to notice that the magnetic observables are more aected
by nite size eects than the thermal one. As one can easily expect the
largest corrections appear in the case of the susceptibility.
5.2 The simulation
Once we were sure to have nite size eects under control we performed a
set of high precision simulations of the model for three dierent values of the
magnetic eld.
An important quantity to understand the range of validity of the IRS
approximation is the correlation length. Roughly speaking we expect that
the IRS results should give a reasonable approximation for distances equal or
smaller than the correlation length, while above it the form factor approach
should give results of better quality. For this reason it is important to have
a good estimate of . This can be easily obtained from the knowledge of the





(see [25] for details on the continuum to lattice conversion of ). In tab.
2 we have reported the expected values of  in our cases.





For all the values of hl that we simulated, we studied the three cor-
relators: h(0)(r)i, h(0)(r)i and h(0)(r)i, for r = 1;    ; Lmax, where
the maximum distance Lmax was chosen to be roughly twice the correlation
length. In this way we can test our results also in the large distance regime,
where predictions from the form factor approach are expected to give very
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precise estimates for the correlators. Notice that when studying the large dis-
tance behaviour of correlators one is usually interested in the zero momentum
projection of the connected part of the correlator. On the contrary in the
present case we are interested in the point–point correlators without mean
value subtraction or zero momentum projections. This must be taken into
account when comparing the data with those obtained with the form factor
approach. Some informations on the simulations are reported in tab.3.
Table 3: Some informations on the simulations. Lmax denotes the maximum
distance at which the correlators have been evaluated, its value almost co-
incides with twice the correlation length. L denotes the lattice size, hl the
magnetic field. In the third column we have reported the number of measures
while in the fourth column we have reported the number of SW sweeps which
separates two measures.
hl L measures sweep/measures Lmax
4:4069 10−4 200 4 105 5 30
2:2034 10−4 300 2 105 5 45
1:1017 10−4 400 1 105 10 65
We report an example of our results (for the value hl = 4:4069 10−4) in
the rst columns of tabs. 7, 8 and 9. The quoted errors have been obtained
with a standard jacknife method.
6 Discussion of the results
In g.s 1-8 and tab.7, 8 and 9 we compare our estimates for the correlators
with the IRS and form factor predictions. For completeness we briefly recall
here the form factor results (see [28, 29] for details) and give the numerical
values (once all the conversion factors are taken into account) of the constants
in the IRS approach.
6.1 Form factor results
The scattering theory which describes the scaling limit of the Ising Model in
a magnetic eld [3] contains eight dierent species of self-conjugated particles
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Aa, a = 1; : : : ; 8 with masses
m2 = 2m1 cos

5
= (1:6180339887::) m1 ;
m3 = 2m1 cos

30
= (1:9890437907::) m1 ;
m4 = 2m2 cos
7
30
= (2:4048671724::) m1 ;
m5 = 2m2 cos
2
15
= (2:9562952015::) m1 ; (66)
m6 = 2m2 cos

30
= (3:2183404585::) m1 ;






= (3:8911568233::) m1 ;







m1(hl) denotes the overall mass scale and coincides with 1=, hence its value
in lattice units is












where K0(x) is the modied Bessel function and F

i denotes the overlap
(measured in units of the magnetization) of the ith state with the  operator.
M(hl) denotes the magnetization and its hl dependence is given in (12, 31).
Similarly the spin-energy and energy-energy correlators are given by
kG(r) = M(hl)E(hl)(1 +
8∑
i=1










The constants F i and F
"
i have been evaluated in [28, 29]. Their value is
reported in tab.4 and 5.
In eq.s (68), (69) and (70) one is neglecting the states above the pair
production threshold. Hence one expects systematic errors of the order
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Table 4: Overlap amplitudes for the spin operator.
F 1 = −0:64090211
F 2 = 0:33867436
F 3 = −0:18662854
F 4 = 0:14277176
F 5 = 0:06032607
F 6 = −0:04338937
F 7 = 0:01642569
F 8 = −0:00303607
Table 5: Overlap amplitudes for the energy operator.
F "1 = −3:70658437
F "2 = 3:42228876
F "3 = −2:38433446
F "4 = 2:26840624
F "5 = 1:21338371
F "6 = −0:96176431
F "7 = 0:45230320
F "8 = −0:10584899
O (e−2m1r). For distances larger than the correlation length these deviations
are very small but become increasingly relevant as the correlation length is
approached. It would be important to have an estimate of the magnitude
of these corrections. From this point of view the present case is a perfect
laboratory since we know that all other possible sources of systematic errors
are under control. We report an example of the results obtained with the FF
approach (for the value hl = 4:4069 10−4) in the last column of tabs. 7, 8
and 9.
6.2 IRS approach
By using the results of sect. 3 and 4 and the exact knowledge of the constants
R and R one can easily write the constants B
i
ΦΦ in lattice units. They are
reported in tab.6.
We report an example of our results (obtained by plugging the values of
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tab.6 in eqs.(46), (47) and (48) in the particular case hl = 4:4069 10−4), in
the second column of tabs. 7, 8 and 9 .










6.3 Comparison with MC results
6.3.1 Lattice artifacts
It is interesting to see that lattice artifacts are conned to a remarkably small
region of few lattice spacings, which shows a negligible dependence on the
magnetic eld or on the type of correlator. Since the lattice artifacts decrease
so quickly it is rather easy to nd where does the region of applicability of
the IRS results starts, by simply looking at the distance Lmin where for the
rst time the IRS prediction becomes compatible (within the errors) with the
MC data or, if this never happens, looking at the location of the minimum
dierence between IRS predictions and the MC simulations 4. It turns out
that for all correlators and hl values Lmin ranges between 7 and 9 lattice
spacings. This tells us that, at least in the case of the Ising model perturbed
by a magnetic eld, the IRS method has a large window of applicability,
which becomes larger and larger as the critical point is approached. This is
well exemplied by g.6 and 7 where the dierence between MC data and
4We may expect that higher orders in the t expansion improve the large distance
behaviour of the IRS results, but they give a negligible contribution around Lmin where
the discrepancy between Montecarlo data and IRS predictions is completely dominated by
lattice artifacts.
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IRS predictions is plotted, for the  correlator in the short range region,
rst in units of the lattice spacing and then in units of the correlation length.
It would be interesting to test if this behaviour also holds for other models
or for dierent realizations of this one.
6.3.2 hl dependence
In the range Lmin < r <  the agreement between IRS predictions and
MC results is always very good. In particular, it seems that the method
reaches its better results in the case of  correlator. As expected, the IRS
approximation becomes better and better as we approach the critical point
(see g.s 3, 4 and 5). First because the range of validity becomes larger
and second because the systematic deviations due to the terms neglected in
the expansion, which are proportional to higher powers of hl become less
important. In particular for the  correlator at hl = 1:1017  10−4 there
is a wide range (more than 40 lattice spacings) in which the IRS prediction
coincides with the MC results within the errors (see g.8).
6.3.3 IRS versus FF.
Looking at tables 7, 8, 9 and at the g.s 1-5 we see that, as expected, the
FF approach performs better than the IRS one for distances larger than the
correlation length and that the opposite is true for distances smaller than .
It is interesting to see that for distances of the order of the correlation length
the IRS and FF methods give comparable performances. Some interesting
informations on the systematic errors involved in the two approximations can
be extracted from the data.
1] While the systematic errors in the IRS approach have a polynomial be-
haviour in the distance r (which is contained in t), those of the FF
approach have an exponential behaviour. This is clearly visible in g.2
where the deviations are plotted as a function of r for the correlator
G at hl = 4:4069 10−4 and in g.3-5 where they are plotted for all
the correlators and all the values of hl as functions of r=. This makes
the IRS method still reasonably reliable even for distances twice the
correlation length.
22
2] We may obtain a rough estimate of the magnitude of the systematic er-
rors involved in the IRS approach with the following argument. Since
t  jhj jrj15=8, looking at eq.(65) we see that for distances of the order
of the correlation length we have t  0:25. Depending on the corre-
lator chosen, we would expect deviations of the order O(t2), O(t31=15),
O(t32=15). Since in general the BiΦΦ constants are of order unity, this
amounts to an expected deviation for the FΦΦ functions of order F 
0:06.
3] However, looking at the data (and taking into account the normalization
between FΦ;Φ and GΦ;Φ functions) we see that the actual values of F
are much smaller (in some case more than one order of magnitude) than
expected. Most probably, this is due to the fact that the BiΦ;Φ constants
are randomly distributed around zero and cancellations among higher
order terms occur.
4] A similar analysis is more dicult to perform in the case of the FF
method. In this case we know that the systematic errors are of order
O(e−2m1r). However it is dicult to give a more precise estimate of
the corrections since it would require some information on the order
of magnitude of the amplitude in front of the cut contribution in the
correlators.
5] In the large distance regime r  1:5  the performances of the FF ap-
proach are very good. For instance, in this region, for the lowest value
of h that we studied: hl = 1:1017 10−4 the FF predictions for the 
correlator coincide with the MC results within the errors (see g.5).
6.3.4 Convergence of the IRS expansion
It is interesting to see how the performances of the IRS method improve
as higher terms are added in the expansion. In g.8 we have plotted the
dierence between the MC data for the hi correlator at hl = 1:1017 10−4
and the IRS results with one (pluses), two (crosses) and three (diamonds)




In this paper we have compared the predictions of the IRS and FF approx-
imations for the ,  and  correlators with the results of a set of high
precision MC simulations of the 2d Ising model perturbed by a magnetic eld.
To this end we have extended the IRS approach to second order derivatives
of the structure constants. Our main results are:
 Lattice artifacts are conned in a small region of few lattice spacings.
 There is a wide region ranging from  7 − 9 lattice spacings to the
correlation length in which the MC data are in good agreement with
the IRS results.
 The agreement improves as the critical point is approached.
 For distances smaller than  the IRS gives a better approximation than
the FF method, while the opposite is true for distances larger than .
It would be very interesting to extend this analysis to other models in
this same universality class. In particular one could study the model recently
introduced in [30, 31] for which an exact bethe ansatz solution, out of the
critical point exists. Another interesting application of the method would be
the study of the correlators in the case of the most general perturbation of the
Ising critical point (i.e. a mixed situation with both magnetic and thermal
perturbations). In this case the exact integrability is lost but the IRS method
is still valid and could give important informations on the behaviour of the
correlators. In particular it would allow us to compare our approximation
with the interesting results, directly obtained on the lattice, in [32].
Appendix






where n; m; r; s 2 N and ; ; γ; e; f 2 R.
It is useful to introduce the following theorem (see [24], [6]). Let us consider
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where ff(w)gN=1;N , f f(w)gN=1;N are two sets of independent functions
and Q is a constant matrix. Let us assume that f(w
) e (f(w)) have
the same monodromies, in particular the two sets of functions f(w) and
g  ( f(w)) must have the same branch points fwkgm+1k=0 such that
0 = jw0j < jw1j <    < jwmj < jwm+1j = 1 (73)
and they have to be analytic elsewhere.
If we assume now that the matrix Q is invariant under the monodromy group
action
Q = M tkQM

k ; 8k (74)
where Mk are the monodromy matrices of f and g related to the branch
points wk, it follows that we are able to express I in terms of one-dimensional























where Ck ( Ck) are counter-clockwise (clockwise) circumferences enclosing all
the branch points of modulus lower than wk, starting at wk+ (innitesimally
over the cut at wk) and ending at wk− (innitesimally under the cut at wk).
Now we are able to evaluate both the z-plane and w-plane integrations
of (71) using the previous lemma.




d2zjzjj1− zjzn(1− z)mjz − wjγ (77)
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so the z-plane integration involves the following branch points
z0 = 0; z1 = w; z2 = 1; z1 = 1: (78)


























(ei(++γ) − 1)(ei(+γ) − 1) (81)











This imply that we have to take in account only the integrals
I(1)1 = (e−i − 1)w1+=2+γ=2+n
Γ(=2 + n + 1)Γ(γ=2 + 1)
Γ(=2 + γ=2 + 2 + n)

 F (−=2; =2 + n + 1; =2 + γ=2 + 2 + n; w);
I(1)2 = (ei − 1)w1+=2+γ=2
Γ(=2 + 1)Γ(γ=2 + 1)
Γ(=2 + γ=2 + 2)

 F (−m− =2; =2 + 1; =2 + γ=2 + 2; w) (83)
and
I(2)1 = (e−i(++γ) − 1)(−)m
Γ(−=2− =2− γ=2− n− 1)Γ(=2 + 1)
Γ(−=2− γ=2− n) 
 F (−γ=2;−=2− =2− γ=2− n− 1;−=2− γ=2− n; w);
I(2)2 = (ei(++γ) − 1)
Γ(−=2− =2− γ=2−m− 1)Γ(=2 + 1 + m)
Γ(−=2− γ=2) 
 F (−γ=2;−=2− =2− γ=2−m− 1;−=2− γ=2; w): (84)
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Finally, putting all these relations in (79), we can recover the wanted result
for Iz(w; w
).




d2wjwjej1− wjfwr(1− w)s Iz(w; w) (85)
which involves w0 = 0, w1 = 1, w1 = 1 as branch points. Hence the














The contribution coming from I(1) is




ie − 1) J1




−i(e++γ) − 1) J2
I(1)1 = (e−ie − 1)
∫ 1
0
dz f1 = (e−ie − 1) J1
I(1)2 = (ei(e++γ) − 1)
∫ 1
0
dz f2 = (ei(e++γ) − 1) J2 (88)
that, in terms of generalized hypergeometric functions, becomes
J1 = B(−=2− =2− γ=2− n− 1; =2 + 1)B(1 + e=2; 1 + f=2 + s)
3F2(










− n; 2 + e + f
2
+ s); 1)






+ n + e=2; 1 +

2
+ n; 2 +
 + γ
2
+ n; 3 +
+
 + γ + e + f
2
+ n + s); 1)
J1 = B(−=2− =2− γ=2−m− 1; =2 + 1 + m)B(1 + e=2 + k; 1 + f=2)
3F2(
















−m; 2 +  + γ + e
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Thus the solution has the form
Z = t11J1 J1 + t12J1 J2 + t21J2 J1 + t22J2 J2 (90)
where the matrix elements tij are the following
t11 = 
−1S(e=2)S(=2)S(( +  + γ)=2) 

(
S(=2)S(=2)S(f=2)S(( +  + e + f + 2γ)=2) +
+ S(γ=2)S(( +  + γ)=2)S(( + e + f + γ)=2)S((f + γ + )=2)
)
t22 = 
−1S(=2)S(γ=2)S(( + e + γ)=2) 

(
S(=2)S(=2)S((e + f)=2)S(1=2( + f + γ)) +
+ S(γ=2)S(( +  + γ)=2)S(f=2)S((e + f + γ + )=2))
)
t12 = t12 = 
−1S(=2)S(=2)S(e=2)S(γ=2) 
 S(( + e + γ)=2)S(( +  + γ)=2)S(( + γ)=2)
with
 = S(( + γ)=2)

(
(S(=2)S(=2)S((e + f)=2)S(( +  + e + f + 2γ)=2) +
+ S(γ=2)S(( +  + γ)=2)S(( + e + f + γ)=2)S((e + f + γ + )=2)
)
and S(x) = sin(x).
For all details on the calculation we refer to [33].
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Fig. 1: Comparison of the Montecarlo estimates (pluses), the IRS results (rotated














Fig. 2: Differences between MC estimates and IRS results (crosses) and between
MC and form factor results (pluses) for the correlator G at hl = 1.1017  10−4.
In this figure, and in all the following ones the errors in the MC estimates are not













Fig. 3: Differences between MC estimates and IRS results (crosses for hl =
4.4069  10−4, dotted squares for 2.2034  10−4 and circles for 1.1017  10−4) and
between MC and form factor results (pluses for hl = 4.4069  10−4, diamonds for
2.203410−4 and filled squares for 1.101710−4)diamonds) for the correlator G .













































Fig. 6: Differences between MC estimates and IRS results for hl = 4.4069  10−4
(pluses), hl = 2.2034 10−4 (crosses) and hl = 1.1017 10−4 (diamonds) for the σ



































Fig. 8: Difference between the MC data for the hσi correlator at hl = 1.101710−4
and the IRS results with one (pluses), two (crosses) and three (diamonds) terms in
the expansion.
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Table 7: Comparison of the Montecarlo estimates (second column), the IRS
results (third column) and the form factor (FF) results (fourth column) for
the correlator G at hl = 4:4069 10−4. In the first column is reported the
distance in lattice units.
r MC IRS FF
1 0.71643( 2) 0.71371 0.60030
2 0.61138( 3) 0.60871 0.54956
3 0.55862( 4) 0.55764 0.52068
4 0.52628( 5) 0.52590 0.50087
5 0.50401( 6) 0.50385 0.48606
6 0.48757( 6) 0.48750 0.47446
7 0.47487( 7) 0.47483 0.46506
8 0.46475( 7) 0.46472 0.45729
9 0.45651( 7) 0.45647 0.45075
10 0.44968( 8) 0.44961 0.44519
11 0.44393( 8) 0.44383 0.44040
12 0.43904( 8) 0.43889 0.43624
13 0.43484( 9) 0.43463 0.43261
14 0.43120( 9) 0.43093 0.42942
15 0.42803( 9) 0.42768 0.42661
16 0.42526(10) 0.42481 0.42412
17 0.42281(10) 0.42226 0.42190
18 0.42065(10) 0.41998 0.41992
19 0.41874(10) 0.41792 0.41815
20 0.41702(10) 0.41606 0.41656
21 0.41549(11) 0.41436 0.41513
22 0.41412(11) 0.41280 0.41384
23 0.41290(11) 0.41137 0.41268
24 0.41179(11) 0.41003 0.41163
25 0.41079(11) 0.40879 0.41067
26 0.40988(12) 0.40762 0.40980
27 0.40907(12) 0.40652 0.40902
28 0.40832(12) 0.40547 0.40830
29 0.40765(12) 0.40447 0.40765
30 0.40703(12) 0.40351 0.40705
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Table 8: Comparison of the Montecarlo estimates (second column), the IRS
results (third column) and the form factor (FF) results (fourth column) for
the correlator G at hl = 4:4069 10−4. In the first column is reported the
distance in lattice units.
r MC IRS FF
1 0.104067( 2) 0.101321 0.002747
2 0.029348( 2) 0.025332 0.002010
3 0.012327( 3) 0.011262 0.001597
4 0.006674( 2) 0.006340 0.001319
5 0.004190( 2) 0.004064 0.001114
6 0.002879( 2) 0.002829 0.000957
7 0.002103( 2) 0.002087 0.000832
8 0.001606( 2) 0.001608 0.000731
9 0.001268( 2) 0.001281 0.000647
10 0.001029( 2) 0.001049 0.000577
11 0.000854( 2) 0.000880 0.000518
12 0.000720( 2) 0.000753 0.000467
13 0.000615( 2) 0.000657 0.000424
14 0.000534( 2) 0.000582 0.000387
15 0.000469( 2) 0.000524 0.000354
16 0.000415( 2) 0.000478 0.000326
17 0.000370( 2) 0.000442 0.000301
18 0.000334( 2) 0.000414 0.000280
19 0.000305( 2) 0.000392 0.000261
20 0.000280( 2) 0.000375 0.000244
21 0.000258( 2) 0.000362 0.000229
22 0.000239( 2) 0.000353 0.000215
23 0.000221( 2) 0.000347 0.000203
24 0.000205( 2) 0.000344 0.000193
25 0.000194( 2) 0.000342 0.000183
26 0.000184( 2) 0.000343 0.000174
27 0.000174( 2) 0.000345 0.000167
28 0.000166( 2) 0.000349 0.000160
29 0.000158( 2) 0.000354 0.000154
30 0.000152( 2) 0.000360 0.000148
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Table 9: Comparison of the Montecarlo estimates (second column), the IRS
results (third column) and the form factor (FF) results (fourth column) for
the correlator G at hl = 4:4069 10−4. In the first column is reported the
distance in lattice units.
r MC IRS FF
1 0.104077(19) 0.101011 0.027495
2 0.053137(12) 0.050882 0.021822
3 0.034975(11) 0.034286 0.018614
4 0.026275(11) 0.026062 0.016427
5 0.021240(11) 0.021181 0.014807
6 0.017966(11) 0.017967 0.013546
7 0.015676(11) 0.015704 0.012533
8 0.013990(10) 0.014032 0.011701
9 0.012705(10) 0.012753 0.011007
10 0.011699(10) 0.011748 0.010421
11 0.010891(10) 0.010942 0.009920
12 0.010231(11) 0.010282 0.009488
13 0.009685(11) 0.009736 0.009114
14 0.009228(11) 0.009277 0.008788
15 0.008841(11) 0.008888 0.008502
16 0.008510(11) 0.008555 0.008250
17 0.008224(11) 0.008268 0.008028
18 0.007978(11) 0.008018 0.007830
19 0.007765(10) 0.007800 0.007654
20 0.007577(10) 0.007608 0.007497
21 0.007411(11) 0.007438 0.007357
22 0.007265(11) 0.007287 0.007231
23 0.007134(11) 0.007152 0.007118
24 0.007018(11) 0.007031 0.007016
25 0.006914(11) 0.006922 0.006924
26 0.006822(11) 0.006823 0.006841
27 0.006740(11) 0.006733 0.006766
28 0.006667(11) 0.006650 0.006698
29 0.006600(12) 0.006575 0.006637
30 0.006539(12) 0.006505 0.006580
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