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Abstract
For a variety V , it has been recently shown that binary products commute with arbitrary
coequalizers locally, i.e., in every fibre of the fibration of points pi : Pt(C) → C, if and only
if Gumm’s shifting lemma holds on pullbacks in V . In this paper, we establish a similar re-
sult connecting the so-called triangular lemma in universal algebra with a certain categorical
anticommutativity condition. In particular, we show that this anticommutativity and its local
version are Mal’tsev conditions, the local version being equivalent to the triangular lemma on
pullbacks. As a corollary, every locally anticommutative variety V has directly decomposable
congruence classes in the sense of Duda, and the converse holds if V is idempotent.
1 Introduction
Recall that a category is said to be pointed if it admits a zero object 0, i.e., an object which is
both initial and terminal. For a variety V, being pointed is equivalent to the requirement that the
theory of V admit a unique constant. Between any two objects X and Y in a pointed category,
there exists a unique morphism 0X,Y from X to Y which factors through the zero object. The
presence of these zero morphisms allows for a natural notion of kernel or cokernel of a morphism
f : X → Y , namely, as an equalizer or coequalizer of f and 0X,Y , respectively. Every kernel/cokernel
is a monomorphism/epimorphism, and a monomorphism/epimorphism is called normal if it is a
kernel/cokernel of some morphism. Given any pointed category C with binary products, the product
inclusion X
ι1−→ X × Y is always a kernel of the product projection X × Y
pi2−→ Y , but it is not
generally true that pi2 is a cokernel of ι1. Pointed categories where every product projection is
normal are said to have normal projections [24]. For example, every subtractive [26] or unital
category [5] has normal projections. In particular, every subtractive or Jo´nsson-Tarski variety has
normal projections.
To any object X, in any category C, we may associate the pointed category PtC(X) of split
epimorphisms with codomain X — the so-called “category of points” of X. In terms of comma
categories, the category of points of X is given by PtC(X) = (X, 1X ) ↓ (C ↓ X). The category C
is then said to have normal local projections [25] if for every object X in C, the category PtC(X)
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has normal projections. It has been recently shown in [17] that normal local projections is closely
related to Gumm’s shifting lemma [14], which we recall now. An algebra X satisfies the shifting
lemma if for any congruences R,S, T on X such that R∩S 6 T and xRu, yRv and xSy, uSv, then
uTv implies xTy. A variety is said to satisfy the shifting lemma if every algebra in it satisfies the
shifting lemma, which happens if and only if the variety is congruence modular. The implications
of relations in the shifting lemma is usually depicted with the diagram:
u
T
S
R
v
R
x
T
S
y
The result alluded to earlier, connecting normal local projections with the shifting lemma, is that
a variety V has normal local projections if and only if V satisfies the shifting lemma on pullbacks:
for any congruence Θ on any pullback A ×X B in V we have (x, u)Θ(y, u) ⇒ (x, v)Θ(y, v), where
(x, u), (y, u), (x, v), (y, v) are any elements of A×XB. This can be seen as the shifting lemma in the
special case where R = Eq(p1) and S = Eq(p2) are the kernel equivalence relations of the respective
pullback projections of A×X B.
(x, u)
Θ
Eq(p2)
Eq(p1)
(y, u)
Eq(p1)
(x, v)
Θ
Eq(p2)
(y, v)
Moreover, a variety V has normal local projections if and only if finite products commute with
arbitrary coequalizers in PtC(X) for any algebra X in V (see Theorem 3.7 in [17]). The main aim
of this paper is to illustrate a similar result connecting the triangular lemma in the sense of [12] (see
also [10]), with a natural anticommutativity condition (Definition 2.1) which is based the notion of
commuting morphisms due to Huq [21] (see also [6]). Using the language of generalized elements,
the triangular lemma may be formulated for categories:
Definition 1.1. An object X in a category C satisfies the triangular lemma if for any equivalence
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relations R,S, T on the same object X such that R ∩ S 6 T , if xRySz and xTz, then yTz.
z
S
x
T
⑧⑧⑧⑧⑧⑧⑧⑧
R
y
T
C is said to satisfy the triangular lemma if every object in C does.
For example any congruence distributive variety satisfies the triangular lemma, but not every variety
satisfying the triangular lemma is congruence distributive as shown in [15]. However, a congruence
modular variety is congruence distributive if and only if it satisfies the triangular lemma [22]. But
also, any regular majority category in the sense of [16] satisfies the triangular lemma in the sense
of Definition 1.1 (see Lemma 1.1 in [27]). Thus for example, the dual category Topop is a regular
majority category (Example 2.6 in [16]), and hence it satisfies the triangular lemma. The main
results of this paper show that for varieties, both anticommutativity and local anticommutativity
are Mal’tsev properties, the later being equivalent to the triangular lemma restricted to pullbacks: a
variety V is locally anticommutative if and only if for any two morphisms f : A→ X and g : B → X,
and any congruence Θ on the pullback A×X B of f along g, if (x, y), (x
′, y), (x′, y′) ∈ A×X B are
any elements such that (x, y)Θ(x′, y′), then (x, y)Θ(x′, y).
(x′, y′)
Eq(p1) Θ
(x, y)
Θ
✈✈✈✈✈✈✈✈✈
Eq(p2)
(x′, y)
2 Anticommutative categories
Recall that two morphisms f : A→ C and g : B → C in a pointed category C with binary products
are said to commute [21] (or “cooperate” [7]) if there exists a morphism ρ : A× B → C such that
ρ ◦ ι1 = f and ρ ◦ ι2 = g, where ι1 : A → A × B and ι2 : B → A × B are the canonical product
inclusions.
A
f ##❋
❋❋
❋❋
❋❋
❋❋
ι1 // A×B
ρ

B
ι2oo
g
{{✇✇
✇✇
✇✇
✇✇
✇
C
A morphism f : X → Y in C is called central when it commutes with the identity 1Y on Y , and an
object M is called commutative if 1M is central. For example, in the category Grp of groups, two
morphisms f : G→ L and g : H → L commute if and only the subgroups f(G) and g(H) commute
in the usual sense. The category Imp of (non-empty) implications algebras [28] is pointed, and if
two morphisms f : A→ C and g : B → C commute then f(A) ∩ f(B) = 0. In other words, if two
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morphisms f and g of implication algebras commute, then they are disjoint in the following sense:
two morphisms f : X → Z and g : Y → Z in a pointed category C are said to be disjoint if for any
commutative diagram
S
x //
y

Y
g

X
f
// Z
we have gx = 0 = fy. This brings us to the main definition of this paper:
Definition 2.1. A pointed category C with binary products is a called anticommutative if every
pair of commuting morphisms are disjoint.
If C is a regular category [2], then every morphism has an image-factorization, and in this case f
and g are disjoint if and only if their images f(X) and g(Y ) are disjoint in the usual sense (see
Proposition 2.5 below). For example, in a regular antilinear category C every pair of commuting
morphisms in C are disjoint.
Proposition 2.2. For a pointed category C with binary products, we have (i) =⇒ (ii) =⇒ (iii)
where:
(i) C is anticommutative.
(ii) Every central morphism in C is a zero morphism.
(iii) Every commutative object in C is a zero object.
Proof. For (i) =⇒ (ii), note that if f : X → Y is central, then it commutes with the identity 1Y ,
so that f and 1Y are disjoint, so that f = 0. Note that (ii) =⇒ (iii) is trivial.
In Corollary 2.6, we will see that when the base category C is a regular unital category, then the
converse implications also hold, i.e., (iii) =⇒ (i). However, if C is not regular, then (ii) need
not imply (i). For example, the full subcategory CGrp of Grp consisting centerless groups, i.e.,
groups G for which Z(G) = {x ∈ G | ∀y ∈ G(xy = yx)} = 0. The category CGrp has products, is
unital (product inclusions are jointly strongly epimorphic) and every central morphism in CGrp
is a zero morphism, however it is not anticommutative. To see this, consider the free group F over
two generators x, y, and consider the morphism f : F → F such that f(x) = x = f(y). Note that
F is centerless, so that f is a morphism in CGrp. Moreover, f commutes with itself, since the
map ρ : F 2 → F defined by (a, b) 7→ f(a) ·f(b) is a cooperator for f with itself, but f is not disjoint
with itself.
Proposition 2.3. Let C be a pointed category with binary products and kernels, and suppose that
f : X → Z and g : Y → Z are any pair of morphisms in C. Then f and g are disjoint if and only
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if the diagram
ker(f)× ker(g)
p1

p2 // Y
g

X
f
// Z
is a pullback, where p1 and p2 are the canonical projections composed with the canonical kernel
inclusions.
Proof. If C is anticommutative, and x : S → X and y : S → Y are any morphisms such that
fx = gy, then anticommutativity implies that fx = 0 = gy so that x and y factor through ker(f)
and ker(g) respectively, and hence (x, y) factors through ker(f)×ker(g). Conversely, if the diagram
above is a pullback, then fx = gy gives a factorization of both x and y through ker(f) and ker(g)
respectively, so that fx = 0 = gy.
Remark 2.4. The content of the above proposition was essentially what was used in [16] in order
to show that every pointed finitely complete majority category is anticommutative (see Proposi-
tion 3.8).
Recall that a category C is regular [2] if it has finite limits, coequalizers of kernel pairs, and the
class of regular epimorphisms is pullback stable. Every morphism in a regular category admits
an image factorization, i.e., every morphism f : X → Y factors uniquely as a regular epimorphism
X
e
−→ f(X) followed by a monomorphism f(X)
m
−→ Y . For the basic properties of regular categories,
we refer the reader to section 2 of the Handbook of Categorical Algebra 2 [3].
Proposition 2.5. For any pointed regular category C and any morphisms f : X → Z and g : Y → Z
in C, f and g are disjoint if and only if f(X) ∩ g(Y ) = 0, i.e., their images are disjoint.
Proof. Consider the diagram below where the bottom row and right column are image factorizations
of f and g respectively and each square is a pullback.
P
p2 // //
p1

K2

  // Y

K1

// // f(X) ∩ g(Y )
 _

  // g(Y )
_

X // // f(X) 
 // Z
If f and g are disjoint then we may choose P = ker(f)× ker(g) and p1 and p2 to be the canonical
product projections by Proposition 2.3, and hence f(X) ∩ g(Y ) = 0. If on the other hand we have
f(X)∩ g(Y ) = 0, then each square being a pullback implies that K1 = ker(f) and K2 = ker(g) and
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that P = ker(f) × ker(g), p1 and p2 are the canonical product projections, and therefore f and g
are disjoint by Proposition 2.3.
Recall that a finitely complete category C is called unital [5] if for any two objects A,B the canonical
product inclusions A → A × B ← B are jointly strongly epimorphic. The corollary below shows
that the converse implications in the statement of Proposition 2.2 holds when the base category is
regular and unital.
Corollary 2.6. For a regular unital category C the following are equivalent:
(i) C is anticommutative.
(ii) Every central morphism in C is 0.
(iii) Every commutative object in C is trivial.
Proof. The implications (i) =⇒ (ii) =⇒ (iii) follow from Corollary 2.2. For (iii) =⇒ (i), we
note that if f : X → Z and g : Y → Z are two morphisms which commute, then C being unital,
their images f(X) and g(Y ) commute. Their intersection f(X) ∩ g(Y ) is a commutative object
in C (see Example 1.4.2 in [4]), and hence, f(X) ∩ g(Y ) = 0 so that f and g are disjoint by
Proposition 2.5.
Proposition 2.7. For a pointed category C with binary products the following are equivalent.
(i) For any morphism ρ : X ×X → Y if ρ ◦ ι1 = ρ ◦ ι2 then ρ ◦ ι1 = 0 = ρ ◦ ι2.
(ii) For any morphism ρ : X ×X → Y we have ρ(x, 0) = ρ(0, x) =⇒ ρ(x, 0) = 0 = ρ(0, x) for
any generalized element x : S → X.
(iii) For any morphism ρ : X × Y → Z we have ρ(x, 0) = ρ(0, y) =⇒ ρ(x, 0) = 0 = ρ(0, y) for
any generalized elements x : S → X and y : S → Y .
(iv) C is anticommutative.
Proof. For (i) =⇒ (ii), let x : S → X be any generalized element such that ρ(x, 0) = ρ(0, x).
Consider the composite morphism S × S
x×x
−−→ X ×X
ρ
−→ Y . Then we have that (ρ ◦ (x× x)) ◦ ι1 =
ρ(x, 0) = ρ(0, x) = (ρ ◦ (x× x)) ◦ ι2, which implies that:
ρ(x, 0) = (ρ ◦ x× x) ◦ ι1 = 0 = (ρ ◦ x× x) ◦ ι2 = ρ(0, x).
For (ii) =⇒ (iii) suppose that x : S → X and y : S → Y are any generalized elements such that
ρ(x, 0) = ρ(0, y). Consider the morphism (X ×Y )× (X×Y )
p
−→ Z×Z which is defined by the map
((a, b), (c, d)) 7−→ (ρ(a, d), ρ(c, b)). Then we have that
p((x, y), (0, 0)) = (ρ(x, 0), ρ(0, y)) = (ρ(0, y), ρ(x, 0)) = p((0, 0), (x, y)),
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which implies p((x, y), (0, 0)) = (ρ(x, 0), ρ(0, y)) = (0, 0) and the result follows. For (iii) =⇒ (iv)
suppose that ρ is a cooperator for two morphisms f : X → Z and g : Y → Z, let x, y be any two
morphisms which commute, and consider the diagram:
X
ι1

f
##●
●●
●●
●●
●●
S
x
;;✇✇✇✇✇✇✇✇✇✇
y
##●
●●
●●
●●
●●
● X ×X
ρ // Z
Y
ι2
OO
g
;;✇✇✇✇✇✇✇✇✇✇
The commutativity of outer square gives
ρ(x, 0) = f ◦ x = g ◦ y = ρ(0, y) =⇒ f ◦ x = 0 = g ◦ y.
For (iv) =⇒ (i), just note that ρ is a cooperator for ρ ◦ ι1 and ρ ◦ ι2
The following proposition is a simple reformulation of (i) in the above proposition when C has
coequalizers, which we leave to the reader.
Proposition 2.8. A pointed category C with binary products and coequalizers is anticommutative
if and only if for any object X in C we have q ◦ ι1 = 0 = q ◦ ι2 for any coequalizer q : X ×X → Q
of ι1 and ι2.
2.1 Examples of anticommutative categories
In what follows, we will always write Eq(f) for the kernel equivalence relation associated to a
morphism f in a category C with pullbacks.
Example 2.1. If V is a pointed variety of universal algebras which admits an idempotent binary
operation b(x, y) satisfying b(x, 0) = 0 = b(0, y), then V satisfies (ii) of Proposition 2.7. Since for
any homomorphism f : X × X → Y in V if f(x, 0) = f(0, x) then f(x, 0) = b(f(x, 0), f(x, 0)) =
b(f(x, 0), f(0, x)) = f(b(x, 0), b(0, x)) = 0. Thus, the variety of meet-semilattices with a least
element is anticommuative. In Theorem 3.1 below, a Mal’tsev condition is given for a pointed
variety to be anticommutative.
A variety V is said to have directly decomposable congruence classes [11] if every congruence class
C on a product X × Y in V is such that C = pi1(C) × pi2(C). This property is easily seen to be
equivalent to the requirement that every congruence Θ on any product X × Y in V, satisfies the
implication:
(x, y)Θ(x′, y′) =⇒ (x′, y)Θ(x′, y′).
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Moreover, this may be viewed as the triangular lemma restricted to products:
(x′, y′)
Eq(pi1)
(x, y)
Θ
✈✈✈✈✈✈✈✈✈
Eq(pi2)
(x′, y)
Θ
Proposition 2.9. Any pointed variety which has directly decomposable congruence classes is anti-
commutative.
Proof. We verify the conditions of Proposition 2.7 (ii). Suppose that f : X × X → Y is any
morphism in V and that f(x, 0) = f(0, x), then (x, 0)Eq(f)(0, x) implies (0, 0)Eq(f)(0, x).
(0, x)
Eq(pi1)
(x, 0)
Eq(f)
✇✇✇✇✇✇✇✇✇
Eq(pi2)
(0, 0)
Eq(f)
Remark 2.10. Essentially the same argument, working instead with generalized elements, may
be used to show that any pointed finitely complete category which satisfies the triangular lemma
is anticommutative.
The notion of a majority category has been recently introduced and studied in [16, 19]. This notion
is thought to be a categorical counterpart for varieties which admit a majority term, in a similar
way the notion of Mal’tsev category [1] is a categorical counterpart of Mal’tsev varieties. A category
C is a majority category if for any ternary relation R between objects X,Y,Z we have
(x′, y, z) ∈ R and (x, y′, z) ∈ R and (x, y, z′) ∈ R =⇒ (x, y, z) ∈ R
for any generalized elements x, x′ : S → X and y, y′ : S → Y and z, z′ : S → Z in C. According to
Proposition 2.3 above, and Proposition 3.8 in [16], it follows that every pointed finitely complete
majority category is anticommutative. However, for completeness we include a short proof here:
Proposition 2.11. Every pointed finitely complete majority category is anticommutative.
Proof. We will show that (i) of Proposition 2.7 holds. Let f : X ×X → Y be any morphism with
f ◦ ι1 = f ◦ ι2. Define the ternary relation R on X by a certain equalizer which is defined by
(x, y, z) ∈ R⇔ f(x, z) = y for generalized elements x, y, z : S → X. Then we have
(x, x, 0) ∈ R and (0, 0, 0) ∈ R and (0, x, x) ∈ R =⇒ (0, x, 0) ∈ R.
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The notion of an M-coextensive object [18] in a category C is an object-wise coextensivity [9]
condition relative to a class of morphisms M in C. Let C be a pointed category with binary
products and coequalizers. When M is the class of regular epimorphisms in C, then an object X
is M-coextensive if and only if for any diagram
X
q1

X1 ×X2oo
q

//

X
q1

Q1 Q //oo Q2
where the top row is a product diagram and the vertical morphisms are regular epimorphisms,
then the bottom row is a product diagram if and only if both the squares above are pushouts. For
example, given any algebra X in any variety, then X is M-coextensive (where M is the class of
regular epimorphisms in the variety) if and only it has the Fraser-Horn property [13]. We say that
C is regularly-coextensive if every object in C is M-coextensive with M the class of all regular
epimorphisms in C.
Proposition 2.12. If C is a pointed category with binary products and coequalizers which is regu-
larly coextensive, then C is anticommutative
Proof. We will show that C satisfies the conditions of Proposition 2.8. Let X be any object in C,
and suppose that q : X ×X → Q is a coequalizer of ι1 and ι2. Then the pushout of q along pi1 and
along pi2 is formed simply by taking a coequalizer of pi1 ◦ ι1, pi1 ◦ ι2 and pi2 ◦ ι1, pi2 ◦ ι2 respectively.
But these two pairs of coequalizers have terminal objects for codomains, and hence Q being their
product, is terminal.
2.2 Locally anticommutative categories
For an object X in a category, recall that the fibre PtC(X) above X of the fibration of points
pi : Pt(C) → C consists of triples (A, p, s) where p : A → X is a split epimorphism in C and s is a
splitting for p. A morphism f : (A, p, s) → (B, q, t) in PtC(X) is a morphism f : A→ B in C such
that q ◦ f = p and f ◦ s = t. The category PtC(X) is always pointed, where the zero-object is
(X, 1X , 1X), and if C is finitely complete, then so is PtC(X). The fibration of points classifies many
central notions in categorical algebra, such as for example, Mal’tsev categories: a finitely complete
category C is Mal’tsev if and only if every fibre PtC(X) of the fibration of points is unital, strongly
unital [5] or subtractive [26].
Definition 2.13. A category C is locally anticommutative if for any object X in C, the category
PtX(C) is anticommutative.
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Proposition 2.14. If D is any finitely complete category which satisfies the triangular lemma, and
F : C→ D is any conservative functor (,i.e., reflects isomorphisms,) which preserves pullbacks and
equalizers then C satisfies the triangular lemma.
Note that the assumptions on the functor F imply that it preserves jointly-monomorphic pairs of
morphisms, sends equivalence relations to equivalence relations. We provide a sketch of the proof
below, which is a standard preservation/reflection argument.
Sketch. Suppose that R,S, T are equivalence relations on an object X in C such that R ∩ S 6 T
and let x, y, z : S → X be generalized elements as in Definition 1.1, where xRySz. Then we are
required to show that yTz, which is equivalent to showing that in the pullback diagram
P
p1 //
p2

T
t

S
(y,z)
// X ×X
p2 is an isomorphism. Applying F to the diagram above, we obtain a pullback diagram in D.
The canonical morphism F (X × X) → F (X) × F (X) is a monomorphism, which implies that
(F (P ), F (p1), F (p2)) form a pullback of F (t) along (F (p1), F (p2)). Since D satisfies the triangular
lemma, (F (y), F (z)) factors through T , which implies that F (p2) is an isomorphism, so that p2 is
an isomorphism.
Corollary 2.15. If C is a finitely complete category which satisfies the triangular lemma, then
so does C ↓ X and X ↓ C for any object X. In particular, it follows that PtC(X) satisfies the
triangular lemma if C does.
Proof. The proof follows from the fact that the codomain-assigning functor X ↓ C → C and the
domain-assigning functors C ↓ X → C and PtC(X)→ C satisfy the conditions of Proposition 2.14.
Remark 2.16. The trapezoid lemma [10], which for varieties is equivalent to congruence distribu-
tivity, has also recently been studies in the categorical setting (see [27]). The same argument above,
also applies to the trapezoid lemma, so that if a finitely complete category C satisfies the trapezoid
lemma, then so does C ↓ X, X ↓ C and PtC(X).
Corollary 2.17. Every finitely complete category C satisfying the triangular lemma is locally an-
ticommutative.
Proof. By Corollary 2.15 every category of points PtC(X) satisfies the triangular lemma and is
finitely complete, and the result follows by Proposition 2.10.
Example 2.2. Every finitely complete majority category is locally anticommutative.
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Proof. If C is any finitely complete majority category, then PtC(X) is a pointed finitely complete
majority category for any object X in C, so that the result follows by Proposition 2.11.
Much of what follows in the discussion below is a slight adaption of the proof of Theorem 2.11
in [7] for local anticommutativity, and has been motivated from the results of [29]. For this reason,
we keep the discussion brief by leaving out technical details and work instead with generalised
elements. Let C be a finitely complete category. For any object X in C, we may associate the object
(X ×X,pi1,∆X) in PtC(X), where pi1 is the canonical projection, and ∆X the diagonal morphism.
Moreover, any equivalence relation e = (e0, e1) : E → X ×X in C determines an object (E, e0, dE)
in PtC(X) where dE : X → E is the unique morphism with e◦dE = ∆X . Given any two equivalence
relations r = (r0, r1) : R → X ×X and s = (s0, s1) : S → X ×X, then the morphisms r and s are
morphisms (R, r0, dR)
r
−→ (X×X,pi1,∆X) and (S, s0, dS)
s
−→ (X×X,pi1,∆X) are monomorphisms in
PtC(X). In what follows, we will say that the equivalence relations r : R→ X×X and s : S → X×X
commute, if the monomorphisms r and s commute in PtC(X). An equivalence relation is then said
to be abelian if it commutes with itself. Consider the pullback below:
R×X S
p1 //
p2

S
s0

R
r1
// X
Any morphism p : R ×X S → X satisfying p(x, x, y) = y = p(y, x, x), i.e., any partial Mal’tsev
operation p : R ×X S → X, determines a cooperator for r and s in PtC(X): let P be the product
of (R, r0, dR) and (S, s0, dS) in PtC(X), then the morphism φ : P → X ×X defined by
φ((x, y), (x, z)) = (x, p(y, x, z)),
is a cooperator for r and s. Conversely, any cooperator for r and s determines a partial Mal’tsev
operation p : R×X S → X by the formula above.
Remark 2.18. If R and S admit a connector in the sense of [8], i.e., R and S are connected, then
R and S commute. This is because a connector between R and S is a partial Mal’tsev operation
satisfying some additional conditions.
By Definition 2.1 we immediately have:
Proposition 2.19. Let C be a finitely complete locally anticommutative category. If r : R→ X×X
and s : S → X×X are any equivalence relations on any object X which commute then E∩G = ∆X .
Proof. This is immediate since E ∩ G is the pullback of r along s in PtC(X), and the zero object
in PtC(X) is (X, 1X , 1X).
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Corollary 2.20. Every internal groupoid in a finitely complete locally anticommutative category is
an equivalence relation.
Proof. If d0, d1 : G1 → G0 are the domain an codomain morphisms of an internal groupoid, then
the groupoid structure determines a connector between Eq(d0, d1) and itself, so that Eq(d0, d1) =
Eq(d0, d1) ∩ Eq(d0, d1) = ∆G1 , and hence (d0, d1) is a monomorphism.
Remark 2.21. In the paper [30], M.C. Pedicchio showed that a congruence modular variety V is
congruence distributive if and only if every internal groupoid in V is an equivalence relation (see
Theorem 3.2 in [30]). Note, this fact was already announced in [23]. In particular, it follows from
Corollary 2.20 that a congruence modular variety is congruence distributive if and only if it is
locally anticommutative. By Theorem 3.4 (iii) below, we have that a variety which is congruence
modular and satisfies the triangular lemma on pullbacks is congruence distributive. In particular,
this generalizes the equivalence of (a) and (d) of Theorem 1 in the paper [10].
3 Characterization of anticommutative and locally anticommuta-
tive varieties
Let V be variety of universal algebras, and suppose that f : A → X and g : B → X are two
homorphisms in V. The pullback A×X B of f along g is given by:
A×X B = {(x, y) | f(x) = g(y)}.
Therefore, the kernel equivalence relation Eq(f) of a homomorphism is given by the pullback of f
along itself. In the proofs of Theorem 3.1 and Theorem 3.4, we make use 2×2 matrices to represent
elements of a congruence Θ on the pullback A×X B. In particular, this is represented as follows:(
a a′
b b′
)
∈ Θ⇐⇒ (a, b)Θ(a′, b′).
Theorem 3.1. For a pointed variety of universal algebras V, the following are equivalent.
1. V is anticommutative.
2. V admits unary terms u1, . . . , um and v1, . . . , vm, as well as (m+ 2)-ary terms p0, p1, . . . , pn
satisfying the equations
• p0(u1(x), . . . , um(x), x, 0) = x and p0(v1(x), . . . , vm(x), 0, x) = 0.
• pi+1(u1(x), . . . , um(x), x, 0) = pi(u1(x), . . . , um(x), 0, x).
• pi+1(v1(x), . . . , vm(x), 0, x) = pi(v1(x), . . . , vm(x), x, 0).
12
• p0(u1(x), . . . , um(x), 0, x) = 0 and p0(v1(x), . . . , vm(x), x, 0) = 0.
Proof. Let V be a pointed variety which satisfies (ii) of Proposition 2.7, and let Θ be the congruence
on FV(x) × FV(x), generated by (x, 0)Θ(0, x). Then in the quotient of FV(x) × FV(x) by Θ, the
element (x, 0) will be identified with (0, 0), so that (x, 0)Θ(0, 0). But Θ may be obtained by first
closing the relation
{
(
x 0
0 x
)
,
(
0 x
x 0
)
},
under reflexivity, then under all operations, and then under transitivity. Therefore, there exists
elements z0, . . . , zn such that z0 = (x, 0) and zn = (0, 0) and ziΘzi+1 for i < n. Each zi has the
form:
zi = pi
((u1,i(x) u1,i(x)
v1,i(x) v1,i(x)
)
, . . . ,
(
umi,i(x) umi,i(x)
vmi,i(x) vmi,i(x)
)
,
(
x 0
0 x
)
,
(
0 x
x 0
))
.
Then we may then assume without loss of generality that mi = m, and moreover, we may also
assume that uk,i = uk as well as vk,i = vk for any i = 1, . . . ,m. Then writing out the equalities
component-wise gives the equations in the statement of the theorem.
Remark 3.2. Recall that a pointed variety of universal algebras V is unital if and only if it admits
a Jo`nsson-Tarski operation (i.e., a binary term + satisfying x + 0 = x = 0 + x). Therefore, by
Proposition 2.5 a variety of universal algebras is antilinear if and only if it admits a Jo`nsson-Tarski
operation and the terms of Theorem 3.1.
3.1 Characterization of locally anticommutative varieties
Let C be any category with pullbacks, and let (A, f, s) be any object of PtC(X). Given any object
(A, f, s) in PtC(X) consider the diagram below where the square is a pullback.
X
(s,s)
❊❊
❊❊
""❊❊
❊
s
!!
s
$$
Eq(p)
p2 //
p1

d
❊❊
❊
""❊
❊❊
❊
A
f

A
f
// X
Then a binary product of (A, f, s) with itself in PtC(X) is given by (Eq(p), d, (s, s)) together with the
morphisms p1 and p2. If C has coequalizers, then so does PtC(X), and moreover, they are computed
as in C. Using these stated facts, it is then possible to state a local version of Proposition 2.8,
which is the content of the following proposition.
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Proposition 3.3. Let C be a category with pullbacks and coequalizers. Then C is locally anticom-
mutative if and only if for any split epimorphism f : A → X with splitting s : X → A and any
coequalizer diagram
A
(1,s◦f)
//
(s◦f,1)// Eq(p)
q // // Q,
we have q(s ◦ f, 1) = q(s ◦ f, s ◦ f) = q(1, s ◦ f).
Recall from the introduction that we say a variety V satisfies the triangular lemma on pullbacks, if
for any two morphisms f : A→ X and g : B → X, and any congruence Θ on the pullback A×X B
of f along g we have:
(x, y)Θ(x′, y′) =⇒ (x, y)Θ(x′, y),
for any (x, y), (x′, y), (x′, y′) ∈ A×X B. This may also be depicted by means of a diagram:
(x′, y′)
Eq(p1) Θ
(x, y)
Θ
✈✈✈✈✈✈✈✈✈
Eq(p2)
(x′, y)
where p1 and p2 are the canonical pullback projections.
Theorem 3.4. For a variety V of universal algebras, the following are equivalent:
(i) V is locally anticommutative.
(ii) V admits terms b1, . . . , bm and c1, . . . , cm as well as (m+2)-ary terms p0, p1, . . . , pn such that:
• p0(b1(x, y), . . . , bm(x, y), x, y) = x,
• p0(c1(x, y), . . . , cm(x, y), y, x) = y,
• pi+1(b1(x, y), . . . , bm(x, y), x, y) = pi(b1(x, y), . . . , bm(x, y), y, x),
• pi+1(c1(x, y), . . . , cm(x, y), y, x) = pi(c1(x, y), . . . , cm(x, y), x, y),
• pn(b1(x, y), . . . , bm(x, y), y, x) = x,
• pn(c1(x, y), . . . , cm(x, y), x, y) = x.
• bi(x, x) = ci(x, x)
(iii) V satisfies the triangular lemma on pullbacks.
Proof. For (i) =⇒ (ii), consider the free algebra FV(x, y) in V over the set {x, y}. Let f : FV(x, y)→
FV(z) and s : FV(z) → FV(x, y) be the unique morphisms with f(x) = z = f(y) and s(z) = x, re-
spectively. Consider the coequalizer diagram
FV(x, y)
(1,s◦f)
//
(s◦f,1) // Eq(f)
q // // Q.
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Applying Proposition 3.3 to the diagram above, it follows that (x, y)Eq(q)(x, x). The coequalizer q
is obtained by the quotient of Eq(f) by the congruence generated by the pairs (s◦f, 1)(b(x, y)), (1, s◦
f)(b(x, y)) where b is any binary term in the theory of V. It is straightforward to verify that
(
(s ◦ f, 1)(b(x, y)), (1, s ◦ f)(b(x, y))
)
= b
(
((x, x), (x, x)), ((x, y), (y, x))
)
,
and hence that Eq(q) is the principle congruence generated by (x, y)Eq(q)(y, x). Therefore, there
exists elements z0, . . . , zn such that z0 = (x, y) and zn = (x, x) and ziΘzi+1 for i < n. Moreover,
we have that (zi, zi+1) is equal to
pi
((b1(x, y) b1(x, y)
c1(x, y) c1(x, y)
)
, . . . ,
(
bm(x, y) bm(x, y)
cm(x, y) cm(x, y)
)
,
(
x y
y x
)
,
(
y x
x y
))
.
where (bi(x, y), ci(x, y)) ∈ Eq(f). Then bi(z, z) = ci(z, z) and writing out the equations determined
by ziΘzi+1 component-wise we get the equations in the statement of the theorem. For (ii) =⇒ (iii),
suppose that A×XB is the pullback of a morphism f : A→ X along another morphisms g : B → X
in V, and suppose that (x, y), (x, y′), (x′, y′) ∈ A ×X B. Then f(x
′) = f(x) = g(y) = g(y′), and
hence f(bi(x, x
′)) = bi(f(x), f(x
′)) = ci(g(y), g(y
′) = g(ci(y, y
′)) so that (bi(x, x
′), c(y, y
′)) ∈ A×XB
for any i = 1, . . . m. Define the elements (z0,i, z1,i) of Θ so that (z0,i, z1,i) is equal to
pi
((b1(x, x′) b1(x, x′)
c1(y, y
′) c1(y, y
′)
)
, . . . ,
(
bm(x, x
′) bm(x, x
′)
cm(y, y
′) cm(y, y
′)
)
,
(
x x′
y y′
)
,
(
x′ x
y′ y
))
.
Then the equations in the statement of the theorem ensure that z0,0 = (x, y) and z1,n = (x
′, y), and
that z1,i = z0,i+1 so that by the transitivity of Θ we have (x, y)Θ(x
′, y). For (iii) =⇒ (i), we have
to show that for any split epimorphism p : A→ X with splitting s : X → A, and any coequalizer
X
(1,s◦p)
//
(s◦p,1)// Eq(p)
q // // Q,
that q(s ◦ p, 1) = q(s ◦ p, s ◦ p) according to Proposition 3.3. But for any x ∈ X we have that
(s◦p(x), x), (x, s◦p(x)), (s◦p(x), s◦p(x)) ∈ Eq(p) and moreover we have (x, s◦p(x))Eq(q)(s◦p(x), x)
which implies by (iii) that (s ◦ p(x), x)Eq(q)(s ◦ p(x), s ◦ p(x)) for any x, and the result follows.
4 Concluding remarks
Recall that a variety V is said to have directly decomposable congruence classes (DDCC) [11] if
every congruence class C on a product X × Y in V is such that C = pi1(C)× pi2(C). It was shown
in [11] that (DDCC) is also a Mal’tsev property, which turns out to be equivalent to existence of
binary terms b1, . . . , bm and c1, . . . , cm as well as (m+ 2)-ary terms p0, p1, . . . , pn such that:
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• p0(b1(x, y), . . . , bm(x, y), x, y) = x,
• p0(c1(x, y), . . . , cm(x, y), y, x) = y,
• pi+1(b1(x, y), . . . , bm(x, y), x, y) = pi(b1(x, y), . . . , bm(x, y), y, x),
• pi+1(c1(x, y), . . . , cm(x, y), y, x) = pi(c1(x, y), . . . , cm(x, y), x, y),
• pn(b1(x, y), . . . , bm(x, y), y, x) = x,
• pn(c1(x, y), . . . , cm(x, y), x, y) = x.
The above terms for (DDCC) differ from the terms in Theorem 3.4 by only one extra require-
ment, namely, that the bi(z, z) = ci(z, z). This observation immediately gives us the following two
corollaries of Theorem 3.4.
Corollary 4.1. Every locally anticommutative variety has (DDCC), and an idempotent variety is
locally anticommutative if and only if it has (DDCC).
Remark 4.2. The above corollary implies that every locally anticommutative variety of algebras
has difunctional class relations in the sense of [20].
Together with Remark 2.21 we also have:
Corollary 4.3. An idempotent congruence modular variety is congruence distributive if and only
if it has directly decomposable congruence classes.
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