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We study a stochastic spatially extended population
model with diffusion, where we find the coexistence
of multiple non-homogeneous spatial structures in
the areas of Turing instability. Transient processes
of pattern generation are studied in detail. We also
investigate the influence of random perturbations
on the pattern formation. Scenarios of noise-induced
pattern generation and stochastic transformations are
studied using numerical simulations and modality
analysis.
This article is part of the theme issue ‘Patterns in soft
and biological matters’.
1. Introduction
Self-organization of matter has attracted the attention
of researchers from various areas for many years.
Diverse phenomena related to self-organization are
encountered in physics, chemistry, biology, ecology and
other fields of science [1–5]. However, the recreation
of self-organization in laboratory conditions for the
experimental study of underlying mechanisms is very
complicated and extremely expensive. Consequently, the
main research tools and techniques are mathematical
modelling and the development of computational
methods [6–8].
Long ago, Alan Turing suggested the phenomenon of
diffusion instability (or Turing instability) [9,10] as one of
the possible mechanisms of self-organization in nature.
Among numerous papers devoted to modelling pattern
formation in nature, we have to mention the animal
coat pigmentation [11], population dynamics [12–14] and
neuronal models [15]. It should be noted that significant
efforts are being directed towards the creation of a
comprehensive theory that would allow predicting and
simulating processes which lead to self-organization.





Special attention was paid to studying the Turing bifurcation near the Andronov–Hopf
bifurcation boundary [16–19]. In particular, it was shown that diffusion can transform
homogeneous oscillatory modes into heterogeneous oscillations or suppress them entirely to
form a stationary pattern. To simulate self-organization processes as best as possible, one has to
take into account the effect of random perturbations in a dynamical system, where the interplay
between nonlinearity and stochasticity can cause many unexpected phenomena [20–24]. Among
them, we should mention noise-induced phase transitions [25–29] and stochastically forced self-
organization [13,30,31]. Despite the fact that noise is caused by random processes, it often helps
to establish a relative order in dynamical systems. Since respective models for studying self-
organization are nonlinear and stochastic, analytical approaches are quite limited; therefore,
asymptotic computational methods should be used [32].
In the present paper, we study the nonlinear predator–prey dynamical model [33,34]. We
show that adding diffusion in this originally monostable system induces multiple coexisting
spatial structures, thus resulting in multistability. In §2, we analyse the deterministic spatially
distributed predator–prey population model within the Turing instability zone, where pattern
formation is possible. The multistable behaviour is demonstrated with examples of various
stable spatial heterogeneous structures. In addition, the peculiarities of temporal dynamics of
pattern generation are analysed by the waveform pattern modality. Section 3 is devoted to
stochastic phenomena, namely, noise-induced transitions between coexisting patterns in the
Turing instability zone, and noise-induced pattern generation in the Turing stability zone. The
modality analysis helps a lot in direct modelling. We demonstrate that even very weak noise
affects particular modes and causes generation of specific patterns. Furthermore, the statistical
analysis shows that the system may go through some kind of stochastic resonance where
the patterns are more accented at a particular value of the noise intensity. Finally, the main
conclusions are given in §4.
2. Multistability and transient processes in the deterministic model

















Here, u and v are the densities of predator and prey populations; the predator consumes the
prey with conversion intensity rate c. The mortality for both prey and predator is quadratic,
which means internal competition of species. The parameter s shows the severity of the inner
competition of predators as compared to prey.
The following zero-flux boundary conditions are assumed:
∂u
∂x
(t, 0) = ∂u
∂x




(t, 0) = ∂v
∂x
(t, L) = 0.
⎫⎪⎪⎬
⎪⎪⎭ (2.2)
The meaning of these conditions is that the species do not arrive or escape through borders
of a bounded space. In our model, the spatial variable x varies within the interval [0, L] which
represents the bounded space.
The non-extended model has a non-trivial equilibrium at (ū, v̄) =
(





c = 1, this equilibrium is stable for s > s∗ = 1.125. Correspondingly, the distributed model (2.1)



















Figure 1. Bifurcation diagram of the distributed population model (2.1) with c = 1. (Online version in colour.)















Hereinafter we fix c = 1 and study the system dynamics with respect to control parameters s
and D.
Figure 1 shows the bifurcation diagram with s = s∗ (green line) and the Turing boundary
D = D∗ (blue curve). The shaded area indicates the Turing instability zone where the non-
homogeneous stable structures (patterns) are observed.
In this study, we perform numerical simulations using the following difference scheme:
uj+1,i = uj,i + τ fj,i + τDu
uj,i−1 − 2uj,i + uj,i+1
h2
and vj+1,i = vj,i + τgj,i + τDv






fj,i = f (uj,i, vj,i), gj,i = g(uj,i, vj,i),
f (u, v) = u(1 − u) − v√u, g(u, v) = cv√u − sv2,
uj,i = u(tj, xi), vj,i = v(tj, xi), tj = τ j, xi = hi,
τ = 0.0001, h = 0.2, L = 40, Du = D, Dv = 1.
The boundary conditions (2.2) are approximated as follows:
uj,0 = uj,1, vj,0 = vj,1, uj,n = uj,n−1, vj,n = vj,n−1 and L = nh.
In the numerical analysis, we use non-homogeneous initial conditions in the wave form










, i ∈ [0, n].
The parameter ε ∈ [0, 0.1] characterizes the deviation of the initial wave from the homogeneous
equilibrium and λ ∈ [0, 12] is assumed to be integer or half-integer to satisfy the Neumann
boundary conditions (2.2). The simulations are performed for different values of the diffusion
coefficient D and fixed s = 1.2.
The generated patterns emerge as wave-like structures with different numbers of peaks and

















Figure 2. Examples of patterns in the system (2.1), (2.2)with s= 1.2 and c = 1 for (a)D= 0.1 and (b)D= 0.05. The horizontal
lines stand for a homogeneous equilibrium state. (Online version in colour.)
of higher and lower population densities. Typical examples of these structures are illustrated in
figure 2.
In figure 2a, we plot three different pattern-attractors obtained at the fixed parameters s = 1.2,
c = 1 and D = 0.1 for different values of ε and λ. The solid blue curve shows the waveform of
u(x) for ε = 0.1 and λ = 4. It contains six complete periods and six peaks. When x is increased
from x = 0, this wave descends. We mark this pattern as (6 ↓). Next, the dashed red wave contains
5.5 periods starting with a descending region, and therefore we mark this pattern as (5.5 ↓). This
is the example of a half-integer pattern which was obtained for ε = 0.1 and λ = 5.5. Finally, the
dotted green wave represents a (7 ↑) pattern formed for ε = 0.05 and λ = 8. Figure 2b shows
other examples of the patterns generated for D = 0.05. The solid blue wave (6.5 ↓) is obtained
for ε = 0.05 and λ = 6.5, the dashed red wave for (9 ↑) for ε = 0.1 and λ = 4.5 and the dotted green
wave (8↑) for ε = 0.05 and λ = 12.
To summarize, the deterministic model (2.1), (2.2) exhibits a multistable behaviour with
diverse patterns. For any fixed set of the system parameters, one can obtain different patterns
corresponding to various initial conditions.
Temporal dynamics of the pattern formation is another important issue. Now, we will visualize
the transient process by snapshots at different times and colour diagrams. Figure 3 demonstrates
the evolution process for s = 1.2, c = 1, D = 1, λ = 6 and ε = 0.01. Here, the solid horizontal line
stands for the homogeneous equilibrium state. In figure 3e, we present the complete transient
process. Here, the abscissa is the time, the ordinate is the spatial variable x, and the colour
indicates the population density of the prey. One can see that the transition from the initial
(2 ↓)-wave to the final (8 ↑)-pattern is complex and multistage.
Another example of the complex multistage transition is illustrated in figure 4, where we show
the pattern evolution from initial (12↓) wave to the final (8 ↑) attractor for ε = 0.1 and λ = 12. In
the transition process, the transient pattern-attractors (11 ↑) and (9 ↑) occur.
For a quantitative description of qualitative changes in pattern formation, we carry out the










where each k corresponds to the number of pattern peaks, that can be either integer or half-integer
due to Neumann boundary conditions. The structure with the highest absolute value of Ck is
called dominant, and it is the most prominent structure at this moment. Figure 5 illustrates the
application of this method to the transient process of pattern formation illustrated in figure 4.
Note that at the beginning of the simulation, the coefficient C12 dominates, so that a 12-peak
pattern is observed. Later, this value decreases, while C11 grows and becomes dominant. Finally,









































Figure 3. Pattern formation in the system (2.1), (2.2) for s= 1.2, c = 1, D= 0.05, ε = 0.1, λ = 2 and (a) t = 0, (b) t = 25,























k = 12 k = 11 k = 10 k = 9 k = 8
Figure 5. Modality analysis of transient patterns in the system (2.1), (2.2) with s= 1.2, c = 1, D= 0.05, ε = 0.1 andλ = 12.
(Online version in colour.)
Thus, this modality method allows us to quantify the complex system evolution process.
3. Noise-induced phenomena in the stochastic model




= u(1 − u) − v√u + D∂
2u
∂x2











and the same boundary condition (2.2). Here, ξ (t, x) and η(t, x) are uncorrelated Gaussian
noises with intensities γ1, γ2 and parameters 〈ξ (t, x)〉 = 〈η(t, x)〉 = 0, 〈ξ (t, x)ξ (s, y)〉 = δ(s − t)δ(y − x),
〈η(t, x)η(s, y)〉 = δ(s − t)δ(y − x). In what follows, we assume γ1 = γ2 = γ .
In our computer simulations of the system (3.1), (2.2), we use the following stochastic
numerical scheme:
uj+1,i = uj,i + τ fj,i + τDu





and vj+1,i = vj,i + τgj,i + τDv







where noise is simulated with two uncorrelated random variables rj,i and qj,i distributed normally
with the following parameters 〈rj,i〉 = 〈qj,i〉 = 0, 〈rj,irk,l〉 = 〈qj,iqk,l〉 = δj,kδi,l, δj,k = 1 if j = k and δj,k = 0
otherwise.
First, we consider the stochastic phenomenon known as noise-induced transitions between
pattern-attractors in the Turing instability zone. Figure 6 shows the example of this process. At
the beginning of the simulation, the stable (10 ↓) pattern is generated in the system in the absence
of random perturbations. This state is used as the initial condition for the stochastic model. This
structure is also preserved in the stochastic system (3.1) until t ≈ 300, but after that, the (10 ↓)
pattern is transformed by noise into the (9 ↓) pattern.
It should be noted that the stochastic transition from one spatial attractor to another can
be explained by a different degree of sensitivity to noise of these coexisting attractors. While
some patterns appear to be relatively stable, the others dissipate under the influence of
random perturbations of increasing intensity. This indicates the constructive role of noise in the


















Figure 6. Noise-induced transition from (10 ↓) to (9 ↓) in the system (3.1) with s= 1.2, c = 1, D= 0.05 and γ = 0.02.












k = 11 k = 10.5 k = 10 k = 9.5 k = 9 k = 8.5 k = 8
Figure 7. Temporal dynamics of modality coefficients of the stochastic system (3.1) with s= 1.2, c = 1, D= 0.05 and γ =
0.02 in the noise-induced transition from (10↓) to (9↓) pattern. (Online version in colour.)
The transition process can also be illustrated in terms of the modality analysis. Figure 7
illustrates the evolution of Ck over time for the process shown in figure 6. At the beginning of the
simulation, the dominance of C10 is evident, while other modality coefficients are rather small.
As the experiment progresses, the values of C9 and C8.5 increase, whereas C10 decays. For t ≈ 350,
the coefficient C9 becomes dominant which reflects the changes shown in figure 6.
Consider now another important stochastic phenomenon of the noise-induced pattern
formation. In the following example, we assume s = 1.2, c = 1 and D = 0.15. Note that the
Turing bifurcation value is D∗ = 0.125, so the deterministic distributed system belongs to the
Turing stability zone, where the homogeneous equilibrium is stable and the pattern formation
is impossible. However, we can show that even weak noise can generate non-homogeneous
structures. Figure 8 displays the example of such a process. The noise intensity in this case is
γ = 0.02, and the homogeneous equilibrium is used as the initial state of the model.
As can be seen from figure 8, random noise leads to the formation of a (5↑) pattern.
This demonstrates the constructive role of random perturbations in self-organization processes.
Figure 9 shows that the structure formed during this process is similar to the wave-like patterns
which appear in the deterministic system in the zone of Turing instability.
This process can be further analysed with the help of modality coefficients Ck. The results of
this analysis are shown in figure 10. The dynamics of modality coefficients is associated with the





















Figure 9. Noise-induced pattern formation for s= 1.2, c = 1, D= 0.15 and γ = 0.02. The snapshot is made at t = 300.










k = 7 k = 6.5 k = 6 k = 5.5 k = 5
Figure 10. Temporal dynamics of modality coefficients of the stochastic system (3.1) with s= 1.2, c = 1, D= 0.15 and γ =
0.02. (Online version in colour.)
Despite the constructive role of noise, it can also be destructive. It is clear that noise with higher
intensity will not cause pattern formation; instead, it will confusedly mix possible patterns of the














Figure 11. Noise-induced pattern formation for s= 1.2, c = 1 and D= 0.13. Average modality powers versus noise intensity.







k = 6 k = 5.5 k = 5 k = 4.5 k = 4
g
Figure 12. Noise-induced pattern formation for s= 1.2, c = 1 and D= 0.15. Average modality powers versus noise intensity.
(Online version in colour.)
when the noise intensity takes values within a particular range. Outside this interval, noise is
either too weak to disturb the homogeneous state or too strong to preserve a specific structure.
In order to detect the appearance of a stable pattern, the modality analysis is used along with











Larger values of Wk imply that the corresponding pattern dominates in the modelling process.
Due to the stochastic nature of the obtained results, the statistical analysis is applied. For each
value of the noise intensity, the calculations are repeated 100 times and the modality power
coefficients are averaged. The averaged Wk are shown in figures 11 and 12 for D = 0.13 and
D = 0.15, respectively.
The values of W5 and W5.5 in figure 11 (for D = 0.13) sharply rise over other values within
γ ∈ [0, 0.04]. In this interval, the structures similar to the 5-peak and 5.5-peak patterns can be
expected. A further increase in the noise intensity γ makes all modes equally prominent, which
in turn results in an unstable and unpredictable behaviour.
Consider now figure 12 for D = 0.15, where in the interval γ ∈ [0, 0.04] one can see the





evident near γ = 0.02. This result is in good agreement with details shown in figures 8–10.
A further increase in the noise intensity results in the mixing of all modes. So, the stochastic
generation of the evident spatial structures only occurs for some ‘optimal’ value of the noise
intensity. This phenomenon can be interpreted as a kind of stochastic resonance in distributed
systems.
4. Conclusion
In this paper, we have demonstrated several phenomena of the nonlinear predator–prey
model with diffusion. We have shown that the deterministic system can exhibit a multistable
behaviour when coexisting stable spatially heterogeneous patterns are generated in the Turing
instability zone. Because of this multistability, noise-induced transitions between the coexisting
spatial attractors-patterns are possible. Additionally, we have demonstrated how random
perturbations can generate heterogeneous patterns in the Turing stability zone. We have applied
the modality analysis for a quantitative description of the processes of the patterns generation and
transformation. This method allows one to reveal some kind of stochastic resonance; some modes
are significantly amplified by random noise of a certain intensity. We believe that our approach is
readily applicable to the study of similar phenomena in more complex models.
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