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1. Translations on an infinite tree 
It is a standard result [ll] that an automorphism g of a tree which fixes no 
vertex and no edge (considered as an unordered set of two vertices) must be a 
translation. That is, there is a doubly-infinite path (which we shall refer to as the 
axis) such that g moves each vertex a constant distance along it, in one direction. 
Throughout the rest of this paper, the word translation will denote such an 
automorphism, with the additional property that the constant distance is one. The 
tree will always be the infinite cubic tree, which we shall denote by T. 
Our concern will be with groups G of finite type acting on T: that is, those for 
which the stabilizer of a vertex or an edge is finite. We shall assume that G is 
generated by two translations a and b which are independent, in the sense that 
they are not conjugate in G, and that the axes of a and b have a finite, 
non-empty, intersection. It follows that the intersection is a path, of length s 3 1, 
which we shall refer to as the fundumentul s-arc F. We shall assume that a and b 
are chosen so that s is maximal with respect to the intersection of axes of 
translations in G. The vertices of F will be denoted by fo, fi, . . . , fv; the vertex 
adjacent to k which is not h-1 or A+, will be denoted by e, (1 c i ss - l), and we 
shall write 
a(L) = a19 b(L) = b,. 
The preceding formulation is just another way of looking at the “classical” theory 
of symmetry in finite cubic graphs [7, 121. The aim here is to present the theory in 
the context of the infinite cubic tree, and to relate this approach to some hitherto 
unremarked properties of the groups involved. Specifically, we shall show that 
these groups have finite, confluent, terminating presentations, so that they are 
automatic, in the sense of [4]. This observation provides a new way of showing 
that certain quotients of the groups are infinite. 
2. Regularity of the group action 
A group is said to act regularly on a set of objects if it is transitive and the 
stabilizer of any object is trivial. In this section we show that our assumptions 
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about G force it to act regularly on the set of s-arcs of T, where an s-arc is an 
(oriented) path f 1 o ength s. Because some parts of the proof are closely related to 
the standard arguments in the finite case [l], we do not give all the details. 
Lemma 1. Let d denote the usual metric in T and let B, denote the set of vertices p 
of T which satisfy d(p, fs) = r and d(p, A_,) = r + 1 (r 2 0). There is a bijection 
from B, to the set W, of words w of length r in a and b, such that p and w 
correspond when p = w(L). 
Proof. The result is true when r = 1, since B1 = {a,, b,}, where a, = a(&) and 
6, = b(h). Suppose it is true when r = k and consider a vertex p in Bk+l. Let p1 
be the vertex in Bk which is adjacent to p, and let p2 be the vertex in Bk--l which 
is adjacent to pl. By the induction hypothesis we have p1 = w(A) for some w in 
Wk. Since w is an automorphism it takes the three vertices adjacent to fs to the 
three vertices adjacent to pl. But p2 = w(fs_,), so p is either w(al) or w(b,); that 
is, p is wa(fs) or wb(f,), as required. Since the sets Bk+i and W,,, both have 2k+1 
members, the correspondence is a bijection. Cl 
Lemma 2. The group G contains elements ti (16 i c s - 1) and z with the 
folio wing properties. 
Qfi)=J (OCjCi), ti(.L+J = ei; 
.z(~)=f,_+ (OSjSs). 
Proof. It is trivial to check that b-‘a’ satisfies the conditions for t,. For z, consider 
first q = bsaPS. The automorphism q fixes fs and takes f0 to a vertex in B,. Hence, 
by Lemma 1 there is a word u in a and b, of length s, such that q(f,) = u(h). It 
follows that u-lq interchanges f0 and fs, and so we may take z = u-lg. 0 
Theorem 1. The group G acts regularly on the set of s-arcs of T. 
Proof. Let Q be the orbit containing F, in the action of G on the set of s-arcs of 
T. Suppose that K is in Q, and that L is a successor of K (that is, the initial s - 1 
vertices of L are the final s - 1 vertices of K). Then k = g(F), for some g in G, 
and g-‘(L) is a successor of F. The successors of F are a(F) and b(F), so L is 
either ga(F) or gb(F), and L is in the orbit 52. Similarly we can show that 52 is 
closed under the operations of taking a predecessor (a-’ or 6-l), branching (ti), 
and reversing (2). Thus Q contains all the s-arcs in T. Suppose that g is an 
element of G fixing each vertex of the standard s-arc F. If g is not the identity 
then, by conjugating with a and b as necessary, we may assume that g switches 
the vertices a, and b,. Now b and gag-’ are translations whose axes intersect in a 
path of length s + 1, contrary to our definition of s. Hence g is the identity. 0 
The regularity of the action of G on the set of s-arcs implies that certain 
relations are satisfied by the automorphisms ti and z specified in the lemma. For 
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example, suppose s = 2 and we have u = ab in the definition of z (Lemma 2). 
Since z2 fixes F it follows that z2 = 1 in G. Similarly it can be seen that zaz is 
either uV2 or b-‘, and it turns out that only the first possibility is consistent with 
our choice of z. In this way we obtain the relations in the following set. 
z2=t:=1, zaz=a-‘, zbz=b-‘, bt, = a, abza2 = b2. 
The most famous result in this field goes back to the original paper [12] of Tutte 
in 1947: there are exactly seven non-trivial groups of this kind. 
3. Normal forms 
One way of looking at the relations for a group is to think of them as “rewriting 
rules”. Thus, in the example above, any word in a, a-‘, b, b-l, tl, and z which 
contains two adjacent occurrences of z may be rewritten by deleting them, and so 
on. In general the rewriting process is not well-behaved, but we shall explain why 
our groups have good properties in this respect. In the following theorem W 
denotes the set of all words in a and b only, that is, the union of the sets W, 
(r 2 0); and B denotes the corresponding union of the sets B, (r 2 0). 
Theorem 2. Let H = (h,, h, , . . . , h,) be any s-arc in T. Then there is a finite set X 
of elements of G such that H = xwy(F), where w i.s a uniquely determined element 
of W, and x and y belong to X. 
Proof. We shall assume for simplicity that the distance between F and H is at 
least s. There is no loss of generality in this assumption since only a finite number 
of s-arcs fail to satisfy it, and their existence does not affect the conclusion of 
theorem. Let J and hj be the (unique) pair of vertices such that d(F, H) = 
d(J, hi). We show first that we need only a finite number of automorphisms x to 
ensure that X-‘(hj) lies in B. If fi =fs then we may take x = 1, while if f;: = f0 then 
we may take x = z. For any other f; the vertex ei lies on the path from J to hi, and 
we consider the action of t;‘. Since tf’(e,) =&+1 it follows that the vertex of F 
nearest to tf’(ei) is fr, where i + 1 SrCs. If r=s then we takex=ti; if not we 
repeat the argument with t;’ replaced by t;‘t;‘. Eventually we must find an 
x = t.t . . . with the required property. 
LetrxT1(H) = M = (m,, ml, . . . , m,); we have to find suitable automorphism w 
and y such that M = WY(F). All the vertices of M are in B, and mj = x-‘(h,) is the 
nearest of them to fs. If j = 0 then we choose w to be the unique word such that 
m, = w(J). In this case we have M = w(F), and so we can take y = 1. If i > 0 
then we choose w to be the unique word such that m. = w(h). Here we have 
mk = ~(f,_~) = wz(fk), provided that 0 sk~j. Ifj=s then M=wz(F), and so 
wetakey=z. IfO<j<sthen 
mj+l = W(t?_j) = WZ(f?j) = WZtj($+l). 
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Now we have mk = Wztj(fk), provided that 0 s k sj + 1. It may happen that 
M = wzt,(F), in which case we take y = Ztj. If not, there is a least value of r for 
which m, = wztj(e,), and we repeat the argument with tj replaced by tit,, and so 
on. Eventually we obtain the solution y = ztjtr . . - . 0 
If g is any element of G the theorem implies that g(3) = xwy(F), and so 
g = xwy by Theorem 1. We shall say that this is the normal form for g. In practice 
the proof of the theorem provides rather more information about the normal 
forms than the generality of its statement. For the group G, presented at the end 
of Section 2 there are just nine kinds of normal form: 
W ZW tw 
WZ ZW.7. twz 
wzt zwzt twzt. 
These correspond to the nine possible “configurations” of a 2-arc H in T, relative 
to F: the nine choices for the vertices 5 and hi (in the notation of the theorem) 
each give one kind of normal form. 
4. Confluence and its applications 
The rewriting rules derived from the relations for an infinite group may or may 
not have two desirable properties: conjhence and termination. (The reference [9] 
contains a detailed treatment of this material.) Roughly speaking, confluence 
means that when two terms are obtained by rewriting a given term in different 
ways, then these terms may themselves be rewritten so that a common term is 
obtained. Termination means that the rules cannot be applied infinitely often, 
starting from any given term. Given a set of relations, an algorithm due to Knuth 
and Bendix [8] will produce a “good” (that is, finite, confluent, and terminating) 
set of rules, if one exists. However, because the word problem for groups is 
known to be unsolvable in general, the algorithm cannot be guaranteed to work. 
Indeed it appears to be unusual for it to succeed. 
In the case of the groups under discussion here, the success of the Knuth- 
Bendix algorithm is guaranteed by Theorem 2. The following is a good set of 
thirteen rules derived from the relations displayed at the end of Section 2. 
zz + null word at - b 
tt + null word bt- a 
aza-,z tza ---, zb 
azb += zt tzb- za 
bza + zt zta- tb 
bzb+z ztb- ta 
ztz + tzt 
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As predicted by the theorem, the rules allow any group element to be rewritten 
in its normal form xwy, as specified in the list displayed at the end of the previous 
section. Similar results apply to other groups of this kind, and they have been 
verified in practice. 
These results can be applied to an old problem in the theory of cubic graphs. A 
group G of the kind we have been considering is universal, in a sense made 
precise by Djokovic and Miller [7], for a symmetry type of cubic graphs. 
Additional relations of the form w = 1 (for some w in W) define quotients of Tin 
which cycles corresponding to w must exist. The question of whether such a 
quotient is finite or infinite was considered in [2] using the method of coset 
enumeration. When this method is successful it establishes that a particular group 
is finite; but, on the other hand, it can never show that a group is infinite. In a 
few cases special constructions have been used to prove that certain groups are 
infinite [3, 6, lo], but no general methods are available. 
To see how groups may be proved to be infinite by the techniques discussed 
here, let G2 be the group defined by the relations at the end of Section 2, for 
which we have exhibited a good set of 13 derived rules. Let G2(uzn+‘) be the 
quotient of Gz obtained by adjoining the relation azn+’ = 1. Application of the 
Knuth-Bendix algorithm yields the result that there is a good set of rules for 
every group G*(u*~+‘) and, somewhat surprisingly, the number of rules involved 
is independent of n. Specifically there is a set of 59 rules (including the 13 derived 
from G2), and the 46 new ones apply to certain terms containing a”+‘, #, and 
a “-‘, but no small powers of a. Thus any word reduced by the first 13 rules to a 
normal form in which w contains n - 2 consecutive a’s cannot be further reduced 
by the new rules. Since there are infinitely many such normal forms when n 2 3, 
we conclude that G2(uzn+‘) is infinite for all such values of n. 
It mst be admitted that the preceding result is not new, since it can be deduced 
from a classical result [5, p. 541 that G2(am) is infinite whenever m 2 6. But the 
prospect of applying similar techniques to other groups remains open. 
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