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Abstract. It is proved that, for an indefinite quadratic programming
problem under linear constraints, any iterative sequence generated by the
Proximal DC decomposition algorithm R-linearly converges to a Karush-
Kuhn-Tucker point, provided that the problem has a solution. Another
major result of this paper says that DCA sequences generated by the al-
gorithm converge to a locally unique solution of the problem if the initial
points are taken from a suitably-chosen neighborhood of it. To deal with
the implicitly defined iterative sequences, a local error bound for affine
variational inequalities and novel techniques are used. Numerical results
together with an analysis of the influence of the decomposition param-
eter, as well as a comparison between the Proximal DC decomposition
algorithm and the Projection DC decomposition algorithm, are given in
this paper. Our results complement a recent and important paper of Le
Thi, Huynh, and Pham Dinh (J. Optim. Theory Appl. 179 (2018), 103–
126).
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1 Introduction
The importance of the indefinite quadratic programming problem under linear con-
straints (IQP for brevity) in optimization theory and its various applications is well
known (see, e.g., [2, 5]).
For the solution existence, structure of the solution set, necessary and sufficient
optimality conditions, and stability of this problem, the reader is referred to [7] and
the references therein.
Numerical methods for solving IQP have been addressed in many research works;
see, e.g., [3, 4, 18, 19, 20, 22, 27, 28, 29]. Note that most of the known algorithms
yield just stationary points (that is, the Karush-Kuhn-Tucker points, or KKT points
for short), or local minimizers. In other words, most of the known algorithms are
local solution methods. Since the IQP is NP-hard (see [16] and also [3]), finding its
global solutions remains a challenging question.
We are interested in studying and implementing two methods to solve the IQP,
that are based on a general scheme for solving DC (Difference-of-Convex-functions)
programs due to Pham Dinh and Le Thi [17, 19] (see also [9, 21]). A combina-
tion of DCA (DC Algorithms) with interior point techniques for solving large-scale
nonconvex quadratic programming has been proposed in [22]. The two DC decom-
positions suggested in [22] are the projection DC decomposition and the proximal
DC decomposition. They lead to two algorithms for solving the IQP: the Projection
DC decomposition algorithm (Algorithm A) and the Proximal DC decomposition al-
gorithm (Algorithm B); see [11, 22], and Section 2 below. It is worthy to stress the
following features of these algorithms:
- The algorithm descriptions are simple;
- The implementation is easy;
- No line searches are required.
Nevertheless, using the DCA theory one can only assert [12, Theorem 1] that
any cluster point of a DCA sequence generated by the above-mentioned algorithms
is a KKT point of the IQP. To be sure that such cluster points do exist, one must
establish the boundedness of the DCA sequence. In general, DCA sequences need
not be bounded [12, Example 1]. But there is a Conjecture [12, p. 489] saying that
3if the IQP has global solutions, then every DCA sequence generated by one of the
algorithms A and B must be bounded. Recently, the Conjecture has been solved in
the affirmative for the two-dimensional IQP by Tuan [25]. To solve it in the general
case, Tuan [26] has used a local error bound for affine variational inequalities and
several specific properties of the KKT point set of the IQP which were obtained by
Luo and Tseng [15] (see also Tseng [24] and Luo [14]). The main result of [26] is the
following theorem: If the IQP has a nonempty solution set, then every DCA sequence
generated by Algorithm A converges R-linearly to a KKT point.
The first aim of the present paper is to prove that any DCA sequence generated
by Algorithm B converges R-linearly to a KKT point. Hence, combining this with
Theorem 2.1 from [26], we have a complete solution for the Conjecture in [12, p. 489].
Our result is obtained by applying some arguments of [26] and a new technique in
dealing with implicitly defined DCA sequences.
By [12, Theorem 3], we know that DCA sequences generated by the Algorithm A
converge to a locally unique solution of the IQP if the initial points are taken from
a suitably-chosen neighborhood of it. In the terminology of [13], this means that
the locally unique solutions of the IQP are asymptotically stable with respect to
Algorithm A. The open question of [12, p. 488] can be reformulated as follows: Is it
true that the locally unique solutions of the IQP are asymptotically stable with respect
to Algorithm B?
The second aim of our paper is to use a novel technique to establish the asymp-
totical stability of the locally unique solutions with respect to Algorithm B under a
mild additional assumption on the DCA decomposition parameter. It is still unclear
to us whether that assumption can be dropped, or not.
The third aim of this paper is to analyze the influence of the decomposition pa-
rameter on the rates of convergence of DCA sequences and compare the performances
of the algorithms A and B upon randomly generated data sets. Numerous numerical
tests lead us to the following observations:
- For both the the algorithms A and B, the closer is the positive decomposition
parameter to the lower bound of the admissible parameter interval, the higher is the
convergence rate of DCA sequences;
- Algorithm B is more efficient and more stable than Algorithm A.
Our results complement a recent paper of Le Thi, Huynh, and Pham Dinh [8],
where by original proofs the authors have obtained a series of important convergence
theorems for DCA algorithms, which solve optimization problems with subanalytic
4data. To be more precise, from Theorems 3.4, 3.5, and 4.2 of [8] it follows that any
DCA sequence generated by Algorithm B converges R-linearly to a KKT point, if the
sequence is bounded. Since the boundedness of DCA sequences cannot be obtained by
the Lojasiewicz inequality (see [8, Theorem 2.1]) and the related results on Kurdyka-
Lojasiewicz properties (see [1] and the references therein), Theorem 3.3 and its proof
are new contributions to the analysis of the existing solution algorithms in indefinite
quadratic programming.
The interested reader is referred to the comprehensive survey paper of Le Thi and
Pham Dinh [10] on the thirty years (1985–2015) of the development of the DC pro-
gramming and DC algorithms, where as many as 343 research works have been com-
mented and the following remarks have been given: “DC programming and DCA were
the subject of several hundred articles in the high ranked scientific journals and the
high-level international conferences, as well as various international research projects,
and were the methodological basis of more than 50 PhD theses. About 100 invited
symposia/sessions dedicated to DC programming and DCA were presented in many
international conferences. The ever-growing number of works using DC programming
and DCA proves their power and their key role in nonconvex programming/global
optimization and many areas of applications.”
The remainder of the paper consists of four sections. Section 2 describes the DC
algorithms of [22]. In Section 3, we study the R-linear convergence rate of DCA
sequences generated by Algorithm B. Section 4 establishes a theorem on the asymp-
totical stability of the locally unique solutions with respect to Algorithm B. The
influence of the decomposition parameter on the rates of convergence of DCA se-
quences and the performances of the algorithms A and B upon randomly generated
data sets are discussed in Section 5.
2 Preliminaries
Consider the indefinite quadratic programming problem under linear constraints (called
the IQP in the preceding section):
min
{
f(x) :=
1
2
xTQx+ qTx : Ax ≥ b
}
, (2.1)
where Q ∈ Rn×n and A ∈ Rm×n are given matrices, Q is symmetric, q ∈ Rn and
b ∈ Rm are arbitrarily given vectors. The constraint set of the problem is
C :=
{
x ∈ Rn : Ax ≥ b
}
.
5Since xTQx is an indefinite quadratic form, the objective function f(x) may be non-
convex; hence (2.1) is a nonconvex optimization problem.
Now we describe some standard notations that will be used later on. The unit
matrix in Rn×n is denoted by I. The eigenvalues of a symmetric matrix M ∈ Rn×n
are ordered in the sequence λ1(M) ≤ ... ≤ λn(M) with counting multiplicities. For
an index set α ⊂ {1, . . . , m}, by Aα we denote the matrix composed by the rows Ai,
i ∈ α, of A. Similarly, bα is the vector composed by the components bi, i ∈ α, of b.
The pseudo-face of C corresponding to α is the set{
x ∈ Rn : Aαx = bα, Aα¯x > bα¯
}
,
where α¯ := {1, . . . , m}\α. Let B(x, ε) (resp., B(x, ε)) denote the open (resp., closed)
ball with center x and radius ε > 0. Given s vectors v1, . . . , vs in Rn, we denote by
pos{v1, . . . , vs} the closed convex cone generated by v1, . . . , vs, that is
pos{v1, . . . , vs} =
{
v =
s∑
i=1
λiv
i : λi ≥ 0 for i = 1, . . . , s
}
.
Symbol Ω⊥ stands for the linear subspace consiting of the vectors which are orthogonal
to every vector in Ω. The metric projection of u ∈ Rn onto C is denoted by PC(u),
that is PC(u) ∈ C and ∥∥u− PC(u)∥∥ = min
x∈C
‖u− x‖.
The tangent cone to C at x ∈ C is denoted by TC(x), i.e.,
TC(x) = {t(y − x) : t ≥ 0, y ∈ C} = {v ∈ R
n : Aαv ≥ 0},
where α = {i : Aix = bi}. The normal cone to C at x ∈ C is denoted by NC(x), that
is
NC(x) =
(
TC(x)
)∗
= {ξ ∈ Rn : 〈ξ, v〉 ≤ 0 ∀v ∈ TC(x)}
= −pos{Ai : i ∈ α}.
Following [22], to solve the IQP via a sequence of strongly convex quadratic pro-
grams, one decomposes f(x) into the difference of two convex linear-quadratic func-
tions
f(x) = ϕ(x)− ψ(x) (2.2)
with ϕ(x) = 1
2
xTQ1x + q
Tx and ψ(x) = 1
2
xTQ2x, where Q = Q1 − Q2, Q1 is a
symmetric positive definite matrix and Q2 is a symmetric positive semidefinite matrix.
Then (2.1) is equivalent to the DC program
min
{
g(x)− h(x) : x ∈ Rn
}
6with g(x) := ϕ(x)+δC(x), h(x) := ψ(x), where δC(x) = 0 for x ∈ C and δC(x) = +∞
for x /∈ C is the indicator function of C. Let x0 ∈ Rn be a given initial point. In
accordance with the general solution method of [19, 21], at every step k ≥ 0 one
computes yk =
(
∇h(xk)
)T
= Q2x
k and finds the unique solution, denoted by xk+1 of
the convex minimization problem
min
{
g(x)− [h(xk) + 〈x− xk, yk〉] : x ∈ Rn
}
.
The latter is equivalent to the strongly convex quadratic program
min
{1
2
xTQ1x+ q
Tx− xTQ2x
k : x ∈ C
}
. (2.3)
The obtained sequence {xk} is called the DCA sequence generated by the DC algorithm
and the initial point x0.
Definition 2.1 For x ∈ Rn, if there exists a multiplier λ ∈ Rm such that
Qx+ q − A
Tλ = 0,
Ax ≥ b, λ ≥ 0, λT (Ax− b) = 0,
then x is said to be a Karush-Kuhn-Tucker point (a KKT point) of the IQP.
This definition can be rephrased (see, e.g., [7]) as follows: If x ∈ C and
〈∇f(x), v〉 = (Qx+ q)Tv ≥ 0 ∀v ∈ TC(x), (2.4)
then x is said to be a KKT point of (2.1). Since condition (2.4) is equivalent to
〈∇f(x), y − x〉 ≥ 0 for all y ∈ C, x ∈ C is a KKT point of the IQP in (2.1) if and
only if it is a solution of the affine variational inequality
x ∈ C, 〈Qx+ q, u− x〉 ≥ 0 ∀u ∈ C. (2.5)
Denote the KKT point set (resp., the global solution set) of IQP by C∗ (resp., S). It
is well known (see, e.g., [7]) that S ⊂ C∗.
We now recall some basic properties of DCA sequences.
Theorem 2.2 (See [21, Theorem 3] and [22, Theorem 2.1]) Every DCA sequence
{xk} generated by the above DC algorithm and an initial point x0 ∈ Rn has the
following properties:
(i) f(xk+1) ≤ f(xk)−
1
2
[λ1(Q1) + λ1(Q2)]‖x
k+1 − xk‖2 for every k ≥ 1;
7(ii) {f(xk)} converges to an upper bound f∗ for the optimal value of (2.1);
(iii) Every cluster point x∗ of {xk} is a KKT point of (2.1);
(iv) If inf
x∈C
f(x) > −∞, then lim
k→∞
‖xk+1 − xk‖ = 0.
Remark 2.3 By [21, Theorem 3], if x0 ∈ C then we have the inequality in (i) for
every k ≥ 0. To see this, it suffices to note that x0 ∈ C = domg := {x : g(x) < +∞},
where g = ϕ+ δC .
As the smallest eigenvalue λ1(Q) and the largest eigenvalue λn(Q) of Q = Q1−Q2
can be computed easily by some algorithm (for instance, by the Newton-Raphson
algorithm in [23]) or software, next realizations of the DC decomposition (2.2) can be
done:
(a) Q1 := ρI, Q2 := ρI−Q, where ρ is a positive real value satisfying the condition
ρ ≥ λn(Q);
(b) Q1 := Q+ρI, Q2 := ρI, where ρ is a positive real value satisfying the condition
ρ > −λ1(Q).
The number ρ is called the decomposition parameter. The following algorithms
appear on the basis of (a) and (b), respectively.
Algorithm A. (Projection DC decomposition algorithm) Fix a positive number
ρ ≥ λn(Q) and choose an initial point x
0 ∈ Rn. For every k ≥ 0, compute the point
xk+1 := PC
(
xk −
1
ρ
(Qxk + q)
)
which is the unique solution of (2.3), where Q1 = ρI and Q2 := ρI − Q. The latter
can be rewritten in the form
min
{∥∥∥x− 1
ρ
(yk − q)
∥∥∥2 : Ax ≥ b}
with yk := (ρI −Q)xk.
Algorithm B. (Proximal DC decomposition algorithm) Fix a positive number
ρ > −λ1(Q) and choose an initial point x
0 ∈ Rn. For any k ≥ 0, compute the unique
solution, denoted by the point xk+1, of the strongly convex quadratic minimization
problem
min
{
ψ(x) :=
1
2
xTQx+ qTx+
ρ
2
‖x− xk‖2 : Ax ≥ b
}
. (2.6)
(Note that, up to adding a real constant, the objective function of (2.6) can be written
as 1
2
xTQ1x+ q
Tx− xTQ2x
k, where Q1 = Q + ρI and Q2 = ρI.)
8Let {xk} be a DCA sequence generated by one of the last two algorithms and an
initial point x0. If {xk} is bounded, then it has a convergent subsequence xkj → x∗.
According to Theorem 2.2, x∗ is a KKT point of IQP. Since one wants to find a global
solution, one has to restart the algorithm if x∗ /∈ S. To do so, we must find some
u ∈ C such that f(u) < f(x∗), put x0 = u and construct a new DCA sequence. If the
latter is again bounded, one finds a new KKT point u¯ ∈ C∗ with f(u¯) ≤ f(u) < f(x∗)
(see Theorem 2.2). The process is continued until finding a point x∗ ∈ S. Since the
distinct values of f on C∗ does not exceed 2m (see [3, Lemma 4]), the upper bound
for the number of restarts of any DC algorithm is 2m.
3 Convergence Theorem
As noted in Section 2, the KKT point set C∗ of (2.1) is the solution set of the affine
variational inequality (2.5), so C∗ is the union of finitely many polyhedral convex
sets (see, e.g., [15, Lemma 3.1] and [7, Sections 3.1 and 5.3]). In particular, C∗ has
finitely many connected components. Since the solution set of (2.1) is a subset of
C∗, if the former is nonempty then C∗ 6= ∅. For any given subset M ⊂ Rn, by
d(x,M) := inf{‖x− y‖ : y ∈M} one denotes the distance from x ∈ Rn.
We will need two lemmas for our purposes. Next lemma gives a local error bound
for the distance form a feasible point x ∈ C to C∗.
Lemma 3.1 ([26, Lemma 2.1]; cf. [15, Lemma 3.1]) For any ρ > 0, if C∗ 6= ∅, then
there exist scalars ε > 0 and ℓ > 0 such that
d(x, C∗) ≤ ℓ
∥∥∥x− PC(x− 1
ρ
(Qx+ q)
)∥∥∥ (3.7)
for all x ∈ C with ∥∥∥x− PC(x− 1
ρ
(Qx+ q)
)∥∥∥ ≤ ε. (3.8)
Lemma 3.2 ([15, Lemma 3.1]; see also [26, Lemma 2.2]) Let C1, C2, · · · , Cr denote
the connected components of C∗. Then we have
C∗ =
r⋃
i=1
Ci,
and the following properties are valid:
(a) each Ci is the union of finitely many polyhedral convex sets;
(b) the sets Ci, i = 1, . . . r, are properly separated each from others, that is, there
exists δ > 0 such that if i 6= j then
d(x, Cj) ≥ δ ∀x ∈ Ci;
9(c) f is constant on each Ci.
The necessary and sufficient condition for xk+1 to be the unique solution of (2.6)
is the following
〈∇ψ(xk+1), x− xk+1〉 ≥ 0 ∀x ∈ C,
where ∇ψ(xk+1) = Qxk+1+ q+ρxk+1−ρxk. Equivalently, xk+1 is the unique solution
of the strongly monotone affine variational inequality given by the affine operator
x 7→ (Q + ρI)x + q − ρxk and the polyhedral convex set C. Therefore, applying
Theorem 2.3 from [6, p. 9] we see that xk+1 is the unique fixed point of the map
Gk(x) := PC(x− µ(Mx + q
k)), where µ > 0 is arbitrarily chosen, M := Q + ρI, and
qk := q − ρxk. In what follows, we choose µ = ρ−1. Then
xk+1 = PC
(
xk+1 −
1
ρ
(Mxk+1 + qk)
)
(3.9)
The convergence and the rate of convergence of Algorithm B, the Proximal DC
decomposition algorithm, can be formulated as follows.
Theorem 3.3 If (2.1) has a solution, then for each x0 ∈ Rn, the DCA sequence
{xk} constructed by Algorithm B converges R-linearly to a KKT point of (2.1), that
is, there exists x∗ ∈ C∗ such that
lim sup
k→∞
‖xk − x∗‖1/k < 1.
Proof Since (2.1) has a solution, C∗ 6= ∅. Hence, by Lemma 3.1 there exist ℓ > 0
and ε > 0 such that (3.7) is fulfilled for any x satisfying (3.8). As inf
x∈C
f(x) > −∞,
assertion (iv) of Theorem 2.2 gives
lim
k→∞
‖xk+1 − xk‖ = 0. (3.10)
Choose k0 ∈ N as large as ‖x
k+1 − xk‖ < ε for all k ≥ k0.
If it holds that
‖xk+1 − PC(x
k+1 −
1
ρ
(Qxk+1 + q))‖ ≤ ε ∀k ≥ k0, (3.11)
then by (3.7) one has
d(xk+1, C∗) ≤ ℓ‖xk+1 − PC
(
xk+1 −
1
ρ
(Qxk+1 + q)
)
‖ ∀k ≥ k0. (3.12)
To obtain (3.11), for any k ≥ k0, we recall that
xk+1 = Gk(x
k+1) = PC
(
xk+1 −
1
ρ
(Mxk+1 + qk)
)
, (3.13)
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Combining this with the nonexpansiveness of PC(.) [6, Corollary 2.4, p. 10] yields
‖xk+1 − PC(x
k+1 − 1
ρ
(Qxk+1 + q))‖
≤ ‖PC
(
xk+1 −
1
ρ
(Mxk+1 + qk)
)
− PC
(
xk+1 −
1
ρ
(Qxk+1 + q)
)
‖
≤ ‖[xk+1 −
1
ρ
(Mxk+1 + qk)]− [xk+1 −
1
ρ
(Qxk+1 + q)]‖
= ‖[xk+1 −
1
ρ
(Qxk+1 + ρxk+1 + q − ρxk)]− [xk+1 −
1
ρ
(Qxk+1 + q)]‖
= ‖xk+1 − xk‖ < ε.
Hence (3.11) is valid and, in addition, we have
‖xk+1 − PC
(
xk+1 −
1
ρ
(Qxk+1 + q)
)
‖ ≤ ‖xk+1 − xk‖.
From this and (3.12) it follows that
d(xk+1, C∗) ≤ ℓ‖xk+1 − xk‖ ∀k ≥ k0. (3.14)
Since C∗ is closed and nonempty, for each k ∈ {0, 1, 2, . . .} we can find yk ∈ C∗ such
that d(xk, C∗) = ‖xk − yk‖. Then (3.14) implies that
‖xk+1 − yk+1‖ ≤ ℓ‖xk+1 − xk‖ ∀k ≥ k0. (3.15)
So, as consequence of (3.10),
lim
k→∞
‖yk+1 − xk+1‖ = 0. (3.16)
Since
‖yk+1 − yk‖ ≤ ‖yk+1 − xk+1‖+ ‖xk+1 − xk‖+ ‖xk − yk‖,
it follows that
lim
k→∞
‖yk+1 − yk‖ = 0. (3.17)
Let C1, C2, · · · , Cr be the connected components of C
∗. By Lemma 3.2 and (3.17),
there exist i0 ∈ {1, . . . , r} and k1 ≥ k0 such that y
k ∈ Ci0 for every k ≥ k1. Hence,
according to the third assertion of Lemma 3.2,
f(yk) = c ∀k ≥ k1 (3.18)
for some c ∈ R.
Since (2.1) has a solution, by Theorem 2.2 we can find a real value f∗ such that
lim
k→∞
f(xk) = f∗.
11
By the classical Mean Value Theorem and by the formula ∇f(x) = Qx + q, for
every k there is zk ∈ (xk, yk) := {(1− t)xk + tyk : 0 < t < 1} such that
f(yk)− f(xk) = 〈Qzk + q, yk − xk〉.
Since yk is a KKT point, it holds that 0 ≤ 〈Qyk + q, xk − yk〉. Adding this inequality
and the preceding equality, we get
f(yk)− f(xk) ≤ 〈Q(zk − yk), yk − xk〉
≤ ‖Q‖‖zk − yk‖|yk − xk‖
≤ ‖Q‖‖yk − xk‖2.
(3.19)
On one hand, from (3.18) and (3.19) it follows that
c = f(yk) ≤ f(xk) + ‖Q‖ ‖yk − xk‖2.
As lim
k→∞
[
f(xk) + ‖Q‖ ‖yk − xk‖2
]
= f∗ due to (3.16), this forces
c ≤ f∗. (3.20)
On the other hand, since xk+1 = PC
(
xk+1 −
1
ρ
(Mxk+1 + qk)
)
by (3.13), the
characterization of the metric projection on a closed convex set [6, Theorem 2.3, p. 9]
gives us 〈[
xk+1 −
1
ρ
(Mxk+1 + qk)
]
− xk+1, y − xk+1
〉
≤ 0 ∀y ∈ C.
Therefore, 〈
Mxk+1 + qk, yk+1 − xk+1
〉
≥ 0 ∀k ∈ N.
From this and (3.15) we get
〈Myk+1 + qk, xk+1 − yk+1〉
≤ 〈Myk+1 + qk, xk+1 − yk+1〉+ 〈Mxk+1 + qk, yk+1 − xk+1〉
= 〈M(yk+1 − xk+1), xk+1 − yk+1〉
≤ ‖M‖‖yk+1 − xk+1‖2
≤ ℓ2‖M‖‖xk+1 − xk‖2
for all k ≥ k0. So, setting α = ℓ
2‖M‖, we have
〈Myk+1 + qk, xk+1 − yk+1〉 ≤ α‖xk+1 − xk‖2. (3.21)
12
For each k ≥ k1, since M = Q+ρI and q
k = q−ρxk, invoking (3.21) and using (3.15)
once more, we have
f(xk+1)− c = f(xk+1)− f(yk+1)
≤ 1
2
〈Qxk+1, xk+1〉+ 〈q, xk+1〉 − 1
2
〈Qyk+1, yk+1〉 − 〈q, yk+1〉
= 〈Myk+1 + qk, xk+1 − yk+1〉+ 1
2
〈Q(xk+1 − yk+1), xk+1 − yk+1〉
+ρ〈xk − yk+1, xk+1 − yk+1〉
= 〈Myk+1 + qk, xk+1 − yk+1〉+ 1
2
〈Q(xk+1 − yk+1), xk+1 − yk+1〉
+ρ〈xk − xk+1, xk+1 − yk+1〉+ ρ〈xk+1 − yk+1, xk+1 − yk+1〉
≤ α‖xk+1 − xk‖2 + 1
2
‖Q‖‖xk+1 − yk+1‖2 + ρ‖xk+1 − xk‖‖xk+1 − yk+1‖
+ρ‖xk+1 − yk+1‖2
≤
[
α + 1
2
‖Q‖ℓ2 + ρℓ(1 + ℓ)
]
‖xk+1 − xk‖2.
Therefore, with β := α + 1
2
‖Q‖ℓ2 + ρℓ(1 + ℓ), we get
f(xk+1) ≤ c+ β‖xk+1 − xk‖2. (3.22)
Letting k →∞, from (3.22) we can deduce that
f∗ = lim
k→∞
f(xk+1) ≤ c.
Combining the last expression with (3.20) yields f∗ = c. Therefore, by (3.22) and
the first assertion of Theorem 2.2 we obtain
f(xk+1)− f∗ ≤ β‖x
k+1 − xk‖2 ≤
2β
λ1(Q1) + λ1(Q2)
(f(xk)− f(xk+1)),
where Q1 = Q + ρI and Q2 = ρI. As ρ > −λ1(Q), putting γ = λ1(Q1) + λ1(Q2), we
see that γ = (λ1(Q) + ρ) + ρ > 0. Therefore,
f(xk+1)− f∗ ≤
2β
γ
[(
f(xk)− f∗
)
−
(
f(xk+1)− f∗
)]
.
Hence
f(xk+1)− f∗ ≤
2β
2β + γ
(f(xk)− f∗).
So we have
|f(xk+1)− f∗| ≤ µ0|f(x
k)− f∗| ∀ k ≥ k1,
where µ0 :=
2β
2β+γ
∈ (0, 1). Thus,
|f(xk)− f∗| ≤ µ
k−k1
0 |f(x
k1)− f∗| ∀ k > k1,
or
|f(xk)− f∗| ≤ r0 µ
2k ∀ k > k1,
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where r0 := µ
−k1
0 |f(x
k1)− f∗| and µ := µ
1/2
0 . Hence,
|f(xk+1)− f(xk)| ≤ |f(xk+1)− f∗|+ |f(x
k)− f∗|
≤ r0 µ
2k+2 + r0 µ
2k = r1µ
2k ∀k > k1,
where r1 := r0(µ
2 + 1). Consequently, using the first assertion of Theorem 2.2 once
more, we see that
‖xk+1 − xk‖2 ≤
2
γ
(f(xk)− f(xk+1)) ≤
2r1
γ
µ2k ∀k > k1.
Thus
‖xk+1 − xk‖ ≤ r µk ∀k > k1,
where r :=
(
2r1
γ
) 1
2 and µ ∈ (0, 1). Let ε > 0 be given arbitrarily. For each positive
integer p, we have
‖xk+p − xk‖ ≤ ‖xk+p − xk+p−1‖+ · · ·+ ‖xk+1 − xk‖
≤ r µk+p−1 + · · ·+ rµk
= r
1− µp
1− µ
µk ≤
r
1− µ
µk < ε,
provided that k is large enough. Hence {xk} is a Cauchy sequence, and we may
assume that it converges to a point x∗ ∈ C. By the third assertion of Theorem 2.2,
x∗ ∈ C∗. Moreover, passing the inequality
‖xk+p − xk‖ ≤
r
1− µ
µk
to the limit as p→∞, we get
‖xk − x∗‖ ≤
r
1− µ
µk
for all k large enough. So,
‖xk − x∗‖1/k ≤
(
r
1− µ
)1/k
µ
for all k large enough. Therefore,
lim sup
k→∞
‖xk − x∗‖1/k ≤ µ < 1.
This proves that {xk} converges R-linearly to a KKT point of (2.1). ✷
14
4 Asymptotical Stability of the Algorithm
We will prove that DCA sequences generated by Algorithm B converge to a locally
unique solution of (2.1) if the initial points are taken from a suitably-chosen neigh-
borhood of it.
First, we have to recall a stability concept that works for discrete dynamical sys-
tem. Consider an iteration algorithm which generates a unique point xk+1, provided
that the preceding iteration point xk, k ∈ {0, 1, 2, . . .}, has been defined. Following
Leong and Goh [13, Definition 2], we can present the concept of asymptotical stability
of a KKT point as follows.
Definition 4.1 The KKT point x∗ of (2.1) is:
(i) stable (in the sense of Lyapunov) w.r.t. the iteration algorithm if for any given
ε > 0 there exists δ > 0 such that whenever x0 ∈ B(x∗, δ), the DCA sequence
generated by the iteration algorithm and the initial point x0 has the property
xk ∈ B(x∗, ε) for all k ≥ 0;
(ii) attractive if there exists δ > 0 such that whenever x0 ∈ B(x∗, δ), the DCA
sequence generated by the iteration algorithm and the initial point x0 has the
property lim
k→∞
xk = x
∗;
(iii) asymptotically stable w.r.t. the iteration algorithm if it is stable and attractive
w.r.t. to that algorithm.
As usual, for an optimization problem min{g(x) : x ∈ Ω} with g : Rn → R and
Ω ⊂ Rn being respectively a real function and an arbitrary subset, one says that
x∗ ∈ Ω is a locally unique solution of if there exists ε > 0 such that
g(x) > g(x∗) ∀x ∈ (Ω ∩B(x∗, ε)) \ {x∗}.
We will need next two lemmas expressing some well-known facts.
Lemma 4.2 (See, e.g., [7, Theorem 3.8]) If x∗ ∈ C is a locally unique solution of
(2.1), then there exist µ > 0 and η > 0 such that
f(x)− f(x∗) ≥ η‖x− x∗‖2 for every x ∈ C ∩ B(x∗, µ). (4.23)
Lemma 4.3 (See, e.g., [3, Proof of Lemma 4] and [11, Lemma 1]) If the KKT point
set C∗ contains a segment [u, x], then the restriction of f on that segment is a constant
function.
15
The main result of this section can be formulated as follows.
Theorem 4.4 Consider Algorithm B and require additionally that ρ > ‖Q‖. Suppose
x∗ is a locally unique solution of problem (2.1). In that case, for any ε > 0 there exists
δ > 0 such that if x0 ∈ C ∩ B(x∗, δ) and if {xk} is the DCA sequence generated by
Algorithm B and the initial point x0, then
(a) xk ∈ C ∩B(x∗, ε) for any k ≥ 0;
(b) xk → x∗ as k →∞.
In other words, x∗ is asymptotically stable w.r.t. Algorithm B.
Proof. Suppose that ρ > ‖Q‖ and x∗ is a locally unique solution of (2.1). By
Lemma 4.2 we can select constants µ > 0 and η > 0 such that (4.23) holds. For any
given ε > 0, by replacing ε with a smaller one (if necessary), we may assume that
ε ∈ (0, µ) and ε < µ(1− ρ−1‖Q‖). Since
f(x)− f(x∗) > 0 ∀x ∈
(
C ∩ B(x∗, ε)
)
\ {x∗}
by (4.23), the continuity of f implies the existence of δ ∈ (0, µ) satisfying
1
η1/2
(
f(x)− f(x∗)
)1/2
< ε ∀x ∈ C ∩ B(x∗, δ). (4.24)
First, let us show that the assertion about stability in the sense of Lyapunov of
DCA sequences generated by Algorithm B is valid for the chosen number δ > 0. Fix
any x0 ∈ C ∩B(x∗, δ). As δ < ε, for k = 0 we have xk ∈ C ∩B(x∗, ε). To proceed by
induction, suppose that the last inclusion holds for some k ≥ 0. Since x∗ is a locally
unique solution of (2.1), it is a KKT point of that problem, i.e.,
(
Qx∗ + q
)T
(x− x∗) ≥ 0 ∀x ∈ C. (4.25)
It follows that
x∗ = PC
(
x∗ −
1
ρ
(Qx∗ + q)
)
. (4.26)
Indeed, by the characterization of the metric projection [6, Theorem 2.3, p. 9], (4.26)
is valid if and only if([
x∗ −
1
ρ
(Qx∗ + q)
]
− x∗
)T
(x− x∗) ≤ 0 ∀x ∈ C.
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The latter is equivalent to (4.25). Using (3.9), (4.26), and the nonexpansiveness of
the metric projection [6, Corollary 2.4, p. 10], we have
‖xk+1 − x∗‖ =
∥∥PC(xk+1 − 1
ρ
(Mxk+1 + qk)
)
− PC
(
x∗ −
1
ρ
(Qx∗ + q)
)∥∥
≤
∥∥[xk+1 − 1
ρ
(Mxk+1 + qk)
]
−
[
x∗ −
1
ρ
(Qx∗ + q)
]∥∥
=
∥∥[xk+1 − 1
ρ
(
(ρI +Q)xk+1 + q − ρxk
)]
−
[
x∗ −
1
ρ
(Qx∗ + q)
]∥∥
=
∥∥(xk − x∗) + 1
ρ
Q(x∗ − xk+1)
∥∥
≤ ‖xk − x∗‖+
1
ρ
‖Q‖‖x∗ − xk+1‖.
Then we obtain
‖xk+1 − x∗‖ ≤ (1−
1
ρ
‖Q‖)−1‖xk − x∗‖ ≤ (1−
1
ρ
‖Q‖)−1ε < µ,
where the strict inequality follows from the property ε < µ(1 − ρ−1‖Q‖). Thus,
xk+1 ∈ C∩B(x∗, µ). Applying (4.23) and the inequality f(xk) ≥ f(xk+1) which holds
for any k ≥ 0 (see Remark 2.3), we get
‖xk+1 − x∗‖2 ≤
1
η
(
f(xk+1)− f(x∗)
)
≤
1
η
(
f(xk)− f(x∗)
)
...
≤
1
η
(
f(x0)− f(x∗)
)
.
Hence,
‖xk+1 − x∗‖ ≤
1
η1/2
(
f(x0)− f(x∗)
)1/2
.
Since x0 ∈ C ∩B(x∗, δ), combining this with (4.24) we obtain ‖xk+1− x∗‖ < ε which
means that xk+1 ∈ C ∩ B(x∗, ε). Thus, we have proved that xk ∈ C ∩ B(x∗, ε) for
every k ≥ 0.
Next, to obtain the assertion about the attractiveness of DCA sequences generated
by Algorithm B, we observe by the just obtained stability result that for any ε > 0
there exists δ = δ(ε) > 0 such that if x0 ∈ C ∩ B(x∗, δ) and if {xk} is the DCA
sequence generated by Algorithm B and the initial point x0, then the property in (a)
is valid. Without loss of generality, we may assume that ε ∈ (0, µ) and δ ∈ (0, ε). By
taking a smaller positive ε > 0 and choosing the corresponding δ = δ(ε) such that
the property in (a) is valid, we can have the following: If x0 ∈ C ∩ B(x∗, δ) and if
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{xk} is the DCA sequence generated by Algorithm B and the initial point x0, then
the property in (b) holds. Indeed, if this claim was false, we would find sequences
εj → 0
+ and δj → 0
+ such that for each j ∈ N we have εj ∈ (0, µ), δj ∈ (0, εj),
and the stability assertion is valid for the pair (δ, ε) := (δj , εj). Moreover, for each j,
there exists some x0,j ∈ C ∩ B(x∗, δj) such that the DCA sequence {x
k,j} generated
by Algorithm B and the initial point x0,j does not converge to x∗. Then we can select
a subsequence of {xk,j} which converges to a point
x˜j ∈ C ∩ B(x∗, εj) ⊂ C ∩B(x
∗, µ), (4.27)
where x˜j 6= x∗. By Theorem 2.2 we have x˜j ∈ C∗ for j = 1, 2, . . . . Observe that
lim
j→∞
x˜j = x∗. (4.28)
For each j, one can find a natural number k(j) ≥ 1 such that εj+k(j) < ‖x˜
j − x∗‖.
Then, by (4.27) one has
‖x˜j+k(j) − x∗‖ < ‖x˜j − x∗‖.
Choose z1 = x˜1 and set zp+1 := x˜p+k(p) for p = 1, 2, . . . . It is clear that {zp} is
a subsequence of {x˜j} and zp 6= zp
′
whenever p′ 6= p. Hence, by considering a
subsequence (if necessary), we can assume that x˜j 6= x˜ℓ whenever j 6= ℓ. Since
the number of pseudo-faces of C is finite, by (4.28) there must exists an index set
α ⊂ {1, . . . , m} such that the pseudo-face
Fα := {x ∈ R
n : Aαx = bα, Aα¯x > bα¯}
of C contains infinite number of the members of the sequence {x˜j}. Without loss of
generality, we may assume that the whole sequence {x˜j} is contained in Fα. By [7,
Lemma 4.1], the intersection C∗∩Fα is a convex set. Hence, according to Lemma 4.3,
the restriction of f on C∗ ∩Fα is a constant function. Using (4.28), from this we can
deduce that the equality f(x˜j) = f(x∗) holds for all j. As x˜j 6= x∗ for every j, the
last equality contradicts (4.23). Our claim has been proved. 
5 Further Analysis
In this final section, we will analyze the influence of the decomposition parameter ρ for
the rates of convergence of the algorithms A and B. We also compare the effectiveness
of Algorithm B with that of Algorithm A. These algorithms were implemented in the
Visual C++ 2010 environment, and performed on a PC Intel CoreTM i7 (4 x 2.0
18
GHz) processor, 4GB RAM. The CPLEX 11.2 solver is used to solve linear and
convex quadratic problems.
Recall that, for Algorithm A, the parameter ρ > 0 has to satisfy the inequality
ρ ≥ λn(Q). For Algorithm B, ρ > 0 must satisfy the strict inequality ρ > −λ1(Q).
We now present the results of our tests in using the algorithms A and B to solve
problem (2.1) for the dimensions n = 10, n = 20, n = 40, n = 60, n = 80. With
βi ∈ [0, 10] for i = 1, . . . , n being generated randomly, the following two types of
constraint sets have been considered:
C =
{
x ∈ Rn : x ≥ 0, ixi ≥ βi, i = 1, . . . , n,
n∑
i=1
ixi ≤ 5000
}
and
C =
{
x ∈ Rn : x ≥ 0, ixi ≥ βi, i = 1, . . . , n, 10 ≤ x1 +
n∑
i=2
0.1ixi ≤ 100
}
.
It is easy to express each of these sets as the solution set of the linear inequality
system Ax ≥ b with a suitably chosen matrix A ∈ Rm×n and a vector b ∈ Rm.
Fixing a dimension n ∈ {10, 20, 40, 60, 80}, we generate randomly a symmetric matrix
Q ∈ Rn×n and a vector q ∈ Rn with the requirement that all their components belong
to the segment [0, 10]. The initial point x0 ∈ Rn×n is generated randomly with the
requirement that all its components belong to the segment [0, 5]. Then, we start
testing Algorithm A with ρ = λn(Q) if λn(Q) > 0 and ρ = 0.1 otherwise. For our
convenience, this ρ is called the smallest decomposition parameter for Algorithm A.
Similarly, we start testing Algorithm B with ρ = −λ1(Q)+0.1 if λ1(Q) < 0 and ρ = 0.1
otherwise. This ρ is said to be the smallest decomposition parameter for Algorithm B.
The stopping criterion is ‖xk+1−xk‖ ≤ 10−6 and the allowed largest number of steps is
1000. After testing Algorithm A (resp., Algorithm B) for a decomposition parameter
ρ, we increase ρ by 1.5 times and let the algorithm to run again.
In Table 1, the second rows of the tables a) and b) correspond to the small-
est decomposition parameters for Algorithm A and Algorithm B, respectively. The
decomposition parameters of the test reported in the third rows are 1.5 times of
the smallest decomposition parameters. The decomposition parameters of the test
reported in the fourth rows are 1.5 times of the just mentioned decomposition pa-
rameters; and so on... In the tables a) and b), the first column presents the ordinal
number of the tests. The second one indicates the numbers of iterations. The third
one reports the running times. And the fourth column contains the decomposition
parameters. There are only 11 records in table a) because for larger decomposition
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parameters, the numbers of steps exceed 1000. For the same reason, table b) just
contains 18 records.
The contents of Tables 2–6 are similar to those of Table 1.
With any n belonging to the set {10, 20, 40, 60, 80}, a careful analysis of these
Tables allows us to observe that:
• For both algorithms, if ρ increases, then the running time, as well as the number
of computation steps, increases;
• For the rows of the tables a) and b) with the same ordinal number, Algorithm B
is much more efficient than Algorithm A (for example, the running time of the first
one is much smaller than that of the second one).
Due to the space limitation, we only present the test results for n = 10, 40, 80.
Table 1: The test results for n = 10 with the 1st type constraint
No. Step Time roA No. Step Time roB
1 5 0.239 48.802 1 4 0.127 9.380
2 12 0.222 73.203 2 4 0.125 14.070
3 22 0.274 109.805 3 5 0.114 21.105
4 37 0.416 164.707 4 6 0.135 31.658
5 59 0.718 247.060 5 8 0.210 47.487
6 91 0.947 370.590 6 10 0.227 71.231
7 139 1.364 555.886 7 13 0.296 106.846
8 210 2.050 833.829 8 17 0.419 160.269
9 316 3.019 1250.743 9 24 0.576 240.404
10 474 4.593 1876.114 10 34 0.787 360.606
11 710 7.006 2814.171 11 49 1.312 540.909
12 72 1.775 811.363
a) 13 106 2.921 1217.044
14 157 4.244 1825.567
15 233 6.155 2738.350
16 348 9.053 4107.525
17 520 13.852 6161.288
18 778 20.276 9241.932
b)
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Table 2: The test results for n = 10 with the 2nd type constraint
No. Step Time roA No. Step Time roB
1 3 0.189 47.763 1 3 0.131 15.645
2 7 0.210 71.644 2 4 0.175 23.468
3 13 0.285 107.467 3 4 0.167 35.201
4 21 0.233 161.200 4 6 0.252 52.802
5 33 0.335 241.800 5 7 0.206 79.203
6 51 0.527 362.700 6 9 0.329 118.805
7 77 0.729 544.049 7 12 0.298 178.207
8 115 1.029 816.074 8 16 0.506 267.310
9 171 1.802 1224.111 9 22 0.830 400.966
10 255 2.363 1836.167 10 31 1.073 601.449
11 380 3.637 2754.250 11 44 1.043 902.173
12 567 5.133 4131.375 12 65 1.543 1353.259
13 847 7.546 6197.063 13 95 2.628 2029.889
14 141 3.178 3044.833
a) 15 210 4.914 4567.250
16 313 7.410 6850.875
17 467 11.348 10276.313
18 699 17.063 15414.469
b)
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Table 3: The test results for n = 40 with the 1st type constraint
No. Step Time roA No. Step Time roB
1 8 0.621 194.883 1 5 0.320 32.917
2 20 0.664 292.324 2 6 0.386 49.375
3 65 1.498 657.729 3 7 0.454 74.062
4 106 2.256 986.594 4 8 0.509 111.094
5 167 3.255 1479.891 5 11 0.670 166.641
6 259 4.925 2219.837 6 15 0.947 249.961
7 397 7.451 3329.755 7 20 1.238 374.941
8 604 11.236 4994.632 8 28 1.734 562.412
9 915 17.078 7491.948 9 40 2.477 843.618
10 57 3.507 1265.427
a) 11 84 5.061 1898.141
12 123 7.938 2847.211
13 182 11.181 4270.817
14 271 16.625 6406.225
15 403 24.807 9609.338
16 602 37.672 14414.006
17 901 57.893 21621.009
b)
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Table 4: The test results for n = 40 with the 2nd type constraint
No. Step Time roA No. Step Time roB
1 6 0.357 207.869 1 4 0.271 31.539
2 43 1.078 701.557 2 4 0.311 47.308
3 69 1.563 1052.336 3 5 0.350 70.962
4 107 2.408 1578.504 4 6 0.469 106.444
5 163 3.438 2367.756 5 7 0.477 159.665
6 373 7.227 5327.451 6 10 0.666 239.498
7 561 10.695 7991.177 7 12 0.795 359.247
8 843 15.936 11986.766 8 17 1.129 538.870
9 23 1.520 808.306
a) 10 47 3.045 1818.688
11 68 4.361 2728.032
12 100 6.414 4092.047
13 148 9.828 6138.071
14 220 14.024 9207.107
15 328 21.236 13810.660
16 490 31.505 20715.990
17 733 48.019 31073.984
b)
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Table 5: The test results for n = 80 with the 1st type constraint
No. Step Time roA No. Step Time roB
1 17 2.257 398.858 1 6 1.329 46.645
2 42 3.590 598.287 2 6 1.309 69.967
3 80 5.654 897.430 3 8 1.904 104.951
4 137 8.608 1346.145 4 11 2.415 157.426
5 223 12.446 2019.218 5 14 3.210 236.139
6 351 18.653 3028.826 6 19 4.730 354.208
7 543 29.408 4543.240 7 27 6.244 531.312
8 831 43.965 6814.859 8 38 7.713 796.969
9 55 11.152 1195.453
a) 10 80 16.487 1793.179
11 118 23.022 2689.769
12 175 34.075 4034.653
13 260 70.543 6051.980
14 388 83.998 9077.970
15 579 108.984 13616.954
16 867 168.209 20425.431
b)
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Table 6: The test results for n = 80 with the 2nd type constraint
No. Step Time roA No. Step Time roB
1 17 2.424 396.403 1 7 1.787 109.550
2 43 3.025 594.605 2 10 2.545 164.325
3 81 4.447 891.908 3 14 3.285 246.488
4 138 6.908 1337.862 4 19 4.677 369.732
5 222 9.914 2006.793 5 26 6.597 554.598
6 348 15.201 3010.189 6 38 8.805 831.898
7 536 22.813 4515.283 7 56 13.169 1247.846
8 818 33.261 6772.925 8 82 20.989 1871.770
9 121 26.179 2807.654
a) 10 179 42.407 4211.481
11 266 67.237 6317.222
12 398 135.115 9475.833
13 594 138.019 14213.750
14 890 194.137 21320.624
b)
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