Abstract: In this paper, we give modified version of interleaved Montgomery modular multiplication method for lattice-based cryptography. With the proposed algorithms, we improve the multiplication complexity and embed the conversion operation into the algorithm with almost free cost. We implement the proposed methods for the quotient ring (Z/qZ)[x]/ (x n − 1) and (Z/pZ)[x]/(x n + 1) on the GPU (NVIDIA Quadro 600) using the CUDA platform. NTRUEncrypt is accelerated approximately 35% on the GPU by using the proposed method. We receive at least 19% improvement with the proposed method for the polynomial multiplication in (Z/pZ)[x]/ (x n + 1), where n ∈ f1024, 2048, 4096g.
Introduction
In modern public key cryptographic schemes such as ECDSA modular multiplication operation is the most time consuming part. There are several algorithms to obtain efficient results for multiplication operation: Karatsuba-Ofman method, Toom-Cook method, FFT-based techniques, Montgomery method [1] . In this paper we focus on Montgomery modular multiplication method and its efficient adaptation to lattice-based cryptographic schemes. To do this, we eliminate one multiplication by using the quotient ring properties. We extend the idea given in [2] . We also improve the complexity results in [2] .
Post-quantum cryptographic schemes have received much more attention after introducing polynomial time quantum algorithms to solve the hard problems for some parameters (e.g. integer factorization problem, discrete logarithm problem) which most of the public key algorithms depends on. Lattice-based cryptographic schemes are the most studied ones since the operations can be considered over the quotient ring enabling very efficient modular reduction. NTRU cryptosystem is the first proposed scheme as an alternative to RSA and elliptic curve based systems in the lattice-based cryptography [3] . In NTRU the main operation is polynomial multiplication in ðZ=qZÞ½x=ðx n À 1Þ. This multiplication can also be considered as cyclic convolution of two polynomials.
Our contribution
We give modified versions of interleaved Montgomery modular multiplication algorithms for NTRUEncrypt (the quotient ring ðZ=qZÞ½x=ðx n À 1Þ) and the quotient ring ðZ=pZÞ½x=ðx n þ 1Þ. With the proposed methods we improve the multiplication complexity. We implement the modified algorithms on the GPU by using CUDA platform. We also compare the proposed algorithms with the previous ones. In original Montgomery modular multiplication algorithm computes the product in Montgomery form i.e. one needs one more multiplication to obtain the real result. In the proposed method we make this operation in a clear way and we eliminate the final subtraction as in [2] . The proposed algorithms can also be considered as a generalized version of [4] . By using the proposed methods, polynomial multiplication over the quotient ring is accelerated at least 19% on the GPU.
Proposed methods
In this section we explain the proposed methods for ðZ=qZÞ½x=ðx n À 1Þ and ðZ=pZÞ½x=ðx n þ 1Þ, where q is a power of 2 and p is an odd prime. Let R q ¼ ðZ=qZÞ½x=ðx n À 1Þ, R p ¼ ðZ=pZÞ½x=ðx n þ 1Þ, Z q ¼ ðZ=qZÞ and Z p ¼ ðZ=pZÞ.
In Montgomery modular multiplication method one needs to transform the elements to the required form. For studied quotient ring case that is for given aðxÞ, bðxÞ 2 R q , first compute aðxÞ Á bðxÞ in the form enabling very efficient computation and then transform the result to final computation [2] .
In NTRU, polynomial arithmetic is performed in R q i.e., In Algorithm 1 we give modified interleaved Montgomery modular multiplication algorithm for NTRU. After using the observation in Lemma 1, we decrease the required number of multiplications by one with omitting the multiplication M 0 ðxÞ (see Step 4) . Then, we replace the multiplication with MðxÞ ¼ x n À 1 by shifting n times and one subtraction (see Step 5) . Recall that shifting operation is almost free. We convert the multiplication with MðxÞ to shifting and subtraction operations which improves the complexity of the algorithm. Since we are working on the Montgomery form, we need to convert the elements to the desired form. Conversion of the result is done by shifting operation (see Step 8 and 9) . In Algorithm 1, the required number of multiplications is reduced to 1 (see Step 3) and the required number of additions is 3 (see Step 3 and 5).
Algorithm 1 Interleaved Montgomery Modular Multiplication Algorithm for NTRU
where q is a prime power, degðAðxÞÞ < degðMðxÞÞ, degðBðxÞÞ < degðMðxÞÞ, gcdðrðxÞ, MðxÞÞ ¼ 1, rðxÞ ¼ x w and n w ¼ d The ring variant of learning with errors problem (R-LWE) have been mostly used in new generation public key cryptosystems [5] and hash functions [6] . Ideal lattices with special properties are needed to construct R-LWE based schemes. These lattices can be considered as the ideals in R p ¼ ðZ=pZÞ½x=ðx n þ 1Þ. The parameters are n ¼ 2 k and p 1 ðmod 2nÞ, where k is positive integer and p is prime. In Lemma 2 we give the computation of M 0 ðxÞ for R p case. By using this, one multiplication in interleaved Montgomery method turns out to the subtraction operation. with multiplication by (−1). Note that this can be also considered as an addition modulo p. Since in R-LWE based schemes coefficients of the elements are chosen from the set fÀ1; 0; 1g, this multiplication by (−1) does not effect the efficiency of the algorithm. In
Step 5 instead of multiplication with MðxÞ ¼ x n þ 1 we use shifting the corresponding polynomial n times and then add it. With this observation we decrease the number of multiplication in the algorithm. In Step 8 and 9 we convert the elements to the desired form. Note that these are not the real multiplications, they are just shifting operations. The multiplication and addition complexity of Algorithm 2 is only 1 (see Step 3) and 3 (see Step 3 and 5), respectively.
Algorithm 2 Interleaved Montgomery Modular Multiplication Algorithm in R p
Input: 
Experimental results
In this section we give the implementation details both for Algorithm 1 and Algorithm 2 on the GPU using CUDA platform. We use NVIDIA Quadro 600 GPU having 96 CUDA cores. To show the effectiveness of the proposed methods, we compare them with the interleaved Montgomery modular multiplication method.
In Fig. 1 polynomial multiplication algorithms are compared in view of the number of parallel multiplications per second on R q ¼ ðZ=qZÞ½x=ðx n À 1Þ by using the parameter sets given in [7] . To perform the polynomial multiplication the required random data is generated on the GPU with CUDA platform. Since transferring data between CPU and GPU needs more time, we prefer this choice. According to the implementation results, polynomial multiplication in R q is accelerated almost 29% by using Algorithm 1. Our design for ees401ep1 parameter set achieves the throughput of 12156 polynomial multiplications per second while it's 9391 in the original one. Note that degree of the polynomial has an important affect on the performance of parallel multiplication. Table I summarizes our experimental findings for NTRUEncrypt from n ¼ 401 up to n ¼ 853. In Table I eesnep1 means that n 2 f401; 449; 653; 853g and q ¼ 2048. The timings for encryption operation are given for 1000 trials and the input of NTRUEncrypt is randomly generated. The data is generated on the CPU and then it's transferred to the GPU. While implementing NTRUEncrypt, we use a set of parameters for different security level recommended in [7] . We implement fast convolution and its sliding window version as described in [8] . We also compare the proposed method with the original Montgomery modular multiplication method. According to the experimental results by using modified interleaved Montgomery multiplication method NTRUEncrypt is accelerated almost 35%. However, the proposed method is not the best choice for NTRUEncrypt. Fast convolution with sliding window method gives better performance since multiplication is performed by only additions and the required number of additions is drastically reduced when we compare this with the fast convolution method. Moreover, fast convolution method and its sliding window version have a nice structure for parallelization.
In Table II the number of multiplications over the polynomial ring R p ¼ ðZ=pZÞ½x=ðx n þ 1Þ for selected methods is given. We choose p ¼ 49201153 satisfying p 1 ðmod 2nÞ. We implement parallelized schoolbook method, CUDA Fast Fourier Transform (cuFFT) based multiplication (one can also call this Number Theoretic Transform) [9] and interleaved Montgomery modular multiplication method. We generate the random data on the GPU. Since cuFFT is optimized version of FFT on the GPU for the parallel processing, cuFFT-based multiplication gives the best throughput. According to the experimental results, Algorithm 2 gives better performance than the original one. We also note that the 
Conclusion
In this paper, we give the required updates for interleaved Montgomery modular multiplication method to be used in lattice-based cryptographic schemes. The major improvement is to reduce the required number of multiplications. Algorithm 1 and Algorithm 2 give better performance than the original one. We give an acceleration of interleaved Montgomery modular multiplication at least 19% on the GPU for lattice-based cryptography.
