This paper develops a fixed-point iteration to solve the steady-state water flow equations in an urban water distribution network. The fixed-point iteration is derived upon the assumption of turbulent flow solutions and the validity of the Hazen-Williams head loss formula for water flow. Local convergence is ensured if the spectral radius of the Jacobian at the solution is smaller than one. The implication is that the solution is at least locally unique and that the spectral radius of the Jacobian provides an estimate of the convergence speed. A sample water network is provided to assert the application of the proposed method.
I. INTRODUCTION
The steady-state water flow is a fundamental problem in water distribution networks and amounts to solving for the water flow rates in pipes and water pressures at nodes, given the rate of water consumption and delivery across the network nodes. Steady-state water flow analysis is required upon water demand changes or upon network expansion to ensure sufficient water pressures for satisfactory service. Furthermore, such an analysis also serves to evaluate optimality of the procedures for water network design [1] , scheduling [2] , operations [3] , [4] , control [5] , as well as joint optimization of water and energy networks in smart cities [6] , [7] .
The water flow problem involves solving a set of nonlinear equations in an equal number of unknown variables. The unknown variables comprise water flow rates in each pipe and the total head at each node. The latter serves as a proxy for pressure. The equalities are derived based on applying the momentum equation, the continuity equation, and the energy equation. The momentum equation describes the nonlinear relationship between head loss and the water flow rate in a pipe and is typically determined experimentally. The continuity equation ensures conservation of water flow rate at a node, and the energy equation states that the head loss is equal to the difference of total head between the two ends of a pipe [8] .
Traditionally, three methods are used to compute the solution to the steady-state water flow problem [9] : Hardy Cross, Newton-Raphson, and the Linear Theory Method. The Hardy Cross method [10] was popularized in the early stages due to its simplicity. Upon an initial guess satisfying the continuity equation, the Hardy Cross method iteratively finds an approximate correction factor for flow rates by using Taylor expansion and accounting for the fact that the sum of head loss in a loop amounts to zero. The iterations continue until the corrections in flow rates are sufficiently small. The Newton-Raphson method promises fast convergence upon provision of a good starting point, but it requires the computation of the inverse Jacobian per iteration. The efficient gradient formulation of [11] which is the core computational engine for the steady-state flow analysis of the water simulation software EPANET [12] Newton-Raphson. The Linear Theory Method [13] uses the value of water flow rate in a previous iteration to linearize the nonlinear momentum formula and recomputes the value of water flow rate in a new iteration. The interpretation of the Linear Theory Method as an approximate Newton-Raphson method has been explicitly stated in [14, Section 4.3] . One of its main advantages over the Newton-Raphson and Hardy Cross methods is that it typically does not require a good initialization point for flow rates [9, Ch.5] .
Inspired by the renewed interest in fixed-point methods for the traditional power flow problem in electrical networks [15] - [18] , we set out to investigate the application of a fixed-point iteration for solving the water flow equations. The advantage is that one can leverage the rich theory of contraction mappings to pursue conditions for local or global convergence and uniqueness of solutions in steadystate analysis, all of which have historically been recognized as crucial in confirming the reliability of mathematical models for water distribution networks [19] , [20] . Moreover, reports suggest that fixedpoint type methods may provide convergence even when the de-facto software fails to do so [21] . The analysis of the fixed-point method in this paper relies on a condition for local convergence that also estimates the convergence speed towards the end of the algorithm. This paper is organized as follows. Section II introduces the network model, the nonlinear momentum equation for head loss and water flow, the continuity equation, the energy equation, and finally formulates the water flow problem. The fixed-point iteration is presented in Section III along with a condition for this algorithm to be a local contraction. Section IV applies the fixed-point iteration to a sample distribution network and verifies the contraction condition. The paper concludes in Section V with pointers to future work.
II. NETWORK MODEL AND THE WATER FLOW PROBLEM
This section presents the network model pertaining to steady-state analysis of water distribution networks, that is, network quantities represent values for a single snap-shot or time period. A water distribution network is modeled by a directed graph (N , L) where N = {0, . . . , N } is the set of N + 1 nodes and L ⊆ N × N = {1, . . . , L} is the set of L links. If link corresponds to the unordered tuple (i, j) in the graph, we assume a direction for from min{i, j} → max{i, j}. Nodes and links represent physical components in the network and are explained next.
Nodes comprise junctions, reservoirs, and tanks. Junctions are nodes where water is consumed, reservoirs are infinite sources or sinks of water while tanks can store or inject water with a limited capacity [12] . We assume that node 0 ∈ N corresponds to a main reservoir, while the remaining nodes are indexed in the set N+ = {1, . . . , N }. Quantities of interest for node n ∈ N include the rate of water injection, denoted by sn, and the hydraulic head, denoted by hn. Since reservoirs are sources of water, it conventionally holds that sn ≥ 0, while for junctions we have that sn < 0. The hydraulic head, hn, acts a proxy for water pressure. The water injection rates and hydraulic heads are respectively collected in vectors s = {sn}n∈N + and h = {hn}n∈N + , and define further sN = [s0, s ] and hN = [h0, h ] , where (.) denotes transposition.
Links represent pipes, pumps, and control valves. This papers focuses on networks with pipes, and other elements will be included in future work. The quantities of interest for pipe ∈ L are the rate of water flow, denoted by q , as well as the head loss, denoted by . The head loss for pipe ∈ L, which serves as a proxy for pressure drop across the pipe, is related to the rate of water flow on pipe ∈ L through a momentum equation. Assuming the customary U.S. units, that is, head loss measured in feet and rate of water flow in cubic feet per second, a commonly used head loss formula for turbulent flow is the Hazen-Williams equation, as follows:
where A = 4.727C −1.852 d −4.871 l ; d and l are respectively the diameter and length of a circular pipe measured in feet, and C is a unitless coefficient, called the Hazen-Williams roughness coefficient.
For new pipes, the value of C is typically above 100. The notation (.) denotes a functional dependence of the head loss to the flow q . The flow rates and head losses are respectively collected in
Two main equations govern the steady-state behavior of water networks: the continuity equation and the energy equation. The continuity equation, which is analogous to KCL in electrical networks, states that the rate of water injection into node n ∈ N equals the total rate of water flowing out on the links connected to node n.
Using graph theory, the continuity equation can be mathematically expressed as follows:
The energy equation states that total head at the upstream node of the pipeline is equal to the total head at the downstream node of the pipeline plus any head losses occurring on the way. The energy equation is expressed as follows:
Recall from graph theory that the vector of all ones, 1N+1, is in the nullspace of I N . Consider the partition of the incidence matrix as IN = [I0, I ] where I 0 denotes the row of IN corresponding to the reservoir node 0, and I accounts for the remaining nodes of IN . Then, we have that
Thus, it holds that
Using (6) in (2) and (4) we arrive at the water flow equations:
Given the total reference head at the main reservoir h0, and the vector of injections s ∈ R N , the goal of the water flow problem (7) is to determine the flow rates on all links, that is q ∈ R L , and the total head at all remaining nodes, that is h ∈ R N . Notice that the number of unknowns are equal to N + L and so is the number of equations since (7a) has N entries and (7b) has L entries. Due to the nonlinearity of the left hand side of (7b), a Jacobian based iterative method is typically applied; see e.g., [12, Appendix D] . Upon solving (7) , the flow rates solution q * determines the amount of water flow intake from the main reservoir, s * 0 , as follows:
III. FIXED-POINT ITERATION
This section is concerned with the development of a fixed-point method to solve the water-flow problem and its local convergence analysis.
It is assumed that all flow rates in the network are bounded away from zero. This assumption is consistent with postulating that the Reynolds number corresponding to all flows in the network is above a certain value. The Reynolds number characterizes the pattern of the flow in each pipe, and is related to the flow rate as follows:
where d was defined previously as the pipe diameter, S is the crosssectional area of the pipe, and ν is the kinematic viscosity of water. For example, if the network flows are turbulent, then the Reynolds number is greater than 4, 000, which implies through (9) that all flow rates are greater than a minimum value. The previous assumption enables to rewrite (1) as follows:
where |q| −0.852 is a vector with entries q −0.852 for ∈ L, and A = diag({A } ∈L ), where diag(.) represents a matrix whose offdiagonals are zero and its diagonals are populated with the vector (.). Replacing q in (7a) by its equivalent in (10) yields
Using the right hand side of (7b) to replace in the latter yields
The matrix IA −1 diag(|q| −0.852 )I is indeed invertible; as asserted by the following lemma. Lemma 1. In a connected network with nonzero flow rates, IA −1 diag(|q| −0.852 )I is invertible.
Proof: For a connected network, I is full row rank. In addition, the matrix G = A −1 diag(|q| −0.852 ) is diagonal with positive entries on the diagonal. Therefore, the matrix IGI is the weighted Laplacian of the network and is positive definite [22, Ch. 13] . As such, it is also invertible.
Using the previous lemma, it follows from (12) that
Multiplying both sides of (13) by I and invoking (7b) yields
Invoking the latter into (10) yields a fixed-point map for q:
where Ts(q) equals the following expression in terms of q parameterized by the demand vector s:
Algorithm 1 Solve for q, h in water-flow problem (7) 1: Initialize turbulent flow rate q 0 2: k ← 0 3: while q k − Ts(q k ) ∞ > do 4:
It is worth emphasizing that (15) is a set of equations for the flow rates q that satisfy the water flow equations (7) . In other words, any solution q * that satisfies (15) also satisfies (7) and vice versa. If a solution q * of (15) is available, then the head losses can be computed by (1) , and the heads using (13) .
Using the fixed-point map in (15) , an iterative method to solve the water flow problem 7 indexed by k = 1, 2, 3, . . . and initialized by q 0 can be constructed as follows:
Algorithm 1 summarizes the steps. The last step relies on (13) .
The computational effort to obtain a value of Ts(q) is mainly determined by the three matrix inversions in (16) . It should be noted that the product A −1 diag(|q| −0.852 ) can be computed once and be used in the two places in (16) . A closer look reveals that no matrix inversion is needed for this computation. In particular, A −1 diag(|q| −0.852 ) is a diagonal matrix whose diagonal entries are given by A −1 |q | −0.852 , where A −1 is a constant depending on pipe [cf. (1) ] and can be pre-computed. Furthermore, the inverse IA −1 diag(|q| −0.852 )I −1 in (16) should not be computed via direct matrix inversion. Instead, the linear system of equations
should be solved for x, and then, Ts(q) is computed by
The matrix IA −1 diag(|q| −0.852 )I in (18) is positive definite [cf. the proof of Lemma (1)], and specialized computationally efficient routines exist for solving such linear systems [23, Sec. 4.2] . The convergence of (17) depends on the Jacobian matrix of Ts(q), denoted by Js(q) = ∂Ts(q) ∂q (also parameterized by s). In particular, the Jacobian of Ts(q) can be obtained using first-order Taylor approximation arguments similar to [24, pp. 644] , and its expression is provided by the next lemma. Lemma 2. The Jacobian matrix Js(q) of the map Ts(q) computed at point q with q = 0 ( ∈ L) is given by
where
The following proposition provides a condition for the local convergence of (17). Proposition 1. Suppose that q * is a fixed-point of the map in (16) , that is, q * = Ts(q * ). Let J * s = ∂Ts(q) ∂q |q=q * be the Jacobian of the map Ts(q) evaluated at q * . Denote by λi(J * s ) the eigenvalues of J * s for i ∈ L and define the spectral radius of J * s as ρ(J * s ) = maxi{|λi(J * s )|}. If ρ(J * s ) < 1, then Ts(q) is locally a contraction map around q * , and q * is a locally unique fixed point.
Proof: In view of the expression in (20) , the entries of the Jacobian matrix (partial derivatives) are continuous at q * . This fact together with the spectral radius condition enable us to invoke the Ostrowski Theorem, which yields the desired results [25, Sec. 10.1].
The consequence of the previous proposition asserts that if all eigenvalues of J * have magnitude less than one, then the iterative method (17) converges to q * if initialized in a neighborhood around q * . In addition, the solution is unique in this neighborhood. Finally, the contraction property characterizes the speed of convergence; in particular the distance between successive iterates decreases by a factor α ∈ (0, 1):
In fact, the value of α is roughly ρ(J * ) [25, Sec. 10.1]. It should be noted, however, that Proposition 1 does not characterize the size of the neighborhood around q * where the previous results hold. Proposition 1 is based on the assumption that a fixed point exists; we will study sufficient conditions on the existence of a fixed point in our future work, as explained in Section V. It is also worth noting that the local uniqueness of the solution asserted in Proposition 1 can be concluded from the Inverse Function Theorem [26, p. 289 ]. Nevertheless, application of Ostrowski's Theorem gives the additional conclusions on contraction and convergence speed.
In the next section, we test the proposed fixed-point iteration in solving the water flow problem (7) for a sample network.
IV. NUMERICAL TESTS
The network under study is a modified and simplified version of the example network from [12, Ch. 2] . A schematic is provided in Fig. 1 with pipe parameters given in Table IV . Node 0 is a designated reservoir with h0 = 850 feet. The vector of demands is s = [0, −150, −150, −200, −150, 0, −300] in Gallons per minute and the negative sign denotes the consumption.
For Algorithm 1, the vector of initial water flows q 0 = 6001L is selected. The value of is set to 0.1 Gallons per minute, which is a quite aggressive accuracy requirement. The algorithm takes k * = 40 iterations to achieve the desired tolerance. The solution for water Hazen-Williams C   1  3000  14  100  2  5000  12  100  3  5000  8  100  4  5000  8  100  5  5000  8  100  6  7000  10  100  7  5000  6  100  8  7000  6  100  9 3000 14 100 
We crosschecked the values in (23) with a Jacobian-based nonlinear solver, namely MATLAB's fsolve. The maximum difference between the solutions in (23) and the ones computed by fsolve are on the order of 10 −2 Gallons per minute for water flow and on the order of 10 −6 feet for total head. Fig. 2 depicts the progression of q k+1 − q k ∞ on a logarithmic scale per iteration k, and is shown to decrease linearly with the iteration index k. The tolerance is approached at iteration 40 and convergence is declared. Fig. 3 shows the rate of convergence, that is, the ratio
[cf. (22) ]. It turns out that after a few iterations, the sequence q k proceeds according to a geometric progression with common ratio of 0.85. Last but not least, we evaluate the condition of Proposition 1. Upon computing the Jacobian using (20) , the spectral radius was found to be ρ(J * s ) = 0.8520 < 1. This validates the hypothesis that the fixed point map is locally a contraction, and the spectral radius is surprisingly close to the ratio of distances between successive iterates provided by Fig. 3 .
V. CONCLUDING REMARKS AND FUTURE DIRECTIONS
Leveraging ideas from graph theory, this paper develops a fixedpoint method to solve the steady-state water flow problem, which amounts to a set of nonlinear equations relating the flow rates in is shown for k = 2, . . . , k * . After a few iterations, the sequence proceeds similar to a geometric sequence with a common ratio of 0.85 until convergence is declared at iteration 40 when the error term q k+1 − q k ∞ approaches the required tolerance (cf. Fig. 2 ). the network with the heads at junctions. The Jacobian of the fixedpoint map is used to shed light in the convergence properties of the algorithm, including the speed of convergence, at least locally.
The focus of this paper is on networks where all links are pipes. It is worth enlarging the scope of the algorithm to include other types of links, such as pumps and control valves, as well as other types of nodes, including tanks or emitters, whose water outflow rates depends on the pressure. Furthermore, the head loss along a pipe was modeled after the Hazen-Williams equation, while more accurate but involved expressions may be used [8] .
A further direction is towards more sophisticated analysis of the fixed-point map, which can potentially lead to sufficient conditions for global contraction. The significance is that a unique solution to the water flow equations then exists over a larger region of flow rates, while algorithm convergence is established even if the initialization is not close to the solution. Indeed, contraction mapping approaches have been successful in demonstrating the convergence of traditional algorithms for the solution of the power flow problem in power networks, as well as for the development of sufficient conditions for the existence and uniqueness of the power flow solution in singlephase [15] , [16] and multi-phase distribution networks [17] .
