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Abstract:
Flow theory suggests three flow conditions lead to flow: optimal challenges, clear goals, and immediate feedback.
Previous research has only confirmed the link between optimal challenges and flow with controlled experiments.
Inspired by Miller’s test-operate-test-exit (TOTE) units and Csikszentmihalyi’s flow theory, we introduce a feedback loop
of flow model of the cognitive processes that lead to flow in computer-based tasks. This model illustrates how the flow
conditions come together to create the flow experience. In particular, the feedback loop of flow model we present
suggests the feedback must be task-relevant to generate a flow state, which means there must be feedback that pertains
to the goals of the task. We conducted a controlled experiment to test the causal relationship between task-relevant
feedback and flow. Participants who experienced designs with task-relevant feedback rated their experience higher on
a measure of flow than those in either the no feedback or randomized feedback control groups. Our findings provide
evidence that feedback increases flow and specifically that designs with task-relevant feedback increase flow. We
present a design for flow model and discuss design guidelines for how to create interactive systems that will facilitate
users getting into a flow state. Task-relevant feedback communicates how well users are performing actions that make
progress towards the goal of the optimally challenging task that is getting them into flow and how they can get better at
that task. As with TOTE units, the feedback loop of flow is a recursive process, which suggests task-relevant feedback
must be presented continuously and for each subtask of the overall task.
Keywords: Feedback Loop of Flow, Intrinsic Motivation, TOTE units, Controlled Experiment, Flow Conditions, Flow
Indicators, Feedback, Flow, Game Design, Computer Games, Video Games.
Fiona Fui-Hoon Nah was the accepting senior editor for this paper.
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Introduction

Flow is one of the three main factors that lead to human happiness alongside pleasure and meaning
(Peterson et al., 2005). But our understanding of the role of flow in the enjoyment of interactive systems is
still in its infancy, and we lack solid empirical studies on what leads to flow and how we can design interactive
systems to facilitate flow.
Flow is the experience people have when they are overcoming a series of optimal challenges for the sake
of the enjoyment those challenges provide while continuously adjusting performance based on feedback.
Unlike self-determination theory, which focuses on satisfying needs for autonomy, competence, and
belonging (Deci & Ryan, 1985), flow theory focuses directly on the autotelic experience, the experience of
intrinsic motivation or being primarily motivated to do an activity by the enjoyment that activity provides.
Flow theory begins with the idea that this enjoyment, this intrinsic motivation, is a desirable end result rather
than a means to any other end—even if flow may have other benefits.
Much research on flow has attempted to measure the extent to which people are experiencing it by
measuring all nine dimensions from Csikszentmihalyi’s (1990, 1993) popular books on flow (e.g., Fang et
al., 2013; Jackson & Marsh, 1996; Jackson & Eklund, 2004). However, this approach may lack accuracy
because some of these factors measure how much a person is experiencing the conditions that lead to flow,
while others indicate how much the person is in flow or experiencing a flow state. In the present research,
we separated flow conditions and indicators and properly treated the flow conditions as independent
variables and the flow indicators as dependent variables.
The dimensions of Flow originated from Csikszentmihalyi’s (1975) interview research with chess players,
rock climbers, dancers, and surgeons about their experience engaging in these activities. Csikszentmihalyi
and Csikszentmihalyi (1988) described a balance between perceived challenges and perceived skills, clear
goals, and relatively quick and unambiguous feedback as preconditions for flow (pp. 30, 32). Nakamura and
Csikszentmihalyi (2014) most clearly separated the dimensions of flow into two lists of factors: conditions
leading to flow and characteristics or indicators showing how much a person is in flow. Most empirical
research on flow has failed to separate flow conditions from indicators (Fang et al. 2013; Jackson & Eklund,
2004; Sweetser & Wyeth, 2005). If practitioners know what conditions lead to flow, they can engineer
designs to meet the flow conditions. So, this distinction is very important for those who want to design for
flow. While controlled experiments have shown that optimal challenges lead to flow (Keller & Bless, 2008),
researchers have not yet confirmed the causal relationship between other flow conditions and flow with
controlled experiments. It is also unclear what kind of feedback is likely to lead to flow and how the flow
conditions work together to facilitate flow. We aim to fill this gap in the research in this journal article.
Our research objective is to investigate how design elements impact flow conditions and then facilitate flow
in computer applications. Specifically, we investigate if task-relevant feedback has a positive impact on flow.
The paper proceeds as follows: in Section 2, we discuss related work. In Section 3, we present our
conceptual framework and hypotheses. In Section 4, we discuss the method we used to test these
hypotheses. In Section 5, we present the results of this research. In Section 6, we discuss our findings and
their implications. Finally, in Section 7, we conclude the paper and discuss directions for future research.

2
2.1

Related Work
Flow

Flow theory is the empirical phenomenology of intrinsically motivated activities, meaning the study of the
experience of activities done for the sake of the enjoyment they provide. Flow is the experience of
overcoming challenges for the enjoyment that overcoming those challenges provides while continuously
adjusting performance based on feedback. Flow is the psychological state that many refer to as “getting in
the zone” or as “time flying when having fun”. People experience a flow state when an enjoyable activity
takes up all of their attention such that they have no attention left over to think about anything other than the
activity. Flow is the experience of intrinsic motivation, the motivation to do an activity that comes from
enjoyment of the activity itself (Csikszentmihalyi, 1975; Csikszentmihalyi et al., 2005).
Much of the popular focus on flow among researchers has been on optimal challenge or the balance
between perceived skills and challenges. This may be because the models used to represent flow theory
have focused on optimal challenge. The original model of flow showed three channels resulting from
different levels of perceived skills and challenges: anxiety, boredom, and flow (Csikszentmihalyi, 1975).
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Massimini and Carli (1988) expanded this model into an eight-channel model that separated a Cartesian
plane of high and low perceived skills and challenges into a circle with the following 45-degree segments:
arousal, flow, control, boredom, relaxation, apathy, worry, and anxiety. However, optimal challenge is just
one of the three flow conditions identified by Nakamura and Csikszentmihalyi (2014). There has been a
lack of empirical research on the other two flow conditions, immediate progress feedback and clear proximal
goals.
Csikszentmihalyi and Larson (1987) developed the experience sampling method (ESM) to investigate
experience fluctuations in daily life. Participants wore a pager, received a page at eight random times daily,
and at each time filled out a short survey about their experience in those moments. DeVries (1992) applied
ESM to study mental illness. Hektner et al. (2007) created a practical guide for ESM research. Using ESM,
Csikszentmihalyi and LeFevre, (1989) found that people were over three times more likely to experience
flow while working than while in leisure.
Finneran and Zhang (2003) suggested that when a person is doing a computer-based task, the flow
conditions could be met by the person’s states and traits, the design of the system being used, the task or
activity, or interactions between these three sources. Their person-artifact-task (PAT) model emphasized
separating the task from the artifact when investigating flow in computer-mediated environments. While the
PAT model describes categories of the potential sources that may influence the flow conditions, we focus
on the causal relationship between the elements of the design artifacts that support the flow conditions and
the extent to which users experience flow. Cowley et al. (2008) extended the PAT model to games with their
user-system-experience (USE) model. However, they did not present research to support their model.
Agarwal and Karahanna (2000) argued that cognitive absorption, which was the term they used for flow,
leads to perceived usefulness and perceived ease of use, which, in turn, lead to an intention to use. They
also suggested that the individual traits, playfulness and personal innovativeness, lead to cognitive
absorption. Their focus on individual traits was similar to how the Person component of the PAT model
focused on traits of the user rather than the design of the system or task.
Guo and Poole (2009) conducted an experiment that compared flow among users across websites with
more or less complexity. They found that more complex websites led to lower scores on the flow conditions,
which, in turn, led to less flow except for goal clarity, which did not have a significant impact on flow. While
they separated the flow conditions and flow indicators and explored the relationships among them with
structural equations modeling, they manipulated complexity rather than directly manipulating the flow
conditions. Also, rather than comparing websites that were the same in all ways except design differences
intended to affect the flow conditions, they compared completely different websites that differed in how
complex they were rated by users. So, because Guo and Poole did not design the experiment they
conducted to isolate specific design differences, this may have introduced confounding factors not included
in their model that accounted for the differences in flow that they observed.
Brockmyer et al. (2009) used Rasch analysis to develop the game engagement questionnaire (GEQ), which
measures how much individuals typically experience engagement when they play video games. The GEQ
was an interesting attempt to measure individual differences in how likely different people are to experience
engagement or get into flow. However, because Brockmyer et al. focused on the person rather than the
system, their work did not address how to design systems that get users into flow.
Brown and Cairns (2004) interviewed seven people who regularly played games after they played their
favorite game for thirty minutes. The interviews focused on what immersion and presence mean to the
players in their own words. The researchers found three levels of immersion: engagement, engrossment,
and total immersion. They defined engagement as being willing to play the game, engrossment as being
emotionally invested in continuing to play the game, and total immersion as “being cut off from reality” so
much that “the game was all that mattered” (p. 1299). Each level of immersion had its own different barrier
that players needed to overcome to achieve that level. Brown and Cairns used qualitative research methods
to paint an accurate picture of immersion or flow but did not make specific enough recommendations to
inform the design of systems to facilitate the immersion experiences they described. They suggested that
the quality of the game must be high and that players must be able to empathize with the main character or
team, but they did not go into enough detail about how to design systems to achieve those goals.
Jennett et al. (2008) took a more quantitative approach to immersion in digital games and conducted three
experiments. They found that they could measure immersion subjectively through questionnaires and
objectively through task completion time or eye movements. Because Jennett et al. included concepts such
as emotional involvement and presence in their measure of immersion, it remains unclear from their work
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how one would design for immersion. While flow is by definition the intrinsic motivation that comes from
enjoying challenging activities, Jennett et al. wrote that “people do not always play games because they
want to get immersed, it is just something that happens” (p. 643-644). Rather than combining together
different concepts such as flow, presence, and empathy into a single abstract immersion construct, it may
be better to measure these different concepts separately.

2.2

Flow Conditions and Indicators

Nakamura and Csikszentmihalyi (2014) proposed three flow conditions which they suggested were
necessary and sufficient to get into flow: challenges that stretch skills, clear proximal goals, and immediate
progress feedback. Like flow theory, Csikszentmihalyi (1975, 1990, 1993) discovered these flow conditions
through qualitative interview and survey research. We describe each of these flow conditions below.

Optimal Challenges that Stretch Skills
To get into flow, users need to perceive their task as challenging and the skills they have at performing the
task as high enough to meet that challenge, and their perceived challenges and skills need to be balanced
such that one does not greatly exceed the other (Csikszentmihalyi et al., 2005). Users must perceive their
challenges and skills as high and balanced. The original three-channel model of flow suggested that people
experience anxiety when their challenges are too high for their skills and people experience boredom when
their challenges are too low for their skills (Csikszentmihalyi, 1975). Massimini and Carli (1988) presented
an expanded eight-channel model of high and low perceived skills and challenges based on experience
sampling method (ESM) data which suggested that balanced skills and challenges that were both lower
than one’s subjective mean average experience would result in apathy rather than flow. So, perceived
challenges and skills must be balanced as well as high to have an optimal level of challenge that can stretch
users’ skills. Optimal challenge—having a level of challenge that is neither too high nor too low for the user’s
skill level—is the first flow condition or factor that leads to flow.
It is important to distinguish optimal challenge from poor usability because gameplay difficulty is not
equivalent to having a difficult-to-use interface or controls. Pagulayan et al. (2012) distinguished between
challenges that designers created intentionally for players to overcome and frustrating usability problems.
While usability issues are problems are to be found and resolved by human-computer interaction (HCI)
practitioners, gameplay challenges can increase enjoyment as long as they are a gameplay element that
the designers intentionally placed in the game and not usability issues. Pagulayan et al. suggest that HCI
practitioners working on games identify the game designer’s intent, such as the intended number of player
failures before succeeding, and suggest getting input from users to see if their experience aligns with the
designer’s intent. Pagulayan et al. discussed games user research methods to get that input from users and
case studies that used those methods. Another way to think of this distinction is between task difficulty
versus having difficult-to-use instruments, tools, controls, or interface. The optimal challenge that users
need to get into flow refers to an optimally challenging task—not difficult-to-use tools or interfaces. To use
an analogy, playing jazz on a saxophone is more fun and more likely to get a musician into flow when the
difficulty of the music being played is optimally challenging, not when the sax is broken.
The correlation between optimal challenges and flow has been well established in the literature. For
example, Moneta and Csikszentmihalyi (1996) conducted an experience sampling method (ESM) study with
208 high school students repeatedly responding to the same short survey eight times a day for seven days.
They conducted hierarchical linear modeling that showed ratings of challenge and skill were positively
related to ratings of concentration and involvement, two of the flow indicators used in that study, while the
imbalance between challenge and skill (as measured by the absolute value of the difference between the
two) was negatively related to all four of the flow indicators used in that study, concentration, involvement,
wish to do the activity, and happiness. They showed that the balance of challenges and skills had a positive
impact on flow that was independent of the effects of challenge and skill on flow. Shernoff et al. (2003) found
further evidence that higher ratings of perceived challenge and skill were positively related to flow using
longitudinal ESM data from 526 U.S. high school students in the Sloan Study of Youth and Social
Development (Schneider, 2013). Abuhamdeh and Csikszentmihalyi (2012) studied Internet chess players
with post-game surveys and found that perceived challenge and perceived skill both correlated with
enjoyment.
Some studies using controlled experiments have tested if optimal challenges cause increased flow (Keller
& Bless, 2008; Moller et al., 2010). Keller and Bless (2008) conducted a controlled experiment in which they
randomly assigned participants to play one of three versions of a Tetris-style game: a slow version, a fast
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version, and a version that adjusted the game’s speed to match the player’s performance. They called the
last version the adaptive difficulty condition because the difficulty adapted to player performance.
Participants in the adaptive difficulty condition reported higher enjoyment and involvement than in the fast
or slow conditions.

Clear Proximal Goals
Researchers have often misinterpreted clear proximal goals as the overall goal of an activity. For example,
the Flow State Scale, a questionnaire intended to measure the dimensions of flow developed by Jackson
and Eklund (2004) included items in their clear proximal goals subscale such as “I knew what I wanted to
achieve” and “My goals were clearly defined” that seem to focus more on the overall goal. As
Csikszentmihalyi and Nakamura (2010) explained: “What counts is not that the overall goal of the activity
be clear but rather that the activity present a clear goal for the next step in the action sequence, and then
the next, on and on, until the final goal is reached” (p. 187). In contrast to the Flow State Scale items, an
item from the Short Flow Scale that Rheinberg et al. (2002) and Engeser (2012) developed reads “I know
what I have to do each step of the way”. This item seems closer to the meaning of the term clear proximal
goals as expressed by Csikszentmihalyi and Nakamura in the quote above.
Several researchers have pointed to Mannell and Bradley's (1986) controlled experiments as evidence that
clear goals cause increased flow (e.g., Keller & Bless, 2008; Moller et al., 2010). However, all participants
across their experimental groups received the same clear instructions about how to play the game. Their
manipulation had more to do with perceived choice and having clear criteria for evaluation than clear
proximal goals.

Immediate Progress Feedback
Immediate progress feedback is the extent to which people know how well they are making progress at an
activity, whether to adjust or maintain their performance, and how they can adjust their performance if
needed (Csikszentmihalyi et al., 2005).
Butler and Nisan (1986) conducted a study on the effect that different kinds of feedback had on sixth-grade
students’ performance and intrinsic motivation. Students who received written comments rated the activity
as more interesting and were more willing to do the activity than students who received grades. However,
the students received the feedback after each session and not continuously as they performed each task of
the activity.
Norman (2013) defined feedback as continuous information about the results of actions. Norman presented
a gulf of execution and evaluation model in which they modeled the flow of information between user and
system for system usability. They use the term “gulf” to represent the gap between the user and the system.
Bridging the gulf of execution involves the user figuring out how to use the system, and bridging the gulf of
evaluation involves the user figuring out the system’s current state. These concepts resemble two flow
conditions from flow theory: clear proximal goals (gulf of execution) and immediate progress feedback (gulf
of evaluation).

Flow Indicators
The flow indicators indicate the extent to which a person is in flow. In their book on the experience sampling
method, Hektner et al. (2007) wrote that flow can be measured as a continuum based on the sum of three
variables: “concentration”, “enjoyment”, and either “interest”, “wish to be doing the activity”, or “excitement”
depending on whether one is interested more in the cognitive, motivational, or emotional aspects of the flow
experience. Similarly, Shernoff et al. (2003) measured flow by averaging ratings of concentration,
enjoyment, and interest. Analyzing ESM data, Csikszentmihalyi and Nakamura (2010) found evidence for
ease of concentration as another important flow indicator.
Fang et al. (2013) and Jackson and Marsh (1996) instead started with the nine elements or dimensions of
flow Csikszentmihalyi (1990, 1993) identified. These factors became the subscales for their flow measures.
Beginning with these nine dimensions of flow, and then not including the three factors identified as flow
conditions in the section above, the flow indicators that remain are: concentration, sense of control, merging
of action and awareness, loss of self-consciousness, altered perceptions of time, and autotelic experience.
Rheinberg et al. (2002) and Engeser (2012) created another flow measure, the Short Flow Scale. However,
none of these previous measures differentiate between flow indicators and conditions.
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TOTE Units

Test-operate-test-exit (TOTE) units theory comes from cognitive psychology and focuses on the role of
feedback in goal-directed activities. Because flow takes place during goal-directed activities, this theory may
help illuminate the process users go through when they get into flow—specifically the steps of user
perception, cognition, and action that generate the flow experience. Miller et al. (1960) developed testoperate-test-exit (TOTE) units as an alternative to Skinner’s stimulus-response pathways (Skinner, 1965;
Ferster & Skinner, 1957). They proposed TOTE units as the fundamental building blocks of human behavior
and the cognition to plan and execute behavior. Using the activity of hammering a nail as an example, Miller
et al. described the test phase as testing if the nail was sticking up or nailed down flush and the operate
phase as hammering. The person would loop between the test and operate phases until they could see in
the test phase that the test condition of the nail being nailed down flush is met and, with the task completed
successfully, then they would exit the activity (see Figure 1).

Test

(Congruity)

(Incongruity)

Operate
Figure 1. The Test-Operate-Test-Exit (TOTE) Unit (Adapted from Miller et al., 1960)

The operate phase of TOTE units consists of one or a sequence of multiple TOTE units or actions. So,
TOTE units are recursive, generate hierarchical trees of TOTE units in TOTE units, and can exist on multiple
levels simultaneously. Miller et al. (1960) called nested hierarchies of TOTE units in TOTE units hierarchical
plans for behavior. The feedback loop presented in the TOTE units forms the building block of the cognitive
processes required for people to accomplish goal-directed tasks.
If TOTE unites constitute the basic building block of the cognition people go through when pursuing goaldirected tasks and people experience flow during goal-directed tasks, it follows logically that TOTE units
can help researchers understand the cognition involved in generating the flow experience. TOTE units are
loops between action and feedback, while the process that leads to flow also involves continuously adjusting
action according to feedback. In Section 3, we build on TOTE units to clarify how the flow conditions work
together to create the flow experience.

3

Conceptual Framework and Hypothesis

To study how the flow conditions impact flow when using computer systems, it is essential to examine the
cognitive processes involved in executing goal-directed tasks. Based on the TOTE units process model
described in Section 2 above (Miller et al., 1960), we propose a feedback loop of flow process model for
computer-based tasks (Figure 2). The feedback loop of flow model builds on TOTE units and draws on flow
theory to describe the process that leads to flow. While flow theory has a clear proximal goals flow condition
as we discuss in Subsection 2.2.2 above, TOTE units theory assumes the activity it is describing is goaldirected but the TOTE process model does not include anything about how the goal is set for the goaldirected activity (Miller et al., 1960). The TOTE units process includes taking action and testing progress
towards goal completion but does not include a step for setting the goal that the test step in the TOTE units
tests. The test step of the TOTE units tests whether a goal has been achieved, but the TOTE units process
does not include the setting of that goal (Miller et al., 1960). So, to build on TOTE units and to describe how
we see the clear proximal goals flow condition fitting into activities that lead to flow, we added a goal-setting
step to the feedback loop of flow model to reflect the cognitive process for setting the desired outcome to
test in the testing progress step.
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Figure 2. The Feedback Loop of Flow for Computer-based Tasks, a Process Model

There are three design elements of the computer system that act as inputs in this process model: a call to
action that communicates the task to complete, task-relevant feedback about progress made towards
completing the task, and challenges that stretch skills. We define the call to action here as the prompt or
cue that brings the task to the user’s attention and communicates what the goal of the task is for the goalsetting step in the user’s cognitive process. In other words, the call to action is the information communicated
from the system to the user about what the task is and how to perform it. The call to action helps users form
clear proximal goals by providing them with information about what their next step will be. We define taskrelevant feedback as the information that the system provides about how well users are performing actions
that make progress towards the goal of the task and how they could improve their performance at the task.
We define challenges that stretch skills as an optimal level of perceived task difficulty relative to one’s
perceived skills. The optimal level of challenge will vary across users depending on their skill level and task
complexity, and these differences will impact how well users can take action. We intended each of these
three design elements to map onto and increase the three flow conditions that Nakamura and
Csikszentmihalyi (2014) proposed. The flow conditions are perceptions in the minds of users, while design
elements are differences in the system design. The feedback loop of flow model that we propose is a
process model showing the interaction between the system design elements and the user’s cognitive
process when experiencing a flow state. The system design elements provide input to that cognitive
process. The feedback loop of flow model shows information communicated between the user and the
system in a similar way to Norman’s (2013) gulf of execution and evaluation model, which models the flow
of information between user and system for system usability. Not only do both models show the interaction
between the user and the system, but they both also show the system providing users with the information
required to do a task which includes what their current goal is and feedback about the results of their actions.
The feedback loop of flow shows more than Norman’s model though since it includes challenges that stretch
skills, which is a design element intended to provide the optimal challenge flow condition from flow theory,
and it includes the action and testing progress steps based on the operate and test phases of TOTE units.
When in flow, users set their goal, check progress, take action, test their progress again, and repeat this
feedback loop process until they either achieve the goal or abandon it. Users can also adjust their goals
based on the feedback they receive, so testing progress can lead to goal adjustment, which feeds
information back into goal setting. As with TOTE units (Miller et al., 1960), the feedback loop of flow recurs
for tasks at all levels because the action step of the feedback loop process can be made up of either subtask
feedback loops of flow or the lowest-level actions in the hierarchy of subtasks that make up a task.
Csikszentmihalyi and Nakamura (2010) state that having clear proximal goals is when the person doing the
activity has a clear goal for the next step in the action sequence, and then the next, on and on until they
reach the overall goal. The person knows what the goal of their next step is continuously and at each step
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throughout the activity. Nakamura and Csikszentmihalyi (2014) described the flow experience as “engaging
just-manageable challenges by tackling a series of goals, continuously processing feedback about progress,
and adjusting action based on this feedback” (p. 90). The feedback loop of flow is consistent with how
Nakamura and Csikszentmihalyi described flow and shows the process of perception, cognition, and action
that creates the flow experience.
When users experience flow, they experience setting proximal goals, testing progress towards those
proximal goals, and taking action without being impeded by not knowing what to do, how to do it, or how
well one is doing. The task-relevant feedback provides essential information about task performance and
progress that users need to adjust their actions and, sometimes, to adjust their proximal goals. The
proposed feedback loop of flow suggests that the feedback is only effective when it pertains to and supports
the task at hand. To facilitate flow, systems must provide continuous task-relevant feedback at all levels—
for tasks and their subtasks recursively. Systems designed with more task-relevant feedback will lead to
users experiencing more of the immediate progress feedback flow condition by providing the feedback that
they experience. That immediate progress feedback can also impact user perception of the clear proximal
goals flow condition when the feedback changes how clear it is to users what the goals are of each step of
their task.
Based on cognitive processes that the feedback loop of flow (see Figure 2) presents and the notion of
separating flow conditions from flow indicators (Nakamura & Csikszentmihalyi, 2002), we propose a
conceptual model, design for flow, in Figure 3. This model addresses the question “How can we design
systems that facilitate flow?”. The design for flow model focuses on three elements of interactive system
design that impact the flow conditions based on the feedback loop of flow (see Figure 2).

Figure 3. Design for Flow, a Conceptual Model

The call to action is the information from the system about the goal of the task. In previous publications
(Schaffer & Fang, 2015, 2016), we referred to the call to action as clear proximal goals, but we use the term
call to action here to differentiate the information the system communicates about goals from the users’
perception of how clear the goals are for each step of the activity. Clear proximal goals refer to the flow
condition or the user’s perception that the goals are clear, while the call to action refers to the information
the system communicates about the task’s goals, a system design element.
We use clarity of call to action to mean what Norman (2013) called perceived affordances or signifiers,
which HCI researchers have studied extensively. Designing tasks to have an optimal difficulty level such as
by using an algorithm to adjust the difficulty to match user performance creates an experience in which
users encounter challenges that stretch their skills. Indeed, researchers have already found strong evidence
of a causal relationship between challenges that stretch skills and the flow experience with controlled
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experiments (Keller & Bless, 2008). So, we focus on feedback in this study because researchers have not
yet found evidence of a causal link between feedback and flow using controlled experiments.
We define task-relevant feedback as the extent to which system feedback supports and pertains to tasks
that users perform in the feedback loop of flow. Task-relevant feedback facilitates flow by both providing
information to test progress towards task completion (i.e., immediate progress feedback) and changing what
users perceive as a task’s proximal goal and, therefore, the extent to which they perceive it as clear (i.e.,
clear proximal goals). Norman (2013) defined feedback as continuous information about the results of
actions. The feedback loop of flow model suggests that system feedback can provide information that
adjusts or changes how clearly users perceive their proximal goals. The extent to which a system provides
task-relevant feedback impacts how much users experience the immediate progress feedback flow
condition, which, in turn, impacts how much they experience the clear proximal goals flow condition. The
three perceived flow conditions lead users to experience flow to a greater extent, which one can measure
based on user ratings of the flow indicators.
Rather than testing the correlational relationships in the design for flow conceptual model, we focus on more
strongly establishing a causal relationship between feedback and flow via a controlled experiment.
Researchers have already found evidence supporting a causal relationship between challenges that stretch
skills and flow with controlled experiments (Keller & Bless, 2008; Moller et al., 2010; Guo & Poole, 2009;
Nah et al., 2010, Luna et al., 2002). For HCI professionals, what matters most is how they can design
systems that will facilitate flow. So, to investigate more specifically what kind of feedback leads to flow, we
focus on the causal relationship between task-relevant feedback and the flow experience. Therefore, we
propose one hypothesis to address our main research question: do designs with highly task-relevant
feedback lead to more flow?
H1:

4
4.1

Designs with highly task-relevant feedback will lead to more flow than designs with less taskrelevant feedback holding constant optimal level of task difficulty and clarity of call to action.

Method
Participants

Fifty-seven undergraduate and graduate students from a Midwestern university in the United States
participated in this study. We summarize their demographic characteristics in Table 1.

4.2

Experimental System

We conducted our experiment on a single laptop computer, a Lenovo Thinkpad E531. Participants played
a simple timing game that we developed using GameMaker: Studio from YoYo Games.
When the game started, a short message appeared on the screen with instructions that explained the
game’s controls and objective. Pressing the spacebar began each round. Two objects moved across the
screen, one horizontally and the other vertically, and intersected in the middle of the screen. The objective
of the game was to press the spacebar when the objects intersected and overlapped. Successful timing
resulted in a hit, while pressing the spacebar too early or too late resulted in a miss.
To make the game more unpredictable, we created a random delay that ranged from zero to two seconds
that we added between when the player pressed the spacebar and the objects came on screen. The design
and range of this random delay were consistent across experimental groups. A bubble pop sound effect
played when the player pressed the spacebar to indicate they had pressed it. Pilot testing participants
consistently reported that this sound meant they had pressed the spacebar to make the objects come on
screen.
We set the object’s initial speed to 480 pixels per second. Each successful round increased object speed
by 15 pixels per second. However, each unsuccessful round decreased the speed by 30 pixels per second.
This design was similar to the adaptive difficulty that Keller and Bless (2008) used, also known as dynamic
difficulty adjustment (Hunicke, 2005). With this dynamic difficulty adjustment, we could keep a consistent
optimal level of task difficulty across our experimental groups. In other words, as much as possible, by using
this dynamic difficulty adjustment, we held constant the task difficulty each player experienced relative to
their level of skill as reflected in their performance across the experimental groups.
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Each player played four five-minute rounds for a total of twenty minutes of gameplay. The game
automatically ended after an on-screen timer counted down from five minutes. A prompt at the end of each
round allowed the participant to restart or end the game. We determined this gameplay length in pilot testing
in order to give players enough time to play without becoming too fatigued.
We chose the simple timing game design to manipulate the task-relevance of the feedback while controlling
for potentially confounding variables by randomly assigning participants to the experimental groups. We
used the same instructions and dynamic difficulty adjustment in all four experimental groups to hold constant
the clarity of the call to action and the optimal level of task difficulty across the groups.

4.3

Experimental Task and Operationalization

We conducted a controlled lab experiment to test the hypothesis above. We used a one-way multivariate
ANOVA (MANOVA) design with four groups in this experiment. We used task-relevance of feedback as the
independent variable and the flow indicators as the dependent variables.
We developed a simple timing game as the experimental task. An on-screen message told participants that
the goal of the game was to press the spacebar when the two moving objects crossed paths and overlapped
in the middle of the screen. Pressing the spacebar with the correct timing counted as a hit, while pressing
the spacebar too soon or too late counted as a miss. The only difference between experimental groups was
in the feedback that the game provided.
Table 1. Participant Demographics in Each Experimental Group
Treatment groups with
task-relevant feedback

N

Control groups

Constructive
feedback

Success /
failure feedback

Randomized
feedback

No feedback

Total

14

14

15

14

57

Females

4

4

4

4

16

Males

10

10

11

10

41

Age (Mean)

22.5

23.07

22.8

24.29

23.16

English as first language

9 (64.3%)

8 (57.1%)

8 (53.3%)

7 (50%)

32 (56.1%)

Plays video or computer
games at least once per week

12 (85.7%)

12 (85.7%)

13 (86.7%)

13 (92.9%)

50 (87.7%)

Average years of playing
video or computer games

13.04

12.29

16.4

11.64

13.39

We created four experimental groups: two control groups, one with randomized feedback and one with no
feedback, and two treatment groups designed to have more task-relevant feedback. One control group had
randomized feedback that had no relation to how well players played the game, and the other control group
had no feedback about player performance. Since we did not know what feedback best leads to flow, we
designed two treatment groups with different feedback. Both treatment groups had task-relevant feedback,
meaning the feedback was relevant to the task players were doing and communicated how well they did
that task. In the constructive feedback group, the objects remained on screen after failing the timing task so
the participants could see how close or far off they were from the correct timing, while, in the success/failure
feedback group, the objects disappeared after failing the timing task. In both the constructive and
success/failure feedback groups, an explosion animation played when participants succeeded at the timing
task.
These four groups in the experiment created three contrasts: 1) task-relevant feedback versus no feedback,
2) task-relevant feedback versus randomized feedback, and 3) randomized feedback versus no feedback.
We used the first contrast (task-relevant feedback vs. no feedback) to test the impact that feedback had on
flow. We used the last two contrasts to test whether the visual stimuli used for the feedback or the
information that the task-relevant feedback conveyed got users into flow. With these combinations, we could
more thoroughly investigate the effect of task-relevant feedback on flow.
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Constructive Feedback Group
In this first treatment group (see Figure 4), pressing the spacebar with incorrect timing (a miss) made the
moving objects stop and remain on the screen until participants pressed the spacebar again to begin the
next round. As such, participants could see their timing accuracy and how much they missed by observing
how close the objects were to each other, to see how much they missed by. Pressing the spacebar with
correct timing (a hit) resulted in an explosion animation and their displayed score increased by one point.

Figure 4. Feedback design for the Constructive Feedback Group

Success/Failure Feedback Group
In this second treatment group (see Figure 5), when participants missed the correct timing, the objects
disappeared immediately. However, when they pressed the spacebar with the correct timing (when they got
a hit), an explosion animation was displayed and their score increased by one point. We intended this design
to allow participants to see whether or not they succeeded but not by how much.

Randomized Feedback Group
In this first control group (see Figure 6), we randomized the feedback. Whether or not participants actually
got a hit or a miss, there was a fifty-fifty chance that the game would show them either the hit or miss
feedback from the constructive feedback design when they pressed the spacebar. When the game showed
the hit animation, their score increased by a random number of points between 1 and 1000.
We designed this randomized feedback to give participants the same feedback stimuli as the constructive
feedback design without having the feedback relate at all to their performance. We created this randomized
feedback design to examine whether the visual feedback stimuli or the task-relevance of the feedback led
to flow. By definition, this feedback design had less task-relevant feedback.
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Figure 5. Feedback Design for the Success/Failure Feedback Group

Figure 6. Feedback Design for the Randomized Feedback Group
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No Feedback Group
In this second control group (see Figure 7), the objects disappeared whether participants got a hit or a miss,
and the game did not display their score on the screen. The objects disappeared from the screen when they
pressed the spacebar. The system provided just enough feedback so that players knew that the controls of
the game worked but did not provide any further feedback about their performance in the game. We created
the no feedback design as a control group lower in task-relevant feedback than the treatment groups
because it provided no feedback about players’ performance at the task.

Figure 7. Feedback Design for the No Feedback Group

4.4

Measurements

To conduct a manipulation check, we measured the flow conditions with the 13-item flow condition
questionnaire (FCQ) (see Table 2).
Table 2. Summary of Flow Condition Questionnaire
Flow conditions

Number of items

Sources

Challenges that stretch skills

5

Fang et al. (2013), Hektner et al. (2007), Rheinberg et al.
(2002), Engeser (2012)

Clear proximal goals

4

Fang et al. (2013), Csikszentmihalyi & Nakamura (2010),
Rheinberg et al. (2002), Engeser (2012)

Immediate progress feedback

4

Fang et al. (2013), Jackson & Eklund (2004)

We measured how much participants were in flow with the 22-item flow indicator questionnaire (FIQ) (see
Table 3). As an additional measure of autotelic experience, we also included the four-item interestenjoyment subscale from the intrinsic motivation inventory (McAuley et al., 1989).
Csikszentmihalyi and Nakamura (2010) presented evidence from a large-sample experience sampling
method study that showed that experiences with both high concentration and high ease of concentration
lead to significantly more enjoyment, interest, and intrinsic motivation than experiences with high
concentration and low ease of concentration (pp. 183-185). Based on this evidence, we included two items
from prior research to measure ease of concentration in order to improve the content validity of the initial
FIQ measure (see Table 3).

Volume 14

Paper 4

Transactions on Human-Computer Interaction

370

Table 3. Flow Indicator Questionnaire
Flow indicators

Number of items

Sources

Concentration on the task at hand

2

Fang et al. (2013)

Ease of concentration

2

Csikszentmihalyi & Nakamura (2010), Schneider
(2013), Rheinberg et al. (2002), Engeser (2012)

Sense of control

3

Fang et al. (2013), Rheinberg et al. (2002), Engeser
(2012)

Merging of action and awareness

2

Fang et al. (2013), Jackson & Eklund (2004)

Loss of reflective self-consciousness

3

Fang et al. (2013), Jackson & Eklund (2004)

Transformation of time

4

Fang et al. (2013), Jackson & Eklund (2004), Rheinberg
et al. (2002), Engeser (2012)

Autotelic experience (enjoyment,
interest, and intrinsic motivation)

6

Fang et al. (2013), Shernoff et al. (2003), Hektner et al.
(2007)

Interest-enjoyment subscale from the
intrinsic motivation inventory (IE-IMI)

4

McAuley et al. (1989)

As one can see from Tables 2 and 3, we adapted the FCQ and FIQ measures from previously validated
measures. The factors that make up these measures were the original dimensions of flow identified by
Csikszentmihalyi (1975, 1990). Fang et al. (2013) and Jackson and Eklund (2004) developed and validated
measures of these dimensions of flow. We split these factors into flow conditions and flow indicators
according to how Nakamura and Csikszentmihalyi (2014) divided the factors into the “conditions” and
“characteristics” of flow (pp. 89-90). We describe the flow conditions and indicators in more detail in Section
2.2. Separating the flow conditions from the flow indicators allows researchers to test the hypothesized
causal relationships between them. We provide the full initial measures in Appendix A.

4.5

Procedure

We recruited participants with flyers, social media, and emails. Each participant volunteered to participate
and received an information sheet about informed consent before the experiment began. We randomly
assigned them to one of the four experimental groups. We read an introductory script to participants.
Participants then read on-screen instructions and played the game.
When the game ended, participants filled out the flow indicator questionnaire (FIQ) and then the flow
condition questionnaire (FCQ). This order ensured that the manipulation check, the FCQ, would not bias
their responses on the dependent variable measure, the FIQ. We adapted these measures from prior
research (see Table 2 and Table 3 for sources and Appendix A for the full initial measures).
Next, participants filled out a demographics questionnaire and a questionnaire about how much experience
they had playing computer and video games. A debriefing interview followed that we conducted to gather
additional insights about their experience playing the game. Participants received a US$20 gift card as an
incentive for their participation.

5
5.1

Results
Instrument Validation

As we describe in Section 4.4 above, we constructed no new measures or scales for the study. Rather, we
adapted previously validated measures to fit the digital games context and our study. We conducted a factor
analysis and reliability analysis to double-check and ensure their construct validity and internal consistency.
We conducted factor analysis using principle components analysis with VARIMAX rotation to assess the
construct validity of the measures, and we calculated Cronbach’s alpha values to assess their reliability. We
followed a two-step process to select the final set of items to measure each construct: we 1) removed items
that did not load strongly enough on any factor (|factor loading|<0.50) or loaded strongly on more than one
factor in the subsequent analyses, and 2) computed Cronbach’s alpha values based on the items that
resulted from the first step. We removed any item that led to a Cronbach’s alpha value of 0.65 or lower. All
resulting constructs had an alpha value above 0.65. This reliability level exceeded the 0.5 to 0.6 scale
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reliability that Moore and Benbasat (1991) suggested for the early stages of research. Table 4 below
summarizes the flow condition questionnaire (FCQ) after validation.
Table 4. Flow Condition Questionnaire After Validation
Subscale

Immediate progress feedback

Challenges that stretch skills

Clear proximal goals

N of items

3

4

4

Cronbach's alpha

0.830

0.791

0.705

The factor analysis revealed five factors for the dependent variables measured by the flow indicator
questionnaire (FIQ) combined with the interest-enjoyment subscale from the intrinsic motivation inventory
(IE-IMI). As expected, interest-enjoyment converged with autotelic experience. Based on the factor analysis
and analysis of the Cronbach’s alpha levels, we removed four items from this scale (see Table 5).
Concentration and ease of concentration items converged into a single factor that we called effortless
concentration. The items intended to measure merging of action and awareness items did not converge and
load onto a single factor—possibly because we did not have a sufficiently large sample size or because the
items were not tailored enough to the computer game context—and so we dropped them. We adapted the
two items we intended to use to measure merging of action and awareness from a measure of flow in sports
(Jackson & Eklund, 2004) and may have needed further rewording for a computer game context.
Table 5. Flow Indicator Questionnaire After Validation
Subscale

Autotelic
experience

Altered
perception of
time

Effortless
concentration

Sense of control

Loss of selfconsciousness

N of items

9

4

4

3

2

Cronbach's alpha

0.946

0.870

0.851

0.830

0.660

After instrument validation, we computed an average score for each resulting construct that we used as
each participant’s score for that construct. Table 6 displays means and standard deviations across
participants for all constructs that resulted from the instrument validation process. We present the full
measures before and after instrument validation in Appendix A and Appendix B, respectively, and present
the factor analysis results after validation in Appendix C.
Table 6. Descriptive Statistics of Resulting Constructs
Experimental group

5.2

Constructive
feedback

Success / failure
feedback

Randomized
feedback

No feedback

Construct

Mean

SD

Mean

SD

Mean

SD

Mean

SD

Immediate progress feedback

5.7

1.32

5.7

1.04

4.5

1.24

4.1

1.41

Challenges that stretch skills

3.9

1.64

3.5

1.18

3.0

1.38

3.7

1.12

Clear proximal goals

6.2

0.85

6.1

0.93

5.1

1.13

5.7

0.83

Autotelic experience

4.1

1.23

4.2

1.58

3.4

1.38

3.1

0.91

Altered perception of time

4.8

1.64

4.7

1.23

3.2

1.54

3.9

1.50

Effortless concentration

5.0

1.73

4.8

1.89

4.9

1.50

4.5

1.10

Sense of control

5.7

1.07

5.5

0.99

4.0

1.55

4.8

1.71

Loss of self-consciousness

5.8

0.93

5.9

1.28

5.4

1.58

4.3

1.74

Flow Conditions across Experimental Groups and Manipulation Check

We ran one-way ANOVAs to compare the three flow conditions across the four experimental groups using
SPSS version 21. We compared participants’ mean average ratings of perceived immediate progress
feedback across the experimental groups as our manipulation check. We present the results of these
ANOVAs in Table 7.
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Table 7. Summary of ANOVA Results for the Flow Conditions
FCQ subscale

Df

F

η²

p

Challenges that stretch skills

3

1.267

.067

.295

Clear proximal goals*

3

4.346

.197

.008

Immediate progress feedback

3

5.837

.248

.002

* We conducted an exponential transformation with this variable to ensure that it met the assumption of homogeneity of variances.

We intended our experiment to manipulate immediate progress feedback while holding challenges that
stretch skills and clear proximal goals constant across the experimental groups. However, due to the goal
clarity adjustment process that we show in Figure 3 above, we suspected that manipulating the immediate
progress feedback could also lead to differences in clear proximal goals if the changes in the feedback
impacted the clarity of participants’ goals.
As Table 7 shows, immediate progress feedback was significantly different across experimental groups (p
= 0.002), and the effect size of this difference (η² = .248) exceeded the effect size that Cohen (1988; p. 287)
defined as a large effect size (η² of .1379). The η² effect size for ANOVA is similar to R² for multiple linear
regression in that they both explain the proportion of variance the effect explains and that η² ranges from 0
to 1. Tukey honest significant difference (HSD) post hoc pairwise comparison tests showed that both
treatment groups reported significantly more immediate progress feedback than the no feedback control
group (both p = .009), which indicates that we successfully manipulated feedback for comparisons between
no feedback control group and the two treatment groups. The treatment groups reported more immediate
progress feedback than the randomized feedback group on average, but these differences lacked statistical
significance (both p = .069).
Clear proximal goals was significantly different across experimental groups (p = 0.008). The effect size of
this difference (η² = .197) exceeded the effect size that Cohen (1988) defined as a large effect size (η² of
.1379). We used an exponential transformation of clear proximal goals to ensure homogeneity of variance.
The Tukey HSD pairwise comparison tests revealed that this difference arose because participants in the
randomized feedback group reported significantly lower clear proximal goals than participants in either of
the two treatment groups (p = .015 for randomized feedback compared to constructive feedback; p = .018
for randomized feedback compared to success/failure feedback). These findings suggest that the
randomized feedback group lowered the clarity of the goal of the task. Making the feedback randomly
positive or negative regardless of player performance seems to have confused participants enough that it
made the goal of the task less clear. This example clearly demonstrates the goal clarity adjustment process
shown in Figure 3 above. The manipulation of the feedback in the design had an effect on participants’
perception of clear proximal goals.
We found no significant differences in challenges that stretch skills across the four experimental groups (F
= 1.267; p = 0.295), which means that we successfully held challenges that stretch skills constant across
the four groups. It appears that the adaptive difficulty or dynamic difficulty adjustment approach that we
describe in Section 4.2 successfully kept challenges that stretch skills constant across participants in each
group.

5.3

MANOVA Results and Hypothesis Testing

We conducted a one-way MANOVA that compared the flow indicators across the experimental groups using
SPSS version 21. The multivariate tests show that task-relevant feedback had significant effects (Wilks’
Lambda of p = 0.006 and Pillai's Trace of p = 0.008). We used an exponential transformation of sense of
control to ensure homogeneity of variance. We present the results from the tests of between-subject effects
in Table 8.
As Table 8 shows, the MANOVA revealed significant differences among the experimental groups for sense
of control, altered perception of time, and loss of self-consciousness. To further identify which flow
conditions were significantly different between which experimental groups, we performed Tukey honest
significant difference (HSD) pairwise comparison tests. Table 9 presents the significant differences between
the experimental groups.
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Table 8. Tests of Between-subjects Effects from MANOVA
FIQ subscale

Df

F

η²

p

Sense of Control*

3

4.001

.185

.012

Altered Perception of Time

3

3.666

.172

.018

Loss of Self-Consciousness

3

3.658

.172

.018

Autotelic Experience

3

2.507

.124

.069

Effortless Concentration

3

0.265

.015

.851

* We conducted an exponential transformation with this variable to ensure that it met the assumption of homogeneity
of variance.

The hypothesis states that the designs with high task-relevant feedback will lead to more flow than the
designs with low task-relevant feedback. The MANOVA and Tukey tests in Table 8 and Table 9 show that
participants in the high task-relevant feedback “constructive feedback” group rated their experience
significantly higher on two flow indicators—sense of control (p = 0.012) and altered perception of time (p =
0.026)—compared to the low task-relevant feedback “randomized feedback” group. Looking at the effect
sizes from the MANOVA (see Table 8), we found a larger effect size for the impact that experimental
manipulation had on both sense of control (η² = .185) and altered perception of time (η² = .172) compared
to the effect size that Cohen (1988) defined as a large effect size (η² of .1379). Again, the η² effect size is
similar to R² for multiple linear regression in that they are both the proportion of variance the effect explains
and that η² ranges from 0 to 1 just as R² does. Given these results and given that we found none of the
average ratings of the other three measured flow indicators—autotelic experience, effortless concentration,
and loss of self-consciousness—were significantly higher in the randomized feedback group than in the
constructive feedback group, we conclude that the constructive feedback group led to more flow than the
randomized feedback group.
Table 9. Tukey HSD Post Hoc Pairwise Comparison Test Results for Flow Indicator Questionnaire across
Experimental Groups
FIQ subscale

Lower task-relevant
feedback group

Sense of control*

Randomized feedback
(mean: 4.0, SD: 1.55)

Altered perception of time

Loss of self-consciousness

Randomized feedback
(mean: 3.2, SD: 1.54)

No feedback
(mean: 4.3, SD: 1.74)

Higher task-relevant feedback group

p

Constructive feedback
(Mean: 5.7, SD: 1.07)

0.012

Success / failure feedback
(Mean: 5.5, SD: 0.99)

0.054

Constructive feedback
(Mean: 4.8, SD: 1.64)

0.026

Success / failure feedback
(Mean: 4.7, SD: 1.23)

0.047

Constructive feedback
(Mean: 5.8, SD: 0.93)

0.035

Success / failure feedback
(Mean: 5.9, SD: 1.28)

0.025

* We conducted an exponential transformation with this variable to ensure that it met the homogeneity of variance assumption.

Participants in the high task-relevant feedback “success/failure feedback” group rated their experience
significantly higher on the altered perception of time flow indicator (p = 0.047) than the low task-relevant
feedback “randomized feedback” group. On average, participants in the success/failure feedback group
reported experiencing more of the sense of control flow indicator than those in the randomized feedback
group, but this difference was only marginally significant (p = 0.054). Given that we found no significant
effects between these two groups in the other three measured flow indicators—autotelic experience,
effortless concentration, and loss of self-consciousness—the results indicate that the success/failure
feedback group experienced more flow than the randomized feedback group.
The participants in the high task-relevant feedback “constructive feedback” group rated their experience
significantly higher on the loss of self-consciousness flow indicator (p = 0.035) than in the low task-relevant
feedback “no feedback” group. Because we found no significant differences between these two groups in
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the other four measured flow indicators, the results indicate that the constructive feedback group
experienced more flow than the No Feedback group.
Participants in the high task-relevant feedback “success/failure feedback” group also rated their experience
significantly higher on the loss of self-consciousness flow indicator (p = 0.025) than in the low task-relevant
feedback “no feedback” group. We found no significant differences between these two groups in the
remaining four measured flow indicators. So, the participants in the success/failure feedback group reported
significantly more flow than those in the no feedback group.
Table 10 compares all flow conditions and indicators between the randomized feedback and no feedback
groups. We found no significant differences between these two groups in any of these constructs. This
finding provides strong evidence that merely displaying the visual stimuli used for feedback in a random
way rather than making it task relevant did not facilitate flow. Participants in the two high task-relevant
feedback groups “constructive feedback” and “success/failure feedback” rated their experience higher on
one or more flow indicators compared to those in the two low task-relevant feedback groups “randomized
feedback” and “no feedback”, and we found no significant differences in the opposite direction. Greater taskrelevant feedback in the system design resulted in significantly more flow among participants.
The above results support our hypothesis that task-relevant feedback is a key factor that leads to flow. This
finding confirms that feedback from the system plays a pivotal role in the feedback loop of flow (Figure 2)
by providing essential information about task performance and by adjusting the clarity of the goal of the
task. It indicates that interacting with a system design with more task-relevant feedback has a positive effect
on flow by impacting the extent to which users experience the immediate progress feedback flow condition,
which, in turn, can impact the extent to which they experience the clear proximal goals flow condition if the
feedback adjusts the clarity of the task’s and subtask’s goals. Increasing the extent to which users
experience or perceive the flow conditions in turn leads to more flow. Flow theory (Nakamura &
Csikszentmihalyi, 2002) and TOTE units (Miller et al., 1960) support this finding.
Table 10. Tukey HSD Post Hoc Pairwise Comparison Test Results between Randomized Feedback and No
Feedback Groups
Construct

Randomized feedback

No feedback

p

Mean

SD

Mean

SD

Challenges that stretch skills

3.0

1.38

3.7

1.12

0.490

Immediate progress feedback

4.5

1.24

4.1

1.41

0.835

Clear proximal goals

5.1

1.13

5.7

0.83

0.344

Autotelic experience

3.4

1.38

3.1

0.91

0.940

Altered perception of time

3.2

1.54

3.9

1.50

0.574

Effortless concentration

4.9

1.50

4.5

1.10

0.925

Loss of self-consciousness

5.4

1.58

4.3

1.74

0.183

Sense of control

4.0

1.55

4. 8

1.71

0.430

6
6.1

Discussion and Implications
The Feedback Loop of Flow and Design for Flow Models

Since flow theory was first introduced, much of the research on it has focused on measuring how much
people are in flow (e.g., Fang et al., 2013; Jackson & Marsh, 1996; Jackson & Eklund, 2004). This research
has often treated flow as a mysterious black box. Although Nakamura and Csikszentmihalyi (2014) took
the first step by separating flow into two sets of factors: conditions and indicators, previous research has
not made it clear how the flow conditions work together and lead to flow. By combining flow theory
(Nakamura & Csikszentmihalyi, 2002) and TOTE units (Miller et al., 1960), we introduce the feedback loop
of flow for computer-based tasks (Figure 2). The feedback loop of flow model depicts the system design
elements and cognitive processes that generate the flow experience. This model provides a theoretical
framework for how the flow conditions contribute to flow and how input from system design elements creates
the conditions that facilitate flow.
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As with TOTE units, the feedback loop of flow model is recursive, which means the process recurs for the
overall task, each of its subtasks, the smaller steps of those subtasks, and so on. If this process model is
accurate, feedback must communicate how well participants are performing continuously at all levels, for
the overall task and each of its subtasks. The feedback loop of flow model suggests that, to get users into
a flow state, the feedback from the system must support and be relevant to each task and subtask in the
feedback loop of flow that generates the flow experience. This finding has significant implications for
practitioners. However, researchers need to conduct additional future empirical research to support the
theory that the process that leads to flow is recursive.
The feedback loop of flow model also suggests that the flow conditions clear proximal goals and immediate
progress feedback, may not be as independent as previous research has assumed. Manipulating the design
of the system feedback may influence the clarity of task and subtask goals. The effect that manipulating the
design of the feedback has on clear proximal goals may support the goal clarity adjustment part of the
feedback loop of flow model where users may adjust their goals after receiving feedback, which suggests
that the design of the system feedback can impact clear proximal goals. Specifically, participants in the
randomized feedback group reported significantly less immediate progress feedback and clear proximal
goals than the two high task-relevant feedback groups (see Table 7). However, it remains unclear whether
the lower perceived immediate progress feedback led to lower clear proximal goals or if the particular
feedback design that we used for the randomized feedback group had a negative effect directly on clear
proximal goals. Because this side effect could have resulted from the randomized feedback design directly
causing lower clear proximal goals and because, in our experimental design, we focused more on the effect
that different kinds of feedback had on flow, future empirical research may need to find further evidence to
support the goal clarity adjustment part of the theoretical feedback loop of flow model. We did not find this
side effect on clear proximal goals between the no feedback group and the two treatment groups, and we
found significant differences in immediate progress feedback and flow between those groups. So, it appears
to be difficult but not impossible to isolate and manipulate one flow condition at a time to test their impact
on the flow indicators.
To further address how to design for flow, we propose a design for flow model (see Figure 3) based on the
cognitive processes depicted in the feedback loop of flow (see Figure 2) and flow theory (Nakamura &
Csikszentmihalyi, 2002). This model separates the three components involved when users get into flow
during computer-based tasks: system design elements, flow conditions, and flow indicators. The system
design elements impact the extent to which users perceive the flow conditions, which leads to the flow
experience, and we measure that experience with the flow indicators. This design for flow conceptual model
helps provide a theoretical framework and context, but in this study, we focused only on testing if one design
element, task-relevant feedback, increased flow.
The design for flow model provides design guidelines about how to facilitate flow through the design of
interactive systems. As a theoretical framework, the design for flow model helps put our study into context,
but it requires additional empirical support to fully validate each of the relationships it depicts. If the design
for flow model is accurate, systems that facilitate flow must follow three design recommendations for each
task that users complete: 1) communicate a clear call to action that makes it clear what to do and how to do
it, 2) communicate continuous feedback about how well users are performing the tasks and making progress
towards competing them, and 3) provide a task that provides enough challenge to stretch user skills without
overwhelming them. In the controlled experiment that we present in this journal article, we tested and
provided empirical support for the second recommendation, the causal link between continuous feedback
and flow.

6.2

Controlled Experiment Showing Task-relevant Feedback Increases Flow

The controlled experiment that we conducted provides strong evidence that task-relevant feedback
increased flow compared to the control groups. The controlled experiment we conducted in our laboratory
found that manipulating the design of the feedback had a significant effect on flow, which confirms feedback
is a flow condition that increases flow and, more specifically, that feedback must be task-relevant, or relevant
to the task at hand, to increase the extent to which people experience a flow state.
Three flow indicators were significantly increased in the task-relevant feedback experimental groups: sense
of control, altered perception of time, and loss of reflective self-consciousness. Although conjecture, it may
be helpful for us to describe what these flow indicators mean and speculate about possible reasons taskrelevant feedback could be causing these effects based on flow theory (Nakamura & Csikszentmihalyi,
2002; Jackson & Marsh, 1996). Perhaps the feedback about performance at the task makes people feel
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more in control of the situation because receiving the feedback ensures that they have the information that
they need to know how well they are doing. Receiving task-relevant feedback also makes people lose their
normal awareness of time or perceive time as slowing down or speeding up (altered perception of time) and
makes people less concerned with how they are presenting themselves or how others may be evaluating
them (loss of reflective self-consciousness). Both of these effects may arise because perceiving and
cognitively processing the feedback distracts attention away from the passage of time or worrying about
what others are thinking.
Participants experienced more flow in the two high task-relevant feedback groups (the success/failure
feedback group and the constructive feedback group) than in the two control groups (no feedback and
randomized feedback). Because these groups differed only in how we designed their system feedback and
we randomly assigned participants to one group, this experiment provides strong evidence that task-relevant
feedback increases the extent to which participants experience flow. We know of no previous research that
has tested this causal link with a controlled experiment.
We found no significant difference found between the success/failure feedback group and the constructive
feedback group, which were both intended to be treatment groups with high task-relevant feedback. We
illustrate the way we designed these two experimental groups in Figures 4 and 5. The main difference
between these two groups is that when users failed at the task, the objects stopped and remained on the
screen after they pressed the spacebar in the constructive feedback group, while, in the success/failure
feedback group, the objects disappeared from the screen when the player pressed the spacebar. We
intended the feedback design for constructive feedback group to provide more information that participants
would find useful to improve their performance; by showing the objects on the screen until they pressed the
spacebar again, they could easily see if they timed the spacebar press too early or too late and by how
much. Pressing the spacebar when the objects overlapped would have counted as a success, so seeing
the objects on screen would provide useful and constructive feedback. We could interpret the failure to find
significant differences in how much users experienced immediate progress feedback or flow (or any of the
flow conditions or indicators) between the constructive and success/failure feedback groups in two ways.
First, the additional information that the constructive feedback provides may not make enough difference to
significantly impact how much users experienced immediate progress feedback or flow. It follows that the
feedback in the constructive feedback group provided more constructive or useful information than in the
success/failure feedback group, but having that additional information did not significantly impact how much
users experienced the feedback or flow. Second, the constructive feedback may not have provided more
constructive or useful information than the success/failure feedback; rather, they may have provided a
similar amount of constructive feedback either because leaving the objects on screen after missing the
correct timing did not provide enough useful information for improving performance or because the
success/failure feedback already provided the same information as the constructive feedback. Even though
the objects disappeared when users pressed the spacebar in the success/failure feedback group, because
the objects were visible and moving on screen before pressing the spacebar, users may have seen a visual
afterimage of the objects and their position on screen after the objects disappeared. An afterimage, also
called visual persistence, is when people still perceive an image as visible even though light from that image
no longer hits their eyes, and it may be caused by a lag in integration of visual signals (“Visual Persistence”,
n.d.). If visual persistence did occur, the feedback design for the success/failure feedback group would
provide not only feedback about success or failure but also the same constructive feedback about how to
improve performance that the constructive feedback group received. To put that another way, the
success/failure feedback and the constructive feedback may have lacked sufficient design differences to
create a significantly different user experience between the two. So, while we did not find a difference
between constructive feedback and success/failure feedback, future research using an experimental design
that creates a greater difference between these feedback designs could investigate the impact of
constructive feedback further.
We can conclude from this controlled experiment that task-relevant feedback increases flow. This means
that feedback must not only be present, but must be relevant to the task providing the flow experience as
opposed to being random or unrelated to that task. So, feedback must communicate how well the user is
performing the task, which includes continuous or immediate information about whether or not their actions
successfully achieved their proximal goals. To the best of our knowledge, no previous research has shown
that task-relevant feedback increases flow using a controlled lab experiment. We chose a controlled
experiment because it provides strong causal evidence.
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Flow theory predicts that designs with more immediate progress feedback will increase the extent to which
players experience flow, but researchers had not yet confirmed this relationship in a controlled experiment
prior to our study. The causal evidence that feedback increases flow strengthens the case for flow theory
and specifically the need for designers to consider feedback when designing systems for user flow. All too
often when practitioners use flow theory, they focus only on optimal challenge, but Nakamura and
Csikszentmihalyi (2014) identified three flow conditions and immediate progress feedback was one of them.
Academic researchers often fail to separate the flow conditions from the flow indicators (Cowley et al., 2008;
Fang et al., 2013; Fu et al., 2009; Sherry, 2004; Sweetser & Wyeth, 2005; Sweetser et al., 2012). The
controlled experiment we conducted showed that system design elements can be manipulated across
different versions of the same system to effect users’ experience of the flow conditions, which may help
focus future research on identifying and testing system design elements that support the flow conditions as
a way to facilitate flow among users. Conducting controlled experiments has another benefit as well: to
reliably engineer systems that will facilitate flow, researchers need to be able to operationalize the flow
conditions into sufficiently concrete design differences or design elements such that others can reliably
reproduce them, such as task-relevant feedback. Operationalizing the flow conditions as specific design
differences for controlled experiments help make it more concrete and clear how to design for flow.

6.3

Summary of Implications

To summarize the contributions of this study, we presented a theoretical process model, the Feedback loop
of flow model (Figure 2), describing the steps of cognition and action users experience when they get into
a flow state. We presented a conceptual design for flow model (Figure 3) that separates the design
elements, flow conditions, and flow indicators and suggests possible theoretical relationships between them.
The effect of one of those design elements, task-relevant feedback, on flow was then tested in a controlled
experiment in the lab. Feedback designed to be task-relevant had a significant impact on flow. Because this
was a controlled experiment with random assignment, these results provided strong evidence that taskrelevant feedback increases flow among participants.

7

Conclusion and Future Research

In this study, we introduce a feedback loop of flow to model the cognitive processes that lead to flow in
computer-based tasks (see Figure 2). Based on this feedback loop of flow, we propose a design for flow
model to illustrate how design elements may impact flow conditions, which, in turn, may impact flow (see
Figure 3). We conducted a controlled experiment and found that designs with task-relevant feedback
affected users’ perceptions of the flow conditions and that users experienced more flow than designs without
task-relevant feedback.
This study advances our knowledge of flow theory by showing how feedback to facilitate flow. The feedback
must be task-relevant, which means that it must provide information to users about how well they are
performing the task that is getting them into flow. In other words, the feedback must communicate how well
the user is achieving the goal of that task or making progress towards achieving that goal. According to flow
theory, this feedback allows users to continuously adjust their performance based on the information the
feedback provides. This is consistent with the process of cognition and action that feedback loop of flow
model shows (see Figure 2).
The design for flow model (see Figure 3) shows how interactive computer systems can be designed so that
the flow conditions come together to generate the flow experience. This model builds on previous theories,
but researchers need to examine all the relationships in the model in future studies with controlled
experiments. In this study, we tested one design element in the model and found evidence for a causal
relationship between task-relevant feedback and the flow experience, holding call to action clarity and
optimal level of task difficulty constant. We also found evidence that may support the goal clarity adjustment
effect that the model shows. Specifically, the randomized feedback group experienced less clear proximal
goals compared to the high task-relevant feedback groups.
As with any study, this one has limitations. We used a simple timing game in our controlled laboratory
experiment so our results may not generalize well to all complex tasks. Controlled experiments benefit from
higher internal validity in that they provide evidence of causation, but they often have less external validity
or generalizability. We conducted this study to test if task-relevant feedback increases flow and provide
stronger causal evidence. Future research could focus on testing consumer off-the-shelf games where the
findings would have more generalizability but researchers would have less control to minimize confounding
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variables and, therefore, less ability to make causal claims. Another path forward for future research is to
create more complex and full-featured custom research games designed to test the factors in the design for
flow model while still being more generalizable. There is a trade-off between the control that simple
experimental designs provide and the generalizability that more complex custom research games provide.
Furthermore, we did not test all the processes and relationships in the feedback loop of flow and design for
flow models (see Figure 2 and Figure 3). The models that we present in this journal article provide a
theoretical framework for future research. But more research must be done to obtain empirical support for
the entire design for flow model and to identify other design elements that have a positive impact on flow.
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Appendix A: Initial Measures before Factor and Reliability Analyses
Participants indicated how much they agreed or disagreed with the following statements on a seven-point
Likert-type scale that ranged from “strongly disagree” to “strongly agree”.
Table A1. Flow Indicator Questionnaire
Q#

While playing this game...

FIQ01

My attention was focused entirely on the game that I was playing.

FIQ02

I was totally concentrated on what I was doing.

FIQ03

It was hard to concentrate. [R]

FIQ04

I had no difficulty concentrating.

FIQ05

I felt in control over what I was doing in the game.

FIQ06

I felt comfortable with the controls of this game.

FIQ07

I felt that I had everything under control.

FIQ08

I often found myself playing the game spontaneously and automatically without having to think.

FIQ09

I played the game correctly without thinking about trying to do so.

FIQ10

I kind of forgot about myself when playing this game.

FIQ11

I was not concerned with what others may have been thinking of me.

FIQ12

I was not concerned with how I was presenting myself.

FIQ13

I tended to lose track of time.

FIQ14

It felt like time went by quickly.

FIQ15

I lost my normal awareness of time.

FIQ16

I did not notice time passing.

FIQ17

I loved the feeling of what I was doing and want to capture it again.

FIQ18

I enjoyed the experience.

FIQ19

I found this game interesting.

FIQ20

Playing this game was interesting.

FIQ21

Playing this game was rewarding in itself.

FIQ22

I wished I was doing something else. [R]

Table A2. Enjoyment-Interest Subscale of the Intrinsic Motivation Inventory (McAuley et al., 1986)
Q#

While playing this game...

ENJOY01

I enjoyed this game very much.

ENJOY02

Playing the game was fun.

ENJOY03

I would describe this game as very interesting.

ENJOY04

This game did not hold my attention. [R]
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Table A3. Flow Condition Questionnaire
Q#

While playing this game...

FCQ01

Playing this game was challenging for me.

FCQ02

I felt skilled at playing this game.

FCQ03

Playing this game stretched my capabilities to their limits.

FCQ04

I was challenged by this game, but I believed I was able to overcome those challenges.

FCQ05

I felt just the right amount of challenge.

FCQ06

I knew clearly what I wanted to do next throughout this game.

FCQ07

I knew what I wanted to achieve through each step of the game.

FCQ08

My next steps were clearly defined.

FCQ09

I knew what I had to do each step of the way.

FCQ10

While playing this game, I had a good idea about how well I was doing.

FCQ11

I was aware of how well I was playing this game.

FCQ12

I received immediate feedback on my actions.

FCQ13

It was really clear to me how I was doing in the game.

Background and Demographic Questions
How many years have you been playing video or computer games?
Which of following best characterizes how often you play video games or computer games?
Multiple choice options: not at all, rarely, once per year, once per season, once per month, once
per week, three times per week, every day, four hours per day, eight hours per day, or more than
eight hours per day.
What kind of games do you typically play?
Checkboxes, select all that apply: action, fighting, racing, shooters, simulations, strategy, roleplaying games (RPGs), puzzle games, edutainment, sports, casual, other: (text field)
What was the first language you learned, or your native language?
How old are you?
What is your gender?
What is your participant ID? (Please ask the researcher.)
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Appendix B: Final Measures after Factor and Reliability Analyses
Participants indicated how much they agreed or disagreed with the following statements on a seven-point
Likert-type scale that ranged from “strongly disagree” to “strongly agree”.
Table B1. Flow Indicator Questionnaire
Effortless concentration
Q#

While playing this game...

FIQ01

My attention was focused entirely on the game that I was playing.

FIQ02

I was totally concentrated on what I was doing.

FIQ03

It was hard to concentrate. [R]

FIQ04

I had no difficulty concentrating.
Sense of control

Q#

While playing this game...

FIQ05

I felt in control over what I was doing in the game.

FIQ06

I felt comfortable with the controls of this game.

FIQ07

I felt that I had everything under control.
Loss of self-consciousness

Q#

While playing this game...

FIQ09

I played the game correctly without thinking about trying to do so.

FIQ11

I was not concerned with what others may have been thinking of me.

FIQ12

I was not concerned with how I was presenting myself.
Altered perception of time

Q#

While playing this game...

FIQ13

I tended to lose track of time.

FIQ14

It felt like time went by quickly.

FIQ15

I lost my normal awareness of time.

FIQ16

I did not notice time passing.
Autotelic experience (Note: we adapted items 23-25 from McAuley et al., 1986)

FIQ17

I loved the feeling of what I was doing and want to capture it again.

FIQ18

I enjoyed the experience.

FIQ19

I found this game interesting.

FIQ20

Playing this game was interesting.

FIQ21

Playing this game was rewarding in itself.

FIQ22

I wished I was doing something else. [R]

ENJOY01

I enjoyed this game very much.

ENJOY02

Playing the game was fun.

ENJOY03

I would describe this game as very interesting.
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Table B2. Flow Condition Questionnaire
Challenges that stretch skills
Q#

While playing this game...

Q#

While playing this game...

FCQ01

Playing this game was challenging for me.

FCQ03

Playing this game stretched my capabilities to their limits.

FCQ04

I was challenged by this game, but I believed I was able to overcome those challenges.

FCQ05

I felt just the right amount of challenge.
Clear proximal goals

Q#

While playing this game...

FCQ06

I knew clearly what I wanted to do next throughout this game.

FCQ07

I knew what I wanted to achieve through each step of the game.

FCQ08

My next steps were clearly defined.

FCQ09

I knew what I had to do each step of the way.
Immediate performance feedback

Q#

While playing this game...

FCQ10

While playing this game, I had a good idea about how well I was doing.

FCQ11

I was aware of how well I was playing this game.

FCQ13

It was really clear to me how I was doing in the game.

Background and Demographic Questions
How many years have you been playing video or computer games?
Which of following best characterizes how often you play video games or computer games?
Multiple choice options: Not at all, Rarely, Once per year, Once per season, Once per month,
Once per week, Three times per week, Every day, Four hours per day, Eight hours per day, or
More than eight hours per day.
What kind of games do you typically play?
Checkboxes, select all that apply: Action, Fighting, Racing, Shooters, Simulations, Strategy, Roleplaying games (RPGs), Puzzle Games, Edutainment, Sports, Casual, Other: (text field)
What was the first language you learned, or your native language?
How old are you?
What is your gender?
What is your participant id? (Please ask the researcher.)

Volume 14

Paper 4

Transactions on Human-Computer Interaction

386

Appendix C: Factor Analysis Results for the Final Measures
Table C1. Rotated Component Matrixa for the Flow Indicator Questionnaire
Component
1

2

3

4

5

FIQ19_Interest1

0.896

0.026

0.113

0.099

0.063

FIQ20_Interest2

0.854

0.095

0.247

0.172

-0.021

ENJOY01_Interest_Enjoyment1

0.819

0.284

0.103

0.053

0.040

ENJOY02_Interest_Enjoyment2

0.816

0.209

0.246

0.025

0.071

FIQ21_Intrinsic1

0.795

0.094

0.172

-0.033

0.050

FIQ18_Enjoy2

0.754

0.417

0.276

-0.037

0.078

ENJOY03_Interest_Enjoyment3

0.751

0.025

0.085

0.241

-0.095

FIQ17_Enjoy1

0.736

0.246

0.144

0.094

0.020

FIQ22_Intrinsic2

0.699

0.180

0.259

0.109

0.230

FIQ13_Time1

0.267

0.855

0.147

0.120

-0.008

FIQ15_Time3

0.140

0.815

-0.085

0.200

0.156

FIQ16_Time4

0.265

0.796

0.126

0.056

0.259

FIQ14_Time2

0.330

0.515

0.218

0.306

0.324

FIQ4_EaseOfConcentration2

0.209

-0.052

0.839

0.082

0.180

FIQ3_EaseOfConcentration1

0.341

-0.168

0.757

0.194

0.242

FIQ1_Concentration1

0.217

0.238

0.750

0.056

-0.072

FIQ2_Concentration2

0.305

0.336

0.739

0.037

-0.211

FIQ7_Control3

0.006

0.244

0.227

0.877

-0.079

FIQ5_Control1

0.185

0.106

0.102

0.828

-0.137

FIQ6_Control2

0.130

0.064

-0.047

0.796

0.288

FIQ11_LossSelfConsciousness2

0.188

0.080

0.118

0.045

0.782

FIQ12_LossSelfConsciousness3

-0.108

0.277

-0.042

-0.038

0.776

Extraction method: principal component analysis.
Rotation method: varimax with Kaiser normalization.
a
Rotation converged in six iterations.
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Table C2. Rotated Component Matrixa for the Flow Condition Questionnaire
Component
1

2

3

FCQ4_ChallengesStretchSkills4

0.858

-0.088

0.118

FCQ5_ChallengesStretchSkills5

0.789

0.143

0.210

FCQ3_ChallengesStretchSkills3

0.775

0.252

-0.076

FCQ1_ChallengesStretchSkills1

0.689

-0.261

0.008

FCQ13_Feedback4

-0.019

0.847

0.146

FCQ11_Feedback2

-0.055

0.831

0.220

FCQ10_Feedback1

0.106

0.822

0.218

FCQ9_ClearGoals4

-0.111

0.183

0.771

FCQ7_ClearGoals2

0.148

0.150

0.752

FCQ6_ClearGoals1

0.138

0.098

0.678

FCQ8_ClearGoals3

0.042

0.140

0.636

Extraction method: principal component analysis.
Rotation method: varimax with Kaiser normalization.
a
Rotation converged in five iterations.
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