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Abstract
We show that a linear partial differential operator with constant coefﬁcients P(D) is surjective
on the space of E-valued (ultra-)distributions over an arbitrary convex set if E′ is a nuclear
Fréchet space with property (DN). In particular, this holds if E is isomorphic to the space of
tempered distributions S′ or to the space of germs of holomorphic functions over a one-point
set H({0}). This result has an interpretation in terms of solving the scalar equation P(D)u=f
such that the solution u depends on parameter whenever the right-hand side f also depends on
the parameter in the same way. A suitable analogue for surjective convolution operators over
Rd is obtained as well. To get the above results we develop a splitting theory for short exact
sequences of the form
0 −→ X −→ Y −→ Z −→ 0,
where Z is a Fréchet Schwartz space and X, Y are PLS-spaces, like the spaces of distributions
or real analytic functions or their subspaces. In particular, an extension of the (DN) − ()
splitting theorem of Vogt and Wagner is obtained.
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1. Introduction
Let
P(D)u = f (1)
be a linear partial differential equation with constant coefﬁcients, where each f is a
distribution, ultradistribution, real analytic function or ultradifferentiable function, etc.
The paper is motivated by the question whether Eq. (1) is solvable in such a way that
if f depends “nicely” on the parameter  (e.g. holomorphically, smoothly, etc.), then
the solution u can be chosen depending on  in the same way. This problem has
been extensively studied, even in a much more general setting (for instance, if P(D)
depends on  as well); see [54,55,80,81,5,4]. Clearly, the answer is positive if P(D) has
a continuous linear right inverse. The problem of characterizing those operators P(D)
for which a continuous linear right inverse exists was posed by Schwartz, and solved
by Meise et al. [58–60] (comp. also [69,28]). There are plenty of papers evaluating the
obtained conditions, for instance, [13,14,16,34,58,61,62]. On the other hand, surjectivity
of P(D) is an obvious necessary condition for solving our problem. For surjectivity
results we refer the reader to [7,9–11,15,18–20,22,33,38,49,50,52,53,64,65,75].
The problem of parameter dependence of solutions can be translated into the question
of surjectivity of the tensorized operator
P(D) ⊗ id : X⊗ˆE −→ X⊗ˆE,
where X is the class of objects to which f and u belong and E corresponds to the
parameter dependence. For instance, if
P(D) : D′() −→ D′(),  ⊆ Rd open,
is surjective, we ask when
P(D) : D′(, E) −→ D′(, E)  D′()⊗ˆE
is surjective for suitable function space E. The spaces of vector-valued distributions
and operators between them were introduced by Schwartz [78,79]. Problems similar to
those treated here for spaces of vector-valued inﬁnitely differentiable functions were
considered by Vogt [83].
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We will concentrate in the case when X is a PLN-space, like the space of distributions
D′() or, more generally, the space of ultradistributions of Beurling type D′()(), see
[3,12], or a space of real analytic functions A(), or a space of ultradifferentiable
function of Roumieu type E{}() [12] both non-quasianalytic and quasianalytic.
It is known [4, Theorem 26] that if T : X → X is an arbitrary surjective operator
(=linear continuous map) and X is a PLN-space then
T ⊗ id : X⊗ˆE −→ X⊗ˆE
is always surjective for any Banach space E. We study the case when E is an LS-
space (=the strong dual of a Fréchet Schwartz space), like the spaces of germs of
holomorphic functions over a compact set H(K) or the space of distributions on a
compact manifold.
It is well known that if  ⊆ Rd is convex then any linear partial differential operator
with constant coefﬁcients P(D) : D′()() −→ D′()() is surjective. One of the
main consequences of our approach, Corollary 8.6, shows that in the above case the
corresponding operator on vector-valued distributions
P(D) : D′()(, E) −→ D′()(, E)
is surjective as well whenever E′ is a nuclear Fréchet space with the property (DN). This
holds for instance whenever E  H({0}) is the space of germs of holomorphic functions
over a one-point set or, E  S ′ is the Schwartz space of tempered distributions or
E  D′(K) is the space of distributions over a compact manifold K or, more generally,
E  ∞()′ is the strong dual of an inﬁnite type power series space. Analogously,
another main consequence of our paper, Corollary 8.7, shows that if the convolution
operator T : D′()(Rd) −→ D′()(Rd) is surjective, then the corresponding operator on
spaces of vector-valued distributions T : D′()(Rd , E) −→ D′()(Rd , E) is surjective as
well under the same assumptions on E as above. In terms of parameter dependence we
get, for instance, the following result: if f is a family of distributions on R such that
for every compact K ⊆ R there is a neighbourhood U of {0} such that f|K depends
on  ∈ U holomorphically, then there is a distribution u depending in the same way
on  such that Tu = f holds.
In [4,5] we have used a “bounded operator” approach to this problem. Unfortunately,
this method works only for Banach spaces E in our setting, and this case is already
covered by [4, Theorem 26]. That is why we translate in Section 3 the problem of
surjectivity of the operator on spaces of vector-valued distributions into the question of
splitting of short exact sequences. Let
0 −−−−→ X j−−−−→ Y q−−−−→ Z −−−−→ 0 (2)
be a short exact sequence (i.e., im j = ker q, j embedding, q surjective) of PLS-spaces
X, Y, Z which is topologically exact (i.e., j is a topological embedding and q is an
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open operator). We say that Ext1PLS(Z,X) = 0 if every topologically exact sequence
(2) (with arbitrary PLS-space Y ) splits (i.e., q has a right continuous linear inverse or,
equivalently, j (X) is complemented in Y ).
We consider everything in the category of PLS-spaces (i.e., projective limits of se-
quences of LS-spaces) since it contains many interesting examples mentioned above as
well as all Fréchet Schwartz spaces and their duals (for more details on this class see
[23]).
The main part of the paper is devoted to the question for which PLS-spaces X
and Fréchet Schwartz spaces Z the equality Ext1PLS(Z,X) = 0 holds. Under some
mild natural assumptions we give a full characterization (Corollary 4.2), we prove an
analogue of the important (DN)-() Vogt–Wagner splitting theorem (Theorem 5.5), we
characterize splitting when Z = r () is a power series space (Corollary 7.2), or
X = r,s(, ) is a PLS-type power series spaces (Corollary 7.6). We get a splitting
result also for X = E{}() the space of ultradifferentiable functions in the sense of
Roumieu (Corollary 7.7). Our theory gives a new proof of a splitting result due to Vogt
for X =A() the space of real analytic functions (Corollary 7.9). The technical core
of the theory (and the whole paper) is contained in the proof of Theorem 4.1. Another
key point is the result that the kernel of any linear partial differential operator with
constant coefﬁcients over a convex set and the kernel of any surjective convolution
operator over Rd have property (P) (Corollaries 8.4, 8.5)—the latter fact by far
generalizes the known facts on the property () for hypoelliptic operators (see [70,83,
Proposition 3.4, 95, p. 63]).
So far the splitting theory was well developed only for short exact sequences of
nuclear Fréchet spaces [86] (see [63]) and, by duality, for their dual spaces. Such a
theory is too restrictive for our purposes. In case of PLS-spaces we have the splitting
theory for the space of distributions in the PLN-setting, [27,28,93], incomplete theory
for Köthe type PLS-power series spaces [46], and scattered results for the space of real
analytic functions ([24] for Z = A() and X a Fréchet space, [90] for Z LB-space
and X =A(), and results due to Vogt, personal communication, for Z Fréchet space
and X =A()). There is also a splitting theory for Z  , the space of all sequences
[27]. There was no systematic approach and the present paper gives it. We follow an
approach similar to some extent to the one presented in [86,85]. It is based on the
functor Proj1. For a survey on Proj1 and its applications to Ext1, also in the PLS-case,
we refer the reader to [94].
Let us summarize brieﬂy the content of the paper. Section 2 contains necessary
deﬁnitions and preliminary information. Section 3 explains the connection between
surjectivity of tensorized operators and the functors Ext1 and Proj1. Some of the results
in this section are essentially known to experts. Section 4 which is the core of the paper
contains the proof of the characterization of splitting pairs. Section 5 introduces the
conditions (P) and (P) and contains the corresponding (P)-(DN) splitting results.
Section 6 gives examples of spaces satisfying (P) and (P). Section 7 applies (P)
and (P) to the splitting theory. Finally Section 8 gives applications of the splitting
theory to surjectivity of operators on spaces of vector-valued distributions and to vector-
valued interpolation.
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2. Preliminaries
By an operator we mean a linear continuous map. By L(E, F ) we denote the set
of all operators T : E −→ F . If A ⊆ E and B ⊆ F , then
W(A,B) := {T ∈ L(E, F ) : T (A) ⊆ B}.
A locally convex space X is a PLS-space if it is a projective limit of a sequence of
strong duals of Fréchet–Schwartz spaces (i.e., LS-spaces). If we consider strong duals
of nuclear Fréchet spaces instead (i.e., LN-spaces) then X is called a PLN-space.
Roughly speaking, PLS-spaces are “regular” spaces of the form
⋂
N∈N
⋃
n∈N XN,n,
XN,n Banach spaces, with the natural topology. In the examples given below, one can
give explicitly seminorms deﬁning the topology of the considered spaces but, from the
point of view of applications, it is better to look at them as intersections of unions
of Banach spaces. Every PLS-space is automatically complete and Schwartz. PLN-
spaces are even nuclear and they have the approximation property. Let us note that
every Fréchet–Schwartz space is automatically a PLS-space and every strongly nuclear
Fréchet space is a PLN-space. Every closed subspace and every Hausdorff quotient of
a PLS-space is also a PLS-space, see [27, 1.2 and 1.3]. For a survey on PLS-spaces
see [23].
It is easily seen that every PLS-space X satisﬁes X = projN∈N indn∈N XN,n, where
XN,n are Banach spaces, XN := indn∈N XN,n denotes the locally convex inductive
limit of a sequence (XN,n)n∈N with compact linking maps, and projN∈N XN denotes
the topological projective limit of a sequence (XN)N∈N of locally convex spaces. The
linking maps will be denoted by iKN : XK → XN and iN : X −→ XN , see [40]. For
the modern theory of locally convex inductive limits see [2]. We denote the closed unit
ball of XN,n by BN,n.
In what follows  ⊆ Rd is an open domain and (KN)N∈N, K1K2 · · ·, is a
compact exhaustion, i.e.,
⋃
N∈N KN = . Here  means that one set is compact and
contained in the interior of the other one.
The space of distributions D′() is the strong dual of the space D() = indN∈NDKN
of test functions. Here DKN is the nuclear Fréchet space of smooth functions with
support contained in KN , endowed with the topology of uniform convergence with
respect to all derivatives. Since the inductive limit D() is strict [77, II.6.5], D′() =
projN∈N D′KN and it is a PLN-space (comp. [63, 28.9(2)]).
The space of real analytic functions A() := {f :  −→ C : f analytic} is equipped
with the unique locally convex topology such that for any U ⊆ Cd open, Rd ∩U = ,
the restriction map R : H(U) −→A() is continuous and for any compact set K ⊆ 
the restriction map r :A() −→ H(K) is continuous. We endow the space H(U) of
holomorphic functions on U with the compact-open topology and the space H(K) of
germs of holomorphic functions on K with its natural topology:
H(K) = indn∈N H∞(Un),
where (Un)n∈N is a basis of Cd -neighbourhoods of K.
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Theorem 2.1 (Martineau, [56]). There is exactly one topology on A() satisfying the
condition above and endowed with this topology one has
A() = projN∈N H(KN).
The topology deﬁned above is the natural topology on A(), it is very well adapted
to applications and to the structure of the space. Moreover it has several useful prop-
erties (see [56,4,5,41,29–31,24], compare also the beautiful book on real analytic func-
tions [43]). The topology on the space of real analytic functions plays an important
role in applications (see, for instance, [1,38,44,45,47,48,52,53,66,25,26,32]). Since for
any two domains of holomorphy 12 the restriction map  : H∞(2) −→ H∞(1)
is nuclear (see the proof of [72, 6.4.2]), the space H(KN) is a DFN-space and A()
is a PLN-space (therefore, it is nuclear and has the approximation property). Using
the classical result that  has a basis of Cd -neighbourhoods which are domains of
holomorphy (for an elementary presentation of this result see [32]), one proves easily
that polynomials are dense in A(), so A() is separable.
Now, we deﬁne the Roumieu class of ultradifferentiable functions E{}() [12] as
E{}() := {f ∈ C∞() : ∀ N ∈ N ∃ m ∈ N : ‖f ‖N,m < ∞},
where
‖f ‖N,m := sup
x∈KN
sup
∈Nd
|f ()(x)| exp
(
− 1
m
∗ (||m)
)
,
∗(t) := sup
x0
(xt − (t)) the Young conjugate of (t) := (et ),
and  : [0,∞[−→ [0,∞[ is a continuous increasing function (a so-called weight)
satisfying the following conditions:
() (2t) = O((t));
() (t) = O(t);
(	) log t = o((t));
(
)  is a convex function.
We use the typical multiindex notation where || := 1 + · · · + d for  ∈ Nd . The
considered classes were introduced in [76] and systematically studied in [3,12]. For
example, the so-called Gevrey classes (i.e., E{} with (t) = t1/p, p ∈ (0, 1)) are of
that type.
Clearly,
E{}() = projN∈N indn∈N E{},N,n(KN)
and
E{},N,n(KN) = {f ∈ C∞(KN) : ‖f ‖N,n < ∞}
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are Banach spaces with norms ‖f ‖N,n. It is proved in [41, Proposition 2.4] (comp.
[12, Corollary 3.6, Lemma 4.5] and [75, 1.16]), that E{}() are PLN-spaces. If
∫ ∞
0
(t)
1 + t2 dt = ∞
then the class (or the weight) is quasianalytic (i.e., there are no elements with compact
support in E{}()). Otherwise the class is non-quasianalytic. The spaces E{} were
considered, for instance, in [7,8,10,11,18–20,49,50,57,60].
The class of ultradistributions of Beurling type D′()(),  a non-quasianalytic
weight, is a PLN-space. See [12] for its deﬁnition and properties. It is deﬁned to
be the strong dual of
D()() :=
{
f ∈ D() : ∀ k ∈ N : sup
∈Nd
sup
x∈
|f ()(x)| exp
(
−k∗
( ||
k
))
< ∞
}
,
equipped with the inductive limit topology:
D()() = ind N∈ND()(KN), D()(KN) := {f ∈ D()() : suppf ⊆ KN }.
The weight (t) = log(1 + |t |) does not satisfy condition (	). As it is well-known for
this weight we have D′()() = D′(). Therefore this weight is also considered below
for D′().
The Köthe type PLS-sequence spaces p(A) are deﬁned as follows: Let A =
(aN,n(j)) be a matrix of positive elements satisfying the following conditions:
(i) aN,n(j)aN,n+1(j);
(ii) aN,n(j)aN+1,n(j);
(iii) limj→∞ aN,n+1(j)aN,n(j) = 0.
We deﬁne, for 1p < ∞,
p(A) := {x = (x(j)) : ∀ N ∈ N ∃ n ∈ N : ‖x‖N,n < ∞},
where
‖x‖N,n :=
⎛
⎝∑
j
|x(j)|paN,n(j)
⎞
⎠
1/p
.
The deﬁnition for p = ∞ is analogous. Clearly,
p(A) = projN∈N indn∈N lp(aN,n),
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where lp(aN,n) denotes the weighted lp-space equipped with the norm ‖ · ‖N,n. The
condition (iii) implies that p(A) is a PLS-space. If instead of (iii), we assume
(iv) ∑j aN,n+1(j)aN,n(j) < ∞,
then p(A) is even a PLN-space.
If aN,n(j) := exp(rNj − snj ) where j and j be sequences of positive numbers
such that j + j tends to inﬁnity and rN ↗ r , sn ↗ s then we call the corresponding
Köthe type space to be PLS-type power series space and denote by r,s(, ). In fact,
it sufﬁces to consider only r, s = 0,∞. We refer the reader to [88]. Fréchet power
series spaces r () are deﬁned in [72,63] (comp. [74, ch. 8]).
It is worth noting that both non-quasianalytic classes E{} and spaces of (ultra-)
distributions D′() are isomorphic to Köthe type PLS-power series spaces [84,82]. The
following theorem gives other important examples:
Theorem 2.2. Let T be a convolution operator and let  be a weight.
(a) [33, Theorem 2.10]. If T : D′()(R) −→ D′()(R) is surjective and  is non-
quasianalytic, then
ker T  ∞,∞(, ).
(b) ([65, 2.1164, Satz 3.2]; [57]). If T : E{}(R) −→ E{}(R) is surjective, then
ker T  ∞,0(, )  ∞(	) ⊕ ′0(
).
(c) ([65, 2.1164, Satz 3.18]). If T : E{}(] − 1, 1[) −→ E{}(] − 1, 1[) is surjective,
then
ker T  0,0(, )  0(	) ⊕ ′0(
).
In these three cases,
 = (|Im zj |)j∈N,  = ((zj ))j∈N,
where (zj ) is a sequence (counting multiplicities) of zeros of the Fourier–Laplace
transform ˆ of .
We will consider the ε (tensor) product of Schwartz, as introduced by Schwartz in
[79]; see also [40,42]. It is worth noting that plenty of vector-valued function and
distribution spaces can be represented as tensor spaces. For instance, for complete E
we have A(, E) =A()εE or D′()(, E) = D′()()εE. If one of the spaces E or
F are nuclear and both are complete then
EεF = E⊗ˆF = E⊗ˆεF.
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We often represent a Fréchet space F as a projective limit of Banach spaces F. The
unit balls in F of the corresponding seminorm will be denoted by U and the linking
maps as  : F −→ F,  : F −→ F. The Fréchet space F is called countably
normed if we can choose F in such a way that  are injective.
A crucial role is played by the so-called functor Proj1 introduced in the theory
of locally convex spaces by Palamodov [68,67], and developed by Vogt [87,88]; see
also [91,92,35,36] and Wengenroth lecture notes [94]. If (XN, iKN ) is a projective spec-
trum of locally convex spaces, the so-called fundamental resolution is constructed as
follows:
0 −−−−→ X −−−−→ ∏N∈N XN −−−−→ ∏N∈N XN,
where X is the projective limit of the spectrum and ((xN)) = (iN+1N xN+1 − xN). The
fundamental resolution is exact but  is not necessarily surjective. We deﬁne
Proj1 (XN) :=
∏
N∈N
XN/im .
If iNX is dense in XN for every sufﬁciently big N then we call the spectrum reduced.
The spectrum is called strict if for all N there is L such that for all ML iMN (XM) =
iLN(XL). It is known [27] that for a ﬁxed PLS-space X the value of Proj1 does not
depend on the choice of a reduced spectrum of LS-spaces representing X therefore we
can write Proj1 X.
We will also apply the functor Proj1 to the spectrum L(F,XN). Here linking maps
are deﬁned as IKN : L(F,XK) → L(F,XN), IKN (T ) = iKN ◦ T and IN : L(F,X) →
L(F,XN), IN(T ) := iN ◦ T .
For further information from functional analysis see [63,40,42,77,74], for the theory
of differential equations and convolution operators see [39].
3. The method of the functors Ext1 and Proj1
In this section we will explain how the problem of parameter dependence of solutions
is related to the splitting of short exact sequences and to the functor Ext1. In our opinion
this gives the deepest known approach to the problem. We also explain the relation
between the functor Ext1 and the functor Proj1. This gives the only accessible way to
calculate vanishing of Ext1 and therefore provides us with a method to obtain splitting
results. Some of the results in this section are probably known to specialists. In fact,
a similar approach was used by Vogt in his splitting theory for Fréchet spaces [86].
We need the results in a much greater generality, but even on this level some of them
are contained in Kunkle’s Ph. D. thesis [46, Section 2]. We give them for the sake of
completeness, especially since it is not easy to ﬁnd an accessible reference. We start
with simple known results which will be extensively used throughout the paper (see,
for instance [27, Proposition 1.7] and [94, 5.3.1, 5.1.3]).
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Proposition 3.1.
Let
0 −−−−→ X j−−−−→ Y q−−−−→ Z −−−−→ 0
be a short topologically exact sequence of PLS-spaces and let W be a PLS-space as
well.
(a) If T : X → W is an operator and Ext1PLS(Z,W) = 0, then T extends to T1 : Y →
W (i.e., T1 ◦ j = T ).
(b) If T : W −→ Z is an operator and Ext1PLS(W,X) = 0 then T lifts to T1 : W −→ Y
(i.e., q ◦ T1 = T ).
Proposition 3.2. Let
0 −−−−→ X1 −−−−→ Y1 q−−−−→ Z1 −−−−→ 0⏐⏐P ⏐⏐Q ⏐⏐R
0 −−−−→ X j−−−−→ Y −−−−→ Z −−−−→ 0
be a commutative diagram of PLS-spaces and operators with topologically exact rows.
There is a lifting R1 of R (i.e., q ◦ R1 = R) if and only if there is an extension
P1 of P (i.e., P1 ◦ j = P ).
The next result gives a sufﬁcient condition for surjectivity on spaces of vector-valued
objects.
Proposition 3.3. Let Y be a PLS-space with Proj1 Y = 0. Let F be a (PLS) -space . If
T : Y −→ Y is a surjective operator and Ext1PLS(F, ker T ) = 0 then
Tˆ : L(F, Y ) −→ L(F, Y ), Tˆ (S) := T ◦ S
is surjective.
Proof. Let us consider the diagram:
0 −−−−→ ker T −−−−→ Y T−−−−→ Y −−−−→ 0⏐⏐R
F ,
where R ∈ L(F, Y ). Since Proj1 Y = 0, Y is ultrabornological [94, 3.3.4] and, by the
webbed open mapping theorem [63, 24.30], T is open. By Proposition 3.1, R lifts to
R1 : F −→ Y , i.e., T ◦ R1 = R. This means that Tˆ is surjective. 
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Proposition 3.4. Let F be a PLS-space. Let Y  ∏t∈N Yt be a product of LS-spaces
Yt and let T : Y −→ Y be a surjective operator. If Ext1PLS(F, Yt ) = 0 for every
t ∈ N, then the map Tˆ : L(F, Y ) −→ L(F, Y ), Tˆ (S) = T ◦ S is surjective if and only
if Ext1PLS(F, ker T ) = 0.
Proof. Sufﬁciency follows from Proposition 3.3. We prove the necessity. Let
0 −−−−→ ker T j−−−−→ X q−−−−→ F −−−−→ 0
be a short topologically exact sequence of PLS-spaces. The condition Ext1PLS(E′, Yt ) =
0 implies that Ext1PLS(F, Y ) = 0. Thus, by Proposition 3.1, the natural embedding of
ker T into Y extends onto X as an operator R. We obtain the following commutative
diagram with topologically exact rows:
0 −−−−→ ker T −−−−→ Y T−−−−→ Y −−−−→ 0⏐⏐id ⏐⏐R ⏐⏐S
0 −−−−→ ker T j−−−−→ X −−−−→ F −−−−→ 0.
Surjectivity of Tˆ implies that S lifts to S1 : F −→ Y , i.e., T ◦ S1 = S. By
Proposition 3.2, the lower row splits. 
Before we show corollaries we need a simple splitting result.
Lemma 3.5. Let F be an LS-space and let E be a Fréchet–Schwartz space. If either
E or F ′ is a reduced projective limit of Banach l1-spaces (in particular, if F is an
LN-space) then Ext1PLS(E, F ) = 0.
Proof. Let E = projn∈N En, En Banach spaces. Let
0 −−−−→ F j−−−−→ X q−−−−→ E −−−−→ 0
be an arbitrary short topologically exact sequence of PLS-spaces. By [27, p. 64], we
get the following commutative diagram with topologically exact rows
0 −−−−→ F jn−−−−→ Xn qn−−−−→ En −−−−→ 0⏐⏐id ⏐⏐ ⏐⏐in
0 −−−−→ F j−−−−→ X q−−−−→ E −−−−→ 0,
(3)
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where Xn is an LB-space. Thus every bounded set lifts with respect to qn to a bounded
set in Xn.
If En  l1, the upper row splits. Suppose now that F ′ is a projective limit of
l1-spaces. In this case, we may assume that Xn and En are reﬂexive. Then
0 −−−−→ E′n
q ′n−−−−→ X′n
j ′n−−−−→ F ′ −−−−→ 0
is topologically exact. We ﬁnd a weaker seminorm topology on X′n inducing on E′n
the original topology and on F ′ a l1-seminorm. Therefore we ﬁnd a Banach space Z
such that the following diagram is commutative and the rows are topologically exact:
0 −−−−→ E′n −−−−→ Z −−−−→ l1 −−−−→ 0⏐⏐id ⏐⏐ ⏐⏐
0 −−−−→ E′n
q ′n−−−−→ X′n
j ′n−−−−→ F ′ −−−−→ 0.
Clearly, the upper row splits, thus by Proposition 3.2, the identity id E′n on E
′
n extends
onto X′n and the lower sequence splits as well. We can apply duality in that case to
conclude that the upper row splits also in the diagram (3). Finally, again by Proposition
3.2, the lower row in (3) splits as well. 
By Propositions 3.3, 3.4 and Lemma 3.5 we get immediately the following three
corollaries:
Corollary 3.6. Let E be an LS-space. Let Y  ∏t∈N Yt be a product of LS-spaces
and let T : Y −→ Y be a surjective operator. If either E′ or Y ′t are reduced projective
limits of Banach l1-spaces then the map T ⊗ id : YεE −→ YεE is surjective if and
only if Ext1PLS(E′, ker T ) = 0.
Now, we explain the relation between Ext1PLS and Proj1 (comp. [86, Theorem 1.2]).
Corollary 3.7. Let X = projN∈N XN be a PLS-space with Proj1 X = 0. If F is a
PLS-space satisfying Ext1PLS(F,X) = 0, then Proj1 N∈NL(F,XN) = 0.
On the other hand, if Ext1PLS(F,XN) = 0 for every N ∈ N and Proj1 N∈NL(F,XN)= 0, then Ext1PLS(F,X) = 0.
Corollary 3.8. Let F be a Fréchet–Schwartz space. Let X = projN∈N XN be a PLS-
space with Proj1 X = 0. If either F or all X′N are reduced projective limits of Banach
l1-spaces (in particular, F or XN are LN-spaces) then Ext1PLS(F,X) = 0 if and only
if Proj1 N∈NL(F,XN) = 0.
Our next corollaries show that the two main problems treated in the paper can be
solved by means of the functor Proj1.
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Corollary 3.9. Let E be an LS-space , let  be a non-quasianalytic weight, and let
T : D′()() −→ D′()() and T : E{}() −→ E{}()
be surjective operators. The operators
T ⊗ id : D′()(, E) −→ D′()(, E) and T ⊗ id : E{}(, E) −→ E{}(, E)
are surjective if and only if Proj1 N∈NL(E′, XN) = 0 where ker T  projN∈N XN , XN
LS-spaces.
Proof. It is proved in [41, Proposition 2.4] (comp. [12, Corollary 3.6, Lemma 4.5] and
[75, 1.16]), that E{}() are PLN-spaces. The space of ultradistributions of Beurling
type D′()(),  a non-quasianalytic weight, is also a PLN-space (see [12]). By [84],
these spaces are products of LN-spaces, in particular, Proj1 = 0, and we can apply
Proposition 3.6 and Corollary 3.8 to conclude. 
Corollary 3.10. Let F be a Fréchet–Schwartz space, let  be a quasianalytic weight
and let  ⊆ Rd be convex and open. Then Ext1PLS(F,E{}()) = 0 if and only if
Proj1 N∈NL(F,E{}(KN)) = 0.
The same conclusion holds for arbitrary open  ⊆ Rd and A() instead of E{}().
Proof. As mentioned above both E{}() and A() are PLN-spaces. Moreover, by
[56] (see [23, Example 3.4]) and [75, Satz 3.2.5] the functor Proj1 vanishes for all
these spaces. The conclusion follows from Corollary 3.8. 
We ﬁnish this section with a simple lemma.
Lemma 3.11. Let F be a Fréchet–Schwartz space and X = projN∈N XN be a PLS-
space and either F is nuclear or X is a PLN-space then Ext1PLS(F,X) = 0 implies
Ext1PLS(F1, X) = 0 for any subspace F1 of F.
Proof. By Corollary 3.8, we have Proj1 N∈NL(F,XN) = 0 and we should prove that
Proj1 N∈NL(F1, XN) = 0.
If either F is nuclear or XN is an LN-space then every operator T : F1 −→ XN
factorizes through l∞ and it extends to T1 : F −→ XN . This completes the proof. 
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4. Vanishing of the functor Proj1
By the results of Section 3, the crucial point is to decide when Proj1 N∈NL(F,XN) =
0, where X = projN∈N XN , XN LS-spaces. This seems to be a very difﬁcult problem,
see the paper [35]. Some partial results were obtained in Kunkle’s Ph. D. thesis [46].
We study this question systematically. The main result of the present paper is the
following one:
Theorem 4.1. Let F be a Fréchet space, F = proj ∈NF, let X = projN∈N XN be a
PLS-space, and assume that both projective spectra are reduced. Let XN = indn∈N XN,n
be LS-spaces, XN,n Banach spaces. If
Proj1 N∈NL(F,XN) = 0
then the pair (F,X) satisﬁes the condition (H), i.e.,
∀ N ∃ MN ∀ KM ∃ , n ∀ ,mn ∃ , km, S > 0
∀ y ∈ F ∀ x′ ∈ X′N : ‖y‖‖x′ ◦ iMN ‖∗M,mS
(
‖y‖‖x′ ◦ iKN ‖∗K,k + ‖y‖‖x′‖∗N,n
)
.
The condition is also sufﬁcient if one of the following assumptions is satisﬁed:
(a) F is nuclear;
(b) F is a Fréchet–Schwartz Köthe sequence space of order 1, i.e., F  1(A);
(c) X is a Köthe type PLS-space of order ∞, i.e., X  ∞(A).
By Corollaries 3.8 and 3.6 we get immediately the following two corollaries (please
note that surjectivity of T : Y −→ Y implies Proj1 ker T = 0 if Proj1 Y = 0 [23,
Theorem 3.7]):
Corollary 4.2. Assume that Proj1 X = 0. Under the assumptions (a) or (b) or (c)
above, Ext1PLS(F,X) = 0 if and only if the pair (F,X) satisﬁes (H).
Corollary 4.3. Let Y  ∏t∈N Yt be a product of LS-spaces and let T : Y −→ Y be
a surjective operator. Let E be an LS-space. If either E is a LN-space or a coechelon
space k∞(v) or ker T is a Köthe-type PLS-space of order ∞, i.e., ker T  ∞(A),
then the map T ⊗ id : YεE −→ YεE is surjective if and only if the pair (E′, ker T )
satisﬁes (H).
Proof of necessity in Theorem 4.1. Clearly L(F,XN) = ind n,L(F, XN,n) alge-
braically thus the space L(F,XN) may be equipped with an LB-topology. Then, by
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[94, Theorem 3.2.18] and its proof (LS-assumption is not needed!), the vanishing of
Proj1 implies the so-called condition (P3). That means exactly:
∀ N ∃ MN ∀ KM ∃ , n ∀ ,mn ∃ , km, S > 0
IMN W(U, BM,m) ⊆ S
[
IKN W(U, BK,k) + W(U, BN,n)
]
. (4)
We will show that for every y ∈ F the following inclusion holds:
‖y‖iMN BM,m ⊆ 2S
(
‖y‖iKN BK,k + ‖y‖BN,n
)
. (5)
Indeed, if ‖y‖ = 0 there is nothing to show. Suppose ‖y‖ > 0. By the
Hahn-Banach Theorem, there is  ∈ U◦ ⊆ F ′ such that (y) > ‖y‖2 . Deﬁne for
any x ∈ BM,m the one-dimensional operator:
⊗ x ∈ L(F,XM), (⊗ x)(v) := (v)x.
Since  ∈ U◦ we have
⊗ x ∈ W(U, BM,m).
By (4),
IMN (⊗ x) = S(IKN P + Q), where P(U) ⊆ BK,k, Q(U) ⊆ BN,n.
Applying this operator to y, we get
(y)iMN x = SIKN P (y) + SQ(y).
Since, , ‖y‖‖y‖ > 0 and
IKN P (y) = ‖y‖iKN
(
P
(
y
‖y‖
))
∈ ‖y‖iKN BK,k.
If ‖y‖ > 0 then
Q(y) = ‖y‖Q
(
y
‖y‖
)
∈ ‖y‖BN,n.
If ‖y‖ = 0 then y ∈ U for all  > 0 and Q(y) ∈ 
BN,n for each 
 > 0. Since BN,n
is bounded, we conclude Q(y) = 0 and Q(y) ∈ ‖y‖BN,n also in that case.
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Summarizing,
(y)iMN x ∈ S‖y‖iKN BK,k + S‖y‖BN,n.
As (y) > ‖y‖2 and the sets on the right-hand side are absolutely convex we get (5).
Let y ∈ F and x′ ∈ X′N , by (5), we get
‖y‖‖x′ ◦ iMN ‖∗M,m = sup
x∈BM,m
|x′(‖y‖iMN (x))|
 2S
[
sup
x∈BK,k
|x′(‖y‖iKN (x))| + sup
x∈BN,n
|x′(‖y‖x)|
]
 2S
[
‖y‖‖x′ ◦ iKN ‖∗K,k + ‖y‖‖x′‖∗N,n
]
.
This completes the proof of the necessity. 
Before we prove sufﬁciency we need some lemmas.
Lemma 4.4 (Braun and Vogt [21] comp. [36] and [94, 3.2.18]). If X = projN∈N XN
is a PLS-space represented by a reduced projective spectrum (XN)N∈N of LS-spaces
XN = indn∈N XN,n with Proj1 X = 0, then
∀ N ∃ N˜(N)N ∀ KN˜ ∃ n ∀ mn, 
 > 0 ∃ km,C > 0 ∀ x′ ∈ X′N :
‖x′ ◦ iN˜N ‖∗N˜,mC‖x′ ◦ iKN ‖∗K,k + 
‖x′‖∗N,n.
Proof. By [94, 3.2.18], Proj1 X = 0 implies that
∀ N ∃ N˜(N)N ∀ KN˜ ∃ n ∀ mn, ε > 0 ∃ km, S > 0 :
iN˜N BN˜,m ⊆ SiKN BK,k + εBN,n.
Taking x′ ∈ X′N we get
‖x′ ◦ iN˜N ‖∗N˜,m = sup
x∈B
N˜,m
|x′(iN˜N x)|
 S sup
x∈BK,k
|x′(iKN x)| + ε sup
x∈BN,n
|x′(x)|,
which implies immediately the conclusion. 
The next lemma is an easy consequence of the Bipolar Theorem.
J. Bonet, P. Doman´ski / Journal of Functional Analysis 230 (2006) 329–381 345
Lemma 4.5. Let E and F be locally convex spaces.
(a) If T : E −→ F is an operator and C ⊆ E is an absolutely convex subset then
(T ′)−1(C◦)◦ = T (C◦◦)F and T (C)◦ = (T ′)−1(C◦).
(b) If A,B ⊆ E are absolutely convex subsets then
(A◦ ∩ B◦)◦ ⊆ A◦◦ + B◦◦E.
Proof. (a) T (C◦◦)F = T (C◦◦)◦◦ = (T ′)−1(C◦◦◦)◦ = (T ′)−1(C◦)◦, because
T (C◦◦)◦ = (T ′)−1(C◦◦◦).
(b) (A◦ ∩ B◦)◦ = (A◦◦◦ ∩ B◦◦◦)◦ = (A◦◦ ∪ B◦◦)◦◦ = absconv(A◦◦ ∪ B◦◦)E
⊆ A◦◦ + B◦◦E. 
Lemma 4.6. If X is a strict projective limit of LS-spaces and F is a projective limit
of Banach l1 spaces, then
Proj1 N∈NL(F,XN) = 0.
Proof. Without loss of generality we may assume that iKN BK,k = BN,k for every
N,KN, k ∈ N. Clearly, then
IKN W(Bl1 , BK,k) = W(Bl1 , BN,k).
We have proved that
∀ N ∃ M = N ∀ KM ∀ ,m ∃  = , k = m :
W(U, BM,m) ⊆ IKN W(U, BK,k),
which yields the condition of Langenbruch [94, 3.2.14] implying Proj1 N∈NL(F,XN) =
0. 
By Corollary 3.8, we can strengthen Lemma 3.5:
Corollary 4.7. If X is a strict projective limit of LS-spaces and F is a Fréchet–Schwartz
space which is a reduced projective limit of Banach l1-spaces then Ext1PLS(F,X) = 0.
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Proof of Sufﬁciency in Theorem 4.1. By the result of Langenbruch [94, 3.2.14] (see
[53]), it sufﬁces to show the following condition (S):
∀ N ∃ MN ∀ KM ∃ , n ∀ ,mn, ε > 0 ∃ , km, S
IMN W(U, BM,m) ⊆ SIKN W(U, BK,k) + εW(U, BN,n). (6)
We should note that (H) implies that X satisﬁes the so-called condition (P ∗3 ) and, by
[94, 3.2.18], Proj1 X = 0
Step 1: We prove that condition (H) implies condition (Hε), i.e.,
∀ N ∃ MN ∀ KM ∃ , n ∀ ,mn, ε > 0 ∃ , km, S :
∀ y ∈ F ∀ x′ ∈ X′N ‖y‖‖x′ ◦ iMN ‖∗M,mS‖y‖‖x′ ◦ iKN ‖∗K,k + ε‖y‖‖x′‖∗N,n.
(7)
Take N arbitrary. Select N˜ = N˜(N)N as in Lemma 4.4. We apply (H) for this N˜
instead of N to select M = M(N˜). Take arbitrary KM , select n = n(N,K) as in
Lemma 4.4 and select n˜ = n˜(N˜,K)n,  = (N˜,K) as in (H). For m, , ε arbitrary
ﬁnd
k = k(N˜,K,m, ),  = (N˜,K,m, ), S = S(N˜,K,m, )
as in (H). For 
 := ε/S > 0 and for m = n˜ ﬁnd according to Lemma 4.4
k˜ = k˜(N,K, n˜, 
)k and C = C(N,K, n˜, 
) > 0.
Therefore, we have for any y ∈ F and x′ ∈ X′N :
‖y‖‖x′ ◦ iMN ‖∗M,m = ‖y‖‖(x′ ◦ iN˜N ) ◦ iMN˜ ‖∗M,m
 S
(
‖y‖‖(x′ ◦ iN˜N ) ◦ iKN˜ ‖∗K,k + ‖y‖‖x′ ◦ iN˜N ‖∗N˜,n˜
)
 S‖y‖‖x′ ◦ iKN ‖∗K,k + SC‖y‖‖x′ ◦ iKN ‖∗K,k˜ + S
‖y‖‖x′‖∗N,n
 S(1 + C)‖y‖‖x′ ◦ iKN ‖∗K,k˜ + ε‖y‖‖x′‖∗N,n.
The proof of Step 1 is completed.
Step 2: We prove that condition (Hε) implies condition (HB), i.e.,
∀ N ∃ MN ∀ KM ∃ , n ∀ ,mn, ε > 0 ∃ , km, S ∀ y ∈ F :
‖y‖iMN BM,m ⊆ S‖y‖iKN BK,k + ε‖y‖BN,n. (8)
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If ‖y‖ = 0 then there is nothing to prove. Suppose ‖y‖ > 0. Since ,
‖y‖ > 0.
Case 1: ‖y‖ = 0: The assumption implies that
∀ x′ ∈ X′N : ‖y‖‖x′ ◦ iMN ‖∗M,mS‖y‖‖x′ ◦ iKN ‖∗K,k. (9)
If we take x′ ∈ [(iKN )′]−1 (B◦K,k) ⊆ X′N then x′ ◦ iKN ∈ B◦K,k . By (9),
‖y‖
S‖y‖ ‖x
′ ◦ iMN ‖∗M,m1
and thus
‖y‖
S‖y‖ x
′ ∈
[
(iMN )
′]−1 (B◦M,m).
We have proved that the following inclusion holds in X′N :
[
(iKN )
′]−1 (B◦K,k)
S‖y‖ ⊆
[
(iMN )
′]−1 (B◦M,m)
‖y‖ .
By Lemma 4.5, we conclude
‖y‖iMN (B◦◦M,m)
XN ⊆ S‖y‖iKN (B◦◦K,k)
XN
,
where the bipolar of BM,m is taken for the pair (XM,X′M) and of BK,k is taken for
the pair (XK,X′K). However, BM,m and BK,k are compact and absolutely convex in
XM and XK , respectively. Thus
‖y‖iMN (BM,m) ⊆ S‖y‖iKN (BK,k).
Case 2: ‖y‖ > 0: By (Hε), the following inclusion holds in X′N
1
2ε‖y‖B
◦
N,n ∩
1
2S‖y‖
[
(iKN )
′]−1 (B◦K,k) ⊆ 1‖y‖
[
(iMN )
′]−1 (B◦M,m).
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By Lemma 4.5, we get
‖y‖iMN (BM,m) ⊆ ‖y‖iMN (B◦◦M,m)
XN
⊆
[
1
2ε‖y‖B
◦
N,n ∩
1
2S‖y‖
[
(iKN )
′]−1 (B◦K,k)
]◦
⊆ 2ε‖y‖B◦◦N,n + 2S‖y‖(iKN (BK,k))◦◦
XN
.
Since BN,n and BK,k are compact and absolutely convex, B◦◦N,n = BN,n, iKN (BK,k)◦◦ =
iKN (BK,k) and
‖y‖iMN (BM,m) ⊆ 2ε‖y‖BN,n + 2S‖y‖iKN (BK,k)
as desired. The Step 2 is proved.
Step 3: Condition (HB) implies (HB), i.e.,
∀ N ∃ MN ∀ KM ∃ , n ∀ ,m, ε > 0 ∃ , k, S ∀ z ∈ F :
‖z‖iMN BM,m ⊆ S‖z‖iKN BK,k + ε‖ z‖BN,n. (10)
Select (yj ) ⊆ F such that yj → z ∈ F. Fix v ∈ BM,m. Using (HB) we get for
every j ∈ N
‖yj‖iMN v = S‖yj‖iKN aj + ε‖yj‖bj ,
where (aj ) ⊆ BK,k and (bj ) ⊆ BN,n. We get the conclusion going along a suitable
subsequence of j to inﬁnity (please note that compact subsets BK,k and BN,n of LS-
spaces are metrizable!). This completes the proof of Step 3.
Step 4: We show that if (HB) is satisﬁed then either F is countably normed or X
is a strict projective limit of LS-spaces.
If F is not countably normed then for  there is  and z ∈ F such that z = 0
but  z = 0. For C = S‖z‖‖z‖ we have
iMN BM,m ⊆ CiKN BK,k.
In fact, we have proved that
∀ N ∃ M(N)N ∀ KM iKNXK ⊇ iMN XM.
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We ﬁnd inductively a sequence (Nn), Nn+1 = M(Nn), such that the spectrum
(XNn/ ker i
Nn
Nn−1) is strict and it is equivalent to the original one. This completes the
proof of Step 4.
Step 5: We show the case F nuclear. By Step 4 and Lemma 4.6 we may assume
that F is countably normed.
We assume that each F is Hilbert with the scalar product 〈·, ·〉, F is dense in
F and the linking maps  : F → F are Hilbert–Schmidt operators.
We have the condition (HB), with the same quantiﬁers we will show:
IMN W(U, BM,m) ⊆ S˜IKN W(U+1, BK,k) + ε˜W(U+1, BN,n). (11)
Choose a complete orthonormal system (ei)i∈I of F+1 and an orthonormal system
(fi)i∈I in F+1 such that
+1+1 =
∑
i∈I
ai〈·, ei〉+1fi
with ai > 0 (F is countably normed!). Let T ∈ W(U, BM,m), T : F −→ XM . Let
T˜ : F −→ XM be its unique factorization such that T = T˜ ◦ . Clearly we have
ui := T˜ (+1 (ei)) ∈ ‖+1 (ei)‖BM,m.
By (HB) for z := +1 ei , there exist
vi ∈ S‖+1 ei‖BK,k, wi ∈ ε‖+1 ei‖BN,n
such that
iMN ui = iKN vi + wi.
Deﬁne the operators
V : F+1 −→ XK,k, V (x) :=
∑
i∈I
〈x, ei〉+1vi,
W : F+1 −→ XN,n, W(x) :=
∑
i∈I
1
ai
〈x, fi〉+1wi.
Let us show that they are well-deﬁned and continuous.
For x ∈ F+1,
∑
i∈I
|〈x, ei〉+1|‖vi‖K,k  S
∑
i∈I
|〈x, ei〉+1|‖+1 (ei)‖
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 S
(∑
i∈i
|〈x, ei〉+1|2
)1/2 (∑
i∈I
‖+1 (ei)‖2
)1/2
= S‖x‖+12(+1 ),
where 2(·) denotes the Hilbert–Schmidt norm of operators.
In particular,
‖V x‖K,kS‖x‖+12(+1 ). (12)
On the other hand, since +1+1 (ei) = aifi , we get for x ∈ F+1:
∑
i∈I
1
ai
|〈x, fi〉+1|‖wi‖N,n  ε
∑
i∈I
1
ai
|〈x, fi〉+1|‖+1 ei‖
= ε
∑
i∈I
|〈x, fi〉+1|‖+1 (fi)‖
 ε
(∑
i∈I
|〈x, fi〉+1|2
)1/2 (∑
i∈I
‖+1 (fi)‖2
)1/2
 ε‖x‖+12(+1 ).
In particular,
‖Wx‖N,nε2(+1 )‖x‖+1. (13)
Let x = ∑i∈I 〈x, ei〉+1ei ∈ F+1, we get
W(+1+1 (x)) =
∑
i∈I
〈x, ei〉+1wi, V (x) =
∑
i∈I
〈x, ei〉+1vi .
Moreover, we have
iMN ◦ T˜ ◦ +1 (x)=
∑
i∈I
〈x, ei〉+1iMN T˜ (+1 (ei)) =
∑
i∈I
〈x, ei〉+1iMN ui
=
∑
i∈I
〈x, ei〉+1iKN vi +
∑
i∈I
〈x, ei〉+1wi = iKN V (x) + W(+1+1 (x)).
As maps acting from F+1 to XN we have the following equality:
iMN ◦ T˜ ◦ +1 = iKN V + W ◦ +1+1 . (14)
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Since
T˜ ◦ +1 ◦ +1 = T˜ ◦  = T ∈ L(F,XM),
composing (14) with +1 : F −→ F+1 we get
iMN ◦ T = iKN ◦ V ◦ +1 + W ◦ +1.
By (12) and (13) we get the desired decomposition with S˜ = S2(+1 ), ε˜ = ε2(+1 ).
This completes the proof of Step 5.
Step 6: We prove sufﬁciency for F = 1(A). By Step 4 and Lemma 4.6 we may
assume that F has a continuous norm.
In this case F = 1(A) = proj ∈Nl1(a) and
U :=
⎧⎨
⎩x ∈ F : ‖x‖ :=
∞∑
j=1
a(j)|x(j)|1
⎫⎬
⎭ .
We may assume without loss of generality that 0 < a1(j) for every j ∈ N and that
(U)∈N is a basis of 0-neighbourhoods of F. We use the condition (HB). Using it for
y = ej (the unit vectors) we get for every j ∈ N:
a(j)i
M
N BM,m ⊆ Sa(j)iKN BK,k + εa(j)BN,n. (15)
We prove with the same set of quantiﬁers as for (HB) changing possibly ε and S:
ImNW(U, BM,m) ⊆ S˜IKN W(U, BK,k) + ε˜W(U, BN,n).
Fix T ∈ W(U, BM,m). For each j ∈ N we have 1a(j) ej ∈ U. By (15), we get
iMN T (ej )= a(j)iMN T
(
ej
a(j)
)
= Sa(j)iKN vj + εa(j)wj ,
where vj ∈ BK,k , wj ∈ BN,n for each j ∈ N.
Deﬁne
V : F −→ XK,k, V (x) :=
∞∑
j=1
x(j)a(j)vj ,
W : F −→ XN,n, W(x) :=
∞∑
j=1
x(j)a(j)wj .
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Since
∑∞
j=1 |x(j)|a(j) < ∞, vj ∈ BK,k and XK,k is a Banach space, the map V is
well-deﬁned and
‖V (x)‖K,k
∞∑
j=1
|x(j)|a(j)‖vj‖K,k‖x‖.
Therefore V is continuous and V (U) ⊆ BK,k .
Analogously, W is well-deﬁned, continuous and W(U) ⊆ BN,n.
For x ∈ F , we have
(iMN ◦ T )(x)= iMN
⎛
⎝ ∞∑
j=1
x(j)T (ej )
⎞
⎠ = ∞∑
j=1
x(j)iMN T (ej )
= S
∞∑
j=1
x(j)a(j)i
K
N vj + ε
∞∑
j=1
x(j)a(j)wj
= SiKN V (x) + εW(x).
This completes the proof of Step 6.
Step 7: We prove the case when X = projN∈N XN is Köthe type PLS-space ∞(A).
We denote A = (bN,n)N,n∈N with
0 < bN,n+1bN,nbN+1,n and ∀ N, n ∃ mn : lim
j→∞
bN,m(j)
bN,n(j)
= 0.
Here
BN,n := {v ∈ CN : sup
j∈N
bN,n(j)|v(j)|1}.
We use condition (Hε). We apply it to
e′j : XN −→ C, e′j (x) := x(j).
Then
‖e′j ◦ iMN ‖∗M,m =
1
bM,m(j)
.
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Consequently,
∀ N ∃ MN ∀ KM ∃ n,  ∀ mn, , ε ∃ km, , S > 0
∀ y ∈ F ∀ j ∈ N : ‖y‖
bM,m(j)
S ‖y‖
bK,k(j)
+ ε ‖y‖
bN,n(j)
.
Taking polars in F we get:
1
bM,m(j)
U◦ ⊆ 2S
1
bK,k(j)
U◦ + 2ε
1
bN,n(j)
U◦ . (16)
We want to check the following condition:
∀ N ∃ MN ∀ KM ∃ n,  ∀ ,mn, ε ∃ , km, S > 0 :
IMN W(U, BM,m) ⊆ SIKN W(U, BK,k) + εW(U, BN,n).
In the present case IMN are inclusions. We ﬁx T : F −→ XM with T (U) ⊆ BM,m.
Clearly,
e′j ◦ T ∈ F ′ and |e′j ◦ T (x)| = |T (x)(j)|
1
bM,m(j)
∀ x ∈ U.
Therefore
e′j ◦ T ∈
1
bM,m(j)
U◦ .
Using (16) we ﬁnd for each j ∈ N vectors vj ∈ U◦ , wj ∈ U◦ with
e′j ◦ T = 2S
1
bK,k(j)
vj + 2ε 1
bN,n(j)
wj . (17)
Deﬁne
V : F −→ XK, V (x) :=
(
vj (x)
bK,k(j)
)
j∈N
W : F −→ XN, W(x) :=
(
wj(x)
bN,n(j)
)
j∈N
, for x ∈ F.
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Fix x ∈ U, since vj ∈ U◦ we get
bK,k(j)|V (x)(j)| = bK,k(j) |vj (x)|
bK,k(j)
= |vj (x)|1.
Thus
V ∈ L(F,XK) and V (U) ⊆ BK,k.
For x ∈ U we have
bN,n(j)|W(x)(j)| = |wj(x)|1
since wj ∈ U◦ . We have proved that W ∈ L(F,XN) and W(U) ⊆ BN,n.
The equality
iMN ◦ T = 2SiKN ◦ V + 2εW.
can be proved by composing both sides with e′j , for every j ∈ N and applying
(17). This completes the proof of Step 7 and the whole proof of sufﬁciency of
Theorem 4.1. 
5. Conditions (P), (P) and the splitting theorems
In this section we evaluate condition (H) introduced in the previous section for typical
pairs of spaces. In order to do that we introduce for PLS-spaces conditions analogous
to () and () known for Fréchet spaces—we call them (P) and (P), respectively.
As usual X denotes a PLS-space, X = projN∈N XN , XN = indn∈N XN,n, where XN,n
are Banach spaces, XN has compact linking maps, i.e., XN are LS-spaces.
We say that a PLS-space X satisﬁes (P) if and only if
∀ N ∃ MN ∀ KM ∃ n ∀ m ∃ k, C,  ∈]0, 1[ ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC‖x′ ◦ iKN ‖∗(1−)K,k max
(
‖x′‖∗N,n, ‖x′ ◦ iKN ‖∗K,k
)
.
We say that X satisﬁes (P) if and only if
∀ N ∃ MN ∀ KM ∃ n ∀ m,  ∈]0, 1[ ∃ k, C ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC‖x′ ◦ iKN ‖∗(1−)K,k max
(
‖x′‖∗N,n, ‖x′ ◦ iKN ‖∗K,k
)
.
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Lemma 5.1. (a) A PLS-space X satisﬁes (P) if and only if
∀ N ∃ M ∀ K ∃ n ∀ m ∃ k, C,  > 0, r0 > 0 ∀ r > r0 ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC
(
r‖x′ ◦ iKN ‖∗K,k +
1
r
‖x′‖∗N,n
)
or, equivalently,
∀ N ∃ M ∀ K ∃ n ∀ m ∃ k ∀ r0 > 0 ∃ C,  > 0, ∀ r > r0 ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC
(
r‖x′ ◦ iKN ‖∗K,k +
1
r
‖x′‖∗N,n
)
.
(b) A PLS-space X satisﬁes (P) if and only if
∀ N ∃ M ∀ K ∃ n ∀ m,  > 0 ∃ k, C, r0 > 0 ∀ r > r0 ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC
(
r‖x′ ◦ iKN ‖∗K,k +
1
r
‖x′‖∗N,n
)
or, equivalently,
∀ N ∃ M ∀ K ∃ n ∀ m,  > 0 ∃ k ∀ r0 > 0 ∃ C, ∀ r > r0 ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC
(
r‖x′ ◦ iKN ‖∗K,k +
1
r
‖x′‖∗N,n
)
.
Proof. Let us consider the function
(0,∞) −→ R, (r) = ra + b
r
,
for ﬁxed a, b > 0. We ﬁnd its minimum 0 on [r0,∞). Of course,
′(r) = 0 if and only if r =
(
b
a
) 1
+1
.
There are two possible cases. If
(
b
a
) 1
+1
< r0 or, equivalently, b < r
+1
0 a then
0 = r0 a +
b
r0
< r

0 (1 + )a.
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If
(
b
a
) 1
+1 r0 or, equivalently, br+10 a then
0 = [
1
+1 +  −+1 ](a 1+1 b +1 )
so in both cases there is a constant C such that
0Ca
1
+1 max
(
a

+1 , b

+1
)
.
The inequality above shows the sufﬁciency of the considered conditions for  = +1
taking
a = ‖x′ ◦ iKN ‖∗K,k, b = ‖x′‖∗N,n. (18)
Now, let us take r0 = 
−1
+1
. If b < a, then
a
1
+1 max
(
a

+1 , b

+1
)
a 0
r

0
.
If ba then
a
1
+1 max
(
a

+1 , b

+1
)
= a 1+1 b +1 C0.
We have proved necessity of the considered conditions taking a and b as in (18) for
r0 = 
−
+1
. Clearly, changing C we get the condition for other r0. 
Corollary 5.2. For every PLS-space condition (P) implies (P) and condition (P)
implies Proj1 = 0.
Proof. By [94, Theorem 3.2.18 and the remark above], Proj1 X = 0 is equivalent to
the condition
∀ N ∃ MN ∀ KM ∃ n ∀ m ∃ k, C ∀ x′ ∈ X′N :
‖x′ ◦ iMN ‖∗M,mC
(
‖x′ ◦ iKN ‖∗K,k + ‖x′‖∗N,n
)
.
The corollary follows immediately from the equivalent formulations in Lemma 5.1. 
A Fréchet space (F, (‖ · ‖)∈N) has () if
∀  ∃  ∀  ∃  ∈]0, 1[, C > 0 ∀ x′ ∈ F ′ : ‖x′‖∗C(‖x′‖∗)1−(‖x′‖∗)
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and it has () if
∀  ∃  ∀ ,  ∈]0, 1[ ∃ C > 0 ∀ x′ ∈ F ′ : ‖x′‖∗C(‖x′‖∗)1−(‖x′‖∗)
We refer the reader to [29,63].
Proposition 5.3. (a) Every LS-space satisﬁes both (P) and (P).
(b) A Fréchet–Schwartz space has (P) or (P), respectively, if and only if it has
() or (), respectively.
Proof. (a) One can assume that ‖ · ‖∗M,m = ‖ · ‖∗K,m for every M,K,m and if mk,
then ‖ · ‖∗M,m‖ · ‖∗K,k . Clearly, (P) and (P) holds.
(b) One can assume that if K > N then for every n, k
‖ · ‖∗K,k‖ · ‖∗N,n.
This completes the proof. 
Proposition 5.4. (a) Every countable product of PLS-spaces with property (P) or
(P) has the same property.
(b) Every complete quotient of a PLS-space with property (P) or (P) has the
same property.
Proof. (a) It sufﬁces to use the conditions in Lemma 5.1, where the sum on the
right-hand side is substituted by the maximum. If X = ∏j∈N Xj , where Xj =
projN∈N indn∈N XjN,n, then XN =
∏
jN X
j
N , ‖ · ‖N,n =
∑
jN ‖ · ‖jN,n. Therefore
‖ · ‖∗N,n = maxjN
(
‖ · ‖jN,n
)∗
and the proof follows from an easy calculation.
(b) If Y is a complete quotient of a PLS-space X = projN∈N XN then one can assume
that Y = projN∈N YN where YN is a quotient of XN (see proof of [27, Theorem 1.3]).
Moreover, if XN = indn∈N XN,n, XN,n Banach spaces, we can assume that YN =
indn∈N YN,n and YN,n are quotients of XN,n. From that the conclusion follows. 
We are ready to prove the main result of the present section: the generalization of
the famous (DN)-() Vogt–Wagner splitting theorem [63, 30.1].
Theorem 5.5. Let F be a Fréchet space and let X be a PLS-space such that either
F has the (DN)-property and X has (P) or F has (DN) and X has (P). Then
Ext1PLS(F,X) = 0 in case one of the following three conditions holds:
(a) F nuclear;
(b) F  1(A) Fréchet–Schwartz space;
(c) X is a Köthe type PLS-space of order ∞.
This is a consequence of Corollary 4.2 and the following Theorem.
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Theorem 5.6. (a) If F is a Fréchet space with (DN)-property and X is a PLS-space
with (P), then the pair (F,X) satisﬁes (H).
(b) If F is a Fréchet space with (DN) and X is a PLS-space with (P), then the
pair (F,X) satisﬁes (H).
Proof. Without loss of generality we may assume that (‖·‖) is an increasing sequence
of seminorms deﬁning the topology of F.
(a) We assume (P) for X, that means:
∀ N ∃ MN ∀ KM ∃ n ∀ m ∃ k, C1,  ∈]0, 1[ ∀ x′ ∈ X′N
‖x′ ◦ iMN ‖∗M,mC1
(
‖x′ ◦ iKN ‖∗K,k
)1− (‖x′‖∗N,n) or ‖x′ ◦ iMN ‖∗M,mC1‖x′ ◦ iKN ‖∗K,k.
Moreover, we assume (DN) for F, that means:
∃  ∀ ,  ∈]0, 1[ ∃ , C2 ∀ y ∈ F ‖y‖C2‖y‖‖y‖1− . (19)
We ﬁx N and ﬁnd M from (P). Then we ﬁx K, ﬁnd n from (P) and  from (DN).
Finally we ﬁx ,m and ﬁnd k,  from (P). Then for this  we ﬁnd  from (DN).
If ‖y‖‖x′ ◦ iMN ‖∗M,m‖y‖‖x′‖∗N,n holds then (H) is satisﬁed. Now, assume that
‖y‖‖x′ ◦ iMN ‖∗M,m > ‖y‖‖x′‖∗N,n. (20)
If
‖x′ ◦ iMN ‖∗M,mC1‖x′ ◦ iKN ‖∗K,k,
then
‖y‖‖x′ ◦ iMN ‖∗M,mC1‖y‖‖x′ ◦ iKN ‖∗K,k (21)
because ‖y‖‖y‖ (we choose ). Thus we assume that
‖x′ ◦ iMN ‖∗M,mC1
(
‖x′ ◦ iKN ‖∗K,k1−‖x′‖∗N,n
)
.
Multiplying (DN) by the above inequality we get
‖y‖‖x′ ◦ iMN ‖∗M,mC1C2‖y‖(‖x′‖∗N,n)‖y‖1− (‖x′ ◦ iKN ‖∗K,k)1−.
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By (20) we obtain
‖y‖‖x′ ◦ iMN ‖∗M,mC1C2‖y‖(‖x′ ◦ iMN ‖∗M,m)‖y‖1− (‖x′ ◦ iKN ‖∗K,k)1−.
Therefore
‖y‖‖x′ ◦ iMN ‖∗M,m(C1C2)
1
1− ‖y‖‖x′ ◦ iKN ‖∗K,k. (22)
Thus (H) holds with S = (C1 + (C1C2) 11− ) by (21) and (22).
(b) The proof is similar. We have (P) for X and (DN) for F, i.e., F satisﬁes (19)
where the quantiﬁer at  is “exists” instead of “for all”. We ﬁx N, ﬁnd M from (P)
and ﬁx K. Then we ﬁnd n from (P) and  from (DN). We ﬁx m and , ﬁnd , 
from (DN) and ﬁnd k from (P). The rest of the proof is identical as in the part
(a). 
6. Examples of spaces with (P) and (P)
We collect ﬁrst some examples of spaces satisfying conditions (P) and (P).
Corollary 6.1. If  is a non-quasianalytic weight and  ⊆ Rd is an open domain,
then D′(), D′()() and E{}() have (P).
Proof. By [84], the spaces in the statement are isomorphic to a countable product of
LS-spaces. The conclusion follows from Propositions 5.3 and 5.4. 
According to [71], a weight  is said to satisfy condition (1) if
sup
1
lim supt→∞
(t)
(t)
< ∞.
If the weight  is equivalent to a subadditive weight then it satisﬁes condition (1).
It is not hard to see that the weight  satisﬁes condition (1) if and only if the
following condition holds:
∃ C1 ∀ W1 ∃ C2 ∀ z : (W |z| + W)WC1(z) + C2.
The quasianalytic weights
q(t) := t
(ln(e + t))q , 0q1
satisfy condition (1).
Rösner [75, Satz 3.25] (comp. [65,64]) proved that Proj1 E{}() = 0. We improve
this result for weights satisfying condition (1).
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Theorem 6.2. If the weight  satisﬁes condition (1), then the space E{}() satisﬁes
(P) for every open convex set  ⊆ Rd .
Remark. Vogt [89] proved that if  is open convex and  is concave then every
metrizable quotient of E{}() has (). This result also follows from our Theorem 6.2,
by Propositions 5.4 and 5.3.
Before we prove the Theorem we need a lemma (see [65, Lemma 3.6] or [64, Lemma
4.7]):
Lemma 6.3. Let x ∈ R, R,D > 0, B := {z ∈ C : |z − x|R} and let u : C → R be
a subharmonic function.
If
∀  ∈ B ∩ R : u()0 and ∀  ∈ B, Im  > 0 : u()D,
then
∀ 0 < y < R : u(x + iy) 4y
R
D.
Proof of Theorem 6.2. Let us recall that E{}() = projN∈N XN such that
X′N  A{}(Cd ,KN)
:=
{
f ∈ H(Cd) : ∀ n ∈ N ‖f ‖∗N,n < ∞
}
,
where
‖f ‖∗N,n := sup
z∈Cd
|f (z)| exp
(
−hN(Im z) − 1
n
(z)
)
and hN is the support function of KN , i.e.,
hN(x) := sup{〈x, y〉 : y ∈ KN }
and (KN) is a compact convex exhaustion of , see [75, Satz 2.9].
Assume that (z)C|z|. We take arbitrary N and M = N + 1. We choose n such
that
8(1 + C)C1
n
|Im z| + hN(Im z)hM(Im z) (23)
for every z ∈ Cd . For m arbitrary and  > 0 we choose W2 satisfying
4
W − 4, (24)
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and we take km such that
k > 2C1Wm(1 + C). (25)
Let us ﬁx r1 and f ∈A{}(Cd ,KN) such that
r‖f ‖∗K,k1,
1
r
‖f ‖∗N,n1. (26)
Clearly
|f (z)| exp
(
(z)
k
)
r− exp
(
(z)
m
)
if Im z = 0. (27)
Assume that Im z = 0. We ﬁx z ∈ Cd . We deﬁne a plurisubharmonic function u and a
subharmonic function :
u() := ln |f ()|, () := u
(
Re z +  Im z|Im z|
)
for  ∈ C.
We consider two cases:
(i) (z) > |Im z|;
(ii) (z) |Im z|.
Case (i) We take B = { ∈ C : || < W(z)}. Clearly for  ∈ B, Im 0 we have

(
Re z +  Im z|Im z|
)
 (|z| + W(z))
 ((WC + 1)|z|)W(C + 1)C1(z) + C2.
Thus, by (26),
() = u
(
Re z +  Im z|Im z|
)
hN
(
Im  Im z
|Im z|
)
+ W(1 + C)C1(z) + C2
n
+ ln r.
On the other hand, for  ∈ B ∩ R, we have
() = u
(
Re z +  Im z|Im z|
)
W(1 + C)C1(z) + C2
k
−  ln r.
We deﬁne
˜() = () − 1
k
[W(1 + C)C1(z) + C2] +  ln r − Im hN
(
Im z
|Im z|
)
.
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Clearly ˜ is subharmonic and
˜()0 for  ∈ B ∩ R and ˜()  W(1 + C)C1(z) + C2
n
+ ln r +  ln r for  ∈ B, Im  > 0.
Using Lemma 6.3, we get
˜(i|Im z|) 4|Im z|
W(z)
[
W(1 + C)C1(z) + C2
n
+ (+ 1) ln r
]
.
Therefore,
u(z)=(i|Im z|) 4|Im z|
W(z)
[
W(1 + C)C1(z) + C2
n
+ (+ 1) ln r
]
+1
k
[W(1 + C)C1(z) + C2] −  ln r + hN(Im z).
By (23), the assumption of case (i) and (25),
u(z)  hN(Im z) + 4(1 + C)C1
n
|Im z| + W(1 + C)C1(z)
k
+ 4C2
Wn
+ C2
k
+
[
4
W
(+ 1) − 
]
ln rhM(Im z) + (z)
m
+ S,
where S := 4C2Wn + C2k since, by (24),
4
W
(1 + ) −  = 4
W
+
(
4
W
− 1
)
0 and ln r0.
Case (ii) We take B = { ∈ C : || < W |Im z|}. Clearly, for  ∈ B, Im  > 0, we
have

(
Re z +  Im z|Im z|
)
((1 + W)|z|)(1 + W)C1(z) + C2(1 + W)C1|Im z| + C2.
Thus for  ∈ B, Im  > 0,
() = u
(
Re z +  Im z|Im z|
)
hN
(
Im 
Im z
|Im z|
)
+ (1 + W)C1|Im z| + C2
n
+ ln r.
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On the other hand for  ∈ B ∩ R we have
() = u
(
Re z +  Im z|Im z|
)
 (1 + W)C1(z) + C2
k
−  ln r.
We deﬁne
˜() := () +  ln r − (1 + W)C1(z) + C2
k
− Im hN
(
Im z
|Im z|
)
.
Clearly ˜ is subharmonic and
˜()0 for  ∈ B ∩ R and ˜()   ln r + (1 + W)C1|Im z| + C2
n
+ ln r for  ∈ B, Im  > 0.
Thus from Lemma 6.3,
˜(i|Im z|) 4|Im z|
W |Im z|
[
(+ 1) ln r + (1 + W)C1|Im z| + C2
n
]
.
Therefore
u(z) = (i|Im z|)  4
W
[
(+ 1) ln r + (1 + W)C1|Im z| + C2
n
]
−  ln r + (1 + W)C1(z) + C2
k
+ hN(Im z).
Hence, by (23) and (25),
u(z)hN(Im z) + 4(1 + W)C1
Wn
|Im z| + (1 + W)C1(z)
k
+ 4C2
Wn
+ C2
k
+
[
4
W
(+ 1) − 
]
ln r
hM(Im z) + (z)
m
+ S,
where S := 4C2Wn + C2k , since, by (24), 4W (+ 1) − 0 and ln r0.
Finally from cases (i), (ii) and (27) we have
‖f ‖∗M,meS + 1.
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This implies that
‖f ‖∗M,m(2eS + 1)(r‖f ‖∗K,k +
1
r
‖f ‖∗N,n)
for r1 and this completes the proof of the Theorem by Lemma 5.1. 
Martineau [56] proved that the space A() is ultrabornological. Vogt [88] and
Wengenroth [91] proved that a PLS-space X is ultrabornological if and only if Proj1 X =
0; see also [94]. We now improve Martineau’s result.
Corollary 6.4. The space A() has (P) for every open (non-necessarily convex) set
 ⊆ Rd .
Remark. In Section 5 of [29] another condition called (P) was deﬁned. The new
one is formally stronger and therefore our Corollary 6.4 implies [29, Theorem 5.2].
In order to prove the result we need a lemma which might be of independent interest.
Lemma 6.5. Let  ⊆ Rd be an open domain. The space A() is a quotient
of A(Rd+1).
Proof. Since Rd is real analytically diffeomorphic to the euclidean open unit ball of
Rd , we may assume that  is bounded. Let h :  → R+ be a real analytic function
satisfying
h(x) < d(x, ),
which exists by [51, Lemma 2.2]. We deﬁne a map T : A(Rd × R+) → A() as
follows
T (g)(x) := g(x, h(x)),
and we show that this map is onto. Fix f ∈A(). There is an open set U1 ⊆ Cd such
that U1 ∩ Rd =  and both h and f extend holomorphically to U1. We deﬁne an open
complex neighbourhood U ⊆ U1, U ∩ Rd =  such that h extends holomorphically
onto U and continuously onto U¯ . Let
Kn := {x ∈  : 2−n−1d(x, R)2−n}, n ∈ Z,
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then we ﬁnd a neighbourhood Vn ⊆ Cd of Kn such that
(i) Vn ⊂⊂ U1;
(ii) d(z,Kn) < 2−n−3 for z ∈ Vn;
(iii) |h(z)| < 2−n for z ∈ Vn.
Let us take U := ⋃n∈N Vn. Let z ∈ CU , then either z ∈ Vn ⊆ U1 or there is a
sequence (zk), zk ∈ Vnk , where zk → z and nk → ∞ as k → ∞. By the deﬁnition of
Kn and by (ii), zk → R. We have proved that
U¯ \ R ⊆
⋃
n∈N
CVn ⊆ U1.
On the other hand if (zn) ⊆ U , zn → z ∈ R, then by the deﬁnition of Kn and (ii),
zn ∈ Vm(n), where m(n) → ∞ as n → ∞. By (iii), h(zn) → 0. Accordingly there is a
function H : U¯ → C which is equal to h on U and is continuous on U¯ .
Let W : Cd → C be a continuous function such that
(iv) W |Rd ≡ 0;(v) W |CU = H |CU .
Deﬁne the open set
N := {(z′, z) ∈ Cd × C : Re (z − W(z′)) > 0}.
We show that
M := {(z′, H(z′)) : z′ ∈ U} ∩ N
is a closed submanifold in N. Let (z′n,H(z′n)) → (z′, z) ∈ N . Two cases are a priori
possible. If z′ ∈ U , then z = H(z′), thus (z′, z) ∈ M . If z′ ∈ U , then z′ ∈ CU and
z = H(z′) = W(z′). Therefore Re (z − W(z′)) = 0 and (z′, z) ∈ N ; a contradiction.
The set M is the graph of the function H restricted to the open set U˜ :=
{z : (z,H(z)) ∈ M}, where as easily seen
U ⊇ U˜ , U˜ ∩ Rd = .
The map z → (z,H(z)) is clearly a biholomorphic map from U˜ onto M. We can
transfer f to a holomorphic function f˜ on M, i.e.,
f˜ (z,H(z)) := f (z) z ∈ U˜ .
There is a domain of holomorphy V in Cd ×R which is contained in N and V ∩ (Rd ×
R) = N ∩ (Rd ×R) = Rd ×R+. Then f˜ extends via Cartan-Oka to V and, in particular,
to Rd × R+. This completes the proof. 
Proof of Corollary 6.4. Apply Theorem 6.2 to  = Rd and (t) = t to get A(Rd)
∈(P). Since the space A() is a quotient of A(Rd+1), the conclusion follows from
Proposition 5.4. 
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By Propositions 5.4 and 5.3, the corollary above gives a new proof of the fact that
every Fréchet quotient of A() has (). This result plays a crucial role in the proof
that there is no Schauder basis in A() [29] (comp. [30,31,24]).
Theorem 6.6. A Köthe type PLS power series space X = r,s(, ) has (P) if and
only if Proj1 X = 0. It has (P) if and only if it is an LS-space.
Proof. In case (P) necessity follows from Corollary 5.2.
Sufﬁciency for (P): Assume that s < ∞. Then Proj1 X = 0 implies that X 
X1 ⊕ X2, where X1 is an LS-space and X2 is a Fréchet power series space by
[88, 4.3]. By [63, 29.12(5)] X2 has (). By Propositions 5.3 and 5.4(a), the space
X has property (P).
Assume that s = ∞. Then
∀ N ∃ MN ∀ KM ∃ n ∀ m ∃ k,  ∈]0, 1[: rK − rM
rK − rN 
sk − sm
sk − sn .
Then we get for every j ∈ N
exp(−rMj + smj ) exp
(−rKj (1 − ) + skj (1 − )) · exp (−rNj+ snj)
which implies (P) for X = r,s(, ).
In case (P) sufﬁciency follows from Proposition 5.3(a). Necessity: Assume that X
has (P) but it is not a LS-space. Then, by [29, Theorem 2.2], X contains an inﬁnite
dimensional complemented Fréchet subspace which must be isomorphic to a power
series space. By Proposition 5.3, such a space never has (P) because it does not
have (), see [86, remark before Theorem 4.2]. 
7. Application to the splitting theory
In this section we obtain the precise splitting theory for short exact sequences of
PLS-spaces
0 −−−−→ X −−−−→ Y −−−−→ F −−−−→ 0,
when F is a power series space.
Theorem 7.1. Let X be a PLS-space with Proj1 X = 0.
(a) If (∞(),X) satisﬁes (H) and ∞() is stable then X has (P).
(b) If (0(),X) satisﬁes (H) and 0() is stable then X has (P).
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Since ∞() ∈(DN) and 0() ∈ (DN), see [63, 29.12, 29.2], we can apply
Theorem 5.6, 7.1 and Corollary 4.2 to get:
Corollary 7.2. Let  be a stable sequence, X a PLS-space with Proj1 X = 0. Then
(a) Ext1PLS(0(),X) = 0 if and only if (0(),X) has (H) if and only if X has (P).
(b) Ext1PLS(∞(),X) = 0 if and only if (∞(),X) has (H) if and only if X has
(P).
By Theorem 6.6, we get immediately the following result of Kunkle:
Corollary 7.3 (Kunkle [46, Theorem 5.20]). Let X be a Köthe type power series space
with Proj1 X = 0 and let  be a stable sequence. Then Ext1PLS(r (),X) = 0 if and
only if either r = ∞ or X is an LS-space.
The following corollary follows immediately from the result above and Theorem 6.2,
Corollaries 6.1 and 6.4. The case of real analytic functions was proved earlier by Vogt
with a completely different proof.
Corollary 7.4. Let  be a non-quasianalytic weight,  ⊆ Rd be an arbitrary open set
or let  be a quasianalytic weight satisfying condition (1), let  ⊆ Rd be open and
convex. Then Ext1PLS(r (),E{}()) = 0 for any r = 0,∞. Moreover, Ext1PLS(r (),
A()) = 0 for r = 0,∞ and arbitrary open set  ⊆ Rd .
Proof of Theorem 7.1. (a) Without loss of generality we may assume that 1 = 0. We
apply (H) to y = ej . If ‖x′ ◦ iKN ‖∗K,k = 0, then
ej ‖x′ ◦ iMN ‖∗M,mSej ‖x′‖∗N,n.
Taking j → ∞ we get ‖x′ ◦ iMN ‖∗M,m = 0 since j ↗ ∞ and we may assume that
 > . Assume that ‖x′ ◦ iKN ‖∗K,k = 0.
By (H) we obtain for every j ∈ N:
‖x′ ◦ iMN ‖∗M,mS
(
e(−)j ‖x′ ◦ iKN ‖∗K,k + e(−)j ‖x′‖∗N,n
)
.
Let us take re(−)1 = 1. There is j such that
(− )j−1 ln r(− )j .
By the stability of , there is w such that j wj−1 for every j ∈ N. If  := w
(
−
−
)
then
e(−)j r, e(−)j  1
r
,
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thus
‖x′ ◦ iMN ‖∗M,mS
(
r‖x′ ◦ iKN ‖∗K,k +
1
r
‖x′‖∗N,n
)
.
This completes the proof of the part (a) by Lemma 5.1.
(b) Let us assume that j+1j → 1 as j → ∞. We start in the same way as in the
part (a). Therefore without loss of generality we may assume that ‖x′ ◦ iKN ‖∗K,k = 0
and for j ∈ N
‖x′ ◦ iMN ‖∗M,mS
(
e
(
− 1+ 1
)
j ‖x′ ◦ iKN ‖∗K,k + e
(
− 1+ 1
)
j ‖x′‖∗N,n
)
.
We take j0 such that for jj0 we have j 2j−1. Observe that for  >  > 2 we
have
− 1 + 1
− 1 + 1
 2

→ 0 as  → ∞.
Thus for  big enough we have
 := 2
(− 1 + 1
− 1 + 1
)
 
1 −  .
Thus as in the part (a) we prove that for rr1 = e
(
− 1+ 1
)
j0 1 we have
‖x′ ◦ iMN ‖∗M,mS
(
r‖x′ ◦ iKN ‖∗K,k +
1
r
‖x′‖∗N,n
)
. 
Unfortunately, in general, it is impossible to get such a dual theory for the case
X = r,s(, ). However, we obtain the following result:
Theorem 7.5. Let X = r,s(, ), Proj1 X = 0, and let F be a Fréchet space. Then
(F,X) has (H) if and only if (F,X1) has (H) for every Fréchet block complemented
subspace X1 of X.
By Corollary 4.2, we get immediately:
Corollary 7.6. Let X and F be PLS-spaces as in Theorem 7.5. If either X is of order
∞ or F is nuclear or F  1(A), then Ext1PLS(F,X) = 0 if and only if for every
Fréchet block complemented subspace X1 of X also Ext1PLS(F,X1) = 0.
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Proof of Theorem 7.5. Necessity is obvious.
Sufﬁciency: For s = 0, Proj1 X = 0 implies that X is a product of an LS-space and
a Fréchet–Schwartz space and both are block complemented [88, 4.3]. This completes
the proof by the easy observation that if X is an LS-space then (F,X) always satisﬁes
(H).
Assume now, that s = ∞ and (F,X) does not satisﬁes (H). Thus
∃ N ∀ MN ∃ K = K(M)M ∀ n,  ∃ m = m(M, n, )n,  = (M, n, )
∀ km, , P ∃ y = y(M, n, , k, , P ) ∈ F, j = j (M, n, , k, , P ) :
‖y‖P
(
‖y‖e(rM−rK)j+(sk−sm)j + ‖y‖e(rM−rN )j+(sn−sm)j
)
.
Without loss of generality we may assume that if M1 > M then
rK(M1) − rM1 > rK(M) − rM.
Let us take k = P . Let us consider the set
A := {(M, n, , ) : MN, (M, n, )}.
We put the elements of A in a sequence (il), il = (Ml, nl, l , l ). Take kl = Pl l such
that
l skl − sm(Ml,nl ,l )
rK(Ml) − rMl
.
We determine the corresponding yl and jl . Clearly,
1
‖yl‖l
kl‖yl‖l
e(rMl−rK(Ml ))jl+(skl−sm)jl .
Thus
(rK(Ml) − rMl )jl + (sm − skl )jl0.
Hence
jl
jl

(
skl − sm
rK(Ml) − rMl
)
 l.
Clearly the block complemented subspace X1 spanned by the unit vectors (ejl )l∈N is
a Fréchet space. Moreover from the negation of (H) we get
∀ M ∃ K(M) ∀ n,  ∃ m(M, n, ), (M, n, ).
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Fix k, . We choose 1 so big that 1 and
(M, n, , 1) = il where lsk − sm(M,n,), lk.
Clearly
‖yl‖ > kl
(
‖yl‖1e(rM−rK(M))jl+(skl−sm)jl + ‖yl‖e(rM−rN )jl+(sn−sm)jl
)
 P
(
‖yl‖e(rM−rK(M))jl+(sk−sm(M,n,))jl + ‖yl‖e(rM−rN )jl+(sn−sm)jl
)
,
because kl lk. Thus (F,X1) does not satisfy (H). 
If  is a non-quasianalytic weight,  ⊆ Rd is an arbitrary open set, then E{}()
is a product of LN-spaces (see [84]), thus by Lemma 3.5, Ext1PLS(F,E{}()) = 0
for any Fréchet space F. Theorems 6.2 and 5.5 imply the following analogue for the
quasianalytic case.
Corollary 7.7. Let F be either nuclear Fréchet space or F  1(A) a Fréchet–
Schwartz space with the property (DN). If  is a quasianalytic weight satisfying con-
dition (1) and  ⊆ Rd is an open convex set, then Ext1PLS(F,E{}()) = 0.
It turns out that for E{}() =A() this is also a necessary condition. The following
result is due to Vogt—we give a new independent proof.
Theorem 7.8. Let F be a Fréchet–Schwartz space. If Ext1PLS(F,A(R)) = 0, then F has
(DN).
Proof. We assume that the pair (F,A(R)) satisﬁes (H). Without loss of generality we
may assume that
‖f ‖∗N,n = sup{|f (x + iy)| : (x, y) /∈ [−N,N ] × [−1/n, 1/n]}.
Let f be a holomorphic function on C \ [−N,N ], f (∞) = 0, such that
1 = ‖f ‖∗N,n > ‖f ‖∗M,m > ‖f ‖∗K,k.
In order to construct f let us take N < M < K , n < m < k, and deﬁne L := K + 1,
l := k+1. By the Runge theorem there is a polynomial p such that for g(z) := p
(
1
z
)
:
‖g‖∗L,l <
1
2
and |g(x)| > 1 for x ∈ R, N |x|K.
Clearly, ‖g‖∗K,k , ‖g‖∗M,m, ‖g‖∗N,n > 1. By the maximum modulus principle the norms‖g‖∗K,k , ‖g‖∗M,m, ‖g‖∗N,n are attained at the vertical parts of the boundaries of sets
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[−Q,Q] × i[−1/q, 1/q] for (Q, q) = (K, k), (M,m), (N, n) respectively. Then again
the maximum modulus principle implies that
‖g‖∗K,k < ‖g‖∗M,m < ‖g‖∗N,n.
We deﬁne f = g/‖g‖∗N,n.
Taking
gn := f n, a := ‖f ‖∗M,m, b := ‖f ‖∗K,k
we get
∃  ∀  ∃ , C ∀ y ∈ F : an‖y‖C(‖y‖bn + ‖y‖).
Let r > 1/a, then there is n ∈ N such that an1/ran−1. Let b
a
= a, thus
‖y‖C
(
‖y‖ 1
r
+ ‖y‖
(
1
a
)
r
)
= C′ (‖y‖r− + ‖y‖r)
for r big enough. On the other hand for r small the condition holds with another
constant C. Calculating the minimum of the right-hand side we get
‖y‖C′′
(
‖y‖
1

‖y‖

+1

)
and this completes the proof. 
Corollary 7.9 (Vogt). Let F be either a nuclear Fréchet space or F  1(A) Fréchet–
Schwartz space and let  ⊆ Rd be an arbitrary open set. Then Ext1PLS(F,A()) = 0
if and only if F has (DN).
Proof. SinceA(R) is a complemented subspace of anyA() [31, Lemma 5], necessity
follows from Theorem 7.8. Sufﬁciency follows from Corollary 6.4 and Theorem 5.5.

8. Applications to surjectivity of operators on spaces of vector-valued
distributions or functions
Corollary 8.1. Let  ⊆ Rd be an arbitrary open set, let F be either a nuclear Fréchet
space or F  1(A) be a Fréchet–Schwartz space. Let F have (DN) and let T :
A() −→A() be an arbitrary surjection. The operator
T ⊗ id :A(, F ′) −→A(, F ′)
is surjective if and only if Ext1PLS(F, ker T ) = 0.
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Proof. Sufﬁciency follows from Proposition 3.3 without any assumption on F.
Necessity. Let
0 −−−−→ ker T −−−−→ Y −−−−→ F −−−−→ 0
be a topologically exact sequence of PLS-spaces. By Corollary 7.9 and Proposition 3.1,
we extend the embedding ker T → A() onto Y and we have the following commu-
tative diagram with topologically exact rows:
0 −−−−→ ker T −−−−→ A() T−−−−→ A() −−−−→ 0⏐⏐ ⏐⏐ ⏐⏐S
0 −−−−→ ker T −−−−→ Y −−−−→ F −−−−→ 0.
Surjectivity of T ⊗id means that S lifts to S1 : F −→A(), T ◦S1 = S. By Proposition
3.2, the lower row splits. 
Remark. Surprisingly, if above F is an arbitrary Fréchet space (!) and ker T has (P),
then T ⊗ id :A(, F ′) −→A(, F ′) is always surjective. Indeed, by [25, Proposition
5.2 and its proof], every operator from F intoA() factorizes through a nuclear Fréchet
space with property (DN). Apply Theorem 5.5 and Proposition 3.3.
The next result generalizes [5, Theorem 8].
Corollary 8.2. If F and T are as in Corollary 8.1 and T is an elliptic partial differential
operator, then
T ⊗ id :A(, F ′) →A(, F ′)
is surjective if F has (DN). If  is convex then the condition is also necessary.
Proof. By [83, Proposition 3.4] (comp. [70]), ker T has property (). Thus we get the
conclusion by Corollary 8.1 and [63, 30.1]. If  is convex then Wiechert [95, p. 63]
showed that ker T  r () for some r and . This completes the proof by [86, 4.3]
and Corollary 8.1. 
Proposition 8.3. Let T : D′()() −→ D′()() be a surjective operator. Then ker T
has (P) if and only if
T ⊗ id : D′()(× R) −→ D′()(× R)
is surjective.
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Proof. Let us observe that D′()(× R)  D′()(,D′()(R)).
Necessity: By Corollary 7.2, Ext1PLS(∞, ker T ) = 0. Since, by [84], D()(R) ⊕
n∈N ∞(), we have Ext1PLS(D()(R), ker T ) = 0. By Proposition 3.3, T ⊗ idD′()(R)
is surjective.
Sufﬁciency: Surjectivity of T ⊗ id implies surjectivity of
T ⊗ id : D′()()ε′∞() −→ D′()()ε′∞(),
because D′()(R) 
[
′∞()
]N (see [84]). Corollary 3.6 implies that Ext1PLS(∞(),
ker T ) = 0 which completes the proof by Corollary 7.2. 
By Proposition 8.3 we get a generalization of known results on the property () of
kernels of hypoelliptic operators on convex sets (see [70,83,95]). Let us recall that for
(t) = log(1 + |t |) we get D′()() = D′().
Corollary 8.4. If  ⊆ Rd is a convex, open set and P(D) : D′()() −→ D′()()
then ker P(D) has (P).
Proof. By [3, Corollary 3.4.3, Theorem 3.4.12], P(D) ‘ctive for every convex set
. In [3] the subadditivity condition is used for , nevertheless the result is true
also in the general case. In fact, an analogue of [3, Theorem 3.4.12] for general
weights is proved in [37, Corollary]. The other result can be proved analogously. Apply
Proposition 8.3. 
Corollary 8.5. Let  ∈ E ′()(Rd) be an ultradistibution of compact support and let
T : D′()(Rd) −→ D′()(Rd)
be a surjective convolution operator. Then ker T has (P).
Proof. By [37], if T is surjective then T : E()(Rd) −→ E()(Rd) is surjective as
well. By [7, Proposition 2.6],  is slowly decreasing for () then ⊗
0 is also slowly
decreasing for () and, by [7, Proposition 2.5]
T ⊗ id : D′()(Rd+1) −→ D′()(Rd+1)
is surjective. Apply Proposition 8.3. 
By Theorem 5.5 and Corollary 3.6, we get immediately:
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Corollary 8.6. Let  ⊆ Rd be a convex, open set. If E is an LS-space, E′ has (DN)
and either E is an LN-space or E  k∞(v) then
P(D) : D′()(, E) −→ D′()(, E)
is surjective.
In case P(D) is hypoelliptic and D′() = D′ the result above is due to Petsche [70].
Corollary 8.7. Let  ∈ E ′()(Rd) be an ultradistribution of compact support and let
T : D′()(Rd) −→ D′()(Rd)
be surjective convolution operator. If E is an LS-space, E′ has (DN) and either E is
an LN-space or E  k∞(v) then
T : D′()(Rd , E) −→ D′()(Rd , E)
is surjective.
Corollary 8.8. If E is an LS-space and T : D′()(R) −→ D′()(R) is a surjective
convolution operator then
T ⊗ id : D′()(R, E) −→ D′()(R, E)
is surjective whenever E′ has (DN).
If there exist a subsequence (zj ) of zeros of the Fourier–Laplace transform ˆ of 
and a constant C such that
|Im zj |
(zj )
→ ∞ and |Im zj+1|C|Im zj |
then the converse holds as well.
Proof. By [23, Theorem 3.7], Proj1 ker T = 0. The ﬁrst part of the corollary follows
from Theorem 2.2(a), 5.5, 6.6 and Corollary 3.6. The rest follows from Theorems 7.5
and 2.2(a). Indeed, the subsequence (zj ) of zeros of ˆ corresponds to a Fréchet block
complemented subspace of the form ∞(	) where 	 is stable. By Corollary 3.6 and
[86] we get the conclusion. 
Let us note that there are plenty of Fréchet–Schwartz spaces appearing in analysis
which satisfy property (DN). By [63, 29.2], every inﬁnite type power series space has
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the property (DN). Moreover, it is known that the space of holomorphic functions over
Stein manifold H(U) has (DN) if and only if U has the so-called strong Liouville
property, i.e., every plurisubharmonic function on U bounded from above is constant
[96]. Therefore, the following spaces are duals of spaces with (DN): the space of
tempered distributions S ′, the space of distributions on a compact manifold D′(K), the
space of germs of holomorphic functions over a one-point set H({0}).
The above Corollaries 8.6, 8.7, 8.8 have interpretations in terms of parameter depen-
dence of solutions of equations. For instance, let us observe that f ∈ D′(,S ′) can be
interpreted as a distribution v ∈ D′(× R) such that for every test function  ∈ D()
the distribution f, 〈f,〉 := 〈f, · 〉 belongs to S ′—somehow, f is a distribution
on  × R,  ⊆ Rd , such that with respect to the last variable it is tempered. Thus
our results imply that if  is convex then for such distributions f there is u being of
the same type such that P(D)u = f , where P depends only on ﬁrst d variables. Of
course, there are many other examples of that type.
Corollary 8.9. Let  ⊆ Rd is convex open and let 1 ⊆ Rd1 be an arbitrary open
set. Let  and  be two arbitrary non-quasianalytic weights. The operator
P(D) : D′()(,D′()(1)) −→ D′()(,D′()(1))
is surjective. In particular, if P depends only on the ﬁrst d variables then P(D) is
surjective on D′()(× 1).
Proof. By [84], D′()(1) is isomorphic to
∏
N∈N ∞()′. Therefore the dual is iso-
morphic to the direct sum of ∞(). Let us observe that if Ext1PLS(F,X) = 0 then
Ext1PLS(⊕N∈NF,X) = 0. The corollary follows from Corollaries 8.6 and 3.6. The last
sentence follows from [12, Theorem 8.1]
D′()(× 1)  D′()(,D′()(1)). 
The above result implies that if  is convex then for an arbitrary set 1 the product
× 1 is P-convex both for support and singular support for () (see [37]).
A proof similar to that of Proposition 8.3 shows:
Proposition 8.10. Let  be a non-quasianalytic weight and let T : E{}() −→
E{}() be a surjective operator. The map
T ⊗ id : E{}(× R) −→ E{}(× R)
is surjective if and only if ker T has (P).
By [10, 5.5.3], we conclude:
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Corollary 8.11. Let  be a non-quasianalytic weight and let P(D) : E{}(Rd) −→
E{}(Rd) be surjective and homogeneous, then ker P(D) has (P) if and only if P(D)
has a right continuous linear inverse.
We can also apply the splitting theory to the problem of vector valued interpolation
which was considered in [6].
Corollary 8.12 (Bonet et al. [6, Theorem 4.1]). If F is a nuclear Fréchet space or
F  1(A) is a Fréchet–Schwartz space, F has (DN) then for every discrete sequence
(zn) ⊆  and every sequence (xn) ⊆ F ′ there is f ∈A(, F ′) such that
f (zn) = xn for every n ∈ N.
Proof. Let us consider the map
R :A() → , R(f ) := f (zn).
We are asking if
R ⊗ id :A()εF −→ εF ′ = (F ′)N
is surjective. This is the case if every map S : F →  lifts with respect to R. Observe
that kerR is a quotient of n-product A() × · · · × A(). Thus, by Corollary 6.4
and Proposition 5.4, kerR has (P). By Proposition 3.1 and Theorem 5.5, the lifting
property holds. 
9. Open problems
There are several open problems suggested by our research. First of all it would be
nice to remove the convexity assumption in Corollary 8.6. In order to do that we have
to solve in the afﬁrmative the following problem (comp. Proposition 8.3):
Problem 9.1. Let P(D) : D′()() −→ D′()() be a surjective operator. Is it true that
P(D) : D′()( × R) −→ D′()( × R) is surjective (or, equivalently, that ker P(D)
has (P))?
By the well-known characterizations of surjectivity of differential operators the ques-
tion reduces to the problem if × R is P-convex with respect to support and singular
support whenever so is . It seems that P-convexity for supports can be proved easily—
the singular support case is unclear.
Problem 9.2. An analogue of the Problem 9.1 for convolution operators.
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Problem 9.3. Let P(D) : E{}() −→ E{}() be surjective. Is it true that ker P(D)
has (P)?
Corollary 8.11 (comp. Proposition 8.10) suggests that the following question has a
positive solution:
Problem 9.4. Let P(D) : E{}() −→ E{}() is a surjective map. Does the property
(P) for ker P(D) imply that P(D) has a right continuous linear inverse?
Problem 9.5. An analogue of Problem 9.4 for P(D) : D′()() −→ D′()()?
Looking at Theorem 7.8 and Corollary 7.9 we ask
Problem 9.6. Does Ext1PLS(F,E{}()) = 0 imply that F ∈ (DN) for suitable F?
The solution might depend on a construction of f ∈ E{}()′ similar to that presented
in the proof of Theorem 7.8. On the other hand looking at Theorem 6.2 we ask:
Problem 9.7. Can one omit the condition (1) in Theorem 6.2?
Theorem 7.5 and Corollary 7.6 suggest that the following question has an afﬁrmative
solution:
Problem 9.8. Let F be a Fréchet–Schwartz space and X a Köthe type PLS-space. Is
Ext1PLS(F,X) = 0
equivalent to Ext1PLS(F,X1) = 0 for every block complemented Fréchet subspace X1
of X?
Comparing Vogt’s theory of the functor Ext1 for Fréchet spaces [86] with Corollary
4.2 we observe that one case is missing:
Problem 9.9. Are Theorem 4.1 and Corollary 4.2 true in case
(d) X is nuclear?
A positive solution would allow us to remove nuclearity assumptions in many results
of the paper.
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