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Preface
After finishing my master thesis in November 2002, I once checked the newspapers
for job opportunities and immediately found a vacant scientific programmer’s position
within the Department of Information and Knowledge Systems at Radboud University
Nijmegen. At that time, being a scientific programmer seemed to me a suitable position,
since being employed by a university rather than by a company would allow me to stay
close to the core of science. After a few weeks, however, it occurred to me that this job
did not suit me after all; I realised that I was really much more interested in scientific re-
search than in programming and I wanted to continue my scientific studies. Peter Lucas,
who was also a member of this research group, gave me some papers on Artificial Intelli-
gence. Reading these papers I developed an interest in this research area. Fortunately, he
also had an open PhD position within the ProBayes project, which in the end I obtained.
The beginning of the four years of research were challenging to me as I had initially
only some preliminary knowledge on the field of Artificial Intelligence. However, Peter
introduced me to various topics and guided me to understand the more sophisticated
theories. I recall our conversations during the train journeys between Nijmegen and
Utrecht discussing many topics, such as paintings, literature, music, and even cooking!
Peter, thank you for everything. I am looking forward to continue doing research with
you and with your research group.
I also want to thank my promotor Theo van der Weide for his support. He could
immediately spot when I had a difficult time and he always strongly believed in me. The
power he gave me during the conversations helped me to continue my research.
I would like to thank Johan de Kleer, Pedro Larran˜aga, Antonio Salmero´n, Cees
Witteveen, and Herman Geuvers, for being a member of the manuscript committee. I
am grateful to Johan de Kleer, who followed my research over the last years and offered
valuable comments and good ideas for future research. The thoughtful comments made
by Cees Witteveen also helped me to improve my thesis.
During the four years of the project, I also collaborated with some other research
groups. In 2007, I spent three months at Almeria, Spain, in the group of Antonio
Salmero´n. A full chapter of this thesis was the result of this period of joint work. I
would like to thank him for this opportunity, and I am also thankful to Maria, Inma, Jens,
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Tony, and the others. The spirit in this group remains an example to me. I really enjoyed
the lunches, the chess games and I have to say, I have never drank so much coffee as in
Almeria ;-) Being a member of this group for three months and being in Almeria during
that period remains an unforgettable experience to me. I also enjoyed working together
with Michael Emmerich, Riu Li, and Stefan Visscher over the last years.
In Nijmegen I shared an office with Arjen and it proved to be a very pleasant time. He
has influenced my work and thinking. I really enjoyed the coffee breaks and talks with
Arjen, Henriette, Botond, and Ja´nos, forgetting everything around us and just having fun.
I also recall many interesting discussions with other members of IRIS.
After finishing my PhD, I obtained an interesting new job in the Poseidon project in
the research group of Eric Postma. I am looking forward to work with Eric and the other
members of this group. Hopefully, we will address many interesting topics and are able
to achieve good results in the near future.
My two paranymphs, Martine Paulissen and Didier Nieuwenhuis are very close to me
as they are the friends I know longest in the Netherlands. When I arrived in the Nether-
lands twelve years ago, Martine helped me to learn Dutch and her friendship has been
very important to me ever since. I met Didier when I started to study at the university.
We often went to the library together to prepare for our exams, and we had a lot of fun
during the breaks. Didier and his family became really good friends.
Unfortunately, I cannot mention everybody in these few sentences. In particular, I am
very grateful to my friends and family for all the support they provided. Their belief in
me gave me a lot of energy during these years. I feel very lucky that they are part of my
life. I would like to thank Anyu, Ocsi, and the parents of my husband for their love and
support.
Finally, my brother Ja´nos was an all-time support; he really means a lot to me. When
I am talking to him daily problems just disappear. I also would like to thank my parents
for the beautiful time we shared together. During the first eight years of my life, they
already learnt me the basics which guided me through my entire life. Even though they
passed away so early, I still feel their love and support. I would like to thank them for
helping me to open my two eyes to the world, and I would like to thank my teachers
Yvonne van Nassau and Ursus who helped me to find the Third One. Yvonne and Ursus
took my hand and taught me how to open up new dimensions in my life.
I would like to dedicate the last words to my husband, Mathijs. For a long while I
was contemplating about what to say to you after having been together for so many years.
Well, I think I finally found the right phrase: “Souls make an appointment before they
actually meet”.
Utrecht, August 2008 ILDIK ´O FLESCH
ITHACA
When you start on your journey to Ithaca,
then pray that the road is long,
full of adventure, full of knowledge.
Do not fear the Lestrygonians
and the Cyclopes and the angry Poseidon.
You will never meet such as these on your path,
if your thoughts remain lofty, if a fine
emotion touches your body and your spirit.
You will never meet the Lestrygonians,
the Cyclopes and the fierce Poseidon,
if you do not carry them within your soul,
if your soul does not raise them up before you.
Then pray that the road is long.
That the summer mornings are many,
that you will enter ports seen for the first time
with such pleasure, with such joy!
Stop at Phoenician markets,
and purchase fine merchandise,
mother-of-pearl and corals, amber and ebony,
and pleasurable perfumes of all kinds,
buy as many pleasurable perfumes as you can;
visit hosts of Egyptian cities,
to learn and learn from those who have knowledge.
Always keep Ithaca fixed in your mind.
To arrive there is your ultimate goal.
But do not hurry the voyage at all.
It is better to let it last for long years;
and even to anchor at the isle when you are old,
rich with all that you have gained on the way,
not expecting that Ithaca will offer you riches.
Ithaca has given you the beautiful voyage.
Without her you would never have taken the road.
But she has nothing more to give you.
And if you find her poor, Ithaca has not defrauded you.
With the great wisdom you have gained, with so much experience,
you must surely have understood by then what Ithacas mean.
Konstantinos Kavafis (1863-1933) (translated by Rae Dalven)
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Chapter 1
Introduction
Various topics are covered in this thesis. However, the central theme of the work de-
scribed in this thesis is reasoning with uncertainty using probabilistic graphical models.
In the consecutive three sections, this work is placed into the context of previous work in
the area. This is followed by a motivation regarding the choices made in this thesis. This
introductory chapter is rounded off by a brief summary of the content of this thesis.
1.1 Reasoning with uncertainty in artificial intelligence
Many researchers in the field of artificial intelligence (AI) have tried to understand the
way humans are able to cope with uncertainty when solving problems. Probability the-
ory was already firmly established for more than a century when the field of artificial
intelligence was defined in 1956 at the Dartmounth summer seminar by researchers such
as McCarthy, Minski, Newell and Simon. However, at the time it was unclear whether
probability theory was suitable for reasoning with uncertainty. Initially, this question did
not attract a lot of attention, as almost all of the research in those early years was focused
on symbolic reasoning, that is, on theorem proving and problem solving [68, 77]. How-
ever, as soon as researchers started to apply symbolic reasoning methods to real-world
problems in the 1970s, it became apparent that something essential was missing: the
need to handle uncertainty.
At the beginning, many AI researchers thought that probability theory was unsuitable
for capturing the way humans reason in situations where uncertainty matters. As a conse-
quence, many different proposals for alternative approaches to reasoning with uncertainty
were put forward, where researchers sometimes took bits and pieces from probability the-
ory, augmented by their own inventions when they did not know how to proceed. Most of
this research was ad-hoc in nature, that is, not guided by the use of mathematical meth-
ods, although some of the ideas underlying these methods were not much different from
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those underlying probability theory, as was discovered later. Typical examples of such
methods were the subjective Bayesian method, as originally developed by Duda, Hart
and Nilsson for the rule-based, geological expert system PROSPECTOR [26, 59]. The
certainty-factor model, as developed by Shortliffe and Buchanan for the rule-based, med-
ical expert system MYCIN, which was able to give advice on the diagnosis and treatment
of sepsis and meningitis in patients, is another example [83, 84, 8, 59]. Again, although
not firmly based on mathematics, there are particular ideas in the certainty-factor calculus
that can be understood in terms of the modern theory of probabilistic graphical models
[58].
There were also other researchers who developed new theories of uncertainty, be-
cause of perceived restrictions or limitations of probability theory. Examples include
fuzzy logic by Zadeh [95] and the theory of evidence by Dempster and Shafer, also
called Dempster-Shafer theory [80]. Fuzzy logic takes an approach which is, indeed,
completely different from probability theory, and, as the other mentioned methods of un-
certainty reasoning, has been shown at several occasions to be practically useful. How-
ever, many researchers have severe doubts about the appropriateness of its foundations.
For reasoning with uncertainty it appears inappropriate [70]. In contrast, Dempster-
Shafer theory is nowadays seen as one of the many instances of probability theory, in-
cluding some generalisations and restrictions [59]. With the exception of fuzzy logic,
the other methods for uncertainty reasoning are, therefore, sometimes rightfully called
quasi-probabilistic methods [59].
Little progress would have been made in the field of reasoning with uncertainty if
some researchers had not gone back to probability theory, and studied ways to incorpo-
rate symbolic representations into probability theory. Inspired by earlier work on Markov
random fields, in the early 1980s, Judea Pearl and members of his research group intro-
duced the concept of a Bayesian network. Bayesian networks consist of a qualitative,
graphical representation together with a quantitative, probabilistic representation. They
support both qualitative reasoning in terms of the graphical representation, as well as
quantitative probabilistic reasoning in terms of the underlying joint probability distribu-
tion. Pearl’s pioneering work, collected in his book “Probabilistic Reasoning in Intel-
ligent Systems” [70], which was published in 1988, is now seen as the most influential
book ever in AI.
As most of the modern research in reasoning with uncertainty takes Bayesian net-
works and related probabilistic graphical models as a point of departure, in this thesis
this is done so likewise. Bayesian networks have opened up a whole new dimension of
research in reasoning with uncertainty, where qualitative and quantitative knowledge is
given equal status. In this thesis, exploiting these two types of knowledge in the context
of various problems is the repeating theme. This choice is an important one, as without
the availability of qualitative knowledge, quantitative models are difficult to obtain and to
understand. Real AI, therefore, needs both, quantitative as well as qualitative knowledge.
Since the end of the 1980s, research on Bayesian networks and related formalisms,
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now usually referred to as probabilistic graphical models, has had a significant impact on
the research in reasoning with uncertainty. Many new results have been obtained in the
last two decades. In the next section, this research on probabilistic graphical models and
the related topic of the representation of independence information, is put in perspective.
1.2 Probabilistic graphical models and independence
Traditionally, probability distributions are defined as functions of random variables, dis-
crete or continuous, that jointly describe the complete space of combined, uncertain
events in a problem domain. However, in trying to describe a problem domain in this
fashion one has to bridge a large gap between the detailed numerical information needed
to specify a probability distribution and the characteristics of the domain of concern
[50]. Probabilistic graphical models consist of a probability distribution with an associ-
ated graphical representation that has the form of an undirected graph, a directed graph,
or a mixture of the two, which, ignoring the numerical detail, allows for describing in a
qualitative fashion how random variables interact. One view on probabilistic graphical
models is that they allow describing a domain more abstractly and more meaningfully,
such as in terms of cause-effect relationships. The construction of Bayesian networks,
which, as will be discussed in detail in the next chapter, have a directed graphical part, is
often guided by causal knowledge of a problem domain [70, 50].
An important feature of probabilistic graphical models is that it is possible to rea-
son with their graphical representation, taking into account that values of particular ran-
dom variables are known due to observation. This knowledge may affect the interaction
amongst random variables, as random variables may become either dependent or inde-
pendent of one another given this knowledge. Various probabilistic graphical formalism
have been developed in the past, most of them quite recently, where each of these has its
own semantics in terms of reasoning about how random variables influence each other. It
is clear that this qualitative flavour of probabilistic graphical model offers major advan-
tages in acquiring, understanding and explaining a probability distribution.
In addition to these conceptual advantages of probabilistic graphical models, there
are also technical benefits that come with these formalisms. Real-life probabilistic sys-
tems may consist of a large number of random variables, thus giving rise to very complex
joint probability distributions, which for a set of discrete random variables is exponen-
tial in the number of random variables. This complexity of probabilistic systems would
unavoidably give rise to computational problems, and, therefore, would make them prac-
tically useless. In fact, this argumentation was one of the reasons why most of the early
research in reasoning under uncertainty did not take probability theory as a foundation.
However, the graphical representation associated with a probabilistic graphical model al-
lows one to reduce this complexity, in many practical cases to a highly significant degree,
as absence of links between vertices of a graph can be interpreted as absence of direct in-
teraction between random variables. Formally, this absence of interaction corresponds to
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the notion of statistical independence: the graphical representations define independence
relations [89].
Independence relations, as defined in terms of random variables, offer two significant
advantages: (i) a possibility to simplify a joint probability distribution, and (ii) computa-
tional savings when computing relevant probabilities from the specification. The simpli-
fication is obtained by the factorisation of the joint probability distribution, which defines
the distribution as a product of smaller conditional probability factors. The size of the un-
derlying probability tables of the factors can be greatly reduced by taking into account the
independence relations between random variables. Some probabilistic graphical models
use an undirected graph to represent the dependence and independence relationships be-
tween random variables. These models are called Markov networks or Markov random
fields. A second popular graphical representation of probabilistic graphical models uses
acyclic directed graphs: these are called Bayesian networks. Acyclic graphs where both
directed and undirected edges are permitted are known as chain graphs; acyclic directed
graphs and undirected graphs are both special cases of chain graphs. Although gen-
eral chain graph models share the advantages of both Markov networks and Bayesian
networks, their popularity is limited. In general it can be said that Markov networks
are interpreted as graphical models representing correlations between random variables,
whereas Bayesian networks are linked to the representation of causal knowledge.
Markov networks and Bayesian networks yield very powerful probabilistic graphical
models. The key to their popularity is their ease of representation of independence rela-
tions, and their support for reasoning with uncertainty. These advantages have led to the
widespread use of these models for tackling real-life problems.
1.3 Model-based reasoning
As has been discussed above, Bayesian networks have clear semantics in terms of the the-
ory of independence. It is the reason why it is possible to do symbolic reasoning with the
random variables included in a network. In particular the interpretation of Bayesian net-
works as causal models is useful when one wishes to use Bayesian networks for model-
based reasoning. In AI it is more common to associate the phrase ‘model-based reason-
ing’ to special types of reasoning about the structure and function of systems. However,
as has been argued by several researchers (e.g. [46, 70]), Bayesian networks offer a good
basis for model-based diagnostic reasoning and have the virtue, in contrast to traditional
logic-based forms of model-based reasoning, that uncertainty can be incorporated into
the diagnostic reasoning process in a seamless fashion. Model-based reasoning using
Bayesian networks is one of the topics covered in this thesis, which is why the associated
basic ideas are reviewed in the following.
Diagnostic reasoning is the fundamental task of discovering possible faults in systems
[57]. A typical example of a field in which diagnostic reasoning is important, and at the
same time one of the early application areas of diagnostic reasoning in AI, is medicine. In
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medicine, medical doctors test diagnostic hypotheses concerning the presence or absence
of diseases as possible explanations for the presence of symptoms. The early medical
diagnostic systems, such as the MYCIN system mentioned above, were not model-based,
and had a manner of determining diagnoses very similar to classification.
Early, systematic work on using causal models for diagnostic reasoning, usually re-
ferred to as abductive reasoning or abduction, comes from Console and Torasso [11].
Abductive, diagnostic reasoning is seen as a type of model-based diagnosis. Abduction
allows one to find explanations of particular observed findings in terms of cause-effect
relationships. In contrast to the early rule-based approach to diagnostic reasoning, with
MYCIN as the typical example, abductive diagnostic reasoning is able to deal with mul-
tiple faults at the same time. In addition, abductive reasoning is able to handle symptom
masking, where two or more faults yield contradictory observable findings or symptoms.
This was beyond the capability of the early rule-based diagnostic systems.
In addition to abductive diagnostic reasoning, there is also a second popular method
of model-based diagnosis. Here, models are constructed by describing their components,
their behaviour and the way they interact. This is called a system description. As these
models support qualitative reasoning about the system’s behaviour, often defined by log-
ical rules, they are qualitative models. This type of model-based diagnosis was originally
introduced by de Kleer from the late 1970s to early 1990s [18, 22, 19]. A diagnostic prob-
lem is solved using this type of model-based diagnosis by taking the system description,
and investigating where particular assumptions about the normal or abnormal behaviour
of the components that can be faulty contradicts the observations. In other words, it is
being examined whether there is a discrepancy between the assumed behaviour using the
model and the behaviour of the actual system. In general, the term consistency-based
diagnosis is used to describe this type of diagnostic reasoning, for which Reiter has pro-
vided the first formal underpinning [75].
Most real-world systems are very complex and include many components, of which
the behaviours are considered jointly, rather then being considered in isolation. There-
fore, model-based diagnostic reasoning is a difficult computational task and is NP-hard in
general. By restricting model-based diagnostic reasoning it is possible to make it com-
putationally more manageable. One possibility might be to consider that only limited
number of components can be faulty at the same time. Another one is to focus the rea-
soning by incorporating uncertainty into model-based reasoning. This has, for example,
been done in an implementation of diagnostic reasoning by de Kleer, called the Gen-
eral Diagnostic Engine, GDE for short [19], which includes logical consistency-based
and probabilistic abductive reasoning. Similar problems occur in abductive diagnostic
reasoning, and here often Bayesian networks have been used to deal with uncertainty in
causal models. In this thesis, the topic of model-based diagnosis is investigated from
the point of view of consistency-based diagnosis and Bayesian networks are used as a
language for the representation of uncertainty incorporated into the models. This allows
one to extend consistency-based diagnosis towards uncertainty reasoning.
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1.4 Motivation for the research
Independence relations lie at the heart of probabilistic graphical models, and are the main
reason for their success. The study of the properties of independence relations yields a
deeper understanding of probabilistic relationships, where, from a practical point of view,
exploiting the independence relations that hold for a problem domain gives rise to more
compact representations. As independence relations underlying probabilistic graphical
models play a major role in all the research described in my thesis, its title, “On the Use
of Independence Relations in Bayesian Networks”, has been chosen to reflect this status.
Of all the probabilistic graphical models available nowadays, Bayesian networks are
still the most popular. However, some of the other probabilistic graphical models are
sometimes needed when we reason with Bayesian networks. These models will therefore
also take a prominent role in some of the chapters.
Much research on probabilistic graphical models has focused on the (mathematical)
characteristics of these models. In this thesis, the emphasis is on how particular prob-
lem types, such as diagnosis, influence the structure and content of Bayesian networks.
Modelling particular problem types has consequences for the independence relations rep-
resented by means of Bayesian networks. They also affect computational characteristics.
All research in this thesis centres around two main topics:
(i) the way observations affect the independence relations, and
(ii) the representation of independence when dealing with the dimension of time.
A typical example of a research question of the first kind is how entering observed values
of random variables into a Bayesian network may change its graphical representation.
The result of this research aims to make these changes explicit to the user, as the graph
associated with a Bayesian network is used to visualise the independence relation. The
interpretation of observations is the main purpose of model-based, diagnostic reason-
ing. In this thesis it is, therefore, also investigated how model-based diagnosis may be
extended to a probabilistic setting using Bayesian networks.
When viewed as a formalism to express causal knowledge, it makes sense to attach
a temporal meaning to a subset of arcs in Bayesian networks, when some of the effects
may have occurred after a certain delay in time. Other arcs may express instantaneous
effect from cause and effect. As time-dependent links should always point from the past
to the future, such assumptions will have a major impact on the structure of the graph
and may also be exploited in (de)composing a Bayesian network. Time also plays a role
when learning Bayesian network models in an incremental fashion. These last two items
are examples of research in the second topic mentioned above.
As this motivation for the research and the title already suggest, some of the research
topics included in this thesis overlap. Most of the research is theoretical in nature and
is build upon results from probability and graph theory and the theory of model-based
diagnosis. However, some of the theoretical ideas have been practically explored by the
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implementation of algorithms and the subsequent validation of the ideas using real-life
data. The disease course of ventilated-associated pneumonia as an actual problem from
medicine has been selected for that purpose.
1.5 Content of this thesis
This chapter is rounded off by a brief summary of the content of my thesis.
In Chapter 2, the preliminaries of probability and graph theory are summarised,
which is followed by a broad overview of important ideas from recent research in prob-
abilistic graphical models, including Bayesian networks, and their equivalence relations.
Readers not familiar with probabilistic graphical models are expected to go through this
chapter before embarking on reading the other chapters.
Bayesian networks can be considered as probabilistic graphical models, represent-
ing dependence and independence information. However, normally the emphasis of the
visualisation of the reasoning process is on showing changes in the associated marginal
probability distributions, due to entering observations, rather than on changes in the as-
sociated graph structure. In Chapter 3, it is argued that it is possible and relevant to look
at Bayesian network reasoning as reasoning with a graph structure that may change, and
that it is possible to depict those changes in the dependence and independence informa-
tion. Therefore, a new method is proposed that is able to modify the graphical part of a
Bayesian network to bring it in accordance with the available observations.
Consistency-based diagnosis concerns the use of a model of the structure and be-
haviour of a system in order to determine whether or not the system is malfunctioning.
A well-known limitation of traditional, logic-based consistency-based diagnosis is that
it is unable to cope with uncertainty. Proposals made in the field of model-based rea-
soning to add uncertainty reasoning to model-based diagnosis have many limitations.
As uncertainty reasoning is nowadays often done using Bayesian networks, one of the
challenges of this research was to find a flexible, probabilistic extension to the logical
notions of consistence and inconsistence, that play such an important role in the log-
ical theory of model-based diagnosis. The notion of conflict measure, which was in-
troduced by Bayesian-network researchers to detect discrepancies between data and a
given Bayesian network, appeared to be a suitable candidate. In Chapter 4, Bayesian
networks are used to represent the structure of logical diagnostic systems and it is shown
that it is possible to determine consistent and inconsistent states in the Bayesian-network
representation equally well. More importantly, the conflict measure in the probabilistic
theory of model-based diagnosis offers a way to favour particular diagnoses above oth-
ers, resulting into what can be looked upon as a truly probabilistic extension to traditional
consistency-based diagnosis. The diagnostic conflict measure is analysed in detail and
special computational forms for the measure are derived.
In Chapter 5, dynamic Bayesian networks are defined as a special type of Bayesian
networks, which explicitly deal with the dimension of time. In this thesis, it is as-
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sumed that dynamic Bayesian networks can have a repetitive and non-repetitive structure.
Repetitive networks have the same set of random variables and independence relations
at each time step, whereas in non-repetitive networks the set of random variables and the
independence relations between these random variables may vary in time. Due to their
structural symmetry, repetitive networks are easier to use and are, therefore, often taken
as the standard. However, repetitiveness is a very strong assumption, which normally
does not hold, since particular dependences and independences may only hold at certain
time steps. A new framework for independence modularisation in dynamic Bayesian
networks is proposed, based on a theory of separation of temporal and atemporal inde-
pendence. The resulting theory offers a practical approach to building dynamic Bayesian
networks from these separate parts of independence relations taking into account non-
repetitiveness. To build dynamic Bayesian networks independence relations are com-
posed by means of a so-called join operator. It is shown that for the correct composition
of temporal and atemporal parts of the independence relations, the join operator has to
satisfy a number of important properties. Experimental results obtained from learning
dynamic Bayesian networks from real medical data show that this framework offers a
more accurate way of knowledge representation using dynamic Bayesian networks.
Chapter 6 includes a proposal for an incremental learning method for the construction
of Bayesian classifier and regression models from data. The basic idea is that, in contrast
to batch learning, the data set from which the Bayesian network models must be learnt
is not available at any time. This happens, for example, in very large data sets or when
data are being collected as a stream. The new method uses special Bayesian network
structures; for the Bayesian regression models of the theory of mixtures of truncated
exponentials is used.
Finally, Chapter 7 gives a summary of what has been achieved in this thesis and some
of the limitations of the research that has been done are addressed. In addition, ideas for
future research are discussed.
Chapter 2
Probabilistic Graphical Models
This chapter provides a summary of probability theory and graph theory, and the essen-
tials of probabilistic graphical models as used in the remainder of this thesis. In Section
2.1, probability theory is reviewed. Subsequently, in Section 2.2, the necessary concepts
from graph theory are summarised. In Section 2.3, it is discussed how independence re-
lations can be represented by probabilistic graphical models. Section 2.4 provides more
detail about Bayesian networks and their equivalence relations. This chapter is rounded
off by an example of a Bayesian network, shown in Section 2.5 and conclusions in Sec-
tion 2.6. 1
2.1 Basic concepts of probability theory
In this section, the basic concepts of probability theory are reviewed. For more details
the reader can consult [48].
In this thesis, sets of objects will be denoted by italic uppercase letters, e.g. V . Sin-
gleton sets will often be denoted by their elements, e.g. v standing for {v}.
2.1.1 Basic definitions of probability theory
In this section, the foundations of probability theory are summarised.
Definition 2.1 (sample space) The set of possible outcomes is called a sample space and
is denoted by Ω.
Definition 2.2 (σ-field) A collectionF of subsets of Ω is called a σ-field if it satisfies the
following conditions:
1This review of the recent literature in the area of independence relations and probabilistic graphical models
has been published as a survey paper in the book: ‘Advances in Probabilistic Graphical Models’ [33].
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• ∅ ∈ F;
• if A1, A2, . . . ∈ F then ∪∞i=1Ai ∈ F;
• if A ∈ F then Ac ∈ F , where Ac is the complement of A.
Definition 2.3 (probability measure) A probability measure P on (Ω,F) is a function
P : F → [0, 1] satisfying
• P(∅) = 0, P(Ω) = 1;
• if A1, A2, . . . is a collection of disjoint members of F , in that Ai ∩Aj = ∅ for all
pairs i, j satisfying i 6= j, then
P(
∞⋃
i=1
Ai) =
∞∑
i=1
P(Ai).
Definition 2.4 (probability space) The triple (Ω,F ,P), where Ω is a sample space, F
is a σ-field of Ω, and P a probability measure on (Ω,F) is called a probability space.
Definition 2.5 (random variable) A random variable is a function X : Ω → R with the
property that {ω ∈ Ω : X(ω) ≤ x} ∈ F for each x ∈ R.
Let x denote a realisation of the random variable X .
Definition 2.6 (discrete random variable) A random variable X is called discrete if it
takes values in some countable subset of R. The probability distribution of a discrete
random variable X is the function P : R→ [0, 1] given by P (x) = P(X = x).
If random variable X is binary, i.e. it has two possible values, called true and false, then
in this thesis the convention is used that X = true is denoted by X = x, abbreviated to
x, and X = false is denoted by X = x, abbreviated to x.
Definition 2.7 (continuous random variable) A random variableX is called continuous
if the probabilities P(X ≤ x), x ∈ R, can be expressed as
P(X ≤ x) =
∫ x
−∞
f(u)du
for some integrable function f : R → [0,∞), called the density function of X. The
probability distribution of a continuous random variableX is the functionP : R→ [0, 1]
given by P (x) = P(X ≤ x).
LetXV = {X1, X2, . . . , Xn} be a set of random variables with index set V = {1, 2, . . . ,
n}, and let (x1, x2, . . . , xn) denote a realisation of XV .
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Definition 2.8 (jointly discrete random variables) The set XV of random variables is
called jointly discrete, or simply discrete, if the random variable Xi, for every i =
1, . . . , n, is discrete. The joint probability distribution of a set XV of (jointly) discrete
random variables is the function P : Rn → [0, 1] given by
P (x1, x2, . . . , xn) = P(X1 = x1, X2 = x2, . . . , Xn = xn).
The probability distribution of random variable Xi can be expressed with the help of the
joint probability distribution of the set XV of discrete random variables as follows:
P (xi) =
∑
x1,x2,...,xi−1,xi+1,...,xn
P (x1, x2, . . . , xn).
This distribution is called the marginal distribution of Xi.
Definition 2.9 (jointly continuous random variables) The set XV of random variables
is called jointly continuous, or simply continuous, if the probabilities P(XV ≤ xv) =
P(X1 ≤ x1, X2 ≤ x2, . . . , Xn ≤ xn) can be expressed as
P(XV ≤ xv) =
∫ x1
−∞
∫ x2
−∞
· · ·
∫ xn
−∞
f(u1, u2, . . . , un) dun . . . du2 du1
for some integrable function f : Rn → [0,∞), called the joint density function of XV .
The joint probability distribution of a set XV of jointly continuous random variables is
the function P : Rn → [0, 1] given by P (x1, x2, . . . , xn) = P(XV ≤ xV ).
The probability distribution of random variable Xi can be expressed with the help of the
joint density function f of the set XV of continuous random variables as follows:
P (xi) =
∫ ∞
−∞
· · ·
∫ ∞
−∞
∫ ∞
−∞
· · ·
∫ ∞
−∞
f(xi, u) du1 . . . dui−1dui+1 . . . dun,
where
f(xi, u) = f(u1, . . . , ui−1, xi, ui+1, . . . , un).
This distribution is called the marginal distribution of Xi.
Definition 2.10 (conditional probability) LetXV andXW be two disjoint subsets of dis-
crete random variables such that P (XW = xW ) > 0. Then, the conditional probability
distribution of XV given XW = xW is defined as
P (XV = xV | XW = xW ) =
P (XV = xV , XW = xW )
P (XW = xW )
. (2.1)
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LetXV andXW be two disjoint subsets of jointly continuous random variables with joint
density function f . Provided that the marginal distribution of XW satisfies fXW (xW ) >
0, the conditional density function of XV given XW = xW is defined as
fXV |XW (xV | xW ) =
f(xV , xW )
fXW (xW )
.
Then, the conditional probability distribution of XV given XW = xW is defined as
PXV |XW (xV | xW ) = P (XV ≤ xV | XW = xW )
=
∫ xV
−∞
fXV |XW (t | xW ) dt.
The well-known Bayes’ rule (also called Bayes’ theorem) establishes the relation be-
tween the conditional and marginal probabilities as follows. Let XV andXW be two sets
of discrete random variables with P (XW = xW ) > 0. Then, it holds that
P (XV = xV | XW = xW ) =
P (XW = xW | XV = xV )P (XV = xV )
P (XW = xW )
. (2.2)
A similar relation holds for jointly continuous sets of random variables.
2.1.2 Conditional and marginal independence
The basic definition of (conditional) independence that underlies almost all theory in this
thesis is presented next. The idea that conditional independence is a unifying notion of
relationships among components of many mathematical structures was first expressed by
Dawid [17]. Let V be a finite set and let Xv be a discrete random variable corresponding
to v ∈ V ; thus v acts as index to X . Define XW = (Xv)v∈W for any subset W ⊆ V ; in
particular X = XV = (Xv)v∈V . Let P denote a joint probability distribution of X .
Definition 2.11 (conditional independence and dependence) LetXV be a set of random
variables with U,W,Z ⊆ V disjoint sets, and let P be a joint probability distribution de-
fined on XV , then XU is said to be conditionally independent of XW givenXZ , denoted
by XU⊥⊥PXW | XZ , if
P (XU | XW , XZ) = P (XU | XZ), with P (XW , XZ) > 0, (2.3)
otherwise they are conditionally dependent denoted by XU 6⊥⊥PXW | XZ .
Conditional independence can be also interpreted as that learning aboutXW has no effect
on our knowledge concerning XU given our beliefs concerning XZ , and vice versa.
Marginal independence is a special type of conditional independence, where the set Z is
empty (X∅ = Ω!).
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Definition 2.12 (marginal independence and dependence) Let XV be a set of random
variables with U,W,Z ⊆ V disjoint sets of vertices, and let P be a joint probability dis-
tribution defined on XV , then XU is said to be marginally independent of XW , denoted
by XU⊥⊥PXW , if
P (XU | XW ) = P (XU ), (2.4)
otherwise they are marginally dependent denoted by XU 6⊥⊥PXW .
As an abbreviation, conditional independence XU⊥⊥PXW | XZ and conditional de-
pendence XU 6⊥⊥PXW | XZ will also be denoted by U⊥⊥PW | Z and U 6⊥⊥PW | Z ,
respectively. Often {X}⊥⊥P {Y } | {Z} will be written as X⊥⊥PY | Z .
2.2 Basic concepts of graph theory
This subsection reviews some elementary notions from graph theory based on Ref. [12]
that are needed in the rest of this thesis.
A graph is defined as a pairG = (V,E), with V a finite set of vertices, where a vertex
is denoted by an lower case letter such as u, v and w; and E ⊆ V × V is a finite set of
edges. A graph G′ = (V ′, E′) is called an induced subgraph of graph G = (V,E) if all
its vertices and edges are also included in G written as V ′ ⊆ V and E′ = E∩ (V ′×V ′).
A graph G = (V,E) is called an undirected graph (UG), if its set of edges have no
directionality, i.e. (u, v) ∈ E =⇒ (v, u) ∈ E. An edge (u, v) ∈ E in an undirected
graph is also denoted by u − v and called an undirected edge. However, we will usually
refer to undirected edges simply as edges if this does not give rise to confusion. A graph
G = (V,A) is called a directed graph if it comprises a finite set of vertices V , but, in
contrast to an undirected graph, contains a finite set of directed edges, also called arcs or
arrows, A ⊆ V × V for which it holds that for each (u, v) ∈ A: (v, u) 6∈ A. An arc
(u, v) ∈ A is also denoted by u→ v in the following.
Example 2.1 Consider Figure 2.1, where all the three graphs consist of the set of vertices
V = {p, q, r, t, u, v, w, z}. Graph (a) is an undirected graph having only undirected
edges, whereas graph (b) is a directed graph including the set of arcs A = {(v, z), (z, u),
(u,w), (p, w),(p, q), (w, r), (w, q), (r, t), (q, t)}. 2
A route in a graph G is a sequence v1, v2, . . . , vk of vertices in V , where either the
edges between the vertices may be either directioned pointing to one of the vertices or
undirectioned, i.e. vi → vi+1, or vi ← vi+1, and possibly vi − vi+1, for i = 1, . . . , k −
1, k ≥ 2; k is the length of the route. Note that a vertex may appear more than once
on a route. If vk−1 ← vk occurs on a route, then vk is called a tail terminal, and if
vk−1 → vk , then vk is called a head terminal. A section of a route v1, v2, . . . , vk is a
maximal undirected subroute vi− · · · − vj , 1 ≤ i ≤ j ≤ k, k ≥ 2. A trail θ in a graph is
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(a) The undirected graph
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(b) The acyclic directed graph
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(c) The chain graph
Figure 2.1: Examples of graphs: (a) undirected graph, (b) directed graph, and (c) chain
graph.
a route where each arc appears at most once and, in addition, the vertices in each section
of the trail appear at most once in the section. The set of trails in a graph G is denoted
by Θ. A path in a graph is a route, in which vertices vi and vi+1 are connected either by
an arc pointing to the next vertex in the route vi → vi+1 or by an edge vi − vi+1. A path
is a directed path, if it contains at least one arc. A slide is a special directed path where
only the first two vertices are connected by an arc pointing to the second vertex and the
remaining vertices are connected by an edge, i.e. we have v1 → v2 and vi − vi+1 for all
2 ≤ i ≤ k − 1. A graph has a directed cycle if it contains a directed path, which begins
and ends at the same vertex, i.e. v1 = vk.
Example 2.2 Reconsider the graphs in Figure 2.1. In graph (c), sequences v → z →
u−w← p and v → z → u−w→ r are routes, and both routes include section u−w.
Note that both the routes are also trails. Trail v → z → u−w← p is not a path, since it
consists of arc w ← p pointing backwards, whereas trail v → z → u − w → r is a path
and also a directed path. A slide of this directed path is z → u− w. 2
A graph G = (V,E) is called a chain graph if it contains no directed cycles. An acyclic
directed graph (ADG) G = (V,A) is a chain graph that is a directed graph. Note that
undirected graphs and acyclic directed graphs are special cases of chain graphs as well.
Due to the acyclicity property of chain graphs, the vertex set of a chain graph can be
partitioned into subsets V1 ∪ V2 ∪ · · · ∪ VL, L ≥ 1, such that vertices in a partition
are connected by edges and if u → v, then u ∈ Vi and v ∈ Vj , i 6= j. Based on
this partitioning ,a total order ≤ on vertices in a chain graph can be defined, such that
if u ∈ Vi and v ∈ Vj , with i < j, then u < v, and if i = j, then u = v (i.e. they
are in the same partition Vi). This order can be generalised to sets such that U ≤ V ,
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if for each u ∈ U and v ∈ V it holds that u ≤ v. Subsets V1, V2, . . . , VL are called
the chain components of the graph. A set of concurrent vertices of Vl is defined as
Cl = V1 ∪ V2 ∪ · · · ∪ Vl, 1 ≤ l ≤ L.
Example 2.3 Reconsider the graphs in Figure 2.1. Note that graphs (a), (b), and (c)
consist of no directed cycles, therefore, all the three graphs are chain graphs. Moreover,
graphs (a) and (b) are special types of chain graphs, since graph (a) is an undirected and
graph (b) is an acyclic directed graph. 2
It is said that the vertex u ∈ V is a parent of vertex v ∈ V if they are connected by
an arc pointing from u to v, i.e. u → v ∈ A; the set of parents of v is denoted by
π(v). Furthermore, v is then called u’s child; the set of children of vertex u is denoted
by ch(u). Two vertices u, v ∈ V are neighbours, if there is an edge between these two
vertices. The boundary of vertex u ∈ V , denoted by bd(u), is the set of parents and
neighbours of u, while the closure of u, denoted by cl(u), is defined as the union of the
boundary and the vertex itself, i.e. cl(u) = bd(u) ∪ {u}. Note that the boundary of a
vertex u in an undirected graph is equal to its set of neighbours. The set of ancestors of a
vertex u is the set of vertices α(u) ⊆ V where there exists a path from each v ∈ α(u) to
u, but there exists no path from u to v, whereas the set of descendants of u, denoted by
δ(u), is the set of vertices δ(u) ⊆ V , where there exists a path from u to each v ∈ δ(u),
but no path from v to u. The set of non-descendants of u, denoted by δ¯(u), is equal to
V \ (δ(u) ∪ {u}). If for some W ⊆ V it holds that bd(u) ⊆ W , for each u ∈ W , then
W is called an ancestral set. By an(W ) is denoted the smallest ancestral set containing
W . Any vertex u in an acyclic directed graph that is connected by a directed path to a
vertex v is called a predecessor of v; the set of predecessors of v is denoted by pr(u).
A chord is an edge or arc between two non-adjacent vertices of a path. A graph is
called chordal if every cycle of length k ≥ 4 has a chord.
Example 2.4 Reconsider Figure 2.1. In chain graph (c), vertex w has parent set π(w) =
{p}, child ch(w) = {r}, and neighbours u and q. The boundary ofw is equal to bd(w) =
{p, u, q} and its set of closure is defined as cl(w) = {p, u, q, w}. The set of ancestors
of vertex w is equal to α(w) = {v, z, p}, and its set of descendants and its set of non-
descendants is equal to δ(w) = {r, t} and to δ¯(u) = {v, z, u, p, q}, respectively. In graph
(b), path p→ w→ q has chord p→ q. 2
As mentioned above, two vertices can be connected by an arc or an edge. If two distinct
vertices u, v ∈ V are connected but it is unknown whether by an edge or an arc, u · · · v
is written, where the symbol · · · denotes this connection.
2.3 Graphical representations of independence relations
The independence relation defined earlier can be represented as a graphical model, where
the connections of vertices by arcs and edges represent (conditional) independences and
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dependences. Arcs and edges represent roughly the same independence and dependence
information; however, there are some subtle differences between the meaning of arcs and
edges. The actual interpretation is subtle, and is the topic of this and subsequent sections.
In this section, the foundations for representing conditional independence statements by
graphs are provided, and the similarities between these principles for undirected, acyclic
directed as well as for general chain graphs are covered. In the following, the separation
criteria for these types of graphs are introduced allowing us to read off independence
relations of these graphical representations.
In an undirected graphG = (V,E) two vertices u, v ∈ V are dependent if u−v ∈ E;
if u and v are connected by a single path containing an intermediate vertex z ∈ V ,
z 6= u, v, then u and v are conditionally independent given z. This is the underlying idea
of the following separation criterion (cf. [9]):
Definition 2.13 (u-separation) Let G = (V,E) be an undirected graph, and U,W, S ⊆
V be disjoint sets of vertices. Then, if each path between a vertex in U and a vertex in
W contains a vertex in S, then it is said that U and W are u-separated by S, denoted
by U⊥⊥uGW | S. Otherwise, it is said that U and W are u-connected by S, denoted by
U 6⊥⊥uGW | S.
The basic idea of u-separation is illustrated in the following example.
Example 2.5 Consider Figure 2.2, where p is u-separated from {r, t} by {q, w}, i.e.
p⊥⊥uG{r, t} | {q, w}, whereas p and {r, t} are u-connected by vertex q, i.e. p 6⊥⊥
u
G{r, t} |
{q}. 2
The independence relation represented by means of an acyclic directed graph can be
uncovered by means of one of the following two procedures:
• d-separation, as introduced by Pearl (cf. [70]);
• moralisation, as introduced by Lauritzen (cf. [12]).
First d-separation will be discussed based on Ref. [67]. Before presenting this procedure
four possible connections of vertices are needed to be introduced, which offer the basis
for the representation of conditional independence and dependence in acyclic directed
graphs. Let the distinct vertices u,w, z ∈ V constitute an induced subgraph of the
acyclic directed graph G = (V,A), where vertices u and z and vertices w and z are
connected by an arc, and u and w are non-adjacent. Because the direction of the arcs
between u, z and w, z is unspecified, there are four possible induced subgraphs, which
are called connections, illustrated in Figure 2.3.2
2The terminology used in Figure 2.3 varies in different papers. Here the meaning of serial connection
corresponds to head-to-tail meeting, divergent connection to tail-to-tail meeting and convergent connection to
head-to-head meeting.
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Figure 2.2: Graphical illustration of u-separation. Vertex p and vertices {r, t} are u-
separated by vertices {q, w}, while vertex p and vertices {r, t} are u-connected by q.
According to the connections, let S ⊆ V , and u,w ∈ (V \ S) be distinct vertices,
which are connected to each other by the trail θ. Then θ is said to be blocked by S if one
of the following conditions is satisfied:
• z ∈ S appears on the trail θ, and the arcs of θ meeting at z constitute a serial or
divergent connection;
• z 6∈ S, δ(z) ∩ S = ∅ and the arcs meeting at z on θ constitute a convergent
connection, i.e. if z appears on the trail θ then neither z nor any of its descendants
occur in S.
The notion of d-separation exploits this notion of blocking, taking into account that ver-
tices can be connected by more than one trail:
u
z
w
(a) serial
connection
u
z
w
(b) serial
connection
u
z
w
(c) divergent
connection
u
z
w
(d) convergent
connection
Figure 2.3: The four possible connections for acyclic directed graph G = (V,A).
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Definition 2.14 (d-separation) Let G = (V,A) be an acyclic directed graph, and let
U,W, S ⊆ V be disjoint sets of vertices. Then U and W are said to be d-separated
by S, denoted by U⊥⊥dGW | S, if each trail θ in G between each u ∈ U and each
w ∈ W is blocked by S; otherwise, U and W are said to be d-connected by S, denoted
by U 6⊥⊥dGW | S.
According to the definition of d-separation, the two serial connections shown in Figure
2.3(a) and Figure 2.3(b) represent exactly the same independence information; this is
also the case for the divergent connection represented in Figure 2.3(c). Figure 2.3(d)
illustrates the situation where random variables Xu and Xv are initially independent, but
become dependent once random variable Xz is instantiated.
The d-separation is illustrated by the following example.
Example 2.6 As an example, consider the acyclic directed graph in Figure 2.1(b). In
this graph, the vertices z and p are connected by the following five trails: θ1 = z → u→
w ← p; θ2 = z → u→ w → q ← p; θ3 = z → u→ w → r → t← q ← p, θ4 = z →
u → w → r → t ← q ← w ← p, and θ5 = z → u → w → q → t ← r ← w ← p .
Here, trail θ1 is blocked by the set of vertices S = {u, v}; since v does not appear on this
trail and the arcs on θ1 meeting at u form a serial connection. As u blocks θ2, θ3, θ4, and
θ5 following the d-separation principle, it can be concluded that S d-separates z and p
written as z⊥⊥dGp | {u, v}. On the other hand, neither S′ = {v, w} nor S′′ = {v, t} block
θ1, because u → w ← p is a convergent connection, w ∈ S′, and t is a descendant of
vertex w which occurs in S′′; it also participates in a convergent connection with respect
to θ3. Thus not every trail between z and p in G is blocked by S′ or S′′, and z and p are
d-connected by S′ or S′′; written as z 6⊥⊥dGp | {v, w} and z 6⊥⊥
d
Gp | {v, t}. 2
Next, the procedure of moralisation, which is an alternative method for reading off in-
dependence relations, is discussed. From the chain graph G the moral graph Gm by
executing the following two steps can be derived, which procedure is called moralisa-
tion:
1. add edges to all non-adjacent vertices that have children in a common chain com-
ponent, and
2. replace each arc with an edge in the resulting graph.
A moral graph is therefore an undirected graph. Since acyclic directed graphs are chain
graphs, moralisation can also be applied to acyclic directed graphs, where each chain
component contains exactly one vertex. Observe that during the first step of the moral-
isation procedure, there may be extra edges inserted into the graph. Since edges be-
tween vertices create a dependence between random variables, vertices which became
connected in the first step have a dependence relation in the resulting undirected graph.
An example of moralisation is presented in Figure 2.4.
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Example 2.7 An example of the moralisation procedure is applied to the graph shown
in Figure 2.4(a). Note that as vertices u and p have a common child w, and vertices r and
q have a common child t, the graph in Figure 2.4(a) is extended by two extra edges u− p
and r − q. The resulting graph after the first step of moralisation is depicted in Figure
2.4(b). The moral graph, obtained by replacing arcs by edges mentioned in the second
step, is shown in Figure 2.4(c). 2
Observe that moralisation transforms the independences and dependences represented
by d-separation (d-connection) into u-separation (u-connection). In the resulting moral
graph of Example 2.7, the vertices u and p and the vertices r and q have become de-
pendent of one another, and thus, some independence information is now lost. This
independence information, however, can still be represented in the underlying joint prob-
ability distribution such that it still holds that z⊥⊥P p | w. However, it is also possible
to parametrise the moralisation procedure on the vertices which potentially gives rise
to extra dependences. This possibility is a consequence of the meaning of a convergent
connection u → z ← v, because u and v are independent if z is not instantiated, and
only become dependent if z is known. If this is the case, and if it is also assumed that
u (or v) is known, the dynamically created dependence between u and v gives rise to a
type of reasoning known as explaining away [70]: v (u) becomes less or more likely if
we know for certain that u (v) is the cause of z.
The moralisation procedure takes the presence of created dependences into account
by means of the ancestral set, introduced in Section 2.2. Hence, this form of moralisa-
tion preserves all relevant (independence) information represented in the original acyclic
directed graph. The correspondence between d-separation and u-separation after morali-
sation is established in the following proposition:
Proposition 2.1 Let G = (V,A) be an acyclic directed graph with disjoint sets of ver-
tices U,W, S ⊆ V . Then U and W are d-separated by S iff U and W are u-separated
in the moral graph Gman(U∪W∪S), where an(U ∪W ∪ S) is the smallest ancestral set of
U ∪W ∪ S.
Proof: See Ref. [12], page 72. 2
Example 2.8 Figure 2.5 illustrates Proposition 2.1 by means of the conditional indepen-
dence z⊥⊥dGp | {u, v} and the conditional dependence z 6⊥⊥
d
Gp | {v, w} represented in
the graph shown in Figure 2.4(a). To start, the conditional independence z⊥⊥dGp | {u, v}
is investigated. The smallest ancestral set of {z} ∪ {p} ∪ {u, v} is an({z, p, u, v}) =
{z, p, u, v}; the graph depicted in Figure 2.5(a) contains all vertices of an({z, p, u, v})
for the graph shown in Figure 2.4(a). It can be seen that vertex p is disconnected from the
subgraph v → z → u. The moral graph of this smallest ancestral set is shown in Figure
2.5(b). Observe that in graph 2.5(b) the vertices z and p are (unconditionally) indepen-
dent, as there is no path between them. Therefore, z⊥⊥dGp | {u, v} still holds, although
now as z⊥⊥Gmp | {u, v}, as in the original graph in Figure 2.4(a). The situation where
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Figure 2.4: An example of the moralisation procedure as applied to the graph shown
in Figure (a). Graph (b) depicts the resulting graph after application of the first step of
moralisation and graph (c) is the obtained moral graph.
2.3. GRAPHICAL REPRESENTATIONS OF INDEPENDENCE RELATIONS 21
the conditional dependence z 6⊥⊥dGp | {v, w} needs to be kept, is illustrated by Figures
2.5(c) and 2.5(d). In Figure 2.5(c) the subgraph associated with the smallest ancestral set
an(z∪p∪{v, w}) = {z, p, u, v, w} is shown, and Figure 2.5(d) gives the resulting moral
graph of Figure 2.5(c). In the graph (d) it can be seen that vertices z and p are connected
by a path, therefore, the created dependence between u and p is now represented in the
moral graph of G. 2
Moralisation can also be applied to chain graphs; however, there is also another read-off
procedure, called c-separation, introduced by Studeny´ and Bouckhaert [90]. The concept
of c-separation generalises both u-separation and d-separation.
The c-separation procedure takes into account the chain graph property that vertices
may be connected by either edges or arcs. Let G = (V,E) be a chain graph and let σ
denote a section of the trail θ in G. Then σ is blocked by S ⊆ V , if one of the following
conditions holds:
• z ∈ S appears on the section σ, where σ has one head and one tail terminal and
every slide of the tail terminal is mediated by z, or σ has two tail terminals and
every slide of at least one of the two tail terminals is mediated by z;
• z ∈ S does not appear on the section σ, where σ has two head terminals and
z 6∈ δ(σ).
Based on these conditions, c-separation is defined as follows.
Definition 2.15 (c-separation) Let G = (V,E) be a chain graph. Then two distinct
vertex sets U,W ∈ V are c-separated by S ⊆ (V \ {U ∪ W}), if at least one of the
sections of each trail θ between any vertices u ∈ U and v ∈ V is blocked by S, written
as U⊥⊥κGW | S. Otherwise, U and W are c-connected by S and U 6⊥⊥
κ
GW | S is written.
Example 2.9 As an example the chain graph presented in Figure 2.6 is used. It is de-
termined whether z⊥⊥κGt | {u, q, r} (i.e. S = {u, q, r}). The following three trails
between z and t will be investigated: θ1 = z → u − w ← p → q → t with sections
σ11 = u − w and σ12 = q; θ2 = z → u − w −q → t with section σ21 = u − w − q
and θ3 = z → u − w → r → t with sections σ31 = u − w and σ32 = r. In trail θ1
section u−w has two head-terminals and because u ∈ S section σ11 does not block trail
θ1. In contrast to σ11, section σ12 has one head and one tail terminal (the terminals are
both equal to vertex q) and slide p → q is mediated and therefore blocked by q. Since
a trail is blocked if at least one of its sections is blocked by S, it can be concluded that
trail θ1 is blocked by S = {u, q, r}. Section u − w − q in trail θ2 has one head and
one tail terminal, and satisfies the first blocking condition, because the slides p→ q and
z → u − w − q are both mediated by q ∈ S. Therefore, trail θ2 is also blocked by S.
This is also the case for trail θ3 with section u − w, which has one head and one tail
terminal and slides z → u − w → r and p → q − w → r are both mediated by r ∈ S,
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Figure 2.5: Illustration of Proposition 2.1 with respect to the conditional independence
z⊥⊥dGp | {u, v} and the conditional dependence z 6⊥⊥
d
Gp | {v, w} which holds for the
graph G shown in Figure 2.4(a). The induced subgraph H of this graph shown in Figure
(a) above corresponds to an({z, p, u, v}); in (b) its associated moral graph is represented.
It can be seen that the conditional independence z⊥⊥uHmp | {u, v} still holds. Figure
(c) above shows the induced subgraph L of graph 2.4(a) corresponding to the smallest
ancestral set of {z}∪{p}∪{v, w}. The graphLm in (d) is the moral version of this graph.
It can be seen that the conditional dependence z 6⊥⊥uLmp | {v, w} holds for this moral
graph. Hence, in both cases, all relevant independence and dependence information is
preserved.
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Figure 2.6: Example of a chain graph.
thus θ3 is also blocked by S. There are also other trails between vertices z and t (e.g.
z → u − w − q ← p → q − w → r → t), which are not mentioned here, because their
sections are the same as in trails θ1, θ2 and θ3. Therefore, these trails are also blocked
by S. Thus, following Definition 2.15, the conditional independence relation contains
z⊥⊥κGt | {u, q, r}. 2
2.3.1 Markov properties of graphical models
The dependence and independence relations determined by a joint probability distribu-
tion defined on the random variables corresponding to the vertices of a graph are graph-
ically represented by the so-called Markov properties. In this section, the Markov prop-
erties only for the acyclic directed graphs are examined, for more details and for the
undirected Markov properties and chain Markov properties see [33].
The Markov properties for acyclic directed graphs are also called directed Markov
properties which are special types of the chain Markov properties. In the following, each
directed Markov property is illustrated by an example based on the acyclic directed graph
shown in Figure 2.7(a). In the example graphs of this thesis, if conditional independences
are graphically represented for analysis, the first set U in the triple U⊥⊥GW | Z for a
graph G is coloured lightly grey, the second set W is coloured medium grey and the set
Z dark grey. If a vertex in the graph does not participate in an independence property
illustrated by the example, it is left unshaded. The acyclic directed graph G is said to
obey:
• the local directed Markov property, relative to G, if for any v ∈ V :
v⊥⊥dG(δ¯(v) \ π(v)) | π(v). (2.5)
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This property is illustrated in Figure 2.7(b); it expressed the conditional indepen-
dence u⊥⊥dG{v, p} | z. (The expression δ¯(v) \ π(v) can be obtained by the simpli-
fication of the local chain Markov property δ¯(v) \ bd(v), where the set bd(v) from
the chain property is replaced by π(v).)
• the blanket directed Markov property, relative toG, which is derived from the local
Markov property for chain graphs if it is assumed that for any v ∈ V :
v⊥⊥dGV \ (β(v) ∪ v) | β(v), (2.6)
where β(v) is the directed Markov blanket, defined as follows:
β(v) = π(v) ∪ ch(v) ∪ {u : ch(u) ∩ ch(v) 6= ∅;u ∈ V }. (2.7)
An example is given in Figure 2.7(c); here it holds for example that u⊥⊥dG{v, q, r, t} |
{z, w, p}. (This property can be derived from the blanket undirected Markov prop-
erty easily, as v’s children, parents and children’s parents constitute the directed
Markov blanket.)
• the global directed Markov property, relative to G, if for any triple of disjoint sets
U,W, Z ⊆ V :
U⊥⊥dGW | Z. (2.8)
Graph (d) in Figure 2.7 illustrates this property; for example, it holds that: {u,w, p, q,
r, t}⊥⊥dGv | z. (This property is the same for both the global chain Markov prop-
erty as for the global undirected Markov property.)
• the ordered directed Markov property, relative to G, if for any v ∈ V :
v⊥⊥dG(pr(v) \ π(v)) | π(v), (2.9)
where pr(v) denotes the predecessor set of v. Figure 2.7(e) gives an example;
based on the well-ordering v < z < p < u < w < q < r < t it holds that
u⊥⊥dG{v, p} | z. (This property can be derived from the block-recursive chain
property by the following idea: the acyclicity of graph G provides a well-ordering
of its vertex set, in which each vertex can be seen as a chain component containing
exactly one element.)
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(e) Ordered directed Markov property
Figure 2.7: Graphical illustration of the acyclic directed Markov properties, taking
the acyclic directed graph shown in (a) as an example. Shown are (b): the lo-
cal directed Markov property u⊥⊥dG{v, p} | z; (c): the blanket directed Markov
property X⊥⊥dG{v, q, r, t} | {z, w, p}; (d): the global directed Markov property
{u,w, p, q, r, t}⊥⊥dGv | z; (e): the ordered directed Markov property u⊥⊥dG{v, p} | z.
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2.3.2 Independence axioms
Next, the five most familiar axioms, called the independence axioms or independence
properties, which the independence relation⊥⊥P satisfies, are introduced. An example is
provided for each of the axioms, freely following Ref. [9]. As the independence axioms
are valid for many different mathematical structures, and we are concerned in this thesis
with independence properties represented by graphs—examples of such mathematical
structures—graphs are used to illustrate the various axioms. However, a discussion on
how such graphs should be interpreted in the context of probability theory is postponed
to the next section. Recall that in the example graphs of this thesis, the first set XU
in the triple XU⊥⊥PXW | XZ is coloured lightly grey, the second set XW is coloured
medium grey and the set XZ dark grey. If a vertex in the graph does not participate in an
independence property illustrated by the example, it is left unshaded.
The independence relation ⊥⊥P satisfies the following independence axioms or inde-
pendence properties:3
• P1: Symmetry. Let XV be a set of random variables and U,W,Z ⊆ V be disjoint
sets of vertices, then
XU⊥⊥PXW | XZ ⇐⇒ XW⊥⊥PXU | XZ .
If knowing XU is irrelevant to our knowledge about XW given that we believe
XZ , then the reverse also holds. An example is given in Figure 2.8(a).
• P2: Decomposition. Let XV be a set of random variables and U,W,Z,Q ⊆ V be
disjoint sets of vertices, then
XU⊥⊥PXW ∪XQ | XZ ⇒ XU⊥⊥PXW | XZ ∧ XU⊥⊥PXQ | XZ .
This property states that if both XW and XQ are irrelevant with regard to our
knowledge of XU assuming that we believe XZ , then they are also irrelevant sep-
arately. See the example in Figure 2.8(b).
• P3: Weak union. Let XV be a set of random variables and U,W,Z,Q ⊆ V be
disjoint sets of vertices, then
XU⊥⊥PXW ∪XQ | XZ ⇒ XU⊥⊥PXQ | XW ∪XZ ∧
XU⊥⊥PXW | XZ ∪XQ.
3Here and in this chapter it will always be assumed that the sets participating in the various independence
relations ⊥⊥ are disjoint, despite the fact that this is not strictly necessary. However, as disjoint and non-disjoint
sets bear a completely different meaning, and it does not appear to be a good idea to lump these two meanings
together, the treatment is restricted to disjoint sets, as this seems to offer the most natural interpretation of
independence and dependence.
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It expresses that when learning about XW and XQ is irrelevant with respect to our
knowledge about XU given our beliefs about XZ , then XQ will remain irrelevant
when our beliefs do not only include XZ but also XW (the same holds for XQ).
The weak union relation is illustrated by Figure 2.8(c).
• P4: Contraction. Let XV be a set of random variables and U,W,Z,Q ⊆ V be
disjoint sets of vertices, then
XU⊥⊥PXW | XZ ∧XU⊥⊥PXQ | XW ∪XZ ⇒ XU⊥⊥PXQ ∪XW | XZ .
Contraction expresses the idea that if learning aboutXW is irrelevant to our knowl-
edge about XU given that we believe XZ and in addition learning about XQ does
not change our knowledge with respect to XU either, then the irrelevance of XQ
with respect to XU is not dependent on our knowledge of XW , but only on XZ .
The notion of contraction is illustrated by Figure 2.8(d).
• P5: Intersection. Let XV be a set of random variables and U, V, Z,Q ⊆ V be
disjoint sets of vertices, then
XU⊥⊥PXW |XZ∪XQ ∧XU⊥⊥PXQ |XZ∪XW ⇒ XU⊥⊥PXW ∪XQ |XZ .
The intersection property states that if learning about XW has no effect on our
knowledge aboutXU assuming that we believeXZ andXQ, knowing, in addition,
that our knowledge of XQ does not affect our knowledge concerning XU if we
also know XW , then learning about XW and XQ together has also no effect on
XU . This property only holds for strictly positive joint probability distributions.
An example of the intersection property is shown in Figure 2.8(e).
Any model satisfying the independence axioms P1 to P4 is called a semi-graphoid,
whereas any model of the axioms P1 to P5 is called a graphoid. Any joint probabil-
ity distribution P satisfies axioms P1 to P4, while a joint probability distribution only
satisfies P5 if its co-domain is restricted to the open interval (0, 1), i.e. it is a joint prob-
ability distribution that does not represent logical relationships. A example to show the
reason that the joint probability distribution has to be strictly positive to obey the in-
tersection property is shown in Table 2.1. Here, each random variable can take values
a or b. There are only four possibilities, each having a probability equal to 14 , and the
other possibilities have probability equal to 0. It holds that XU⊥⊥PXQ | XZ ∪XW and
XU⊥⊥PXW | XZ ∪XQ, however XU 6⊥⊥PXW ∪XQ | XZ .
The independence axioms P1 to P4 were first introduced by Pearl (cf. [69]); he
claimed that they offered a finite characterisation of the independence relation (Pearl’s
famous “completeness conjecture”). This statement, however, was shown to be incorrect
by Studeny´ after he discovered an axiom which indeed appeared to be a property of the
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XU XW XQ XZ
a a a a
a a a a
b a a a
b b b a
Table 2.1: Counterexample to the intersection property.
independence relation, yet could not be deduced from axioms P1 to P4 [87]. Subse-
quently, Studeny´ proved that no finite axiomatisation of the independence relation exists
[88].
The five axioms mentioned above are well known by researchers in probabilistic
graphical models; however, there are a number of other axioms which are also worth
mentioning. Four of these axioms are mentioned:
• P6: Strong union. Let XV be a set of random variables and U,W,Z,Q ⊆ V be
disjoint sets of vertices, then
XU⊥⊥PXW | XZ ⇒ XU⊥⊥PXW | XZ ∪XQ.
This property says that if learning about XW does no convey any knowledge with
regard to XU given our beliefs concerning XZ , then this knowledge concerning
XW remains irrelevant if our beliefs also include XQ. An example is shown in
Figure 2.9(a).
It holds that strong union implies weak union [9].
• P7: Strong transitivity. Let XV be a set of random variables and U,W,Z,Q ⊆ V
be disjoint sets of vertices, then
XU 6⊥⊥PXQ | XZ ∧ XW 6⊥⊥PXQ | XZ ⇒ XU 6⊥⊥PXW | XZ .
This property says that if based on our beliefs concerning XZ , observing XQ
will learn us something about both XU and XW , then our beliefs concerning
XZ already made XU and XW relevant to each other. Applying the equivalence
a⇒ b ≡ ¬b⇒ ¬a, strong transitivity can be rewritten to
XU⊥⊥PXW | XZ ⇒ XU⊥⊥PXQ | XZ ∨ XW⊥⊥PXQ | XZ .
For an example see Figure 2.9(b).
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Figure 2.8: Example graphs illustrating the following independence axioms: (a) Symme-
try, (b) Decomposition, (c) Weak union, (d) Contraction and (e) Intersection.
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• P8: Weak transitivity. Let XV be a set of random variables and U,W,Z,Q ⊆ V
be disjoint sets of vertices, then
XU 6⊥⊥PXQ | XZ ∧ XW 6⊥⊥PXQ | XZ ⇒
XU 6⊥⊥PXW | XZ ∨ XU 6⊥⊥PXW | XZ ∪XQ.
Weak transitivity is an extension of strong transitivity and states that if XU and
XW are separately dependent of XQ given our beliefs about XZ , then it holds
that knowledge exchange between XU and XW is accomplished via XZ or XZ
and XQ. Applying the equivalence a ⇒ b ≡ ¬b ⇒ ¬a the above mentioned
dependence relation can also be written as
XU⊥⊥PXW | XZ ∧ XU⊥⊥PXW | XZ ∪XQ ⇒
XU⊥⊥PXQ | XZ ∨ XW⊥⊥PXQ | XZ .
This property is illustrated in Figure 2.9(c).
It holds that strong transitivity implies weak transitivity [9].
• P9: Chordality. Let XV be a set of random variables and U,W,Z,Q ⊆ V be
disjoint sets of vertices, then
XU 6⊥⊥PXW | XZ ∧ XU 6⊥⊥PXW | XQ ⇒
XU 6⊥⊥PXW | XZ ∪XQ ∨ XZ 6⊥⊥PXQ | XU ∪XW .
It implies that if learning about XW yields knowledge about XU , having beliefs
concerning XZ , and the same holds when we have beliefs about XQ, then our
knowledge about XW is still relevant to our knowledge about XU if we know
both XZ and XQ, or our knowledge about both XZ and XQ makes XZ and XQ
exchange knowledge. It is equivalent to
XU⊥⊥PXW | XZ ∪XQ ∧ XZ⊥⊥PXQ | XU ∪XW ⇒
XU⊥⊥PXW | XZ ∨ XU⊥⊥PXW | XQ.
An example of chordality is depicted in Figure 2.9(d).
2.3.3 D-map, I-map and P-map
In a graphical model it is not always the case that all independence information is repre-
sented, and it may also not be the case that all dependence information is represented. In
this section the relationship between the representation of conditional independence and
dependence by joint probability distributions and graphs is explored.
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Figure 2.9: Example graphs illustrating the following independence axioms: (a) Strong
union, (b) Strong transitivity, (c) Weak transitivity and (d) Chordality.
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Let⊥⊥P be an independence relation defined on XV for joint probability distribution
P and let G be an undirected graph. Then, for each U,W,Z ⊆ V , where U,W and Z
are disjoint:
• graph G is called an undirected dependence map, D-map for short, if
XU⊥⊥PXW | XZ ⇒ U⊥⊥
u
GW | Z;
• graph G is called an undirected independence map, I-map for short, if
U⊥⊥uGW | Z ⇒ XU⊥⊥PXW | XZ ;
• graph G is called an undirected perfect map, or P-map for short, if G is both a
D-map and an I-map, or, equivalently
XU⊥⊥PXW | XZ ⇐⇒ U⊥⊥
u
GW | Z.
Observe that in a D-map each independence encoded in the joint probability distribution
P has to be represented in the graph G. Using the equivalence a ⇒ b ≡ ¬b ⇒ ¬a, it
holds for D-maps that each dependence encoded by the graph G has to be represented
in the joint probability distribution P . This does not mean that each dependence repre-
sented in the joint probability distribution P is also discerned in the D-map. In contrast
to D-maps, in I-maps each independence relationship modelled in the graph G has to
be consistent with the joint probability distribution P and each dependence relationship
represented in the joint probability distribution P has to be present in the graph represen-
tation G. Clearly, a perfect map is just a combination of a D-map and an I-map.
The notions of D-map, I-map and P-map can easily be adapted to similar notions for
acyclic directed graphs and chain graphs, and thus their definitions will be not included
here.
Example 2.10 Consider the following example, illustrated by Figure 2.10. Let X =
{Xu, Xv, Xz, Xw} be the set of random variables with joint probability distribution:
P (Xu, Xv, Xz, Xw) = P (Xu | Xz)P (Xv | Xz)P (Xw | Xz)P (Xz). The associated
conditional independence relation ⊥⊥P consists of three members: Xu⊥⊥P {Xv, Xw} |
Xz , Xv⊥⊥P {Xu, Xw} | Xz and Xw⊥⊥P {Xu, Xv} | Xz . Then, the graph in Figure
2.10(a) is a D-map of P whereas graph (b) is not a D-map of P , since it describes a
dependence v → w, which is not in P . Graph (b) is also not an I-map, since it does
not include the arc z → v. Graph (c) is an I-map of P but not a perfect map, because it
includes the dependence v → w, which is not part of P . Graph (d) is not an I-map by
the fact that it does not represent the dependence between vertices z and w (i.e. it does
not contain arc z → w) and it is also not a D-map. Graph (e) is a perfect map of the joint
probability distribution P . 2
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Figure 2.10: Given the joint probability distributionP (Xu, Xv, Xz, Xw) = P (Xu | Xz)
P (Xv | Xz)P (Xw | Xz)P (Xz) with conditional independence set: Xu⊥⊥P {Xv, Xw} |
Xz , Xv⊥⊥P {Xu, Xw} | Xz and Xw⊥⊥P {Xu, Xv} | Xz , graph (a) is a D-map, graph
(b) is neither a D-map nor an I-map, graph (c) is an I-map, graph (d) is neither a D-map
nor an I-map and graph (e) is a perfect map.
In the remainder of this section, the correspondence between the above-mentioned prop-
erties of conditional independence and undirected and directed perfect maps, respec-
tively, is investigated. The following theorem establishes conditions for the existence of
an undirected perfect map for any joint probability distribution.
Theorem 2.1 The conditional independence relations associated with a joint probability
distribution P need to satisfy the necessary and sufficient conditions of (i) symmetry, (ii)
decomposition, (iii) intersection, (iv) strong union, and (v) strong transitivity, to allow
their representation as an undirected perfect map.
Proof: See [9]. 2
As mentioned above, any joint probability distribution obeys the semi-graphoid prop-
erties (symmetry, decomposition, weak union and contraction). According to Theorem
2.1 in addition to the properties of symmetry and decomposition, the properties of inter-
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section, strong union and strong transitivity should hold, which however, are not semi-
graphoid properties. Thus, not every joint probability distribution will have a corre-
sponding undirected graphical representation as a perfect map. Furthermore, for directed
perfect maps there are a number of necessary conditions, but these are not always suffi-
cient.
Theorem 2.2 Necessary conditions for the conditional independence relations associ-
ated with a joint probability distribution P to allow representation as a directed perfect
map are: (i) symmetry, (ii) decomposition, (iii) weak union, (iv) contraction, (v) inter-
section, (vi) weak transitivity, and (vii) chordality.
Proof: See [9]. 2
Theorem 2.2 indicates that similar to the undirected case, the independence relations
corresponding to a joint probability distribution do not always allow representation as a
directed perfect map. In many practical situations, it will not be possible to find a perfect
map of a joint probability distribution. Therefore, the focus is on graphical representa-
tions that are as sparse as possible, and thus do not encode spurious dependences, which
is something offered by minimal I-maps.
Definition 2.16 (minimal I-map) A graph is called a minimal I-map of the set of inde-
pendence relations of the joint probability distribution P , if it is an I-map and removing
any arc of the graph will yield a graph which is no longer an I-map.
Minimising the number of arcs in a graphical model is not only important for represen-
tation reasons, i.e. in order to keep the amount of probabilistic information that has to
be specified to the minimum, but also for computational reasons. It has been shown that
every joint probability distribution P for which the conditional independence relations
satisfy the conditions of symmetry, decomposition, and intersection has a minimal undi-
rected I-map, whereas any joint probability distribution P with associated conditional in-
dependence relations satisfying the conditions of symmetry, decomposition, weak union
and contraction has a minimal directed I-map representation [9]. This implies that each
graphoid has a corresponding minimal undirected I-map, as well as a minimal directed I-
map, and each semi-graphoid has a minimal directed I-map as graphical representation.
As for every joint probability distribution the semi-graphoid properties hold, it can be
concluded that each joint probability distribution has a directed minimal I-map.
2.4 Bayesian networks and their equivalence relations
In this section, Bayesian networks are defined and their equivalence relations are dis-
cussed. This section starts by reviewing the definition of a Bayesian network in Section
2.4.1. Subsequently, in sections 2.4.2 and 2.4.3, the equivalence relation on Bayesian
networks which forms the basis for the concept of essential graphs will be studied.
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2.4.1 Bayesian networks
As before, let V be a finite set and let Xv be a discrete random variable corresponding
to v ∈ V . Define XW = (Xv)v∈W for any subset W ⊆ V ; in particular X = XV =
(Xv)v∈V . Let P denote a joint probability distribution of XV . Taking these notations
Bayesian networks are defined as follows.
Definition 2.17 (Bayesian network) A Bayesian network is defined as a pairB = (G,P ),
where P is a joint probability distribution defined on a set of random variables XV ,
G = (V,A) is an acyclic directed graph acting as a directed I-map of P , and P is
factorised according to graph G.
As mentioned above, the set of arcs A describes the dependence and independence rela-
tionships between groups of vertices in V corresponding to random variables. If a joint
probability distribution P admits a recursive factorisation then P can be defined on the
set of random variables XV as follows:
P (X) =
∏
v∈V
P (Xv | Xpi(v)). (2.10)
Equation (2.10) implies that a joint probability distribution over a set of random vari-
ables can be defined in terms of local (conditional) joint probability distributions P (Xv |
Xpi(v)). Considerable research efforts have been made to exploit the structure of such a
joint probability distribution for achieving computational savings.
What is interesting about Bayesian networks, and which is a main difference between
directed and undirected graphical models, is that by instantiating vertices in the directed
structure some independences may change to dependences and other way around. In
Section 2.3 this type of reasoning is called ‘explaining away’. This phenomenon is il-
lustrated by Figure 2.3(d), where random variables Xu and Xw, V = {u,w, z} are
independent of one another if random variable Xz is unknown, but as soon as Xz be-
comes instantiated, a dependence between Xu and Xw is created. However, similar to
undirected graphs, part of the independence information represented in the graphical part
of a Bayesian network remains unchanged. The structure of a Bayesian network allows
reading off independence statements, essentially by using the notions of d-separation and
moralisation treated in the previous section.
The motivation to study the Markov properties associated with graphs arises from the
wish to understand the various aspects regarding the representation of independence in
Bayesian networks. The following proposition establishes a very significant relationship
between Markov properties on the one hand, and joint probability distributions on the
other hand; it is due to Lauritzen [12]:
Proposition 2.2 If the joint probability distribution admits a recursive factorisation ac-
cording to the acyclic directed graph G = (V,A), it factorises according to the moral
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graph Gm and therefore obeys the global Markov property.
Proof: See Ref. [12], page 70. 2
Proposition 2.2 implies an important correspondence between a recursive factorisation
according to graph G and the global Markov property. This proposition can be extended
resulting in the following theorem, also by Lauritzen [12]:
Theorem 2.3 Let G = (V,A) be an acyclic directed graph. For the joint probability
distribution P the following conditions are equivalent:
• P admits a recursive factorisation according to G;
• P obeys the global directed Markov property, relative to G;
• P obeys the local directed Markov property, relative to G;
• P obeys the ordered directed Markov property, relative to G.
Proof: See Ref. [12], page 74. 2
Theorem 2.3 establishes the relation between a recursive factorisation of joint probability
distribution P and the directed Markov properties introduced in Section 2.3.1, and there-
fore explains why the Markov properties and their relations are relevant in the context of
Bayesian networks and thus to structure learning.
2.4.2 The equivalence relation on acyclic directed graphs
In this section some notions required to study equivalence among Bayesian networks are
introduced. To start, the definition of Markov constraints [92] is provided.
Definition 2.18 (Markov constraints) Let G = (V,A) be an acyclic directed graph.
Then the Markov independence constraints, Markov constraints for short, are the set of
independence relations defined by the global directed Markov property.
The Markov independence constraints allow us to define an equivalence relation on
acyclic directed graphs, as follows:
Definition 2.19 (Markov equivalent) Two acyclic directed graphs are Markov equiva-
lent if they have the same set of Markov constraints.
However, this definition is far removed from a procedural recipe: it is difficult to imagine
how it can actually be determined whether two acyclic directed graphs are equivalent
without enumerating all triples in the independence relations defined using these graphs.
However, the following two definitions allow us to look at the problem from a different,
and practically more useful, angle.
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Figure 2.11: An acyclic directed graph (a) and its skeleton (b).
Definition 2.20 (skeleton) Let G be an acyclic directed graph. The undirected version
of G is called the skeleton of G.
For example, the graph in Figure 2.11(b) is the skeleton of graph (a).
Definition 2.21 (immorality) An induced subgraph in an acyclic directed graph G with
u, v, z ∈ V is called an immorality, if the graph contains the arcs u → z and v → z,
and vertices u and v are non-adjacent.
Definition 2.21 implies that the concept of immorality is equivalent to that of convergence
connection (cf. Figure 2.3(d)); both describe conditional dependence between random
variables. (Immorality is synonymous with v-structure introduced by Verma and Pearl
(cf. [92].) However, immoralities are also the smallest induced subgraphs for the repre-
sentation of conditional dependence. Observe that if the direction of one or both arcs of
an immorality is reversed, the conditional dependence would turn into conditional inde-
pendence, and thus would destroy the original meaning of the graph. Therefore to keep
the independence relation defined on the random variables unchanged, one is not allowed
to reverse the direction of these arcs.
Definition 2.22 (essential arcs) Arcs that cannot be reversed without changing the con-
ditional dependence and independence relations are called essential arcs.
By Definition 2.22 both arcs of an immorality are essential arcs.
Applying Definition 2.20 and Definition 2.21, Markov equivalence is redefined in
terms of the concepts of skeleton and immoralities by the following theorem, originally
introduced by Verma and Pearl, which establishes the connection between these notions
(cf. [92]):
Theorem 2.4 Two acyclic directed graphs are Markov equivalent with each other if and
only if they have the same skeleton and they consist of the same set of immoralities.
Proof: See [92]. 2
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Figure 2.12: An example of Markov equivalence. Graph (a), (b) and (c) are equivalent
since they have the same skeleton and the same set of immoralities. Graph (d) has also
the same skeleton as graph (a), (b) and (c), but graph (d) also contains an immorality
u → z ← w which does not occur in the other graphs. Therefore graph (d) is not
equivalent to graphs (a), (b) and (c).
Example 2.11 An example of Markov equivalence is given in Figure 2.12. Graph (a),
(b) and (c) are equivalent by Theorem 2.4, but graph (d) is not equivalent to graphs
(a), (b) and (c) since it contains, in contrast to the other three graphs, the immorality
u→ z ← w. 2
Theorem 2.4 plays a significant role in the field of structure learning due to the fol-
lowing facts. Recall that an immorality describes an independence relationship between
random variables and it is also the smallest induced subgraph reflecting conditional de-
pendence. The purpose of structure learning is to find the relations between the random
variables of the problem domain based on the data. Thus, if the entire set of independence
relationships (the Markov constraints) or the entire set of dependence relationships over
the random variables is given the aim has been achieved. In the graphical representation
of dependence there are dependences that remain unchanged and there are dependences
that may change into independence. By unchanged dependences we mean the existence
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of a direct connection (i.e. an arc or edge) between vertices. Since the joint probability
distribution on two static dependent random variables u → v is the same as v → u,
according to Bayes’ theorem, this dependence can be represented by an arc. On the other
hand, other dependences that can change into independences are conditional dependences
and they are related to the instantiation of random variables associated with vertices with
convergent connections. Therefore, these arcs have to preserve their direction. This is
exactly what is said by Theorem 2.4.
2.4.3 Essential graphs
Taking Theorem 2.4 as a foundation, in this section equivalence of acyclic directed graphs
is studied. Recall that equivalent acyclic directed graphs have the same immoralities,
and these immoralities consist of essential arcs, which in each equivalent acyclic directed
graph have the same direction. In contrast, if one wishes to build an acyclic directed graph
from a skeleton and a collection of immoralities, there are normally different choices
possible for edges which do not participate in an immorality, to the extent that choices
that give rise to a directed cycle or to a new immorality are not allowed. It can therefore
be concluded that the difference between equivalent acyclic directed graphs is entirely
based on the difference in the direction of their non-essential arcs.
It now appears that classes of Markov equivalent acyclic directed graphs can be
uniquely described by means of chain graphs, called essential graphs, which thus act
as class representatives [3]; they are defined as follows:
Definition 2.23 (essential graph) Let E denote the equivalence class of acyclic directed
graphs that are Markov equivalent. The essential graph G∗E is then the smallest graph
larger than any of the acyclic directed graphs G in the equivalence class E; formally:
G∗E :=
⋃
{G | G ∈ E}. (2.11)
This definition implies that any of the non-essential arcs in any of the acyclic directed
graphs G ∈ E is replaced by an edge (which means that to the arc (u, v) ∈ A an arc
(v, u) is added), and this explains why an essential graph is as large or larger than any of
the members of the equivalence class E which it represents. Of course, as an essential
graph is a chain graph, it may not be (and usually is not) an acyclic directed graph, and
therefore usually not a member of the equivalence class it represents.
Example 2.12 Consider Figure 2.13, where graph (a) represents the essential graph of
graphs (a), (b) and (c) in Figure 2.3 indicating that these graphs are independence equiv-
alent. Graph (b) in Figure 2.13 is the essential graph for graph (d); the two graphs are
identical in terms of their independence relations. 2
It has been established that if an arc is part of a particular subgraph with a specific struc-
ture, then we know that the arc must be essential. There are four different (sub)graphs
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Figure 2.13: Examples of essential graphs.
where u → v will always be an essential arc; these are shown in Figure 2.14. As men-
tioned above, a serial or divergent connection mirrors conditional independence, while a
convergent connection reflects a potential dependence relationship between random vari-
ables (see Figure 2.3). Clearly, it is not allowed to express a dependence represented in
the acyclic directed graphs of an equivalence class as an independence in the associated
essential graph, and vice versa. This is illustrated by the subgraphs (a) and (b) in Figure
2.14. Case (a) means that we have a serial connection, which would be turned into con-
vergent connection if the direction of u→ v is reversed. Therefore u→ v is an essential
arc. In contrast, changing the direction of u→ v in case (b) would destroy an immorality,
as a convergent connection would be changed into a serial connection. Even though any
graphG ∈ E is acyclic, reversing an arc might create a directed cycle. Clearly, reversing
the direction of such arcs is not allowed, i.e. it is also an essential arc. This is shown in
Figure 2.14(c). Finally, in case (d) u → v is an essential arc and the two other essential
arcs z1 → v and z2 → v are participating in the immorality z1 → v ← z2 (i.e. they are
irreversible), the direction of the arc u→ v cannot be reversed to ensure that vertices z1
and z2 will not become dependent when conditioning on u.
Definition 2.24 (strongly protected) An arc u → v is called strongly protected if it is
part of one of the four induced subgraphs shown in Figure 2.14.
Finally, the attention is turned to the full characterisation of essential graphs established
in the following theorem.
Theorem 2.5 Let G∗E be the essential graph corresponding to the equivalence class E.
Then G∗E satisfies the following four conditions:
• G∗E is a chain graph;
• each chain component of G∗E is chordal;
• each arc in G∗E is strongly protected;
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Figure 2.14: The four possible induced subgraphs, where arc u→ v is strongly protected.
• there exists no induced subgraph u→ v − z in G∗E .
Proof: See [3] or [37]. 2
2.5 Example of a Bayesian network
In this section, a fictitious example, called the ASIA network, is discussed to illustrate the
principles of Bayesian networks. It was introduced by Lauritzen and Spiegelhalter in one
of their earliest joint papers [56]. The ASIA network describes the mechanisms behind
shortness of breath, or dyspnoea in medical terminology. The graphical representation
of the Bayesian network is shown in Figure 2.15, and the probability tables resulting
from the factorisation of the joint probability distribution according to the topology of
the graph is given in Table 2.2. In this graphical representation the circles around the
vertices are omitted.
Both the graph and the probability table indicate that this Bayesian network consists
of 8 random variables; it allows one to determine the cause of dyspnoea, and other signs
and symptoms, of various types of pulmonary disease. Three pulmonary diseases are
included in the network: bronchitis, tuberculosis, and cancer. As the network shows, a
visit to Asia increases the chance of having tuberculosis, where smoking, in turn, is a
well-known reason for developing bronchitis and lung cancer. It can also be seen that an
X-ray cannot distinguish between tuberculosis and lung cancer; however, the probability
is high that the X-ray is positive when the person has one of these two disorders.
As this example illustrates, the qualitative part of the Bayesian network is shown as
a graph, depicting the relations between the all factors involved in getting dyspnoea. In
addition to the qualitative part, the quantitative part of the Bayesian network is shown as
a probability table, including probabilities of possible events in the probability space.
The factorisation of the joint probability distribution of this Bayesian network is
then defined on the graphical representation and is equal to the product of conditional
probabilities, where by each random variable we condition on its parents set, such as
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P (Bronchitis | Smoking) and P (Tuberculosis | Visit to Asia). The quantitative part
of the ASIA network is given in Table 2.2. Note that it is assumed that each random
variable is binary, i.e. it can take as values either ‘true’ or ‘false’. For example, the val-
ues b and b mean that the random variable Bronchitis takes the values ‘true’ or ‘false’,
respectively. Furthermore, the quantitative specification of each random variable is given
by a probability conditioned on its parents according to the associated acyclic directed
graph.
Observe that the qualitative part of the Bayesian network includes the independence
statements in the joint probability distribution. For example, based on the d-separation
criterion, the following statements hold in the network:
Bronchitis ⊥⊥dG Lung cancer | Smoking
Bronchitis 6⊥⊥dG Lung cancer | {Smoking, Dispnoea}
Bronchitis 6⊥⊥dG Lung cancer
Smoking ⊥⊥dG Visit to Asia?
Smoking 6⊥⊥dG Visit to Asia? | Either tuberculosis or lung cancer?
Note that these statements are only a subset of the whole set of independence statements
that can be derived form the graph. It is also interesting to see that the last two inde-
pendence and dependence statements reflect the ‘explaining away effect’, explained in
Section 2.4.1. Here, independence can change into dependence when conditioning on
some of the random variable.
The Bayesian network of the ASIA example can be used as follows. Suppose that
the patient has dyspnoea and it is known that the patient smokes. However, the other
random variables are unknown. Now, the doctor would like to know, what is the chance
that the patient also has tuberculosis? And if the patient has tuberculosis, how would the
chances for lung cancer then change when the patient smokes? By using this form of
probabilistic reasoning it is possible to ask all sorts of relevant questions concerning the
problem domain to the Bayesian networks, which are answered by displaying changes to
the marginal probability distributions of random variables associated to the vertices.
2.6 Conclusions
This chapter has given an overview of the most important research results underlying the
research described in the remainder of this thesis, with the exception of the theory of
consistency-based diagnosis that is summarised in Chapter 4, where it is needed. Since
the end of the 1980s, there has been a steep rise in the production of new results about
probabilistic graphical models, and, as a consequence, developers can now choose from
a plethora of different techniques. For example, where in the early days of the field,
at the beginning of the 1990s, it was only possible to use discrete Bayesian networks,
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A : P (a) = 0.01 L : P (l | s) = 0.1
P (l | s) = 0.01
B : P (b | s) = 0.6 S : P (s) = 0.5
P (b | s) = 0.3
D : P (d | b, e) = 0.9 T : P (t | a) = 0.05
P (d | b, e) = 0.9 P (t | a) = 0.05
P (d | b, e) = 0.8
P (d | b, e) = 0.1
E : P (e | l, t) = 1 X : P (x | e) = 0.98
P (e | l, t) = 1 P (x | e) = 0.05
P (e | l, t) = 1
P (d | l, t) = 0
Table 2.2: The quantitative specification of the ASIA network.
Smoking
Bronchitis? Lung cancer?
Visit to Asia?
Tuberculosis?
Either tuberculosis or lung cancer?
Dyspnoea Positive X-ray?
Figure 2.15: The ASIA network.
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i.e. where the underlying probability distribution was discrete, there are now also many
techniques available for continuous or hybrid Bayesian networks. However, Bayesian
networks still appear to be the formalism of first choice when it comes to exploiting
human knowledge into the construction process, as the formalism is easy to understand,
versatile and it has been shown repeatedly that its associated probability distribution can
not only be obtained from data—the usual situation with probabilistic models—but also
from interviews with expert. The reason is that the joint probability distribution can be
defined in terms of single random variables conditioned on the parents. These are the
reasons why Bayesian networks are the central formalism of this thesis.
Chapter 3
Graphical Reasoning with
Bayesian Networks
In this chapter, it is investigated how the graphical representation of a Bayesian network
changes as a consequence of entering observation into the network. The change in the
graphical representation reflects changes in the independence relation. 1
3.1 Introduction
Bayesian networks are examples of probabilistic graphical models that are powerful tools
for data analysis and problem solving in areas involving uncertainty, such as medicine
[12]. As Bayesian network consists of two parts: (i) an acyclic directed graph, and (ii)
a joint probability distribution, it is a very convenient formalism for specifying proba-
bilistic information; by taking into account the independences represented by the graph,
usually much less probabilistic information needs to be specified than would be required
otherwise.
The use of Bayesian networks in problem solving is normally accomplished by in-
stantiating the random variables to the values that have been observed, and subsequently,
the probability distributions of the individual random variables that have not been ob-
served are computed, taking into account the influence of the observations. The results
of the computation can be then visualised by plots. In case only discrete probability
distributions are considered, the plots are bar-graphs.
While the bar-graphs are informative to the user, the entered observation may, under
certain conditions, change the dependences and independences in a Bayesian network.
The surprising fact, however, is that normally the graph structure is kept unchanged in
1Parts of this chapter have been published in [29, 31].
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the reasoning process. One may wonder why the changes are not clearly indicated to the
user, thus supporting the user’s understanding of how dependences and independences
change in the face of observed evidence. In this chapter it is claimed that reasoning with
Bayesian networks is incomplete without the possibility of displaying the changes in the
graphical part of a Bayesian network. Besides, a new method for graphical reasoning
with Bayesian networks is proposed. It is expected that a user’s understanding of the
graphical part of the reasoning process endorses the exploitation of Bayesian networks
as problem solvers.
The results obtained by the research discussed in this chapter are two-fold. Firstly, a
mathematically sound method of graphical reasoning with Bayesian networks is devel-
oped; secondly, it is shown that this form of reasoning can be looked upon as reasoning
with a class of acyclic directed graphs, rather than reasoning with a single graph. As far
I am aware, it is the first time that reasoning in Bayesian networks is looked upon in this
particular fashion.
This chapter is organised as follows. In the next section, the ideas underlying this
research are further motivated. In Section 3.3 the independence relations of the motivat-
ing example are studied, and another way of equivalence of graphical representations is
introduced. Subsequently, in Section 3.4, a new equivalence relation on Bayesian net-
works is developed, taking into account random variables that have been observed. In
Section 3.5, work that is related to the research presented in this chapter is reviewed and
compared to this work. Finally, in Section 3.6, the results of this chapter are summarised
and possible further research is considered.
3.2 Motivating example
In this section, it is demonstrated by a medical example that it is to some extent possible
to draw conclusion about dependence and independence of random variables, or variables
for short, in Bayesian networks using conventional Bayesian network reasoning, just by
looking at probability distributions. The method used is straightforward: by looking at
changes in the marginal probability distributions visualised for individual random vari-
ables, and instantiating some of the other random variables, it is possible to conclude that
two or more random variables are dependent of one another. However, dependences and
independences can also be read off from an acyclic directed graph by the d-separation
criterion introduced in Definition 2.14 in Section 2.3.
Consider the specification of a Bayesian network shown in Figure 3.1. It consists
of an acyclic directed graph and a joint probability distribution, factorised in terms of
local probability distributions. For the sake of simplicity, it will often be assumed that
vertices and random variables have the same name, i.e. both are denoted by the name
of the vertex v. For example, in Figure 3.1 we have the vertex ‘Smoking’ with random
variable XSmoking, and both will simply be denoted by ‘Smoking’.
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Gender
Smoking
Fatigue
Bronchitis Cancer
P (Gender = male) = 0.6
P (Smoking = yes | Gender = male) = 0.6
P (Smoking = yes | Gender = female) = 0.2
P (Bronchitis = yes | Smoking = yes) = 0.7
P (Bronchitis = yes | Smoking = no) = 0.001
P (Cancer = yes | Smoking = yes) = 0.3
P (Cancer = yes | Smoking = no) = 0.1
P (Fatigue = yes | Bronchitis = yes, Cancer = yes) = 0.9
P (Fatigue = yes | Bronchitis = yes, Cancer = no = 0.1
P (Fatigue = yes | Bronchitis = no, Cancer = yes) = 0.8
P (Fatigue = yes | Bronchitis = no, Cancer = no) = 0
Figure 3.1: Acyclic directed graph (left) and associated joint probability distribution
(right) of a fictitious Bayesian network concerning causes and consequences of bronchi-
tis and cancer. Notice that only half of the probabilistic information is given: the com-
plementary probabilities can be obtained by use of the axiom P (X = no) = 1−P (X =
yes).
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Fatigue
NO 0.776
YES 0.224
Cancer
NO 0.812
YES 0.188
Bronchitis
NO 0.691
YES 0.309
Smoking
NO 0.560
YES 0.440
Gender
FEMALE 0.400
MALE 0.600
Figure 3.2: Bayesian network with associated marginal probability distributions obtained
from the specification given in Figure 3.1.
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NO
YES
Cancer
NO
YES
Smoking
FEMALE
MALE
Gender
NO
YES
Bronchitis
NO
YES
Fatigue
(a) Bronchitis and Cancer are independent
NO
YES
Cancer
NO
YES
Smoking
FEMALE
MALE
Gender
NO
YES
Bronchitis
NO
YES
Fatigue
(b) Proof that Bronchitis and Cancer are in-
dependent in (a)
NO
YES
Cancer
NO
YES
Smoking
FEMALE
MALE
Gender
NO
YES
Bronchitis
NO
YES
Fatigue
(c) Bronchitis and Cancer are dependent
NO
YES
Cancer
NO
YES
Smoking
FEMALE
MALE
Gender
NO
YES
Bronchitis
NO
YES
Fatigue
(d) Proof that Bronchitis and Cancer are de-
pendent in (c)
Figure 3.3: Bayesian networks with associated marginal probability distributions after
conditioning on values of random variables, obtained from the specification given in
Figure 3.1. As I only wish to illustrate qualitative reasoning, I have not included the
probabilities (numbers) in the bar graphs. Distributions obtained after entering observa-
tions concerning smoking (a), smoking and cancer (b) and smoking and fatigue (c) and
smoking, cancer and fatigue (d).
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The marginal probability distributions P (Xv) for each vertex v in the graph, shown
in Figure 3.2, have been computed by probabilistic inference [12]. Using the d-separation
for extracting dependence and independence information from acyclic directed graphs,
the random variables ‘Bronchitis’ and ‘Cancer’ in Figure 3.2 are dependent, as they are
connected via the random variables ‘Smoking’. However, in Figure 3.3(a) the random
variables ‘Bronchitis’ and ‘Cancer’ have become independent, as their common cause
(Smoking) has been observed. This should be interpreted as saying that once we know
that somebody smokes, also knowing that somebody has cancer does not change our be-
liefs about whether or not the person has bronchitis; ‘Smoking’ is the random variable
that completely explains the dependence that exists between ‘Cancer’ and ‘Bronchitis’.
Figure 3.3(b) proves that this is indeed a correct interpretation of this reasoning process,
as the probability distributions of ‘Bronchitis’ in Figure 3.3(a) and Figure 3.3(b) are ex-
actly the same, even though in Figure 3.3(b) we know, in addition to the fact that the
person smokes, that the person has cancer. In contrast, in Figure 3.3(c) both probability
distributions of the random variables ‘Bronchitis’ and ‘Cancer’ have changed in compar-
ison to Figure 3.3(a), despite the fact that ‘Fatigue’ was observed as well. The reason
for this is that observing that the person has fatigue, which is a common consequence
of bronchitis and cancer, has again made these two random variables dependent of one
another. This is demonstrated by Figure 3.3(d), where assuming that the patient does not
have cancer, raises the probability of having bronchitis to 1. Later in this chapter it will
appear that by taking the updated joint probability distribution as the new probability dis-
tribution, the random variables ‘Bronchitis’ has, in fact, become independent of all other
random variables in the given Bayesian network.
Clearly, it is possible to reason about changes in dependences and independences
in Bayesian networks by looking at changes in the underlying probability distributions.
However, it would have been much more convenient if these changes had been visualised
by changing the graphical part of the Bayesian network, e.g. by the addition or deletion
of arcs. Current Bayesian network packages, however, do not offer this capability. In
fact, as we will see, things are not as easy as simply adding and deleting arcs, because by
reasoning with an acyclic directed graph we may move beyond this class of probabilistic
graphical models, i.e. the result may no longer be an acyclic directed graph. In the
remainder of the chapter, the necessary theory will be developed to offer this kind of
support. The theory is illustrated by several examples.
3.3 Independence information
In this section, the independence relation in the previous medical example is studied, and
subsequently, equivalence of graphical representations is discussed.
Example 3.1 As an example, consider the Bayesian network from Figure 3.1 again.
Some of the dependence and independence statements that hold for the graphical part
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G of the Bayesian network are:
{Bronchitis} 6⊥⊥dG {Cancer} | ∅
{Bronchitis} ⊥⊥dG {Cancer} | {Smoking}
{Bronchitis} 6⊥⊥dG {Cancer} | {Smoking, Fatigue}
{Smoking} 6⊥⊥dG {Fatigue} | {Bronchitis}
{Smoking} 6⊥⊥dG {Fatigue} | {Cancer}
{Smoking} ⊥⊥dG {Fatigue} | {Bronchitis,Cancer}
The first three independence and dependence statements are discussed next. The first
statement says that ‘Bronchitis’ and ‘Cancer’ are dependent; the reason for this is that
there is a common course, smoking, which renders these vertices dependent. As soon
as the common cause ‘Smoking’ is known, all dependence between ‘Bronchitis’ and
‘Cancer’ is explained, and thus, ‘Bronchitis’ and ‘Cancer’ become independent, as rep-
resented in the second statement. The third statement says that if in addition to ‘Smoking’
‘Fatigue’ is observed, ‘Bronchitis’ and ‘Cancer’ have again become dependent through
the common consequence ‘Fatigue’. Note that the independence relation ⊥⊥P shows a
similar behaviour, as can be verified by looking at Figure 3.3; G is an I-map of P . 2
Independence information can be represented in different forms, e.g. in graphical form or
hidden within a probability distribution. However, usually these representations are not
unique. Therefore, it needs to be taken into account that different acyclic directed graphs
may encode the same independence information. Recall that in Section 2.4.2, based on
the definitions of the skeleton and immorality, Theorem 2.4 establishes the equivalence
of graphical representations, where equivalent graphs can be represented by an essential
graph. Next, another way of equivalence of acyclic directed graphs is presented, which
will be also used in this chapter.
Definition 3.1 (independence equivalence [89]) LetG,G′ be two acyclic directed graphs
and let ⊥⊥uG and⊥⊥uG′ be their independence relations, defined by the d-separation crite-
rion. If ⊥⊥uG = ⊥⊥uG′ , then the two graphs are said to be independent equivalent to one
another.
3.4 Taking into account observations
Problem solving using a Bayesian network involves instantiating random variables, and
computing the new joint probability distribution. In this section, it is discussed how the
graphical representation changes based on new independence and dependence informa-
tions and show how to use it for graphical reasoning. In Section 3.4.1, the new indepen-
dence and dependence relations obtained by observations are defined. Subsequently, in
Section 3.4.2, it is shown how to transform the graph to obtain a graphical representation
of the relations obtained by observations, according to the definitions in Section 3.4.1. In
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Section 3.4.3, the equivalence of the new representations is defined, and finally, Section
3.4.4 illustrates the theory of these sections by an example.
3.4.1 Probability updating
In using a Bayesian network when solving a problem at a certain instance, random vari-
ables are instantiated to values that have been observed. Thus, the following mutually
disjoint sets are distinguished:
• O, observed vertices (shown as shaded circles or ellipses in diagrams), and
• U , unobserved vertices (shown as non-shaded circles or ellipses in diagrams).
Likewise, a distinction is also made between observed random variablesXO (e.g. whether
or not the person smokes) and unobserved random variables, XU . A random variable
cannot be both observed and unobserved.
The joint probability distribution obtained by incorporating observed random vari-
ables, called the observed joint probability distribution PO , is defined as follows:
PO(XV ) = P (XV | XO = xO). (3.1)
The definition of observed joint probability distribution gives rise to the introduction of
independences; in the following proposition the consequences with respect to the inde-
pendence relationships between observed and unobserved random variables are explored.
Proposition 3.1 Let XV be a set of random variables of a problem domain. Further-
more, let XO′ be a subset of observed random variables, i.e. XO′ ⊆ XO, and let
XV ′ be defined as XV ′ ⊆ XV \ XO′ . Then, it holds that XO′ and XV ′ are in-
dependent with respect to PO, i.e. for all possible values xO′ and xV ′ it holds that
PO(XO′ = xO′ , XV ′ = xV ′) = PO(XO′ = xO′)PO(XV ′ = xV ′).
Proof: By the axioms of probability theory, it holds that PO(XO′ = xO′ , XV ′ = xV ′) =
PO(XV ′ = xV ′ | XO′ = xO′)PO(XO′ = xO′ )= PO(XV ′ = xV ′)PO(XO′ = xO′).
This completes the proof. 2
The following specific properties with respect to PO are a consequence of the proposition
above: (1) sets of observed random variables are independent of the unobserved random
variables, and (2) sets of observed random variables are mutually independent. In graph-
ical reasoning, these two independence relations obtained by incorporating observations
will be represented in the graph. This is discussed in the subsequent section.
3.4.2 Transformation due to observations
In this section, the influences of the observation of random variables on the structure
of the corresponding acyclic directed graphs is investigated. It will appear that observed
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random variables give rise to changes in the structure of the acyclic directed graph, where
new dependence relations will be represented by moral lines and new independence re-
lations by either semi-observed or observed arcs. To start, the dependence relations are
introduced.
If the observation of a random variable gives rise to the creation of a new dependence,
then it appears that one proper way in which the new dependence can be represented is
by inserting lines into the graph.
Definition 3.2 (moral line) LetG = (V,A) be an acyclic directed graph, and let O ⊆ V
be the set of observed vertices. Furthermore, let u,w ∈ U , u 6= w, be two unobserved
vertices and let o ∈ O be either the common child or a descendant of the common child
of an immorality with u and w as parents. Then, the line (u,w), which is inserted into
graphG, is called a moral line. The set of moral lines of graph G is denoted by MG(O).
Example 3.2 Consider Figure 3.4. Here, in graph (b) vertex 2 is an observed vertex
having O = {2}. Therefore, vertices 3 and 4 can be connected by a moral line 3− 4. 2
It is worth to note that the dependence obtained is represented by a line instead of an
arc, as the creation of the line is a consequence of the observation of a common child
of the vertices. The direction of the arc would therefore be arbitrary, except that it is
necessary to maintain the acyclicity property. Note that moral lines connect only unob-
served vertices, otherwise they would be redundant, as established by Proposition 3.1.
Clearly, it holds that if there is no observation the set of moral lines is the empty set, i.e.
MG(∅) = ∅.
Moral lines play a crucial role in the context of the observation of random variables,
since they depict the new dependences created by the observations. However, by in-
serting a line into an acyclic directed graph, the result is no longer an acyclic directed
graph. Sometimes, the result is not even a chain graph, but rather a mixed graph that is
cyclic. However, even though moral lines can be inserted into a graph, it is still desired
to keep the chain graph property. This would allow us to apply c-separation to the graph-
ical model, which enables us to uncover the independence relation from the graph. The
following transformation essentially repairs these ‘side effects’ of moral line insertion.
Definition 3.3 (arc–line transformation) Let G = (V,A) be an acyclic directed graph
with observed vertices O ⊆ V . Then, the arc–line transformation, denoted by TA is
defined as
TA : G = (V,A) 7→ GA = (V,ET ),
where ET denotes the smallest set of edges defined as follows. For each (u, v) ∈ E:
• if u ∈ an({v} ∪O), v ∈ an({u} ∪O) and u, v 6∈ O, then u− v ∈ ET ;
• otherwise, u→ v ∈ ET .
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Note that by Definition 3.3, the arcs that participate in an immorality are not replaced by
lines.
Example 3.3 Consider the acyclic directed graph shown in Figure 3.4(a), withO = {2}.
Here, since 2 has unconnected parents 3 and 4 the moral line 3 − 4 needs to be inserted
into the graph. However, note that the resulting graph would contain a directed cycle,
see graph (b). Therefore, the arc–line transformation is applied to the graph in order
to remove this potential directed cycle is applied, by transforming the arcs 3 → 1 and
1→ 4 into lines, as is shown in (c). 2
Proposition 3.2 Let G be an acyclic directed graph with set of observed vertices O.
Then, the resulting graph GA obtained by the arc-line transformation is a chain graph.
Proof: Since G is an acyclic directed graph, a directed cycle might be obtained only by
the insertion of a line into the graph GA, suggesting that if there is a directed cycle in
GA it has to consist of at least one line. Suppose that GA consists of the directed cycle
v1 → v2 → · · · → vm − v1, and, thus, is not a chain graph. This can happen because
of one of the following two reasons: (i) arc (v1, vm) in G has been replaced by a line
and there is a path from vertex vm to an observed vertex o ∈ O, or (ii) arc (vm, v1) in G
has been replaced by a line and there is a path from vertex v1 to vertex o ∈ O. But then,
all arcs in the directed cycle also satisfy the first condition of the arc–line transformation
and should have been replaced by a line as well, which is a contradiction. Thus, graph
GA does not include directed cycles, and, hence, is a chain graph. 2
To determine the set of independence statements following specific properties of PO, it
has to be taken into account that (1) observed random variables are independent of the
remaining, unobserved random variables, and (2) that sets of observed random variables
are independent indicating the following definitions.
Definition 3.4 (semi-observed and observed arcs) An arc is called a semi-observed arc
if it connects an unobserved and an observed vertex, and is called an observed arc if it
connects two observed vertices. The sets of semi-observed and observed arcs are denoted
by AS and AO, respectively.
Note that the set of semi-observed and observed arcs in the graphical representation are
redundant, since they represent no dependence. Then, representing the correct relations
of random variables taking into account observations, the moral lines are needed to be
inserted into the graph and remove the redundant arcs, done by the observation transfor-
mation.
Definition 3.5 (observation transformation) An acyclic directed graph G = (V,A) can
be transformed into a chain graph GO = TO(G) by an observation transformation,
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(a) G.
1 2
3
4
5
6
(b) G′.
1 2
3
4
5
6
(c) GA.
1 2
3
4
5
6
(d) GO .
Figure 3.4: Example of arc–line and observation transformation.
denoted by TO, which includes the additional independences and dependences obtained
by observational knowledge, as follows:
TO : G = (V,A) 7→ GO = (V, (ET ∪MG(O)) \ (AS ∪AO)),
where ET , AS and AO are defined as above.
Example 3.4 Consider the acyclic directed graph shown in Figure 3.4(c), which is the
resulting graph of the arc–line transformation of graph (a), explained in Example 3.3.
Note that in graph (c), since vertex 2 is observed, arcs 4 → 2 and 3 → 2 are semi-
observed arcs that are redundant. The resulting chain graph GO = TO(G) obtained by
applying the observation transformation is shown in (d). 2
Theorem 3.1 Let B = (G,P ) be a BN with observed random variables XO. Then, the
resulting graph GO = TO(G) of the observation transformation is a chain graph, which
is an I-map of the observed joint probability distribution PO .
Proof: The I-map property implies that each dependence in PO should also be repre-
sented in the graph GO. As (semi)observed arcs mirror independences created in PO ,
the I-map property could only be lost because of two reasons: (i) the insertion of moral
lines into the graph, (ii) the replacement of arcs by lines by the arc–line transformation.
(i) Note that moral lines depict additional dependence between parents, reflecting de-
pendence because of an observed collider. (ii) Arcs involved in an immorality do not
have to be changed into lines when applying the arc–line transformation do not have to
change. As a conclusion any dependence added to the graph is valid; moreover, no valid
dependences are removed. 2
3.4.3 Observed equivalence classes
An interesting question is whether it is possible that two different acyclic directed graphs
that are independence equivalent are again independence equivalent after entering obser-
vations. Related to this question is the issue whether two acyclic directed graphs that
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Figure 3.5: Example of observed equivalence graphs.
are not independence equivalent can become independence equivalent after taking into
account observations. These questions will be explored in this section.
Definition 3.6 (observed independence equivalence) Let G and G′ be two acyclic di-
rected graphs, then they are said to be observed independence equivalent with each other
with respect to the set of observed vertices O, if it holds that ⊥⊥dGO = ⊥⊥dG′O .
Chain graphs obtained by the observation transformation are used as a basis to establish
equivalence, using observed c-separation.
Example 3.5 As an example, consider Figure 3.5 with the graphs Ga and Gb as the two
left-hand side graphs, which are not independence equivalent. However, when taking the
observed random variables XO = {X1, X5, X6}, the graphs GaO and GbO do become ob-
served independence equivalent; both graphs are now represented by the graph in Figure
3.5(c). 2
Independence equivalence between graphs implies observed independence equivalence:
Proposition 3.3 Let G and G′ be two independence equivalent acyclic directed graphs,
then GO = TO(G) and G′O = TO(G′) are again independence equivalent.
Proof: Suppose that GO and G′O are not in the same equivalence class. It is given that
graphs G and G′ are independence equivalent, which means that they have the same
skeleton and immorality set. By Definition 3.6, two observed independence equivalent
graphs can differ by some lines, as (semi)observed arcs, if present, are removed. Lines
reflect dependences, which already should have been present inG andG′ after condition-
ing on O. As the skeleton and immoralities in G and G′ are the same, the only situation
where GO andG′O can be different is if there is an arc in GO where there is a line in G′O.
However, the arc in GO cannot participate in an immorality, and thus it is equivalent to
the line in G′O. But, then, G and G′ must be observed independence equivalent, giving
rise to a contradiction. 2
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Table 3.1: The total number of observed equivalence classes.
|V |\|O| 0 1 2 3 4 5 6 7
1 1 1 − − − − − −
2 2 1 1 − − − − −
3 11 2 1 1 − − − −
4 185 11 2 1 1 − − −
5 8782 188 11 2 1 1 − −
6 1067825 9079 188 11 2 1 1 −
7 312510571 ? ? ? ? ? 1 1
An observed independence equivalent class can be uniquely represented by an observed
essential graph, which simply is an essential graph taking into account the special nature
of observed vertices.
Thus, independence equivalent acyclic directed graphs remain equivalent, possibly
as a chain graph that is not an acyclic directed graph, after taking into account obser-
vations. In addition, acyclic directed graphs that originally were not equivalent, can
become independence equivalent after the processing of observations. This issue is im-
portant, since this graphical reasoning can be more efficient if it is based on classes of
equivalent graphs.
An algorithm is implemented to compute the number of observed independence
equivalence classes to determine the effectiveness of the application of the observation
transformation. The algorithm of the observation transformation starts by inserting moral
lines into acyclic directed graphs; next, arc–line transformation is carried out, and it ter-
minates after the removal of semi-observed and observed arcs.
The results obtained are given in Table 3.1. Horizontally are indicated the number
of observed random variables O; vertically are shown the number of vertices V , with
O ⊆ V . The results clearly indicate that in particular the moral line insertion and the
removal of semi-observed and observed arcs have a significant effect on the size of the
independence equivalence space.
3.4.4 Graphical reasoning illustrated
In this section, the theory developed above is illustrated by considering the Bayesian
network shown in Figure 3.6(a), which is an extension of the network of Figure 3.1.
As a result of the observation of ‘Indolence’, the random variables ‘Bronchitis’ and
‘Cancer’ become directly dependent, indicated by a line connecting the corresponding
vertices shown in Figure 3.6(b). This dependence cannot be changed, except when ob-
serving either or both of these random variables. In addition, most of the arcs have been
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changed into lines, with the exception of the arc pointing towards ‘Weightloss’, which
has not changed as observing ‘Indolence’ has not changed the dependence information
concerning that random variable. Note that it still holds that {Smoking}⊥⊥κGO {Fatigue}
| {Bronchitis, Cancer}, as the observation of ‘Indolence’ is unable to create a direct de-
pendence between ‘Smoking’ and ‘Fatigue’.
After observing ‘Fatigue’, the random variables ‘Bronchitis’ and ‘Cancer’ become
directly dependent, as indicated in graph (c). Furthermore, similar to graph (b), some
arcs will be replaced by lines. Three arcs that are related to this observed random variable
are removed from the graph. The resulting graph, (c), expresses the information that
someone smokes still depends on gender and affects the occurrence of bronchitis and
cancer. If ‘Smoking’ is observed, ‘Bronchitis’ and ‘Cancer’ are still dependent of each
other.
Graph (d) represents the effects of observation of the random variable ‘Smoking’.
In this case, the lower part of the graph remains unchanged, since the joint probability
distribution of bronchitis and cancer already incorporates the observation of ‘Smoking’.
Therefore, some arcs can be removed from the original graph related to the vertex ‘Smok-
ing’. As a conclusion the graph transformations are consistent with our intuition.
3.5 Related work
Richardson and Spirtes have investigates the properties of maximal ancestral graphs
(MAGs), which are hybrid graphs containing directed and undirected edges as well as
double directed edges, under random variable selection and marginalisation [76]. They
have shown that MAGs are closed under these two operations. Random variable selection
is related to the concept of observed random variables introduced in this chapter. How-
ever, the work by Richardson and Spirtes does not focus on reasoning with a Bayesian
network, but, instead, considers the representation of selection effects in probabilistic
graphical models. In addition, the work does not consider the changes in the relation-
ships between equivalence classes when taking into account observed random variables.
Van der Gaag has studied the effects on the efficiency of probabilistic inference when
taking into account observed random variables [44]. The transformation proposed in
the paper by Van der Gaag is different from the one proposed in this chapter, as it was
necessary to keep some of the semi-observed arcs, as dependences created by the obser-
vation of random variables were not represented by the insertion of extra lines, as in the
research presented in this chapter. In addition, Van der Gaag’s work neither considers
chain graphs, nor independence equivalence.
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Smoking
Fatigue
Bronchitis Cancer
Weightloss
Indolence
Gender
Smoking
Fatigue
Bronchitis Cancer
Weightloss
Indolence
Gender
Smoking
Fatigue
Bronchitis Cancer
Weightloss
Indolence
Gender
Smoking
Fatigue
Bronchitis Cancer
Weightloss
Indolence
(a) (b)
(c) (d)
Figure 3.6: Example transformations due to various observations.
3.6 Conclusions and future work
In the chapter, a method for graphical reasoning with Bayesian networks is developed.
Bayesian network reasoning can be looked upon as reasoning with dependence and in-
dependence relations represented as graphs, rather than reasoning with a probability dis-
tribution only, which is a more common view on Bayesian-network reasoning. While
there can be no doubt that Bayesian networks and related probabilistic graphical models,
seen as compact representations of joint probability distributions, thank their existence
to a major extent to the associated graphical notation, normally the possible changes in
the graphical representation are ignored once the Bayesian network is used to solve prob-
lems. In this chapter, it is shown that it is possible and natural to use graphs, in particular
chain graphs, as a formalism for the representation of changes in the dependence and
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independence information in Bayesian networks. This yields a lot of insight into the
qualitative characteristics of the modelled problem domain. It is, of course, still possible
to inspect the updated associated probability distribution.
Thus, facilities that assist with the graphical reasoning of a Bayesian network may en-
hance the insight of the user when applying a Bayesian network to problem solving; how
this may influence the problem-solving process is something that needs to be explored
further.
Chapter 4
Conflict-based Diagnosis
In this chapter, a new theory of model-based diagnosis is proposed, based on the idea
that observations, taken as arbitrary inputs and outputs, should in the absence of faulty
components match the known dependences between inputs and outputs 1. These depen-
dences are captured by a probabilistic description of the structure and behaviour of a
system. When a system is functioning abnormally, however, such a match would be less
strong and this result can then be taken as a starting point to diagnose faulty behaviour
of systems. The strength of the match is also used to rank alternative solutions to a
diagnostic problem.
4.1 Introduction
Model-based diagnostic reasoning is concerned with the diagnosis of malfunctioning of
devices or systems, based on an explicit model of the structure and behaviour of these de-
vices and systems. Model-based diagnostic programs were already developed as early as
in the late 1970s and early 1980s [18, 7]. Before model-based diagnostic systems became
available, the broader field of model-based reasoning had itself already established in the
mid 1980s [16, 47]. However, it took until the late 1980s before formal foundations for
model-based diagnostic systems became available, developed, amongst others, by Reiter
[75], de Kleer, Mackworth and Reiter [21], Reggia [74] and Console and Torasso [11].
In the last two decades, model-based diagnosis has become an increasingly important
area of research, mainly because the complexity of systems has risen considerably and
trouble shooting of faults in such systems has therefore seen a similar rise in complexity.
Model-based diagnosis has been applied to many fields; examples include hardware,
such as electronics [60], software and multi-agent systems [27, 61, 78], the automotive
1Parts of this chapter have been published previously as [30], [37], [35], and [36].
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industry [86] and medicine [51, 73].
Basically, two types of model-based diagnosis are being distinguished in literature:
(i) consistency-based diagnosis [22, 75], and (ii) abductive diagnosis [13, 72]. In con-
sistency-based diagnosis a diagnosis has to be consistent with the observations [64, 11],
whereas in abductive diagnosis the observations have to be implied by the diagnosis, es-
tablishing a stronger requirement on an abductive diagnosis than on a consistency-based
diagnosis. Although more specific, abductive diagnosis is, however, not suitable for ev-
ery problem domain, such as for situations where only design descriptions of systems
are available [47]. Design descriptions are developed as blueprints for the production
of actual devices. In the absence of extensive experience with faults in a device, due to
the fact that the device is new on the market, only models of normal behaviour can be
used to diagnose faults. Models of normal behaviour are normally exploited by meth-
ods for consistency-based diagnosis. In this chapter, only problems that can be handled
by consistency-based diagnosis are considered; abductive diagnosis is not discussed any
further.
In standard theory of consistency-based diagnosis, as developed originally by Re-
iter [75], based on earlier work by de Kleer [22], the structure and functionality of the
system, seen as a set of interacting components, are specified by a finite set of logical
formulae. Based on these logical formulae, the process of consistency-based diagnosis
assigns to each component the behavioural assumption that the component is functioning
either normally or abnormally. To be accepted as a diagnosis, the assumed behaviours
are required to be consistent with the observations and the logical representation of the
system. Conflicts in consistency-based diagnosis are behavioural assumptions that are
inconsistent with the set of logical formulae describing the system and the observations.
The importance of this consistency condition is reflected by the adjective ‘consistency-
based’.
A well-known limitation of consistency-based diagnosis, taken as a logical frame-
work, is that it is only capable of handling qualitative knowledge and that it is unable to
cope with the uncertainty that comes with many problem domains. This implies that an
important feature of diagnostic problem solving as done by humans is not captured in
the theory. Various proposals have been made in literature to resolve this limitation by
adding uncertainty to consistency-based diagnosis. These approaches are summarised in
Section 4.2 and are compared to the theory presented in this chapter.
As a starting point of this chapter, early work by Geffner and Pearl, in which a system
in consistency-based diagnosis is represented as a Bayesian network, is taken [46, 70].
In this probabilistic graphical representation, the components that are assumed to func-
tion normally have a deterministic distribution, whereas components that are assumed
to function abnormally have a probability distribution that is non-deterministic. This
is reasonable, since if a component functions normally, its output value given its in-
puts is predictable. However, abnormal behaviour implies also a kind of uncertainty in
the behaviour of the components, which indicates that faulty components behave non-
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deterministic. Probabilistic consistency-based diagnosis is, in fact, the theory that is
developed in this chapter. This is done by using a statistical measure with Bayesian net-
works that is capable of selecting and ordering diagnoses, thus expanding the notions of
logical consistency and inconsistency to probabilistic data conflict. More concretely, in
this chapter a probabilistic framework for diagnostic systems is proposed that:
(i) uses a Bayesian network to:
– model the structure and behaviour of logical diagnostic systems, and
– distinguish between consistent and inconsistent states of the system, thus,
allowing the establishment of diagnoses;
(ii) includes a measure of data conflict from probability theory and statistics that is
capable of favouring one particular diagnosis over others.
The measure of data conflict that will be used is known as the conflict measure [49].
The result is a new way to determine diagnoses in a way resembling consistency-based
diagnosis that is called conflict-based diagnosis. The advantage of the conflict measure
and conflict-based diagnosis is that the conflict measure offers a summary of a detailed
analysis of local interactions between a component’s inputs and output in the context of
actual observations and described behaviours of the system’s components. Moreover,
the conflict measure reflects whether or not a potential diagnosis assigns any redundant
abnormality assumption by which more inputs and outputs of observed components be-
come independent than is necessary. A diagnosis that includes many of these redundant
assumptions is taken as being a weaker explanation of the observations than one with
fewer or no redundant assumptions. Clearly, these ideas also permit using the value of
the conflict measure to rank diagnoses, which is exactly what is offered by the concept
of conflict-based diagnosis. The resulting way of ranking is new and it is in many cases
superior to that offered by the probabilistic method incorporated in GDE.
It is now also possible to combine results from consistency-based diagnosis and
conflict-based diagnosis. For example, it is possible to combine subset minimality ac-
cording to the theory of consistency-based diagnosis with minimality of the conflict
measure value of diagnoses, giving rise to various refinements to traditional consistency-
based diagnosis. It appears that the notion of conflict measure allows capturing subtle
interactions between normal and abnormal components of a system, which is useful in
diagnosing faults in systems. A summary of the framework of conflict-based diagnosis
is given in Figure 4.1, where the arrows indicate how concepts are combined in defining
(minimal) conflict-based diagnosis.
This chapter is organised as follows. To start, in Section 4.2, the related research is
summarised and compared to the theory of this chapter. In sections 4.3 and 4.4, the neces-
sary basic concepts are defined. Subsequently, in Section 4.5, the definition of Bayesian
diagnostic problems is given together with probabilistic definitions of consistency and
inconsistency to define P -consistent diagnosis. Section 4.6 shows how to compute the
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Figure 4.1: Overview of the various elements of the framework of conflict-based diagno-
sis.
conflict measure for Bayesian diagnostic problems, resulting in what is called the diag-
nostic conflict measure. In Section 4.7, it is shown that the conflict measure is capable of
distinguishing between various diagnoses, which allows favouring some diagnoses above
others yielding the definition of conflict-based diagnosis. It is also discussed what hap-
pens if the notion of minimal conflict-based diagnosis is combined with subset-minimal
diagnosis. Section 4.8 shows that it is possible to use only a subset of the knowledge
of abnormal behaviour available when computing the conflict measure, yet yielding re-
sults that are still exact. In Section 4.9, it is established that probabilistic reasoning has
a relation with the expectations of particular types of discrete probability distributions,
namely Poisson-binomial distributions. These distributions are used in the analysis of
experiments that result in either success or failure. This, thus, establishes a link to exper-
imental statistics. Finally, in Section 4.10 it is discussed what has been achieved; some
further research questions are mentioned as well.
4.2 Comparison to related research
There are several other proposals in the scientific literature to add uncertainty reasoning
to model-based diagnosis. In this section, the relevant work is reviewed. Some knowl-
edge of model-based diagnosis is required to understand this section, and the reader may,
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therefore, wish to skip this section on first reading.
Often Bayesian networks are used to diagnose problems in a way resembling abduc-
tive diagnosis. From a computational point of view, this can be expressed as computing
the most likely assignment to random variables in a Bayesian network, which is called the
maximum a-posteriori assignment problem, or the MAP problem for short. Several algo-
rithms have been developed to find MAP assignments [82]; however, computing a MAP
is NP-hard in general [1, 81]. This chapter is concerned with problems from model-based
diagnosis that have the special characterisation mentioned above; uncertainty reasoning
in that type of diagnostic problem rather than computational complexity is studied in this
chapter.
First of all, de Kleer et al. have proposed adding uncertainty to model-based diagnosis
by specifying a joint probability distribution on all possible normality and abnormality
assumptions, taking these to be mutually independent [22, 19, 20]. Diagnoses are then
determined by computing the conditional probability of each possible diagnosis given the
observations. An actual implementation of this method is available in the software system
called the general diagnostic engine (GDE) [22]. However, the logical and uncertainty
reasoning in GDE are not tightly integrated. The similarities and differences between
the theory of conflict-based diagnosis and the method used in GDE will be discussed
throughout this chapter, after the introduction of the necessary concepts of conflict-based
diagnosis. De Kleer and Williams have, furthermore, proposed a system called Sherlock,
which is able to handle multiple modes of behaviour, instead of just normality and abnor-
mality. [23]. Sherlock will not be considered any further in this chapter, as it is a slight
generalisation of GDE and all concepts needed for the purpose of the research described
in this chapter are already incorporated into GDE.
Kohlas et al. have developed a method that is similar to the one used in GDE, with
a slight difference that the probability distribution is adjusted by excluding behavioural
assumption that are inconsistent with the model [54]. This may be viewed as restricting
probabilistic diagnosis to relevant assumptions only. However, GDE provides a method
that is very closely related.
Other work where ideas from model-based diagnosis and Bayesian networks come
together includes research by Lucas, who has proposed a method where logical depen-
dencies are added to a Bayesian network in order to reduce the number of diagnoses to
be generated [58]. This approach has the advantage that consistency-based diagnosis and
uncertainty reasoning are merged into a single framework, viz., Bayesian networks. Fur-
thermore, Poole [71] has introduced a search algorithm in discrete Bayesian networks
for finding diagnosis in a probabilistic way, exploiting search-space pruning information
from conflicts in consistency-based diagnosis.
There have also been proposals to utilise Bayesian networks in the context of abduc-
tion-oriented diagnostic reasoning, where the reasoning goes from the observations to
the diagnoses, which are taken as explanations of the observations. Geffner and Pearl
have proposed to use Bayesian networks to represent descriptions of systems as em-
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ployed in the theory of consistency-based diagnosis [46, 70]. They have also proposed
ways to determine the most likely diagnosis using such Bayesian networks; however,
their approach is essentially abductive and not consistency-based. Their approach can
thus been interpreted as combining GDE’s logical and probabilistic reasoning into one
framework (Bayesian networks) although it offers nothing new in terms of diagnostic
reasoning. The theory presented in this chapter integrates logical and probabilistic di-
agnostic reasoning as well; in contrast to Geffner and Pearl’s method, consistency-based
reasoning is extended in this chapter to the probabilistic setting, giving rise to the method
of conflict-based diagnosis.
Srinivas has applied abductive diagnostic reasoning to probabilistic representations
of systems in line with the method by Geffner and Pearl summarised above [85]. In
particular Srinivas in [85] shows how hierarchical models can be handled by Bayesian
networks. For the rest the method by Shrinivas is similar to the one proposed by Geffner
and Pearl.
Darwiche has proposed a method for characterising and computing preferred, consist-
ency-based diagnoses based on structured system descriptions [15]. A structured system
description has to conform to the syntax of negation normal form and consists of two
parts: (i) a system structure and (ii) a system description. The structure of the system
is represented by an acyclic directed graph, where arcs represent connections between
components of the system. The system description is defined on a set of so-called con-
sequences that characterise all consistency-based diagnoses. The paper presents an al-
gorithm for computing consequences in the negation normal form. It is shown that if a
consequence is in decomposable negation normal form then the minimal diagnosis can
be computed in linear time. Based on this, an algorithm is proposed to generate conse-
quences in decomposable negation normal form, which is based on a translation of the
acyclic directed graph to an undirected hypergraph. This undirected hypergraph is a joint
tree with cliques as vertices. The correspondence between the research elaborated in this
chapter and Darwiche’s work is that both methods are based on the representation of sys-
tems as acyclic directed graphs. However, the two representations are different, since, in
contrast to the method proposed here, Darwiche’s method does not represent the inputs,
outputs and abnormal behaviours explicitly. Furthermore, Darwiche’s method does not
use a statistical measure to rank diagnoses; instead his method supports only logical rea-
soning using undirected graph representations related to those used in general-purpose
Bayesian-network algorithms.
In essence, consistency-based diagnosis can be viewed as a logical method to resolve
discrepancies between predictions and observations. None of the research summarised
above suggests ways to extend the description of discrepancies between predictions and
observations from logic to the much more flexible probabilistic setting, where the notion
of discrepancy is captured by a measure of statistical data conflict: the conflict measure.
In the research described in this chapter, consistency-based diagnostic reasoning is done
completely within the framework of probability theory, and use is made of the conflict
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measure to achieve such an extended theory. Where appropriate, conflict-based diagnosis
is compared to uncertainty-reasoning in GDE.
4.3 Model-based systems
To start, a summary of important concepts from the area of model-based diagnosis is
given, in particular drawn from research in consistency-based diagnosis. The basic prin-
ciples of GDE are also reviewed.
4.3.1 Logical diagnostic problem
The theory that is reviewed in this section is based on a seminal paper by Reiter [75];
the theory is widely viewed as a logical reconstruction of the general diagnostic engine
(GDE) [22] modulo uncertainty reasoning.
The theory of consistency-based diagnosis was initially introduced by De Kleer et al.
[22], and formalised by Reiter [75] and De Kleer et al. [21]. The basic idea is the follow-
ing. A discrepancy between predicted and actual behaviour of a system is interpreted as
an indication that the system must be faulty. Then, if the set of abnormality assumptions
assigning to each component either a normal of an abnormal behaviour is consistent with
the actual behaviour of the system, it is a consistency-based diagnosis. The formalisation
of this idea below will be briefly reviewed.
Systems are assumed to be composed of parts taken from the following parts collec-
tion PC, defined as a structure PC = (Γ, Inputs,Outputs, B,F), where Γ are compo-
nents, Inputs and Outputs are input and output places of the components, and F is a set
of predicate and function symbols, including equality, defined for elements in C ⊆ Γ,
the Inputs and Outputs. It is convenient to use the notation IO ≡ Inputs∪Outputs. The
component-membership function B : IO → Γ assigns to each input and output place its
corresponding component.
In the theory of consistency-based diagnosis, the structure and behaviour of a device
or system is represented as a logical diagnostic system [75, 21]:
Definition 4.1 (logical diagnostic system) A logical diagnostic system is a structure
SL = (SD,COMPS), where
• SD is a logical system description, which specifies in terms of the parts collection
PC: (1) the normal, and possibly also abnormal, behaviour of some of the com-
ponents C ⊆ Γ as a finite set of logical formulae BD, and (2) the structure of
the system, i.e. how the parts are interconnected, by means of a set of equalities
CONN.
• COMPS ⊆ Γ describes components that are potentially faulty.
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The members of the set BD are also called behaviour descriptions and the members of the
specifications of the structure CONN are called connections. Without loss of generality
a propositional, rather than a predicate, logical representation is used as in [75, 21],
as this will yield a more straightforward mapping of logical diagnostic systems to the
probabilistic case.
Formulae of the form
¬Abc → NormBehaviourc
specify the normal behaviour of a component c ∈ COMPS. The predicate Ab is used to
postulate abnormal (faulty) behaviour of a component. This formula may also be written
as
¬NormBehaviourc → Abc,
expressing that deviation from normal behaviour is evidence of this component being
faulty. Similarly, abnormal behaviour has the following format:
Abc → AbBehaviourc.
In the following, an Ab clause is defined as a disjunction consisting of Ab literals, where
a literal is either positive, i.e. of the form Abc, or negative, i.e. of the form ¬Abc. An
Ab conjunct is defined as a conjunction of Ab literals. A set of literals is interpreted as a
conjunction of those literals, and vice versa.
Connections CONN take the form of equalities:
i = o
i1 = i2
where i, i1, i2 ∈ Inputs and o ∈ Outputs. The formula i = o states that the input
of component B(i) is obtained from the output of component B(o). The connections
may also be seen as describing a partial function ‘con’ from input to output places, i.e.
con : Inputs → Outputs, where con(i) = o iff SD  i = o. Clearly, CONN defines an
equivalence relation ≡ on the elements of IO, yielding a partitioning of IO into equiva-
lence classes. The associated set of equivalence classes is denoted by IO\≡; members of
IO\≡ are denoted by [r].
If the set C ⊆ COMPS of components is assumed to be faulty, then the behaviour
assumption ∆C is defined as follows:
∆C =
∧
c∈C
Abc ∧
∧
c∈COMPS−C
¬Abc . (4.1)
The behaviour assumption∆C expresses that all components inC are assumed to behave
abnormally or faulty, while the remaining components, COMPS − C, are assumed to
work normally. As said above, elements of a set are taken logically as being conjunctive,
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1 predicted
[0] observed
Figure 4.2: Full adder with inputs and observed and predicted outputs.
and the following notation is, therefore, also used: ∆C = {Abc | c ∈ C} ∪ {¬Abc | c ∈
COMPS− C}.
Definition 4.2 (logical diagnostic problem) A logical diagnostic problem is defined as
a pair PL = (SL,OBS) consisting of a logical diagnostic system SL and a set of obser-
vations, denoted by OBS, consisting of a finite set of logical formulae.
Example 4.1 Consider the logical circuit depicted in Figure 4.2, which represents a full
adder, i.e. a circuit that can be used for the addition of two bits with carry-in and carry-
out bits. This circuit consists of two AND gates (A1 andA2), one OR gate (R1) and two
exclusive-OR (XOR) gates (X1 and X2). The predicates AND, OR and XOR are used
to specify the type of the components. The input and output symbols for the components
c are denoted as inc and outc.
The behaviour description, as provided in [75], consists of the following axioms:
¬Abc → outc = and(in1c, in2c), for c ∈ {A1, A2},
¬Abc → outc = xor(in1c, in2c), for c ∈ {X1, X2},
¬Abc → outc = or(in1c, in2c), for c = R1.
These logical rules describe the normal behaviour of each individual component (gate).
The component connections are described as follows:
outX1 = in2A2 outX1 = in1X2
outA2 = in1R1 in1A2 = in2X2
in1X1 = in1A1 in2X1 = in2A1 .
outA1 = in2R1
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2
Reasoning about logical diagnostic problems is called model-based diagnosis. In litera-
ture, two types of model-based diagnosis are distinguished: (i) consistency-based diag-
nosis [22, 75], and (ii) abductive diagnosis [72]. As mentioned before, in this chapter
only consistency-based diagnosis is considered.
4.3.2 Consistency-based diagnosis
In consistency-based diagnosis, a diagnosis has to be consistent with the observations
and the system description. In this section, again de Kleer et al. [21] will be followed in
defining a diagnosis in the theory of consistency-based diagnosis:
Definition 4.3 (consistency-based diagnosis) Let PL = (SL,OBS) be a logical diag-
nostic problem. The behaviour assumption ∆C is called a consistency-based diagnosis
if
SD ∪OBS ∪∆C 2 ⊥, (4.2)
i.e. the assumptions about abnormal and normal behaviour are consistent with the system
description and observations.
Here, 2 stands for the negation of the logical entailment relation, and⊥ represents a con-
tradiction. Following an earlier definition by Reiter [75], the set C is called a diagnosis
in some papers. In this chapter, the definition introduced by De Kleer et al. [21] will be
used, which includes assumptions about both normal and abnormal behaviours.
The notion of conflict is dual to the notion of diagnosis; it is of central importance to
the theory. Following again [21], yields:
Definition 4.4 (conflict and minimal conflict) Let SL = (SD,COMPS,OBS) be a
logical system. If ϕ is a non-empty Ab clause, such that
SD ∪OBS  ϕ
then ϕ is called a conflict. A conflict of which none of the positive Ab literals can be
turned into a negative Ab literal without loosing the property of being a conflict is called
a minimal conflict.
The term ‘conflict’ comes from the earlier literature [22], in which an Ab conjunct ψ for
which SD∪ψ∪OBS  ⊥ would be called a conflict. Obviously, there exists in this case
an Ab clause ϕ for which ψ = ¬ϕ and SD ∪OBS  ϕ. Hence, the relationship between
these two definitions is straightforward.
A diagnosis has a non-empty intersection with each conflict. This insight is the basis
of a number of algorithms that construct diagnoses from sets of conflicts, such as the
hitting-set algorithm by Reiter [75] or the constructor algorithm in the GDE [22].
The concepts from this section are illustrated with an example.
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Example 4.2 Reconsider the logical circuit introduced in Example 4.1. Assume that the
following observations of this system have been made:
OBS = {in1X1 = 1, in2X1 = 0, in1A2 = 1, outX2 = 1, outR1 = 0}.
and that the following behaviour assumption is adopted: ∆∅, i.e. it is assumed that none
of the components are faulty. Note that outR1 = 1 is predicted by the system descrip-
tion SD together with ∆∅, which contrasts with the observation outR1 = 0; hence, the
observed and predicted output contradict each other. As a consequence, the assumption
that all components are behaving normally is invalid, and ∆∅ is not a consistency-based
diagnosis.
The fact that ∆∅ is not a consistency-based diagnosis indicates that there are some
conflicts in the system. In this circuit there are two minimal conflicts, namely
ϕ1 = ¬ (¬AbX1 ∧ ¬AbX2 ∧AbA1 ∧AbA2 ∧AbR1)
≡ AbX1 ∨AbX2 ∨ ¬AbA1 ∨ ¬AbA2 ∨ ¬AbR1
and
ϕ2 = ¬ (¬AbX1 ∧ ¬AbA2 ∧ ¬AbR1 ∧AbA1 ∧AbX2)
≡ AbX1 ∨AbA2 ∨AbR1 ∨ ¬AbA1 ∨ ¬AbX2.
A possible diagnosis is then a set of abnormal behaviours, that has a non-empty inter-
section with each minimal conflict. Then, for example, a diagnosis would be to assume
the malfunctioning of component X1, i.e. AbX1, because it explains both unpredicted
observations outX2 = 1, and outR1 = 0. Formally,
∆{X1} = {AbX1,¬AbX2,¬AbA1,¬AbA2,¬AbR1}
is a consistency-based diagnosis as
SD ∪OBS ∪∆{X1} 2 ⊥.
Note that, given the consistency-base diagnosis ∆{X1}, no output is predicted for the
circuit; the assumption AbX1 completely blocks the transformation of the input into
output by the modelled circuit, because
SD ∪∆{X1} ∪ OBS 2 outX2 = 0,
and
SD ∪∆{X1} ∪ OBS 2 outR1 = 1.
2
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Diagnoses are normally not unique, as the available observations may not provide enough
information to sufficiently narrow down the set of alternatives. A common, but not the
only way, to express preference of one diagnosis over others is obtained by taking into
account minimality of the set of abnormality assumptions, i.e. minimality is expressed in
terms of subset ordering:
Definition 4.5 (minimal consistency-based diagnosis) A consistency-based diagnosis
∆C is called minimal if for each C′ ⊂ C it holds that ∆C′ is not a consistency-based
diagnosis.
Example 4.3 Reconsider the previous example. Clearly, for our example of logical cir-
cuit diagnosis ∆{X1} is a minimal consistency-based diagnosis. 2
4.3.3 The general diagnostic engine
In this section, GDE is briefly reviewed, as the theory developed subsequently in this
chapter will be compared with GDE. De Kleer et. al. [22] is used as a point of refer-
ence; however, the terminology defined previously in this chapter is adopted throughout
this section. For example, where [22] speaks of a ‘candidate’ in this chapter the term
‘diagnosis’ is used.
In GDE, the diagnosis space is represented as a lattice, taking the subset relation on
the set of components C, as described in Section 4.3.1, as the underlying partial order
relation. The set of minimal diagnoses is incrementally determined by using the set
of minimal conflicts. In case a new minimal conflict is obtained, the diagnoses which
do not cover this new minimal conflict are replaced by their supersets, which do cover
it. Note that the term ‘conflict’ in GDE is linked to the negation of what was defined
as ‘conflict’ in Definition 4.4; in GDE a conflict only consists of a set of components
that are potentially abnormal. For example, where a conflict according to Definition 4.4
would have the form Ab1 ∨ Ab2 ∨ ¬Ab3, in GDE this would be represented as the
(conflict) set {1, 2} with the logical meaning of ¬Ab1 ∧¬Ab2 ∧Ab3, i.e. assuming that
both component 1 and 2 behave normally and component 3 behaves abnormally yields
an inconsistency. These sets of abnormality assumptions are also called environments.
The situation that the assumption of an environment together with the observations imply
behavioural predictions that contradict those of a component is called a symptom and the
environment is then a conflict.
GDE can also deal with uncertainty by attaching a prior probability of malfunctioning
to components. After an observation is made, the prior probability becomes a posterior
probability, conditioned on this observation. Based on the new observation, there may
be previous diagnoses which become inconsistent with the observations and the system
description. The set of the diagnoses that are still possible is denoted by R. This set R is
called the set of remaining diagnoses; it can be partitioned into two disjoint subsets:
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(i) the set of diagnoses that imply the observations, called the set of selected diagnoses
and is denoted by S, and
(ii) the set of diagnoses that neither predict nor contradict the observations, called the
set of uncommitted diagnoses, denoted by U .
By definition R = S ∪ U and S ∩ U = ∅.
The posterior probability of a set of behaviour assumptions that is either inconsistent
(not in R), a selected diagnosis (in S), or an uncommitted diagnosis (in U ) is computed
as follows:
P (∆C | OBS) =


0 if ∆C 6∈ R
P (∆C)
P (OBS) if ∆C ∈ S
P (∆C)/m
P (OBS) if ∆C ∈ U
(4.3)
where m is the number of possible values which can be taken by the observations OBS.
The idea behind these computations is as follows. For ∆C 6∈ R we have that P (OBS,
∆C) = 0, as ∆C and OBS are inconsistent with respect to the distribution P . Thus,
it holds that P (∆ | OBS) = 0; it is the first case of Equation (4.3). If a diagnosis is
included in the set of selected diagnoses S, the second case of Equation (4.3), it means
that this diagnosis implies the observations: P (OBS | ∆C) = 1. In other words, for this
diagnosis there is no other value for the observation that is consistent with the diagnosis
∆C . For the uncommitted diagnoses ∆C ∈ U , it is assumed that all m possible values
of the observations occur equally likely, and thus: P (OBS | ∆C) = 1m , which is the
third case of Equation (4.3). The rest of the equation for both selected and uncommitted
diagnoses follows from the application of Bayes’ rule.
Finally, the probability P (OBS) is computed as follows:
P (OBS) =
∑
∆C∈R
P (OBS,∆C)
=
∑
∆C∈S
P (OBS,∆C) +
∑
∆C∈U
P (OBS,∆C)
=
∑
∆C∈S
P (∆C) +
∑
∆C∈U
P (∆C)
m
. (4.4)
Computation of P (∆C) is made easy in GDE by assuming independence between com-
ponents behaving either normally or abnormally. One of the consequences of this as-
sumption is the following proposition.
Proposition 4.1 Let PL = (SD,OBS) be a logical diagnostic system with associated
joint probability distributionP as defined above for GDE, such thatP (Abc)≪ P (¬Abc)
for each c ∈ COMPS, and let ∆C and ∆C′ be two consistency-based diagnoses that are
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both in either S or U , then it holds that:
P (∆C | OBS) ≥ P (∆C′ | OBS)
if C ⊆ C′.
Proof. The result follows from the assumption of independence together with P (Abc)≪
P (¬Abc):
P (∆C) =
∏
c∈C
P (Abc)
∏
c∈COMPS−C
P (¬Abc)
≥
∏
c∈C′
P (Abc)
∏
c∈COMPS−C′
P (¬Abc)
= P (∆C′)
Filling this result into Equation (4.3) gives the requested outcome. 2
For further detail of GDE the reader is referred to the paper by De Kleer and Williams
[22].
The following example illustrates how GDE works.
Example 4.4 Reconsider the example shown in Figure 4.2. The probabilities that GDE
would compute for this example are as follows. Assume that the probability of faulty
behaviour of a component is equal to P (Abc) = 0.001. For the full-adder each com-
ponent can only be normal or abnormal (faulty); thus, it holds that m = 2. With-
out any observations, the diagnosis space consists of 32 members, where the diagno-
sis ∆∅ = {¬Abc | c ∈ COMPS} is the most probable diagnosis with probability
P (∆∅) = (1 − P (Abc))
5 = (0.999)5 ≈ 0.995. Table 4.1 lists all the probabilities.
As can be expected, when more components are assumed to be faulty, the probabilities
decrease quickly to very small values.
Now, suppose that the observations
OBS = {in1X1 = 1, in2X1 = 0, in1A2 = 1, outX2 = 1, outR1 = 0}
are obtained simultaneously. The new probabilities obtained by GDE are shown in Table
4.5, where the values 1 and 0 mean that the related components function normally and
abnormally, respectively. Note that the two output observations are symptoms, since they
differ from the predicted output values. Then, these two symptoms yield the following
two minimal conflicts ϕ1 = AbX1 ∨ AbX2 ∨ ¬AbA1 ∨ ¬AbA2∨ ¬AbR1 and ϕ2 =
AbX1 ∨AbA2 ∨AbR1 ∨ ¬AbA1 ∨ ¬AbX2. As a consequence, the minimal conflict ϕ1
eliminates the diagnoses ∆k, for k = 1, . . . , 4, 9, . . . , 12, whereas the second minimal
conflict ϕ2 eliminates diagnoses ∆k, for k = 1, 3, 17, 19. For the computation of the
posterior probabilities of the diagnoses, note that by definition the diagnoses that are
consistent with the observations are a member of the set R. Moreover, because there are
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no diagnoses in the set R that imply the two output observations, the set of S is empty
and, thus, the set of uncommitted diagnoses U is equal to R. Then, as discussed above,
in this case GDE can compute the posterior probability of a diagnosis ∆k as follows:
P (∆k | OBS) =
P (∆k)/m
(
∑
∆C∈U
P (∆C))/m
=
P (∆k)∑
∆C∈U
P (∆C)
,
where for this particular example P (U) =
∑
∆C∈U
P (∆C) = 1.001997001 · 10−3,
where the set U is interpreted as the disjunction of its diagnosis elements. 2
In the example, when conditioning on the observations the probability of the ∆k’s that
still can be diagnoses become about 1000 times more likely than without conditioning.
However, either with or without observations, the diagnosis with the fewest number of
abnormality assumptions is the most likely one. Thus the resulting diagnostic reasoning
behaviour is very similar to that obtained by exploiting the concept of subset-minimal
diagnosis.
When two diagnoses have an identical number of abnormality assumptions, and one
belongs to the selected diagnoses and the other to the uncommitted, than the uncommit-
ted will have a lower probability, due to division by the factor m. This lower probability
reflects a higher degree of freedom regarding behaviours of the uncommitted compo-
nents.
4.4 Data conflict in probability theory
In this section, the conflict measure is introduced, which will be used later in this chapter
to rank diagnoses. The conflict measure is defined for a given joint probability distribu-
tion, which are defined by Bayesian networks.
Bayesian networks specify by their associated graph topology and underlying joint
probability distribution particular probabilistic patterns that must be fulfilled by observa-
tions or findings. Observations correspond to random variables that obtain a fixed value
through an intervention, such as a diagnostic test. Based on the observations, the con-
flict measure has been proposed as a tool for the detection of potential conflicts between
observations and a given discrete joint probability distribution [49]. In this chapter, it
is assumed that random variables are binary, taking values true or false, i.e. the random
variable Xv can take either the value true, denoted by xv, or the value false, denoted by
xv , where v acts as an index to the set of random variables X .
In general, the conflict measure is defined as follows.
Definition 4.6 (conflict measure) Let P be a joint probability distribution of random
variables X , and let ω and ω′ be values of disjoint subsets of X . The amount of conflict
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k X2 R1 X1 A1 A2 P (∆k) P (∆k | OBS)
1 1 1 1 1 1 0.995 –
2 1 1 1 1 0 9.9600 · 10−4 –
3 1 1 1 0 1 9.9600 · 10−4 –
4 1 1 1 0 0 9.9700 · 10−7 –
5 1 1 0 1 1 9.9600 · 10−4 0.99402
6 1 1 0 1 0 9.9700 · 10−7 9.9502 · 10−4
7 1 1 0 0 1 9.9700 · 10−7 9.9502 · 10−4
8 1 1 0 0 0 9.9800 · 10−10 9.9601 · 10−7
9 1 0 1 1 1 9.9600 · 10−4 –
10 1 0 1 1 0 9.9700 · 10−7 –
11 1 0 1 0 1 9.9700 · 10−7 –
12 1 0 1 0 0 9.9800 · 10−10 –
13 1 0 0 1 1 9.9700 · 10−7 9.9502 · 10−4
14 1 0 0 1 0 9.9800 · 10−10 9.9601 · 10−7
15 1 0 0 0 1 9.9800 · 10−10 9.9601 · 10−7
16 1 0 0 0 0 9.9900 · 10−13 9.9701 · 10−10
17 0 1 1 1 1 9.9600 · 10−4 –
18 0 1 1 1 0 9.9700 · 10−7 9.9502 · 10−4
19 0 1 1 0 1 9.9700 · 10−7 –
20 0 1 1 0 0 9.9800 · 10−10 9.9502 · 10−7
21 0 1 0 1 1 9.9700 · 10−7 9.9502 · 10−4
22 0 1 0 1 0 9.9800 · 10−10 9.9601 · 10−7
23 0 1 0 0 1 9.9800 · 10−10 9.9601 · 10−7
24 0 1 0 0 0 9.9900 · 10−13 9.9701 · 10−10
25 0 0 1 1 1 9.9700 · 10−7 9.9502 · 10−4
26 0 0 1 1 0 9.9800 · 10−10 9.9601 · 10−7
27 0 0 1 0 1 9.9800 · 10−10 9.9601 · 10−7
28 0 0 1 0 0 9.9900 · 10−13 9.9701 · 10−10
29 0 0 0 1 1 9.9800 · 10−10 9.9601 · 10−7
30 0 0 0 1 0 9.9900 · 10−13 9.9701 · 10−10
31 0 0 0 0 1 9.9900 · 10−13 9.9701 · 10−10
32 0 0 0 0 0 1.0000 · 10−15 9.9801 · 10−13
Table 4.1: The probability of each possible diagnosis of the full-adder circuit problem,
using the probabilistic method of GDE, when the probability of failure, P (Abc) = 0.001,
is assumed to be equally likely for all components c. Computed are the probabilities when
nothing has been observed and when the observations are equal to OBS = {in1X1 =
1, in2X1 = 0, in1A2 = 1, outX2 = 1, outR1 = 0}. The case where ¬Abc holds, i.e.
component c is normal, is denoted by 1 in the table.
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O N
U P (u) = 0.2
P (o | u) = 0.8
P (o | u¯) = 0.01
P (n | u) = 0.9
P (n | u¯) = 0.1
Figure 4.3: A Bayesian network B = (G,P ) describing the disorder of stomach ulcer
(U ) with two associated symptoms: vomiting (O) and nausea (N ).
between these two values is expressed by the conflict measure as follows:
conf[P ](ω, ω′) = log
P (ω)P (ω′)
P (ω, ω′)
. (4.5)
When no confusion is likely to occur, term conf(ω, ω′) rather than conf[P ](ω, ω′) will
be written.
The interpretation of the conflict measure is as follows. The conflict measure is de-
fined as the probability that the observations occur independently, divided by the prob-
ability of the joint occurrence of these observations. Then, a negative or zero conflict
measure means that the denominator is equally or more likely than the numerator; thus,
the probability of the joint occurrence of the observations is higher or equal to the prob-
ability of the individual occurrence of these observations, which indicates that these ob-
servations ‘support’ each other. This is interpreted as that the joint occurrence of the
observations is in accordance with the probabilistic patterns in P . A positive conflict
measure, however, implies the existence of a conflict between the observations and P ,
indicating that the observations do not match P very well, as the probability that the
observations occur independently is higher than their joint occurrence.
The interpretation of the conflict measure is illustrated by the following example.
Example 4.5 An example of a Bayesian network is shown in Figure 4.3. Complemen-
tary probabilities are omitted, such as P (u) = 1−P (u) = 0.8, from this figure. Suppose
a patient comes in with the symptoms of vomiting and nausea. The conflict measure then
has the following value:
conf(v, n) = log
P (v)P (n)
P (v, n)
= log
0.168 · 0.26
0.1448
≈ log 0.302 ≈ −0.52 .
As the conflict measure has a negative outcome, there is no conflict between the two
observations given P . This is consistent with medical knowledge, as it is expected that a
patient with stomach ulcer displays symptoms of both vomiting and nausea.
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As a second example, suppose that a patient who has only symptoms of vomiting and
no nausea is studied. The conflict measure now obtains the following value:
conf(v, n) = log
0.168 · 0.74
0.0232
≈ log 5.36 ≈ 0.73 .
As the conflict measure assumes a positive value, there is a conflict between the two
observations, which is again consistent with medical expectations. 2
Although the example already suggests ways in which the conflict measure can be put to
use in model-based diagnosis, things are not as straightforward as it seems. Below, the
use of the conflict measure for diagnostic reasoning is discussed in detail.
4.5 Using consistency for diagnosis in probabilistic sys-
tems
In this section, a probabilistic framework is defined that offers sufficient expressive power
to extend consistency-based diagnosis towards a probabilistic setting. This probabilistic
framework is used to represent the structure and behaviour of logical systems and for
making a distinction between inconsistent and consistent states. The probabilistic nature
of the framework allows utilising the conflict measure as a new means to rank diagnoses.
As will become clear, this measure yields a ranking that is based on a deep analysis of
the behaviour of a possibly faulty system.
In Section 4.5.1, the system description and the components of a logical diagnos-
tic system are mapped to a probabilistic framework, called a Bayesian diagnostic sys-
tem, which together with the observations ω, yields a probabilistic framework, called a
Bayesian diagnostic problem, described in Section 4.5.2. In Section 4.5.3, consistent
and inconsistent states are defined for Bayesian diagnostic problems. Finally, in Section
4.5.4, the concept of P -consistent diagnosis is introduced.
4.5.1 The diagnostic mapping
In this section, logical diagnostic problems are mapped to probabilistic representations,
called Bayesian diagnostic problems. A Bayesian diagnostic problem consists of (i) a
Bayesian diagnostic system representing the components of the logical diagnostic system
of concern including their behaviour and interaction, and (ii) a set of observations.
In order to describe the graphical representation of a logical diagnostic system, a
transformation is designed that (i) maps the components of the logical diagnostic system
to the vertices of an acyclic directed graph and (ii) based on the behavioural description
of these components inserts directed edges (arcs) into this graph. This acyclic directed
graph is the graphical structure of a Bayesian diagnostic system and is defined as follows:
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Definition 4.7 (diagnostic mapping) Let SL = (SD,COMPS) be a logical diagnostic
system. The diagnostic mapping md maps SL onto a graph G = (V,A) = md(SL), as
follows (see Figure 4.4).
• The vertices V of graph G are created according to the following rules:
– each component c ∈ COMPS yields a unique vertex Abc, called the abnor-
mality vertex, representing its normal and abnormal behaviour;
– each class member [r] ∈ IO\≡ yields an associated vertex.
The vertices of graph G are, thus, defined as follows:
V = Ab ∪ IO\≡,
with the set of abnormality vertices Ab = {Abc | c ∈ COMPS} and with IO\≡ =
I ∪O, where the two sets of input vertices I and output vertices O are disjoint.
• The arcs A of graph G are constructed as follows:
– there is an arc from each input place of a component c to each output place
of the component;
– there is an arc for each component c from the abnormality vertex Abc ∈ V
to the corresponding output place of the component.
Formally, the set of arcs is equal to
A = {(Abc, [o]) | c ∈ COMPS, B(o) = c} ∪ {([i], [o]) | B(i) = B(o)} .
Next, an example of this diagnostic mapping is shown.
Example 4.6 Figure 4.5 shows the graphical representation of the full-adder circuit from
Figure 4.2. The set V of vertices is:
V = Ab ∪O ∪ I
with
Ab = {AbX1,AbX2,AbA1,AbA2,AbR1}
O = {OX1, OX2, OA1, OA2, OR1}
I = {I1, I2, I3}.
The arcs from A connect (i) outputs of two components such as OX1 → OX2, (ii) an
abnormality vertex with an output vertex such as AbA2 → OA2 and (iii) an input vertex
with an output vertex such as I3 → OX2. 2
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Figure 4.4: The diagnostic mapping.
Note that so far only the structure of a logical diagnostic system has been mapped; cap-
turing the associated behaviour by means of a probability distribution will be the topic of
the next section.
4.5.2 Bayesian diagnostic problems
Bayesian diagnostic systems are essentially defined along the lines of earlier work by
Geffner and Pearl [46, 70] and Srinivas [85]. Recall that Bayesian networks that act as
the basis for diagnostic Bayesian networks consist of two parts: a joint probability distri-
bution and a graphical representation of the relations among the random variables defined
by the joint probability distribution. Based on the definition of Bayesian networks, par-
ticular parts of a logical diagnostic system will be related to the graphical structure of a
diagnostic Bayesian network, whereas other parts will have a bearing on the content of
the probability table of the Bayesian network.
Having introduced the mapping of a logical diagnostic system to its associated graph
structure, next the full concept of a Bayesian diagnostic system is introduced.
Definition 4.8 (Bayesian diagnostic system) Let SL = (SD,COMPS) be a logical di-
agnostic system, and graph G = md(SL) be obtained by applying the diagnostic map-
ping. Let P be a joint probability distribution of the set of random variables X , where
there is a 1-1 correspondence between the random variables X and vertices V of graph
G, such that (G,P ) is a Bayesian network. Then, SB = (G,P ) is said to be a Bayesian
diagnostic system.
To establish a connection between consistency-based diagnosis using a logical system
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I1 I2
I3 OX1
OX2
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AbX2
AbA1
AbA2
AbR1
Figure 4.5: The graphical representation of a Bayesian diagnostic system corresponding
to the full-adder in Figure 4.2.
and diagnostic reasoning using a Bayesian diagnostic system, a similar notation for be-
haviour assumption concerning a Bayesian diagnostic system is used. Recall that the
notation ∆C was used for that purpose in logical diagnostic systems.
Let C be the set of components assumed to be abnormally functioning, then the
corresponding abnormality assumption is described as:
δC = {abc | c ∈ C} ∪ {abc | c ∈ COMPS− C} .
In the following, always the notation δC will be used when conditioning on all the ab-
normality random variables. Furthermore,
∏
c∈COMPS is abbreviated to
∏
c and similar
abbreviations are used when summing over input, output, and abnormality random vari-
ables.
Next, some sensible constraints on the joint probability distribution P of a Bayesian
diagnosis system are discussed that can be derived from the specification of the logical
diagnostic system. These constraints are independences making it possible to simplify
the computation of the joint probability distribution P . The following properties exploit
these independences:
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Property 1: the joint probability distribution of a set of output random variables O can
be factorised as follows:
P (o) =
∑
i,δc
P (o, i, δc)
=
∑
i,δc
P (o | i, δc)P (i, δc)
=
∑
i,δc
P (i, δc)
∏
c
P (Oc | π(Oc)) ; (4.6)
where π(Oc) denotes the set of components that act as parents of output Oc.
Property 2: the input random variables and abnormality random variables are mutually
independent of each other, formally: P (i, δc) = P (i)P (δc).
The combination of properties 1 and 2 establishes the following corollary.
Corollary 4.1 Let O be the set of output vertices, Ab be the set of abnormality vertices,
and I the set of input vertices, then, the following factorisation holds:
P (o) =
∑
i,δc
P (i)P (δc)
∏
c
P (oc | π(Oc)) . (4.7)
Subsequently, the main specifications of the probability table of Bayesian diagnostic sys-
tems are discussed that are based on properties 1 and 2 and Corollary 4.1. As mentioned
in the introduction, normally functioning components have deterministic, whereas abnor-
mally functioning components have non-deterministic behaviour. These specifications
are expressed as follows. The normal behaviour of component c is expressed in a proba-
bilistic setting by the assumption that a normally functioning component yields an output
value with probability of either 0 or 1. Thus,
P (Oc | π(Oc)) ∈ {0, 1}, (4.8)
when the abnormality random variable Abc ∈ π(Oc) takes the value ‘false’, i.e. is abc.
For the abnormal behaviour of a component c it is assumed that the random variableOc is
conditionally independent of its parent set π(Oc) if component c is assumed to function
abnormally, i.e. Abc takes the value ‘true’, written as:
P (Oc | π(Oc)) = P (Oc | abc). (4.9)
This means that the fault behaviour of an abnormal component cannot be influenced by
its environment. This is abbreviated to P (oc | abc) = pc; thus, it holds that P (o¯c |
abc) = 1 − pc. Note that this assumption is not made when a component is behaving
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normally, i.e. when abc holds. These are realistic assumptions, as it is unlikely that
detailed functional behaviour is known for a component that is faulty, whereas when the
component is not faulty, it is certain it will behave as intended.
The following example illustrates these properties and assumptions.
Example 4.7 Reconsider the graphical representation of the Bayesian diagnostic system
in Figure 4.5 which is the probabilistic graphical representation corresponding to the full-
adder circuit shown in Figure 4.2. Its associated probability table is shown in Table 4.2.
The probability distributions given in this table satisfy properties 1 and 2 and Corollary
4.1. For simplicity’s sake, P (Ik) is taken to be uniformly distributed, which, however,
is not an essential assumption of Bayesian diagnostic systems. As will become apparent
in the following, in the context of conflict-based diagnosis, the probability distributions
P (Abc) are irrelevant. 2
As it has already been mentioned, the purpose of this section was to define a mapping
of logical diagnostic problems to probabilistic problems. Similar to the logical case, to
obtain a Bayesian diagnostic problem observations of the behaviour of Bayesian diag-
nostic systems need to be added. In logical diagnostic systems, observations are subsets
of inputs and outputs of a system. The set of input and output random variables that have
been observed are denoted by as Iω and Oω, respectively. The unobserved input and
output random variables will be referred to as Iu and Ou, respectively. The notation iω
will be used to denote the values of the observed inputs, and oω for the observed output
values. The set of observations is then denoted as ω = iω ∪ oω.
Finally, the notion of a Bayesian diagnostic problem can be defined, which is a
Bayesian diagnostic system augmented by a set of observations.
Definition 4.9 (Bayesian diagnostic problem) A Bayesian diagnostic problem, denoted
by PB , is defined as the pair PB = (SB , ω), where SB is a Bayesian diagnostic system
and ω is the set of observations of this system.
It is worth mentioning that Bayesian diagnostic problems allow dealing with both single-
fault and multiple-fault diagnosis.
4.5.3 P -consistent diagnosis
The definition of Bayesian diagnostic problems above already gives rise to a simple
notion of diagnosis, closely related to consistency-based diagnosis. Recall that in the
consistency-based theory a diagnosis is a hypothesis that, assuming either normal or
abnormal behaviour of each of the components in COMPS, satisfies the consistency
condition, i.e. a diagnosis ∆C has to be consistent with the system description SD in
conjunction with the observations OBS. Intuitively this can be interpreted as given partic-
ular assumptions about the behaviour of components the occurrence of the observations
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I1 : P (i1) = 0.5
I2 : P (i2) = 0.5
I3 : P (i3) = 0.5
AbX2 : P (abX2) = 0.001
AbR1 : P (abR1) = 0.001
AbX1 : P (abX1) = 0.001
AbA1 : P (abA1) = 0.001
AbA2 : P (abA2) = 0.001
OX2 : P (oX2 | oX1, i3, abX2) = 0 P (oX2 | abX2) = pX2
P (oX2 | oX1, ı¯3, abX2) = 1
P (oX2 | o¯X1, i3, abX2) = 1
P (oX2 | o¯X1, ı¯3, abX2) = 0
OR1 : P (oR1 | oX1, oA2, abR1) = 1 P (oR1 | abR1) = pR1
P (oR1 | oX1, o¯A2, abR1) = 1
P (oR1 | o¯X1, oA2, abR1) = 1
P (oR1 | o¯X1, o¯A2, abR1) = 0
OX1 : P (oX1 | i1, i2, abX1) = 0 P (oX1 | abX1) = pX1
P (oX1 | i1, ı¯2, abX1) = 1 = 0.001
P (oX1 | ı¯1, i2, abX1) = 1
P (oX1 | ı¯1, ı¯2, abX1) = 0
OA1 : P (oA1 | i1, i2, abA1) = 1 P (oA1 | abA1) = pA1
P (oA1 | i1, ı¯2, abA1) = 0
P (oA1 | ı¯1, i2, abA1) = 0
P (oA1 | ı¯1, ı¯2, abA1) = 0
OA2 : P (oA2 | oX1, i2, abA2) = 1 P (oA2 | abA2) = pA2
P (oA2 | oX1, ı¯2, abA2) = 0
P (oA2 | o¯X1, i2, abA2) = 0
P (oA2 | o¯X1, ı¯2, abA2) = 0
Table 4.2: The probability table of the Bayesian diagnostic system corresponding to log-
ical diagnostic system representation of the full-adder. The probabilities of the inputs
are assumed to be uniformly distributed, the abnormal behaviours of the various compo-
nents are assumed to be identical, and the probabilities of the outputs for normally and
abnormally functioning components are deterministic and stochastic, respectively.
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should be possible. Translating this to the probabilistic diagnostic theory yields that the
probability of the occurrence of the observations given that diagnosis should be non-zero,
i.e. possible. A probability equal to 0 corresponds to the inconsistent situation.
These issues are embodied in the following definition.
Definition 4.10 (P -consistent diagnosis and P -inconsistence) Let PB = (SB , ω) be a
Bayesian diagnostic problem and let C ⊆ COMPS be a set of components. Then, δC is
called a P -consistent diagnosis, if P (ω | δC) 6= 0; otherwise δC is called P -inconsistent.
Note that in the expression conditioning takes place on δC , as δC is a given hypothesis.
As it will appear, P -consistency is a necessary requirement for the sensible use of the
diagnostic conflict measure.
Finally, in a way similar to logical consistency-based diagnosis, a preference for
certain P -consistent diagnoses can be expressed in terms of the subset relation. As
in consistency-based diagnosis, the resulting diagnoses are called subset-minimal P -
consistent.
Definition 4.11 (subset-minimalP -consistent diagnosis) LetPB = (SB, ω) be a Bayes-
ian diagnostic problem and let δC be a P -consistent diagnosis of PB . Then, δC is called
a subset-minimal P -consistent diagnosis if for each C′ ⊂ C it holds that δC′ is not a
P -consistent diagnosis.
4.5.4 Relationship between consistency-based and P -consistent di-
agnosis
Given the diagnostic mapping defined above, there exists a 1-1 correspondence between
diagnoses in the theory of consistency-based diagnosis and P -consistent diagnoses. This
answers the first main research question of this chapter, mentioned in the introduction
in Section 4.1. The following theorem establishes this link between P -consistency and
consistency-based diagnosis.
Theorem 4.1 Let PL = (SL,OBS) be a logical diagnostic problem, and let PB =
(SB, ω) be the corresponding Bayesian diagnostic problem with joint probability distri-
bution P . Then ∆C is a consistency-based diagnosis for PL iff δC is a P -consistent
diagnosis.
Proof: Let C be a set of components, then δC being a P -consistent diagnosis is equiva-
lent with P (ω, δC) 6= 0 as P (ω | δC) 6= 0, meaning that for the logic diagnostic system
SD ∪OBS ∪∆C 2 ⊥ and vice versa. 2
In the next sections, the definition of P -consistent diagnosis is augmented by the use of
a diagnostic version of the conflict measure to rank diagnoses. This is the major, novel
contribution of the research described in this chapter.
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4.6 Using the conflict measure for diagnosis
In this section, first a special version of the conflict measure (Definition 4.6) is defined
for Bayesian diagnostic problems. Later it will be used to rank diagnoses. Subsequently,
a computational formula of the diagnostic version of the conflict measure is derived.
4.6.1 The diagnostic conflict measure
Intuitively, the conflict measure according to Definition 4.6 compares the probabilities of
the observations ω under the assumption that these observations are independent versus
the situation where there is some dependence between the observations. The definition
of the conflict measure concerns only situations, where the set of abnormality assump-
tions can be taken as a diagnosis, that is, when the P -consistency condition holds. The
following definition is the result.
Definition 4.12 (diagnostic conflict measure) Let PB = (SB , ω) be a Bayesian diag-
nostic problem with observations ω = iω ∪ oω. If δC is a P -consistent diagnosis, then
the diagnostic conflict measure, which is defined as
conf[P δC ](iω, oω),
where P δC (·) = P (· | δC), expresses the amount of conflict between the observed inputs
and outputs given the diagnosis δC .
By definition it holds that:
conf[P δC ](iω, oω) = log
P (iω | δC)P (oω | δC)
P (iω, oω | δC)
. (4.10)
In contrast to Definition 4.6, here the probability distribution P is conditional on the
abnormality assumptions δC , as the value of the diagnostic conflict measure is consid-
ered with regard to a P -consistent diagnosis. Let P and ω be a fixed joint probability
distribution and a fixed set of observations.
Given the 1-1 correspondence between diagnoses in consistency-based diagnosis and
P -consistent diagnoses, the above implies that the diagnostic conflict measure can be
used to rank diagnoses in similar way as GDE does using P (δC | iω, oω). The measure
P (δC | iω, oω) is essentially abductive, as discussed in Section 4.3.3. However, as will be
discussed below, the resulting ranking is based on other aspects of a diagnostic problem
than the more common GDE ranking. The advantage of the diagnostic conflict measure,
in comparison to GDE, is that, as is shown in Section 4.7.1, it supports a deep analysis of
a diagnostic problem, and that there is no need to know the prior probability distribution
P (δc). As a consequence, the measure can be regarded as a probabilistic measure to
rank diagnoses that is more genuine (probabilistic) ‘consistency-based’ in comparison to
the abductive measure incorporated into GDE. This, of course, does not imply that the
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abductive measure P (δc | iω, oω) is not useful. The diagnostic conflict measure simply
offers an alternative to the GDE approach to ranking diagnoses, and, as said before,
allows one to obtain a ranking of diagnoses that is often better. Below, it will be studied
in detail.
4.6.2 Computation of the diagnostic conflict measure
Subsequently, formulae for the computation of the diagnostic conflict measure for Bayes-
ian diagnostic problems are derived. For this purpose, the following notation is intro-
duced that is meant to support the understanding of the reader. Recall that by π(Oc) the
random variables corresponding to the vertices of vertexOc are denoted. Also recall that
unknown values of individual random variables, such as the output random variables, are
denoted by upper-caseOc, whereas their known values will be denoted by oc. If Oc takes
the value true it will be denoted by oc, and if it takes the value false it will be denoted
by o¯c. Often it is helpful to explicitly specify what values some of the random variables
in π(Oc) take. This will be indicated by the notation π(Oc) : values, where π(Oc) con-
sists of input random variables of component c, denoted by Ic, output random variables
which are inputs for component c and the abnormality random variables by Abc. If the
input and output random variables of a component have been observed, this will be indi-
cated by Ic,ω and Oc,ω, respectively. When unobserved, the notations Ic,u and Oc,u are
employed.
To obtain a computational form of the diagnostic conflict measure, firstly its three
factors according to Equation (4.10) and Definition 4.12 are derived by marginalisation,
Bayes’ rule and the factorisation principle of Bayesian networks (Equation (2.10)):
• recall that according to the structure of Bayesian diagnostic systems, input and
abnormality random variables are independent (see Property 2 in Section 4.5.2):
P (i | δC) = P (i),
for any set of input random variables i ⊆ iω ∪ iu.
• the probability of observing the outputs for a given P -consistent diagnosis δC is
further elaborated as follows:
P (oω | δC) =
∑
i
P (i)P (oω | i, δC).
Using the definition of conditional probabilities:
P (oω | i, δC) =
P (oω, i, δC)
P (i, δC)
=
∑
ou
P (oω, ou, i, δC)
P (i, δC)
.
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Using the factorisation rule it holds:
P (oω , ou, i, δC) = P (i, δC)
∏
c
P (Oc | π(Oc)).
Summarising these results yields:
P (oω | δC) =
∑
i
P (i)
∑
ou
∏
c
P (Oc | π(Oc) : ic).
• the probability of observing the given combination of inputs and output for this
P-consistent diagnosis is evaluated analogously:
P (iω, oω | δC) =
∑
iu
P (iu)P (iω, oω | iu, δC),
where:
P (iω, oω | iu, δC) =
P (iω, oω, iu, δC)
P (iu, δC)
=
∑
ou
P (oω, ou, iω, iu, δC)
P (iu, δC)
.
Factorisation in this case leads to:
P (oω , ou, iω, iu, δC) = P (i, δC)
∏
c
P (Oc | π(Oc))
= P (iω)P (iu, δC)
∏
c
P (Oc | π(Oc)).
Summarised, it holds that:
P (iω, oω | δC) =
∑
iu
P (iω, iu)
∑
ou
∏
c
P (Oc | π(Oc) : ic,u) .
The diagnostic conflict measure can now be written as follows:
conf[P δC ](iω, oω) = log
P (iω | δC)P (oω | δC)
P (iω, oω | δC)
= log
P (iω)
∑
i P (i)
∑
ou
∏
c P (Oc | π(Oc) : ic)∑
iu
P (iω, iu)
∑
ou
∏
c P (Oc | π(Oc) : ic,u)
= log
∑
i P (i)
∑
ou
∏
c P (Oc | π(Oc) : ic)∑
iu
P (iu)
∑
ou
∏
c P (Oc | π(Oc) : ic,u)
. (4.11)
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Note that there is only a slight difference between the numerator and denominator: in
the numerator, summation over the values of all input random variables is done, whereas
in the denominator, summation only over the values of all unobserved input random
variables takes place. This formula reveals that there is no need for the knowledge about
the prior probability of a component being normal or abnormal.
It appears that he diagnostic conflict measure can be understood in terms of differ-
ences of expectations. Using the expectation of a function f , defined as E(f(X)) =∑
x f(x)P (x), Equation (4.11) can be rewritten to:
conf[P δC ](iω, oω) = log
E(S(I))
E(T (Iu))
, (4.12)
where S(i) =
∑
ou
∏
c P (Oc | π(Oc) : ic) and T (iu) =
∑
ou
∏
c P (Oc | π(Oc) : ic,u).
Note that T is a restriction of S with respect to the observed input iω. In essence, since
Equation (4.12) can be rewritten to the form of log E(S(I))− log E(T (Iu)), the equation
can be interpreted as the comparison between two means. Where S(I) is defined for
all the inputs, the T (Iu) is only defined for the unobserved inputs. This subtraction
establishes that the diagnostic conflict measure can be seen as a tool to determine the
amount of conflict between the system, averaged over all possible inputs, and the same
system, but now averaged over the unobserved inputs and with fixed observed input.
With respect to output, there is no difference between the two expectations.
Finally, the following example illustrates how the diagnostic conflict measure can be
computed for a particular Bayesian diagnostic problem.
Example 4.8 Reconsider the full-adder circuit example, for which the logical represen-
tation is depicted in Figure 4.2 and the associated probabilistic representation in Figure
4.5 and Table 4.2. Now, suppose that the observation ω = {i1, ı¯2, i3, oX2, o¯R1} is made,
yielding the graphical representation of the Bayesian diagnostic problem is shown in Fig-
ure 4.6. The resulting computational form of the diagnostic conflict measure for various
diagnoses is given in Table 4.3. Note that the diagnostic conflict measure is not defined
for all possible sets of abnormality assumptions due to P -inconsistence; this is indicated
by a line ‘–’. Clearly, there is a 1-1 correspondence with respect to whether or not di-
agnoses are defined in this table in comparison to the right-hand column of the GDE
probabilities in Table 4.1.
For some concrete probabilities the value of the diagnostic conflict measure is given
in Table 4.4. As an example, the diagnostic conflict measure is computed for some diag-
noses. Assume that both components X2 and A2 are malfunctioning yielding diagnosis
δ{X2,A2} = δ18, then its corresponding diagnostic conflict measure is equal to:
conf[P δ{X2,A2} ](ω) = log
pX2(1− pA2)(1 − P (i1)P ( i2))
pX2(1− pA2)
= log
3
4
< 0,
assuming that P (i1) = P (i2) = 0.5 (the probabilistic parameters from Table 4.2) and
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i1 ı¯2
i3 OX1
oX2
OA1
OA2
o¯R1
AbX1
AbX2
AbA1
AbA2
AbR1
Figure 4.6: The graphical representation of a Bayesian diagnostic system corresponding
to the full-adder system in Figure 4.2 with the observations ω = {i1, ı¯2, i3, oX2, o¯R1}.
P (oc | abc) = pc, c ∈ COMPS. The diagnostic conflict measure for the diagnosis
δ23 = δ{X1,X2,A1} is equal to:
conf[P δ{X1,X2,A1} ](ω) =
pX2(1− pA1)(1 −
1
2pX1)
pX2(1 − pA1)(1− pX1)
=
1− 12pX1
1− pX1
.
As the numerator here is higher than the denominator, there is a lower match for the
observed input then for all possible inputs. This match becomes less with larger values
of pX1. 2
Note that in the previous example the diagnostic conflict measure can take positive, neg-
ative as well as zero values; these values can thus be used to rank diagnoses. In the
following, this ranking will be studied further.
4.7 The notion of conflict-based diagnosis
In this section, it is shown that subsets of P -consistent diagnoses can be selected mean-
ingfully based on the value of the diagnostic conflict measure. The diagnostic conflict
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k conf[P δk ](ω) k conf[P δk ](ω)
1 – 17 –
2 – 18 log 34
3 – 19 -
4 – 20 log 1
5 log 3/81−pX1 21 log
1/8(6−3pX1)
(1−pX1)
6 log 3/81−pX1 22 log
3
4
7 log 1/21−pX1 23 log
(1−1/2pX1)
1−pX1
8 log 1/21−pX1 24 log 1
9 – 25 log 1
10 – 26 log 1
11 – 27 log 1
12 – 28 log 1
13 log 1/2(1−pX1) 29 log 1
14 log 1/2(1−pX1) 30 log 1
15 log 1/2(1−pX1) 31 log 1
16 log 1/2(1−pX1) 32 log 1
Table 4.3: The computational form of the diagnostic conflict measure for diagnosis δk,
k = 1, . . . , 32, where it is assumed that the probability distribution of the input random
variables, P (I), is uniform.
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k X2 R1 X1 A1 A2 pX1 = 0.001 pX1 = 0.5 pX1 = 0.8
1 1 1 1 1 1 – – –
2 1 1 1 1 0 – – –
3 1 1 1 0 1 – – –
4 1 1 1 0 0 – – –
5 1 1 0 1 1 −0.4255 −0.1249 0.2730
6 1 1 0 1 0 −0.4255 −0.1249 0.2730
7 1 1 0 0 1 −0.3006 0 0.3979
8 1 1 0 0 0 −0.3006 0 0.3979
9 1 0 1 1 1 – – –
10 1 0 1 1 0 – – –
11 1 0 1 0 1 – – –
12 1 0 1 0 0 – – –
13 1 0 0 1 1 −0.3006 0 0.3979
14 1 0 0 1 0 −0.3006 0 0.3979
15 1 0 0 0 1 −0.3006 0 0.3979
16 1 0 0 0 0 −0.3006 0 0.3979
17 0 1 1 1 1 – – –
18 0 1 1 1 0 −0.1249 −0.1249 −0.1249
19 0 1 1 0 1 – – –
20 0 1 1 0 0 0 0 0
21 0 1 0 1 1 −0.1247 0.0512 0.3522
22 0 1 0 1 0 −0.1249 −0.1249 −0.1249
23 0 1 0 0 1 0.0002 0.1761 0.4771
24 0 1 0 0 0 0 0 0
25 0 0 1 1 1 0 0 0
26 0 0 1 1 0 0 0 0
27 0 0 1 0 1 0 0 0
28 0 0 1 0 0 0 0 0
29 0 0 0 1 1 0 0 0
30 0 0 0 1 0 0 0 0
31 0 0 0 0 1 0 0 0
32 0 0 0 0 0 0 0 0
Table 4.4: Conflict measure for diagnosis δk, k = 1, . . . , 32, where it is assumed that the
probability distribution of the input random variables, P (I), is uniform. Furthermore,
the values 1 and 0 assign normal and abnormal behaviour to the related component,
respectively. It appears that only the value of P (oX1 | abX1) = pX1 matters. The
following values have been chosen: pX1 = 0.001, 0.5, and 0.8.
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measure is a concept that escapes easy interpretation; in Section 4.7.1 it is shown that
it nevertheless yields useful insight into how well diagnoses fit the observations. Based
on different values for the diagnostic conflict measure, notions of strongly and weakly
P -consistent diagnoses are defined in Section 4.7.2. These results then act as a basis for
definitions of the notions of conflict-based diagnosis and minimal conflict-based diagno-
sis, which, moreover, are extended to incorporate traditional subset-minimality. This is
all discussed in Section 4.7.3. Finally, in Section 4.7.4, the similarities and differences
between conflict-based diagnosis and determining diagnoses in GDE are studied.
4.7.1 The diagnostic interpretation of the conflict measure
The diagnostic conflict measure can take positive, zero and negative values. When distin-
guishing between these three cases, it is possible to attach signs to diagnoses: positive,
zero and negative. Each of these signs can be given a different diagnostic meaning.
Recall that, according to Section 4.4, the numerator of diagnostic conflict measure is de-
fined as the probability of the individual occurrence of the inputs and outputs, whereas
the denominator is defined as the probability of the joint occurrence of the observations.
Intuitively, if the probability of the individual occurrence of the observations is higher
than that of the joint occurrence, then the observations do not ‘like’ or support each
other. Thus, more conflict between diagnosis and observations yields higher (more posi-
tive) values of the diagnostic conflict measure. This means that the sign of the diagnostic
conflict measure, negative, zero or positive, is already a useful way to rank diagnoses in
a qualitative way. In Section 4.7.3 this will be done accordingly.
In general, the diagnostic conflict measure has the important property that its value
can be seen as the overall result of a local analysis of component behaviours under partic-
ular logical and probabilistic normality and abnormality assumptions. A smaller value of
the diagnostic conflict measure is due to a higher likelihood of dependence between ob-
servations, and this indicates a better fit between observations and component behaviours.
The implication is that the diagnostic conflict measure offers a way to rank diagnoses
that is different from GDE’s abductive method, i.e. it conveys information different from
GDE’s abductive method.
Below, examples will be given of this further and the use of the diagnostic conflict
measure in the context of diagnostic reasoning will be explored.
Example 4.9 Reconsider the full-adder circuit example, shown in figures 4.2 and 4.5
and consider Figure 4.7, where again the full-adder of Figure 4.5 is depicted, but now
including the input and output values for each gate, with all components assumed to
function normally. Let as before ω = {i1, ı¯2, i3, oX2, o¯R1}. The diagnostic conflict
measures for all the possible diagnoses are computed and listed in Table 4.4.
As an example, the diagnostic conflict measures for the diagnoses δ5, δ6, δ7 and δ8
are compared to one another for the case that the probability pX1 = P (oX1 | abX1) =
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X1
A1
A2
X2
R1
1
0
1
0 predicted
[1] observed
1 predicted
[0] observed
1
0
1
0
1
1
1
1
1
1
0
Figure 4.7: Full adder with all outputs computed under the assumption of normality.
0.001 and it is explained why, according to Table 4.4, it holds that conf[P δ5 ](ω) =
conf[P δ6 ](ω) < conf[P δ7 ](ω) = conf[P δ8 ](ω).
First, the diagnoses δk, for k = 6 and k = 7, will be considered in more detail in
order to explain the meaning of the diagnostic conflict measure. In terms of dependences
and independences of inputs and outputs, the argument goes as follows. The diagnosis δ6
assumes that fewer inputs are independent of the observed outputs (there are two inputs
of components that are assumed independent of observed outputs, namely the first input
of X2 and the first input of R1), than in the case of diagnosis δ7 (here, there are three
inputs of components that are independent of the observed outputs, namely the first input
of X2 and both inputs of component R1). Therefore, it is reasonable that δ6 is preferred
over δ7 and, thus, obtains a better ranking.
The difference in value of the diagnostic conflict measure for these two diagnoses
can be explained by noting that for δ6 it is assumed that the adder A1 functions normally
and A2 abnormally, whereas for δ7 it is the other way around. The diagnostic conflict
measure of the diagnosis δ6 is higher than that for δ7, because if A1 functions normally,
then its output has to be equal to 0, whereas if A2 functions normally, then its output
has to be equal to 1. Note that it has been observed for R1 that the output is equal to 0.
Because 0 is the output of the OR gate R1, its inputs must be 0; therefore, the assumption
that A1 functions normally with output 0 offers a better explanation for the output 0 of
the R1 gate than the assumption in δ7 that A2 functions normally (which yields output
value 1). Furthermore, since in both diagnoses δ6 and δ7 component X1 is assumed to be
faulty, and the output of the X1 acts as the input of A2, the assumption about the output
of A2 is already relaxed. This also explains the preference of diagnosis δ6 above δ7.
Next, compare the diagnoses δ7, δ8, δ13, δ14, δ15, and δ16 and explain why it is rea-
sonable that these diagnoses have the same value of the diagnostic conflict measure
(−3.006). Note that both diagnoses δ7 and δ8 include faulty assumption abX1 and abA1,
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and δ13, δ14, δ15 and δ16 include the faulty behaviours abR1 and abX1. Note that for both
{abX1, abA1} and {abR1, abX1}, one input of the X2 and all the two inputs of the R1
are relaxed. Therefore, they yield the same qualitative information about fault behaviour
of the system. A comparison between these results and the results obtained by GDE will
be discussed later. 2
The example above illustrates that comparing the value of the diagnostic conflict measure
for different diagnoses gives considerable insight into the behavioural abnormality of a
system.
4.7.2 Strong and weak P -consistency
The interpretation of the signs of the diagnostic conflict measure, as described in the
previous section, offers the motivation for making the following distinction between two
different types of P -consistent diagnosis.
Definition 4.13 (strong and weak P -consistency) Let PB = (SB, ω) be a Bayesian
diagnostic problem. Then, a P -consistent diagnosis δC of PB is called
• strongly P -consistent if conf[P δC ](ω) ≤ 0, and
• weakly P -consistent if conf[P δC ](ω) > 0.
In the previous section the diagnostic meaning of signs of the diagnostic conflict measure
was already extensively discussed. Having this discussion in mind it can be concluded
that a strongly P -consistent diagnosis fits better to the system and observations than a
weakly P -consistent diagnosis, hence the use of the terms ‘strong’ and ‘weak’. The
concepts of strongly and weakly P -consistent diagnoses are illustrated by the following
example.
Example 4.10 Reconsider the full-adder circuit example, shown in figures 4.2 and 4.5.
Let again ω = {i1, ı¯2, i3, oX2, o¯R1}. The diagnostic conflict measures for all the possible
diagnoses are enlisted in Table 4.4.
For example, diagnosis δ5 is a strongly P -consistent diagnosis, diagnosis δ25 with
diagnostic conflict measure value 0 is still a strongly P -consistent diagnosis, whereas
δ23 is a weakly P -consistent diagnosis. In other words, δ5 explains the observations
better than δ23. 2
As it was already mentioned before, if based on particular faulty behaviour assumptions
all the inputs and outputs of the observed components are independent of one another, the
diagnostic conflict measure of the diagnosis is equal to 0. The following two propositions
and related corollary establish this property theoretically.
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Proposition 4.2 Let PB = (SB , ω) be a Bayesian diagnostic problem and let its set of
observed outputs be equal to oω = {oe | e ∈ E}∪ {of | f ∈ F}, where E and F form a
partition of C ⊆ COMPS. Let δC = {abc | c ∈ C} ∪ {abc | c ∈ COMPS− C}, then
it holds that the diagnostic conflict measure is equal to 0, i.e. conf[P δC ](ω) = 0.
Proof: The set E ⊆ COMPS denotes components for which oc has been observed and
the set F ⊆ COMPS denotes components for which oc has been observed in oω . It
holds that for the given δC :
∏
e∈E P (Oe | π(Oe) : abe)
∏
f∈F P (Of | π(Of ) : abf ) =∏
e∈E P (oe | abe)
∏
f∈F P (of | abf ) =
∏
e∈E pe
∏
f∈F (1 − pf ) = b, where b is a
constant. As a consequence,
conf[P δC ](iω, oω) = log
∑
i P (i)
∑
ou
∏
c P (Oc | π(Oc) : δC)∑
iu
P (iu)
∑
ou
∏
c P (Oc | π(Oc) : δC)
= log
b
∑
i P (i)
∑
ou
∏
c∈COMPS−C P (Oc | π(Oc) : abc)
b
∑
iu
P (iu)
∑
ou
∏
c∈COMPS−C P (Oc | π(Oc) : abc)
= log
∑
i P (i)
∑
ou
∏
c∈COMPS−C P (Oc | π(Oc) : abc)∑
iu
P (iu)
∑
ou
∏
c∈COMPS−C P (Oc | π(Oc) : abc)
= log
∑
i P (i) · 1∑
iu
P (iu) · 1
= log 1
= 0,
as each unobserved component is included in the set of components COMPS − C,∑
ou
∏
c∈COMPS−C P (Oc | π(Oc) : abc) = 1, which completes the proof. 2
Corollary 4.2 If δC = {abc | c ∈ COMPS}, then it holds that conf[P δC ](ω) = 0.
Proof: When it is assumed that all components behave abnormally, it will also be the
case that each component c of the observed output oω is assumed to behave abnormally,
which is a special case of Proposition 4.2. 2
Proposition 4.3 Let PB = (SB , ω) be a Bayesian diagnostic problem defined above.
Then, if the diagnostic conflict measure for diagnosis δC and observations ω is equal
to 0, i.e. conf[P δC ](ω) = 0 then it means that iω and oω are conditionally independent
given δC .
Proof: Simply note that conf[P δC ](ω) = 0 implies that P (iω | δC)P (oω | δC) =
P (iω, oω | δC), which, by definition, is conditional independence. 2
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Figure 4.8: Set-inclusion relation between notions of diagnosis.
4.7.3 Conflict-based diagnosis
The results of the previous section suggest that the diagnostic conflict measure can be
used for expressing preference of strongly P -consistent diagnosis over others. In this
section, this issue will be used to define the concept of conflict-based diagnosis.
Definition 4.14 (conflict-based diagnosis) Let PB = (SB , ω) be a Bayesian diagnostic
problem and let δC be a P -consistent diagnosis of PB. Then, δC is called a conflict-
based diagnosis if it is strongly P -consistent, i.e. conf[P δC ](ω) ≤ 0.
The following definition expresses the interest to focus on those conflict-based diagnoses
with minimal diagnostic conflict-measure value.
Definition 4.15 (minimal conflict-based diagnosis) Let δC be a conflict-based diagnosis
of PB . Then, δC is called a minimal conflict-based diagnosis, if it has the smallest
diagnostic conflict measure of the set of conflict-based diagnoses, i.e. conf[P δC ](ω) ≤
conf[P δC′ ](ω) for all δC′ , C 6= C′.
Figure 4.8 offers a summary of the set-inclusion relations between various notions of
diagnosis defined in this chapter. Some examples are given.
Example 4.11 Reconsider the full-adder example, for which the diagnostic conflict mea-
sure for all possible diagnoses is given in Table 4.4. Suppose that pX1 = 0.001. The set
of P -consistent diagnoses is then equal to DPcons = {δ5, . . . , δ8, δ13, . . . , δ16, δ18, δ20,
. . . , δ32}, whereas the set of conflict-based diagnoses is equal to: Dconf = {δ5, . . . , δ8,
δ13, . . . , δ16, δ18, δ20, . . . , δ22, δ24, . . . , δ32}. In addition, the set of minimal conflict-
based diagnoses is equal to Dconfmin = {δ5, δ6}. According to the definitions of P -
consistent diagnosis, conflict-based diagnosis and minimal conflict-based diagnosis the
set-inclusion relation Dconfmin ⊆ Dconf ⊆ DPcons holds.
Finally, the set of subset-minimal P -consistent diagnoses is equal to DPconsmin =
{δ5, δ18, δ25}, and by definition DPconsmin ⊆ DPcons.
Note that it is not surprising that the set of minimal conflict-based diagnosis is equal
to Dconfmin = {δ5, δ6}, since as was explained in Example 4.9, in the case of pX1 =
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0.001, it is the best fitting explanation to the observations with no redundant indepen-
dence assumptions between inputs and outputs of observed components. 2
It is also possible to combine the notions of minimal conflict-based diagnosis and subset-
minimal P -consistent diagnosis, in the following two ways:
• determine the subset-minimal P -consistent diagnoses, and find out next which of
these are minimally conflict-based;
• determine the minimal conflict-based diagnoses, and find out next which of these
are subset-minimal.
Note that subset-minimality provides a suitable way to refine and reduce the set of mini-
mal conflict-based diagnoses. This is illustrated by the following example.
Example 4.12 Reconsider Example 4.11. Recall that the set of subset-minimal P -con-
sistent diagnoses is equal to DPconsmin = {δ5, δ18, δ25} and the set of minimal conflict-
based diagnosis is equal to Dconfmin = {δ5, δ6}. Then, for pX1 = 0.001, the set of
subset-minimal minimal conflict-based diagnoses is equal to {δ5}. Here, the difference
between diagnoses δ5 and δ6 is that δ6 assumes that component A2 is also malfunction-
ing, which from the viewpoint of subset-minimality, is a redundant assumption. This
redundancy is removed by using subset-minimality. 2
These examples show that, similar to subset-minimality, the diagnostic conflict measure
offers an alternative way to express preference of one diagnosis over others. However,
as the diagnostic conflict-measure values are based on probabilities, the result of de-
termining the (minimal) conflict-based diagnoses is often dependent on the given joint
probability distribution P . This is explained in the following example.
Example 4.13 In example 4.11, it is shown that the set of minimal conflict-based diag-
noses for pX1 = 0.001 is equal to Dconfmin = {δ5, δ6}. However, if pX1 takes another
value this set may change. This can be illustrated by the results included in Table 4.4.
For example, the set of minimal conflict-based diagnosis for pX1 = 0.5 is equal to
{δ5, δ6, δ18, δ22}, and for pX1 = 0.8 it is equal to {δ18, δ22}. Clearly, the set of (min-
imal) conflict-based diagnosis depends on the value of pX1. Note that for some of the
diagnoses, X1 is not the only component assumed to malfunction. 2
4.7.4 Comparison of the diagnostic conflict measure and GDE’s ab-
ductive method
As mentioned in Section 4.6.1, the diagnostic conflict measure can be interpreted as a
probabilistic extension to consistency-based diagnosis, whereas in the general diagnostic
engine (GDE), where one would expect such a probabilistic measure to be incorporated
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as it is grounded in consistency-based diagnosis, uses, in fact, an abductive probabilistic
method. In this section, the diagnostic conflict measure and GDE’s abductive probabilis-
tic method are compared to each other in terms of the difference in ranking they give
rise to. To start, the main differences between the diagnostic conflict measure and GDE
are summarised, followed by the presentation of an example. The example is used to
illustrate that the diagnostic conflict measure yields a ranking that, for the probability
distribution defined earlier, is superior to the ranking obtained by GDE.
For convenience, the following facts summarise the differences and similarities be-
tween the diagnostic conflict measure and GDE:
(i) an abnormality assumption δC is a diagnosis according to GDE iff its associated
diagnostic conflict measure is defined, i.e. P (ω | δC) > 0;
(ii) computation of the diagnostic conflict measure requires the conditional probability
pc = P (oc | abc), i.e. the probability that the component’s output is oc when the
component is faulty, this probability is assumed to be always 0 or 1 by GDE;
(iii) in GDE the probability P (abc), i.e. the probability that component c functions
abnormally, acts as the basis for ranking diagnoses; this probability is not needed
to rank diagnoses using conflict-based diagnosis, because it is summed out in the
computation of the diagnostic conflict measure;
(iv) the ranking of a conflict-based diagnosis is based on a local analysis of proba-
bilistic interactions (independences) between inputs and outputs of components,
taking into account the probability of particular faulty behaviours of components,
and thus can be interpreted as a measure of how well the diagnosis, observations
and system behaviour match; GDE offers nothing that is to some extent similar;
(v) in GDE assuming more components to be functioning abnormally renders a diag-
nosis less likely, as proved in Proposition 4.1; a similar property does not hold for
conflict-based diagnosis using the diagnostic conflict measure.
All properties above have already been discussed extensively. Therefore, only the last
issue is illustrated.
Example 4.14 Here the notion of Bayesian diagnostic problems is used. Table 4.5 sum-
marises some results from tables 4.1 and 4.4, which makes it easier to compare the re-
sults.
Consider again the Bayesian diagnostic problem PB with set of observations
ω = {i1, ı¯2, i3, oX2, o¯R1}
and the two diagnoses
δ5 = δ{X1} = {abX2, abR1, abX1, abA1, abA2}
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and
δ6 = δ{X1,A2} = {abX2, abR1, abX1, abA1, abA2} .
According to Table 4.5 the posterior probabilities computed by GDE are equal to P (δ5 |
ω) = 0.99402 and P (δ6 | ω) = 9.9502 · 10−4. Thus, δ5 is much more likely than δ6,
which is due to the extra inclusion of an abnormality assumption in δ6 in comparison to
δ5. As a consequence, the ranking that results is compatible with the one obtained by
using subset-minimality as a criterion. However, using the diagnostic conflict measure
gives, according to Table 4.5, for both diagnoses the value of −0.4255. This means that
relaxing one extra logical and probabilistic constraint, i.e. A2 in addition to X1, has no
effect on the likelihood of the diagnosis in this case. This clarifies that, whereas GDE’s
abductive method is very similar to subset-minimality, the diagnostic conflict measure
is better seen as a probabilistic extension of consistency-based diagnosis, where logical
constraints are extended towards probabilistic constraints.
Next consider the diagnosis δ7. It has the same probability as diagnosis δ6, as both
have the same number of components assumed to be abnormal, even though each differs
with regard to one of those assumptions in comparison to the other diagnosis. The reason
for this equality is the assumption that the prior probability P (abc) is the same for each
component c. Note that δ6 and δ7 have a different diagnostic conflict measure value; why
this is the case has already been explained in Example 4.9. 2
This example again illustrates that the way GDE ranks diagnoses, and the way the diag-
nostic conflict measure does this are different.
4.8 Incomplete knowledge
Consistency-based diagnosis is traditionally used in situations where little knowledge
about abnormal behaviour is available. In this section, similar situations for Bayesian
diagnostic systems are explored. A distinction is made between the situation where at
least some knowledge about different (probabilistic) faulty behaviours is known, called
the multiple fault behaviour assumption, and the situation where all fault behaviours are
assumed to be identical, which will be called the single fault behaviour assumption.
In this section, based on some special properties of diagnostic reasoning in Bayesian
diagnostic problems derived in sections 4.8.2 and 4.8.3, a computationally simplified
formula of the diagnostic conflict measure is introduced. It will appear that this formula
is important since it indicates that it is possible to only deal with a subset of abnormal
knowledge in probabilistic reasoning, and it will be exploited to explain the concept of
the diagnostic conflict measure in terms of probabilistic expectation. Finally, in Section
4.8.4 a simplified form of the diagnostic conflict measure is derived.
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k X2 R1 X1 A1 A2 conf[P δk ](ω) GDE’s P (δk | ω)
1 1 1 1 1 1 – –
2 1 1 1 1 0 – –
3 1 1 1 0 1 – –
4 1 1 1 0 0 – –
5 1 1 0 1 1 −0.4255 0.99402
6 1 1 0 1 0 −0.4255 9.9502 · 10−4
7 1 1 0 0 1 −0.3006 9.9502 · 10−4
8 1 1 0 0 0 −0.3006 9.9601 · 10−7
9 1 0 1 1 1 – –
10 1 0 1 1 0 – –
11 1 0 1 0 1 – –
12 1 0 1 0 0 – –
13 1 0 0 1 1 −0.3006 9.9502 · 10−4
14 1 0 0 1 0 −0.3006 9.9601 · 10−7
15 1 0 0 0 1 −0.3006 9.9601 · 10−7
16 1 0 0 0 0 −0.3006 9.9701 · 10−10
17 0 1 1 1 1 – –
18 0 1 1 1 0 −0.1249 9.9502 · 10−4
19 0 1 1 0 1 – –
20 0 1 1 0 0 0 9.9502 · 10−7
21 0 1 0 1 1 −0.1247 9.9502 · 10−4
22 0 1 0 1 0 −0.1249 9.9601 · 10−7
23 0 1 0 0 1 0.0002 9.9601 · 10−7
24 0 1 0 0 0 0 9.9701 · 10−10
25 0 0 1 1 1 0 9.9502 · 10−4
26 0 0 1 1 0 0 9.9601 · 10−7
27 0 0 1 0 1 0 9.9601 · 10−7
28 0 0 1 0 0 0 9.9701 · 10−10
29 0 0 0 1 1 0 9.9601 · 10−7
30 0 0 0 1 0 0 9.9701 · 10−10
31 0 0 0 0 1 0 9.9701 · 10−10
32 0 0 0 0 0 0 9.9801 · 10−13
Table 4.5: Comparison of the values of the diagnostic conflict measure and GDE for
the full-adder circuit with observations ω = {i1, ı2, i3, oX2, oR1} and the probability
distribution P given in Table 4.2.
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4.8.1 Additional notations
It seems reasonable to assume that the fault behaviour of every individual component
of the system might not always be known. Instead, information regarding the fault be-
haviour of particular classes or groups of components might be sufficient, such as AND
gates and OR gates, as in Example 4.1. Thus, there could be two AND gates in a system,
for which identical fault probabilities are assumed. However, this assumption need not
be restrictive, as as many groups could be distinguished as there are components.
Formally, groups or classes of probabilistically equivalent components are viewed as
equivalence classes. If two components c, c′ ∈ COMPS belong to the same equivalence
class q, also denoted by [c], then for each c, c′ ∈ [c] it holds that P (oc | abc) = P (oc′ |
abc′). The set of all equivalence classes will be denoted by Q in the following. Clearly,
it also holds that for q, q′ ∈ Q, q 6= q′: P (oc | abc) 6= P (oc′ | abc′), for each c ∈ q
and c′ ∈ q′. Probabilities P (oc | abc) will be denoted by pc or pq; the latter notation, pq,
stresses the fact that a probability is associated to a class of components.
In the analysis that will follow, between several sets of components will be distin-
guished:
• the sets of components assumed to function normally and abnormally will be de-
noted by Ca and Ca, respectively;
• the sets Ca and Ca are partitioned into sets of components, for observed and un-
observed outputs, indicated by the sets C a¯ω , C a¯u , Caω and Cau , respectively.
Thus, C a¯ = C a¯ω ∪ C a¯u and Ca = Caω ∪ Cau . In addition, sometimes a distinction will
be made between components c for which oc has been observed, and components c for
which o¯c has been observed. These sets will be denoted by Coω and C o¯ω, respectively. It
holds that Coω and C o¯ω constitute a partition of Cω. The notations can also be combined,
e.g. as Ca,oω and Ca,o¯ω . Furthermore, sometimes a similar notation for sets of output
random variables will be used, e.g. Oa¯u = {Oc | c ∈ C a¯u} and Oa¯ω = {Oc | c ∈ C a¯ω}, and
input random variables, e.g. I a¯u =
⋃
c∈Ca¯u
Ic indicates unobserved inputs of components
that are assumed to behave normally. Finally, I a¯ω =
⋃
c∈Ca¯ω
Ic denote observed inputs
of components that are assumed to behave normally, with Ic the set of input random
variables of component c ∈ COMPS and Ia = Iaω ∪ Iau .
4.8.2 Multiple fault behaviours
In the following three consecutive sections, properties of the Bayesian diagnostic prob-
lems are introduced that allow us to simplify probabilistic terms in the computation of
the diagnostic conflict measure.
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Decomposition of the set of output random variables
The following lemma shows that it is useful to explicitly distinguish between various
types of components using the component sets defined above.
Lemma 4.1 The following statements hold:
• the joint probability distribution of the outputs of the set of assumed normally
functioning components C a¯ can be decomposed into two products as follows:
∏
c∈Ca¯
P (Oc | π(Oc) : abc) =
∏
c∈Ca¯u
P (Oc | π(Oc) : abc)
∏
c∈Ca¯ω
P (Oc | π(Oc) : abc);
• similarly, the joint probability distribution of the outputs of the set of assumed
abnormally functioning components Ca can be decomposed into two products as
follows:
∏
c∈Ca
P (Oc | π(Oc) : abc) =
∏
c∈Cau
P (Oc | abc)
∏
c∈Caω
P (Oc | abc).
Proof: The decompositions follows from the definitions of the sets Ca, Caω , Cau , C a¯u and
C a¯ω, and the independence assumptions underlying the distribution P . 2
Now, based on Lemma 4.1, the product of the entire set of components can be decom-
posed as follows:
∏
c
P (Oc | π(Oc)) = (4.13)
∏
c∈Ca¯u
P (Oc | π(Oc) : abc)
∏
c∈Ca¯ω
P (Oc | π(Oc) : abc)
∏
c∈Cau
P (Oc | abc)
∏
c∈Caω
P (Oc | abc).
Example 4.15 Consider the full-adder circuit again. Using Lemma 4.1, the partitioning
of the set of components C for diagnosis δ15 is shown in Table 4.6. Based on this par-
titioning of components, it holds for diagnosis δ15 that the terms in Equation (4.13) are
filled in as follows:∏
c∈Ca¯u
P (Oc | π(Oc) : abc) = P (OA2 | π(OA2) : abc),
∏
c∈Ca¯ω
P (Oc | π(Oc) : abc) = P (OX2 | π(OX2) : abc),
∏
c∈Cau
P (Oc | abc) = P (OX1 | abX1)P (OA1 | abA1),
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C = {X1, X2, A1, A2, R1}
Cu = {X1, A1, A2} Cω = {X2, R1}
C a¯u = {A2} C
a¯
ω = {X2}
Cau = {X1, A1} C
a
ω = {R1}
Table 4.6: The partitioning of the components in the full-adder circuit for the diagnosis
δ15 = {abX2, abR1, abX1, abA1, abA2}.
∏
c∈Caω
P (Oc | abc) = P (OR1 | abR1).
2
Observed abnormally assumed output random variables
In this section, it is established that the outputs of the set of observed abnormally com-
ponents depend only on their probability of abnormal behaviour and not on other com-
ponents in their parent set.
Lemma 4.2 Let Q be the set of equivalence classes of components with identical faulty
behaviour probabilities. The joint probability of observed outputs of the abnormally
assumed components can be written as:
∏
c∈Caω
P (Oc | π(Oc) : abc) =
∏
q∈Q
pnqq (1− pq)
mq , (4.14)
where nq = |q∩Ca,oω |, i.e. the number of abnormal components with positive output and
probability pq; similarly, for negative outputs it holds that mq = |q ∩ Ca,o¯ω |.
Proof: The following holds:
∏
c∈Caω
P (Oc | π(Oc) : abc) =
∏
q∈Q
∏
c∈q∩Caω
P (Oc | abc)
=
∏
q∈Q
(
∏
c∈q∩Ca,oω
P (oc | abc))(
∏
c∈q∩Ca,o¯ω
P (o¯c | abc))
=
∏
q∈Q
pnqq (1− pq)
mq .
2
Example 4.16 Reconsider diagnosis δ15 and the partitioning of its components in Table
4.6. Then, according to Lemma 4.2, the set of abnormally functioning observed com-
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ponents is equal to Caω = {R1} for an observed negative output o¯R1; therefore, it holds
that mq = 1 and nq = 0. Furthermore, there is only one equivalence class of abnormally
functioning components, i.e. |Q| = 1. As a consequence, Equation (4.14) can be written
as: ∏
c∈Caω
P (Oc | π(Oc) : abc) = P (o¯R1 | π(Oc) : abR1)
= P (o¯R1 | abR1)
= (1− abR1) .
2
Normally assumed output components as Boolean functions
Recall that the probability of an output of a normally functioning component was as-
sumed to be either 0 or 1 implying that these probabilities act as Boolean functions.
Clearly, if these probabilities can be seen individually as Boolean functions, then the
product over these probabilities is also a Boolean function. Let the Boolean function ϕ
be defined as the product of probabilities of output values of a given subset of normally
functioning components; formally, let C a¯′ ⊆ C a¯, then
ϕ(oa¯
′
, π(Oa¯
′
)) =
∏
c∈Ca¯′
P (Oc | π(Oc) : abc).
Furthermore, if the partitioning of the set of normally functioning components into sub-
sets C a¯u and C a¯ω is considered, then for a given parent set the following two Boolean
functions are obtained:
ϕ(oa¯u, π(O
a¯
u)) =
∏
c∈Ca¯u
P (Oc | π(Oc) : abc)
=
∏
c∈Ca¯u
P (Oc | i
a¯, oau, oω, abc),
and
ϕ(oa¯ω , π(O
a¯
ω)) =
∏
c∈Ca¯ω
P (Oc | π(Oc) : abc)
=
∏
c∈Ca¯ω
P (Oc | i
a¯, ou, o
a
ω, abc),
where in both cases the parent set of the random variables is taken to be initialised.
Note that sinceϕ is a Boolean function its value is either equal to 0 or 1. Furthermore,
it is obtained as a product of single Boolean functions. Note that for each single Boolean
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component there is only one output value for which the probability is equal to 1 (given
the same values of the parent set). This indicates that for the product of these single
Boolean functions there is also only one output value combination for which the product
of probabilities is equal to 1, and, therefore, for which ϕ is equal to 1. This is established
in the following lemma.
Lemma 4.3 There exists only one value instantiation oa¯u of the set of random variables
Oa¯u = {Oc | c ∈ C
a¯
u} for which it holds that ϕ(oa¯u, π(Oa¯u)) = 1; similarly, there exists
one value oa¯ω of the set of random variables Oa¯ω = {Oc | c ∈ C a¯ω} for which it holds that
ϕ(oa¯ω , π(O
a¯
ω)) = 1.
Proof: As the Boolean function ϕ is defined as products of conditional probability dis-
tributions P (Oc | π(Oc) : abc), for which it holds that P (oc | π(Oc) : abc) ∈ {0, 1},
there is, due to the axioms of probability theory, for any value of the random variables
corresponding to the parents of the random variables Oc at most one value for each Oc
for which the joint probability∏c P (Oc | π(Oc) : abc) = 1. 2
Based on Lemma 4.3, it also holds that for the entire set of components C a¯ the proba-
bilities of their output values Oa = {Oc | c ∈ Ca} can be written as Boolean functions,
for which there is only one value for which this Boolean function is equal to 1, i.e.
ϕ(oa¯, π(Oa¯)) = 1.
The following example illustrates how probabilities related to normally functioning
components can be replaced by Boolean functions.
Example 4.17 Reconsider diagnosis δ15 and the related set of components given in Table
4.6. Here, C a¯u = {A2}. Let π(OA2) = {oX1, i3, abA2}. The output component OA2
can take two values: oA2 and o¯A2, for which it holds that
P (oA2 | oX1, i3, abA2) = 1 ,
P (o¯A2 | oX1, i3, abA2) = 0 . (4.15)
For the set C a¯ω = {X2} let π(OX2) = {oX1, i3, abX2}. Then, the probabilities for the
output values of X2 are equal to:
P (oX2 | oX1, i3, abX2) = 0 ,
P (o¯X2 | oX1, i3, abX2) = 1 . (4.16)
As a conclusion, considering Lemma 4.3, there is only one output value Oa¯ = {OA2,
OX2} = {oA2, o¯X2} for which ϕ(Oa¯, π(Oa¯)) = 1. Clearly, there is only one output
value for which ϕ(Oa¯u, π(Oa¯u)) = 1 and ϕ(Oa¯ω , π(Oa¯ω)) = 1. 2
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Relation between abnormally and normally functioning components
As it was shown, formula (4.11) of the diagnostic conflict measure contains a summation
over the unobserved output random variables Ou. In this section, this summation will be
simplified using probability theory, established in two lemmas.
The first simplification of the summation over Ou is based on the following con-
sideration. The set of unobserved outputs Ou can be divided into two subsets: outputs
of normally and abnormally functioning components. In the previous section normally
functioning components were defined as Boolean functions, whereas abnormally func-
tioning components were written as a product over the abnormality probabilities (cf.
Lemma 4.2). The above mentioned issues imply the following lemma.
Lemma 4.4 Let the Boolean function ϕ be as defined above, then:
∑
ou
∏
c
P (Oc | π(Oc)) =
∑
oau
b(oa¯ω, π(O
a¯))
∏
q∈Q
pnqq (1 − pq)
mq ,
where nq is the number of abnormal components with positive output and probability pq;
similarly, mq is the number for negative outputs; and b(oa¯ω , π(Oa¯)) is defined as
b(oa¯ω, π(O
a¯)) =
∑
oa¯u
ϕ(oa¯ω , π(O
a¯
ω))ϕ(o
a¯
u, π(O
a¯
u)) .
Proof: According to Lemma 4.1, the set of observed random variables can be decom-
posed into the disjoint subsets of the outputs of normally and abnormally functioning
components. In this lemma, the first term of the right-hand side of the equation concerns
the normally functioning components, whereas the second term the abnormally func-
tioning components. To obtain the first term, Lemma 4.3 will be used, which tells us that
there is exactly one oa¯ω and oa¯u for which ϕ(oa¯ω , π(Oa¯ω))ϕ(oa¯u, π(Oa¯u)) is equal to 1. This
also allows us to simplify the summation over ou to oau. The second term of the equation
is obtained through Lemma 4.2. 2
In Lemma 4.4, the summation over the unobserved outputs Ou is simplified into the
summation over the unobserved abnormal outputs Oau. However, based on probability
theory, if the sum is taken over the probabilities over output values that do not occur in the
domain of the Boolean functions ϕ, these probabilities can be summed out, established
in the following lemma.
Lemma 4.5 Let Cau = Cau ′ ∪Cau ′′ be a partition of the set of componentsCau , as defined
above, such that
Cau
′ = {c | c ∈ Cau, ∀c
′ ∈ C a¯ : Oc 6∈ π(Oc′)},
i.e. abnormally assumed components with unobserved outputs that do not act as input to
any normally assumed component, then Cau ′′ = Cau − Cau ′. The following equation is
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then satisfied:
∑
ou
∏
c∈Ca¯
P (Oc | π(Oc) : abc)
∏
c∈Cau
P (Oc | abc) =
∑
ou−oau
′
∏
c∈Ca¯
P (Oc | π(Oc) : abc)
∏
c∈Cau
′′
P (Oc | abc).
Proof: This statement is a consequence of the distributive law of addition and multipli-
cation of real functions,
∑
x,y f(x)g(y) =
∑
x f(x)
∑
y g(y), the facts that the sets Cau
′
and Cau ′′ are disjoint and that it holds that
∑
oau
′
∏
c∈Cau
′ P (Oc | abc) = 1. 2
Example 4.18 Reconsider diagnosis δ15 and its partitioning shown in Table 4.6. Based
on Lemma 4.5, the set of abnormally functioning unobserved outputs Cau = {A1, X1}
can be divided into two subsets Ca′u = {A1} and Ca
′′
u = {X1}. Lemma 4.5 is now
illustrated for δ15, yielding the following derivation:∑
ou
∏
c∈Ca¯
P (oc | π(Oc) : abc)
∏
c∈Cau
P (Oc | abc)
=
∑
A2,X1,A1
∏
c∈Ca¯
P (oc | π(Oc) : abc)
∏
c∈Ca′′u
P (Oc | abc)
∏
c∈Ca′u
P (Oc | abc)
=
∑
A2,X1
∏
c∈Ca¯
P (oc | π(Oc) : abc)
∏
c∈Ca′′u
P (Oc | abc) · P (oA1 | abA1) +
∑
A2,X1
∏
c∈Ca¯
P (oc | π(Oc) : abc)
∏
c∈Ca′′u
P (Oc | abc) · P (o¯A1 | abA1)
= (
∑
A2,X1
∏
c∈Ca¯
P (oc | π(Oc) : abc)
∏
c∈Ca′′u
P (Oc | abc)) ·
(P (oA1 | abA1) + P (o¯A1 | abA1))
=
∑
A2,X1
∏
c∈Ca¯
P (oc | π(Oc) : abc)
∏
c∈Ca′′u
P (Oc | abc) · 1
=
∑
ou−oau
′
∏
c∈Ca¯
P (Oc | π(Oc) : abc)
∏
c∈Cau
′′
P (Oc | abc).
2
4.8.3 Single fault behaviour
Finally, the situation is considered, where all abnormal components produce a particular
output with the same level of uncertainty, which is an assumption often adopted in the
field of model-based diagnosis (cf. work by de Kleer [19]). In essence, this section is a
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simplification of Section 4.8.2, adopting the assumption that there is only one equivalence
class indicating that the probabilities of fault behaviour of the components are equal.
Formally, it holds that:
P (oc | abc) = P (oc′ | abc′), (4.17)
for any pair of components c, c′ ∈ COMPS. Let this constant probability be denoted by
p.
In this section, it is shown that the probability distribution of the set of observed
abnormal system outputs oaω can be expressed as the product of powers of p and (1− p).
Lemma 4.6 The joint probability distribution of the abnormally functioning system out-
puts oaω given abnormality assumption δC can be written as:
P (oaω | δC) =
∏
c∈Caω
P (Oc | abc) = p
k(1 − p)n−k ,
where k is the number of abnormal components with positive outputs and n is the total
number of components in Caω.
Proof: The proof is a simplification of the proof of Lemma 4.2, where there is now only
one equivalence class. 2
4.8.4 Simplified form of the diagnostic conflict measure
Based on the above properties, the diagnostic conflict measure can be expressed as fol-
lows.
Theorem 4.2 Let PB = (SB, ω) be a Bayesian diagnostic problem. Then, the diagnos-
tic conflict measure given in Equation (4.11) for equivalence classes of faulty behaviour
can be expressed as follows:
conf[P δC ](ω) = log
∑
ia¯ P (i
a¯)
∑
oau
′′ b(oa¯, π(Oa¯))
∏
q∈Q p
nq
q (1 − pq)mq∑
ia¯u
P (ia¯u)
∑
oau
′′ b(oa¯, π(Oa¯))
∏
q∈Q p
nq
q (1− pq)mq
, (4.18)
where nq = |q∩Ca,oω |, i.e. the number of abnormal components with positive output and
probability pq; similarly, for negative outputs it holds mq = |q ∩Ca,o¯ω |.
Proof: For the numerator, the result follows from lemmas 4.1–4.5 and the fact that it is
summed over (part of) the input random variables I . Note that only the random variables
I a¯ are used as conditioning random variables, which follows from the assumption that
P (Oc | π(Oc) : abc) = P (Oc | abc). As input random variables are assumed to be
independent,
∑
i,oau
′′ P (i) · · · =
∑
ia¯,oau
′′ P (ia¯) · · · is obtained.
A similar result holds for the denominator, the only difference being that it is summed
over ia¯u instead of over ia¯.
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Due to Lemma 4.2, the numerator and denominator have a common factor
∏
q∈Q p
nq
q ·
(1− pq)mq that is constant, and, which, therefore, can be cancelled out. 2
Note that ifQ consists of a single equivalence class then the single fault assumption holds
and Lemma 4.6 is applied.
This computational form of the diagnostic conflict measure is theoretically also rele-
vant due to the following facts:
• since it is only necessary to deal with a subset of the abnormally functioning com-
ponents, i.e. the set Cau ′′ is considered, the probabilities of the abnormal behaviour
of the set of Cau − Cau
′′ are not needed. Therefore, if this probabilistic knowledge
is missing, it is still possible to reason in an exact fashion. (See below Example
4.19.)
• this formulation allows us to attach a semantic interpretation of diagnostic reason-
ing in Bayesian diagnostic problems. This is discussed below in Section 4.9.
The following example shows how it can deal with incomplete probabilistic knowledge
of abnormal behaviour.
Example 4.19 Reconsider Example 4.11 and the diagnostic conflict measure for all pos-
sible diagnoses in Table 4.4. In this example, for a subset of diagnoses the diagnostic
conflict measure is constant, such as diagnosis δ22. The diagnostic conflict measure for
δ22 is constant, since abnormal behaviour is assigned to {X2, A2} and to their parent
X1, and therefore, according to Lemma 4.5, the abnormality knowledge concerning X1
is redundant (i.e. X1 is included in the set Cau ′). Furthermore, for the remaining diag-
noses {δ5, δ6, δ7, δ8, δ13, δ14, δ15, δ16, δ21, δ23} only the probability pX1 of the abnormal
behaviour of component X1 is needed to be known. However, many of these diagnoses
assume that not only X1 is functioning abnormally; other components are sometimes
assumed to malfunction as well. 2
4.9 A Poisson-binomial like semantic of Bayesian diag-
nostic problems
In this section, the probabilistic behaviour of reasoning in Bayesian diagnostic problems
is linked to the Poisson-binomial distribution. The main result of this section is that
this distribution allows us to give a semantic interpretation to model-based probabilistic
diagnostic reasoning.
To start, some basis theory of discrete probability distributions is summarised. Let
s = (s1, . . . , sn) be a Boolean vector with elements sk ∈ {0, 1}, k = 1, . . . , n, where
sk is a Bernoulli discrete random variable and is equal to the outcome of trial k being
either success (1) or failure (0). Let the probability of success of trial k be indicated
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by pk ∈ [0, 1] and the probability of failure is set to 1 − pk. Then, the probability of
obtaining vector s as outcome is equal to
P (s) =
n∏
k=1
pskk (1 − pk)
1−sk .
This probability function acts as the basis for the Poisson-binomial distribution. The
Poisson-binomial distribution is employed to describe the outcomes of n independent
Bernoulli distributed random variables, where only the number of success and failures
are counted. The probability that there are m, m ≤ n, successful outcomes amongst the
n trials performed is then defined as:
P (m;n) =
∑
s1+···+sn=m
n∏
k=1
pskk (1− pk)
1−sk , (4.19)
Here, the summation means that it is summed over all the possible values of elements of
the vector s, where the sum of the values of the elements must be equal to m. Note that
if all trials n have the same probability of success, the standard binomial distribution is
obtained.
In Bayesian diagnostic problems, a single abnormally functioning component c can
be seen as a Bernoulli distributed random variable, since it is binary, and the positive out-
put value oc can be interpreted as success for a Bernoulli random variable. This also indi-
cates that the entire set of outputs of the abnormally functioning components can be seen
as a set of independent Bernoulli distributed random variables. Considering this, it can
be seen that the product of the probabilities of the outputs of the set of abnormally func-
tioning components in Lemma 4.2 can be taken as one Boolean vector s = (s1, . . . , sn).
If n is equivalent to the total number of abnormally functioning components Ca, then
n∏
k=1
pskk (1 − pk)
1−sk ≡
∏
q∈Q
pnqq (1 − pq)
mq .
Next, it is shown that diagnostic reasoning in Bayesian diagnostic problems is equiv-
alent with the interpretation of the expectation of the normally functioning components.
Recall that the probabilities of the normally functioning components act as Boolean
functions which were used to define the Boolean function b(oa¯, π(Oa¯)). Recall that
the expectation of a function f(X) is defined as E(f(X)) =
∑
x f(x)P (x). Then, if
f(oa
′′
u ) = b(o
a¯, π(Oa¯)), with Oa′′u ⊆ π(Oa¯), then it holds that:
Eia¯(b(o
a¯, π(Oa¯))) =
∑
oa′′u
b(oa¯, π(Oa¯))P (oa
′′
u )
=
∑
oa′′u
b(oa¯, π(Oa¯))
∏
q∈Q
pnqq (1 − pq)
mq , (4.20)
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where Eia¯ is augmented with subscript ia¯ to indicate that this expectation is a function of
ia¯ since this input is included in the parent set of the output random variables. Observe
that the right-hand side of Equation (4.20) is part of the expression for the computation
of the diagnostic conflict measure, established in the following theorem.
Theorem 4.3 The simplified computational form of the diagnostic conflict measure, de-
rived in Theorem 4.2, can be expressed as follows:
conf[P δC ](ω) = log
∑
ia¯ P (i
a¯)Eia¯(b(oa¯, π(Oa¯)))∑
ia¯u
P (ia¯u)Eia¯u(b(o
a¯, π(Oa¯)))
. (4.21)
Proof: It directly follows from Equation (4.20). 2
Finally, it is shown that the diagnostic conflict measure also be seen as the difference
between the expectations of the inputs formulated as follows.
Theorem 4.4 The diagnostic conflict measure can be expressed as:
conf[P δC ](ω) = log
E(Eia¯(b(oa¯, π(Oa¯))))
E(Eia¯u (b(o
a¯, π(Oa¯))))
. (4.22)
Proof: It directly follows from the probability theory and theorems 4.2 and 4.3. 2
In essence, theorems 4.3 and 4.4 show that consistency-based reasoning in Bayesian
diagnostic problems can be interpreted as the difference between the expectations of
the observed and unobserved outputs according to a Poisson-binomial like distribution,
weighted by the probabilities of the occurrence of the inputs. The theory of trials de-
scribes the behaviour of systems in terms of success and failure. In the end, a diagnosis
is an interpretation of system behaviour in terms of success and failure of components.
Thus, the theorems above show that it is possible to understand diagnostic reasoning in
terms of outcomes of uncertain trials.
4.10 Conclusions
In this chapter, a new notion of model-based diagnosis is proposed, where ideas from
consistency-based diagnosis and data conflict detection in statistics have been merged
into a coherent framework. The result is a theory of model-based diagnosis offering fea-
tures similar to those offered by consistency-based diagnosis, and more, as diagnoses can
be distinguished from each other using probabilistic information. Furthermore, conflict-
based diagnosis yields a new way to rank diagnoses.
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It was shown that conflict-based diagnosis can cope with the situation of incomplete
probabilistic knowledge of abnormal behaviour. Two sources of incomplete knowledge
have been dealt with: (i) incompleteness due to unknown probabilistic fault behaviour,
which has been tackled by assuming subsets of components to have identical probabilis-
tic fault behaviour; (ii) allowable incompleteness resulting from the fact that particular
probabilistic fault behaviours can be ignored in the computation of the diagnostic conflict
measure.
It is also shown that the diagnostic conflict measure can be understood in terms of
a Poisson-binomial like probability distribution. Depending on whether a multiple or
single fault behaviour assumption is adopted, a spectrum of diagnostic notions results,
with on the one end of the spectrum Poisson-binomial like distribution behaviour if the
fault behaviour of every component is known, and, on the other end of the spectrum,
binomial distribution like behaviour if it is assumed that all fault behaviours to be equally
likely.
So far, most other proposals on integrating probabilistic reasoning with consistency-
based diagnosis added uncertain abductive reasoning to logical reasoning. The conflict-
based approach as proposed in this chapter is different, as it extends the notion of conflict
from logic, i.e. consistency, to that of probabilistic data conflict. As far as I know, it is the
first time that model-based diagnosis has been described in this particular fashion. The
biggest advantage that comes with this approach is that it allows lifting ideas from the
area of model-based diagnosis to that of uncertainty reasoning using probability theory.
The concepts that have been carefully introduced in the area of model-based diagnosis in
the past can therefore often be reused in the theory of conflict-based diagnosis.
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Chapter 5
Modularisation of Independence
in Dynamic Bayesian Networks
In this chapter, various time aspects of independence relations in dynamic Bayesian net-
works are studied.1
5.1 Introduction
Probabilistic graphical models are increasingly adopted as tools for the modelling of
domains involving uncertainty. For the development of practical applications especially
Bayesian networks have gained much popularity. When considering these application
domains, it appears that so far the modelling of uncertain time-related phenomena, which
occur in many of these domains has only been dealt with in a very restricted way, not
exploiting the full power offered by Bayesian network technology. Bayesian networks in
which some notion of time is explicitly dealt with are usually called dynamic Bayesian
networks [49]. This formalism is considered here in its generality.
Dynamic Bayesian networks are distinguished by Jensen in his 2001 book into two
main classes: repetitive and non-repetitive networks [49]. However, in the book by
Jensen and Nielsen, which was published in 2007, dynamic Bayesian networks are by
definition repetitive [50]. In this chapter, dynamic Bayesian networks are seen as net-
works that model temporal knowledge and can be both repetitive and non-repetitive.
Repetitive networks have the same set of random variables and independence relations at
each time step, whereas in non-repetitive networks the set of random variables and also
the independence relations between these random variables may vary in time. The sim-
pler structure of repetitive networks provides significant advantages in terms of compu-
1Parts of this research have been published as [39, 32].
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tational complexity and ease of modelling. Therefore, they are often seen as the standard
dynamic Bayesian network model and they have been thoroughly investigated (see for
example the PhD thesis of Murphy [65] for an overview).
One of the earliest papers on dynamic Bayesian networks is the work by Berzuini [4],
where it is proposed to use time variables in conjunction with random (state) variables
to model dynamic uncertain processes. Aliferis and Cooper have proposed an extended
Bayesian network formalism which uses single vertices to model repeated elements such
as (time-indexed) random variables, arcs, and temporal dependence relations between
random variables conditioned on other random variables [2]. The first paper which con-
siders composing dynamic Bayesian networks from parts is by Zweig and Russel [96].
They propose generating dynamic Bayesian networks from Bayesian network submodels
and a stochastic finite state automaton, which expresses temporal relations between the
submodels; these Bayesian network submodels still have the same graphical structure.
Dynamic Bayesian networks have been extensively explored in various fields of ap-
plication, such as speech recognition (e.g. [24]), medicine [14, 2], and gene-expression
analysis [66]. Furthermore, technical issues such as concerning reasoning (e.g. [53]) and
learning (e.g. [43, 65]) in dynamic Bayesian networks have been extensively investigated.
In the early work summarised above, as well as in more recent work, in general, dy-
namic Bayesian networks are taken to be repetitive. However, repetitiveness is a very
strong assumption, which normally does not hold, since particular dependences and in-
dependences may only hold at certain time steps. Recently, it was established that non-
repetitive dynamic Bayesian networks are also practically useful [91]. Separating tem-
poral and atemporal information in dynamic Bayesian networks may be valuable, as it
(i) helps experts gaining more insight into the relationships expressed in the network,
(ii) provides an opportunity for learning procedures to obtain more accurate models, and
(iii) may help overcome computational limitations. However, so far no research has been
carried out to characterise temporal and atemporal independence relations in dynamic
Bayesian networks in general.
Two aims are being pursued by this chapter. Firstly, a new framework for the mod-
ularisation of the independence relation in dynamic Bayesian networks is elaborated,
based on a theory of separation of temporal and atemporal independences. This theory
includes a composite operator, called the join operator, which allows one to join tem-
poral and atemporal independence relations in a sound and complete fashion. Secondly,
the practical value of the approach is demonstrated by means of a real-life biomedical
problem, namely the development of ventilator-associated pneumonia in intensive care
unit (ICU) patients.
To summarise the content of this chapter, it is studied what happens with the repre-
sented Markov properties, and, therefore, also with the associated conditional indepen-
dence assumptions, when an explicit distinction between temporal and atemporal struc-
tures is made. It is shown that this distinction allows decomposing the independence
relations into parts, such that the properties of the individual parts can be investigated
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separately. As we will see, these individual parts cannot be joined together to define the
entire set of relations in the dynamic Bayesian network without taking into consideration
some special properties. Therefore, the interaction between the temporal and atempo-
ral parts of the Markov properties is also studied, and this yields an operator that joins
atemporal and temporal relations together in a sound way. The consideration of the tem-
poral and atemporal parts of a dynamic Bayesian network, and their interactions, involves
studying particular fragments of an independence relation. In this sense, this research is
related to work on multiply sectioned Bayesian networks [94] and multi-network models
[9]. Yet, the constraints imposed by the modelling of time in dynamic Bayesian networks
give rise to results which are nevertheless distinct from the earlier work.
The chapter is organised as follows. First, the biomedical problem of the development
of ventilator-associated pneumonia in intensive care unit patients is discussed, where the
evolution in time is an essential ingredient. This problem is reconsidered at the end of
the chapter. Subsequently, in Section 5.3, an additional graph-theoretical concept is de-
fined which is necessary for this chapter. In Section 5.4, dynamic Bayesian networks
are defined, including the distinction between temporal and atemporal independence re-
lations. Next, in Section 5.5, the join operator is defined and its properties are studied.
Subsequently, in Section 5.6, the join operator is applied to compose temporal and atem-
poral relations to obtain the entire independence relations. In Section 5.7, an alternative
way of joining independence relations is introduced. In Section 5.8, experimental results
demonstrate the practical value of the theory. Finally, in Section 5.9, the results that have
been achieved are summarised.
5.2 Motivating example: the disease course of VAP
A real-world non-repetitive dynamic Bayesian network of the disease course of a type
of pneumonia is used as motivating example for the study of independence relations in
non-repetitive dynamic Bayesian networks. As will be seen, at each time step different
independence relations have to be dealt with. From a medical point of view, all these in-
dependences are necessary to obtain a correct insight into the development of the disease
in patients. Therefore, this small network already shows the need for taking into account
non-repetitiveness as a possible structure for dynamic Bayesian networks. The clinical
features of pneumonia will briefly be described and then discuss the construction of a
dynamic Bayesian network for this disease.
Pneumonia frequently develops in intensive care unit (ICU) patients, as these patients
are critically ill and often do they need respiratory support by a mechanical ventilator.
After admission to a hospital, patients become colonised by bacteria. In particular, me-
chanically ventilated patients run the risk of subsequently developing pneumonia caused
by these bacteria; this type of pneumonia is known as ventilator-associated pneumonia,
or VAP for short. Typical signs and symptoms of VAP include: high body temperature,
decreased lung function (measured by the PaO2/FiO2 ratio) and evidence of pneumonia
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Figure 5.1: The non-repetitive dynamic Bayesian network for VAP for 3, 4, and 5 days
after admission.
on the chest X-ray. By carrying out a dependence analysis on a retrospective, temporal
data set, with data of ICU patients collected during a period of three years, it was possi-
ble to study how independence information changed in the course of time. Adopting the
duration of mechanical ventilation as the parameter defining the time steps, taking into
account knowledge of two infectious disease experts, the focus has been on modelling
the course of the development of VAP at 3, 4, and 5 days after admission. The resulting
dynamic Bayesian network is shown in Figure 5.1, where the circles around the vertices
are omitted.
The dependence analysis for data on day 3 suggests that there is at that time no de-
pendence between VAP and the signs and symptoms. However, a dependence between
PaO2/FiO2 and chest X-ray was found, which seems logical: an affected lung, as demon-
strated on the chest X-ray, will give rise to decreased lung function, measured by the
PaO2/FiO2 ratio. This holds for both VAP and non-VAP patients (many of whom will be
severely ill as they are in the ICU). The dependence analysis for data on day 4 suggested
that as VAP develops, body temperature is increased due to fever, and there is now a
dependence between VAP and the Chest X-ray. Analysis of the data for day 5 shows
again the relation between lung function (PaO2/FiO2) and chest X-ray. Apparently this
is an important and strong relation. For day 5 the relation between VAP and the X-ray
of the chest has disappeared. This is explained by noting that signs of the chest X-ray
improve after start of treatment (a random variable that is not modelled). The temporal
arcs were subsequently learnt from the data taking the dependences just mentioned as a
starting point.
As this small example already shows, if we use for this network standard represen-
tation and reasoning methods of repetitive dynamic Bayesian networks, we would loose
significant information which may result in incorrect medical judgements and decisions.
This has been the motivation for the development of a theory that distinguishes between
temporal and atemporal independence information in dynamic Bayesian networks.
Experimental results that confirm that non-repetitive dynamic Bayesian networks are
practically useful for the domain of VAP are given at the end of this chapter, in Section
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Figure 5.2: An acyclic directed graph.
5.8.
5.3 Additional notions of graph theory
In this section, the definition of reduced subgraphs is provided, which is necessary for
this chapter.
Let G = (V,A) be an acyclic directed graph with associated set of trails Θ. Then, a
graph G′|Θ′ = (V
′, A′) is called a reduced subgraph of G, if Θ′ ⊆ Θ, and A′ is equal to
the set of arcs included in Θ′.
Example 5.1 Consider the graph G in Figure 5.2. Then, taking the set of trails Θ′ =
{p → w} the graph in Figure 5.3(a) with the set of vertices V ′ = {u,w, p} is not a
reduced subgraph of graph G, since it consists of arc u → w, whereas the graph in
Figure 5.3(b) is a reduced subgraph of G with respect to Θ′. 2
5.4 Dynamic Bayesian networks
Dynamic Bayesian networks are an extension of ordinary Bayesian networks and allow
modelling the uncertainty involved in processes taking into account the dimension of
time. To start, a representation of time is required, which in this chapter is denoted by
T and is assumed to be a subset of the set of the natural numbers; a time point t is then
a member of T . From now on, let T stand for the time axis under consideration with
associated total order < ⊆ T × T .
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Figure 5.3: With respect to the set of trails Θ′ = {p → w}, graph (a) is not a reduced
subgraph and graph (b) is a reduced subgraph of the graph in Figure 5.2.
Based on the definition of Bayesian networks, dynamic Bayesian networks consist
of two parts: an acyclic directed graph and a joint probability distribution. In the fol-
lowing, in Section 5.4.1, the graphical representation of dynamic Bayesian networks is
introduced, whereas in Section 5.4.2 the joint probability distribution is defined. Finally,
in Section 5.4.3, the d-separation criteria is applied to the separate parts of dynamic
Bayesian networks.
5.4.1 Basic elements
It is customary to make a distinction between random variables with the same associ-
ated time point and random variables that have different associated time points. Between
random variables with the same time point, there may exist independence relationships,
represented by means of an acyclic directed graph, called a time-slice. Vertices of differ-
ent time-slices may be linked to each other by means of so-called temporal arcs. Thus,
the graphical representation of a dynamic Bayesian network consists of two parts: (i)
an atemporal part (the time-slices), and (ii) a temporal part. First, the atemporal part is
considered.
Definition 5.1 (time-slice and atemporal arc) An acyclic directed graphGt = (Vt, Aat ),
with set of vertices Vt and set of arcs Aat ⊆ Vt × Vt, t ∈ T , is called a time-slice at time
point t, and its set of arcs Aat is called the set of atemporal arcs.
Note that the atemporal relations are defined by the set of atemporal arcs connecting
vertices of time-slices, which indicates the following definition.
Definition 5.2 (atemporal network) The set of all time-slices G defined as
G = {Gt | t ∈ T } = {(Vt, A
a
t ) | t ∈ T } (5.1)
is called an atemporal network, which is also denoted as G = (V,Aa) with the set of
vertices V = ∪t∈TVt and the set of atemporal arcs Aa = ∪t∈TAat .
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Figure 5.4: An example of an atemporal network with three time-slices.
Note that the assumption is taken that a set of graphs is identical to the union of the
graphs in the set. The following example studies an atemporal network, where time-
slices are depicted by rectangles; this graphical depiction is used for the remaining part
of this chapter.
Example 5.2 Consider the atemporal network depicted in Figure 5.4 with set of time
points T = {1, 2, 3}. This atemporal network consists of the three time-slices G1, G2,
and G3; therefore, the set of time-slices is equal to G = {G1, G2, G3}. Furthermore, for
example, time-slice G2 is defined as G2 = (V2, Aa2), where the set of vertices is equal to
V2 = {q2, s2, v2, z2} and its set of atemporal arcs is equal to Aa2 = {(q2, s2), (v2, z2)}.
Note that these two atemporal arcs also constitute the entire set of atemporal arcs of this
network; therefore, it holds that Aa = Aa2 . 2
time-slices are normally dependent on one another, which is a consequence of the inclu-
sion of temporal arcs.
Definition 5.3 (temporal arc) Let Gt = (Vt, Aat ) and Gt′ = (Vt′ , Aat′), t, t′ ∈ T , t < t′,
be two different time-slices. Then, an arc (u, v) ∈ Vt × Vt′ is called a temporal arc. The
set of temporal arcs between all the time-slices in G is denoted by At.
According to Definition 5.3, temporal arcs connect vertices within different time-slices
and they are always oriented from the past to the future. In this chapter, temporal arcs are
drawn by means of dotted arrows. The following definition includes all these elements.
Definition 5.4 (temporal network) Let G = (V,Aa) be an atemporal network with the
set of vertices V and the set of atemporal arcs Aa. Then, a temporal network, denoted
by N , is defined as a pair N = (V,A), where V is identical to the set of vertices of the
time-slices inG, and the set of arcsA is equal to the union of the atemporal and temporal
arcs, i.e. A = Aa ∪At.
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Figure 5.5: An example of a temporal network with three time-slices.
Example 5.3 In Figure 5.5 there are three temporal arcs, namely, u1 → v2, w1 → v2,
and v2 → r3; the set of temporal arcs is equal to At = {(u1, v2), (w1, v2), (v2, r3)}. 2
Thus, vertices may be connected by both atemporal and temporal arcs, where temporal
arcs connect time-slices.
Clearly, as each time-slice Gt ∈ G is an acyclic directed graph, and time-slices are
connected by temporal arcs pointing from the past to the future, temporal networks are
also acyclic directed graphs. Note that a temporal network is nothing but an atemporal
network augmented by temporal arcs.
Example 5.4 Reconsider Figure 5.5, which depicts a temporal network with the set of
vertices V = {u1, w1, q2, s2, v2, z2, r3} distributed over three time-slices. The network
has as atemporal arcs q2 → s2 and v2 → z2 and as temporal arcs u1 → v2, w1 → v2, and
v2 → r3. The set of arcs A of the entire temporal network N = (V,A) is thus defined
as the union of the atemporal and temporal arcs, i.e. A = {(q2, s2), (v2, z2), (u1, v2),
(w1, v2), (v2, r3)}. 2
Note that when the symbol t is used as a superscript it indicates a temporal property;
when it is used as a subscript it acts as a time index. This convention is adopted through-
out this chapter.
In the following, the partitioning of a temporal network into its various atemporal
and temporal parts is discussed, which is done in such a way that it allows to capture
the independence information, both atemporal and temporal, that is incorporated into a
temporal network. As the concept of d-separation relies on investigating trails, something
similar is done for temporal networks; however, here between so-called atemporal and
temporal trails is distinguished.
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Definition 5.5 (atemporal and temporal trail) A trail in the temporal network N , which
does not contain temporal arcs is called an atemporal trail and is denoted by θa. The
set of atemporal trails of the temporal network N is denoted by Θa. Any trail in the
temporal network N that includes at least one temporal arc is called a temporal trail and
is denoted by θt. The set of all temporal trails in the temporal network N is denoted by
Θt.
In the next example, these definitions are illustrated.
Example 5.5 Consider the temporal network shown in Figure 5.5, where θa1 = q2 → s2
and θa2 = v2 → z2 are the only two atemporal trails in the network. Therefore, the set
of atemporal trails is equal to Θa = {θa1 , θa2}. When taking into account the temporal
relationships, for example, the trails θt1 = u1 → v2 ← w1 and θt2 = z2 ← v2 → r3
are temporal, as both trails include temporal arcs, namely, temporal arcs u1 → v2 and
v2 ← w1, and v2 → r3, respectively. 2
For the partitioning of atemporal and temporal parts, first the atemporal network part is
considered defined by Definition 5.2. Although the independence relation of an atem-
poral network is defined in terms of atemporal arcs, some of these atemporal arcs may
be included in temporal trails. By the following two definitions, these atemporal and
temporal parts of an atemporal network are singled out.
Definition 5.6 (atemporal part of the atemporal network) Let N = (V,A) be a tempo-
ral network with associated atemporal network G = (V,Aa). Then, Ga = (V,Aaa) is
called the atemporal part of the atemporal network with set of vertices V identical to the
set of vertices in the temporal network N , and with set of arcs Aaa ⊆ Aa equal to the set
of atemporal arcs in the atemporal network that are not included on any temporal trail
of N .
Definition 5.7 (temporal part of the atemporal network) Let N = (V,A) be a temporal
network with associated atemporal network G = (V,Aa). Then,Gt = (V,Aat) is called
the temporal part of the atemporal network, with set of vertices V identical to that of the
temporal network N , and with set of arcs Aat ⊆ Aa equal to the set of atemporal arcs
in the atemporal network that are included on at least one temporal trail of N .
Note that definitions 5.6 and 5.7 establish that the sets of atemporal arcs Aaa and Aat are
disjoint sets and their union is equal to the set of atemporal arcs, i.e. Aaa ∩Aat = ∅ and
Aa = Aa
a
∪Aa
t
.
The definitions above are illustrated by means of the following example.
Example 5.6 Figure 5.6I(a) shows a temporal network, whereas the figures 5.6I(b),
5.6I(c), and 5.6I(d) show the various atemporal parts of this network. As the arc q2 → s2
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Figure 5.6: I. Parts of the atemporal network: (a) temporal network, (b) atemporal net-
work, (c) atemporal part of the atemporal network, and (d) temporal part of the atemporal
network. II. Parts of the temporal network: (a) temporal network, (b) reduced temporal
network, (c) atemporal part of the reduced temporal network, and (d) temporal part of
the reduced temporal network.
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is not included on any temporal trail of the temporal network I(a) it belongs to the atem-
poral part of the atemporal network, i.e. Aaa = {(q2, s2)}. However, the atemporal arc
v2 → z2 is a member of several temporal trails, such as w1 → v2 → z2, and thus
it is a member of the temporal part of the atemporal network. Clearly, it holds that
Aa
t
= {(v2, z2)}. 2
Subsequently, the time-dependent part of the temporal network is defined also in terms
of trails. If the purpose is to consider the temporal relationships among vertices, one way
to go would be to only consider independences among the vertices that are connected by
temporal trails. This suggests a reduction of a temporal network to the graph components
that are connected by temporal trails, as described by the following definition.
Definition 5.8 (reduced temporal network) Let N = (V,A) be a temporal network.
Then,N|Θt = (V,AΘt)with set of vertices V and the set of all arcsAΘt that are included
on a temporal trail θt ∈ Θt withAΘt ⊆ (At∪Aa), is called a reduced temporal network.
Observe that the reduced temporal network includes both atemporal and temporal arcs.
Example 5.7 The reduced temporal network N|Θt of the temporal network depicted
in Figure 5.6II(a) is shown in Figure 5.6II(b); it consists of the set of vertices V =
{u1, w1, q2, s2, v2, z2, r3} and set of arcs AtΘt = {(u1, v2), (w1, v2), (v2, z2), (v2, r3)}.
Note that the reduced temporal network II(b) differs from the complete temporal net-
work II(a) by the atemporal arc q2 → s2. Note also that the reduced temporal network
also contains the atemporal arc v2 → z2, as this arc is included on temporal trails, e.g.
z2 ← v2 → r3. 2
The further partitioning of a reduced temporal network is based on its set of arcs, since
it may include both temporal and atemporal arcs. Therefore, this partitioning is obtained
by decomposing the reduced temporal network into two parts, where one part consists of
only atemporal and the another part of only temporal arcs. These two types of networks
will be defined next.
Definition 5.9 (atemporal part of the reduced temporal network) The reduced temporal
network Na|Θt = (V,AaΘt), with set of vertices V of temporal network N and set of arcs
AaΘt ⊆ A
a equal to the set of atemporal arcs in the reduced temporal network N|Θt , is
called the atemporal part of the reduced temporal network.
Definition 5.10 (temporal part of the reduced temporal network) The reduced temporal
network N t|Θt = (V,AtΘt) with the set of vertices V and the set of arcs AtΘt ⊆ At equal
to the set of temporal arcs in the reduced temporal network N|Θt , is called the temporal
part of the reduced temporal network.
Finally, consider the next example.
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Figure 5.7: The various parts of the temporal network of a dynamic Bayesian network.
Example 5.8 Figure 5.6II depicts the reduced temporal network and its separate atempo-
ral and temporal parts. In Example 5.7 it was demonstrated how to construct the reduced
temporal network II(b). According to the definitions above, the atemporal part of this
reduced temporal network in II(c) consists of only the atemporal arcs of network II(b),
here only arc v2 → z2, whereas the temporal part of the reduced temporal network in
II(d) includes only the temporal arcs, here the arcs u1 → v2, w1 → v2, and v2 → r3. 2
Figure 5.7 offers a summary of the various graphs defined above.
5.4.2 Associated joint probability distribution
Although this chapter is concerned with the graphical identification of atemporal and
temporal independence relations of dynamic Bayesian networks, the joint probability
distribution of both temporal and atemporal parts is also need to be defined, as Bayesian
networks consist of a graphical and a probabilistic part. This is undertaken in this section
by defining three joint probability distributions, the first one based on the atemporal
network, the second one on the relation in the reduced temporal network, and the third
on a combination of the first and second joint probability distributions.
As usual, the defined joint probability distributions are factorised according to the
graphical representations, i.e. the graphical representations act as I-maps to the corre-
sponding joint probability distributions. This means that the factorisations of these joint
probability distributions defined below include only the conditional independences that
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are represented graphically. Therefore, independences that are not present in the graph
are not exploited.
To start, some of the notations introduced above are called to mind. Let X denote the
set of random variables of a given problem domain, and let V together with T act as index
sets of this set of random variables. Here, the expression Xvt , v ∈ V, t ∈ T , stands for a
random variable with index v at the time t. Moreover, for any set W ⊆ V , XWt , denotes
the set of random variables corresponding to the indicesW at time t. As different random
variables may appear in different time-slices, the complete set of random variables of the
entire temporal network is defined as follows:
XV = {XWt | t ∈ T,W ⊆ V }.
Example 5.9 For Figure 5.6I(a) it holds that the set of random variables is equal to
XV = {Xu1 , Xw1 , Xq2 , Xs2 , Xv2 , Xz2 , Xr3}. 2
Let the joint probability distribution related to the atemporal relations of the random
variables XV be denoted by Γ, and let the joint probability distribution of the random
variables XVt within time slice Gt be denoted by Γt. Note that a time slice at time t can
also be seen as a Bayesian network Bt = (Gt,Γt). The following proposition establishes
the factorisations for Γt and Γ for the atemporal relations in dynamic Bayesian networks.
Proposition 5.1 The joint probability distribution Γt ofXVt for one time-sliceGt = (Vt,
At), t ∈ T , can be written as:
Γt(XVt) =
∏
vt∈Vt
Γt(Xvt | Xpia(vt)), (5.2)
where πa(vt) denotes the set of parents of vertex vt that are connected by an atemporal
arc to vt. The joint probability distribution for the set of time-slices is equal to
Γ(XV1 , XV2 , . . . , XV|T |) =
∏
t∈T
Γt(XVt). (5.3)
Proof: First the proof of Equation (5.2) is given. Recall that in Equation (5.2) Γt is
related to time-slice Gt. Note that each time-slice can be seen as a Bayesian network,
therefore, the factorisation of Γt can be written as a product of conditional probabilities,
where by each random variable in time-slice Gt there is on the set of random variables
conditioned that act as parents in the graphical representationGt. This parent set is equal
to πa(vt), which completes this proof. For the proof of Equation (5.3) the following facts
have to be considered. In the atemporal network, each time-slice is independent of all
the vertices in other time-slices. These independences can be exploited in the factori-
sation of the joint probability distribution by taking the product of the joint probability
distributions of the time-slices individually. 2
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It is worth to note that in Proposition 5.1 the atemporal and temporal parts of the atem-
poral network are not explicitly distinguished in the factorisation. However, since Γt and
Γ are defined on the set of parents πa, this factorisation already includes both indepen-
dences represented in the atemporal and temporal parts of the atemporal network.
The following example illustrates the factorisation of atemporal relations defined in
Proposition 5.1.
Example 5.10 Reconsider Figure 5.6I(a). The atemporal relation of this network is de-
fined in terms of the two atemporal arcs q2 → s2 and v2 → z2, which means that both
the vertices s2 and z2 have by atemporal arcs connected parents. Based on this issue, ac-
cording to Proposition 5.1, in the factorisation, random variablesXs2 and Xz2 have to be
directly dependent on random variables Xq2 and Xv2 , respectively. Furthermore, since
there are no atemporal arcs in time-slices 1 and 3, all the vertices in these time-slices
are independent of each other in the atemporal relation imposing that in the factorisation
their atemporally connected parent set πa is empty. Based on these considerations, the
joint probability distribution Γt defined by Equation (5.2), can be factorised as:
Γ1(Xu1 , Xw1) = Γ1(Xu1)Γ1(Xw1)
Γ2(Xq2 , Xs2 , Xv2 , Xz2) = Γ2(Xv2)Γ2(Xq2)Γ2(Xs2 | Xq2)Γ2(Xz2 | Xv2)
Γ3(Xr3) = Γ3(Xr3). (5.4)
Finally, the joint probability distribution for the atemporal relations in the entire network
defined in Equation (5.3) is equal to
Γ(XV ) = Γ1(Xu1 , Xv1)Γ2(Xq2 , Xs2 , Xv2 , Xz2) Γ3(Xr3),
where the joint probability distributions Γ1(Xu1 , Xv1), Γ2(Xq2 , Xs2 , Xv2 , Xz2), and
Γ3(Xr3) are given in Equation (5.4). 2
Next, the independence relation⊥⊥N|Θt is considered, which is expressed by the temporal
trails within reduced temporal networks. Note that this independence relation is related
to the set of temporal arcs and to a subset of the atemporal arcs of the temporal network,
and that this independence relation collects the time-dependent independences of the
temporal network. Let P|Θt be defined as the joint probability distribution of the random
variables in the reduced temporal network N|Θt . The factorisation of P|Θt is derived in
the following proposition.
Proposition 5.2 The joint probability distribution P|Θt associated to the independence
relation of the reduced temporal network can be factorised as follows:
P|Θt(XV ) = P|Θt(XV1 , XV2 , . . . , XV|T |)
=
∏
t∈T
∏
vt∈Vt
P|Θt(Xvt | XV1 , XV2 , . . . , XVt−1 , XVt\vt)
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=
∏
t∈T
∏
vt∈Vt
P|Θt(Xvt | Xpi|Θt(vt)), (5.5)
where π|Θt(vt) denotes the set of parents of vertex vt in the reduced temporal network
N|Θt .
Proof: In Equation (5.5), the joint probability distribution related to the reduced temporal
network is factorised according to the factorisation principle in Bayesian networks, since
π|Θt(vt) is the set of parents of vertex vt in the reduced temporal network. 2
Let the set of parents π|Θt(vt) be partitioned into π|Θt(vt) = πa|Θt(vt) ∪ πt|Θt(vt), where
the sets πa|Θt(vt) and πt|Θt(vt) denote the set of parents of vt that are connected with vt
by an atemporal and a temporal arc, respectively. Then, the factorisations of the joint
probability distributions of the atemporal and temporal parts of the reduced temporal
network, denoted by P a|Θt and P t|Θt , are defined as follows.
Proposition 5.3 The joint probability distributions P a|Θt and P t|Θt related to the atem-
poral and temporal independence relations of the reduced temporal network can be fac-
torised as follows:
P a|Θt(XV ) =
∏
t∈T
∏
vt∈Vt
P a|Θt(Xvt | XVt\vt)
=
∏
t∈T
∏
vt∈Vt
P a|Θt(Xvt | Xpia
|Θt
(vt)), (5.6)
and
P t|Θt(XV ) = P
t
|Θt(XV1)
|T |∏
t=2
∏
vt∈Vt
P t|Θt(Xvt | XV1 , XV2 , . . . , XVt−1)
= P t|Θt(XV1)
|T |∏
t=2
∏
vt∈Vt
P t|Θt(Xvt | Xpit
|Θt
(vt)). (5.7)
Proof: According to Definition 5.9, the atemporal relation of the reduced temporal net-
work Na|Θt is defined by its set of atemporal arcs. Then, taking into account only atem-
poral arcs of the reduced temporal network N|Θt , a vertex may only depend on vertices
in the same time-slice. This is established in the first equality in Equation (5.6). Fur-
thermore, according to Proposition 5.1, still focusing on only atemporal arcs, a vertex vt
is dependent on the subset of vertices in the same time-slice t, which act as parents to
this vertex. This set of parents in the reduced temporal network is denoted by πa|Θt(vt)
explaining the second equality in Equation (5.6).
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The proof for the factorisation for the temporal part of the reduced temporal net-
work is the following. Recall that temporal arcs always point from the past to the future.
Therefore, considering only temporal arcs, a vertex vt may only be dependent on other
vertices of earlier time-slices which is established in the first equality in Equation (5.7).
Similar to the proof of the atemporal part, instead of conditioning on the entire set of ear-
lier vertices, it is satisfactory to condition on a subset of vertices that act as parents to the
vertex vt; this set is denoted by πt|Θt(vt) explaining the second equality and completing
the whole proof. 2
The use of these factorisations is illustrated in the next example.
Example 5.11 Consider the temporal network shown in Figure 5.6II(a) and its reduced
temporal network in 5.6II(b). Based on Proposition 5.3, the factorisation of the joint
probability distribution according to the atemporal part of the reduced temporal network,
shown in Figure 5.6II(c), is equal to
P a|Θt(XV ) = P
a
|Θt(Xu1)P
a
|Θt(Xw1)P
a
|Θt(Xq2)P
a
|Θt(Xs2)P
a
|Θt(Xv2)
P a|Θt(Xz2 | Xv2)P
a
|Θt(Xr3),
and the temporal factorisation according to the temporal part of the reduced temporal
network in Figure 5.6II(d) can be written as
P t|Θt(XV ) = P
t
|Θt(Xu1)P
t
|Θt(Xw1)P
t
|Θt(Xq2)P
t
|Θt(Xs2)P
t
|Θt(Xv2|Xu1 , Xw1)
P t|Θt(Xz2)P
t
|Θt(Xr3|Xv2).
When taking the conditional independences embedded in these two factorisations for the
reduced temporal network N|Θt it holds:
P|Θt(XV ) = P|Θt(Xu1)P|Θt(Xw1)P|Θt(Xq2 )P|Θt(Xs2)
P|Θt(Xv2|Xu1 , Xw1)P|Θt(Xz2 | Xv2)P|Θt(Xr3|Xv2).
2
Let P denote the joint probability distribution of the complete temporal network, then
according to the chain rule of probability theory it holds that:
P (XV ) = P (XV1 , XV2 , . . . , XV|T |)
=
∏
t∈T
∏
vt∈Vt
P (Xvt | XV1 , XV2 , . . . , XVt−1 , XVt\vt)
=
∏
t∈T
∏
vt∈Vt
P (Xvt | X(pia(vt)∪pi|Θt(vt))). (5.8)
Note that this is according to the factorisation principle in Bayesian networks, since
π(vt) = π
a(vt) ∪ π|Θt(vt). Note that the subsets of parents πa(vt) and π|Θt(vt) are not
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disjoint in general. The following example illustrates the factorisation of the temporal
network.
Example 5.12 Consider the temporal network shown in Figure 5.6II(a). The joint prob-
ability distribution P is equal to
P (XV ) = P (Xu1)P (Xw1)P (Xv2 | Xu1 , Xw1)P (Xz2 | Xv2)P (Xq2)
P (Xs2 | Xq2)P (Xr3 | Xv2).
2
Finally, it is worth to note that each joint probability distribution of the random variables
indexed by a time-slice has to be consistent with the probability distribution defined on
XV . Thus the following equality needs to be satisfied:∑
X :XV \XVt
P (X , XVt) = Γt(XVt), ∀t ∈ T. (5.9)
Next, dynamic Bayesian networks are defined.
Definition 5.11 (dynamic Bayesian network) Let N = (V,A) be a temporal network
with associated atemporal network G = (V,Aa) and with set of arcs A = Aa ∪At, and
let P be the joint probability distribution defined on the random variables XV ; N is an
I-map of P . Then, a dynamic Bayesian network, DBN for short, is defined as a pair
DBN = (N,P ).
5.4.3 Atemporal and temporal d-separation
Since a dynamic Bayesian network includes both temporal and atemporal parts, the ques-
tion raises how to distinguish between these two parts. In this section, the necessary
independence reading-off methods are explored.
Two types of trails in dynamic Bayesian networks are defined, temporal and atem-
poral, and as a consequence, it is possible to distinguish various types of d-separation,
either taking or not taking into account the temporal structure of a dynamic Bayesian
network.
To start, d-separation restricted to the atemporal network (i.e. restricted to the time-
slices) is considered, ignoring the role played by temporal arcs. In the following,DBN =
(N,P ) is a dynamic Bayesian network with temporal network N = (V,A). In this tem-
poral network, blockage of trails by a vertex as defined in Section 2.3 is taken over
without modification.
Definition 5.12 (atemporal d-separation) LetU,W,Z ⊆ V be distinct vertex sets. Then,
if each atemporal trail connecting any vertex in U with any vertex in W is blocked by
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u1
w1
z1
v1
u2
w2
z2
v2
1 2
Figure 5.8: An example of a dynamic Bayesian network with two time-slices G1 andG2,
in which the atemporal d-separation statements u1⊥⊥dG1w1 | {v1, z1} and u1⊥⊥
d
Gw2 |
{v1, z1} and the atemporal d-connection statement u1 6⊥⊥dG1w1 | v1 are represented.
the set Z , then U and W are said to be atemporally d-separated given Z written as
U⊥⊥dGW | Z; otherwise, they are said to be atemporally d-connected, formally written
as U 6⊥⊥dGW | Z .
Atemporal d-separation among vertices belonging to one time-slice Gt only is simply
denoted by ⊥⊥dGt ; similarly, atemporal d-connection is in that case denoted by 6⊥⊥
d
Gt .
Clearly, this amounts to applying the standard d-separation criterion to individual time-
slices. The independence relations for the atemporal part and the temporal part of the
atemporal network are denoted by ⊥⊥dGat and ⊥⊥
d
Gtt
, respectively, and the d-connections
are denoted by 6⊥⊥dGat and 6⊥⊥
d
Gtt
.
Example 5.13 Consider the dynamic Bayesian network shown in Figure 5.8. Apply-
ing atemporal d-separation, for example, it holds that vertices u1 and w1, and vertices
u1 and w2 are atemporally d-separated given the vertices {v1, z1}, which is written as
u1⊥⊥
d
G1w1 | {v1, z1} and u1⊥⊥
d
Gw2 | {v1, z1}, respectively. However, given only ver-
tex v1 vertices u1 and w1 are atemporally d-connected and the dependence statement
u1 6⊥⊥
d
G1w1 | v1 holds. 2
Note that since atemporal d-separation is defined on atemporal trails only, it recovers the
atemporal (time-independent) relations of the dynamic Bayesian network. Therefore, the
set of time-slices G can represent a subset of the atemporal conditional independences
of the joint probability distribution Γ, and, thus, it acts as an I-map of Γ (see Section
5.4.2). Then, the entire set of graphically represented conditional independences can be
obtained by the application of the atemporal d-separation criterion.
In addition to the atemporal d-separation, temporal d-separation is required to ob-
tain time-dependent conditional independences of the temporal network. It is defined as
5.5. THE JOIN OPERATOR 133
follows.
Definition 5.13 (temporal d-separation) Let U,W,Z ⊆ V be disjoint sets of vertices.
Then, if each temporal trail connecting any vertex in U with any vertex in W is blocked
by the set Z , then U and W are said to be temporally d-separated given Z written
U⊥⊥dN|ΘtW | Z; otherwise, they are said to be atemporally d-connected, formally U
6⊥⊥dN|ΘtW | Z .
Similar to atemporal d-separation, the relation ⊥⊥dN|Θt can also act as an I-map for the
temporal conditional independence P|Θt . When further atemporal and temporal separa-
tion of the reduced temporal network is needed, the relations⊥⊥dNa
|Θt
and⊥⊥dNt
|Θt
are used,
respectively. Obviously, graphically represented temporal conditional independence can
be recovered by the temporal d-separation criterion.
Finally, general d-separation is applied as defined in Definition 2.14 to the graphical
part of the entire dynamic Bayesian network to obtain all (conditional) independence.
The resulting relation ⊥⊥dN denotes the set of independences of the temporal network N ,
which is again interpreted as an I-map of the joint probability distribution P .
5.5 The join operator
In the previous sections, dynamic Bayesian networks were defined and a theoretical foun-
dation was provided for distinguishing between temporal and atemporal parts of such
networks. There are two important advantages of the partitioning of the temporal and
atemporal parts of a dynamic Bayesian network. The first is that having given these
smaller temporal and atemporal independence relations, we are able to build the entire
network, where it is also possible to have a non-repetitive structure of the time-slices
and their interconnections. This may yield very useful insights into how the indepen-
dence and dependence information changes in the course of time. The second advantage
is that it is computationally easier to learn each part of the network separately instead
of the whole network in one run. As a result, the dynamic Bayesian network may re-
flect properties of the problem under study more accurately, thus offering a knowledge
representation formalism that is superior to repetitive dynamic Bayesian networks. How-
ever, note that repetitive dynamic Bayesian networks can also be represented using this
scheme.
In this section, the composition of the temporal and atemporal independence rela-
tions in dynamic Bayesian networks are studied. Suppose that the aim is to join two
independence relations ⊥⊥d and ⊥⊥d
′
, both defined on the same set of variables. Then,
the following three cases have to be considered:
• (i) joining one dependence and one independence statements;
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• (ii) joining two dependence statements;
• (iii) joining two independence statements.
To handle these three cases, a dependence preservation property is introduced below
to correctly join statements of types (i) and (ii). In addition, an independence concatena-
tion property is defined to correctly join independence statements mentioned in type (iii).
Based on these concepts, finally, a join operator is defined, which joins independence
relations in a correct way.
5.5.1 Dependence preservation
In this section, dependence preservation is introduced, which is a necessary property to
join two independence relations in the right way. Dependence preservation will allow
us to join either a dependence and an independence statement or two dependence state-
ments.
Dependence preservation is defined in terms of the concepts of consistency and dom-
inance as follows.
Definition 5.14 (consistence) Let the independence relations ⊥⊥d and ⊥⊥d′ be defined
on the same vertex set V . Then, if statements U⊥⊥d W | Z and U 6⊥⊥d′ W | Z hold for
mutually disjoint sets of vertices U,W,Z ⊆ V , then these independence statements and,
therefore, independence relations ⊥⊥d and ⊥⊥d′ are said to be inconsistent. Otherwise,
the statements are consistent.
In principle, the aim is to join independence relations together; however, when two inde-
pendence statements and, therefore, relations are inconsistent, a choice has to be made
between the independence and dependence statements, otherwise an inconsistence will
hold. In other words, one statement has to dominate the other one implying the following
definition.
Definition 5.15 (dominance) Let ⊥⊥d and ⊥⊥d′ be two independence relations defined
on the same vertex set V and let U,W,Z ⊆ V be mutually disjoint sets of vertices. Then,
if the relations ⊥⊥d and ⊥⊥d′ are inconsistent due to the statements U⊥⊥d W | Z and
U 6⊥⊥d
′
W | Z then the dependence statement U 6⊥⊥d′ W | Z is said to dominate the
independence statement U⊥⊥d W | Z .
Observe that dominance implies that dependence relations have to be favoured over in-
dependence relations in their composition. Furthermore, dominance also indicates that
two dependences, mentioned in situation (ii), also have to be joined into a dependence
statement. Since dominance has to be taken into account when joining independence
relations, the following property is defined.
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Definition 5.16 (dependence preservation) Let⊥⊥d,⊥⊥d′ and⊥⊥d′′ be independence re-
lations all defined on the vertex set V . Suppose that one of the following two cases holds:
either (i) U 6⊥⊥d W |Z and U⊥⊥d′ W |Z (or the other way around), or (ii) U 6⊥⊥d W |Z and
U 6⊥⊥d
′
W |Z . Then, if it holds that U 6⊥⊥d′′ W |Z for all U,W,Z ⊆ V , then it is said that
⊥⊥d
′′
satisfies the dependence preservation property with regard to ⊥⊥d and ⊥⊥d′.
5.5.2 Independence concatenation
The independence concatenation property takes into account how independence relations
are combined, where there is a possibility that after joining these relations they may give
rise to a dependence.
Definition 5.17 (independence concatenation) Let⊥⊥d,⊥⊥d′ and⊥⊥d′′ be independence
relations all defined on the vertex set V . Suppose that for some U,W,Z ⊆ V indepen-
dences U⊥⊥d W | Z and U⊥⊥d′ W | Z hold. Then, if it also holds that U⊥⊥d′′ W | Z , it
is said that⊥⊥d′′ satisfies the independence concatenation property with regard to the set
of vertices U , W and Z in the relations ⊥⊥d and ⊥⊥d′.
In the remaining part of this section, it is investigated how the independence concate-
nation property can be applied to dynamic Bayesian networks. The following example
indicates that joining independences is not straightforward for these graphs, since an
independence may change into a dependence, as has already been mentioned above.
Example 5.14 Consider the temporal network shown in Figure 5.9I(a). The reduced
temporal network of network I(a), and its atemporal and temporal parts are given in
the figures I(b), I(c), and I(d), respectively. In the atemporal (graph in I(c)) and tem-
poral (graph I(d)) parts of the reduced temporal network I(b), the vertex u1 is condi-
tionally independent of w3 given z3; formally, it holds that that u1⊥⊥dNa
|Θt
w3 | z3 and
u1⊥⊥
d
Nt
|Θt
w3 | z3. Note also that in the reduced temporal network I(b), u1 is still condi-
tionally independent of w3 given z3, i.e. u1⊥⊥dN|Θtw3 | z3 holds.
Next consider the temporal network shown in Figure 5.9II(a). The reduced temporal
network of this network, and the atemporal and temporal parts of this reduced temporal
network are given in the figures II(b), II(c), and II(d), respectively. Similar to the first
network, in graphs II(c), and II(d), conditional independences u1⊥⊥dNa
|Θt
w3 | z3 and
u1⊥⊥
d
Nt
|Θt
w3 | z3 hold. However, in the reduced temporal network of II(b), u1 becomes
conditionally dependent of w3 given z3; formally u1 6⊥⊥dN|Θtw3 | z3.
Since in the atemporal and the temporal parts of both reduced temporal networks I(b)
and II(b), vertices u1 and w3 were conditionally independent of vertex z3, one would
expect that this independence statement also holds for their associated reduced temporal
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u1 q2
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1 2 3
II(a)
u1 q2
z3
r3
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z3
r3
w3
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II(c)
u1 q2
z3
r3
w3
1 2 3
II(d)
Figure 5.9: Temporal network I(a), its reduced temporal network I(b) and its atemporal
and temporal parts I(c) and I(d); similarly, temporal network II(a), its reduced temporal
network II(b) and its atemporal and temporal parts II(c) and II(d).
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networks I(b) and II(b). However, for the reduced temporal network I(b) an independence
holds, whereas for the reduced temporal network II(b) a dependence appears to hold. 2
Below it will be studied how to join two independence statements. As mentioned above,
in Bayesian networks the d-separation criterion is used to read-off independence state-
ments, which also can be applied to temporal networks. However, it is also possible to
develop a more specialised procedure of the d-separation criterion, which is discussed
next.
When one wants to join two independence relations ⊥⊥dG and ⊥⊥dG′ into ⊥⊥dG′′ , the
trails in graph G′′ are needed to be investigated that obtained from the set of trails of the
graphs G and G′. For doing this, the following definition is needed.
Definition 5.18 (special subtrails) Let G = (V,A), G′ = (V ′, A′), andG′′ = (V ′′, A′′)
be acyclic directed graphs with V ′′ = V ∪ V ′, where the set of arcs in graph G′′ is the
union of the set of arcs of G and G′, i.e. A′′ = A ∪ A′. Then, a subtrail of any trail in
G′′ is called a special subtrail if it is a maximum sequence of arcs belonging to the same
graph, either G or G′.
According to Definition 5.18, any trail in G′′ can be partitioned into a set of special
subtrails. However, the set of arcs of the special subtrails do not need to be disjoint. This
property as well as the concept of subtrail are illustrated by the following example.
Example 5.15 Reconsider the temporal network depicted in Figure 5.6II(a), and its re-
duced temporal network shown in 5.6II(b). Recall that the atemporal and the temporal
parts of this reduced temporal network are shown in figures 5.6II(c) and 5.6II(d). Sup-
pose that according to the definition of the special subtrails, graphs G, G′ and G′′ corre-
spond to the graphs in figures 5.6II(c), 5.6II(d), and 5.6II(b), respectively. Note that the
set of arcs in the reduced temporal network is the union of the set of arcs of its atem-
poral and temporal parts. A trail in the reduced temporal network (b) is for example
u1 → v2 → z2, which is also a temporal trail. In this temporal trail, arc u1 → v2 is a
special subtrail, since this arc is included in the temporal part in (d) and the consecutive
arc in the trail, namely v2 → z2 is not in (d). Similarly, v2 → z2 is also a special subtrail
of this temporal trail. Therefore, for the temporal trail u1 → v2 → z2 has two special
subtrails, namely, u1 → v2 and v2 → z2.
Finally, it is shown that special subtrails are not necessarily disjoint. Suppose that the
aim is to obtain the independence relation of the temporal network in Figure 5.6II(a) by
the composition of the independence relations of its atemporal network, shown in Figure
5.6I(b), and its reduced temporal network given in Figure 5.6II(b). Then, considering the
temporal trail u1 → v2 → z2, there are two special subtrails, namely, atemporal trail
v2 → z2 in the atemporal network, and temporal trail u1 → v2 → z2 in the reduced
temporal network; the set of arcs of these two special subtrails are not disjoint. 2
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After having singled out the set of special subtrails of a trail, the independence statements
from the entire trail can be determined by looking at the connections of these subtrails.
The following concept is needed for that purpose.
Definition 5.19 (shared vertex) Let G = (V,A), G′ = (V ′, A′), and G′′ = (V ′′, A′′)
be acyclic directed graphs with V ′′ = V ∪ V ′, where the set of arcs in graph G′′ is the
union of the set of arcs of G and G′, i.e. A′′ = A ∪A′. Let θ be a trail in the graph G′′.
Then, a vertex v in θ is called a shared vertex of the trail θ if the following two conditions
hold:
• vertex v is either a begin or an end vertex of a special subtrail of θ, and
• vertex v is not the begin and end vertex of the trail θ.
It appears that shared vertices connect special subtrails.
Example 5.16 Reconsider Example 5.15, where the reduced temporal network shown
in Figure 5.6II(b) with the temporal trail u1 → v2 → z2 was examined. This temporal
trail includes two special subtrails: u1 → v2 and v2 → z2. Then, according to Definition
5.19, the shared vertex of this temporal trail connecting these two special subtrails is the
vertex v2. Note that both vertices u1 and z2 are not shared vertices, since they act as the
begin and end vertices of the entire trail, respectively. 2
Shared vertices play an important role in joining independence statements, as only at the
shared vertices of a trail an independence can change into a dependence. Then, based
on this, the composition of two independence statements derived from ⊥⊥dG and ⊥⊥dG′
is obtained by examining the independence and dependence statements at the shared
vertices of the special subtrails. If the statements at the shared vertices still yield only
an independence, the independence statement will remain in the joined relation, whereas
if these statements imply dependence the directions of the arcs in the entire trail are
needed to be considered. This is illustrated by the next example, which is followed by a
proposition establishing this fact.
Example 5.17 Here, it is illustrated how to handle the composition of two independence
statements.
Reconsider Example 5.14, where the temporal networks shown in Figure 5.9 were
discussed. As was mentioned, the vertices u1 and w3 are conditionally independent of
one another given vertex z3 in both the atemporal and temporal parts of the reduced tem-
poral network. Moreover, in the reduced temporal network 5.9I(b) u1 and w3 are con-
ditionally independent, whereas in the reduced temporal network 5.9II(b) these vertices
become conditionally dependent of one another given vertex z3. The purpose of this ex-
ample is to illustrate how to join the two independence statements u1⊥⊥dNa
|Θt
w3 | z3 and
u1⊥⊥
d
Nt
|Θt
w3 | z3 of the atemporal and temporal parts of the reduced temporal network
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such as to obtain the correct independence statement of the reduced temporal network.
However, if the aim is to join two independence statements, the trails are needed to be
examined that connect vertices u1 and w3 in the reduced temporal network. In the re-
duced temporal network 5.9I(b), there exists no trail connecting u1 and w3, and thus
there is no shared vertex. Therefore, the independence statement cannot be changed into
a dependence: the independence between these vertices given z3 still holds, which is in
accordance to Example 5.14.
However, the reduced temporal network 5.9II(b) includes the temporal trail u1 →
q2 → z3 ← r3 → w3 with shared vertex z3. Thus, the relations of the arcs of the trail
have to be examined that meet at vertex z3. Here, note vertices u1 and w3 are condition-
ally dependent given z3. Now, d-separation has to be applied to the entire trail, because
they still can be independent by for example an another shared vertex or convergent con-
nection in the trail. However, applying the d-separation to this trail, it can be concluded
that vertices u1 and w3 are conditionally dependent given z3.
In examples 5.15 and 5.16, the reduced temporal network in Figure 5.6II(b), as a com-
posite network of its atemporal and temporal parts was analysed including the temporal
trail u1 → v2 → z2 with the shared vertex v2. Recall that the temporal arc u1 → v2 be-
longs to the temporal part of the reduced temporal network N t|Θt , whereas the atemporal
arc v2 → z2 belongs to the atemporal part of the reduced temporal network Na|Θt . More-
over, in both parts of the reduced temporal network, vertex u1 is conditionally indepen-
dent of vertex z2, i.e. the independence statements u1⊥⊥dNa
|Θt
z2 | v2 and u1⊥⊥dNt
|Θt
z2 | v2
hold. Because our purpose is to obtain the reduced temporal network by joining its atem-
poral and temporal parts, an analysis of the temporal trail u1 → v2 → z2 in the reduced
temporal network is required. Its shared vertex is v2, and since it is not conditioned on
this vertex and the vertex has a serial connection, according to the d-separation criterion,
the independence will also hold in the reduced temporal network, i.e. u1⊥⊥dN|Θt z2 | v2.
2
Proposition 5.4 Let the independence relations⊥⊥dG,⊥⊥
d
G′ and⊥⊥
d
G′′ all be defined on V
and let U⊥⊥dGW | Z and U⊥⊥
d
G′W | Z , for U,W,Z ⊆ V , hold for the acyclic directed
graphs G = (V,A) and G′ = (V,A′), respectively. Let G′′ = (V,A′′) be an acyclic
directed graph with the set of arcs A′′ = A ∪ A′. Let the trail θ of G′′ connect the two
vertices u ∈ U and w ∈ W with one another, and let θ1, . . . , θn be the special subtrails
of θ.
Then, θ is blocked by Z if at least one of the following conditions holds:
• the trail θ consists of only one special subtrail (i.e. trail θ includes no shared
vertices);
• for one of the special subtrails θi = vi1 , vi2 , . . . , vim it holds that vi1⊥⊥dGvim | Z
and vi1⊥⊥
d
G′vim | Z and θi is blocked by Z in G′′ according to d-separation;
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• at one or more of the shared vertices the trail θ is blocked by Z according to
d-separation.
The independence U⊥⊥dG′′W | Z holds if either no trail U and W are connected by a
trail or each trail connecting any vertex in U with any vertex in W is blocked by Z .
Proof: The proof of the first item is as follows. Let the trail θ be a sequence of vertices
u, v2, . . . , w, with u ∈ U and w ∈ W . Since trail θ consists of only one subtrail, it
means that all the arcs on θ are only in one of the graphs G, G′. Since the aim is to
join the two independence statements u⊥⊥dGw | Z and u⊥⊥dG′w | Z , and all the arcs of θ
are included in either G or in G′, the independence related to this trail has already been
investigated, therefore, trail θ is still blocked by Z in G′′. The second and the third items
follow immediately from the d-separation criterion. 2
In Example 5.17 it has already been explained how to analyse trails with shared vertices
to join independence statements, resulting in the independence concatenation property.
In the following example, the reason underlying the first item in the proposition above is
illustrated.
Example 5.18 Reconsider Figure 5.6II, where the reduced temporal network 5.6II(b)
includes the temporal trail u1 → v2 ← w1. This temporal trail has the two temporal
arcs u1 → v2 and v2 ← w1 and comprises no atemporal arcs, therefore, it belongs to
the temporal part of the reduced temporal network shown in 5.6II(d). Now suppose that
the aim is to join the independence statements u1⊥⊥dNa
|Θt
w1 | ∅ and u1⊥⊥dNt
|Θt
w1 | ∅.
Since the trail u1 → v2 ← w1 in the reduced temporal network has no atemporal arcs,
and, therefore, no shared vertex, the independence statement defined in the temporal part
of the reduced temporal network cannot be changed by taking into account the atempo-
ral part of the reduced temporal network (see item (i) of Proposition 5.4). Therefore,
the independence statement obtained by examining this trail remains unchanged for the
reduced temporal network. However, it could happen that another trail that is the com-
posite of atemporal and temporal arcs defines a dependence between vertices u1 and w1
(here, there is no such trail). This explains why only trails which consist of more than
one special subtrail imply blockage rather than independence in the proposition above.
2
The independence concatenation based on graphs is defined by application of the follow-
ing independence concatenation procedure.
Definition 5.20 (independence concatenation procedure) Let G = (V,A), G′ = (V ,
A′), andG′′ = (V,A′′) be acyclic directed graphs withA′′ = A∪A′. Suppose that inde-
pendence statements U⊥⊥dGW | Z and U⊥⊥dG′W | Z hold. Then, whether U⊥⊥dG′′W | Z
holds is determined by the procedure described in Proposition 5.4.
In the following it is assumed that the independence concatenation property satisfies this
procedure.
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5.5.3 The join operator
In this section, the join operator is defined and significant properties of this operator are
considered.
Definition 5.21 (join operator) Let ⊥⊥d and⊥⊥d′ be two independence relations defined
on the same vertex set V . The join operator is denoted by ◦. The join of these two re-
lations, denoted by ⊥⊥d ◦⊥⊥d′ = ⊥⊥d′′, is then again an independence relation, ⊥⊥d′′,
defined on V , that satisfies both the dependence preservation and the independence con-
catenation properties.
Note that Definition 5.21 implies that the join operator is unique. The following two
propositions establish basic properties of the join operator.
Proposition 5.5 Let ⊥⊥d and ⊥⊥d′ be two independence relations defined on the same
vertex set V . Then, for the independence relation ⊥⊥d′′ = ⊥⊥d ◦ ⊥⊥d′ it holds that
⊥⊥d
′′
⊆ (⊥⊥d ∩ ⊥⊥d
′
).
Proof. Since the relation ⊥⊥d′′ is the result of each time joining two independence state-
ments, ⊥⊥d
′′
can only consist of independence statements, which are in at least one of
the relations ⊥⊥d and ⊥⊥d′. Suppose it holds that U⊥⊥d W | Z , then, if U 6⊥⊥d′ W | Z ,
then since the join operator obeys the dependence preservation property, it holds that
U 6⊥⊥d
′′
W | Z . By definition, it is also possible that U⊥⊥dW | Z and U⊥⊥d′ W | Z , but
U 6⊥⊥d
′′
W | Z . Hence, it follows that ⊥⊥d
′′
⊆ (⊥⊥d ∩ ⊥⊥d
′
). 2
Proposition 5.6 Let ⊥⊥d and ⊥⊥d
′
be two independence relations defined on the same
vertex set V . The join operator for these relations is monotonously decreasing, i.e.
(⊥⊥d◦⊥⊥d
′
) ⊆ ⊥⊥d.
Proof. Using set theory, it holds that (⊥⊥d ◦ ⊥⊥d
′
) ⊆ (⊥⊥d ∩⊥⊥d
′
) and (⊥⊥d ∩⊥⊥d
′
) ⊆
⊥⊥d. By the combination of these two results it holds that (⊥⊥d ◦ ⊥⊥d
′
) ⊆ ⊥⊥d, which
completes the proof. 2
The dependence preservation property can be understood in terms of the union of graphs.
Proposition 5.7 Let G = (V,A), G′ = (V,A′) and G′′ = (V,A′′) be three acyclic
directed graphs, where A ∪A′ ⊆ A′′. Then, it holds that ⊥⊥dG′′ ⊆ ⊥⊥
d
G ◦ ⊥⊥
d
G′ .
Proof. The graph G′′ contains at least as many arcs as the union of the graphs G and G′.
Thus, ⊥⊥dG′′ contains possibly extra dependences in addition to those in ⊥⊥dG and ⊥⊥dG′ .
As the join operator satisfies the independence concatenation property, any independence
that results from applying d-separation to G′′ is preserved by joining ⊥⊥dG and ⊥⊥dG′ .
Hence, it follows that ⊥⊥dG′′ ⊆ ⊥⊥
d
G ◦ ⊥⊥
d
G′ . 2
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The join operator also satisfies a number of other algebraic properties. Generally speak-
ing, (IR, ◦), where IR is the set of all possible independence relation, forms a monoid, as
joining two independence relations is associative (incremental addition of dependences
can be done in any order), and the identity is the complete set of mutually disjoint inde-
pendence sets. In addition, joining two independence relations is also commutative, thus
(IR, ◦) is a commutative monoid. Observe that (IR, ◦) has no inverse, since by Propo-
sition 5.6 the resulting independence set may but not need to consist of the entire set of
independences. Therefore, (IR, ◦) does not form a group.
5.6 Temporal and atemporal independence: their inter-
action
In Section 5.4, dynamic Bayesian networks were defined, with a graphical representation
that consists of atemporal and temporal independence relations. Section 5.5 introduced
the join operator, which was defined in such way that it satisfies dependence preserva-
tion and independence concatenation. As a follow-up to the previous two sections, it
is investigated how to employ the join operator for joining the temporal and atemporal
independence relations underlying temporal networks and, therefore, dynamic Bayesian
networks, to support the modelling of non-repetitive dynamic Bayesian networks. In
Section 5.6.1, it is shown that the join operator can be used for joining the atemporal and
temporal parts of the reduced temporal network. In Section 5.6.2, the same is shown for
the atemporal and temporal relations of the entire temporal network and an example is
given to illustrate the various aspects of joining independence relations.
5.6.1 Joining atemporal and reduced temporal networks
In this section, to start, the relations ⊥⊥dG and ⊥⊥
d
Gt are reconsidered. The following
proposition establishes the connection between the d-separation relations that hold for
the individual time-slices Gt and that hold for the atemporal network, i.e. the set of time-
slices G, where the join operator is interpreted as the intersection of the independence
relations.
Proposition 5.8 Let DBN = (N,P ) be a dynamic Bayesian network, with temporal
network N = (V,A), and atemporal network G = (V,Aa), with A = Aa∪At, and joint
probability distribution P . Then
(i) ⊥⊥dG = ∩t∈T⊥⊥dGt = ⊥⊥dGa ∩ ⊥⊥dGt ;
(ii) 6⊥⊥dG = ∪t∈T 6⊥⊥dGt .
Proof: Case (i). The conditional independence relation ⊥⊥dGt consists of conditional
independences regarding its own vertex set Vt assuming that every other independence
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relation ⊥⊥dGt′ for t 6= t
′
, is maximal. This proves the first equality. The second equality
holds due to the following reasons. Recall that the set of atemporal arcs in the atemporal
network G is split up into two disjoint sets, namely into sets Aaa and Aat . Since these
sets are disjoint, their associated sets of dependences are also disjoint. Therefore the
intersection of the independence relations ⊥⊥dGa and ⊥⊥
d
Gt has to be taken.
Case (ii). 6⊥⊥dG = ∩t∈T⊥⊥dGt = ∪t∈T 6⊥⊥dGt . 2
Observe that according to Proposition 5.8, in the context of the atemporal network, the
join operator ◦ is interpreted as the intersection of the independence relations; this does
not hold in general as it was shown in Section 5.5.2.
The following property establishes the use of the dependence preservation and inde-
pendence concatenation properties.
Proposition 5.9 Let Na|Θt and N t|Θt be the atemporal and temporal parts of the reduced
temporal network N|Θt . Then, the dependence preservation and independence concate-
nation properties hold for the independence relations ⊥⊥dNa
|Θt
and ⊥⊥dNt
|Θt
, respectively,
with regard to ⊥⊥dN|Θt .
Proof: Note that the dependence preservation property requires that (i) the graphs Na|Θt ,
N t|Θt and N|Θt are defined on the same set of vertices and (ii) the set of arcs of the graph
N|Θt is the union of the arcs of graphs Na|Θt and N t|Θt . For these three graphs, all these
conditions hold. As a consequence, none of the dependences are lost. The independence
concatenation property requires that all the independence statements that hold for the
union graph N|Θt are a subset of the set of independence statements that are included in
both graphs Na|Θt and N t|Θt , see Proposition 5.7. The subset relation holds because the
independence concatenation is defined on the same independence statements in graphs
Na|Θt and N t|Θt , which may but need not hold for graph N|Θt . 2
Next, it will be shown that the join operator is sound and complete. Independence state-
ments obtained by joining two independence relations can be read off from the union
of the underlying graphs, whereas completeness means that none of the independence
statements of the union of the graphs has been omitted in the resulting independence
relation.
Lemma 5.1 Let ⊥⊥dNa
|Θt
, ⊥⊥dNt
|Θt
, and ⊥⊥dN|Θt be constructed as defined above. Then, it
holds that ⊥⊥dN|Θt = ⊥⊥
d
Na
|Θt
◦ ⊥⊥dNt
|Θt
, i.e. the join operator is sound and complete for
these independence relations with regard to d-separation of the graphs N|Θt , Na|Θt , and
N t|Θt .
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(⊥⊥dGt)t∈T ◦ = ∩t∈T⊥⊥
d
Gt ⊥⊥
d
G
⊥⊥dNa
|Θt
⊥⊥dNt
|Θt
◦ ⊥⊥dN|Θt
◦ ⊥⊥dN
Figure 5.10: Joining temporal and atemporal independence relations.
Proof: Soundness follows from the independence concatenation property. Based Propo-
sition 5.4, joining two independence statements is checked by the independence con-
catenation procedure. Therefore, only valid independence statements can be obtained
implying soundness. Completeness follows from Proposition 5.7 by substituting Na|Θt ,
N t|Θt , and N|Θt for the acyclic directed graphs G, G′ and G′′, respectively. 2
5.6.2 Joining it all together
In this subsection, the temporal and atemporal independence relations are joined together,
yielding the relation⊥⊥dN . To start, the following proposition and theorem show that these
relations can be linked to each other by means of the join operator.
Lemma 5.2 Let G and N|Θt be the atemporal and temporal parts of the temporal net-
work N . Then, the dependence preservation and independence concatenation properties
hold for the independence relations ⊥⊥dG, ⊥⊥dN|Θt , and ⊥⊥
d
N .
Proof: The proof is similar to the proof of Proposition 5.9. 2
Theorem 5.1 Let⊥⊥dG,⊥⊥
d
N|Θt
, and⊥⊥dN be constructed as defined above. Then, it holds
that ⊥⊥dN = ⊥⊥dG ◦ ⊥⊥dN|Θt , i.e. the join operator is sound and complete.
Proof: Due to Lemma 5.2, the join operator can be applied to these independence rela-
tions. The proof for soundness and for completeness are similar to those of Lemma 5.1.
2
The various independence relations can be compared to each other established in the
following proposition.
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Proposition 5.10 The following properties hold:
• ⊥⊥dN|Θt ⊆ ⊥⊥
d
Na
|Θt
and ⊥⊥dN|Θt ⊆ ⊥⊥
d
Nt
|Θt
;
• ⊥⊥dN ⊆ ⊥⊥
d
G and ⊥⊥
d
N ⊆ ⊥⊥
d
N|Θt
.
Proof: The first two statements hold, because the associated graph of the independence
relations Na|Θt and N t|Θt are subgraphs of the reduced temporal graph N t|Θ, and, there-
fore, N t|Θ consists of at least as many arcs as its two subgraphs. For the third and fourth
statements the proofs are similar. 2
An overview of the various join operations defined for the different parts of a temporal
network N is given in Figure 5.10. These operations are further illustrated by means of
the following examples.
Example 5.19 Reconsider Figure 5.6I. The aim is to obtain the independence relation
of the atemporal network. Therefore, the independence relations of the networks in fig-
ures 5.6I(c) and 5.6I(d) are needed to be composed. According to Proposition 5.8, the
join operator can be replaced by the intersection of the independence relations. In the
atemporal part I(c) of the temporal network, the independence relation consists of the
dependence q2 6⊥⊥dGas2 | ∅, and the temporal part I(d) includes the dependence statement
v2 6⊥⊥
d
Gtz2 | ∅. Thus, the dependence relation 6⊥⊥dG of the atemporal network G consists
of the dependence statements q2 6⊥⊥dGs2 | W , with W ⊆ V \{q2, s2} and v2 6⊥⊥
d
Gz2 | U ,
with U ⊆ V \{v2, z2}; the independence relation ⊥⊥dG is simply the complement of this
dependence relation. 2
DependencesU 6⊥⊥dW | ∅ and independencesU⊥⊥dW | ∅ in the following will be written
as U 6⊥⊥dW and U⊥⊥dW , respectively.
Finally, the join procedures mentioned above are illustrated by examples. To de-
termine the independence relation of the reduced temporal network, the independence
relations of its atemporal and temporal parts have to be joined, denoted by ⊥⊥dNa
|Θt
and
⊥⊥dNt
|Θt
. Proposition 5.9 shows that the dependence preservation and independence con-
catenation property hold for these relations, and Lemma 5.1 establishes that applying
the join operator that satisfies these two properties, joining the independence relations of
the atemporal and temporal parts of the reduced temporal network, the correct indepen-
dence relation for the reduced temporal network is obtained. This is illustrated by the
subsequent example.
Example 5.20 In this example, the independence relation of the reduced temporal net-
work in Figure 5.6II(b) is determined, based on the independence relations of its atempo-
ral and temporal parts shown in figures 5.6II(c) and 5.6II(d). Here, some examples and
not the entire join process will be considered. Note that according to Proposition 5.9, the
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dependence preservation and independence concatenation properties hold on these rela-
tions. Thus, if the aim is to join the independence statement u1⊥⊥dNa
|Θt
v2 of the atemporal
part in Figure 5.6II(c) with the dependence statement u1 6⊥⊥dNt
|Θt
v2 of the temporal part
in Figure 5.6II(d), then for the independence relation of the reduced temporal network
N|Θt the dependence preservation property holds, yielding the dependence statement
u1 6⊥⊥
d
N|Θt
v2.
If there are two independence statements to be joined, independence concatenation
has to be applied. The use of this property was illustrated by Example 5.17. 2
Now, the independence relation⊥⊥dN of the temporal networkN has to be obtained which
is the composition of the independence relations of the atemporal network and the re-
duced temporal network, i.e. ⊥⊥dG ◦ ⊥⊥dN|Θt = ⊥⊥
d
N . This procedure is established by
Lemma 5.2 and Theorem 5.1. The following example illustrates this.
Example 5.21 In this final example of this section, the independence statements in rela-
tions ⊥⊥dG and ⊥⊥
d
N|Θt
are joined to obtain independence statements in the independence
relation ⊥⊥dN of the temporal network N . For example, suppose that the aim is to join
the dependence statement q2 6⊥⊥dGs2 of the atemporal network in Figure 5.6I(b) with the
independence statement q2⊥⊥dN|Θts2 of the reduced temporal network in Figure 5.6II(b).
Then, due to the dependence preservation property, the dependence statement q2 6⊥⊥dNs2
will hold for the temporal network in Figure 5.6I(a). Now suppose that the aim is to join
two dependence statements, namely v2 6⊥⊥dN|Θt z2 and v2 6⊥⊥
d
Gz2, then, based on the depen-
dence preservation, for the temporal network v2 6⊥⊥dNz2 will hold, which is in accordance
to the dependence statement included in the graphical representation. 2
5.7 Alternative join method
In this section, an alternative way to join independence relations is explored, based on
specific properties of these relations, which is able to overcome redundancy of the orig-
inal join. To start, the idea behind this composition of the independence relations is
illustrated by the following example.
Example 5.22 Reconsider Example 5.21. In this example, the two dependence state-
ments v2 6⊥⊥
d
Gz2 and v2 6⊥⊥dN|Θt z2 are joined, and due to the dependence preservation prop-
erty, the result of their join was the dependence statement v2 6⊥⊥dNz2. Now observe that
the two dependence statements in the atemporal network G and the reduced temporal
network N|Θt are defined by the same atemporal arc, namely v2 → z2. This can happen,
since the reduced temporal network is defined on the set of temporal trails, which set also
includes atemporal arcs. 2
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The previous example shows that the joining the independence relations of the atem-
poral network and of the reduced temporal network may involve redundant work. The
following theorem establishes a basis for leaving out this kind of redundancy.
Theorem 5.2 Let N = (V,A) be a temporal network with atemporal network G =
(V,Aa) and reduced temporal network N|Θt = (V,A|Θt). Then, the following two
statements hold:
• the dependence relation of the atemporal part Ga and the dependence relation of
the reduced temporal network N|Θt are disjoint, i.e. 6⊥⊥dGa ∩ 6⊥⊥dN|Θt = ∅;
• the dependence relation of the temporal part Gt is a subset of the dependence
relation of the reduced temporal network N|Θt , i.e. 6⊥⊥dGt ⊆ 6⊥⊥dN|Θt .
Proof: First the first item is proved. The independence relation ⊥⊥dGa is defined on the
set of atemporal arcs Aaa that are not included in any temporal trail of the temporal
network. In addition, the reduced temporal network N|Θt consists of a set of dependence
statements that are related to the set of atemporal arcs that are included in at least one
temporal trail; this set was defined by Aat . Since the sets Aaa and Aat are disjoint, the
set of dependence statements of the relations 6⊥⊥dGa and 6⊥⊥
d
N|Θt
are also disjoint.
For the proof of the second item note that the set of atemporal arcs Aat in Gt is
included in the set of arcs of the temporal trails and therefore in the set of arcs of the
reduced temporal network. Therefore, the dependence statements that are represented in
the graphGt are a subset of the dependence statements of the reduced temporal network,
which completes the proof. 2
The previous theorem establishes that when independence relations ⊥⊥dG and ⊥⊥
d
N|Θt
are
joined with each other, the join of the subset ⊥⊥dGt of the relation ⊥⊥dG with ⊥⊥dN|Θt is
redundant. This property can be exploited in order to join independence relations in an
alternative fashion.
Theorem 5.3 Let G = (V,Aa) be the atemporal network of temporal network N =
(V,A), and let Ga = (V,Aaa) and Gt = (V,Aat) be the atemporal and temporal parts
of the atemporal network G. Furthermore, let N|Θt be the reduced temporal network of
temporal network N = (V,A). Then, the following two conditions hold:
• 6⊥⊥dGa ∪ 6⊥⊥
d
N|Θt
= 6⊥⊥dN , and
• ⊥⊥dGa ◦ ⊥⊥
d
N|Θt
= ⊥⊥dGa ∩ ⊥⊥
d
N|Θt
= ⊥⊥dN .
Proof: To start, first the proof for the first statement is provided. Recall that the sets of
arcs that define the dependence relations in Ga and N|Θt are disjoint sets. Therefore,
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(⊥⊥dGt)
(⊥⊥dGa)
∩ ⊥⊥
d
G
⊥⊥dNa
|Θt
⊥⊥dNt
|Θt
◦ ⊥⊥dN|Θt
∩ ⊥⊥dN
Figure 5.11: The join of the alternative method.
the dependence statements over the set of vertices V are also disjoint explaining the
opportunity to take the union over these sets to obtain the independence relation ⊥⊥dN of
temporal network N .
The second item shows that the join operator can be replaced with the intersection,
which is a consequence of the two items in Theorem 5.2 and the fact that⊥⊥dGa ∩⊥⊥dGt =
⊥⊥dG, shown in Proposition 5.8. The second equality can be proven according to the
logical rule which replaces the independence into dependence and the intersection into a
union. 2
It is worth to emphasise that Theorem 5.3 yields an alternative join procedure to compose
separate independence relations. Figure 5.11 offers an overview of this join method of
independence relations. First, the atemporal and temporal parts of the reduced tempo-
ral network can be joined to obtain the independence relation of the reduced temporal
network. Note that this join process does not involve any redundancy in joining two
statements, because their associates sets of arcs are disjoint. As the second step, the
obtained independence relation of the reduced temporal network can be joined with the
independence relation ⊥⊥dGt of the temporal part of the atemporal network to determine
the independence relation of the temporal network. The theorems defined above are il-
lustrated by an example.
Example 5.23 Reconsider Example 5.22. Using the alternative join method, the inde-
pendence relation ⊥⊥dG does not have to be computed , but having given the indepen-
dence relation ⊥⊥dGa represented in the atemporal part of the atemporal network in Fig-
ure I5.6(c), the union of the two independence relations ⊥⊥dGa and ⊥⊥dN|Θt can be taken
to obtain the independence relation ⊥⊥dN of the reduced temporal network. In doing so,
the join of the statements v2 6⊥⊥dGz2 and v2 6⊥⊥dN|Θt z2 does not have to be considered, since
the dependence statement v2 6⊥⊥dGz2 is not included in relation ⊥⊥
d
Ga . This overcomes
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redundancy of the join of independence statements as discussed in Example 5.22. 2
Finally, the two approaches are compared. The difference between the previous and
this join procedure is that in the first procedure the independence relation ⊥⊥dG of the
atemporal network G is obtained as the combination of the independence relations of its
atemporal and temporal parts, and ⊥⊥dG was then joined with the independence relations
⊥⊥dN|Θt of the reduced temporal networkN|Θt . In contrast to the first approach, according
to the join procedure of this section, the independence relations of the atemporal and
temporal parts of the reduced temporal network N|Θt still have to be joined. However,
the independence relation ⊥⊥dG does not have to be computed, but only need to take the
intersection of the independence relations⊥⊥dGa and⊥⊥
d
N|Θt
, which join does not include
redundant join operations due to the fact that the set of associated arcs are disjoint sets.
Observe that in the first approach a join operator has to be applied twice, whereas in the
second approach the join operator has to be applied only once.
5.8 Experimental results
In this final section, it is shown that modelling the stochastic dynamics of the develop-
ment of ventilator associated pneumonia using a non-repetitive dynamic representation
yields a more accurate dynamic Bayesian network, in the sense that it fits the data better,
than a repetitive dynamic Bayesian network.
Firstly, the two networks are reviewed. Consider again the non-repetitive dynamic
Bayesian network of VAP discussed in Section 5.2. The construction of the graphi-
cal structure of this non-repetitive network is based on the join operator. Here, the
data set with data of patient with possible VAP used to extract the independence rela-
tions consisted of 876 records. The repetitive network is obtained by making the non-
repetitive arcs in the non-repetitive network repetitive, more precisely, by adding the
atemporal arcs VAP1 → X-chest1 and VAP1 → Temp1 and VAP3 → X-chest3 and
VAP3 → Temp3 into the first and third time-slice, respectively, and reversing the arc
X-chest3 → PaO2FiO23 into PaO2FiO23 → X-chest3; see Figure 5.12 for details, where
the circles around the vertices are omitted. This is a necessary operation, since repeti-
tiveness is required and in the other time-slices atemporal arcs PaO2FiO21 → X-chest1
and PaO2FiO22 → X-chest2 have already been included, which represent relations from
earlier time steps. Note that this procedure is the same as the procedure for joining inde-
pendence relations assuming repetitiveness.
The evaluation of the performance of the two networks has been carried out by means
of ten times 10-fold cross-validation. The parameters of the networks were learnt with
the EM algorithm. Here, the value ǫ = 10−3 is used as the threshold value to terminate
the iteration. Since these are small networks having only 4 vertices in a time-slice, the
algorithm only required three iterations steps for convergence. For the validation of the
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Figure 5.12: The repetitive dynamic Bayesian network for VAP.
learnt parameters, the loglikelihood function was used, defined as:
ll(B | D) =
N∑
i=1
logPB(di) ,
where B denotes the Bayesian network (in this case a dynamic Bayesian network), D
denotes the data set (in this case the VAP data set), N denotes the number of samples
(in this case the number of patients at the ICU) and di denotes sample i in the data. The
interpretation of the loglikelihood function is as follows: the higher is the loglikelihood
the better the probability distribution fits the data.
The experimental results are shown in Figure 5.13. To conclude this section, the
quality of knowledge representation of the learnt dynamic Bayesian networks for the
VAP disease improves when non-repetitive graphs are used. The conclusion is that non-
repetitive dynamic Bayesian networks are a better representations for many other proba-
bilistic problems involving time.
For the experiments use was made of the BNT tool developed by Kevin Murphy,
which was expanded for that purpose.
5.9 Conclusions
The aim of the research described in this chapter was to study how the modelling of non-
repetitive dynamic Bayesian networks can be decomposed by distinguishing between
atemporal (time-independent) and temporal (time-dependent) independence relations.
In the first part of the chapter, general dynamic Bayesian networks were defined. In
the graphical representation of these networks separate atemporal and temporal relations
were introduced, and also the associated joint probability distributions and their general
factorisations were defined. This separation of atemporal and temporal parts can be taken
as the basis for building dynamic Bayesian networks, where there is no restriction on the
topology of the network: networks can be both repetitive and non-repetitive depending
on the problem domain at hand. As the various atemporal and temporal parts gave rise to
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Figure 5.13: The result of the loglikelihood function for the repetitive and non-repetitive
dynamic Bayesian networks using 10 times 10-fold cross-validation.
separate independence relations, the usual property that independence and dependence
complement each other no longer holds.
A join operator is introduced which is endowed with special semantics to overcome
the problem of inconsistency of two different independence relations. Using the join
operator allows one to build non-repetitive dynamic Bayesian networks in a modular
fashion, hence the title of the chapter. There are two different approaches to join the
separate independence relations with each other, where each of them has its own advan-
tage. In the first joining procedure, it has been distinguished between the atemporal and
temporal parts of the temporal network, which form the entire graphical representation of
the dynamic Bayesian networks. However, when joining these relations, some redundant
work might be done, which was overcome by a second alternative approach.
The theory of this chapter was also applied to the medical problem of VAP. Both a
non-repetitive and a repetitive dynamic Bayesian network were build, and using data it
was shown that the non-repetitive network yielded a more accurate representation of this
problem domain.
As far as known, the research presented in this chapter offers the first systematic
method separating atemporal and temporal independence relations for building non-
repetitive dynamic Bayesian networks.
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Chapter 6
Incremental Learning of
Bayesian Networks
The research presented in this chapter1 is concerned with the incremental construction
of Bayesian networks from data. This means that a Bayesian network model is not build
from one batch of data, but in steps from parts of the data, for example using the order in
time as data comes in.
6.1 Introduction
Over the past decade, Bayesian networks [9, 49] have been extensively used as tools
to explore the structure of problems involving uncertainty. The result of learning the
structure from data is a graphical representation that can be used to gain insight into the
relations between random variables of the problem at hand. In particular in the biomedi-
cal field many researchers are using Bayesian networks for that purpose.
Bayesian networks have also become popular tools to solve classification problems,
where the goal is to obtain a model which is able to assign a class label to an individual
described in terms of a set of observed random variables [41, 55], also called features.
Solving classification problems is an important area of research in machine learning. Ma-
chine learning problems are distinguished into two main types: (i) supervised learning
and (ii) unsupervised learning. Learning models that are able to classify data is an ex-
ample of supervised learning, as the training data include the values of the class variable
into each of its records. In unsupervised learning, the class to which the record belongs
is unknown; the determination of the class to which the record belongs is part of the
learning problem in this case. All of the research described in this chapter is concerned
1This chapter has been published in [28].
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with supervised learning, and in particular with learning Bayesian-network models for
classification. Models that can be used to solve classification problems are usually called
classifiers [5].
Learning classification models is a computationally difficult task. As a consequence,
already from its inception much research in the field of machine learning has been de-
voted to models that can be learnt relatively easy and, thus, permit reduction of the size
of the search space. Here in this chapter only classifiers based on Bayesian networks
are discussed. These have attracted considerable attention by researchers since the mid
1990s. Example of simple, and very successful, Bayesian-network classifiers that can
be learnt easily from data include the naive Bayesian classifier [25], the tree augmented
naive Bayesian classifier [41], and the k-dependence Bayesian classifier [79]. In these
Bayesian-network models, there is only one random variable that acts as a class variable;
the remaining random variables, the features, act as children of this class variable. The
structure of the various Bayesian-network classifiers will be discussed in some detail in
the next section.
Although naive Bayesian classifiers are amongst the simplest possible Bayesian-
network classifiers, they provide, rather surprisingly, already satisfactory results for many
classification problems; the reason for this has been studied in depth in a seminal, often
cited paper by Domingos and Pazzani [25]. The other, structural richer Bayesian-network
classification models, the tree-augmented naive Bayesian and k-dependence Bayesian
classifiers, have been proposed to permit modelling particular dependence information
among the feature variables in the hope that this improves the classification performance.
For some data sets they have been shown to yield indeed a better performance in compari-
son to the naive Bayesian classifier [41, 79]. However, for some data sets the performance
actually decreases.
Bayesian networks have not only been used to solve classification problems, as they
have also been extended for use in regression problems, formulated similarly to classifi-
cation, with the difference that there is an output variable that is continuous, with similar
purpose as the discrete class variable in classification [40, 45, 63], and input random
variables. Learning regression models is another example of supervised learning, where
here the (continuous) value of an output random variable is learnt from data [5]. This
paper is both concerned with learning particular Bayesian-network models for solving
classification and regression problems.
A common way to learn Bayesian networks from data, where sometimes both struc-
ture and parameters are learnt and in other cases the structure is given and only the prob-
abilistic parameters are learnt, is known as batch learning. Here the Bayesian network is
constructed using all the data available. An alternative to the batch method is incremental
learning, where it is assumed that the data is not fully available at one particular time,
but becomes available in chunks, possibly of the size of one record, in time. In Bayesian
networks, incremental algorithms [41, 42, 43] have in particular been introduced to cope
with problem domains that involve large amounts of data that are collected over time.
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Exploiting the nature of incremental learning algorithms, it is possible to learn both the
structure and joint probability distribution of Bayesian networks stepwise, where at each
step the current knowledge is updated with new knowledge obtained from the new data.
Note that two different sets of data related to the same probabilistic problem may convey
different information about the appropriateness of the probabilistic model.
Although Bayesian networks were originally defined for the representation of dis-
crete joint probability distributions (e.g. [69]), nowadays Bayesian networks allow deal-
ing with problems involving uncertainty described by not only discrete, but instead by
only continuous, or by both discrete and continuous random variables. If a Bayesian
network includes both discrete and continuous random variables, it is called a hybrid
network model. A very popular continuous probability distribution is the Gaussian dis-
tribution. However, for hybrid models, in particular when in the graphical representation
discrete vertices may have continuous parents, it is not possible to reason in an exact way
with a Gaussian distribution. As an alternative way to specify probability distributions,
mixtures of truncated exponentials have been proposed [62]. The advantage of using
these mixtures of truncated exponentials is that reasoning in hybrid Bayesian networks
can be done in an exact way, and, by exploring the special properties of the exponential
function, reasoning becomes computationally feasible.
The motivation of the research described in this chapter is as follows. As was men-
tioned above, Bayesian networks are very powerful probabilistic representations that are
popular tools for solving classification and regression problems. Furthermore, both learn-
ing in Bayesian networks can be designed in such way that it is possible to take into
account the incremental nature of the data. This problem can be investigated in Bayesian
networks with discrete random variables as well in Bayesian networks with continu-
ous random variables. We propose new topologies of Bayesian classifiers with discrete
random variable to explore the problem from the angle of classification. Mixtures of
truncated exponentials have particular properties which makes them good candidates for
building Bayesian-network regression models in the context of incremental learning. Re-
search in mixtures of truncated exponentials started fairly recent, and it is unclear whether
they offer a good basis for regression modelling in incremental learning.
As will become clear, the algorithm that is discussed in this chapter works on a dy-
namic acyclic directed graph that is updated during the incremental learning process.
At each step of the incremental learning procedure, the original graph is merged with
another graph to incorporate the knowledge learnt from the new data. It is worth empha-
sising that the knowledge derived from the new data may include significant properties
of the domain that were previously unknown. Merging two graphs concerns the possible
insertion of new vertices as well as the addition of new arcs to the original graph. This
way of adapting the Bayesian-network structure to the data is one of novel contributions
of this chapter; the other is the use of mixtures of exponentials in incremental learning.
The rest of the chapter is organised as follows. First, in Section 6.2, additional def-
initions are given that are needed for this chapter. The incremental learning problem
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Figure 6.1: Naive Bayesian classification model.
is considered in Section 6.3, where the question underlying this research is described.
Section 6.4 introduces the learning and classification algorithms for incremental classi-
fication. Section 6.5 is devoted to an experimental analysis and the chapter ends with
some conclusions in Section 6.6.
6.2 Preliminaries
6.2.1 Supervised learning
In this section, the theoretical foundations of supervised learning are reviewed. First,
Bayesian-network classifiers and regression models are described.
A classifier is defined as a function that assigns a class label to a set of observed
random variables [41]. An observed random variable is defined as a random variable
whose values are in the database sample. Observed random variables are often also
called attributes, which comes from database theory and is the name used in machine
learning and data mining, or feature random variables, which name comes from research
in pattern recognition. Feature random variables can also be looked on as cause-effect
parameters. There are many machine learning algorithms available to learn a classifier
from data (cf. [5]).
A regression model is defined as a function that determines an estimate of a contin-
uous output random variable given particular inputs. The output random variable plays
a role similar to that of class variable in a classifier, and a similar remark can be made
regarding the input variables in comparison to the feature random variables of a classifier.
Denote the random variable that acts as the class or output random variable by XCl.
In this chapter, the set of observed random variables is referred to as the set of feature
or input random variables, defined to as XF = {XF1 , XF2 , . . . , XFn}. The entire set of
random variables is then defined as XV = {XCl} ∪ XF , and the set of vertices of the
graphical representation is denoted by Cl and F , i.e. V = {Cl} ∪ F .
Many types of classifiers have been proposed in the past by researchers, differing in
their graphical and probabilistic assumptions. As mentioned above, one of the most pop-
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Figure 6.2: Tree-augmented naive Bayesian classification model.
ular structures is the naive Bayesian classifier. Naive Bayesian classifiers require a very
strong independence assumption, namely that the feature random variables are condi-
tionally independent of each other given the class variable. The graphical representation
of these models is shown in Figure 6.1 and their associated independence relations are
expressed as follows. Graphically, the following independence assumptions hold:
Fi⊥⊥
d
GFj | Cl, i 6= j , (6.1)
whereas probabilistically, it holds that:
P (XCl, XF1 , XF2 , . . . , XFn) = P (XCl)
n∏
i=1
P (XFi | XCl) . (6.2)
In essence, due to their independence assumptions, naive Bayesian classification models
have the advantage that probabilistic reasoning is computationally very easy if taking into
account these independence assumptions. In learning a naive Bayesian classifier, first the
cause-effect parameters P (XFi | XCl), for i = 1, 2, . . . , n, are learnt. Subsequently, in
the classification process the probability P (XCl | XF1 , XF2 , . . . , XFn) is computed; the
class label that has the highest a posteriori probability is taken as the class value. Naive
Bayesian classifiers are known as being one of the most effective classifiers, which is
surprising considering their simple structure [25, 41].
A more complicated graphical structure that is used to build classifiers and regres-
sion models is the so-called Tree Augmented Naive Bayesian classifier, or simply TAN.
Its graphical representation is shown in Figure 6.2. In the TAN structures, the features are
connected to each other; if the class vertex and its arcs are removed from the graphical
representation, the remaining graph has the form of a tree, i.e. any two vertices are con-
nected by exactly one directed path. Since they encode fewer independence statements
than naive Bayesian classifiers, TAN classifiers incorporate more information about in-
teractions amongst the feature random variables and the class variable.
The final Bayesian classifier and regression model discussed is the so-called the k-
dependence Bayesian classifier, or kDB classifier for short. In this classifier, the max-
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imum number of parents of each feature vertex Fi is equal to k, where the classifier
vertex is not taken as a parent. For example, the TAN classification model is a 1DB
classification model, shown in Figure 6.2.
6.2.2 Incremental learning
The main reason for the incremental approach to learning is the wish to update the present
Bayesian network in the face of new data [42]. Batch learning can be seen as a special
case of incremental learning, as the this new set of data can either be the entire set of data
or a new set of observations. Sometimes, the temporal order at which newly observed
data becomes available matters, and then the data are temporal. It is worth emphasising
that incremental learning requires both updating of the graphical representation as well
as of the probabilistic representation.
Incremental learning has advantages over batch learning, where we would learn the
network from the complete data set, including the new observations. Firstly, learning
the entire network at once may be computationally infeasible. As an alternative, we
could use the already learnt model as prior knowledge, and update it using the newly
observed data. However, in this case the learning process will be biased toward the prior
knowledge, and after some steps the model will fail to adapt to the new data.
By incremental learning the shortcomings of both batch learning and biased prior
model learning are overcome. The method was proposed for the first time by Friedman
and Goldszmidt for unrestricted Bayesian-network learning [42]. The idea is that during
the search process both promising candidate models as well as the necessary information
to decide about the most suitable candidate model is maintained and updated.
For the construction of the Bayesian-network classifiers, use is made of discrete prob-
ability distributions which are learnt by counting, i.e. a multinomial probability distribu-
tion is assumed. The continuous probability distributions used in the regression models
are represented using the theory of mixtures of truncated exponentials, which is described
in the next section.
6.2.3 Mixtures of truncated exponentials probability distributions
In this section, the most significant notions from the theory of mixtures of truncated
exponentials, MTEs for short, are reviewed, which will be used later in this chapter for
the construction of regression models. MTEs can be used in both Bayesian networks that
include only contiguous random variables and in hybrid Bayesian networks, that include
both continuous and discrete random variables.
The representation of probabilistic information in hybrid Bayesian is traditionally
done using conditional Gaussian distributions, where the requirement is that the random
variables acting as parents in the graphical representation are discrete. Probabilistic in-
ference is then exact. The requirement that parents need to be discrete is very restrictive.
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In addition, it may not be the case that the probability distribution conditioned on the
discrete random variables follows a multivariate Gaussian distribution. One proposal
which allows one to relax these assumptions is being offered by the theory of mixtures
of truncated exponentials, which has been developed in recent years [62]. This theory is
becoming increasingly popular as it allows approximating probability distribution with
as much precision as required for unrestricted hybrid Bayesian network, while still being
able to use uncertainty reasoning in an exact fashion [10].
The MTE model [62] is formally defined as follows:
Definition 6.1 (MTE potential) Let XV be a set of random variables partitioned into
the set of discrete random variables, denoted by Y = {Y1, Y2, . . . , Yd}, and the set
of continuous random variables, denoted by Z = {Z1, Z2, . . . , Zc}, with XV = (Y, Z),
|V | = n = c+d. A function f : ΩXV → R+0 is called a mixture of truncated exponentials
potential, MTE potential for short, if one of the following conditions holds:
• Y = ∅ and f can be written as:
f(x) = f(z) = a0 +
m∑
i=1
ai exp
n∑
j=1
b
(j)
i xj (6.3)
for each z ∈ ΩZ , with ai, b(j)i ∈ R, for i = 0, . . . ,m, j = 1, . . . , n;
• Y = ∅ and there is a partition Ω1,Ω2, . . . ,Ωp of ΩZ into hypercubes such that f
is defined as
f(x) = f(z) = fi(z) if z ∈ Ωi,
where each fi, i = 1, . . . , p, can be written in the form of Equation (6.3);
• Y 6= ∅ and for each fixed value y ∈ ΩY , f(y, z) = fy(z), where fy is defined as
in the second case.
An MTE potential f is an MTE density if it integrates up to 1.
Definition 6.2 (MTE density) An MTE potential f is an MTE density if
∑
y∈ΩY
∫
ΩZ
f(y, z)dz = 1 , (6.4)
where Y and Z are the discrete and continuous random variable of XV , respectively.
MTE potentials are closed under the usual operations of restriction, marginalisation and
product, and thus probabilistic inference can be done with MTE potentials [62]. If each
conditional distribution in a Bayesian network is associated with a conditional MTE dis-
tribution, then the joint probability of XV can be represented by an MTE density.
160 CHAPTER 6. INCREMENTAL LEARNING OF BAYESIAN NETWORKS
6.3 Classifier and regression models
This section gives a description of the method that has been developed for the incremental
learning of Bayesian classifier and regression models. In Section 6.3.1, the graphical and
probabilistic parts of these models are discussed in general. In sections 6.3.2 and 6.3.3,
two different graphical structures are introduced that both used to represent incremental
classification and regression models.
6.3.1 The k-step incremental learning method
Incremental learning algorithms are used when (i) new data from the problem domain is
obtained, or when (ii) the size of the given data set is so large that it is computationally
infeasible to learn from that data. In incremental learning a model is learnt in steps,
where at each step only the newly obtained set of data is considered, but in light of
the previously seen data. In this context, one step in learning either means a time step,
implying that at a certain time period we obtain new data that can be used to update the
model, or a subset of all the data, where the data set has been partitioned into disjoint
subsets. This is made precise in the following definition.
Definition 6.3 (k-step incremental learning) If a probabilistic model is updated in k
steps using k disjoint data sets, the method is called a k-step incremental learning method.
Note that in k-step incremental learning, k data sets are used, which may be related to
each other as, either, each data set comes from the same source, but at a different time
instance, or they are just partitions of the entire data. In this chapter, incremental learning
is done only in the context of supervised learning.
Definition 6.4 (k-step incremental classification and regression) If a classifier is learnt
through the k-step incremental learning method, it is called a k-step incremental clas-
sifier. Similarly, if a regression model is learnt through the k-step incremental learning
method, it is called a k-step incremental regression model.
In this chapter, classification and regression using Bayesian networks and their incre-
mental models are studied.
Recall that a Bayesian network consist of a graphical representation and an associated
joint probability distribution. Since k-step incremental learning affects both the graphical
representation and the joint probability distribution, below, both will be discussed in
detail.
The method described below has been inspired by previous work on combining clas-
sifiers and regression models, in particular work on ensemble learning of classifiers [52]
and stacked regression [6]. Method for combining models to obtain an overall classi-
fication or prediction are sometimes called committee methods [5]. The basic idea is
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to summarise the knowledge that is included in each data set by means of a classifier or
regression model, and then to combine this information in a particular way. Thus, regard-
ing the graphical representation, a k-step incrementally learnt model has the following
properties:
(i) it consists of k classification or regression submodels;
(ii) it consists of a so-called main class variable or main output variable, denoted by
ClM , which assigns an overall class or output value to all the data.
As mentioned as item (i), a k-step incremental learning model consists of k submodels.
For classifiers, the i-th classifier submodel is the graphical representation of the learnt
classification model based on the i-th set of data. This implies that in a k-step incremental
model there are k classifiers and each feature random variable occurs k times. Note that
since these k submodels are learnt from different data sets, it is likely that they differ in
their joint probability distributions. Therefore, the k classifiers may assign different class
labels to the same data set. This suggests the need of having a main class vertex in the
incremental classification model, mentioned as item (ii). It plays the following role: the
main class vertex assigns the most probable class value to the given (new) data given the
values obtained from the k classifiers. Similar ideas are used in learning the regression
models. In general, the terms main model variable and submodel will be used.
There are many possible graph structures that can be used to represent the relation
between the main model variable and the incrementally learnt submodels. Considering
the fact that the main model variable depends on each learnt submodel and, therefore,
on each of the k classifiers, one could simply use a main model variable that is used to
weigh the results obtained from the individual submodels. For the classifiers it would be
a main class variable, whereas for regression modelling, a main output variable would
capture the overall output.
There are now two choices regarding the model structure that seem sensible to inves-
tigate: (i) the main model variable acts as the common child of the k class variables or
output random variables of the k submodels, and (ii) the main class variable or output
random variable is taken as the common parent of the k submodels. The resulting over-
all models are called incremental models in the following, as they are the result of the
incremental learning process.
The following example illustrates these two approaches.
Example 6.1 As an example, Figure 6.3(a) shows a 2-step naive Bayesian classifier,
where the main class vertex ClM , is the common child of the two class variables Cl1 and
Cl2 of the individual naive Bayesian classifiers, whereas Figure 6.3(b) depicts a 2-step
naive Bayesian classifier, where the main class variable is the common parent of the two
class variables Cl1 and Cl2. 2
Next, the main properties of the joint probability distribution that results from the in-
cremental learning are discussed. Recall that in the incremental learning processes each
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Figure 6.3: Possible graphical representations of 2-step incremental classifiers.
learnt submodel is inserted into the incremental model. However, since these submodels
are learnt from different data sets, some of the submodels may represent a relationship
between two or more random variables as a dependence, whereas other classifiers define
this relation as an independence. To represent this precisely, with each new learnt data
set, the set of random variables from the new data set are labelled by the step number
and are inserted into the overall set of random variables. Moreover, a random variable
is added that represents the main class variable or output random variable, already de-
scribed above.
For a formal definition, the following notations are needed. Let XVi be the set of
random variable of the i-th submodel. Furthermore, let the main class or output random
variable be denoted as XClM . Then, the complete set of random variables of the k-step
incremental model is equal to
XV = XV1 ∪XV2 ∪ · · · ∪XVk ∪XClM .
Let P denote the joint probability distribution of XV .
In the following two sections, the above mentioned graphical structures are discussed
in detail.
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6.3.2 Model 1: The main model variable acts as a child
The value of the main model variable depends on the k submodels. This dependence can
be graphically represented in such a way that the main model variable acts as the parent
of the k class or output random variables of the k submodels. To express this formally,
the following notations will be used. LetGi = (Vi, Ai) be the graph of the i-th submodel
of the k-step incremental learning process that is learnt from the data at the i-th step. A
k-step incremental model graph G = (V,A) is then constructed in the following way:
• V =
(⋃k
i=1 Vi
)
∪ {ClM}, where ClM denotes the main model vertex (variable);
• the set of arcs is equal to the union of the arcs of the submodels and the arcs
connecting the k submodels with the main model vertex, all directed to the main
model vertex; formally: A =
(⋃k
i=1Ai
)
∪
(⋃k
j=1{(Vj ,ClM )}
)
.
Based on the definitions above, by applying the d-separation criterion the following
independence and dependence properties characterise the k-step incremental graphical
models:
(i) the k class or output vertices of the k submodels are marginally independent of
each other, which for two class or output vertices of submodels Gi and Gj is
expressed as follows:
Cli⊥⊥
d
GClj | ∅ .
This marginal independence says that the submodels are independent of one an-
other as long as nothing is known.
(ii) if the value of the main model variable is known, the class or output vertices of the
submodels become dependent of one another, formally:
Cli 6⊥⊥
d
GClj | ClM , i 6= j.
This dependence is reasonable, since as soon as the value of the main class or
output random variable is known, it is the result of the values of the k class or
output random variables representing all the knowledge learnt from the k data sets.
According to the independence and dependence relations in this model, the associated
joint probability distributionP of the set of random variablesXV is factorised as follows:
P (XV ) = P (XV1 , XV2 , . . . , XVk , XClM )
= P (XClM | XCl1 , XCl2 , . . . , XClk)
k∏
i=1
P (XVi) .
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Note that for reasoning in model 1, the parameter P (XClM | XCl1 , XCl2 , . . . , XClk),
which can be a very large probability table, have to be learnt. The way this is done is
explained in Section 6.4.
6.3.3 Model 2: The main model variable acts as a parent
In this section, an alternative incremental learning model is discussed. In this case, the
main model variable is chosen as the parent vertex of the k class or output random vari-
able of the submodels. For this model, the following properties hold:
(i) the k submodels are marginally dependent. For two class or output vertices of
submodels Gi and Gj this dependence is expressed as:
Cli 6⊥⊥
d
GClj | ∅ ;
(ii) if the value of the main model variable is known, the class or output vertices of the
submodels become independent of each other; formally:
Cli⊥⊥
d
GClj | ClM .
The joint probability distribution P for model 2 is factorised as follows:
P (XV ) = P (XV1 , XV2 , . . . , XVk , XClM )
= P (XClM )
k∏
i=1
P (XVi) .
It is worth emphasising that whereas model 1 offers a correct qualitative way to rep-
resent incremental supervised learning , model 2 has been introduced because of the
following reasons: (i) the number of parameters that have to be learnt from the data
is considerable smaller than for model 1, i.e. it is much easier to learn the parameter
P (XClM ) for model 2 than parameter P (XClM | XCl1 , XCl2 , . . . , XClk) for model 1,
and (ii) a comparison between the two models may lead to interesting insights.
6.4 Incremental learning algorithms
In this section, the incremental learning algorithms for Bayesian classification and re-
gression are described. Each of the algorithms introduced in this section is applicable to
each of the models described in Section 6.2.1.
The incremental learning algorithm is next described. The pseudo-code of this algo-
rithm is given in Algorithm 1. Note that according to the definition of k-step incremental
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Input: Sets of data D1,D2, . . . ,Dk
Output: The incremental model
Learn Bayesian network B1 of data set D1;1
Initialise the incremental Bayesian network B as B = B1;2
Insert the main model vertex ClM into B;3
Insert an arc between ClM and the class/output vertex Cl1 with4
direction depending on the choice of the model;
for i = 2 to k do5
Learn Bayesian classifier Bi of data set Di;6
Rename the set of random variables {F1, F2, . . . , Fn,Cl}7
in Bayesian network Bi to {F1i , F2i , . . . , Fni ,Cli};
Insert Bi into B;8
Insert an arc between ClM and Cli with direction9
depending on the choice of the model;
end10
Initialise data set D with elements11
{F11 , . . . , Fn1 ,Cl1, . . . , F1k , . . . , Fnk ,Clk,ClM};
foreach sample di in Di, 1 ≤ i ≤ k, insert a new sample into12
databaseD filling the elements as follows do
forall feature Fji ∈ di, 1 ≤ j ≤ n do13
for m = 1 to k do14
Fjm = Fji ;15
end16
end17
if (i = m) then18
Clm = Cli, Cli ∈ di;19
else20
propagate value Clm = clm in Bm given evidence21
{F1m = F1i , F2m = F2i , . . . , Fnm = Fni};
end22
set ClM = Cli;23
end24
Learn the parameters for ClM from D;25
Algorithm 1: Incremental learning algorithm.
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learning, there are k data sets given as inputs. In essence, the learning algorithm consists
of four main parts. In the first part, the incremental submodel is initialised by (i) setting
it equal to the model that is learnt from the first data set, and (ii) inserting the main model
vertex into the model augmented with a dependence relation to the class or output vertex
in the first submodel. In the second part, the Bayesian networks based on the remaining
k − 1 sets of data are learnt and these models are inserted into the incremental model.
Subsequently, in the third part, the complete database is built, based on the k data sets.
This database is necessary, since it is used for training the parameters of the main model
of which the parameters are unknown yet. A sample of this database is taken from an
input data set; subsequently, each class or output value of each of the k submodels is
computed given the feature values in this sample, whereas the main model variable is
set to be equal to the value of the class or output random variable in the sample. This
procedure ensures that the value of the main model variable is correct. If there is lack of
information in any of the k learnt submodels, the value assigned to the feature random
variables of this sample may differ from the correct value. This difference provides an
opportunity to learn the parameters of the main model variable and this is done in the
fourth part of the algorithm.
Input: The incremental classifier B with the set of random
variables XV = {F11 , . . . , Fn1 ,Cl1, . . . ,
F1k , . . . , Fnk ,Clk,ClM}, and the set of
observations {F1, . . . , Fn}.
Output: The assigned class label ClM = clM for the set of
observations in the input.
for i = 1 to k do1
for j = 1 to n do2
set Fji = Fj , Fj ∈ {F1, . . . , Fn};3
end4
end5
Compute ClM = clM by propagating evidence6
{F11 , . . . , Fn1 , . . . , F1k , . . . , Fnk} in Bayesian network B.
Algorithm 2: Incremental classification algorithm.
The classification algorithm is given in Algorithm 2. Here, the set of observed ran-
dom variables is equal to the set of feature random variables of a model. In the algorithm,
these feature random variables are filled in as evidence for the associated feature random
variables in each classifier, and, subsequently, by a propagation algorithm the most prob-
able class label to the main classifier is assigned, i.e.
cl∗M = argmax
clM
P (CLM = clM | F1, . . . , Fn)
is determined.
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For the regression models, the algorithms are very similar to the algorithms described
above, except that in the final stage the mean and median of the output value is computed.
6.5 Experimental results
In this section, the results of the experiments are discussed that were carried out on sets
of random variables that were either only discrete (see Section 6.5.1) or only continuous
(see Section 6.5.2). The case where the random variables are discrete correspond to
experiments where the incremental Bayesian-network models were used as classifiers,
whereas the case with continuous random variables correspond to experiments where the
Bayesian-network models were interpreted as regression models.
The experiments have been done for k-step incremental naive Bayesian models with
different values for k. In both discrete and continuous cases, example networks are used,
and the databases that are used to learn the parameters of these models and to test the
accuracy of these parameters were sampled from these example models. These example
networks consist of one class (output) and nine feature (input) random variables, where
the domain of the random variables was different for each network.
For the experiments there have been two settings considered: not divided knowledge
and divided knowledge. Not divided knowledge means that the k training data sets are
sampled from the given network at random, and therefore follow the same model, whilst
divided knowledge means that the k training data sets are sampled with some value re-
strictions, in order to force them to contain distinct information. Value restriction means
that for the probabilities of the classifier or regression model each of the k data sets was
generated from a different interval taken from the whole domain. This indicates that each
of the k data sets for divided knowledge provides different knowledge about the model.
It is reasonable that the later approach imitates the situation in which the data come from
a continuous stream, where the underlying probability distribution has changed, or even
where the model is the same, but the amount of data required to properly recovering it is
huge.
6.5.1 Discrete networks
The results reported in tables 6.1 to 6.7 for the discrete case show the classification ac-
curacy for the k separate classifiers trained from each of the k data sets, naive Bayesian
classifier for the whole data set (i.e. k = 1), and the k-step incremental classifier for
k ≥ 2. The parameters for the discrete models have been learnt using frequency count-
ing. These results are also shown in figures 6.4 and 6.5.
The experiments have been carried out for two discrete networks with the same struc-
ture but different parameters. These networks are described in Table 6.1.
The performance of discrete network 1 was for both the divided and non-divided
k-incremental learning better than for learning from the whole data set, i.e. 3 out of 9
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features classifier
nr. 9 1
type binary binary
(a) Discrete network 1
features classifier
nr. 9 1
type binary 4 states
(b) Discrete network 2
Table 6.1: The discrete networks.
experiments and 12 out of 12 experiments, respectively. Here, the results for the divided
knowledge for model 1 were as good as for learning from the whole data set at once, i.e.
3 out of 6 experiments. For model 2 the results from incremental learning were in all
the 6 experiments inferior to that obtained by learning from the entire data set. For the
non-divided knowledge for both model 1 and 2 the performance was always better than
when learning from the data set at one step, i.e. for both models in 6 out the 6 cases.
For the performance of discrete network 2 the following conclusions can be drawn.
Here, for the k = 3, the results for the not-divided knowledge in model 1 are the same
as for both incremental and k = 1 cases. In the following, both cases are included
in the counting of the best performances. For discrete network 2, the divided k-step
incremental learning algorithm yielded only in 1 out 10 a better accuracy than for the
case k = 1. However, for the non-divided knowledge, the incremental approach yielded
in 6 out of a better performance. In more details, the divided knowledge for model 1 was
better in 1 out of 5 experiments, for model 2 the incremental learning performed in all
the 5 experiments worse, whereas the non-divided knowledge for both models 1 and 2
performed always better than learning from the data set in one step, i.e. for the first model
2 out the 6 cases, whereas for the second model 2 out of the 6 cases.
Summarising the experimental results for model 1 with parameter settings (networks
1 and 2) and non-divided knowledge, the performance of incremental learning was good,
especially for network 1. For divided knowledge, the performance was not clearly better
than for batch learning. However, for model 2 with two different parameter settings and
divided knowledge, model 2 does not perform very well. The reason behind this could
that model 2 is qualitatively not the correct model for the graphical representation of the
knowledge in the data.
In conclusion, the incremental classifiers perform sometimes better and sometimes
worse than the individual classifiers or the global one. However, it can be seen that
if model 2 for the divided knowledge is excluded from consideration, the incremental
classifiers perform very well. Furthermore, the incremental classifier has mostly better
accuracy than the global one for k = 1, specially for not-divided knowledge.
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k = 2 nr. acc
db 1 536 63.33
db 2 464 36.66
k = 1 1000 73.33
Incr 1000 63.33
Model 1 - divided
k = 2 nr. acc
db 1 536 63.33
db 2 464 36.66
k = 1 1000 73.33
Incr 1000 63.33
Model 2 - divided
k = 2 nr. acc
db 1 500 76.66
db 2 500 80
k = 1 1000 73.33
Incr 1000 80
Model 1 - not-divided
k = 2 nr. acc
db 1 500 76.66
db 2 500 80
k = 1 1000 73.33
Incr 1000 76.66
Model 2 - not-divided
k = 3 nr. acc
db 1 458 70
db 2 464 36.66
db 3 78 46.66
k = 1 1000 73.33
Incr 1000 70
Model 1 - divided
k = 3 nr. acc
db 1 458 70
db 2 464 36.66
db 3 78 46.66
k = 1 1000 73.33
Incr 1000 70
Model 2 - divided
k = 3 nr. acc
db 1 333 76.66
db 2 333 83.33
db 3 334 83.33
k = 1 1000 73.33
Incr 1000 83.33
Model 1 - not-divided
k = 3 nr. acc
db 1 333 76.66
db 2 333 83.33
db 3 334 83.33
k = 1 1000 73.33
Incr 1000 76.66
Model 2 - not-divided
Table 6.2: The experimental results for different number of records of the 2-step and
3-step incremental classification for the naive Bayesian classification model representing
the discrete network 1 in Table 6.1 (a).
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k = 4 nr. acc
db 1 458 70
db 2 78 46.66
db 3 255 40
db 4 209 76.66
k = 1 1000 73.33
Incr 1000 80
Model 1 - divided
k = 4 nr. acc
db 1 458 70
db 2 78 46.66
db 3 255 40
db 4 209 76.66
k = 1 1000 73.33
Incr 1000 70
Model 2 - divided
k = 4 nr. acc
db 1 250 86.66
db 2 250 80
db 3 250 83.33
db 4 250 83.33
k = 1 1000 73.33
Incr 1000 83.33
Model 1 - not-divided
k = 4 nr. acc
db 1 250 86.66
db 2 250 80
db 3 250 83.33
db 4 250 83.33
k = 1 1000 73.33
Incr 1000 86.66
Model 2 - not-divided
k = 5 nr. acc
db 1 137 70
db 2 78 46.66
db 3 255 40
db 4 209 76.66
db 5 321 70
k = 1 1000 73.33
Incr 1000 80
Model 1 - divided
k = 5 nr. acc
db 1 137 70
db 2 78 46.66
db 3 255 40
db 4 209 76.66
db 5 321 70
k = 1 1000 73.33
Incr 1000 70
Model 2 - divided
k = 5 nr. acc
db 1 200 80
db 2 200 80
db 3 200 83.33
db 4 200 83.33
db 5 200 80
k = 1 1000 73.33
Incr 1000 90
Model 1 - not-divided
k = 5 nr. acc
db 1 200 80
db 2 200 80
db 3 200 83.33
db 4 200 83.33
db 5 200 80
k = 1 1000 73.33
Incr 1000 80
Model 2 - not-divided
Table 6.3: The experimental results for different number of records of the 4-step and
5-step incremental classification for the naive Bayesian classification model representing
the discrete network 1 in Table 6.1 (a).
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k = 8 nr. acc
db 1 137 70
db 2 321 70
db 3 15 40
db 4 69 50
db 5 54 53.33
db 6 201 43.33
db 7 46 70
db 8 163 80
k = 1 1000 73.33
Incr 1000 76.66
Model 1 - divided
k = 8 nr. acc
db 1 137 70
db 2 321 70
db 3 15 40
db 4 69 50
db 5 54 53.33
db 6 201 43.33
db 7 46 70
db 8 163 80
k = 1 1000 73.33
Incr 1000 70
Model 2 - divided
k = 8 nr. acc
db 1 125 86.66
db 2 125 83.33
db 3 125 76.66
db 4 125 80
db 5 125 83.33
db 6 125 80
db 7 125 83.33
db 8 125 83.33
k = 1 1000 73.33
Incr 1000 80
Model 1 - not-divided
k = 8 nr. acc
db 1 125 86.66
db 2 125 83.33
db 3 125 76.66
db 4 125 80
db 5 125 83.33
db 6 125 80
db 7 125 83.33
db 8 125 83.33
k = 1 1000 73.33
Incr 1000 86.66
Model 2 - not-divided
k = 10 nr. acc
db 1 137 70
db 2 155 36.66
db 3 15 40
db 4 69 50
db 5 54 53.33
db 6 194 43.33
db 7 46 70
db 8 163 80
db 9 7 36.66
db 10 166 70
k = 1 1000 73.33
Incr 1000 70
Model 1 - divided
k = 10 nr. acc
db 1 137 70
db 2 155 36.66
db 3 15 40
db 4 69 50
db 5 54 53.33
db 6 194 43.33
db 7 46 70
db 8 163 80
db 9 7 36.66
db 10 166 70
k = 1 1000 73.33
Incr 1000 70
Model 2 - divided
k = 10 nr. acc
db 1 100 83.33
db 2 100 80
db 3 100 83.33
db 4 100 76.66
db 5 100 80
db 6 100 86.66
db 7 100 83.33
db 8 100 80
db 9 100 83.33
db 10 100 80
k = 1 1000 73.33
Incr 1000 83.33
Model 1 - not-divided
k = 10 nr. acc
db 1 100 83.33
db 2 100 80
db 3 100 83.33
db 4 100 76.66
db 5 100 80
db 6 100 86.66
db 7 100 83.33
db 8 100 80
db 9 100 83.33
db 10 100 80
k = 1 1000 73.33
Incr 1000 83.33
Model 2 - not-divided
Table 6.4: The experimental results for different number of records of the 8-step and 10-
step incremental classification for the naive Bayesian classification model representing
the discrete network 1 in Table 6.1 (a).
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k = 2 nr. acc
db 1 492 65.12
db 2 508 74.42
k = 1 1000 76.74
Incr 1000 64
Model 1 - divided
k = 2 nr. acc
db 1 492 65.12
db 2 508 74.42
k = 1 1000 76.74
Incr 1000 57.99
Model 2 - divided
k = 2 nr. acc
db 1 500 72.09
db 2 500 79.07
k = 1 1000 76.74
Incr 1000 79.07
Model 1 - not-divided
k = 2 nr. acc
db 1 500 72.09
db 2 500 79.07
k = 1 1000 76.74
Incr 1000 72.09
Model 2 - not-divided
k = 3 nr. acc
db 1 327 67.44
db 2 165 60.46
db 3 508 72.09
k = 1 1000 76.74
Incr 1000 72.09
Model 1 - divided
k = 3 nr. acc
db 1 327 67.44
db 2 165 60.46
db 3 508 72.09
k = 1 1000 76.74
Incr 1000 60
Model 2 - divided
k = 3 nr. acc
db 1 333 76.74
db 2 333 79.07
db 3 334 76.74
k = 1 1000 76.74
Incr 1000 76.74
Model 1 - not-divided
k = 3 nr. acc
db 1 333 76.74
db 2 333 79.07
db 3 334 76.74
k = 1 1000 76.74
Incr 1000 78
Model 2 - not-divided
Table 6.5: The experimental results for different number of records of the 2-step and
3-step incremental classification for the naive Bayesian classification model representing
the discrete network 2 in Table 6.1 (b).
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k = 4 nr. acc
db 1 327 76.74
db 2 165 65.12
db 3 313 76.74
db 4 195 58.13
k = 1 1000 76.74
Incr 1000 81.39
Model 1 - divided
k = 4 nr. acc
db 1 327 76.74
db 2 165 65.12
db 3 313 76.74
db 4 195 58.13
k = 1 1000 76.74
Incr 1000 60
Model 2 - divided
k = 4 nr. acc
db 1 250 79.07
db 2 250 72.09
db 3 250 79.07
db 4 250 76.74
k = 1 1000 76.74
Incr 1000 72.09
Model 1 - not-divided
k = 4 nr. acc
db 1 250 79.07
db 2 250 72.09
db 3 250 79.07
db 4 250 76.74
k = 1 1000 76.74
Incr 1000 80
Model 2 - not-divided
k = 5 nr. acc
db 1 246 76.74
db 2 165 76.74
db 3 313 60.46
db 4 195 76.74
db 5 81 76.74
k = 1 1000 76.74
Incr 1000 74.42
Model 1 - divided
k = 5 nr. acc
db 1 246 76.74
db 2 165 76.74
db 3 313 60.46
db 4 195 76.74
db 5 81 76.74
k = 1 1000 76.74
Incr 1000 64
Model 2 - divided
k = 5 nr. acc
db 1 200 76.74
db 2 200 76.74
db 3 200 76.74
db 4 200 74.41
db 5 200 76.74
k = 1 1000 76.74
Incr 1000 74.41
Model 1 - not-divided
k = 5 nr. acc
db 1 200 76.74
db 2 200 76.74
db 3 200 76.74
db 4 200 74.41
db 5 200 76.74
k = 1 1000 76.74
Incr 1000 78
Model 2 - not-divided
Table 6.6: The experimental results for different number of records of the 4-step and
5-step incremental classification for the naive Bayesian classification model representing
the discrete network 2 in Table 6.1 (b).
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k = 8 nr. acc
db 1 246 76.74
db 2 19 76.74
db 3 133 74.42
db 4 130 67.44
db 5 81 72.09
db 6 146 67.77
db 7 180 72.09
db 8 65 76.74
k = 1 1000 76.74
Incr 1000 74.42
Model 1 - divided
k = 8 nr. acc
db 1 246 76.74
db 2 19 76.74
db 3 133 74.42
db 4 130 67.44
db 5 81 72.09
db 6 146 67.77
db 7 180 72.09
db 8 65 76.74
k = 1 1000 76.74
Incr 1000 64
Model 2 - divided
k = 8 nr. acc
db 1 125 76.74
db 2 125 76.74
db 3 125 74.42
db 4 125 72.09
db 5 125 76.74
db 6 125 79.07
db 7 125 76.74
db 8 125 79.07
k = 1 1000 76.74
Incr 1000 74.42
Model 1 - not-divided
k = 8 nr. acc
db 1 125 76.74
db 2 125 76.74
db 3 125 74.42
db 4 125 72.09
db 5 125 76.74
db 6 125 79.07
db 7 125 76.74
db 8 125 79.07
k = 1 1000 76.74
Incr 1000 80
Model 2 - not-divided
Table 6.7: The experimental results for different number of records of the 8-step incre-
mental classification for the naive Bayesian classification model representing the discrete
network 2 in Table 6.1 (b).
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Figure 6.4: The accuracy for the incremental classification for discrete network 1 for
several values for k.
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Figure 6.5: The accuracy for the incremental classification for discrete network 2 for
several values for k.
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features classifier
nr. 9 1
type continuous continuous
Table 6.8: The continuous network.
6.5.2 Continuous networks
The k-step incremental algorithm has also been applied to a Bayesian network represent-
ing a regression model with only continuous random variables, as described in Table 6.8.
The results for the various values for k are shown in tables 6.9, 6.10, and 6.11 and de-
picted in figures 6.6 and 6.7. The experiments were done for the cases k = 1, 2, 3, 4, 5, 6
and 7. The tables also report the analysis of the accuracy of the k data sets that were
learnt for a 1-step naive Bayesian regression model. The accuracy is measured in terms
of the root mean squared error. The columns mean and median indicate whether the
median or the mean of the posterior distribution of the output random variable is used
to predict [63]. The experiments were done for incremental learning with divided and
not-divided knowledge, as already explained for the discrete case, and for both graphical
representations shown in Figure 6.3.
During the experiments the number of intervals for discretisation were determined by
the sizes of the samples. This is the reason that the results obtained for learning from the
whole data set with k = 1 are not the same in all the tables.
The experimental results can be summarised as follows. For both the mean and the
median, the results for the divided knowledge were in 9 cases out of 12 better than for the
non-incremental approach, whereas for non-divided knowledge the mean was in 9 out of
12 cases better, and the median was in 10 out of 12 better. More precisely, the incremental
learning algorithm using divided knowledge for model 1 performed 3 out the 6 times
better than batch learning, for model 2 the incremental learning was always a better
choice. For not-divided knowledge using model 1 the incremental learning procedure
yielded in 3 out of 6 cases a better result, whereas for model 2 it was 6 of the 6.
Based on these experimental results, the following conclusions can be drawn. For
this database, there was not so much difference in performances between models 1 and 2.
There was also not much difference between the performance of divided and not-divided
knowledge; for both cases the use of the k-step incremental learning for continuous re-
gression models is advisable. An interesting result was the following. Even for small
values of k, the incremental approach computed the parameters often more accurately
than a simple naive Bayesian model for the whole data set. The differences between the
results were not large; however, it already suggests that it can be advantageous to use the
above-mentioned graphical representations of the k-step incremental learning approach
for regression.
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k = 2 nr. mean median
db 1 38 0.1420 0.1502
db 2 35 0.1501 0.1524
k = 1 73 0.1380 0.1463
Incr 73 0.1349 0.1388
Model 1 - divided
k = 2 nr. mean median
db 1 38 0.1420 0.1502
db 2 35 0.1501 0.1524
k = 1 73 0.1380 0.1463
Incr 73 0.1248 0.1199
Model 2 - divided
k = 2 nr. mean median
db 1 36 0.1411 0.1402
db 2 37 0.1238 0.1286
k = 1 73 0.1358 0.1398
Incr 73 0.1330 0.1333
Model 1 - not-divided
k = 2 nr. mean median
db 1 36 0.1411 0.1402
db 2 37 0.1238 0.1286
k = 1 73 0.1358 0.1398
Incr 73 0.1242 0.1270
Model 2 - not-divided
k = 3 nr. mean median
db 1 27 0.1890 0.2090
db 2 26 0.1349 0.1351
db 3 20 0.2004 0.2152
k = 1 73 0.1358 0.1398
Incr 73 0.1421 0.1466
Model 1 - divided
k = 3 nr. mean median
db 1 27 0.1890 0.2090
db 2 26 0.1349 0.1351
db 3 20 0.2004 0.2152
k = 1 73 0.1358 0.1398
Incr 73 0.1349 0.1350
Model 2 - divided
k = 3 nr. mean median
db 1 24 0.1408 0.1439
db 2 24 0.1410 0.1445
db 3 25 0.1391 0.1445
k = 1 73 0.1380 0.1464
Incr 73 0.1447 0.1501
Model 1 - not-divided
k = 3 nr. mean median
db 1 24 0.1408 0.1439
db 2 24 0.1410 0.1445
db 3 25 0.1391 0.1445
k = 1 73 0.1380 0.1464
Incr 73 0.1353 0.1355
Model 2 - not-divided
Table 6.9: The experimental results of the 2-step and 3-step incremental regression for
the naive Bayesian classification model representing the continuous network in Table 6.8.
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k = 4 nr. mean median
db 1 22 0.2009 0.2260
db 2 18 0.1417 0.1499
db 3 17 0.1451 0.1465
db 4 16 0.2100 0.2292
k = 1 73 0.1358 0.1398
Incr 73 0.1400 0.1412
Model 1 - divided
k = 4 nr. mean median
db 1 22 0.2009 0.2260
db 2 18 0.1417 0.1499
db 3 17 0.1451 0.1465
db 4 16 0.2100 0.2292
k = 1 73 0.1358 0.1398
Incr 73 0.1348 0.1358
Model 2 - divided
k = 4 nr. mean median
db 1 18 0.1389 0.1397
db 2 18 0.1358 0.1353
db 3 18 0.1432 0.1474
db 4 19 0.1369 0.1408
k = 1 73 0.1380 0.1464
Incr 73 0.1395 0.1441
Model 1 - not-divided
k = 4 nr. mean median
db 1 18 0.1389 0.1397
db 2 18 0.1358 0.1353
db 3 18 0.1432 0.1474
db 4 19 0.1369 0.1408
k = 1 73 0.1380 0.1464
Incr 73 0.1349 0.1349
Model 2 - not-divided
k = 5 nr. mean median
db 1 12 0.2218 0.2524
db 2 10 0.1785 0.1992
db 3 18 0.1417 0.1499
db 4 17 0.1451 0.1465
db 5 16 0.2100 0.2292
k = 1 73 0.1358 0.1398
Incr 73 0.1332 0.1350
Model 1 - divided
k = 5 nr. mean median
db 1 12 0.2218 0.2524
db 2 10 0.1785 0.1992
db 3 18 0.1417 0.1499
db 4 17 0.1451 0.1465
db 5 16 0.2100 0.2292
k = 1 73 0.1358 0.1398
Incr 73 0.1349 0.1349
Model 2 - divided
k = 5 nr. mean median
db 1 14 0.1416 0.1465
db 2 14 0.1364 0.1376
db 3 15 0.1426 0.1516
db 4 15 0.1383 0.1421
db 5 15 0.1405 0.1461
k = 1 73 0.1358 0.1398
Incr 73 0.1325 0.1340
Model 1 - not-divided
k = 5 nr. mean median
db 1 14 0.1416 0.1465
db 2 14 0.1364 0.1376
db 3 15 0.1426 0.1516
db 4 15 0.1383 0.1421
db 5 15 0.1405 0.1461
k = 1 73 0.1358 0.1398
Incr 73 0.1350 0.1350
Model 2 - not-divided
Table 6.10: The experimental results of the 4-step and 5-step incremental regression for
the naive Bayesian classification model representing the continuous network in Table 6.8.
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k = 6 nr. mean median
db 1 12 0.2218 0.2446
db 2 10 0.1785 0.1958
db 3 18 0.1417 0.1506
db 4 17 0.1451 0.1492
db 5 8 0.1825 0.1996
db 6 8 0.2285 0.2426
k = 1 73 0.1354 0.1373
Incr 73 0.1402 0.1411
Model 1 - divided
k = 6 nr. mean median
db 1 12 0.2218 0.2446
db 2 10 0.1785 0.1958
db 3 18 0.1417 0.1506
db 4 17 0.1451 0.1492
db 5 8 0.1825 0.1996
db 6 8 0.2285 0.2426
k = 1 73 0.1354 0.1373
Incr 73 0.1351 0.1365
Model 2 - divided
k = 6 nr. mean median
db 1 12 0.1449 0.1517
db 2 12 0.1395 0.1412
db 3 12 0.1486 0.1546
db 4 12 0.1411 0.1467
db 5 12 0.1381 0.1432
db 6 13 0.1418 0.1466
k = 1 73 0.1358 0.1398
Incr 73 0.1291 0.1282
Model 1 - not-divided
k = 6 nr. mean median
db 1 12 0.1449 0.1517
db 2 12 0.1395 0.1412
db 3 12 0.1486 0.1546
db 4 12 0.1411 0.1467
db 5 12 0.1381 0.1432
db 6 13 0.1418 0.1466
k = 1 73 0.1358 0.1398
Incr 73 0.1350 0.1353
Model 2 - not-divided
k = 7 nr. mean median
db 1 12 0.2218 0.2446
db 2 10 0.1785 0.1958
db 3 18 0.1417 0.1506
db 4 8 0.1371 0.1357
db 5 9 0.1558 0.1666
db 6 8 0.1825 0.1996
db 7 8 0.2285 0.2426
k = 1 73 0.1354 0.1373
Incr 73 0.1350 0.1365
Model 1 - divided
k = 7 nr. mean median
db 1 12 0.2218 0.2446
db 2 10 0.1785 0.1958
db 3 18 0.1417 0.1506
db 4 8 0.1371 0.1357
db 5 9 0.1558 0.1666
db 6 8 0.1825 0.1996
db 7 8 0.2285 0.2426
k = 1 73 0.1354 0.1373
Incr 73 0.1351 0.1365
Model 2 - divided
k = 7 nr. mean median
db 1 10 0.1374 0.1391
db 2 10 0.1394 0.1373
db 3 10 0.1376 0.1377
db 4 10 0.1351 0.1359
db 5 11 0.1485 0.1563
db 6 11 0.1384 0.1425
db 7 11 0.1364 0.1390
k = 1 73 0.1358 0.1398
Incr 73 0.1376 0.1412
Model 1 - not-divided
k = 7 nr. mean median
db 1 10 0.1374 0.1391
db 2 10 0.1394 0.1373
db 3 10 0.1376 0.1377
db 4 10 0.1351 0.1359
db 5 11 0.1485 0.1563
db 6 11 0.1384 0.1425
db 7 11 0.1364 0.1390
k = 1 73 0.1358 0.1398
Incr 73 0.1354 0.1373
Model 2 - not-divided
Table 6.11: The experimental results of the 6-step and 7-step incremental regression for
the naive Bayesian classification model representing the continuous network in Table 6.8.
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Figure 6.6: The main values for the incremental regression for model 1 and model 2 for
different values of k.
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Figure 6.7: The median for the incremental regression for model 1 and model 2 for
different values of k.
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6.6 Conclusions
In this chapter, a new method for the incremental learning of Bayesian classifiers and
regression models was proposed. The preliminary results, shown in section 6.5, indicate
that the proposed models behave reasonably well with the example data. The incremental
approach is specially interesting for the case of the MTE distribution, where it is not
possible (at least given the state-of-the-art) to keep the sufficient statistics necessary to
estimate the parameters, and therefore, the only possibility to update an MTE model
so far was to re-learn from scratch. The possible future work is to continue with the
theoretical and experimental analysis of the proposed models, as well as the extension of
them to handle deterministic relationships among the class variables and the main class
variable.
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Chapter 7
Conclusions and Future
Research
Bayesian networks have been looked at in this thesis from different angles, ranging from
how instantiated, observed random variables change their independence information and
may give rise to probabilistic conflict, which was shown to be useful in model-based
diagnosis, to the modelling and handling of temporal data in Bayesian networks. This
last chapter offers a summary of what has been achieved by the research described in
this thesis, and, in addition, the research is brought into the broader context of reasoning
with uncertainty. Furthermore, limitations of what has been described are discussed and
suggestions of alternative approaches or generalisations of results are mentioned. Finally,
a number of possible research directions that follow from this research are detailed.
7.1 Achievements
To start, a summary is given of the most important achievements of the work described
in this thesis.
7.1.1 Graphical reasoning with Bayesian networks
As has been mentioned in this thesis, Bayesian networks have become so popular as
probabilistic models as the software that is used in constructing and consulting them of-
ten includes an attractive user interface. Typically, such a user interface supports the
visualisation of the marginal and conditional probability distributions. This gives the
user a lot of insight into how evidence or observed findings concerning particular ran-
dom variables influences other random variables. In Chapter 3 it was argued that this
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visualisation is incomplete as it does not offer information about how the independence
and dependence information changes in the face of new evidence. Such a method was
developed in this chapter.
7.1.2 Conflict-based diagnosis
In Chapter 4 it was argued that although several techniques to augment consistency-
based diagnosis with uncertainty were developed, most of them abductive in nature, none
of them is in the same spirit as the logical method of consistency-based diagnosis. In
the chapter, a new method to extend consistency-based diagnosis along those lines was
developed. It was based on the idea that conflicts between data and a Bayesian network
can be captured by means of a ratio of probabilities that reflect changes in independence
information when assuming that particular data has been observed. This measure is called
the conflict measure, which explains why this new method in model-based diagnosis was
called conflict-based diagnosis.
7.1.3 Modularisation of independence in dynamic Bayesian networks
Dynamic Bayesian networks have become popular when dealing with time-series data.
Normally it is assumed that such models are repetitive in nature, i.e. they have the same
graphical structure at each point of time and also the probability distribution is the same at
each time point. Usually, dynamic Bayesian networks are described by a prior probabil-
ity distribution on the initial time-slice and a transition probability distribution between
time-slices. As a consequence, the underlying assumption is that they are time invariant.
However, it is unlikely that these assumptions always hold in the real world, but repetitive
dynamic Bayesian networks have a number of advantages in terms of economy in repre-
sentation. In addition, special purpose algorithms have been developed, e.g. by Murphy
[65]. As an alternative, a general, formal method to construct dynamic Bayesian net-
works was developed in Chapter 5. It includes both repetitive and non-repetitive Bayesian
networks as special cases. The method supports constructing dynamic Bayesian networks
in a modular fashion, which explains why the method has particular virtues from a practi-
cal point of view. This was also demonstrated by experimental results where the method
was used to construct a dynamic Bayesian network from medical time-series data.
7.1.4 Incremental supervised learning
Finally, a method for the incremental, supervised learning of Bayesian networks, to be
used as classifiers for the discrete case and regression models in the continuous case, was
described in Chapter 6. The basic idea was to summarise knowledge from data fragments
as submodels, which were then combined using a superclass vertex for classifiers and a
super output vertex for regression models. The method was extensively evaluated using
generated data sets.
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7.2 Future research
Despite the fact that many new ideas have been elaborated in this thesis, the methods
described have their limitations. In this section, these limitations are addressed and it is
discussed how these limitations can be alleviated.
7.2.1 Graphical reasoning and probabilistic graphical models
A considerable amount of research in probabilistic graphical models is currently directed
to developing methods for a very expressive graphical formalism: maximal ancestral
graphs [76]. These are hybrid graphs, containing (undirected) edges, arcs and bi-directed
arcs, which when interpreted as graph representations of independence information, are
closed under conditioning and marginalisation. The formalism was primarily developed
to capture the causal mechanisms behind data in terms of unobserved, hidden random
variables and conditioning. However, the formalisms is probably one of the most inter-
esting currently available when it comes to reasoning with (conditional) independence
information. Although acyclic directed graphs, the graph representation of Bayesian net-
works, are a special case of maximal ancestral graphs, it is difficult to say at the moment
whether the extra complexity arising from the extended graphical formalism of maximal
ancestral graphs is worthwhile.
7.2.2 Extensions to conflict-based diagnosis
The Bayesian network representation used in conflict-based diagnosis had particular re-
strictions. One of these was the assumption that the abnormality random variables in-
cluded in a network are independent. However, as computation of the diagnostic conflict
measure uses probabilities of the form P (ω | δC), where δC consists of abnormality as-
sumptions, the value of the diagnostic conflict measure would have been the same if the
abnormality random variables were dependent. In the examples it was often assumed,
for simplicity’s sake, that input random variables are independent. However, it is not an
essential requirement of the method.
Further research could be on integrating conflict-based with abductive diagnostic rea-
soning (some initial ideas are presented in [38] and [34]), where the computational com-
plexity of computation of the diagnostic conflict measure is also a matter of concern.
Of interest is also what would happen if the deterministic probabilities used to represent
logical relationship were replaced by stochastic quantities.
7.2.3 Dynamic Bayesian networks
There is now a growing interest in applying dynamic Bayesian networks to problem
domains, mainly because in many of these domains time plays an important role. A typ-
ical domain where this is the case is biology. Many researchers in bioinformatics are,
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therefore, deploying dynamic Bayesian networks, for example to microarray time-series
analysis. However, so far most researchers have employed repetitive dynamic Bayesian
networks. ‘Repetitive Bayesian networks’ are therefore often taken as synonymous with
‘dynamic Bayesian networks’. In Chapter 5, it was argued that the assumptions adopted
in constructing repetitive dynamic Bayesian networks rarely hold. However, if there are
many time points and few samples per time point, using repetitive dynamic Bayesian
networks is certainly attractive. An interesting research question would, therefore, be
whether nonrepetitive dynamic Bayesian networks, that include repetitions of subnet-
works, could help in finding a proper trade-off between complexity of the network and
ease in modelling (see [93]). Another research question that can be explored further
is the learning of nonrepetitive Bayesian networks from data, under modularisation of
independence constraints.
7.2.4 Incremental learning
In Chapter 6 some results on using a new incremental learning method were reported.
However, there are many other research questions that are worth investigating. For ex-
ample, it would be interesting to investigate the performance of submodels having the
TAN or kDB structure. In addition, the MTEs allow building hybrid Bayesian networks,
containing both discrete and continuous random variables. Whether or not using hybrid
models would improve the performance of incremental supervised learning is again a
topic for future research.
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Samenvatting
Dit proefschrift levert een bijdrage aan het onderzoek op het gebied van Bayesiaanse
netwerken. Bayesiaanse netwerken zijn hulpmiddelen voor het modelleren van pro-
cessen waarin onzekerheid een rol speelt. Gebeurtenissen kunnen worden beschreven
door stochastische variabelen. Gegeven de waarde van een stochastische variabele, kan
aan een onzekere gebeurtenis een kans, een getal tussen 0 and 1, toegekend worden. Deze
kans is een maat voor de zekerheid dat de gebeurtenis plaatsvindt. Bijvoorbeeld, voor de
gebeurtenis van het gooien van een eerlijke munt is, als de uitkomsten kop en munt gelijk
verdeeld zijn, de kansen dat we kop of munt gooien gelijk aan 12 .
Stochastische variabelen kunnen elkaar al dan niet beı¨nvloeden; in andere woor-
den, stochastische variabelen kunnen onderling relaties hebben. Bayesiaanse netwerken
bestaan daarom uit twee componenten: een samengestelde kansverdeling, die de stochas-
tische variabelen en hun onderlinge relaties definieert, en een grafische representatie van
de relaties tussen de stochastische variabelen. Deze relaties tussen de stochastische vari-
abelen geven aan of zij afhankelijk dan wel onafhankelijk van elkaar zijn. Omdat de
grafische representatie visueel de onafhankelijkheden en afhankelijkheden duidelijk laat
zien, zodat men in het algemeen een gegeven probleem met onzekerheden beter kan
overzien en begrijpen, zijn Bayesiaanse netwerken razend populair geworden.
Zowel de samengestelde kansverdeling als het grafische gedeelte van een Bayesiaans
netwerk kunnen geleerd worden uit data afkomstig van het onderliggende domein. Naar
mate een Bayesiaans netwerk de kenmerken van de data beter vastlegt, zal het resultaat
van leren ook beter zijn, hoewel het gevaar dreigt dat een netwerk te goed past bij de
data, waardoor de algemene kenmerken van het domein gemist kunnen worden. Een
veel genoemd voordeel van Bayesiaanse netwerken is dat het ook mogelijk is rekening
te houden met de kennis van experts over het probleemdomein bij het bouwen van zo’n
netwerk.
Als we een Bayesiaans netwerk gebouwd hebben voor een bepaald probleem, dan is
het mogelijk geobserveerde gegevens over een concreet probleem in het netwerk in te
voeren, door de corresponderende stochastische variabelen een waarde te geven en de
nieuwe kansverdeling, conditioneel op deze gegevens, te bepalen. Ook kan de invoering
van waarden van stochastische variabelen de afhankelijkheden en onafhankelijkheden
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doen veranderen. Men spreekt in dit verband wel van redeneren. De basisbeginselen van
Bayesiaanse netwerken worden beschreven in Hoofdstuk 2 van dit proefschrift.
Aangezien de weergave van onafhankelijkheden tussen stochastische variabelen de
basis vormt van Bayesiaanse netwerken, is in het onderzoek dat in dit proefschrift be-
schreven wordt, de nadruk komen te liggen op de volgende twee aspecten die onafhanke-
lijkheden kunnen beı¨nvloeden: (i) het omgaan met observaties van waarden van stochastis-
che variabelen, en (ii) de invloed van tijd op stochastische variabelen.
In Hoofdstuk 3 van dit proefschrift wordt beschreven welke invloed observaties kun-
nen hebben op de grafische structuur van een Bayesiaans netwerk. Bewezen wordt dat
observaties onafhankelijkheden kunnen doen ontstaan en verdwijnen. Om de juiste on-
afhankelijkheden te kunnen representeren is een nieuwe methode ontwikkeld, die de
oorspronkelijke grafische representatie naar een nieuwe grafische representatie trans-
formeert, waarbij de door de observaties veranderde onafhankelijkheden op de juiste
manier worden weergegeven.
In model gebaseerde diagnostiek met behulp van Bayesiaanse netwerken kan ook
rekening worden gehouden met onafhankelijkheden en de gevolgen van het verwerken
van observaties. Dit is het onderwerp van Hoofdstuk 4 van dit proefschrift. Het doel van
model gebaseerde diagnostiek is het opsporen van defecte, of afwijkende, componenten
van een systeem met gebruikmaking van een model van het systeem. Indien onze ob-
servaties aan het systeem verschillen van de, volgens het model, verwachte observaties,
moeten e´e´n of meer componenten op een afwijkende wijze functioneren. De uitdaging
van diagnostiek is dan om die componenten van het system te vinden, die het meest
waarschijnlijk afwijkend zijn. Als we bijvoorbeeld de schakelaar van een lamp aanzetten
en de lamp geeft licht, dan nemen we aan dat de lamp goed functioneert. Maar als de lamp
geen licht geeft, moet tenminste e´e´n van de componenten, zoals de schakelaar, de fitting,
de gloeilamp, enzovoort, afwijkend zijn. Als onze observaties precies overeenkomen
met de verwachte observaties, kan met hoge kans geconcludeerd worden dat de com-
ponenten in het systeem normaal functioneren. Maar dit hoeft niet zo te zijn, want er
bestaat natuurlijk altijd een onzekerheid dat een component zich normaal gedraagt, on-
danks het feit dat het defect is. In dit proefschrift wordt een nieuwe diagnostische theorie
gepresenteerd, die gebruik maakt van onzekerheden in het gedrag van de componenten
van een systeem. Een diagnose veronderstelt dat e´e´n of meer componenten afwijkend
zijn, waarbij deze afwijkingen de observaties verklaren zodanig dat verschillen tussen de
observaties en de verwachte observaties begrijpelijk worden.
Tijd speelt ook een belangrijke rol in de context van Bayesiaanse netwerken, en komt
aan de orde in Hoofdstuk 5 van dit proefschrift. Bayesiaanse netwerken, die tijd expliciet
representeren worden dynamische of temporele Bayesiaanse netwerken genoemd. Tot op
heden hebben onderzoekers meestal aangenomen dat de onafhankelijkheden tussen de
stochastische variabelen in dynamische Bayesiaanse netwerken op elke tijdstip en tussen
elke tijdstip hetzelfde zijn. Dit is natuurlijk een erg sterke, en feitelijk meestal onjuiste,
veronderstelling, maar de constructie en het redeneren met dynamische Bayesiaanse
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netwerken wordt er wel door vergemakkelijkt. Verscheidene elementaire onafhanke-
lijkheden in dynamische Bayesiaanse netwerken worden in dit hoofdstuk onderschei-
den en er is een methode ontwikkeld die deze verzamelingen op de juiste manier met
elkaar kan combineren. Het voordeel van de methode is dat hierdoor zowel het leren als
het redeneren wordt vergemakkelijkt. In de methode kunnen dynamische Bayesiaanse
netwerken ook onafhankelijkheden bevatten die in de loop der tijd veranderen.
In veel praktijksituaties worden data van een probleemdomein sequentieel, op ver-
schillende tijdstippen, verzameld. In dit soort gevallen kan men afvragen, wat dan de
beste manier is om deze data te verwerken bij het leren van Bayesiaanse netwerkmod-
ellen uit gegevens. In dit proefschrift wordt dit probleem benaderd vanuit de constructie
van Bayesiaanse classifiers. Bayesiaanse classifiers vormen een specifieke groep van
Bayesiaanse netwerken. Het centrale doel bij classificatie is het op de juiste wijze inde-
len van door gegevens beschreven gevallen op basis van de bekende klasse-indeling van
de gevallen. Bij een patie¨nt kan dit bijvoorbeeld de aandoening zijn die de patie¨nt heeft.
In dit proefschrift wordt duidelijk gemaakt dat het beter is een Bayesiaanse classifier
voor elke aparte dataverzameling te leren en daarna te combineren, dan het Bayesiaans
netwerk te leren voor de gehele dataset in e´e´n keer.
Tenslotte wordt in Hoofdstuk 7 samengevat wat in het onderzoek bereikt is. Tevens
komen mogelijkheden voor toekomstig onderzoek aan de orde.
