In order to improve the predication accuracy with low execution time in the process of image depth map generation, we mainly investigate the unsupervised monocular image depth prediction. In this paper, an unsupervised monocular image depth prediction method based on multiple loss deep learning is designed from following two aspects. First, a monocular image depth estimation algorithm based on multi-scale feature extraction is proposed, which includes two parts: a feature extraction network and a deconvolution prediction network. The feature extraction network extracts image features at different levels of the network and introduces the acquired multi-scale features into the deconvolution layer, without changing the image resolution. Through training, the left and right disparity map can be eventually predicted. Second, we provide a new multiple loss function with the asymmetric parameters of the training model and constraint theorem of polar geometry. The Multi-Scale-Structural Similarity Index (MS-SSIM) algorithm and L1 algorithm are combined as the loss function of image reconstruction, the left-right disparity consistency and the flipped left-right disparity consistency are incorporated in the loss function of the network model training. The simulation results show that this method can effectively improve the prediction results accuracy, particularly for complex images with mirrors, transparent, and shadows. KITTI dataset is further utilized to evaluate our method, which can achieve end-to-end results that even exceed those of a supervised method.
I. INTRODUCTION
As a fundamental problem of computer vision, image depth estimation has received significant attentions in both industrial and academic areas. Depth estimation is the process of using one or more images to predict the depth of a scene, which is important to understand the geometric relations in a scene. RGB-D images with color and depth channels can be employed in various tasks, such as three-dimensional (3D) model reconstruction [1] , scene recognition [2] , [3] , and human posture estimation [4] . Although RGB-D images (such as Microsoft's Kinect [1] ) can be acquired though depth sensors, the range of sensing depth is limited (<4m). Moreover, a large amount of noise is generated under strong light.
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There have been numerous previous efforts to estimate depth based on stereoscopic or moving images. However, all these research studies are based on multiple images. In recent years, to solve this problem, lots of research studies emerges based on monocular depth estimation algorithms with supervised learning [5] , [6] . These methods directly train a convolutional neural network (CNN) by using a large amount of ground truth depth data, and the trained model directly predicts the depth of each pixel in the image. Although the accuracy of the results of these methods is high, they rely on high-quality truth depth dataset for training.
Humans are good at estimating depth with a single eye, and the human brain can easily predict a 3D structure within the horizon of a single eye. However, it remains a challenging problem for computer vision systems. The task of estimating depth in monocular images is a pathological VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ problem, because an image can correspond to an infinite number of 3D scenes. In this study, we regard image depth prediction as the left and right image reconstruction problem during training. Our network architecture does not require any ground truth depth data. Instead, it iteratively trains the depth as an intermediate value, which learns to predict the disparity relationships between the pixel pairs of corrected stereo images with known camera baselines. We propose an unsupervised monocular image depth prediction algorithm and the simulation results show that the method improves the accuracy of image depth prediction. Overall, this study makes the following contributions:
(1) An unsupervised network structure based on ResNet-50 is proposed, which can predict both monocular and binocular image depth. The experimental results show that the improved network architecture improves the accuracy and model robustness.
(2) A multiple training loss function is presented, which combines the Multi-Scale-Structural Similarity Index (MS-SSIM) algorithm and L1 algorithm as the image reconstruction loss function. The left-right disparity consistency and the flipped left-right disparity consistency as the disparity consistency loss function. Compared to the existing methods, the proposed loss function can implement stronger constraints from each image view and optimize the depth estimation graph more successfully.
II. RELATED WORK A. SUPERVISED MONOCULAR IMAGE DEPTH ESTIMATION
Supervised monocular depth estimation requires numerous truth depth dataset to train a model with only single image as the input in the test. For example, Saxena et al. [10] , [11] established a depth estimation model by using the Markov random field (MRF) to set prior geometric constraints, and manually designed image features in the image space domain (with all the super-pixels of an image as the nodes). Liu et al. [12] combined a CNN and the conditional random fields (CRF) into the same network and conducted end-to-end training so that the CNN features could be better combined with the CRF depth estimation model and the accuracy of depth estimation could be improved. Eigen et al. [5] proposed to combine two types of deep networks: a coarse network to predict the global depth distribution, and a fine network to refine the depth map locally. Eigen and Fergus [15] extended this work to a three-layer network structure and implemented surface normal estimation, semantic tag estimation, and depth estimation. Ladicky et al. [13] in order to improve the accuracy of each pixel depth prediction, semantics are imported into their models for training. Roy and Todorovic [18] integrated relatively shallow CNNs with a returning forest. Laina et al. [19] designed a depth estimation network based on the ResNet architecture [20] . They used RGB-D images for the training and prediction of the depth maps of indoor scenes. However, all of the above methods rely on high-quality truth depth datasets for training.
B. UNSUPERVISED MONOCULAR DEPTH ESTIMATION
By now, only a few methods have attempted to learn monocular image depth prediction in an unsupervised manner. One obvious advantage is that unsupervised deep learning does not require expensive ground truth depth maps. Xie et al. [8] proposed the Deep3D network to solve the view synthesis problem. The shortcoming of this method is that there is no direct regression depth map, instead a probability map of different disparity levels is generated. Garg et al. [7] trained a network of unsupervised monocular depth estimates. However, the losses were linearized by the first-order Taylor approximation, which required training from coarse to fine, and were not completely differentiable. Similar to our method, Godard et al. [9] proposed an unsupervised monocular depth estimation network based on deep learning. However, the accuracy of their methods is low for predicting the depth of complex structures, such as transparent surfaces and mirrors. Kuznietsov et al. [25] proposed a semisupervised deep learning for monocular depth map prediction. Although the supervised results of Kuznietsov et al. [25] is somehow fine, this method still require explicit depth for training. Therefore, we propose an unsupervised monocular image depth prediction algorithm based on multiple loss deep learning. This network architecture can obtain left and right disparity maps without the ground truth depth. Our training loss includes a combination of the MS-SSIM and L1 [17] algorithms as the loss function for comparing original images and reconstructed images. Moreover, the left-right disparity consistency and the flipped left-right disparity consistency are included in the loss function to improve the quality of the composite depth images. Our approach is completely independent of the truth depth dataset, and the experimental results show that our method can effectively improve the prediction results accuracy.
III. MONOCULAR IMAGE DEPTH PREDICTION METHOD BASED ON MULTIPLE LOSS DEEP LEARNING
In this section, we will describe in detail the CNN architecture model of the monocular image depth prediction method based on multiple loss deep learning. Fig. 1 illustrates our network architecture overview. When training our network model, we first input left and right images (I l and I r ) and flipped left and right images (I lf and I rf ). Next, we generate left and right disparity maps (d l and d r ), flipped left and right disparity maps (d lf and d rf ), and we flip d l and d r to get d l f and d r f . because of the inconsistency of the model parameters, the d lf and d l f are not exactly the same. Therefore, we proposed the flipped left-right disparity consistency loss function, and then reconstruct the left image (I l ) according to the left disparity map (d l ) and right image (I r ). Similarly, we reconstruct the right image (I r ) using the right disparity map (d r ) and the left image (I l ). we introduce a new depth estimation training loss that has built-in the left-right disparity consistency and the flipped left-right disparity consistency checking functions. Moreover, it combines the MS-SSIM with L1 [17] as the loss function for comparing original images and reconstructed images, enabling us to train left and right disparity maps without the need of truth depth supervision on the ground. The trained network can estimate the depth of a single image and binocular image simultaneously. In our tests, we can predict disparity images with the same resolution as the input image by simply inputting a single image. Given the relationship between disparity (d) and depth map, the depth (D) can be estimated simply by using the formula of baseline (b) and focal length (f ) between given cameras:
The CNN network structure of the algorithm used in this study is shown in Fig. 2 , and Table. 1 lists the parameter settings of each convolution layer in our network. The CNN network of the encoder architecture is partly improved based on ResNet-50. ResNet-50 consists of 49 convolution layers and a full connection layer. In this method, there is no need to classify the predicted depth images, therefore, the final full connection layer is not required. The network is divided into smaller blocks with each of three convolution layers, followed by a batch normalization layer and a Rectified Linear Unit (RELU) layer. The original ResNet-50 contained 16 such blocks. Among them, the 3 green blocks shown in Fig. 2 are modified by us, while retaining the original structure of the other 13 blocks as shown in Fig. 3 . Fig. 4 shows the detail structure of the modified blocks of the three green blocks in Fig. 2 . We extract an intermediate feature map from the last ELU layer of each improved block. TABLE 1. k is the size of the convolution kernel, s is the convolution step size, c I/O is the number of channels input/output of this layer, in is the reduction factor of the input of this layer relative to the original image, and out is the reduction factor of the output of this layer relative to the original image. ''+'' means connection, and '' * '' means 2× upper sampling layer.
2) IMPROVED DEPTH ESTIMATION NETWORK MODEL BASED ON VGG-19
To compare to the algorithm in [9] , we also propose to use the improved Visual Geometry Group (VGG) [21] as the model variant of the encoder, with the remainder architecture, parameters, and training process being unchanged. The detail based on VGG-19 network architecture is shown in Fig. 5 .
B. MULTIPLE TRAINING LOSS FUNCTION
We define a multiple loss function L, in which the loss function consists of four parts as expressed in (1), L am is the reconstruction loss function used to train the image reconstruction loss, L d is the smoothness of the training disparity map, L lr is the training left-right disparity consistency loss function, and L f is the flipped left-right disparity consistency loss function. Each term contains the left and right images loss function, both of which are included in the error calculation. Similar to [9] , we set the parameters: α am = α lr = α f = 1, α d = 0.1. In the following, we will use the left image loss function as Fig. 3 , and the detailed structure of the green block is shown in Fig. 4 . an example to explain our loss function.
1) RECONSTRUCTED IMAGE LOSS FUNCTION
In the consideration of human visual perception, the SSIM [28] is insensitive to the distortion in areas with a high brightness and complex ''texture''. Therefore, we propose combining the MS-SSIM with L1 [17] as the loss of the image reconstruction.
x is the pixel coordinates in the input left image, I l x is the input left image, I l x is the reconstruction of the input left image I l x . N is the number of pixels in the input left image, α = 0.84, and M = 5. According to the input left image, a factor of 2 M −1 is applied for shrinking. δ n G = {0.5,1,2,4,8}, G δ n G is the Gaussian filter.
The MS-SSIM formula is defined as in (3), β 1 = 0.0448, β 2 = 0.2856, β 3 = 0.3001, β 4 = 0.2363,and γ = β 5 = 0.1333.I (I l x , I l x ) is the brightness contrast factor, c(I l x , I l x ) is the contrast factor, and s(I l x , I l x ) is the structure contrast factor.
2) DISPARITY MAP SMOOTHNESS LOSS FUNCTION Similar to the disparity smoothness loss function proposed by Godard et al. [9] . x is the pixel coordinates in the input left image. ∂ X d l x is the horizontal gradient of the pixel points x in the left disparity map, ∂ Y d l x represents the vertical gradient of the pixel points x in the left disparity map, and N represents the number of pixel points in the input left image.
3) LEFT AND RIGHT DISPARITY CONSISTENCY LOSS FUNCTION
In Fig 6, the formula indicated by the green box is our left and right disparity consistency loss function. It was previously proposed in [9] . To generate more accurate disparity maps, we train our network to predict the disparity of left and right images, and adopt the left and right views as the input of the network convolution. To ensure consistency, in the model, we introduce the disparity consistency penalty of L1. x is the pixel coordinates in the input left image. d l x is the disparity value of the pixel points x in the left image and d r x+d l x is the disparity of x in the right image.
4) FLIPPED LEFT AND RIGHT DISPARITY CONSISTENCY LOSS FUNCTION
In Fig 6, the formula indicated by the red box is our flipped left and right disparity consistency loss function. Godard et al. [9] , [29] performed the final post-processing steps on the test experiment results map. During the test, they flipped the test image I to get the horizontal flip disparity map d f . By flipping d f , they obtain a disparity map d , which theoretically is the same as d. they average the two disparity 
IV. EXPERIMENT
Some single-image datasets, such as in [1] , [10] , lack stereo pairs and are not suitable for evaluation. Therefore, we used the public KITTI dataset [22] to evaluate our method, which includes several outdoor scenes captured using stereoscopic cameras mounted on mobile vehicles. We used the same two training and test segmentation methods as given in [5] , [9] respectively. In training, we did not use the ground truth depth dataset to train the network. For the KITTI dataset, the resolution of the input image decreased from 1242×375 pixels to 512×256 pixels in size, and the experimental result map is the same as the input image in size. For 512 × 256 pixels images, the reasoning speed was extremely high including the transmission time with the GPU. To compare with the experiment of Godard et al. [9] , we set the parameters to be the same: the batch size of the training was set as 8, ε = 10 −8 , and initial learning rate of all the experiments was 10 −4 . In the first 30 iterations, our initial learning rate remained unchanged, and subsequently, the learning rate every 10 iterations was halved.
Here we used the Adam optimization algorithm. In the data preprocessing phase, we performed data enhancement using scaling, rotation, color, and horizontal inversion. The network model realized in TensorFlow [23] contains 65 million trainable parameters and the pre-trained parameter files are not used. A Titan X GPU was used to train 29 000 images for 35h for 50 iterations, and train 22,6 00 images for 28h for [22] stereo 200 training set. In the training, MSL implies that the reconstruction loss function obtained by the combination of the MS-SSIM and L1, L indicates that only the left image is input during the training, and FLR indicates the flipped left-right disparity consistency loss function. PP indicates that post-processing [9] . The results show that our newly proposed model performs the best, and the last line shows the results by entering two images in our test. Best results shown in bold. 50 iterations. In the test and evaluation, because the monitoring method used the ground truth depth between 1-50 m for training, and we could predict a higher depth, we evaluated the accuracy of our method at both 0-50 meters and 0-80 meters.
A. EVALUATION INDICES
We used the five performance indicators given in [5] , [24] . For the purpose of quantitative evaluation of the proposed method, we followed several standard evaluation indicators used in previous works. T is the total number of pixels in the test set, d x is the predicted depth at the pixel x, and d * x is the true depth at the pixel x. We consider the mean, variance, root mean square error, root mean square log difference, and threshold accuracy of the prediction error. [22] . Cap is the maximum evaluation distance. The experimental data of the other methods are taken directly from their paper. Best results shown in bold. [9] , we compared his method with ours. We can verify that our method has greatly improved the accuracy of predicting the depth of objects with complex structures such as mirrors, shadows, and transparent glass. Best results shown in bold.
RMSE(log)
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B. RESULTS
Our training set and test set were performed on the KITTI dataset [22] . For the evaluation of the network model, three different test segmentation methods were used to com-pare to the existing work. The KITTI dataset [22] contains 42,382 corrected stereo pairs from 61 scenes with an image size of 1242 × 375 pixels.
1) KITTI SPLIT
First, we evaluated our different models which encoder based on ResNet-50 and Vgg-19. We selected 200 highquality disparity images from 28 scenes in the official KITTI training dataset [22] for evaluation of experimental results. And using the remaining 33 scenes contain 29,000 images for training. . We selected such rich images including mirrors, transparent objects and shadows to evaluate in the KITTI dataset.
These images are more difficult to predict, but our model can predict the depth of the image more accurately, which proves that our method is robust.
FIGURE 10.
Experimental comparison of the depth prediction charts of rich images. The experimental result maps of the above methods are taken directly from their paper. the prediction results of the green box show that our method is able to accurately predict the disparity maps of rich images such as mirrors, transparent objects and shadows.
flipped left-right disparity consistency loss function. MSL represents the loss function with the combination of the MS-SSIM and L1, and PP represents the post-processing step [9] , [29] . In Fig. 7 , We conducted a comparison of the experimental results of our three models, clearly showing that our method improves the visual quality on the mirror surface and shadow structure. The experimental results show that our proposed method works the best.
2) Eigen SPLIT
In order to demonstrate the superiority of our method, we compared the experimental results of other methods.
We used the test segmentation of 697 images proposed by [5] , covering 29 scenes in total. We keep 22,600 images in the remaining 32 scenes for training. We use the method provided in [9] to generate the truth depth image of the ground. The experimental results are listed in Table. 3, For the same test set, we also show the results of different evaluation distances. In Fig. 8 , the qualitative results are compared to the results of the latest methods, and the ground truth (GT) is interpolated in the visualization. The results show that our method can predict mirror surface, vehicles, pedestrians, vegetation, and traffic signs with higher accuracy. 
3) RICH IMAGE SPLIT
In order to prove that our method effectively improves the prediction results, especially for rich images with mirrors, transparent objects and shadows. We also selected 503 rich images to evaluate our models in the KITTI dataset [22] , and using the remaining of 22,600 images for training. Some of the rich images are shown in Fig. 9 . Table. 4 provides the evaluation of the model of Godard et al. [9] and ours. Within the prediction range of 0-50 m and 0-80 m, the RMSE is reduced 0.835, the prediction accuracy of our method is improved by 2.4% on average. In our eigen split section, our experimental method improved by 1.9% compared to Godard et al. [9] . The accuracy of our rich split has increased by 0.5% compared to the eigen split. In Fig. 10 , we show the experimental results of our method compared with other methods. The experimental results of Liu et al. [6] , Garg et al. [7] , Godard et al. [9] are taken directly from their paper. The prediction results of the green box show that our method is more accurate than other methods for predicting rich images such as mirrors, transparent objects, and shadows. Experimental results and data show that our model has high accuracy and robustness.
C. STEREO
Our model can also predict the depth of stereo images. When we input the left view and right view simultaneously during the test, we can obtain the depth map of the left view and right view simultaneously. The test results show that our model in stereo images are the best. The experimental results have been listed in Table. 2.
V. APPLICATION TO OTHER DATASETS
A. Make3D Fig. 11 shows the qualitative results of our model for monocular depth estimation on Make3D [10] . The figure shows our model can well capture the shapes of the foreground objects, such as vegetation and the ground.
B. NYUDv2
In order to show the superiority of our method, we also show the depth prediction results in the NYUDv2 indoor dataset [1] in Fig. 12 . It shows that our model can well capture objects such as tables, chairs, beds and so on.
C. CITYSCAPES Fig. 13 shows the qualitative results of our model for monocular depth estimation on Cityscapes datasets [33] . Our model can capture the general scene layout and objects such as cars, road sign and pedestrians well in images.
VI. CONCLUSION
In this study, we propose an unsupervised monocular image depth prediction algorithm based on multiple loss deep learning. We use simple binocular stereo datasets to train the model. Our new loss function and improved network architecture can improve the prediction results, particularly for images with complex mirror and transparent surface structures. Our results are better than performing complete surveillance and are encouraging for future research. In addition, our model has complete potential for application in the field of autonomous driving, where deep prediction can be used to design navigation devices similar to human vision for blind people.
In the future work, we intend to extend our model to disparity fusion in the Fourier frequency domain and unsupervised feature extraction method for processing multispectral images. By combining a mathematical method with CNN, the field of unsupervised image depth prediction based on deep learning is more fully studied.
