Computation of fuzzy functions is one of the most important applications of fuzzy sets. In this paper, we present some considerations about the computation of single-solution functions involving Interval Type-2 fuzzy numbers, illustrated though an example.
Introduction and Motivation
Interval Type-2 fuzzy sets (IT2FS) can represent linguistic uncertainty about a variable coming from human perceptions. Applications of IT2FSs in decision making includes Wu & Mendel [15] , Hung & Yang [10] , Zeng et al [16] , Figueroa-García [3] , [4] , Figueroa-García, Chalco-Cano & Román-Flores [5] , Figueroa-García & Hernández [6] among others. This paper focuses on some facts about the computation of functions of IT2FSs. The use of the extension principle for fuzzy sets (see Bellman & Zadeh [1] ) leads to NP-Hard implementations, so we propose the use of α-cuts to solve functions in presence of linguistic uncertainty.
The paper is divided into five sections. A first introductory section, Section 2 presents the basics about IT2FSs; in Section 3, some concepts about extension principle and α-cuts for IT2FSs are introduced. Section 4 presents an example, and Section 5 presents the concluding remarks of the study.
Basics on Interval Type-fuzzy sets
Firstly, we establish basic notations. P(X) is the class of all crisp sets, F 1 (X) is the class of all Type-1 fuzzy sets (T1FS), and F 2 (X) is the class of all Type-2 fuzzy sets (T2FS). A T1FS e.g. A has a membership function µ A (x) that measures affinity of a value x ∈ X regarding a concept/word/label A. An IT2FSÃ is a Type-2 fuzzy set where f x (u) = µÃ(x, u) = 1, µÃ(x) is fully characterized by J x ⊆ [0, 1], a Upper membership function UMF (Ã) = µÃ ≡ A, and a Lower membership function LMF (Ã) = µÃ ≡ A (see Figure 1 ): Figueroa-García et al. [5] defined an Interval Type-2 fuzzy number (IT2FN) as the extension of a fuzzy number, which means thatÃ is an IVFS whose UMF and LMF are fuzzy numbers e.g normal fuzzy sets (seeÃ in Figure 1 ). Definition 2.1 LetÃ ∈ F 2 (R), thenÃ is a Interval Type-2 fuzzy number (IT2FN) iff ∃[a, b] = ∅ for both UMF (μÃ) and LMF (µÃ) such that
where
is monotonic non-decreasing, continuous from the right, and l(x, u) = ∅ for x < ω 1 , and r :
is monotonic non-increasing, continuous from the left, and r(x, u) = ∅ for x > ω 2 .
Now, if both the UMF and LMF ofÃ are fuzzy numbers, α A is a closed interval for all α ∈ [0, 1], its support supp(A) ∈ P(R) is bounded, and it is a convex fuzzy set, thenÃ is an IT2FN.
Computing functions involving IT2FNs
The problem addressed here regards to a single-solution function of the following operators {+, −, * , /} for continuous variables x ∈ R with parameters defined as IT2FNs. The Zadeh's extension principle allows to project a crisp function y = f (x) to a function of fuzzy sets
, so µB(y) is defined as follows:
Heindl, Kreinovich & Lakeyev [9] , Kreinovich, Lakeyev & Noskov [11] , Kreinovich & Tao [12] , and Lakeyev & Kreinovich [13] have shown that the fuzzy extension principle leads to NP-Hardness since the max − min operators are untractable over continuous y = f (x) (or at least a combinatorial problem for integer x).
The extended representation theorem
The α-cut of a classical fuzzy set A is defined as α A = {x | µ A (a) α}, and it can be extended to an IT2FSÃ namely αÃ (see Figueroa [2] ) as the union of all
. This is:
The boundaries of each α-cut are defined as follows:
A graphical representation of αÃ is provided in Figure 2 .
The computation of f (Ã, x i ) through α-cuts is an easier way to map µB(y) and simplifies the computation of any function f (x) in presence of fuzzy sets. Thus, the idea is to compute f −1 (µÃ) → a i in order to compute f (
′ be a set of n given variables, and y ′ be a function of a i , this is
, ii) if there exists a combination of at least one {ȧ i } with µÃ i (ȧ i ) > α, and at least one {ȧ j } with µÃ
n (a n )} < α(y ′ ), and iv) if we have {ȧ i } with µÃ
. Now we can comprise all cases to obtain:
and the proof is complete.
′ , and a i ∈ R where µÃ
µB(y ′ ) = max
Proof 2 Similar to Theorem 3.1.
be a function of a given set x ′ and any a i ∈ R. Then, µB(y) :
A necessary condition to ensure the existence ofB is the continuity of y ′ which is a consequence of the continuity ofÃ, as defined as follows.
Lemma 3.4 LetÃ 1 ,Ã 2 , · · · ,Ã n denote continuous IT2FNs, and x ′ be a given set of variables. Then, the setB = f (
Proof 3 First, we set α ∈ (0, 1] to avoid unbounded solutions, so it is enough to show thatB =μB is continuous to ensure continuity overB. Let µÃ ≡Ā, then for any y ∈ f (
which implies that f (
] and a sequence of α-levels 
, and consequently
n (a n )}, so we can ensure the existence of a subsequence of α-levels αm = α−m(1−α)/n, ∀m = 0, 1, 2 · · · , n for which αm ∈ (0, α] ⊆ (0, 1], so limm →0Āi ( αm a i ) → a i ; then ym → y ′ − asm → 0, then we have:
so (by contradiction of (3)) we can assert that (14) is true andμB(y) should be continuous from the left of αB (y). Finally, as α µB(y) ⊆ α αμB (y), then α µB(y) must be continuous as well, and the proof is concluded.
Application example
In this example we want to solve the following function:
We use triangular IT2FNs with UMFs denoted as t(ā,ā,ā) and LMFs denoted as t(ǎ,ā,â), where t 1 (2, 4, 5), t 2 (3, 4, 6), t 3 (2, 5, 7) and t 1 (3, 4, 4.5), t 2 (3.5, 4, 5), t 3 (3, 5, 6) . Its solution via extension principle (see Eq. (3)) leads to an NP-hardness since there is an infinite amount of possible combinations of a 1 ∈Ã 1 , a 2 ∈Ã 2 , and a 3 ∈Ã 3 leading to the same value of y ∈B. To simplify the computation ofB we decomposeÃ 1 ,Ã 2 andÃ 3 into 10 α-cuts as shown in Theorem 3.1 and Lemma 3.4, so y ′ is obtained as follows: Thus, even when we can obtain y = 1, 30109 using infinite combinations of A i , there is only one combination that reaches a maximum membership degree, this is αÃ i , and all other possible combinations will follow Theorem 3.1 and Lemma 3.4 having less or equal membership degree.
Concluding Remarks
We have provided formal definitions for efficiently computing functions of IT2FNs. While extension principle leads to NP-Hard computations, approximation via α-cuts provide a feasible way to composeB(y).
It is important to point out that approximation via α-cuts depends on the amount of cuts used for. Larger amounts of cuts means 2α more computations, and lesser amounts of cuts leads to a loss of representation of the shape ofB(y).
We recommend to use Yager index (see Figueroa & Neira [7, 8] ) for Typereduction ofB(y) since it has a lesser complexity than the centroid. It provides a closed form for several shapes, and direct computations for other shapes.
The presented application example shows that linear membership functions do not mean thatB(y) should be linearly shaped. This prevents readers from just to compute α = {0, 1} and assumeB(y) is linearly shaped as well.
