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Abstract—Next generation cellular networks will be hetero-
geneous with dense deployment of small cells in order to
deliver high data rate per unit area. Traffic variations are more
pronounced in a small cell, which in turn lead to more dynamic
interference to other cells. It is crucial to adapt radio resource
management to traffic conditions in such a heterogeneous net-
work (HetNet). This paper studies the optimization of spectrum
allocation in HetNets on a relatively slow timescale based on
average traffic and channel conditions (typically over seconds or
minutes). Specifically, in a cluster with n base transceiver stations
(BTSs), the optimal partition of the spectrum into 2n segments is
determined, corresponding to all possible spectrum reuse patterns
in the downlink. Each BTS’s traffic is modeled using a queue
with Poisson arrivals, the service rate of which is a linear function
of the combined bandwidth of all assigned spectrum segments.
With the system average packet sojourn time as the objective,
a convex optimization problem is first formulated, where it is
shown that the optimal allocation divides the spectrum into at
most n segments. A second, refined model is then proposed
to address queue interactions due to interference, where the
corresponding optimal allocation problem admits an efficient
suboptimal solution. Both allocation schemes attain the entire
throughput region of a given network. Simulation results show
the two schemes perform similarly in the heavy-traffic regime,
in which case they significantly outperform both the orthogonal
allocation and the full-frequency-reuse allocation. The refined
allocation shows the best performance under all traffic conditions.
I. INTRODUCTION
Spectrum management in current cellular networks in-
cludes two stages: First, the locations of base transceiver sta-
tions (BTSs) and spectrum (carrier) assignments are carefully
planned offline. Once deployed, each BTS scheduler allocates
time-frequency resource blocks to users on a fast timescale.
Spectrum assignments in early networks have often been based
on regular lattice frequency reuse patterns. In current 4G
networks, spectrum assignments are based either on full or
fractional frequency reuse (FFR). In FFR, a main portion of
the spectrum is reused everywhere except at cell edge, and
the remaining spectrum is divided for orthogonal reuse at cell
edge (e.g., [2]).
For next generation networks, aggressive frequency reuse
through dense deployment of (small) micro/pico cells is a
major means for overcoming the shortage of spectrum re-
sources [3]. Such a heterogenous network (HetNet) with
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overlapping cells of all sizes often operates in the interference
limited regime. Because small cells lead to more pronounced
traffic and interference variations, traditional static frequency
reuse is not effective [4]. Neither are the semi-regular reuse
patterns of dynamic FFR (e.g., [5]–[7]).
In this paper, we introduce a model for a HetNet with
dynamic traffic, present two optimization-based spectrum al-
location schemes, and demonstrate their effectiveness using
simulation. The timescale of resource adaptation here is con-
ceived to be relatively slow, e.g., once every a few seconds or
minutes. This timescale is, on the one hand, fast enough for
tracking the aggregate traffic variation, and, on the other hand,
slow enough to allow joint optimization of many cells with a
large number of user equipments (UEs). This is in contrast
to most existing work, which considers resource allocation on
the timescale of a frame, assuming instantaneous information
exchange between cells (see, e.g., [5]–[9]).
Because the period of spectrum allocation is much slower
than the channel coherence time, the channel conditions are
accurately modeled using path loss and the statistics of small-
scale fading. Moreover, any given frequency band is assumed
be homogeneous, i.e., the utility of any one Hertz of spectrum
assigned to a cell depends only on the corresponding reuse
pattern, i.e., the subset of cells that share it. Specifically, in
an n-cell HetNet, there are exactly 2n distinct reuse patterns.
Indeed, the slow timescale allocation is fundamentally equiva-
lent to deciding on the bandwidths of all those reuse patterns.
This is formulated as a convex program with optimality
guarantee and relatively low computational complexity. This
is in contrast to most related work in the literature, where the
allocation problem is formulated as that of deciding, for each
slice of the spectrum, which BTSs should use it. The latter
problem in general is a discrete optimization problem that can
be hard to solve without resorting to heuristic methods, and
may have many local optima (see, e.g., [10]–[14]).
One important feature of this work is the assumption of
stochastic packet arrivals to each cell. Recent studies [15],
[16] point out that the usual backlogged traffic assumption
exaggerates the inter-cell interference in the small-cell sce-
nario. Another feature is the choice of delay performance as
the objective for optimization. Such a quality of service (QoS)
metric is more relevant for a HetNet with dynamic traffic
than the frequently used sum rate and the outage probability.
Although there is a large body of literature on physical layer
resource allocation, few papers use network layer QoS as the
performance metric. Examples include the models in [17],
[18], which correspond to full-frequency-reuse (or full-reuse)
only, hence spectrum allocation is not considered. In particular,
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2resource allocation in [18] is performed in the time domain by
iteratively updating a scheduling policy and BTS utilizations.
The resource allocation problem here is a joint physical
layer and network layer optimization problem. To connect
the spectrum (and power) resources in the physical layer to
the QoS in the network layer, we use the service rates of
the queues of all cells as the link. Specifically, the spectral
efficiencies along with the bandwidths of all the reuse patterns
allocated to a BTS determine the instantaneous service rate of
the corresponding cell. The average packet delay in a given cell
is in turn determined by the service rates and the packet arrival
rates. Thus an optimization problem is formulated with the
average packet sojourn time as the objective, the bandwidths
of the reuse patterns as the desired variables, and the service
rates as intermediate variables.
Two allocation schemes, referred to as the “conservative”
scheme and the “refined” scheme, are obtained based on
different service rate models described in Section II. The
conservative scheme, discussed in Section III, assumes that
a BTS’s transmission rate over any spectrum segment is
the worst-case rate under the corresponding reuse pattern,
which is the achievable rate when all BTSs in the pattern
are transmitting. In this case the queueing dynamics at one
BTS does not depend on other BTSs’ activities, so that its
average delay is simply that of an M/M/1 queue. The resulting
optimization problem is convex. An important finding is that
the optimal allocation uses at most n out of all 2n reuse
patterns. That is, it suffices to divide the spectrum into n
segments for allocation, rendering the solution practical.
In the second scheme, discussed in Section IV, the instan-
taneous service rate for one BTS’s queue depends on whether
interfering BTSs are transmitting. The analysis of n interactive
queues is a long-standing open problem. To make progress, we
develop an approximation for the average packet sojourn time
as the objective for the optimization. Although the problem
may not be convex in general, standard solvers for convex
programming appear to perform remarkably well, and the
number of active reuse patterns is very close to n.
Both allocation schemes are shown to achieve the entire
throughput region of a given network. By simulating a cell
cluster, their performance is compared with two other schemes,
namely, full reuse and optimal orthogonal frequency reuse,
in Section V. The refined allocation achieves the minimum
delay under all circumstances. The proposed schemes show the
largest improvement in the heavy-traffic regime, where their
performance is very similar.
In independent work [19], Kuang et al. also considered the
allocation of spectrum to an arbitrary set of reuse patterns,
and incorporated user association as well. Their performance
objective is sum logarithmic utility function, so traffic and
queuing models are not included in the formulation. A gradient
based numerical method is used to solve the optimization
problem, which has similar computational complexity to the
algorithms in this paper.
II. SYSTEM MODEL
Suppose an operator uses one licensed frequency band of
W Hz to carry all downlink transmissions in a HetNet of n
BTS 1
BTS 2
BTS 3
x{1} x{1,2} x{1,2,3} x{1,3} x{2} x{2,3} x{3}
1
Fig. 1. An example of spectrum allocation to 3 BTSs. All 23 − 1 = 7
possible nonempty reuse patterns are shown. The bandwidth of the spectrum
shared by BTSs in set A ⊂ {1, 2, 3} is denoted as xA and the total bandwidth
is 1.
cells. Denote the set of n BTSs as N = {1, . . . , n}. On a
slow timescale, the frequency resources are assumed to be
homogeneous. In each period, the task of a central controller
is to determine which part of the spectrum is allocated to each
BTS. The problem is equivalent to deciding the bandwidth of
all 2n reuse patterns, denoted by a 2n-tuple: x = (xB)B⊂N ,
where xB ∈ [0, 1] is the fraction of spectrum shared by BTSs
in set B. Clearly,
∑
B⊂N xB = 1, and any efficient allocation
would not use the empty reuse pattern, so that x∅ = 0. An
example allocation to 3 BTSs is shown in Fig. 1, where the
spectrum is divided into 7 segments, corresponding to all 23−
1 = 7 nonempty reuse patterns. The spectrum allocated to a
BTS can be noncontiguous, which may be implemented using
orthogonal frequency division multiplexing (OFDM).
In this paper, we assume that either a single UE is associated
with each BTS or all UEs associated with a BTS are colocated,
so that they can be regarded as a single user on the slow
timescale. (This model can be generalized to allow any number
of UEs at arbitrary locations, where the BTS-UE association
is also to be optimized.) Let the aggregate traffic arriving at
BTS i be an independent Poisson point process with rate λi
packets per second. The length of each packet independently
follows the identical exponential distribution with average
packet length of L bits. Let packets intended for different UEs
within a cell be processed according to the first-in-first-out
(FIFO) criterion.1
For simplicity, it is assumed that when BTS i transmits, it
employs all reuse patterns available to it and applies a flat
power spectral density (PSD) pi over the allocated spectrum.
At any frequency, the instantaneous spectral efficiency achiev-
able by BTS i depends on the set of active BTSs A ⊂ N using
that frequency. Let this spectral efficiency be denoted by si,A.
Evidently, si,A = 0 if i 6∈ A. Moreover, the spectral efficiency
decreases as more BTSs become active, i.e., si,A ≥ si,B if
i ∈ A ⊂ B. On the slow timescale, the spectral efficiencies are
either known a priori or can be computed or measured by the
central controller. For later convenience, we convert the units
of si,A from bits/second/Hz to packets/second by normalizing
it with L/W bits/packet/Hz. For concreteness in obtaining
numerical results, we use Shannon’s formula to obtain:
si,A =
W 1(i ∈ A)
L
log2
(
1 +
pi
Ii,A
)
packets/second (1)
1The results in this paper apply to all queueing disciplines that are work-
conserving, non-anticipating and non-preemptive as defined in [20].
3where 1(i ∈ A) = 1 if i ∈ A and 1(i ∈ A) = 0 otherwise, and
Ii,A is the total noise plus interference PSD from other BTSs
in A to the UEs of cell i, depending on the transmit PSDs and
path loss. The effect of small-scale fading can be included by
considering the ergodic capacity in lieu of (1), which does not
change the main results of this paper.
The cells form a system of n (interactive) queues. Two
service rate models are conceivable: 1) In the so-called conser-
vative model, BTS i transmits at rate si,B over reuse pattern
B, which is achievable regardless of the activities of other
BTSs. The rate contributed by reuse pattern B is the product
of the spectral efficiency and the bandwidth: si,BxB . Hence
the service rate of cell i is the sum rate of all reuse patterns,
expressed as:
ri =
∑
B⊂N
si,BxB packets/second. (2)
2) In the so-called refined model, every BTS adapts its rate
to the instantaneous set of active BTSs, denoted as A. The
rate contributed by reuse pattern B to cell i is si,B∩AxB . The
service rate of cell i depends on A and is expressed as:
ri,A =
∑
B⊂N
si,B∩AxB packets/second. (3)
In general, the service rate in the refined model is higher, i.e.,
ri,A ≥ ri, because si,B∩A ≥ si,B . In either case, the system
is modeled as n continuous-time Markov chains (CTMCs).
In the next two sections, we develop two spectrum allocation
schemes based on the preceding two service rate models,
respectively. The objective is to minimize some queueing delay
by optimizing the spectrum allocation x.
III. A CONSERVATIVE SPECTRUM ALLOCATION SCHEME
In this section, the service rate model (2) is assumed. This
model is conservative in the sense that each BTS transmits at
the worst-case rate that is achievable when all other BTSs
are always interfering. This is equivalent to assuming that
other cells’ traffic is always backlogged. Under this model, the
cells form n independent M/M/1 queues. The average packet
sojourn time in cell i takes a simple form [21]:
ti =
1
ri − λi seconds. (4)
Note that 1/(r − λ) is strictly convex in r on (λ,∞).
A. The Optimization Problem
The spectrum allocation problem based on the conservative
approximation (4) is formulated as:
minimize
r,x
1∑n
j=1 λj
n∑
i=1
λi
ri − λi (P1a)
subject to ri =
∑
B⊂N
si,BxB , ∀i ∈ N (P1b)
ri > λi, ∀i ∈ N (P1c)
xB ≥ 0, ∀B ⊂ N (P1d)∑
B⊂N
xB = 1. (P1e)
The variables in the optimization are r = [r1, . . . , rn] and
x. The objective (P1a) is the average packet delay of the
entire network, where λi/
∑n
j=1 λj is the fraction of total
traffic in cell i. The constraints (P1c) guarantee the stability
of all queues. Problem (P1) is a convex optimization problem
because all constraints are linear and the objective is a linear
combination of convex functions.
Since the objective is strictly convex and positive, the
optimization problem (P1) has a unique global minimum when
feasible [22]. Moreover, due to the special structure of the
problem, the optimal allocation divides the spectrum into at
most n segments.
Theorem 1: In the optimal solution of the n-BTS conser-
vative spectrum allocation problem, at most n out of the 2n
reuse patterns are active, i.e., the optimal solution x statisfies
|{B | xB > 0, B ⊂ N}| ≤ n. (5)
Proof: For every B ⊂ N , the spectral efficiency vector
sB = [s1,B , . . . , sn,B ] denotes a point in Rn. According
to (P1b) to (P1e), r ∈ Rn+ is a convex combination of the
2n points (sB)B⊂N with coefficients (xB)B⊂N , i.e., r =∑
B⊂N sBxB . In other words, any r given by (P1b) is in the
convex hull of (sB)B⊂N . By Carathe´odory’s Theorem [23], r
lies in a d-simplex with vertices in (sB)B⊂N and d ≤ n, i.e.,
r can be written as a convex combination of (xB)B⊂N with
at most n+ 1 nonzero coefficients in x. This holds for any r
satisfying (P1b) to (P1e). Furthermore, the r∗ corresponding
to the optimal solution to (P1) must be Pareto optimal in terms
of the rate allocation, i.e., one cannot find another spectrum
allocation x that satisfies r∗i ≤
∑
B⊂N si,BxB , ∀i ∈ N with
at least one of the inequalities being strict. This is because any
spectrum allocation that could increase the service rate at any
BTS without decreasing the rates at other BTSs would also
decrease the objective (P1a). Hence r∗ cannot be an interior
point of the d-simplex, and must lie on some m-face of the
d-simplex with m < d ≤ n. Therefore r∗ can be written as a
convex combination with m + 1 ≤ n nonzero coefficients in
x.
Corollary 1: In the optimal solution of the n-BTS conser-
vative spectrum allocation problem, for any subset M ⊂ N of
m BTSs, the spectrum exclusively used by those BTSs in M
is divided into at most m segments:
|{B | xB > 0, B ⊂M}| ≤ m. (6)
Proof: If xB for every B ⊂ N , B 6⊂ M is fixed (at its
optimal value), then (P1) becomes an optimization problem
over variables (xB)B⊂M . The service rates at BTSs not in
M are fixed, and the service rates for the m BTSs in M are
convex combinations of (xB)B⊂M plus a constant vector in
Rm+ . The optimization problem reduces to the form of (P1)
with only m BTSs. Hence Corollary 1 is proved using the
same arguments used to prove Theorem 1.
B. An Efficient Algorithm
The optimization problem (P1) has n + 2n variables. The
computational complexity is typically polynomial in 2n using
a standard convex optimization solver. The structure of the
4optimal solution given by Theorem 1 suggests a more efficient
solution, as we only need to determine the bandwidths of the n
nonzero segments. The difficulty of course is to decide which
n segments. Algorithm 1 solves the n-BTS spectrum allocation
problem iteratively, the details of which are explained next.
Algorithm 1 The conservative spectrum allocation scheme
INPUT: λi and si,B for all i ∈ N and B ⊂ N .
OUTPUT: (xB)B⊂N .
Initialization: Find a feasible solution (x′B)B⊂N by solv-
ing (P1) with constant objective. Ω ← {B | x′B > 0},
Ω′ ← ∅.
while Ω 6⊂ Ω′ do
1. Ω′ ← Ω;
2. Find (xB)B⊂N by solving (P1) starting from
(x′B)B⊂N with additional constraints: xB = 0, ∀B /∈ Ω;
3. Compute the partial derivatives of the objective
function (P1a) with respect to each element in (xB)B⊂N ,
namely, ∆xB ← −
∑
i∈B
λisi,B
(ri−λi)2 ;
4. Ω ← {B for the n smallest ∆xB}, Ω ← Ω ∪ Ω′,
(x′B)B⊂N ← (xB)B⊂N .
end while
1) Initialization: To find a feasible point to start, we first
solve a modified (P1) by replacing the objective function (P1a)
with a constant. The problem can be transformed to a linear
program in standard form, which can be solved using the
simplex method [24]. Although the worst-case complexity
of this method is O(22
n
), for most practical problems the
complexity is usually very low. According to the properties of
basic feasible solution to a linear program [24], the solution
(an initial point for (P1)) will have at most n+ 1 active reuse
patterns, which are collected in the set of candidate reuse
patterns, denoted as Ω.
2) Description of the Iterations: The main idea is similar
to the delayed column generation algorithm for solving large-
scale linear programs. The difference is the criterion used to
select variables to be added to the set of candidate reuse
patterns, Ω. In each iteration, the algorithm first finds the
optimal solution within the candidate set Ω. Then, the partial
derivatives with respect to xB for all B ⊂ N are calculated
(including those not in Ω). The n reuse patterns with the
smallest derivatives are added to the candidate set Ω, to be
used in the next iteration. (The number of variables added
to the candidate set may be fewer than n due to overlap.)
The algorithm terminates when the candidate set ceases to
grow. The proposed algorithm is guaranteed to converge to
the global optimum, because otherwise it can always find at
least one new reuse pattern to add to Ω. In the worst-case,
the candidate set may eventually include all 2n variables, but
typically the algorithms terminates quickly.
3) Performance: Usually, the fewer reuse patterns the algo-
rithm begins with, the faster it converges. Thus if the full-reuse
allocation (xN = 1) is feasible, it is a preferred initial point.
At any rate, the initial solution has no more than n+ 1 active
reuse patterns. Example plots of delay versus the number of
iterations are shown in Fig. 2 with 7 cells and different traffic
loads. In the simulation, Algorithm 1 starts with the full-reuse
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Fig. 2. Approximated average delay versus number of iterations using
Algorithm 1 with different average packet arrival rates.
allocation and converges to the global optimum within a few
iterations.
IV. A REFINED SPECTRUM ALLOCATION SCHEME
In this section, we adopt the refined service rate model (3)
and develop a corresponding spectrum allocation scheme. We
assume each BTS adapts its transmit rate to the instantaneous
interference level at its UEs. One way to implement this in
practice without explicit knowledge of the interference levels
is to use a hybrid automatic repeat request (HARQ) scheme.
The n cells form a system of n (interactive) queues, where
the instantaneous service rate of each queue depends on which
other queues are empty. Under such a coupled-processors
model, it is challenging to express the queueing delay as a
function of the spectrum allocation and the arrival rates. In the
special case of two coupled queues, finding the joint steady-
state distribution can be formulated as a Riemann-Hilbert
problem [25]. The same two-dimensional Markov process has
been studied in [26], where the steady-state distribution can be
represented as an infinite series of product forms. Two coupled
processors with generally distributed service times have been
studied in [27], which shows the joint workload distribution
can be determined by solving a boundary value problem. These
results are difficult to use for numerical computation. Also, few
results exist for more than two coupled queues.
In Section IV-A, we derive an approximation for the average
packet sojourn time based on a modified queueing system,
where the queue interactions are somewhat simplified. A
spectrum allocation scheme is then developed in Section IV-B
to minimize the delay approximation. In Section IV-C, we visit
the best known upper and lower bounds on the actual delay. It
is then shown in Section IV-D that the proposed approximation
is between existing upper and lower bounds.
A. Delay Approximation
The original n-dimensional CTMC can be described as
follows. Let l = [l1, . . . , ln] be the state of the CTMC, where
li ≥ 0 is the number of packets in queue i (including the
packet being served, if any). Let Al = {i | li > 0} denote
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Fig. 3. The continuous time Markov Chain for the 2-BTS interactive queueing
model.
the corresponding set of active BTSs. The transition rate from
state l to state l′ = [l′1, . . . , l
′
n] is given by:
Q(l, l′) =

λi, if li + 1 = l′i, lj = l
′
j ∀j 6= i
ri,Al , if li − 1 = l′i, lj = l′j ∀j 6= i
− ∑
l′′:l′′ 6=l
Q(l, l′′), if l = l′
0, otherwise
(7)
where the service rate ri,A is defined in (3). As an example,
the CTMC for a 2-BTS system is illustrated in Fig. 3.
To ease the analysis, we shall approximate the original
CTMC by a modified CTMC with reduced memory. Because
the service rate ri depends only on the set of active queues,
we group all the states corresponding to each active set A and
refer to them as group A. According to (7), transitions occur
between neighboring states where the length of a single queue
increases or decreases by 1. Moreover, the CTMC makes a
certain number of transitions between states within a group
A before it jumps into a different group A′. Specifically, we
make the following two (somewhat strong) assumptions about
the modified CTMC:
1) When the modified CTMC transits from some state l in
group A to some random state l′ in a different group
A′, the new state is independent of l. In other words,
such a transition is memoryless;
2) When the modified CTMC transits from group A to a
different group A′, the probability of assuming any state
in A′ is proportional to the stationary distribution of the
state in the modified CTMC.
In the following, we analyze the stationary distribution of
the modified CTMC. By definition, each inter-group state
transition of the CTMC is a renewal, because the state is cho-
sen anew within the new group according to the steady-state
distribution. In addition, the intra-group transitions within a
group form an independent CTMC. An important observation
is that, within a group, where the set of active BTSs is fixed,
all the service rates are invariant with the queue lengths, so
that the n queues become independent. The probability of a
state l is thus decomposed as
p(l) = p(Al)
n∏
i=1
pi(li|Al) (8)
where pi(l|A) is the probability that queue i has length l given
that the state is in group A. Evidently, pi(0|A) = 0 if i ∈ A,
pi(0|A) = 1 if i /∈ A, and pi(l|A) = 0 if i /∈ A, l > 0. It
suffices to determine the steady-state distribution of the groups
A ⊂ N , and, for each group A, the steady-state distribution
of the states in A.
1) The Intra-group CTMC: Consider the independent
CTMC within any given group A. The CTMC can only exit
group A when some queue length is equal to 1. For queue
i ∈ A, the probabilities of states 1, 2, . . . must satisfy the
detailed balance equation:
pi(l|A)λi = pi(l + 1|A)ri,A, l = 1, 2, . . . . (9)
As a result, for every i ∈ A,
pi(l|A) =
(
1− λi
ri,A
)(
λi
ri,A
)l−1
, l = 1, 2, . . . . (10)
It is easy to check that
∞∑
l=1
pi(l|A) = 1. (11)
2) The Inter-group CTMC: The inter-group transitions can
be modeled by an inter-group CTMC with 2n states, each
corresponding to one group of active BTSs A, and hence is
referred to as a lumped state in view of the original CTMC.
Two types of transitions can occur between the lumped states.
First, the inter-group CTMC may transit from a lumped state
B where queue i is empty to another lumped state A where
queue i becomes nonempty, i.e.,
A = B ∪ {i} and i /∈ B. (12)
The rate of such a transition is the rate that a packet arrives at
queue i, λi. Second, the inter-group CTMC may transit from a
lumped state A where queue i has length 1 to another lumped
state B where queue i becomes empty (A and B satisfy (12)).
The rate of such a transition is the probability that the queue
length l = 1 times the service rate, and can be expressed as:
pi(1|A)ri,A =
(
1− λi
ri,A
)
ri,A (13)
= ri,A − λi. (14)
The transition rates that completely describe the inter-group
CTMC of the lumped states are expressed as:
Qˆ(A,B) =

λi, if B = A ∪ {i}, i /∈ A
ri,A − λi, if A = B ∪ {i}, i /∈ B
−∑C:C 6=A Qˆ(A,C), if A = B
0, otherwise.
(15)
As an example, the CTMC of the lumped states is illustrated
for the 2-BTS case in Fig. 4. The steady-state distribution p(A)
of the lumped states can be readily computed based on (15)
using standard techniques in [21]. The key step therein is to
invert a modified transition rate matrix.
6(0,0) (0,A)
(A,0) (A,A)
Fig. 4. The lumped CTMC for the 2-BTS interactive queueing model.
3) Average Delay: The average length of queue i in the
modified CTMC can be calculated as follows:
l¯i =
∑
l
lip(l) (16)
=
∑
l
lip(Al)
n∏
j=1
pj(lj |Al) (17)
=
∑
A
p(A)
∑
l:Al=A
li
n∏
j=1
pj(lj |A) (18)
=
∑
A
p(A)
∑
li:i∈A
lipi(li|A)
 ∏
j∈A\{i}
∞∑
lj=1
pj(lj |A)
 (19)
=
∑
A
p(A)
∑
li:i∈A
lipi(li|A) (20)
=
∑
A:i∈A
p(A)
∞∑
l=1
lpi(l|A) (21)
=
∑
A:i∈A
p(A)ri,A
ri,A − λi . (22)
By Little’s law, the average delay is given by ti = l¯i/λi:
ti =
∑
A:i∈A
p(A)ri,A
(ri,A − λi)λi . (23)
This is in general an approximation of the average delay of
the original CTMC.
B. The Optimization Problem
Using the approximate average delay given by (23), we
formulate the refined spectrum allocation problem as:
minimize
x,r,t
n∑
i=1
λi∑n
j=1 λj
ti (P2a)
subject to ti =
∑
A:i∈A
p(A)ri,A
(ri,A − λi)λi , ∀i ∈ N (P2b)
ri,A =
∑
B⊂N
si,B∩AxB , ∀i ∈ N,∀A ⊂ N (P2c)
ri,N > λi, ∀i ∈ N (P2d)
xB ≥ 0, ∀B ⊂ N (P2e)∑
B⊂N
xB = 1 (P2f)
where t = [t1, . . . , tn] and r = (ri,A)i∈N,A⊂N . Constraint
(P2d) assures the stability of the CTMC within each lump
state. It is not clear if Problem (P2) is convex due to the
matrix inversion involved in calculating p(A). Neither can we
establish a counterpart to Theorem 1 in this case, i.e., there
is no guarantee that the optimal solution uses at most n reuse
patterns.
Nonetheless, we use a standard convex optimization algo-
rithm to solve (P2). The simulations in Section V show that
the algorithm always converges to the same solution regardless
of the initial point. The resulting solution may divide the
spectrum into a few more than n segments, but not by many.
C. Upper and Lower Bounds on the Delay
Several upper and lower bounds can be obtained for both
the actual average delay under the refined model and its
approximation (23). First, the conservative model’s delay given
by (4) is clearly an upper bound on the refined model’s actual
delay. Using tools developed in [28] for queues with time-
varying link capacity, [17] developed bounds for queueing
systems with coupled processors. The first-degree bounds
therein are calculated assuming the best or worst service rates
that decouple the queues. In fact, (4) corresponds exactly to
the first-degree upper bound. The first-degree upper (lower)
bound is usually loose in the light (heavy) traffic regime.
Tighter second-degree bounds are also presented in [17]. To
lower (upper) bound the delay in cell i, the best (worst) rates
are assumed to determine the utilization in interfering cells,
i.e., the fraction of the time that those BTSs are transmitting.
For example, to derive a second-degree upper bound for cell i,
every other BTS j is assumed to transmit at its worst rate rj,N .
Denote Ai(t) and A¯i(t) as the set of active BTSs exclusive of
BTS i at time t in the original interactive queuing system and
under this assumption, respectively. It can be proved using a
sample path argument that Ai(t) ⊂ A¯i(t) at all time t. Thus
the service rate at BTS i under this assumption is always lower
than the service rate in the original interactive queuing system.
This gives the delay upper bound. To derive the lower bound
for cell i, all other BTSs are assumed to transmit at the best
possible rates, rj,{j}, j 6= i.
7When assuming fixed rates at other BTSs, the queue at
BTS i reduces to a queue with time-varying capacity. Proces-
sor sharing queues with time-varying capacity were studied
in [28], which showed that the upper and lower bounds
on residual work load in such queues can be obtained by
considering the quasi-stationary regime and the fluid regime,
respectively. In the quasi-stationary regime, the rest of the
system evolves so slowly that BTS i only sees the initial
states of the other BTSs. In the fluid regime the rest of the
system evolves so quickly that BTS i only sees the average
interference.
Under the worse-case transmit rate assumption, the proba-
bility that BTS j, j 6= i transmits is:
p¯j =
λj
rj,N
. (24)
The probability that the other n− 1 BTSs are in state A¯i is:
p¯ii(A¯i) =
∏
j∈A¯i
p¯j
∏
l 6∈A¯i,l 6=i
(1− p¯l). (25)
The second-degree upper bound is finally given by taking the
expectation over the distribution of all possible states A¯i:
t¯i =
∑
A¯i⊂(N\{i})
p¯ii(A¯i)
1
ri,A¯i∪{i} − λi
. (26)
Under the best possible rate assumption, the probability of
BTS j, j 6= i being active is:
p
j
=
λj
rj,{j}
. (27)
The corresponding probability of state Ai for the n− 1 BTSs
except BTS i is:
pii(Ai) =
∏
j∈A
i
p
j
∏
l 6∈Ai,l 6=i
(1− p
l
). (28)
The second-degree lower bound is calculated using the average
rate:
ti =
1∑
Ai⊂(N\{i}) pii(Ai)ri,Ai∪{i} − λi
. (29)
The accuracy of the refined approximation for the average
delay developed in Section IV-A is guaranteed by the follow-
ing theorem:
Theorem 2: In a n-BTS interactive queueing system, the re-
fined approximate mean packet sojourn time provided by (23)
is between the second-degree upper and lower bounds in (26)
and (29), i.e., ti < ti < t¯i.
The proof of Theorem 2 is given in Appendix A.
D. Throughput Optimality of the Proposed Schemes
The throughput region of an interactive queueing system
is given in [30] in the context of resource allocation through
coordinated scheduling in the time domain. Adapting the result
to the current setting gives the throughput region of the n-BTS
network with given spectral efficiencies (si,B)i∈N, B⊂N as:
Λ =
{
(λ1, . . . , λn)
∣∣∃ (xB)B⊂N , s.t. ri ≥ λi,∀i ∈ N} (30)
where ri is defined as in (2). That is, for any rate tuple in the
interior of Λ, there exists a spectrum allocation that stabilizes
the interactive queueing system, whereas for any rate tuples
outside the region, there is no allocation that can stabilize all
the queues.
Theorem 3: The proposed conservative and refined spec-
trum allocation schemes are both throughput optimal, namely,
they both achieve the entire throughput region as given in (30).
Proof: Problems (P1) and (P2) both include the con-
straint, ri > λi ∀i ∈ N . Hence the feasible regions for the
two proposed schemes are exactly the throughput region given
by (30). Hence their throughput optimality follows.
The result in [30] only guarantees that for any rate tuple
that can be stabilized, there exists a spectrum allocation
ri ≥ λi, ∀i ∈ N . However, there might be another spectrum
allocations that also stabilizes the system, but have ri < λi
at some of the BTSs. The intuition is that although the worst
case service rate is less than the traffic arrival rate at some
queues, those queues will also operate at other states A with
less interference and higher rates. By Loynes theorem [31],
the interactive queueing system will be stable, as long as the
average service rate exceeds the packet arrival rate at each
queue. Determining the stability of an interactive queueing
system with fixed arrival rates (λi)i∈N and service rates
(ri,B)i∈N, B⊂N is more complicated. The result for two
interactive queues is presented in [32].
V. NUMERICAL RESULTS
Throughout this section, the noise PSD is 0.125 × 10−6
µW/Hz, the average packet size is L = 1 Mbit and the
total bandwidth is W = 20 MHz in all simulations. In
the homogenous setup, the path-loss exponent is 3, and the
transmit PSD is 1 µW/Hz for all BTSs. In the heterogenous
setup, the transmit PSD and the pathloss exponent of the
macro BTS are 10 µW/Hz and 2.8, respectively; while the
transmit PSD and the pathloss exponent for each pico BTS are
1 micro-watt/Hz and 3.4, respectively. The traffic distribution
at each BTS is assumed to be proportional to its worst-case
transmit rate, i.e., λi ∝ ri,N , i ∈ N . When the average load
increases, λ1, · · · , λN increase proportionally. However, the
key conclusions apply to an arbitrary traffic distribution. The
results for actual packet delays with service rates given by (3),
are obtained by simulating the equivalent discrete time Markov
chain (DTMC) of the CTMC (7) using the uniformization
method [33] for 105 time intervals.
A. One-Dimensional Example
We first present the one-dimensional example in Fig. 5 to
demonstrate that the proposed spectrum allocation scheme is
topology- and traffic-aware. Seven BTSs, represented by the
triangles, are randomly placed on a line segment. The relative
traffic load at each BTS is depicted by the height of each
rectangle below it, whereas the spectrum allocated using the
refined scheme is depicted using the rectangle above it. A solid
block depicts an active reuse pattern. Evidently, both spatial
reuse and local orthogonalization are accomplished by the
allocation. For example, the right most cell has much heavier
8-2 0 2 4 6 8 10 12 14 16
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Fig. 5. One dimensional refined spectrum allocation.
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Fig. 6. The topology of the 7-pico BTS network.
traffic than its immediate neighbor, and is thus allocated
much more spectrum. Also, the spectrum allocated to the
middle BTS is mostly orthogonal with those of the two close
neighbors.
B. Two-Dimensional Simulation Model
To illustrate the performance of the proposed conservative
and refined schemes, we adopt the quantized HetNet model
in [34]. A 100 × 100 m2 area is partitioned into hexagons,
where the distance between nearest centers is 20 m. In the
simulation, 7 BTSs are uniformly randomly dropped at the
vertices of the hexagons. Each UE location is approximated
by the center of its hexagon, and is assigned to its nearest BTS.
The channel gain are determined using the standard path-loss
model. The topology of the network is shown in Fig. 6, where
the locations of the BTSs are denoted by the triangles. The
Voronoi region of each pico cell is also shown. The average
spectral efficiency of BTS i is calculated as the mean of the
spectral efficiencies of the hexagons it serves.
C. Delay Comparison
The delays using the refined and conservative approxima-
tions are compared with the second-degree upper and lower
bounds in Fig. 7. The average delay versus average traffic
arrival rate curves in Fig. 7 are based on the same spectrum
allocation. The conservative approximation, also known as
the first-degree upper bound, is coarser than the second-
degree upper bound. As predicted by Theorem 2, the refined
approximation is between the second-degree upper and lower
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Fig. 8. Comparison of the conservative and refined allocations with the
orthogonal and full-reuse allocations
bounds. In addition, the refined approximation is also quite
accurate within the feasible region.
We compare the conservative and refined spectrum alloca-
tions with simpler orthogonal and full-reuse allocations for
different traffic loads in Fig. 8. The orthogonal allocation is
the optimal one among all feasible orthogonal allocations. The
figure shows that the orthogonal allocation becomes unstable
after the average packet arrival rate reaches 27 packets/second,
suggesting this is the throughput region under the orthogonal
allocation. The delay under the full-reuse allocation grows
much faster after the average packet arrival rate rises above 21
packets/second. A general observation is that as the difference
in spectral efficiency under the orthogonal and full-reuse allo-
cations grows larger, the delay under full-reuse also increases
more rapidly with the traffic. As suggested by the numerical
results presented in Section V-E, the full-reuse allocation also
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(a) The homogeneous setup with 7 pico BTSs.
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Fig. 9. Optimal conservative (left) and refined (right) allocations with different packet arrival rates λ.
becomes unstable at 27 pacekts/second.2 Hence, the proposed
conservative and refined allocations achieve a larger through-
put region than the other schemes. We can also observe from
Fig. 8 that the proposed conservative and refined allocations
achieve significant gains in the heavy-traffic regime.
Since the delay under the full-reuse allocation becomes
large in the heavy-traffic regime, the orthogonal, conservative
and refined allocations are compared separately in the inlet in
Fig. 8. Since the average sojourn time under the orthogonal
allocation can be exactly calculated from (P1a), the minimum
of (P1) given by the optimal conservative allocation is always
no greater than the actual delay of the orthogonal allocation.
Moreover, since the conservative approximation is an upper
bound on the actual delay, the orthogonal allocation is always
worse than the conservative allocation as shown in the inlet.
The refined allocation always outperforms the conservative
allocation due to the more accurate approximation of the actual
delay. In the light-traffic regime, the refined allocation reduces
the average delay by about 60% compared to the conservative
allocation; while both provide significant delay reduction com-
pared to the orthogonal allocation. The advantage of using the
refined allocation over the conservative allocation decreases as
the traffic increases. In the heavy-traffic regime, the difference
is negligible.
The optimal conservative and refined allocations are shown
in Fig. 9a for different traffic loads. The widths of the rect-
angles represent the bandwidths of the active reuse patterns.
The solid ones in each row are the spectrum segments that
are used by the corresponding BTS. The number of active
reuse patterns employed by the conservative scheme is exactly
the same as the number of cells (c.f., Theorem 1). In the
light-traffic regime, the refined allocation is close to full-
reuse, and as the traffic increases it becomes closer to the
conservative allocation. This is because in the light-traffic
regime all BTSs are inactive most of the time, whereas in the
heavy-traffic regime, all queues are mostly occupied, which
perform similarly to n independent M/M/1 queues with the
2The finite delay of the full-reuse allocation at arrival rate of 27 pack-
ets/second and even higher is due to finite simulation time.
worst-case service rates.
D. Heterogenous Setup
Fig. 9b illustrates the conservative and refined allocations
for a HetNet with a single macro (large) cell and several pico
(small) cells. The simulation setup is the same as described
in Section V-B, with an additional macro BTS added at the
center of the network. The proposed conservative and refined
allocations are compared with the simple optimal orthogonal
and full-reuse allocations at different traffic levels. The delay
performance versus different loads looks similar to the one
shown in Fig. 8, and is omitted.
As shown in Fig. 9b, the conservative allocation orthog-
onalizes the spectrum use between the macro BTS and the
pico BTSs in all traffic regimes. (BTS 1 is the macro BTS,
whose spectrum allocation is shown at the bottom of each
subplot.) This is because the macro BTS causes significant
interference to the pico BTSs under the backlogged interfer-
ence assumption. In the refined allocation, the macro BTS
can still share part of the spectrum with the pico BTSs in the
light-traffic regime. As the traffic load increases, an orthogonal
spectrum allocation is observed between macro and pico tiers.
Of course, the proposed spectrum allocation schemes can be
applied to other more general HetNets, as long as the spectral
efficiencies under different sharing combinations along with
the traffic arrival rates can be obtained by a central controller.
E. Utilization
We present the utilization ratio of each BTS under different
traffic loads in Fig. 10. In Fig. 10a, where the traffic is
very light, the refined allocation has very similar utilization
as full-reuse. The utilization ratios are much higher under
the conservative allocation due to the worst-case (smallest)
transmit rate assumption. Since the BTSs are active less
than 10% of the time, the orthogonal allocation is highly
inefficient. Fig. 10b presents the utilization ratios at an arrival
rate where the full-reuse allocation starts to incur high delay
as shown in Fig. 8. The conservative and refined allocations
have much lower BTS utilization ratios compared to the
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Fig. 10. BTS utilization ratios for different average packet arrival rates.
full-reuse allocation, especially at BTS 3 and BTS 5. As
the traffic demand increases, as shown in Fig. 10c, BTSs 3
and 5 become saturated under full-reuse, which also means
the system becomes unstable. The conservative and refined
allocations still maintain the stability of the queues and have
much lower utilization ratios than the orthogonal allocation.
As suggested in Fig. 8, if the traffic increases further to
30 packets/second, the orthogonal allocation also becomes
unstable.
F. Delay Distribution
The CDF of the number of packets in all queues for the
entire network is shown in Fig. 11. In the light-traffic regime,
as shown in Fig. 11a, the refined and full-reuse allocations
have the smallest number of packets at all percentiles. The
conservative allocation has more packets than those two, but
fewer packets than the orthogonal allocation. The queues
are empty 90% of the time under all four allocations. At
average traffic arrival rate of 24 packets/second, the refined
and conservative allocations both have much fewer packets
at all percentiles than the other two, as shown in Fig. 11b.
The orthogonal allocation has a more balanced queue length
compared with full-reuse due to fixed service rates. At even
higher traffic loads, as shown in Fig. 11c, the full-reuse
allocation becomes unstable. The conservative and refined
allocations have substantial advantages over the other two in
this heavy-traffic regime.
G. Power Control
The discussions so far have been based on the important
assumption that the spectral efficiencies when shared by dif-
ferent combinations of BTSs, i.e., si(A), ∀i ∈ N, A ⊂ N ,
are fixed. This assumption enables us to simplify the relation
between spectrum allocation and flow level service rate. In
fact, the service rate is a linear function of the allocated
bandwidths under this fixed spectral efficiency assumption.
This assumption is valid if all BTSs transmit with fixed power
spectral density.
However, in practice we may have a fixed total transmit
power constraint at each BTS. Power control is not present in
the current formulation. For example, the spectral efficiencies
for the orthogonal allocation should be higher then shown,
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Fig. 12. Average packet sojourn time versus number of iterations.
since each BTS would concentrate all the transmit power on its
exclusive spectrum. The joint power and spectrum allocation
problem in its general form can be formulated as optimizing
a continuous power spectral density function at each BTS
subject to a total transmit power constraint. The discretized
version is proved to be NP-hard in [35]. The continuous
version is also difficult.
We next take a simplified approach by alternatively updating
the spectrum and power allocations. At the beginning, the
spectral efficiencies are fixed assuming each BTS uniformly
allocates its maximum transmit power across the entire spec-
trum. Then, we iterate the following steps:
1) Update the spectrum allocation xB , ∀B ⊂ N with the
current si,A, ∀i ∈ N, A ⊂ N by solving the proposed
spectrum allocation problems.
2) Update the spectral efficiencies si,A, ∀i ∈ N, A ⊂ N
with the current xB , ∀B ⊂ N , by letting each BTS
uniformly allocate its maximum transmit power over the
spectrum segments assigned to it.
The iterations continue until the spectrum allocation x con-
verges. (This is not guaranteed.) The average packet sojourn
time after the spectrum allocation update and the spectral
efficiency update at each iteration is shown in Fig. 12 for
an average packet arrival rate per BTS of 24 packets/second.
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Fig. 11. CDF’s of number of packets in each queue for different average packet arrival rates.
The figure shows that the delay performance converges very
quickly for both conservative and refined allocations. The
mean sojourn times for both allocations decrease substantially
after the first spectral efficiency update. This is because at
this average packet arrival rate, both allocations orthogonalize
the spectrum use among neighboring BTSs to some extent.
(The small variations in these curves are due to the limited
simulation time.) This kind of convergence behavior can be
expected in general, except for networks with very few BTSs.
This is because spatial reuse will occur in the conservative
and refined allocations for relatively large networks even in
the heavy-traffic regime. Since each BTS will use a fairly
large amount of the spectrum, the spectral efficiencies will
not change much after several iterations.
VI. CONCLUSION
Traffic-driven spectrum allocation performed over a slow
timescale in a HetNet has been studied. Two efficient schemes
based on optimization have been developed and shown to be
highly effective. The proposed model and queueing analysis
for densely deployed HetNets depart from the traditional single
cell and regular hexagonal cellular network models. Also, the
solution fully adapts to the topology of the network, rather than
attempting to average over random realization using stochastic
geometry.
The conservative and refined allocations significantly reduce
the average delay by exploiting the network topology and
the different loads across BTSs. The problem formulation
and results can be generalized to arbitrary link performance
measure and convex objective function, beyond the specific
choice of Shannon spectral efficiency and queueing delay. In
particular, the formulation directly applies to the sum rate and
weighted sum rate objectives.
An important extension of the work is to develop a general
framework for radio resource managment by incorporating
user association, multiple antennas, and multiple radio access
technologies (RATs). The effort is well-matched to recent pro-
posals for a cloud radio access network (C-RAN). Ultimately,
the goal is to also extended the framework to address large
networks with hundreds to thousands of cells, thus pushing
joint radio resource management to an unprecedented scale.
APPENDIX A: PROOF OF THEOREM 2
First we will prove ti < t¯i. Both (23) and (26) can be
regarded as weighted sum of ri,A(ri,A−λi)λi . The weight is the
probability of the system being in state A under different
approximation. Based on the worst-case rate assumption for
deriving t¯i, we can form a similar lumped chain as (15) with
the transition rate matrix:
Q¯(A,B) =

λi, if B = A ∪ {i}, i /∈ A
(ri,N − λi), if A = B ∪ {i}, i /∈ B
−∑C 6=A Q¯(A,C), if A = B
0, otherwise.
(31)
The lumped chains (15) and (31) can be interpreted as
the CTMC of the following Markov process: There are n
interactive queues each with capacity 1. Packet arrivals at
queue i follow a Poisson process with rate λi. The size of
each packet is independently exponentially distributed with
unit mean. The service rates are given by the corresponding
rate matrices of (15) and (31), which are state dependent.
If a packet arrives at an empty queue, it is immediately
served. Otherwise, the packet in service will be discarded
and the newly arrived packet immediately starts being served.
Denote S and S¯ respectively as the corresponding systems
with probability transition matrix given by (15) and (31). Let
A(t) and A¯(t) be the sets of active queues at time t. Denote the
residual loads (in bits) by l(t) and l¯(t), where l(t), l¯(t) ∈ Rn+
and the ith elements li(t) and l¯i(t) are the residual loads in
queue i of the two systems. Using a sample path argument,
we can show:
A(t) ⊂ A¯(t)
l(t) ≤ l¯(t) (32)
at any time instance t. The inequality l(t) ≤ l¯(t) is element-
wise, i.e., li(t) ≤ li(t), i = 1, . . . , n.
Assuming both systems evolve under the same packet arrival
realization, we can prove (32) by induction. At t = 0, A(0) =
A¯(0) = ∅ and l(0) = l¯(0) = 0. Assume (32) is true at t = τ >
0. Then, (32) still holds before any arrival or departure happens
at t = τ + δ. This is because A(t) ⊂ A¯(t), ∀t ∈ [τ, τ + δ)
implies the service rate of any queue i in S is larger than
the service rate of queue i in S¯ within this time interval. At
t = τ + δ, we have two cases.
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Case 1. An arrival happens at queue j. Since both sys-
tems follows the same sample path of the arrivals, we still
have A(τ + δ) ⊂ A(τ + δ). The residual load at other
queues does not change from τ + δ− to τ + δ. At queue
j, lj(τ + δ) = l¯j(τ + δ).
Case 2. A departure happens at queue j. Since l(t) ≤
l¯(t), ∀t ∈ [τ, τ + δ) and the service rate at each queue
in S is no less than the service rate at the same queue in
S¯, this departure must be in S (It could be the case that
a departure also happens at queue j in S¯ at t = τ + δ.).
It immediately implies (32) at t = τ + δ.
Because the Markov processes in both systems are ergodic,
we have:
ti = lim
T→∞
1
T
∫ T
0
fi (A(t)) dA(t)
t¯i = lim
T→∞
1
T
∫ T
O
fi
(
A¯(t)
)
dA¯(t),
(33)
where the function fi(A) is:
fi(A) =

ri,A
(ri,A − λi)λi if i ∈ A
0 otherwise
It is easy to see that if A ⊂ B then fi(A) ≤ fi(B). Applying
this and (32) to (33), we can obtain ti < t¯i, where the strict
inequality is due to ergodicity.
To prove ti > ti, we first introduce an intermediate variable
t′i:
t′i =
1∑
A:i∈A P (A)
ri,A
λi
ri,A − λi . (34)
According to (15), it is easy to check
∑
A:i∈A P (A)
ri,A
λi
= 1.
By Jensen’s inequality, we immediately have ti ≥ t′i. Hence,
we only need to show tˆi > ti. Again we can form a
lumped chain with the highest service rate assumption, whose
transition rate matrix is:
Q(A,B) =

λi, if B = A ∪ {i}, i /∈ A(
ri,{i} − λi
)
, if A = B ∪ {i}, i /∈ B
−∑C:C 6=AQ(A,C), if A = B
0, otherwise.
(35)
Using a similar sample path argument we can prove the
expected service rate in (34) is less than the expected service
rate in (29), which directly implies t′i > ti.
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