The limited areal extent and evolving nature of convective storms over a small catchment near Johannesburg were investigated and an analysis of 21 storm events over the 10.4 km 2 suburban catchment was carried out. Shapes of storms were modelled by a numerical surface fitting technique chosen after several alternative methods were compared for suitability. A model was developed, utilizing the chosen inverse squared distance technique, which enabled storm intensities to be simulated over the study catchment. The results of the study suggest that a spatial description of storm events at discrete time steps is a valuable approach for understanding the cellular composition of storm events and that the spatial variability of storms should be incorporated when studying the rainfall-runoff process.
INTRODUCTION
Rainfall data for estimating either runoff or infiltration are usually obtained from sparse raingauge networks. Frequently a single raingauge representing a large area is used to estimate point rainfall, and factors are applied to obtain
Open for discussion until 1 June 1991 spatially averaged rainfall. The use of autographic raingauges and data loggers enables the accurate temporal distribution of rainfall to be measured, but this is based on point measurements from the raingauges. In the past, the spatial distribution of rainfall has not been investigated as thoroughly as its temporal distribution when studying the rainfall-runoff process. A method for interpreting spatial variations in rainfall would therefore be instructive.
Alternative methods such as radar tracking methods exist for the analysis of storms, but in view of the fact that short duration storms are predominantly convective in nature and have high ground wind speeds associated with them, the distribution of precipitation clouds does not necessarily correspond to the distribution of rainfall reaching the ground. This aspect is exacerbated for small catchments.
A 10.4 km 2 semi-urban catchment near Johannesburg, South Africa, metered by five autographic raingauges with mechanical loggers, was used to study the spatial distribution of short duration storms.
From the literature and studies by the authors, it was discovered that storm events are composed of several precipitation-producing cells which appear and decay during the duration of the storm event both singly and with several cells together. The pattern of movement of the cells is erratic and their durations widely variable. For the convective type storms studied, the cells are typically of the order of a few square kilometres in areal coverage and have durations of between 10 and 40 min. Rainfall intensities vary from peak rates to insignificant rates over distances of less than 2 km, which is the nominal distance between gauges in the study catchment. Rainfall intensity patterns over the catchment were analysed in order to gain a better appreciation of the spatial distribution of rainfall. For future studies of this nature, however, it is recommended that gauge densities of one or more gauges per square kilometre be used because of the highly variable and erratic nature of the cells.
Previous research into the cellular structure of storm events has tended to be of a statistical nature (e.g. Berndtsson & Niemczynowicz, 1986; Shaw, 1983) . Wishing to examine the spatial distribution of rainfall, a physicallybased analysis using a numerical surface fitting technique (inverse squared distances) was therefore carried out, whereby contour maps of rainfall intensity were superimposed on the study catchment and thus a series of maps was produced for the duration of the storm event. The numerical method was chosen after tests were performed on several surface fitting techniques. A proposed extension is to distribute rainfall numerically over sub-catchments with rainfall-runoff simulation models and thereby account for both spatial and temporal variations in rainfall for runoff modelling. The cellular composition and rapidly changing nature of such cells make the spatial distribution of a storm and its changes in position and size important factors influencing runoff.
MATHEMATICAL SURFACE FITTING TECHNIQUES
Two major mathematical approaches have been commonly used for the investigation of storm characteristics: statistically based methods (e.g. crosscorrelation) and surface fitting methods (e.g. multi-quadratic). The former tend to describe a physical system by means of representative parameters and focus on the dimensions and properties of cells (Berndtsson & Niemczynowicz, 1986; Shaw, 1983) . The latter are generally applied to whole storms or families of storms and attempt to estimate values from the physical system (Shaw & Lynn, 1972; Adamson, 1978) and are then extrapolated to larger areas.
In order to investigate storm patterns over a small catchment, a surface fitting technique was employed to produce a visual picture. It is not a prerequisite to use a surface fitting method to produce contour maps from point depths or heights since methods such as triangulated irregular networks (TIN) and commercial software packages exist. However, a proposed application is the spatial (in addition to temporal) distribution of rainfall over subcatchments within rainfall-runoff process models, in which case rainfall must be distributed independently of the location of the source data. Surface fitting techniques would enable data to be interpolated at any point within the catchment and the interpolated depths could subsequently be interpreted in terms of contours as a second step. Several surface fitting methods are available. These include: (a) inverse squared distances; (b) multi-quadratic; (c) polynomial surfaces; (d) distance-weighted least-squares; and (e) kriging.
The last method, kriging, is more commonly applied to ore estimation and has successfully been applied to groundwater mapping (Gambolati & Volpi, 1979) but would probably only have application to short duration rainfall events if sensitivity to various models of variograms could be examined. The method has been applied to storm data (Heymann & Markham, 1982) but would more likely be used as a result of a study such as the one undertaken here, not for the study itself, and hence this method was not considered further.
Detailed explanations of the methods listed above are not warranted here, but are given by Ripley (1981) (inverse squared distances), Shaw & Lynn (1972) or Hardy (1971) (multi-quadratics), Cliff et al. (1975) (polynomial surface fitting), Mclain (1974) (distance-weighted least-squares), David (1977) and Heymann & Markham (1982) (kriging), and Patrick (1989) , Heymann & Markham (1982) and Maaren & Brawn (1984) for a comparison of the methods.
Thus two steps were necessary for the production of contour maps: gridding, which interpolates rainfall values at chosen locations, and contouring which fits contours amongst the interpolated rainfall values. Objectives were defined for the testing of surface fitting methods of the gridding phase: (a) the interpolated storm should have the same areal extent as the real storm; (b) interpolated depths should equal known depths where they coincide; (c) the method should not be unduly sensitive to missing data; (d) average depth values for the study area should equal observed depths;
(e) the method should be efficient with respect to computer time and memory; and (f) the results should be usable in catchment models.
It is recognized that the first objective is difficult to achieve as the areal extent of the storm event is usually unknown in detail, but this objective addresses the need for the interpolated rainfall surface to follow the rainfall depths on the ground, particularly at low or zero rainfall areas i.e. the area affected by a rainfall event must be closely modelled by the surface fitting technique.
The first four methods were compared by assessing how well they were able to interpret artificially generated data sets intended to resemble realistic storm depths and extreme conditions, and used 100 data points on a regular 10 by 10 grid. Artificial test data were necessary because no raingauge network of sufficient density was available to evaluate the "true" shape of rainfall patterns, and thereby form a comparison with the interpolated data points.
Between three and 80 data points were randomly selected from each test data set and used to generate a surface, which was compared to the "real" surface of the original data set. The process of selecting a number of random data points was repeated 20 times on each data set, for different random data points. Hence for data set 1, using 3 data points (simulating 3 raingauges) 20 different random combinations of 3 data points were selected and used as source data for the surface fitting method. Likewise for 4, 5, 6, 7, 8, 9, 10, 15, 20, 30, 40, 50, 60 and 80 data points. Finally all 100 data points were used as source data for the surface fitting method. This was repeated for each data set.
Comparisons of the interpolated surface were made with the "true" surface both visually (by producing contour maps) and by eight "accuracy of fit" test statistics (including sum of squared residuals, coefficient of variation, efficiency and correlation coefficient) and mean depth values. The numerous test statistics were used because of the absence of a single accuracy of fit test that behaves well under all conditions without reservation (Green & Stephenson, 1986a) . Maximum use was made of the test data sets in this way (with 301 comparisons made per surface fitting method per data set), and it was discovered that only three artificial data sets were necessary to decide which surface fitting method could be used for the production of contour maps over the study catchment.
RESULTS OF COMPARISONS OF SURFACE FTITING TECHNIQUES
A summary of the comparisons of the surface fitting methods carried out by Patrick (1989) is given here. The polynomial surface fitting technique was rejected because of its inability to produce an accurate contour map of one of the test data sets, even though all 100 data points were used as source data for a sixth order polynomial surface (Fig. 1) .
Of the four methods compared, the inverse squared distance was the most consistent, especially for minimal source data points. The other three methods produced large differences between minimum and maximum errors of fit (see Fig. 2 for the sum of squared residuals tests). This indicated that the inverse squared distance method would be more reliable and stable if used for (a)
Fig. 1 (a) Contours fitted to original data; (b) polynomial method applied to data, all 100 data points used in interpolation.
the production of contours for the study catchment, and for the proposed numerical distribution of rainfall for rainfall-runoff process models. A series of duration tests was also carried out to determine how long each method took to interpolate a surface with varying numbers of source data points (Fig. 3) .
The inverse squared distance method determines the influence of each known data point on the point of interest by using the inverse of the square of the distance between the point of interest and the known data point. The rainfall intensity values from known data points were weighted by dividing by the inverse of the square of their distance. The summation of these values was then divided by the sum of the inverse of the squared distances used in the weighting. This process is repeated for each desired interpolation point. As a result of these findings the inverse squared distance method was chosen for the production of contour maps over the study catchment. The method adequately satisfied the goals outlined above for further use.
CONTOURING BY A ROVING SQUARE TECHNIQUE
An efficient contouring method was required to reduce the grid point depths to a contour map. A method using a simple roving three-dimensional surface employing equilateral triangles was developed for this purpose.
A general contouring routine based on a square with the four corners of known depths was used with the square being subdivided into four isosceles triangles, the intersection of the diagonals of the square giving a fifth averaged data point. The use of triangles provides an implicit solution to the position of contours of depth within the enclosing square. Because the four triangles within the square are equal sized isosceles triangles, the same algorithm can be repeated by merely taking the orientation of the triangles into account.
The roving square was applied sequentially to each area defined by four data points on the 10 x 10 gridded data surface (at this stage only the depth values were needed from the data to produce contour positions). The roving square now contoured was superimposed over the catchment and scaled according to the real coordinate system, taking account of which four data points were being contoured to position the contoured square. Edge matching was ensured since adjoining contoured squares used common depths and had a common boundary.
Two coordinate systems were therefore used in the contouring process: a local coordinate system peculiar to the roving square and a global coordinate system from the real catchment dimensions. Simple linear scaling was utilized to convert the completely general roving square to the particular catchment system.
APPLICATION TO A STUDY CATCHMENT
The catchment studied is in the north west of Johannesburg in the interior of South Africa (1500 m a.m.sl). The land use is semi-urban. The area of the catchment is 10.4 km 2 with a difference in elevation from highest to lowest point of 200 m. There are five raingauges serving the catchment, one of which lies immediately outside the catchment boundary. Two of the loggers are of the syphon type, the other three are tipping bucket types with resolutions of 0.2 mm per tip. The five gauges are logged by means of clockwork data loggers with charts that are changed or checked weekly. Thiessen weights were calculated for the five gauges (Fig. 4) .
Data from the rainfall charts were digitized, converted into 5 min rainfall intensity values, and synchronized into one computerized data file taking account of real time values. Twenty-one storm events were extracted from two wet seasons, namely October to March of 1987 and of 1988. Only storm events with all five gauges operating were studied. Contour maps of each 5 min time interval were produced for the duration of the 21 storms studied Fig. 4 Contour map of study catchment, Montgomery Park (after Green & Stephenson, 1986b) . and copied via a printer.
An example of the temporal variability of rainfall for each gauge is given in Fig. 5 which depicts hyetographs from a sample storm that occurred over the study catchment on 10 October 1987. All hyetographs are for the same storm event, and, as shown, the depth at each gauge does not vary greatly from the mean depth calculated by Thiessen weights. Several factors are noteworthy on Fig. 5 : the starting times and ending times are different from gauge to gauge (this is not. a result of error in the chart clock which was found to be accurate to within-5 min over a week); the general shape of the hyetographs is completely different, almost random (and yet the gauges are within 2 km of each other); the peak intensity values occur at different times (a peak at one gauge can coincide with a low at another); and examination of each hyetograph shows groupings of high rainfall and groupings of low rainfall, most clearly seen at gauges 3 and 5. The production of contour maps of rainfall intensities over the whole catchment gives a clearer understanding of the spatial variation of rainfall. It appears that the groupings of high rainfall can be attributed to cellular structure, and the groupings of very low rainfall can be attributed to the absence of cells or fringes of cellular structure within a storm event. Durations of such groups of rainfall are of the order of 10 to 40 min which are the durations typical of cells.
Examples of the spatial contour maps from a storm event on 3 February 1987 are given in Fig. 6 . Each map represents successive contour pictures, with a contour interval of 10 mm h" 1 . A cross-section through the storm event is also presented. Note how what appears to be cellular rainfall begins at gauge 1 and lasts for some 40 min, halfway through which another "cell" appears at gauge 4 and outlasts the first. Later on, a third "cell" arises over gauge 5, lasts for some 25 min and then decays. It is possible that one cell could have produced the patterns of medium rainfall (nominal 60 mm h" 1 ) simultaneously over gauges 4 and 1, but this would require an elliptically shaped cell with minor axis of less than 2 km and major axis greater than 4 km which remained at that exact location for some 15 min, which is considered unlikely in view of the reported erratic behaviour of cells.
It cannot be stated with certainty if the peaks or centres of any cells passed over the catchment, or if more than one cell passed over a gauge which gave the impression of being a single cell. A finer contour map resolution of 1 min may resolve this. A further example of this uncertainty is given in Fig. 7 which may result from overlapping cells, frontal type rainfall, or incorrect interpolation, the risk of which would be lessened with denser raingauge networks.
Spotty rainfall as described by Sharon (1972) was also evident in the early stages of Fig. 6 and is demonstrated by Fig. 8 . Some general trends were also noted during this study. For example, it appeared there was a steadily decreasing number of cells corresponding to an increase in cell intensity. There were two plateaux in storm intensity noticed: one with a duration of about 22 min for intensities of 2.5 to 20 mm h" 1 and a second with a duration of about 11 min for 20 mm h" 1 and above. Cell dimensions were estimated to be about 3 km in diameter which is in keeping with work by others (Berndtsson & Niemczynowicz, 1986; Shaw, 1983 ). This was apparent at peak intensities and for a major part of a cell's duration, suggesting that there may be an upper limit to the areal size of a cell. The effect of spatial variation of storm events over a small urban catchment was studied by Patrick (1989) using a computer runoff model, and was found to be extreme.
The spatial variation of rainfall shows large variations of rainfall intensity within small distances over a small suburban catchment. 
DISCUSSION

absence of a central raingauge makes analysis difficult
in one area of a catchment receiving a disproportionate amount of rainfall purely due to a high or low weight value, as may happen with the study catchment (Fig. 4) . Location of raingauges for reasons other than hydrological (e.g. physical if access to an area is difficult) can therefore result in a biassed distribution of rainfall, a situation that may be reduced with a surface fitting technique. A rainfall event is mobile over a catchment and any modelling that ignores this must immediately introduce an error. Process models which model the rainfall-runoff process are being produced in package format on micro-computers with increasing levels of discretization and accuracy with regard to the modelling of soil, slope and vegetation parameters. To benefit from this, the description of the rainfall distribution over the catchment must be to the same accuracy as the other data. Rainfall is the main input for a cause and effect relationship, and if this is not taken into account to a sufficient level of accuracy, the benefits of discretization will be lost when the areas are lumped together under averaged rainfall inputs. The number of raingauges in a catchment has a significant effect on the accuracy of rainfall interpretation. This is related to both the accuracy of the numerical technique employed for that number of gauges, and the distance between the gauges available for the study (gauges far from the interpolation point have small influence on the interpolation, and therefore minimal effect on the accuracy of the fit). An important aspect is the objective of the catchment study: whether it is for small urban studies or for water resources management of several drainage regions. An intrinsic assumption is that the raingauges themselves are accurate, and that their time synchronization is to acceptable levels. It is recommended that gauges should be maintained to within 5 min of each other for meaningful results.
The applicability of the numerical method used in this project to catchments of large area is unknown. However, understanding that storm events are erratic in behaviour and can be physically smaller in area than the study catchment indicates the numerical method's advantage in describing storm events more precisely than current popular techniques. It is therefore reasonable to expect an increase in accuracy if such a numerical technique is used for large catchment studies. Examination of possible links between cell characteristics and overall climatic and topographical features would be beneficial.
CONCLUSIONS
Considering catchments in their correct relation to storm event size, it would be useful to classify catchment studies using the same classification applied to storm events, i.e. micro-scale for less than about 6 km diameter, meso-scale for less than about 50 km diameter, and synoptic scale for larger catchment studies. This would aid in focussing attention on which aspects of the storm event are most influential to that scale of study (i.e. topographical, relief, areal extent, time scale of storm event, variations in intensity, etc.).
A single convective rainfall event is a composition of several component cells whose individual behaviour is erratic. The description of these cells in parameters useful to hydrologists is important for the accurate study and understanding of rainfall events.
The distribution of raingauges in a catchment is not necessarily the optimal arrangement for computer interpolation, and uneven representation of gauges can occur. There are seldom enough raingauges for a high level of accuracy when interpolating storm events which have extreme variations in intensities over small distances, in most cases significantly smaller than the distance between gauges.
The pattern of rainfall intensities from real rainfall events over their duration varies radically, both with time and space. Hyetographs from the gauges of a catchment for the same storm event can appear totally unrelated to each other, as was found in this study. This makes accurate calibration of catchment models difficult. The authors suggest that accuracy of catchment modelling may be improved with current computing technology such as that presented here.
