A new approach to the approximate solution of nonlinear differential equations is explored. The basic idea is to rewrite the nonlinear equations in the form of an infinite sequence of coupled linear equations by application of the Carleman linearization process. The sequence is truncated at a finite stage by a linear closure approximation involving the minimization of the mean square error. Attention is given to the stability of the truncated sequence of linear equations with respect to propagation of error due to closure back to the earlier members of the sequence. The use of suitably defined orthogonal polynomials to simplify closure approximations is considered. The generalization of the general method to the multidimensional case is treated. Consideration is given to the concept of self-consistent closure methods in which the averaging of the squared closure error depends upon the approximate linear equations derived thereby. A specific example of the last is treated analytically in closed form and a numerical comparison is made with the exact solution.
Abstract.
A new approach to the approximate solution of nonlinear differential equations is explored. The basic idea is to rewrite the nonlinear equations in the form of an infinite sequence of coupled linear equations by application of the Carleman linearization process. The sequence is truncated at a finite stage by a linear closure approximation involving the minimization of the mean square error. Attention is given to the stability of the truncated sequence of linear equations with respect to propagation of error due to closure back to the earlier members of the sequence. The use of suitably defined orthogonal polynomials to simplify closure approximations is considered. The generalization of the general method to the multidimensional case is treated. Consideration is given to the concept of self-consistent closure methods in which the averaging of the squared closure error depends upon the approximate linear equations derived thereby. A specific example of the last is treated analytically in closed form and a numerical comparison is made with the exact solution.
1. Introduction. The standard approaches to the approximate solution of nonlinear differential equations, analytic or computational, involve a linearization of one type or another. The finite difference techniques involve linearization over a small interval, while the methods of successive approximation such as quasilinearization [1] use linearization over the entire interval. In this report we wish to explore a new approach which raises a number of interesting analytic problems. Some we can answer, but others appear to be of great complexity. For some applications of these techniques, see two previous papers [2, 3] .
2. Carleman linearization. It appears to have been pointed out first by Carleman [4] that any nonlinear differential equation could be converted, in numerous ways, into a linear differential equation of infinite order. Consider, for example, the scalar equatioñ
and ignore the fact that we can solve this equation explicitly. Introduce the denumerable set of variables uk(t), k = 1, 2, • • • , by means of the relation uk{t) = u.
Then, using (1), we obtain the differential equation It is natural to attempt to approximate to the solution of the infinite system by cutting it off at a finite stage and using the set of linear equationŝ
Wfc(0) = c. As we see clearly, the first A equations involve A + 1 functions. Hence, we must approximate to uN+1 by some function of the previous ut , i = 1, 2, -,2V, in order to obtain a closed set of equations.
In order to preserve the utility of this approximation scheme, we want uN+i to be a linear function of the w, ,
How then should the coefficients aiN be chosen, and what are the merits of this method? These are topics we shall discuss below.
Stability. Consider a linear series of coupled systems
where the state of the /ct.h box at time t is denoted by uk(t). The equations of (3) assert that the rate of change of the Mh box at time t is determined by the state of the /cth system and that of its immediate neighbor on the right. We now wish to ascertain how a slight change in the state of the Ath box affects the behavior over time of the first box. Will this slight change be propagated to the left with an increase or decrease in intensity, and will it build up over time? These are stability problems, and they involve the usual stability criteria for nonlinear differential equations [5] .
4. Discussion of a particular case. Perhaps the simplest form of closure is that where aiN = 0, i = 1,2, • • • , A, which means that the term uN+1 is simply omitted. We wish then to compare the solution of (4) with the solution of the modified system
dVjy ,r
Hi -■ with vk(0) = uk{0) = ck. Let us consider only the case where [ c | = | m(0) | is chosen sufficiently small that I u(t) | < 2 | c | for t > 0. That this can be done is an immediate consequence of the Poincarc-Lyapunov stability theorem [5] . Hence, | uk{t) | < (2 | c\)k for t > 0.
Using the Ath equations of each system, eqs. (6) and (4), we see that we may write
Jo 
= -(N -1)z>jv_i + (N -l)vN .
Jo from which
It is easy to see inductively that
for k = N -1, N -2, • • • , 1.
We see then that in this case, provided that 2 I c | < 1, the larger the value of N, the better the approximation. Furthermore, we see that the degree of approximation depends critically upon the sign of the coefficient of u, which is to say on the asymptotic behavior of the solutions of the linear approximation.
5. Alternative linearization.
We have taken advantage of the particular analytic nature of the right side of the equation = g(u), u(0) = c.
As in Carleman's original presentation, we can treat any continuous, or even suitably discontinuous right-hand side in the following fashion. Let {pn(u)} be a sequence of orthonormal functions over a w-interval [a, 6] and expand g(u) in an orthogonal series,
for n = 1, 2 , furnishes, together with (14), the desired infinite linear system. To apply this idea to the original closure problem, observe that an expansion in Legendre polynomials (assuming that u varies only over -1 < u < 1) has the advantage that Pn(u) is itself the best linear approximation of the form ^3"-o aknPk (u) 
= a21Pi + a22P2 + a23P3 , dPff = amPi + an2P2 + • • • + annpn + a".n+1P"+1 , we could neglect P"+1 and obtain a closed finite system, secure in the knowledge that we had used the best mean-square fit Pn+1 as a linear combination of the preceding Ph . Similarly, if we used Tschebyscheff polynomials, we would have the best fit by neglecting the (n + l)st polynomial in the nth equation in the sense of the norm max | • • • |. The advantages of these expansions lie in the fact that the best Tschebyscheff fit to u" for -1 < u < 1 is of the order of magnitude of 2~", i.e., we can find coefficients akn such that n-1 max w" -Z) °tnUk
and the minimizing polynomial is precisely " ^ k cos n(cos 1 u) u'* -X, aknu = -•
A; = 0 £ Similarly, the mean-square fit using Legendre polynomials is of the same order of magnitude. This very much more precise approximation will be particularly useful when the linear approximation to a set of differential equations possesses oscillatory solutions, i.e., when the matrix has zero characteristic roots. Introducing vector-matrix notation we can write ft = Ax + By,
= A2y + <t>(x).
Here x is an n-dimensional vector, y and 4>(x) are n2-dimensional vectors, A is an n X n matrix, A2 is an n X n matrix, and B is a 2n X n matrix. Similarly, we can form the n3 X n3 system satisfied by the functions XiXjXk , etc. Fortunately, the matrices A2 , A3 , • • • which we obtain in this way have a simple structure. They are the iterated Kronecker sums of the matrix [6] Hence, under the assumption that A is a stability matrix, namely that all of its characteristic roots have negative real parts, we can establish a result analogous to that derived in Section 4 for the first-order differential equation.
7. Self-consistent methods. Questions of greater difficulty are posed by the following variant of the foregoing technique. Returning to the equation
for simplicity of exposition, suppose that we approximate to u by a linear combination u2 ~ axu + a2 (24) over the interval [0, T], using a mean-square norm as a measure of approximation. We wish to choose ax and a2 to minimize the quantity rT f(ax , a2) -/ (u -aiU -a2)2 dt. The first difficulty we face is that the coefficients ax and a2 depend upon the ultimate solution, which we do not know. The best we can do is to use the solution of the approximating linear equation as an approximation to u in (26). For finite T, an insoluble transcendental equation is obtained. However, in the limit T -> (26) reduces to a pair of soluble equations, and the method can be carried through with the final result in closed form. 
The root a2 = -(1 -ai)(l -2ax) is of no interest since an investigation of this possibility reveals that it is an attempt of the method to approximate the solution of the original nonlinear equation (23) in the neighborhood of the unstable equilibrium solution u -1. On the other hand, the root a2 = 0 corresponds to the approximation of the solution in the neighborhood of the stable equilibrium solution u = 0. Therefore, the treatment will be henceforth limited to the latter case (o2 = 0). 
In Table I for the case c = J. The exact and approximate solutions are compared graphically in Fig. 1 . It is to be noted that the maximum absolute error is only about 0.02. The approximate solution is surprisingly good considering the crudity of the approximation method.
In the case where T < <» we can use successive approximations and proceed as follows. Let u0 be an initial approximation to the solution of (23) and compute a{0), a20> = -Mi + a[0> + ai°V , m^O) = c,
and then , a"' obtained from (26) with u replaced by Ui and so on. In this way we converge to the self-consistent approximate solution. It seems fairly difficult to obtain good estimates of the degree of approximation.
