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Abstract
It is shown that two solvable chaotic systems, the arithmetic–harmonic mean (AHM) algorithm and the
Ulam-von Neumann (UvN) map, have determinantal solutions. An additional formula for certain determinants
and Riccati di2erence equations play a key role in both cases. Two in5nite hierarchies of solvable chaotic
systems are presented which have determinantal solutions.
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1. Introduction and preliminary
Recently, explicitly solvable chaotic dynamical systems have been studied by many authors [10,2,
13,14,8]. The knowledge of explicit solutions helps us to calculate the corresponding ergodic in-
variant measures and then the Lyapunov exponents [13,14,8]. A class of solvable chaotic systems is
remarkably related to numerical algorithms. In the previous work [8], one of the authors showed that
the so-called “arithmetic–harmonic mean (AHM) algorithm” of inde5nite case is a solvable chaotic
system having trigonometric function solutions. The corresponding recurrence relation generates a
sequence of numbers which obeys the Cauchy distribution. The AHM algorithm can be regarded as
a special case of the chaotic systems related to LDevy’s stable laws [14]. On the other hand, the AHM
algorithm of de5nite case is equivalent to the Newton–Raphson’s iteration for a simple quadratic
equation, where the system has a hyperbolic function solution. The recurrence relation of the AHM
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algorithm and its explicit solutions are:
n+1 =
n + n
2
; n+1 =
2nn
n + n
; n= 0; 1; 2; : : : ; (1)
(i) de5nite case : 0¿0¿ 0;
n = N1coth(2n1); n = N1tanh(2n1); (2)
(ii) inde5nite case : 0¿ 0; 0¡ 0;
n = N2 cot (2n2); n =−N2 tan (2n2): (3)
Here, the positive constants N1; N2; 1 and 2 are uniquely determined by the initial value 0; 0.
One more important example is the Ulam-von Neumann (UvN) map which has a trigonometric
function solution
un+1 = 4un(1− un); 0¡u0¡ 1; un = sin2(2n3): (4)
A generalization of the UvN map having Jacobi or Weierstrass elliptic function solution was dis-
cussed in [13].
The 5rst purpose of this paper is to present determinantal solutions of the AHM algorithm both
of de5nite and inde5nite cases in a uni5ed way. The starting point is a Riccati di2erence equation.
With the help of an additional formula for certain determinants an in5nite hierarchy of solvable
chaotic systems of AHM type is introduced. Secondly, a determinantal solution of the UvN map is
also presented by starting with another Riccati di2erence equation. A hierarchy of solvable chaotic
systems of the UvN type is described. The Lyapunov exponents both of the AHM hierarchy and the
UvN hierarchy are shown to be logm; m= 2; 3; : : : .
In the subsequent part of this section, we prepare four lemmas for determinants which are useful
throughout this paper. Let us consider the sequence of determinants of tridiagonal matrices
n ≡
∣∣∣∣∣∣∣∣∣
 ! 0
1 
. . .
. . . . . . !
0 1 
∣∣∣∣∣∣∣∣∣


n; n= 1; 2; : : : (5)
with a real parameter  and a nonnegative parameter !¿ 0. We set 0 ≡ 1 and −1 ≡ 0. It is to
be noted that n is a monic polynomial of  of degree n. We can prove the following elementary
lemmas.
Lemma 1 (Three-term recurrence relation).
n+1 = n − !n−1; n= 0; 1; : : : : (6)
Proof. In terms of the expansion of the determinant n+1 with respect to the 5rst row we derive
(6).
Let us assume here !¿ 0. Setting
Tn(˜) ≡ 1
2
√
!n
n; n= 1; 2; : : : ; T0(˜) ≡ 1; ˜ ≡ 2√!;
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we obtain the recurrence relation Tn+1(˜) = 2˜Tn(˜)− Tn−1(˜); n= 1; 2; : : :, from (6). Thus {Tn(˜)}
are the Chebyshev polynomials of the 5rst kind.
Lemma 2 (Bilinear identity).
2n − n+1n−1 = !n; n= 0; 1; : : : : (7)
Proof. It immediately follows from Lemma 1 that
2n − n+1n−1 =2n − (n − !n−1)n−1
=!(2n−1 − nn−2)
=!n(20 − 1−1)
=!n:
Lemma 3 (Additional formula for determinants).
n+m = nm − !n−1m−1; n; m= 0; 1; : : : : (8)
Proof. Formula (8) is a consequence of Laplace’s theorem (cf. [11]) on the expansion of the
determinant n+m with respect to the 5rst n rows. We give an alternative proof here. Let us assuming
that n =0. Using a determinant partitioning formula for block matrices and Lemma 1 we derive
n+m =n
∣∣∣∣∣∣∣∣∣∣


 !
1 
. . .
. . . . . . !
1 

−


1




 !
1
. . . !
1 


−1

!


∣∣∣∣∣∣∣∣∣∣
=n
∣∣∣∣∣∣∣∣∣
− !n−1=n !
1 
. . .
. . . . . . !
1 
∣∣∣∣∣∣∣∣∣


m
=n(m−1 − !m−2)− !n−1m−1
=nm − !n−1m−1:
Lemma 4. If  is independent of !; then
@n+2
@
− !@n
@
= (n+ 2)n+1; n= 0; 1; : : : : (9)
If  and ! depend on the same parameter; say a; then
@n+2
@a
− !@n
@a
= (n+ 2)
@
@a
n+1 − (n+ 1)@!@a n; n= 0; 1; : : : : (10)
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Proof. A direct calculation with Lemma 3 leads to
@n+2
@
=
n+1∑
j=0
jn−j+1
= 2n+1 +
n∑
j=1
jn−j+1
= (n+ 2)n+1 + !
n∑
j=1
j−1n−j
= (n+ 2)n+1 + !
@n
@
:
This is just (9). The relation (10) can be proved by a similar line of thought.
We proceed as follows. In Section 2, we consider the AHM algorithm (1). It is shown that a ratio
of the determinants {n} give a solution of a Riccati di2erence equation. In terms of the additional
formula (8) for the determinants {n} we obtain a determinantal solution of the recurrence relation
of the AHM algorithm. The same additional formula gives rise to a hierarchy of recurrence relations
having the positive Lyapunov exponents logm; m = 2; 3; : : : . In Section 3, a linear combination of
the determinants n which satis5es a di2erent Riccati di2erence equation is introduced. The UvN
map (4) is derived as an additional formula of the solution of the Riccati equation. Moreover, a
hierarchy of the UvN map is presented from the additional formula (8). The corresponding positive
Lyapunov exponent is exactly computed in terms of the determinantal solutions.
2. Determinantal solutions of the AHM algorithm and its hierarchy
We begin by introducing a sequence {xn} de5ned by the Riccati di2erence equation
xn+1 =
0xn + c
xn + 0
; x0 = 0; n= 0; 1; : : : ; (11)
where 0 and c are some positive and nonzero constants, respectively. We consider {fn} and {gn}
satisfying the linear recurrence relation(
fn+1
gn+1
)
=
(
0 c
1 0
)(
fn
gn
)
;
f1 = 0; f0 = 1;
g1 = 1; g0 = 0:
(12)
It is easy to see that the ratio xn ≡ fn+1=gn+1; n=0; 1; : : :, gives a solution of the Riccati di2erence
equation (11). Since
fn+2 = 0fn+1 + cgn+1
= (20 + c)fn + 20cgn
=20(0fn + cgn)− (20 − c)fn
=20fn+1 − (20 − c)fn;
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we have
fn+2 = 20fn+1 − (20 − c)fn; n= 0; 1; : : : : (13)
On the other hand, noting
fn+1 = 0gn+1 − (20 − c)gn;
we derive
gn+2 = 20gn+1 − (20 − c)gn; n= 0; 1; : : : : (14)
It is shown that {fn} and {gn} are solutions of the same linear di2erence equation corresponding
to the di2erent initial values. The associated solution of the Riccati di2erence equation (11) is then
xn = 0 − (20 − c)
gn
gn+1
: (15)
Now let us set
= 20; != 20 − c¿ 0 (16)
in the determinants (5). From Lemma 1 we see
n−1 = gn; n= 0; 1; : : : : (17)
The next result is an immediate consequence of (15) and (17).
Proposition 1. The Riccati di7erence equation (11) has the determinantal solution
xn = 0 − (20 − c)
n−1
n
: (18)
The additional formula (8) for the determinants n gives rise to that for the solution of (11). In
fact, we have the following.
Theorem 1 (Additional formula for solution). The solution xn of the Riccati di7erence equation
(11) satis9es the additional formula
x(m+1)n−1 =
xmn−1xn−1 + c
xmn−1 + xn−1
; m; n= 1; 2; : : : : (19)
Proof. It follows from Lemmas 1 and 3 that
(m+1)n−2 = mn−1n−1 − !mn−2n−2;
(m+1)n−1 = mn−1n−1 − !mn−1n−2 − !mn−2n−1:
Inserting (m+1)n−2 and (m+1)n−1 into
x(m+1)n−1 = 0 − (20 − c)
(m+1)n−2
(m+1)n−1
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and using Proposition 1; we obtain
x(m+1)n−1 = 0 − (20 − c)
1− (20 − c)(mn−2=mn−1)(n−2=n−1)
20 − (20 − c)(mn−2=mn−1)− (20 − c)(n−2=n−1)
= 0 − 
2
0 − c − (0 − xmn−1)(0 − xn−1)
xmn−1 + xn−1
=
xmn−1xn−1 + c
xmn−1 + xn−1
:
In the case where m= 1 in (19) we can be a bit speci5c. Setting
(2)n = x2n−1; 
(2)
n =
c
x2n−1
; n= 0; 1 : : : ; (20)
we derive from (19) the recurrence relation (1)
(2)n+1 =
(2)n + 
(2)
n
2
; (2)n+1 =
2(2)n 
(2)
n
(2)n + 
(2)
n
; n= 0; 1; 2; : : : (21)
of the AHM algorithm. Consequently,
(2)n = 0 − (0 − c)
2n−2
2n−1
; (2)n =
2c2n−1
2n−1 − (20 − c)2n−2
(22)
give a determinantal solution of (21).
When c¿ 0 the AHM algorithm computes the square root
√
c in a quadratic convergence rate [8].
We can derive from the additional formula (19) with m=2; 3; : : : a hierarchy of recurrence relations
having higher order convergence rates. The result is as follows. De5ne
(m)n ≡ xmn−1: (23)
Then we have from (19)
(2)n+1 =
((2)n )2 + c
2(2)n
; (3)n+1 =
((3)n )3 + 3c
(3)
n
3((3)n )2 + c
;
(4)n+1 =
((4)n )4 + 6c(
(4)
n )2 + c2
4((4)n )3 + 4c
(4)
n
; (5)n+1 =
((5)n )5 + 10c(
(5)
n )3 + 5c2
(5)
n
5((5)n )4 + 10c(
(5)
n )2 + c2
;
(6)n+1 =
((6)n )6 + 15c(
(6)
n )4 + 15c2(
(6)
n )2 + c3
6((6)n )5 + 20c(
(6)
n )3 + 6c2
(6)
n
; : : : : (24)
The 5rst four iteration formulae (24) are known as Newton–Raphson’s, Halley’s, Kiss’s and Kiss–
Nourein’s ([9,3]), respectively, for the simple equation 2−c=0. It is not hard to derive the iteration
formulas for the general quadratic equation 2 − 2b− c = 0.
When c¡ 0, the AHM algorithm (1) does not converge and has the positive Lyapunov exponent
 = log 2 as was shown in [8]. The computation of  is performed by transforming the recurrence
relation (1) to the Bernoulli shift map, a conjugate dynamical system, and by using its ergodic
invariant measure. The existence of positive Lyapunov exponent is known as a criterion of chaos. We
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here compute the Lyapunov exponent of the recurrence relations (24) without using an explicit form
of invariant measures. Let us write a1 ≡ (m)0 ==2; (m)j+1=((m)j ) for j=0; 1; : : : and ′()=d=d.
The Lyapunov exponent is then
≡ lim
n→∞
1
n
n−1∑
j=0
log|′((m)j )|
= lim
n→∞
1
n
log
∣∣∣∣∣
@((m)n−1)
@a1
∣∣∣∣∣
= lim
n→∞
1
n
log
∣∣∣∣∣
@(m)n
@a1
∣∣∣∣∣
= lim
n→∞
1
n
log
∣∣∣∣ @@a1
(
mn−2
mn−1
)∣∣∣∣
= logm+ lim
n→∞
1
n
log|B|;
where
B≡ ((1− m−n)B2 − (1− 2m−n)a1B3 + !(1− 3m−n)B4 − · · ·)B2
− (1− 2m−n)B3 + (1− 3m−n)a1B4 − !(1− 4m−n)B5 − · · · ;
Bk ≡ m
n−k
mn−1
; k = 2; 3; : : : ; mk :
Here we use the explicit solution
(m)n = 0 − (20 − c)
mn−2
mn−1
(25)
and (10) of Lemma 4 with @=@a1 = 2; @!=@a1 = 2a1. Remark that B is a 5nite sum of BkB2 and
Bk .
Let us note that Tmn−1(˜) = mn−1=(2
√
!mn−1) are the Chebyshev polynomials of degree mn − 1
of ˜ = =(2
√
!). The asymptotic property of the Chebyshev polynomials outside the orthogonality
interval is well-known [12]. Namely, Tn(˜) = (zn + z−n)=2 ∼= zn=2 as n→∞ for |˜|¿ 1, where z is
de5ned by ˜=(z+ z−1)=2 and |z|¿ 1. Let I1 be an interval of -axis such that I1 = [− 2
√
!; 2
√
!]
which is corresponding to the orthogonality interval in ˜-axis. It follows from the asymptotic property
that Bk = mn−k =mn−1 ∼=
√
!1−kz1−k as n → ∞ outside the interval I1 for any positive integer k.
Thus we see limn→∞(log|Bk |)=n= 0 outside I1.
On the other hand, the inequality 06 |Tn(˜)| = |cos(n cos−1 ˜)|6 1 holds on the orthogonality
interval. We have
log|Bk |= 1− k2 log!+ log
∣∣∣∣cos((m
n − k)cos−1=2√!)
cos((mn − 1)cos−1=2√!)
∣∣∣∣ ;
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where m and k are given numbers such that m; k = 2; 3; : : :. If
 =2√! cos (2‘ + 1) 
2(mn − k) for ‘ = 0;±1;±2; : : : ; n= 1; 2; : : : ;
 =2√! cos (2‘ + 1) 
2(mn − 1) for ‘ = 0;±1;±2; : : : ; n= 1; 2; : : : ;
then −∞¡ log|Bk |¡∞ for n = 1; 2; : : :. Namely, except for countably many initial values  each
log|Bk | takes a 5nite value. When log k=logm is a natural number, n runs over the set of natural
numbers exclusive of log k=logm.
It is shown that limn→∞(log|Bk |)=n= 0 holds almost everywhere in -axis. Thus, we can state
Theorem 2. The Lyapunov exponent of the AHM hierarchy (24) is logm.
Theorem 2 says that the iteration formulas (24) having higher order convergence rates give rise
to chaotic dynamical systems. We have presented a new class of explicitly solvable chaotic systems
which have determinantal solutions. To compute the Lyapunov exponent the explicit solution is
directly in use.
3. Determinantal solutions of the UvN map and its hierarchy
Let us start with the Riccati di2erence equation
y2n = y2n − 2!n; y1 = ; n= 1; 2; : : : : (26)
It can be checked that
Proposition 2. The Riccati equation (26) has the determinantal solution
yn = n − !n−2: (27)
Proof. By a direct substitution and Lemmas 2 and 3 we derive
y2n =2n − 2!2n−1 + !22n−2
=2n − 2!n−1n − 2!n + !22n−2
= y2n − 2!n:
In the subsequent discussions, we restrict ourselves to the cases where (i) != 0, (ii) != 1.
First we set (i) != 0. De5ne
u(2)n =
1
2 − 12y2n : (28)
Then we derive a solvable logistic map
u(2)n+1 = 2u
(2)
n (1− u(2)n ); n= 0; 1; : : : (29)
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having the determinantal solution u(2)n = 12 −2n =2. The initial value is given by u(2)0 = 12 −=2. When
−1¡¡ 1, the solution u(2)n converges to 1=2 exponentially.
Next, we consider the case where (ii) != 1. The function u(2)n de5ned by
u(2)n =
1
2 − 14y2n (30)
satis5es the UvN map (4)
u(2)n+1 = 4u
(2)
n (1− u(2)n ); n= 0; 1; : : : ; (31)
where we set −2¡¡ 2, and consequently, 0¡u(2)0 ¡ 1. Thus it is shown that the UvN map
admits the determinantal solution
u(2)n =
1
2 − 14 (2n − 2n−2): (32)
Relationship to the known determinantal solution [2] and the analytic solution [10] of the logistic
map is not clear. The determinants which appear in [2] look rather di2erent from 2n . Indeed, the
value of the parameter " of the logistic map un+1 = "un(1− un) is not speci5ed in [2,10]. Recently
the quadratic map (26) in real and complex domains was reviewed in [4].
A hierarchical structure of the UvN map is described as follows. It is not hard to derive from
(27) with the help of Lemmas 2 and 3 that
y3n+1 = y
3
3n − 3y3n ; y4n+1 = y44n − 4y24n + 2;
y5n+1 = y
5
5n − 5y35n + 5y5n ; y6n+1 = y66n − 6y46n + 9y26n − 2; : : : :
Thus the functions u(m)n de5ned by
u(m)n =
1
2 − 14ymn (33)
satisfy the di2erence equations
u(3)n+1 = u
(3)
n (3− 4u(3)n )2;
u(4)n+1 = 16u
(4)
n (1− u(4)n )(1− 2u(4)n )2;
u(5)n+1 = u
(5)
n (5− 4u(5)n (5− 4u(5)n ))2;
u(6)n+1 = 2u
(6)
n (9− 64u(6)n (1− u(6)n )2(3− 8u(6)n (1− u(6)n ))); : : : : (34)
The 5rst one, the cubic map, was already found in [13] and is a special case of the so-called
Chebyshev maps [1]. The UvN hierarchy (34) has the determinantal solution
u(m)n =
1
2 − 14 (mn − mn−2); m= 2; 3; : : : (35)
for the initial value u(m)0 =
1
2 − =4.
Let us compute the Lyapunov exponent of the UvN hierarchy without use of explicit invariant
measures. Let us write a2 ≡ u(m)0 = 12−=4 and u(m)j+1=#(u(m)j ) for j=0; 1; : : :. The Lyapunov exponent
is expressed as
≡ lim
n→∞
1
n
n−1∑
j=0
log|#′(u(m)j )|
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= lim
n→∞
1
n
log
∣∣∣∣∣
@u(m)n
@a2
∣∣∣∣∣
= lim
n→∞
1
n
log
∣∣∣∣∣
@u(m)n
@
∣∣∣∣∣
= lim
n→∞
1
n
log
∣∣∣∣@(mn − mn−2)@
∣∣∣∣
= logm+ lim
n→∞
1
n
log|mn−1|:
Here, we use (9) of Lemma 4. Let us note again that !=1. Since Tmn−1=mn−1=2 are the Chebyshev
polynomials of degree mn − 1, the inequality
06 |mn−1|=
∣∣∣∣2 cos
(
(mn − 1) cos−1 
2
)∣∣∣∣6 2
holds on the orthogonality interval I2 = [ − 2; 2] on the -axis. Moreover, each mn−1 has mn − 1
zeros in I2. For a given m, if
 =2cos (2‘ + 1) 
2(mn − 1) for ‘ = 0;±1;±2; : : : ; n= 1; 2; : : : ;
then −∞¡ log|mn−1|6 log 2 for n= 1; 2; : : : . Namely, except for countably many initial values 
each log|mn−1| takes a 5nite value. More precisely, log|mn−1|6 log 2 in I2 and −∞¡ log|mn−1|
almost everywhere in I2. It is concluded that limn→∞(log|mn−1|)=n=0 holds almost everywhere in
I2 = [− 2; 2]. We can state
Theorem 3. The Lyapunov exponent of the UvN hierarchy (34) is logm.
The Lyapunov exponent of the original UvN map, where m=2, has been known. In this section, the
UvN hierarchy (34) is shown to be a class of explicitly solvable chaotic systems having determinantal
solutions.
4. Concluding remarks
In this paper, we consider two explicitly solvable chaotic systems, the AHM algorithm (1) and
the UvN map (4) in a uni5ed manner. The resulting determinantal solutions of both systems are
remarkably expressed by the same determinants {n}, where each n is a slight modi5cation of
the celebrated Chebyshev orthogonal polynomial of degree n. The additional formula (8) and the
Riccati di2erence equations (11) and (26) are particularly useful. Two hierarchies of solvable chaotic
systems (24) and (34) are also presented as generalizations of the AHM algorithm and the UvN
map, respectively. It is to be noted that the AHM algorithm of de5nite case, which is not a chaotic
system, has determinantal solution (22) of the same form as in the inde5nite case.
If (i) ! = 0 and (ii) ! = 1, then the determinantal solution (27) of the Riccati equation (26)
gives rise to solvable logistic maps (29) and the UvN map (31), respectively. This fact is closely
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related to an integrability of polynomial maps f : C → C, where the integrability is de5ned by a
commutativity of maps. See [16] and references by Julia, Fatou and Ritt therein. Indeed, there exist
only two series of such integrable polynomial maps. One is the simple power map f = zk . The
other is the Chebyshev map f= Tk(z). In the quadratic case they are corresponding to the cases (i)
y2n=y2n and (ii) y2n=y
2
n−2 in (26), respectively. This fact implies that such integrable polynomial
maps contain a chaotic system. Namely, integrability is not inconsistent with chaos.
In mathematical physics the notion of determinantal solutions has been the most important tool to
understand integrable dynamical systems, such as soliton equations, the axially symmetric Einstein
equation and the self-dual Yang-Mills equation and so on (cf. [15]). To write down determinantal
solutions, we usually reduce integrable systems to some bilinear identities of determinants. In ap-
plied mathematics many algorithms, where the nth terms of recurrence relations are expressed by
determinants, have been known. The qd algorithm (cf. [7]), the $-algorithm (cf. [6]) and the discrete
Schur Row (cf. [5]) are typical examples of such algorithms. They are also expressed as bilinear
identities of determinants. Since the nth term converges to some number as n→∞ in general, the
recurrence relations are not chaotic but solvable dynamical systems.
It is shown here that a very special but important class of chaotic dynamical systems also ad-
mits determinantal solutions. The determinant identities given in Lemmas 2–4 are most crucial. The
explicit form of solutions allows us to compute Lyapunov exponents. Hence, the existence of deter-
minantal solutions seems to have a big advantage in chaotic systems as well as in integrable systems.
Although, our result does so far not cover a wide class of chaotic systems, we believe that it is a
fundamental issue to 5nd out determinantal solutions of chaotic systems in terms of methodology
developed in integrable systems.
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