Sequential ATPG (Automatic Test Pattern Generation) i s a very desirable CAD tool, but to date, the size and complexity of circuits for which sequential ATPG could be performed has been limited. W e have discovered a method for collecting functional information which makes fault observation significantly easier. We also propose a new method for state justification which is a combination of functionbased methods and structure-based methods. Our sequential ATPG system deals with circuits without a reset state or a synchronizing sequence, and the experimental results show that the proposed method achieves significant improvements over existing sequential ATPG methods.
Introduction
Sequential Automatic Test Pattern Generation (ATPG) has been a goal of CAD developers for at least a decade. Various sequential test generators have been proposed in the past [GHOS] [NIER] [LEE] [CH091] [POME921 [CH093] [POME94]. Recent advances in the Boolean function manipulation techniques based on Ordered Binary Decision Diagrams (OBDDs) [BRYA] have enabled reachability analysis for the State Transition Graphs (STGs) of sequential circuits [COUD89] , which dramatically improves the performance of sequential circuit test generators. However, ATPG techniques based on the reachability analysis can only be applied for the restricted set of circuits with a designated reset state [CH091] [POME941 or circuits for which a synchronizing sequence can be found [CH093] . Although other approaches do not have such limitations, they are far from efficient. Our research deals with the generation of test patterns for sequential circuits without the assumption of a reset state or a synchronizing sequence and based on single observation test time strategy in contrast to multiple observation test time strategy [POME92] .
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The process of sequential ATPG can be decomposed into three subproblems. These are 1) combinational ATPG, 2) fault observation and 3) state justification. Of these three, combinational ATPG is by far the most mature. In this work, we propose enhancements for state justification based upon pre-image computation, and we also introduce a new method for fault observation based on the Difference Propagation Diagram . Experimental results show that the proposed ATPG methods achieve significant improvements over existing sequential ATPG algorithms.
Sequential Test Generation Algorithm Overview
The iterative array model [ABRA] used in most sequential test generators is shown in Figure 1 . The circuit is duplicated to take multiple time frames into account, and thus the fault f exists in every array element. The array element at t = 0 has the activation state where the fault is activated for the first time. The fault effect is propagated to a primary output by a propagation sequence, and the activation state is justified from the initial state by a justification sequence. The fault propagation is guided by the Difference Propagation Diagram which is a unique feature of our ATPG system. We construct the Difference Propagation Diagram for the good circuit. We use both functional and structural methods to compute justification sequences.
While structural methods process a cube at a time, functional methods deal with functions and process multiple cubes simultaneously. Hence, our methods either does depth first search or does breadth first search. Functional methods are based on the pre-image computation techniques [PIXL] [COUDSl] and are performed for the good circuit. If the faulty circuit is driven to the activation state by the justification sequence, then the computed justification sequence can be used. If the justification sequence is not valid, we use structural methods [LEE] [NIER] to compute the justification sequence for the faulty circuit. The most significant difference between our approach and earlier work is in the fault propagation and state justification tasks. These are explained in detail below. Figure 2 is an iterative array model of forward time processing. x is the fault site a t each time frame, and the thick line is the sensitized path. At time frame 0, if possible, the fault effect is propagated to a primary output. Otherwise, the fault effect is propagated to a flip-flop. Once the fault effect is propagated to a flip-flop, the search and decision making is guided by the functional information represented by the Difference Propagation Diagram. For each edge in the graph, we compute the Boolean difference of the function for the destination vertex with respect to the variable for the source vertex. The minimum cost cube and the corresponding difference propagation cost are computed for the Boolean difference and stored on the edge. Since we use OBDDs to represent combinational functions of sequential circuits, the above information can be computed easily due to the efficiency of OBDDs for function manipulation.
Fault activation and propagation

PIS
Observation cost of a flip-flop is defined as the cost of the minimum cost path to propagate the difference from the flip-flop to any primary output. The cost of a path is the sum of the cost at each edge along the path. The observation cost is computed for each flip-flop. Experimental results for ISCAS benchmark circuits [BRGL] show that for most circuits, as many as 50% of flip-flops have observation cost less than 2. We call the collection of input patterns along the minimum cost path as MAXSIPS (MAXimally State Independent Propagation Sequences).
The observation costs are used as an observability measure for flip-flops.
We also store the Boolean differences of output/flip-flop functions with respect to each fanin flip-flop variable when their OBDD size fits in the available memory. We use the stored Boolean differences when the observation cost is not 0 and the stored cube contradicts the present state value. Suppose the fault effect has been propagated to a flip-flop whose observation cost is 0. Then, MAXSIPS provides a propagation sequence which guarantees observation of the fault effect at a primary output. If a fault effect has been propagated to a flip-flop whose observation cost is greater than 0, then we compare the values of flip-flop variables in the minimum cost cube with the present state variable values. If their values match, we use them, and if they contradict, we use the entire Boolean difference function.
Although MAXSIPS and the Difference Propagation Diagram are computed for good circuits, it has been shown that most propagation sequences for the fault-free circuit are also valid for faulty circuits [GHOS] . Hence, chances are very high that the information in the Difference Propagation Diagram is also valid for faulty circuits. Figure 3 is an example circuit and its Difference Propagation Diagram. For each edge, the difference propagation cost is shown, but the corresponding cube is not shown for brevity. When the fault effect is propagated to F F 1, the propagation sequence can be computed immediately (via FF2 and FF3) from MAXSIPS. Note that primary input cube (Xl, X2, X3, X4) = (d, d , 1, l ) , where d =don't care, is a cube which propagates a difference from FF2 to FF3, and it can be computed easily because we use OBDDs to represent combinational functions. If we use conventional constant (1 and 0) based ATPG, we need to set a value at FF4, and extend time frames backward to justify the value at FF4. If the fault effect cannot be propagated to a primary output, we propagate the fault effect to a flip-flop with the lowest observation cost. After propagating to a flipflop, we try to set primary inputs according to the cube and Boolean Difference functions stored in the Difference Propagation Diagram. If the fault effect is not propagated as desired, backtrack is performed to maintain completeness. Experimental results show that this heuristic is very efficient for finding propagation sequences. In the following two sections, we will show the state justification methods and the entire ATPG system structure.
State justification
After the fault effect is propagated t o a primary output, the activation state is justified through backward time processing.
The pre-image of a set of states A under s' is defined as pre--image(i, A ) = ( 2 I 3g, g E A , i(2) = y') where 2 consists of present state variables and primary input variables, and y' consists of next state variables.
[COUDSI] and [PIXL] proposed a pre-image computation techniques using OBDD. We use these techniques in the justification sequence computation process for good circuits whose overall algorithms are shown in Figure 4 . In figure 4 , Sa is the activation state and S, is the last state resulting from the test vectors for previous faults. Preimage computation is continued until S, is reached, there is no assignments on flip-flop variables, or no new state is visited. Though no assignments on flip-flop variables implies S, is reached, we consider the two cases independent for clarity of explanation. Extractstates performs universal abstraction on primary input variables. When the ATPG process starts for the first fault, we have an O,z, 1,~) . We compute the justification sequence of S, for the good circuit using the above algorithms. If S, is unreachable from the initial state, then S,f is also unreachable from the initial state. Therefore, the complexity of identifying unreachability of an activation state decreases dramatically when the activation state is unreachable in the good circuit do-main, because the good and faulty circuit domain complexity is O ( N Z ) when the good circuit domain complexity is O ( N ) . Since if a state is unreachable from a specific state, then the state is also unreachable from the unknown state, the completeness of the ATPG algorithm is not affected in case the initial state is not the unknown state, but a specific state resulting from previous test vectors.
If the activation state S,f is reachable from the initial state and the activation state requires no assignment on the faulty circuit, the justification sequence for the good circuit is also valid for the faulty circuit. For example, if the activation state is (l/z, O/z, x/z, l/z), then the justification sequence of S,, (1,o,z, I ), is also a justification sequence for S,j . Otherwise, the justification sequence of S, is concatenated with a propagation sequence and simulated against the faulty circuit to check if the fault is detected. If the sequence cannot detect the fault, we use structural methods [LEE] to compute a justification sequence of S,f.
While structure-based conventional methods deal with a cube at a time, function-based methods deal with functions, which are collections of cubes. Therefore, the ways of performing search are breadth first search for functionbased methods and depth first search for structure-based methods. Theorem 1 shows the advantage of functionbased methods due to the breadth first property of function-based methods. In theorem 1, for simplicity, we assume state justification is computed for the good circuit. Theorem 1 Suppose s is a n activation state, and we are trying to find a justification sequence from s to the initial unknown state. If the set of justification sequences computed by structure-based methods is S. and the set of justification sequences computed by function-based methods is S f , then S, E S j and S, 3 S j .
Proof: Suppose the justification sequence t = t o , t l , ... tn-1 is computed by structure-based methods, t is applied to the circuit a t the initial state, and the state of the circuit changes in the order of S O , 31, 3 2 , ..., snl where s o is the initial state and sn i s the activation state. Preimage computation for state s,, can identify all combinations of states and input vectors whose successor state i s s,,. Hence, if structure-based methods can identify sn-l and tn-l, function-based methods can also identify them.
The same holds for Sn-2 and t n 4 , ..., 30 and to. Therefore, function-based methods can compute t .
Suppose figure 5 i While function-based methods have the advantages of breadth first search, structure-based methods have advantages of depth first search. Depth first search can find a niche in cases when the depth of search is deep, or the amount of information needed for breadth first search is too large. Since we use both breadth and depth first search, our algorithms result in significant improvements over previous approaches.
Experiments and Results
Our ATPG algorithms have been implemented with the C language and has been run on ISCAS sequential benchmark circuits [BRGL] with a SPARC station 2. We do not assume that circuits have reset states or synchronizing sequences. CPU time and fault coverage are compared in table 1 between two existing methods [NIER] [LEE] and our new method. The CPU times are measured in seconds for all the faults including untestable faults and aborted faults. HITEC was run on a SPARC Station I, and [LEE] was run on a SPARC station 2. The more recent HITEC results reported in [LEE] are used instead of those in [NIER] . As one can see, our new methods give comparable fault coverage in significantly less CPU time.
We also found that our methods give shorter test length for most circuits, because of breadth first search characteristics of function-based justification methods.
Conclusion
We have presented two innovations for sequential ATPG. We have demonstrated the effectiveness of the innovations by showing the experimental results. Our sequential ATPG system deals with circuits without a reset state or a synchronizing sequence.
The use of functional information by Difference Propagation Diagram has been shown to be very effective for fault observation. Once a fault effect is propagated to a flip-flop, we could propagate the fault effect to a primary output without much effort. Since the Difference Propagation Diagram is constructed for only the good circuit, the expense of computing the diagram is negligible.
For state justification, we used both function-based techniques and structure-based techniques, which gives significant improvements over existing methods. Therefore, we could take advantage of both breadth first and depth first search methods. The test sequences were shorter compared with existing methods, mainly due to the breadth first characteristics of our methods.
