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Der aktuelle Klimawandel hat einen Anstieg des Meeresspiegels zur Folge. Die A¨nde-
rung des Meeresspiegels ha¨ngt von einer Reihe unterschiedlicher Faktoren ab. Das
Akkumulations- und Abschmelzverhalten der polaren Eismassen tra¨gt zu einem
großen Anteil dazu bei, was sich in einer Vera¨nderung der polaren Eismassenbilanz
ausdru¨ckt. Etwa 90% der weltweiten Eismasse liegt in der Antarktis vor, weshalb
A¨nderungen der antarktischen Eismassenbilanz von großer Relevanz fu¨r die Progno-
se des Meeresspiegelanstiegs sind. Das Einzugsgebiet des Lambert Gletscher/Amery
Eisschelf-Systems umfasst etwa 10% der Ostantarktis und kann damit als repra¨senta-
tiv fu¨r einen großen Teil des antarktischen Eisschilds angesehen werden. Ho¨hena¨nde-
rungen seiner Eisoberfla¨che lassen sich als Massena¨nderungen interpretieren. Bei
herko¨mmlichen Massenbilanzierungen bleibt unberu¨cksichtig, wie sich die ra¨umliche
Verteilung der Massenbilanza¨nderung darstellt. Mit dem in dieser Arbeit vorgestell-
ten Verfahren kann die ra¨umliche Verteilung der Massenbilanza¨nderung bestimmt
werden.
Zur Bestimmung einer signifikanten mittleren Ho¨hena¨nderung beno¨tigt man Zeitrei-
hen aus Ho¨henmessungen von mindestens fu¨nf bis zehn Jahren. In dieser Arbeit wer-
den deshalb Radaraltimeterdaten von ERS-1 und ERS-2 aus dem Zeitraum 1992-
2002 verwendet. Die Ho¨he der Eisoberfla¨che kann mit Hilfe der Radaraltimetrie in
kurzer Zeit und u¨ber sehr große Gebiete hinweg gemessen werden. Bei der Radar-
altimetrie sind zur hochgenauen Bestimmung der Ho¨he eine Reihe von geophysi-
kalischen, atmospha¨rischen oder instrumentellen Ho¨henkorrekturen erforderlich, die
allerdings selbst gewisse Ungenauigkeiten aufweisen. Außerdem ko¨nnen verschiedene
Faktoren, die sich auf die Messgenauigkeit auswirken, nicht in der Ho¨henkorrektur
erfasst werden. Dies limitiert die Verwendbarkeit der mit diesem Messverfahren ge-
wonnenen Daten.
Die Ho¨hena¨nderung innerhalb des Untersuchungsgebiets Lambert-Gletscher/Amery
Eisschelf (Ostantarktis) wird mit einer zeitlichen Auflo¨sung von 35 Tagen anhand
von digitalen Ho¨henmodellen mit 3 km Gitterauflo¨sung bestimmt. Diese Ho¨henmo-
delle werden u¨ber ein spezielles geostatistisches Interpolationsverfahren (stratifizier-
tes Kriging) aus den Radaraltimeterdaten erstellt. Das Untersuchungsgebiet besteht
aus mehreren morphologisch einheitlichen Regionen, die sich in ihrer ra¨umlichen
Struktur teilweise deutlich voneinander unterscheiden und die durch Abbruchkan-
ten oder steile Abha¨nge (Diskontinuita¨ten) voneinander abgegrenzt werden ko¨nnen.
Die meisten Interpolationsverfahren sind ungeeignet, derartige Gela¨ndestrukturen
korrekt in digitalen Ho¨henmodellen wiederzugeben. Die Diskontinuita¨ten werden bei
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der Interpolation durch das stratifizierte Kriging beru¨cksichtigt. Hierbei wird die Be-
rechnung des ra¨umlichen Zusammenhangs (Variographie) und die Interpolation fu¨r
jede Region separat durchgefu¨hrt. Anschließend werden benachbarte Regionen mit-
einander verbunden. Die Aufteilung in Regionen erfolgt anhand der ra¨umlichen Ver-
teilung von Datenlu¨cken sowie mit Hilfe eines Split-Moving-Window Verfahrens. Um
ra¨umliche globale Trendeinflu¨sse bei der Interpolation auszuschließen, wird mit Hil-
fe gla¨ttender bikubischer Splines eine Trendbereinigung vorgenommen. Die zeitlich
auf einander folgenden Ho¨henmodelle bilden zusammen eine Ho¨henmodell-Zeitreihe,
d. h. an jedem Gitterpunkt liegt eine Zeitreihe der interpolierten Ho¨he u¨ber den ge-
samten Meßzeitraum vor.
Um die Gro¨ße des Interpolationsfehlers zu quantifizieren, wird zum einen eine Kreuz-
validierung vorgenommen. Das stratifizierte Kriging erzeugt hierbei im Vergleich zu
einem Ordinary Kriging geringere Scha¨tzfehler und besta¨tigt sich daher als das ge-
eignetere Interpolationsverfahren. Zum anderen wird der Scha¨tzfehler an den Gitter-
punkten des Ho¨henmodells u¨ber das Noiselevel gescha¨tzt. U¨ber diesen Scha¨tzfehler
la¨ßt sich die Schwankungsbreite der potentiellen Ho¨hena¨nderung abscha¨tzen. An
jedem Gitterpunkt wird der lineare Trend der Ho¨hena¨nderung u¨ber den Meßzeit-
raum bestimmt und auf Signifikanz gepru¨ft. Im Vergleich der linearen Trends mit
der Schwankungsbreite der potentiellen Ho¨hena¨nderung la¨ßt sich die Plausibilita¨t
dieses Trends einscha¨tzen. In den Inlandeis-Regionen gibt es dagegen weniger ho-
mogene Gebiete mit plausiblen signifikanten Ho¨hena¨nderungen sondern es zeigt sich
vielmehr ein sehr heterogenes Bild von eng benachbarten Gebieten mit positiven
und negativen Ho¨hena¨nderungen. Insgesamt u¨berwiegen zwar Gebiete mit positiver
Ho¨hena¨nderung, allerdings machen die signifikanten Ho¨hena¨nderungen im gesamten
Gebiet nur einen geringen Teil aus. Unter Beru¨cksichtigung des Scha¨tzfehlers ergibt
sich, dass nur sehr wenige der signifikanten Trends auch als plausibel betrachtet
werden ko¨nnen. Dies ist vor allem darauf zuru¨ckzufu¨hren, dass die Ho¨hena¨nderun-
gen innerhalb des Meßzeitraums zu gering sind als daß sie bei der noch zu geringen
Ho¨hengenauigkeit der konventionellen Radaraltimeterie u¨ber Eis detektiert werden
ko¨nnten. Daher sind genauere Messmethoden und la¨ngere Datenreihen erforderlich.
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Summary
Sea level rise due to climate change is sufficiently well established. Sea level change
is affected by a variety of different factors. One of the main factors is the change
of the accumulation and melt rate on polar ice sheets which varies the polar ice
mass balance. About 90% of the polar ice masses reside in Antarctica which makes
the Antarctic mass balance highly relevant for predictions of sea level rise. The
area of interest in this thesis is the Lamber Glacier/Amery Ice Shelf system. Its
catchment area encloses about 10% of East Antarctica. Therefore it is representative
for a significant part of the Antarctic ice sheet. Elevation changes of the ice surface
indicate ice mass balance changes. Conventional mass balance studies do not account
for the spatial behaviour of these changes. With the methods presented in this thesis
it is possible to show the spatial distribution of mass balance changes.
The elevation of the ice surface can be measured over wide areas in short time periods
using satellite radar altimetry. To determine significant elevation changes time series
of about five to ten years are necessary. In this thesis radar altimeter data of ERS-1
and ERS-2 over a time period from 1992 to 2002 are used. To get accurate elevation
measurements geophysical, atmospherical, and instrumental height corrections are
applied. These corrections still comprise inaccuracies and diverse factors that affect
measurement quality can not be corrected for. This limits the applicability of these
data.
The change of elevation within the Lambert-Gletscher/Amery Eisschelf (East Ant-
arctica) is calculated with 35 day time resolution for digital elevation models with
3 km grid spacing. These elevation models are calculated by a special interpolation
technique (stratified kriging) based on the radar altimeter data. The area of inte-
rest consists of several morphological homogenious regions that are divided by steep
slopes or ridges (discontinuities). In contrast to other interpolation techniques these
discontinuities can be accounted for by stratified kriging. Using this method calcu-
lation of the spatial correlation (variography) and interpolation are accomplished
separately within each region. Neighbouring regions are connected afterwards. The
delineation of units is accomplished by the analysis of gaps between data as well as
by a split moving window algorithm. To diminish the influence of a global spatial
trend during interpolation bicubic smoothing splines are used for detrending. All
elevation models together describe an elevation time series at each grid node.
To evaluate the interpolation error a cross validation technique is used. Stratified
kriging has smaller cross validation errors than ordinary kriging and thus it is the
more effective interpolation method. Furthermore the interpolation error at the grid
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nodes is estimated by the noise level. Using this estimation the maximum expected
elevation change due to interpolation error can be calculated and compared with
the linear trend of the elevation change. The linear trend at each grid node is test-
ed for significance. Significant positive trends of elevation change over wide areas
can at most be recognized at the central and eastern Amery Ice Shelf. All other
regions show a heterogeneous pattern of more ore less significant elevation changes.
Areas with positive elevation change prevail but considering the interpolation error
significant elevation changes play only a marginal role. This is due to the fact that
elevation changes are too small within the period monitored and that data quali-
ty of conventional radar altimetry over ice is scarce. More advanced measurement





Dass derzeit ein globaler Klimawandel stattfindet, wird heute kaum noch bestritten.
Dieser Klimawandel manifestiert sich in einem prognostizierten Meeresspiegelanstieg
von etwa 50 cm innerhalb diesen Jahrhunderts (Intergovernmental Panel on
Climate Change, 2001). Diese Prognose ist allerdings noch recht ungenau. Ne-
ben anderen Faktoren sind es vor allem steigende Abschmelzraten des polaren Eises
die zum Meeresspiegelanstieg beitragen. Gleichzeitig fu¨hrt eine temperaturbedingte
Versta¨rkung der Verdunstung zu einem erho¨hten Wasserdampfgehalt innerhalb der
Atmospha¨re und damit zu mehr Niederschlag und einer sta¨rkeren Akkumulation
von Schnee in den Polarregionen. Da sich hierbei Vorga¨nge mit sehr unterschiedli-
chen ra¨umlichen und zeitlichen Ausdehnungen und Verteilungen u¨berlagern, ist eine
genaue Berechnung der polaren Massenbilanz sehr schwierig. Eine Pra¨zisierung der
Massenbilanzierung hilft, die Genauigkeit der Prognose fu¨r den Meeresspiegelanstieg
zu erho¨hen. Dabei ist auch die ra¨umliche Verteilung der polaren Massenbilanz von
Bedeutung, da bei einer globalen Betrachtung lokale Besonderheiten oft außer acht
gelassen werden.
Meist wird die Massenbilanz fu¨r das gesamte Einzugsgebiet eines Gletschers oder
eines ganzen Eisschildes ermittelt, indem alle positiven und negativen Bilanzanteile
miteinander verrechnet werden. Dies ist bei der Gro¨ße und Unzuga¨nglichkeit polarer
Eismassen nur sehr ungenau mo¨glich. Dabei bleibt auch unklar, ob sich die Mas-
senbilanza¨nderung ra¨umlich im gesamten Einzugsgebiet gleichfo¨rmig verha¨lt oder
ob es einzelne Zentren mit positiven, negativen oder gleichbleibenden Trends der
Massenbilanza¨nderung gibt. Ein Indikator fu¨r lokale Massenbilanza¨nderungen ist
die Ho¨hena¨nderung der Eisoberfla¨che. Bei sinkender Ho¨he u¨berwiegt an dieser Stel-
le der Eisverlust gegenu¨ber dem Eiszuwachs, die lokale Massenbilanz ist in diesem
Fall negativ. Die lokale Ho¨hena¨nderung kann anhand einer Ho¨henmodell-Zeitreihe
an den Gitterpunkten dieser Ho¨henmodelle beobachtet werden. Daru¨ber hinaus ist
so auch eine Betrachtung der ra¨umlichen Verteilung der Ho¨hena¨nderung mo¨glich.
Die Ho¨he der Eisoberfla¨che kann mit Hilfe der satellitengestu¨tzten Radaraltimetrie
in kurzer Zeit und u¨ber sehr große Gebiete hinweg gemessen werden. Da die ja¨hr-
lichen Ho¨hena¨nderungen nur wenige Zentimeter umfassen und die Messgenauigkeit
der Radaraltimetrie u¨ber Eis begrenzt ist, beno¨tigt man langja¨hrige Zeitreihen, um
signifikante Ho¨hena¨nderungen nachweisen zu ko¨nnen. Das Untersuchungsgebiet die-
ser Arbeit ist das Lambert Gletscher/Amery Eisschelf-System in der Ostantarktis,
welches das gro¨ßte Eisstrom-System der Erde darstellt. Die Ho¨hena¨nderungen in
diesem System werden anhand einer zehnja¨hrigen Messreihe (1992-2002) von Ra-
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1 Einfu¨hrung
daraltimeterdaten der European Remote-Sensing Satelliten ERS-1 und ERS-2
beobachtet. Um die erforderlichen Genauigkeiten zu erzielen, sind eine Reihe von
Ho¨henkorrekturen notwendig, die geophysikalische, atmospha¨rische und instrumen-
telle Fehlereinflu¨sse minimieren. Daneben treten immer wieder systematische und
zufa¨llige Fehlmessungen und Datenlu¨cken auf, die in Form einer Plausibilita¨ts- und
Ausreißeranalyse untersucht werden.
Um aus den Radaraltimeterdaten digitale Ho¨henmodelle zu erstellen, mu¨ssen die
Gitterpunkte der Ho¨henmodelle u¨ber ein ra¨umliches Interpolationsverfahren ge-
scha¨tzt werden. Das Untersuchungsgebiet zeichnet sich jedoch durch geomorpho-
logisch unterschiedliche Regionen aus, die teilweise kontinuierlich ineinander u¨ber-
gehen. Einige sind jedoch auch durch Diskontinuita¨ten, d. h. Eisabbruchkanten oder
sehr steile Abha¨nge, mehr oder weniger scharf voneinander abgegrenzt. Herko¨mm-
liche Interpolationsverfahren gehen jedoch von kontinuierlichen Voraussetzungen
aus, was an diesen Stellen zu Schwierigkeiten bei der Interpolation fu¨hrt. Deshalb
wird hier ein stratifiziertes Krigingverfahren eingesetzt, das diese Diskontinuita¨ten
beru¨cksichtigt. Hierzu wird das Untersuchungsgebiet zuna¨chst in Regionen aufge-
teilt. Dabei gibt zum einen die ra¨umliche Verteilung von Datenlu¨cken Aufschluss
u¨ber die Lage von Diskontinuita¨ten, zum anderen wird ein Split-Moving-Window
Verfahren eingesetzt. Um den Einfluss des Reliefs auf die Interpolation innerhalb der
Regionen zu minimieren, werden die Messdaten zuvor u¨ber ein Gela¨ndemodell aus
gla¨ttenden bikubischen Splines trendbereinigt. Der ra¨umliche Zusammenhang inner-
halb der einzelnen Regionen wird mittels experimenteller Variogramme beschrieben.
An diese werden dann mit Hilfe eines halbautomatischen Verfahrens genestete Va-
riogrammodelle angepasst, wobei Anisotropien beru¨cksichtigt werden.
Um die ra¨umliche und zeitliche Entwicklung der Ho¨hena¨nderung zu untersuchen,
werden auf der Basis dieser Variogrammodelle mittels des stratifizierten Krigings
u¨ber 35-ta¨gige Zeitabschnitte Ho¨henmodelle mit 3 km Gitterauflo¨sung erstellt. An-
hand dieser Ho¨henmodell-Zeitreihe wird fu¨r jeden Gitterpunkt untersucht, in wie
weit sich signifikante A¨nderungen der Eisho¨he u¨ber den Meßzeitraum nachweisen
lassen und wie sich diese Ho¨hena¨nderungen ra¨umlich verhalten. Um die Interpola-
tionsgenauigkeit des stratifizierten Krigings einzuscha¨tzen, werden die Scha¨tzfehler
u¨ber eine Kreuzvalidierung berechnet und mit denen eines Ordinary Krigings ver-
glichen. Da mit der Kreuzvalidierung lediglich die Interpolationsgenauigkeit an den
Messpunkten berechnet werden kann, erfolgt zudem die Bestimmung des Scha¨tz-
fehlers an den Gitterpunkten anhand der Noiselevels. U¨ber diese la¨ßt sich fu¨r jede
Zeitreihe in den einzelnen Gitterpunkten eine potentielle Schwankungsbreite der
Ho¨hena¨nderung festlegen und mit dem signifikanten linearen Trend der Ho¨hena¨nde-
rung vergleichen. Betrachtet wird die ra¨umliche Verteilung derjenigen Gitterpunkte,
die einen signifikanten Trend aufweisen und die jenseits der Plausibilita¨tsgrenzen der
potentiellen Schwankungsbreite liegen. Damit la¨ßt sich die ra¨umliche Verteilung si-
gnifikanter und plausibler Ho¨hena¨nderungen innerhalb des Meßzeitraums darstellen.
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2 Meeresspiegela¨nderung und Massenbilanzierung
2.1 Meeresspiegela¨nderung
2.1.1 Entwicklung der Meeresspiegela¨nderung
Eine der gravierendsten Folgen der Klimaa¨nderung ist die Erho¨hung des Meeres-
spiegels. Seit der Klimax der letzten Eiszeit vor ungefa¨hr 20.000 Jahren ist der
Meeresspiegel um 120 m angestiegen. Betrug die Anstiegsrate des Meeresspiegels
anfa¨nglich noch 1 cm/a, ist sie im Laufe der Zeit aber immer weiter zuru¨ck gegan-
gen. Seit 3.000 Jahren steigt der Meeresspiegel nur noch mit 0,1 bis 0,2 mm/a. Man
geht aber davon aus, daß der Meeresspiegel noch heute auf Klimaereignisse reagiert,
die bereits mehrere Jahrtausende zuru¨ck liegen. Allerdings ist die globale Jahres-
mitteltemperatur der bodennahen Atmospha¨re im 20. Jahrhundert um 0,4 bis 0,8 K
gestiegen. In dieser Zeit erho¨hte sich der Meeresspiegel um 1 bis 2 mm/a, was der
zehnfachen Anstiegsrate der vergangenen drei Jahrtausende entspricht. Demnach
hat auch die aktuelle Klimaa¨nderung Auswirkungen auf den Meeresspiegelanstieg
(Intergovernmental Panel on Climate Change, 2001).
Mit Hilfe von numerischen Modellen kann die zuku¨nftige Entwicklung des Meeres-
spiegels prognostiziert werden. Die in Intergovernmental Panel on Climate
Change (2001) zusammengefassten Berechnungen sagen auf der Basis verschiede-
ner Szenarien fu¨r das Jahr 2100 einen Meeresspiegel von ungefa¨hr 48 cm u¨ber dem
Stand von 1990 voraus. Dadurch wa¨ren an den dicht besiedelten Ku¨sten Su¨dostasi-
ens mehr als 50 Millionen und an den Ku¨sten Afrikas, Chinas und Japans zwischen
10 und 50 Millionen Menschen von der U¨berflutung ihres Lebensraums betroffen
(Abb. 2.1) (University of Leeds - School of the Environment, 2003). Im
Golf von Mexiko sowie an der Ostsee und am Mittelmeer wu¨rden zahlreiche Watt-
und Feuchtgebiete verschwinden. Selbst bei einer Stabilisierung der aktuellen Kli-
maentwicklung wu¨rde der Meeresspiegel noch u¨ber mehrere Jahrhunderte hinweg
weiter ansteigen.
Diese Prognosen sind allerdings um so unsicherer, je weiter sie in die Zukunft pro-
jiziert werden (Abb. 2.2). Die Unsicherheiten sind so groß, daß der vorhergesag-
te Meeresspiegel im Jahr 2100 zwischen 9 und 88 cm ho¨her als 1990 liegen kann
(Intergovernmental Panel on Climate Change, 2001). Diese weite Spanne
der Unsicherheit wird durch die Vielzahl von Faktoren hervorgerufen, die bei den
Berechnungen beru¨cksichtigt werden mu¨ssen. Viele dieser Faktoren sind derzeit nur
recht ungenau zu bestimmen und a¨ußerst komplex miteinander verknu¨pft.
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Abbildung 2.1: Karte der durch einen Meeresspiegelanstieg um 45 cm bedrohten Menschen
nach Modellrechnungen des Hadley Center for Climate Prediction and Research auf
der Basis des Intergovernmental Panel on Climate Change (IPCC)-Szenarios IS92a (nach
University of Leeds - School of the Environment (2003)).
2.1.2 Isostatische und eustatische Prozesse
Der Meeresspiegel wird von einer Reihe von Prozessen beeinflußt, die sich zum Teil
nur schwer quantifizieren lassen. Diese Prozesse treten entweder nur lokal oder global
auf und sind auf unterschiedlichen Zeitskalen wirksam. Der mittlere Meeresspiegel
ist abha¨ngig von isostatischen und eustatischen Vorga¨ngen. Wa¨hrend isostatische
Prozesse meist geologischen Ursprungs sind, sind die eustatischen Prozesse stark an
die Klimaentwicklung und anthropogene Einflu¨sse gekoppelt. Bei den isostatischen
Prozessen ist es vor allem die Ausgleichsbewegung der Erdkruste nach Vera¨nderung
des Auflastdrucks. Nach dem Ru¨ckgang der Eismassen der Eiszeit hebt sich die Land-
masse relativ zum Meeresspiegel an und der lokale Meeresspiegel sinkt. Eustatische
Meeresspiegela¨nderungen beziehen sich auf Vera¨nderungen des Wasservolumens und
sind daher global wirksam. Das Wasser der Ozeane unterliegt bei einer Erho¨hung der
Wassertemperatur einer Volumenausdehnung, der thermalen Expansion. Sie betrug
im 20. Jahrhundert 0,3 bis 0,7 mm/a Meeresspiegela¨quivalent und stellt damit den
wichtigsten Faktor beim eustatischen Meeresspiegelanstieg dar. Die Wassertempe-
raturen erho¨hen sich durch die Tiefenzirkulation nach und nach auch in gro¨ßeren
Wassertiefen. Allerdings dauert dieser Prozeß mehrere Jahrzehnte bis Jahrhunder-
te und sorgt dafu¨r, daß der aktuelle Temperaturanstieg sich auch in den na¨chsten






































Abbildung 2.2: Modellrechnungen des globalen Meeresspiegelanstiegs, gemittelt aus 35 verschie-
denen Atmospha¨re-Ozean-Zirkulationsmodellen fu¨r den Zeitraum 1990 bis 2100, basierend auf
sechs IPCC Special Report of Emissions Szenarien (SRES). Die Szenarien A1 (mit den
Varianten A1B und A1T), A2, B1 und B2 unterscheiden sich u. a. hinsichtlich des angenommen
Bevo¨lkerungswachstums, der gesellschaftlichen Entwicklung, der Einfu¨hrung neuer und effizienter
Technologien sowie der Nutzung fossiler Energiequellen (nach Intergovernmental Panel on
Climate Change (2001)).
Das Schmelzwasser von alpinen Gletschern und Eiskappen sowie den polaren Eis-
schilden wirkt sich ebenfalls auf den Meeresspiegel aus. Ungefa¨hr 87% des welt-
weiten Su¨ßwasservorkommens liegen im Eis gebunden vor (Jacobs et al., 1992).
Das Schmelzwasser aller Eismassen zusammen wu¨rde bei einem totalen Abschmel-
zen den Meeresspiegel um etwa 70 m anheben. Der Anteil Gro¨nlands an dieser
Schmelzwassermenge liegt nach Meier (1993) bei 9%, der der Antarktis bei etwa
90% (Abb. 2.3). Somit sind Vera¨nderungen der Schmelzwassermengen in den Polar-
regionen und speziell in der Antarktis von großer Relevanz fu¨r die Erforschung von
Meeresspiegela¨nderungen. Neben diesen natu¨rlichen Prozessen nimmt auch die Be-
deutung anthropogener Einflu¨sse z. B. durch die Wasserspeicherung in Stauda¨mmen
oder die versta¨rkte Nutzung von Grundwasservorkommen immer weiter zu.
Alpine Gletscher und Eiskappen reagieren gegenu¨ber Temperaturvera¨nderungen sehr
sensibel. Im 20. Jahrhundert hat ihr Schmelzwasser den Meeresspiegel um 0,2 bis
0,4 mm/a erho¨ht. Durch den Klimawandel und die damit erho¨hte Temperatur in
den bodennahen Luftschichten kam es allerdings auch zu einer erho¨hten Verdun-
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Abbildung 2.3: Prozentuale Anteile der weltweit im Eis gebundenen Su¨ßwassermengen (nach
Meier (1993)).
stung und somit in den Polarregionen zur versta¨rkten Akkumulation von Schnee.
Der Beitrag Gro¨nlands zum Meeresspiegelanstieg betra¨gt im 20. Jahrhundert nur
bis zu 0,1 mm/a. In der Antarktis liegt die Durchschnittstemperatur so niedrig, daß
so gut wie kein oberfla¨chliches Schmelzen stattfindet. Der Meeresspiegel ist sogar
durch die erho¨hte Akkumulation in der Antarktis im 20. Jahrhundert anteilig um
etwa 0,2 mm/a gesunken.
In den letzten Jahren wird auch ein versta¨rktes Abbrechen (Kalbung) von Eisbergen
und großen Eisschelfteilen beobachtet. Dies hat zwar keinen Einfluß auf den Mee-
resspiegel, da sich die Eisberge bereits im hydrostatischen Gleichgewicht befinden.
Allerdings wird vermutet, daß eine erho¨hte Kalbungsrate den Gegendruck fu¨r das
nachfließende Eis verringert und sich so der Eisabfluß in die Eisschelfe beschleunigen
ko¨nnte. Dies wird vor allem fu¨r die Westantarktis angenommen. Das Abschmelzen
des westantarktischen Eisschilds ha¨tte einen Meeresspiegelanstieg von 6 m zur Fol-
ge. Dieser Prozeß ist allerdings noch weitgehend unerforscht. Ein vollsta¨ndiges Ver-
schwinden der Westantarktis in diesem Jahrhundert gilt jedoch als unwahrscheinlich
(Intergovernmental Panel on Climate Change, 2001).
2.2 Massenbilanzierung
2.2.1 Spezifische, lokale und totale Massenbilanz
Die Massena¨nderung eines Eisschildes la¨ßt sich durch die Massenbilanzierung quanti-
fizieren. Wenn man von der Massenbilanz einer Eismasse spricht, muß man verschie-
dene Arten von Massenbilanzen voneinander unterscheiden. Die spezifische Mas-
senbilanz ist die Summe aus Akkumulation (Eiszuwachs vorwiegend durch Schnee-
niederschlag) und Ablation (Eisverlust vorwiegend durch Abschmelzen) an einem
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bestimmten Ort. Sie sagt jedoch noch nichts u¨ber die lokale Massena¨nderung aus,
da diese auch durch Massenverlagerung bei der Bewegung des Eises hervorgerufen
wird. Die Massenverlagerung vera¨ndert sich allerdings nur u¨ber lange Zeitra¨ume
(Jahrhunderte bis Jahrtausende), so daß Variationen der spezifischen Massenbilanz
durchaus mit klimatisch bedingten Schwankungen der Akkumulation und Ablation
in Bezug gesetzt werden ko¨nnen.
Im Gegensatz zur spezifischen Massenbilanz ist die lokale Massenbilanz die Mas-
sena¨nderung der gesamten Eismasse an einer bestimmten Stelle. Sie ha¨ngt neben der
spezifischen Massenbilanz auch von der Eisma¨chtigkeit, der Bewegungsgeschwindig-
keit des Eises und der Zeit ab. Die lokale Netto-Massenbilanz ist die Ho¨hena¨nderung
an einer bestimmten Stelle unter der Annahme, daß die Dichte der Eismasse kon-
stant bleibt. Sie wird bestimmt durch die A¨nderungsrate der Ho¨hena¨nderung an der
Eisoberfla¨che, die horizontale und vertikale Bewegungsgeschwindigkeit des Eises, die
Neigung der Eisoberfla¨che (Gradient) und die spezifische Massenbilanz.
Die totale Massenbilanz ist die mittlere Massena¨nderung eines Gletschers oder Ein-
zugsgebiets. Man erha¨lt sie durch Integration der lokalen oder der spezifischen Mas-
senbilanz u¨ber das gesamte Einzugsgebiet abzu¨glich des Eisabflusses entlang einer
vertikalen Grenzfla¨che. Sie basiert auf dem Eisvolumen, der ja¨hrlichen Akkumula-
tion, dem ja¨hrlichen Eisabfluß sowie der ja¨hrlichen Abschmelzrate eines Einzugsge-
biets. Die mittlere totale Netto-Massenbilanz eines Gletschers oder Einzugsgebiets
u¨ber eine Zeitperiode kann aus der Ho¨hena¨nderung der Eisoberfla¨che, integriert u¨ber
das gesamte Gebiet, berechnet werden (Bamber & Payne, 2004).
Die Massenbilanz wird meist als Schmelzwasservolumen in m3/a angegeben. Dies
kann bei einer Meeresoberfla¨che von 362 Millionen km2 in ein Meeresspiegela¨quiva-
lent, angegeben in mm/a, umgerechnet werden (Intergovernmental Panel on
Climate Change, 2001). Eine negative Eismassenbilanz wirkt sich dabei in einem
Anstieg des Meeresspiegels aus.
Die Genauigkeit der Massenbilanzierung wurde u¨ber die Jahre immer weiter verbes-
sert. Neue Techniken bei der Gewinnung von Schnee- und Eisbohrkernen, bei der
Berechnung von Eis- und Klimamodellen oder in der Mess- und Satellitentechnik wir-
ken sich positiv auf diese Genauigkeit aus. Aber selbst neueste Berechnungen z. B.
von Vaughan et al. (1999) sind noch nicht in der Lage festzustellen, ob sich aktu-
ell der Anteil der polaren Massenbilanz positiv oder negativ auf den Meeresspiegel
auswirkt. Die Ungenauigkeit liegt hier derzeit bei etwa 1 mm/a Meeresspiegela¨qui-
valent, was etwa 50% des derzeitigen Meeresspiegelanstiegs entspricht (Bamber &
Payne, 2004). Diese große Unsicherheit folgt aus der Vielzahl und Komplexita¨t der
einzelnen Prozesse, die in die Massenbilanzierung einfließen und an der Genauigkeit
mit der diese Prozesse bestimmt werden ko¨nnen. Ein besseres Versta¨ndnis der Dy-
namik der polaren Eisschilde ist also ebenso essentiell fu¨r die Reduzierung dieser
Unsicherheit wie eine Verbesserung der Analysemethoden.
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2.2.2 Massenbilanz alpiner und polarer Eismassen
Das Eis aller alpinen Gletscher zusammen entspricht etwa 0,5 mm/a Meeresspie-
gela¨quivalent. Um ihren Anteil an der Meeresspiegela¨nderung genau quantifizieren
zu ko¨nnen, muß deren Massena¨nderungsrate bekannt sein. Eine genaue Massenbi-
lanz u¨ber la¨ngere Zeitra¨ume existiert jedoch nur fu¨r einen Bruchteil der u¨ber 160.000
Gletscher der Erde. Die Massenbilanz alpiner Gletscher ist ra¨umlich wie zeitlich sehr
variabel. Die meisten Gletscher haben aktuell eine negative Massenbilanz, es gibt
aber auch einige, bei denen sie positiv ist (Intergovernmental Panel on Cli-
mate Change, 2001). Ausnahmen stellen Gletscherausbru¨che (engl. glacier surges)
dar. Dies sind periodische drastische Gletschervorsto¨ße bei bestimmten Gletschern
und Eisstro¨men. Die dahinter stehenden Prozesse sind noch weitgehend unerforscht,
sie scheinen aber nicht allein klimadeterminiert zu sein (Herfzeld, 1998).
Die ja¨hrlich akkumulierte Schneemenge auf dem antarktischen und gro¨nla¨ndischen
Eisschild zusammen entspricht etwa 6,5 mm/a Meeresspiegela¨quivalent. Die ver-
schiedenen Klimaverha¨ltnisse der beiden Eisschilde fu¨hren allerdings zu Unterschie-
den bei der jeweiligen Massenbilanz. In Gro¨nland ist das Abschmelzen in den ku¨sten-
nahen Regionen von entscheidender Bedeutung. Sind die Temperaturen der boden-
nahen Luftschichten hoch genug, schmilzt das Eis an der Oberfla¨che und fließt als
Schmelzwasser ab. An der Unterseite des auf dem Eisuntergrund aufliegenden Ei-
ses kann durch den hohen Auflastdruck oder durch geothermische Wa¨rmezufuhr
ebenfalls Schmelzwasser entstehen. Etwa die Ha¨lfte der u¨ber Akkumulation von
Schnee gebildeten Eismenge geht durch Abschmelzen wieder verloren. Die andere
Ha¨lfte wird dem Meer u¨ber das Kalben von Eisbergen zugefu¨hrt. Insgesamt ist die
gro¨nla¨ndische Massenbilanz derzeit mit 0,12 ± 0,15 mm/a Meeresspiegela¨quivalent
in etwa ausgeglichen (Intergovernmental Panel on Climate Change, 2001).
In der Antarktis sind die Temperaturen der bodennahen Luftschichten dagegen der-
art niedrig, daß quasi kein oberfla¨chliches Abschmelzen stattfindet. Allerdings nimmt
die Abschmelzrate an der Unterseite der Eisschelfe durch die Erho¨hung der Meerwas-
sertemperatur zu. Eine erho¨hte Luftfeuchte und der Ru¨ckgang der Meereisbedeckung
fu¨hren zu einer versta¨rkten Akkumulation von Schnee. Modellrechnungen ergeben,
daß die Antarktis gegenu¨ber einer Klimaerwa¨rmung recht robust ist. Bei einem Tem-
peraturanstieg von 5 K wu¨rde der antarktische Eisschild sogar noch anwachsen. Erst
bei einer Temperaturzunahme um 8 bis 10 K wu¨rde der westantarktische Eisschild
beginnen, abzuschmelzen. Um auch die Ostantarktis zum Abschmelzen zu bringen,
mu¨ßte die Temperatur um 20 bis 25 K ansteigen (Huybrechts, 1994). Aber selbst
kleine Eismassena¨nderungen ko¨nnen schon einen signifikanten Einfluß auf den Mee-
resspiegel haben (Bamber & Payne, 2004). Dabei ist vor allem die Eismenge von
Bedeutung, die vom Eisschild u¨ber Auslassgletscher in die Eisschelfe transportiert
wird. Vera¨nderungen in der Transportgeschwindigkeit des Eises spielen sich im Zeit-
rahmen von 100 bis 10.000 Jahren ab und werden von der isostatischen Ausgleichs-
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bewegung des Eisuntergrunds, der Eisviskosita¨t und den physikalischen und ther-
mischen Prozessen am Eisuntergrund gesteuert. Somit ist mo¨glicherweise der Anteil
der polaren Schmelzwassermengen am Meeresspiegelanstieg teilweise noch immer
eine Reaktion auf den U¨bergang von der letzten Eiszeit in die heutige Warmzeit
(Bamber & Payne, 2004). Eine Kernfrage der Polarforschung ist daher, ob diese
Reaktion auch in Zukunft einen nachweisbaren Effekt auf den Meeresspiegelanstieg
hat und ob und in wie weit kurzfristige, evtl. anthropogen determinierte, klimatische
Einflu¨sse diesen langfristigen natu¨rlichen Prozeß u¨berlagern (Intergovernmental
Panel on Climate Change, 2001). Solange allerdings die aktuelle Massenbilanz
nicht hinreichend genau bestimmt werden kann, ist keine realistische Prognose der
antarktischen Reaktion auf den globalen Temperaturanstieg mo¨glich.
2.2.3 Polare Akkumulations- und Ablationsprozesse
Bei der Massena¨nderung der polaren Eisschilde spielen unterschiedliche Prozesse
eine Rolle. Die Akkumulation von Schnee stellt den bedeutendsten Prozeß inner-
halb der polaren Massena¨nderung dar (Abb. 2.4). Sie nimmt mit der Entfernung
zur eisfreien Meeresoberfla¨che immer weiter ab. Das Zentrum der Ostantarktis ist
extrem kontinental gepra¨gt. Es stellt mit nur 7 cm Jahresniederschlag die trockenste
Wu¨ste der Erde dar (Bamber & Payne, 2004). Die Akkumulation la¨ßt sich relativ
genau quantifizieren. Allerdings wird der Schnee auch durch den Wind in andere Re-
gionen verdriftet, was die Bestimmung der Akkumulation aus Satellitenmessungen
erschwert. Die Schneedrift ist an den steilen Ku¨sten und entlang der Auslassglet-
scher sehr hoch, da hier die katabatischen Winde besonders stark sind (Bintanja,
1998).
Durch den Auflastdruck u¨berlagernder Schneeschichten verfestigt sich der Schnee zu
Firn und in 50 bis 100 m Tiefe schließlich weiter zu Gletschereis (Kompaktion). Wenn
die Eisma¨chtigkeit einige 100 m u¨berschreitet, deformiert sich das Eis und fließt un-
ter dem Einfluß der Schwerkraft entsprechend des durch die Untergrundtopographie
vorgegebenen Gefa¨lles ab. Die Prozesse der Kompaktion und des Eisabflusses gehen
nur sehr langsam vonstatten, so daß Schnee, der im Zentrum der Antarktis nie-
dergeht erst nach mehreren 100.000 Jahren als Eis die Ku¨ste erreicht (Zwally &
Brenner, 2001; Paterson, 1994).
Im Gegensatz zur Akkumulation la¨ßt sich der Eisverlust (Ablation) nur sehr schwer
bestimmen. Bei der Schneedrift geht der Schnee durch Sublimation zu einem klei-
nen Teil direkt in Wasserdampf u¨ber, da sich bei der Verdriftung des Schnees seine
Oberfla¨che erho¨ht (Bintanja, 1998). Der weitaus gro¨ßte Eisverlust ergibt sich je-
doch durch den Eisabfluß. Das Eis bewegt sich vor allem u¨ber Auslassgletscher in
Richtung Meer. Dort u¨berschreitet es die Grundeislinie (engl. groundingline), ab
der das Eis als Schelfeis auf dem Meerwasser aufschwimmt. An der Eisfront, der
Abbruchkante des Schelfeises, kalben Eisberge ins Meer (Giovinetto & Zwally,
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Abbildung 2.4: Darstellung wichtiger Prozesse der polaren Massenbilanz. Die Schneemenge, die
auf das Inlandeis und das Eisschelf fa¨llt, nimmt mit der Entfernung zur eisfreien Meeresoberfla¨che
ab. Der Schnee kann durch Winddrift umgelagert werden, wobei ein Teil des Schnees durch Sub-
limation verloren gehen kann. Der u¨brige Schnee akkumuliert und verfestigt sich zu Gletschereis
(Kompaktion), das im Laufe der Zeit vom Inlandeis u¨ber die Grundeislinie ins Eisschelf abfließt.
An der Eisoberfla¨che und der Eisunterseite finden Schmelzprozesse statt. Gleichzeitig wird dem
Eisschelf durch Gefrieren weiteres Eis hinzugefu¨gt. An der Eisfront kalben Eisberge ins Meer.
1995). Da die Eisschelfe auf dem Meerwasser aufschwimmen, sich also im hydrostati-
schen Gleichgewicht befinden, ist fu¨r die Massenbilanzierung vielmehr die Eismenge
entscheidend, die u¨ber die Grundeislinie ins Schelfeis abfließt. Einige Gletscher haben
allerdings kein vorgelagertes Eisschelf, die Kalbung findet direkt an der Grundeis-
linie statt oder die Gletscherzunge erreicht die Ku¨ste erst gar nicht. Beim Abfluß
des Eises zur Ku¨ste dringt es in Bereiche vor, in denen die Temperatur der boden-
nahen Luftschichten hoch genug ist, daß die Eisoberfla¨che zu schmelzen beginnt.
Das Schmelzwasser fließt oberfla¨chlich ab oder es dringt u¨ber Geltscherspalten in
den Eisko¨rper ein, fließt subglazial weiter und gelangt schließlich unter dem Eis-
schelf ins Meer. Außerdem kann sich z. B. durch geothermische Prozesse an der
Eisunterseite Schmelzwasser bilden. Ein großer Teil des Schmelzwassers friert bei
seinem Weg durch das Eis oder an der Eisschelfunterseite wieder am Eisko¨rper an




2.2.4 Methoden der Massenbilanzierung




=Ma −Ms −Mk +Mb (2.1)
Sie setzt sich zusammen aus der A¨nderung des Eisvolumens (V ) pro Jahr (a), der
ja¨hrlichen Akkumulation Ma, der ja¨hrlichen Ablation durch Schmelzen an der Eis-
oberfla¨che Ms, der ja¨hrlichen Ablation durch Kalbung von Eisbergen Mk und der
ja¨hrlichen Bilanz aus Schmelzen und Gefrieren an der Eisunterseite Mb. Einerseits
kann man u¨ber die Bestimmung der Bilanzkomponenten auf die Volumena¨nderung
ru¨ckschließen, andererseits kann die Volumena¨nderung aus der Ho¨hena¨nderung der
Eisoberfla¨che abgeleitet werden (Bamber & Payne, 2004). Die Massenbilanzglei-
chung gibt nur den aktuellen Zustand der Massenbilanz wieder. Will man Massenbi-
lanza¨nderungen fu¨r la¨ngere Zeitra¨ume berechnen, beno¨tigt man eine entsprechende
Meßreihe oder thermomechanische Modelle.
2.2.4.1 Thermomechanische Modellierung
Die Entwicklung der totalen Massenbilanz eines ganzen Eisschildes u¨ber einen gla-
ziologischen Zyklus von Eiszeit und Warmzeit hinweg la¨ßt sich u¨ber numerische,
thermomechanische Modelle der Eisdynamik berechnen. Die Modellierung erfordert
zeitabha¨ngige Randbedingungen der Eismassenbilanz, der Oberfla¨chentemperatur
und der Positionsa¨nderung der Grundeislinie. Aktuelle Modelle arbeiten mit einer
Gitterauflo¨sung von 20 bis 40 km und zehn bis 30 vertikalen Schichten. Sie sind stark
nichtlinear und daher a¨ußerst komplex. Es werden viele unterschiedliche Daten wie
digitale Ho¨henmodelle, Eisma¨chtigkeiten, die Untergrundtopographie und isostati-
sche Ausgleichsbewegungen der Erdkruste sowie Akkumulationsdaten einbezogen,
die alle fu¨r sich selbst große Unsicherheiten aufweisen ko¨nnen (Huybrechts, 1990;
Bamber & Huybrechts, 1996; Huybrechts et al., 2000).
2.2.4.2 Messung der Bilanzkomponenten
Die einzelnen Komponenten der Massenbilanzgleichung lassen sich meist nur be-
dingt direkt messen und mu¨ssen daher indirekt bestimmt werden. Beispielsweise
wird versucht, die Akkumulation u¨ber Satellitenaufnahmen aus der Strahlungstem-
peratur abzuleiten, was jedoch eine Reihe von Annahmen erfordert. Erfolgreicher
ist dagegen ihre Berechnung aus Klimamodellen oder die Interpolation von in si-
tu Akkumulationsmessungen. Auch die Schmelzwassermenge kann nur bedingt aus
Satellitenmessungen abgeleitet werden, weshalb man statt dessen die Ableitung aus
Energiebilanzmodelle anwendet. Die Gro¨ße und Anzahl der Eisberge la¨ßt sich zwar in
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Satellitenbildern erkennen, allerdings bleibt ihr Volumen ohne Bestimmung der Frei-
bordho¨he, d. h. der Ho¨he oberhalb der Wasserlinie, unbekannt. Von der Eisberggro¨ße
und -anzahl auf die Kalbungsrate zu schließen ist sehr schwierig, da die Kalbung ein
episodischer Prozeß ist (Giovinetto & Zwally, 1995). Die subglaziale Schmelz-
rate kann ebenfalls nur indirekt bestimmt werden. Diese Schmelzwassermenge kann
sehr groß sein und kann daher nur mit einer sehr großen Ungenauigkeit angegeben
werden. Man muß daher davon ausgehen, daß dieser Ansatz der Massenbilanzie-
rung aufgrund der Schwierigkeiten und Ungenauigkeiten bei der Bestimmung der
einzelnen Komponenten ungeeignet ist Bamber & Payne (2004).
Um die Schwierigkeiten bei der Bestimmung der Kalbungsrate und der subglazia-
len Schmelzwassermenge zu umgehen, berechnet man die Ausgleichsgeschwindigkeit
(engl. balance velocity) und vergleicht sie mit dem aktuellen Geschwindigkeitsfeld
des Gletschers. Die Ausgleichsgeschwindigkeit ist die u¨ber die Eisma¨chtigkeit ge-
mittelte, theoretische Geschwindigkeitsverteilung des Eises fu¨r ein Einzugsgebiet,
das sich im Gleichgewicht zwischen Akkumulation und Ablation befindet. Sie er-
gibt sich aus der Akkumulationsverteilung und der Oberfla¨chenneigung im Ein-
zugsgebiet sowie der Eisma¨chtigkeit und der Abflußmenge entlang einer vertikalen
Grenzfla¨che (engl. flux gate). Abweichungen von der Gleichgewichtsannahme erge-
ben sich durch eine vera¨nderte Akkumulations- und Ablationsrate, was als totale
Netto-Massenbilanz betrachtet werden kann. Ist die gemessene Eisgeschwindigkeit
ho¨her als die berechnete Ausgleichsgeschwindigkeit, ist die totale Massenbilanz des
Einzugsgebiets negativ und umgekehrt (Bamber et al., 2000; Bamber & Payne,
2004; Wu & Jezek, 2004).
Mit diesen Methoden ist nur die Angabe der totalen Massenbilanz fu¨r einen Glet-
scher oder ein Einzugsgebiet mo¨glich. Damit la¨ßt sich keine Aussage daru¨ber tref-
fen, ob sich beispielsweise bei einer positiven Massenbilanz im gesamten Gebiet eine
Massenbilanza¨nderung eingestellt hat, oder ob lediglich eine begrenzte Region in-
nerhalb des Einzugsgebiets eine Massena¨nderung erfahren hat, wa¨hrend die anderen
Regionen eine ausgeglichene oder sogar negative regionale Massenbilanz aufweisen.
Wichtig ist daher, das Massenbilanz-Muster zu bestimmen.
2.2.4.3 Messung der Ho¨hena¨nderung
Unter der Annahme, daß sowohl die Schnee-, Firn- und Eisdichte als auch die Bewe-
gungsgeschwindigkeit des Eises konstant und Ho¨hena¨nderungen des Eisuntergrunds
minimal oder quantifizierbar sind, ko¨nnen Ho¨hena¨nderungen der Eisoberfla¨che als
Volumena¨nderungen interpretiert werden (Intergovernmental Panel on Cli-
mate Change, 2001). Die Ho¨hena¨nderung la¨ßt sich durch die Differenz zweier
zeitlich aufeinander folgender Ho¨henmessungen beschreiben. Ist die Meßgenauigkeit
geringer als die Ho¨hena¨nderung, la¨ßt diese sich nur mit einer sehr großen Ungenau-
igkeit bestimmen. Die Genauigkeit der Massenbilanz ist damit abha¨ngig von der
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Genauigkeit der Ho¨henmessung und der ra¨umlichen wie zeitlichen Vera¨nderung des
Bezugssystems der Ho¨henmessung (vgl. 3.4).
Zur Bestimmung der Ho¨hena¨nderung gibt es eine Reihe unterschiedlicher Verfahren.
Fu¨r große, unzuga¨ngliche Gebiete wie die Polarregionen bieten sich fu¨r langfristi-
ge Messungen nur satellitengestu¨tzte Meßsysteme an. Man beno¨tigt mehrja¨hrige
Meßreihen, damit auch sehr kleine signifikante Ho¨hena¨nderungen der Eisoberfla¨che
aufgedeckt werden ko¨nnen. Da die Lebensdauer von Satellitensystemen nur wenige
Jahre betra¨gt, lassen sich hinreichend lange Meßreihen meist nur durch die Kom-
bination aufeinander folgender Satellitenmissionen erzeugen. In den verschiedenen
Missionen werden jedoch oft andere Bauteile, Aufnahmesysteme oder Meßgeometri-
en verwendet, so daß zwischen den Daten von unterschiedlichen Systemen nicht zu
vernachla¨ssigende Verzerrungen auftreten ko¨nnen (vgl. 3.4.2).
2.2.5 Genauigkeitsabscha¨tzung
Um diese Ho¨hena¨nderungen mit satellitengestu¨tzten altimetrischen Verfahren mes-
sen zu ko¨nnen, mu¨ssen sie eine sehr hohe Genauigkeit aufweisen. Die beno¨tigte
Genauigkeit kann u¨ber die Schwankungsbreiten der Massenbilanzprozesse und de-
ren Signifikanz gegenu¨ber Eisvolumen- und Meeresspiegela¨nderungen abgescha¨tzt
werden. Zwally & Bindschadler (1981) gehen von einer ja¨hrlichen Akkumula-
tion von insgesamt 15 cm Eisma¨chtigkeit fu¨r die polaren Eisschilde aus, was bei einer
mittleren Eisma¨chtigkeit von ca. 2.000 m einem Verha¨ltnis von weniger als 1:100.000
entspricht. Die Rate der durchschnittlichen Ho¨hena¨nderung pro Meeresspiegela¨nde-
rung liegt bei etwa 30:1 (2.000 m Eisma¨chtigkeit / 70 m Meeresspiegela¨quivalent).
Um die aktuelle Anstiegsrate des Meeresspiegels von 1,5 mm/a vollsta¨ndig u¨ber
die Eisho¨hena¨nderung zu erkla¨ren, mu¨ßte die ja¨hrliche Akkumulation um 30% zu-
nehmen. Dies wu¨rde einer mittleren Ho¨hena¨nderung von 4,5 cm/a entsprechen. Die
Akkumulation auf den Eisschilden ist jedoch nicht einheitlich. Im zentralen Inlandeis
liegen die Akkumulationsraten bei 7 cm/a. In den ku¨stennahen Regionen kann die
Akkumulationsrate jedoch mehrere Dezimeter pro Jahr ausmachen. Um eine signi-
fikante Ho¨hena¨nderung aufdecken zu ko¨nnen, beno¨tigt man im zentralen Inlandeis
Meßreihen von mindestens einem Jahrzehnt (Van der Veen, 1993), in Ku¨stenna¨he
genu¨gen aber bereits 3 bis 5 Jahre (Zwally & Bindschadler, 1981; Wing-
ham et al., 1993). Da die Ho¨hena¨nderungen lokal sehr unterschiedlich ausfallen
ko¨nnen, beno¨tigt man ein Verfahren, daß die lokale Berechnung der Ho¨hena¨nderung
ermo¨glicht. Verwendet man Zeitreihen aus digitalen Ho¨henmodellen, la¨ßt sich die
Ho¨hena¨nderung in jedem Gitterpunkt als Zeitreihe u¨ber den gesamten Meßzeitraum





3.1 Methoden der Ho¨henmessung in Polarregionen
Will man die Massenbilanz polarer Eismassen u¨ber ihre Ho¨hena¨nderung quantifi-
zieren (vgl. 2.2.4.3), muß man die Ho¨he fla¨chendeckend, ra¨umlich wie zeitlich, so
genau wie mo¨glich bestimmen ko¨nnen. Bodengestu¨tzte Messungen mit herko¨mmli-
chen geoda¨tischen Methoden sind zwar sehr genau, aber aufgrund der Weite und
Unzuga¨nglichkeit der Polarregionen sowie des hohen Zeit- und Kostenaufwands nur
lokal einsetzbar (Bamber & Payne, 2004). Daher kommen heute flugzeug- und
satellitengestu¨tzte Systeme zum Einsatz. Dabei lassen sich bilderzeugende Ferner-
kundungssysteme von altimetrischen Systemen unterscheiden. Wa¨hrend mit bild-
erzeugenden Systemen die Ho¨he nur indirekt abgeleitet werden kann, erfolgt die
direkte Ho¨henmessung entweder mit Radar- oder auch mit Laseraltimetern.
Mit optischen Satellitenbildern ko¨nnen mit Hilfe der Photoklinometrie zwar hochauf-
gelo¨ste digitale Ho¨henmodelle erstellt werden (Scambos & Fahnenstock, 1998),
allerdings ko¨nnen nur Bilder verwendet werden, die wa¨hrend des Polartags aufge-
nommen wurden. Aktive Radarsysteme sind fu¨r Messungen in den Polarregionen
besser geeignet, da sie unabha¨ngig von der Sonneneinstrahlung sind und je nach
Frequenz die Bewo¨lkung durchdringen (Jezek, 1999). Synthetic Aperture Radar
(SAR)-Systeme erzeugen Radarbilder. Bei der SAR-Interferometrie wird die Pha-
sendifferenz zweier SAR-Bilder desselben Bildausschnitts berechnet und in Ho¨henin-
formationen umgesetzt. Daru¨ber ko¨nnen Ho¨henmodelle mit einer sehr hohen ra¨um-
lichen Auflo¨sung dargestellt werden. Daneben ist bei einer zeitversetzten Aufnahme
der Bilder auch die Berechnung der Eisgeschwindigkeit mo¨glich, was fu¨r die Be-
rechnung der Ausgleichsgeschwindigkeit von Bedeutung ist (Joughin et al., 1996).
Interferometrische Ho¨henmodelle liegen jedoch nur fu¨r Gebiete vor, von denen es kor-
respondierende SAR-Bilder gibt. Eine komplette interferometrische Aufnahme der
gesamten Antarktis wa¨re datentechnisch und zeitlich zu aufwendig. Um Vera¨nde-
rungen der Eisoberfla¨che u¨ber mehrere Jahre zu beobachten, mu¨ßte diese Aufnahme
und die interferometrische Auswertung wiederholt werden. SAR-Aufnahmen unter-
liegen außerdem einer Reihe von speziellen Fehlereinflu¨ssen, die sich auf die erreich-
bare Genauigkeit auswirken (Joughin et al., 1996). Beispielsweise ist die Geore-
ferenzierung der SAR-Bilder nur dort mo¨glich, wo sich unbewegliche Bezugspunkte
ausmachen lassen. Da sich das Eis bewegt, gibt es auf dem Inlandeis keine festen Be-
zugspunkte. Die Interferometrie stellt daher keine Alternative zur Radaraltimetrie
fu¨r die Ho¨henmodellierung der gesamten Antarktis dar.
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Die Altimetrie ist im Gegensatz zu den bildbasierten Verfahren eine direkte Ho¨hen-
messung an einzelnen Punkten. Die Messung erfolgt in der Regel entlang der Flug-
bahnen (engl. tracks) des Aufnahmesystems. Zu Beginn der modernen Polarfor-
schung Mitte des 20. Jahrhunderts ko¨nnen altimetrische Ho¨henmessungen nur per
Ballonsonden (Levanon, 1982) oder Flugzeug durchgefu¨hrt werden. Die satelliten-
gestu¨tzte Radaraltimetrie wurde urspru¨nglich fu¨r die Beobachtung von Meeresober-
fla¨chen und die Bestimmung des Erdschwerefeldes entwickelt, man erkannte aber
schon fru¨h ihr Potential fu¨r die Altimetrie in den Polarregionen. Die ersten Radar-
altimeter auf SKYLAB (1973) und GEOS-3 (Stanley, 1979) lieferten Ho¨henge-
nauigkeiten im Meterbereich, erreichten aber aufgrund der gewa¨hlten Orbits nur
den Rand der Polarregionen. Das Polarloch, der Bereich, in dem keine Radaralti-
metermessungen vorliegen, ist daher noch sehr groß (Abb. 3.1). SEASAT (1978)
und GEOSAT (1985) erzielen bereits Genauigkeiten im Zentimeterbereich und rei-
chen bis 72° geographischer Breite (Martin et al., 1983; Heidland, 1994). Ihr








































Abbildung 3.1: a) Reichweite verschiedener Radaraltimetermissionen in der Antarktis. Die Reich-
weite von SEASAT und GEOSAT (72°) sowie ERS-1, ERS-2 und ENVISAT (81,5°) wird durch die
Missionen ICESAT (86°) und CRYOSAT (88°) vergro¨ßert. Der Missionsplan b) zeigt die zeitliche




Der Erderkundungssatellit ERS-1 (1991) der European Space Agency (ESA)
bewegt sich in 785 km Ho¨he. Er u¨berfliegt Gebiete bis 81,5° geographischer Breite
und damit weite Teile des antarktischen Inlandeises (Abb. 3.1). An Bord befindet
sich u. a. das Radaraltimeter RA-1. Es kann von einem Ozeanmodus in einen Eis-
modus umgeschaltet werden (vgl. 3.2). Die ERS-1 Mission ist in mehrere Phasen
unterteilt (Abb. 3.2). In jeder Phase wiederholt ERS-1 seinen Orbit entweder in
dreita¨gigen (3d), 35-ta¨gigen (35d) oder 168-ta¨gigen (168d) Orbits. Die Wiederho-
lungsgenauigkeit der einzelnen Orbits liegt im Bereich von etwa 1 km. Wa¨hrend
der 168d Phase werden zwei vollsta¨ndige Wiederholungsorbits ausgefu¨hrt, die ge-
geneinander versetzt sind, so daß man sie als einen 336d Orbit betrachten kann. Je
ku¨rzer die Wiederholungsrate ist, desto gro¨ßer sind die Absta¨nde zwischen paralle-
len Tracks. Bei den 3d Orbits betra¨gt der Abstand (auf 70° geographischer Breite)
etwa 300 km. Die 35d Orbits haben einen Abstand von etwa 25 km. Die ra¨umli-
che Auflo¨sung dieser Orbits ist zwar immer noch gering, die Daten liegen jedoch
fu¨r den gro¨ßten Teil der Mission in dieser Form vor. Nimmt man die beiden 168d
Orbits zusammen, haben die Tracks insgesamt einen Abstand von nur 2,5 km. Auf-
grund des Winkels der Flugbahn u¨berkreuzen sich die Tracks. Die von Su¨dosten
nach Nordwesten verlaufenden Tracks werden als aufsteigend, die von Nordosten
nach Su¨dwesten verlaufenden Tracks als absteigend bezeichnet. 1995 folgte ERS-2,
der nahezu dieselbe Ausstattung wie ERS-1 hat. Er wird durchgehend in 35d Orbits
betrieben. Zu Beginn der ERS-2-Mission fliegen beide Satelliten gleichzeitig in einer
Tandemmission (European Space Agency, 1992; Kramer, 1996).
ERS-1 ERS-2
1991 1995 19991993 1997 20011992 1996 20001994 1998 2002
3d 35d 168d
2003 2004 2005
Abbildung 3.2: Abfolge der 3-ta¨gigen (3d), 35-ta¨gigen (35d) und 168-ta¨gigen (168d) Wiederho-
lungsorbits von ERS-1 und ERS-2.
3.1.2 ENVISAT
2002 wurde ENVISAT (Environmental Satellite) in den Orbit gebracht. A¨hn-
lich wie die ERS Satelliten fliegt ENVISAT auf einer anna¨hernd sonnensynchronen
Flugbahn bis 82° geographischer Breite mit 35d Wiederholungsorbits auf 800 km
Ho¨he. Neben einer Vielzahl weiterer Sensoren ist auch das auf der Basis von ERS-1
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und ERS-2 weiterentwickelte Radaraltimeter RA-2 mit an Bord. Sein neues Tracking-
system und der Betrieb mit zwei unterschiedlichen Frequenzen verhindert den Ver-
lust von Daten auf stark reliefierten Land- oder Eisoberfla¨chen (European Space
Agency, 2002).
3.1.3 ICESAT
Der Ice, Cloud, and Land Elevation Satellite (ICESAT) der National
Aeronautics and Space Administration (NASA) wurde im Januar 2003 ge-
startet. Er hat das Laseraltimeter GLAS (Geoscience Laser Altimeter Sys-
tem) an Bord. Die Reichweite liegt bei 86° geographischer Breite, so daß erst-
mals Gebiete im zentralantarktischen Inlandeis erfaßt werden (Abb. 3.1). Die Meß-
auflo¨sung entlang der Tracks betra¨gt 170 m. Der Footprintdurchmesser (vgl. 3.2)
ist mit 70 m sehr viel kleiner als bei der herko¨mmlichen Radaraltimetrie. Allerdings
ist das GLAS auf Wolkenfreiheit angewiesen (European Space Agency, 2003).
ICESAT soll Ho¨hena¨nderungen der Eisoberfla¨che mit einer Genauigkeit von unter
1,5 cm/a erfassen ko¨nnen (NASA Goddard Space Flight Center, 2002).
3.1.4 CRYOSAT
Am 8. Oktober 2005 sollte der ESA-Satellit CRYOSAT mit dem neu entwickelten
Radaraltimeter SIRAL (Synthetic Aperture Interferometric Radar Al-
timeter), das ausschließlich fu¨r die Beobachtung der Kryospha¨re entwickelt worden
ist, in den Orbit gebracht werden. Allerdings unterblieb die Trennung der zweiten
von der dritten Stufe der Tra¨gerrakete, die daraufhin abgestu¨rzt ist. Im Februar 2006
wurde der Nachbau und Neustart von CRYOSAT-2 beschlossen, der Start soll 2009
erfolgen. CRYOSAT-2 soll sich wie sein abgestu¨rzter Vorga¨nger auf 717 km Ho¨he
bewegen und seinen Orbit alle 369 Tagen wiederholen. Bei einer Inklination von 89°
liefert er dann eine nahezu vollsta¨ndige Abdeckung der Polarregionen. Mit seiner
neuartigen Aufnahmetechnik ist man in der Lage, die Ho¨hen von stark geneigten
oder stark reliefierten Oberfla¨chen genauer zu bestimmen als dies bei der herko¨mm-
lichen Radaraltimetrie der Fall ist. Mit dieser Technik wird es auch mo¨glich sein, die
Freibordho¨he von Eisbergen zu bestimmen (European Space Agency, 2003).
3.2 Meßprinzip der Radaraltimetrie
Das Prinzip der Radaraltimetrie ist vergleichsweise einfach. Der Abstand zwischen
Altimeter und Erdoberfla¨che wird u¨ber die Laufzeit eines vom Altimeter ausgesand-
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ten und von der Erdoberfla¨che reflektierten Radarsignals bestimmt (Abb. 3.3).




Der Abstand R berechnet sich aus der doppelten Laufzeit des Signals, wobei Rˆ =
ct/2 der unbeeinflußte Abstand mit c als Lichtgeschwindigkeit im freien Raum und
der Zeit t ist. ∆Ri sind n Korrekturen (vgl. 3.3) fu¨r die verschiedenen Prozesse, die
sich auf die Abstandsberechnung auswirken. Die Flugho¨he des Altimeters (H) wird
bei der Satellitenaltimetrie in Bezug zu einem Geoid gemessen. Aus der Differenz
zwischen Flugho¨he u¨ber dem Geoid und Abstandsmessung kann dann die Ho¨he der
Erdoberfla¨che h nach folgender Formel berechnet werden (Chelton et al., 2001):




Diese Ho¨he wird dann noch um die Ho¨he ∆h auf ein Ellipsoidmodell umgerechnet,
um ein einheitliches Bezugsniveau fu¨r alle Messungen zu gewa¨hrleisten.
Bei ERS wird ein Radarsignal mit einem O¨ffnungswinkel von 1,3° ausgestrahlt, so
daß eine kegelfo¨rmige Radarkeule entsteht. Erreichen die Signale die Erde, breiten
sie sich radial auf einer Fla¨che aus, die als (engl.) footprint bezeichnet wird (Abb.
3.4). Der Durchmesser des Footprints betra¨gt bei ERS je nach Gela¨ndeho¨he und
Oberfla¨chenrauhigkeit etwa 2 bis 8 km (Cudlip & Milnes, 1994). Die Altimetrie
ist somit eine Ho¨henmessung, die sich nicht auf einen bestimmten Punkt, sondern
auf eine durch den Footprint erfaßte Fla¨che bezieht. Der Nadirpunkt ist der Punkt
auf der Erdoberfla¨che, der den Satelliten mit dem Geoid lotrecht verbindet. Auf-
grund von Schwankungen im Erdschwerefeld weicht der tatsa¨chliche Mittelpunkt
des Footprints (Subsatellitenpunkt) geringfu¨gig vom Nadirpunkt ab. Solange jedoch
der Winkel dieser Abweichung kleiner ist als die Ha¨lfte des O¨ffnungswinkels des
Signals (0,65°), hat diese Abweichung keine Auswirkung auf die Genauigkeit der
Messung (Chelton et al., 2001).
Der Durchmesser der Radaraltimeterantenne der ERS-Satelliten betra¨gt 1,2 m. Die
Signale werden von der Antenne des Altimeters sowohl ausgestrahlt als auch aufge-
fangen. Sie mißt die Energie des reflektierten Signalechos. Der Footprintdurchmesser
ist proportional zur Wellenla¨nge des Signals und invers proportional zum Antennen-
durchmesser. Der Footprintdurchmesser sollte mo¨glichst klein sein, damit die Fla¨che
innerhalb des Footprints mo¨glichst homogen ist. Ein kleiner Footprintdurchmesser
wu¨rde jedoch einen Antennendurchmesser von mehreren Metern zur Folge haben.
Um auch den Antennendurchmesser klein zu halten, muß also die Signalsta¨rke erho¨ht
werden. Dies wu¨rde jedoch eine große Energiemenge erfordern. Daher wird das Ver-
fahren der Impulskompression angewendet. Durch eine Frequenzmodulation wird
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Abbildung 3.3: Meßprinzip der Satellitenaltimetrie. H = Flugho¨he des Altimeters u¨ber dem Geo-
id, R = gemessener Abstand zwischen Erdoberfla¨che und Altimeter, h = Ho¨he der Erdoberfla¨che
u¨ber dem Geoid, ∆h = Ho¨henunterschied zwischen Geoid und Ellipsoid.
das Signal u¨ber die Impulsla¨nge linear von einer hohen zu einer niedrigeren Fre-
quenz verschoben. Ein derart modulierter Impuls wird als (engl.) chirp bezeichnet.
Durch die Modulation kann die Signalenergie ku¨nstlich versta¨rkt werden (Chelton
et al., 2001).
Ein ausgesendetes Radarsignal besteht aus einzelnen Impulsen. Da der Informations-
gehalt eines einzelnen Impulses sehr gering ist, erfolgt die Aufnahme (im Eismodus)
in einem Zeitfenster mit 64 einzelnen Zeitzellen von jeweils 12,5 ns La¨nge. In jeder
Zelle wird die Energie von jeweils 100 Impulsen zu einem Wert gemittelt. Aus diesen
64 Einzelwerten ergibt sich eine Signalkurve (engl. waveform) der Ru¨ckstreuenergie
als eine Funktion u¨ber die Zeit (Abb. 3.4). Der Anstieg in der Signalkurve (Flanke)
zeigt an, nach welcher Zeit das ausgesendete Signal das Altimeter wieder erreicht. Es
wird von dem Punkt als erstes reflektiert, der dem Satelliten innerhalb des Footprints
am na¨chsten liegt. Im Idealfall einer glatten Oberfla¨che parallel zur Satellitenflug-
bahn und ohne Geoidabweichungen, sind dies gleichzeitig der Subsatelliten- und der
Nadirpunkt. Die Reflexionsfla¨che expandiert beim Durchgang des Signalimpulses
konzentrisch. Der Fla¨cheninhalt des Footprints bleibt dabei nahezu konstant, was




Abbildung 3.4: Entwicklung des Footprints und der Signalkurve (engl. waveform) wa¨hrend einer
Messung. Beim Durchgang des Signals dehnt sich der Footprint konzentrisch aus. Die aufgefangene
Energie steigt mit dem ersten Eintreffen des vom Footprint reflektierten Signals steil an (Flanke)
und fa¨llt mit Ausdehnung des Footprints allma¨hlich ab (Plateau). Der Footprintdurchmesser ha¨ngt
von der Flugho¨he und dem O¨ffnungswinkel des Altimeters ab (nach Heidland (1994)).
Damit das ersteintreffende Ru¨ckstreusignal im Zentrum dieses Aufnahmefensters
liegt, wird ein sog. Trackingalgorithmus angewendet. Hierfu¨r wird u¨ber die Messun-
gen der letzten 50 ms ein Mittelwert der Laufzeit berechnet. Das Aufnahmefenster
wird u¨ber den Tracker so fu¨r die na¨chste Messung kalibriert, daß die Flanke der
bei der na¨chsten Messung zu erwartenden Signalkurve im Zentrum des Fensters
liegt. U¨ber
”
glatten“ Meeresoberfla¨chen, bei denen sich die Laufzeit nur geringfu¨gig
a¨ndert, funktioniert dieses Verfahren ausgesprochen gut. Bei den rauheren Eisober-
fla¨chen kann sich die Laufzeit zwischen den einzelnen Messungen jedoch so sehr
a¨ndern, daß das Aufnahmefenster nicht mehr kalibriert werden kann. So gehen eine
Reihe von Messungen verloren, bis das Gela¨nde wieder u¨ber la¨ngere Zeit gleichfo¨rmig
ist und der Tracker wieder zuverla¨ssig arbeiten kann. Im Ozeanmodus arbeitet das
Radaraltimeter mit einer Frequenz von 330 MHz. Im Eismodus wird das Signal mit
einer Frequenz von 82,5 MHz moduliert, das Aufnahmefenster somit um das Vier-
fache vergro¨ßert. Man nimmt damit zwar eine geringere Meßauflo¨sung in Kauf, es
ko¨nnen so jedoch belastbarere Messungen u¨ber Eisoberfla¨chen durchgefu¨hrt werden




Um die Ho¨he der angemessenen Erdoberfla¨che exakt zu berechnen, sind zuvor ei-
ne Reihe von einzelnen Korrekturen erforderlich. Die fu¨r diese Arbeit vorliegen-
den ERS Radaraltimeterdaten wurden gro¨ßtenteils von der Ice Sheet Altimetry
Group am NASA/Goddard Space Flight Center (GSFC) bearbeitet. Man
kann die verschiedenen Ho¨henkorrekturen in atmospha¨rische, geophysikalische und
instrumentelle Korrekturen gliedern. Daru¨ber hinaus gibt es spezielle Korrekturen
fu¨r Eisoberfla¨chen, durch die die Ho¨hengenauigkeit der Messungen weiter verbessert
werden kann. Der Anteil der einzelnen Korrekturschritte an der gesamten Ho¨hen-
korrektur ist in Tabelle 3.1 zusammengefaßt.
3.3.1 Atmospha¨rische Korrekturen
3.3.1.1 Ionospha¨renkorrektur
Ionospha¨rische Korrekturen gleichen die Signalverzo¨gerungen aus, die sich beim
Durchgang des Signals durch die Ionospha¨re ergeben. Die Zeit, die das Signal fu¨r den
Durchgang beno¨tigt, ist abha¨ngig von der Elektronendichte entlang des Signalwegs
und der Signalfrequenz. Die Elektronendichte unterliegt geographischen, ta¨glichen,
saisonalen und sonnenzyklischen Schwankungen. Neben diesen weitgehend quanti-
fizierbaren Einflu¨ssen gibt es Schwankungen im Zeitrahmen von wenigen Stunden
bis Tagen mit bis zu 30%, die nicht ohne weiteres vorherzusagen sind. Bei der Kor-
rektur wird zuna¨chst ein Modell der vorhersagbaren monatlichen Elektronengehalte
zugrundegelegt. Daneben fließen gemessene Elektronenkonzentrationen ein, um die
gescha¨tzten Werte besser an die realen Verha¨ltnisse anzupassen. Insgesamt macht die
Ionospha¨renkorrektur bis zu 40 cm bei der Ho¨henkorrektur aus (Musman et al.,
1990; Cudlip et al., 1994).
3.3.1.2 Tropospha¨renkorrektur
Auch beim Durchgang durch die Tropospha¨re wird das Radarsignal verlangsamt.
Dies geht auf die Wirkung bestimmter atmospha¨rischer Gase, Wasserdampf und
Wasser in den Wolken zuru¨ck. Man teilt die Tropospha¨renkorrektur daher in einen
trockenen, feuchten und flu¨ssigen Korrekturanteil ein. Den bei weitem gro¨ßten An-
teil hat die trockene Tropospha¨renkorrektur. Atmospha¨rische Gase verlangsamen
das Signal so stark, daß dieser Anteil 225 bis 235 cm ausmacht. Dieser Einfluß ist
proportional zum Luftdruck auf Meeresniveau. Die vertikale Verteilung der atmo-
spha¨rischen Gase bleibt dabei also unberu¨cksichtigt. Fehler von 5 mbar im Druck-
feld erzeugen einen Ho¨henfehler von 1 cm. Der Anteil flu¨ssigen Wassers in Form von
Regentropfen verursacht nur einen Ho¨henfehler von wenigen Zentimetern. Einen et-
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was gro¨ßeren Anteil hat der Wasserdampfgehalt. Dieser wird u¨ber die Temperatur
und die Luftfeuchte auf Meeresniveau bestimmt und vertikal mit einer Exponential-
funktion approximiert. Fu¨r die Antarktis ist dieser Parameter aufgrund des geringen
Wasserdampfanteils weniger ausschlaggebend. Die tatsa¨chlichen vertikalen und tem-
poralen Variationen der Parameter fu¨r die Tropospha¨renkorrektur sind allerdings
nicht bekannt, sondern ko¨nnten allenfalls u¨ber begleitende Messungen entsprechen-




Die Erdoberfla¨che unterliegt durch die gravitative Wirkung von Sonne und Mond
gewissen Ho¨henschwankungen, den Erdgezeiten oder Erdtiden. Die Landoberfla¨che
unterliegt einer Abweichung von durchschnittlich 30 cm (Cudlip et al., 1994). Bei
ERS werden die Erdtiden u¨ber ein Modell des Jet Propulsion Laboratory
(JPL) modelliert (Goddard Space Flight Center, 1997).
Die Eisschelfe schwimmen auf dem Wasser und unterliegen daher den Meeresge-
zeiten. Typische Schwankungen liegen hier im Bereich von 100 bis 200 cm. Der
Tidenhub der Eisschelfe wird bei ERS u¨ber ein numerisches Modell (Grenoble
Ocean Tide Model FES95.2.1) berechnet (Goddard Space Flight Center,
1997). Dessen Genauigkeit unterliegt gewissen Randbedingungen und Vereinfachun-
gen, so daß auch hieru¨ber die Ho¨hengenauigkeit beeintra¨chtigt wird. Im Hinblick
auf die bei zuku¨nftigen Radaraltimetermissionen steigenden Genauigkeitsanforde-
rungen sind hier noch weitere Arbeiten erforderlich (Padman et al., 2002). Durch
die Meeresgezeiten vera¨ndert sich der Druck der Wassersa¨ule auf den Meeresunter-
grund. Diese Drucka¨nderung wirkt sich auch auf die Ku¨stenregionen aus und kann
einige Zentimeter Ho¨henvariation ausmachen. Er muß bei hoch genauen Ho¨henmes-
sungen in Zukunft beru¨cksichtigt werden (Yi et al., 2000).
3.3.2.2 Geoid- und Ellipsoidmodell
Die Genauigkeit der Ho¨henberechnung ha¨ngt von der Genauigkeit des Geoidmodells
ab, auf das sich die Berechnung bezieht. Die Flugbahn des Satelliten folgt den Va-
riationen des Geoids. Dadurch kommt es zu vertikalen Beschleunigungen, die bis zu
10 m/s2 betragen ko¨nnen. Die dadurch entstehende Ho¨henungenauigkeit kann bis zu
160 cm ausmachen, meistens liegt sie aber bei nur wenigen Zentimetern (Chelton
et al., 2001). Im Fall von ERS wird dasOhio State University-Modell OSU91A
(Rapp et al., 1991) verwendet. Um ein einheitliches Ho¨henniveau zugrunde zu le-
gen, wird die Ho¨he in Bezug zu einem Ellipsoidmodell der Erdoberfla¨che umgerech-
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net. Die ellipsoidischen Ho¨hen beziehen sich bei ERS auf das World Geodetic
System-84 (WGS84) Modell derDefense Mapping Agency (DMA) (Goddard
Space Flight Center, 1997).
3.3.2.3 Orbitmodell
Um die Flugbahn des Satelliten zu kontrollieren, muß seine Position mit einem Or-
bitmodell vorausberechnet werden ko¨nnen. Abweichungen des Satelliten von diesem
Modell gehen zum einen auf die Variationen des Erdschwerefeldes zuru¨ck. Zum an-
deren wirken sich Abplattung und Rotation der Erde sowie Erd- und Meeresgezeiten
auf das Orbitmodell aus. Ferner wird der Satellit durch atmospha¨rische Gasmoleku¨le
sowie den Strahlungsdruck der Sonne abgebremst. Um die Flugbahn des Satelliten
mit dem Modell zu vergleichen, wird die Position des Satelliten von Bodenstatio-
nen aus mittels Laserpeilung (engl. Satellite Laser Ranging (SLR)) gemessen.
Bei ERS arbeitet man zusa¨tzlich mit dem System PRARE (Precise Range and
Range-Rate Equipment). Die beobachteten Abweichungen des Satelliten von sei-
nem Orbitmodell fließen bei der Neuberechnung des Modells ein, so daß der Fehler
iterativ immer weiter minimiert wird. Allerdings sind die Ungenauigkeiten dort noch
besonders groß, wo sich wenige SLR-Stationen befinden (Chelton et al., 2001).
Dies ist insbesondere auf der Su¨dhalbkugel und speziell in der Antarktis der Fall.
Bei ERS wird operationell das D-PAF Orbitmodell der Deutschen Processing
and Archiving Facility vom Deutschen Zentrum fu¨r Luft- und Raum-
fahrt (DLR) und dem Geoforschungszentrum Potsdam (GFZ) zugrunde
gelegt. Die Genauigkeit wird u¨ber die Ho¨henunterschiede an den Kreuzungspunk-
ten (engl. crossovers) der Flugbahnen berechnet. Das D-PAF Modell weist eine
Crossover-Orbit Standardabweichung von 55 cm auf (Goddard Space Flight
Center, 1997). Es werden daru¨ber hinaus auch die Orbitmodelle JGM-2 und
JGM-3 (Joint Gravity Model) sowie das Delft Gravity Model DGM-E04
des Delft Institute for Earth-Oriented Space Research (DEOS) fu¨r die
ERS Satelliten berechnet. Letzteres hat eine Crossover-Orbit Standardabweichung
von nur 10 cm (Scharroo et al., 1993) und ist damit das derzeit beste Orbitmo-
dell.
3.3.2.4 Dopplereffekt
Durch die Vorwa¨rtsbewegung des Satelliten unterliegt das Signalecho einem Dopp-
lereffekt. Das reflektierte Signal legt einen weiteren Weg zuru¨ck als das ausgesendete
Signal. Es hat damit einen gewissen Versatz, der sich in einer Phasenverschiebung
a¨ußert. Bei einer Fluggeschwindigkeit von 100 m/s macht diese fu¨r den Eismodus






Die Altimetermessung erfolgt in Bezug auf den Referenzpunkt der Altimeterantenne.
Der Referenzpunkt fu¨r die Flugho¨he des Satelliten ist jedoch dessen Schwerpunkt.
Die Lage des Schwerpunkts ist abha¨ngig von der Menge des an Bord befindlichen
Treibstoffs. Dieser wird im Laufe der Mission aufgrund von Flugmano¨vern immer
weniger, so daß sich der Schwerpunkt des Satelliten verlagert. Diese Vera¨nderung
betra¨gt bei der Ho¨henkorrektur allerdings nur 1 bis 2 cm (Cudlip et al., 1994).
3.3.3.2 Signalsta¨rkenvariation
Die Sta¨rke des reflektierten Signals ist abha¨ngig von der Flugho¨he des Satelliten. Je
ho¨her die Erdoberfla¨che liegt, desto ku¨rzer ist die Distanz zum Satelliten und desto
sta¨rker ist auch das Signal. Bei der Korrektur wird der Ru¨ckstreukoeffizient aus der
Sta¨rke des Signals gescha¨tzt, wobei eine nominale Flugho¨he von 800 km angesetzt
wird. Der Anteil dieser Korrektur an der gesamten Ho¨henkorrektur ist allerdings
a¨ußerst gering (Cudlip et al., 1994).
3.3.3.3 Oszillatorkorrektur
Die Zeitmessung der Signallaufzeit wird u¨ber einen Oszillator (Ultra Stable Os-
cillator (USO)) gesteuert. Dabei wird die Anzahl von Oszillatorzyklen zwischen
Aussenden und Empfang des Signals gemessen. Die Frequenz des Oszillators basiert
auf einem Quarzkristall. Dieser Kristall altert, da er der radioaktiven Strahlung
im All unterliegt, wodurch sich seine Frequenz im Laufe der Zeit vera¨ndert. Diese
Vera¨nderung wird im Rahmen der telemetrischen U¨berwachung des Satelliten im
Abstand weniger Tage kontrolliert und der Oszillator an die neue Frequenz ange-
paßt. Diese Korrekturen werden aber nicht in die operationelle Datenverarbeitung
einbezogen sondern mu¨ssen nachtra¨glich durchgefu¨hrt werden. Die Korrekturwerte
nehmen im Verlauf der Mission kontinuierlich zu, sie erreichen aber am Ende der
Laufzeit von ERS-1 nur etwa 2,5 cm (Chelton et al., 2001; Scharroo, 2001).
3.3.3.4 SPTR-Korrektur
Mitunter werden die Satelliten bei der Durchfu¨hrung von Flugmano¨vern oder zur
Rekalibrierung kurzzeitig ab- und wieder angeschaltet. Dabei vera¨ndert sich die
Abstandsmessung sprunghaft. Dieser Effekt wird in der Scanning Point Tar-
get Response (SPTR)-Korrektur beru¨cksichtigt. Er fu¨hrt zu Schwankungen in
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der Ho¨henberechnung von durchschnittlich 4 cm und muß ebenfalls nachtra¨glich
einbezogen werden (Martini & Fe´me´nias, 2000; Scharroo, 2001).
3.3.3.5 Intersatellitenversatz
Bei der gleichzeitigen Verwendung von ERS-1 und ERS-2 Daten muß ein Inter-
satellitenversatz beru¨cksichtigt werden. Die interne Datenverarbeitung der Syste-
me ist etwas unterschiedlich. Der sich daraus ergebende Ho¨henversatz betra¨gt 40,9
± 5,5 cm, wodurch die ERS-2 Daten
”
tiefer“ liegen als die ERS-1 Daten (Fe´me´nias,
1996; Brenner, 2000).






















Die konventionelle Radaraltimetrie wurde urspru¨nglich fu¨r die Messung von Mee-
resoberfla¨chenho¨hen entwickelt. Da die Eisoberfla¨che zumeist nicht so flach ist wie
die Meeresoberfla¨che, ist hier die Bestimmung der Gela¨ndeho¨he weitaus schwieriger.
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Insbesondere im Bereich von Gletschern, Eisstro¨men, Schelfeiskanten und Bergre-
gionen kommt es zu großen Reliefvariationen oder starken Gela¨ndeneigungen. Dies
macht spezielle Korrekturverfahren fu¨r Eisoberfla¨chen erforderlich.
3.3.4.1 Neigungskorrektur
Ist die angemessene Oberfla¨che geneigt, entspricht die Messung des Altimeters nicht
der Distanz H zum Subsatellitenpunkt S, sondern dem Abstand Hp zum ho¨chstge-
legenen Gela¨ndepunkt P innerhalb des Footprints (Abb. 3.5). Der neigungsbedingte
Ho¨henunterschied ∆H ist dabei proportional zum Grad der Neigung α. Je gro¨ßer die
Neigung, desto gro¨ßer ist auch der laterale Versatz des Subsatellitenpunkts (PP ′).
Bei einer Neigung von α=0,65° macht dieser neigungsbedingte Ho¨henunterschied
etwa 50 m und der laterale Versatz etwa 9 km aus. Die gro¨ßtmo¨gliche Gela¨ndenei-
gung ha¨ngt dabei vom Durchmesser des Footprints ab. Bei einem O¨ffnungswinkel
des ERS-Altimeters von 1,3° liegt die maximal erfaßbare Gela¨ndeneigung bei der
Ha¨lfte des O¨ffnungswinkels (α=0,65°).
Das fu¨r die vorliegenden Daten eingesetzte Korrekturverfahren scha¨tzt die Neigung
der Oberfla¨che u¨ber die Interpolation der Punkte in der Umgebung des Subsatelli-
tenpunkts (Brenner et al., 1983). Ist die Neigung zu groß, la¨ßt sich die Neigungs-
korrektur nicht mehr anwenden. Ist die Oberfla¨che quer zur Flugbahn des Satelliten
geneigt, kann das bei der Korrektur nicht beru¨cksichtigt werden. Ferner werden die
regionalen Neigungseffekte von lokalen Ho¨henvariationen der Oberfla¨che u¨berlagert,
was die Bestimmung der Neigung erschwert. Da 90% der antarktischen Eisoberfla¨che
eine Neigung von weniger als 0,65° aufweisen, ko¨nnen lediglich Teile der stark reli-
efierten Gebiete oder der besonders steilen Eisabha¨nge nicht korrekt erfaßt werden
(Bamber & Huybrechts, 1996).
3.3.4.2 Retracking
Das Radarsignal wird entsprechend der dielektischen Eigenschaften der Eisoberfla¨che
reflektiert und gestreut (vgl. 3.4.1). Oberfla¨chen- und Volumenstreuung dru¨cken sich
in einer Vera¨nderung der Signalkurve aus. Das Signal trifft verzo¨gert am Satelliten
ein, so daß die Flanke der Signalkurve erst spa¨ter ansteigt, als es das Trackingsystem
des Satelliten erwartet hat. Dadurch vergro¨ßert sich der gemessene Abstand zur Eis-
oberfla¨che, die Oberfla¨che scheint tiefer zu liegen. Mit dem (engl.) retracking kann
dieser Effekt nachtra¨glich korrigiert werden. Dabei werden die Abweichungen in den
gemessenen Signalkurven in Bezug zu einer modellierten Kurve korrigiert. Um aus
der Signalkurve die mittlere Oberfla¨chenho¨he abzuleiten, muß ein Signalkurvenmo-
dell verwendet werden, das die vorliegende Topographie und die Eindringtiefe des
Signals ins Eis beru¨cksichtigt. Die Abweichung der Signalkurve von der Modellkurve













Abbildung 3.5: Neigungsbedingter Ho¨henfehler bei einer glatten Oberfla¨che mit Neigungswinkel
α. Hp ist die gemessene Distanz zum satellitenna¨chsten Punkt P , H ist die Ho¨he des Satelliten
u¨ber dem Subsatellitenpunkt S. Der neigungsbedingte Fehler ∆H = H −Hp berechnet sich u¨ber
∆H = H(1 − cos(α)). Der laterale Versatz des Subsatellitenpunkts entspricht der Strecke PP ′
(nach Brenner et al. (1983)).
Es gibt eine Reihe verschiedener Retrackingverfahren mit unterschiedlichen Vor- und
Nachteilen (Wingham et al., 1986; Davis, 1993, 1997). Das fu¨r die vorliegenden
ERS Radaraltimeterdaten angewandte β-Retrackingverfahren von Martin et al.
(1983) verwendet ein Modell mit fu¨nf Parametern fu¨r Signalkurven mit einem und
ein Modell mit neun Parametern fu¨r solche mit zwei Anstiegen in der Signalkurve.
Die Retrackingverfahren finden ihre Grenzen dort, wo sich keine Signalkurven an-
passen lassen. Dies geschieht, wenn die Verteilung der Oberfla¨chenneigungen der im
Footprint erfaßten Objekte nicht normalverteilt ist oder wenn die topographische
Rauhigkeit das Signal zu stark verzerrt. Dies ist vor allem an steilen Eisabha¨ngen,
Eisabbruchkanten oder in gebirgigen Regionen der Fall (Bamber, 1994b). Ober-
fla¨chen- und Volumenstreuung variieren ra¨umlich wie zeitlich sehr stark und lassen
sich bislang nicht genau quantifizieren. Solange ihr Einfluß nicht genau quantifi-
ziert werden kann, la¨ßt sich die Qualita¨t des Retrackings nicht eindeutig bestim-
men. Allerdings verbessert das Retracking die Gu¨te der Ho¨henmessungen signifikant
(Zwally et al., 1993). Die Gu¨te des Retrackings ha¨ngt neben den Oberfla¨chen-
eigenschaften des Eises auch von den Instrumenten- und Flugbahnparametern ab.
Auch diese Parameter vera¨ndern sich im Verlauf der Messungen, so daß die Ergebnis-
se nach dem Retracking zwischen den einzelnen Wiederholungsorbits verzerrt sind.
Wingham et al. (1993) sind daher der Ansicht, daß das Retracking in Zukunft
durch eine lineare Scha¨tzung erga¨nzt werden sollte, die die Instrumentenparameter,




Generell la¨ßt sich sagen, daß die Radaraltimetrie theoretisch in der Lage ist, Ho¨hen-
genauigkeiten im Subzentimeterbereich zu erreichen. Die Ho¨hengenauigkeit ist al-
lerdings von der Qualita¨t der Ho¨henkorrektur und von den Eigenschaften der ange-
messenen Oberfla¨che abha¨ngig. Je aufwendiger die Korrekturen sind, desto gro¨ßer
ist die zu erwartende Genauigkeit. Trotz dieser Korrekturen ergeben sich u¨ber Eis-
oberfla¨chen Ungenauigkeiten, die nicht durch die bisher angesprochenen Ho¨henkor-
rekturen aufgelo¨st werden ko¨nnen.
3.4.1 Oberfla¨chen- und Volumenstreuung
Elektromagnetische Strahlung wie z. B. ein Radarsignal mit einer bestimmten Wel-
lenla¨nge wird an der Grenzfla¨che zwischen zwei unterschiedlichen Medien teilweise
reflektiert. Aufgrund der Rauhigkeit der Eisoberfla¨che bezu¨glich der Wellenla¨nge des
Radarsignals wird dieses an der Oberfla¨che gestreut (Oberfla¨chenstreuung) (Re´my
et al., 1990). In Schnee oder Eis wird ein Teil der Strahlung aber teilweise auch ab-
sorbiert und transmittiert und dann von tiefer liegenden Schichten erneut reflektiert
(Volumenstreuung). Die Strahlungsenergie in der Tiefe ha¨ngt von der eingestrahlten
Energiemenge sowie vom Extinktionskoeffizient ab. Der Extinktionskoeffizient ist die
Summe aus Absorbtionskoeffizient und Streuungskoeffizient, die sich je nach Medi-
um und Wellenla¨nge unterschiedlich zusammensetzen. In Schnee kann das Signal bis
etwa 1 m eindringen, im Eis betra¨gt die Eindringtiefe bis zu 10 m (Liljequist &
Cehak, 1984; Oke, 2000).
Je nach Tages- und Jahreszeit haben der Wassergehalt, die horizontale Schichtung,
die Temperatur, die Korngro¨ße der Eiskristalle sowie die Dichte des Eises einen an-
deren Einfluß auf das Ru¨ckstreuverhalten. Reflexion und Streuung ha¨ngen komplex
zusammen, wobei sich zeitliche und o¨rtliche Schwankungen der Eiseigenschaften auf
den Extinktionskoeffizient auswirken. Die Schnee-/ Eiskristallgro¨ße ist beispielsweise
abha¨ngig von der Akkumulationsrate und der Firntemperatur. In Gebieten mit ge-
ringerer Akkumulationsrate sind die Korngro¨ßen meist geringer, wa¨hrend eine ho¨he-
re Temperatur das Kristallwachstum begu¨nstigt. Der Extinktionskoeffizient variiert
mit der Temperatur und damit mit der Gela¨ndeho¨he. Da in der zentralen Antarktis
kaum Schmelzen an der Eisoberfla¨che stattfindet, ist die Korngro¨ße der Schnee- und
Eiskristalle vorwiegend abha¨ngig von der Temperatur. Je gro¨ßer die Gela¨ndeho¨he,
desto geringer ist die Temperatur und um so geringer sind auch die Korngro¨ßen.
Damit vergro¨ßert sich wiederum der Extinktionskoeffizient. Die Volumenstreuung
nimmt in der Antarktis also mit zunehmender geographischer Breite und damit der
Ho¨he immer weiter zu, in den wa¨rmeren, ku¨stennahen Regionen ist dagegen die
Oberfla¨chenstreuung dominant (Partington et al., 1989; Rott et al., 1993;
Davis & Zwally, 1993; Davis & Poznyak, 1993; Ridley & Bamber, 1995).
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Die Vera¨nderung des Extinktionskoeffizienten a¨ußert sich in der Form der Signalkur-
ve (vgl. 3.2). Zwar konnten Legre´sy & Re´my (1997b) an Hand von bestimmten
Parametern der Signalkurven das Verha¨ltnis von Oberfla¨chen- und Volumenstreuung
sowie die Eindringtiefe des Signals bestimmen, eine genaue Quantifizierung einzel-
ner Parameter wie etwa der Kristallgro¨ße oder der Schichtdichten der Schneeauflage
aus Radaraltimeterdaten ist jedoch nicht mo¨glich (Fe´me´nias et al., 1993). Eine
starke Streuung des Signals fa¨llt auch in Zonen auf, in denen viele Gletscherspalten
auftreten. Einerseits lassen sich so Spaltenzonen entdecken, die in Satellitenbildern
aufgrund zu geringer Auflo¨sung nicht zu erkennen sind, andererseits lassen sich die
Signale von Spaltenzonen nicht ohne weiteres von denen anderer Streuungseinflu¨sse
unterscheiden (Partington et al., 1987).
Die genannten Effekte beziehen sich nicht nur auf die Radaraltimetrie sondern wir-
ken sich auch bei SAR-Bildern aus (Jezek et al., 1993; Davis & Poznyak, 1993).
An einer Quantifizierung der einzelnen Faktoren aus Radaraltimeterdaten oder SAR-
Bildern wird intensiv geforscht (Fitzgerald & Paren, 1975; Tiuri et al., 1984;
Ridley & Partington, 1988; Bintanja & van den Broeke, 1995; Legre´sy
& Re´my, 1997a; Zahnen et al., 2003). Das RA-2 Altimeter von ENVISAT, das
mit zwei verschiedenen Frequenzen arbeitet, kann die Steuungseffekte reduzieren
(Davis & Moore, 1993; Fe´me´nias et al., 1993). Beim Laseraltimeter ICESAT
ist die Eindringtiefe zwar weitaus geringer, dafu¨r ist das System jedoch auf Wolken-
freiheit angewiesen.
3.4.2 Meßgeometrie
Um hinreichend lange Meßreihen zu erzeugen, werden Daten von unterschiedlichen
Missionen kombiniert. Hierbei ergeben sich allerdings Probleme, die auf Unterschie-
de in der Meßgeometrie zuru¨ckzufu¨hren sind. Weicht der Signalweg von der Na-
dirrichtung ab, vergro¨ßert sich der Anteil der Volumenstreuung im Verha¨ltnis zur
Oberfla¨chenstreuung. Dies verursacht einen Ho¨henunterschied von mehreren Dezi-
metern. Bei geneigten Oberfla¨chen liegt der satellitenna¨chste Punkt bei zwei Syste-
men mit verschiedenen Flugho¨hen und O¨ffnungswinkeln an unterschiedlichen Posi-
tionen. Zwar kann durch die Neigungskorrektur (vgl. 3.3.4.1) der Ho¨henunterschied
in Flugrichtung des Satelliten korrigiert werden (Brenner et al., 1983), Neigun-
gen quer zur Flugrichtung lassen sich aber nur durch entsprechend enge Flugbahnen
oder alternative Ho¨henmodelle bestimmen. Der Anteil stark geneigter Oberfla¨chen
ist zwar verha¨ltnisma¨ßig gering, die Fehler ko¨nnen hier jedoch mehrere Zentimeter
bis Dezimeter betragen (Partington, 1998). Um die Fehlereinflu¨sse durch die Ver-
wendung unterschiedlicher Systeme zu vermeiden, werden in dieser Untersuchung
nur Radaraltimeterdaten von ERS-1 und ERS-2 verwendet. Beide Systeme sind
baugleich und bewegen sich in der gleichen Flugho¨he, so daß unterschiedliche Meß-




Die isostatische Ausgleichsbewegung der Erdkruste durch den Ru¨ckgang des Ei-
ses nach der letzten Eiszeit kann zwar u¨ber das (engl.) global positioning system
(GPS) ermittelt werden, fu¨r exakte Messungen sind allerdings langja¨hrige Meßrei-
hen notwendig. Die in der australischen Forschungsstation Mawson (67° 36’ Su¨d,
62° 52’ Ost) fu¨r Daten zwischen 1995 und 1999 berechnete Hebungsgeschwindigkeit
betra¨gt 0,6 ± 0,6 mm/a. Allerdings sind hier Fehlereinflu¨sse durch atmospha¨rische
Druckvera¨nderungen oder Ungenauigkeiten im Bezugssystem (Geoid) noch nicht
beru¨cksichtigt worden (Zwartz et al., 1999; Tregoning et al., 2000). Daher
kann die isostatische Ausgleichsbewegung des Eisuntergrunds bei der Ho¨henbestim-
mung noch nicht beru¨cksichtigt werden, obwohl die Hebungsrate fu¨r einen Zeitraum
von mehreren Jahren durchaus mehrere Zentimeter umfassen kann.
3.4.4 Dichtevariationen in der Firnauflage
Bei der Messung der Ho¨hena¨nderung (vgl. 3.5) wird davon ausgegangen, daß die
Dichte der Firnauflage, in der sich Schnee zu Gletschereis verfestigt, konstant ist
(vgl. 2.2.4.3). Die Firnauflage kann in den polaren Eisschilden jedoch mehr als 100 m
ma¨chtig sein (Paterson, 1994), so daß sich Dichtevariationen aufgrund von Tempe-
raturschwankungen als eine signifikante Ho¨hena¨nderung a¨ußern ko¨nnen (Arthern
& Wingham, 1998).
3.4.5 Datenfehler und Datenlu¨cken
Datenfehler in einzelnen Messungen oder ganzen Tracks treten auf, wenn eine oder
mehrere Ho¨henkorrekturen falsch oder gar nicht ausgefu¨hrt werden. Die einzelnen
Korrekturen enthalten Ungenauigkeiten oder gehen von falschen Annahmen aus.
Derartige Fehler ko¨nnen so gering sein, daß sie nicht als solche in den Daten zu
erkennen sind. Sie ko¨nnen aber auch derart gravierend sein, daß sie als Ausreißer in
Erscheinung treten. Sind ganze Tracks betroffen, wu¨rden diese bei der ra¨umlichen
Interpolation der Daten auf ein Ho¨henmodell als Ru¨cken oder Tal in Flugrichtung
des Satelliten in Erscheinung treten, was aufgrund der Werte in der Umgebung nicht
plausibel wa¨re. Um Datenfehler auszugrenzen, ist eine Plausibilita¨ts- und Ausreißer-
analyse notwendig (vgl. 5.3).
Bei Radaraltimeterdaten treten systematische und unregelma¨ßige Datenlu¨cken auf.
Durch die U¨berschneidung absteigender und aufsteigender Tracks entsteht ein se-
mirhombisches Muster (Abb. 5.2). Aufgrund der Divergenz der Meridiane nimmt
die Datendichte zum A¨quator hin ab, die Absta¨nde zwischen den Tracks werden in
der Antarktis nach Norden immer gro¨ßer. Das Umschalten vom Ozean- in den Eis-
modus geschieht an einer zuvor festgelegten Grenze. Durch das Umschalten ko¨nnen
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fu¨r kurze Zeit keine Daten gemessen werden. Die Grenze verla¨uft z. B. im Fall des
Amery Eisschelfs hinter der eigentlichen Eisfront und a¨ußert sich in Form einer
geraden Datenlu¨cke quer u¨ber das gesamte Eisschelf (Abb. 5.2). Unregelma¨ßige Da-
tenlu¨cken entstehen durch die Abschaltung bei der Durchfu¨hrung von Flugmano¨vern
oder weil die Datenaufnahmekapazita¨t des Satelliten begrenzt ist. Ist es wa¨hrend
eines Orbits nicht gelungen, die gemessenen Daten vom Satelliten zur Bodenstati-
on zu u¨bertragen, werden bestehende Messungen durch neue Werte u¨berschrieben,
so daß einzelne Tracks verloren gehen ko¨nnen (Bamber & Huybrechts, 1996).
Unregelma¨ßige Datenlu¨cken finden sich aber vor allem in den Bereichen, in denen
aufgrund zu starker Reliefvariationen (Diskontinuita¨ten) das Signal verloren geht.
Dies ist an Gela¨ndekanten wie z. B. der Eisfront der Fall. An diesen Stellen kann we-
der eine Neigungskorrektur noch das Retracking (vgl. 3.3.4) erfolgreich durchgefu¨hrt
werden. Diese Datenlu¨cken ko¨nnen jedoch genutzt werden, um ein Untersuchungs-
gebiet in verschiedene Regionen zu segmentieren, da diese Lu¨cken eine Grenzzone
ausweisen, in der eine Diskontinuita¨t der Topographie vorliegt (vgl. 5.4).
3.4.6 Vergleichsmessung
Um die Gu¨te von Radaraltimetermessungen zu u¨berpru¨fen, wird eine Vergleichs-
messung (engl. groundtruthing) mit einem alternativen Ho¨henmeßverfahren durch-
gefu¨hrt. Dazu wurden z. B. 1995 auf dem Amery Eisschelf (vgl. 5.1.2) Ho¨henmessun-
gen mit einem differenziellen GPS-System vorgenommen (Phillips et al., 1998).
Dabei ist zu beru¨cksichtigen, daß GPS-Messungen Punktmessungen sind, die Ra-
daraltimetrie aber nur mittlere Ho¨hen innerhalb eines Footprints liefert. Die Unter-
schiede zwischen den verschiedenen Meßmethoden basieren teilweise auf den Unge-
nauigkeiten der beiden Verfahren. Der mittlere Fehler fu¨r die bei der Untersuchung
von Phillips et al. (1998) verwendeten ERS-1 Ho¨henkorrekturen bela¨uft sich auf
13 cm, der Fehler fu¨r die GPS-Messungen auf 40 cm. Da der mittlere Ho¨henunter-
schied zwischen den beiden Verfahren mit 170 cm berechnet wird, kann dieser nicht
allein u¨ber die Ungenauigkeiten erkla¨rt werden. Die restliche Differenz von 117 cm
ist vor allem auf die Variation der Oberfla¨chen innerhalb der Footprints sowie auf
das Eindringen des Radarsignals ins Eis zuru¨ckzufu¨hren.
3.5 Messung der Ho¨hena¨nderung
3.5.1 Crossover-Analyse
Zur Bestimmung der Ho¨hena¨nderung aus Radaraltimeterdaten existieren zwei ver-
schiedene Ansa¨tze. Einen direkten temporalen Vergleich liefert die Crossover-Analyse,
bei der die Unterschiede der Ho¨hendaten an den Kreuzungspunkten der Tracks
aus zwei zeitlich differierenden Radaraltimeterdatensa¨tzen ermittelt werden. Da die
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Absta¨nde der Tracks aufgrund der Erdkru¨mmung in Richtung A¨quator zunehmen
(Abb. 5.1), repra¨sentieren die Kreuzungspunkte in dieser Richtung allerdings immer
gro¨ßer werdende Gebiete. Beispiele zur Crossover-Analyse finden sich in Parting-
ton et al. (1991); Bamber (1994a); Lingle et al. (1994); Yi et al. (1997);
Lingle & Covey (1998); Re´my & Legre´sy (1998).
3.5.2 Ho¨henmodell-Zeitreihen
Digitale Ho¨henmodelle sind in Form von regelma¨ßigen Gittern angeordnete Ho¨hen-
informationen. Da die Radaraltimetermessungen nur entlang der Tracks erfolgen, ist
eine ra¨umliche Interpolation der Ho¨hendaten notwendig (vgl. 4.1). Ho¨hena¨nderun-
gen der Eisoberfla¨che ko¨nnen durch den Vergleich von digitalen Ho¨henmodellen aus
unterschiedlichen Zeitra¨umen beobachtet werden (Meier, 1993). Liegen mehrere
zeitlich differierende Ho¨henmodelle vor, stellen die Ho¨henwerte an denselben Gitter-
punkten eine Ho¨henmodell-Zeitreihe dar. Zur Bestimmung signifikanter Ho¨hena¨nde-
rungen beno¨tigt man ra¨umlich wie zeitlich hochaufgelo¨ste Radaraltimetermeßrei-
hen von mehreren Jahren (vgl. 2.2.5). Der Vorteil dieses Verfahrens gegenu¨ber der
Crossover-Analyse besteht darin, daß die Gitterpunkte des Ho¨henmodells einheitli-
che Gebiete repra¨sentieren (Herzfeld et al., 1997).
Die beno¨tigte ra¨umliche Auflo¨sung der Ho¨henmodelle ha¨ngt davon ab, fu¨r welche
Fragestellung sie verwendet werden. Fu¨r thermomechanische Modelle (vgl. 2.2.4.1)
der gesamten Arktis oder Antarktis sind Auflo¨sungen im Bereich von 10 bis 20 km
ausreichend. Fu¨r detaillierte Analysen der Massenbilanz einzelner Gletscher soll-
te sie aber so hoch wie mo¨glich liegen. Die ho¨chste mo¨gliche Auflo¨sung wird von
der Auflo¨sung des Meßverfahrens bestimmt. Bei Radaraltimeterdaten ko¨nnen Ob-
jekte, die kleiner als der Footprintdurchmesser sind, nicht mehr aufgelo¨st werden.
Damit ko¨nnen kleinskalige Oberfla¨chenstrukturen wie Sastrugi (Windrippel) oder
Gletscherspalten nicht mehr erfaßt werden. Bei großskaligen Strukturen paust sich
der Eisuntergrund quasi an der Eisoberfla¨che durch, wobei die Untergrundformen
um so sta¨rker durchscheinen, je geringer die Eisma¨chtigkeit ist. Solche Strukturen
haben Ho¨henvariationen im Meterbereich und ko¨nnen sich u¨ber viele Kilometer er-
strecken. Anhand von Ho¨henmodellen lassen sich auch wichtige Merkmale wie z. B.
die Grundeislinie identifizieren. Je ho¨her die Reibung des sich bewegenden Eises am
Untergrund, desto gro¨ßer ist die Neigung der Eisoberfla¨che (MacAyeal, 1992). An
der Grundeislinie nimmt der Neigungsgradient der Eisoberfla¨che drastisch ab. La-
gea¨nderungen der Grundeislinie ko¨nnen in Ho¨henmodell-Zeitreihen erkannt und als





Die Topographie einer Eisoberfla¨che la¨ßt sich mathematisch als eine ra¨umlich kon-
tinuierliche Variable betrachten, die u¨ber ein digitales Ho¨henmodell dargestellt wer-
den kann. Die vorliegenden ERS Radaraltimeterdaten beschreiben die Topographie
der Eisoberfla¨che an diskreten Punkten entlang von sich u¨berkreuzenden Tracks.
Dabei ist die Datendichte entlang dieser Tracks sehr hoch (328 m) wa¨hrend zwi-
schen den Tracks bei den 168d Daten Lu¨cken von 2 km und bei den 35d Daten von
20 km bestehen (Abb. 5.2). Ein Ho¨henmodell besteht aus regelma¨ßig angeordne-
ten Gitterpunkten, mehrere zeitlich aufeinander folgende Ho¨henmodelle bilden eine
Ho¨henmodell-Zeitreihe (vgl. 3.5.2). Zur Erstellung eines Ho¨henmodells beno¨tigt man
ein ra¨umliches Interpolationsverfahren. Bei der Interpolation ergibt sich ein Inter-
polationsfehler. Dieser muß geringer sein als die zu erwartende Ho¨hena¨nderung der
Ho¨henmodell-Zeitreihe, damit sich signifikante Ho¨hena¨nderungen berechnen lassen.
Viele der in den Geowissenschaften auftretenden Variablen ko¨nnen als ra¨umlich
kontinuierlich betrachtet werden. Meist ko¨nnen diese Variablen aber nur an weni-
gen Stellen gemessen werden, weil z. B. das Untersuchungsgebiet zu groß oder das
Meßverfahren sehr aufwendig und kostenintensiv ist. Die Werte der Variable mu¨ssen
daher an bestimmten Scha¨tzpunkten gescha¨tzt, d. h. ra¨umlich interpoliert oder ex-
trapoliert werden. Die Scha¨tzpunkte sind hier die Gitterpunkte eines Ho¨henmodells.
Bei der ra¨umlichen Scha¨tzung wird der Wert z(x0) der ra¨umlich kontinuierlichen Va-
riable Z an einem Scha¨tzpunkt x0 innerhalb eines Untersuchungsgebiets D auf der
Basis von regelma¨ßig oder unregelma¨ßig ra¨umlich verteilten Werten z(xi) ∈ Z an
den Stu¨tzpunkten xi ∈ D berechnet. xi sind dabei die Ortsvektoren der Meßpunk-
te. Sie bilden die Stu¨tzpunkte der Interpolation. Alle mo¨glichen Scha¨tzwerte zˆ(x0)
liegen auf einer Scha¨tzfunktion Zˆ. Sie soll die tatsa¨chliche aber unbekannte, ra¨um-
liche Funktion der Variable Z, in diesem Fall die Topographie der Eisoberfla¨che,
mo¨glichst genau wiedergeben (Webster & Oliver, 2001).
Es gibt eine Reihe unterschiedlicher Verfahren der ra¨umlichen Interpolation, die
sich in deterministische und stochastische Verfahren unterteilen lassen. Zu den de-
terministischen Verfahren za¨hlen a) exakte Methoden wie Thiessen-Polygone, Trian-
gulation, Inverse-Distanz-Methoden sowie Splinefunktionen oder b) approximative
Methoden wie die Trendfla¨chenanalyse oder multiple Regression. Alle deterministi-
schen Verfahren gehen davon aus, daß die Variationen einer Variablen physikalische
Ursachen haben, die sich u¨ber eine abza¨hlbare Menge von Funktionen abbilden
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lassen. Natu¨rliche Prozesse sind jedoch sehr komplex und ha¨ngen oft nichtlinear
und chaotisch voneinander ab. Oft sind auch nicht alle Prozesse oder ihre Zusam-
menha¨nge bekannt. Ist eine Variation zu komplex, tritt sie als zufa¨llige Variation
in Erscheinung. Eine rein deterministische Beschreibung der Variablen ist dann nur
noch na¨herungsweise mo¨glich. Daher beno¨tigt man anstelle des deterministischen
einen stochastischen Ansatz. Eine rein stochastische Betrachtung hat allerdings den
Nachteil, daß sie eine Reihe wiederholter und stochastisch unabha¨ngiger Messungen
an jeder Stelle xi erfordert. Dies ist in der Regel nicht gegeben, da an einer Stel-
le xi meist nur eine einzige Messung vorgenommen wird und weil eine ra¨umliche
Abha¨ngigkeit zwischen den Messungen besteht. Die geostatistische Interpolation ist
ein Verfahren, das deterministische und stochastische Verfahren miteinander verbin-
det (Lam, 1983; Henley, 1987; Webster & Oliver, 2001).
4.2 Geostatistik
Die Geostatistik ist ein Zweig der angewandten Statistik. Sie macht sich das Gesetz
der Geographie von Tobler (1970) zu eigen, das besagt, daß sich im Mittel die
Werte einer Variable an nahe benachbarten Punkten a¨hnlicher sind als bei weiter
voneinander entfernt liegenden Punkten. Die Geostatistik umfaßt zwar eine ganze
Reihe unterschiedlicher Methoden z. B. zur Simulation oder zur Klassifikation, am
ha¨ufigsten wird sie aber zur ra¨umlichen Scha¨tzung eingesetzt, die unter dem Begriff
Kriging bekannt ist (benannt nach dem su¨dafrikanischen Ingenieur Danie Krige).
Nachdem Kriging erfolgreich bei der Goldexploration angewendet wurde, entwickel-
te Georges Matheron die Theorie der regionalisierten Variablen (Matheron,
1963), die das Krigingverfahren mathematisch beschreibt. Im Gegensatz zu den de-
terministischen Scha¨tzverfahren wird hier zuerst der ra¨umliche Zusammenhang der
vorhandenen Meßwerte empirisch bestimmt (Variographie). Auf der Basis der Vario-
graphie wird dann eine stetige Funktion des ra¨umlichen Zusammenhangs angepaßt.
Die eigentliche Scha¨tzung (Kriging) erfolgt dann auf der Basis der Parameter dieser
Scha¨tzfunktion (Webster & Oliver, 2001).
4.2.1 Theorie der regionalisierten Variablen
In der Theorie der regionalisierten Variablen wird eine ra¨umlich kontinuierliche Va-
riable Z als Zufallsvariable betrachtet. Die diskreten Messungen z(xi) sind Realisa-
tionen dieser Zufallsvariablen. Im Gegensatz zu den rein stochastischen Prozessen
besteht bei den regionalisierten Variablen ein ra¨umlicher Zusammenhang zwischen
den Messungen z(xi), die Realisationen sind also ra¨umlich abha¨ngig von einander.
Nach der Definition der Zufallsvariablen existiert fu¨r jede der n Realisationen an den
Stu¨tzpunkten xi, i = 1, 2, . . . , n eine eigene Wahrscheinlichkeitsverteilung Z(xi). Je-
de Wahrscheinlichkeitsverteilung hat einen Erwartungswert E[Z(xi)] = µi und eine
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Varianz E[Z(xi)− µi] = σ
2
i . Ein Meßwert z(xi) ist dann eine Realisation unter un-
endlich vielen mo¨glichen Realisationen innerhalb der Verteilung Z(xi). Die Menge
aller Realisationen z(xi) bezeichnet man als regionalisierte Variable und die Men-
ge aller Verteilungen Z(xi) als Zufallsprozeß. Um den ra¨umlichen Zusammenhang
zweier Zufallsvariablen zu bestimmen, kann man die Kovarianz heranziehen. Die
Kovarianz zweier Zufallsvariablen Z(x1) und Z(x2) lautet:
C (Z(x1), Z(x2)) = E [{Z(x1)− µ1} {Z(x2)− µ2}] . (4.1)
Da jedoch fu¨r jeden Stu¨tzpunkt xi nur eine einzige Messung vorliegt, lassen sich die
µi und σ
2
i nicht bestimmen. Daher muß die vereinfachende Annahme der Stationa-
rita¨t 2. Ordnung getroffen werden.
4.2.1.1 Stationarita¨t
Bei der Stationarita¨t wird davon ausgegangen, daß die Wahrscheinlichkeitsvertei-
lungen des Zufallsprozesses bestimmte Eigenschaften haben, die u¨berall gleich sind.
Bei der Stationarita¨t 1. Ordnung sind die Erwartungswerte E[Z(x)] = µ (Momen-
te 1. Ordnung) fu¨r alle xi konstant d. h. stationa¨r. Unter der Voraussetzung der
Stationarita¨t 1. Ordnung la¨ßt sich fu¨r die Varianz und Kovarianz die Stationarita¨t
2. Ordnung formulieren. Zwei Meßpunkte sind ra¨umlich durch den Distanzvektor
h getrennt. Fu¨r den Fall, daß zwei Meßpunkte x und x + h an derselben Stelle
vorliegen, ist der Distanzvektor h = 0 und das Moment 2. Ordnung entspricht der
Varianz C(0) = E[Z(x)− µ2] = σ2. Ist h > 0, entspricht das Moment 2. Ordnung
der Kovarianz:
C(h) = C (Z(x), Z(x+ h)) = E [{Z(x)− µ} {Z(x+ h)− µ}] . (4.2)
Die Momente existieren und ha¨ngen allein von der Distanz h und nicht von der
Position x ab. Diese Abha¨ngigkeit fu¨r beliebige Distanzen dru¨ckt man als Kovari-
anzfunktion C(h) aus. Diskrete Distanzen h werden in der Variographie als (engl.)
lag bezeichnet (Webster & Oliver, 2001).
4.2.1.2 Intrinsische Hypothese
In der Realita¨t ist die Voraussetzung der Stationarita¨t 2. Ordnung meist nicht ge-
geben. Je gro¨ßer das Untersuchungsgebiet ist, desto sta¨rker neigen Mittelwert und
Varianz dazu, sich innerhalb des Untersuchungsgebiets zu vera¨ndern. Aus diesem
Grund formulierte Matheron (1963) die intrinsische Hypothese. Hiernach ist der
Mittelwert, wenn schon nicht im gesamten Untersuchungsgebiet, so doch zumindest
in der na¨heren Umgebung eines Punktes, konstant (Quasi-Stationarita¨t). Ferner
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ersetzt er die Kovarianz durch die Varianz der Differenzen, die ebenso wie die Ko-
varianz, allein von der Distanz h abha¨ngt. Danach gilt:
E[Z(x)− Z(x+ h)] = 0 (4.3)
V AR[Z(x)− Z(x+ h)] = E[(Z(x)− Z(X + h))2] = 2γ(h) (4.4)
Damit la¨ßt sich der ra¨umliche Zusammenhang auch noch fu¨r Fa¨lle definieren, bei
denen die Berechnung der Kovarianzfunktion C(h) nicht zula¨ssig ist. Der ra¨um-
liche Zusammenhang wird jetzt durch das Variogramm 2γ(h) ausgedru¨ckt. Meist
wird allerdings nur γ(h) als Variogramm angegeben, was richtigerweise als Semi-
Variogramm bezeichnet werden sollte. Ist der betrachtete Prozeß tatsa¨chlich stati-
ona¨r 2. Ordnung, sind Variogramm und Kovarianzfunktion a¨quivalent.
γ(h) = C(0)− C(h) (4.5)
Die Abnahme des ra¨umlichen Zusammenhangs mit der Distanz la¨ßt sich u¨ber das
Variogramm wie u¨ber die Kovarianzfunktion gleichermaßen mathematisch darstel-
len. Bei einer kurzen Distanz ist der ra¨umliche Zusammenhang noch deterministisch
beschreibbar. Mit zunehmender Distanz nimmt jedoch der stochastische Anteil im-
mer weiter zu, bis eine Distanz erreicht ist, bei der keinerlei deterministischer son-
dern nur noch ein rein stochastischer Zusammenhang zwischen zwei Punkten besteht
(Zimmerman, 1993; Webster & Oliver, 2001).
4.2.1.3 Trend
In der Realita¨t sind oft weder stationa¨re noch intrinsische Bedingungen anzutreffen,
wenn die Daten einer systematischen Zu- oder Abnahme, d. h. einem Trend unter-
liegen. Liegt ein Trend vor, ist die Annahme einer Zufallsfunktion nicht mehr gu¨ltig
und der Erwartungswert E [Z(x)] ist nicht mehr konstant. Zieht man den Trend
t(x) von den Meßwerten z(x) ab, bleibt die natu¨rliche Variation der trendbereinig-
ten Meßwerte als Residuen r(x) u¨brig.
r(x) = z(x)− t(x) (4.6)
Die Residuen ko¨nnen selbst wieder als ein stationa¨rer Prozeß aufgefaßt werden. Das
Krigingverfahren wird dann nur u¨ber die Residuen durchgefu¨hrt und der Trendanteil
kann anschließend wieder hinzu addiert werden. Der Trend kann durch ein alternati-
ves Interpolationsverfahren (z. B. multiple Regression oder Splineinterpolation) aus




Das experimentelle Variogramm ist eine fu¨r diskrete lags h empirisch ermittelte
Funktion des ra¨umlichen Zusammenhangs aller Meßwerte z(x). An diese diskrete
Funktion wird dann ein theoretisches, stetiges Variogrammodell als ra¨umliche Struk-
turfunktion angepaßt. Sie beschreibt den ra¨umlichen Zusammenhang der Variable
Z fu¨r jede beliebige Distanz h.
4.2.2.1 Experimentelles Variogramm







[z(xi)− z(xi + h)]
2 (4.7)
Dabei sind z(xi) und z(xi + h) alle m Meßwertpaare der Variable Z, die den Ab-
stand h zueinander haben. Da die Daten meist unregelma¨ßig im Raum verteilt sind,
wird das experimentelle Variogramm fu¨r diskrete Distanzklassen der Klassenbreite
δh mit [h−δh/2, h+δh/2[ berechnet. Das gro¨ßte lag wird in der Regel bei der Ha¨lfte
der maximal auftretenden Distanz festgesetzt, da bei sehr großen lags die Anzahl
der mo¨glichen Paarbildungen abnimmt (Journel & Huijbregts, 1997). Die Va-
riogrammwerte γ(h) werden gegen die Distanz h als diskrete Variogrammfunktion
aufgetragen (Abb. 4.1).
4.2.2.2 Variogrammodell
Das experimentelle Variogramm gibt lediglich den ra¨umlichen Zusammenhang der
Meßwerte wieder. Sind hinreichend viele Werte vorhanden, kommt das experimen-
telle Variogramm dem tatsa¨chlichen ra¨umlichen Zusammenhang der Zufallsvariable
sehr nahe. Da die Zufallsvariable eine stetige Funktion ist, muß es auch eine steti-
ge Funktion des ra¨umlichen Zusammenhangs geben, das theoretische Variogramm
oder Variogrammodell. Es wird so gewa¨hlt, daß es den Verlauf des experimentel-
len Variogramms mo¨glichst genau beschreibt (Abb. 4.1). Bei der Wahl des richtigen
Modelltyps ko¨nnen Vorkenntnisse u¨ber den ra¨umlichen Zusammenhang einfließen.
Die meisten ha¨ufig verwendeten Variogrammodelle ha¨ngen im wesentlichen von drei
Modellparametern ab.
1. Nugget
γ(h) ist fu¨r h = 0 stets 0. Daraus ergibt sich auch, daß das Krigingverfahren
ein exaktes Interpolationsverfahren ist. γ(h) muß aber fu¨r h = 0 nicht stetig
sein, sondern es genu¨gt limh→0 γ(h) = 0 (Zimmerman, 1993). Oft zeigt sich
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aber im experimentellen Variogramm, daß das anzupassende Variogrammodell
bei h→ 0 einen Wert γ(0) > 0 annimmt. Diese Diskontinuita¨t c0 wird (engl.)
nugget oder Nuggetvarianz genannt. Sie dru¨ckt die Abwesenheit eines ra¨umli-
chen Zusammenhangs bei sehr kleinen Distanzen h aus. Sie kommt zustande,
wenn die Variable zufa¨llige Variationen unterhalb der Variogrammauflo¨sung
oder Meßfehler aufweist.
2. Sill
Der (engl.) sill (c0 + c1) definiert, bei welchem Variogrammwert nur noch
ein rein stochastischer ra¨umlicher Zusammenhang besteht (Abb. 4.1). Er ent-
spricht in etwa der Gesamtvarianz der Daten.
3. Range
Die Distanz, ab der kein ra¨umlicher Zusammenhang zwischen zwei Punkten
mehr besteht, wird als Reichweite oder (engl.) range (a) bezeichnet. Jen-
seits des Range verha¨lt sich die regionalisierte Variable wie eine stochasti-
sche Zufallsvariable. Fu¨r Variogrammodelle, die sich dem Sill nur asymptotisch








Abbildung 4.1: Beispiel eines experimentellen Variogramms und eines stetigen Variogrammodells
mit den Parametern Sill (c0 + c1), Nugget (c0) und Range (a).
Vor der Anpassung der Modellparameter steht die Auswahl des geeigneten Modell-
typs. Starke Variationen innerhalb einer regionalisierten Variable dru¨cken sich in
einem steilen Anstieg des Variogramms aus, wa¨hrend
”
glatte“ Variablen u¨ber ein




Es gibt eine Reihe von ha¨ufig verwendeten, gu¨ltigen Standardmodellen. Diese lassen
sich in zwei Gruppen aufteilen:
a) begrenzte Variogrammodelle
Begrenzte Modelle werden durch den Sill nach oben hin begrenzt. Hier sind nur
die drei am ha¨ufigsten verwendeten Modelle aufgefu¨hrt, die in jeder bekannten













fu¨r h ≤ a











fu¨r a′ mit γ(a′) = c0+0, 95c1. (4.9)
3. Gaußmodell








fu¨r a′ mit γ(a′) = c0 + 0, 95c1.
(4.10)
b) unbegrenzte Variogrammodelle
Unbegrenzte Modelle haben keinen Sill, sie steigen mit zunehmender Distanz
immer weiter an. Werden diese Modelle jedoch fu¨r kleine h angesetzt, ko¨nnen
sie durchaus als gu¨ltige Modelle betrachtet werden. Es existieren zwar auch
lineare und quadratische Modelle, die durch einen Sill begrenzt werden, diese
sind aber in γ(a) nicht differenzierbar, was zu instabilen Lo¨sungen fu¨hren kann.
Ist p = 0 entspricht das Modell einer rein stochastischen Variation (weißes
Rauschen). Ein solches Modell wird als Nugget-Modell bezeichnet.
Die Modelle unterscheiden sich auch in ihrem Verhalten im Ursprung (bei γ(0)).
Besonders das ha¨ufig verwendete Gaußmodell kann bei hohen Datendichten oder
großem Nugget zu einer hohen Kondition der Krigingmatrix und damit zur Insta-
bilita¨t des Kriginggleichungssystems fu¨hren, da es im Ursprung eine Steigung von
0 hat. Deshalb wird hier anstelle des Gaußmodells ein kubisches Modell (Gleichung
4.11) verwendet (Ababou et al., 1994; Wackernagel, 1998). Es za¨hlt zu den
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Wenn es Variationen der Variable gibt, die in bestimmten Maßstabsbereichen do-
minant sind, zeigt sich das durch einen abgeknickten oder gestuften Variogramm-
verlauf. Solche Strukturen ko¨nnen durch die Kombination mehrerer Modelle mit
unterschiedlichem Sill und Range dargestellt werden. Diese werden als genestete
Variogrammodelle bezeichnet. Solche genesteten Modelle werden in dieser Arbeit
verwendet (vgl. 5.6.2).
4.2.2.3 Anisotropie
Der ra¨umliche Zusammenhang kann in verschiedene Richtungen unterschiedlich aus-
gepra¨gt sein. Wa¨hrend sich z. B. die Variable in die eine Richtung sehr glatt darstellt,
kann sie in eine andere eine gro¨ßere Rauhigkeit aufweisen. Ist dies der Fall, spricht
man von einer Anisotropie. Um eine Anisotropie feststellen zu ko¨nnen, muß man
experimentelle Variogramme fu¨r unterschiedliche Richtungen (Richtungsvariogram-
me) berechnen und miteinander vergleichen. Zur Berechnung von Richtungsvario-
grammen werden im Gegensatz zu omnidirektionalen Variogrammen nur diejenigen
Punktepaare verwendet, die in einer bestimmten Richtung zueinander angeordnet
sind. Dazu unterteilt man die Umgebung um jeden Punkt in Sektoren (Winkelklas-
sen) und diese wieder in Abstandklassen h±δh. Gegebenenfalls werden die Sektoren
noch u¨ber einen Bandbreitenparameter in ihrer maximalen Breite eingeschra¨nkt.
Die zur Variogrammberechnung verwendeten Punktepaare mu¨ssen dann nicht nur
innerhalb des Sektors zueinander ausgerichtet sein, sondern du¨rfen auch nicht wei-




Abbildung 4.2: Darstellung des Ranges bei geometrischer Anisotropie. Gro¨ßter Range a1 in
Richtung ϕ, kleinster Range a2 orthogonal dazu (nach Webster & Oliver (2001)).
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An die so bestimmten Richtungsvariogramme werden Variogrammodelle gleichen
Typs angepaßt. Im Fall von zwei Richtungsvariogrammen liegen die Richtungen der
Variogramme senkrecht zueinander. Haben die Modelle der Richtungsvariogramme
gleiche Sill- und Nuggetwerte und lediglich unterschiedliche Ranges, spricht man
von einer geometrischen Anisotropie. Eine Anisotropie kann aber auch im Sill oder
im Nugget vorliegen. Dies wird dann ha¨ufig als zonale Anisotropie bezeichnet, die
Verwendung dieses Begriffs ist aber nicht ganz eindeutig definiert (Isaaks & Sriva-
stava, 1989; Zimmerman, 1993). In der ga¨ngigen Geostatistik-Software wird meist
nur die geometrische Anisotropie beru¨cksichtigt. Die unterschiedlichen Ranges bei
der geometrischen Anisotropie spannen eine Ellipse auf (Abb. 4.2). Das Richtungsva-
riogramm mit dem gro¨ßten Range a1 liegt in Richtung ϕ. Das Verha¨ltnis von a1 zu a2
gibt das Anisotropieverha¨ltnis an. Will man alle mo¨glichen Richtungsvariogramme
gleichzeitig berechnen, geschieht dies in Form einer Variogrammkarte. Anisotropien
dru¨cken sich darin in einer elliptischen Form der Linien gleichen Variogrammwerts
aus.
4.2.2.4 Modellanpassung
Die Anpassung eines Variogrammodells erfolgt entweder visuell oder automatisiert.
Bei der visuellen Anpassung von Hand sind Erfahrung und Expertenwissen not-
wendig. Der Modelltyp und die Modellparameter werden anhand der Form des
experimentellen Variogramms gewa¨hlt, wobei theoretische U¨berlegungen u¨ber die
tatsa¨chliche ra¨umliche Struktur der Variable einfließen ko¨nnen. Das Modell wird
zusammen mit dem experimentellen Variogramm dargestellt und die Anpassung
der einzelnen Parameter wird so oft wiederholt, bis das Modell augenscheinlich den
Verlauf des experimentellen Variogramms optimal wiedergibt. Da dieses Vorgehen
allerdings recht aufwendig ist, kann es z. B. bei der Variographie in (engl.) moving
windows (Haas, 1990) nicht angewendet werden. Hier werden dann automatisierte
Anpassungsmethoden eingesetzt.
Bei der automatisierten Anpassung wird der quadrierte Abstand zwischen expe-
rimentellem Variogramm und Modell mit einer Kleinste-Quadrate-Methode (engl.
least squares fit) minimiert. Da der Zusammenhang zwischen experimentellem Va-
riogramm und Modell stark nichtlinear ist, beno¨tigt man ein Anpassungsverfahren
wie etwa die Levenberg-Marquardt Methode (Marquardt, 1963), die u. a.
von Jian et al. (1996) als die geeignetste fu¨r nichtlineare Anpassungen angesehen
wird. Da die Anpassung gerade fu¨r kleine lags (h) mo¨glichst genau sein soll, muß
mit einer Gewichtung gearbeitet werden. Dies kann die Anzahl n oder die Varianz
der Wertepaare in den einzelnen lags h sein. Wird diese automatisierte Anpassung
allerdings nicht u¨berwacht durchgefu¨hrt, kann das in den Fa¨llen, in denen das ex-
perimentelle Variogramm stark fluktuiert, zu fragwu¨rdigen Anpassungen kommen.
Daher ist bei automatisierten Methoden immer Vorsicht geboten. Welche Methode
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letztlich die beste ist, ist nach wie vor strittig und wird sehr kontrovers diskutiert
(Webster & Oliver, 2001).
4.2.3 Kriging
Wenn der ra¨umliche Zusammenhang u¨ber das Variogrammodell bestimmt wurde,
folgt der zweite Schritt des Krigingverfahrens, die Scha¨tzung eines Wertes zˆ(x0)
u¨ber N Stu¨tzwerte z(xi), i = 1, · · · , N in der Umgebung U um x0. Die maxima-
le Ausdehnung und Ausrichtung von U wird u¨ber die Reichweite des verwendeten
Variogramms definiert (Abb. 4.2), da Punkte, die weiter von x0 entfernt liegen als
der Range des verwendeten Variogrammodells, einen geringen bis u¨berhaupt kei-
nen deterministischen ra¨umlichen Zusammenhang mit z(x0) haben. Im Falle einer
geometrischen Anisotropie muß auch U eine elliptische Form annehmen, damit die
Richtungsabha¨ngigkeit des ra¨umlichen Zusammenhangs beru¨cksichtigt wird (Abb.
4.2).
4.2.3.1 Auswahl von Stu¨tzpunkten
Die Anzahl und Verteilungsdichte der Stu¨tzpunkte innerhalb der Umgebung U hat
Einfluß auf das Scha¨tzergebnis. Werden zu viele Punkte ausgewa¨hlt, erho¨ht sich
die Rechenzeit und das Kriginggleichungssystem kann sehr groß werden. Bei großen
Kriginggleichungssystemen hat die Krigingmatrix oft eine hohe Kondition. Dadurch
wird das Kriginggleichungssystem instabil. Es la¨ßt sich nicht eindeutig lo¨sen oder
es entstehen fehlerhafte Scha¨tzergebnisse (Artefakte). Deshalb wird die Menge der
Stu¨tzpunkte auf eine bestimmte Anzahl beschra¨nkt. Auch die Verteilungsdichte be-
einflußt die Kondition. Liegen sowohl Punktepaare mit kleinen als auch mit großen
Distanzen zueinander vor, erho¨ht sich die Kondition des Kriginggleichungssystems
(Davis & Morris, 1997).
Die Punktauswahl soll anhand verschiedener Auswahlverfahren in Abb. 4.3 fu¨r die
zwo¨lf na¨chstgelegenen Stu¨tzpunkte innerhalb eines Suchkreises verdeutlicht werden.
Die Datenverteilung entspricht in etwa der, die bei den Radaraltimeterdaten zu
erwarten ist. Bei der ha¨ufig verwendeten Abstandssuche (Abb. 4.3 a) werden die
Punkte allein u¨ber ihren Abstand zum Scha¨tzpunkt ausgewa¨hlt. Das hat zur Fol-
ge, daß keine Daten aus dem unteren Teil des Suchkreises beru¨cksichtigt werden.
Einige Punkte liegen sehr nahe beieinander. Dadurch kann die Kondition der Kri-
gingmatrix sehr groß werden. Deshalb wird bei der Sektorensuche der Suchkreis in
Sektoren unterteilt (Abb. 4.3 b). Meist sind diese Sektoren Quadranten oder Ok-
tanten. Die Suche wird dahingehend eingeschra¨nkt, daß die maximale Punktanzahl
pro Sektor definiert wird. Wie sich an diesem Beispiel zeigt, a¨ndert sich die Vertei-
lung der ausgesuchten Stu¨tzpunkte nur geringfu¨gig. Punkte, die mehr oder weniger
die gleiche Ausrichtung zum Scha¨tzpunkt haben, enthalten redundante Informatio-
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nen und ko¨nnen sich gegenseitig sogar vo¨llig abschirmen (engl. screening effect).
Dies wird in Abb. 4.3 c) mit beru¨cksichtigt. Hier werden zusa¨tzlich zu den Sekto-
ren Abstandsklassen eingefu¨hrt. Stu¨tzpunkte in der ersten Abstandsklasse liegen zu
nah am Scha¨tzpunkt und werden nicht verwendet. Wird ein Stu¨tzpunkt ausgewa¨hlt,
du¨rfen die weiteren Stu¨tzpunkte weder aus einer benachbarten Richtungsklasse noch
einer benachbarte Abstandsklasse stammen. Damit verteilen sich die Stu¨tzpunkte
gleichma¨ßiger im Suchkreis, die Absta¨nde zwischen den Punkten werden ausgegli-


































Abbildung 4.3: Auswahl der zwo¨lf na¨chstgelegenen Stu¨tzpunkte in einem Suchkreis um den
Scha¨tzpunkt nach drei verschiedenen Verfahren. Die Datenverteilung entspricht der von Radar-
altimetermessungen entlang von Tracks. Die Numerierung gibt die Reihenfolge der Auswahl an.
a) Abstandssuche, die Punkte werden allein u¨ber den Abstand ausgewa¨hlt. b) Sektorensuche, die
Punkte werden zuvor in Sektoren aufgeteilt. c) Einteilung in Abstands- und Sektorenklassen. Aus-
wahl unter Beru¨cksichtigung des minimalen Abstands zwischen den Punkten und des Screening
Effekts.
4.2.3.2 Scha¨tzung
Die Scha¨tzung eines Wertes zˆ(x0) erfolgt u¨ber eine Linearkombination der mit den




αiz(xi) mit αi ∈ R; x0, xi ∈ U (4.12)
Je na¨her ein Punkt xi bei x0 liegt, desto gro¨ßer ist sein Gewicht. Wird der tatsa¨chli-
che Wert z(x0) u¨ber zˆ(x0) gescha¨tzt, entsteht der Scha¨tzfehler ǫ0 = [z(x0)− zˆ(x0)].
Dieser Scha¨tzfehler muß minimiert werden, damit der Scha¨tzwert dem tatsa¨chlichen
Wert so gut wie mo¨glich entspricht. Die Minimierung des Scha¨tzfehlers erfolgt durch
die Kleinste-Quadrate-Methode. Hierbei werden die Gewichte αi so bestimmt, daß
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der Erwartungswert des Scha¨tzfehlers E[ǫ0] = 0 ist und die Varianz der Scha¨tzfeh-
lerquadrate ǫ20 minimal wird.
V AR[ǫ20] = V AR[{z(x0)− zˆ(x0)}




Um die Gewichte zu bestimmen, wird folgendes Kriginggleichungssystem gelo¨st:
N∑
i=1
αiγ(xi, xj) = γ(x0, xj) mit j = 1, 2, . . . , N (4.14)
Die gescha¨tzten Werte zˆ(x) schwanken um die tatsa¨chlichen Werte. Diese Schwan-
kung (σ2) wird u¨ber die Krigingvarianz ausgedru¨ckt.
σ2 = V AR [{z(x0)− zˆ(x0)}] (4.15)
Alle Krigingtypen basieren auf dieser Scha¨tzfehlerminimierung. Man kann jedoch
eine ganze Reihe unterschiedlicher Krigingtypen mit unterschiedlichen Eigenschaften
unterscheiden. Der am ha¨ufigsten eingesetzte Typ ist das (engl.) ordinary kriging.
Damit die Scha¨tzung erwartungstreu ist, muß hierbei die zusa¨tzliche Bedingung,
daß die Summe der Gewichte αi = 1 ergibt, erfu¨llt werden. Man erha¨lt ein lineares
Kriginggleichungssystem mit N +1 Gleichungen, das eindeutig gelo¨st werden kann,
indem man den Lagrange-Parameter λ einfu¨hrt. Das Kriginggleichungssystem, hier
in Matrixform, wird um eine Gleichung erga¨nzt.

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αiγ(x0, xi) + λ(x0) (4.17)
Entspricht einer der Stu¨tzpunkte xi dem Scha¨tzpunkt x0, dann wird die Krigingva-
rianz minimal, wenn αi = 1 und alle αj = 0 ∀j 6= i. Setzt man diese Gewichte in
das Kriginggleichungssystem ein, erha¨lt man fu¨r zˆ(xi) genau den Wert z(x0). Damit
ist Kriging ein exaktes Interpolationsverfahren (Webster & Oliver, 2001). Hat
man die Gewichte αi bestimmt, berechnet sich der Scha¨tzwert u¨ber Gleichung 4.12.
Die Scha¨tzung wird dann fu¨r andere Scha¨tzpunkte, z. B. alle Gitterpunkte eines
Scha¨tzgitters, wiederholt.
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4.2.3.3 Vorteile des Krigingverfahrens
Beim Vergleichen mit anderen Interpolationsverfahren hat sich das Kriging oft als
das bessere erwiesen, weil es den tatsa¨chlich gegebenen ra¨umlichen Zusammenhang
der Variable beru¨cksichtigt (Goovaerts, 1999). Es za¨hlt zu den exakten und ver-
teilungsfreien Interpolationsverfahren und ist damit vielfa¨ltig einsetzbar. Kriging
ist zwar aufwendiger als andere Interpolationsverfahren, es beschreibt die Variable
jedoch besser, weil die Scha¨tzung nicht allein auf rein theoretischen Beschreibun-
gen, sondern auf den tatsa¨chlichen Meßwerten beruht (Herzfeld et al., 1998).
Allerdings muß eine ausreichende Menge an Meßpunkten vorhanden sein, damit
sich sinnvolle experimentelle Variogramme berechnen lassen. Die Scha¨tzung u¨ber
einen stochastischen Ansatz beinhaltet zwar einen Scha¨tzfehler, da das Kriging aber
ein BLUE-Verfahren (engl. best linear unbiased estimation) ist, wird die Varianz
des Scha¨tzfehlers minimiert. Neben dem eigentlichen Scha¨tzergebnis liefert das Kri-
ging im Gegensatz zu den deterministischen Verfahren auch die Scha¨tzvarianz (Kri-
gingvarianz) selbst (Webster & Oliver, 2001). Allerdings ist diese lediglich ei-
ne Funktion der Datenanordnung, des gewa¨hlten Variogrammodells und des ange-
wendeten Krigingverfahrens (Henley, 1987). Kriging ist stabil gegenu¨ber falschen
Variogrammtypen oder schlecht angepaßten Variogrammparametern (Cressie &
Zimmerman, 1992) und robust, d. h. wenig anfa¨llig gegenu¨ber Ausreißern oder
unregelma¨ßigen Datenverteilungen (Myers, 1985). Es gibt zwar hoch robuste Va-
riogrammvarianten (Genton, 1998), wird aber zuvor eine Ausreißeranalyse und
Trendbereinigung durchgefu¨hrt, erho¨ht das die Robustheit der verwendeten Vario-
gramme.
Weitere Ausfu¨hrungen zu den Grundlagen der Geostatistik finden sich u. a. in den
Standardwerken der Geostatistik: (Isaaks & Srivastava, 1989; Journel & Hui-
jbregts, 1997; Goovaerts, 1997; Armstrong, 1998; Burrough & McDon-
nell, 1998; Wackernagel, 1998; Webster & Oliver, 2001; Davis, 2002).
4.3 Stratifiziertes Kriging mit Grenzzonen
In der Realita¨t kommt es oft vor, daß sich Regionen mit verschiedenen ra¨umlichen
Strukturen im Untersuchungsgebiet voneinander unterscheiden lassen. Dies stellt ein
Problem fu¨r alle ra¨umlichen Interpolationsmethoden dar, da sie von der Kontinuita¨t
der zu scha¨tzenden Variable ausgehen. Bei den Krigingverfahren wird in diesem Fall





Sind die einzelnen Regionen in ihren Strukturen sehr unterschiedlich und fu¨hrt man
das Ordinary Kriging auf der Basis eines einzelnen Variogramms u¨ber alle diese
verschiedenen Regionen durch, wird der ra¨umliche Zusammenhang der jeweiligen
Regionen bei der Scha¨tzung nicht richtig wiedergegeben. Aus diesem Grund wird
das Ordinary Kriging in den jeweiligen Regionen separat durchgefu¨hrt. Da dies zu-
erst im Rahmen der Bodenkunde fu¨r Bodentypen auf unterschiedlichen geologischen
Schichten (Straten) versucht wurde, spricht man hierbei vom stratifizierten Kriging.
Ein Untersuchungsgebiet wird dabei anhand von sekunda¨ren Informationen (z. B.
Karten, Expertenwissen) in verschiedene Regionen unterteilt (segmentiert). In jeder
Region wird die Variographie und das Ordinary Kriging separat durchgefu¨hrt. Die
Scha¨tzergebnisse werden anschließend wieder im Sinne eines Mosaiks zusammen-
gefu¨gt. Ein solches Vorgehen ist zwar etwas aufwendiger, hat aber den Vorteil, daß
die unterschiedlichen Regionen mit geringeren Scha¨tzfehlern modelliert werden, als
das beim Ordinary Kriging u¨ber das gesamte Untersuchungsgebiet der Fall wa¨re.
Allerdings entstehen so an den Grenzen der Regionen Diskontinuita¨ten in der zu
scha¨tzenden Variable. Außerdem reduziert sich die Datenmenge innerhalb der Re-
gionen, so daß gewa¨hrleistet sein muß, daß die Regionen groß genug sind, damit sie
u¨ber ausreichend Daten fu¨r die Variographie verfu¨gen. An den Grenzen der Regio-
nen ko¨nnen Randeffekte entstehen, wenn die Datenmenge dort nicht ausreicht, um
sinnvolle Scha¨tzergebnisse zu liefern.
4.3.2 Kriging in Grenzzonen
Um die Randeffekte an den Regionsgrenzen zu vermeiden, wird von Boucneau
et al. (1998) unter dem Begriff (engl.) ordinary kriging integrating properties of map
delineations ein verbessertes stratifiziertes Kriging eingefu¨hrt. Hierbei wird beru¨ck-
sichtigt, daß es zwischen den Regionen entweder diskontinuierliche (scharf abgegrenz-
te) oder kontinuierliche (fließende) U¨berga¨nge gibt. Bei Boucneau et al. (1998)
sind die benachbarten Regionen (Bodentypen) durch Grenzlinien klar voneinander
abgegrenzt (Abb. 4.4 a). Die Charakterisierung des U¨bergangs als Grenzlinie stimmt
aber nicht immer mit der Realita¨t u¨berein. Entweder ist der U¨bergang tatsa¨chlich
diskontinuierlich, die Grenzlinie ist aber ungenau kartiert (Abb. 4.4 b) und stimmt
nicht mit dem tatsa¨chlichen Grenzverlauf u¨berein oder der U¨bergang zwischen zwei
benachbarten Regionen ist kontinuierlich und la¨ßt sich nicht in einer festen Grenze
ausdru¨cken (Abb. 4.4 c). In den beiden letzten Fa¨llen fu¨hrt das zu einer Grenzzone,
einem Unsicherheitsbereich, fu¨r den die Position der Grenzlinie nicht eindeutig zu
definieren ist.
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Abbildung 4.4: Oben: Karten einer regionalisierten Variable mit zwei Regionen A und B. Die
Eigenschaften der Variable a¨ndern sich in Karten a) und b) abrupt, in Karte c) kontinuierlich.
Unten: Mittleres Verhalten der Variable als Funktion der Distanz d zur Grenzlinie. In a) stimmt
die Grenzlinie mit der Diskontinuita¨t u¨berein. In b) weicht die Grenzlinie von der Diskontinuita¨t
ab, was einen Unsicherheitsbereich hervor ruft. In c) liegt die Grenzlinie in einem kontinuierlichen
U¨bergangsbereich (nach Boucneau et al. (1998)).
4.3.2.1 U¨berga¨nge zwischen benachbarten Regionen
Boucneau et al. (1998) unterscheiden vier verschiedene Typen von U¨berga¨ngen
zwischen benachbarten Regionen mit unterschiedlichen Eigenschaften (z. B. Vari-
anz), je zwei mit diskontinuierlichem und kontinuierlichem U¨bergang.
1. Diskontinuita¨t mit genauer Abgrenzung
2. Diskontinuita¨t mit ungenauer Abgrenzung
3. Kontinuita¨t ohne Varianzwechsel
4. Kontinuita¨t mit Varianzwechsel
Wa¨hrend die Diskontinuita¨t zwischen zwei Regionen im ersten Fall durch die Grenze
genau definiert ist, liegt die Grenze bei einer Diskontinuita¨t mit ungenauer Abgren-
zung in einem Unsicherheitsbereich. Bei der Kontinuita¨t ohne Varianzwechsel gehen
die beiden Regionen ineinander u¨ber, ohne daß ein Unterschied zwischen beiden be-
steht, eine Grenze existiert faktisch nicht. Beim kontinuierlichen U¨bergang mit Vari-
anzwechsel gehen die beiden Regionen zwar fließend ineinander u¨ber, die ra¨umlichen
Strukturen unterscheiden sich dennoch deutlich voneinander in ihrer Varianz. Die
Unterschiede der vier verschiedenen U¨bergangstypen werden in Abb. 4.5 verdeut-
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licht. Die Werte in der Na¨he der Grenze zweier benachbarter Regionen werden bzgl.
ihrer Distanz zur Grenze (d) aufgetragen. In Abb. 4.5a und b sind die Mittelwerte
beider Regionen (ZA und ZB) deutlich unterschiedlich, die Ha¨ufigkeitsverteilung der
Werte ist bimodal. Wa¨hrend in a eine deutliche Trennung erkennbar ist, liegen in b
Werte aus beiden Regionen innerhalb einer Grenzzone. In Abb. 4.5c und d liegt ein
kontinuierlicher U¨bergang vor, die Ha¨ufigkeitsverteilung ist unimodal. Allerdings ist
in d die Varianz der Region B ho¨her als bei Region A.
A B A B A B A BZ
ZB
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Abbildung 4.5: U¨bergangstypen zwischen Region A und B. Oben: Diagramme der Werte der
Variable Z gegen die Distanz d im Bereich der Grenzlinie bei d = 0. dA und dB markieren die
Grenzen des Unsicherheitsbereichs (Grenzzone). Unten: Histogramme der Variable Z im grenznahen
Bereich. a) Diskontinuita¨t mit genauer Abgrenzung, b) Diskontinuita¨t mit ungenauer Abgrenzung,
c) Kontinuita¨t ohne Varianzwechsel, d) Kontinuita¨t mit Varianzwechsel (nach Boucneau et al.
(1998)).
4.3.2.2 Stratifiziertes Kriging mit Grenzzonen
Will man den Typ des U¨bergangs zwischen zwei benachbarten Regionen beru¨cksich-
tigen, beno¨tigt man fu¨r jeden Typ eine eigene Art der Interpolation.
1. Diskontinuita¨t mit genauer Abgrenzung
Da die Annahme der Quasi-Stationarita¨t (Journel & Huijbregts, 1997)
bei Diskontinuita¨ten ungu¨ltig ist, werden Variographie und Kriging in den
Regionen im Sinne des stratifizierten Krigings getrennt durchgefu¨hrt (Abb. 4.6
a). Fu¨r ein Untersuchungsgebiet D mit den beiden Regionen A und B gilt:
D = A ∪B, A ∩B = ⊘ (4.18)
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2. Diskontinuita¨t mit ungenauer Abgrenzung
Hierbei liegt eine Grenzzone U vor, in der sowohl die Grenzlinie als auch die
tatsa¨chliche Diskontinuita¨t liegen. Fu¨r die beiden Regionen A und B gilt dann:
D = A ∪B, A ∩B = ⊘, U ⊂ (A ∪B) (4.19)
Wenn der Scha¨tzpunkt x0 außerhalb von U liegt, gelten fu¨r x0 folgende Wahr-
scheinlichkeiten P : {
P (x0 ∈ A) = 1
P (x0 ∈ B) = 0 ∀x0 ∈ A\U{
P (x0 ∈ B) = 1
P (x0 ∈ A) = 0 ∀x0 ∈ B\U
(4.20)
Dabei sind A\U diejenigen Scha¨tzpunkte x0, die nicht in U enthalten sind
(analog fu¨r B). Da die tatsa¨chliche Position der Diskontinuita¨t innerhalb von
U unbekannt ist, ist unsicher, ob x0 in A oder B liegt. Dann gelten folgende
Wahrscheinlichkeiten:

0 < P (x0 ∈ A) < 1
0 < P (x0 ∈ B) < 1
P (x0 ∈ A) + P (x0 ∈ B) = 1 ∀x0 ∈ U
(4.21)
Die Wahrscheinlichkeiten lassen sich als Funktionen der Distanz zur Grenzli-
nie mit d(x0) beschreiben. Es bestehe Symmetrie, so daß die Unsicherheit, zu
welcher Region x0 geho¨rt, in der Mitte von U maximal ist. Dort ist die Wahr-
scheinlichkeit P (x0 ∈ A) = P (x0 ∈ B) = 0, 5, die Distanz ist d = (dA− dB)/2.
Wenn die Wahrscheinlichkeiten zu den Grenzen von U linear verlaufen, dann
gilt: {
P (x0 ∈ A) =
|d(x0)−dB |
|dA−dB |
P (x0 ∈ B) = 1−
|d(x0)−dB |
|dA−dB |
fu¨r dA ≤ d(x0) ≤ dB
(4.22)
Dabei kennzeichnet |dA − dB| die mittlere Breite der Grenzzone, in der die Dis-
kontinuita¨t liegt. Je breiter diese Zone ist, um so ungenauer ist die Abgrenzung
und desto unsicherer ist die Position der Diskontinuita¨t.
Fu¨r jede Region wird die Variographie separat durchgefu¨hrt. Die Punkte in-
nerhalb von U werden dabei nicht beru¨cksichtigt. Fu¨r jedes x0 in U wird dann
die Scha¨tzung einmal mit dem Variogrammodell von A u¨ber Stu¨tzpunkte aus
A\U und einmal mit dem Variogrammodell von B u¨ber Stu¨tzpunkte aus B\U










αB,iz(xi), xi ∈ (B\U), ∀x0 ∈ U
(4.23)
Das Scha¨tzergebnis fu¨r die x0 in U ist dann die u¨ber die Wahrscheinlichkeiten
gewichtete Summe der Scha¨tzungen (Abb. 4.6 b):
zˆ(x0) = P (x0 ∈ A) zˆA(x0) + P (x0 ∈ B) zˆB(x0) (4.24)
3. Kontinuita¨t ohne Varianzwechsel
Eine Abgrenzung zweier Regionen macht in diesem Fall keinen Sinn. Daher
kann diese Grenze ignoriert werden. Man fu¨hrt die Variographie und das Or-
dinary Kriging u¨ber die Stu¨tzpunkte aus beiden Regionen durch (Abb. 4.6
c).
4. Kontinuita¨t mit Varianzwechsel
Hier werden die Variogrammodelle fu¨r jede Region separat bestimmt, beim








































Abbildung 4.6: a) Scha¨tzung bei Diskontinuita¨t mit genauer Abgrenzung, b) Scha¨tzung bei
Diskontinuita¨t mit genauer Abgrenzung, c) Scha¨tzung bei Diskontinuita¨t ohne genaue Abgrenzung




Bei der Scha¨tzung begeht man zwangsla¨ufig einen Interpolations- oder Scha¨tzfehler.
Zwar wird beim Kriging der Scha¨tzfehler minimiert, seine Gro¨ße an einem Scha¨tz-
punkt la¨ßt sich aber nicht exakt messen, sofern der tatsa¨chliche Wert an diesem
Punkt nicht bekannt ist. Um die Gu¨te der Scha¨tzung beurteilen zu ko¨nnen, kann ent-
weder der Scha¨tzfehler fu¨r die Meßpunkte berechnet werden, fu¨r die der tatsa¨chliche
Wert bekannt ist, oder man versucht den Scha¨tzfehler u¨ber die umliegenden Stu¨tz-
punkte in der Umgebung des Scha¨tzpunkts abzuscha¨tzen, was bei der Berechnung
des Noiselevels gemacht wird.
4.4.1 Kreuzvalidierung
Bei der Kreuzvalidierung wird sukzessive jeder Meßpunkt xi entfernt. An derselben
Stelle wird dann ein Scha¨tzwert zˆ(xi) berechnet. Die Differenz zwischen bekanntem
Meßwert z(xi) und Scha¨tzwert ist der Kreuzvalidierungsscha¨tzfehler an dieser Stelle.








Da δ anfa¨llig gegenu¨ber Extremwerten ist, wird statt dessen der Median des Scha¨tz-
fehlers verwendet:
δm =Median[zˆ(xi)− z(xi)] i = 1, 2, . . . , n (4.26)
Die Ergebnisse der Kreuzvalidierung sind allerdings abha¨ngig von den Variogramm-
parametern und der Anordnung der Daten in der Suchumgebung. Der Scha¨tzfehler
steigt an, wenn der Nuggeteffekt zunimmt oder sich die Datendichte verringert. Das
Variogramm bleibt beim stratifizierten Kriging zumindest innerhalb der einzelnen
Regionen immer dasselbe und die Datendichte innerhalb der Krigingumgebungen ist
ebenfalls durch die sich kreuzenden Tracks in etwa vergleichbar (Yfantis et al.,
1987). Allerdings werden die Absta¨nde der Tracks aufgrund der Erdkru¨mmung nach
Norden immer gro¨ßer und somit kann dort auch der Scha¨tzfehler systematisch etwas
ho¨her liegen. Außerdem ist die mittlere Datenanzahl und damit die Datendichte bei
den ERS-1 35d Daten geringer als bei den ERS-2 Daten.
4.4.2 Noiselevel
Die Kreuzvalidierung ist zwar in der Lage, die Gu¨te der Scha¨tzung an den Meßpunk-
ten anzugeben, nicht aber an den Scha¨tzpunkten selbst. Im Gegensatz zu anderen
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Interpolationsverfahren liefert Kriging zwar die Krigingvarianz, diese ist jedoch ho-
moskedastisch, d. h. sie ist nicht abha¨ngig von den Stu¨tzwerten, sondern von deren
ra¨umlicher Verteilung. Sie spiegelt also lediglich das Muster der Datenverteilung
wider und ist daher zur Beurteilung der Scha¨tzung ungeeignet.
Da der tatsa¨chliche Wert an einem Gitterpunkt nicht bekannt ist, la¨ßt sich der
Kriging-Scha¨tzfehler lediglich abscha¨tzen. Die Scha¨tzfehlerabscha¨tzung erfolgt u¨ber
das (engl.) noiselevel. Messungen enthalten immer einen gewissen Anteil an syste-
matischen und zufa¨lligen Fehlern. Die zufa¨lligen Fehler werden als Rauschen (engl.
noise) bezeichnet. Wa¨hrend die systematischen Fehler u¨ber die verschiedenen Daten-
korrekturen weittestmo¨glich herausgerechnet werden ko¨nnen, la¨ßt sich das zufa¨llige
Rauschen nicht exakt bestimmen, sondern lediglich scha¨tzen.
z(x0) = z
∗(x0) + ǫ0 (4.27)
NachGandin (1963) entha¨lt jeder Meßwert z(x0) an einer Stelle x0 einen fehlerfreien
Anteil z∗(x0) und einen Noiseanteil ǫ0. Eine ra¨umliche Strukturfunktion wie das
Variogramm γ(h) setzt sich daher ebenfalls aus dem fehlerfreien Variogrammanteil
γ∗(h) und dem zufa¨lligen Noiselevel 2σ20 zusammen.





Bei der Distanz h = 0 ist γ∗(h) = 0 und γ(h) wird zu 2σ20. Somit kann der Standard-
fehler ǫ¯20 durch eine Extrapolation von γ(h) auf h = 0 gescha¨tzt werden (Hillger &
Vonder Haar, 1988). Das Ergebnis der Noiselevelberechnung ist abha¨ngig von der
verwendeten Funktion zur Extrapolation und der Gu¨te der Anpassung der Funktion
an γ(h).
Zur Berechnung des Noiselevels σ0 an einer Stelle x0 wird der ra¨umliche Zusam-
menhang der Stu¨tzpunkte in der Umgebung dieses Punktes anhand eines experi-
mentellen Variogramms ermittelt. An dieses Variogramm wird dann ein Polynom
4. Ordnung angepaßt. Die Anpassung erfolgt im Sinne einer Kleinste-Quadrate-
Methode u¨ber einen Trust-Regions-Algorithmus (The Mathworks Inc., 2004).
Die Berechnung wird robust ausgefu¨hrt, d. h. Variogrammwerte, die sehr weit von der
Anpassungsfunktion abweichen, werden weniger stark beru¨cksichtigt. Ferner werden
Variogrammwerte ausgeschlossen, fu¨r deren Berechnung weniger als 50 Punktepaare





Durch die Normierung u¨ber das erste lag des experimentellen Variogramms hmin ist
das Gewicht dort genau 1, bei gro¨ßeren lags nimmt die Gewichtungsfunktion expo-
nentiell kleinere Werte an, so daß die Anpassung bei kleinen lags am besten ist. Die
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Anpassung verla¨uft iterativ und ist daher relativ aufwendig. Wird die maximale An-
zahl der Iterationen erreicht, kann an das experimentelle Variogramm kein Polynom
4. Ordnung angepaßt werden. Die Anpassung wird mit einem Polynom 3. Ordnung
wiederholt. Sollte auch mit diesem Modell keine Anpassung mo¨glich sein, kann an
dieser Stelle kein sinnvolles Noiselevel berechnet werden.




Die Koeffizienten des Polynoms (ai) ko¨nnen nicht frei bestimmt werden. Da die
ra¨umliche Varianz nicht negativ sein kann, muß das Polynom im konstanten Koef-
fizienten a0 gro¨ßer oder gleich 0 sein. Ferner muß die Steigung (1. Ableitung) des
Polynoms in γ(0) gleich 0 sein. Das erreicht man, indem der lineare Koeffizient
a1 = 0 gesetzt wird. Außerdem muß das Polynom von γ(0) aus ansteigen. Das ist
gewa¨hrleistet, wenn der quadratische Koeffizient a2 (2. Ableitung) ebenfalls gro¨ßer







Hat man das quadrierte Noiselevel σ20 bestimmt, la¨ßt sich in Verbindung mit der
Summe der quadrierten Kriginggewichte α2i der Scha¨tzung an der Stelle x0 der
Scha¨tzfehler s0 berechnen (Herzfeld, 2004).
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5 Ho¨henmodellierung im Lambert Gletscher/Amery
Eisschelf-System
5.1 Untersuchungsgebiet
Der gro¨ßte Teil der antarktischen Eismassen bewegt sich u¨ber Auslassgletscher zu
den Eisschelfen und schließlich ins Su¨dpolarmeer. In diesen Auslassgletschern findet
die gro¨ßte Dynamik der Eismassena¨nderungen statt. Die Geschwindigkeit des Eises
ist hier am gro¨ßten. Das Lambert Gletscher/Amery Eisschelf-System in der Ost-
antarktis stellt einen solchen Auslassgletscher dar. Der Lambert Gletscher ist der
gro¨ßte Eisstrom der Erde. Das Amery Eisschelf ist nach Ronne- und Ross-Eisschelf
das drittgro¨ßte Eisschelf der Antarktis. Das Einzugsgebiet des Systems umfaßt et-
wa 10% des ostantarktischen Inlandeises. Eine Zu- oder Abnahme der Eismassen in
diesem System kann entscheidende Auswirkungen auf die globale Meeresspiegela¨nde-
rung haben (Thomas & Bentley, 1978).
Das Lambert Gletscher/Amery Eisschelf-System befindet sich zwischen 55° und
77°Ost und reicht etwa von 68° bis 75° Su¨d. Das Untersuchungsgebiet umfaßt al-
lerdings nicht das gesamte Einzugsgebiet des Systems, sondern lediglich den eigent-
lichen Eisstrom, die flankierenden Gebirgszu¨ge, das umgebende Inlandeis und das
vorgelagerte Amery Eisschelf. Zur besseren Anschauung ist es in Abb. 5.1a) als
Ausschnitt aus dem SAR-Mosaik (Abb. 5.1b) der Radarsat Antarctic Map-
ping Mission (RAMP) von Jezek (1999) dargestellt. Der Ausschnitt umfaßt eine
Gesamtfla¨che von 424.080 km2 und entspricht dem der verwendeten Radaraltime-
terdaten.
5.1.1 Lambert Gletscher
Der Lambert Gletscher vereint sich mit dem Mellor und dem Fisher Gletscher zum
gro¨ßten Eisstrom der Erde. An seiner engsten Stelle ist er immerhin noch etwa 45 km
breit. Er durchzieht einen geologischen Graben entlang von 68°Ost. Der Graben wird
westlich vom Prince Charles Gebirge und o¨stlich vom Mawson Escarpment flankiert
(Allison, 1979). Er hat eine La¨nge von 650 km, gemessen von der Eisfront des
Amery Eisschelfs bei 69° Su¨d bis weit ins Einzugsgebiet des Systems bei etwa 77° Su¨d
(Highham et al., 1995; Warner & Budd, 2000).
Bereits seit Beginn der 1960er Jahre wird das Lambert Gletscher/Amery Eisschelf-






































































Abbildung 5.1: a) Ausschnitt des Lambert Gletscher/Amery Eisschelf-Systems aus dem b) Ra-
dar Satellite (RADARSAT) SAR-Mosaik der Antarktis. Das Mosaik basiert auf SAR-Bildern
aus der Zeit vom 9. September bis 20. Oktober 1997 (Jezek, 1999). Georeferenzierung des Aus-
schnitts u¨ber 30 Referenzpunkte (x) aus Satellitenbildkarten (Australian Antarctic Division,
1992; U.S. Geological Survey, 1989), UTM-Konvertierung (Mittelmeridian 69°Ost, Zone 42),
215 bis 785 km Ost, 7.578 bis -8.322 km Nord
subglaziale Topographie mit Ho¨henvariationen von -2.000 m bis 3.500 m u¨ber NN.
An der tiefsten Stelle, der Konfluenzstufe von Fisher-, Mellor- und Lambert Glet-
scher, betra¨gt die Eisma¨chtigkeit 2.500 m (Morgan & Budd, 1975; Highham
et al., 1995; Warner & Budd, 2000). Die Geschwindigkeiten des Eises betragen
nach interferometrischen Messungen beim Lambert Gletscher 930 m/a und beim
Mellor Gletscher 800 m/a (Budd et al., 1982; Young & Hyland, 2002; Zwally
et al., 2002).
5.1.2 Amery Eisschelf
Der Lambert Gletscher mu¨ndet in das Amery Eisschelf. Daneben fließen zahlreiche
kleinere Gletscher zu beiden Seiten des Eisschelfs ein. Aus den Gletschern bilden
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sich Fließba¨nder, die sich bis zur Eisfront hin durchziehen. Das Eisschelf ist mit
einer Breite von etwa 250 km das gro¨ßte der Ostantarktis. Wa¨hrend des polaren
Sommers (v. a. im Dezember und Januar) beginnen die Schnee- und Firnauflage
zu schmelzen und es bilden sich supraglaziale Schmelzwasserstro¨me (Zwally &
Fiegles, 1994; Phillips, 1998). Das Eisschelf unterliegt einem Tidenhub von bis
zu 65 cm (Padman et al., 2002). Im Zentrum des Eisschelfs schiebt sich das Eis
mit einer Geschwindigkeiten von 200 bis 350 m/a voran. An der zentralen Eisfront
betra¨gt die Geschwindigkeit ungefa¨hr 1.300 m/a, an den Ra¨ndern sind es dagegen
300 bis 500 m/a. Insgesamt beno¨tigt das Eis fu¨r die 550 km von der Konfluenz bis
zur Eisfront etwa 1.100 Jahre (Young & Hyland, 2002; Zwally et al., 2002).
Die Eisfront ist etwa 300 km lang (Zwally et al., 2002). An ihr brechen episodisch
immer wieder große Eisberge ab (Budd et al., 1982). Das letzte große Kalbungser-
eignis fand 1963 statt. Man geht davon aus, daß es beim Amery Eisschelf periodisch
alle 70 Jahre zur Kalbung gro¨ßerer Eisschelfteile kommt (Fricker et al., 2002).
An der Unterseite des Eisschelfs schmilzt einerseits ein Teil des Eises ab andererseits
friert aber auch ein Teil des Meerwassers wieder ans Eis an (Hellmer & Jacobs,
1992). Die gro¨ßten Schmelzraten treten vor allem im Su¨dosten und Su¨dwesten des
Eisschelfs auf, wo die Eisma¨chtigkeit am gro¨ßten ist Williams et al. (1998). Das
Anfrieren ist dagegen eher von der Meereszirkulation abha¨ngig und findet vorwie-
gend in den Randbereichen statt (Fricker et al., 2001).
5.1.3 Massenbilanzierung
Eisbohrkerne zeigen, daß das Lambert Gletscher/Amery Eisschelf-System die anson-
sten recht ausgeglichene Topographie der Ostantarktis in zwei Klimaregionen unter-
teilt (Xiao et al., 2001). In der Region Kemp Land, westlich des Prince Charles
Gebirges ist die Akkumulation verha¨ltnisma¨ßig niedrig. Hier liegt ein divergentes
Windfeld vor, durch das die vorherrschende Windrichtung zur Ku¨ste hin gerichtet
ist (Goodwin et al., 1994). O¨stlich des Lambert Gletschers ist die Akkumulati-
onsrate noch geringer, da hier katabatische und geostrophische Winde zusammen
wirken (Highham et al., 1997). Die Hangneigungen sind hier etwas gro¨ßer und die
Windgeschwindigkeiten damit ho¨her. Die Ostseite liegt gewissermaßen im Wind-
schatten des Lambert Gletscher/Amery Eisschelf-Systems. Das Einzugsgebiet des
Systems zeichnet sich aufgrund kontinentaler Effekte ebenfalls durch eine gerin-
ge Akkumulation aus. Der Wind wird durch das Tal des Mellor und des Lambert
Gletschers stark kanalisiert (Allison, 1998). Insgesamt gesehen ist die Akkumula-
tionsrate in den anderen Teilen der Ostantarktis durchaus ho¨her (Goodwin et al.,
1994). Dieser Umstand erschwert das Auffinden einer signifikanten Ho¨hena¨nderung
der Eisoberfla¨che.
Es existieren bereits verschiedene Untersuchungen zur Massenbilanz des Lambert
Gletscher/Amery Eisschelf-Systems. Die Ergebnisse vonAllison (1979) undMcIn-
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tyre (1985) beziehen sich auf unterschiedliche Einzugsgebietsgro¨ßen (870.000 und
902.000 km2), Meßdaten und Bilanzierungsmethoden, so daß diese Ergebnisse recht
unterschiedlich ausfallen und damit kontrovers diskutiert wurden. Beide stellen eben-
so wie Fricker et al. (2000b) eine insgesamt positive Massenbilanz fu¨r das Ein-
zugsgebiet des Lambert Gletscher/Amery Eisschelf-Systems fest. Die Untersuchun-
gen von Wu & Jezek (2004) zeigen, daß insbesondere der Zustrom aus dem In-
landeis in den Lambert Gletscher einen Ho¨henzuwachs erfa¨hrt. Massenbilanza¨nde-
rungen werden aber nicht nur fu¨r das gesamte Einzugsgebiet sondern auch nur fu¨r
den Lambert Gletscher selbst vorgenommen. Herzfeld et al. (1994) schließen aus
einem Vorstoß der Grundeislinie auf ein Vorru¨cken des Lambert Gletschers mit et-
wa 1 km/a, was als Folge eines Massenzuwachses interpretiert wird. Die Lage der
Grundeislinie wird hier mit Hilfe eines Ho¨henmodells aus ERS-1 Radaraltimeterda-
ten bestimmt.
5.1.4 Digitale Ho¨henmodelle
Alle Methoden der Massenbilanzierung in der Antarktis sind auf digitale Ho¨henmo-
delle angewiesen. In Abha¨ngigkeit von der wissenschaftlichen Fragestellung beno¨tigt
man entweder antarktisweite oder lokale Ho¨henmodelle. Die ersten antarktiswei-
ten Ho¨henmodelle waren entweder noch recht ungenau (Levanon, 1982; Dre-
wry et al., 1982) oder die Daten reichten nur bis zu den ku¨stennahen Regionen
(Herzfeld & Matassa, 1999a). Seit 1991 liegen mit ERS-1 erstmals Radaralti-
meterdaten vor, die auch weite Teile des zentralantarktischen Inlandeises abdecken.
Es existiert ein antarktisweites Ho¨henmodell aus ERS-1 Radaraltimeterdaten mit
einer Gitterauflo¨sung von 5 km (Bamber, 1994a). Auf der Grundlage digitali-
sierter topographischer Karten erstellte das U. S. Geological Survey (USGS)
ein Ho¨henmodell mit 1 km Auflo¨sung (EROS Data Center (EDC), 1996). Die
Ho¨hengenauigkeit dieses Ho¨henmodells ist jedoch gerade in steilen und gebirgigen
Regionen meist unzureichend. Beim Ho¨henmodell von Liu et al. (1999) werden ver-
schiedene Datenquellen in Form eines Geographischen Informationssystems (GIS)
miteinander kombiniert. Zwar werden in den einzelnen Regionen immer nur die
Ho¨heninformationen mit der besten Ho¨hengenauigkeit verwendet, da aber unter-
schiedliche Aufnahmesysteme eingesetzt werden, ist die Ho¨hen- sowie die Lagege-
nauigkeit der Ho¨heninformationen recht variabel. Die Ho¨hengenauigkeit wird mit
2 m u¨ber den Eisschelfen angegeben und steigt auf 100 bis 130 m u¨ber gebirgigem
Gela¨nde an.
Die vorgenannten Ho¨henmodelle decken die gesamte Antarktis ab und bilden sie
zumeist in einer polarstereographischen Projektion ab. Dadurch kann es zu star-
ken Verzerrungen kommen, wodurch die Lagegenauigkeit beeintra¨chtigt wird und
Details nicht gut erkennbar sind. Ein anderer Ansatz wird von Herzfeld (2004)
verfolgt: Hier werden Radaraltimeterdaten der Antarktis in Form von einzelnen, sich
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randlich u¨berlappenden Ho¨henmodellen mit 3 km Auflo¨sung berechnet und als ein
Atlas aus Ho¨henlinienkarten dargestellt. Unter Verwendung von SEASAT, GEOSAT
und ERS-1 Radaraltimeterdaten entstehen so auch Ho¨henmodelle des Lambert Glet-
scher/Amery Eisschelf-Systems (Herzfeld et al., 1993, 1996, 1997; Herzfeld,
1999). Auf der Basis der 168d ERS-1 Radaraltimeterdaten existiert ein Ho¨henmodell
des Amery Eisschelfs mit einer Auflo¨sung von 1 km (Fricker et al., 2000a). Zur
Interpolation der Radaraltimeterdaten wird bei diesen Ho¨henmodellen das Ordinary
Kriging eingesetzt (vgl. 4.2.3). Stosius & Herzfeld (2004) wenden dagegen das
stratifizierte Kriging an, wobei allerdings keine Grenzzonen definiert werden.
5.2 Ausgangsdaten
In dieser Arbeit werden die 168d Radaraltimeterdaten von ERS-1 und die 35d Ra-
daraltimeterdaten von ERS-1 und ERS-2 verwendet (Abb. 3.2). Sie werden von der
Icesheet Altimetry Group am NASA/GSFC bereitgestellt und liegen als Le-
vel 2-Datensatz in der Version 4 fu¨r ERS-1 (14. 4. 1992 bis 1. 4. 1996) und ERS-2
(3. 5. 1995 bis 12. 05. 2002) vor. Sie decken den Raum um das Lambert Glet-
scher/Amery Eisschelf-System von 59° bis 79°Ost und 68° bis 75° Su¨d ab. Die geogra-
phischen Koordinaten der Ausgangsdaten werden in UTM-Koordinaten u¨berfu¨hrt,
da diese Projektion abstandstreu ist. Dies ist notwendig, da das Krigingverfahren
eine Distanzberechnung beinhaltet. Es wird nur der Teil aus den Daten verwendet,
der ein vollsta¨ndiges Rechteck innerhalb des Datenraums beschreibt. Die Eckko-
ordinaten werden mit dem Programm TRANSVIEW von Herzfeld & Matassa
(1999b) berechnet.
5.2.1 Ho¨henkorrektur
In den Ausgangsdaten sind die meisten Ho¨henkorrekturen (vgl. 3.3) bereits imple-
mentiert. Es wurden die ionospha¨rische Korrektur (International Reference
Ionosphere 1990 (IRI90) (Bilitza, 1990)), die tropospha¨rische Korrektur (Eu-
ropean Center for Medium Range Waether Forecasts (ECMWF)), geo-
physikalische Korrekturen (u. a. Erdtiden und Meerestiden (UT CSR3.0, Natio-
nal Oceanographic Data Center (1997)) sowie instrumentelle Korrekturen
beru¨cksichtigt. Die Flugho¨he des Satelliten wird u¨ber dem OSU91A-Geoidmodell
(Rapp et al., 1991) beschrieben, die Ho¨henwerte sind in Bezug zum WGS84 Ellip-
soidmodell umgerechnet. An Stelle des operationellen D-PAF Orbitmodells wird das
genauere DGM-E04 Modell eingesetzt (Scharroo & Visser, 1998). Es werden nur
die Daten verwendet, bei denen sowohl das Retracking (GSFC Version 4) (Goddard
Space Flight Center, 1997) als auch die Neigungskorrektur (Brenner et al.,
1983) durchgefu¨hrt wurden.
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Die nachtra¨glich durchgefu¨hrten Korrekturen umfassen Arbeitsschritte, die nicht
standardma¨ßig in den Ausgangsdaten enthalten sind. Dazu za¨hlen die USO-Korrek-
tur, die SPTR-Korrektur und der Intersatellitenversatz (vgl. 3.3.3) zwischen ERS-1
und ERS-2. Die USO-Korrekturen liegen bei der ERS-1 Mission zwischen -1,1 cm
und 2,5 cm, in der ERS-2 Mission zwischen -0,6 cm und 5,3 cm. Die SPTR-Korrek-
turen schwanken sprunghaft zwischen -0,8 cm und 4 cm bei ERS-1 und zwischen
-5,9 cm und 0,6 cm bei ERS-2. Der Ho¨henversatz zwischen ERS-1 und ERS-2 Daten
betra¨gt 40,9 cm, wobei die ERS-2 Daten um diesen Betrag angehoben werden, um
sie auf dasselbe Niveau wie die ERS-1 Daten zu bringen.
5.2.2 Einteilung in Zyklen
Da bei den 168d Radaraltimeterdaten die Datendichte sehr hoch ist (Abb. 5.2), las-
sen sich hiermit sehr hochaufgelo¨ste Ho¨henmodelle berechnen, was dann allerdings
nur fu¨r diese Phase (1994) mo¨glich ist (vgl. 3.1.1). Die 35d Radaraltimeterdaten
werden gleichma¨ßig pro Jahr auf zehn einzelne 35-ta¨gige Zeitfenster (Zyklen) ver-
teilt. Die Zyklen eines Jahres beginnen zum 1. Januar, 6. Februar, 15. Ma¨rz, 20.
April, 27. Mai, 2. Juli, 8. August, 13. September, 20. Oktober und 25. November.
Zwischen den einzelnen Zyklen eines Jahres liegen ein bis zwei Tage, aus denen kei-
ne Daten verwendet werden. Damit verzichtet man zwar auf einen kleinen Teil der
Meßdaten, es lassen sich aber jeweils die gleichen Zeitra¨ume aufeinander folgender
Jahre miteinander vergleichen und man erha¨lt eine fast durchgehende Meßreihe.
Bei dieser Einteilung kommt es vor, daß zu Beginn und Ende einer Meßphase
nicht genu¨gend Daten fu¨r einen vollsta¨ndigen Zyklus vorliegen. Da die Satelliten
wa¨hrend ihrer Mission einige Male kurzzeitig abgeschaltet wurden, um Mano¨ver
durchzufu¨hren oder weil die Datenaufnahmekapazita¨t des Satelliten nicht ausge-
reicht hat (vgl. 3.4.5), gibt es Zyklen mit weniger als 35 Tagen mit Daten. Die
Mindestanzahl an Tagen mit Daten wird daher fu¨r einen gu¨ltigen Zyklus auf 28
Tage (80%) festgelegt. Im Durchschnitt umfassen die einzelnen ERS-1 Zyklen etwa
100.000, die ERS-2 Zyklen etwa 120.000 Meßwerte. In den Jahren 1992 und 1993
betra¨gt die Datenmenge der Zyklen in einigen Fa¨llen weniger als 80.000 Daten. Hier
sind große unregelma¨ßige Datenlu¨cken innerhalb der einzelnen Tracks zu erkennen,
die auf fehlerhafte Messungen oder Ho¨henkorrekturen hindeuten. Diese Zyklen sind
fu¨r die weitere Analyse ungeeignet und werden nicht weiter beru¨cksichtigt.
5.3 Plausibilita¨ts- und Ausreißeranalyse
Bei Meßdaten ist stets davon auszugehen, daß sie entweder fehlerhaft sind oder
zumindest so extreme Werte aufweisen, daß diese nicht mehr plausibel begru¨nd-
bar sind. Der u¨ber die Radaraltimetrie gemessene Ho¨henwert setzt sich zusammen
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Abbildung 5.2: Ra¨umliche Verteilung der Radaraltimeterdaten bei verschiedenen Aufnahmepha-
sen am Beispiel der a) 168d Daten (nur Orbit 1) und b) 35d Daten, Zyklus 9, 1995.
aus der tatsa¨chlichen Ho¨he, den vermeidbaren Fehlern, den systematischen Fehlern
und den zufa¨lligen Fehlern. Um mit dem Meßwert dem tatsa¨chlichen Ho¨henwert
mo¨glichst nahe zu kommen, mu¨ssen diese Fehler minimiert werden. Vermeidbare
Fehler entstehen bei der Datenu¨bertragung oder bei den einzelnen Bearbeitungs-
schritten der Daten. Systematische Fehler beziehen sich auf die atmospha¨rischen,
geophysikalischen und instrumentellen Einflu¨sse sowie die speziell bei Eisoberfla¨chen
auftretenden Gegebenheiten. Diese werden bereits im Rahmen der Ho¨henkorrektur
so weit wie mo¨glich eliminiert (vgl. 3.3). Zufa¨llige Fehler kommen z. B. durch jour-
nale, saisonale oder annuelle Variationen der Oberfla¨chen- und Volumenstreuung
zustande oder spiegeln die Variation der Ho¨henmessung innerhalb des Footprints
wider. Derartige Fehler sind meist normalverteilt. Extrem von dieser Verteilung ab-
weichende Werte ko¨nnen als Ausreißer betrachtet werden.
Ausreißer sind Werte, die aus einer Ha¨ufigkeitsverteilung stark herausstechen. Die
Verteilung wird durch diese Ausreißer quasi verunreinigt. Bezieht man diese Werte
mit ein, werden die statistischen Kenngro¨ßen der Verteilung mehr oder weniger stark
beeinflußt. Andererseits kann es sein, daß extreme Werte zwar eher unwahrschein-
lich aber dennoch plausibel sind. Das Weglassen dieser Werte fu¨hrt dann zu einer
Verringerung der Genauigkeit und Aussagekraft der statistischen Kenngro¨ßen. Es
muß daher ein objektives Maß gefunden werden, das das Weglassen oder Beibehal-
ten von extremen Werten erlaubt (Barnett & Lewis, 1984). Zuna¨chst lassen sich
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die Werte auf Plausibilita¨t pru¨fen. Werte, die jenseits der Grenzen sinnvoller, theo-
retisch mo¨glicher Werte liegen, sind entweder Fehler, die durch die vorangegangenen
Datenkorrekturen nicht erfaßt wurden, oder Fehler, die durch diese Korrekturen erst
entstanden sind. Diese Werte sind direkt durch die Vorgabe von absoluten Plausibi-
lita¨tsgrenzen auszuschließen. Fu¨r die u¨brigen Werte lassen sich Signifikanztests auf
Ausreißer (Diskordanztests) anwenden.
Um Ausreißer aus den plausiblen Ho¨henwerten zu extrahieren, wird jeder Meß-
wert mit den Meßwerten in seiner unmittelbaren Umgebung verglichen. Dazu wird
um einen Meßpunkt ein Fenster definiert, fu¨r das alle Meßpunkte herausgesucht
werden. Die Meßpunkte werden dabei auch zeitlich auf einen bestimmten Bereich
eingeschra¨nkt, so daß damit ein raumzeitliches Fenster um den Meßpunkt vorliegt
(Abb. 5.3). Damit wird vermieden, daß fehlerhafte Tracks die Ha¨ufigkeitsverteilung
der Werte innerhalb des Fensters dominieren. Der Meßpunkt liegt ra¨umlich wie zeit-
lich in der Mitte dieses Fensters und wird daher als Zentralpunkt bezeichnet, der
Wert dieses Punktes ist der Zentralwert. Wird das Fenster u¨ber alle Meßpunkte des
Datensatzes verschoben, liegt ein raumzeitliches (engl.) moving window vor. Inner-
halb jedes Fensters wird eine Plausibilita¨ts- und Ausreißeranalyse vorgenommen.
b)
a)
Zyklus1 Zyklus 2 Zyklus 3 Zyklus 4 Zyklus 5
Abbildung 5.3: Schematische Darstellung a) des raumzeitlichen Fensters (Moving Window) zur
Plausibilita¨ts- und Ausreißeranalyse. Der zu pru¨fende Meßpunkt bildet den Zentralpunkt dieses
Fensters. Die Daten im Fenster stammen aus b) fu¨nf aufeinander folgenden Zyklen, der Zentral-
punkt liegt dabei zeitlich im mittleren Zyklus.
Das hier verwendete Fenster wird mit einer Weite (Ho¨he und Breite) von 4 km gene-
riert. Es ist damit einerseits hinreichend klein, um globale Trendeinflu¨sse zu vermei-
den und andererseits groß genug, um genu¨gend Werte fu¨r die Ausreißeranalyse zu
erhalten. Da die Suche und Zuordnung recht zeitintensiv ist, werden alle Meßpunkte
auf ein Gitter mit einer Gitterweite von 200 m referenziert. Jedem Meßpunkt wer-
den dabei die Koordinaten des na¨chstgelegenen Gitterpunkts zugeordnet. Fu¨r jedes
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Fenster werden Meßwerte aus fu¨nf aufeinander folgenden Zyklen herangezogen. Der
Zentralpunkt stammt zeitlich aus dem mittleren der fu¨nf Zyklen.
5.3.1 Plausibilita¨tsanalyse
Bei der absoluten Plausibilita¨tsanalyse fallen diejenigen Meßpunkte heraus, die unter
-30 m oder u¨ber 3.200 m liegen. Werte jenseits dieser Grenzen sind auch bei gro¨ßeren
Abweichungen zwischen Geoid- und Ellipsoidmodell im Untersuchungsgebiet ausge-
schlossen. Fu¨r eine relative Plausibilita¨tsanalyse muß innerhalb des MovingWindows
gepru¨ft werden, in welchem Wertebereich die Meßwerte liegen ko¨nnen, damit Werte,
die von extremen Meßfehlern oder fehlerhaften Ho¨henkorrekturen herru¨hren, ausge-
schlossen werden ko¨nnen. Dazu mu¨ssen mo¨gliche Einflußfaktoren betrachtet werden.
Die Sprungho¨he der Eisfront betra¨gt etwa 40 m. Sie kann vom Radaraltimeter ge-
rade nicht mehr erfaßt werden. Durch große Variationen der Topographie entstehen
Datenlu¨cken, die teilweise gro¨ßer sind als die Fensterweite (vgl. 3.4.5). Zentralpunk-
te von Fenstern, in denen weniger als 30 Datenpunkte vorliegen, werden daher von
der weiteren Bearbeitung ausgeschlossen.
Bei der Messung kann das Radarsignal bis zu 10 m ins Eis eindringen, was als Vo-
lumenstreuung bezeichnet wird (vgl. 3.4.1). Die Eindringtiefe la¨ßt sich bislang nicht
genau fu¨r einzelne Messungen quantifizieren. Innerhalb eines Fensters von 4 km Wei-
te sollte die Volumenstreuung zwar weitgehend homogen verteilt sein, da aber Daten
aus fu¨nf zeitlich aufeinander folgenden Zyklen verwendet werden, ko¨nnen durchaus
saisonale Unterschiede auftreten. Ein Ho¨henunterschied kann daher durchaus bis zu
10 m betragen, wenn sich die Bedingungen z. B. zwischen Winter- zu Sommerhalb-
jahr vo¨llig vera¨ndern.
Die Auflo¨sung der Ho¨henmessung ist durch den Durchmesser des Footprints be-
grenzt. Bei einem Fenster mit 4 km Weite liegen zwei Footprintzentren maximal
5,66 km auseinander, so daß sich die Footprints aller im Fenster enthaltenen Meß-
punkte fast vollsta¨ndig u¨berschneiden. Die Footprints messen also zu einem großen
Teil dieselben Objekte auf der Eisoberfla¨che. Der Einfluß der Gela¨ndeneigung in-
nerhalb des Footprints wird zwar im Rahmen der Neigungskorrektur in Flugrich-
tung des Satelliten beru¨cksichtigt, quer zur Flugrichtung jedoch nicht (vgl. 3.3.4.1).
Bei einer Neigung, die dem halben O¨ffnungswinkel des Radaraltimeters entspricht
(0,65°), kann ein vertikaler Versatz des Datenpunkts von etwa 50 m auftreten. Auf
den fla¨chenma¨ßig am weitesten verbreiteten Inland- und Schelfeisbereichen sind die
Gela¨ndeneigungen und damit der Versatz allerdings geringer.
Die Variation der Meßwerte eines Fensters sollte also die Summe aus diesen Faktoren
von ca. 100 m nicht u¨bersteigen. Diese Grenze kann als relative Plausibilita¨tsgrenze
fu¨r die Ho¨henabweichungen innerhalb der Fenster angenommen werden.
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5.3.2 Ausreißeranalyse
Ist der Zentralwert eines Fensters plausibel, wird er dahingehend untersucht, ob
er bezu¨glich der Umgebungswerte als ein Ausreißer zu betrachten ist. Dazu muß
gewa¨hrleistet werden, daß die Ha¨ufigkeitsverteilung der Umgebungswerte selbst frei
von Ausreißern ist. Es ergeben sich verschiedene Hypothesen daru¨ber, wann ein Wert
als Ausreißer betrachtet werden kann.
5.3.2.1 Ausreißer-Hypothesen
Die gemessenen Ho¨henwerte sind Realisationen einer Grundgesamtheit mit einer be-
stimmten Wahrscheinlichkeitsverteilung. Diese kann durch ein stetiges Verteilungs-
modell dargestellt werden. Nimmt man ein falsches Verteilungsmodell, werden be-
stimmte Werte als Ausreißer identifiziert, obwohl sie eigentlich aus einer ganz ande-
ren Verteilung stammen (inha¨rente Hypothese). Man kann auch annehmen, daß die
Ausreißer aus einer Verteilung mit einem anderen Verteilungstyp stammen als die
u¨brigen Werte (gemischte Hypothese). Meistens ist jedoch zu erwarten, daß die Ver-
teilung der Ausreißer und die der u¨brigen Werte zwar vom selben Typ sind, sie sich
aber in einem oder mehreren Parametern unterscheiden (Verschiebungshypothese).
Beispielsweise ko¨nnen die Werte und die Ausreißer jeweils aus einer Normalver-
teilung stammen, die unterschiedliche Erwartungswerte und/oder Varianzen haben
(Barnett & Lewis, 1984). Zuna¨chst soll gekla¨rt werden, welche dieser Hypothesen
hier zutrifft und welcher Wahrscheinlichkeitsverteilung die Werte folgen.
Nimmt man an, daß die Ho¨henwerte eines Fensters unimodal verteilt sind, kann
man entweder von einer symmetrischen oder asymmetrischen Wahrscheinlichkeits-
verteilung ausgehen. Stammen alle Fensterwerte aus mehr oder weniger demselben
Wertebereich, liegt eine symmetrische Verteilung vor. Dies ist bei der gewa¨hlten
Fenstergro¨ße und nach der Plausibilita¨tsanalyse in aller Regel der Fall. Lediglich an
den steilen Eisabha¨ngen kann die Verteilung stark asymmetrisch ausgepra¨gt sein.
Liegen innerhalb des Fensters zwei unterschiedliche Ho¨henniveaus vor, stellt sich
die Werteverteilung als bimodal dar. Da sich die Footprints jedoch innerhalb des
Fensters stark u¨berschneiden und extreme Diskontinuita¨ten der Topographie vom
Radaraltimeter ohnehin nicht erfaßt werden ko¨nnen, deutet eine bimodale Werte-
verteilung eher darauf hin, daß ein Teil der Werte als Ausreißer anzusprechen ist.
Die Verteilung kann aber auch dann bimodal ausgepra¨gt sein, wenn einer der Tracks
durch eine falsche oder nicht ausgefu¨hrte Korrektur um einige Meter zu tief oder
zu hoch liegt. Sollte sich also ein Teil der bimodalen Verteilung nur aus den Werten
eines Tracks zusammensetzen, ist der Zentralwert, wenn er Teil dieses Tracks ist, als
Ausreißer zu betrachten.
Die Verteilung stellt sich als multimodale Verteilung dar, wenn im Fenster sehr
wenige Werte vorhanden sind oder es innerhalb der fu¨nf Zyklen zu einer starken
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Ho¨hena¨nderung gekommen ist. Da große Ho¨hena¨nderungen z. B. durch Akkumula-
tion von Schnee nicht zu erwarten sind, kann angenommen werden, daß die Werte
aus einer unimodalen Verteilung mit einer großen Varianz stammen. In jedem Fen-
ster liegt also in der Regel eine unimodale Werteverteilung vor, die durch Ausreißer
kontaminiert und daher bimodal ausgepra¨gt sein kann.
Die Wahrscheinlichkeitsverteilung der ausreißerfreien Ho¨henwerte jedes Fensters kann
durch eine stetige Verteilungsfunktion beschrieben werden. Die Gamma-, Exponen-
tial- oder χ2-Verteilung kommen hier eher nicht in Frage, denn sie sind nur fu¨r nicht
negative Werte definiert. Es ko¨nnen aber durchaus auch negative Ho¨henwerte vor-
kommen, da sie ellipsoidische Ho¨hen u¨ber einem Geoid darstellen und daher auch
negative Werte annehmen ko¨nnen. Daher bieten sich zum Beispiel die Student- oder
die Normalverteilung an. Bei Wertemengen (n) mit n > 30 kann die Studentver-
teilung durch eine Normalverteilung approximiert werden. Liegen in einem Fenster
weniger als 30 Werte vor, kann der Zentralwert nicht auf Ausreißer getestet werden.
Diese Zentralwerte werden in der weiteren Bearbeitung nicht mehr beru¨cksichtigt.
Da die Berechnung nur fu¨r Fenster mit n > 30 durchgefu¨hrt wird, kann von einer
Normalverteilung der ausreißerfreien Werte ausgegangen werden. Fu¨r die vorhan-
denen Ausreißer wird ebenfalls eine Normalverteilung angenommen, da sie sich aus
zufa¨lligen Prozessen ergeben.
5.3.2.2 Ausreißertest
Um eine unbestimmte Anzahl von Ausreißern in einer Werteverteilung zu detektie-
ren, wendet man einen Signifikanztest auf Ausreißer an. Als empirische Pru¨fgro¨ße z








Hierbei sind xi mit i = 1, 2, . . . , n die Ho¨henwerte innerhalb des Fensters, x¯ und
s sind der arithmetische Mittelwert und die Standardabweichung dieser Werte. Die
Kurtosis eignet sich zur Ausreißerdetektion besonders gut, da sich statistische Kenn-
gro¨ßen mit der vierten Potenz sehr sensibel gegenu¨ber Ausreißern verhalten Jain
(1981). Dieser Test ist nach Barnett & Lewis (1984) unter der Annahme der
Verschiebungshypothese der beste Test, wenn die Ausreißer und die Wertevertei-
lung jeweils aus unterschiedlichen Normalverteilungen stammen. Unterscheiden sich
die Verteilungen der Ausreißer und die der ausreißerfreien Werte in ihren Mittel-
werten, ist der Test nur fu¨r den Fall anwendbar, in dem die Anzahl der Ausreißer
ho¨chstens 21% der Gesamtdatenmenge umfaßt (Barnett & Lewis, 1984). Die-
se Bedingung wird nicht verletzt, selbst wenn alle Werte eines der fu¨nf Zyklen im
Fenster als Ausreißer identifiziert werden sollten.
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Da die Anzahl der Ausreißer jedoch vorher nicht bekannt ist, muß ein iteratives
Testverfahren eingesetzt werden. Bei der Iteration wird in jedem Schritt die Kurtosis
der Werteverteilung berechnet und demjenigen Wert zugewiesen, der am weitesten
vom Zentrum der Verteilung (x¯) entfernt ist. Dabei ist unerheblich, ob sich der
Wert am oberen oder unteren Rand der Verteilung befindet. Dieser Wert wird im
na¨chsten Schritt weggelassen und die Kurtosisberechnung wird fu¨r die u¨brigen Werte
wiederholt. Die Iteration wird so lange durchgefu¨hrt, bis entweder die minimale
Werteanzahl von n = 30 erreicht ist oder die Menge der extrahierten Werte 21% der
Gesamtdatenmenge entspricht. Liegen in den u¨brigen Werten noch Ausreißer vor,
ko¨nnen diese mit dem hier verwendeten Verfahren nicht erfaßt werden. Eine derart
große Anzahl an Ausreißern ist jedoch a¨ußerst unwahrscheinlich. Umfaßt die u¨brige
Datenmenge nur noch 30 Werte, ist die Berechnung der Kurtosis nur noch schlecht
gestu¨tzt. Eine Trennung in Ausreißer und natu¨rliche Werte wa¨re daher ohnehin
fragwu¨rdig.
Fu¨r die extrahierten Kurtosiswerte wird dann eine Teststatistik durchgefu¨hrt. Die
Null-Hypothese, daß die normalverteilten Werte keine Ausreißer enthalten, kann
bei gegebenem Signifikanzniveau α verworfen werden, wenn die berechnete Kurtosis
einen kritischen Wert (Barnett & Lewis, 1984) u¨berschreitet. Als Signifikanz-
niveau wird hier α = 5% gewa¨hlt. Damit liegt die Wahrscheinlichkeit, einen Wert
fa¨lschlich als Ausreißer klassifiziert zu haben, bei 5%. Ausgehend von der zuletzt
berechneten Kurtosis wird der Test iterativ durchgefu¨hrt, bis er einen Kurtosiswert
signifikant als Ausreißer identifiziert. Wird ein solcher Ausreißer gefunden, ko¨nnen
auch alle bei gro¨ßeren Distanzen zum Verteilungszentrum extrahierten Kurtosiswerte
als Ausreißer ausgeschlossen werden (Barnett & Lewis, 1984). Ist der Zentralwert
des Fensters in dieser Gruppe enthalten, verha¨lt er sich gegenu¨ber der Verteilung
der Fensterwerte wie ein Ausreißer und wird aus dem Datensatz entfernt.
5.3.3 Auswertung der Plausibilita¨ts- und Ausreißeranalyse
In Tabelle 5.1 und den Abbildungen 5.6 und 5.7 sind die prozentualen Anteile der
Datenreduktion durch diese Analysen dargestellt. Am ha¨ufigsten werden Ausreißer
detektiert. Die U¨berschreitung der absoluten Plausibilita¨tsgrenzen hat dagegen einen
sehr geringen Anteil an der Datenreduktion. Allgemein la¨ßt sich sagen, daß die
Datenmengen der einzelnen Zyklen durch diese Analysen im Durchschnitt nur um
etwa 1 bis 2% reduziert werden.
Die Bereiche, in denen weniger als 30 Meßpunkte im Fenster liegen, befinden sich er-
wartungsgema¨ß dort, wo die Messung aufgrund starker topographischer Variationen
erschwert ist. Dies ist vor allem in den Gebirgsregionen und entlang der Eisabha¨nge
sowie an der Eisfront der Fall. Allgemein haben diese Datenpunkte bei den 35d
ERS-1 Daten einen Anteil zwischen 0,39 und 1,93%, bei den ERS-2 Daten bis zu
2,1% (Tab. 5.1). Bei den 168d Daten treten diese Datenlu¨cken besonders an den
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westlichen und nordo¨stlichen Eisabha¨ngen, am Mawson Escarpment und der Eis-
front hervor (Abb. 5.5 b). Der Anteil liegt bei etwa 0,5%.
Absolut unplausible Werte von unter -30 oder u¨ber 3.200 m machen maximal 0,05%
der Datenmenge in den jeweiligen Zyklen aus (Tab. 5.1). Sie treten allenfalls im Be-
reich der Eisfront und der Ku¨stenzonen geha¨uft auf (Abb. 5.4 und 5.5 c). Unplausible
Werte sind besonders an den steilen Eisabha¨ngen und in den Gebirgsregionen anzu-
treffen. Ihr Anteil liegt im allgemeinen bei 0,1 bis 0,3%, in den Zyklen 2 bis 6 des
Jahres 1993 steigen sie jedoch auf einen Anteil von 0,8 bis 1,0% an (Abb. 5.6). Dies
ist auf eine Reihe von fehlerhaften Tracks in diesem Zeitraum zuru¨ckzufu¨hren. Der
Anteil der unplausiblen Werte in den Fenstern liegt bei den ERS-2 Daten allgemein
bei etwa 0,5%. Ab Zyklus 9 des Jahres 2000 steigt er aber drastisch auf Werte bis
zu 1,3% (Abb. 5.7).
Tabelle 5.1: Auswertung der Plausibilita¨ts- und Ausreißeranalyse. Mittelwerte, Standardabwei-
chungen und Extrema der Anteile der in den Fenstern (Moving Window) detektierten Werte in %
der Gesamtdatenmenge der jeweiligen Zyklen. Aufteilung in Fa¨lle mit einer Anzahl von weniger
als 30 Punkten im Fenster (Anz. < 30), U¨ber-/Unterschreitung der absoluten Plausibilita¨tsgrenzen
(Abs. Abw.), U¨ber-/Unterschreitung der relativen Plausibilita¨tsgrenzen (Rel. Abw.) und Ausrei-
ßer, getrennt fu¨r die 35d Daten von ERS-1 und ERS-2. Die beiden Zyklen der 168d Daten werden
separat betrachtet.
Anz. < 30 Abs. Abw. Rel. Abw. Ausreißer
ERS-1 35d
Mittel 0,99 0,03 0,31 0,83
Std. Abw. 0,41 0,01 0,27 0,58
Maximum 1,93 0,05 1,10 3,06
Minimum 0,39 0,02 0,09 0,17
ERS-2 35d
Mittel 0,56 0,02 0,20 1,07
Std. Abw. 0,27 0,01 0,23 1,29
Maximum 2,10 0,05 1,34 6,98
Minimum 0,00 0,00 0,00 0,00
ERS-1 168d
Zyklus 1 0,54 0,03 0,33 0,49
Zyklus 2 0,49 0,03 0,32 0,52
Werte in % der Gesamtdatenmenge der jeweiligen Zyklen
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Tabelle 5.2: U¨bersicht der verwendeten ERS-1 und ERS-2 35d Zyklen. Anzahl der jeweiligen
Zyklen getrennt nach Satellit und Gesamtsumme der Zyklen. In Klammern Anzahl der Jahre mit
unterschiedlichen Zyklen. Insgesamt besteht die Datenreihe aus 91 verschiednen Zyklen, von denen
acht denselben Zyklus abdecken. Die 168d Phase liegt im Zeitraum Zyklus 10, 1993 bis Zyklus 2,
1995.
Jahr Satellit 1 2 3 4 5 6 7 8 9 10
ERS-1 x x x x x x x1992
ERS-2




ERS-1 x x x x x x x x1995
ERS-2 x x x x x x
ERS-1 x x1996
ERS-2 x x x x x x x
ERS-11997
ERS-2 x x x x x x x x x x
ERS-11998
ERS-2 x x x x x x x x
ERS-11999
ERS-2 x x x x x x x x x x
ERS-12000
ERS-2 x x x x x x x x x x
ERS-12001
ERS-2 x x x x x x x x x x
ERS-12002
ERS-2 x x x x∑
ERS-1 2 2 2 3 3 3 3 3 3 2∑
ERS-2 7 7 6 6 5 7 7 7 7 6∑
ERS-1+2 9(8) 9(8) 8 9 8(7) 10(9) 10(9) 10(9) 10(9) 8(7)
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Abbildung 5.4: Verschiedene Ausreißer und Inplausibilita¨tstypen am Beispiel des 35d Datensatzes
ERS-1-Zyklus 4, 1993. a) Ausreißer, b) weniger als 30 Punkte im Fenster, c) absolute und d) relative
U¨berschreitung der Plausibilita¨tsgrenzen in der Fensterumgebung.
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Abbildung 5.5: Ausreißer und Inplausibilita¨tstypen am Beispiel des 168d Datensatzes ERS-1-
Zyklus 1. a) Ausreißer, b) weniger als 30 Punkte im Fenster, c) absolute und d) relative U¨ber-
schreitung der Plausibilita¨tsgrenzen in der Fensterumgebung.
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Abbildung 5.6: Plausibilita¨ts- und Ausreißeranalyse fu¨r die Zyklen der ERS-1 35d Daten in Pro-
zent der Datenmenge pro Zyklus, aufgeteilt in Anzahl der Daten im Analysefenster unter 30 (Anz.
< 30), U¨ber-/Unterschreitung der absoluten (Abs. Abw.) und relativen (Rel. Abw.) Plausibilita¨ts-
grenzen und Ausreißer.
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Abbildung 5.7: Plausibilita¨ts- und Ausreißeranalyse fu¨r die Zyklen der ERS-2 35d Daten in Pro-
zent der Datenmenge pro Zyklus, aufgeteilt in Anzahl der Daten im Analysefenster unter 30 (Anz.
< 30), U¨ber-/Unterschreitung der absoluten (Abs. Abw.) und relativen (Rel. Abw.) Plausibilita¨ts-
grenzen und Ausreißer.
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Die Ausreißer sind ra¨umlich meist gleichma¨ßig verteilt, lediglich im Meereisbereich
treten sie in einer gro¨ßeren Dichte auf (Abb. 5.5a). Sind einzelne Tracks fehlerhaft
korrigiert, zeigt sich das in einem Linienmuster, das sich dann auch bei der relativen
Plausibilita¨tsanalyse bemerkbar macht (Abb. 5.4d). Der Anteil der Ausreißer liegt
allgemein bei etwa 1% der Gesamtdatenmenge in den jeweiligen Zyklen (Tab. 5.1).
Der erste Zyklus des Jahres 1996 sticht mit einem Anteil von 3% deutlich heraus.
Die Anteile variieren von Zyklus zu Zyklus recht stark, ein saisonales Muster ist aber
nicht zu erkennen. Bei den ERS-2 Daten liegen die Anteile relativ einheitlich bei 0,3
bis 0,8%, dafu¨r erreichen im Jahr 2001 einzelne Zyklen Anteile um 6%. In diesen
sind wie bei Abbildung 5.4a deutliche Linienmuster zu erkennen, was bedeutet, daß
hier ganze Tracks fehlerhaft sind und durch diese Ausreißeranalyse herausgefiltert
werden.
Die durchschnittliche Datenmenge nach der Datenreduktion liegt bei den ERS-1
35d Daten bei etwa 74.500, bei den ERS-2 35d Daten bei etwa 92.500 und bei den
beiden Zyklen der 168d Daten bei etwa 440.000 Datenpunkten. Diejenigen Zyklen,
deren Datenmenge nach der Datenreduktion unter 45.000 liegt, werden im weiteren
Verlauf der Untersuchung nicht mehr verwendet. Es handelt sich dabei um Zyklen,
die nicht vollsta¨ndig sind, weil sie sich mit dem Start oder Ende einer Missions-
phase u¨berschneiden oder bei denen es aus technischen Gru¨nden zu einer la¨ngeren
Aufnahmelu¨cke gekommen ist. Die verwendeten Zyklen u¨ber die elf Jahre 1992 bis
2002 sind in Tabelle 5.2 aufgelistet. Von allen zehn Zyklen gibt es Datensa¨tze aus
mindestens sieben unterschiedlichen Jahren. Bei acht Zyklen (Zyklus 5 - 1995 bis
Zyklus 2 - 1996) existieren parallele Messungen von ERS-1 und ERS-2.
5.4 Aufteilung in Regionen
Das Untersuchungsgebiet besteht aus geomorphologisch sehr unterschiedlichen Ein-
heiten. Die Unterschiede sind im Wesentlichen auf die Untergrundtopographie und
die daraus resultierenden Oberfla¨chenformen des Eises bei der Bewegung u¨ber diesen
Untergrund zuru¨ckzufu¨hren. So ist die Oberfla¨che des Eisschelfs aufgrund fehlender
Reibung am Untergrund sehr flach und glatt, wa¨hrend sie beim Eisstrom vergleichs-
weise rauh ist, da sich hier der Eisuntergrund an der Oberfla¨che abzeichnet. Je
gro¨ßer die Eisma¨chtigkeit, um so geringer paust sich der Untergrund an der Ober-
fla¨che durch. Die Gebirgsregionen haben sehr starke Ho¨henvariationen, hier sind nur
die Ta¨ler eisbedeckt, die Bergspitzen ragen z. T. mehrere hundert Meter aus dem Eis
heraus. Auf dem Inlandeis erzeugen windinduzierte Prozesse Oberfla¨chenformen wie
etwa Schneedu¨nen oder Sastrugi (Windrippel). Die Einteilung in glatte und rauhe
Oberfla¨chen ha¨ngt vom Betrachtungsmaßstab ab. Kleine Formen wie etwa Sastrugi
oder Gletscherspalten ko¨nnen von der Radaraltimetrie nicht erfaßt werden. Glatte
Oberfla¨chen haben im Rahmen der Meßauflo¨sung der Radaraltimetrie Ho¨henvaria-
tionen im Meter- bis Submeterbereich, wa¨hrend rauhe Oberfla¨chen eher um 10 bis
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100 m variieren. Geomorphologische Einheiten mit homogenen Charakteristika der
Ho¨henvariation ko¨nnen zu Regionen zusammengefaßt werden. Die U¨berga¨nge zwi-
schen den Regionen ko¨nnen dabei entweder abrupt (diskontinuierlich) oder fließend
(kontinuierlich) sein (vgl. 4.3.2). Beispielsweise bildet die Eisfront eine scharf ab-
gegrenzte Gela¨ndekante, wa¨hrend der U¨bergang vom Inlandeis zum Eisstrom eher
kontinuierlich verla¨uft.
Ein ra¨umliches Interpolationsverfahren, das global auf das gesamte Untersuchungs-
gebiet angesetzt wird, beru¨cksichtigt diese geomorphologischen Unterschiede nicht.
Dadurch ko¨nnen recht große Interpolationsfehler entstehen. Um genaue Aussagen
u¨ber die Eismassenbilanz treffen zu ko¨nnen, sollten die Interpolationsfehler so ge-
ring wie mo¨glich sein. Also mu¨ssen die regionalen Unterschiede bei der Interpolation
mit einbezogen werden. Aus diesem Grund wird in dieser Arbeit das stratifizierte
Kriging mit Grenzzonen angewendet (vgl. 4.3.2). Hierfu¨r ist die Segmentierung des
Untersuchungsgebiets in verschiedene, in ihrer Oberfla¨chenstruktur weitgehend ho-
mogene Regionen notwendig. Damit in den einzelnen Regionen genu¨gend Daten zur
Berechnung experimenteller Variogramme vorliegen, mu¨ssen sie eine ausreichende
Gro¨ße aufweisen. Die Segmentierung der Regionen erfordert daher ein gewisses Maß
der Generalisierung.
Um geomorphologisch einheitliche Regionen voneinander abzugrenzen, bieten sich
verschiedene Vorgehensweisen an. Eine Mo¨glichkeit sind Methoden der Texturer-
kennung, die in Bilddaten nach Regionen mit a¨hnlichen Pixeleigenschaften suchen.
Dies kann zwar fu¨r den vom Untersuchungsgebiet vorliegenden SAR-Bildausschnitt
durchgefu¨hrt werden, da dieser jedoch zeitlich nur einen Monat (September 1997)
abdeckt, ist er nicht repra¨sentativ fu¨r den gesamten Aufnahmezeitraum der Radaral-
timeterdaten. Außerdem ko¨nnen damit saisonale oder annuelle Einflu¨sse nicht erfaßt
werden. Besser ist daher ein Verfahren, das direkt auf die Radaraltimeterdaten an-
gewendet werden kann. Da die Datendichte der 168d Daten sehr hoch ist und die
beiden Zyklen dieser Meßphase etwa ein ganzes Jahr abdecken, wird die Abgrenzung
anhand dieser Daten vorgenommen.
Der U¨bergang zwischen benachbarten Regionen ist entweder fließend (kontinuier-
lich) oder scharf abgegrenzt (diskontinuierlich) (vgl. 4.3). Um kontinuierliche oder
diskontinuierliche Grenzen zwischen einzelnen Regionen zu finden, mu¨ssen unter-
schiedliche Verfahren angewendet werden.
5.4.1 Split-Moving-Window Verfahren
Eine hohe Rauhigkeit der Eisoberfla¨che dru¨ckt sich in ha¨ufigen lokalen Variations-
wechseln aus. Auf kleinem Raum wechseln sich Bereiche mit mehr oder weniger star-
ker Rauhigkeit ab. Diese Bereiche sind quasi durch lokale Mikrodiskontinuita¨ten von-
einander abgegrenzt. Regionen, in denen die Dichte solcher Mikrodiskontinuita¨ten
ho¨her ist, sind rauher und lassen sich von Regionen mit wenigen Mikrodiskonti-
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nuita¨ten unterscheiden. Diese Regionen gehen meist kontinuierlich ineinander u¨ber,
an der Grenze liegt jedoch ein Varianzwechsel vor. Mit Hilfe des Split-Moving-
Window Verfahrens vonWebster (1978) kann in den einzelnen Tracks nach solchen
Mikrodiskontinuita¨ten gesucht werden.
Die einzelnen Tracks lassen sich als Transekte von Meßdaten auffassen, die sich in
homogene Segmente unterteilen lassen. Benachbarte Segmente eines Tracks unter-
scheiden sich in ihren charakteristischen Eigenschaften und sind durch eine Mikro-
diskontinuita¨t voneinander getrennt. Beim Split-Moving-Window Verfahren wird ein
Datenfenster entlang des Transekts verschoben. Das Fenster wird in zwei Fensterha¨lf-
ten aufgeteilt, die miteinander verglichen werden. Die Fensterbreite darf dabei nicht
zu groß sein, damit auch die Unterschiede zwischen kleineren Segmenten erfaßt wer-
den ko¨nnen. Andererseits mu¨ssen pro Fensterha¨lfte ausreichend viele Daten vorlie-
gen, um einen signifikanten Unterschied zwischen den Fensterha¨lften feststellen zu
ko¨nnen. Um die Regionen eindeutiger voneinander zu trennen und die Segmentierung
gegenu¨ber der Fenstergro¨ße stabiler werden zu lassen, wird zwischen den Fensterha¨lf-
ten ein Mittelfenster ausgespart. Die Grenze zwischen den Fensterha¨lften liegt dann
innerhalb dieses Bereichs und la¨ßt sich nicht mehr eindeutig positionieren.
14km 14 km2 km
Abbildung 5.8: Split-Moving-Window Fenster mit 30 km Breite und einem Mittelfenster von
2 km Breite. Das Fenster wird schrittweise u¨ber den Track verschoben. Die Werte der beiden Fen-
sterha¨lften (je 14 km Breite) werden in jedem Schritt mit einem Kruskal-Wallis-Test auf signifikante
Medianunterschiede getestet.
Der Abstand der auf einem Track direkt benachbarten Meßpunkte liegt nach der
UTM-Konvertierung bei etwa 328 m. Bei einer Fensterbreite von 30 km und ei-
nem Mittelfenster von 2 km sind die Fensterha¨lften jeweils 14 km breit (Abb. 5.8).
Somit existieren bis zu 43 Werte in jeder Fensterha¨lfte. Da jedoch Datenlu¨cken
innerhalb des Fensters auftreten ko¨nnen, mu¨ssen fu¨r eine sinnvolle Berechnung we-
nigstens 20 Werte in jeder Fensterha¨lfte vorliegen. Zwischen den Werten werden
Datenlu¨cken von bis zu 2 km La¨nge toleriert. Die Anzahl der fehlenden Werte in der
Datenlu¨cke darf dabei 10% der Datenmenge im Fenster nicht u¨berschreiten. Werden
diese Vorgaben nicht erfu¨llt, wird in diesem Schritt keine Berechnung durchgefu¨hrt.
Das gesamte Fenster wird u¨ber die einzelnen Tracks verschoben, die Schrittweite
entspricht dabei dem Meßpunktabstand (328 m). Bei jedem Schritt wird gepru¨ft,
ob sich die beiden Fensterha¨lften signifikant voneinander unterscheiden. Allerdings
kann ein Trend in diesen Daten ebenfalls zu einem signifikanten Unterschied fu¨hren.
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Daher wird zuvor ein Polynom 3. Ordnung als Trendfunktion u¨ber das gesamte Fen-
ster herausgerechnet. Die Signifikanzpru¨fung erfolgt dann fu¨r die Residuen u¨ber ein
geeignetes Testverfahren. Weist dieses einen signifikanten Unterschied auf, kann man
in der Fenstermitte von einer Grenze zwischen zwei Bereichen mit unterschiedlichen
charakteristischen Eigenschaften ausgehen.
Um einen signifikanten Unterschied zwischen den Fensterha¨lften feststellen zu ko¨n-
nen, beno¨tigt man ein geeignetes statistisches Testverfahren. Parametrische Tests
gehen in der Regel davon aus, daß die Werte stetig, unabha¨ngig und normalverteilt
sind. Daher wa¨ren Vortests auf Unabha¨ngigkeit und Normalverteilung erforderlich.
Trotz Trendbereinigung ist nicht davon auszugehen, daß die Daten in den jeweili-
gen Fensterha¨lften normalverteilt sein mu¨ssen, und fu¨r sinnvolle Anpassungstests
liegen zu wenige Daten vor. Wenn zwischen den beiden Fensterha¨lften eine Diskon-
tinuita¨t vorliegt, ko¨nnen die Fensterha¨lften als unabha¨ngig voneinander betrachtet
werden. Bei voneinander unabha¨ngigen und nicht normalverteilten Daten verwen-
det man Rangsummentests wie z. B. den Kruskal-Wallis-Test. Die angenommenen
Verteilungen in den Fensterha¨lften mu¨ssen dabei lediglich stetig sein. Beim Kruskal-
Wallis-Test wird eine Datenreihe zufa¨llig in zwei Gruppen unterteilt. Jedem Meßwert
im Fenster wird entsprechend seiner Gro¨ße ein Rang zugeordnet. Liegen keine Un-
terschiede vor, ist zu erwarten, daß kleine und große Rangzahlen etwa gleich ha¨ufig
vorkommen. Die Mediane der Rangsummen sind also in etwa gleich. Je mehr sich die
Mediane unterscheiden, desto unwahrscheinlicher ist es, daß die Gruppeneinteilung
zufa¨llig ist. Die Null-Hypothese, daß die Verteilungen in den beiden Fensterha¨lften
denselben Median haben, kann bei gegebenem Signifikanzniveau (hier 5%) abge-
lehnt werden, wenn die Pru¨fgro¨ße kleiner als die kritische Testgro¨ße ist. Liegt ein
signifikanter Median-Unterschied vor, sind die Fensterha¨lften durch eine Mikrodis-
kontinuita¨t voneinander getrennt.
5.4.2 Datenlu¨cken
Große Diskontinuita¨ten in der Eisoberfla¨che liegen an der Eisfront oder zwischen
dem Eisschelf und den steilen Eisabha¨ngen und Gebirgsregionen vor. Die Radar-
altimetrie ist nicht in der Lage, diese Diskontinuita¨ten zu erfassen. Hier entstehen
ausgedehnte Datenlu¨cken (vgl. 3.4.5). Diese Lu¨cken definieren Grenzzonen zwischen
den Regionen. Eine abgegrenzte Grenzlinie zwischen zwei benachbarten Regionen
liegt dabei innerhalb der Grenzzone, kann aber aufgrund der fehlenden Daten nicht
eindeutig lokalisiert werden. Es ist davon auszugehen, daß sich die Lage der meisten
dieser Grenzlinien u¨ber den Meßzeitraum nur unwesentlich vera¨ndert. Lediglich die
Eisfront kann sich in dieser Zeit um mehrere 100 m verlagern, weshalb auch fu¨r diese
Grenzlinie eine Grenzzone definiert wird.
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5.4.3 Segmentierung
Die Ergebnisse des Split-Moving-Window Verfahrens und die großen Datenlu¨cken
werden in Abbildung 5.9 und Abbildung 5.10 zusammen mit dem SAR-Ausschnitt
dargestellt. In Abbildung 5.9 werden diejenigen Punkte angezeigt, fu¨r die das Split-
Moving-Window Verfahren Mikrodiskontinuita¨ten festgestellt hat. In Abbildung 5.10
sind die Start- und Endpunkte großer Datenlu¨cken innerhalb der Tracks dargestellt.
Hierbei wird nach aufsteigenden Tracks (rot) und absteigenden Tracks (blau) un-
terschieden. Es fa¨llt auf, daß sich die gefundenen Mikrodiskontinuita¨ten besonders
in Gebirgsbereichen stark ha¨ufen. In den Inlandeisbereichen oder auf dem Eisstrom
sind sie weniger stark vertreten und auf dem Eisschelf treten sie u¨berhaupt nicht
in Erscheinung. Aufgrund dessen werden eine westliche und eine o¨stliche Gebirgsre-
gion definiert. Die Inlandeisbereiche werden aufgrund der unterschiedlichen Dichte
der Mikrodiskontinuita¨ten in eine nordwestliche, su¨dwestliche, su¨dliche und o¨stliche
Inlandeisregion unterteilt. Fu¨r die Festlegung der Grenzlinie wird ein visueller Ver-
gleich mit den im SAR-Ausschnitt zu erkennenden Gela¨ndemerkmalen durchgefu¨hrt.
Die u¨brigen Bereiche gliedern sich in eine Eisstrom-, Eisschelf- und Meereisregion.
Es werden insgesamt neun Regionen unterschieden, die teilweise durch Grenzzonen
voneinander abgegrenzt sind (Abb. 5.11). Da die Lagegenauigkeit der Meßpunkte
abha¨ngig vom Footprintdurchmesser ist und das Mittelfenster beim Split-Moving-
Window Verfahren eine Breite von 2 km hat, liegt die Kartierungsgenauigkeit nicht
unter 2 km. Die Abgrenzung von Regionen nach dieser Methode ist zwar teilweise
subjektiv, die Entscheidung wird aber durch das Split-Moving-Window Verfahren
und die Betrachtung der Datenlu¨cken gestu¨tzt. Daher ist dieses Vorgehen einer rein
visuellen Abgrenzung wie bei Stosius & Herzfeld (2004) oder der Segmentie-
rung mit einer Texturerkennungs-Software allein auf der Basis des SAR-Ausschnitts
vorzuziehen.
5.5 Trendbereinigung
Die Ho¨henvariationen der Eisoberfla¨che setzen sich aus Variationen unterschiedlicher
Wellenla¨ngen zusammen. Diese Variationen sind Ausdruck der oberfla¨chenformen-
den Prozesse wie etwa des Windes oder der Bewegung des Eises u¨ber das Relief
des Eisuntergrundes. Formen, die auf den Eisuntergrund zuru¨ckzufu¨hren sind, sind
vorwiegend langwelliger Natur, wa¨hrend Formen durch Wind (z. B. Schneedu¨nen)
eher kurzwelligen Charakter haben. Bei der Interpolation mittels Kriging ist der
Zusammenhang zwischen Punkten nur innerhalb einer lokalen, durch den Range des
Variogramms definierten Umgebung bestimmt. Der langwellige Anteil der Eistopo-
graphie mit Variationen gro¨ßer als der Range des Variogramms kann daher nicht
erfaßt werden. Es gibt zwar Krigingverfahren, die den langwelligen Anteil als Trend
beru¨cksichtigen (Universal Kriging, Kriging mit externem Trend), es ist jedoch ef-
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Abbildung 5.9: Karte des Lambert Gletscher/Amery Eisschelf-System mit den durch das Split-
Moving-Window Verfahren entdeckten Mikrodiskontinuita¨ten im Verlauf einzelner Tracks der 168d
ERS-1 Radaraltimeterdaten. Sie finden sich vor allem in den Gebirgsregionen und auf dem Inland-
eis. Auf dem Eisschelf werden keine Mikrodiskontinuita¨ten gefunden.
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Abbildung 5.10: Karte des Lambert Gletscher/Amery Eisschelf-Systems mit Datenlu¨cken in
den 168d ERS-1 Radaraltimeterdaten. Die Datenlu¨cken entstehen vor allem beim U¨berfliegen von
Diskontinuita¨ten in der Topographie der Eisoberfla¨che. Die meisten Datenlu¨cken finden sich am









































Abbildung 5.11: Karte der segmentierten Regionen. Eisstrom und Eisschelf sind von den u¨brigen
Regionen durch Grenzzonen abgegrenzt, wobei der Eisstrom kontinuierlich ins su¨dliche Inlandeis
u¨bergeht. Die Inlandeis- und Gebirgsregionen gehen kontinuierlich ineinander u¨ber. Die Meereis-
region ist durch Grenzzonen von allen anderen Regionen abgegrenzt.
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fektiver, den Trend zuvor zu eliminieren, da bei der Einbeziehung des Trends als
zusa¨tzliche Bedingung die Lo¨sbarkeit des Kriginggleichungssystems verringert und
die Gefahr von fehlerhaften Scha¨tzergebnissen (Artefakten) erho¨ht wird. Das Kri-
ging wird dann nur u¨ber die trendbereinigten Daten (Residuen) durchgefu¨hrt, da
diese sich selbst wieder wie eine regionalisierte Variable verhalten (Webster &
Oliver, 2001). Die Trendbereinigung wird nur fu¨r die 168d Daten durchgefu¨hrt,
da hierbei die Datendichte am ho¨chsten ist. Das hierfu¨r erstellte Trendmodell wird
dann auf die 35d Daten der gesamten Meßreihe u¨bertragen. Damit ist gewa¨hrleistet,
daß allen Daten dasselbe Trendmodell zugrunde liegt und A¨nderungen der Eisho¨he
nur auf kurzwellige Variationen zuru¨ckzufu¨hren sind.
5.5.1 Trendfla¨chenanalyse
Der Trend wird u¨ber eine glatte, kontinuierliche Funktion repra¨sentiert. Zur Trend-
bereinigung bieten sich verschiedene Verfahren an. Das am ha¨ufigsten verwendete
Verfahren ist die Trendfla¨chenanalyse (multiple Regression). Hierbei wird ein Poly-
nom niederer Ordnung als multiple Regressionsfunktion an die Meßwerte zi in den
Stu¨tzpunkten mit den Koordinaten (xi, yi) angepaßt, so daß an jedem Stu¨tzpunkt
der Wert zˆi gescha¨tzt wird. Die Koeffizienten bk werden so an die vorliegenden Meß-





zˆi = b0 + b1xi + b2yi (linear) (5.2)
zˆi = b0 + b1xi + b2yi + b3x
2
i + b4xiyi + b5y
2
i (quadratisch) (5.3)
Meist reichen Modelle 1. Ordnung (lineares Modell, Gleichung 5.2) oder Modelle
2. Ordnung (quadratisches Modell, Gleichung 5.3) aus, um den allgemeinen Trend
zu beschreiben. Das Untersuchungsgebiet stellt langwellig betrachtet einen gra-
benfo¨rmigen Einschnitt mit steilen Flanken dar, in das das Eisschelf und der Eis-
strom eingebettet sind. Die Komplexita¨t der Topographie erfordert polynomiale
Regressionsmodelle ho¨herer Ordnung. Es hat sich allerdings gezeigt, daß der Po-
lynomraum von Modellen 3. bis 5. Ordnung hierfu¨r nicht ausreicht. Gerade an den
Ra¨ndern und Ecken des Untersuchungsgebiets sowie auf dem Eisschelf weicht das
Trendmodell teilweise um mehrere hundert Meter von den vorliegenden Meßwer-
ten ab. Selbst unter Einbeziehung von zusa¨tzlichen Bedingungen in das zugeho¨rige
Gleichungssystem oder die Aufteilung in separate, randlich verknu¨pfte Modelle kann
keine hinreichend gute Modellierung des Trends erzielt werden. Modelle noch ho¨her-
er Ordnung tendieren dazu, gerade im Randbereich sehr stark zu oszillieren. Eine
sinnvolle Anpassung im Sinne der klassischen Trendfla¨chenanalyse ist fu¨r die vorlie-




Da das globale Interpolationsverfahren der Trendfla¨chenanalyse nicht verwendet
werden kann, wird ein lokales Interpolationsverfahren mit gla¨ttenden bikubischen
Splines eingesetzt. Eine bikubische Splineinterpolation ist eine abschnittsweise In-
terpolation mit Trendfla¨chen 3. Ordnung. Hierfu¨r beno¨tigt man zuna¨chst ein re-
gelma¨ßiges Gitter aus Stu¨tzpunkten. Fu¨r dieses Gitter wird eine Auflo¨sung von
30 km gewa¨hlt, da bei den 35d Radaraltimeterdaten der maximale Abstand zweier
Punkte zwischen den sich u¨berkreuzenden Tracks in etwa in dieser Gro¨ßenordnung
liegt. Das Gitter ist so angelegt, daß es horizontal wie vertikal auf das Untersuchungs-
gebiet zentriert ist. Die a¨ußeren Gitterpunkte sind also 12 km in Ost-Richtung und
15 km in Nord-Richtung vom Rand des Gebiets entfernt.
Die Werte an den Gitterpunkten werden u¨ber eine einfache lineare Interpolation
berechnet, der eine Delauny-Triangulation zugrunde liegt (The Mathworks Inc.,
2004). Im U¨bergang zwischen dem Eisschelf und den Eisabha¨ngen des Inlandeises
liegen jedoch vereinzelt Werte vor, die trotz der Ausreißeranalyse (vgl. 5.3) noch
unverha¨ltnisma¨ßig tiefe Werte aufweisen (Abb. 5.12). In diesen Bereichen ist der
Geschwindigkeitsunterschied zwischen Eisschelf und Rand besonders hoch und die
Reibung an den Ra¨ndern des Eisschelfs besonders groß. Dadurch bildet sich ein rand-
licher Graben. Die tiefen Werte in diesem Bereich sind daher nicht zwangsla¨ufig als
Meß- oder Bearbeitungsfehler zu interpretieren. Allerdings fu¨hrt in diesen Bereichen
die lineare Interpolation zu sehr tiefen Gitterpunkten, was bei der anschließenden
Trendberechnung problematisch ist. Deshalb wird zuna¨chst nur in der Eisschelf-
und Eisstromregion ein Trendfla¨chenmodell im Sinne der polynomialen Regression
(Gleichung 5.3) angepaßt. Als Datengrundlage dienen nur die Daten dieser beiden
Regionen, das Modell wird jedoch bis in die umliegenden Grenzzonen extrapoliert.
Anschließend wird die lineare Interpolation fu¨r jeden Gitterpunkt auf der Grundla-
ge der 168d Daten durchgefu¨hrt. Liegt ein Gitterpunkt innerhalb dieser Grenzzone,
werden die Werte des polynomialen Trendfla¨chenmodells und der linearen Interpo-
lation an diesem Gitterpunkt miteinander verglichen. Liegt der linear interpolierte
Wert unterhalb der polynomialen Trendfla¨che, werden alle Meßpunkte in der Umge-
bung des Gitterpunkts (30 km) aus der Berechnung herausgenommen, die ebenfalls
unterhalb der polynomialen Trendfla¨che liegen. Danach wird die lineare Interpola-
tion u¨ber die u¨brigen Meßpunkte erneut durchgefu¨hrt. Der neu berechnete Wert
kann damit nicht mehr unterhalb der polynomialen Trendfla¨che liegen. Das fu¨hrt
dazu, daß der randliche Graben bei der anschließenden Splineinterpolation nicht
mehr in Erscheinung tritt. Die Gitterpunkte in der Meereisregion werden mit einer
stationa¨ren linearen Trendfla¨che modelliert (Gleichung 5.2), da hier kein Trend zu
erwarten ist. Sie liegt auf Ho¨he des Mittelwerts der Ho¨henwerte (16,37 m) in dieser
Region. Diese Ho¨he entspricht in etwa der Abweichung des Ellipsoidmodells vom
Geoid in diesem Bereich (Herzfeld et al., 1998).
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Auf der Basis dieses interpolierten Stu¨tzpunktegitters wird dann eine gla¨ttende bi-
kubische Splineinterpolation mit einer vorgegebenen Toleranz fu¨r jeden einzelnen
Meßpunkt der 168d Daten durchgefu¨hrt. Die Toleranz bewirkt, daß die Trendfunk-
tion an den Gitterpunkten nicht exakt sein muß, was eine sta¨rkere Gla¨ttung der
Funktion bewirkt. Die Toleranz wird in der Eisschelf und Eisstrom Region auf 10 m,
in den umliegenden Gebirgs- und Inlandeisregionen auf 30 m festgesetzt. Bei der
gla¨ttenden Splineinterpolation ist f eine Splinefunktion mit
F (fk) + ρT (f). (5.4)





ist ein Maß fu¨r die Rauhigkeit der Splinefunktion. Die glatteste Funktion ist die,







mit den Gewichten wi minimiert werden. Dabei ist |z(i)− f(xi)|
2 das Quadrat der
Abweichung der Splinefunktion von den Werten z(xi) in den Gitterpunkten xi. Aus
dieser Minimierung ergibt sich dann der Gla¨ttungsparameter ρ. Das Verfahren be-
ruht auf einem Ansatz von Reinsch (1967) (The Mathworks Inc., 2004).
5.5.3 Ergebnis der Trendanalyse
Die Residuen der Trendanalyse (Abb. 5.14) zeigen an einigen Stellen besonders star-
ke Abweichungen der Meßwerte (Abb. 5.12) vom Trendmodell (Abb. 5.13). Diese
Abweichungen sind im U¨bergang vom Eisschelf und Eisstrom zu den umliegenden
Eisabha¨ngen sowie in den Gebirgsregionen besonders hoch. Die hohen Abweichungen
am Rand des Eisschelfs gehen auf die Vernachla¨ssigung des Grabens bei der Inter-
polation der Gitterpunkte zuru¨ck. Die hohen Abweichungen in den Gebirgsregionen
werden vor allem am Mawson Escarpment deutlich, das mehrere hundert Meter
u¨ber das Trendmodell hinausragt. Berechnet man den Korrelationskoeffizient zwi-
schen den Meßwerten und den Trendmodellwerten, ergibt sich ein Zusammenhang


































Abbildung 5.12: Ho¨henliniendarstellung der Meßwerte der 168d Daten im Lambert Glet-
scher/Amery Eisschelf-System. Ho¨henangaben in m bzgl. WGS84. Grauwertabstufungen bei 40 m,
100 m und 200 m.
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Abbildung 5.13: Ho¨henliniendarstellung der Trendmodellwerte im Lambert Gletscher/Amery
Eisschelf-System, berechnet u¨ber eine gla¨ttende bikubische Splineinterpolation, basierend auf einem
30 km Scha¨tzpunktegitter. Ho¨henangaben in m bzgl. WGS84. Grauwertabstufungen bei 40 m,
100 m und 200 m.
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Abbildung 5.14: Residuen des Trendmodells der 168 Daten im Lambert Gletscher/Amery
Eisschelf-System. Angabe der absoluten Abweichung in m.
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5.6 Variographie
5.6.1 Experimentelle Variogramme
Das experimentelle Variogramm (vgl. 4.2.2.1) beschreibt den ra¨umlichen Zusam-
menhang der empirisch ermittelten, trendbereinigten Ho¨henwerte (Residuen) aus
den 168d Daten. Fu¨r jede der neun Regionen (Abb. 5.15 bis 5.23 a) wird die Va-
riographie separat durchgefu¨hrt. Um Anisotropien aufzudecken (vgl. 4.2.2.3), wer-
den zuna¨chst Variogrammkarten berechnet, die die Richtungsvariogramme in allen
Richtungen zeigen (Abb. 5.15 bis 5.23 b). Zeigt eine Variogrammkarte eine deutlich
elliptische Form, ist von Anisotropie auszugehen. Die dargestellte Reichweite liegt
bei 30 km, was der Auflo¨sung des Trendmodellgitters entspricht (vgl. 5.5.2). Die
Auflo¨sung der Variogrammkarte sowie der omnidirektionalen (Abb. 5.15 bis 5.23 c)
und Richtungsvariogramme (Abb. 5.15 bis 5.23 d) betra¨gt 328 m gema¨ß der Daten-
auflo¨sung entlang der Tracks. Aufgrund der Anordnung der Daten in Form von sich
u¨berkreuzenden Tracks zeigen die Variogrammkarten eine kreuzschraffierte Struktur
in den Trackrichtungen.
Wie in der Variogrammkarte in Abbildung 5.18 deutlich wird, ko¨nnen sich die Rich-
tungsvariogramme in Trackrichtung stark von den Variogrammen in anderen Rich-
tungen unterscheiden. Dies ist an einem
”
Kreuz“ im Zentrum der Variogrammkarte
zu erkennen. Die Datendichte ist in den Trackrichtungen sehr viel ho¨her als in al-
len anderen Richtungen. Eine Anisotropie in den Trackrichtungen entspricht jedoch
nicht zwangsla¨ufig einer Anisotropie in der Eisoberfla¨che. Die Variogrammkarten der
Regionen zeigen im wesentlichen Strukturen mit no¨rdlicher oder o¨stlicher Ausrich-
tung, weshalb Richtungsvariogramme in Nord- und Ost-Richtung erstellt werden.
Die Richtungsvariogramme werden mit einer Bandbreite von 15 km eingeschra¨nkt,
so daß bei Punktepaaren mit einer großen Distanz nur diejenigen beru¨cksichtigt
werden, die der vorgegebenen Richtung entsprechen.
5.6.2 Variogrammodelle
Die Variographie erfolgt u¨ber die 168d Daten, da diese in einer ho¨heren Dichte vor-
liegen als die 35d Daten. Die grundlegenden Charakteristika der Eisoberfla¨chen in
den einzelnen Regionen sollte sich u¨ber den Meßzeitraum hinweg nicht wesentlich
vera¨ndern, so daß sich die Variogramme der 168d Daten auch fu¨r die 35d Daten
anwenden lassen. An die experimentellen Variogramme und Richtungsvariogram-
me jeder Region werden theoretische Variogrammodelle angepaßt. Der Modelltyp
korrespondiert mit der ra¨umlichen Struktur der Eisoberfla¨che (vgl. 4.2.2.2). Die
Modellbildung erfolgt mit dem Programm SFIT von Jian et al. (1996), das eine
Kleinste-Quadrate-Anpassung mittels der Levenberg-Marquardt-Methode vor-
nimmt. Dabei werden die Modellparameter vorgegeben, das Programm optimiert
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diese Parameter (vgl. 4.2.2.2). In Regionen, in denen sich ra¨umliche Strukturen mit
unterschiedlichen Reichweiten u¨berlagern, reichen die ga¨ngigen Variogrammodelle
nicht aus, um den ra¨umlichen Zusammenhang hinreichend gut zu beschreiben. In
diesen Fa¨llen wird mit einer Kombination von verschiedenen Variogrammodellen
(genesteten Modellen) mit unterschiedlichen Reichweiten gearbeitet (vgl. 4.2.2.2).
Die Ergebnisse der Modellanpassung sind in Tabelle 5.3 zusammengefaßt. Außer-
dem finden sich die angepaßten Parameter in der Form c0 + Modelltyp1 (c1; a1) +
Modelltyp2 (c2; a2) bei den Variogrammen in Abbildung 5.15 bis 5.23 c und d wieder.
5.6.2.1 Meereisregion
Die Meereisregion (Abb. 5.15) zeigt in der Variogrammkarte nur eine leichte Aniso-
tropie in Ostrichtung. Diese folgt zwar in etwa dem Verlauf der Eisfront, ist aber
theoretisch schwierig zu erkla¨ren. Es ist davon auszugehen, daß diese Region im
allgemeinen keine gerichteten Oberfla¨chenstrukturen aufweist, da sich die Meereis-
oberfla¨che im Zeitraum der Datenaufnahme der 168d Daten (etwa ein Jahr) saisonal
oder episodisch z. B. durch das Kalben von Eisbergen drastisch vera¨ndern kann. Es
wird ein omnidirektionales, spha¨risches Modell angepaßt.
5.6.2.2 Eisschelf- und Eisstromregion
Die Regionen Eisschelf (Abb. 5.16) und Eisstrom (Abb. 5.17) verhalten sich in ih-
ren experimentellen Variogrammen und Richtungsvariogrammen sehr a¨hnlich. Sie
weisen eine deutlich zonale Anisotropie auf, d. h. der Sill liegt jeweils in Ostrich-
tung ho¨her als in Nordrichtung. Der Anstieg des Variogramms ist in Ostrichtung,
also quer zur Fließrichtung des Eises, steiler als in Fließrichtung. Die Eisstro¨me von
Mellor-, Fisher- und Lambert Gletscher fließen zusammen, ziehen sich durch die
Eisstromregion und setzen sich als Fließba¨nder im Eisschelf fort (Fricker et al.,
2002). Dies zeigt sich auch in der A¨hnlichkeit der Variogramme von Eisschelf- und
Eisstromregion. Die Variogrammwerte in der Region Eisstrom liegen jedoch um et-
wa das vierfache ho¨her als in der Eisschelfregion, was auf eine gro¨ßere Rauhigkeit
der Eisoberfla¨che in der Eisstromregion hindeutet. Die Variogramme erreichen in-
nerhalb der dargestellten Reichweite von 30 km keinen absoluten Sill, sondern haben
dort noch einen relativ steilen Verlauf. Dies deutet an, daß nicht nur ein ra¨umlicher,
sondern auch noch ein zeitlicher Effekt auftritt.
Da die 168d Daten innerhalb etwa eines Jahres aufgenommen wurden und das Eis
sich in dieser Zeit gerade in den Fließba¨ndern um bis zu 1.000 m bewegt, setzen
sich die experimentellen Variogrammwerte aus Wertepaaren mit großer zeitlicher
Varianz zusammen. Dadurch werden die Variogrammwerte insbesondere quer zur
Fließrichtung erho¨ht. Um diesen zeitlichen Effekt in den experimentellen Variogram-
men auszuschließen, mu¨ßten die Variogrammwerte nur u¨ber Punktepaare berechnet
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werden, die auch zeitlich nicht zu stark differieren. Damit wu¨rde sich allerdings die
Anzahl der Wertepaare pro lag verringern, das experimentelle Variogramm wa¨re
weniger gut gestu¨tzt. Die Bewegung des Eises ist innerhalb der 35d Daten weniger
von Bedeutung als bei den 168d Daten. Da sich nicht zwischen einem ra¨umlichen
und zeitlichen Effekt innerhalb der Variogramme unterscheiden la¨ßt, wird in diesen
Regionen das anisotrope Variogrammodell verwendet. Das eingesetzte Krigingpro-
gramm kann allerdings nur geometrische Anisotropien, d. h. Unterschiede im Range
beru¨cksichtigen, so daß die angepaßten Range-Parameter recht hoch sind.
5.6.2.3 Inlandeisregionen
In den Regionen su¨dliches Inlandeis (Abb. 5.18), o¨stliches Inlandeis (Abb. 5.20),
su¨dwestliches Inlandeis (Abb. 5.21) und nordwestliches Inlandeis (Abb. 5.22) weisen
die experimentellen Variogramme einen linearen Anstieg auf, der bei 10 bis 12 km
recht deutlich abknickt. Eine Interpretation dieses Pha¨nomens, das nur auf dem
Inlandeis auftritt, ist schwierig. Mo¨glicherweise u¨berlagern sich hier zwei charakte-
ristische ra¨umliche Strukturen mit unterschiedlicher Wellenla¨nge, die nur auf dem
Inlandeis anzutreffen sind. Daher ist nicht davon auszugehen, daß es sich um eine
Eigenschaft der Datenverteilung oder des Trendmodells handelt, die sich in dem
abknickenden Variogramm widerspiegeln. Der relativ steile Anstieg der Variogram-
me kann sich z. B. durch Variationen im Eindringverhalten des Radarsignals ins Eis
(vgl. 3.4.1) oder durch windinduzierte Oberfla¨chenformen wie Schneedu¨nen ergeben.
Die Bewegung des Eises und der damit verbundene zeitliche Effekt spielen hier eine
vergleichsweise geringe Rolle, die Bewegungsgeschwindigkeit ist hier verha¨ltnisma¨ßig
gering. Anisotropien sind eher gering ausgepra¨gt. Daher wird beim Kriging jeweils
das isotrope Variogrammodell verwendet. Um das Abknicken der Variogramme zu
beru¨cksichtigen, wird die Anpassung mit genesteten Variogrammen vorgenommen.
5.6.2.4 Gebirgsregionen
Die westliche Gebirgsregion (Abb. 5.23) verha¨lt sich sehr a¨hnlich wie die Inlandeisre-
gionen. Die Variogrammwerte liegen allerdings deutlich ho¨her, was auf das Vorhan-
densein der aus dem Eis herausragenden Gebirgsbereiche hindeutet. Ein deutliches
Abknicken des Variogrammverlaufs ist nicht festzustellen. Wie bei den Inlandeisre-
gionen wird ein isotropes, genestetes Variogrammodell verwendet.
Die o¨stliche Gebirgsregion (Abb. 5.19) zeigt in der Variogrammkarte eine deutlich
nach Norden ausgerichtete Anisotropie. Die Eisoberfla¨che dieser Region ist durch-
setzt von kleineren und gro¨ßeren Gebirgsbereichen wie dem Mawson Escarpment,
das mehrere 100 m aus dem Eis herausragt. Das Variogramm ist daher deutlich
zweigeteilt. Nach etwa 2 km erreicht das Variogramm schnell einen ersten Sill von
etwa 5.000 m2, bevor es erneut stark ansteigt. Die steile, kleinskalige Struktur und
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die allgemein recht hohen Variogrammwerte deuten auf das Vorhandensein der Ge-
birgsbereiche hin, wa¨hrend der großskalige Anteil die Eisoberfla¨che zwischen den
Gebirgsbereichen repra¨sentiert. Das Richtungsvariogramm in Ostrichtung fluktuiert
sehr viel sta¨rker als das in Nordrichtung. Dies ist darauf zuru¨ckzufu¨hren, daß das
Modell in Ostrichtung sehr schmal ist und daher weniger Punktepaare fu¨r die Va-
riogrammberechnung vorliegen.
Tabelle 5.3: Modelltypen (kub=kubisch, exp=exponentiell, sph=spha¨risch) und Parameter
(c=Sill: c0, c1 und c2 [m2]; a=Range [m]) der Variogrammodelle aller Regionen, getrennt in omnidi-
rektionale Variogramme und (direktionale) Richtungsvariogramme. Die beim Kriging verwendeten
Parameter sind hervorgehoben.




sph 39,5 24.837 20.717 3.100
Eisschelf 2,8
kub 100 20.344 23.550 18.878
exp 870 252.390 470.000 160.000
Eisstrom 15,5
kub 669 28.762 36.578 24.700
exp 2.333 230.967 370.267 144.075
Su¨dliches Inlandeis 124,7
sph 479 14.922 19.506 14.500
exp 995 57.509 57.083 55.000
O¨stliches Gebirge 1.000
exp 3.300 1.533 3.527 2.000
kub 19.000 45.991 62.459 33.000
O¨stliches Inlandeis 57
sph 280 12.822 16.835 11.000
exp 493 82.353 93.476 75.000
Su¨dwestliches Inlandeis 1,1
sph 220 13.532 14.575 12.200
exp 230 53.523 72.834 35.858
Nordwestliches Inlandeis 3,5
sph 125 16.200 17.500 16.000
exp 720 110.000 95.000 130.000
Westliches Gebirge 59,5
sph 1.216 21.901 27.000 19.000
exp 1.308 81.295 62.500 93.000
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Abbildung 5.15: Ergebnisse der Variographie fu¨r die Meereisregion. Dargestellt sind a) eine Karte
zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c) das globale Vario-
gramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit den angepaßten




































































Abbildung 5.16: Ergebnisse der Variographie fu¨r die Eisschelfregion. Dargestellt sind a) eine
Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c) das globale
Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit den ange-
paßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp: kubisch
(c1; a1) + Modelltyp: exponentiell (c2; a2) angegeben.
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Abbildung 5.17: Ergebnisse der Variographie fu¨r die Eisstromregion. Dargestellt sind a) eine
Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c) das globale
Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit den ange-
paßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp: kubisch































































Abbildung 5.18: Ergebnisse der Variographie fu¨r die su¨dliche Inlandeisregion. Dargestellt sind
a) eine Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c)
das globale Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit
den angepaßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp:
spha¨risch (c1; a1) + Modelltyp: exponentiell (c2; a2) angegeben.
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Abbildung 5.19: Ergebnisse der Variographie fu¨r die o¨stliches Gebirgsregion. Dargestellt sind
a) eine Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c)
das globale Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit
den angepaßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp:







































































Abbildung 5.20: Ergebnisse der Variographie fu¨r die o¨stliche Inlandeisregion. Dargestellt sind
a) eine Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c)
das globale Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit
den angepaßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp:
spha¨risch (c1; a1) + Modelltyp: exponentiell (c2; a2) angegeben.
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Abbildung 5.21: Ergebnisse der Variographie fu¨r die su¨dwestliche Inlandeisregion. Dargestellt
sind a) eine Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c)
das globale Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit
den angepaßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp:





































































Abbildung 5.22: Ergebnisse der Variographie fu¨r die nordwestliches Inlandeisregion. Dargestellt
sind a) eine Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c)
das globale Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit
den angepaßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp:
spha¨risch (c1; a1) + Modelltyp: exponentiell (c2; a2) angegeben.
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Abbildung 5.23: Ergebnisse der Variographie fu¨r die westliche Gebirgsregion. Dargestellt sind
a) eine Karte zur Lage der Region im Untersuchungsgebiet, b) die Variogrammkarte sowie c)
das globale Variogramm und d) die Richtungsvariogramme in Nord- und Ostrichtung, jeweils mit
den angepaßten Variogrammodellen. Die Modellparameter werden in der Form c0 + Modelltyp:
spha¨risch (c1; a1) + Modelltyp: exponentiell (c2; a2) angegeben.
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5.7 Stratifiziertes Kriging mit Grenzzonen
Das Verfahren des stratifizierten Krigings mit Grenzzonen wurde bereits in Kapi-
tel 4.3.2 na¨her beschrieben. Hierbei wird die ra¨umliche Interpolation der trendberei-
nigten Ho¨henwerte jeweils innerhalb der Regionen durchgefu¨hrt. Die Berechnungen
der einzelnen Regionen werden dann zu einem digitalen Ho¨henmodell u¨ber alle Re-
gionen kombiniert. An den Grenzen der Regionen wird dabei beru¨cksichtigt, ob die
Regionen kontinuierlich ineinander u¨bergehen oder ob sie durch eine Diskontinuita¨t
voneinander abgegrenzt sind. Fu¨r das Untersuchungsgebiet ist bereits wa¨hrend der
Segmentierung (vgl. 5.4.3) festgelegt worden, wo sich die Grenzzonen befinden. In-
nerhalb der Grenzzonen verla¨uft die Wahrscheinlichkeit der Position der Diskonti-
nuita¨t linear, d. h. die Diskontinuita¨t liegt mit der gro¨ßten Wahrscheinlichkeit in der
Mitte zwischen den benachbarten Regionen. An allen anderen Regionsgrenzen lie-
gen kontinuierliche U¨berga¨nge mit Varianzwechseln vor. Im wesentlichen gibt es also
nur zwei verschiedene U¨bergangstypen: Diskontinuita¨ten mit ungenauer Abgrenzung
und Kontinuita¨ten mit Varianzwechsel (vgl. 4.3.2.1).
Das stratifizierte Kriging wird fu¨r ein digitales Ho¨henmodell mit einer Auflo¨sung
von 3 km Gitterweite durchgefu¨hrt, da diese Auflo¨sung etwa der Footprintauflo¨sung
der Radaraltimeterdaten entspricht. Dabei wird das Gitter auf den Datenausschnitt
(215 bis 785 km (UTM) Ost, -8322 bis -7578 km (UTM) Nord) zentriert, sodaß ein
Rand von 1,5 km Breite zwischen Gitter und Datenausschnitt besteht. Damit ist
gewa¨hrleistet, daß die randlichen Gitterpunkte allseits von Meßpunkten umgeben
sein ko¨nnen und hier keine Extrapolation durchgefu¨hrt wird. Fu¨r jeden Gitterpunkt
wird gepru¨ft, ob er innerhalb einer Grenzzone zwischen zwei Regionen (z. B. A und
B) liegt (Abb. 5.24). Ist dies der Fall, wird die ku¨rzeste Linie zwischen den Regi-
onsgrenzen durch diesen Punkt (P ) gesucht. Dabei wird eine Linie in 1°-Schritten
um diesen Punkt rotiert. In jedem Schritt werden die Abschnitte a und b zwischen
dem Punkt und den umgebenden Regionsgrenzen berechnet. Es wird diejenige Linie
gewa¨hlt, bei der die Summe aus a und b minimal ist. Die Abschnitte a und b werden








entstehen. Soll der Scha¨tzwert fu¨r einen Gitterpunkt in einer Grenzzone zwischen
A und B berechnet werden, wird zuna¨chst der Scha¨tzwert zˆA u¨ber Meßwerte aus
Region A und anschließend der Scha¨tzwert zˆB u¨ber Meßwerte aus Region B fu¨r
diesen Punkt berechnet.
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Der Scha¨tzwert zˆ ergibt sich dann als Summe der gewichteten Regionsscha¨tzwerte
(vgl. Gleichung 4.24):
zˆ = sa · zˆA + sb · zˆB (5.8)
A Bb aP
Abbildung 5.24: Ku¨rzeste Linie durch einen Punkt P in einer Grenzzone zwischen den Regionen
A und B, zusammengesetzt aus den Abschnitten a und b.
Liegt der Gitterpunkt dagegen nicht in einer Grenzzone, wird der Scha¨tzwert zˆ u¨ber
alle Meßpunkte berechnet, die innerhalb derselben Region liegen wie der Gitter-
punkt oder aus kontinuierlich angrenzenden Regionen stammen. Bei der Suche der
Meßpunkte wird das in Kapitel 4.2.3.1 beschriebene Suchschema beru¨cksichtigt. Die
dabei verwendeten Distanzklassen haben eine Breite von 500 m. Der Suchbereich ist
in 16 Winkelklassen eingeteilt. Der maximale Suchradius entspricht dem maximalen
Range des zugeho¨rigen Variogrammodells unter Beru¨cksichtigung der Anisotropie.
Gitterpunkte, fu¨r die weniger als 4 Meßpunkte vorliegen, werden nicht berechnet.
Aus jedem der 16 Sektoren werden maximal die 8 Meßpunkte gesucht, die dem Git-
terpunkt am na¨chsten liegen. Die Anzahl aller Meßpunkte im Suchbereich darf nicht
gro¨ßer sein als 64. In jeder Region werden die fu¨r sie bestimmten Variogramme ver-
wendet (vgl. 5.6.2). Die Berechnung der Scha¨tzwerte innerhalb der Regionen erfolgt
nach dem Ordinary Kriging Verfahren (vgl. 4.2.3.2).
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6 Ho¨hena¨nderungen im Lambert Gletscher/Amery
Eisschelf-System
6.1 Ho¨henmodell des ERS-2 Zyklus 7, 1998
Die Berechnung der trendbereinigten digitalen Ho¨henmodelle des Lambert Glet-
scher/Amery Eisschelf-Systems wird fu¨r jeden der 35d Zyklen (vgl. Tab. 5.2) mit
dem im Kapitel 5 berschriebenen stratifizierten Krigingverfahren durchgefu¨hrt. Die
Ho¨henmodelle werden anschließend mit dem Trendmodell (Abb. 5.13) kombiniert.
Exemplarisch ist hier das Ho¨henmodell Zyklus 7, 1998 (ERS-2) dargestellt (Abb.
6.1).
Die U¨bergangszonen mit steilen Eisabha¨ngen von den Gebirgsregionen und dem In-
landeis zu Eisschelf und Eisstrom treten durch stark verdichtete Ho¨henlinien und
eine Ha¨ufung von Datenlu¨cken hervor. Es zeigt sich, dass selbst mit Hilfe des Ein-
satzes des stratifizierten Krigings in diesen Bereichen eine Ho¨henmodellierung sehr
schwierig ist, da die altimetrischen Messungen hier sehr ungenau und lu¨ckenhaft
sind. Nur mit Hilfe neuartiger Messverfahren wie z. B. bei ICESAT (vgl. 3.1.3) oder
CRYOSAT (vgl. 3.1.4) ließen sich auch diese Gebiete genauer erfassen. Daher wird
bei den weiteren Analysen auf die Bereiche in den U¨bergangszonen verzichtet. Die
Meereisregion wird zwar weiterhin ausgewiesen, sie ist aber fu¨r die Untersuchung
von Eisho¨hena¨nderungen in dieser Arbeit nicht weiter relavant.
6.2 Vergleich zwischen stratifiziertem Kriging und Ordinary
Kriging
Bei der Berechnung der digitalen Ho¨henmodelle wird das stratifizierte Kriging an-
gewendet, weil es im Gegensatz zu anderen Interpolationsverfahren die regionalen
Unterschiede beru¨cksichtigt. Um beurteilen zu ko¨nnen, ob das stratifizierte Kriging
im Vergleich zu einem Ordinary Kriging ohne Beru¨cksichtigung regionaler Unter-
schiede tatsa¨chlich eine bessere Scha¨tzung liefert, wird eine Kreuzvalidierung der
168d Daten durchgefu¨hrt (vgl. 4.4.1). Wa¨hrend beim stratifizierten Kriging in je-
der Region ein anderes Variogrammodell vorliegt, wird beim Ordinary Kriging in
allen Regionen dasselbe Variogrammodell verwendet. Es handelt sich dabei um ein
omnidirektionales Gaußmodell (Gleichung 4.10) mit den Parametern c0 = 25 m2,
c1 = 18 m2 und a = 16.000 m, das so auch von Herzfeld (2004) fu¨r einen Atlas
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Abbildung 6.1: Digitales Ho¨henmodell fu¨r ERS-2, Zyklus 7, 1998. Dargestellt werden die mit Hil-
fe des stratifizierten Krigingverfahrens berechneten Gitterpunkte (3 km ra¨umliche Auflo¨sung) aus
trendbereinigten ERS-2 Ho¨henmessungen, kombiniert mit dem Trendmodell (Abb. 5.13). Ho¨hen-
angaben in m bzgl. WGS84. Grauwertabstufungen bei 40 m, 100 m und 200 m.
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aus Ho¨henmodellen der Antarktis eingesetzt wird. Es wird dort fu¨r ERS-1 Daten
von 1995 aus dem Bereich des Lambert Gletschers in der Na¨he der Grundeislinie
angepasst. Da dieses Variogrammodell im Gegensatz zu den regionalen Modellen des
stratifizierten Krigings nicht auf trendbereinigten Daten beruht, lassen sich die Mo-
dellparameter nicht direkt miteinander vergleichen. Dies hat jedoch keinen Einfluß
auf den Scha¨tzfehler der Kreuzvalidierung, da hierbei nur die Unterschiede zwischen
gemessenen und gescha¨tzten Werten betrachtet werden und die Meßpunkte fu¨r bei-
de Verfahren an den selben Stellen liegen. Die Kreuzvalidierung wird nur fu¨r Daten
innerhalb der einzelnen Regionen und nicht in den U¨bergangszonen durchgefu¨hrt,
da beim stratifizierten Kriging keine Meßwerte aus den U¨bergangszonen selbst ver-
wendet werden. Aus allen absoluten Scha¨tzfehlern einer Region wird fu¨r jedes der
beiden Verfahren der Median dieser Scha¨tzfehler δm (Gleichung 4.26) berechnet, da
dieser robust gegenu¨ber extremen Scha¨tzfehlern ist.
Abbildung 6.2 zeigt, daß die Scha¨tzfehlermediane in der nordwestlichen, su¨dwest-
lichen und su¨dlichen Inlandeisregion beim stratifizierten Kriging deutlich niedriger
liegen als beim Ordinary Kriging. Dies wird auch u¨ber einen Mediantest bei einem
Signifikanzniveau von 95% besta¨tigt. Bei der o¨stlichen Inlandeisregion treten dage-
gen keine signifikanten Unterschiede zwischen den Scha¨tzfehlermedianen auf. In der
o¨stlichen Gebirgsregion liegen die Scha¨tzfehler beim Ordinary Kriging extrem weit
u¨ber denen des stratifizierten Krigings, der Unterschied betra¨gt mehr als 2,5 m.
Da das Variogrammodell beim Ordinary Kriging isotrop ist, wird es der starken
Anisotropie in dieser Region nicht gerecht. Hierbei wird deutlich, daß das Vario-
grammodell beim Ordinary Kriging urspru¨nglich nicht fu¨r die Modellierung dieser
Regionen ausgelegt wurde. In der westlichen Gebirgsregion sind die Mediane nahezu
gleich, es ist kein signifikanter Unterschied feststellbar. In der Eisstromregion liegt
der Scha¨tzfehlermedian des stratifizierten Krigings mit 1,7 cm ebenfalls signifikant
unter dem des Ordinary Krigings. Auch hier wird wieder deutlich, daß die Aniso-
tropie beim Ordinary Kriging unberu¨cksichtigt bleibt. Auf dem Eisschelf weist das
Ordinary Kriging mit 0,8 cm einen signifikant kleineren Scha¨tzfehlermedian auf, das
stratifizierte Kriging liefert jedoch mit 3,3 cm ebenfalls eine recht hohe Genauigkeit.
In der Meereisregion liegt der Scha¨tzfehlermedian beim stratifizierten Kriging zwar
deutlich u¨ber dem des Ordinary Krigings, diese Region ist aber fu¨r die Untersuchung
der Ho¨hena¨nderung der Eisoberfla¨che nicht relevant. Allgemein la¨ßt sich feststellen,
dass das stratifizierte Kriging Verfahren bessere Scha¨tzergebnisse liefert, da es die
regionalen Gegebenheiten in Form eines speziell angepassten Variogrammodells ein-
bezieht und auch eventuelle Anisotropien beru¨cksichtigt. Dagegen ist es weitaus
aufwendiger als das Ordinary Kriging Verfahren mit nur einem Variogrammodell,
das hier bei rauhen Gela¨ndeoberfla¨chen tendenziell gro¨ßere Scha¨tzfehler aufweist als
bei glatten Gela¨ndeoberfla¨chen.
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Abbildung 6.2: Mediane der absoluten Scha¨tzfehler der Kreuzvalidierung (absolute Differenz zwi-
schen Meßwert und Scha¨tzwert), aufgeteilt in die verschiedenen Regionen des Untersuchungsgebiets
und getrennt nach den verwendeten Interpolationsvarianten (Stratifiziertes Kriging mit verschiede-
nen Variogrammodellen und Ordinary Kriging mit dem selben Variogrammodell fu¨r alle Regionen).
Angabe der Gro¨ße des jeweiligen Medians in cm. Der gro¨ßere der beiden Scha¨tzfehlermediane steht
jeweils oben.
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6.3 Trend der Kreuzvalidierung
Um zu beurteilen, ob sich die Genauigkeit der Scha¨tzung u¨ber den Meßzeitraum
hinweg vera¨ndert, kann ebenfalls die Kreuzvalidierung eingesetzt werden. Sie wird
hier u¨ber die einzelnen 35d Zyklen durchgefu¨hrt. In einigen Zyklen kommt es dabei
zu sehr extremen Scha¨tzfehlern (Artefakten), wenn bei der Kreuzvalidierung das zu
lo¨sende Gleichungssystem fu¨r einen bestimmten Gitterpunkt instabil ist. Extreme
Scha¨tzfehler treten aber auch dann auf, wenn einzelne oder mehrere Tracks fehlen
(vgl. 3.4.5), da dann die Absta¨nde vom Gitterpunkt zu den na¨chstgelegenen Mes-
spunkten sehr groß werden. Diejenigen Zyklen, bei denen dies der Fall ist, werden
von der weiteren Bearbeitung ausgeschlossen. Es handelt sich dabei um die Zyklen
ERS-1: 1993/3,4,5,6 und 9 sowie ERS-2: 1995/10; 1996/9; 1998/4 und 9; 2000/5 und
8; 2001/5,9 und 10 und 2002/2. Unter Auslassung dieser Zyklen werden die Scha¨tz-
fehlermediane u¨ber alle Zyklen (ERS-1 und ERS-2) fu¨r die verschiedenen Regionen
(ausgenommen der Meereisregion) berechnet (Abb. 6.3 und 6.4). Zudem wird der
Gesamtmedian aus allen Scha¨tzfehlermedianen angegeben, um zu zeigen, wie sehr
die Scha¨tzfehlermediane um diesen zentralen Wert schwanken.
Die Scha¨tzfehlermediane variieren auf dem Eisschelf um weniger als 1 m um den
Gesamtmedian der Region, in den Inlandeisregionen liegt die Streuung allgemein
bei unter 5 m. Die westliche Gebirgsregion verha¨lt sich a¨hnlich, vereinzelt gehen die
Scha¨tzfehlermediane aber auch bis etwa -10 m. In der Eisstromregion streuen die
Werte dagegen um etwa 30 m, vereinzelt auch daru¨ber hinaus. In der o¨stlichen Ge-
birgsregion ist die Schwankung am sta¨rksten, die Werte liegen zwischen -80 und 50 m.
Der Gesamtmedian erweist sich abgesehen von der Eisstromregion in allen Regionen
als negativ. Insgesamt la¨ßt sich in keiner Region ein Trend der Scha¨tzfehlermediane
erkennen, d. h. die Scha¨tzfehler ko¨nnen u¨ber die Zeit als konstant angesehen werden.
Annuelle Schwankungen der Scha¨tzfehlermediane lassen sich nicht ausmachen.
6.4 Abscha¨tzung der potentiellen Ho¨hena¨nderung
Die Kreuzvalidierung gibt lediglich die Genauigkeit der Scha¨tzung an den Meßpunk-
ten wieder. Der Scha¨tzfehler an den Gitterpunkten eines Ho¨henmodells la¨ßt sich da-
gegen nicht exakt berechnen, sondern nur mit Hilfe des Noiselevels abscha¨tzen. Die
Berechnung wird in Kapitel 4.4.2 na¨her beschrieben. Das verwendete experimen-
telle Variogramm u¨ber die Meßpunkte in der Umgebung um den Scha¨tzpunkt hat
hier eine Auflo¨sung von 500 m und eine Reichweite von 6 km. Bei dieser Auflo¨sung
und Reichweite ist gewa¨hrleistet, daß nicht Punktepaare entlang der Tracks u¨ber-
repra¨sentiert sind, und daß selbst wenn Variogrammwerte an einzelnen lags fehlen,
noch genu¨gend Punktepaare vorhanden sind, um ein Polynom anzupassen. Es kann
vorkommen, daß die maximale Anzahl der Iterationen bei der Anpassung erreicht
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Abbildung 6.3: Scha¨tzfehlermediane aus der Kreuzvalidierung der 35d Zyklen als Zeitreihe, ge-
trennt in ERS-1 (x) und ERS-2 (+) Daten fu¨r die Regionen Eisschelf, Eisstrom, O¨stliches und
Westliches Gebirge. Angabe des Medians der Scha¨tzfehlermediane in cm u¨ber alle Zyklen des Un-
tersuchungszeitraums.
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Abbildung 6.4: Scha¨tzfehlermediane aus der Kreuzvalidierung der 35d Zyklen als Zeitreihe, ge-
trennt in ERS-1 (x) und ERS-2 (+) Daten fu¨r die Inlandeisregionen. Angabe des Medians der
Scha¨tzfehlermediane in cm u¨ber alle Zyklen des Untersuchungszeitraums.
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wird, ohne daß ein Polynom angepaßt werden kann. In der Regel liegen jedoch fu¨r je-
den Gitterpunkt Scha¨tzfehlerwerte von mindestens 70 verschiedenen Zyklen vor. Bei
dieser Berechnung sind die Grenzzonen ausgenommen, da die gescha¨tzten Ho¨hen-
werte in diesen Zonen u¨ber die Punkte in den umgebenden Regionen extrapoliert
werden, wodurch der Scha¨tzfehler sehr stark erho¨ht wu¨rde.






































Abbildung 6.5: Schematische Darstellung des a) u¨ber das Noiselevel gescha¨tzten Kriging-Scha¨tz-
fehlers an einem Gitterpunkt der Ho¨henmodelle u¨ber zehn aufeinander folgende Zyklen. Die ge-
strichelte Linie stellt das 75% Quartil der Scha¨tzfehler dar. Dieses dient der Abscha¨tzung der
Schwankungsbreite aller Scha¨tzfehler. In b) sind die Scha¨tzfehler den interpolierten Ho¨henwerten
zugeordnet. Da der Scha¨tzfehler nur absolut gescha¨tzt werden kann, wird er in beide Richtungen
angegeben. In c) ist die lineare Trendgerade der Ho¨hena¨nderung dargestellt. Die Schwankungsbreite
der Scha¨tzfehler wird fu¨r die Trendgeraden u¨bernommen. Innerhalb dieser Schwankungbreite kann
die potentielle minimale und maximale Steigung der Trendgerade der Ho¨hena¨nderung abgescha¨tzt
werden (gepunktete Geraden).
Fu¨r jeden 35d Zyklus liegt damit an jedem Gitterpunkt des Ho¨henmodells ein
gescha¨tzter absoluter Scha¨tzfehler s0 (Gleichung 4.31) vor. Mit Hilfe dieses Scha¨tz-
fehlers kann die potentielle Ho¨hena¨nderung der Eisoberfla¨che bezu¨glich dieser Un-
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genauigkeiten abgescha¨tzt werden. Die potentielle Ho¨hena¨nderung gibt an, wie groß
der Trend der Ho¨hena¨nderung bei den gegebenen Meß- und Interpolationsfehlern
mindestens sein muss, damit er tatsa¨chlich als ein Trend erkannt werden kann. Die
Vorgehensweise wird in Abbildung 6.5 na¨her erla¨utert. In Abb. 6.5a ist der Scha¨tz-
fehler fu¨r zehn aufeinander folgende Zyklen exemplarisch dargestellt. In Zyklus 6 sei
ein etwas ho¨herer Scha¨tzfehler berechnet worden. Treten sehr extreme Scha¨tzfehler
auf, kann das auf eine unzureichende Anpassung bei der Berechnung des Noisele-
vels zuru¨ckzufu¨hren sein. Daher wird nicht der maximale Scha¨tzfehler, sondern das
75%-Quartil aller Scha¨tzfehler fu¨r diesen Gitterpunkt als Obergrenze des allgemei-
nen Scha¨tzfehlers herangezogen. Diese Grenze wird in Abb. 6.5 als gestrichelte Linie
angezeigt.
In Abbildung 6.5b sind die Ho¨henwerte zusammen mit den Scha¨tzfehlern dargestellt.
Die Obergrenze des allgemeinen Scha¨tzfehlers ist hier ebenfalls gestrichelt. Da der
Scha¨tzfehler nur absolut bekannt ist, la¨ßt er sich nur zu beiden Seiten des Scha¨tz-
werts definieren (z(x0)±s0)). Damit existiert neben der Ober- auch eine Untergren-
ze des Scha¨tzfehlers im gleichen Abstand zum Scha¨tzwert. Da davon ausgegangen
werden kann, daß eine mo¨gliche Ho¨hena¨nderung u¨ber den gesamten Meßzeitraum
allenfalls linear verla¨uft, kann die Ho¨hena¨nderung u¨ber eine lineare Trendgerade
wiedergegeben werden. In Abb. 6.5 wird dies exemplarisch fu¨r die 10 dargestellten
Ho¨henwerte durchgefu¨hrt. Geht man davon aus, daß die Ober- und Untergrenze
der Scha¨tzfehler in der selben Gro¨ßenordnung auch fu¨r die Trendgerade angenom-
men werden kann, lassen sich diese Grenzen auf die Trendgerade u¨bertragen. Zwar
ha¨ngen diese Grenzen von der Wahl der Definition der maximalen Fehlergrenzen
ab (hier: 75%-Quartils), sie ermo¨glichen jedoch eine ungefa¨hre Abscha¨tzung, in wel-
chem Rahmen sich die Steigung der Trendgeraden potentiell bewegt. Im Extremfall
liegt die Gerade so, daß sie u¨ber den Meßzeitraum von der oberern zur unteren oder
von der unteren zur oberen Grenze verla¨uft (gepunktete Linien). Berechnet man die
Steigungen dieser potentiellen Trendgeraden, la¨ßt sich die Schwankungsbreite der
potentiellen Ho¨hena¨nderung angeben (Abb. 6.6).
Damit la¨ßt sich eine Aussage daru¨ber treffen, wie groß die ja¨hrliche Ho¨hena¨nderung
bei gegebenen Meß- und Interpolationsfehlern mindestens oder ho¨chstens sein kann.
Es zeigt sich, daß die potentielle Ho¨hena¨nderung auf dem Eisschelf eine Schwan-
kungsbreite von wenigen cm/a hat, wa¨hrend sie auf dem Inlandeis bei etwa 20 bis
40 cm/a liegt. Dort, wo Gebirgsbereiche aus dem Eis herausragen, ist sie mit 80 bis
100 cm/a und mehr am gro¨ßten. Allerdings finden sich auch am Rand einiger Re-
gionen (z. B. bei der Eisstromregion) sehr hohe potentielle Ho¨hena¨nderungen. Diese
ko¨nnten darauf zuru¨ckzufu¨hren sein, daß bei der Segmentierung diese randlichen
Gebiete fa¨lschlich einer Region und nicht einer Grenzzone zugeordnet werden.
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Abbildung 6.6: Karte der Schwankungsbreite der potentiellen Ho¨hena¨nderung in cm/a. Darge-
stellte sind die potentiellen ja¨hrlichen Steigungen linearer Trendgeraden der Ho¨hena¨nderung unter




Die Ho¨hena¨nderung der Eisoberfla¨che la¨ßt sich an jedem Gitterpunkt des Ho¨henmo-
dells aus der Steigung des linearen Trendmodells u¨ber alle Zyklen ableiten und in
cm/a umrechnen. Da die Ho¨hena¨nderung an den Gitterpunkten sehr gering ausfallen
kann, muß die Steigung mit Hilfe eines t-Tests auf Signifikanz gepru¨ft werden. Die
Nullhypothese geht von einer Steigung von 0 aus, wa¨hrend die Alternativhypothese
ausdru¨ckt, daß die Steigung signifikant von 0 abweicht. Fu¨r eine hohe Trennscha¨rfe
wird ein Signifikanzniveau von 90% angesetzt. Signifikante Trends sind in Abbil-
dung 6.7 fu¨r positive und in Abbildung 6.8 fu¨r negative Trends an den einzelnen
Gitterpunkten dargestellt.
Die ra¨umliche Verteilung der positiven und negativen signifikanten Trends zeigt
kein klares Muster sondern vor allem in den Inlandeisregionen eine sehr heterogene
ra¨umliche Verteilung. Lediglich auf dem zentralen und o¨stlichen Eisschelf la¨ßt sich
ein gro¨ßeres zusammenha¨ngendes Gebiet mit positiven Trends erkennen, im westli-
chen Teil des Eisschelfs sind hauptsa¨chlich negative Tendenzen der Ho¨hena¨nderung
erkennbar. Abbildung 6.7 zeigt auf dem Eisschelf geringe Ho¨hena¨nderungen von bis
zu 15 cm/a. Neben den Ho¨hena¨nderungen auf dem Eisschelf sind vor allem in den
Gebirgsregionen positive Trends der Ho¨hena¨nderung von 65 cm/a und mehr zu er-
kennen. Dies ist jedoch gerade in den eisfreien Bereichen der Gebirgsregionen nicht
plausibel sondern ist auf die große Ungenauigkeit der altimetrischen Messung in die-
sen Regionen zuru¨ckzufu¨hren. Insgesamt lassen sich beim Vergleich der Abbildungen
6.7 und 6.8 tendenziell mehr positive als negative signifikante Ho¨hena¨nderungen aus-
machen.
Die potentielle Schwankungsbreite in Abbildung 6.6 stellt den Scha¨tzfehler an den
Gitterpunkten dar, der sich aus den Messfehlern und dem Interpolationsfehler ergibt.
Unter Einbeziehung dieses Scha¨tzfehlers kann ein signifikanter Trend der Ho¨hena¨nde-
rung, nur als plausibel betrachtet werden, wenn er die potentielle Schwankungsbreite
u¨berschreitet. Vergleicht man die signifikanten Trends der Ho¨hena¨nderungen mit der
potentiellen Schwankungbreite, stellt man fest, dass es nur sehr wenige signifikante
Trendwerte gibt, die diese voraussetzung erfu¨llen (Abb. 6.9). Im Bereich des Eis-
schelfs und des Meereises treten solche Werte nur vereinzelt am Rand auf und sind
daher eher als Randeffekte einzustufen. In den Inlandeis- und Gebirgsregionen ist die
ra¨umliche Verteilung dagegen sehr heterogen und es la¨ßt sich keine typische Struk-
tur ausmachen. Vielmehr handelt es sich um ein zufa¨lliges Muster. Entsprechende
Werte treten aber vermehrt dort auf, wo sich einzelne Satelliten-Tracks u¨berschnei-
den. Dort ist die potentielle Schwankungsbreite gering, da hier eine gro¨ßere Anzahl
von Messwerten vorliegt und damit der Noiselevel-Scha¨tzfehler geringer ausfa¨llt.
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Abbildung 6.7: Karte der signifikanten positiven Ho¨hena¨nderung der Eisoberfla¨che in cm/a,
berechnet aus der Steigung des linearen Trendmodells (Signifikanzniveau 90%).
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Abbildung 6.8: Karte der signifikanten negativen Ho¨hena¨nderung der Eisoberfla¨che in cm/a,
berechnet aus der Steigung des linearen Trendmodells (Signifikanzniveau 90%).
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Abbildung 6.9: Karte der signifikanten und plausiblen Ho¨hena¨nderung der Eisoberfla¨che, berech-
net aus der Steigung des linearen Trendmodells (Signifikanzniveau 90%) und verglichen mit der




Trotz der Beru¨cksichtigung von Grenzzonen durch das stratifizierte Kriging sind die-
se Bereiche nach wie vor nur unzureichend zu interpolieren. Daher bleiben sie bei der
Beurteilung des stratifizierten Kriging Verfahrens, der Betrachtung der Scha¨tzfehler
sowie der Trendabscha¨tzung unberu¨cksichtigt. Diese Bereiche lassen sich nur u¨ber
verbesserte Meßtechniken erschließen.
Die Scha¨tzfehler der Kreuzvalidierung ko¨nnen zeitlich als konstant angesehen wer-
den, was darauf schließen la¨ßt, dass sich in der Qualita¨t der Daten keine systema-
tischen Vera¨nderungen ergeben haben. Saisonale oder annuelle Schwankungen der
regionalen Mediane der Kreuzvalidierung sind nicht auszumachen, was aber mo¨gli-
cherweise auch darauf zuru¨ckzufu¨hren ist, daß durch die Verwendung des regionalen
Medians derartige Tendenzen nicht aufgelo¨st werden ko¨nnen. Die Gesamtmediane
der einzelnen Regionen sind in den meisten Fa¨llen negativ, was vermuten la¨ßt, daß
die Meßwerte durch die Interpolation tendenziell leicht unterscha¨tzt werden. Dies
entspricht einer Gla¨ttung, wie sie bei einer Interpolation zu erwarten ist.
Die signifikanten Ho¨hena¨nderungen verhalten sich in ihrer ra¨umlichen Verteilung
im Wesentlichen a¨hnlich wie die potentielle Schwankungsbreite, die sich aus den
Noiselevel-Scha¨tzfehlern ergibt. Aus der ra¨umlichen Verteilung der signifikanten
Ho¨hena¨nderungen lassen sich aber abgesehen von der Eisschelf Region keine groß-
fla¨chigen Ho¨hena¨nderungen der Eisoberfla¨che ableiten. Die ra¨umliche Verteilung
der Ho¨hena¨nderungen ist gerade bei den Inlandeisregionen sehr heterogen. Beim
Vergleich mit der Schwankungsbreite tritt zudem kein explizites Verteilungsmu-
ster zu Tage. Die Gebirgsregionen weisen zwar sehr deutliche positive Trends der
Ho¨hena¨nderung auf, in diesen Bereichen sind jedoch auch die Scha¨tzfehler und damit
die Schwankungsbreite sehr hoch, so daß diese Trends nicht als verla¨sslich angesehen
werden ko¨nnen. Will man Aussagen u¨ber die totale Massenbilanz fu¨r ein derartiges
Einzugsgebiet machen, ist zu beru¨cksichtigen, daß es kleinra¨umig zum Teil große
Unterschiede zwischen positiven und negativen lokalen Massenbilanzen geben kann.
Dies ist beispielsweise entscheidend fu¨r die Ausweisung eines Einzugsgebiets. Die
fehlerhafte Einbeziehung kleiner Gebiete mit großer Massenbilanza¨nderungen hat
somit mo¨glicherweise einen großen Einfluss auf die totale Massenbilanz.
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Es bestehen zwei Mo¨glichkeiten, weshalb sich in dem vorliegenden Untersuchungs-
gebiet mit der hier angewendeten Methode keine großfla¨chig zusammenha¨ngenden
Gebiete gleicher Ho¨hena¨nderungstendenz zeigen:
• Es existieren keine signifikanten großfla¨chig zusammenha¨ngenden Ho¨hena¨nde-
rungen in diesem Gebiet.
• Signifikante Ho¨hena¨nderungen sind zwar zusammenha¨ngend vorhanden, sie
lassen sich aber mit den verwendeten Daten und der angewendeten Methode
nicht nachweisen.
Im ersten Fall ist zwar die Ho¨hengenauigkeit der Altimeterdaten ausreichend und
die hier vorgestellten Verfahren arbeiten korrekt, aber das Untersuchungsgebiet ist
ungeeignet, um dies zu demonstrieren. Im zweiten Fall, lassen sich verschiedene
Faktoren anfu¨hren, die sich negativ auf das Ergebnis auswirken:
1. Qualita¨t der Ho¨henkorrektur
Die Ho¨hengenauigkeit ha¨ngt bei den ERS Radaraltimeterdaten von einer Viel-
zahl von Einflußfaktoren ab, die zum Teil selbst große Unsicherheiten auf-
weisen. Zum einen wird die vertikale Verteilung der atmospha¨rischen Zusam-
mensetzung nur aus Bodendaten und Atmospha¨renmodellen abgeleitet, eine
begleitende Messung findet nicht statt (vgl. 3.3.1 und 3.3.2.1). Eventuelle Va-
riationen wirken sich somit auf die Ho¨henkorrektur aus. Zum anderen basiert
die Genauigkeit der Flugbahnberechnung auf einem Orbitmodell, das wieder-
um an die Qualita¨t des Geoidmodells gekoppelt ist. Da auf der Su¨dhalbkugel
die Geoidungenauigkeiten vergleichsweise hoch sind, ist die Flugbahnberech-
nung hier entsprechend ungenau (vgl. 3.3.2.2 und 3.3.2.3). Die Messung u¨ber
Eisoberfla¨chen erfordert außerdem spezielle Korrekturen wie die Neigungskor-
rektur und das Retracking, die je nach Art der Oberfla¨cheneigenschaften des
Eises mehr oder weniger gut funktionieren (vgl. 3.3.4).
2. Meßprinzip
Der Footprintdurchmesser begrenzt die mo¨gliche Messauflo¨sung. Je gro¨ßer der
Footprint ist, desto mehr verschiedene Teilfla¨chen streuen das Signal zuru¨ck
und desto schwieriger ist auch die Umrechnung des aufgefangenen Signals in
einen Ho¨henwert. Zwar kann bei ERS in einen Eismodus gewechselt werden,
die Meßfrequenz und damit die Meßauflo¨sung ist dadurch allerdings geringer
als im Ozeanmodus (vgl. 3.2). Gerade dort, wo die Topographie sich beson-
ders stark a¨ndert, ko¨nnen die ERS-Altimeter keine Daten aufnehmen, weil
das Trackingsystem bei starken topographischen Variationen aussetzt. Mitun-
ter fallen auch ganze Tracks aus, was sich sehr negativ auf die Berechnung des




3. Ra¨umliche und zeitliche Verteilung
Die Daten werden entlang der Tracks mit einer hohen Datendichte (328 m) auf-
genommen, zwischen den Tracks besteht dagegen ein Abstand von mehreren
Kilometern. Wa¨hlt man, wie bei den 35d Daten, einen niedrigen Wiederho-
lungsorbit, hat sich die Eisoberfla¨che zwar zwischen den einzelnen Messun-
gen nicht sehr vera¨ndert, die Absta¨nde zwischen den Tracks sind damit aber
sehr groß, wodurch sich auch der Interpolationsfehler erho¨ht. Bei einer hohen
Wiederholungsrate wie zum Beispiel bei den 168d Daten ist die Datendichte
dagegen um so ho¨her. ERS-1 wurde jedoch nur fu¨r ein Jahr in diesem Modus
betrieben, fu¨r ERS-2 fehlen solche Daten.
4. Nicht erfassbare Faktoren
Einen wichtigen Einfluß haben die Oberfla¨chen- und Volumenstreuung (vgl.
3.4.1). Beide ha¨ngen von den dielektrischen Eigenschaften des Eises ab, die
sich sowohl regional als auch journal, saisonal und annuell sehr stark vera¨ndern
ko¨nnen. Davon wird die Eindringtiefe des Signals ins Eis beeinflußt. Die Be-
stimmung der Massena¨nderung aus der Ho¨hena¨nderung der Eisoberfla¨che setzt
eine konstante Dichte der Firnschicht voraus. Da diese mit bis zu 100 m auf
dem antarktischen Inlandeis sehr ma¨chtig sein kann, ko¨nnen hier auch starke
Dichtevariationen auftreten. Auch die Hebung des Eisuntergrundes aufgrund
des verringerten Auflastdrucks nach der letzten Eiszeit la¨ßt sich bislang nicht
fla¨chendeckend bestimmen, so dass sich isostatische Ausgleichsbewegungen des
geologischen Untergrunds bei der Ho¨henbestimmung u¨ber la¨ngere Zeitra¨ume
auswirken ko¨nnten. Dass die Trends der Ho¨hena¨nderungen in den Gebirgsre-
gionen sehr hoch sind, ko¨nnte also auch teilweise darauf zuru¨ckzufu¨hren sein,
dass hier die Eisauflast geringer und damit die Ausgleichsbewegung sta¨rker
ist.
Die Qualita¨t der Daten wu¨rde sich durch die Entwicklung pra¨ziserer Ho¨henkorrek-
turen entscheidend verbessern. Vor allem die Volumenstreuung sollte so genau wie
mo¨glich bestimmt werden. Hierzu gibt es bereits vielfache Bestrebungen (Zahnen
et al., 2003). Um die Interpolationsgenauigkeit zu erho¨hen, bieten sich multiva-
riate Verfahren unter Einbeziehung sekunda¨rer Daten wie z. B. der Oberfla¨chen-
temperatur an. Diese ko¨nnte bei der Interpolation durch das Cokriging-Verfahren
integriert werden (Wackernagel, 1998). Auch die Anwendung raum-zeitlicher
Kriging-Verfahren ko¨nnte Interpolationsergebnisse mit geringeren Scha¨tzfehlern lie-
fern (Christakos et al., 2001). Da die Ho¨hengenauigkeit der ERS Radaraltime-
terdaten allerdings begrenzt ist, werden in Zukunft besonders die neuen Altimeter
auf ENVISAT, ICESAT und CRYOSAT von Bedeutung sein. Ein hohes Potential
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