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A  parametric  bootstrap  approach  is  presented  for uncertainty  quantiﬁcation  (UQ)  of  CO2 saturation
derived  from  electrical  resistance  tomography  (ERT)  data  collected  at the  Cranﬁeld,  Mississippi  (USA)
carbon  sequestration  site.  There  are  many  sources  of  uncertainty  in  ERT-derived  CO2 saturation,  but
we  focus  on  how  the  ERT  observation  errors  propagate  to the  estimated  CO2 saturation  in a nonlinear
inversion  process.  Our  UQ  approach  consists  of three  steps.  We  ﬁrst  estimated  the  observational  errors
from  a large number  of  reciprocal  ERT  measurements.  The  second  step  was  to  invert the  pre-injection
baseline  data  and  the  resulting  resistivity  tomograph  was  used  as  the  prior  information  for  nonlinear
inversion  of time-lapse  data.  We  assigned  a 3% random  noise  to  the  baseline  model.  Finally,  we  used  a
parametric  bootstrap  method  to  obtain  bootstrap  CO2 saturation  samples  by  deterministically  solving  a
nonlinear inverse  problem  many  times  with  resampled  data  and  resampled  baseline  models.  Then  the
mean  and standard  deviation  of CO2 saturation  were  calculated  from  the  bootstrap  samples.  We  found
that  the  maximum  standard  deviation  of  CO2 saturation  was  around  6%  with  a corresponding  maximum
saturation  of  30%  for a data  set  collected  100  days  after  injection  began.  There  was  no  apparent  spatial
correlation  between  the  mean  and  standard  deviation  of  CO2 saturation  but the standard  deviation  values
increased  with  time  as  the  saturation  increased.  The  uncertainty  in CO2 saturation  also  depends  on the
ERT  reciprocal  error  threshold  used  to identify  and  remove  noisy  data  and  inversion  constraints  such
as  temporal  roughness.  Five  hundred  realizations  requiring  3.5  h  on  a single  12-core  node  were  needed
for  the  nonlinear  Monte  Carlo  inversion  to arrive  at stationary  variances  while  the Markov  Chain  Monte
Carlo (MCMC)  stochastic  inverse  approach  may  expend  days  for a global  search.  This  indicates  that  UQ
of  2D or  3D  ERT  inverse  problems  can  be  performed  on a  laptop  or  desktop  PC.  The  parametric  bootstrap
method  provides  a promising  alternative  to the  MCMC  approach  for  fast  uncertainty  quantiﬁcation  of
the underlying  geophysical  inverse  problems.
©  2014  The  Authors.  Published  by  Elsevier  Ltd. This  is an  open  access  article  under  the CC  BY-NC-ND
license  (http://creativecommons.org/licenses/by-nc-nd/3.0/).. Introduction
A primary challenge to geologic carbon sequestration is
nsuring effective containment of CO2 in subsurface formation
ith minimum leakage into shallow groundwater aquifer ornto the atmosphere. Monitoring can provide vital information
or veriﬁcation, accounting of CO2 and risk assessment at a
torage site. Geologic carbon sequestration is often monitored
 Lawrence Livermore National Laboratory (LLNL) IM release number: LLNL-JRNL-
42507.
∗ Corresponding author at: P.O. Box 808, L-052, Livermore, CA 94551, United
tates. Tel.: +1 925 422 3927; fax: +1 925 423 4077.
E-mail addresses: yang25@llnl.gov, xianjin.yang@gmail.com (X. Yang).
ttp://dx.doi.org/10.1016/j.ijggc.2014.05.006
750-5836/© 2014 The Authors. Published by Elsevier Ltd. This is an open access article uncomprehensively with both in situ sensors and remote monitoring
techniques (Michael et al., 2010).
Geophysical monitoring methods can provide temporal tomo-
graphic CO2 saturation images. Crosswell seismic tomography and
vertical seismic proﬁling (VSP) can produce high resolution CO2 sat-
uration images within the storage formation (Ajo-Franklin et al.,
2013; Daley et al., 2006), but time lapse seismic data acquisition
and processing are expensive and seismic velocity may  be much
less sensitive to CO2 plume growth at CO2 saturation above 20%
(Nakatsuka et al., 2010). Electrical resistance tomography (ERT) is
a more promising technique for monitoring of CO2 plume devel-
opment in a deep saline aquifer (Kiessling et al., 2010; Bergmann
et al., 2012; Breen et al., 2012) because it is sensitive to a larger range
of CO2 saturation (Nakatsuka et al., 2010; Mito and Xue, 2011). A
primary advantage of the ERT method for monitoring of carbon
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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nFig. 1. Layout of the injection well
equestration is that it can be automated for autonomous unat-
ended operation over a period of months or years. Furthermore,
lectrical resistivity can be converted to CO2 saturation directly
hrough the Archie’s equation Archie (1942) and other petrophys-
cal relationships.
A cross borehole ERT monitoring system was deployed at the
ranﬁeld site for tracking CO2 plume migration at a depth over
000 m.  The project was sponsored by USDOE Southeast Regional
arbon Sequestration Partnership (SECARB) (Carrigan et al., 2013).
RT data provided daily tomographic CO2 saturation images that
ocumented movement of injected CO2 within a complex geologic
ormation and were valuable for calibration of ﬂuid ﬂow models.
mages of saturation having high spatial and temporal resolutions
ere not obtainable through any other monitoring tool at the Cran-
eld site such as an openhole wireline logging tool (Butsch et al.,
013) or much more labor-intensive cross-well seismic tomogra-
hy (Ajo-Franklin et al., 2013). Had comparable images of CO2
aturation obtained from ERT data (Doetsch et al., 2013; Carrigan
t al., 2013), pulse neutron data (Butsch et al., 2013) and seis-
ic  velocity (Ajo-Franklin et al., 2013) been available, it is very
ikely that the agreement would have been poor due to imperfect
ata, sensitivity of different sensors, and simpliﬁed empirical rock
hysics equations. Moreover, we noticed that more than 50% of
RT data had over 10% reciprocal measurement error at Cranﬁeld
Carrigan et al., 2013). To date none of the studies referred to here
ave addressed the issues of uncertainty that are needed for model
alibration and risk assessment at the Cranﬁeld CO2 storage site.
A common approach for uncertainty quantiﬁcation (UQ) in geo-
hysical inverse problems is to apply the Markov Chain Monte Carlo
MCMC) stochastic inversion method using a Bayesian framework
o obtain a posterior distribution of model parameters given a set of
easurements (Sambridge et al., 2006; Chen et al., 2012). A draw-
ack of an MCMC  approach is that it is computationally expensive
o obtain a desired posterior parameter distribution in a 2D or 3D
odel space due to the need for a large number of runs of forward
imulations. Therefore, an MCMC  approach often attacks simple 1D
nverse problems (Trainor-Guitton and Hoversten, 2011) or relies
n a simpliﬁed conceptual 2D or 3D model to reduce the degrees
f freedom in the model space (Ramirez et al., 2005; Chen et al.,
012), which sometimes leads to a reduced model resolution.For a large number of random model parameters, a parametric
ootstrap method (Gunning et al., 2010) is promising for uncer-
ainty quantiﬁcation of geophysical inverse problems. This is a
onlinear Monte Carlo inversion method that inverts random datad two monitoring wells F2 and F3.
vectors and random prior model vectors for many realizations
(Matarese, 1993). The posterior model covariance is then obtained
from posterior model samples for assessment of model uncertainty.
This approach is feasible because of our fast nonlinear ERT inver-
sion code and readily accessible massively parallel Linux clusters at
the Livermore Computing Center. An alternative to this nonlinear
approach is to use a more efﬁcient linearized Monte Carlo inversion
method that runs a full nonlinear regularized inversion once and
its last iteration many times with different data and model noise
values (Matarese, 1993; Alumbaugh, 2000).
In this study, we investigated how the observation errors and
baseline model errors are propagated to ERT-derived CO2 satura-
tion using the parametric bootstrap method or nonlinear Monte
Carlo inversion method. We  ﬁrst describe the ERT monitoring sys-
tem layout and data collection strategy, and then present our ERT
data preprocessing method, baseline data inversion algorithm and
uncertainty quantiﬁcation approach. In the result section, we illus-
trate the effects of the reciprocal error threshold and temporal
regularization on CO2 saturation, and then show the uncertainty
in CO2 saturation and the convergence of the parametric bootstrap
method. Finally, we  discuss and summarize our ﬁndings.
2. ERT monitoring system
SECARB chose the Cranﬁeld site for a large scale CO2 injection
(1 Mt/year) into a brine aquifer at 3200 m depth (Hovorka et al.,
2013). The 20–28 m thick injection zone is located at a depth of
3200 m and consists of the lower Tuscaloosa Formation of sand-
stones and conglomerates. The overburden and underburden of
the injection zone are low permeability mudstones. Fig. 1 shows
the surface layout of the CO2 injection well F1 and two  monitoring
wells F2 and F3. The monitoring well F2 is 69.8 m away from the
injector F1. Two monitoring wells F2 and F3 are 29.9 m apart (Ajo-
Franklin et al., 2013). An ERT monitoring system was deployed at
the Cranﬁeld site to track migration and growth of an injected CO2
plume (Carrigan et al., 2013). The electrodes were installed below
3163 m,  making them the deepest ERT electrode arrays in the world.
Twenty-one electrodes were installed in two vertical monitor-
ing wells F2 and F3 (Fig. 2). F2 had 14 electrodes at a spacing
of 4.572 m (15 ft). F3 had 7 electrodes at a 9.144 m (30 ft) inter-
val. The electrode depth ranged from 3163 m (10,378 ft) to 3221 m
(10,568 ft). One may  notice that electrodes were not equally spaced
in Fig. 2 because some electrodes were unintentionally shifted
during the deployment. The actual electrode depths were
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balance the inﬂuence of data misﬁt and model roughness in theig. 2. Fourteen electrodes were installed in well F2 and were numbered from 1 to
4.  Seven electrodes were in F3 and were numbered from 15 to 21.
etermined using electromagnetic induction log data (Butsch et al.,
013).
The deep electrode arrays were exposed to harsh environmental
onditions that included high pressure (34 MPa), high temperature
120 ◦C) and high acidity (pH = 3–4). The large depth and adverse
ubsurface conditions posed enormous engineering challenges for
ensor deployment and survivability of downhole sensors used by
ther imaging techniques. The distributed temperature sensors,
ottom-hole pressure gauges and cross well seismic hydrophones
ll suffered failure either during the installation or a few days after
O2 injection began (Hovorka et al., 2013). It is fortunate that the
RT system produced acceptable data after deployment. However,
he adverse subsurface conditions made the ERT cables, connec-
ors and electrodes electrochemically unstable and vulnerable to
egradation, which resulted in very noisy ERT data (Carrigan et al.,
013).
The CO2 injection in F1 began on 12/1/2009 (Day 1) at a rate of
bout 4000 tons/day for about two weeks. The injection rate was
hen increased to about 9000 tons/day to achieve 1 Mt/year on aver-
ge with some off days. The CO2 breakthrough in F2 was observed
n 12/12/2009 (Day 12) and observed in F3 on 12/16/2009 (Day
6). A comprehensive monitoring program was  implemented to
etect changes in the vadose zone, shallow groundwater, overly-
ng caprock formation and within the injection zone itself (Hovorka
t al., 2013; Ajo-Franklin et al., 2013; Doetsch et al., 2013).
ERT data collection began a few days before initial CO2 injection
n 12/1/2009 and ended in 3/2011. Multiple pre-injection data sets
ere used to construct the baseline resistivity model. One ERT mea-
urement requires one pair of electrodes to inject an electric current
nd another pair of electrodes to measure the voltage. Variation of
he spatial pattern of these four electrodes leads to many electrode
rray combinations (Telford et al., 1996). Four electrode conﬁgu-
ations or schedules were used to automate electrode switching
nd data acquisition consisting of dipole-dipole, two  types of Wen-
er and cross-hole bipole–bipole arrays (Zhou and Greenhalgh,
000) that split transmitting and receiving electrodes in two  differ-
nt wells to maximize the signal strength and reduce the current
hanneling effect of conductive borehole ﬂuids.
ERT data were collected several times a day on a daily basis
or over one year. This oversampling strategy was crucial whennhouse Gas Control 27 (2014) 59–68 61
evaluating data quality. Each four-electrode conﬁguration pro-
duced a pair of normal and reciprocal measurements by switching
the role of transmitting and receiving electrodes. A reciprocal mea-
surement error was  then estimated and used as a robust measure
of noise (Slater et al., 2000). A complete data set from four electrode
schedules consisted of 1461 independent measurements.
3. Methods
3.1. Data preprocessing
Cranﬁeld ERT data turned out to be very noisy due to the unfa-
vorable subsurface conditions. Noisy data and outliers can cause
artifacts on inverted ERT images and must be removed before
any ERT inversion (LaBrecque et al., 1996). Carrigan et al. (2013)
removed noisy data due to measurement errors with multiple
thresholds. Outliers caused by unknown sources other than CO2
plume growth were also identiﬁed and removed through time
series analysis. In this study, we  followed the same preprocessing
procedures outlined in Carrigan et al. (2013) with improvements in
three aspects. First, the spacing between two  monitoring wells at
the reservoir depth was corrected to 29.9 m from the previous 33 m
according to an improved estimate from cross-well seismic data
and acoustic logs (Ajo-Franklin et al., 2013). Though 10% change
in well separation will cause the same amount of changes in the
inverted resistivity, CO2 saturation in our study depends only on
the resistivity ratio between the baseline and monitoring mod-
els, which may  cancel most of this adverse effect. Secondly, we
removed noisy data at three reciprocal error thresholds that are
5%, 10% and 20% to study the effect of reciprocal error threshold on
estimated CO2 saturation. Lastly, when we stacked multiple same-
day data sets to form one single data set per day, the data error 
was estimated by
 =
(
1
n
n∑
i=1
2i
)1/2
, (1)
where i is the reciprocal error of i-th data set and n is the number
of data sets of the day.
3.2. Inversion methods
The pre-injection baseline data set was  constructed by stacking
ﬁve data sets collected from 11/29/2009 to 12/3/2010 before CO2
breakthrough in any of two monitoring wells on 12/12/2009. The
baseline data set was then inverted using a least squares smooth
model inversion algorithm (LaBrecque et al., 1999) with an objec-
tive function given by
S(m) = (dmeas − g(m))TWTW(dmeas − g(m))
+ ˛(m − m0)TRTR(m − m0), (2)
where dmeas is the measured data and dcalc = g(m) is the calcu-
lated data from a numerical nonlinear forward model (Dey and
Morrison, 1979). W is a diagonal data weight matrix based on an
assumption of uncorrelated Gaussian noise and each diagonal entry
is deﬁned by the reciprocal of standard deviation of the correspond-
ing measurement. m is the resistivity model we were solving and
m0 is an optional prior resistivity model. R is a ﬁrst-order differ-
ence operator that facilitates calculation of the spatial roughness
of a resistivity model.  ˛ is a Lagrange multiplier whose role is toobjective function. The nonlinear inverse problem deﬁned by Eq.
(2) was  solved deterministically with an iterative Gauss Newton
method.
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Uncertainties of geophysical inverse problems may  include
odel-form uncertainties or model inadequacy (e.g., uncertainties
n the form of the governing equations due to simpliﬁcation of
he physical model), parametric uncertainties, observational data
ncertainties (due to imperfect experimental device and opera-
ional procedures), regularization terms (subjective uncertainty in
he prior distribution) and assumption of likelihood distribution.
dditionally, the numerical solution of the models often has numer-
cal errors due to discretization and convergence criteria. This study
ocuses on quantifying the uncertainty resulted from observation
rrors. We  assumed that the data standard deviation (s) in the
ata weight matrix W in Eq. (2) consists empirically of three parts
LaBrecque et al., 1996):
2
i = a2 + b2d2i + 2i , (3)
here the constant “a” was often set to the hardware resolution or
 small fraction of the smallest data value to avoid zero standard
eviation. The second term includes a factor “b” and the i-th mea-
urement di and may  represent physical model and numerical
rrors. One of its effects is for both small and large data values
o achieve a similar level of weighted data misﬁt. This “b” factor
as set to 3% for the baseline data and 1.5% for the monitoring
ata because the difference inversion method can ﬁt the data better
ue to cancelation of coherent noise (LaBrecque and Yang, 2001).
he ﬁrst two terms in Eq. (3) are subjective. The last term i is the
easured standard deviation estimated from the reciprocal mea-
urements and it varies from one measurement to another. The
iagonal data weight matrix in Eq. (2) looks like W = diag(1/s1, 1/s2,
 . .,  1/sn) for n measurements.
The time-lapse monitoring data was inverted using a difference
nversion method described by LaBrecque and Yang (2001) with an
dditional temporal roughness constraint as the third term in the
bjective function below:
(m) = dTWTWd  + ˛(m − m0)TRTR(m − m0)
+ (m − m0)T(m − m0), (4)
here the data deviation d is given by
d  = (dcalc − d0calc) − (dmeas − d0meas), (5)
he superscript 0 in Eq. (5) denotes the baseline data. The regu-
arization factor  in Eq. (4) is a diagonal matrix whose diagonal
as the same length as the model vector m and it can be used to
revent drastic resistivity deviation from the baseline model and
o incorporate prior knowledge into the inversion. The difference
nversion method inverts the difference between monitoring and
aseline data sets and uses the baseline model as the a priori model.
he primary advantage of this method is that the effects of system-
tic and coherent data noise are mitigated so that fewer inversion
rtifacts are shown on the difference images. It has the potential to
esolve small temporal resistivity changes between the monitoring
nd baseline data sets (LaBrecque and Yang, 2001).
We  used an in-house 3D resistivity forward modeling and inver-
ion code (LaBrecque et al., 1999) for interpretation of our 2D data
ets by allowing very limited changes along the direction perpen-
icular to the plane deﬁned by the two monitoring wells. The
ransverse component of the roughness operator R was set very
arge to simulate 2D geology. This introduces errors to the model,
hich are not considered in our data analysis. The 3D forward
odeling mesh consists of 85,200 elements: 50 elements along
he cross section, 71 elements vertically and 24 elements perpen-
icular to the cross section. A foreground element size is about m × 1 m × 1 m for the forward model. The inverse model has an
pproximate block size of 2 m × 2 m × 2 m.  The inverse modeling
esh had 5208 resistivity parameters. One inversion took about
5 s on a 12-core node on a Linux cluster.nhouse Gas Control 27 (2014) 59–68
CO2 saturation was  estimated directly from the ratio of base-
line resistivity to monitored resistivity assuming an empirical
saturation exponent according to the Archie’s equation for the
two-phase ﬂow with nonconductive supercritical CO2 displacing
conductive brine (Carrigan et al., 2013). The ratio between the base-
line resistivity and monitored resistivity depends on CO2 saturation
with the assumption of constant porosity, constant cementation
exponent and constant tortuosity factor (Nakatsuka et al., 2010).
The saturation exponent in the Archie’s equation may  vary spatially
but it was  assumed to be a constant 2.0. We  did not consider (a) the
effect of varying clay contents on CO2 saturation (Nakatsuka et al.,
2010), (b) the effect of a small fraction of CO2 that would dissolve in
the brine and increase brine conductivity, and (c) the cooling effect
by injecting 40 ◦F supercritical CO2 into the 250 ◦F reservoir on the
electrical resistivity value (Nún˜ez-López, 2011).
3.3. Uncertainty quantiﬁcation method
Matarese (1993) described a nonlinear Monte Carlo inversion
method by adapting Bayesian inference to Tikhonov regulariza-
tion and treated the regularization operator as a supplier of prior
information. Gunning et al. (2010) referred to this nonlinear Monte
Carlo approach as a Bayesian parametric bootstrap. To quantify
the uncertainty in the estimated CO2 saturation from ERT data,
we followed the approach in Matarese (1993). The basic idea of
our bootstrap method is that inferences about the posterior dis-
tribution of electrical resistivity parameters can be modeled by
resampling the observed resistance data and the baseline resisti-
vity model using a Monte Carlo method. The bootstrap resistivity
model samples were found by a nonlinear inverse problem with
resampled data and baseline model.
To quantify the uncertainty in estimated CO2 saturation, we
expanded Eqs. (4) and (5) into Eqs. (6) and (7) by adding Gaussian
noise to the measured data dmeas and the baseline model m0:
S(m) = dTWTW d  +  ˛ mTRTR m + mTm,  (6)
d  = (dcalc − d0calc) − (dmeas + ∈ n − d0meas), (7)
m = m − (m0 + hn), (8)
where d  and m are the modiﬁed data deviation and model
update, respectively.
Both data noise (n) and baseline model errors (hn) had zero
means and empirically deﬁned standard deviations. Gaussian data
noise n had a standard deviation deﬁned by Eq. (3). Matarese
(1993) considered the model roughness a weak form of model
covariance and drew random samples of roughness. Gunning et al.
(2010) drew random samples from a distribution of inverse covari-
ance. However they did not spell out the details regarding how it
was done because inverting and sampling a non-diagonal model
covariance can be challenging. Since our focus is the observation
error propagation to the predicted CO2 saturation, we drew random
samples from the baseline model directly, which is very similar
to Eq. (3) in Alumbaugh (2000). The uncertainty of the baseline
resistivity model (m0) was  unknown, so hn was simply set to a ran-
dom number with a zero mean and an empirical standard deviation
equal to 3% of the baseline resistivity value.
We investigated convergence for sample sizes involving 10, 20,
50, 100, 200, 500, 1000, 2000, 5000 and 10,000 realizations of data
noise (n) and baseline model errors (hn). Bootstrap model samples
were found by inversion of a resampled data and baseline model.
From N regularized inverse solution samples (mi, i = 1, . . .,  N), we
obtained the posterior mean of CO saturation (Matarese, 1993),2
m¯ = 1
N
N∑
i=1
mi, (9)
X. Yang et al. / International Journal of Greenhouse Gas Control 27 (2014) 59–68 63
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nd the posterior model sample covariance matrix,
M =
1
N
N∑
i=1
(mi − m¯)(mi − m¯)T. (10)
Though posterior model covariance may  be calculated from
ootstrap samples, there is no intuitive way to visualize the entire
ovariance matrix (Alumbaugh, 2000). However, we can plot the
ean and variances, the diagonal of the posterior model covariance
atrix.
The parametric bootstrap approach requires a fast inversion
lgorithm and known observation errors. This local gradient search
ethod has a rapid convergence aided by using an explicit Jaco-
ian matrix, but it may  produce misleading results if the posterior
ikelihood distribution is multimodal.
. Results
The baseline data set was inverted using an iteratively
eweighted smooth model inversion method given by Eq. (2). The
aseline resistivity model was then used as the prior model in Eq.
4) for difference inversion of monitoring data sets collected from
2/10/2009 to 3/12/2010. The parametric bootstrap method was
pplied to two data sets on 12/30/2009 and 3/10/2010. Bootstrap
O2 saturation samples were obtained by solving an optimization
roblem many times with resampled data and baseline resistivity
odel.
The empirical temporal roughness in Eq. (4) was  used to treathe more permeable injection zone as the preferred path of CO2
lume but we did not conﬁne CO2 to ﬂow exclusively within the
ermeable injection zone (Fig. 3). Both cases with and without this
emporal roughness constraint showed some CO2 plumes of lowon 12/30/2009. The left image includes temporal roughness while the right image
saturation outside the injection zone, but the temporal roughness
constraint lessened the effect of leakage.
Ninety (90) monitor data sets from 12/10/2009 to 3/12/2010
were then inverted using the difference inversion method. Resisti-
vity changes between monitor and baseline resistivity models were
converted into CO2 saturation using Archie’s equation. Carrigan
et al. (2013) showed that more than 50% of data had over 10% recip-
rocal error. As one critical step of Cranﬁeld ERT data preprocessing,
noisy data and outliers were removed based on a reciprocal error
threshold. To illustrate the effect of the reciprocal error threshold
on the estimated CO2 saturation, we  compare the deterministic
inversion results at three reciprocal error thresholds (Fig. 4). It
appears that a higher threshold resulted in a lower CO2 satura-
tion because relatively heavier regularization smoothed the model
more. However, the spatial averages of CO2 saturation are 4.16%,
4.34% and 4.09% at three thresholds of 5%, 10% and 20% respectively,
which did not exhibit any clear pattern. So a higher reciprocal error
threshold may  result in a lower anomalous CO2 saturation.
Fig. 5 shows the mean and standard deviation of CO2 saturation
from nonlinear Monte Carlo inversion with 10,000 realizations. The
baseline resistivity model was given a 3% random noise and it was
used as the prior model m0 in Eq. (8). The ERT data set was collected
on 3/10/2010, 98 days after injection began on 12/1/2009. With the
maximum CO2 saturation at 30%, the maximum standard devia-
tion could equal 6%. However, there is no strong spatial correlation
between the mean and standard deviation because the noise in the
data deﬁned by Eq. (3) was  not related directly to CO2 saturation.
Fig. 6 compares the standard deviation between two data sets
collected on 12/30/2009 and 3/10/2010. The results were obtained
from 10,000 bootstrap samples. It is evident that the standard devi-
ation varied spatially and temporally because of the formation
heterogeneity, ERT data sensitivity, observation errors, changes in
64 X. Yang et al. / International Journal of Greenhouse Gas Control 27 (2014) 59–68
Fig. 4. Effect of the reciprocal error threshold (5%, 10% and 20%) on estimated CO2 saturation from deterministic inversion of ERT data collected on 3/10/2010.
Fig. 5. Mean (left) and standard deviation (right) of CO2 saturation from nonlinear Monte Carlo inversion of 10,000 ERT data and baseline model samples. The ERT monitoring
data  set was collected on 3/10/2010. Red dots are electrodes. Two  monitoring wells are 29.9 m apart. The length unit is meters. (For interpretation of the references to color
in  this ﬁgure legend, the reader is referred to the web  version of this article.)
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ata coverage and CO2 plume growth. As CO2 saturation increased
ith time, the overall uncertainty in predicted CO2 saturation also
ncreased.
We studied the convergence of the parametric bootstrap
ethod with varying numbers of realizations. Fig. 7 shows root
ean squared (RMS) standard deviation versus number of realiza-
ions for two data sets on 12/30/2009 and 3/10/2010. Both data
ets suggested that the parametric bootstrapping reached conver-
ence at roughly 500 samples after which RMS standard deviation
hanged little. This ﬁnding was expected because the accuracy of
ootstrap sampling is inversely proportional to the square root of
he number of samples (Tarantola, 2005; Hall, 1988). We  can be 95%
onﬁdent that the covariance estimate is within 10% of the actual
alue if the number of realizations equals 1000 (Matarese, 1993).
We also noticed that the RMS  increased from 0.99% to 1.63%
s the CO2 saturation increased from 12/30/2009 to 3/10/2010
Carrigan et al., 2013), which suggests the standard deviation
hanged with time.
. Discussion
The uncertainty in ERT-derived CO2 saturation may  come from
any sources such as data noise (LaBrecque et al., 1996; Schmidt-
attenberger et al., 2011), electrode degradation (Breen et al., 2012;
aBrecque and Daily, 2008), electrode location errors (Oldenborger
t al., 2005), regularization parameters, numerical and model
rrors, preprocessing procedures, assumptions in Archie’s equa-
ion (Nakatsuka et al., 2010), and choice of inversion constraints.
e focused on how the data errors propagated to the CO2 satura-
ion in the nonlinear inversion process in addition to studies on the
ffect of temporal roughness and reciprocal error threshold.CO2 saturation between two data sets.
A new temporal roughness constraint helped reduce artifacts
in the overburden and underburden and enhance the CO2 plumes
in the injection zone by varying roughness factors based on the
prior knowledge of formation permeability. However, the temporal
roughness had no signiﬁcant impact on the CO2 saturation distri-
bution.
The reciprocal error threshold had a signiﬁcant impact on the
constructed CO2 images. Over half of the Cranﬁeld ERT data had
more than 10% reciprocal error (Carrigan et al., 2013). Use of a larger
reciprocal error threshold led to a noisier data set that reduced CO2
saturation. This ﬁnding partially explains the discrepancy between
the magnitude of CO2 saturation from ERT and RST data (Carrigan
et al., 2013). Inversion of a noisy data set tends to under-ﬁt high
quality data and results in a smoother model (LaBrecque et al.,
1996). We used a 10% threshold for most of the data processing.
Electrode locations were determined exclusively by locating the
stainless steel electrode collars using induction logs. The electrode
collars were mounted on ﬁberglass casings at an equal spacing
before installation (Carrigan et al., 2013). During the cable instal-
lation to over 3000 m depth, the connection between a cable
conductor and an electrode collar may  be broken and the cable
conductor and electrode collar may  be separated. The induction
log can still detect the isolated electrode collar and indicate the
electrode location at the electrode collar. However the actual elec-
trode location was  at the end of cable conductor. The new location
of Electrode #10 in Fig. 2 was therefore unlikely because the rigid
cable may  not be sufﬁciently stretched beyond the original loca-
tion of Electrode#10 that much. We  suggest that the cable integrity
and electrode locations should be examined with a time domain
reﬂectometer and a cable length meter before and after installation
(Schmidt-Hattenberger et al., 2011).
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the extremely corrosive environment at a large depth.ig. 7. Convergence of parametric bootstrapping demonstrated by RMS  standard
eviation of CO2 saturation for varying bootstrap sample sizes.
With an assumption of Gaussian uncorrelated data errors, the
ata standard deviation was deﬁned by three terms in Eq. (3) to
imulate errors due to hardware resolution, numerical errors and
eciprocal observational errors. Other sources of errors may  be
ncorporated by adding more terms to Eq. (3). This ad hoc standard
eviation was used to constrain Monte Carlo sampling of data
rrors. It is important to obtain normal and reciprocal measure-
ents routinely for an accurate estimate of observation errors.
aking several repeat measurements at each snapshot enhances
ignal to noise ratio and reduces noises by stacking multiple sam-
les.
The uncertainty in the estimated CO2 saturation can be large
ue to data errors. For the data set collected on 3/10/2010, the CO2
aturation was less than 30%, but the maximum standard deviation
eached 6%. The uncertainty would change with time as the CO2
lume grew or the data coverage changed. There was  some spatial
orrelation between the mean and standard deviation of CO2 sat-
ration (Fig. 5). As CO2 plumes grew with time from 12/30/2009
o 3/10/2010, posterior covariance apparently increased (Fig. 6).
s an exception, the lower left part of injection zone showed very
mall mean saturation (less than 8%), but the standard deviation
as quite high (about 5%), which implied that a lower migration
ath for the CO2 plume in the injection zone may  exist (Fig. 5).
The parametric bootstrap method driven by nonlinear Monte
arlo inversions converged in about 500 samples. This ﬁnding
greed with the results in Matarese (1993) and Alumbaugh (2000).
With 25 s per posterior distribution sample on a 12-core node,
t only took about 3.5 h for 500 samples. Therefore, uncertainty
uantiﬁcation of 2D or small 3D ERT inverse problems can be
one on a multi-core desktop or laptop PC. In fact, a parametric
ootstrap approach takes advantage of gradient-based sensitiv-
ty information that boosts its convergence. For 5208 free modelnhouse Gas Control 27 (2014) 59–68
parameters in this study, the MCMC  stochastic inversion approach
may  require millions of samples or forward solutions for conver-
gence and become computationally intractable. Our study suggests
that the parametric bootstrap method is a promising alternative to
the MCMC  approach for uncertainty quantiﬁcation of ERT inverse
problems thanks to the fast Jacobian calculation of our inverse algo-
rithm.
It should be noted that the uncertainty in ERT-derived CO2 satu-
ration depends partly on the noise level and accuracy of sensitivity
matrix in the linearized inverse problem. First of all, reciprocal
errors provided a means for outlier identiﬁcation and removal.
Over-sampling of ERT data ensured that reduction in the number of
measurements would not lower the ERT resolution noticeably. This
preprocessing step led to data sets with a high signal to noise ratio
and helped reduce the uncertainty in estimated CO2 saturation.
Besides, the sensitivity matrix was accurately calculated with no
approximation and was  updated from iteration to iteration based
on the latest model parameters (LaBrecque et al., 1999). Therefore,
with a high signal to noise ratio and accurate sensitivity matrix, the
roughness prior would not play a major role. The choice of how to
sample the prior would not make a big difference.
ERT monitoring can be improved in many ways. Cranﬁeld ERT
data were undoubtedly very noisy. Electrodes with low noise and
log-term stability for several years of continuous monitoring will
greatly improve data quality. LaBrecque and Daily (2008) did a lab-
scale experiment to study noise of different electrode materials in
tap water and found that some electrode materials such as iron,
steel and stainless steel produced relatively low noise with a frac-
tion of percent error. An electrode became noisier in a water–sand
mixture than in tap water. They also found that electrode abra-
sion during the installation increases electrode noise. It seems clear
that the long term stability of an electrode depends primarily on
these factors: electrode materials, size and shape of an electrode,
injected current density on electrode surface, installation environ-
ment and how often and how long an electrode is used to inject
electric currents. Breen et al. (2012) studied the effect of a large
number of repeated scans on ERT data quality and found a signif-
icant increase in contact resistance and a rapid decrease in data
quality (exceeding a factor of 5 times increase in reciprocal error).
Lagmanson (2004) observed a similar effect of electrode corrosion
while constantly injecting currents 3000 times through a pair of
electrodes in seawater and found that the stainless steel electrodes
degraded with corrosion but graphite electrodes were free of cor-
rosion problems. Forty-ﬁve stainless steel ring-shaped electrodes
at the Ketzin site have been operating for more than four years up
to the publication date of Schmidt-Hattenberger et al. (2012) from
the initial daily to later weekly data collection frequency (Kiessling
et al., 2010). This long-term electrode stability at the Ketzin site was
partly attributed to less hostile environment than the Cranﬁeld site.
Nevertheless, electrode degradation was  still observed from the
large increase of contact resistance (Schmidt-Hattenberger et al.,
2012). Some electrodes with over 5000  contact resistance may
have an unacceptable noise level. However, none of studies above
examined the long-term effect of an electrode in a much deeper
environment with high pressure, high temperature, low pH and
high total dissolved solids. Fig. 8 illustrates that Cranﬁeld electrode
degradation for a four-electrode combination began in early June,
2010, six months after injection began at the Cranﬁeld site. Rigid
and corrosion resistant electrode materials are needed for long
term ERT monitoring. A graphite electrode encased in a rigid metal
wireframe may  be a better design than solid stainless steel units for
surviving the abrasion and impact during installation along withWith the number of electrodes unchanged, one could, in hind-
sight, have rearranged two  of twenty-one electrodes to improve
resolution in the injection zone. It would be preferred to move
X. Yang et al. / International Journal of Greenhouse Gas Control 27 (2014) 59–68 67
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lectrodes #2 and #13 in well F2 to the locations between Elec-
rodes #17 and #19 in F3 (Fig. 2). It is a good practice to have more
lectrodes in the region of interest.
Our UQ approach is limited by many assumptions such as
aussian noise distribution, perfect models, accurate numerical
olutions, accurate electrode locations and perfect ERT resolution.
herefore, our predictions may  be compromised if any of these
ssumptions is not true. This study may  be rendered more evident
f we recast the problem as a hierarchical Bayesian inversion and
arginalize over the meta-parameters associated with the regular-
zation and prior information. It will also be beneﬁcial to ﬁnd out
f there is any signiﬁcant difference between sampling the base-
ine model in our algorithm and sampling the roughness (Matarese,
993).
. Conclusions
Our study demonstrated that the parametric bootstrap method
an be an efﬁcient approach to uncertainty quantiﬁcation for
eophysical inverse problems with fast inversion algorithms and
nown observation errors. The UQ of 2D or 3D ERT inverse prob-
ems can be done practically on a multi-core desktop or laptop
C in hours. The parametric bootstrap approach obtains bootstrap
O2 saturation samples by deterministically solving a nonlinear
nverse problem many times with resampled data and resampled
aseline models. Then the mean and standard deviation of CO2 sat-
ration were calculated from the bootstrap samples. We  found that
here was weak spatial correlation but strong temporal correlation
etween the mean and standard deviation. The maximum standard
eviation in ERT-derived CO2 saturation at Cranﬁeld was as large
s 6% because of extremely noisy ERT data.
During the preprocessing before parametric bootstrapping, we
ound that a higher reciprocal error threshold can lead to signiﬁ-
ant underestimation of CO2 saturation. The data noise level and
egularization parameters such as temporal roughness had large
mpact on the uncertainty in estimated CO2 saturation.
Our deterministic ERT inverse algorithm can be improved in
any ways. The Archie’s equation used to convert resistivityhanges to CO2 saturation may  be calibrated for varying clay
ontents and cooling effect by supercritical CO2 at over 3000 m
epth. The resolution of the ERT method for true CO2 saturation
eeds further investigation.ance between electrodes 15 and 16.
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