Velocity autocorrelation functions ͑VACF͒ of a fluid confined in a slit pore have been modeled using the memory equation. Models for the VACF are based on both the truncation and analytic closure approximations of the Mori's continued fraction representation. The performance of the models is evaluated for gas to liquid-like pore densities and pore widths which accommodate one to four atomic layers. In all cases we compare the predictions from the models with the VACF obtained from molecular dynamics simulations. The truncation models predict an oscillatory behavior for the in-plane VACF with better agreement at lower densities. Among the analytical closure models we observe that the sech model applied at the first level of closure is not only able to capture the short-time dynamics but is also seen to give the best predictions to the in-plane diffusivities at liquid-like pore densities. Although the minima in the VACFs are captured accurately by the sech model, the subsequent plateau regions in the VACF typically observed in confined systems are not predicted. This aspect is due to the slower relaxation of the actual memory kernel, which is not captured by the model. Predictions of the in-plane diffusivities using different levels of analytic closure have been compared with diffusivities obtained from the simulations.
I. INTRODUCTION
Fluids confined in molecular dimensions between solid surfaces are encountered in a variety of processes such as adsorption, wetting, boundary lubrication, and heterogeneous catalysis. Such systems are observed in diverse applications such as chromatography, oil recovery, and membrane separation technologies. Due to the strong interactions of the fluid molecules with the confining walls, the fluid is inhomogeneous and the spatial distribution of particles is known to influence the static and dynamic properties of the confined fluid. 1, 2 Molecular dynamics ͑MD͒ simulations have been extensively used to study transport properties of confined fluids. In particular, the self-diffusivities of single component fluids confined in slit-shaped nanopores have been widely investigated. [3] [4] [5] [6] The variation of the diffusion coefficients on the density, layering, and state of the pore fluid is now well documented. 7 Although molecular dynamics simulations have been widely used to study the transport properties of confined fluids, theoretical treatments of the transport properties of the confined inhomogeneous fluid are relatively few.
A theory for the self-diffusion coefficients of inhomogeneous fluids based on the Enskog kinetic theory for dense gases has been developed for confined fluids. 8 When compared with the self-diffusivity values obtained from MD simulations, the theory is able to qualitatively predict the variations in diffusion coefficients as a function of pore width for smooth fluid-wall potentials. 9, 10 However the theory is seen to underestimate diffusivities for structured pores. 10 Other kinetic theory-based approaches [11] [12] [13] [14] [15] which seek to provide a description for transport properties of strongly inhomogeneous fluids are based on kinetic theories developed for homogeneous fluids. 16 Although kinetic theory-based approaches for bulk fluids have been extended to develop a theory for transport properties of highly inhomogeneous fluids, liquid state theories based on time correlation functions have not been applied to confined fluids.
Within the framework of equilibrium statistical mechanics, the transport properties of a fluid are related to the time correlation functions of the relevant dynamic variables via appropriate Green-Kubo relations. 17 The velocity autocorrelation functions ͑VACF͒ are used to determine the selfdiffusivity of a fluid. If the appropriate time correlation functions can be predicted, then the relevant transport properties can in principle be determined. In the memory function approach the autocorrelation of any dynamic variable is related to its time derivative through a convolution with a memory kernel. 18 The success of using the memory function formalism relies on obtaining a suitable form for the memory kernel. In this regard many different approaches have been used. These include kinetic, hydrodynamic, and mode-coupling theories. 18, 19 A classical approach is the Mori continued fraction procedure, which reduces to determining a hierarchy of memory functions. 18 Various levels of truncation of the continued fraction representation give rise to different levels of approximation of the autocorrelation function. This approach has been widely used in modeling the velocity autocorrelation function for a bulk fluid, and also has the advantage that it can be systematically improved. It involves evaluating the moments of the power spectrum of the VACF, which are also known as the Mori constants.
An alternative approach is heuristic in nature and relies a͒ Electronic mail: ayappa@chemeng.iisc.ernet.in on proposing an appropriate form of the memory kernel whose constants are related to the moments of the power spectrum of the VACF. Alternatively, this procedure can be viewed as a process of analytic closure 20, 21 for the hierarchy of memory functions that arises in a continued fraction representation. In this regard the sech closure [22] [23] [24] [25] of the memory kernel is able to predict self-diffusivities obtained from molecular dynamics data over a wide range of densities and temperatures. 20, 23 Recently, methods from signal processing have been used to obtain the memory function by assuming that the dynamical process is governed by an underlying stochastic process. 26 In this work we apply the memory function formalism that has been developed for bulk fluids to a fluid confined in a slit nanopore. In all cases the predicted VACF was compared with the VACF obtained from MD simulations. Six models which have been successful in capturing most of the features of the VACF of a bulk fluid have been considered. Two of them emerge out of the Mori continued fraction procedure at the second and third level truncations, and the rest are analytic closure-based models for the memory function. The Mori constants which are used as inputs into the models are obtained directly from MD simulation. Simulations of the confined fluid were carried out in the canonical ensemble ͑NVT͒ using constrained dynamics. [27] [28] [29] [30] Simulations were carried out for different pore widths which accommodate one to four fluid layers. As the physics of confined fluids can depend on the molecular nature of the confining walls, results were compared for pores with molecularly structured and smooth walls. Since the fluid molecules experience an unbalanced force in the direction parallel to walls in a structured pore, the total momentum of the fluid is not a conserved quantity. Systematic system size checks were carried out to ascertain the magnitude of this effect.
II. THEORY

A. The memory equation
Within the framework of equilibrium statistical mechanics, autocorrelation functions form the starting point for the study of transport coefficients of fluids. Appropriate GreenKubo formulas relate the long-time integrals of autocorrelation functions to a given transport property. Thus, the selfdiffusivity D is related to the VACF in the following manner:
where k B is the Boltzmann constant, T the temperature, and m mass of the diffusing particle. In Eq. ͑1͒ the normalized velocity autocorrelation function
where ͉͗v(0)͉ 2 ͘ϭ(3k B T/m). The objective of the memory function approach is to provide a theoretical framework to predict the time evolution of the VACF. The dynamical equation for the VACF is a first kind Volterra integro differential operator 18 given by
where the time derivative of the VACF, ⌿ (t), is expressed as a convolution of the memory function K 1 (t) and the VACF. Equation ͑2͒, which is referred to as the memory equation ͑ME͒ or the master equation, can be formally derived from the Liouville equation with an application of the projection operator formalism. 18 In this development, the memory function, expressed in terms of projection operator P and Liouville operator L is
Since the projection operator approach is developed for the time evolution of any dynamical quantity, a hierarchy of memory functions K n (t), nϾ0 can be shown to satisfy the memory equation Eq. ͑2͒. Hence
For nϭ0, K 0 (t)ϭ⌿(t) and Eq. ͑4͒ reduces to the ME, Eq. ͑2͒. In order to derive the continued fraction representation of ⌿(t), one begins by taking Laplace transforms of Eq. ͑4͒, which results in
where the Laplace transform
can be rewritten as
Noting that K 0 (s)ϭ⌿ (s), Eq. ͑5͒ can be used to derive the continued fraction representation for ⌿ (s)
where K n (0) are referred to as Mori constants. We next relate the Mori constants ͓K n (0)͔ to the frequency moments of the VACF. Noting that ⌿(t) is an even function of time, the Taylor series representation ͑relating the even powers of t͒ around tϭ0
where the frequency moments
Noting that the Fourier transform pairs are Eqs. ͑10͒ and ͑12͒ can be used obtain the following expression for the frequency moments:
In order to relate the Mori constants K n (0) to the moments v 2n , we take the Laplace transform of Eq. ͑9͒ to obtain
Comparing Eq. ͑14͒ and Eq. ͑8͒ at different levels of truncation yields
and
͑15͒
An alternative way of obtaining the results of Eq. ͑15͒ is by taking a time derivative of Eq. ͑2͒ and evaluating the result at time tϭ0. Using this procedure
͑16͒
Higher time derivatives of Eq. ͑2͒ can be used to relate the initial values of the memory kernels, K n (0), nϾ1, to the higher order frequency moments of ⌿(t), recovering the relations given in Eq. ͑15͒.
B. Truncation schemes: The second-and third-order truncation models
In the truncation method the continued fraction representation is truncated at the nth level by retaining terms in the fraction up to K n (s) and replacing K n (s) by K n (sϭ0) ϵK n (0). Using this procedure, 18 the expressions for K n (0) for even and odd levels of truncation are
respectively, where
Note that K 1 (0)ϭK 0 (0)/⌿ (0) for nϭ1. Hence, the truncation schemes at different orders not only require a knowledge of the Mori constants which are related to the frequency moments ͓Eq. ͑15͔͒ but also require the value of the selfdiffusivity D. Once K n (0) is obtained for a given level of truncation the corresponding VACF, ⌿ n (t), is obtained by taking the inverse Laplace transform of ⌿ (s). Using this procedure, 18 the expressions for ⌿(t) at the second-and third-order truncations are given below.
Second-order truncation model
In the above expression, we have used, K 0 (0)ϭ1 and
Third-order truncation model
The continued fraction representation for the third order is
͑22͒
Using partial fraction to represent ⌿ 3 (s) and taking the inverse Laplace transform and K 3 (0)ϭK 2 (0)/͓K 1 (0)⌿ (0)͔ from Eq. ͑18͒.
C. Analytic closure scheme
In the analytic closure schemes, the continued fraction representation given in Eq. ͑8͒ is closed at the nth level by assuming a particular form for K n (t). This procedure can be used to obtain analytic expressions for the self-diffusivity at different levels of closure. 20 In this manuscript we consider three analytic closure models that have been proposed for a bulk fluid
We illustrate the derivation of the expression for selfdiffusivity for the closure given in Eq. ͑27͒. Taking the Laplace transform of Eq. ͑27͒ at sϭ0
͑30͒
In a similar manner, expressions for K n (0) from Eq. ͑28͒ and Eq. ͑29͒ are
respectively. In order to obtain the self-diffusivity, D, from the analytic closure models, Eqs. ͑30͒-͑32͒ can be combined with Eqs. ͑17͒ and ͑18͒ for even and odd closure schemes.
The predicted values of the diffusivity from the analytic closure models do not involve any fitted parameters and only require Mori constants as the input. In addition, we also evaluate the model
This model, commonly referred to as the Gaussian, requires the self-diffusivity as the input. In our work, we have used the memory kernels described by Eqs. ͑27͒-͑29͒ at the first level of closure (nϭ1). Hence, these models require the knowledge of K 1 (0) and K 2 (0), which are related to the second and fourth frequency moments v 2 and v 4 ͓Eq. ͑15͔͒. In order to obtain the VACF predicted by these various heuristic forms of the memory kernel, we numerically solve the ME ͓Eq. ͑2͔͒ by substituting expressions from Eqs. ͑27͒-͑29͒, and ͑33͒ for nϭ1. These models are referred to as models E, G1, S, and G2, respectively, whereas the secondand third-order truncation models discussed in the previous section are referred to as T2 and T3, respectively.
D. Fluid-fluid and fluid-wall interaction potentials
We have studied two types of slit-shaped pores. Figure  1͑a͒ is a structured pore, where the pore wall consists of discrete particles and in Fig. 1͑b͒ , the pore wall is smooth. Both the systems are infinite in the x -y plane, but confined in the z direction. For a confined fluid, the total potential energy UϭU f f ϩU f w , where U f f is the total fluid-fluid interaction energy and U f w is the total fluid-wall interaction. For a system with N fluid particles with pairwise additive potentials
where u(r i j ) represents the pair potential for the particles separated by a distance r i j . The fluid-fluid interactions for both the smooth and structured pores were assumed to be a Lennard-Jones ͑LJ͒ 12-6 potential
where ⑀ f f and f f are the LJ potential parameters. For the structured pore, fluid-wall interactions are modeled using the LJ 12-6 potential with the potential parameters ⑀ f w and f w . The total fluid-wall potential for the structured pore consisting of N w wall particles is
For the smooth pore, where the fluid-wall potential is only a function of the normal distance, z of the fluid particle from the wall, fluid-wall interactions were modeled using a 10-4 potential
Schematic of structured ͑a͒ and smooth ͑b͒ slit pore indicating the pore width H and box length L. Periodic boundary conditions are applied in the x and y directions.
Equation ͑37͒ represents the interaction of the fluid particle with a single layer of atoms arranged in an fcc lattice. The total fluid-wall interaction in the smooth pore is the sum of the potential energies arising from two walls located at z w ϭϪH/2 and z w ϭϩH/2, respectively,
where u f w is given in Eq. ͑37͒ and z i is the z coordinate of the ith fluid particle. The fluid-fluid and fluid-wall LJ interaction parameters used in this study for both the structured and smooth pores correspond to those of argon, f f ϭ f w ϭ3.405 Å and ⑀ f f ϭ⑀ f w ϭ120 K. In the case of the structured pore, each wall consisted of 200 particles arranged in an fcc lattice. This corresponds to a pore of width Lϭ14.14. The walls were placed such that the atoms on opposite walls were in registry.
E. Evaluation of frequency moments and application to confined system
We have modeled the VACF of a fluid confined in a slit pore based on truncation as well as analytic closure schemes discussed above. In order to evaluate the expressions for ⌿(t) from the truncation and analytic closure models described above, one requires the values for the Mori constants K n (0) which are related to the frequency moments as given in Eq. ͑15͒. We evaluate the frequency moments from trajectories generated during the molecular dynamic simulations. From Eq. ͑10͒, the frequency moments can be directly obtained from the particle velocities, 18 using
where v x , v y and v z are the single particle velocities in Cartesian coordinates, ͗...͘ t,N denotes time as well as particle averages, and
͑40͒
As v (0) is proportional to the force experienced by a particle, Eq. ͑39͒ can be expressed using the zero time force autocorrelation function. Hence
Similarly, Eq. ͑40͒ is the autocorrelation between first derivative of forces; hence
.
͑42͒
In addition, the moments can also be evaluated from the interatomic potentials. 18, 19, 31 For a confined fluid the expressions for v x (0) and v x (0) in terms of the interatomic pair potentials are
where x i is the x position of particle i, ␣ϭx, y, z, and r i␣ is the corresponding position of particle i; for instance r ix ϭx i . The expressions for the terms involving second derivatives for an LJ pair potential are Table I illustrates the reduced units used in this study, where all quantities are reduced with respect to the fluid LJ parameters. The pore width H* is the center-to-center distance between atoms on opposing walls. The pore density *ϭN/V*, where V* is the pore volume based on a square simulation box of side L*. All simulations were carried out in a constant temperature, NVT ensemble, at T*ϭ1.2. The TABLE I. Reduced units used in this work. ⑀ f f and f f are the LennardJones parameters for the fluid-fluid interactions.
͑46͒
III. SIMULATION DETAILS
Quantity
Reduced unit
total simulation length consisted of 100 000 with a time step ⌬t*ϭ0.004 (⌬tϭ0.008 ps), with averages collected over the last 50 000 steps. The pore widths and densities studied, and the time averages of the total per particle fluid-fluid and fluid-wall interaction energies for the structured pore, are reported in Table II . Velocities at every time step were used to calculate the VACF, with the time origins shifted every 10 time steps. A constant temperature was maintained by using a constrained dynamics method [27] [28] [29] [30] which is reported to give the correct values of transport properties and VACFs for a bulk fluid. 32, 33 This constrained dynamics algorithm is based on the Gauss principle of least constraint. In order to check the accuracy of the trajectories for a confined system, we compared the VACF obtained using the NVT molecular dynamics with NVE dynamics. To make an accurate comparison, NVT simulations were carried out at the ensemble-averaged temperature obtained from the NVE molecular dynamics simulation. Figure 2 illustrates the comparison for the smooth pore at H*ϭ4.0, *ϭ0.5 and T*ϭ1.173, where both the inplane ͓Fig. 2͑a͔͒ and out-of-plane ͓Fig. 2͑b͔͒ components of the VACF show an excellent match between the two simulations, indicating that the NVT dynamics can be used for the evaluation of transport properties in a slit pore.
The frequency moments, v 2 and v 4 , which are used to evaluate the Mori constants ͓Eq. ͑15͔͒, are the only inputs required by the various models. We used three different methods to validate the accuracy of the computed moments:
͑a͒ from velocities of particles ͓Eqs. ͑39͒ and ͑40͔͒; ͑b͒ from forces on individual particles ͓Eqs. ͑41͒ and ͑42͔͒, and ͑c͒ from the interatomic potentials ͓Eqs. ͑43͒ and ͑44͔͒
with Eqs. ͑39͒ and ͑40͒.
The results are shown in Tables III and IV for the x, y, and z directions separately for different pore widths and densities. These moments were averaged at every time step after equilibration, and higher derivatives of the velocities and forces were computed numerically using first-order finite difference schemes. The values of v 2 obtained from various methods are in close agreement; however, the differences are greater for v 4 as higher derivatives have to be computed. The percent differences between the various methods for v 4 are typically between 1%-1.5% for the smaller pores and less than 1% for the larger pores. The corresponding Mori constants, K 1 (0) and K 2 (0), which are used in this study are computed from the frequency moments obtained from the particle velocities are shown in Table V . In order to assess the significance of the differences associated with the frequency moments ͑in particular for v 4 ) computed using the three methods, we compared the predicted VACFs for the pore system that showed the largest errors, and found that the differences in the predicted VACFs were negligible.
We also compared the Mori constants from the NVT simulations reported here, for some of the slit pores using NVE molecular dynamics. The comparisons between K 1 (0) were excellent; however, deviations up to 4% were observed for K 2 (0) and up to 9% for K 3 (0), for the smaller pore widths H*ϭ2.0 and 2.75. The deviations for the larger pores were much smaller and within the variations observed using the different methods for computing the Mori constants. We attribute the greater differences at the smaller pore widths, in part, to the larger unbalanced forces that exist at small confinements. Perhaps larger system sizes are required to reconcile these differences. Given these differences at H*ϭ2.0 and H*ϭ2.75, we carried out a detailed comparison of the resulting VACFs, memory kernels, and predicted selfdiffusivities using the Mori constants from the two ensembles. The differences in the higher Mori constants were found to have a negligible effect on the results reported here.
As an added check we also compared our values of K 1 (0) and K 2 (0) for a bulk fluid using both NVE and NVT dynamics. The numbers were found to be in good agreement with those reported in the literature, 34 with our values about 1% larger for both K 1 and K 2 . We note that the reported values 34 are obtained from a 256 particle simulation with 2600 simulation steps and averaging carried out over 32 particles.
For all the analytical closure models ⌿(t) was obtained by solving the memory equation ͓Eq. ͑2͔͒ numerically. The ME was discretized using the trapezoidal rule with a ⌬t* ϭ0.004. Doubling the ⌬t* did not alter our results. As an additional check on the method, we also recovered the memory kernel by using the predicted ⌿(t) as input.
35
IV. RESULTS AND DISCUSSION
A. Center-of-mass autocorrelations
Prior to discussing the performance of various models, we first address the issue of center-of-mass motion of the fluid molecules in a structured pore. As the wall molecules are fixed, the fluid molecules in a structured pore experience a net unbalanced force, resulting in a time-dependent motion of the center of mass of the system, and the total momentum of the fluid particles is no longer conserved. Although it can be formally shown that these correlations between center of mass 10,36,37 vanish in the thermodynamic limit, one needs to assess the magnitude of finite size effects on these correlations. To this end, rigorous system size checks were conducted for the smallest structured pore of width H*ϭ2.0 and *ϭ0.4, where the influence of the structured wall is expected to be a maximum. Keeping all other parameters fixed, the box length was increased from 5.66 to 20.2, and the center-of-mass ͑COM͒ autocorrelation was calculated using
where S(t) is the total momentum per fluid particle, N is the total number of fluid particles, and v i is the velocity of the ith particle. The total momentum per particle was calculated at every time step after equilibration. Figures 3͑a͒ and 3͑b͒ illustrate the in-plane and out-of-plane correlations, respectively, for the COM autocorrelation ͓Eq. ͑47͔͒ as a function of box length. These plots indicate that the magnitude of the COM correlations decrease as the system size is increased.
From the values at tϭ0, we note that the magnitude of the COM correlations for the smallest system (Lϭ5.66) is about an order of magnitude smaller than the kinetic temperature, T*ϭ1.2. A plot of initial values of the in-plane COM autocorrelation function against the reciprocal of the number of particles in the pore ͓Fig. 3͑c͔͒ reveals that the COM autocorrelation function scales inversely as the total number of particles. In order to investigate the influence of the COM autocorrelation on the VACF, which is the quantity of interest, we computed the VACF using the trajectories v(t) generated directly from the simulation with the trajectories vЈ(t) in the COM reference frame, where
The comparison between the VACFs between the primed and unprimed velocities illustrated in Fig. 4 (*ϭ0.4 , H* ϭ2.0) indicates that even for the smallest system size (L ϭ5.66) the COM motion has a small effect on the VACF. At Lϭ14.14 the VACFs are indistinguishable, indicating that as the system size increases the influence of the COM motion on the particle dynamics is negligible. Based on this study, all simulations reported in this manuscript were carried out at Lϭ14.14.
B. Diffusive behavior in the in-plane and out-of-plane direction
Since the slit pores represent a geometry where the system is finite in the z direction, the particles are not expected to be diffusive in this direction. 3, 38 The mean-squared displacement in the x -y and z directions shown in Figs. 5͑a͒ and 5͑b͒, respectively, for selected pore widths and densities. The linear regimes in the x -y plane are rapidly established; however, the absence of the linear regime in the z direction clearly indicates the nondiffusive character in the z direction. FIG. 3 . Center-of-mass momentum autocorrelation as a function of box length L*; structured pore, H*ϭ2.0, *ϭ0.4. ͑a͒ In-plane, ͑b͒ out-of-plane momentum autocorrelation. As the system size increases, the magnitude decreases rapidly. ͑c͒ Initial value of the in-plane autocorrelation is plotted against the reciprocal of the total number of particles. A linear dependence is observed, indicating that this effect vanishes in the thermodynamic limit.
FIG. 4. Comparison between ͗v(0)•v(t)͘ and ͗vЈ(0)•vЈ(t)͘; structured
pore, H*ϭ2.0, *ϭ0.4. To obtain the latter, center-of-mass velocities were subtracted from the velocities of every particle, Eq. ͑48͒. ͑a͒ In-plane VACF, ͑b͒ out-of-plane VACF. Even for the smallest system size (L*ϭ5.66) the center-of-mass motion has a small effect on the VACF. At L*ϭ14.14 the VACFs are indistinguishable. The ordinate for L*ϭ5.66 has been shifted by one unit for clarity.
The slopes at shorter times ͑5-10 ps͒ in the mean-squared displacement in the z direction have sometimes been interpreted as an indication of the mobility of the fluid.
3,4,7 Since we are concerned primarily with the performance of models for predicting the VACF in slit pores, we restrict our attention to the in-plane performance of the various models. However, in the analytic closure models where the diffusivity is not required as an input we also compare the predicted forms of the VACF in the z direction with the simulation results, primarily to study the prediction of the short-time out-ofplane dynamics by the models.
While comparing the predictions of various models with the VACF obtained from the simulations, the models are grouped into two categories. ⌿(t) obtained from the truncation schemes denoted as T2 ͓Eqs. ͑20͒ and ͑21͔͒ and T3 ͓Eq. ͑23͔͒, respectively, are grouped along with the analytic closure model G2 ͓Eq. ͑33͔͒, forming the first category. Since these three models require the self-diffusivity obtained from the ⌿(t) as inputs, only their in-plane performance is analyzed. The in-plane self-diffusivities which were used in the category-1 models were computed by integrating the inplane autocorrelation function ⌿ xy (t). These values were found to be in good agreement with the self-diffusivities obtained from the slopes of the mean-squared displacements versus time plots ͑Table VI͒. The analytic closure models G1, E, and S ͓Eqs. ͑27͒-͑29͒, respectively͔ which form the second category do not require any information a priori from ⌿(t).
C. Model performance for VACF
One-layered system
We first present results for the structured pores. Figure 7 illustrates the VACF for a one-layer system (H*ϭ2.0, * ϭ0.3), whose density distribution is shown in Fig. 6͑a͒ . For this system the in-plane diffusivities ͑Table VI͒ indicate that the system has a very low diffusivity when compared with the higher pore widths. The in-plane VACF, ⌿ xy (t), are compared for the category-1 and -2 models in Figs. 7͑a͒ and 7͑b͒, respectively. The ⌿ xy (t) obtained from simulations show broad negative regions characteristic of confined FIG. 5 . Mean-square displacements ͑MSD͒ for structured pores ͑a͒ in-plane MSD is linear and the slope, which is proportional to the in-plane selfdiffusivity, is seen to increase with reduction in density and increase in pore width. ͑b͒ MSD in the z direction; the absence of the linear regime clearly indicates the nondiffusive character in the z direction. fluids. 3, 4 The outputs of the category-1 models in general predict a larger negative correlation than that observed in the simulations. Among the category-2 models, model S is seen to give the best performance. Except for the overestimation of negative correlations at intermediate times, the short-time behavior is captured very well. Since the performance of model S was the best among the category-2 models, we compared the out-of-plane VACF, ⌿ z (t), with that obtained from the simulations in Fig. 7͑c͒ . The magnitude of oscillations is smaller than those observed in the simulation. This is reflected in the overall VACF, ⌿(t), as well ͓Fig. 7͑d͔͒. For the one-layer system the fluid-wall potential has a single minima situated in the center of the pore. Hence, the motion of the particle is highly constrained in the z direction, resulting in a ⌿(t) ͓Fig. 7͑d͔͒ which is highly oscillatory when compared with pores with increased number of layers, to be shown later. Regardless of the mismatch at intermediate times all models are seen to perform well at short times and decay to zero in a time scale similar to those observed in the simulations.
Three-layered system
As the pore width, H*, is increased from 2.0 to 4.0, three distinct molecular layers are formed inside the pore with density distribution, as shown in Fig. 6͑b͒ . We next discuss the results for such a three-layered system. Figure 8 illustrates the predicted VACFs for a low density situation of *ϭ0.3. At this density the formation of layers is more diffuse when compared with the distinct layering at higher densities ͓Fig. 6͑b͔͒. The ⌿ xy (t) ͓Figs. 8͑a͒ and 8͑b͔͒ are characteristic of a gas-like system due to the absence of negative correlations in the VACF. The general gas-like behavior of ⌿ xy (t) is captured by all the category-1 models ͓Fig. 8͑a͔͒ with G2, T2, and T3 all performing similarly at short times, overestimating ⌿ xy (t) at intermediate times, and tending to underestimate at later times. From the category-2 models compared in Fig. 8͑b͒ , the performance of G1 appears to be the best, although the correlations are slightly lower than the simulated values at longer times. Model E overestimates and model S underestimates ⌿ xy (t), relaxing very rapidly when compared with the simulated VACF. The trends in ⌿(t) ͓Fig. 8͑d͔͒ are captured rather well, with the model G1 giving the best prediction. Figure 9 illustrates VACF for an intermediate density *ϭ0.5 where three layers form in the pore. The best predictions for ⌿ xy (t) are observed for model S ͓Fig. 9͑b͔͒, where all the features are captured over the entire range. Except for a small increase in the predicted negative correlations for 0.2Ͻt*Ͻ0.3, the prediction with model S is remarkably good. Although the larger negative regions in ⌿ z (t) ͓Fig. 9͑c͔͒ are not adequately captured, model S appears to predict ⌿(t) ͓Fig. 9͑d͔͒ remarkably well.
As the pore density is increased to *ϭ0.6, the performance of the category-1 models deteriorates ͓Fig. 10͑a͔͒ and FIG. 7. Predictions of various models for a one-layer system; structured pore, H*ϭ2.0, *ϭ0.3. The in-plane VACF, ⌿ xy (t), obtained from simulations shows a broad negative region characteristic of confined fluids. The predictions of the category-1 models ͑a͒ in general predict a larger negative region. Among category-2 models ͑b͒, model S gives the best performance, especially at short times. ͑c͒ ⌿ z (t) is very oscillatory due to the high confinement. ͑d͒ Comparison of model S with the overall VACF, ⌿(t).
only model S ͓Fig. 10͑b͔͒ is able to capture ⌿ xy (t) in a realistic manner. As observed in Fig. 10͑b͒ , both the intensity and temporal location of the negative region is predicted by the model accurately. However, model S fails to capture the broad negative region in ⌿ xy (t). Category-1 models in general predict an underdamped response, a feature observed in bulk fluids, 18 ,39 similar to their performance at smaller pore widths where only a single layer is present ͑Fig. 7͒.
We also studied a four-layered system at H*ϭ4.4 ͑Fig. 11͒, where the trends in the model are very similar to the highest density three-layered system investigated ͓Fig. 10͑b͔͒. It is to be noticed that as the pore width increases, the match of the predictions from model S with simulation results improves. In particular, the improved prediction in the z direction ͓Fig. 11͑c͔͒ results in a better prediction of the overall VACF ͓Fig. 11͑d͔͒ when compared with the smaller pore widths at liquid-like densities.
We have also carried out simulations for a two-layered system (H*ϭ2.75, *ϭ0.5). The results ͑not shown͒ are qualitatively similar to the results for the high density threelayered system ͑Fig. 10͒ with the category-1 models, G2, T2, and T3 predicting an oscillatory or underdamped VACF and improved performance from the category-2 models E, G1, and S, with the model S providing the best description.
In order to assess the influence of the structure of the pore wall on the dynamics and performance of the various models, we carried out a few simulations using the smooth 10-4 wall potential. Results for a three-layered system are shown in Fig. 12 . With the exception of an increased oscillation in the z direction ͓Fig. 12͑c͔͒, the structure of the smooth pore VACF is very similar to the structured pore three-layered system shown in Fig. 10 . The relative performance of both the category-1 and -2 models is similar to that observed in the structured pore, with model S ͓Fig. 12͑b͔͒ having the best performance. The performance of the truncation models appear to be similar to those of the structured pore at the same density. We have also studied the predictions of various models for a smooth pore at lower densities (*ϭ0.46). The results ͑not shown͒ indicate that the predictions of truncation models T2 and T3 are in better agreement with simulation results than for a structured pore of the same density.
D. Memory kernels
Since we have approximated the memory kernels with analytic closures at the first level (nϭ1), it is instructive to compare the actual first-order memory kernel, K 1 (t), with the analytic closure forms. The actual memory kernel, which corresponds to VACF from the MD simulation, can be obtained by numerically inverting 35 the ME, Eq. ͑2͒. The numerical inversion is carried out by transforming the ME, which is a first kind Volterra operator, into a second kind Volterra operator for reasons of improved stability. 18, 35 Since model S is seen to give the best predictions for the VACF, we have plotted the actual in-plane and out-of-plane memory kernels against the predictions of model S ͓Eq. ͑29͔͒ in Fig.  13 . For a three-layered system at an intermediate density (H*ϭ4.0, *ϭ0.5), the actual in-plane memory kernel FIG. 8 . Model predictions for a low density gas-like three-layer system; structured pore, *ϭ0.3, H*ϭ4.0. Although the performance of all models is satisfactory, the predictions by model G1 ͑b͒ are closest to the simulation results. Comparison of ⌿ z (t) ͑c͒ and ⌿(t) ͑d͒ with models S and G1. 10 . Model performance for a high density three-layered system; structured pore, *ϭ0.6, H*ϭ4.0. As the density increases, performance of category-1 models ͑a͒ deteriorates. Only model S ͑b͒ is able to capture features in ⌿ xy (t) rather accurately. ͑c͒ and ͑d͒ show the results for ⌿ z (t) and ⌿(t), respectively. The only discrepancy is in the intermediate times, where the actual VACF relaxes much slower than the model prediction. matches very well with the model, as shown in Fig. 13͑a͒ . The good agreement between the two is reflected in the predictions for ⌿ xy (t) as well ͑Fig. 9͒. The in-plane memory kernel for a four-layered system (H*ϭ4.4,) *ϭ0.68) has a slower decay than that predicted by the model ͓Fig. 13͑c͔͒. This is reflected in the corresponding ⌿ xy (t) ͓Fig. 11͑b͔͒, where the broad negative region in the VACF is not captured by the model. Comparison of out-of-plane memory kernels ͓Figs. 13͑b͒ and 13͑d͔͒ show that the actual memory kernels in the z direction decay much slower than their in-plane counterparts. For intermediate densities and high densities, this delay in the decay of the out-of-plane memory kernel is not captured by model S.
We note that the negative plateau regions observed in the VACFs are due primarily to backscattering of atoms and the memory effects associated with this process. This phenomenon is also seen in bulk fluids at high densities. 40 Models for the memory kernel that attempt to capture this aspect of the VACF typically involve two time constants, 18 one for the short-time decay which is dominated by binary collisions and the second time constant for the slower decay arising from collective modes which are responsible for the prolonged negative correlations, 19 the latter effect being more pronounced at higher densities. Under confinement this plateau region is further enhanced due to the lower dimensionality of the system. Physically, one can view this as a reduced opportunity for the particle to lose memory of it previous history, when restricted to fewer dimensions. The effect is predominant in a pure 2D system of hard disks, giving rise to the long-time tails in the VACF.
E. Diffusion coefficients
Since the category-2 models do not require a knowledge of the diffusion coefficient as inputs, they are indicative of the utility of the model in predicting the in-plane diffusivities in these systems. Time-dependent diffusivity, obtained as an integral of ⌿ xy (t) for the category-2, analytic closure models (nϭ1), are shown in Fig. 14 . Since we are interested in the long-time limits of the integrals of the VACF, we have not used the appropriate short-time forms for the time integrals. 18 The corresponding in-plane diffusion coefficients obtained by integrating the predicted VACF upto 9.6 ps are given in Table VI. For the smallest pore width ͓Fig. 14͑a͔͒ all the models overestimate the self-diffusivity. With one exception ͓Fig. 14͑b͔͒ model S gives the best prediction for the in-plane diffusivity in the system. The best performance occurs for model S at intermediate densities (*ϭ0.5) in the threelayered system at H*ϭ4.0 ͓Fig. 14͑c͔͒. In all models, the magnitude of the self-diffusivity is the least for model S and the greatest for model E ͑Table VI͒. Although there are differences between the predicted and actual diffusion coefficients, we note that at intermediate times, the model captures FIG. 13 . Comparison between the actual normalized memory kernel obtained by solving the ME ͓Eq. ͑2͔͒ with the simulated VACF and model S. ͑a͒ In-plane memory kernel for a three-layer system, *ϭ0.5, H*ϭ4.00. The good agreement between the two is reflected in the ⌿ xy (t) as well ͑Fig. 9͒. ͑b͒ Comparison for the out-of-plane memory kernel where the slower relaxation in the actual kernel is not captured by the model. ͑c͒ and ͑d͒ are the results for a four-layer system, *ϭ0.68, H*ϭ4. 40 . Model is unable to capture the slow decay at intermediate times.
the time-dependent diffusivity very well. This situation can be observed in Figs. 14͑a͒ and 14͑d͒ , where the corresponding VACFs are liquid-like ͑Figs. 7 and 10͒.
The in-plane self-diffusivities using the category-2 models at different levels of closure are given in Table VII . 20 The diffusion coefficients are obtained using Eqs. ͑17͒ and ͑18͒, along with Eqs. ͑30͒-͑32͒ for the analytic closure with n ϭ0, 1, and 2. Note that the diffusivities at nϭ1 compare well with the values obtained by directly integrating the predicted VACFs ͑Table VI͒, since these are in principle equivalent. We attribute the small differences due to numerical integration of the VACFs. Some general observations can be made based on the predictions of the self-diffusivities. The values of diffusivities predicted by model S for closure at odd n at the higher densities, *ϭ0.5 and 0.6, are in good agreement with the MD results. The performance of model S deteriorates at lower densities as expected. Predictions for model E and G1 at even n are in better agreement with the MD results in general. The strong dependence on the level of truncation is not so profound for model S, as is the case with the other models.
V. SUMMARY AND CONCLUSIONS
A good model for the velocity autocorrelation function can be used not only to predict self-diffusivities, but can also be used to understand the short-time dynamics of molecules. The VACF of a fluid confined in a slit pore exhibits either gas-like or liquid-like behavior depending on the pore densities. The time evolution equation of VACF is expressed in terms of the memory kernel. A formal solution procedure for the memory kernel involves a representation as a continued fraction and truncation at various levels. This method re-FIG. 14. In-plane time-dependent diffusivities obtained by integrating ⌿ xy (t) from the simulations ͑MD͒ are compared with the VACFs predicted by the analytic closure models (nϭ1) for the structured pore. ͑a͒ A one-layer system, *ϭ0.3, H*ϭ2.0. ͑b͒ A low density three-layer system *ϭ0.3, H*ϭ4.0. ͑c͒ An intermediate density three-layer system *ϭ0.5, H*ϭ4.0. ͑d͒ A liquid-like system, *ϭ0.6, H*ϭ4.0. Model S is closest to the simulation results with the exception of ͑b͒, where model G1 is better. Model S predicts the least value of in-plane diffusivity. quires, a priori, the diffusivities as input. An alternative approach based on various analytical closure forms for the memory kernel does not require diffusivities. In a confined system, the molecules do not undergo diffusive motion in the direction normal to the wall; hence, we have modeled the in-plane VACF. From our studies, for all pore widths and densities corresponding to liquid-like VACFs, we see that the truncation models predict an oscillatory behavior for the inplane VACF. The match with the MD results is better at lower densities. All the analytical closure models were used at the first level of closure (nϭ1) while predicting the VACF. However, in-plane diffusivities were obtained for n ϭ0, 1, and 2. Among the analytical closure models we observe that sech is not only able to capture the short-time dynamics very well but is also seen to give the best predictions to the in-plane diffusivities at liquid-like pore densities. In a specific case of an intermediate pore density (H* ϭ4.0, *ϭ0.5, T*ϭ1.2), the agreement of the prediction of sech with the simulations is excellent for the in-plane diffusivity. In this case the memory kernels also are in good agreement. In general at liquid-like densities we observe that the minima in the VACF is captured very accurately by the sech model; however, the model is unable to predict the subsequent plateau regions in the VACF. Predictions of the diffusivities appear to improve for closures at nϭ0 and 2 for the exponential model. At larger pore widths the sech model is seen to capture features in both the in-plane and out-ofplane VACFs. At the lower pore density investigated in this work, where the VACFs are gas-like, the Gaussian form of the closure gives the best performance. Our study indicates that the analytic closure models are able to capture most of the features in confined fluid VACF. Although limited to a few densities, this study reveals that the diffusivities can sometimes be predicted with sufficient accuracy. Similar to the improvements in the theory for high density bulk fluids, any improvements in the analytic closure formalism should attempt to capture the sustained negative correlations in the VACF which are observed at intermediate times for the confined fluid.
