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ABSTRACT
We use the Millennium Galaxy Catalogue (MGC) to study the effect of compact galaxies
on the local field galaxy luminosity function. Here we observationally define as ‘compact’
galaxies that are too small to be reliably distinguished from stars using a standard star-galaxy
separation technique. In particular, we estimate the fraction of galaxies that are misclassified
as stars due to their compactness.
We have spectroscopically identified all objects to BMGC = 20 mag in a 1.14 deg2 sub-
region of the MGC, regardless of morphology. From these data we develop a model of the
high surface brightness incompleteness and estimate that ∼1 per cent of galaxies with BMGC <
20 mag are misclassified as stars, with an upper limit of 2.3 per cent at 95 per cent confidence.
However, since the missing galaxies are preferentially sub-L∗ their effect on the faint end of
the luminosity function is substantially amplified: we find that they contribute ∼6 per cent
to the total luminosity function in the range −17 < MB < −14 mag, which raises the faint
end slope α by 0.03+0.02
−0.01. Their contribution to the total B-band luminosity density is ∼2 per
cent. Roughly half of the missing galaxies have already been recovered through spectroscopy
of morphologically stellar targets selected mainly by colour. We find that the missing galaxies
mostly consist of intrinsically small, blue, star-forming, sub-L∗ objects.
In combination with the recent results of Driver et al. (2005) we have now demonstrated
that the MGC is free from both high and low surface brightness selection bias for giant galax-
ies (MB . −17 mag). Dwarf galaxies, on the other hand, are significantly affected by these
selection effects. To gain a complete view of the dwarf population will require both deeper
and higher resolution surveys.
Key words: surveys – galaxies: statistics – galaxies: fundamental parameters.
1 INTRODUCTION
The idea that galaxies at a given luminosity span a wide range
in surface brightness (SB) and that selection effects might cause
both high and low SB galaxies to be under-represented in the ob-
served galaxy distribution goes back to at least Reaves (1956);
Zwicky (1957); Arp (1965) and Disney (1976). Low SB galaxies
are difficult to detect because of their low contrast against the sky
(Impey & Bothun 1997) while high SB galaxies may be confused
with stars. Previously overlooked types of galaxies have indeed
been uncovered over time, such as the giant low SB galaxy Ma-
lin 1 (Bothun et al. 1987) and several types of blue compact galax-
ies (Zwicky 1966; see Kunth & ¨Ostlin 2000 for a recent review)
⋆ E-mail: jliske@eso.org
at various luminosities and redshifts, including H II galaxies (e.g.
Sargent & Searle 1970; Telles et al. 1997), blue compact dwarfs
(e.g. Thuan & Martin 1981; Cairo´s et al. 2001) and luminous
compact blue galaxies (Phillips et al. 1997; Guzma´n et al. 2003)
which in turn include the compact narrow emission line galaxies
(CNELGs) of Koo et al. (1994, 1995); Guzman et al. (1996, 1998).
Most recently a potentially new class of faint and compact objects,
the so-called ultra compact dwarfs (UCDs), was discovered in the
Fornax (Hilker et al. 1999; Drinkwater et al. 2000, 2003; see also
Mieske, Hilker & Infante 2004), Abell 1689 (Mieske et al. 2004)
and Virgo clusters (Has¸egan et al. 2005).
The extent to which a given survey misses these sorts of
galaxies depends on the survey’s detailed selection limits in the
luminosity–SB plane (LSP). These in turn are determined by the
survey’s apparent magnitude, SB and size limits, i.e. by its depth
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and resolution. Recently, Driver et al. (2005) presented the bivari-
ate brightness distribution of the Millennium Galaxy Catalogue
(MGC; Liske et al. 2003), i.e. the space density of galaxies in the
LSP. They used simulations to determine the MGC’s selection lim-
its and found that the observed galaxy distribution was well sepa-
rated from both the low and high SB selection limits for luminosi-
ties brighter than at leastMB ≈ −18 mag (see their fig. 12). Hence
SB selection effects are not a significant issue in the MGC at these
luminosities (unless the SB distribution of galaxies is bimodal) and
in that sense the bright end of MGC’s luminosity function (LF) is
truly ‘global’. The goal is now to obtain a similarly complete pic-
ture at lower luminosities.
To probe the galaxies beyond the MGC’s low SB limit requires
deeper imaging and spectroscopy on 8-m class telescopes.
In this paper we will instead address the question of what lies
beyond the MGC’s high SB selection limit. In particular, what is the
effect of the compact galaxies beyond this limit on the local field
galaxy LF and what is their contribution to the luminosity density?
To answer these questions we must first understand and quantify
the MGC’s incompleteness due to some compact galaxies having
been misclassified as stars from the imaging data. To this end we
have assembled two datasets:
First, we conducted an all-object spectroscopic survey in the
range 16 6 BMGC < 20 mag over a 1.14 deg2 sub-region of the
MGC, targeting all detected objects in this magnitude range, re-
gardless of classification, morphology, colour or any other proper-
ties. This complete sample will be used to determine the fraction of
galaxies that have been misclassified due to their compact nature.
A few such all-object surveys have been performed previ-
ously: Morton, Krug & Tritton (1985) observed all 606 objects to
B 6 20 mag in a 0.31 deg2 region while Colless et al. (1990,
1991) investigated a random sample of 266 objects in the range
21 6 bJ 6 23.5 mag. Most recently, Drinkwater et al. (2000)
described an ambitious project to observe 14 000 objects with
16.5 6 bJ 6 19.7 mag in a 12 deg2 region centered on the Fornax
cluster, which led to the discovery of 13 compact galaxies behind
the Fornax cluster (mostly CNELG-like objects but also including
four redder, weaker emission line galaxies; Drinkwater et al. 1999)
as well as the UCDs in the cluster itself mentioned above.
Unfortunately, these previous studies cannot be used to re-
liably and quantitatively predict the number of compact galaxies
misclassified as stars by the MGC because they either lack SB
measurements or were performed in a special environment. On the
other hand, many studies concerning the known compact galaxy
populations contain very detailed SB information but they do not
use complete samples, and hence cannot be used to make precise
predictions either.
The second dataset consists of all available spectroscopy of
stellar objects in the range 16 6 BMGC < 20 mag in the full MGC
survey region. We have augmented existing public data (almost ex-
clusively of QSO candidates) with observations of additional stellar
objects. Although these data are incomplete they provide a lower
limit on the frequency of misclassified compact galaxies and help
in the investigation of their properties.
The paper is organised as follows: we describe our data in
Section 2, study the properties of compact galaxies masquerading
as stars in Section 3 and quantify the MGC’s incompleteness due
to misclassification in Section 4. In Section 5 we evaluate the con-
tribution of compact galaxies to the local galaxy luminosity func-
tion and density. Finally, we summarise our findings in Section 6.
We use H0 = 100 h km s−1 Mpc−1, ΩM = 0.3 and ΩΛ = 0.7
throughout.
2 DATA
2.1 The MGC
The Millennium Galaxy Catalogue (MGC; Liske et al. 2003) is
a deep (µLIM = 26 mag arcsec−2, BLIM = 24 mag), wide-field
(37.5 deg2)B-band imaging survey conducted with the Wide Field
Camera on the 2.5-m Isaac Newton Telescope. The survey region is
a 72-deg long, 35-arcmin wide strip along the equator, and is fully
contained within the survey regions of the Sloan Digital Sky Sur-
vey (SDSS; York et al. 2000) and the 2dF Galaxy Redshift Survey
(2dFGRS; Colless et al. 2001).
Details of the observations, reduction, object detection using
SEXTRACTOR (Bertin & Arnouts 1996) and catalogue construc-
tion are given by Liske et al. (2003). As it pertains to the present
investigation we briefly remind the reader of our star/galaxy sepa-
ration procedure for objects with 16 6 BMGC < 20 mag.
As a starting point for classification we used the stellaricity
parameter provided by SEXTRACTOR, which is produced for each
object by an artificial neural network. Its input consists of nine ob-
ject parameters (eight isophotal areas and the peak intensity) and
the seeing. The output consists of a single number, called stellar-
icity, which takes a value of 1 for unresolved objects, 0 for ex-
tended objects and intermediate values in more dubious cases. We
began by classifying all objects with stellaricity > 0.98 as stel-
lar. This is a ‘natural’ value to adopt because the stellaricity dis-
tribution rises sharply from 0.97 to 0.98 (see fig. 9 of Liske et al.
2003). All remaining objects were then inspected visually and clas-
sified as stars, galaxies, asteroids (defined as apparently real objects
without any detectable counterparts in SuperCOSMOS Sky Survey
or SDSS images), or detections due to cosmic rays, satellite trails,
CCD defects, etc.
If an object was found to be incorrectly deblended or if
the object’s parameters were obviously wrong, the object was re-
extracted by manually changing the SEXTRACTOR extraction pa-
rameters until a satisfactory result was achieved. In addition, all
low-quality regions in the survey (e.g. near CCD edges or defects)
were carefully masked out, resulting in an effective survey area of
30.88 deg2.
2.2 Spectroscopy
To obtain spectroscopy for the MGC (BMGC < 20 mag) we first
turned to publicly available data and matched the MGC to the
SDSS Data Release 1 (SDSS-DR1; Abazajian et al. 2003), 2dF-
GRS, 2QZ (Croom et al. 2004) and other smaller surveys. We then
conducted our own redshift survey (MGCz), mainly using the Two
Degree Field (2dF) facility on the Anglo-Australian Telescope (see
Driver et al. 2005 for details). While the primary goal of this cam-
paign was to obtain redshifts for those MGC galaxies without pub-
lic data, we also targeted two other samples:
2.2.1 The all-object sub-region
The first of these additional samples consisted of all objects, irre-
spective of morphology, image classification or colour, in a small
sub-region of the MGC. This all-object sub-region is defined as that
part of the MGC strip which is bounded by 11h49m52.s44 < α <
12h00m08.s45 (J2000), i.e. MGC fields 56–61 (with only partial
coverage of the end fields). The seeing in these fields ranged from
1.05 to 1.25 arcsec with the median at 1.15 arcsec, slightly better
than the survey median of 1.27 arcsec. The effective area of this
c© 2006 RAS, MNRAS 000, 1–19
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Figure 1. MGC postage stamps of the three objects in the all-object region
without a good quality (Qz > 3) spectrum. The labels give the object ID
(upper right), BMGC (upper left) and stellaricity (lower left) for each object.
The image sizes are 33× 33 arcsec2 .
region, after subtraction of the exclusion regions, is 1.1371 deg2
and it contains 1552 objects (and 10 asteroids) in the range 16 6
BMGC < 20 mag. The bright limit is set by the magnitude where
stars begin to flood and the faint limit is that of the main MGCz
galaxy survey.
We have at least one spectrum for each object in this sample
and we give details of the spectroscopic identifications in Table 1.
However, for three objects the quality of the data is too low to allow
an identification or redshift measurement (Qz = 2, see Driver et al.
2005). Hence the overall spectroscopic completeness is 99.8 per
cent. The three objects without good quality spectra are shown in
Fig. 1. For two of these (MGC27582 and MGC95504) there is no
possibility of misclassification: they are clearly low SB galaxies
and we will treat them as confirmed galaxies in the rest of the paper.
In contrast, the third object, MGC25828 (J115340.51
+001407.9), is unresolved (stellaricity = 0.99) and hence could
be a misclassified galaxy. Since the number of such objects is small
(cf. Table 1) even a single additional case would make a significant
difference to our incompleteness estimates. Hence we take a closer
look at this object in the following.
We have three independent 2dF spectra for MGC25828, one
of which was contributed by the 2QZ (who could not identify it
either), and these are shown in Fig. 2. Even though a high signal-
to-noise continuum is common to all three spectra (S/N ≈ 12) we
were nevertheless unable to confidently identify this object because
of the lack of emission and absorption features. A broad ‘bump’
near 4040 A˚ is only evident in the bottom two spectra while the top
spectrum shows two broad bumps at 5025 and 6185 A˚. If this vari-
ation is real, i.e. due to object variability and not some instrumental
effect, then the object must vary on the timescale of one day (time
difference between the top two spectra), while the similarity be-
tween the bottom two spectra (which were taken three years apart)
must then be coincidental.
A strong optical continuum with no or only weak broad emis-
sion lines, and variability on the timescale of days are characteris-
tics of blazars (e.g. Wagner & Witzel 1995). Indeed, if we interpret
the broad bumps above as weak emission lines then they could pos-
sibly be identified as Lyα, C IV and C III] at z ≈ 2.24 (cf. Fig. 2).
The possible identification of MGC25828 as a blazar is fur-
ther supported by two facts: (i) The object has AGN-like colours
as evidenced by its selection as a target by both the 2QZ and the
SDSS QSO survey (who have not yet observed it). (ii) Accord-
ing to the SuperCOSMOS Sky Survey (Hambly et al. 2001) and
USNO-B (Monet et al. 2003) catalogues this object has no signifi-
cant proper motion. Hence it is not surprising that MGC25828 sat-
isfies the Londish et al. (2002) selection criteria for BL Lac candi-
dates in the 2QZ (even though it is missing from their published list
of candidates; Londish, priv. comm.).
Figure 2. Three independent 2dF spectra of the possible blazar MGC25828.
The top two spectra are from MGCz, while the bottom spectrum was ob-
tained by the 2QZ. None of them are flux-calibrated. Each panel shows the
object, mean sky and error spectra. The purpose of the sky spectra is to
indicate the positions of strong sky lines and they have been scaled arbitrar-
ily. The UT date of observation is also shown in each panel. The vertical
dashed lines indicate the positions of prominent broad QSO emission lines
at z = 2.24 (top panel) and stellar absorption features at z = 0 (bottom
panel).
Table 1. Spectroscopic identifications of the complete sample of objects in
the all-object region (16 6BMGC < 20 mag).
Description Number
Galaxies 444
MCsa 3
Stars 1083
QSOs 21
Unidentified (blazar or WD) 1
Total 1552
aSpectroscopically identified galaxies
which had been morphologically misclassi-
fied as stars.
On the other hand we do not observe any broad-band photo-
metric variability. Comparing the object’s brightness in the SDSS
and MGC images, which were taken one year apart, we find a dif-
ference of only 0.07 mag (see Cross et al. 2004 for the filter con-
version). Also, the object does not appear to be a strong radio or
X-ray source since it is not listed in either the FIRST or ROSAT
All-Sky Survey (RASS) catalogues.
The lack of stellar absorption features in the spectrum of
MGC25828 (cf. bottom panel of Fig. 2) means that this object could
also be a DC white dwarf (e.g. Wesemael et al. 1993). However, it
also implies that the observed continuum is unlikely to be due to
a stellar population and so we can discard the possibility that this
c© 2006 RAS, MNRAS 000, 1–19
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Figure 3. Colour–colour plot using SDSS-DR1 PSF magnitudes showing
our colour selection of targets for additional observations of morphologi-
cally stellar objects outside of the all-object region. Black points and blue
crosses show MGC stars and QSOs with 18 6 BMGC < 20 mag respec-
tively. We define the band between the solid lines as the ‘stellar locus’ in
this colour–colour space. Green dots show a random sample of 300 galaxies
in the same magnitude range. Note that PSF magnitudes are physically not
very meaningful for extended objects; we only wish to indicate the degree
of separation between stars and galaxies in this space. Red dots show all 65
spectroscopically identified galaxies in the MGC which had been morpho-
logically misclassified as stars (MCs).
object is a galaxy. We are therefore reasonably certain to have iden-
tified all galaxies in the all-object region (within our magnitude
limits).
2.2.2 Additional spectroscopy of stellar objects
Apart from the main galaxy survey and the all-object region, we
also observed a third sample of targets when 2dF fibres were avail-
able. The target list for this sample comprised: (i) all morphologi-
cally stellar objects with 18 6 BMGC < 20 mag that lie away from
the stellar locus in (u− g)–(g− z) colour–colour space, where the
‘stellar locus’ is defined in Fig. 3; (ii) a random subset of stellar
objects that lie in the stellar locus (18 6 BMGC < 20 mag); (iii)
stellar objects morphologically classified as galaxies by the SDSS-
DR1 (16 6 BMGC < 20 mag). Objects were only targeted if they
had not been observed previously by other surveys. Merging the
incomplete observations of this target list with publicly available
data yields 3223 secure identifications of morphologically stellar
objects outside of the all-object region, 65 per cent of which were
supplied by MGCz. Details are given in Table 2. The relatively high
discovery rate of misclassified galaxies compared to the previous
Section is presumably due to the colour selection. However, this
sample is in no way complete. Since more than one survey has sig-
nificantly contributed to this sample and since the magnitude lim-
its, colour selection techniques and incompleteness levels of these
surveys are different, it is very difficult to reliably construct its se-
lection function. For example, we expect the spectroscopic com-
pleteness to the left of the stellar band in Fig. 3 to be very different
from that within the band because of the MGCz colour selection.
Table 2. Additional spectroscopic identifications of morphologically stellar
objects outside of the all-object region (16 6BMGC < 20 mag).
Description Number
MCsa 62
Stars 2625
QSOs 536
Total 3223
aAs in Table 1.
However, even the space to the left will not be sampled homoge-
neously because of the colour selection of the 2QZ and SDSS QSO
surveys. Simply ignoring these additional data does not help either
because we specifically excluded objects already observed by these
surveys from MGCz observations.
In Section 4.3 we will ignore these complications and apply
a rudimentary incompleteness correction to this sample based on
the selection function of the MGCz observations. In any case, at
the very least this sample provides an indication of the properties
of misclassified compact galaxies as well as a lower limit on their
incidence.
3 PROPERTIES OF MISCLASSIFIED COMPACT
GALAXIES
In total we have spectroscopically identified 65 compact galaxies
(cf. Tables 1 and 2) that had been morphologically misclassified
as stars from the imaging data (using the procedure described in
Section 2.1). In the following we will refer to these objects as mis-
classified compact galaxies (MCs). We illustrate their morphologi-
cal similarity to stars in Fig. 4, where we show a selection of their
MGC images alongside the images of two stars. In Fig. 5 we com-
pare their stellaricity values to the stellaricity distributions of stellar
objects and non-misclassified galaxies.
In this Section we will investigate the properties of these 65
MCs in order to understand what types of galaxies are being missed
due to misclassification. However, since these 65 MCs make up
only about one half of the total number of MCs expected in the
MGC (see Section 4) it is in principle possible that their properties
are not fully representative of all MCs in general. Nevertheless,
they provide a good indication of the types of objects that may be
missed.
3.1 Spectral properties
Only five of the 65 MCs are absorption line galaxies and we show
three example spectra in Fig. 6(a)–(c). Three of the absorption line
MCs (MGC10809, MGC17413 and MGC34647) appear to be E+A
galaxies (Dressler & Gunn 1983) since they have strong Balmer ab-
sorption with an Hδ rest equivalent width (EW) of > 5 A˚ superim-
posed on an elliptical galaxy spectrum. Although MGC10809 pos-
sibly has a weak [O II] λ3727 emission line (cf. Fig. 6b), its EW is
< 2.5 A˚ and hence all three objects satisfy commonly used criteria
to define E+A galaxies (e.g. Goto 2005).
Note also the unusual spectrum of MGC26040 (Fig. 6c). It has
a very weak 4000 A˚ break (D4000 = 1.28) and a blue, AGN-like
(u− g) colour (cf. Section 3.2). It is also a radio and X-ray source,
c© 2006 RAS, MNRAS 000, 1–19
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Figure 4. Right: MGC postage stamps of a sample of ten misclassified compact galaxies (MCs). Left: Images of two stars for comparison. Labels and image
sizes are as in Fig. 1.
Figure 5. Stellaricity distributions of spectroscopically confirmed stars and
QSOs (open red histogram), galaxies (hashed) and misclassified compact
galaxies (MCs, solid blue).
with detections in FIRST, NVSS and RASS. Based on these prop-
erties Schwope et al. (2000) and Anderson et al. (2003) indepen-
dently classified MGC26040 as a probable BL Lac. This object also
erroneously appears in the SDSS QSO catalogue of Schneider et al.
(2003). Erroneously because Schneider et al. required a spectrum
to show at least one broad emission line for the object to be in-
cluded in the catalogue, and stressed that BL Lac objects were not
included. Indeed, the object has been excised from the most recent
version of the SDSS QSO catalogue (Schneider et al. 2005).
The spectra of 60 of our 65 MCs show nebular emission lines.
The EUV photons that ionize the emitting gas may be provided
by either hot massive stars from recent or ongoing star forma-
tion or by the non-thermal continuum of an active galactic nucleus
(AGN) or both. In principle, the emission line spectrum is quite
sensitive to the hardness of the ionizing radiation and hence emis-
sion line ratio diagrams are frequently used to distinguish between
star-forming or H II region-like galaxies and narrow-lined (i.e. type
2) AGN, such as Seyfert 2 galaxies and low-ionization nuclear
emission regions (LINERs). These line ratio diagnostics were pio-
neered by Baldwin, Phillips & Terlevich (1981) and further refined
by Veilleux & Osterbrock (1987).
To construct an [O III]/Hβ versus [N II]/Hα line ratio diagram
we have measured the line fluxes of the 60 emission line MCs by
first subtracting a locally fitted continuum and then fitting one or
more gaussians as required. The Hα-[N II] complex was fitted with
at least three components where the [N II] λλ6548,6584 doublet
was constrained to have the same width and redshift and a flux ratio
of 1:3. For two galaxies we were able to improve the fit by adding a
weak broad component in Hα and Hβ while five galaxies required
a weak broad component in Hα only, indicative of Seyfert 1.8 and
1.9 galaxies respectively. Hence we classify these seven objects as
AGN and collectively refer to them as type 1.x AGN. Two example
spectra are shown in Fig. 6(d)–(e).
In Fig. 7 we show the resulting line ratios for 44 of the 60
emission line MCs. The other 16 MCs are excluded from this plot
because either their spectra do not cover Hα (11 cases) or at least
one of the four lines could not be detected with reasonable S/N (4
cases). Finally, one object was excluded because both the Hα and
[O III] λ5007 lines appeared to be saturated.
The dashed line in Fig. 7 is the empirical upper envelope
of star-forming galaxies found by Kauffmann et al. (2003a) and
the solid line shows the theoretical upper limit for the location of
pure starbursting galaxies in this diagram derived by Kewley et al.
(2001). A number of galaxies lie between these lines and it is clear
that it is not possible to perfectly separate star-forming galaxies
from type 2 AGN. The reason is of course that nuclear activity and
star-formation are not mutually exclusive phenomena and an ob-
ject’s emission lines may contain contributions from both. It is well
known that star-formation may affect the line ratios not only of the
lower luminosity LINERs (e.g. Ho et al. 1993) but also of the more
powerful Seyfert 2s (e.g. Cid Fernandes et al. 2001).
Hence we follow Brinchmann et al. (2004) and divide our
MCs into three groups: we label objects below the dashed line in
Fig. 7 as star-forming galaxies (24 objects, green dots), those above
the solid line as type 2 AGN (4 objects, red dots) and those in-
between as composites (9 objects, orange dots). In Fig. 6(f)–(k) we
show example type 2, composite and star-forming spectra.
We caution the reader that the above terminology is somewhat
misleading because it suggests that all star-formation/AGN over-
lap is limited to the composite objects. That is not the case: we
plot in Fig. 7 as red triangles the narrow components of the seven
galaxies already identified as AGN by the presence of broad com-
ponents. One of these objects lies below the Kauffmann et al. line,
demonstrating that even objects labelled as ‘star-forming’ above
may in fact contain an AGN (see also Simpson 2005). Similarly,
c© 2006 RAS, MNRAS 000, 1–19
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Figure 6. Rest-frame spectra of ten MCs representative of the various spec-
tal classifications. We show the object, error and mean sky spectra (where
available) which have been scaled arbitrarily. Only SDSS spectra are flux
calibrated. The vertical dashed lines mark the locations of common nebu-
lar emission and stellar absorption features. (a) Absorption line galaxy. (b)
Example E+A galaxy. (c) BL Lac. (d)–(e) Example MCs requiring a broad
emission line component at least in Hα. (f)–(k) Example MCs classified as
type 2 AGN, composite or star-forming galaxies on the basis of Fig. 7.
Figure 7. Emission line ratio diagnostic diagram used to classify emis-
sion line MCs. The dashed line shows the observed upper boundary of
star-forming galaxies (Kauffmann et al. 2003a) while the solid line gives
the theoretical upper limit for starbursts (Kewley et al. 2001). Accordingly,
green dots mark star-forming galaxies, red dots denote type 2 AGN and or-
ange dots show composites. Red triangles show the type 1.x AGN, using
only their narrow line components.
a significant fraction of bona fide Seyfert 2s are known to contain
a young stellar population (e.g. Storchi-Bergmann et al. 2000) and
Brinchmann et al. (2004) estimated that nearly 5 per cent of the to-
tal star formation rate density at z ∼ 0.1 occurs in the host galaxies
of type 2 AGN.
In addition, two further caveats apply to our classifications
based on our emission line measurements: (i) Our 2dF spectra
(from 2dFGRS and MGCz) are not flux calibrated. However, since
the members of each line pair are quite close in wavelength we do
not expect the flux calibration to have a large impact on the line
ratios. (ii) We do not account for the underlying stellar Balmer ab-
sorption. Neglecting this absorption pushes galaxies in Fig. 7 to-
ward the AGN regime. To assess the severity of this problem we
compare our line ratio measurements to those of Tremonti et al.
(2004) who carefully modelled and subtracted the stellar contin-
uum (including the Balmer absorption) before emission line fitting.
Eight of our objects in Fig. 7 were also in Tremonti et al.’s sample,
but six of the 16 line ratio measurements cannot be compared to
ours because of our use of a broad component. For the rest we find
that Tremonti et al.’s ratios are smaller than ours by less than 0.05
dex in five cases, by 0.07 dex in one case, and by ∼0.2 dex in four
cases. From Fig. 7 we can see that a shift of the latter magnitude
would change the classification of three of the type 2 objects and of
most of the composites.
Of the 11 MCs whose spectra do not cover Hαwe find that six
show evidence of a broad component in Hβ and we add these six
objects to the type 1.x AGN class. One further object (MGC21061)
has an [O III]/Hβ ratio of 1.4, placing it firmly in the AGN regime
of Fig. 7 irrespective of its unknown [N II]/Hα ratio. In fact this
object shows broad Mg II emission and so we also classify it as a
type 1.x AGN.
This leaves a total of nine emission line objects which we are
unable to classify because at least one pair of emission lines is un-
available for various reasons. However, two of these objects appear
to be almost exact superpositions of a small, faint galaxy and a
foreground star, since they both show clear evidence of stellar ab-
sorption lines at z = 0 in addition to redshifted emission lines.
c© 2006 RAS, MNRAS 000, 1–19
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Table 3. Properties of all known 65 MCs in the MGC.
ID z Ma
BMGC
Rbe (u− g)
c
0 (g − z)
c
0 log
[O III]
Hβ
log [N II]
Hα
d
Classe Commentsf
Absorption line objects:
MGC48184 J133616.13+000726.3 0.1461 −19.04 1.24 1.81 1.27
MGC10809 J104329.26+001205.1 0.1326 −20.18 1.07 1.72 0.95 E+A DR1: gal
MGC17413 J111146.63+000017.9 0.1104 −19.34 0.99 1.66 1.05 E+A DR1: gal
MGC34647 J123243.45−000453.8 0.1875 −19.98 0.75 1.77 0.70 E+A
MGC26040 J115404.55−001009.8 0.2535 −20.76 1.05 0.35 1.03 BL Lac Sw, A: BL Lac; RASS; FIRST; DR1: gal; in all-object region
Emission line objects:
MGC00704 J100140.13−000123.2 0.3497 −20.72 1.93 0.49 0.96 0.53 −0.19 t1.x AGN bc Hα; S; DR1: gal
MGC03855 J101326.04−000136.4 0.2555 −20.13 1.84 1.00 1.74 1.18 — t1.x AGN bc Hβ; RASS; FIRST
MGC16803 J111011.90+000352.7 0.2177 −19.37 1.63 0.29 1.26 0.77 −0.28 t1.x AGN bc Hα; A: broad-line AGN; RASS; DR1: QSO
MGC20403 J112525.59−000301.5 0.3596 −20.83 1.87 0.28 0.95 0.67 — t1.x AGN bc Hβ
MGC21061 J112753.52+000518.0 0.4596 −21.75 2.96 0.36 1.00 1.36 — t1.x AGN bc Mg II; S; FIRST; DR1: gal
MGC29999 J121040.15−000315.5 0.3016 −20.17 2.63 0.36 1.40 — t1.x AGN? bad sky near Hβ; bc Hβ?
MGC32112 J122102.95−000733.3 0.3662 −21.46 1.55 0.62 0.94 0.14 −0.52 t1.x AGN bc Hα,Hβ; S; A,W: NLSy1; RASS; FIRST; DR1: gal; 2QZ: NELG
MGC33386 J122804.66−000506.7 0.3190 −20.78 — 0.14 0.83 0.36 — t1.x AGN bc Hβ; 2QZ: QSO
MGC35898 J123840.24−000744.0 0.2046 −19.64 1.87 0.45 0.34 0.43 0.12 t1.x AGN bc Hα; K: LINER; FIRST; DR1: gal
MGC41402 J130611.20−000932.7 0.3925 −20.92 2.40 0.38 1.35 0.45 0.05 t1.x AGN bc Hα, Mg II; S; DV: variable; DR1: QSO
MGC55396 J140434.62−000800.1 0.3034 −20.30 2.55 0.42 0.99 0.40 −0.31 t1.x AGN bc Hα; K: LINER; DR1: gal; 2QZ: NELG
MGC57877 J141207.92+000325.3 0.2344 −20.05 1.39 0.47 0.82 1.04 — t1.x AGN bc Hβ
MGC61874 J142631.76−000249.8 0.2928 −20.19 2.22 0.14 1.04 — t1.x AGN bad sky near [O III]; bc Hβ; 2QZ: NELG
MGC67450 J144413.26+001118.4 0.2067 −20.11 2.45 0.47 1.12 1.10 −0.32 t1.x AGN bc Hα,Hβ
MGC27848 J120118.84−000654.6 0.1818 −19.86 1.36 1.03 0.61 0.53 −0.36 t2 AGN
MGC28852 J120450.47−001159.5 0.1196 −18.46 0.92 0.74 0.72 0.64 −0.42 t2 AGN
MGC32111 J122217.54−000744.1 0.1714 −20.26 2.50 1.79 1.16 1.14 −0.53 t2 AGN Ka; FIRST; DR1: gal
MGC63901 J143053.30−000917.5 0.1231 −19.89 1.77 0.87 0.64 0.90 −0.80 t2 AGN FIRST
MGC02455 J100702.72−000937.2 0.0666 −17.34 0.93 1.07 0.90 0.59 −0.78 C
MGC20976 J112754.40−001341.7 0.0491 −16.28 0.42 1.03 0.71 0.33 −0.53 C
MGC21348 J113005.55−001001.7 0.0684 −17.07 0.68 0.93 0.88 0.37 −0.58 C
MGC22397 J113626.84+000456.7 0.1338 −18.66 0.86 0.90 0.52 −0.06 −0.38 C 2QZ: NELG
MGC27012 J115741.37−001332.7 0.0851 −17.76 0.84 1.16 0.87 0.49 −0.47 C in all-object region
MGC34229 J123121.18−000647.2 0.0793 −17.10 0.73 1.14 0.65 0.36 −0.47 C
MGC54685 J140108.42−000030.4 0.1117 −18.13 0.93 1.06 0.76 0.23 −0.44 C
MGC56265 J140726.91+001154.1 0.1756 −19.92 1.60 1.20 0.74 0.11 −0.38 C
MGC96267 J111523.85+000622.5 0.0277 −14.65 0.46 0.64 0.81 0.37 −0.52 C
MGC04637 J101532.73−001337.6 0.0943 −18.10 1.40 1.30 1.03 −0.34 −0.58 SF
MGC12192 J104947.47+001423.1 0.1215 −18.56 0.99 1.21 0.93 −0.20 −0.41 SF
MGC14297 J105917.28+001232.8 0.1993 −20.24 2.32 1.22 0.63 −0.15 −0.50 SF
MGC15183 J110403.13+000644.0 0.0760 −17.74 0.89 0.80 0.51 0.40 −0.72 SF
MGC16641 J111014.20−000022.9 0.0919 −17.89 0.81 0.63 0.50 0.11 −0.67 SF DR1: gal
MGC22174 J113423.54−001444.1 0.0770 −17.28 0.61 0.82 0.78 0.39 −0.82 SF
MGC23590 J114130.16−000433.5 0.1107 −17.90 1.27 0.82 0.56 0.22 −0.65 SF
MGC26871 J115821.52−000520.6 0.0799 −17.51 0.77 1.06 0.77 0.34 −0.61 SF RASS; in all-object region
MGC27394 J120013.37−000747.7 0.0614 −16.56 0.35 0.86 0.50 0.60 −1.01 SF
MGC27446 J120016.76−001119.0 0.0807 −17.81 0.92 1.05 0.75 0.20 −0.54 SF
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Table 3 – continued
ID z Ma
BMGC
Rbe (u− g)
c
0 (g − z)
c
0 log
[O III]
Hβ
log [N II]
Hα
d
Classe Commentsf
MGC27813 J120141.90−000502.8 0.0829 −17.69 0.51 1.07 0.71 −0.20 −0.42 SF
MGC31360 J121830.69−001117.2 0.0849 −18.07 0.68 0.89 0.58 0.15 −0.67 SF DR1: gal
MGC31370 J121754.42−001147.8 0.0708 −16.87 0.44 0.76 0.83 −0.30 −0.41 SF
MGC33857 J123007.02−001123.4 0.0905 −17.62 0.64 1.19 1.03 −0.21 −0.64 SF
MGC35989 J124032.96−001402.7 0.1646 −19.25 1.35 0.54 0.04 0.62 −1.04 SF 2QZ: NELG
MGC47144 J133229.12+001425.2 0.0804 −17.18 0.40 0.94 0.55 0.23 −0.70 SF
MGC52270 J135230.99+000345.7 0.0833 −17.55 0.67 1.00 0.69 0.30 −0.79 SF 2QZ: NELG
MGC57241 J140846.88−001243.5 0.0950 −17.73 0.91 0.91 0.49 0.46 −1.11 SF
MGC60772 J142229.09−000812.6 0.0543 −16.21 0.45 0.84 0.75 0.35 −0.82 SF
MGC64370 J143243.74−000105.8 0.1303 −18.48 0.88 0.77 0.35 0.37 −0.81 SF
MGC65997 J143754.03−001527.0 0.1400 −18.51 1.24 0.78 0.52 0.06 −0.72 SF
MGC67179 J144048.09−000858.1 0.1212 −18.61 1.01 0.57 0.21 0.55 −0.89 SF
MGC95276 J105526.00−000501.8 0.1081 −19.03 1.57 1.14 1.09 0.25 −0.60 SF
MGC96202 J101416.19+001133.4 0.0713 −18.40 0.87 1.20 0.92 −0.21 −0.42 SF
MGC00145 J095931.46−000013.3 0.2152 −19.64 1.33 1.01 0.59 0.16 —
MGC34325 J123100.44+000402.0 0.4633 −21.14 2.61 0.85 0.20 0.36 — t1.x AGN? 2QZ: NELG
MGC11178 J104353.73−001419.0 0.1005 −18.41 1.65 1.24 0.91 weak emission lines
MGC14790 J110156.38−000001.8 0.0733 −17.03 0.53 1.50 1.20 weak emission lines
MGC17184 J111122.09−000636.9 0.1231 −18.36 1.12 1.26 0.82 −0.46 weak emission lines
MGC35480 J123642.47−000946.6 0.0722 −16.97 0.43 0.72 −0.50 Hα,[O III] saturated; 2QZ: NELG
MGC52589 J135243.21−000017.3 0.1589 −19.64 1.12 0.91 0.65 −0.14 Hα in telluric line
MGC20168 J112428.81+000321.7 0.3283 −20.71 1.26 2.19 0.56 0.50 — star+gal
MGC28037 J120107.34−001639.4 0.2056 −20.50 1.23 1.25 0.14 — star+gal weak Hβ
aAbsolute magnitude using h100 = 1, ΩM = 0.3, ΩΛ = 0.7. For the BL Lac and type 1.x objects we assume a power-law spectral shape and hence a K-correction of
K(z) = −(α+ 1) 2.5 log(1 + z), where α = −0.5. For all other objects we use the K-corrections of Driver et al. (2005, section 3.2).
bPhysical half-light radius in units of h−1 kpc, where the observed apparent half-light radius, re, has been seeing-corrected using r20 = r2e − 0.32 Γ2 (Driver et al. 2005,
Appendix A), where Γ is the seeing FWHM. A ‘—’ indicates objects with re < 0.6Γ.
cRest-frame colours using SDSS-DR1 PSF magnitudes for the BL Lac and type 1.x objects, and model magnitudes for all others. K-corrections as above.
dA ‘—’ indicates that the Hα-[N II] complex is not covered.
eSF = star-forming galaxy; C = star-forming/AGN composite; star+gal = superposition of a star and a galaxy.
f bc = broad component; A = Anderson et al. (2003); DV = de Vries et al. (2003); K = Kniazev et al. (2004); Ka = Kauffmann et al. (2003a); S = Schneider et al. (2005); Sw =
Schwope et al. (2000); W = Williams et al. (2002); RASS = ROSAT All-Sky Survey (Voges et al. 1999, 2000); FIRST = White et al. (1997).
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We summarise our line ratio measurements and classifications in
columns 7–9 of Table 3. Finally we note that several of the MCs
classified as AGN have been previously classified by other authors
or have been detected in X-ray or radio surveys (see the last col-
umn of Table 3). These findings broadly support our AGN identifi-
cations.
3.2 Colours
In Fig. 8 we compare the MCs to the general MGC galaxy and
QSO populations in the rest-frame (u−g)0–(g−z)0 colour–colour
plane. In this comparison we use SDSS-DR1 PSF magnitudes for
QSOs and for those MCs classified as type 1.x AGN or BL Lac,
while we use model magnitudes for all other objects. For galaxies
we also use the individual K-corrections derived by Driver et al.
(2005). However, these will be inappropriate for those MCs whose
broad-band fluxes are likely to be strongly contaminated by an
AGN continuum (the type 1.x and BL Lac objects). For these ob-
jects and for QSOs in general we use a crude K-correction assum-
ing a power-law spectral shape with index α = −0.5 (Francis
1993). This correction does not account for the effects of broad
emission lines which can contribute substantially to the flux in a
given band. In fact, when considering colours this procedure is of
course equivalent to applying no K-correction at all. The MCs’
rest-frame colours are listed in columns 5 and 6 of Table 3.
The galaxy distribution in Fig. 8 (small grey points) shows
the well-known division between a red (≈ early-type) and a blue
(≈ late-type) population (e.g. Baldry et al. 2004), while the QSOs
(crosses) exhibit their characteristic UV excess. We note that low-z
QSOs (red crosses) are somewhat redder in (g − z)0 than the bulk
of QSOs at higher redshifts (cyan crosses) due to Hα falling in the
z-band and, presumably, contamination from the host galaxies (see
also Richards et al. 2001).
The redshift range of the low-z QSOs was chosen to coincide
with that of the type 1.x AGN (i.e. 0.2 < z < 0.46) and indeed
we find that their colours are matched by the BL Lac (blue square)
and by 12 out of 14 of our type 1.x AGN (red triangles). This indi-
cates that the broad-band UV-visual fluxes of these MCs are indeed
dominated by an AGN continuum and not by starlight, supporting
our identification of these objects as AGN based on their emission
lines.
One type 1.x (MGC35898) is somewhat bluer in (g−z)0 than
the rest, which is probably due to vigorous star-formation activity
which is indicated by strong, narrow high order Balmer line emis-
sion (cf. Fig. 6e). In contrast, the 14th type 1.x (MGC03855) is
significantly redder in both colours. However, it is both an X-ray
and radio source and so its identification as an AGN is reasonably
secure. This object may well be reddened by dust in the host galaxy
(Richards et al. 2003).
In contrast to type 1.x objects, the AGN contribu-
tion to the continua of type 2 objects is extremely small
(Kauffmann et al. 2003a), even in their nuclear regions
(Schmitt, Storchi-Bergmann & Fernandes 1999), and hence
their broad-band colours are expected to be dominated by their
host galaxies. Indeed, the colours of our four type 2 objects (red
dots) are quite different from those of the QSOs but are consistent
with normal galaxies.
In a broad-brush sense the properties of the host galaxies of
type 2 AGN are known to depend on the AGN’s [O III] λ5007 lu-
minosity (Kauffmann et al. 2003a). For example, the mean stellar
ages (as measured by D4000 and the Hδ EW) of the hosts of low-
luminosity AGN are similar to those of normal early-type galax-
Figure 8. Rest-frame colour–colour plot of all 65 MCs and the general
MGC galaxy and QSO populations as indicated. Abbreviations are those
of Table 3. ‘abs.l.’ and ‘em.l.’ refer to absorption and emission line objects
without further classification. ‘low-z QSOs’ refers to QSOs in the same
redshift range as type 1.x AGN, i.e. 0.2 < z < 0.46. Star/galaxy super-
positions are shown with and without K-corrections (open and solid brown
squares respectively). We use SDSS-DR1 PSF magnitudes for QSOs, type
1.x AGN and the BL Lac, and model magnitudes for all other objects. The
dashed lines show the (observed-frame) ‘stellar locus’ defined in Fig. 3.
ies, while high-luminosity AGN reside in hosts with younger stel-
lar populations, similar to those of normal late-type galaxies. This
would explain why we observe both red and blue type 2 objects. To
check whether our objects are consistent with the above trend we
need to measure their [O III] luminosities. Unfortunately, only the
red object’s spectrum (MGC32111) is flux calibrated: it turns out to
be of intermediate luminosity (L[O III] = 107.74L⊙) which is how-
ever low enough for the D4000 and Hδ EW distributions of type
2s (cf. fig. 12 of Kauffmann et al.) to still overlap comfortably with
the ranges typical for normal early-type galaxies (D4000 > 1.7
and Hδ EW < 1 A˚). The strength of our object’s 4000 A˚ break
(D4000 = 1.7) does indeed fall in this overlap region and indicates
the presence of an old stellar population, but its Hδ EW (= 1.9 A˚)
is somewhat too high for normal early-types. In fact, MGC32111 is
displaced from Kauffmann et al.’s (2003b) well-defined D4000–Hδ
relation. This occurs frequently for type 2s and may be interpreted
as a sign of a significant burst of star-formation in the past two Gyr
(Kauffmann et al. 2003a).
An old, evolved stellar population together with a signifi-
cant, truncated two-Gyr-old starburst has also been invoked by
Balogh et al. (2005) to explain the (r−K) and (u− g) colours of
E+A galaxies, and so it is perhaps not surprising that MGC32111
and our three E+As (blue dots) are found in a similar region of
Fig. 8. In this scenario a galaxy in the red locus in Fig. 8 is moved
down and to the left onto the blue sequence by a burst of star-
formation. After the burst’s truncation the galaxy’s UV-blue colour
reddens again quite rapidly while redder colours evolve much more
slowly, leaving the galaxy below the red locus in Fig. 8. We note
that our E+As’ (u− g) colours are indeed identical to those found
by Balogh et al. (2005).
The only MC that is a normal absorption line galaxy (blue
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triangle, cf. Fig. 6a) lies among the general red galaxy population
as expected.
The MCs identified as star-forming (green dots) or composite
(orange dots) in the previous Section occupy the blue half of the
general blue galaxy sequence. The star-forming MCs extend to its
very blue tip. The three objects furthest along the sequence all show
higher order Balmer lines (e.g. MGC35989, see Fig. 6k), indicative
of strong star-formation activity.
Notice the odd locations in Fig. 8 of the two likely star/galaxy
superpositions (open brown squares). These are not too surprising:
if the broad-band fluxes of these objects are dominated by the stars
rather than the galaxies then their K-corrections are meaningless.
Indeed, the objects’ observed-frame colours (solid brown squares)
place them squarely in the centre of the stellar locus (dashed lines,
cf. also Fig. 3).
The unclassified emission line objects (brown dots) mostly lie
along the general blue sequence. The reddest three objects are also
those with the weakest emission lines while the object near the tip
of the blue sequence (MGC34325) again shows high order Balmer
lines. However, we have re-plotted Fig. 8 using PSF magnitudes
and QSO K-corrections for the unclassified objects to see whether
any would lie among the low-z QSOs. This was indeed the case
for MGC34325 and so this object could also be a type 1.x AGN.
Finally, the object at (g − z)0 = −0.5 is the one with saturated
Hα and [O III] λ5007. It also shows very strong high order Balmer
lines and may hence be undergoing an extreme starbursting phase.
3.3 Redshifts, luminosities and sizes
In Fig. 9 we show the distribution of the MCs in the absolute
magnitude–redshift plane, along with the rest of the MGC galaxy
population. To calculate the absolute magnitudes we use the same
K-corrections as in the previous Section and we list the MCs’ red-
shifts and magnitudes in columns 2 and 3 of Table 3.
The MCs appear to be segregated in the MB-z plane accord-
ing to their type: star-forming and composite objects mostly lie
along the faint magnitude limit at low redshifts, while the type 1.x
AGN all lie at z > 0.2 and correspondingly brighter magnitudes. In
fact, the only other MCs at z > 0.2 are the BL Lac, the star/galaxy
superpositions and two unidentified emission line objects. One of
these lies at z ≈ 0.2 and the other is MGC34325 (at z = 0.46)
which was already suspected of being a type 1.x in the previous
Section. Assuming that MGC34325 is indeed a type 1.x, we find
that all MCs whose continua are not dominated by starlight lie at
z > 0.2 and MB < −19.3 mag, while the ‘real’ galaxies among
the MCs all lie at z < 0.22 and MB > −20.3 mag, so that there is
almost no overlap between the two groups. In particular, this pro-
duces a pronounced bimodality in the MCs’ magnitude distribution.
From now on we will generically refer to these two groups as ‘real’
and ‘AGN-dominated’ MCs (47 and 18 objects respectively, where
the latter group also contains the star/galaxy superpositions).
So why are ‘real’ and ‘AGN-dominated’ MCs distributed so
differently? And why are both groups distributed differently from
the general MGC galaxy population?
For the ‘AGN-dominated’ MCs two obvious explanations
come to mind. (i) It is well-known that the frequency of nuclear ac-
tivity decreases with decreasing redshift (e.g. Croom et al. 2004).
This is also seen in the MGC where the density of QSOs falls
off rapidly towards lower z. (ii) The frequency of nuclear activity
might also decrease with luminosity or size. In this case the hosts of
the low-z counterparts of our type 1.x would probably be resolved
and so they would not be selected as MCs. To test this explana-
Figure 9. Absolute magnitude vs. redshift for all 65 MCs and the general
MGC galaxy and QSO populations. Symbols are as in Fig. 8. The solid lines
show the bright and faint apparent magnitude limits of the MGC (using
the maximum and minimum K-correction respectively) while the dashed
line marks the approximate bright magnitude limit of MCs (= 18 mag,
cf. Section 2.2.2). The green and red lines show the limits of the regions
occupied by the ‘real’ and ‘AGN-dominated’ MCs respectively. The side
panels show the projected normalised distributions for the MCs (solid lines)
and for the general MGC galaxy population (grey shaded histograms).
tion we would have to fit the emission lines of all resolved MGC
galaxies. However, from Fig. 8 it is already clear that only very few
resolved galaxies with QSO-like colours exist.
To understand the distribution of the ‘real’ MCs it is helpful to
consider their magnitude and size selection limits simultaneously.
In Fig. 10 we show the ‘real’ MCs along with the rest of the MGC in
the physical size–absolute magnitude plane. To be able to compare
the sizes with each other, especially in the case of small galaxies,
we have applied the seeing correction of Driver et al. (2005). The
MCs’ sizes are listed in column 4 of Table 3.
First of all we notice the luminosity–size relation of galaxies:
fainter galaxies tend to be smaller than brighter ones. This already
explains why in Fig. 9 the ‘real’ MCs are mostly found near the
faint magnitude limit: at a given redshift, the smallest galaxies are
also the faintest. However, this should be true at all redshifts and so
this relation by itself does not explain why ‘real’ MCs are prefer-
entially found at lower z.
The polygon in Fig. 10 encloses the observable parameter
space for galaxies at z = 0.08. It is determined by the MGC’s
apparent magnitude, size and low SB limits. These selection limits
will be discussed further in Section 4 (see Fig. 11 and accompa-
nying text). The minimum size limit, rmin, is of particular interest
here because MCs are expected to have apparent sizes re . rmin.
The three curved diagonal lines in Fig. 10 show how the top part
of the polygon moves as a function of redshift. Essentially, they
show the locations of galaxies with re = rmin and BMGC = 13, 18
and 20 mag respectively (top left to bottom right). We shall refer
to the last of these as the ‘small faint line’ (SFL). Evidently, galax-
ies below the SFL cannot possibly have sizes smaller than rmin, no
matter what their redshifts are.
The point of this plot is that the slope of the SFL is different
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Figure 10. Seeing-corrected physical size vs. absolute magnitude for ‘real’
MCs and the general MGC galaxy population as indicated. The large, light
and dark grey dots refer only to galaxies in the range 18 < BMGC <
20 mag. The polygon shows the various selection limits at z = 0.08: the
MGC’s apparent magnitude limits, the minimum and maximum size limits
as well as the low SB limit. The vertical dashed line shows the bright limit
of the MCs as in Fig. 9. The diagonal lines show how the top part of the
polygon moves as a function of z. The exact locations of the polygon and
the lines depend on the assumed K-correction and seeing. Here we have
used median values for both.
from the slope of the luminosity–size relation of the galaxies. The
SFL actually curves away from the galaxy locus at brighter mag-
nitudes and hence does not equally cut into the galaxy population
at all luminosities. In fact, at the highest luminosities there is an
almost empty region between the galaxy locus and the SFL and we
must conclude that galaxies are very rare in this part of parameter
space. To make this point clearer we highlight in Fig. 10 galaxies at
z ≈ 0.08 and z ≈ 0.18 by large light and dark grey points respec-
tively. For clarity we only show objects with 18 < BMGC < 20 mag.
The low-z population reaches all the way to rmin and so it is not
surprising to find galaxies smaller than rmin (and hence ‘real’ MCs)
at z ≈ 0.08. In contrast, the high-z population does not quite reach
to the SFL and hence cannot reach to rmin, implying that galaxies
do not exist beyond this limit either (unless the size distribution is
bimodal).
Put simply, the distribution of the MCs in Figs. 9 and 10 is
explained by the fact that the MGC’s minimum size limit only af-
fects faint galaxies and that the MGC is already complete at high
luminosities.
3.4 Implications
In the previous Sections we have seen that the spectra, colours,
magnitudes and redshifts of 18 of our 65 MCs indicate that their
broad-band fluxes are not dominated by starlight. In the context
of deriving a luminosity function these objects must be considered
a contamination. In addition, having found them among the MCs
raises the possibility that the non-misclassified compact galaxies
are similarly contaminated. If erroneously included in the analysis
these ‘AGN-dominated’ galaxies could significantly bias our LF es-
timates.
We have therefore subjected all non-MC galaxies with re <
rmin+0.1 arcsec to an analysis of their emission lines and colours
along the lines of Sections 3.1 and 3.2. There are 192 such galaxies
but we have found only two type 1.x objects among them. Hence
the high fraction of ‘AGN-dominated’ objects among the MCs must
be due to the colour selection of morphologically stellar targets. In
any case, from now on we will exclude all 20 ‘AGN-dominated’
compact galaxies from all further analysis.
4 MGC INCOMPLETENESS AT HIGH SB
In order to quantify the MGC’s incompleteness due to the misclas-
sification of compact galaxies as stars we will now restrict our-
selves to the complete dataset from the 1.14 deg2 all-object region
described in Section 2.2.1. 446 of the 1552 objects in this region
are confirmed galaxies (cf. Table 1). Of these, two objects are MCs,
i.e. they had originally been misclassified as stars. (The third MC in
this region is ‘AGN-dominated’ and will not be considered here.)
The goal of this Section is now to use the MCs in the all-object
region to answer the following two questions: (i) How reliable is
the MGC’s high SB selection limit (as determined by Driver et al.
2005), not just in the all-object region but for the survey as a whole?
(ii) How many galaxies beyond this limit were missed by the MGC?
In other words we wish to determine the MGC’s incompleteness
due to misclassification as a function of SB (or size, see below).
Since the number of misclassified galaxies must depend to some
extent on seeing, this task is complicated, at least in principle, by
the fact that the typical seeing of the all-object region is different
from that of the MGC as a whole. Although the difference is only
10 per cent we have no way of knowing a priori whether it is im-
portant or not.
We begin by recalling that the MGC’s high SB limit is in fact
a minimum size limit (see Appendix A of Driver et al. 2005). We
use the half-light radius, re (in arcsec), as our size measure, which
is defined as the semi-major axis of the ellipse containing half of
the object’s total flux (as measured by SEXTRACTOR’s BEST mag-
nitude). In Fig. 11(a) we show the distribution of objects from the
all-object region in the re–BMGC plane. The grey shaded areas show
the various selection limits: the imposed bright and faint magni-
tude limits of 16 and 20 mag respectively (see Section 2.2.1), the
limiting SB and the maximum and minimum size limits. We deter-
mined the latter three limits by simulating galaxies over the whole
re–BMGC plane using the image characteristics of the real MGC
data, and extracting the objects in the same manner as the real data
(see Appendix A of Driver et al. 2005). Here we are only concerned
with the minimum size limit, rmin.
Driver et al. (2005) defined rmin as the minimum re at which a
galaxy can still be reliably distinguished from stars. To derive rmin
they reasoned as follows: the ability to distinguish a galaxy from
stars depends primarily not on the absolute value of the galaxy’s
re but rather on the distance of the galaxy to the stellar locus in
re-space, where the scale of that distance is set by the width of
the stellar re distribution. Obviously, the observed re values of
stars and small galaxies are affected by seeing, and hence rmin
must be a function of seeing. Driver et al. observed that for the
MGC the median re value of stars is given by 0.6 Γ, where Γ is
the seeing FWHM, and that the width of the stellar re distribu-
tion is independent of seeing. These simple considerations imply
rmin = 0.6 Γ + ∆, and using the simulations they determined
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Figure 11. (a) Distribution of objects from the all-object region in the observed half-light radius–magnitude plane. Stars and QSOs are marked by small black
points, galaxies by green open circles and misclassified compact galaxies by large solid red dots. Grey shaded areas show the observational selection limits
discussed in the text. The seeing dependence of the minimum size limit is indicated by different levels of grey shading. We note in passing that the low SB and
maximum size limits are not the absolute detection limits but rather the limits to which accurate photometry is possible. The slight increase of the stars’ re at
the brightest magnitudes is due to the onset of flooding. (b) Same as (a) but replacing re with ρ = re − 0.6Γ, i.e. the difference between an object’s re and
the median re of stars observed in the same seeing.
∆ = 0.31 arcsec. The seeing dependence of rmin is represented
in Fig. 11(a) by using different levels of grey shading for the best,
median and worst seeing encountered in the all-object region.
The above also implies that ρ = re−0.6 Γ is a useful measure
of an object’s similarity to stars. In Fig. 11(b) we plot the distribu-
tion of galaxies and stars in the ρ-BMGC plane. The transformation
re → ρ removes the seeing dependence of the stellar locus [cf.
panel (a)], aligning all stars around ρ = 0 while preserving the
width of the stellar re distribution. The minimum size limit is now
simply given by ρmin = 0.31 arcsec and is also seeing indepen-
dent. Note however that for a galaxy ρ is not seeing independent.
While a galaxy moves downwards in Fig. 11(a) when observed un-
der worse seeing conditions, it moves upwards in panel (b).
From Fig. 11(b) we can see that the two MCs lie near ρmin
and other galaxies, which were correctly identified as such, exist
at similar ρ values, indicating that the probability of misclassifying
such galaxies is not 1. Both MCs lie beyond the minimum size
limit, resulting in 100 per cent completeness within the selection
limits, while the completeness at ρ < ρmin is ∼50 per cent (two
out of the four galaxies in this range were misclassified).
We would now like to estimate the probability of misclassi-
fying a galaxy and the resulting incompleteness for the full MGC
more quantitatively. First, we define some notation. In the follow-
ing Ng and NMC denote the numbers of galaxies that were ac-
tually identified as such and of those that were misclassified as
stars respectively. Hence the true number of galaxies is given by
NG = NMC +Ng. The superscripts ‘AO’ and ‘MGC’ refer to objects
in the all-object region and in the full survey region respectively.
Now consider the binomial probability, pg, that a galaxy is
morphologically misclassified as a star from the imaging data by
the procedure described in Section 2.1. It follows from the dis-
cussion of the minimum size limit above that pg should only be
a function of ρ and that pg(ρ) is the same for any observation. The
number of galaxies that are actually misclassified in a given obser-
vation is then determined by the distribution of galaxies in ρ, nG(ρ),
which in turn depends on the seeing. We would like to estimate the
number of misclassified galaxies in the MGC with ρ larger than
some ρlim:
NMGCMC (ρlim) =
∫
∞
ρlim
nMGCMC (ρ) dρ =
∫
∞
ρlim
pg(ρ) n
MGC
G (ρ) dρ, (1)
where we need to measure pg(ρ) from the all-object region. Ideally,
we would estimate it as
pg(ρ) =
nAOMC(ρ)
nAOG (ρ)
(2)
in small bins of ρ. However, from Fig. 11(b) it is clear that the
interesting region of ρ near ρmin is not populated densely enough
to do this. We adopt two approaches to deal with this.
4.1 Parameterising pg(ρ)
In the following we will assume a functional form for pg(ρ) and
use the data to constrain the model’s parameter(s). Which func-
tional form to use? Clearly, pg(ρ) should rise monotonically from
0 at ρ ≫ ρmin to 1 at ρ & 0. Furthermore, given the paucity of
data, the model should have at most two parameters. In general,
these two parameters will characterise in some sense the ‘position’
and steepness of pg(ρ). Constructing a one-parameter model will
require fixing one of these at some a priori value. The only choice
that is not completely arbitrary seems to be pg(0) = 1.
Using these general considerations as a guideline we now
choose the following four models:
pling (ρ) =
{
1 ρ 6 0
1− cρ for 0 < ρ < 1
c
0 1
c
6 ρ
(3)
pgausg (ρ) =
{
1 for ρ 6 0
exp
(
−
ρ2
σ2
)
ρ > 0
(4)
pcosg (ρ) =
{
1 ρ 6 0
0.5 [1 + cos (ωρ)] for 0 < ρ < π
ω
0 π
ω
6 ρ
(5)
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perfg (ρ) = 0.5
[
1− erf
(
ρ− ρ50
β
)]
. (6)
We have chosen three different one-parameter models in order to
be able to test the sensitivity of the results to the precise functional
form. In each case the free parameter (c, σ, ω) controls the steep-
ness with which pg declines to 0. In contrast we have chosen only
one two-parameter model (the error function) because, as we shall
see below, such models are already over-fitting the sparse data.
We now fit these models to the data from the all-object region
using maximum likelihood. The likelihood function is given by
L ∝
NAOMC∏
i=1
pg(ρi)
NAOg∏
j=1
[1− pg(ρj)], (7)
where the first product runs over all MCs and the second prod-
uct over all other galaxies in the all-object region. Maximising this
function with respect to the model parameters yields the results
shown in panels (a)–(b) of Fig. 12, where the grey-shaded regions
indicate 90 per cent confidence ranges.
Due to its additional free parameter the erf model behaves
quite differently from the other models. It rises quite steeply just
below ρmin to accommodate the observed misclassified fraction of
∼50 per cent in this region (cf. Fig. 11b) and predicts that essen-
tially all galaxies with ρ . 0.18 arcsec should be misclassified.
The other three models exhibit a more gentle rise, with the cosine
and gaussian models resulting in very similar pg curves. The small-
ness of the errors on pg for small and large ρ values is of course a
consequence of having assumed a specific functional form.
We now estimate the number of misclassified galaxies in the
full MGC as
nMGCMC (ρ) = pg(ρ) n
MGC
G (ρ)
= pg(ρ)
[
nMGCMC (ρ) + n
MGC
g (ρ)
]
=
pg(ρ)
1− pg(ρ)
nMGCg (ρ) (8)
and define the incompleteness of galaxies with ρ > ρlim due to
misclassification as
Ig(ρlim) =
NMGCMC (ρlim)
NMGCMC (ρlim) +NMGCg (ρlim)
. (9)
NMGCg (ρlim) is shown in panel (c) of Fig. 12. Recall that accord-
ing to the erf model essentially all galaxies with ρ . 0.18 arcsec
should have been misclassified as stars. However, from Fig. 12(c)
we can see that a few galaxies with ρ < 0.18 arcsec were in fact
identified in the full survey. This causes the erf model to predict an
infinite number of misclassified galaxies. This unrealistic result is
of course due to the paucity of data in the all-object region com-
pared to the number of free parameters of the erf model, which is
also reflected by the large error on perfg shown in in Fig. 12(b). We
will not consider this model any further.
Note also that the few observed galaxies at small ρ values also
justify our choice of pg(0) = 1 for the one-parameter models.
Moving the pg = 1 point to a larger ρ value would have caused
the same problem as above.
The incompleteness resulting from the linear, gaussian and co-
sine models is shown in panel (d) of Fig. 12. For a given model we
can now read off the numbers that were the goal of this Section:
(i) the incompleteness of galaxies within the selection limit, i.e.
at ρlim = ρmin where the MGC was assumed to be complete by
Driver et al. (2005) and (ii) the MGC’s overall incompleteness. We
summarise these values in columns 2 and 4 of Table 4 respectively.
Figure 12. (a) Best fit models of the binomial probability of misclassifying
a galaxy as a function of ρ = re − 0.6Γ, using the linear, gaussian and
cosine models of equations (3)–(5) as indicated. The fits are obtained from
the observed abundance of MCs in the all-object region, where we can be
certain that all galaxies have been identified. The grey shaded area shows
the 90 per cent confidence range for the gaussian model. (b) Same as (a) for
the erf model of equation (6). (c) Number of observed galaxies (i.e. those
that were originally identified as such) in the full MGC survey region with
ρ > ρlim. (d) Estimates of the incompleteness of galaxies with ρ > ρlim
due to their misclassification as stars based on the binomial probabilities in
panel (a) and the number of galaxies in panel (c). The thin red line is the
incompleteness derived from all known (‘real’) MCs in the full MGC survey
region. Since this sample is incomplete (cf. Section 2.2.2), this line is a strict
lower limit to the true incompleteness. The grey shaded area shows the 90
per cent confidence range for the gaussian model and the vertical dashed
line marks the minimum size limit for the reliable detection of galaxies
adopted by Driver et al. (2005).
We also show in column 6 the incompleteness of galaxies beyond
the selection limit.
From Fig. 12(d) we can see that the differences between the
three models are smaller than the random errors (shown only for
the gaussian model by the grey shaded area). Hence, given the size
of the errors, the results do not depend sensitively on the precise
shape of the assumed functional form of pg.
Nevertheless, the incompleteness estimate provided by the lin-
ear model is somewhat lower than that of the other two models and
may in fact be too low. In Fig. 12(d) we plot as a thin red line the in-
completeness derived from all known ‘real’ MCs in the MGC (47 in
total), i.e. those in the all-object region as well as those discovered
through our additional spectroscopy of stellar objects described in
Section 2.2.2. Since this sample is itself incomplete, the incom-
pleteness derived from it must be considered a strict lower limit to
the true incompleteness. The estimate from the linear model traces
this limit almost exactly. The cosine model, which gives the highest
incompleteness estimates, is most consistent with the lower bound-
ary. We summarise the lower limit on the incompleteness in the last
line of Table 4.
Note the tail of MCs at large ρ values identified in the addi-
tional data. There are a total of 10 MCs with ρ > ρmin, however
the tail consists mostly of six objects at ρ > 0.45 arcsec. Their
large ρ values are due to re measurement errors caused by slightly
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Table 4. Estimates of the MGC’s incompleteness due to misclassification of galaxies as stars (16 6BMGC < 20 mag).
ρmin < ρ 0 < ρ 0 < ρ < ρmin
Ig(<)a Rbg(<)
a Ig(<)a Rbg(<)
a Ig(<)a Rbg(<)
a
(per cent) (per cent) (per cent)
From Section 4.1, using different models:
Linear 0.05(0.51) (0.41) 0.49(1.28) 0.02(0.81) 36.0(50.5) 5.2(26.7)
Gaussian 0.15(0.66) 0.05(0.56) 0.86(2.01) 0.39(1.54) 48.1(64.2) 23.2(47.0)
Cosine 0.07(0.51) (0.41) 1.05(2.31) 0.58(1.85) 56.1(70.5) 35.0(56.4)
From Section 4.2, based on different objects:
galaxies 0(0.52) (0.42) 0.45(1.40) (0.95) 35.8(52.8) 6.6(31.3)
stellar objects 0(0.93) (0.83) 0.65(1.98) 0.19(1.52) 44.9(57.4) 19.8(38.0)
visually inspected 0(0.99) (0.90) 1.07(2.94) 0.61(2.49) 57.1(71.5) 37.6(58.6)
Area 0(0.82) (0.72) 0.54(1.69) 0.07(1.23) 41.4(53.8) 13.2(31.6)
From Section 4.3 0.14 0.04 0.61 0.15 38.6 9.0
Lower limitc 0.10 0.47 32.5
aUpper limit at 95 per cent confidence.
bRemaining incompleteness after accounting for ‘real’ MCs already known.
cDerived from all known ‘real’ MCs in the MGC.
erroneous SEXTRACTOR object ellipses which in turn are due to
nearby bright objects in four of the six cases. The one-parameter
models are not equipped to handle a non-zero tail of objects at large
ρ. The gaussian is best suited, but even for this model the incom-
pleteness derived from these objects eventually exceeds even the
upper end of the 90 per cent confidence range. This highlights that
the derived errors on the incompleteness estimates do not include
the shortcomings of the chosen models.
In columns 3, 5 and 7 of Table 4 we list the MGC’s re-
maining incompleteness, Rg(ρlim), after accounting for those MCs
that have already been discovered. Specifically, Rg is calculated
by applying equation (9) after having subtracted the known ‘real’
MCs from the number of MCs predicted from the all-object re-
gion (NMGCMC ) in the numerator. If the number of known MCs exceeds
the predicted number (see discussion above) we only list an upper
limit.
4.2 Assuming ΓAO = ΓMGC
Recall that the formalism of the previous Section was necessary be-
cause of the different seeing in the all-object region and the MGC
as a whole. In this Section we will simply ignore this difference.
Since in fact ΓAO < ΓMGC, this assumption introduces a bias to-
wards lower incompleteness.
Ignoring the seeing difference means that we can assume that
the ρ distribution of galaxies in the all-object region is the same as
in the full MGC (apart from the normalisation):
nAOG (ρ) = n
MGC
G (ρ)
N AOG
NMGCG
, (10)
where N =
∫
∞
−∞
n(ρ) dρ. Substituting into equations (2) and (1)
we find for the number of misclassified galaxies in the full MGC:
NMGCMC (ρlim) = N
AO
MC(ρlim)
NMGCG
N AOG
, (11)
i.e. we simply scale the number of MCs in the all-object region by
the ratio of the total numbers of galaxies in the full MGC and the
all-object region. For simplicity and so that we do not have to make
any reference to objects with ρ < ρlim we prefer to replace this
ratio with NMGCG (ρlim)/N AOG (ρlim) which is valid under the assump-
tion of having the same seeing in the all-object region and in the full
MGC. In analogy to equation (2) we now define the ‘cumulative’
binomial probability as
p˜g(ρlim) =
N AOMC(ρlim)
N AOG (ρlim)
(12)
and we rewrite equation (11) as
NMGCMC (ρlim) = p˜g(ρlim)N
MGC
G (ρlim)
= p˜g(ρlim)
[
NMGCMC (ρlim) +N
MGC
g (ρlim)
]
=
p˜g(ρlim)
1− p˜g(ρlim)
NMGCg (ρlim), (13)
analogous to equation (8).
Given the assumption ΓAO = ΓMGC we can consider several
other ways of estimating NMGCMC :
First, instead of scaling the number of MCs by the total num-
ber of galaxies as in equation (11), we can simply scale by the ob-
served areas on the sky, A, thus making no reference to any objects
other than the MCs:
NMGCMC (ρlim) = N
AO
MC(ρlim)
AMGC
AAO
(14)
Next, from an a posteriori point of view it is interesting to ask:
given an object morphologically classified as stellar, what is the
binomial probability, p˜s, that it is actually a galaxy? We now have
p˜s(ρlim) =
N AOMC(ρlim)
N AOs (ρlim)
(15)
and
NMGCMC (ρlim) = p˜s(ρlim) N
MGC
s (ρlim), (16)
where Ns is the number of objects morphologically classified as
stellar. This includes stars, QSOs and MCs. Note that the pro-
cess of testing whether a morphologically stellar object is in fact
a galaxy is not really a binomial process because the outcome is
pre-determined. In fact, compared to the previous two estimates of
this Section we expect equation (16) to result in a higher incom-
pleteness because the average stellar density in the full survey is
higher than in the all-object region (due to different mean Galactic
latitudes, cf. fig. 11 of Liske et al. 2003).
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Figure 13. (a) Cumulative binomial probability of misclassifying a galaxy
with ρ > ρlim as a star. (b) Cumulative binomial probability that an object
classified as stellar and with ρ > ρlim is actually a galaxy. (c) Cumulative
binomial probability that an object classified as stellar by visual inspection
and with ρ > ρlim is actually a galaxy. (d) Number of objects in the full
MGC survey region with ρ > ρlim: ‘g’ and ‘s’ refer to objects originally
classified as galaxies and stars, while ‘v’ denotes that subset of ‘s’ which
was classified by eye. (e) Estimates of the incompleteness of galaxies with
ρ > ρlim due to their misclassification as stars based on the probabilities
in panels (a)–(c) (which were derived from the all-object region) and the
numbers of objects in panel (d) as indicated. The thin red line is the in-
completeness derived from all known (‘real’) MCs in the full MGC survey
region, and gives a lower limit on the true incompleteness. The grey shaded
areas show 90 per cent confidence ranges and the vertical dashed line marks
the minimum size limit adopted by Driver et al. (2005).
Finally, we note that both of the MCs in the all-object region
have stellaricity< 0.98 (cf. Fig. 4) and therefore their original clas-
sification as stars was the result of visual inspection (see Section
2.1). Hence we can gain yet another estimate of the incompleteness
by substituting Ns above with the respective number of stellar ob-
jects classified as such by visual inspection, Nv. However, we must
expect this estimate to return an even higher incompleteness than
the previous one because it suffers an additional bias: the fraction
of stars classified visually is higher in the full survey than in the
all-object region because of the worse seeing.
In Fig. 13 we show the above cumulative probabilities derived
from the all-object region (panels a–c), the appropriate numbers of
objects in the full survey region (d) and the resulting incomplete-
ness estimates (e). The latter are summarised in Table 4.
Given the errors, the derived Ig values of this Section are rea-
sonably consistent with each other. This implies that the effects of
the differences in the stellar density and visually classified fraction
between the all-object region and the full MGC are not dramatic.
Nevertheless, they are detectable, and we have Ig < Isg < Ivg as
expected. We also find that Ig is smaller than the incompleteness
estimates from the previous Section and we attribute this to the
seeing difference between the all-object region and the full MGC.
However, compared to the size of the random errors the systematic
shift is again small.
Note that both MCs in the all-object region have ρ < ρmin.
Therefore the all-object region predicts Ig(ρlim = ρmin) = 0
which is of course below the lower limit set by the sample of al-
ready known MCs in the full MGC (again shown as a thin red line
in Fig. 13e). Hence, in Table 4 we only list upper limits for the
residual incompleteness Rg at ρmin.
A major difference between Figs. 13(e) and 12(d) is the size of
the errors for large ρlim. The error of, say, Ig(0.6) in Fig. 13(e) is
simply set by the observation that none out of NMGCG (0.6) galaxies
in the all-object region had been misclassified, while the smallness
of the error on Igausg (0.6) in Fig. 12(d) is due to the additional
assumption of a specific function for pg.
Even though Ig(ρlim) should be a monotonic function, Isg in
Fig. 13(e) exhibits a small decline from ρlim ≈ 0.12 to 0 arcsec.
This reflects a small misalignment between the stellar ρ distribu-
tions, ns(ρ), in the all-object region and the full survey. In any
case, since the fluctuation is much smaller than the errors, it has
little effect on the result.
4.3 Correcting the MC sample for incompleteness
In the bottom panels of Figs. 12 and 13 we have compared the
various Ig estimates predicted from the complete sample of MCs
in the all-object region with the lower limit on Ig derived from
the incomplete sample of all known ‘real’ MCs in the full MGC.
Almost all of the estimates are within a factor of 2 of the lower
limit, suggesting that our additional observations of stellar objects
have probed at least part of that region of observational parameter
space in which MCs exist.
As a cross-check we will now apply a rudimentary correction
to the number of MCs discovered outside of the all-object region
(see Section 2.2.2) to see whether we recover a similar overall in-
completeness as in the previous Sections. We perform the correc-
tion by dividing the four-dimensional parameter space spanned by
BMGC, (u − g), (g − z) and SDSS-DR1 morphological classifica-
tion into five separate regions. We then determine the spectroscopic
incompleteness of stellar objects in each of these regions and ap-
ply this factor to the number of MCs discovered in them, implic-
itly assuming that each region was sampled homogeneously. Since
MGCz contributed most of the spectra in the ‘additional’ sample,
we follow the MGCz target selection described in Section 2.2.2 in
defining the above regions. The result of applying this correction
is that the MGC’s overall incompleteness is 0.61 per cent, in rea-
sonable agreement with the models of Section 4.1 (cf. column 4 of
Table 4). The 95 per cent confidence upper limit on this number is
1.74 per cent but there is an unknown additional uncertainty due to
our use of an approximate selection function. Hence the estimate
above is much less reliable than those of the previous Sections and
we do not quote any upper limits in Table 4.
5 LUMINOSITY FUNCTION AND DENSITY
INCLUDING COMPACT GALAXIES
In the previous Section we have seen that the standard MGC galaxy
catalogue is missing up to 64 per cent of galaxies with re < rmin.
However, since this translates to only 2 per cent of all galaxies (cf.
columns 6 and 4 of Table 4, gaussian model) one might be tempted
to conclude that MCs and other compact galaxies are entirely neg-
ligible with respect to the galaxy population as a whole. However,
since the raw number of non-compact galaxies is dominated by lu-
minous objects and since compact galaxies are preferentially faint
(cf. right panel of Fig. 9), the above impression may be misleading.
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Clearly, we need to consider the issue as a function of luminosity
before we can reach a final conclusion regarding the relevance of
compact galaxies and their misclassification. The goal of this Sec-
tion is therefore to evaluate the contribution of compact galaxies to
the local galaxy LF.
In the following we construct LFs using a variant of the bivari-
ate step-wise maximum likelihood (SWML) method of Driver et al.
(2005). We impose the same apparent magnitude, low-SB and red-
shift limits: 13 < BMGC < 20 mag, re < 15 arcsec, µeff <
25.25 mag arcsec−2 and 0.013 < z < 0.18, but we do not impose
a minimum size limit. In our context of compact galaxies we can
hence regard this method as being equivalent to a standard mono-
variate SWML analysis (Efstathiou, Ellis & Peterson 1988), where
all SB selection effects are ignored. The only difference is that we
are in fact accounting for the MGC’s low-SB limits.
The application of the above limits leaves us with 7803 non-
misclassified galaxies. To convert apparent to absolute magnitudes
we use the Driver et al. global evolutionary correction and individ-
ual K-corrections, where the former is given by E(z) = −0.75 ×
2.5 log(1 + z).
We begin now by first constructing the LF of non-compact
galaxies only, i.e. we exclude all MCs as well as all non-
misclassified galaxies with re < rmin from the sample. This is
the sample that would result from a severe high-SB selection ef-
fect (in the sense that every galaxy below rmin is missed) and
its LF will obviously be an under-estimate of the true LF. In the
following we will refer to this as the non-compact LF (NCLF).
In Fig. 14 we show the NCLF as black solid squares, where we
have normalised all data points by an arbitrarily chosen Schechter
(1976) function with parameters: M∗B − 5 log h = −19.63 mag,
φ∗ = 0.0174 h3 Mpc−3 and α = −1.16. We show only poisson
errors since we will only be comparing various estimates of the LF
derived from essentially the same volume.
Next we add in the non-misclassified compact galaxies with
re < rmin (CGs), which somewhat raises the LF at the faint end
as expected (blue open squares). However, we know that these CGs
are ∼50 per cent incomplete, and so we are still under-estimating
the true LF. This is the LF one obtains from the MGC data if the
issue of high-SB selection effects is simply ignored.
The brown open circles in Fig. 14 show the result of also
adding in the known ‘real’ MCs. Since not all MCs were actually
discovered, this sample is still incomplete and we are still under-
estimating the true LF.
Finally, we derive a LF estimate using an incompleteness cor-
rection: in Section 4.1 we postulated that the classification of galax-
ies is a random process, where the binomial probability of misclas-
sifying a galaxy as a star, pg, depends only on the galaxy’s ρ =
re − 0.6 Γ. Hence we can recover the total number of galaxies by
simply weighting each non-misclassified galaxy by [1− pg(ρ)]−1.
The result is shown as red solid dots in Fig. 14 where we have used
the gaussian estimate of pg (cf. Section 4.1). Using the cosine or
linear estimates instead results in the LFs marked by the upper and
lower ends of the light red vertical boxes respectively. The error-
bars protruding from these boxes show the uncertainties due to the
90 percentile errors on the cosine and linear model parameters.
We list the parameters of the best fitting Schechter functions
of the above LFs in Table 5.
For comparison we also plot in Fig. 14 as green open triangles
the MGC LF as derived by using the fully bivariate SWML method
of Driver et al. (2005), including the minimum size limit. In this
case we are using the same sample as for the NCLF, i.e. the MCs
and CGs are excluded, but now the rmin selection limit is properly
Figure 14. Various estimates of the MGC’s luminosity function as indicated
and explained in the text. All estimates are normalised by an arbitrary refer-
ence Schechter function (RSF), which has M∗
B
− 5 log h = −19.63 mag,
φ∗ = 0.0174 h3 Mpc−3 and α = −1.16. The grey shaded area shows a
±1σ range around the RSF that is typical of the Schechter function fits of
the various LFs. The LFs are derived using an essentially standard SWML
method, except the one labelled ‘BSWML’ where we use the full bivariate
method of Driver et al. (2005). ‘CGs’ refers to non-misclassified compact
galaxies. The errors on the NCLF are poissonian only. The errors on the
incompleteness corrected LF reflect the uncertainties due to the choice of
the incompleteness model (boxes) and the models’ parameters (errorbars).
The black dotted and red dashed lines show the best fit Schechter function
for the NCLF and the incompleteness corrected LF respectively. Some data
points are offset horizontally for clarity.
taken into account in the SWML analysis by appropriately reduc-
ing each galaxy’s observable parameter space in the luminosity–
SB plane. This is equivalent to reducing the volume over which
a galaxy could have been observed, and hence the resulting LF is
somewhat higher than in the standard NCLF case.
Examining Fig. 14 we first of all notice that measurable differ-
ences between the various LF estimates are confined to the regime
MB & −18 mag. As mentioned above, this is due to the com-
bined effect of rmin and the luminosity–size relation of galaxies as
discussed in connection with Fig. 10.
Secondly, comparing the red dots to the blue open squares,
it seems that the incompleteness of compact galaxies due to mis-
classification does not affect the LF significantly: for almost all
points the differences are smaller than the 1σ poisson error. In
this sense even the effect of the total compact galaxy population is
only marginally significant (comparing the red dots with the black
squares). However, the impact of the compact galaxies is obviously
systematic and hence more significant when considering the faint
end of the LF as a whole: the overall effect of the compact galax-
ies is to steepen the faint-end slope α by 0.05, which is a 2.5σ
effect (cf. Table 5), while the misclassified galaxies alone steepen
α by 0.03, which is still marginally significant. The steepening in-
creases to 0.05 if we use the upper end of the 90 percentile confi-
dence range on pgausg (ρ), and to 0.06 if we use the most extreme
incompleteness correction (cf. last line of Table 5).
To further illustrate this point, we directly compare the LFs
of compact and non-compact galaxies in absolute terms in Fig. 15.
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Figure 15. LFs of compact and non-compact galaxies as indicated. The
black line and grey region show the Schechter function that best fits the
NCLF, and ±1σ range. All errorbars have the same meaning as in Fig. 14.
Although there are∼2 orders of magnitude fewer compact galaxies
than non-compact ones at bright magnitudes, they make up∼10 per
cent of all galaxies in the range −17 < MB < −14 mag, and the
misclassified galaxies alone contribute ∼6 per cent in this range.
Finally, comparing the incompleteness corrected LF to the
fully bivariate SWML estimate in Fig. 14 (green triangles) we find
that the two agree very well for almost all points. Put simply, the
first method corrects for missing objects while the second method
corrects for missing parameter space (or volume), and it is reas-
suring that the two methods yield the same result with no obvious
systematic bias.
Since the luminosity density, j, is dominated by the bright end
of the LF it is only marginally affected by the compact galaxies. For
a given LF we calculate the luminosity density from the parameters
of the best fit Schechter function as j = φ∗ L∗BMGC Γ(α+2). From
the last column of Table 5 we can see that the inclusion of com-
pact galaxies increases j by 3.5 per cent, while the misclassified
galaxies alone are responsible for an increase of only 2 per cent.
6 CONCLUSIONS
We have explored the very high surface brightness (SB) regime of
the Millennium Galaxy Catalogue (MGC) to assess the impact of
compact galaxies on the field galaxy luminosity function (LF) in the
local (z ≈ 0.1) Universe. We have observationally defined ‘com-
pact galaxies’ as objects whose half light-radii are so small that
they cannot reliably be distinguished from stars in the MGC using
SEXTRACTOR and/or visual examination (i.e. re . 1 arcsec).
We have studied the incompleteness of the standard MGC
galaxy catalogue (BMGC < 20 mag) due to the misclassification
of compact galaxies as stars using the 1.14 deg2 all-object sub-
region of the MGC, where we have spectroscopically identified all
galaxies in the range 16 < BMGC < 20 mag. We find:
1. Within the MGC’s minimum size limit (as derived by
Driver et al. 2005) only 0.15 per cent of galaxies are missed due
to their compactness, with a 95 per cent upper limit of 0.66 per
cent. Hence we verify Driver et al.’s assumption that the MGC is
complete within its minimum size limit.
2. Beyond the minimum size limit ∼50 per cent of galaxies
are misclassified as stars.
3. However, with respect to the total galaxy population this
translates to an incompleteness of only 1.05 per cent of all galaxies,
with a 95 per cent upper limit of 2.31 per cent.
Our incompleteness is a factor of 2.6 lower than the (2.8 ±
1.6) per cent found by Drinkwater et al. (1999) for galaxies with
16.5 6 bJ 6 19.7 mag in the Fornax Cluster Spectroscopic Sur-
vey (FCSS). This is presumably due to the higher resolution of the
MGC compared to the UK Schmidt photographic data from which
the FCSS was selected. The null-result of Morton et al. (1985)
on the other hand can be explained by their small survey area of
0.31 deg2.
The incompleteness values above ignore the fact that a total
of 47 misclassified compact galaxies (MCs) have already been dis-
covered through additional spectroscopy of morphologically stellar
objects. Accounting for these objects reduces the overall incom-
pleteness to just 0.58 per cent.
Using this extended, albeit incomplete sample of 47 objects
we have studied the nature of the MCs. Over 90 per cent of them are
emission line galaxies (similar to the fraction of Drinkwater et al.
1999), but we also find three E+A galaxies. Although some E+As
show clear signs of interaction (Zabludoff et al. 1996; Yang et al.
2004) they are generally found to be bulge-dominated, spheroidal
systems (Quintero et al. 2004; Yang et al. 2004; Blake et al. 2004)
with bright compact cores (Goto 2005) and higher central SB than
normal bulge-dominated galaxies (Quintero et al. 2004; Yang et al.
2004). Hence their appearance among the MCs is not too surpris-
ing.
An analysis of emission line ratios revealed that four of the
emission line galaxies harbour a type 2 AGN. Even though early
studies of Seyfert galaxies seemed to suggest that they were mostly
hosted by spiral galaxies (Adams 1977), recent results from the
SDSS have shown that the surface mass density distribution of type
2 AGN hosts is very similar to that of normal early-type galaxies
(Kauffmann et al. 2003a). Also, their concentration index distribu-
tion extends to very high values and so we conclude that our com-
pact type 2s are not unusual.
Blue compact galaxies, although ill-defined, are the most
common and widely studied class of compact galaxies (see
Kunth & ¨Ostlin 2000 for a review) and we find that 83 per cent
of our MCs are blue, star-forming galaxies with strong nebular
emission lines. We note that these galaxies generally have MB >
−19 mag and are hence fainter than the luminous blue compact
galaxies (e.g. Phillips et al. 1997; Werk et al. 2004) but overlap
with the blue compact dwarfs (BCDs; e.g. Thuan & Martin 1981;
Gil de Paz et al. 2003).
The ‘blue spheroids’ of Ellis et al. (2005) (see also Cross et al.
2004; Driver et al. 2006) are another type of blue, star-forming,
sub-L∗ galaxy. However, in contrast to the BCDs, which often
have disturbed or irregular morphologies (Cairo´s et al. 2001), the
blue spheroids are very smooth, with concentration and asymme-
try indeces similar to normal ellipticals. Since our MCs are only
barely resolved we have not been able to reliably fit their SB pro-
files. Hence, without higher resolution imaging it is not possible to
decide whether the MCs are more similar to BCDs or a high SB
version of the blue spheroids.
The faintness of the MCs, which is essentially due to the
luminosity–size relation of galaxies, is the cause of their differen-
tial effect on the local galaxy luminosity function: our main re-
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Table 5. Schechter function parameters for the LFs of Fig. 14.
Sample φ∗ M∗
B
− 5 log h α j
(10−2h3 Mpc−3) (mag) (108hL⊙ Mpc−3)
NCLF 1.73± 0.07 −19.63 ± 0.04 −1.14± 0.02 1.93± 0.13
NCLF+CGs 1.72 −19.64 −1.16 1.97
NCLF+CGs+MCs 1.70 −19.64 −1.17 1.96
NCLF+CGs+inc. correction 1.67 −19.66 −1.19 2.00
NCLF+CGs+extreme inc. cor.a 1.64 −19.68 −1.22 2.06
aUsing the upper end of the 90 percentile confidence range of the cosine estimate of pg(ρ).
sult is that even in the relatively high-resolution MGC the mis-
classification of compact galaxies as stars causes the LF to be sys-
tematically underestimated at the faint end by ∆α = 0.03+0.02
−0.01 ,
while the bright end remains unaffected. The faint-end bias is
comparable in size to the poisson errors of the MGC and mis-
classified galaxies contribute ∼6 per cent to the LF in the range
−17 < MB < −14 mag. In contrast, the luminosity density is
only affected at the ∼2 per cent level.
Clearly, we have not uncovered a large population of galaxies
‘hiding’ among the stars. On the other hand, high-SB selection ef-
fects are not completely negligible either and hence should be taken
into account when constructing LFs. This is ‘naturally’ achieved
by first constructing the bivariate space density of galaxies in ei-
ther the luminosity–SB or luminosity–size plane using a bivariate
SWML method, and then integrating over the second parameter to
obtain the LF (Driver et al. 2005). Here we have confirmed that this
method recovers a result very close to an incompleteness corrected
LF.
Our result regarding the high SB end of the galaxy distribu-
tion should be viewed together with the situation at the low SB
end. While luminous galaxies are not affected by low SB selection
effects (e.g. Driver et al. 2005), faint galaxies are. Blanton et al.
(2005) recently presented an SDSS LF corrected for low SB in-
completeness at µeff,r & 23 mag arcsec−2 and concluded that the
correction resulted in a significant steepening of the faint end of the
LF. Indeed, at MB & −16 mag the galaxy population extends to
even the deeper MGC’s SB limit of µlim = 25.25 mag arcsec−2
(Driver et al. 2005). Hence, even in the MGC the faint end of the
LF is significantly affected by both low and high SB selection ef-
fects, despite the fact that the MGC is both deeper and of higher
resolution than any previous major ground-based survey. Clearly,
to obtain a complete view of the dwarf galaxy population requires
still deeper and higher resolution imaging (soon to be delivered by
the VLT Survey Telescope) as well as spectroscopy on 8-m class
telescopes.
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