In this paper, we apply a theory of setvalued estimation to derive a set-valued filter and a set-valued smoother for a linear discrete-time system. The r e s u l t i n g estimators provide the set of all state sequences that are consistent with the a v a i 1 able da ta , a llowing a p p I ica t ion to weakly or partially observable systems. Simulation results demonstrating the essential features of the filter and smoother are presented.
I. INTRODUCTION
From the perspective of conventional estimation theory, the solution of an estimation problem lies in finding the unique estimate that is (in some sense) best. In this paper, a new, set-valued, perspective is introduced, in which the solution to an estimation problem is the sei of all estimates that are consistent with the available data. The set-valued perspective reflects a philosophy of avoidance of error [l] ; in cases where the available data do not support a unique estimate, all estimates that are consistent with the data are entertained as serious possibilities.
Set-valued estimation provides a robust and intuitively pleasing method for approaching estimation problems in which a unique solution may not exist. In this paper, set-valued estimators are developed that may be applied to the estimation of the state of a weakly or partially observable system. Set-valued estimators are related conceptually to set-membership filters. In a set-membership filter, the system unknowns (initial state, inputs, and measurement er-
The authors acknowledge the financial assistance provided in support of this research by ESL Inc. and the State of Utah. rors) are elements of known bounded sets; the set of system states compatible with the available data can be determined from the sets containing the unknowns [2, 3] . The primary difference between the setmembership filter and the set-valued filter presented here is that the set-valued filter retains a stochastic model of the system unknowns.
11. MOTNATION The set-valued estimators presented in this paper are a natural extension of conventional estimators. Insight into the nature of setvalued estimators is provided by consideration of the Kalman filter in relation to two systems, one observable and one partially observable.
The operation of the Kalman filter with the observable system is considered first. Given a data sequence and an a priori estimate Po of the initial state with covariance P O , the Kalman filter provides a sequence of state estimates through time. If the Kalman filter is applied to the data sequence with a second, different a priori estimate Yo with covariance Po, a second sequence of estimates is obtained. A one-dimensional projection of these estimate sequences is shown as a function of time in Figure 1 . The covariance matrices associated with both sequences of estimates distributions are identical. Since the system is observable, both estimate sequences should asymptotically converge to a single sequence.
The estimation of the state of the partially observable system is now considered. Given a data sequence, the Kalman filter is applied twice, once with the a priori state estimate SO and once with XO. Both SO and Xo have covariance Po. A one-dimensional projection of the two estimate sequences thus obtained is shown in Figure 2 . Be-cause the system is not observable, these sequences do not in general converge to a single sequence-the system state cannot be uniquely identified from the data sequence.
Often, the initial system state is unknown but can be confidently placed within a given set of a priori estimates.
Conceptually, a set of possible estimate sequences is provided by running a Kalman filter for each point in this set of a priori estimates; the estimate sequence based on the true initial state is in this set of sequences. However, the set of a priori estimates is typically infinite, and a Kalman filter cannot be run for each a priori estimate; instead, this set must be characterized through a finite number of parameters and the set of estimate sequences obtained in terms of these parameters. For example, suppose that the initial state of the partially observable system is known to be between 20 and KO in Figure 2 . Then all possible estimates of the state at a given time must lie in the interval between the two trajectories shown in Figure 2 , which can be calculated from the initial interval.
With a region-or set-valued estimator, the observability of a system becomes a "non-issue" with respect to correct estimator performance. If the system is observable and sufficient data are available, then the set of estimates will asymptotically approach a point estimate; if not, then the set will represent all estimates that are consistent with the region containing the initial state and the data.
LINEAR SYSTEM MODEL
Let xfE 31" be the state of a linear discretetime system at time t E (0,1,. . .,T) whose dynamics are described by
where yre nm is a data vector at time 
and Wr+l, the Kalman gain, is defined as
The smoother is given in terms of the Kalman filter values as
where U, is an nxm mamx defined as
T -1
IV. THE SET-VALUED RLTER Equations (3) through (9) describe the calculation of a point estimate. We extend these equations to describe the calculation of a set estimate, first for the filter and then for the smoother. Let X O I O C Y I~ be the set of possible initial states; we require that XOIO be an ellipsoidal region in the state space.
This requirement allows Xr,lf2, the set of estimates of the system state at time tl based on the observation sequence Yr2, to be represented by an nxn matrix Krllr2 and an nelement vector crllr2 as follows: 1 Xtllf2 = { kllr*: llq,lr2pillr2 -cfllr2)ll~l}, (10) where II II is the Euclidean norm and cI,If2 is the centroid of Xrlllz.
The set-valued filter consists of equations defining the calculation of cf+llr+l and Kl+llr+l from clll and Ktlt. These equations are obtained by considering an arbitrary point in Xtlf. Denote this point as if,,, and let 8t+11t+1 be the estimate at t+l calculated from ifit using (3). To derive the set-valued filter, we impose the condition that Bf+llf+l~Xt+llf+l; that is, if %If, is an element of the set estimate at time t , then the point calculated from 5iflf according to (3) should be an element of X,+ljf+l. This condition may also be expressed as[5):
where rf is defined as
After substitution of (12) into the right hand side of (1 1 ) and some algebraic manipulation, we obtain an expression equivalent to 
II.
(13) The equality in (13) can be guaranteed for all ?,+1lt+lE Xr+lIf+l by making the following assignments for Ct+lir+i and K+llt+1:
Comparison of (14) with (3) 
V. THE SET-VALUED SMOOTHER
The smoother is obtained by extending (7) from a point estimate to a set estimate, much as the filter was obtained by extending (3) from a point estimate to a set estimate. The smoother output is a sequence of sets 
VI. SIMULATION RESULTS
The operational characteristics of the filter and smoother are demonstrated by estimating the state of two simulated systems. One system is observable while the other is only partially observable. Both systems have the state vector and system dynamics described by where ut is a Gaussian white noise processes with covariance Qf. If the interval between samples is 1 second, then xl(t) can be thought of as one-dimensional position, and x2(t) can be thought of as one-dimensional velocity. For the observable system, we use x l ( t ) corrupted with additive noise as the data:
( 1 8 ) For the partially observable system, we use x 2 ( t ) corrupted with additive noise as the data:
In both (18) For both data sequences, the initial covariance is set to Figure 3 shows plots of the filter output Xtlt and the smoother output X t l~ at t=1,6, and 11 with T=l1 for the observable system. The dashed lines enclose the filter sets, and the solid lines enclose the smoother sets. As time progresses, Xtlt shrinks in size. This is the expected behavior; since the system is observable, the observations provide enough information to (asymptotically) allow the system state to be described by a point estimate. Figure 4 shows plots of Xtlt and X I l~ at t=l, 6, and 11 with T=ll for the partially observable system. As time progresses, the elements of Xtlt approaches a single value for xz(t), since q ( t ) is an observable quantity. These points do not approach a single value for xl(t), since the data do not contain enough information about x l ( t ) to provide a unique estimate of its value.
VII. CONCLUSIONS
A set-valued filter and a set-valued smoother have been developed for a linear discrete-time dynamic system. These estimators are specific implementations of a broader class of set-valued estimators discussed in [5] . Simulation results show that they perform correctly when presented with a partially observable system. These estimators provide a robust method of state estimation in which the observability of the system does not affect correct estimator performance; the estimator provides exactly the estimate that is supported by the data sequence. 
