In many domains such as automotive and avionics, the size and complexity of software systems is quickly increasing. At the same time, many stakeholders tend to be involved in the development of such systems, which typically must also be configured for multiple customers with varying needs. Product Line Engineering (PLE) is therefore an inevitable practice for such systems. Furthermore, because in many areas requirements must be explicit and traceability to them is required by standards, use cases and domain models are common practice for requirements elicitation and analysis. In this paper, based on the above observations, we aim at supporting PLE in the context of use case-centric development. Therefore, we propose, apply, and assess a use case-driven configuration approach which interactively receives configuration decisions from the analysts to generate product-specific (PS) use case and domain models. Our approach provides the following: (1) a use case-centric product line modeling method (PUM), (2) Product Line (PL) models and configuration decisions. The approach is supported by a tool relying on Natural Language Processing (NLP) and integrated with an industrial requirements management tool, i.e., IBM DOORS. We successfully applied and evaluated our approach to an industrial case study in the automotive domain, thus showing evidence that the approach is practical and beneficial to capture variability at the appropriate level of granularity and to configure PS use case and domain models in industrial settings.
Introduction
In various domains such as automotive and avionics, software systems are quickly getting larger and more complex. These systems often consist of various interacting subsystems, e.g., lighting systems, engine controller, and sensing systems. Further, many suppliers are typically involved in system development. Each supplier is mostly specialized in developing one or two of these subsystems. For example, in the automotive domain, while one supplier provides a sensing system monitoring the driver seat for occupancy by means of a pressure sensitive sensor, another supplier may develop an engine controller using the output of the sensing system to prevent unintentional vehicle starts and unnecessary fuel consumption. These suppliers develop multiple versions of the same product since they work with many manufacturers (customers). Therefore, given the complexity arising from the context described above, systematic and supported Product Line Engineering (PLE) is crucial in their software develop-ment practice, from requirements analysis to implementation and testing.
Our work was motivated by discussions with IEE S.A. (in the following 'IEE') [43] , a leading supplier in automotive sensing systems enhancing safety and comfort in vehicles produced by major car manufacturers worldwide. Such systems monitor the physical environment by means of physical components (e.g., electrical field sensors, pressure sensitive sensors, and force sensing resistors), detect events or changes in the existence of objects and humans (e.g., seat occupant classification, gesture recognition, and driver presence detection), and provide the corresponding output to other subsystems (e.g., airbag control unit, trunk controller, and engine controller). At IEE, similar to many other development environments, use cases (including use case diagrams and use case specifications) are the main artifacts employed to elicit requirements and communicate with customers. In order to clarify the terminology used in the requirements and to provide a common understanding of the application domain concepts, use cases are often accompanied by a domain model formalizing concepts and their relationships, often under the form of a class diagram with constraints.
For each new product family, it is common to start a development project with an initial customer providing requirements for a single product. The analysts elicit and document the initial product requirements as use cases and a domain model. The use cases and domain model are copied, modified, and then maintained for each new customer. This practice is called clone-and-own reuse [20] and requires the entire use cases and domain model to be evaluated manually to identify changes since nothing indicates what the variable requirements are and where they are located. The clone-and-own approach is fully manual, error-prone, and time-consuming in industrial practice. Therefore, more efficient and automated techniques are required to manage reuse of common and variable requirements given as use cases and domain model across products in a product line. One significant step in that direction is automated configuration that aims at guiding configuration decisions for Product Line (PL) use cases and domain model. In our context, the analysts explicitly specify PL variability and automatically generate Product-Specific (PS) use cases and domain model for a configured product. This is expected, in the context of use case-driven development, to facilitate the reuse of use case models for multiple products. After assessing relevant techniques in the literature, we developed a complete use case-driven configuration approach supporting embedded system development, though we expect it to be easily applicable in other contexts. We target, to the largest extent possible, common software modeling practices, to achieve widespread applicability.
The benefits of use case-driven configuration have been acknowledged and there are proposed approaches in the literature [1, 4, 61] . Many studies [3, 23, 32] provide configuration approaches which require that feature models be traced as an orthogonal model to artifacts such as UML use case, activity and class diagrams. In order to employ these approaches in industrial practice, the analysts need to provide feature models with their traces to use cases and related artifacts. The evolution of feature models also requires these traces to be maintained manually by the analysts. Due to deadline pressure and limited resources, many software development companies find such additional traceability and maintainability effort to be impractical. Moon et al. [50, 51] propose a method that generates PS use cases from PL use cases without using any feature model. However, the proposed method requires primitive requirements (PR) (i.e., building blocks of complex requirements) to be specified by the analysts and traced to the use case diagram and specifications via PRContext and PR-Use Case matrices. The configuration takes place by selecting the PRs in the matrices without any automated guidance.
To avoid, or at least minimize, additional traceability and maintenance effort required by the approaches in the literature, we first need a modeling method with which we can model variability information explicitly in the use case diagram, specifications, and domain model, without additional artifacts. Therefore, in our previous work [41] , which this paper extends, we proposed and assessed the product line use case modeling method (PUM), which enables the analysts to capture and document variability in PL use case diagrams, use case specifications, and domain models. For PL use case diagrams, we employ the diagram extensions proposed by Halmans and Pohl [42] . These extensions overcome the shortcomings of textual representations of variability, such as implicit variants and variation points. Further, for PL use case specifications, we employ restricted use case modeling (RUCM) [79] , which includes a template and restriction rules to reduce imprecision and incompleteness in use cases. RUCM was a clear choice since it reduces ambiguity and facilitates automated analysis of use cases [73, 74, 78, 80] . However, since it was not originally meant to model variability, we introduced some PL extensions to capture variability in use case specifications [41] . To be able to capture variability in PL domain models, we rely on the stereotypes (i.e., variation, variant, and optional), proposed by Ziadi and Jezequel [82] for UML class diagrams.
In this paper, we propose, apply, and assess a use casedriven configuration approach based on PUM. Our goal is to provide a degree of configuration automation that enables effective product line management in use case-driven development, without requiring additional modeling artifacts and traceability effort. Our approach supports four activities. First, the analysts model the variability information explic-itly in a PL use case diagram, its use case specifications, and its corresponding domain model. Second, the consistency of the PL use case diagram and specifications are checked and inconsistencies are reported if there are any. For instance, a variation point in the use case diagram might be missing in the corresponding use case specification or a use case specification may not conform to the extended RUCM template. Third, the analyst is guided to make configuration decisions based on variability information in the PL models. The partial order of decisions to be made is automatically identified from the dependencies among variation points and variant use cases. In the case of contradicting configuration decisions, such as two decisions resulting in selecting variant use cases violating some dependency constraints, we automatically detect and report them. The analyst must then backtrack and revise the decisions to resolve these inconsistencies. Alternatively, we could employ constraint solvers (i.e., SAT solver, BDD solver, and Prolog solver) to identify a priori possible contradicting decisions so as to avoid them. However, according to our observation at IEE, customers are also involved in the decision-making process in which they frequently reevaluate, backtrack, and revise their decisions. Therefore, it is important for them to have the possibility to make contradicting decisions and revise prior ones as a result. Fourth, based on configuration decisions, the PS use case and domain models are generated from the PL use case and domain models.
To support these activities, we developed a tool, PUMConf (Product Line Use Case Model Configurator). The tool automatically checks the consistency of the PL models, identifies the partial order of decisions to be made, determines contradicting decisions, and generates PS use case and domain models. To summarize, the contributions of this paper are: -a configuration approach that is specifically tailored to use case-driven development and that guides the analysts and customers in making configuration decisions in product lines to automatically generate PS use case and domain models; -tool support integrated with an industrial requirements management tool (i.e., IBM DOORS) as a plug-in, which relies on Natural Language Processing (NLP) to report inconsistencies in PL use case models and contradicting configuration decisions and to automatically generate PS use case and domain models; -an industrial case study demonstrating the applicability and benefits of our configuration approach.
This paper is structured as follows. Section 2 introduces the industrial context of our case study to illustrate the practical motivations for our configuration approach. Section 3 discusses the related work in light of our needs. In Sect. 4 , we provide an overview of the approach. Section 5 provides a brief description of PL use case and domain modeling proposed in our previous work, which this paper extends. In Sect. 6, we illustrate our approach through example models. In Sects. 7 and 8, we provide the details of the core technical parts of our approach: consistency checking of configuration decisions and generation of PS use case and domain models. Section 9 presents our (publicly available) tool support for configuration, while Sect. 10 presents our industrial case study, involving an embedded system called Smart Trunk Opener (STO), along with results and lessons learned. We conclude the paper in Sect. 11.
Motivation and context
Our configuration approach is developed for the context of embedded software systems, interacting with multiple other external systems, and developed according a use casedriven process, by a supplier for multiple manufacturers (customers). In such a context, requirements variability is communicated to customers and an interactive configuration process is followed for which guidance and automated support are needed. For instance, for each product in a product family, IEE negotiates with customers how to resolve variation points in requirements, in other words how to configure the product line.
In this paper, we use Smart Trunk Opener (STO) as a case study, to motivate and assess our approach. STO is a real-time automotive embedded system developed by IEE. It provides automatic, hands-free access to a vehicle's trunk, in combination with a keyless entry system. In possession of the vehicle's electronic remote control, the user moves her leg in a forward and backward direction at the vehicle's rear bumper. STO recognizes the movement and transmits a signal to the keyless entry system, which confirms that the user has the remote. This allows the trunk controller to open the trunk automatically.
The current use case-driven development practice at IEE, like in many other environments, is based on clone-and-own reuse [20] (see Fig. 1 ). IEE starts a project with an initial customer. The product requirements are elicited from the initial customer and documented as a use case diagram, use case specifications, and a domain model. For each new customer in the product family, the IEE analysts need to clone the cur- A use case diagram is accompanied by a set of use case specifications providing detailed use case descriptions. The configuration also has to take into account these detailed descriptions since some variability information (e.g., optional use case steps and flows) cannot be captured in a use case diagram but only in specifications. However, a use case specification usually conforms to a standard use case template which, in general, does not provide any means to document variability information [5, 21, 45] . Capturing the most popular guidelines, the Cockburn's template [21] has been so far followed at IEE to document use case specifications (see Table 1 ).
Variation points and variant use cases are not visible in Table 1 . These are the main elements for which the customer has to make a decision. With standard templates, it is also not possible to specify optional steps or their order, which may vary across products, e.g., the steps in Lines 30-34 which are optional with a variant order. Without explicit variability information, the analysts manually clone the specifications, evaluate the entire documentation to negotiate potential changes with the customer, and finally update the cloned specifications. For instance, for a new customer asking a diagnostic mode, the IEE analysts manually add a new use case specification Provide System User Data via Diagnostic Mode and yet another extension to Provide System User Data (see . On the other hand, if the same customer does not require calibration and sensor data to be sent to the tester in the standard mode, the analysts need to manually delete the corresponding use case steps from Provide System User Data via Standard Mode (Lines 30 and 31).
We observe that IEE, like many other companies, employs a domain model to document and clarify domain entities mentioned in use case specifications. In a product family, variability also occurs in domain entities and needs to be managed together with use cases for each customer. Figure 3 presents part of the STO domain model for the initial customer in the clone-and-own reuse context. Some Within our context, we identify two challenges that should also apply to other environments and that need to be considered in reusing use cases and a domain model for a product family:
Challenge 1: Modeling Variability Information with Least Possible Modeling Overhead. The analysts need to explicitly document variability information (e.g., variant use cases, variation points, and optional steps) for use cases and a domain model to be communicated with the customers during product configuration. Relating feature models to use cases and domain model is the most straightforward option but has shortcomings in terms of additional modeling and traceability effort. For example, it would not be easy for analysts and customers to comprehend and visualize all variability information traced to use case diagram, use case specifications and domain model. In STO, we identified 11 mandatory and 13 variant use cases which contain 7 variation points, 12 constraints associated with these variation points, and 7 variant dependencies. The STO use cases include 211 use case flows (24 basic flows and 188 alternative flows) with 5 optional steps while the STO domain model contains 11 variant domain entities. The variability information scattered across all these use case flows with trace links from feature models would be communicated to customers and used to configure a product.
Challenge 2: High Degree of Automation in Use CaseDriven Configuration. In order to facilitate use case-driven configuration in industrial practice, a high degree of automation is a must while the analysts are interactively guided for their decisions. Before the configuration, it should be automatically confirmed that all artifacts with variability information, including use case diagram, specifications, and domain model, are consistent. Any inconsistency in these artifacts may cause invalid configuration outputs. Adding to the complexity affecting the decision-making process during configuration, there may be contradicting decisions and hierarchies among decisions. During the configuration process, the analysts need to be interactively informed about contradicting decisions and the order of possible decisions. With interactive guidance and proper tool support, the analysts can fix inconsistent PL artifacts and resolve decision contradictions, which leads to the automatic generation of PS use cases and their domain model.
We addressed the first challenge in our previous work [41] with the Product line Use case modeling Method (PUM). In the remainder of this paper, we focus on how to best address the second challenge in a practical manner, in the context of use case-driven development, while relying on PUM to minimize the modeling overhead.
Related work
In this section, we cover the related work across three categories.
Configuration Techniques for Requirements Variability. Eriksson et al. [32] provide an approach to manage natural language requirements specifications in the software product line context. Variability is captured and managed using a feature model while requirements in various forms, e.g., use cases, textual requirements specifications, and domain model, are traced to the feature model. The analyst selects the features in the feature model to be included in the product. By following traces from the selected features to the requirements, the approach filters those requirements that are relevant for a specific product in the product line. These filtered requirements are then exported as product requirements specifications. The approach does not support any automated decision-making solution (e.g., decision ordering, decision consistency checking, and inferring decisions) for selecting features (Challenge 2). In addition, the analyst has to manually assign traces between features and requirements at a very low level of granularity, i.e., sequences of use case steps (Challenge 1). pure::variants [60] is a tool to manage all parts of software products with their components, restrictions and terms of usage. Its extension, pure::variants for IBM DOORS [59] , enables the analyst to capture variability as features in a feature model, and trace them to requirements specifications in IBM DOORS. It transforms the requirements specifications into product requirements based on the selected features in the feature model. Compared to the approach proposed by Eriksson et al. [32] , pure::variants for IBM DOORS provides a better automated support, i.e., an automated contradiction detection for feature models. However, the analyst still suffers from the same modeling overhead, when pure::variants is employed. The analyst needs to manually establish traces at a very low level granularity and maintain these traces when the feature model or requirements specifications evolve. There are many similar approaches, eg., [2, 16, 17, 19, 40] , which require modeling and maintenance overhead with poor automated configuration support. Our configuration approach attempts to minimize this overhead by capturing variability information in use case and domain models (Challenge 1).
Moon et al. [50, 51] propose a method that generates PS use cases from PL use cases without using any feature model. However, the proposed method requires that Primitive Requirements (PR) (i.e., building blocks of complex requirements) be specified by the analyst and traced to the use case diagram and specifications via the PR-Context and PR-Use Case matrices. The analyst has to manually encode traceability information in these matrices (Challenge 1). The configuration takes place by selecting the PRs in the matrices without any automated decision-making support (Challenge 2).
John and Muthig [44] introduce some product line extensions to use case diagrams and specifications to be able to capture variant use cases without a feature model. They propose a new artifact, called decision model, to represent variation points textually in a tabular form. Each variation point has multiple facts which represent decisions. For each decision, there are actions which describe configuration operations for use cases, e.g., removing parts of a use case. The analyst is expected to configure, with the help of the decision model, the product-specific use case diagram and specifications but such a decision model can quickly become too complex for the analyst to comprehend. There is no automated tool support reported for the approach (Challenge 2). Faulk [35] proposes the use of a similar decision model to generate PS requirements specifications from PL requirements specifications. Biddle et al. [11] provide support for configuring use case specifications through parametrization. Parameters can be specified anywhere in the name or body of a parameterized use case. The manual assignment of values to parameters is considered as configuring product-specific use case specifications (Challenge 2). Fantechi et al. [33, 34] propose product line use cases (PLUC), an extension of the Cockburn use case template with three kinds of tags (i.e., alternative, parametric, and optional). It is not possible with these tags to explicitly represent mandatory and optional variants. Variants and variation points are hidden in use case specifications conforming to PLUC. These two approaches [11, 34] do not support variability in the use case diagram and domain model. They also lack automated support for the decision-making process including decision ordering and detection of contradicting decisions (Challenge 2).
Annotation-and Composition-based Configuration for Scenario-based Requirements. Some approaches specialize in configuring scenario-based requirements using annotation-and composition-based techniques [1] . The Product Line Use case modeling for Systems and Software engineering approach (PLUSS) proposed by Eriksson et al. [30] [31] [32] uses feature models to configure requirements in multiple forms including scenario-based requirements models (e.g., use cases and activity diagrams). PLUSS employs annotations throughout requirements to represent how they are related to features. Czarnecki and Antkiewicz [23] propose another configuration approach based on annotation of scenarios using feature models. Activity diagrams are used to specify scenarios. Traces between feature models and activity diagrams are given as special annotations on activity diagrams. To annotate activity diagrams, the approach employs model templates, which contain the union of the model elements, e.g., presence conditions and metaexpressions, in all valid template instances, i.e., annotated activity diagrams. A product is specified by creating a feature configuration based on the feature model. The model template is instantiated automatically by using the feature configuration. The generated template instance is an activity diagram of the specified product. Although the template instantiation is automated, feature configuration is manual (Challenge 2). The analyst also has to manually create a feature model and a model template for annotations.
Bonifácio et al. [13, 15] propose a framework for modeling the composition process of scenario variability mechanisms (MSVCM). They provide a weaver (configurator) that takes a PL use case model, a feature model, a product configuration, and configuration knowledge as input. The product configuration artifact identifies a specific product, which is characterized by a configuration of features in the feature model, while the configuration knowledge relates features to transformations used for automatically generating the PS use case model. These two artifacts are manually created by the analyst (Challenge 2). The Variability Modeling Language for Requirements (VML4RE) [3, 83] presents a similar solution for the composition of use case diagrams and their selected scenarios represented by activity diagrams. It supports the definition of traces between feature models and requirements (e.g., use case diagram and activity diagram). VML4RE provides a simple set of operators to specify the composition of requirements models for generating PS requirements models. There are more composition-based approaches [12, 52, 71 ] to configure scenario-based requirements using feature models.
All these configuration approaches given above require additional modeling and traceability effort for feature models (Challenge 1) while most of them do not provide a high degree of automation for the decision-making process (Challenge 2). There are approaches [66, 72, 76] that support the identification and extraction of variable features from given requirements, but these approaches still require a considerable manual intervention in the identification of features. In addition, the detailed functionality of a feature is still shown in the traced requirements documents, and this requires frequent context switching, which is not practical in industrial projects. Stoiber and Glinz [67] propose the modularization of variability information in decision tables to avoid context switching, but the analyst still needs to manually encode all decision constraints and traces in such tables, which can easily get too complex to comprehend (Challenge 1). Bonifácio et al. [14] argue that annotation-based approaches entangle the representation of common and variant behavior, whereas the composition-based approaches provide a better separation of variant behavior. They compared an annotation-based approach, i.e., PLUSS, with a composition-based approach, i.e., MSVCM, to investigate whether the composition-based approach causes extra costs for modularizing scenario specifications. They concluded that although MSVCM improves modularity, it requires more time to derive PL specifications and more investments on training.
Configuration Tools. Nie et al. [54] describe the key automation functionalities that configuration tools should support: inferring decisions, consistency checking, decision ordering, collaborative configuration, and reverting decisions (Challenge 2). Our tool, PUMConf, automatically infers new configuration decisions based on prior decisions and variation point-variant dependencies. The consistency of all inferred and prior decisions are automatically checked. The analyst can also revert configuration decisions in order to maintain the consistency. PUMConf provides decision ordering to guide the analyst in which sequence a set of decisions should be made, by taking into account the hierarchies among variation points. Currently, PUMConf does not support collaborative configuration in terms of PS use case models. Collaborative configuration is defined as coordinating the configuration of multiple systems where the configuration of one system depends on the configuration of other systems [54] . We need to extend our PL use case modeling method in such a way that the analyst is able to model dependencies among PL use case models of multiple systems. Our tool can then be extended to support collaborative configuration using such dependencies.
Configuration tools in the literature partially support the key automation functionalities within a context not specific to use case-driven configuration (Challenge 2). Le Rosa et al. [62] provide a questionnaire-based system configuration tool to capture system variability based on questionnaire models composed of questions that refer to a set of facts to be set to true or false. When the questionnaire is answered by the analyst, the tool assigns values to facts and derives an individualized system by using the resulting valuation. The tool supports the key functionalities, except collaborative configuration. Another configuration tool is C2O, presented by Nohrer et al. [55] [56] [57] . The tool enables the analysts to make configuration decisions in an arbitrary order while it guides them by rearranging the order of decisions (decision ordering), inferring decisions to avoid followon conflicts (inferring decisions), and provides support in fixing conflicts at a later time (consistency checking and reverting decisions). No support for collaborative configuration is reported for C2O. Myllarniemi et al. [53] present Kumbang, a prototype configurator for product individuals from configurable software product families. The tool focuses on the configuration of architecture models. It supports the key functionalities except inferring decisions and collaborative configuration. SPLOT [49] is a Web-based configurator benefiting from SAT solvers and binary decision diagrams to support reasoning and interactive configuration on feature models. COVAMOF [63, 64] supports only architecture configuration, while DOPLER [26, 27 ] is a more general configurator which can be customized for multiple artifacts such as components, test cases, or documentation fragments.
The tools given above are either general configurators (e.g., [26, 27, 62] ) or custom configurators for artifacts such as architecture and feature models (e.g., [53, 63, 64] ), which are quite different than our target artifacts. General configurators could be employed to configure PS use case and domain models. For instance, DOPLER [26, 27] supports capturing the variability information using decision models and modeling any type of artifact as asset models. Decision and assets are linked by using traceability relations. The analyst has to model variability information in a decision model by using DOPLERVML, a modeling language for defining product lines. Even if use cases and domain models can automatically be translated into an asset model, the analyst still has to manually encode the decisions in the decision model and assign the traceability relations between decision and asset models, which are some inclusion links. Having all these decision and asset models with their explicit traces is exactly the type of modeling practice that we try to avoid in our approach (Challenge 1). In addition, DOPLER requires considerable effort and tool-specific internal knowledge to be customized for the consistency checking of configuration decisions and generation of PS use case and domain models.
Overview of our approach
The process in Fig. 4 presents an overview of our approach. In Step 1, Elicit product line use case and domain models, the analyst elicits PL use cases and a domain model with the use case diagram, the RUCM template, and their product line extensions.
Step 1 is manual. Its output includes (1) a PL use case diagram, which captures variability, and its constraints and Step 2, Check consistency of product line use case and domain models, our approach automatically checks the consistency of use case diagram, use case specifications (also with the RUCM template), and domain model to report inconsistencies (Challenge 2). Steps 1 and 2 are iterative: the PL diagram, specifications, and domain model are updated until full consistency is achieved. We discuss these two steps in Sects. 5 and 9.
In Step 3, Configure product-specific use case and domain models, the user is asked to input configuration decisions regarding variation points captured in PL use case and domain models to automatically configure the product line into a product. The configuration step is the main focus of this paper. It is described in Sect. 6.
Step 3 includes an automated, iterative, and interactive decision-making activity (Challenge 2). The partial order of configuration decisions to be made is automatically identified from the dependencies among variation points and variant use cases. The analyst is asked to input the configuration decisions in the given partial order. When a decision is made, the consistency of the decision with prior decisions is checked. There might be contradicting decisions in the PL use case diagram such as two decisions resulting in selecting variant use cases violating some dependency constraints. These are automatically determined and reported a posteriori and the analyst can backtrack and revise his decisions. Alternatively, the analyst could be guided through the configuration space in such a way that decisions that may lead to contradictions are avoided a priori [62] . SAT solvers can be employed to incrementally prune the configuration space in an interactive configuration [8] while CSP solvers are used to handle additional modeling elements in terms of variables (e.g., sets and finite integer domains) and constraints (not only propositional formulas) [9, 10] . However, the use of the SAT and CSP solvers in an iterative and interactive product configuration can be challenging since (a) it can quickly become infeasible to compute inferences, which dynamically prune the configuration space, when the number of variables to be computed is large and (b) it may require considerable implementation effort and internal tool knowledge to use these solvers for computing inferences and detecting and reporting contradictions [8, 36] . According to our observation in industry, customers are also involved in the decision-making process. They need to account for the entire configuration space, including contradicting decisions, because they frequently re-evaluate decisions and possibly update them. Therefore, we decided to have an a posteriori approach for the consistency checking of configuration decisions and implemented our own algorithm fitting our context.
Our motivation is to rely, to the largest extent possible, on a solution that can be easily customized for further extensions addressing automated reconfiguration, including change impact analysis on PL use case and domain models. One may argue that existing configuration tools [24, 57, 62, 64] could be reused within the context of use case-driven configuration but these tools either need feature models [24] or require the variability information to be depicted independently of specific notations or languages, by means of a set of facts [57, 62] . As discussed earlier, not only does this not match our practical needs but, furthermore, we also need a custom solution to generate PS use case and domain models based on the decisions. The entire configuration approach is illustrated by an example in Sect. 6. We provide the details of our decision consistency checking algorithm in Sect. 7, whereas Sect. 8 presents the generation of PS use case and domain models from PL models.
Elicitation of variability in use cases
Our configuration approach starts with the activity of elicitation of PL use case and domain models. This activity is based on the Product line Use case modeling Method (PUM) which we present in our previous paper [41] . The artifacts of PUM is a PL use case diagram using product line extensions proposed by Halmans and Pohl [18, 42] , PL use case specifications using RUCM extensions which we propose, and a PL domain model using stereotypes provided by Ziadi and Jezequel [82] . In this section, we give a brief description of these PL artifacts. 
Use case diagram with product line extensions
For use case diagrams, we employ the PL extensions proposed by Halmans and Pohl [18, 42] since they support explicit representation of variants, variation points, and their dependencies. We do not introduce any further extensions. In this section, we briefly describe the extensions (see Fig. 5 ). Variant use cases are distinguished from essential (mandatory) use cases, i.e., mandatory for all the products in a product family, by using the 'Variant' stereotype ( Fig. 5a) . A variation point given as a triangle is associated with one, or more than one use case using the 'include' relation. A 'treelike' relation, containing a cardinality constraint, is used to express relations between variants and variation points, which are called variability relations. The relation uses a [min..max] notation in which min and max define the minimum and maximum numbers of variants that can be selected for the variation point. A variability relation is optional where (min = 0) or (min > 0 and max < n); n is the number of variants for a variation point. A relation is mandatory where (min = max = n). The customer has no choice when a mandatory relation relates mandatory variants to a variation point [42] . Optional and mandatory relations are depicted with light gray and black filled circles, respectively (Fig. 5b) . A use case is either Essential or Variant. The notation for variation points, in Fig. 5 , can also be used for variation points in actors [42] . In addition, the extensions allow the analysts to represent the dependencies requires and conflicts among variation points and variant use cases, e.g., a variant use case requires a variation point and a variation point conflicts with another variation point [18] . Figure 6 gives part of the product line use case diagram for STO. We document two optional and two mandatory variation points. The mandatory variation points indicate where the customer has to make a selection for an STO product. For instance, the 'Provide System User Data' essential use case has to support multiple methods of providing data where the methods of providing data via IEE QC mode and Standard mode are mandatory (the mandatory variability relation in the 'Method of Providing Data' variation point with a cardinality of '2..2'). In addition, the customer can select the method of sending data via diagnostic mode, i.e., the 'Provide System User Data via Diagnostic Mode' variant use case with an optional variability relation. In STO, the customer may decide that the system does not store the errors determined while the system identifies its operating status (the 'Identify System Operating Status' essential use case and the 'Storing Error Status' optional variation point). The require dependency relates the two optional variation points such that if the customer selects the variant use case in the 'Storing Error Status' variation point, the variant use case in the 'Clearing Error Status' variation point has to be selected.
Use case diagrams capture variants, variation points, their cardinalities and dependencies. Some further variability information can be given in use case specifications. For instance, in Fig. 6 , the 'Identify System Operating Status' use case includes the 'Storing Error Status' optional variation point. Only the corresponding use case specification indicates in which flows of events the variation point is included.
Restricted use case modeling (RUCM) and its extensions
This section briefly introduces the RUCM template and its PL extensions which we proposed. RUCM provides restriction rules and keywords constraining the use of natural language in use case specifications [79] . We employ RUCM in the elicitation of PL use case specifications since it was designed to make use case specifications more precise and analyzable, while preserving their readability. But since it was not originally designed for PL modeling, we had to introduce PL extensions. Table 2 provides some of the STO use cases written according to the extended RUCM rules. In RUCM, use cases have basic and alternative flows (Lines 2, 8, 13, 16, 22, 27, 33, and 38). In Table 2 , we omit some alternative flows and some basic information such as actors and pre-/postconditions.
A basic flow describes a main successful path that satisfies stakeholder interests. It contains use case steps and a postcondition (Lines 3-7, 23-26 and 39-43). A step can be one of the following interactions: an actor sends a request and/or data to the system (Lines 34); the system validates a request and/or data (Line 4); the system replies to an actor with a result (Line 7). A step can also capture the system altering its internal state (Line 18). In addition, the inclusion of another use case is specified as a step. This is the case of Line 3, as denoted by the keyword 'INCLUDE USE CASE.' All keywords are written in capital letters for readability.
The keyword 'VALIDATES THAT ' (Line 4) indicates a condition that must be true to take the next step, otherwise an alternative flow is taken. In Table 2 , the system proceeds to Step 3 (Line 5) if the operating status is valid (Line 4).
Alternative flows describe other scenarios, both success and failure. An alternative flow always depends on a condition in a specific step of the basic flow. In RUCM, there are three types of alternative flows: specific, bounded and global. A specific alternative flow refers to a step in the basic flow (Lines 13, 16 and 27). A bounded alternative flow refers to more than one step in the basic flow (Line 8) while a global alternative flow refers to any step in the basic flow. For specific and bounded alternative flows, the keyword 'RFS' is used to refer to one or more reference flow steps (Lines 9, 14, 17, and 28).
Bounded and global alternative flows begin with 'IF .. THEN' for the condition under which the alternative flow is taken (Line 10). Specific alternative flows do not necessarily begin with 'IF .. THEN' since a guard condition is already indicated in its reference flow step (Line 4).
Our RUCM extensions are twofold: (i) new keywords and restriction rules for modeling interactions in embedded systems and restricting the use of existing keywords and (ii) new keywords for modeling variability in use case specifications. We introduce extensions into RUCM regarding the usage of 'IF' conditions and the way input/output messages are expressed. PUM follows the guidelines that suggest not to use multiple branches within the same use case path [46] , thus enforcing the usage of 'IF' conditions only as a means to specify guard conditions for alternative flows. PUM introduces the keywords 'SENDS .. TO' and 'REQUESTS .. FROM' to distinguish system-actor interactions. According to our experience, in embedded systems, system-actor interactions are always specified in terms of messages. For instance, Step 3 in Table 2 (Line 5) indicates an input message from the sensors to the system while Step 5 (Line 7) contains an output message from the system to the STO Controller. Additional keywords can be defined for other types of systems.
To reflect variability in use case specifications in a restricted form, we introduce into the RUCM template the notion of variation point and variant, complementary to the diagram extensions in Sect. 5.1. Variation points can be included in basic or alternative flows of use cases. We employ the 'INCLUDE <VARIATION POINT : ...>' keyword to specify the inclusion of variation points in use case specifications (Lines 29 and 35). Variant use cases are given with the '<VARIANT >' keyword (Line 37). The same keyword is also used for variant actors related to a variation point given in the use case diagram.
There are types of variability (e.g, optional steps and optional alternative flows) which cannot be captured in use case diagrams due to the required level of granularity for product configuration. To model such variability, as part of the RUCM template extensions, we introduce optional steps, optional alternative flows and a variant order of steps. Optional steps and optional alternative flows begin with the '<OPTIONAL>' keyword (Lines 8 and 39-43). In addition, the order of use case steps may also vary. We use the 'V' keyword before the step number to express the variant step order (Lines 39-43). A variant order occurs with optional and/or mandatory steps. It is important because variability in the system behavior can be introduced by multiple execution orders of the same steps. For instance, the steps of the basic flow of the 'Provide System User Data via Standard Mode' use case are optional. Based on the testing procedure followed in the STO product, the order of sending data to the tester also varies. In the product configuration, the customer has to decide which optional step to include in which order in the use case specification.
Product line domain model
We encounter two cases (i.e., variation and optionality) to model variability in domain entities. The first case is an inheritance hierarchy where some subentities are optional and alternative of another entity while others are mandatory. In such a case, the abstract entity is the variation with its variant subentities. In the second case, the domain entity is optional, but not part of any inheritance hierarchy. In order to support these two cases in the PL domain model, we employ the stereotypes (i.e., variation, variant, and optional) which Ziadi and Jezequel [82] propose to model variability in UML class diagrams (see Fig. 7 ).
The Variant and Variation stereotypes are used to specify variability associated with an inheritance hierarchy. The variation is the abstract class (Request and ProvideSystemUserDataRequest) while variants are given as subclasses with the Variant stereotype (ClearErrorStatusRequest and DiagnosticModeProvideDataReq). QCModeProvideDateReq and StandardModeProvideDataReq do not have any stereotype, thus implying these are mandatory for all STO products. The Optional stereotype is for optional entities which are not part of any inheritance hierarchy (e.g., VoltageDiagnostic).
The PL domain model in Fig. 7 does not contain any variant dependency such that the selection of one variant domain entity disables (or enables) the selection of some other variant entities. Ziadi and Jezequel [82] propose to specify such dependencies in the Object Constraint Language (OCL). Alternatively, some special stereotypes, e.g., requires and conflicts, can also be employed for UML class associations to specify the variant dependencies in PL domain models.
Configuration of product-specific use case and domain models
The product configuration is a decision-making process, where the variability information is examined to select the desired features for the product. A product in a product family is defined as a unique combination of features selected during configuration. In this paper, we rely on variability information given in the PL use case diagram, specifications and domain model. 
The decision model conforms to a decision metamodel, which is described in Fig. 8 . We will shortly describe its elements.
There are four main use case elements for which the user has to make decisions (i.e., variation point, optional step, optional alternative flow, and variant order). In a variation point, the user selects variant use cases to be included for the product. For PL use case specifications, the user selects optional steps and alternative flows to be included and determines the order of steps (variant order). In the PL domain model, the user makes decisions for the Variant and Optional entities. All these decisions are saved in the decision model, whose structure is formalized by the decision metamodel.
The reader is referred to Supplementary Material 1 for the algorithm of the configuration function. At a high level, the algorithm first traverses the use case diagram for variation points and then processes use case specifications for optional alternative flows, optional steps, and variant orders. Then the domain model is traversed for Variant and Optional domain entities. In the following, we explain the steps of the algorithm with an illustrative example. The example is a slight adaptation of part of our industrial case study since we needed some additional modeling elements to illustrate the complete set of features of the algorithm. Figure 9 depicts an example PL use case diagram with four variation points, eight variant use cases, and one essential use case.
The main steps of the configuration algorithm for use case diagrams are:
-Identifying variation points in the diagram to start the configuration. In Fig. 9 , there are four variation points and two of them are included by variant use cases in another variation point (i.e., UC2 in VP1 includes VP2, and UC3 contradicting decisions. This is an iterative step. For each variation point identified, the analyst is asked to make a decision. A decision is about selecting, for the product, variant use cases in the variation point. After the analyst makes the decision, the algorithm first checks the associated cardinality constraints. The use case diagram is then traversed to determine previous decisions contradicting the current decision. If there is any contradiction, the analyst is expected to update one or more decisions to resolve the contradiction.
-The analyst makes a decision in VP4, which is selecting UC9 for the product. The decision complies with the cardinality constraint. No contradiction is identified since there is no previous decision. Therefore, the decision is saved in the decision model. -The analyst proceeds with VP1. UC2 and UC4 are selected while UC3 is not selected for the product. The decision complies with the cardinality constraint in VP1. The algorithm identifies a contradiction with the decision in VP4. Since the user does not select UC3, UC7 and UC8 in VP3 included by UC3 are also automatically not selected. However, UC9 requires UC8 in the product. The analyst is asked to resolve the contradiction by updating either the decision for VP4 or the decision for VP1. -The analyst updates the decision in VP1 to resolve the contradiction. Only UC2 and UC3 are selected in the updated decision, which complies with the cardinality constraint. At this point, there is no contradiction identified. UC3 is already selected but the analyst has not yet made the decision for VP3. Therefore, the decision is saved in the decision model. -The analyst is asked to make further decisions for the variation points included by the selected variant use cases. UC2 and UC3 include VP2 and VP3, respectively. In the decisions for VP2 and VP3, the analyst selects UC6 and UC8. The decisions comply with the associated cardinality constraints, and there is no While UC6 is selected, the user decides not to have UC7 (UC6 conflicts with UC7 in Fig. 9 ). UC9 and UC8 are selected in VP4 and VP3, respectively (UC9 requires UC8). The decisions are saved in the decision model. All variation points are addressed after the analyst selects UC2, UC3, UC6, UC8, and UC9.
-Generating the PS use case diagram from the PL diagram. By using the decisions stored in the decision model, the algorithm automatically generates the PS use case diagram from the PL diagram (see Fig. 10 for the PS diagram generated from Fig. 9 ). The transformation is based on a set of transformation rules further described in Sect. 8. For instance, for UC1, VP1 and the selected UC2 in Fig. 9 , the algorithm creates UC1 and UC2 with an include relation in Fig. 10 .
One may argue that the include relations with the single, including use cases in Fig. 10 are redundant because an include relation is used to show that the behavior of an included use case is inserted into the behavior of multiple including use cases. Alternatively, we could choose an approach which directly inserts (copy and paste) the behavior of the included use cases into the including use case specifications. However, to ease the traceability between PL and PS use case diagrams, we prefer to employ include relations in the PS use case diagram even if they are for single, including use cases. For instance, UC2, UC3, UC6, and UC8 in Fig. 10 can be directly traced to the variant use cases UC2, UC3, UC6 and UC8 in Fig. 9 , respectively.
After the PL use case diagram, the algorithm handles the PL use case specifications. Table 3 provides the PL specifications of some use cases in Fig. 9 . The algorithm has two steps for use case specifications:
-Getting decisions for each optional step, optional alternative flow, and variant order group In Table 4 provides some of the PS use case specifications generated from Table 3 . First, some of the variation points in the PL specifications (Lines 5 and 36 in Table 3 ) are transformed based on the decisions for the PL diagram. For instance, for VP1, the configurator creates two include statements for UC2 and UC3 (Lines 6 and 14 in Table 4 ) with a validation step (Line 5 in Table 4 ) and a corresponding specific alternative flow where UC3 is included (Lines 12-15). The created validation step checks if the precondition of UC2 is met. If the condition holds, UC2 is executed in the basic flow (Line 6). If not, the newly created alternative flow is taken and UC3 is executed (Line 14). For VP2, only UC6 is included in the PS specification of UC2 since the user selects only UC6. After handling variation points, selected optional steps and optional alternative flows are included in the PS specifications (Line 23). Variant order groups are ordered in the PS specifications according to the given decision (Lines 23-26).
Lastly, the configuration algorithm collects decisions for each optional and variant domain entities in order to generate the PS domain model from the PL domain model. The algorithm does not currently take into account the variant dependencies in PL domain models. It would need further extensions for detecting configuration decisions violating constraints imposed by variant dependencies. The detection of such decisions in PL domain models is very similar to the consistency checking of configuration decisions in PL use case diagrams (see Sect. 7.3). Therefore, we would only need to adapt the current consistency checking algorithm for PL domain models. The PS domain model generation is straightforward. In addition to mandatory entities, each selected optional and variant entity is copied into the PS domain model without product line stereotype. The generated model is pruned for the cases where a is-a relation has only a single subclass. Figure 11 provides the PS domain model generated from the PL domain model in Fig. 7 .
The PL domain model contains two variant entities (ClearErrorStatusRequest and DiagnosticModeProvideDataReq) and one optional entity (VoltageDiagnostic). The analyst selects only VoltageDiagnostic for the PS domain model. Another output of our configuration approach is a decision model which conforms to the decision metamodel in Fig. 8 . The decision model stores all the configuration decisions for the use case diagram, the use case specifications, and the domain model. Figure 12 depicts the decision model resulting from the example configuration using the PL use case diagram in Fig. 9 , the PL use case specifications in Table 3 , and the PL domain model in Fig. 7 .
The decision model in Fig. 12 contains several instances of DomainEntity, VariationPoint, UseCase for which the analyst made the decisions described above. For instance, the VP1 instance of MandatoryVariationPoint is associated with three instances UC2, UC3 and UC4 of VariantUseCase, while the decision for the variation point is encoded as True or False using the isSelected attribute. The decision models can be employed for further use such as representing decisions for reconfiguration of the same product and comparison of the decisions in multiple products for regression test selection within the context of product line testing, as further described in Sect. 11.
Consistency checking of configuration decisions
In this section, we present the details of the consistency checking of configuration decisions in the PL use case diagram. The objective of consistency checking (Sect. 7.1) is to identify contradicting decisions for variation points in a configurable PL use case diagram (Sect. 7.4). The consistency checking algorithm (Sect. 7.3) is based on mapping from the PL use case diagram to propositional logic (Sect. 7.2).
Objective and assumptions
Consistency checking of configuration decisions is vital at collecting decisions from the analyst. PS models cannot be generated from inconsistent decisions. In our configuration approach, consistency checking aims at determining contradicting decisions for the variation points in the PL use case diagram. Two or more configuration decisions may contradict each other if they result in violating some variation point and variant dependency constraints (i.e., require and conflict). Assume there are two conflicting, variant use cases Ua and Ub (i.e., Ua conflicts with Ub). Ua and Ub are selected The analyst needs to update decisions in order to resolve contradictions. Our approach follows the Fix right away with selective (multiple) undo strategy [56] in which only involved decisions are updated to return the configuration to a consistent state immediately when the analyst introduces a contradicting decision. To do that, we automatically identify the decisions involved in the contradiction. We chose this strategy based on our discussions with IEE analysts because each time a decision is made during configuration with customers, analysts would like to keep decisions in the PL diagram consistent and not to have multiple contradictions at a time. Tolerating contradictions during decision-making makes it hard to communicate with untrained customers for reasoning on decisions and resolving contradictions. For the resolution of decision contradictions in the PL use case diagram, our underlying assumption is that the diagram is configurable. A PL use case diagram is configurable if at least one valid PS use case diagram can be generated from the PL diagram. It may not be configurable because of an incorrect combination of variant and variation point dependencies (see Sect. 7.4).
Propositional logic mappings
Our consistency checking algorithm is based on mapping variation points, use cases and variant dependencies to propositional logic formulas. We assume that a PL use case diagram PLD is defined as a set, where each use case is a member of the set. The PL diagram consists of n use cases PLD = {u 1 , . . . , u n }; each use case u i in PLD is represented by a boolean variable with the same name. Boolean variable u i evaluates to true if use case u i is selected and false otherwise. If there is no decision made yet for use case u i , variable u i is not valued (unknown). Please note that all essential use cases are automatically selected. Figure 13 gives the corresponding propositional formulas for each pattern involving dependencies, variation points, and variant use cases, where propositions capture logical relationships among variant use cases. For instance, according to the corresponding propositional formula in Fig. 13a , if use case UCA m is selected for a product then the selection logically implies that use case UCB n is also selected. Figure 13c depicts the mapping when there is a require dependency between two variation points A and B. In such a case, if at least one of the variant use cases in variation point A (UCA 1 ∨ · · · ∨ UCA m ) is selected, then at least one of the variant use cases in variation point B (→ UC B 1 ∨ ... ∨ UCB n ) should also be selected.
In a SAT solver-based approach, for the entire PL use case diagram, one propositional formula can be formed as a conjunction of formulas derived from each dependency in the diagram using the mapping. Given such propositional for- 13 Mapping from PL use case diagram to propositional logic mula and a set of variable assignments (decisions), a SAT solver can determine whether there is a value assignment to the remaining variables (undecided variation points) that will satisfy the predicate [8] . This approach may not be feasible for complex industrial projects when the number of variables to be computed is large. Therefore, to determine contradicting decisions, we follow an approach different than determining if there exists an interpretation that satisfies a propositional formula derived from the entire PL use case diagram (Sect. 7.3).
Consistency checking algorithm
For a given decision regarding a variation point in the PL diagram, our approach only checks the satisfaction of the propositional formulas derived from its dependencies. The number of variables taken into account in such approach is much smaller than the number of variables derived from the entire diagram to be computed by an approach using SAT solvers. Assume that we have two variant use cases Ua and Ub where Ua requires Ub and Ua is selected. The corresponding propositional formula in Fig. 13a is not satisfied only if Ub is unselected in prior decisions and there is no other further decision to be made for Ub. Therefore, we only check if Ub is unselected and cannot be selected in further decisions. If there is no decision made for Ub yet, we do not need to check if the corresponding formula is satisfied. The satisfaction of the formula is checked only if there is a valuation of the variable in the formula for U b based on configuration decisions. However, decisions for other variant use cases might imply a decision for Ub. Our approach automatically infers those implicit decisions to be taken into account in the valuation of formulas.
Algorithm 1 describes the part of our configuration algorithm related to consistency checking. For each new decision made by the analyst, the algorithm checks if the formulas derived for the decided use case elements are satisfied. If the formulas are not satisfied, the algorithm returns contradicting decisions to the analyst. The analyst updates the decisions to resolve the contradiction. In order to illustrate the algorithm, we rely on the example, contradicting decisions in Fig. 9 .
The analyst makes a decision d for each variation point vp, which is either included by an essential use case uc or not included by any use case (Lines 2, 4 and 5). -checkConflictingVP checks the formulas for selected variation point vp conflicting with a variation point or a variant use case (Fig. 13d, g ), Let SUC be the set of variant use cases selected in dp.vp; 7 Let NSUC be the set of variant use cases unselected in dp.vp; 8 Let d be the quadruple (dp.vp, dp.uc, SU C, N SUC); 9 if (d satisfies cardinality constraints in dp.vp) then 10 Let C be the empty set for contradicting decisions;
11
C ← checkConflictingVP(dp.vp, DC, d, PLD);
12
C ← C ∪ checkRequiringVP(dp.vp,DC,d,PLD); 13 C ← C ∪ checkRequiredVP(dp.vp,DC,d,PLD); -checkConflictingUC checks the formulas for selected variant use case u conflicting with a variation point or a variant use case (Fig. 13b, g ), -checkRequiringVP checks the formulas for selected variation point vp requiring a variation point or a variant use case (Fig. 13c, f) , -checkRequiredVP checks the formulas for unselected variation point vp required by a variation point or a variant use case (Fig. 13c, e) , -checkRequiringUC checks the formulas for selected variant use case u requiring a variation point or a variant use case (Fig. 13a, e) , -checkRequiredUC checks the formulas for unselected variant use case u required by a variation point or a variant use case (Fig. 13a, f) .
In Fig. 9 , the decision in V P1 contradicts the prior decision in V P4 because of the require dependency. This is determined by the function checkRequiredUC, whose algorithm is presented in Algorithm 2. For the rest of the check functions, the reader is referred to Supplementary Material. Let E X be the empty set for inferred, unselected elements;
Let SUC be the set of selected use cases in dm;
7
Let vp be the variation point in dm; Algorithm 2 starts with checking whether uc, unselected in decision d, is also unselected in the set of prior decisions DC, while it is also not possible to make any further decision for uc (Line 2). If uc is already selected in another decision or if there is still yet another decision to be made for uc, the function returns an empty set of contradicting decisions (Line 23); otherwise, the function checks whether there is any selected use case which requires uc (Lines 3-21). For UC3, the decision can be made only via the pair (V P1, UC1) since UC1 is the only use case including V P1. D2 is the decision made via the pair (V P1, UC1) where UC3 is unselected.
When uc is unselected in d, there might be other variant use cases automatically unselected. These use cases are in the variation points included by uc (Line 4). The function in f erU nselected Elements returns the inferred, unselected use cases and variation points for use case uc unselected in decision d. For D2, it infers UC7, UC8, and V P3 (E X = {UC3, UC7, UC8, V P3 }). V P3 is included only by UC3. UC7 and UC8 in V P3 cannot be selected after UC3 is unselected in D2. Since all variant use cases in V P3 are automatically unselected, V P3 is also considered unselected. If any of these elements in the set of unselected elements E X is required by a variation point selected in prior decision dm in DC, the current decision d contradicts dm (Lines 6-10). The variant use cases selected in dm (SUC in Line 6) might cause other variant use cases automatically to be selected. These are the use cases with a mandatory variability relation in the variation points included by the use cases selected in dm (Line 13). The function inferSelectedElements infers those variant use cases to check whether they require any unselected element in E X (Lines 11-19 ). For D1, there is no inferred variant use case. There is only UC9 which is selected for V P4 in D1 (I = {UC9} for u = UC9). Only UC9, selected in D1, requires UC8 in E X (Line 15). There might be other prior decisions contributing to the selection of UC9. The function getInvolvedDecisions returns all these decisions (Line 16). There is only D1 in which UC9 is selected. Therefore, the function checkRequiredUC returns only D1 in the set of contradicting decisions (RES = {D1} in Lines 16 and 21).
Non-configurable PL use case diagrams
As stated in Sect. 7.1, our assumption for consistency checking is that the PL diagram is configurable. Figure 14 provides an example of a non-configurable PL diagram.
Essential use case UC1 includes mandatory variation point VP1 which has three variant use cases through optional and mandatory variability relations. Variant use cases UC3 and UC4 in VP1 are always selected because of the mandatory variability relation (cardinality constraint '2..2' in VP1). UC3 includes another mandatory variation point, VP2, which has three variant use cases UC5, UC6, and UC7. UC6 and UC7 are always selected because of the mandatory variability relation (cardinality constraint '2..2' in VP2). Therefore, variant use cases UC3, UC4, UC6, and UC7 are automatically selected for every product. UC7 requires another variant use case, UC8, while UC8 conflicts with UC4. The require dependency implies that if UC7 is selected for a product, UC8 should also be selected for the same product. Since UC7 is automatically selected for every product, UC8 should always be selected for every product. On the other hand, UC8 cannot be selected for any product because it conflicts with UC4, which is also automatically selected for every product. Therefore, it is not possible to generate a valid PS use case diagram from the PL diagram in Fig. 14 . The combination of the dependencies require between UC8 and UC7, conflict between UC8 and UC4, and include between UC3 and VP2 and the cardinality constraints (2..2) in VP1 and VP2 is the reason of non-configurability in Fig. 14 . Such combination of dependencies and cardinality constraints in a non-configurable PL use case diagram needs to be resolved before making configuration decisions. Otherwise, in the non-configurable PL diagram, there will always be contradicting decisions which are impossible to resolve.
The detection of non-configurable models has been addressed in the context of feature modeling and product line requirements specifications [9, 69, 70] . There are also techniques [37] [38] [39] ing techniques (e.g., [28, 38, 47, 48, 62, 65, 68, 75] ) could be adapted for PL use case diagrams in our configuration approach as part of Step 1, Elicit Product Line Use Case and Domain Models, in Fig. 4 . Before making decisions, the analyst could automatically check if the PL use case diagram is configurable and, if necessary, could resolve the incorrect combination of dependencies and cardinality constraints.
Generation of PS use case models
After the decisions are made, the PS use case and domain models are generated from the PL models. The generation of PS models are implemented in the PL-PS Transformer component in PUMConf (Fig. 15) . The details of the component architecture of PUMConf are given in Sect. 9.
The PL-PS Transformer contains three subcomponents: Diagram Transformer, Specification Transformer, and Domain Model Transformer. The subcomponents are updatein-place transformations [25] in which a model is both an input and output. Each subcomponent takes one of the PL models and relevant decisions in the decision model as input, and produces the corresponding PS model as output.
All PL and PS use case specifications are stored as plain text in the native IBM DOORS format. During the consistency checking of use case and domain models (see Step 2 in Fig. 4) , for the RUCM keywords and types of steps, use case specifications in IBM DOORS are annotated using NLP provided by the GATE workbench (see Sect. 9). The Specification Transformer uses the annotations to distinguish RUCM steps and types of alternative flows in matching transformation rules (Sect. 9). It processes the plain text instead of instances of the RUCM metamodel [81] . Compared to model transformation languages, Java provides much more flexibility for handling annotated plain text in terms of loading, matching and editing the text. Therefore, we used Java to implement the Specification Transformer. To provide the if the variant use case is selected during decision-making. Figure 16 gives example source and target patterns with decisions for use case diagrams. Figure 16 has three columns, i.e., source pattern, decision, and target pattern, to represent example mappings between PL and PS diagrams. Decisions for the diagrams are represented as quadruples (see Sect. 7). In Fig. 16a , the analyst selects all variant use cases in mandatory variation point X included by essential use case UC. The variation point, the include relation, and the unselected variant use cases are removed. Each selected variant use case is transformed into a use case included by UC in the PS diagram. In Fig. 16b , optional variation point X is included by essential use case UC while all variant use cases are unselected. Only essential use case X is kept in the PS diagram. The source pattern in Fig. 16c represents optional variation point X which has one variant use case (i.e., UC1). X is not included by any other essential or variant use case. When UC1 is selected, only variation point X is removed from the PS diagram.
The Specification Transformer takes both diagram and specification decisions to generate PS use case specifications (see Fig. 17 for example mappings between PL and PS specifications). Diagram decisions are used to transform use case steps where variation points are included. In Fig. 17a , the source pattern represents an example specification where the variation point X in Fig. 16a is included in between other use case steps. For the same decision, represented as a quadruple, in Fig. 16a where all variant use cases are selected, the VAL- IDATES THAT and INCLUDE steps in the basic flow and a set of alternative flows are generated for the PS specification. One of the variant use cases (UC1) is executed in the basic flow (the step where UC1 is included) if its precondition holds (the VALIDATES THAT step). The rest of the selected use cases are executed in the generated alternative flows. One of the alternative flows is taken if the VALIDATES THAT statement in the basic flow fails. In Fig. 17b , the source PL specification for Fig. 16b is transformed into the PS specification based on the diagram decision where no variant use case is selected. The step where the variation point X is included is removed for the PS specification. Figure 17c represents an example source pattern which contains multiple optional steps in a variant order. The analyst has to decide which optional steps are retained and in which order in the PS specification. The specification decision for each optional step is represented as a triple of the step name, a boolean variable which is true when the step is selected, and the decided order number. In the example, each optional step is selected in a reverse order for the PS specification (see the decision column in Fig. 17c ). Based on the decisions, the selected optional steps (OPTIONAL STEP A 1 , . . . , OPTIONAL STEP A n−1 , OPTIONAL STEP A n ) are preserved in the reverse order (STEP A n , STEP A n−1 , . . . , STEP A 1 ) in the target pattern while there might be common steps in between the selected optional steps.
The Domain Model Transformer takes the PL domain model and domain model decisions as input to generate a PS domain model. As we discussed in Sect. 6, the generation of a PS domain model is straightforward: in addition to mandatory entities, all selected optional and variant domain entities are kept, while their PL stereotypes are removed. The is-a relations having only a single subclass are also removed to prune the generated model. In the next section, we present the tool support and architecture, which provide more detailed information about the interaction of the PL-PS Transformer with other components of the tool.
Tool support
We have implemented our configuration approach in a prototype tool, PUMConf (Product line use case model configurator). Section 9.1 provides the layered architecture of the tool while we describe the tool features with some screenshots in Sect. 9.2. For more details and accessing the tool executables, see: https://sites.google.com/site/pumconf/.
Tool architecture
The tool architecture is composed of three layers (see Fig. 18 ): (i) the User Interface (UI) layer, (ii) the Application layer, and (iii) the Data layer. User interface (UI) layer This layer supports the activity of eliciting product line use cases and domain models to create or update the PL artifacts (see Fig. 4 ). It also enables the viewing of the generated PS artifacts. We employ IBM DOORS (www.ibm.com/software/products/ca/en/ratidoor/) for use case specifications, Papyrus (https://www.eclipse.org/ papyrus/) for use case diagrams, and IBM Rhapsody (www.ibm. com/software/products/en/ratirhapfami) for domain models. IBM DOORS does not put any restriction on the structure of use cases and thus allows the adoption of the RUCM template. Halmans and Pohl [42] do not provide any metamodel or UML profile for the PL use case diagram extensions. Therefore, we implemented our own UML profile in Papyrus to enable the use of the Papyrus model editor for creating and editing PL use case diagrams. Our choice of IBM Rhapsody for domain models is based on the modeling practice at IEE, which has been based on Rhapsody. For domain modeling, we could also employ the Papyrus model editor which we use to present the decision model.
Application layer This layer supports the main activities of our approach in Fig. 4 : checking consistency of PL use case and domain models and configuring PS use case and domain models. It contains four main components implemented in Java: Configurator, Artifact Consistency Checker, Decision Consistency Checker, and PL-PS Transformer. To access these Application Layer components through the UI Layer, we implemented an IBM DOORS plug-in (see Fig. 19 ).
The Configurator component is a coordinator that manages two other components, i.e., Decision Consistency Checker and PL-PS Transformer. In addition to the Configurator, the user has direct access, via the DOORS plug-in, to the Artifact Consistency Checker which employs NLP to check the consistency of the PL use case diagram, the use case specifications complying with the RUCM template, and the domain model. The Decision Consistency Checker implements the parts of the configuration algorithm where a decision for the PL use case diagram is received from the analyst and its consistency with previous decisions is checked. The algorithm does not attempt to find a valid configuration but simply traverses the diagram for decisions to recursively check whether the implications of any variation point -variant use case dependency (i.e., include, require, and conflict) are violated by the decisions (see Sect. 7).
The PL-PS Transformer component is the Java implementation of the transformation rules for the use case diagram, specifications and domain model. Before the application of the transformation rules, use case specifications need to be annotated by using NLP (see Sect. 8).
To perform NLP in use case specifications, the Configurator and Artifact Consistency Checker components use a regular expression engine, called JAPE [22] , in the GATE workbench (http://gate.ac.uk/), an open-source Natural Language Processing (NLP) framework. We implemented the extended RUCM restriction rules in JAPE. With NLP, use cases are first split into tokens. Second, part-of-speech (POS) tags (i.e., verb, noun, and pronoun) are assigned to each token. By using the RUCM restriction rules implemented in JAPE, blocks of tokens are tagged to distinguish RUCM steps (i.e., output, input, include, and internal operations) and types of alternative flows (i.e., specific, alternative, and global). The output of the NLP contains the annotated use case steps. The Configurator passes the annotations to the PL-PS Transformer in order to match the transformation rules while the Artifact Consistency Checker processes these annotations with the use case diagram and domain model to generate the list of inconsistencies among the artifacts. For instance, the consistency of use case specifications and domain model is checked by comparing the use case specification entities identified by the NLP application with the entities in the domain model. For each domain entity identified through NLP, the Artifact Consistency Checker generates an entity name by removing all white spaces and putting all first letters following white spaces in capital. If the entity name does not appear either as class name or as an attribute name in the domain model, or if the entity name is only mentioned in the optional parts of use case specifications while it appears as a mandatory entity in the domain model, an inconsistency is reported. The consistency checking could be extended with syntactic and semantic similarity checking techniques [6, 7] to tackle inconsistent naming conventions in the comparison.
Data layer All the use case specifications are stored in the native IBM DOORS format while the domain model is exported into the XMI format by the Rhapsody XMI toolkit. The PL use case diagram and the generated PS diagram are stored using the UML profile mechanism, while the decision model is saved in Ecore [29] .
Tool features
We describe the most important features of our tool: managing PL use case and domain models, checking consistency of PL use case and domain models, getting configuration decisions from the analyst, checking consistency of decisions, and displaying decisions. These features support the steps of the modeling process given in Fig. 4 .
Managing PL use case and domain models. This feature supports Step 1, Elicit Product Line Use Case and Domain Models, in Fig. 4 . The analyst can create, update, and delete the PL use case diagram, specifications, and domain model by using the selected modeling tools (i.e., IBM Doors, Papyrus, and Rhapsody) adopted in PUMConf.
Checking consistency. of PL use case and domain models. The consistency of the PL use case and domain models needs to be ensured in Step 2, Check Consistency of Product Line Use Case and Domain Models, in Fig. 4 before the analyst makes decisions about the variability information. Our tool automatically checks (1) if the PL use case specifications conform to the RUCM template and its product line extensions, (2) if the PL use case diagram is consistent with the PL use case specifications, and (3) if the PL domain model is consistent with the PL use case specifications (see Fig. 19 ). Figure 20 presents an example output of the consistency checking of the PL use case diagram and specifications in Sect. 6.
Four types of inconsistencies are reported in Fig. 20 : missing variation points in the specifications, variant use cases given as essential ones in the corresponding specifications, and missing variation points in the diagram.
Getting configuration decisions from the analyst. During Step 3, Configure Product-Specific Use Case and Domain Models, in Fig. 4 , the tool first determines the list of variation points to be decided, based on the dependency structure of variation points, i.e., include. The analyst makes a decision for each variation point in the list, while the tool checks the consistency of the decision with prior decisions. A decision may cause further decisions to be made for some other variation points, i.e., included by the variant use cases selected in the decision. In such cases, after each decision the tool automatically updates the list of variation points to be decided. Figure 21 presents the user interface for getting the decision for variation point VP4 in Fig. 9 .
In Fig. 21a , the tool lists the variation points VP1 and VP4 but not VP2 and VP3 since the analyst can make a decision for VP2 and VP3 only after UC2 and UC3 are selected in VP1 (see Fig. 9 ). The analyst makes a decision in VP4 by selecting UC9 in Fig. 21b . After the decision is confirmed to be consistent with previous decisions, VP4 is highlighted in green, indicating that the decision has been validated and recorded (see Fig. 21c ).
After the decisions for the PL diagram are made, the analyst proceeds with the PL use case specifications and domain model. Figure 22 presents the PUMConf's user interface for selecting optional steps in the PL specification of use case UC2 in Table 3 .
In Fig. 22 , the tool lists the entire use case specification including the optional tags on optional steps. The analyst makes a decision for each optional step and each optional alternative flow in the specification (none in UC2). After these decisions are made, the tool asks the order of the variant order steps if there are any in the specification.
Checking consistency of decisions. After each decision is made in the diagram, the tool checks its consistency with prior decisions. If there is any contradicting decision, the analyst is asked to update the current and/or previous decisions causing the contradiction.
After the decision regarding VP4 in Fig. 21b , the analyst proceeds with VP1 in Fig. 21c and then selects UC2 and UC4 (Fig. 23a) . Please note that UC2 is automatically selected since it is a mandatory variant use case implied by the cardinality constraint in VP1. When the analyst submits the decision, the tool automatically checks whether it contradicts prior decisions. A contradiction for the decisions in VP1 and VP4 is reported (Fig. 23b) . The upper part of the user interface in Fig. 23b provides an explanation for the contradiction while the bottom part lists the decisions involved in the contradiction, with an Edit button to update the corresponding decision. To resolve the contradiction in Fig. 23b , the analyst updates the decision in VP1 by selecting UC2 and UC3 but not UC4 (Fig. 23c) . After the decision is updated, the tool checks again for contradictions. It confirms that there is no more contradiction and all decisions are consistent. UC2 and UC3 include VP2 and VP3, respectively. Therefore, after UC2 and UC3 are selected, the pairs (UC2, V P2) and (UC3, V P3) are automatically given to the analyst to make further decisions (Fig. 23d) .
Displaying decisions. After the configuration is completed with the generation of the PS use case and domain models, the analyst may need to reconfigure. The tool presents the entire set of decisions for the product with a user interface similar to Fig. 21a , b.
Evaluation
In this section, we evaluate our configuration approach via reporting (i) an industrial case study, i.e., STO, to demonstrate its feasibility (Sect. 10.1), (ii) the results of a questionnaire-based survey at IEE aiming at investigating how PUMConf is perceived to address the challenges listed in Sect. 2 (Sect. 10.2), and (iii) discussions with the IEE analysts to gather more insights into the benefits and challenges of applying it in an industrial setting (Sect. 10.3).
Industrial case study
We report our findings about the feasibility of our approach and its tool support in an industrial context. In order to experiment with PUMConf in an industrial project, we applied it to the functional requirements of STO.
Goal
Our goal was to assess, in an industrial context, the feasibility of using PUMConf to improve variability modeling and reuse in the context of use case and domain models. STO was selected for this assessment since it was a relatively new project at IEE with multiple potential customers requiring different features.
Study context
IEE is a typical supplier in the automotive domain, producing sensing systems (e.g., Vehicle Occupant Classification, Smart Trunk Opener, and Driver Presence Detection) for multiple automotive manufacturers. In IEE's business context, like in many others, use cases are central development artifacts which are used for communicating requirements among stakeholders, such as customers. In other words, in the context of product lines, IEE's software development practices are strongly use case-driven and analysts elicit requirements and produce a new version of use cases for each new customer and product. As a result, IEE needs to adopt PLE concepts (e.g., variation points and variants) to identify commonalities and variabilities early in requirements analysis. These concepts are essential for communicating variability to customers, documenting it for software engineers, and supporting decision-making during the elicitation of customer specific requirements [42] .
Like in many other environments, the current practice at IEE is based on clone-and-own reuse [20] . IEE starts a new product family with an initial customer providing requirements of a single product in the product family. The initial product requirements are elicited and documented as use cases and a domain model which are copied and then maintained for each new customer. Changes are then made manually in the copied models.
IEE provided their initial STO documentation, which contained a use case diagram, use case specifications, and supplementary requirements specifications describing nonfunctional requirements and domain concepts. The initial documentation was the output of their current clone-and-own reuse practice. That documentation contains variability information only in the form of some brief textual notes attached to the relevant use case specifications.
To model the STO requirements according to our product line use case modeling method, PUM, we first examined the initial STO documentation. Since the initial documentation contains almost no structured variability information, we had to work together with IEE engineers to build and iteratively refine our models. When we started to study the STO documentation, the STO project was in its initial phase and there was only one prototype implementation to discuss with some potential customers. One may argue that it is not always easy to identify variations in requirements when a new project starts. However, the IEE analysts stated that, most of the time in their domain of applications, requirements and their variability can be identified with the first customer.
Results
After studying the initial STO documentation and meeting with the IEE analysts, we built the PL use cases and domain model for STO. The diagram in Fig. 6 , the use case specifications in Table 2 , and the domain model in Fig. 7 are part of the PL models we derived as a result of our modeling effort. Tables 5 and 6 report on the size of the entire PL use cases and domain model for STO. No. of attributes 64 11 No. of associations 28 6 No. of inheritance relations 22 20 Our modeling method, as part of our configuration approach, provided better assistance for capturing and analyzing variability information compared to the current, more informal practice at IEE. With the PL extensions, for example, we could unveil variability information not covered in the initial STO documentation. For instance, the use case diagram extensions helped us identify and model that Clear Error Status via IEE QC Mode is mandatory while Clear Error Status via Diagnostic Mode is optional (see Fig. 6 ), which was not previously documented.
When discussions start with a customer regarding a specific product, the IEE analysts need to make decisions on variability aspects documented in PL use case models. At a later stage, when we met again with the IEE analysts for discussing configuration needs, IEE had already developed various STO products for different car manufacturers. By using PUMConf, we, together with the IEE analysts, configured the PS use case and domain models for four products selected among the STO products IEE had already developed. The IEE analysts made the configuration decisions on the PL models using the guidance provided by PUMConf. Table 7 summarizes the results of the configuration for the STO products using our approach.
The first column is the number of variant use cases selected by the analysts for each product. In the PL use case diagram, there are six variant use cases with a mandatory variability relation, which are automatically selected. Table 2 ). Only one optional step is selected for each product (second column in Table 7 ), thus not requiring any decision on the variant order (third column). The fourth column in Table 7 presents the number of entities selected among twelve variant entities (see Table 6 ).
All the generated PS use case and domain models were confirmed by the IEE analysts to be correct and complete. The PL models that we derived from the initial STO documentation were sufficient to make all the configuration decisions needed in PUMConf to generate the correct and complete PS models for the STO products.
Questionnaire study
We conducted a questionnaire study to evaluate, based on the viewpoints of IEE engineers, how well our configuration approach addresses the challenges that we identified in capturing requirements variability and configuring PS use cases. The study is described and reported according to the template provided by Wohlin et al. [77] .
Planning and design
To evaluate the output of PUMConf in light of the challenges we identified earlier, we had a semi-structured interview with seven participants holding various roles at IEE: software development manager, software team group leader, software lead engineer, system engineer, and embedded software engineer. All participants had experience with use case-driven development and modeling. The interview was preceded by presentations illustrating the PL extensions of use case and domain models, PUMConf steps, a tool demo, and detailed examples from STO. Interactive sessions included questions posed to the participants about the models. In the sessions, the participants took a more active role and gave us feedback. We also organized three hands-on sessions in which the participants could apply the proposed modeling method and the PUMConf tool. In the first hands-on session, the participants were asked to find inconsistencies in the faulty PL use case diagram and specifications. In the second session, they were using PUMConf to identify and resolve contradicting configuration decisions in the STO PL use case and domain models. In the third session, the participants used PUMConf to configure PS use case and domain models from the STO PL models.
To capture the perception of engineers participating in the interviews, regarding the potential benefits of PUMConf and how it addresses the targeted challenges, we handed out two questionnaires including questions to be answered according to two Likert scales [58] (i.e., agreement and probability). The questionnaires were structured for the participants to assess our modeling method and our configurator, PUMConf, in terms of adoption effort, expressiveness, comparison with current practice, and tool support. The participants were also encouraged to provide open, written comments.
Results and analysis
We solicited the opinions of the participants using questionnaires (see Fig. 24 ). The objective of the first questionnaire was to assess our product line use case modeling method. Figure 24a , b depict the questions and answers from the participants for the first questionnaire. All participants agreed that the PL extensions for use case diagrams are simple enough to enable communication between engineers and customers (QA1), and thus, they would probably use such extensions in their projects (QA2). Except for one case, all participants agreed that the extensions provide enough expressiveness to capture variability information in their projects (QA3). The participant who disagreed on QA3 commented that a few customers do not employ use cases in their development practice and, in these cases, the IEE analysts opt for informal discussions about the product. However, in all cases, use cases are nevertheless employed at IEE as part of their internal practice. All participants stated that the PL specification extensions are simple enough (QA4) and variability captured in the diagram is adequately reflected in the specifications (QA6). They also all agreed that they would use the specification extensions to capture variability information (QA5). There was also a strong consensus among the participants about expressiveness and simplicity of the PL domain model extensions (QA7 and QA8). The last part of the questionnaire focuses on the overall modeling method in terms of expressiveness, usefulness and adoption effort (QA9-QA14). The participants provided a very positive feedback for the method in general but they also stated that (i) additional practice and training was still needed to become familiar with the method and tool support, (ii) customers also needed to be trained regarding the extensions, RUCM, and the tool support, and (iii) the software development of a few customers is not use case-driven. These were the reasons stated for the disagreement of two participants on QA10 and QA12.
The objective of the second questionnaire was to assess our use case-driven configuration approach and its tool support. Figure 24c , d depict the corresponding answers. The second questionnaire was structured in four different parts: configuring the PS use case diagram (QB1-QB3), configuring the PS use case specifications (QB4 and QB5), configuring the PS domain model (QB6 and QB7), and the overall configuration approach and tool support (QB8-QB13). All participants agreed that the configurator was adequate to capture configuration decisions for PS use cases and domain models, and they would use the configurator to configure PS models in their projects (QB1-QB7). For the overall configuration approach and tool support (QB8-QB13), two participants raised issues similar to those of the first questionnaire. Customers also need training to get familiar with the configuration approach and tool support (QB8 and QB9). Since a few customers do not rely on use case modeling, IEE analysts would in these cases use the configurator only for internal communication and documentation during product development (QB11). On the other hand, all participants saw value in adopting the configuration approach (QB10), and they agreed that the configurator provides useful assistance for configuring PS use case and domain models, compared to the current practice in their projects (QB12).
Threats to validity
The main threat to validity in our case study concerns the generalizability of the conclusions and lessons learned. To mitigate this threat, we applied PUMConf to an industrial case study that includes non-trivial use cases in an application domain with multiple customers and numerous sources of variability. Though their number is small, we selected the respondents to our questionnaire and interviews to hold various, representative roles and with substantial industry experience. We can also confidently say that the software development practice at IEE is typical of embedded system development in the automotive domain. To limit threats to internal validity, we had many meetings with the IEE analysts in the STO project to verify the correctness and completeness of our models. 
Discussions with the analysts and engineers
The questionnaire study had open, written comments under each section, in which the participants could state their opinions in a few sentences about how PUMConf addresses the challenges reported in Sect. 2. As reported in Sect. 10.2, the participants' answers to the questions through Likert scales and their open comments indicate that they see high value in adopting the configuration approach and its tool support in an industrial setting in terms of increasing reusability, minimizing modeling effort, and providing effective automation. In order to elaborate over the open comments in the two questionnaires, we organized further discussions with the participants. Based on the feedback in the comments, we identified three aspects to discuss with the participants: modeling effort, degree of automation, and limitations of the configuration approach.
Modeling effort
In the current practice at IEE, like in many other environments, there is no systematic way to model variability information in use case and domain models. As mentioned before, the IEE analysts take only brief notes attached to use case specifications to indicate what may vary in the specification. They are reluctant to use feature models traced to use case specifications because of two main issues: (i) having feature models requires considerable additional modeling effort with manual assignment of traces at a very low level of granularity, e.g., sequences of use case steps and (ii) they find it hard and distracting to switch from feature models to use cases and vice versa during the decision-making process. The PL extensions in Sect. 5 enable the analysts to model variability information directly in use case and domain models without any feature modeling. The IEE analysts stated that the effort required to apply the extensions for modeling variability information was reasonable. By having variability information in use case and domain models, the analysts could focus on one artifact at a time to make configuration decisions. They considered the extensions to be simple enough to enable communication between analysts and customers, but they also mentioned that training customers may be more of a challenge since the company may need customers' consent to adopt PUMConf. Thus, its costs and benefits should be made clear to customers.
Degree of automation
In our discussions with the analysts at IEE, we noticed that: (i) the current clone-and-own reuse practice has no systematic way and automated support to decide what to include in PS use case and domain models; (ii) typically, multiple analysts and engineers from both the customer and supplier sides are involved in the decision-making process; (iii) the analysts and engineers have to spend several days to manually review the entire set of requirements cloned from the previous product; and (iv) the intended updates on the cloned use case and domain models are manually carried out by the IEE analysts. On the other hand, PUMConf consists of various automated use case modeling and configuration activities in the context of product lines. The decision-making process is automated in the sense that the IEE analysts are guided through the PL artifacts for collecting and verifying configuration decisions, while the generation of PS artifacts does not require any human intervention. Using PUMConf, the IEE analysts only select a set of relevant variant use cases, optional steps, and variant entities for a product. Corresponding PS use case and domain models are obtained from the PL models automatically, which greatly reduces the complexity of the entire configuration process. Though modeling variability in PL models is mostly manual, PUMConf provides automatic consistency checking for these models and feedback to the analyst to help them refine and correct the models. The IEE analysts considered the automated consistency checking of decisions and the generation of PS artifacts to be highly valuable.
Limitations of the configuration approach
Our configuration approach and tool support have some limitations at this current stage. First, our modeling method supports only functional requirements. As stated by IEE analysts, there are numerous types of non-functional requirements (e.g., security, timing, and reliability) which may play a key role in variability associated with functional requirements. It is crucial to capture and configure such aspects as well. Second, we do not address and support the evolution of PL use case and domain models. When a new project starts, requirements and their variations might not be fully known. As a result, in early stages, analysts are expected to redefine variation points and variants in requirements specifications through frequent iterations. We were told such changes need to be managed and supported to enable analysts to converge toward consistent and complete requirements and variability information. Third, PUMConf is currently implemented as a plug-in in IBM DOORS, in combination with commercial modeling tools used at IEE, i.e., IBM Rhapsody, and Papyrus. PUMConf highly depends on the outputs of these tools. The analysts mentioned that these tools might be replaced with other tools or the newer versions of the same tools in the future. Future changes in the tool chain will need to fulfill the following constraints: (i) a new modeling tool for PL diagrams should be extensible in such a way that we can implement the PL diagram extensions in its use case metamodel, (ii) a new requirements management tool should not enforce its own template and restriction rules that conflict with the RUCM and PL specification extensions, and (iii) a new tool for domain modeling should support the profiling mechanism which enables analysts to model the domain with the PL stereotypes.
Conclusion
This paper presents a configuration approach that is dedicated to environments relying on use case-driven development. It guides customers in making configuration decisions and automatically generates use case diagrams, use case specifications, and domain models for configured products. Our main motivations are to provide a high degree of automation during configuration and to rely exclusively on variability modeling for commonly used artifacts in use case-driven development, thus avoiding unnecessary modeling overhead and complexity. Our configuration approach builds on our previous work (i.e., product line use case modeling method) and is supported by a tool relying on natural language processing and integrated into IBM DOORS that aims at (1) checking artifact consistency, (2) identifying partial order of decisions to be made, (3) detecting contradicting decisions, and (4) generating product-specific use case and domain models. The key characteristic of our approach is that variability is directly captured in product line use case and domain models, at a level of granularity enabling both precise communication with various stakeholders, at different levels of details, and automated product configuration. We performed a case study in the context of automotive embedded system development. The results from structured interviews and a questionnaire study with experienced engineers suggest that our approach is practical and beneficial to configure product use case and domain models in industrial settings.
In our current tool support, we assume that product line use case diagrams are configurable, i.e., there is at least one valid product use case diagram that can be generated from a product line diagram. We further plan to improve the proposed approach and configurator (PUMConf) to identify non-configurable product line diagrams before making configuration decisions.
Apart from the product line extensions, which are independent from any application domain, our approach does not make use of any further extensions specific to the embedded, automotive domain. Therefore, PUMConf should be applicable to other domains and should not require any significant adaptation as long as software development is use case-driven.
PUMConf does not currently support the detection of decisions violating constraints imposed by the variant dependencies in PL domain models. We plan to improve the tool for detecting such decisions, which is very similar to the detection of contradicting decisions in PL use case diagrams.
For resolving contradicting decisions in PL use case diagrams, our approach follows the strategy in which the detected contradiction is fixed right away and the configuration is returned to a consistent state. Our motivation stemmed from the observation that, in the considered business context, tolerating contradictions in decision-making significantly increases the complexity of communication with customers. On the other hand, from a general standpoint, fixing a contradiction immediately may not always be the optimal solution. Therefore, we plan to extend our approach to support multiple contradiction resolution strategies.
We assume that complete product-specific models are generated from product line models in a single (albeit complex and iterative) stage, which is performed jointly by a team that combines the activities of all the different parties involved in the configuration process. This is a valid assumption in the observed business context, as well as in many other similar contexts. Given this assumption, our tool provides the possibility of backtracking to change configuration decisions made in preceding steps of the same stage. However, other organizations may require a multi-stage configuration process, involving multiple physically dispersed configuration teams, which have to perform their configuration steps in a pre-defined order. Each step may need to be performed by different experts at different times in physically different locations, possibly using different configuration tools. In such multi-stage configuration, supporting backtracking to earlier stages for resolving contradictions may not be an option.
Our evaluation does not address the usability of PUMConf, especially in terms of resolving contradicting decisions. As future work, we plan to conduct an extensive user study with engineers to evaluate the effort that needs to be made in resolving contradicting decisions in PUMConf.
PUMConf is only a first step to achieve our long-term objective, i.e., change impact analysis and regression test selection in the context of use case-driven development and testing. Change can occur both in configuration decisions and variability aspects of product line models. For decision changes in a product, the impact on other decisions needs to be assessed and reconfiguration should be considered in the product-specific model. Further, the impact on the execution of test cases should be assessed. In contrast, changes on product line use case models require impact assessment on decisions for each individual product and may entail reconfiguration and regression test selection in several products. Our plan for the next stages is to support change impact analysis to help analysts properly manage change in contexts where product line and products are constantly and concurrently evolving.
