Abstract. We study the relaxation of crystal surfaces in 2+1 dimensions via the motion of interacting atomic steps. The goal is the rigorous derivation of the continuum limit. The starting point is a discrete scheme from the Burton, Cabrera, and Frank model, which accounts for diffusion of point defects ("adatoms") on terraces and attachment-detachment of atoms at step edges. It is shown that the macroscopic adatom current involves a tensor mobility, which describes different fluxes in directions parallel and transverse to step edges, although the physics of each terrace is assumed isotropic. When the steps are everywhere parallel (straight or circular) the tensor character of the mobility is unimportant; in the general (2+1)-dimensional setting, however, it is crucial. Our methods consist of (i) the solution of the diffusion equation for adatoms via the separation of local space variables into "fast" and "slow," and (ii) the treatment of the step chemical potential for a wide class of step energies and repulsive interactions. Previous works using similar methods were mainly restricted to (1+1)-dimensional or axisymmetric geometries and entirely missed the tensor character of the mobility. The continuum limit of the step flow yields a fourth-order partial differential equation for the surface height profile.
1. Introduction. Small devices that advance communications technology rely on the synthesis of surface structures on crystalline materials. The derivation and application of evolution laws for surface morphologies remain actively pursued problems involving various length and time scales, from the atomistic to the continuum.
The dynamics and kinetics of crystal surfaces depend on the temperature, T [23] . Below the surface orientation-dependent roughening transition temperature, T R , crystal surfaces evolve via the motion of distinct steps with atomic height and nanoscale terraces and may develop macroscopic, flat regions ("facets"). For T > T R steps are created spontaneously, terraces are not identified, and facets shrink to extinction.
The step motion is affected by (i) the step kinetics, which incorporate atom diffusion and attachment-detachment at step edges; (ii) the step energetics, which include the tendency of closed steps to reduce their length via motion driven by curvature, as well as interactions between steps that extend from nearest to far neighbors; and (iii) the presence of material deposition from above. In the absence of deposition, crystal surfaces tend to relax to equilibrium and become flat under the influence of step energetics and kinetics. In this article, we address considerations (i) and (ii) for surface relaxation, including the effects of beyond-nearest-neighbor step interactions.
There are two basic theoretical approaches to crystal surface morphological evolution. One approach follows the motion of individual steps on the basis of the Burton, Cabrera, and Frank (BCF) model [3] , accounting for diffusion of point defects ("adatoms") on terraces and atom attachment-detachment at step edges; see section 2.1 for a review. In this context surface morphologies below T R are described via numerical solutions ("kinetic simulations") of coupled differential equations for step positions. Kinetic simulations provide detailed information [21, 22] for morphologies where steps are everywhere parallel. Because of the large number of variables involved, however, this approach appears limited in making predictions for more general cases.
Another approach is based on continuum thermodynamics and mass conservation, using continuum evolution equations such as partial differential equations (PDEs) and variational principles. Continuum theories are amenable to simple predictions and are known to adequately describe surface morphologies above T R . Over 40 years ago, the morphological relaxation by surface diffusion of corrugated surfaces above T R was formulated via a continuum surface free energy that is an analytic function of the surface orientation [19, 33, 34] . Essential in this formulation is the chemical potential [19] , which is proportional to surface curvature and has a gradient proportional to surface current. The continuum approach is questionable below T R , where the surface free energy is not an analytic function of surface orientation [17] .
The relation of the two theoretical approaches for temperatures below T R has received only modest attention [20, 37, 32] . Continuum descriptions of surface diffusion in close correspondence to BCF-type models have been derived for steps that are everywhere parallel such as straight steps in 1+1 dimensions and circular steps in 2+1 dimensions with axisymmetry; see section 2.2 for a review of the step motion equations for axisymmetric profiles. In the case with parallel steps the surface current is normal to step edges and is related to the gradient of the chemical potential via a scalar, slope-dependent mobility. Continuum evolution laws in 2+1 dimensions for steps of arbitrary shape have been speculated [41, 30] by direct comparisons with models in 1+1 dimensions and, thus, make use of a scalar surface mobility even for isotropic diffusion across terraces.
In this article we show that this analogy with one-dimensional step flow models is inadequate to describe surface relaxation with step edges that are not everywhere parallel, further developing ideas outlined by one of us recently in a letter [29] . Our analysis relies on the assumption that the width of vicinal terraces, a microscopic length, is small compared to (i) the macroscopic length over which the step density varies; (ii) the step radius of curvature; and (iii) the length over which the step curvature varies. Throughout this article we refer to step trains that satisfy (i)-(iii) as "slowly varying." The terrace width is considered comparable to or larger than the step height so that in the continuum limit the step density properly approaches the surface slope. We focus on geometries with descending steps and vicinal terraces surrounding a top terrace (surface peak) and do not address step motion near a bottom terrace (surface valley). These restrictions enable mathematical approximations while keeping intact the essential physics of the BCF model.
In particular, we show that for isotropic terrace diffusion (in the absence of material deposition from above) the continuum-scale surface current, J, is related to the gradient of the step chemical potential, μ, which is defined as the change in the step energy by addition or removal of an atom at a step edge, via a tensor mobility,
Here h is the coarse-grained surface height profile, M 1 and M 2 are proportional to matrix elements of the mobility tensor, M, and ∇ ⊥ and ∇ denote gradients normal and parallel to step edges; cf. (4.8)-(4.10) and (4.21) . The chemical potential μ is given by (4.22) , and the height h evolves by mass conservation; see (4.34) . The first term in (1.1) is the transverse current, which is a natural generalization of the radial case (with circular steps) [30] . The second term in (1.1) is the longitudinal current, in principle nonzero for nonparallel steps, which is driven by mass conservation through terrace diffusion. Equation (1.1) describes the macroscopic, anisotropic joint effect on J of diffusion-induced adatom fluxes transverse and parallel to step edges, which is absent from previous treatments [41, 30] of crystal surface morphological relaxation.
Anisotropies of surface currents have been formulated within different models, such as those accounting for atom diffusion along step edges [23, 9] and step meandering [7] , where the underlying, microscopic physics of adatom diffusion is manifestly anisotropic. By contradistinction to these cases, the anisotropy in (1.1) originates from the direct coarse graining of a physical model with isotropic diffusion on each terrace. Our analysis demonstrates that (1.1) is a consequence of the form of boundary conditions imposed on adatom fluxes at step edges bounding each terrace.
By adopting the view that BCF-type models offer a discrete scheme for macroscopic evolution equations, we seek such an equation for the surface height profile, h, in 2+1 dimensions for surface relaxation. For this purpose we combine the surface current (1.1) with continuum laws for μ and J; cf. (4.22) and (4.34) . As a result we derive a nonlinear, fourth-order PDE for h when steps interact via nearest-neighbor repulsions, describing the combined effect of step energetics and kinetics, and surface topography; see (4.39) . Possible connections of this PDE to experimental observations [24, 12] of decaying surface profiles, although incomplete at the moment [29] , can be useful for predicting lifetimes and other properties of surface structures.
The considerations discussed above, which focus on surface relaxation via nearestneighbor step interactions, enable simplicity of the exposition with emphasis on the (2+1)-dimensional geometry but also form a basis for the treatment of more general cases. Such cases include elastic effects [8] , by which steps interact beyond nearest neighbors. In this article we extend our analysis to include these effects in the macroscopic laws. We show that in the absence of bulk stress [28, 25] , when steps interact via short-range, entropic repulsions and as elastic dipoles with repulsive forces extending beyond their closest neighbors, the continuum evolution laws in 2+1 dimensions remain local. This result, previously known for (1+1)-dimensional geometries [42] , justifies the use of nearest-neighbor step interactions in (2+1)-dimensional models. Furthermore, we discuss more generally conditions on the step interactions that leave intact the local character of the continuum. The more demanding case with bulk stress, when step interactions give rise to nonlocal evolution laws, is left for future work.
In this article we do not address the numerical treatment of the derived evolution laws. One reason is the present lack of suitable boundary conditions at facet edges, which are free boundaries where continuum solutions develop singularities. Another reason is our lack of understanding of the behavior of continuum solutions that are relevant to realistic, experimental situations. Both of these topics, boundary conditions and connections to experiments, are subjects of work in progress.
It is beyond the scope of this article to offer an exhaustive list of works on crystal surface morphological evolution. There is vast literature on the derivation of continuum laws, either from step flow models or from more phenomenological, continuum thermodynamics principles. Reviews that explore this body of work can be found in [13, 32, 37] . Within the step flow approach and in the absence of deposition, early works [35, 38, 36] focus on the continuum limit of BCF-type models in 1+1 dimensions for interacting steps. Derivations of PDEs in 1+1 and 2+1 dimensions for various kinetic laws with noninteracting steps are outlined in [9] , where the macroscopic effect of longitudinal (parallel to step edges) adatom fluxes induced by terrace diffusion is apparently absent. Extensions to include elastic effects are described in [48, 49] on the basis of discrete models formulated in [8, 47] . The derivation from step flow equations of a PDE for axisymmetric profiles is described in [30] ; this work is reviewed in section 2.2 because it is used here as a guide for treating (2+1)-dimensional settings.
Within the continuum thermodynamics approach, progress has been hindered by the consideration of crystal facets, at the edges of which continuum solutions are singular and the motion of extremal steps must be considered [5, 21, 30, 15] . Facet evolution is first treated in [43, 18] as a free-boundary problem via a continuum surface free energy, G, that is a nonanalytic function of the surface orientation [17] . The difficulty of the facet is circumvented via a related, variational formulation in [42, 41, 6 ]. An ingredient of this approach is a scalar surface mobility, which for 2+1 dimensions is speculated [41, 6] by direct analogy with step models in 1+1 dimensions [3, 38, 36] . The same free energy and mobility are invoked in [30] , where macroscopic evolution laws in 2+1 dimensions are formulated via differentiations of G in surface regions outside the facet. Studies [42, 48] of step interactions in 1+1 dimensions have shown that the evolution laws are local in the absence of bulk stress, when crystalline steps interact as elastic dipoles [25] and via short-range, entropic repulsions [23] .
Our article addresses only surface relaxation by accounting for the motion of steps, thus focusing on a kinetic regime where evolution occurs via a decreasing surface free energy as expected by thermodynamics. The entirely different kinetic regime with material deposition from above in 2+1 dimensions is treated elsewhere [31] .
The article is organized as follows. In section 2 we review the BCF framework: In section 2.1 we outline the basic ingredients; and in section 2.2 we revisit the equations of motion and continuum limit for circular, concentric steps. In section 3 we formulate the discrete equations of motion for the relaxation of a slowly varying step train near a top terrace in 2+1 dimensions, allowing for the presence of the Ehrlich-Schwoebel (ES) barrier [10, 40] : In section 3.1 we determine approximately the adatom density on each terrace by separating the local step coordinates into "fast" and "slow"; in section 3.2 we study the discrete step chemical potential for pairwise step interactions; and in section 3.3 we describe the step velocity law. In section 4 we consider the continuum limit of the discrete step flow equations for surface relaxation: In section 4.1 we derive the surface current and mobility coefficients of (1.1) from the boundary conditions for the adatom density at step edges; in section 4.2 we derive the continuum-scale step chemical potential for nearest-neighbor, dipole, and entropic step repulsions; in section 4.3 we derive the familiar statement of mass conservation for atoms; in section 4.4 we derive an evolution equation for the surface height profile; and in section 4.5 we sketch alternative derivations by using a weak formulation and a continuum surface free energy. In section 5 we consider extensions of the continuum theory: In section 5.1 we discuss more general step-step interactions; and in section 5.2 we include orientation-dependent step energies. In section 6 we discuss limitations of our approach and related, open problems. In the appendices we provide some proofs and derivations that are needed in the main text.
Background.
In this section we give the background needed for developing a (2+1)-dimensional continuum theory. First, we outline the basic elements of the BCF approach and their interrelations. Second, we illustrate the equations of coupled step motion and their continuum limit without material deposition for a train of circular, interacting steps, where the (source-free) diffusion equation for adatoms on terraces is exactly solvable and the adatom density is obtained in simple closed form.
BCF approach.
In the spirit of the seminal BCF theory [3] , we adopt the view that step edges are smooth curves whose motion is determined by attachment and detachment of atoms via conservation of mass; so, the steps move with a velocity proportional to the sum of normal adatom fluxes incident on the step edge from adjacent terraces. The adatom density solves the diffusion equation on each terrace with suitable boundary conditions for atom attachment-detachment at the step edges. A variety of such boundary conditions have been considered in the literature [21, 9, 16, 27, 45, 4, 2] . Here we focus on the simplest class of step models that is rich enough to include the effects of (i) step edge curvature; (ii) pairwise step interactions; and (iii) finite, kinetic rates of atom attachment-detachment at step edges.
We proceed to offer a more quantitative description of the step motion. We consider the diffusion of adatoms across terraces and the attachment-detachment of atoms at step edges as the major kinetic processes. Three ingredients of this approach are (i) the adatom density, C ter , and current, J ter , on each terrace, where C ter satisfies the diffusion equation; (ii) the step chemical potential, μ st , which accounts for the effect of step energy on motion; and (iii) the step velocity, v.
First, we introduce C ter . It solves
where ∂ t = ∂/∂t and D s is the terrace diffusivity, in principle a tensor function of the position vector r. In (2.1) we neglect atom desorption on the terrace but allow for the possibility of material deposition from above with flux F . The focus of the present paper is surface relaxation; so, in section 2.2 and beyond we set F = 0. We assume isotropic and homogeneous terrace diffusion throughout this article and thus take D s to be a scalar constant, D s = D s . In addition, we apply the "quasi-steady approximation," by which adatoms diffuse faster than steps move, so that ∂ t C ter ≈ 0 and time dependence enters implicitly through the moving boundary. The adatom current on a terrace is defined by J ter = −D s ∇C ter , where ∇ · J ter = F . Second, we describe boundary conditions for solving (2.1). Atom attachment and detachment at a step edge are described by the kinetic law
where f ± is the normal adatom flux from the upper (+) or lower (−) terrace towards the step edge, C ter ± and J ter ± are the adatom density and current at the edge, k ± is the attachment-detachment rate coefficient, in principle different for an up-and downstep edge in order to account for the ES barrier [10, 40] , C eq is the equilibrium atom density at the edge, andn ± is the unit vector normal to the edge pointing outwards the upper (+) or lower (−) terrace. In (2.2) we neglect vC ± , where v is the step velocity. This term is necessary for mass conservation but is small in most epitaxial phenomena; its neglect is consistent with the imposed quasi-steady approximation.
Next, we introduce the step chemical potential, μ st , which involves step energies and relates J ter with the step edge positions. Following [23, 21] we use
where C s is the equilibrium atom density near a straight and isolated step edge, k B is Boltzmann's constant, and |μ st | k B T [46] . In general, μ st depends on the step edge curvature and positions; see section 2.2 for circular steps. For noninteracting steps μ st is proportional to the step curvature according to the Gibbs-Thomson formula [39, 21] . The adatom density, C ter , can be found as a function of the step chemical potential at the step boundaries through solving (2.1) with (2.2) and (2.3).
Mass conservation dictates that the velocity, v, by which a step advances be
where Ω is the atomic volume and a is the step height, neglecting atom diffusion along the step edge [23, 4, 9, 2] . In the next subsection we illustrate the step motion laws for the relaxation (F = 0) of axisymmetric crystal shapes.
2.2.
Review of radial case for surface relaxation. We next describe the step motion and its continuum limit for circular steps and zero deposition flux (F = 0) by following [21] and [30] , in order to guide the analysis of sections 3 and 4. The geometry consists of concentric circular, descending steps numbered i = 1, 2, . . . , N with radii r i (t); the region r i < r < r i+1 is the ith terrace, a circular annulus, r is the polar distance, and r 0 ≡ 0 for the top terrace [30] .
Discrete step flow.
We now present the rotationally symmetric step flow equations of the BCF approach by analogy with (2.1)-(2.4). The adatom current,
, on the ith terrace is normal to the step edges, in the radial direction, with component
First, we determine C i and J i in terms of the step chemical potential at the bounding step edges. By (2.1) C i satisfies the one-dimensional equation
where A i (t) and B i (t) are determined by imposing (2.2) in the form
where k u and k d are kinetic rates for attachment-detachment from a terrace to an upand down-step edge, respectively; k d < k u for a positive ES barrier [10, 40] . Hence,
where, by invoking (2.3), μ i = μ st is the chemical potential at the ith step edge. Second, we describe μ i as a function of the step edge radii. By the Gibbs-Thomson formula [21, 30] , μ i is proportional to the step edge curvature, 1/r i , in the absence of step interactions. With inclusion of step interactions [21, 30] , μ i is given by
where γ is the step line tension (energy/length) and U int i is the interaction energy per unit length. For nearest-neighbor, dipole, and entropic step repulsions, U int i is [21, 30] 
where g is the interaction strength (energy/length) and g > 0. Because V (r, r ) describes the interaction energy per unit length of a step at position r with the entire step at r , V is not symmetric with (r, r ); cf. (2.9) and (3.21). Equations (2.8) and (2.9) yield μ i as a function of r i and r i±1 ;
−3 ] as r i+1 → r i . Next, we describe the velocity, v i = dr i /dt, of the ith step edge, which is determined as a function of r i , r i±1 , and r i±2 by applying (2.4),
along with (2.7)-(2.9). Equations (2.7)-(2.10) result in coupled differential equations for r i (t), which have been solved numerically for an initial conical shape [21, 15] .
Continuum limit.
By interpreting (2.7)-(2.10) as a discrete scheme for solving an evolution equation in continuous variables, the polar distance r and time t, we review the derivation of such a continuum equation for the coarse-grained height profile, h(r, t) [30] . In the continuum limit r i ≡ r, a/λ → 0, where λ is the macroscopic length over which the step density varies, r i ≥ O(λ), and the terrace width, δr i = r i+1 − r i , approaches a/|∂ r h|, where ∂ r h = O(1) < 0. The microscopic length δr i is considered sufficiently smaller than (i) the length λ, which is estimated by the mean value of |∂ r h/∂ 2 r h| for surface regions outside the facet, and (ii) the step radius, r i . First, we derive a formula for the continuum-scale surface current, which is identified here with J i (r i , t), the adatom current at the ith edge of the ith terrace, for definiteness. By (2.7) in the limit a/r i → 0 with r i+1 ∼ r i − a/∂ r h| r=ri we obtain [30] 
where μ(r, t) is the continuum step chemical potential via μ i+1 − μ i ∼ δr i ∂ r μ, and
The factor 2 is included so that k ≡ k u = k d in the absence of the ES barrier.
Second, we find a formula for μ(r, t) in terms of the slope profile, ∂ r h = −m, where m > 0, by (2.8) and (2.9). We define the discrete step density, m i ≡ a/(r i+1 − r i ), of the ith step, by which m i−1 = a/(r i − r i−1 ). In the continuum limit m i approaches the positive surface slope, m i → m = |∂ r h| r=ri , and m i−1 is properly expanded in Taylor series to yield [30] 
By carrying out the differentiations in (2.8) and invoking (2.13) we obtain [30] μ(r, t) = Ωg 1 r
where
Equations (2.14) and (2.15) can also be derived by considering the surface free energy per projected area of the basal plane of section 4.5; in particular, see (4.49) .
Third, we derive the continuum mass conservation statement from the step velocity law (2.10). Because each terrace is a level set of the height,
Equations (2.11)-(2.16) yield a fourth-order PDE for the height profile [30] ,
where r is restricted to the region outside the facet, and B is the material parameter
In sections 3 and 4 the preceding calculations are extended to 2+1 dimensions. The necessary formulation and approximations for the discrete step flow are developed in the next section.
Slowly varying step train in 2+1 dimensions.
In this section we formulate the equations of step motion with inclusion of the ES barrier [10, 40] , in correspondence with the radial case, section 2.2.1. First, we describe the step train in local, nondimensional coordinates (η, σ), where η identifies individual steps and σ gives the position along a step edge. These variables are used for later convenience since solutions of the adatom diffusion equation on each terrace are found to depend explicitly on the distance from neighboring steps through η. Second, for slowly varying step curvature we separate these space variables into fast (η) and slow (σ) to reduce the adatom diffusion equation between nonparallel steps to a one-dimensional equation; and we solve this equation for the adatom density and flux. Similar considerations are briefly discussed in [9] without reference to any specific coordinate system. Third, we define the discrete step chemical potential for nearest-neighbor, dipole, and entropic step repulsions. Fourth, we describe the velocity of each step edge.
The geometry consists of descending, nonintersecting steps with height a, which are numbered i = 1, 2, . . . , N and surround a top terrace; see Figure 3 .1. The projection of step edges on the high-symmetry ("basal") plane of the crystal is a family of smooth curves [3] described by the position vector r(η, σ; t): The variable η corresponds to the radius r = r i of section 2.2.1 with η = η i (and r = r i ) for the ith edge and η i < η < η i+1 for the ith terrace; σ corresponds to the angle in polar coordinates and increases counterclockwise for definiteness. The unit vectors normal and parallel to step edges in the direction of increasing η and σ are e η and e σ , taken to be mutually orthogonal, e η · e σ = 0. The metric coefficients, to be used below, have dimension of length and are typically defined by
. . . 
Adatom density and vector flux.
In this subsection we show that, in correspondence to (2.5) for the case with rotational symmetry, the adatom density, C i , on the ith terrace satisfies approximately a one-dimensional equation and becomes
where A i and B i are determined from boundary conditions for atom attachmentdetachment at steps as discussed below. We also describe the vector-valued adatom flux on the ith terrace,
We proceed to derive (3.2). The diffusion equation (2.1) with F = 0 and the quasisteady approximation reduces to the Laplace equation, ΔC i = 0, where Δ denotes the Laplacian. In the local coordinate system, where
We solve (3.3) for slowly varying step curvature by considering variations of C i with σ small compared to its variations with η. Thus, by neglecting derivatives with respect to σ we reduce (3.3) to the one-dimensional equation
which becomes (2.5) in rotational symmetry, where ξ η = const. and ξ σ = r. Equation (3.2) follows by direct integration of (3.4) . Note that C i = B i at η = η i .
Next, we obtain J i = e η J i,⊥ + e σ J i, and C i via determining A i and B i from the conditions of atom attachment-detachment at η = η i and η i+1 , the step edges bounding the ith terrace. By analogy with (2.6), these conditions are
where J i,⊥ = −D s ∂ ⊥ C i denotes the transverse (η-) component of the adatom flux. By (3.2) and (3.5), the restrictions on the ith step edge of J i,⊥ and J i, = −D s ∂ C i , the longitudinal (σ-) component of the adatom flux, are found to be
where Q| i denotes the value, Q(η = η i ), of Q at η = η i throughout this article,
and we used (2.3) by setting μ st = μ i , the chemical potential at the ith step edge. The density C i is then determined in terms of C eq i and C eq i+1 via (3.2) and (3.8).
The continuum limits of (3.6)-(3.8) are carried out in section 4.1. Evidently, in rotational symmetry (ξ η = const., ξ σ | i = r i ) formula (3.6) with (3.8a) reduces exactly to the radial current J i (r = r i , t) of (2.7).
Discrete step chemical potential.
In this subsection we define and then determine the step chemical potential, μ i , of the ith step edge. First, we relate μ i with the step curvature when the step energy per length is independent of the step orientation. Second, we provide an explicit formula for μ i in the case with nearestneighbor, dipole, and entropic step repulsions.
3.2.1. Relation with step edge curvature. We next show that μ i (σ, t) is related to the curvature, κ i , of the ith step edge by the formula
where U i is the total energy per length of the ith step edge, which is a function of η i independent of the step orientation; see section 5.2 for extensions to more general U i .
First, we provide a formal definition of μ i , the change of the step energy by addition or removal of an atom to or from the step edge at η = η i . We consider a properly short length ds = ξ σ | i dσ of the ith edge, which has energy U i ds. Attachment and detachment of atoms results in the shift of η i by dη, the motion of the step edge along its local normal by dρ ≡ ξ η | i dη, and the change of the step energy U i ds by d η (U i dσ), where the shift operator d η is defined by d η Q ≡ Q| η+dη − Q| η . Hence,
Second, we simplify (3.10) via elementary differential geometry, by which [11] ∂ ⊥ ξ σ = κξ σ , where κ is the curvature of the curve r(η, σ, t) with η = const. and
The combination of (3.10) and (3.11) yields (3.9).
We note in passing that, by using κ = ∇ · e η and viewing U i as the restriction to η = η i of a differentiable function U of η, (3.9) is recast to
This equation asserts that μ i is the value at η = η i of the continuous functioñ μ(η, σ, t) = (Ω/a)∇ · (U e η ), which is defined by the right-hand side of (3.12).
3.2.2.
Nearest-neighbor, dipole, and entropic step interactions. We next relate μ i with the step edge positions η j by specifying the step edge energy per unit length, U i . We consider two contributions to U i : (i) the step line tension γ, i.e., the energy per unit length of an isolated step by neglecting step orientation dependence, and (ii) the interaction energy with other steps, U int i . Thus,
where γ is a constant, and U int i depends on η i and the positions η j (j = i) of steps interacting with the ith edge; see section 5.2 for inclusion of step orientation dependence.
In particular, we show by using (3.9) and (3.13) via suitable definitions and notation that for nearest-neighbor, dipole, and entropic step repulsions μ i is given by
The notation in (3.14) is briefly explained as follows. By analogy with (2.8) and (2.9) of section 2.2.1, g is the step-step interaction strength, g > 0, ζ j are local, nondimensional coordinates analogous to the radii r j of circular steps, m i is the (discrete) step density at the ith step, λ is a macroscopic length, and Φ(ζ, χ) is a geometrical factor that reduces to 2χ ζ+χ for circular steps; see (2.9). We now define more precisely the parameters g and λ and the variables m j , ζ j , and Φ in order to derive (3.14) .
First, by direct comparison with (2.9), the interaction energy, U int i , is replaced by
where g is the positive interaction strength (energy/length), and V i,i±1 corresponds to the interaction between the ith and (i ± 1)th steps and depends on η i and η i±1 .
To stress the length scales involved, we specify that V i,i±1 depend on the macroscopic lengths ρ i and ρ i±1 and the microscopic width of the ith or (i−1)th terrace, |ρ i −ρ i±1 |,
whereṼ is thought of as the leading-order term of a small-curvature expansion for realistic, step shape-dependent interactions; here
ξ η dη , (3.17) and η 0 = 0 for definiteness (see Figure 3 .1); in axisymmetry, ρ = r. We assume that the variations of V i,i+1 with δρ i are large compared to its variations with ρ i and ρ i+1 and also suppress the trivial dependence ofṼ on the coordinate σ.
Second, we simplify V i,i±1 for dipole and entropic step interactions [23] . By analogy with (2.9) for circular steps and use of nondimensional variables, we define
is the (discrete) step density at the ith step, the nondimensional ζ i is defined by The step chemical potential μ i is then determined by combination of (3.9) with definitions (3.13), (3.15) , and (3.18). After some algebra we obtain (3.14). The reader can verify directly that with rotational symmetry and Φ(ζ, χ) = 2χ/(ζ + χ), (3.14) reduces exactly to (2.8) and (2.9).
A word of caution about the nature of the step-step interaction term V i,i+1 is in order. Because V i,i+1 represents the interaction energy per unit length of the ith step with the entire (i + 1)th step, physically admissible interactions should satisfy
where ds i = ξ σ | i dσ is a properly short length of the ith step edge. Condition (3.21) stems from viewing the interaction energy V i,i+1 ds i entering (3.15) as a "two-body potential," which is invariant under the interchange of two edges. Hence, the Φ of (3.18) cannot be arbitrary. For example, Φ ≡ const. violates (3.21) for nonstraight steps since ξ σ varies with η. In Appendix A we derive consistency conditions for V i,i+1 on the basis of (3.21). These conditions are invoked in the continuum limit of section 4.2.
3.3.
Step velocity law. In this subsection we conclude our formulation of the discrete step-flow equations in 2+1 dimensions by describing in the local coordinates (η, σ) the step velocity law, which expresses mass conservation for atoms by analogy with (2.10) of the radial case. If the major transport processes are diffusion of adatoms across terraces and attachment-detachment of atoms at steps by neglect of atom diffusion along step edges, the (normal) velocity of the ith step is
4. Continuum limit in 2+1 dimensions. In this section we derive macroscopic evolution laws from the microscopic step flow equations of section 3, where no material deposition is included (F = 0). After introducing basic conditions for the continuum limit, we consider the BCF-type ingredients in due order, by analogy with the procedure of section 2.2.2 for circular steps, and combine them to obtain a PDE for the surface height profile. We also discuss alternative derivations of the continuum equations via a weak formulation and a surface free-energy consideration.
We start with a few general comments on the continuum approach. The coarse graining applied here is meaningful if the terrace width, δρ i ≥ O(a), is much smaller than (i) the length, λ, over which the step density varies; (ii) the step radius of curvature, κ The lengths ξ σ and ξ η are O(λ) and, thus, the continuum limit is approached via
by keeping the step density m i and the kinetic parameter q of (2.12) fixed,
which implies that q < O(λ/a), or D s /k < O(λ); the same conditions are assumed to apply if the kinetic rate k is replaced by k u or k d .
By (4.1) and (4.2) the following statements hold by analogy with section 2.2.2 in rotational symmetry [30] . (i) The step density approaches the surface slope,
(ii) The unit vector, e η | i , normal to ith step edge becomes
The last relation is obtained by differentiation of h(r i (t), t) = const. with respect to time, t, where r i (t) is the position vector for the ith step edge, and use of (4.5). In the right-hand sides of (4.4)-(4.7) we have set η = η i .
To clarify the notation of this section, Q| i denotes the value Q(η = η i ) suppressing σ, while Q| i,σ specifies Q = Q(η i , σ =σ). This notation is used for Q = J i,⊥ and Q = J i, , the adatom flux transverse and longitudinal components.
Surface current.
In this subsection we show that the continuum surface current, J(r, t), is related to the continuum step chemical potential, μ(r, t), by
where M is the surface mobility, in principle a second-rank tensor. In the local coordinates (η, σ), where J and ∇μ = (∇ ⊥ + ∇ )μ are the column vectors
9)
M is found to be represented by the 2 × 2 matrix
and q is defined as in the rotationally symmetric case; see (2.12).
We proceed to derive (4.8) and (4.10) with attention to the assumptions involved in the coarse graining for the adatom flux. While the continuum step chemical potential, μ(r, t), is simply the continuous extension of the right-hand side of (3.12), μ(r, t) =μ(η i , σ, t) as η i+1 → η i , the continuum surface current J(r, t) is here defined to stem from J i (η = η i , σ, t). The continuum limit obtained for J is independent of the choice of the point of evaluation for J i if
where the dependence on (σ, t) is suppressed. The definition of the coarse-grained current, J, and condition (4.11) are modified in the presence of deposition [31] .
Next, we invoke the separation of the local space variables (η, σ) into fast and slow, which was introduced in section 3.1, in order to derive formulas for the continuum adatom flux. This approximation is valid for sufficiently small step edge curvature variation. An alternative derivation in terms of Taylor expansions is provided elsewhere [29] . First, we determine J ⊥ (r, t), the adatom flux normal to step edges, as the appropriate limit of J i,⊥ | i , the restriction on the ith step edge of the transverse adatom current on the ith terrace. By (3.6) and (3.8a), we apply the approximations
(4.13) Thus, the coefficient A i of (3.8a) becomes
where μ i =μ(η = η i , σ, t) and
Hence, (3.6) for J i,⊥ at η = η i readily becomes
Second, we obtain a formula for J (r, t), the continuum-scale adatom flux parallel to step edges on the basal plane, as a limit of J i, | i , the restriction on the ith step edge of the longitudinal adatom current on the ith terrace. By (3.7) and (3.8b), we apply the approximation
and reduce the B i of (3.8b) to
Hence, by (3.2) the adatom density C i at the ith step edge (η = η i ) is
The coarse graining is effected only through η because the atomic length a is introduced in the η-direction via ξ η | i δη i = O(a) allowing σ to vary continuously. Thus, (4.18) and (4.19) can be differentiated with respect to σ to obtain J i, at η = η i . Hence, (3.7) reads T and e σ = (0 1) T ; V T denotes the transpose of V.
Note that the mobility tensor of (4.10) has a structure similar to that of the tensor given by eq. (63) in [9] , where the anisotropy is due to the imposed atom diffusion along step edges. We emphasize that condition (4.11) is satisfied throughout and, thus, J is herein obtained unambiguously for surface relaxation. Formulas (4.8) and (4.10), once derived, admit a relatively simple interpretation. The transverse adatom flux, J ⊥ , which participates in the boundary conditions for atom attachment-detachment at steps, is restricted by the terrace width and, thus, has a slope-dependent scalar mobility. By contrast, the longitudinal flux, J , is set by adatoms that hop freely on each terrace and, thus, has a constant mobility.
Representations of the mobility tensor M in other coordinate systems can be derived from (4.10). In the basal plane's Cartesian system (x, y), M is represented by
which enters (4.8) with J = (J x J y )
T and ∇ = (∂ x ∂ y ) T , where J is the component of J along the = x or y axis; see Appendix B for a derivation of (4.21).
We now comment on the structure of matrix (4.21), particularly the terms ∂ x h/|∇h| and ∂ y h/|∇h|, which are induced by the transformation from local to Cartesian coordinates. Equation (4.21) describes the interplay of (i) step kinetics via the term q |∇h| which measures the ratio of the kinetic length D s /k to the mean terrace width, and (ii) aspect ratio of surface topography via the ratio ∂ x h/∂ y h which measures the wavelength ratio for biperiodic surface profiles. A plausible connection of this interplay to surface relaxation experiments is discussed elsewhere [29] .
Continuum step chemical potential.
In this subsection we derive the continuum step chemical potential, μ(r, t) =μ(η i , σ, t), in terms of ∇h, where h(r, t) is the height profile, for the case with dipole and entropic step-step interactions. Specifically, we show by the formulation of section 3.2 that
whereg is a parameter proportional to the interaction strength g; cf. (4.33) with (4.23).
We proceed to derive (4.22) by starting with (3.14), which we simplify in the limit δη i = η i+1 − η i → 0 with fixed step density, m i . First, we define
a ζ-independent function, and subsequently use the expansion (4.24) recalling that ζ = ρ/λ and ρ is a macroscopic length coordinate; cf. (3.17) and (3.20) .
Second, we simplify the bracketed terms of (3.14) via the approximations (4.27) where
and Q| i denotes Q(ζ i ). Thus, (3.14) becomes
where the ratio of the neglected correction to the right-hand side of (4.28) is O(a/λ) .
Third, we further simplify μ i via the approximation
where m i → m = |∇h|| η=ηi by (4.4). Hence, (4.28) becomes
At this point, we use a consistency relation that stems from condition (3.21) for the step-step interactions. By Proposition A.2 of Appendix A, Φ should satisfy
Thus, (4.30) is recast to the formula In the axisymmetric case Φ 0 = lim ri+1→ri 2ri+1 ri+ri+1 = 1, which yieldsg = g; hence, (4.22) for μ = μ(r, t) reduces to (2.14). In section 4.5.1 we derive (4.22) via an alternative formulation based on a variational principle.
Mass conservation law.
Next, we derive from the step velocity law (3.22) the familiar mass conservation statement for atoms,
where h(r, t) is the continuum-scale height profile and J is the surface (adatom) current. We follow the corresponding derivation of section 2.2.2 for the radial case, invoking the identity ∇ · J i = 0 for η i < η < η i+1 , i.e., the property that the net adatom flux through any closed curve lying entirely on a terrace is zero. By starting with (3.22) First, we integrate ∇ · J i = 0 with respect to η on (η i , η i+1 ). Thus, we obtain
Further integration of (4.35) with respect to σ over the interval (σ,σ+δσ) for arbitrary σ, sufficiently small δσ, and δη i = η i+1 − η i yields
Second, we simplify the step velocity (3.22) by (4.36) via shifting i to i − 1, 
Evolution equation for height profile.
In this subsection we combine the evolution laws of the previous sections for the surface current, J, step chemical potential, μ, and velocity, ∂ t h, in order to derive a PDE for the height profile, h(r, t). A slightly different derivation of this PDE is sketched by one of us in a letter [29] .
The replacements in (4.34) of J by (4.8) and μ by (4.22) yield
where Λ is given by (4.10) or (4.21), g 1 and g 3 are
consistent with (2.15) for the radial case where Φ 0 = 1, and the material parameter B is defined by (2.18). For axisymmetric profiles, h = h(r, t), (4.39) readily simplifies to (2.17) . We alert the reader that (4.39) has been derived for surface regions around peaks and outside facets. Limitations of this PDE are further discussed in section 6.
Alternative derivations.
In this subsection we provide alternative derivations of continuum evolution laws for surface relaxation by using the formalism of variational formulations and weak solutions. In particular, we show (4.22) for the step chemical potential via a variational formulation and a surface free energy; and we show (4.34) for mass conservation via a weak formulation. The derivations to be shown here become particularly useful for the extensions of section 5.
A tool that enables alternative derivations is the coarea formula, which converts a two-dimensional integral over the variables (h, s) of surface height, h, and step edge arc length, s, to an integral over the corresponding region of the basal plane (x, y). More precisely, if ψ(r) is a properly integrable function, the coarea formula reads Let E steps be the total energy of a step train with a fixed number of steps. By definitions (3.13) and (3.15) for the energy per length of a step,
where the summation is over all steps of the given train and L i is the projection of the ith step edge on the basal plane. Then μ i can be defined by the identitẏ
for arbitrary number of steps and contours L i , where v i is the step (normal) velocity.
Second, we derive a continuum formula forĖ steps from (4.42). By the replacement i a → dh, (4.44) the use of (3.18) for nearest-neighbor interaction terms V i,i+1 that pertain to dipole and entropic repulsions and the application of the coarea formula, (4.41), we obtain (4.23) , and R is the region of the basal plane that consists of the terraces included in i ; the boundary, ∂R, of R corresponds to the first and last edges of the step train. On the basis of (4.45), E steps is viewed as a functional of the height profile, h. The first variation of E steps yieldṡ
where we applied integration by parts with fixed h on ∂R, i.e., fixed end edges.
Third, we provide an alternative continuum limit forĖ steps , this time from the right-hand side of (4.43). Application of the coarea formula to (4.43) results iṅ
The comparison of (4.46) and (4.47) for reasonably arbitrary region R yields
which is identified with (4.22).
We conclude this section by interpreting (4.48) via a continuum surface freeenergy approach. The free energy, G, of a stepped, vicinal surface per unit area of the basal plane is the concave upward, nonanalytic function of ∇h defined by [30] 
where g 0 accounts for the energy of the basal plane, g 1 is the energy for creating an isolated step (line tension), and g 3 accounts for nearest-neighbor, entropic, and dipole repulsions. Thus, (4.45) reads
The first variation of (4.50) yieldṡ
by which we obtain (4.48), in agreement with formulas (33) and (34) in [30] . By comparison of (4.45) with (4.50), g 1 and g 3 must be related to γ and g by (4.40).
Weak formulation for mass conservation law.
Next, we derive (4.34), the continuum mass conservation law, via a weak formulation based on the coarea formula. For mathematical convenience, the step velocity law (3.22) is stated by
where [J · e η ] i denotes the jump {J i (r i , t) − J i−1 (r i , t)} · e η and e η is evaluated at η = η i . We also introduce the quantity
where, similarly to (4.42), the sum is over a step train, and the sequence {ϕ i } approaches an appropriate, reasonably arbitrary test function ϕ(r), ϕ i → ϕ(r). We now show that the continuum limit of I has two alternative expressions, which when combined yield (4.34).
First, in view of (4.7), (4.41), and (4.44), the direct limit of I from (4.53) is
Second, we derive an alternative limit for I by invoking (4.52) for v i . Recalling that the surface current J(r, t) on the basal plane comes from the adatom flux J i restricted on the ith step edge where ∇ · J i = 0 on each terrace, we have
The comparison of (4.54) and (4.55) yields (4.34) in the weak sense [14] .
Extensions.
In this section we provide extensions of the continuum theory developed in section 4 to include more general step interactions due to elastic effects and orientation dependence of step energies. Consequently, we derive modified macroscopic evolution laws the step chemical potential.
More general, pairwise step interactions.
In this subsection we consider pairwise step interactions broader than entropic and dipole interactions yet independent of step orientation. We study (i) the effects of sufficiently general nearestneighbor repulsions that satisfy condition (3.21) , and (ii) a mathematical model of beyond-nearest-neighbor step interactions. These considerations affect only the discrete step chemical potential, μ i , leaving intact conditions (3.5) for atom attachmentdetachment at steps and the step velocity law (3.22) . Thus, we focus on obtaining a modified formula for the continuum step chemical potential, μ(r, t), to replace (4.22).
General nearest-neighbor repulsions.
Next, we show that replacing the step interaction V i,i+1 of (3.15) by the general term (3.16) in the form
results in the more general continuum formula
where −∇ · (∇h/|∇h|) = κ, the step edge curvature, and
We derive (5.2) by two alternative routes. One route relies on the direct coarse graining of section 4.2. By combining (3.9), (3.13), (3.15) , and (5.1), we first obtain the discrete step chemical potential of the ith step edge,
which is an extension of (3.14). The application of approximations entirely similar to (4.25)-(4.30) and use of (A.6) from Appendix A then yields (5.2), which is an extension of (4.22) .
Alternatively, we can apply the variational formulation of section 4.5.1. By (4.41), (4.42), (4.44) , and (5.1), the continuum-scale energy of steps, E steps , is
with first variatioṅ
The comparison of (4.47) and (5.5) yields (5.2).
5.1.2.
Step interactions beyond nearest neighbors. Next, we consider the effect on the macroscopic evolution laws of pairwise, repulsive step interactions that extend beyond nearest neighbors in the absence of bulk stress [28, 25, 42] . This consideration again affects only the continuum step chemical potential of section 4.2.
In particular, we show that for a class of elastic step-step interactions including dipole interactions the equations of motion retain their local form in the continuum limit, in agreement with the (1+1)-dimensional case [42, 48] . This result justifies the formulation of our previous sections where we treat only nearest-neighbor forces between steps. To simplify the analysis but leave intact the essential physics of the problem, we invoke the variational formulation of section 4.5.1.
The starting point is the extension to all other steps of the interaction energy per unit length of the ith step for elastic dipoles in the isotropic form
where the dependence on step orientation is neglected,ǧ is the interaction strength for each step pair,ǧ > 0, the factor 1/2 is included so that each step pair contributes only once to the sum for
ζ i = ρ i /λ, and ρ i is defined by (3.17) . We show below that in the continuum limit, → 0, the interaction step energy in a region R of the basal plane becomes
in agreement with (4.45) for nearest-neighbor step repulsions; g 3 is given in terms ofǧ below. The step chemical potential μ resulting variationally is local, properly identified with (4.22) .
We proceed to derive (5.8) in the spirit of the analysis in [42, 48] . By definition of E int and use of the coarea formula, (4.41), we have
In order to determine the limit of m i,i±j as → 0 we view the local variable η i as a continuous and sufficiently differentiable function η(h, t) of the height h; this function results from inverting the relation h| η=ηi − h| η=ηi+1 = a. Consequently, using ζ = ζ(h, t) via suppressing the dependence on σ, we obtain
where |∂ ζ h| = λ|∇h|. Then (5.9) reduces to
By assuming that the geometrical factorΦ is bounded, we infer that the sum over j converges absolutely. Applying homogeneity of the elastic medium and fields we set
an η-independent function; the factor 3/2 is included for the sake of direct comparisons with (4.40). Thus, (5.11) yields
which is identified with (5.8) if the effective step interaction parameter g 3 is defined by g 3 =ǧΦ 0 /a, by analogy with (4.40) for nearest-neighbor step interactions.
We conclude this subsection by discussing more generally conditions on the step interactions that can give rise to local continuum evolution laws. Evidently, the replacement of m 
Orientation-dependent step energies.
In this subsection we extend the analysis of section 5.1.1 to energies dependent on the step normal angle θ, formed by the local tangent and the y-axis; see Figure 3 .1. By (3.13), (3.15) , and (5.1) we define
where γ is the step line tension, the energy per unit length of an isolated step. This consideration affects only the formula for μ i . We show that in the continuum limit
, e η is given by (4.5) , and e σ is given by (B.2) of Appendix B. In the special case where the interaction term V is independent of θ, μ becomes
where V 0 (m) ≡ V (m, ζ, ζ), and γ + ∂ 2 θ γ is known as the "step stiffness" [1, 44] and expresses the inertia of the step in the presence of driving forces; see (5.2).
We proceed to derive (5.15) and (5.16) by applying the variational formulation of section 4.5.1. The energy of an arbitrary step train is
By (C.2) of Appendix C and integration by parts, the first variation of E steps readṡ
The comparison of this formula with the variational definition (4.47) for μ yields (5.15).
To derive (5.16) we replaceŨ 0 = γ(θ) + gV 0 (m) in (5.15) and use (C.4) and (C.5) of Appendix C:
where ∇ · e η = κ = −∇θ · e σ and ∇θ · e η = ∇ · e σ . Thus, (5.16) is readily obtained. We note in passing that the interaction-related term ∇ · [∂ m (mV 0 )e η ] can be further expanded by use of (C.11) and (C.12) of Appendix C.
6. Conclusion. The continuum limit of a (2+1)-dimensional step flow model was studied systematically in the absence of material deposition, when the stepped surface relaxes to become flat. The effects considered here were isotropic adatom diffusion on each terrace, atom attachment-detachment at each step edge, and pairwise step interactions. Continuum formulas for the step chemical potential and the step velocity were derived from the BCF approach [3] and, alternatively, within continuum thermodynamics via a surface free energy, with identical results; see section 4.5. By contrast, the relation between surface current and the gradient of step chemical potential, (4.8) with (4.10), requires consideration of the equations for step motion; it can be determined only by coarse graining of BCF-type models and cannot be guessed from one-dimensional models. As a consequence of the coarse graining and the boundary conditions imposed at step edges in 2+1 dimensions, the continuum-scale, vectorvalued surface current is related to the gradient of the step chemical potential via a tensor mobility which depends on the surface slope. The corresponding formula admits a relatively transparent physical interpretation: Transverse adatom fluxes are restricted by attachment-detachment at step edges, whereas longitudinal fluxes are produced by adatoms that hop freely on terraces. The combination of macroscopic evolution laws for the adatom current, step chemical potential, and step velocity resulted in a nonlinear, fourth-order PDE for the surface height profile. This equation offers a previously unnoticed interplay of step energetics, step kinetics, and aspect ratio of surface topography.
There are other aspects of surface morphological evolution that were not addressed by our analysis. For example, we have not included material deposition on the surface from above; this effect is studied elsewhere [31] . Our assumption of a step train with slowly varying step edge curvature poses a considerable limitation. Situations where our formulation is questionable include surface regions where the step radius of curvature exhibits abrupt spatial variations, such as those observed in sputter rippling experiments [12] . In addition, we neglected bulk stress, which may in principle induce long-range, pairwise attractive or other step interactions [25, 26] and lead to nonlocal evolution laws that may form a (2+1)-dimensional analogue of the integro-differential equation derived in [48] ; these matters are left for future work. Our method of coarse graining does not resolve the issue of boundary conditions at facet edges, where continuum solutions become singular and the motion of extremal steps must be taken into account [5, 21, 15] . The derivation and implementation of the related boundary conditions from step models is work in progress. Germane is the problem of an appropriate numerical treatment of the derived evolution equations for the height profile, which is beyond the scope of this article. Finally, we have not attempted here to provide connections of our theory, in particular of PDE (4.39), with available experimental observations. A plausible connection of this theory to relaxation experiments of biperiodic profiles is discussed elsewhere [29] . Our understanding of the initial conditions within continuum that can give rise to observable surface corrugations below T R is currently incomplete. It is hoped that our work will stimulate further studies in this or other directions.
Appendix A. Property of nearest-neighbor interaction energy. In this appendix we derive a property of the step interaction term V i,i+1 introduced in (3.15), as a direct consequence of condition (3.21) . We start with the general formula (5.1),
, assuming that V does not depend on the step orientation; in the end we extend our results to step orientation dependent V .
First, by (3.21) we impose the condition
where ds i = ξ σ | i dσ is a properly short length of the ith step edge. Equation (A.1) applies to any pair of step edge contours, each defined by r(η, σ, t) with η = const., thus eliminating i and replacing ζ i by the continuous variable ζ introduced by (3.17) and ( where λ is the macroscopic length of (3.20) , and κ is the curvature of the contour η = c = const.; for given ζ = χ, the c is defined by (3.17) with η = c and ρ = λ ζ.
Proof. We start with (A.1) for notational convenience, where ds i+1 = ξ σ | i+1 dσ, by considering δζ i = ζ i+1 − ζ i → 0. By using the expansions Proof. First, we describe the continuum-scale unit vector e σ , which is parallel to step edges, in terms of the height profile h(r, t). If e z is the unit vector normal to the basal plane, then by (4.5) e σ = e z × e η = −e z × ∇h |∇h|
where for the purposes of this appendix all vector-valued quantities are considered column vectors; U T denotes the transpose of U. The continuum-scale unit vector e η , which is normal to step edges, is given in terms of ∇h by (4.5). 
