Abstract: An electrical-domain self-adaptive mid-infrared absorption spectroscopy for methane detection based on an interband cascade laser was demonstrated. By adding noise into the laser drive signal, denoising and sensing performances were evaluated for the technique. Experiments were made to study the effects of noise level/type on sensor stability, characterized by Allan deviation. High-and low-frequency noise levels have the same functional variation trend on Allan deviation, which differs from white Gaussian noise. Within a noise level range of 0-125 mV for low-and high-frequency noise and 0-62.5 mV for white Gaussian noise in the mercury-cadmium-telluride detector's output (with a pure signal amplitude of ∼300 mV), the sensor stability using self-adaptive denoising was enhanced by a factor of 1. 05-20, 1.32-6.25, and 1.15-3.33 times compared to that using no filtering, for the three kinds of noise, respectively. The reported self-adaptive methane sensor system shows enhanced stability compared to the direct laser absorption spectroscopy sensor using traditional sensing architecture and classic filtering method. The sensor was further evaluated through outdoor atmospheric methane measurements using such technique. A second-order self-adaptive direct laser absorption spectroscopy technique was also proposed for noise suppression in both optical and electrical domain as an outlook of the concept of this paper.
Introduction
Methane (CH 4 ) is one of the main anthropogenic greenhouse gases, which is responsible for the enhancement of climate forcing. The concentration of atmospheric CH 4 continues increasing every year and the globally averaged CH 4 mole fraction in 2015 was 1845 ± 2 parts-per-billion in volume (ppbv), with a new increase of 11 ppbv compared to the previous year of 2014. In addition, real-time CH 4 quantification is important in industrial process control and air pollution monitoring [1] - [5] . Therefore, real-time, in-situ and sensitive detection of CH 4 has become a research focus in recent years.
Infrared laser absorption spectroscopy has been used as an important tool in trace gas sensing because of high selectivity and sensitivity in various applications [6] - [13] . Tunable infrared laser absorption spectroscopy (TLAS) usually includes direct absorption spectroscopy (DAS) [14] , [15] and wavelength-modulation spectroscopy (WMS) technique [16] - [18] and has proven to be an efficient technique for trace gas detection in wide applications. In TLAS, a near-or mid-infrared tunable laser plays an important role in the optical sub-system for targeting a gas absorption line. With the commercialization of single-mode and multi-mode interband cascade lasers (ICLs) in recent years, opportunities are created for mid-infrared gas sensing [17] , [19] , [20] . Using a continuous-wave (CW) distributed feedback (DFB) ICL, Zheng et al. reported a CH 4 sensor based on the absorption line at 3038.5 cm −1 . Field test in Houston, TX was conducted to evaluate the robust and reliable field-deployable performance of the sensor system for in-motion atmosphere monitoring [12] . A mid-infrared ethane (C 2 H 6 ) sensor based on a CW DFB ICL emitting at 3.34 μm was realized with a minimum detection limit of 0.299 ppbv with an averaging time of 108 s using a second harmonic (2f) WMS technique [17] . Dong et al. developed a compact CH 4 sensor system based on a ∼3.3 μm ICL using DAS technique with low electrical power consumption [14] . Generally, compared with WMS technique, DAS requires no calibration in quantitative concentration determination and has a reduced size by virtue of using no modulation and lock-in amplifier [21] , leading to portable applications of the DAS technique in trace gas measurements.
Optical and electrical noise severely affects both sensitivity and stability of an infrared sensor system. A self-adaptive filter with adjustable filtering parameters has the most satisfactory filtering performance compared to classic filters especially when the noise has unpredictable statistical property. In 2011, a wideband incandescent lamp based CH 4 sensor using three-channel-based least square fast transverse filtering (LS-FTF) algorithm was reported by our group [22] . By adding a noise channel, the noise statistical characteristics in other two channels were evaluated and the contained noise was suppressed effectively by using a self-adaptive denoising (SAD) method. Different from the previous reported sensor system [22] , in this work, by incorporating a 3291 nm ICL, a self-adaptive direct laser absorption spectroscopy (SA-DLAS) based two-channel mid-infrared CH 4 sensor was proposed. Besides the signal-channel which generates a sensing signal from the detector, a noise-channel was created that delivers the laser driver's feedback signal to the data acquisition (DAQ) card. Using a recursive, least square (RLS) SAD algorithm [23] - [25] , the electrical-domain noise was suppressed and the sensor performance was enhanced. Meantime, a series of experiments and comparisons were made to study the effects of noise type and noise level on the enhancement factor in terms of Allan deviation, which will be helpful to the practical application of the SA-DLAS technique in a noisy sensing environment. To the best of our knowledge, this work initials an application of such technique in electrical-domain noise suppression of a midinfrared laser absorption spectroscopic sensor. In addition, as an outlook of this technique in future application, by incorporating an electrical noise channel, an optical reference channel and a sensing signal, the sensor noise both in the electrical and optical domain can be suppressed using a secondorder SA-DLAS technique, i.e., a first SAD processing in the electrical domain followed by a second processing in the optical-domain.
SA-DLAS CH 4 Sensor Configuration

Sensor Architecture
The CH 4 sensor architecture is composed of an optical and an electrical sub-system, which is depicted in Fig. 1 . In the optical part, the used CW DFB ICL (Nanoplus, Germany) has an output power of up to 6.13 mW. The measured Wavenumber-current-power curve at a temperature of 15°C is shown in Fig. 2 . The output power is ∼4.85 mW with an ICL current of 52 mA and a temperature of 15°C. The measured current and temperature tuning coefficients of the ICL are −0.1593 cm −1 /mA and −0.3051 cm −1 /°C, respectively. The ICL was controlled by a temperature controller (Thorlabs, TED200C) and its current was supplied by a laser current driver (Thorlabs, LDC210C). The laser wavelength was tuned for ∼1.29 cm −1 by applying a triangular wave at 1 Hz generated by the signal generation (SG) module of a DAQ card (National Instrument, model USB-6211). A laser diode (635 nm) was employed as a guide beam of the invisible mid-infrared beam for alignment process. The two laser beams were combined using a dichroic mirror (DM). After passing a 16 m multi-pass gas cell (MPGC, physical size: 45 × 11 × 11 cm 3 ), the output ICL beam was coupled into a thermoelectrically cooled (TEC) mercury-cadmium-telluride (MCT) photodetector (VIGO System, model PVI-4TE-5). The MCT detector output (i.e., signal channel) was acquired (SA) and recorded by the DAQ card. In addition, a noise channel was added by delivering the analog monitoring output "CTL OUT" of the laser current driver (shown in red color in Fig. 1 ) to the DAQ for noise extraction. Further averaging and processing was performed using LabVIEW routines on a laptop. The LabVIEW program extracts the noise (NE) for the RLS self-adaptive algorithm. After self-adaptive filtering (SAF), background fitting (BGF) and Lorenz fitting (LRF), the absorption signal was obtained followed by concentration extraction (CE). As a comparison with the SAF algorithm ( Fig. 1(a) ), other two filtering schemes including no filtering (NF, Fig. 1(b) ) and classic filtering (CF, Fig. 1(c) were also adopted in the following experiments.
CH 4 Line Selection
Based on High Resolution Transmission (HITRAN) database, CH 4 molecule has four inherent vibrations, producing four fundamental frequencies in the mid-infrared band, respectively, i.e., υ 1 = 2913.0 cm −1 (3.43 μm), υ 2 = 1533.3 cm −1 (6.53 μm), υ 3 = 3018.9 cm −1 (3.31 μm), υ 4 = 1035.9 cm −1 (7.66 μm) [26] , [27] , as shown in Fig. 3(a) . CH 4 has some overtone and combination bands in the near-infrared, such as the combination band of υ 2 + 2υ 3 = 7571.1 cm −1 (1.33 μm) and the harmonic band of 2υ 3 = 6037.8 cm −1 (1.65 μm). CH 4 molecules have strong absorption around 3.31 μm and 7.66 μm, but have no absorption near 3.43 μm and 6.53 μm [26] . In comparison, the absorption line intensity around 3.31 μm is ∼1286 times larger than the one around 1.3 μm, 159 times larger than the one around 1.66 μm, and 2.2 times larger than the one around 7.66 μm. The relation between absorbance and line intensity is
where α(ν) is the spectral absorbance at optical frequency ν, S(T) (cm
3 ) is the number density of the absorbing species, φ ν is the transition lineshape function, T(K) is the gas temperature, P (atm) is the gas pressure, χ is the gas composition vector, and L(cm) is the path length [28] . HITRAN absorption spectra of 1 parts-per-million in volume (ppmv) CH 4 and 2% H 2 O calculated at 1 atm pressure and a 1600 cm effective optical path length is depicted in Fig. 3(c) . At the wavelength range around 3.31 μm, the potential spectral interference originates mainly from water (H 2 O), which will affect CH 4 detection. An absorption line located at 3038.5 cm −1 was selected for CH 4 detection.
LabVIEW-Based RLS SAD Algorithm for DLAS Signal Processing
In order to reduce the influence of the electrical noise with unpredictable statistical properties, a LabVIEW-based laptop platform was developed by adopting an RLS-based SAD algorithm. There are four parts in the platform as shown in Fig. 4 (a). The SG part generates a 1 Hz triangular scan signal to drive the laser through a digital-to-analog converter (DAC) module. Another noise array was used for the validation of the denoising algorithm. In SA part, the MCT output and the feedback signal of the laser driver were sampled by an analog-to-digital converter (ADC) with a sampling rate of 2 kHz. Then the noise signal and sensing signal were sent to the SAF part for denoising. Compared to least mean square (LMS) algorithm, the RLS denoising algorithm is a self-adaptive modern filtering algorithm, which has a faster rate of convergence [25] , [29] . The detailed RLS processing procedure is shown in Fig. 4 (b). r(n) is the expected output; u(n) is the output signal from the MCT detector, which consists of a pure signal d(n) and a noise signal n 1 (n); n 2 (n) is the noise extracted from the feedback signal of the ICL driver; n 1 (n) and n 2 (n) are not equal but have the same or similar statistical property; y 1 (n) is the output signal from the self-adaptive filter; s(n) is the vector at time n, defined by
is the error output of the filter, i.e., Then we define a cost function, as
where λ is a forgetting factor. The target of the algorithm is to obtain the optimum vector W(n) to ensure that ξ(n) attains its minimum value [29] . The RLS algorithm procedure is given as follows.
Step 1: Initialization. Define δ as a small positive constant and I as a unit vector. Let
Step 2: Iterative calculations.
Filter output:
Error estimation:
Update the gain:
Update the tap-weight vector W:
Update the inverse matrix:
Step 3: Denoiseing the sensing signal u with the optimized tap-weight vector W.
where u(n) is the tap-input vector at time n, defined by
With the tap-weight vector W(n), it is feasible to train the input signal u(n) and finally obtain the best filtering result y 2 (n), i.e., the best estimation of d(n).
In the CE part, with the denoised signal y 2 (n) from SAF, by using a BGF and a subtraction operation, the baseline was subtracted. Then, LRF was used to suppress the fringe noise, and finally the normalized absorbance i.e., −ln(u(t)/u bac (t)) was extracted to determine CH 4 concentration.
Denoising and Sensor Performances Under Different Noises Using SAF
The ICL drive current was set to 52 mA and the temperature was set to 15°C to target the CH 4 absorption line at 3038.5 cm −1 . Large variation of the MPGC temperature may change the mode pattern of the gas cell and lead to optical interference and noise. Therefore, the temperature and pressure of the MPGC were set to 20°C and ∼1 atm, respectively. A gas mixing system (Environics, Series 4000) with a fixed total gas flow rate of ∼200 ml/min was used for sensor performance assessment. The triangular scan signal has a frequency of 1 Hz. The sampling rate of the ADC module in the DAQ card was set to 2 kHz, leading to 2000 data points per triangular period. Only the first 1000 data points were sampled for the first half of a triangular period of ∼0.5 s and sent to the signal-processing module. With the denoising algorithm, the needed processing time was ∼5.5 s. Considering the data sampling time of ∼0.5 s, the time period for one round concentration determination was ∼6 s. As a clear real-time comparison between NF and SAF, the measurement time was set to the same value of ∼0.5 s, but the analysis time of using NF was quite shorter than that of using SAF. The time period for one round concentration determination was set to the same value of ∼6 s for the two cases. For a formal description of the sensor stability, we assume a recorded set of N time-series concentration data represented by C i , i = 1, 2, . . . , N. The N elements of the original data set can be divided into K subsets, and each subset contains M elements with M = N/K. The Allan deviation σ(τ M ) is given bȳ
where the time τ M = M t is named averaging or integration time, and t is the sampling time interval. It is obvious that any improvement of the detection limit depends strongly on sensor stability, which is a major factor influencing sensitivity. Every system has an optimum averaging time given by the drifts in the system such as temperature drifts, moving fringes, changes in background spectra, etc. Based on Eqs. (11) and (12), Allan variance (or deviation) as a function of the integration time τ, is the time average of the sample variance of two adjacent averages ofC k andC k+1 , and therefore it can be used to represent detection limit [30] . The Allan deviation analysis was carried out to illustrate the denoising performance in this work. The time domain filtering performance and the Allan deviation were proposed to demonstrate the superiority of the SA-DLAS CH 4 sensor system.
Filtering Performances Using Three Signal-Processing Schemes
Three signal-processing schemes were used in this SA-DLAS sensor by pumping a 2 ppmv CH 4 sample into the MPGC, including NF ( Fig. 1(b) ), CF ( Fig. 1(c) , and SAF ( Fig. 1(a) ). In order to evaluate the performance of the algorithm, different types of noise were applied on the laser scan signal. When (a) a low-frequency noise (0.1cos(60πt) V), (b) a high-frequency noise (0.15cos(120000πt) V) and (c) a White-Gaussian noise (standard deviation is 0.15 V) were imposed on the scan signal, the output signal from the MCT detector are shown in Figs. 5(a), 5(b) and 5(c), respectively. Figs. 5(e-g), (i-k) and (n-q) show the denoised absorbance using NF, CF(i.e., a Butterworth lowpass filter (filter order: 2; cut-off frequency: 10 Hz)), and SAF, respectively, under these three kinds of noise. Fig. 5(d) is the output signal from the MCT detector when a low-frequency noise 0.1cos(60πt) V, a high-frequency noise 0.05cos(120000πt) V and a White-Gaussian noise (standard deviation is 0.08 V)) were merged and imposed on the laser scan signal. Figs. 5(h), 5(m) and 5(r) exhibit the acquired absorbance curves using NF, CF and SAF. With NF, the absorbance curve contains too much noise resulting in poor accuracy and stability. By using a classic low-pass filter, the high-frequency noise can be suppressed (Fig. 5(j) ), but the low-frequency and composite noise . This means that a CF cannot be effective for any kind of noise due to its definite filtering characteristics. However, the proposed SAF can deal with any kind of noise (Figs. 5(n-r)) and thus improve the sensor performance, indicating an obvious advantage over the CF method.
Denoising and Sensor Performances Under Low-Frequency Noise
Low-frequency (30 Hz) noise with different amplitudes (A low , i.e., noise level) and random phases (β randn ) were imposed on the laser driver to study the denoising performance of the technique. The adopted random phase assures that the noise introduced in the sensor is different during each sampling loop. Three low-frequency noise signals (0.5cos(60πt + β randn,1 ) V, 0.1cos(60πt + β randn,2 ) V; 0.008cos(60πt + β randn,3 ) V) were superimposed on the scan signal and three noise were obtained from the MCT detector, i.e., n 1 (t) = 0.125cos(60πt + θ 1 ) V, 0.025cos(60πt + θ 2 ) V, and 0.002cos(60πt + θ 3 ) V. CH 4 concentration measurements were performed over a time period of ∼30 min with these low-frequency noise, respectively, by passing pure N 2 into the gas cell. Without filtering, the Allan deviation plots of these three 0.5-hour concentration measurements are shown in Fig. 6(a) . As a comparison, the Allan deviation plots using SAF are shown in Fig. 6(b) . The results demonstrate a measurement precision of ∼37.9 ppbv with a ∼6 s averaging time (i.e., sampling period of the sensor system) using SAF when the low-frequency noise amplitude is 0.125 V. Upon decreasing the amplitude of noise to 25 mV and 2 mV, a measurement precision of ∼67.9 ppbv and ∼129.6 ppbv with a ∼6 s averaging time are obtained, respectively. On the contrary, without filtering, the measurement precision deteriorates significantly to ∼806.6, 211.9 and 169 ppbv at the three noise levels. In order to analyze the effect of noise level on sensor stability, another group of five experiments was conducted, by introducing 5 noises with a level of 2 mV, 5 mV, 25 mV, 50 mV and 125 mV. In the case of using SAF and without using SAF, five groups of 0.5-hour concentration measurements of a pure N 2 environment were performed. As the noise level increases, the Allan deviation of the sensor without using SAF continues to increase, leading to a limited stability and sensitivity. However, using SAF, the Allan deviation decreases, and the decrease becomes even more obvious as the noise level increases. This can be attributed to a better estimation and suppression of the noise in the signal channel. A decrease factor γ was defined here to see how much the SAF decreases the Allan deviation, as
It is shown that within the noise level range of 0-125 mV, the decrease factor is 0.05-0.95, indicating a performance (i.e., stability, accuracy, limit of detection) enhancement of 1.05-20.
Denoising and Sensor Performances Under High-Frequency Noise
When a 60 kHz high-frequency noise was imposed on the scan signal, similar experiments and analysis were performed on the sensor system with the same hardware platform, and the results can be seen in Fig. 7 . In case of high-frequency noise, measurement precisions of ∼319.1 ppbv (@6 s), ∼186.5 ppbv (@6 s) and ∼154.7 ppbv (@6 s) were obtained using NF when the noise levels are 0.125 V, 0.025 V and 0.002 V, respectively. In contrast, when using SAF, the measurement precision is about ∼52.0 ppbv (@6 s), ∼52.1 ppbv (@6 s) and ∼117.1ppbv (@6 s) when the noise levels are 0.125 V, 0.025 V and 0.002 V respectively. The variation curve of Allan deviation versus noise level is shown in Fig. 7(c) . As the noise level increases, the Allan deviation first increases and then decreases, which means a high noise level will be effective for SAF processing. Within a noise level range of 0-125 mV, the decrease factor is 0.16-0.76, indicating a performance enhancement of 1.32-6.25.
Denoising and Sensor Performances Under White-Gaussian Noise
When a White-Gaussian noise was imposed on the scan signal, with the same experimental conditions, the results are shown in Fig. 8 . The Allan deviation plots based on three 0.5-hour concentration measurements corresponding to different noise levels (represented by standard deviations of 0.0025, 0.025, 0.0625 V) are shown in Figs. 8(a) and 8(b) . A measurement precision of Fig. 8 . Allan-Werle deviation plots under pure N 2 atmosphere by applying White-Gaussian noise on the scan signal of the ICL resulting in a White-Gaussian noise level (i.e., standard deviation) of 2.5, 25 and 62.5 mV in the MCT detector's output: (a) using NF and (b) using SAF. (c) Curves of Allan-Werle deviation and decrease factor versus the White-Gaussian noise level. Fig. 9 . Under the cases of using SAF and NF: (a) time series of measured concentration levels, (b) Allan-Werle deviation plots on a 2 ppmv CH 4 standard sample. (c) As an example, the power spectral density (PSD) plots of one sample of MCT detector signal processed by SAF and NF shown in the insets in Fig. 9(c) .
∼56.3 ppbv, ∼63.4 ppbv and ∼209.5 ppbv with a ∼6 s averaging time were obtained when using SAF when the three White-Gaussian noises were superimposed on the system, which shows an obvious enhancement compared with the values (64.6, 192.7 and 483.2 ppbv) using NF. The variation curve under White-Gaussian noise shows some difference from the low-and high-frequency curves, as can be seen in Fig. 8 . The Allan deviation continues to increase with the increasing noise levels, which means that the increase of White-Gaussian noise level will not be beneficial for a good estimation of the noise properties. Within the noise level range of 0-62.5 mV, the decrease factor is 0.30-0.87, indicating a performance enhancement of 1.15-3.33. As the noise level increases, the denoising result on White-Gaussian noise is not as effective as those on high-and low-frequency noise, because of a smaller performance enhancement factor of 1.15-1.33 compared to those on other two types of noise with an enhancement factor of 1.05-20 and 1.32-6.25, respectively. This is probably because some existing uncorrelation between the noise channel and signal channel in the case of White-Gaussian noise, leading to an incomplete estimation of noise property and an insufficient noise rejection.
Sensor Stability Enhancement of a 2 ppmv CH 4 Sample
Without external applied noises (i.e only the intrinsic noise is considered), by passing a 2 ppmv CH 4 standard sample into the gas cell and monitoring the CH 4 concentration levels over a time period of ∼45 min. A time series of measured concentration level is shown in Fig. 9(a) . The measured concentration shows an average value of 2.016 ppmv ± 45.57 ppbv (1σ) using SAF and shows an average value of 2.021 ppmv ± 70.27 ppbv (1σ) using NF. Based on the measured data in Fig. 9(a) , the Allan-Werle deviation plots under the two cases are shown in Fig. 9(b) . With NF, a measurement precision of ∼70.5 ppbv with a ∼6 s averaging time was obtained, and this value is decreased to ∼42.7 ppbv with the same averaging time using SAF. The decrease factor of standard deviation is 0.61, leading to a stability enhancement of 1.64, under the operation of intrinsic sensor noise. The two Allan deviation curves also show a similar variation trend due to the same hardware platform. As an example, the power spectral density (PSD) plots of one sample of MCT detector signal processed by SAF and NF are shown in Fig. 9(c) , where the sampling frequency of the DAQ was 10 kHz leading to a maximum analysis frequency of 5 kHz in the PSD curves. Some noise was observed in the signal using NF due to a non-smooth PSD curve; the noise was well suppressed by using SAF because the PSD plot became quite smooth. The noise rejection by using SAF results in a decrease of the Allan deviation. However, since the presented SAF method can only estimate the noise in the electrical domain, it cannot suppress the noise introduced from the optical domain. So future work will be focused on a double-domain SAF technique for TLAS gas sensor system (see Section 3.7).
Outdoor Atmospheric CH 4 Measurements
Based on the SA-DLAS technique, the sensor system was further evaluated by the CH 4 measurement on the Jilin University campus using NF and SAF, respectively. No external noise was applied to the sensor. For continuous day and night outdoor monitoring, the sensor was placed inside the laboratory and the outside air was pumped into the gas cell using a long sampling pipe line. The photograph of the CH 4 sensor system is depicted in Fig. 10(a) . The measured concentrations of CH 4 are displayed in Fig. 10(b) . It is observed that the concentration of CH 4 was with an average of ∼1.896 ppmv using NF. In contract, the average CH 4 concentration with SAF was ∼1.889 ppmv. A decrease in noise level was also found in the measurement results by using SAF. The CH 4 concentration revealed relatively slight variation during the watching hours. An increase of the concentration during the midnight hours and a drop during the day were found, which is a similar phenomenon to our previous results [9] .
Discussion and an Outlook of the Self-Adaptive Absorption Spectroscopy Technique
Based on the analysis in Sections 3.2-3.4, an enhancement is observed in the sensor performance by using the SAF technique when the sensing signal is affected by high-and low-frequency and White-Gaussian noise. Some conclusions are reached below. 1) Both high-and low-frequency noise levels have the same functional variation trend on Allan deviation. There is a worst noise level for such kinds of noise, which results in the worst sensor performance. 2) The effect of White-Gaussian noise differs from high-and low-frequency noise, and the larger the noise level, the poorer the sensor performance. These conclusions are of importance when we evaluate the proposed SA-DLAS technique is suitable or not in a practical application.
In this work, the low-and high-frequency noise simulated with cosine functions are used to verify the denoising performance of the RLS SAD technique. Actually, there are many sources of noise and drift in both optical and electrical domain of the sensor system. The main advantage of the reported technique is to suppress the noise with unpredictable statistical property that cannot be done by classic filters, e.g., the opto-mechanical drift and time-dependent fringe due to ambient pressure and temperature changes. This work initials an application of such technique in electricaldomain noise suppression. The reason why 1 Hz scan rate was chosen in the sensor system was given as below. 1) The needed processing time of the denoising algorithm mainly depends on the number of the sampled data dots per half triangular period. When the sampling rate of the ADC module in the DAQ card was set to 2 kbps, the needed processing time with the denoising algorithm was ∼5.5 s, leading to a sampling period of ∼6 s, which is the time period of the sensor system for one round concentration determination. A fast scan rate (e.g., at the level of kHz) can't speed up the sensor response remarkably because of the needed processing time of the denoising Fig. 11 . Second-order SA-DLAS: An outlook of the self-adaptive filtering in the application of direct laser absorption spectroscopy for gas sensing.
algorithm. 2) Generally, White-Gaussian noise can be suppressed using the simple signal averaging method with fast scan ramp. But this is not the aim of this work. We want to suppress noise using a self-adaptive filtering method instead of the simple averaging method. Although the denoising algorithm decreases the sensor response, the sensor performance was enhanced due to the use of the SA-DLAS technique. This was achieved by exploiting the noise characteristics and optimizing filtering parameters, as shown in Fig. 5 . Because of the above two reasons, we chose a scan rate of 1 Hz resulting in a data acquisition time of 0.5 s (only the half ramp period) that is in the same level of the algorithm time.
As a further application, by incorporating an electrical noise channel and an optical reference channel, the properties of all random noise both in the electrical and optical domain can be evaluated and obtained, and the sensor noise can be well suppressed by using a second-order SA-DLAS technique, i.e., a first SAD processing in the electrical domain followed by a second processing in the optical-domain, as shown in Fig. 11 . The sensor detection limit can be improved significantly using the RLS SAD technique when the electrical design and optical design are not well optimized. Also, the reported technique can be combined with WMS technique.
Conclusions
To deal with the noise with unpredictable statistical property, a SA-DLAS CH 4 sensor with a CW DFB ICL and a RLS based SAD algorithm was proposed. A series of experiments and comparisons were made to study the effects of noise type and noise level on sensor stability. It was found that there is a worst noise-level for low-and high-frequency noise at which the sensor has the worst stability and a high noise level is preferred for noise evaluation and suppression. However, the sensor stability decreases as the White-Gaussian noise level increases and a low noise level is preferred for noise evaluation and suppression. Sensor performance enhancement was also observed by the measurements of a 2 ppmv CH 4 standard sample and outdoor atmospheric CH 4 . By incorporating an electrical noise channel and an optical reference channel, a second-order SA-DLAS technique was proposed as an outlook and further application of the denoising concept of this work.
