Enhancers are important regulatory regions located throughout the genome, primarily in non-coding regions. Several experimental methods have been developed over the last several years to identify their location, but the search space is large and the overlap between the putative enhancer identified using these methods tends to be very small. Computational methods for enhancer prediction often use one large set of experimentally identified enhancer regions as input, and therefore rely critically on their correctness. We chose to take a different approach, and start with a high confidence set of 21 enhancer that are in the intersection of enhancers identified using three completely unrelated experimental approaches: deepCAGE, HiCap and classical enhancer reporter assays. Because this starting set is so small, we use a semi-supervised approach called co-training rather than a fully supervised approach to progressively predict enhancers from unlabeled regions. Using this approach we are able to outperform supervised learning as well as simpler semi-supervised learning methods and achieve an average area under the ROC curve of 0.84.
INTRODUCTION
Enhancers are genomic regions that function as cis-regulatory elements and have a key role in tissueor condition-specific regulation of eukaryotic gene expression. They are typically short (less than 2 kilobases), are able to act over large distances, and are non-trivial to locate in the genome. The importance of distal regulatory elements like enhancers in human disease was suggested years ago by the observation in many genome-wide association studies that causal variants are very often identified distant from transcribed genes (Helgadottir et al., 2007) . This suggestion has been confirmed in more recent studies showing that the disruption of the function of these regulatory elements can lead to changes in gene expression and disease phenotypes (Weedon et al., 2014; Lupiáñez et al., 2015) .
Given the importance of enhancers in the context of gene regulation and disease, it is critical to be able to identify them in the genome. A multitude of methods have been developed over the last several years with the goal of genome-wide enhancer identification. Originally, cross-species DNA sequence conservation was used to identify enhancers, with the thought that important regulatory elements would be conserved through evolution (Pennacchio and Rubin, 2001; Nobrega, 2003; Pennacchio et al., 2006; Visel et al., 2007a Visel et al., , 2008 . However, experimental validation of highly conserved regions using either in vivo or in vitro reporter assays showed that only about half of them were able to act as enhancers (Pennacchio et al., 2006; Visel et al., 2008) . Later, methods were developed that could identify DNA/protein interactions on a genome-wide scale, including chromatin immunoprecipitation followed by microarray (ChIP-chip) and chromatin immunoprecipitation followed by high-throughput sequencing (ChIP-seq). These methods were used to try to identify enhancers based on the relationship between certain modified histones (mainly H3K4me1) or histone modifying proteins (such as p300).
More recently, methods for the large-scale identification of DNA-DNA interactions have been used for enhancer prediction as well (Sahlén et al., 2015; Chepelev et al., 2012; Li et al., 2012; Rao et al., 2014) . This is based upon experimental evidence that enhancers function by physically looping to interact with the regions that they regulate (Müeller-Storm et al., 1989) . Another method, STARR-seq (Arnold et al., 2013) , in essence performs a large-scale version of a classic enhancer reporter assay that can measure ectopic enhancer activity, has been able to identify genomic regions with enhancer potential genome-wide in drosophila, and in selected regions in humans. Lastly, enhancers were recently found to initiate RNA polymerase II (RNAPII) transcription, producing so-called eRNAs (Kim et al., 2010) . Based on the FANTOM5 CAGE data from hundreds of cell lines and tissues, Andersson et al. (2014) identify more than 40,000 enhancer regions, together with their activation levels across human tissues, marked by the presence of bidirectional capped transcripts.
In addition to the experimental methods themselves, computational methods have been developed that use data from some of the preceding experimental methods as input. They can be divided into two broad classes of approaches: unsupervised methods, for example the genome segmentation algorithms Segway, ChromHMM and EpicSeg (Hoffman et al., 2012; Ernst and Kellis, 2012; Mammana and Chung, 2015) , and supervised enhancer prediction methods such as RFECS (Rajagopal et al., 2013) , EnhancerFinder (Erwin et al., 2013) , and an SVM-based method by Lee et al. (2011) . Unsupervised methods do not rely on any knowledge about already identified enhancer regions, but extract patterns (for instance, of different chromatin states) directly from the data -an advantage when no experimentally validated information is available. While this sounds like an advantage, the downside is that we do have knowledge of certain regions in the genome to be actual enhancers, but unsupervised methods do not take advantage of this information. In contrast, supervised methods rely critically on the existence of a large high-confidence labeled training set of known enhancer and non-enhancer regions. Most supervised computational methods are based on a single type of experimental data, for instance one of the experimental methods mentioned above, and use it as their large labeled training set. This is not ideal because each method only tests for one of the properties of enhancers that is currently believed to be necessary for their function: HiCap tests for looping, but regions can form loops without being active. ChIP-seq tests for the presence of certain histone modifications that are thought to be correlated with enhancer activity, but it is still unknown if this relationship is causal and the mechanisms for this relationship are still unknown. STARR-seq tests to see if the region can drive expression in a reporter, but this activity is ectopic and outside of the enhancer's native environment. The bidirectional transcription that Andersson et al. (2014) use to identify putative enhancer regions could be a mark of active enhancers (Andersson et al., 2014; Li et al., 2016) , or simply a mark of accessible chromatin (Young et al., 2016) . Beside the fact that these methods tend to test for only one property of enhancer activity, they are also large scale methods which each have their own biases, whether that is sequencing, amplification or other technical biases. This means that the putative enhancers identified by any of the previously mentioned methods are likely to contain a number of false positives that make them a poor starting point for supervised learning.
In contrast, we believe that a region that is identified by several experimental methods is more likely to be a true active enhancer, because it has several of the properties of enhancer regions: the ability to loop to a promoter or other enhancer, the ability to boost the expression of nearby genes, a chromatin environment that is thought to be conducive to enhancer activity, etc. Therefore we decided to start our enhancer prediction with a set of regions that are identified in not one but three separate experimental methods: HiCap, CAGE and ectopic enhancer assays as found in the Vista Enhancer Atlas.
This approach of choosing such a stringent set of enhancers when training a learning algorithm also has its disadvantages, in this case the size of the overlap between the enhancers predicted by all three methods is only 21 enhancer regions. These are likely not enough examples for a fully supervised approach, so instead we choose a method which is a compromise between supervised learning and unsupervised learning: semi-supervised learning.
Semi-supervised learning is a class of algorithms that utilizes, in addition to labeled data, also unlabeled data for training a model. Co-training is an instance of semi-supervised learning, and a self-labeling technique. As such, it enlarges the labeled training data in an iterative procedure by assuming that its own predictions (on the unlabeled data) tend to be correct. Typically it is employed in scenarios where the available labeled set is very small and the amount of unlabeled examples is large. This is ideal in our situation because we have a large amount of unlabeled data, the entire rest of the genome. The original co-training paper from Blum and Mitchell (1998) provides the theoretical assumptions for the co-training algorithm. They consider the setting in which the description of each example can be portioned into two distinct views or feature sets. Based on these two distinct views, two classifiers are initialized using just few labeled examples. The goal is to improve the performance of each individual classifier by using both views together, i.e. by taking advantage of an augmented labeled set containing confident predictions from both views. Then at each round of co-training each classifier chooses a subset of examples per class to add to the labeled set. Each classifier rebuilds from the augmented labeled set and the process repeats.
Augmenting training data in this way has led to numerous successful applications, for instance in text and website category classification (Blum and Mitchell, 1998) , prediction of geographical location (Riloff and Jones, 1999) , word sense disambiguation (Yarowsky, 1995) and named entity classification (Collins and Singer, 1999) . A successful bioinformatics application uses co-training to improve disease phenotype prediction from genotype by using a second classifier to impute the phenotype of unlabeled patients based on a second class of information: clinical health records (Roqueiro et al., 2015) . A review study has shown that, in general, algorithms that make use of an independent split of the features outperform algorithms that do not (Nigam and Ghani, 2000) . In this paper we apply co-training to the problem of enhancer prediction because it allows us to start from a very small but high-confidence training set, and because we can deal with sequence features and epigenetic features separately in order to improve prediction performance. For sequence features, we use dinucleotide frequencies of each genomic region. The epigenetic features are inputnormalized ChIP-seq counts for different histone marks, transcription factors and histone modifying proteins. We focus on mouse embryonic stem cells (mESCs) because ample experimental data is available for these cells. We demonstrate that co-training on a set of only 21 high confidence enhancer regions is able to achieve an average area under the ROC curve of 0.84.
The following Methods Section will introduce the data sets and the precise features used. It will also present the co-training algorithm as well as the validation set-up. Part of the Results Section is devoted to selection of parameter settings by first quantifying the effect of different parameter choices. Then we compare the prediction accuracy of our algorithm to the one of other competitor approaches, demonstrating that co-training produces very good results. Special emphasis is put on the learning behavior of co-training, which clearly reflects how starting from a small initial training set the method can iteratively select an increasingly better set of positive examples, thus slowly bootstrapping itself into recognizing enhancers.
METHODS Experimentally Determined Enhancers
In order to obtain our high confidence set of mouse enhancers that are active in embryonic stem cells with which to start training our model, we combined data from several sources which attempt to identify enhancers using different experimental methods. Putative enhancers in mouse were retrieved from the Vista Enhancer Browser database (Visel et al., 2007b) , the FANTOM5 project's CAGE-based bidirectional transcription enhancer set (Andersson et al., 2014) and HiCap data from Sahlén et al. (2015) .
HiCap enhancers
We downloaded putative enhancers in mESCs from the table of high-resolution, genome-wide map of promoter-enhancer and enhancer-enhancer interactions determined with the HiCap technique (Sahlén et al., 2015) . In detail, HiCap allows the identification of 3D chromatin interactions anchored on gene promoters by using a combination of proximity-based ligation procedures, as in the Hi-C method (Lieberman-Aiden et al., 2009) , together with sequence capture of annotated promoters. Distal regions connected to promoters or other distal regions, where the interaction is supported with three or more reads in both replicates, were defined by the authors as "putative enhancers" and used in our analysis. Our final set of putative HiCap enhancers comprises 71,698 unique genomic regions, which can be involved in more than one interaction.
FANTOM5 enhancers
From the FANTOM5 Transcribed Enhancer Atlas (http://fantom.gsc.riken.jp/5/datafiles/latest/extra/ Enhancers/) we downloaded 44,150 putative enhancer regions. These enhancers were defined by detecting bidirectional transcription at sites of enriched deepCAGE signal in various mouse cell lines and tissues (Andersson et al., 2014) . The entire mouse permissive enhancers "phase 1 and 2" set was used.
VISTA enhancers
We downloaded 323 putative enhancer regions in embryonic mouse tissues from the VISTA Enhancer Browser (Visel et al., 2007b) . These regions, initially identified by extreme evolutionary sequence conservation or by ChIP-seq, were experimentally validated in a transgenic mouse assay.
Partitioning of the data set
The entire data set was partitioned into three distinct sets: a high confidence labeled set L, a hold-out validation set and an unlabeled set U. Each genomic region can only belong to one of these sets. The
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labeled set L and the unlabeled set U change their composition during the iterative procedure in the co-training algorithm.
Initial labeled set
The initial training set L is an almost fully balanced set of 21 positive and 28 negative examples. More precisely, the positive set is the intersection of enhancers defined by VISTA, FANTOM5 and HiCap experiments (as described above), and as such represents high-confidence enhancer regions. The negative set is composed of 14 promoter regions and 14 intergenic regions of size 300 bps, which were randomly chosen from the rest of the genome.
Validation set
Our validation set consists of 500 positive and 500 negative examples. We chose positive examples for our validation set randomly from intersections of only two of the three putative enhancer sets (see Figure 1) . The negative set is built from 250 randomly chosen promoter regions and 250 randomly chosen regions of size 300 bps from the rest of the genome.
Initial unlabeled set
The unlabeled set U consists of 111,183 identified putative enhancers from VISTA, FANTOM5 and HiCap experiments, 21,359 promoters and 99,736 randomly chosen intergenic regions.
Predictive Features

ChIP-seq data
The following mESC ChIP-seq data sets were used for building the first active enhancer classifier: H3K4me1, H3K4me2, H3K4me3, H3K27ac, H3K27me3, H3K36me3, H2AZ and corresponding input (GEO series GSE36114, E14 Day0 samples); and Pol2, p300, CTCF and corresponding input (GEO series GSE29184, samples GSM723019, GSM723018, GSM723015 and GSM723020). The data were pre-processed as described in Juan et al. (2016) . Briefly, sra files were transformed into fastq files with sra-toolkit (v2.1.12) and aligned to the reference mm9/NCBI37 genome with BWA v0.5.9-r16 (Li and Durbin, 2009 ) allowing zero to one mismatches. We counted the overlapping ChIP-seq reads in the genomic regions of interest, namely enhancers, promoters and intergenic regions using bamsignals v1.2.1 (Mammana and Helmuth, 2014) . Read counts in genomic regions where divided by the input read counts and log normalized.
Sequences
We used the mouse genome as provided by UCSC (mm9, Jul. 2007) and computed the dinucleotide frequencies of our regions of interest using the oligonucleotideFrequency function from the Biostrings v2.38.4 package in R v3.2.3.
Co-training
The co-training algorithm explicitly uses a feature set split when learning from labeled and unlabeled data. Its approach is to initialize classifiers based on distinct feature sets using just the few labeled high-confidence examples. In an iterative procedure the labeled data set is enlarged by assuming that the predictions of the classifiers tend to be correct.
We applied co-training to the problem of classifying active enhancers versus random intergenic and promoter regions. Our feature space X = X 1 ⇥ X 2 is composed of two different views of an example region x = (x 1 , x 2 ). That is, for each genomic region x we considered x 1 to be a feature vector corresponding to the ChIP-seq data described above, and x 2 to be the vector of dinucleotide frequencies. Let g 1 and g 2 denote logistic regression classifiers based on view X 1 and X 2 , respectively. From now on we will refer to g 1 as the ChIP-seq-based and to g 2 as the sequence-based classifier. As a first step, g 1 and g 2 are trained on the initial training set L. The classifiers' most confident predictions on unlabeled regions are used to enlarge the training set iteratively. More specifically, we sample two subsets U 1 and U 2 of size n u  |U| from the unlabeled set, and predict the class probabilities for the contained regions using g 1 and g 2 , respectively. Then we choose the most confident regions from both sets U 1 and U 2 according to confidence criterion c con f . Regions with a class probability greater than 0.5 are added to the labeled set L as positive examples, regions with probability less than 0.5 as negative examples. Contradictively labeled regions in the intersection of U 1 and U 2 , i.e. regions x for which g 1 (x 1 ) 6 = g 2 (x 2 ), are not added to L, but remain in the unlabeled set U. The co-training algorithm used in this paper is a re-adaptation of the algorithm from Blum and Mitchell and it is schematically described in Algorithm 1. As an output we get the two classifiers g 1 and g 2 trained on an augmented labeled set L. Based on g 1 and g 2 we build an overall classifier g with which we predict class labels for new genomic regions in the validation set. This is done by multiplying together the Submitted to the German Conference on Bioinformatics 2016 (GCB2016) class probabilities predicted with g 1 and g 2 , and then re-normalizing these class probability scores so they sum up to one.
Algorithm 1 Co-training
Input: high-confidence labeled set L, unlabeled set U, parameter vector q = (n u , c con f ) Output: classifiers g 1 and g 2 trained on augmented labeled set L 1: while stopping criterion is not met do if intersection of U 1 and U 2 is not empty (U 1 \U 2 6 = / 0) then 10:
discard contradictively labeled regions (g 1 (x 1 ) 6 = g 2 (x 2 )) 11:
end if 12:
add labeled regions from U 1 and U 2 to L 13: end while
RESULTS AND DISCUSSION
The enhancer prediction problem is mostly addressed by supervised learning algorithms based on chromatin features and/or sequence properties that need a large quantity of labeled examples to perform well. Such approaches rely on genome-wide experimental data to define enhancers, making the labeled training set highly dependent on the specific characteristics of the experiment or high-throughput technology that is used. In this work we first inspected the overlap of genomic coordinates between FANTOM5 CAGE-based enhancers, HiCap 3D chromatin interaction data and experimentally validated enhancers from the VISTA Enhancer Browser. The three data sets contain 44,150, 71,698 and 323 putative enhancers respectively, but their intersection is limited to 21 as can be seen in Figure 1 . Such a small intersection indicates that it is a non-trivial and very challenging task to design a training set for a supervised enhancer classification task. One possible choice would be to use one of the three putative enhancer sets to train the model. In this scenario, the training set is large and fully supervised learning methods are expected to have a good performance, but it also means adding more noise and technique-specific bias. Another option is to choose the small subset of 21 enhancers at the intersection as a positive set. Given that enhancers at the intersection are supported by three completely different experimental techniques, we opted for the latter choice, and used a semi-supervised, rather than a fully supervised approach. In particular, we implemented the algorithm from Blum and Mitchell, where the description of each example is partitioned into two distinct views. Our ultimate goal is to see whether in this multi-view feature setting, unlabeled examples can help to predict active enhancers, starting from very few high-confidence labels and progressively adding unlabeled examples. Since the intersection of the three sources of putative enhancers is so small, it is not possible to use a subset of these very confident regions for validation. In order to decrease the probability of false positive enhancers as much as possible, we sampled positive regions from the pairwise intersections of the three putative enhancer sources for our validation set.
Experiments
Experiments were conducted to determine whether our co-training approach could successfully use unlabeled data to predict active enhancers in mouse ES cells and outperform both standard supervised learning methods and another semi-supervised method called self-training, which does not make use of a feature split. In more detail, we compared co-training to the following methods and feature sets:
• semi-supervised self-training based on logistic regression with -ChIP-seq-based features -sequence-based features -All features (ChIP-seq and sequence-based)
• supervised logistic regression with -ChIP-seq-based features -sequence-based features -All features (ChIP-seq and sequence-based)
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Parameter tuning
Both the co-training and self-training algorithms have several important parameters that need to be chosen. The parameters we focused on were (i) the size n u of the unlabeled sets U 1 and U 2 that are sampled at each iteration step, and (ii) the criterion c con f for defining the most confidently labeled examples that are added to the training set after each iteration.
In order to select good parameters for each method, we tuned these parameters using a grid search and selected the parameter combination that resulted in the highest average AUC ROC across four randomly chosen validation sets, with four random seeds per validation set, resulting in 16 runs of each parameter set total. The parameters that were tested were n u = 100, 200, 500, 5000, and two criteria for selecting the most confidently labeled examples were evaluated. The first criterion was to just take a fixed number of examples per iteration, 6, 10, 25, 50, or 100 examples, and add them to the labeled set L. An additional parameter for this criterion was whether the selected examples should be forced to be equally split between positive and negative examples, or if the highest confidence examples are selected regardless of which class they belong to. The second criterion for choosing the most confidently labeled examples was using a score cutoff. Logistic regression gives scores between 0 and 1, so we evaluated using a score cutoff s = 0.05, 0.1, or 0.25, and all regions with a predicted probability p  s or p 1 s were added to the labeled set L. The optimal parameters for 6/10 each method and the resulting AUC ROC is show in Table 1 . Figure 2 . The performance of each classifier on one of the held out validation sets after each iteration of training. The performance measure used is the area under the receiver operating characteristic curve. Each method was run five times with a different random seed each time, which affects the random sample of unlabeled examples that is considered at each iteration. LOESS regression was used to plot a smoothed estimate for each method and the 95% confidence interval around these estimates is shown in grey.
Performance of co-training compared to other settings
Using the best set of parameters for each method as identified using the procedure outlined in the previous section we monitored the performance of each method at each iteration on 20 different validation sets (for one example, see Figure 2 ). In every case, and independently from the choice of the validation set, our co-training method performs on average better than the other methods (see Figure 3 ). In addition, unlike the other methods the classification performance (AUC ROC) reliably improves after incorporating unlabeled examples into the prediction. This seems to be due to the situation that even with very few features (10 ChIP-seq experiments and/or dinculeotide frequencies), most methods are prone to over-fitting when starting with such a small training set. This can be observed by the fact that the self-training methods do not reliably improve their performance as they iteratively add new examples to their labeled sets. Co-training helps us avoid this over-fitting by mixing the best predictions of the two separate views and incorporating these predictions into the following iterations that would not be selected by each classifier alone. In the future, other feature sets containing higher information content than dinucleotide frequencies, for example transcription factor binding site motif match scores, could be used in this setting to further improve the classifier performance as well as biological interpretability. Likewise, more suitable choices of both the initial labeled set and validation set could be made, especially as more experimental data becomes available. Finally, it is important to see how this method performs in other cell types in order to confirm that the results observed here generalize to other cell lines, tissues and organisms.
CONCLUSION
The selection of a large training set of proven enhancers is challenging due to possible biases associated to experimental techniques for determining enhancers, which makes it difficult to apply supervised learning algorithms to the problem of enhancer prediction. We therefore chose a different approach, starting with a small high-confidence set of experimentally validated enhancers, we use a semi-supervised learning method called co-training which lets two classifiers cooperatively take advantage of information from a large unlabeled set of genomic regions. As a result of this process a small learning set suffices to train a highly accurate classifier for this difficult prediction problem. We show that the use of a small initial high-confidence training set, unlabeled data, and two separate feature views, has potential for significant benefits over other methods in the enhancer prediction task.
