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Abstract The biggest challenge in MANETs is to ﬁnd a path 
between the communication end points, which is aggravated 
through the node mobility in a limited resource scenario.Ant-
Colony-Based Routing Algorithm (ARA) is an on-demand 
routing algorithm for mobile, multi-hop ad-hoc networks that 
uses swarm intelligence paradigm and ant colony based meta 
heuristic. These approaches try to map the solution capability 
of swarms to mathematical and engineering problems. ARA 
can find routing paths that are close to the shortest paths even 
if the nodes in the networks have different transmission ranges. 
But the computation overhead and delay in establishing a path 
from source to destination is high. In this paper the PBANT 
algorithm proposed optimizes the route discovery process by 
considering the position of the nodes. The position details of the 
nodes (position of the source node, its neighbors and the 
position of the destination) can be obtained by positioning 
instruments such as GPS receiver. PBANT is basically ARA 
where position details of the nodes are known apriori. In this 
study, the performance of PBANT has been evaluated in terms 
of delivery rate, delay and control traffic, for different values 
of the algorithm parameters. 
Keywords: ARA (Ant-Colony-Based Routing Algorithm), 
PBANT (Position Based ANT Colony Routing Algorithm 
for MANETs) 
I.  INTRODUCTION 
n Mobile Wireless networks having definite 
infrastructure, mobile nodes communicate with each other 
via the base station. However,  mobile ad-hoc wireless 
networks as shown in figure 1 (Mobile Ad-hoc Networks) 
do not have fixed  
backbone and each mobile node also acts as a router. There 
are numerous technical challenges to tackle in order for 
mobile ad-hoc networks to become practical and widely 
deployed. One of the most important aspects is that of 
routing. Since a MANET can be  subjected to frequent 
topological changes due to some nodes moving out of range 
or new ones joining the network, a dynamic solution to the 
routing problem is necessary. Due to the dynamic nature of 
the network, the routing protocol must be flexible enough to 
ensure that data gets routed correctly and efficiently. Ad-hoc  
routing protocols also must minimize the time required to 
converge after every topology change. In the literature  
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several routing protocols such as AODV, TORA, DSR etc 
have been proposed. However, swarm based algorithms 
provide several advantages such as scalability, fault 
tolerance, adaptability and parallelism. 
In this paper, a position based routing algorithm namely 
PBANT has been proposed This is a reactive routing 
algorithm which uses the swarm intelligence paradigm.  
The rest of the paper is organized as follows: Section II 
gives an overview of the related routing algorithms. Section 
III provides the description of the PBANT algorithm. 
Section IV highlights the performance of the algorithm and 
conclusion is given in section V.  
 
Figure 1 Multi hop Mobile Ad-hoc Network 
 
II.    RELATED ROUTING ALGORITHMS 
  PBANT is a combination of both Position Based Routing 
Algorithms and Ant Colony Based Routing Algorithms. A 
brief summary of the basic concepts of these algorithms are 
as given in II A, II B and II C. 
 
A  Position Based Routing Algorithms 
In the last few years, many routing protocols have been 
proposed for MANETs. These protocols do not require 
apriori information about  location of the nodes. They use 
flooding of control packets to get the information about the 
network topology and to guarantee the delivery of messages. 
To reduce the control traffic, several authors have proposed 
routing protocols [1] in which each node is aware of its 
location, the position of its neighbors and the position of the 
destination. GPSR [12] and Compass Routing [13] are 
examples of position based routing algorithms. These 
algorithms have the shortcomings of either not guaranteeing 
to find a path to the destination or finding a path which is 
I 
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much longer than the shortest path when the network graph 
includes nodes with irregular transmission ranges [8], [2], 
[12].  
 
B.  Ant Colony Based Routing Algorithms 
 The basic idea of the ant colony optimization meta heuristic 
is taken from the food searching behavior of real ants [5], 
[4], [9]. Figure 2 shows a scenario with two routes from the 
nest to the food place. At the intersection, the first few ants 
randomly select the next branch. Since the below route is 
shorter than the upper one, the ants which take this path will 
reach the food place first. On their way back to the nest, the 
ants retrace the path. After a short time the pheromone 
concentration deposited by the ants on the shorter path will 
be higher than on the longer path, because the ants using the 
shorter path will increase the pheromone concentration 
faster. The shortest path will thus be identified and 
eventually all ants will only use this one.  
 
C.     Antnet And Anthocnet 
 ANTNET [5] is a proactive routing algorithm for packet 
switched networks. In this algorithm, a forward ant (route 
request packet) is launched from the source node at regular 
intervals. A forward ant at each intermediate node selects 
the next hop using the information stored in the routing 
table.  AntHocNet [4] is a hybrid multipath algorithm in 
which the paths are set up in the form of pheromone tables 
indicating their respective quality. After the route setup, data 
packets are routed randomly over the different paths 
following these pheromone tables. [5] [9].] 
 
III   PBANT: POSITION BASED ANT COLONY ROUTING 
ALGORITHM FOR MANETs 
PBANT is an ant colony based routing algorithm which uses 
location information of the nodes to improve routing 
efficiency and reduce the algorithm overhead. As PBANT is 
reactive, a route is searched for only when there is a 
collection of data packets that are to be sent from a source 
node S to a destination node D using the concept of zoning. 
Fig 2 All ants take the shortest path after an initial searching             
time 
 
 
Fig 3 (a) Different zones of Neighbors for destination       
node D 
Fig. 3 (b) θ is the angle between SK and SD
 
A. Concept of Zones: 
     Consider a network graph G having the destination node 
D. For each node S (S is not necessarily the source node) we 
partition its neighbors into 6 zones called zone1, zone2…..  
zone 6 as in Figure 3(a). Consider a line segment from S to 
D. For a neighbor K of S, angle  is defined as the angle 
between the line segments SK and SD. Node K belongs to  
 
              (a) Zone1 if  ӨK ≤ Π/6 
              (b) Zone2 if  Π/6 < ӨK ≤ Π/3 
              (c) Zone3 if  Π/3 < ӨK ≤ Π/2 
 (d) Zone4 if  Π/2 < ӨK ≤ 2Π/3 
 (e) Zone5 if  2Π/3 < ӨK ≤ 5Π/6 
 (f) Zone6 if  5Π/6 < ӨK ≤ Π 
 
 
B. Pheromone deposition: 
 To start the route establishment step, the amount of 
pheromone deposited in the edges of the graph must be 
initialized. For each node A in the network, a pheromone 
trail νi is assigned to each of its outgoing links. Suppose B is 
one of the neighbors of A. To initialize the value of 
deposited pheromone on vector AB, the assigned values 
decrease with the zone number. An amount of pheromone 
equal to νi will be assigned to vector AB if B belongs to 
zone i. This is possible as in most cases shortest paths pass 
through the neighbors whose directions are closer to the 
direction of the destination. As a result, this greedy 
initialization causes a faster convergence to the shortest path 
most of the times. Our study shows that the values of νi 
(i=1,2,…6) have a significant effect on the performance of 
PBANT. 
A B 
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    PBANT assumes that each node maintains a table of 
values of the pheromone trails assigned to its outgoing links 
for different destinations. Whenever a node receives a 
packet for a specific destination, it will check its table to see 
if there is at least one pheromone trail for that destination. If 
such pheromone trail exists, it will be used for making a 
stochastic decision to choose the next hop. If it doesn‘t exist, 
the pheromone initialization process begins and assigns 
pheromone trails to all the outgoing links. The amount of the 
deposited pheromone on each link depends on the zone of 
the corresponding neighbor. The pheromone trails for a 
specific destination will be deleted from the pheromone trail 
table of a node if the node doesn‘t receive any packet 
pointing to that destination for more than a specific time 
which is defined to be in the order of seconds. The entries in 
the Reverse Routing table which are related to that 
destination will also be deleted after that time.  
C. Route Discovery 
 To establish a route, S launches n forward ants with unique 
sequence numbers from each zone at regular time intervals. 
In our simulation study, we have set n to be 1. Assigning 
larger values to n increases the overhead of the algorithm 
without resulting in any significant improvement. Similar to 
other ACO routing algorithms, at each node a forward ant 
makes a stochastic decision which is based on the values of 
pheromone trails to select the next hop. Suppose that a 
forward ant is currently residing in node N and this node has 
m neighbors K1, K2… Km and Φi is the amount of 
pheromone assigned to NKi. The forward ant will select Ki 
as the next node with a probability pi which is calculated 
using the following equation.                                                                      
                                      m 
                p i =  Φi   / ∑ Φ j                                            (1) 
                                                  j=1                      
In addition to the pheromone trail table discussed before, 
each node maintains a Reverse Routing table. Whenever a 
forward ant enters a node from one of its neighbors, an entry 
in the Reverse Routing table is done that stores the identifier 
of the neighbor the forward ant is coming from, the 
sequence number of the ant and the identifier of the 
destination. Duplicate forward ants will be destroyed. When 
a forward ant reaches the destination, it is destroyed and a 
backward ant (Reverse Route Reply) is sent back to the 
source. This backward ant has the same sequence number as 
the corresponding forward ant and traverses the same path to 
the source using the information stored in Reverse Routing 
tables. Moving from node B to node A, the backward ant 
increases the amount of pheromone stored in AB using the 
following relation, 
 
ΦAB = ΦAB + g (d) * Ω (AB)                        (2) 
 
Where d is the length of the traveled path from the 
destination to node B by the backward ant and g (d) is a 
decreasing function of d. Function Ω is a weight function 
and its value is dependent on the zone of B: 
 
           2.5 ≤ Ω 3 ≤ 3.0 If B is in zone1 of A 
  2.0 ≤ Ω 3 ≤ 2.5 If B is in zone2 of A      
Ω (AB)=  1.5 ≤ Ω 3 ≤ 2.0 If B is in zone3 of A (3) 
  1.0 ≤ Ω 3 ≤ 1.5   If B is in zone4 of A 
  0.5 ≤ Ω 3 ≤ 1.0   If B is in zone5 of A 
            0.0 ≤ Ω 3 ≤ 0.5   If B is in zone6 of A 
Using the above weight function yields a faster convergence 
in most cases because the shortest path usually passes 
through the nodes which are closer in direction to the 
destination.                                                                               
Simultaneously an evaporation process causes the amount of 
pheromone deposited in each link to decrease with time. 
This is realized by multiplying the current pheromone value 
by a number e < 1 at regular intervals. 
 
Φ (AB) = e * Φ(AB)                                  (4) 
                                        
Sometimes, especially at the beginning of route 
establishment process, some ants may take non-optimum 
routes to reach the destination. Pheromone evaporation 
reduces the effect of these non-optimum routes.  The above 
stochastic strategy establishes multiple paths between the 
source and destination. As a result, in contrast to other 
position based routing algorithms which usually find a 
single route to the destination PBANT is a multipath routing 
algorithm which has an additional advantage of reduced 
congestion in the1network.                                                          
    Sending data packets at the appropriate time is very 
important. Sending them too early, may result in the loss of 
the packet or may follow a longer route which increases the 
traffic in the network. On the other hand, sending them late 
increases the delay. The appropriate time for sending data 
packets is determined as follows:  For each of the six zones 
from the sender to the destination D, the sender calculates 
the average and standard deviation of the delays reported by 
backward ants using the hop count. So each backward ant 
carries the length of the path passed from the destination to 
its current hop. Whenever a backward ant is received by the 
sender, we update the average and standard deviation of 
packet delays for the corresponding zone using the delay 
reported by this ant. To reduce the effect of old backward 
ants, we define a fixed size window for each zone that 
contains recently received backward ants from that zone. 
The average and standard deviation of delays will be 
calculated only for the backward ants in the window. When 
a new backward ant is received, we put it in the window of 
the corresponding zone discarding the oldest ant when the 
window size has been attained. Therefore, selecting an 
appropriate window size is important. If the window size is 
too small, the average delay calculated from the window 
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information would be too far from the real average. If the 
window size is very big, existence of very old ants would 
affect the result for a long time. Suppose αi and σi are the 
average and standard deviation of the delays reported by the 
backward ants launched from zone i and residing in the 
window. If σi is less than a threshold say t, we stop sending 
forward ants from zone i and start sending data packets 
instead. If σi, σj < t and ei + c < ej we stop sending forward 
ants or data packets from zone j. In this formula, c is a 
constant value which determines how different the length of 
the established routes can be. 
If σi is small enough, we can assume that almost all the ants 
launched from zone i are following routes with almost the 
same length to the destination. Thus, the algorithm has 
converged to a route or a group of routes with equal lengths 
and we can start sending data packets from zone i. If the 
second condition is true, it means that the algorithm will not 
converge to a route (or a group of routes with almost the 
same length) passing through zone j whose length is shorter 
than or equal to the average length reported by the ants 
launched from zone i plus a constant value c. In this case the 
algorithm does not use routes passing through zone j 
anymore and stops sending data packets or ants from this 
zone. This is done by removing all the pheromone trials 
assigned to the outgoing links in zone j for destination D 
from the pheromone trail table of the source node.  
D  . Failure recovery 
  If a link between two nodes say A and B breaks during 
transmission between a source S and a destination D, If the 
source node has only one outgoing link that contains a 
pheromone trail for D, and this link breaks or a message 
from this link is received that states there is no route to D, a 
new route establishment process will begin and sending data 
packets will be suspended until a new route is found.  
IV.  PERFORMANCE EVALUATION 
  In this section, we study the influence of different 
parameters of PBANT on its performance and then we carry 
out a comparison of PBANT with ANTNET, 
ANTHOCNET and GPSR by simulating these algorithms on 
a set of randomly generated networks. In our simulation 
experiments, we used network connected graphs with 100 
nodes randomly and uniformly spread over a square of 
length 350 units. The transmission range of each node is 
randomly selected for different directions and its value is 
between 35 and 50 units..  
We ran PBANT algorithm with different values of ν1, ν2 
…….. ν6. In the following, Delivery rate and Convergence 
time are the two performance parameters. Here the average 
packet delays are computed in terms of hop count. In our 
simulation study,  
(a) e in equation 4 is set to 0.8.  
(b) Ω1, Ω2……Ω6, in equation 3 is set to 2.75,                                          
2.25, 1.75, 1.0, 0.75 and 0.5 respectively  
(c) ν1, ν2 ……ν6  is set to 25, 1, 1, 1, 1 and 1.  
    
From figures 5 (a) & 5(b) it is clear that PBANT (21, 1, 1, 1, 
1, 1) has the highest delivery rate and lowest average packet 
delay. The performance of PBANT also depends on the 
value of e, the evaporation rate. From our study we find that 
PBANT performs better for e =0.8. Ω1, Ω2, ……Ω6, in 
equation 3 do not have much significance in the 
performance of PBANT. 
Delivery rate: In  Figure 6 the average delivery rate of 
ANTNET, ANTHOCNET, GPSR and PBANT is compared. 
This figure shows how the 
 
              
 
                 Fig 5(a) Average packet delay for e =0.8 
        
Fig 5(b) Average delivery rate for e =0.8 
average delivery rate increases and eventually becomes 
almost 100% for all algorithms except GPSR. As the graph 
shows, ANTHOCNET attains 100% delivery rate faster than 
the others. The PBANT (21, 1, 1, 1, 1, 1) shows the highest 
delivery rate next to ANTHOCNET. GPSR always has a 
relatively low delivery rate because of varying transmission 
ranges of the nodes. 
Convergence time: Figure 7 shows how in the beginning, 
the average packet delay of ANTHOCNET is smaller than 
the others. GPSR has a relatively small average delay at the 
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beginning but it is still larger than that of ANTHOCNET 
because GPSR doesn't find the shortest path in many cases. 
The average delays in PBANT reach its minimum faster 
than the others. With increase in simulation time, all the 
algorithms except GPSR converge with almost the same 
lengths and same delay.      
                          
Fig 6 Average delivery rate comparison for different 
Algorithms 
Fig 7 Average packet delay comparison for different 
Algorithms 
Algorithm overhead: The number of control messages 
created and exchanged in the network by each routing 
algorithm is measured.                                        
Table 1 gives the total number of generated ants in PBANT, 
ANTNET and ANTHOCNET at different clock times.  
The total number of ants generated in ANTHOCNET grows 
exponentially at the beginning while it is a linear function of 
time in PBANT and ANTNET. The large number of 
generated ants in ANTHOCNET to establish a new route 
makes it useless as a reactive algorithm.  Since ants in 
ANTHOCNET contain a list of the visited nodes, the size of 
the ant can be relatively large, making the overhead even 
worse. The number of generated ants in PBANT and 
ANTNET is relatively small and it shouldn't affect the 
network's traffic. 
 
Table 1 Average Number of Generated Ants in Different    
Clock Times 
V.   CONCLUSION 
In contrast to other position based routing algorithms, 
PBANT does not fail when the network contains nodes with 
different transmission ranges. Also PBANT is a multipath 
routing algorithm and converges to routes which are close in 
length to the shortest path. The use of location information 
as a heuristic parameter has resulted in a significant 
reduction of time needed to establish a route from a source 
to a destination which is important for a reactive routing 
algorithm. In addition to having a short route establishment 
time, PBANT keeps the number of generated control 
messages small, unlike ANTHOCNET that uses flooding 
which makes it unscalable. PBANT reaches a stable state 
faster than ANTNET. Thus, PBANT is a robust, scalable 
reactive routing algorithm suitable for mobile ad hoc 
networks with irregular transmission ranges.  
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