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Abstract 
In the present information age, information overload has been always a serious 
problem for Internet users. Users often experience distracting and unmanageable 
information such as tweets, blog posts, Facebook updates, email notifications and 
spams, massive online chat messages, causing low efficiency and productivity loss. 
User personalization and recommendation are the critical methods to deal with the 
information overload problem. As the core of user personalization, user profiles are 
the computer representation of users which characterize users’ personalized interests 
and preferences. User profiling technique is a process which constructs user profiles 
by extracting from a set of user behavioural data. In Web 2.0, the increasing 
popularity of folksonomy has provided with new perspective for user personalization 
and recommendation. In a folksonomy system (i.e., social tagging system), users 
collaboratively apply and translate tags to annotate and categorize content. 
Therefore, tags become the new data source from which researchers can obtain users’ 
personal preferences. In this way, the data structure becomes three-dimensional, as 
opposed to the two-dimensional relations between users and items in traditional 
recommender systems. Many approaches have been proposed for user profiling and 
personalized recommendation based on folksonomy information. Neighbourhood-
based and factorization-based methods are the most popular ones. However, most of 
the user profiling techniques based on folksonomy focus on only the localized 
information of user interests via explicit user-item-tag transactions. Meanwhile, 
factorization-based recommendation techniques for multidimensional data neglect 
the local explicit information of users. This negatively affects the accuracies of user 
profiles and item recommendation. 
Our research delves into the distinctive multidimensional relations between 
users, items and tags in folksonomy systems, and proposes novel user profiling 
techniques and recommendation approaches for solving the aforementioned problem. 
Based on different ways of analysing the multidimensional folksonomy data, two 
user profiling approaches are proposed: multidimensional-SVD-based profiling 
approach and Tucker-model-based profiling approach. The user profiles and item 
profiles generated through the proposed user profiling approaches are applied to 
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collaborative filtering recommender systems to improve the recommendation 
accuracy. Furthermore, collaborative filtering fusion recommendation systems are 
presented based on the generated user and item profiles to further improve the 
recommendation quality. Based on the incorporation of nearest neighbourhood and 
tensor factorization, two multidimensional recommendation models are proposed: 
nearest-neighbourhood-enhanced tensor factorization approach and tensor 
factorization for nearest-neighbourhood-based collaborative filtering. The two 
proposed recommendation approaches unify nearest neighbours with latent ternary 
relations, and are able to provide item recommendations with superior ranking 
accuracies. 
Extensive experimental studies have been conducted for the proposed user 
profiling methods and multidimensional recommendation approaches. Three real-
world datasets have been used in the experiments, which were collected from 
Bibsonomy, Delicious and MovieLens websites. In the experiments, the proposed 
user profiling approaches are applied to create user and item profiles, which are 
integrated into neighbourhood-based collaborative filtering recommendation 
approaches and collaborative filtering fusion recommendation approaches to improve 
their recommendation accuracy. Detailed experiments are conducted to evaluate the 
performance of the proposed multidimensional recommendation models in terms of 
different data sparsities, and different user profiles, etc. Experiment results show that 
the proposed user profiling and recommendation approaches outperform state-of-the-
art approaches.  
Our research contributes to providing more accurate and effective user and 
item profiles in the context of multidimensional data. It also contributes to effectively 
utilising the multidimensional folksonomy information in personalized 
recommendation techniques with the incorporation of nearest neighbourhood and 
factorization methods.  
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𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇| : A 3-order tensor, where 𝑈 is the user set for the first mode of 
the tensor 𝒜, and 𝐼 as the second and 𝑇 the third 
  xi 
(𝑢𝑣, 𝑖𝑗, 𝑡𝑝): A tensor element, representing the transaction or tag assignment in 
which the 𝑣th user collected the 𝑗th item with the 𝑝th tag. (𝑢𝑣, 𝑖𝑗, 𝑡𝑝) is associated 
with a numeral value 𝑒𝑣,𝑗,𝑝 , representing the likelihood or confidence of the 
collecting behaviour, i.e., 𝑒𝑣,𝑗,𝑝 = (𝒜)𝑣,𝑗,𝑝.  
𝒜(𝑈) ∈ ℝ
|𝑈|×|𝐼||𝑇| : Mode-1 tensor unfolding 
𝒜(𝐼) ∈ ℝ
|𝐼|×|𝑈||𝑇|: Mode-2 tensor unfolding 
𝒜(𝑇) ∈ ℝ
|𝑇|×|𝑈||𝐼| : Mode-3 tensor unfolding 
?̂? ∈ ℝ|𝑈|×|𝐼|×|𝑇| : The approximation tensor of 𝒜 
𝑣𝑒𝑐(𝒜): Vectorization of tensor 𝒜 
 
 
 xii  
Statement of Original Authorship 
 
 
 
 
 
 
 
 
QUT Verified Signature
  xiii 
Acknowledgements 
I would like to express my sincere gratitude to my principal supervisor 
Associate Professor Yue Xu, for her invaluable expertise, encouragement, trust, 
tolerance, and helpful guidance throughout the journey of this research project. I am 
so lucky to have her as my mentor since she is so nice, gentle, charming, modest, and 
talented. 
I wish to thank all my fellow students and friends for their friendship and 
company in this tough and lonely journey. Thanks for their listening, arguing, 
criticizing, reminding and understanding, especially Endang Djuana, Ahmad Abdel-
Hafez, Yi-Fan Zhang, Nan Tian and Haofan Yang. I also would like to thank for the 
great support of HPC group of QUT. I want to thank all the anonymous reviewers of 
my papers and thesis for their valuable comments. 
Finally, I wish to extend my deepest appreciation to my family members—my 
dear parents and sister. I wish I would have had more time to stay with them to share 
all the joys and sadness, ups and downs in our lives. Without their support and 
encourage, I know I would not be able to overcome all the difficulties I have 
encountered both in studies and in life these years. This thesis is to apply for the 
highest degree, but I know I have already got the best education in the world from 
them. 
Professional editor, Adele Fletcher, provided copyediting and proofreading 
services, according to the guidelines laid out in the university-endorsed national 
‘Guidelines for editing research theses’. 
 
 Chapter 1: Introduction 1 
Chapter 1: Introduction 
The last two decades have witnessed exponential growth of the World Wide 
Web (WWW). On the Internet, people have access to an almost infinite amount of 
diverse information and content. The popularity of the Internet, which has made 
information available to users on an unprecedented scale, has led to a new 
information age. 
The growth of the Internet has led to an explosion of information. There are too 
many data and sources for users to deal with in such a way as to locate the 
information that is most relevant to them. This phenomenon is called the information 
overload problem. For example, it is difficult for us to make choices from thousands 
of movies and music, millions of books, billions of web pages and so on. Indeed, to 
evaluate these items one by one is an impossible task. In order to help online users 
cope with large amounts of diverse data on the Internet, intelligent software agents 
have emerged with the purpose of enabling users to find the relevant items that meet 
their needs. Motivated by this, the research on web personalization is rapidly 
developing. Personalization is the ability to provide content and services tailored to 
individuals based on knowledge about their preferences and behaviour (Hagen, 
Manning, & Souza, 1999). User profiling is the process of collecting user data and 
creating computerised user profiles that represent specific users’ personal interests 
and needs. User profiling is the very foundation of web personalization. Therefore, 
the accuracy of user profiles directly affects the quality of web personalization. 
While Internet search engines, such as Google and Bing, are an essential tool for 
helping users to get their desired information, they do not take into consideration the 
users’ personalised interests and preferences, and return the same results to the 
queries of users with different needs. In contrast to Internet search engines, 
recommender systems adopt knowledge discovery techniques to provide 
personalised recommendations, and they are now considered to be the most 
promising way to efficiently filter the information overload (Z.-K. Zhang, Zhou, & 
Zhang, 2011). Recommender systems have been widely applied on the Internet. 
Many online services successfully integrate recommender systems to improve their 
end user experience and popularity, such as video recommendations provided by 
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YouTube.com, tweet recommendations by twitter.com, music recommendations by 
the Spotify software and the Last.fm website, and research paper recommendations 
in CiteULike.com, to name but a few. 
In recent years, the multidimensional characteristics of user behaviour and 
preferences have been receiving increasing attention. Although traditionally there has 
been a large amount of research on user profiling and recommendation techniques 
for two-dimensional data, these techniques cannot deal directly with the tasks in the 
multidimensional data scenario. There are many multidimensional data application 
scenarios. For example, context-awareness is an important feature of many wearable 
and mobile devices today. These devices are embedded with sensors that obtain 
environmental information when customers using the devices, such as location, 
weather, time, and date. These types of information potentially have significant 
influence on customers’ decision making and choices. On the other hand, the advent 
of the second generation of the WWW, called Web 2.0, has brought the WWW to a 
new stage. Web 2.0 is also referred to as the “participatory Web” (Eijlander & 
Bogers, 2009), which is a paradigm that facilitates communication, interoperability, 
user-centred design, and information sharing and collaboration on the Web (Sharma, 
2008). In Web 2.0, users are allowed and encouraged to participate in the creation of 
content, and to collaborate and interact with other users ; for example, online users 
writing tweets using twitter.com and blogs using blogspot.com, online users sharing 
photos in Flickr.com and videos via YouTube.com, the collaborative editing of 
Wikipedia.org, social networking through Facebook.com, and social bookmarking 
through Delicious.com. Among these diverse Web 2.0 applications, a very prominent 
type is the social tagging system. Social tagging systems allow users to annotate, 
describe, or collect online content on the Internet according to each user’s individual 
preferences and needs. Tags are mostly short keywords or phrases. They are 
generally freely chosen descriptive expressions assigned to online content by 
ordinary users. The tagging behaviour is entirely based on personal opinions of the 
users; thus, it reflects each user’s own understanding and perspective about the 
specific content. There are a variety of applications on the Internet that deploy social 
tagging systems. Popular websites among them include: Flickr 
(https://www.flickr.com/), CiteULike (http://www.citeulike.org/), BibSonomy 
(http://www.bibsonomy.org/), Last.fm (http://www.last.fm/). 
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With this background, this thesis explores how to utilize multidimensional data 
in popular recommender system applications, to create more accurate user profiles 
and make item recommendations that better meet customers’ interests and 
preferences. Without loss of generality, in this thesis, we will use the three-
dimensional social tagging data in social tagging systems as our research scenario to 
develop user profiling techniques and recommendation systems. Meanwhile, the 
proposed techniques in this thesis are not restricted to three-dimensional data; they 
are directly applicable to multidimensional data in the user profiling and 
recommender system area. 
This chapter begins by outlining the background research.  Several research 
problems are revealed in Section 1.1. A number of research objectives that target the 
research problems are then listed. Section 1.2 describes the significance of this 
research and discusses the contributions it makes. Finally, Section 1.3 outlines the 
remaining chapters of the thesis and Section 1.4 gives the research outcomes of this 
project. 
 
  
 4 Chapter 1: Introduction 
1.1 RESEARCH PROBLEM AND OBJECTIVES 
1.1.1 Research Problem 
Recommender systems are used as an efficient tool for dealing with the 
information overload problem. Based on how recommendations are made, 
recommender systems are usually classified into the following categories: content-
based recommendations, collaborative recommendations and hybrid approaches 
(Adomavicius & Tuzhilin, 2005). Collaborative filtering (CF) is the most widely 
used technique for making recommendations. A large number of CF 
recommendation approaches have been developed in recent years. For example, user-
based and item-based CF are two important neighbourhood-based CF approaches 
(Desrosiers & Karypis, 2011), which are directly linked to k-nearest neighbours 
algorithms (k-NN). Latent factor models or factorization models (Karatzoglou, 
Amatriain, Baltrunas, & Oliver, 2010; Koren, Bell, & Volinsky, 2009; Rendle, Balby 
Marinho, Nanopoulos, & Schmidt-Thieme, 2009; Symeonidis, Nanopoulos, & 
Manolopoulos, 2010) are another important family in CF which gains much attention 
due to its competitive performance. For the traditional recommendation problem 
based on a two-dimensional user- item matrix, both neighbourhood-based CF and 
latent factor models have been accepted as effective recommendation approaches in 
theory and in practice.  
Although the two-dimensional CF models are widely used, there are enormous 
real-world settings involving multiple variables. Therefore, multidimensional data is 
becoming a new rich source of web personalization and recommender systems in 
recent years. For instance, mobile technologies and the recent wearable technologies 
are stimulating increased deployment of context-aware applications (Schmidt, 2013). 
Also, in social tagging systems, such as Bibsonomy, users employ self-defined 
keywords to organize content voluntarily. In social tagging systems, three entities are 
usually involved: users, items and tags. Tags are user-defined annotations for 
organizing items in terms of users’ personal opinions and interests. Thus tags will 
reflect users’ preferences, potentially providing rich information that, when taken 
into consideration by recommender systems, may help produce higher quality 
recommendations. Therefore, users’ decisions are often made against multiple 
contextual variables. In light of this, user profiling and recommendation techniques 
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need to consider the various factors that influence users’ choices and decisions in 
order to provide desirable personalization services.  
Most traditional two-dimensional models are not directly applicable to the 
multidimensional extension. Efforts have been made to generate recommendations in 
multidimensional contexts (Karatzoglou et al., 2010; Liang, Xu, Li, Nayak, & Tao, 
2010; Marinho et al., 2012; Symeonidis et al., 2010; Tso-Sutter, Marinho, & 
Schmidt-Thieme, 2008). Some neighbourhood-based techniques produce 
recommendations by projecting the multidimensional data onto two-dimensional 
space in order to utilize the conventional two-dimensional neighbourhood CF models 
(Liang et al., 2010; Marinho et al., 2012; Tso-Sutter et al., 2008). However, in those 
approaches the holistic interactions between different dimensions of data are lost, 
since the multidimensional relations are split through projection. The 
multidimensional relation projection process usually tends to discard 
multidimensional information, since during this process some dimensions are split 
and some are combined. This leads to low quality user profiles and less accurate 
recommendations. Meanwhile, tensor factorization (TF), as a generalization of 
matrix factorization to higher-order data, has been proposed to perform 
recommendation tasks in multidimensional data contexts (Karatzoglou et al., 2010; 
Marinho et al., 2012; Rendle, Balby Marinho, et al., 2009; Rendle & Schmidt-
Thieme, 2010; Symeonidis et al., 2010). Factorization models (Karatzoglou et al., 
2010; Rendle, Balby Marinho, et al., 2009; Symeonidis et al., 2010) detects latent 
holistic relations in order to predict new relations between users and items. 
Nevertheless, factorization models do not employ user profiles explicitly. Also, 
although TF-based approaches are capable of discovering holistic latent relations in 
order to make recommendations, they miss the close local relationships, which 
actually are a specialty of neighbourhood-based recommendation methods.  
Despite the various efforts on the recommendation problem in the 
multidimensional context, they are designed to deal with relations of different 
natures in data and essentially focus on partial structures of data. Therefore their 
recommendation quality is limited. 
With regards to user or item profiling techniques, content-based approaches 
traditionally model users and items as weighted keywords, semantic networks or 
ontologies. These methods are widely used in content-based recommendation 
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techniques (Lops, De Gemmis, & Semeraro, 2011) and web personalization (Gauch, 
Speretta, Chandramouli, & Micarelli, 2007). User and item profiles in traditional 
neighbourhood-based CF are created from a user-item matrix built on feedback of 
users. For multidimensional data, most of the user profiling and item profiling 
techniques explicitly transform the multidimensional data onto vector spaces with the 
purpose of employing traditional CF approaches. However, this strategy abandons 
the holistic relations between all dimensions. Therefore it is not able to preserve the 
multidimensionality nature of users’ decision making. In addition, due to that usually 
the profiles of users and items are created one-by-one, the profile generation 
procedure can be very resource- and time-consuming.  
In summary, the questions raised in this research are as follows: 
 How can the multidimensional data be appropriately modelled so as to 
serve the purposes of user profile creation and item recommendation 
making? 
 How can more accurate user and item profiles be created in the context 
of multidimensional data, in order to better differentiate the users/items 
from each other? 
 Is it helpful to incorporate holistic information into the user/item 
profiles for providing personalization or recommendation services? 
 How can the profiles of users and items be applied to improve the 
quality of personalization or recommendation services? 
 How can we best incorporate the strong local relations among users 
with regards to close preferences and global latent ternary relations 
between users, items and additional dimensions such as tags, to provide 
better recommendations to users? 
1.1.2 Research Objectives 
Targeting the research problems, the primary research objectives of this thesis 
are listed as follows: 
 Objective 1: develop a multifaceted model representation for the 
multidimensional social tagging data.  
 Chapter 1: Introduction 7 
In multidimensional data like social tagging data, users, items and tags 
are all linked one to another. Users collect certain items with certain 
tags; items are collected by some users using certain tags; tags are used 
by users to annotate some items. Thus, first of all, it is essential to 
employ an efficient method of representation to model the data without 
losing the multidimensional relations between all dimensions within the 
data. 
 Objective 2: develop user/item profiling techniques with high-order 
relations based on the multidimensional social tagging data.  
As we previously discussed, the traditional user/item profiling 
techniques discard much information due to the dimension projection 
strategy; thus, it is critical to preserve the high-order information within 
the multidimensional data in the profiles, if more accurate user/item 
profiles are desired. 
 Objective 3: integrate the proposed user/item profiles into recommender 
systems. 
In order to verify the effectiveness of the proposed user/item profiling 
approaches, user/item profiles generated based on the proposed 
profiling techniques will be integrated with several collaborative 
filtering recommendation systems. The recommender systems will be 
investigated and evaluated in extensive experimental studies. 
 Objective 4: develop recommender systems based on nearest 
neighbourhood and factorization techniques. 
Recommendation techniques will be proposed which incorporate the 
nearest neighbourhood information and factorization techniques. This 
research objective is to investigate the performance of recommendation 
making with the influence from both strong local data relations and 
latent global data relations, and also verify how the recommendation 
techniques can benefit from both relations and improve 
recommendation quality over existing factorization techniques. 
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1.2 RESEARCH SIGNIFICANCE AND CONTRIBUTIONS 
This thesis contributes to the theoretical knowledge of user and item profiling 
techniques and recommendation techniques.  
 First of all, this research makes an important contribution to web 
personalization by investigating the user and item profiling task in the 
context of multidimensional data and introducing two novel user/item 
profiling approaches that can create profiles which are more accurate 
than the existing profiling approaches. The profiles generated by the 
proposed profiling techniques incorporate latent multidimensional 
relations into the profiles. To the best of our knowledge, there has not 
been any profiling research in neighbourhood-based CF that preserves 
higher-order interactions between the different dimensions, although 
this can represent users more holistically than the projection-based 
vector representations as discussed above. These contributions will 
increase user satisfaction and improve customer services in practice.  
 Moreover, this research contributes to the recommender system 
research area through the investigation of novel collaborative 
recommender systems for the top-N item recommendation task in 
multidimensional context. In the research presented in this thesis, 
several collaborative filtering recommender systems are proposed that 
incorporate nearest neighbourhood relations and factorization models in 
the context of multidimensional data. New CF models are proposed that 
assimilate different relation prediction mechanisms together to provide 
top-N item recommendations with better ranking quality. 
 Finally, this thesis makes a practical contribution by developing 
prototype recommender systems and conducting experimental studies 
on the proposed user profiling approaches and recommender systems 
for multidimensional data. By integrating the proposed user/item 
profiles, two neighbourhood-based CF recommendation approaches are 
enhanced. In the research, we also present collaborative fusion 
recommender systems that are integrated with the proposed profiling 
techniques. The implemented multidimensional recommendation 
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models demonstrate high recommendation performance and contribute 
to new solutions in real-world deployment of recommender systems.  
The following figure shows the relations among the research questions, 
research objectives and contributions.  
 
Figure 1.1. Relations among research questions, research objectives and 
contributions 
1.3 THESIS OUTLINE 
The rest of this thesis is outlined as follows: 
Chapter 2: in this chapter we present a comprehensive literature review on the 
recent development of the user profiling and recommender systems area. This 
chapter also includes a general discussion of the factorization techniques for matrices 
and tensors. We identify the weaknesses and research gaps in the state-of the-art user 
profiling and recommender systems techniques.  
Chapter 3: this chapter presents the proposed user profiling approaches. In the 
beginning, this chapter discusses the notations and symbols used in this chapter and 
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the rest of this thesis. Then, a multidimensional user/item profiling method is 
proposed, which is based on singular value decomposition (SVD). After that, this 
chapter further presents a multidimensional user/item profiling approach based on a 
tensor reduction algorithm. Finally, the generalizations of the proposed profiling 
techniques to higher dimensions are given.  
Chapter 4: chapter 4 discusses the integration of nearest neighbourhood and 
tensor factorization techniques for making item recommendations. This chapter 
presents two recommendation frameworks: the nearest-neighbourhood-enhanced 
tensor factorization approach for item recommendation (NTF) and tensor 
factorization for nearest-neighbourhood-based collaborative filtering (TFN). 
Chapter 5: this chapter presents the evaluation of the proposed user profiling 
approaches in Chapter 3. Two neighbourhood-based collaborative filtering 
recommendation algorithms and a collaborative filtering fusion approach, which will 
be integrated with the proposed user/item profiling methods, are first discussed. 
Then, the datasets and the evaluation metrics for the experiments in this chapter are 
discussed. The fourth and fifth sections of this chapter describe the evaluation 
experiments for the two proposed user/item profiling methods, which include: the 
recommendation models for comparison in the experiments, the parameters used for 
the proposed recommendation algorithms and the baseline recommendation models, 
the results and discussion of the experiments. 
Chapter 6: this chapter presents in great detail the experimental studies on the 
multidimensional recommendation models proposed in Chapter 4. Firstly, two 
hypotheses are proposed. The datasets used in the experiments, the experimental 
protocol and the baseline recommendation models are presented in the second 
section. The rest of this chapter gives the details of the experiments conducted for 
evaluating the two proposed multidimensional recommendation frameworks. The 
experiments also include the comparison of the proposed recommendation methods 
with regard to different data densities. 
Chapter 7: The final chapter summarises the contributions and findings of the 
research and concludes with the potential for future research. 
1.4 RESEARCH OUTCOMES 
The relevant publications generated by this research are listed below: 
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Chapter 2: Literature Review 
This Chapter will provide a critical review of the literature that led to the 
research questions this thesis attempts to solve. The literature demonstrates a 
thorough background of understanding to the area of study and provides arguments 
to support the research in this thesis. The aim of this chapter is to set up the research 
questions and the related research methodology. In Section 2.1, the user profiling 
techniques will be briefly reviewed. Then, in Section 2.2, the state-of-the-art 
recommender systems will be outlined. Collaborative filtering techniques will be 
emphasized in the discussion. Some dimensionality reduction techniques, including 
matrix/tensor decomposition, will be elaborated in Section 2.3. This provides the 
mathematical foundation of many recommendation approaches in this thesis. Section 
2.4 summarizes this chapter.  
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2.1 USER PROFILING TECHNIQUES FOR WEB PERSONALIZATION 
There are various methods for creating user profiles (Y.-S. Chen & Shahabi, 
2001; Mark Claypool, Brown, Le, & Waseda, 2001). According to representation 
methods of user profiles in recommender systems, user profiles can be classified as 
rating-based, keyword-based, graph-based, taxonomy-based and rule-based user 
profiles, etc. Rating-based user profile is commonly implemented in a collaborative 
recommender system in which users’ ratings are used to represent prefe rences of 
users. Besides, the most common type of user profiles is the keyword-based user 
model. Similar to using VSM-based models to represent text documents, keyword-
based user profiles also need to associate keywords with weights to indicate their 
importance in the user profiles. A very typical application scenario of the keyword-
based user model is content-based recommender system. Keywords can be extracted 
from the content of the items or provided by the users directly (Adomavicius & 
Tuzhilin, 2001b).  
Also, taxonomies are used as another important representation for user models. 
By assigning measurements of interest on subject nodes in an instance of taxonomy 
according to an arbitrary user’s preference, taxonomies can indicate the user’s 
personal interests as this user’s interest model. In the work of Middleton et al. 
(Middleton, Shadbolt, & De Roure, 2004), they use a simple ontology as a 
framework of presenting user interest models. The “is-a” relationship between 
different subject node is also utilized to discover more “general” user preferences. 
Ontological user profiles allow inference to be employed, which means interests that 
were not directly observed in the user’s behaviour can be discovered. By using 
ontologies to represent user models, these ontologies can communicate with external 
ontologies for sharing similar concepts, which reduces the cold start problem and 
improves the performance of recommender system (Middleton, Shadbolt, & De 
Roure, 2003; Middleton et al., 2004). Compared to other forms or presentations of 
user models, ontological user models also possess the advantage of being able to 
make recommendation comprehensible to users by visualizing user models.  
User behaviours also can be used to form the representation of user models 
(Adomavicius & Tuzhilin, 2001a). Association rules or classification rules are 
extracted from the records of user behaviours, forming into the representation of user 
profiles.  
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As the popularity of the social tagging systems increases, the tags which are 
created by users subjectively become useful information for the improvement of 
recommendation (Jäschke, Marinho, Hotho, Schmidt-Thieme, & Stumme, 2007; 
Shepitsen, Gemmell, Mobasher, & Burke, 2008; Z.-K. Zhang, Zhou, & Zhang, 
2010). Tso-Sutter et al. (Tso-Sutter et al., 2008) evaluated the effect of the 
collaborative filtering recommender systems that incorporate tags into 
recommendation process which disassembles the user-tag- item relation to three two-
dimensional correlations. In Liang’s work (Liang, 2010; Liang et al., 2010), they try 
to decrease the noises from tags, and propose an approach which employs multiple 
relations among users, tags and items to create the representations of the users, tags 
and items, based on expanded tags. 
User profiles also play a very important role in other fields of web 
personalization. User profiles are formal representations of the information about 
specific users. User profiles could include demographic information, such as name, 
age, education level.  User profiles may also represent the interests of single users 
(Arapakis et al., 2009; Gauch et al., 2007). User profiling is the process of acquiring 
and maintaining the knowledge that are related to the background information and 
interests of specific users. In general, the objective of the user profiling process is to 
collect information about the content in which each user is interested, and the length 
of time over which they have exhibited this interest, in order to improve the quality 
of information access and infer user’s intentions (Gauch et al., 2007). User profiling 
process generically consists of two steps: information collection and  user profile 
construction (Gauch et al., 2007; Liang, 2010).  
Most personalization systems are based on some type of user profile s, e.g., 
adaptive interactive systems (Gauch et al., 2007). There are a wide range of 
applications of personalization services, which includes personalized e-mail and 
online news, web navigation, adaptive websites, etc. Personalized web search and e-
commerce are also adopting personalized services in recent years.  
2.1.1 User Information Collection 
User profile construction techniques can be partitioned by the type of input 
used to build the profile, which mainly consists of explicit and implicit feedback. 
Some systems also use hybrid approaches. Explicit user feedback relies on personal 
information input by the users. In addition to simple demographic information, a 
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common feedback technique is the one that allows users to express their opinions by 
selecting a value from a range. However, explicit feedback connection methods have 
the disadvantage that they cost the user’s time and require the user’s willingness to 
participate (Gauch et al., 2007). Users may not choose to participate or accurately 
report their demographic information due to privacy concerns. However, there’s also 
argument supporting explicit user feedback systems in that in some cases, users 
enjoy explicitly providing opinions about products, such as epinions.com. There are 
also user profiles constructed based on implicitly collected information, i.e., implicit 
user feedback. The advantage of implicit feedback lies in it does not require any 
additional intervention by the user during the process of constructing profiles. The 
implicit feedbacks can be collected from browsing/searching history, or during 
browsing/searching activity through loggers or agents.  Finally, there are also 
approaches using implicit and explicit feedback together, for example, Quiroga and 
Mostafa (Quiroga & Mostafa, 1999) suggested that systems using the explicitly 
created profile or a profile built from a combination of explicit and implicit feedback 
produced better results than a system that made use of an implicitly created profile 
alone. However differently, White et al. (White, Jose, & Ruthven, 2002) did not find 
significant differences between profiles constructed using implicit and explicit 
feedback. Gauch et al. (Gauch et al., 2007) stated that, as experience with ways to 
collect and use implicit feedback has grown, the quality of the profiles constructed 
from this type of information improved. Since implicit feedback places less burden 
on the user, and it automatically updates as the user interacts with the system, it 
seems to be the preferable method of collecting information about users. However, 
implicit feedback techniques do not collect negative feedback, since when a user 
neglects some items, it cannot be seen as an indication of disinterest.  
2.1.2 User Profile Representations 
User profiles are generally represented as sets of weighted keywords, semantic 
networks, or weighted concepts, or association rules (Gauch et al., 2007). Keyword-
based and semantic network-based profiles usually require a large amount of user 
feedback to learn the terminology by which a topic might be discussed. Differently, 
concept profiles are trained on examples for each concept a priori with mapping 
between vocabulary and concepts. Thus they are able to build user profiles with less 
user feedback. 
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For keyword-based profiles, usually each keyword is associated with a 
numerical weight representing its importance in the profile. TF-IDF weight approach 
from information retrieval (Chowdhury, 2010) is often used in the construction of 
keyword vectors, e.g., Amalthaea (Moukas, 1997). The similarities of these vectors 
can then be computed through cosine formula. There are also approaches in which 
each user is represented by not only one keyword vector but a set of keyword vectors 
associated with numeral weights. This is because, if a user is interested in two topics, 
combining the keywords from both topics in a single vector results in a profile that 
points halfway between them (Gauch et al., 2007).  Representing each area of 
interests as individual keyword vector is more preferable for more accurate profiling. 
The drawback of keyword-based profiles is that many words have multiple meanings 
which cannot be differentiated by the keyword vector-based representation. 
Semantic network-based profiles can be a better solution considering the 
polysemy problem of the keyword-based profiles. The profiles in this category are 
represented by a weighted semantic network in which each node represents a concept, 
and arcs are created based upon co-occurrences of the two words in the connected 
nodes. However, researchers (Stefani & Strappavara, 1998) found that representing 
individual words as nodes in the semantic network was not accurate enough to 
discriminate word meanings. Thus, there are approaches proposed to represent user 
profiles in terms of a semantic network of concepts, e.g., InfoWeb (Gentili, Micarelli, 
& Sciarrone, 2003). In these profiles, representative weighted terms are used as 
concepts. 
Concept-based profiles are similar to semantic network-based profile in the 
sense that both are represented by conceptual nodes and relationships between those 
nodes (Gauch et al., 2007). However, in concept-based profiles, the nodes represent 
abstract topics considered interesting to the user, rather than spec ific words or sets of 
related words. Hierarchical concepts has been suggested to construct user profiles 
(Bloedorn, Mani, & MacMillan, 1997), because this enables the system to make 
generalizations. The structure of hierarchy can be constructed from a reference 
taxonomy. Reference ontologies can be used to construct more complicated and 
advanced profiles. User profiles in this category are usually extracted and weighted 
as a subset of concepts and relationships from a reference concept hierarchy or 
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taxonomy. However, user profiles based on richer ontologies may suffer from 
scalability issues due to the complexity of ontologies.  
2.1.3 User Profile Construction 
Depending on the user profile representation desired, different techniques may 
be appropriate. For keyword-based profiles, as aforementioned, many approaches 
conduct keyword weighting using TF-IDF weight paradigm. Also, Latent Semantic 
Indexing (LSI) (Deerwester, Dumais, Landauer, Furnas, & Harshman, 1990) and 
Linear Least Squares Fit (LLSF) (F. Liu, Yu, & Meng, 2002) are used for creating 
keyword vector profiles. Semantic network-based profiles are typically built from 
explicit positive and/or negative feedback of users. Similar to keyword-based profiles, 
keywords are extracted from user-rated pages. Yet, Semantic network-based 
profiling techniques add keywords to a network of nodes instead of adding the 
extracted keywords to a vector. The nodes of semantic network-based profiles, the 
nodes usually represent an individual word or a particular concept associated with 
semantically similar words. This grants semantic network profiles an advantage over 
keyword-based profiles in that semantic network profiles can explicitly model the 
relationship between individual words and higher-level concepts (Gauch et al., 2007). 
In order to achieve this, the semantic network profile construction approaches mostly 
either exploit existing mapping relations between words and concepts like WordNet 
(Miller, 1995), or obtain the mapping relations through automatic learning 
mechanism (Gentili et al., 2003). Another category of user profiling techniques is 
concept profiles. Profiling techniques fall in this category mostly use a reference 
taxonomy as the basis of the profiles. This is different from semantic network 
profiles in that concept profiles build profiles in terms of pre-existing concepts 
instead of modelling the concepts as part of the user profiling process. Many 
researches in this field refer to their concept hierarchies as ontologies although they 
only contain “is-a” relationships. They usually require text classification to map the 
information related to user into the relevant concepts in a concept hierarchy. Several 
methods for text classification used include Support Vector Machines, k-nearest 
neighbour, linear least squares fit and TF-IDF for vector representations, Naïve 
Bayesian in terms of joint probabilities of words in documents, and decision trees, 
neutral networks, etc.  
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In the next section, we discuss an important application domain of user profiles, 
i.e., recommender systems.  
2.2 RECOMMENDER SYSTEMS 
2.2.1 Overview  
With the increasingly fast growing information on the Internet, information 
providers bring much more content to users than ever, while the problem of 
information overload also severely increase the difficulties of people obtaining 
valuable information according to their needs. In order to solve such a dilemma, 
Recommender Systems (RS) or Recommendation Systems have been under research 
as a hot topic in both industrial and commercial environments in the last two 
decades. Recommender systems refer to a kind of information filtering systems that 
seek to provide item recommendation to single users or user groups while the 
recommended items have not been considered by the users in the past. Typically, a 
user interest model which describes the needs or interests of a user or a user group is 
built as a part of recommender system to assess items to decide whether to 
recommend the items or not.   
Based on the recommendation approaches, recommender systems can be 
classified into three categories: Collaborative Filtering (CF) recommender systems, 
content-based recommender systems and hybrid recommender systems 
(Adomavicius & Tuzhilin, 2005). 
(1) Collaborative Filtering Recommender Systems 
Collaborative filtering recommender systems try to predict the preferences 
towards items for a particular user based on the items previously rated by other users.  
For example, in a music recommendation scenario, in order to make music 
recommendations to user 𝑢, the collaborative filtering recommender system tries to 
find other users that have similar music tastes with the user 𝑢. After that, only those 
music tracks that are liked by the users who share similar music tastes with user 𝑢 
would be recommended. Usually collaborative filtering recommender systems 
consist of memory-based collaborative filtering and model-based collaborative 
filtering recommender systems. We will discuss collaborative filtering recommender 
systems in great detail in Section 2.2.2. 
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(2) Content-based Recommender Systems 
Content-based recommendation systems try to recommend items similar to 
those a given user has liked in the past. Indeed, the basic process performed by a 
content-based recommender consists in matching up the attributes of a user profile in 
which preferences and interests are stored, with the attributes of a content object 
(item), in order to recommend to the user new interesting items (Lops et al., 2011). 
Systems implementing a content-based recommendation approach analyse a set of 
documents and/or descriptions of items previously rated by a user, and build a model 
or profile of user interests based on the features of the objects rated by that user 
(Mladenic, 1999). The profile is a structured representation of user interests, adopted 
to recommend new interesting items. The recommendation process basically consists 
in matching up the attributes of the user profile against the attributes of a content 
object (Lops et al., 2011). For example, if a user has positively rated a movie that 
belongs to the comedy genre, then the system can learn to recommend other movies 
from this genre. 
The first step of the content-based recommendation process is to analyse 
content using information retrieval techniques. A “content analyser” extracts features 
from unstructured text to produce a structured item representation (Lops et al., 2011). 
The second step is to collect relevance feedback of active users. This typically 
contains positive information and negative information. “Explicit feedback” and 
“implicit feedback” are two kinds of techniques adopted to collect them. 
Then, the “profile learner” applies supervised learning algorithms to generate a 
predictive model, i.e., user profiles. 
Given a new item representation, the “filtering component” predicts whether it 
is likely to be of interest for the active user, by comparing features in the item 
representation to those in the representation of user preferences (Lops et al., 2011). 
Usually a ranking algorithm is used to provide top-ranked items to the active user. 
There are several advantages of the content-based recommendation paradigm 
compared to collaborative filtering ones: 
 User independence. Content-based recommenders utilize only the 
information of the active user herself (Lops et al., 2011). Differently, 
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collaborative filtering approaches exploit transactions of other users to 
predict for the active user. 
 Transparency. For an active user, the trustworthiness of an item 
recommendation can be explained to the active user by providing content 
features or descriptions of the item explicitly (Lops et al., 2011). The 
collaborative filtering recommender usually lack informative explanations. 
 New item. Content-based recommenders are capable of recommending 
items which are new to the system by exploiting the content features of the 
items explicitly (Lops et al., 2011). Yet, unless a certain amount of users 
have provided feedback for an item, collaborative filtering recommenders 
may well suffer from the first rater problem. 
However, content-based recommenders also have the following disadvantages 
(Adomavicius & Tuzhilin, 2005; Lops et al., 2011): 
 Limited content analysis. No content-based recommendation system 
can provide suitable suggestions if the analysed content does not 
contain enough information to discriminate items the user likes from 
items the user does not like (Lops et al., 2011). While the content-based 
recommender adopted may ignore or have difficulties to obtain some 
information that are affective to users’ choices because of the limits of 
the feature extraction techniques adopted or the computing resources. 
 Over-specialization. This is also referred as serendipity problem, which 
indicates the situation that, the active user are recommended items that 
are similar to those already rated. 
 New user. Enough ratings have to be collected before a content-based 
recommender system can really understand user preferences and 
provide accurate recommendations (Lops et al., 2011). Therefore, when 
few ratings are available, as for a new user, the system will not be able 
to provide reliable recommendations. 
(3) Hybrid Recommender Systems 
Hybrid recommender systems combine the content-based and collaborative 
filtering recommender techniques. In the light of the respective advantages and 
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disadvantages of the collaborative and content-based recommender systems, hybrid 
recommendation techniques integrate the two techniques to abate or solve the key 
problems like sparsity, cold start, serendipity and new users, etc. There are different 
ways for the combination of the two simple techniques in hybrid recommender 
techniques (Adomavicius & Tuzhilin, 2005). The hybrid recommender can be 
achieved by combining the separate recommendations from the two types of single 
recommenders in certain ways (M. Claypool et al., 1999; Pazzani, 1999). Also, 
hybrid recommendations can be achieved by adding content-based characteristics to 
collaborative recommender systems (Balabanović & Shoham, 1997; Good et al., 
1999), or by adding collaborative characteristics to content-based recommender 
systems (Soboroff & Nicholas, 1999). At last, it is also viable to create a hybrid 
recommender system through constructing a general unifying model that 
incorporates both content-based and collaborative characteristics (Basu, Hirsh, & 
Cohen, 1998).  
2.2.2 Collaborative Filtering Recommender Systems 
Collaborative filtering is the most widely applied recommendation technique. 
Collaborative filtering is based on the assumption that people who agreed in the past 
will agree in the future, which means they will like similar kinds of items as they 
liked in the past. The Grundy system is considered as the first collaborative 
recommender system being designed (Rich, 1979). It proposed to use stereotypes to 
build user models based on each user’s information. Then the models are used to 
recommend books to each user. Grouplens system (Konstan et al., 1997) created user 
information groups. Based on the social information filtering within user groups, it 
calculated the similarities of users in order to provide recommendation to users. 
Ringo system (Shardanand & Maes, 1995) utilized similar social information 
filtering method to recommend music to users. Other recommender systems based on 
information filtering methods include book recommender of Amazon (Linden, 
Smith, & York, 2003), joke recommender of Jester (Goldberg, Roeder, Gupta, & 
Perkins, 2001), Internet information recommender of Phoaks (Terveen, Hill, 
Amento, McDonald, & Creter, 1997), etc. 
There are mainly two types of CF recommender systems: memory-based and 
model-based collaborative filtering. Well-known memory-based approaches include 
user-based and item-based CF. This mechanism uses user rating data to compute 
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similarity between users or items. Model-based approaches use data mining, machine 
learning algorithms to find patterns based on training data. Some prominent methods 
fall in this category include Bayesian network, clustering models, latent semantic 
models, etc. Some researchers also classify the neighbourhood techniques in 
collaborative filtering and content-based recommender systems as k-Nearest 
Neighbours (k-NN) approaches. K-NN methods are a classical method for 
recommender systems. Ratings or items are predicted by using the past ratings/items 
of the k most similar users and/or items. The influence of the similar users/items is 
weighted by the similarity, which is also controlled by the parameter 𝑘. Popular 
similarity metrics are the Pearson correlation and the cosine similarity. Computing 
the item similarities from the item attributes leads to content-based filtering. 
A prominent advantage of the collaborative recommender systems lies in that 
they don’t have special requirements for the items for recommendation. For example, 
non-textual objects like music and movies are difficult for feature extraction, but by 
using collaborative filtering techniques, these objects can be recommended easily 
and reasonably.  
However, there are also some disadvantages inherent in the collaborative 
recommender systems. The first and also the most important drawback of 
recommender systems is that their recommendation performance largely depends on 
the quantity of user ratings. The evaluation data can be quite sparse when lacking a 
decent number of users or enough rating data. In this way, there’s not much 
overlapped content and thereby it is difficult to determine the similarities of the 
interests of different users, leading to decreased performance. In order to solve the 
problem of sparse rating data, researchers devised some methods for mitigation, 
including integrating demographic information in computing user similarities, or 
using dimension reduction techniques in user- item matrix (Sarwar, Karypis, Konstan, 
& Riedl, 2000). Other shortcomings and challenges of CF include: data sparsity, 
scalability, synonymy, gray sheep, shilling attacks, privacy, explainability (Su & 
Khoshgoftaar, 2009), etc. 
(1) Neighbourhood-based CF approaches 
Typically, neighbourhood-based CF recommender systems utilize the ratings 
of users for items to calculate the similarities between different users and between 
different items, which are then used in the item recommendation task (Su & 
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Khoshgoftaar, 2009). According to either users or items are considered in the 
similarity computation procedure, neighbourhood-based collaborative recommender 
systems are classified as user-based and item-based collaborative recommender 
systems (Adomavicius & Tuzhilin, 2005). Conventional neighbourhood-based CF 
approaches use 2-dimensional user- item matrix to compute similarity between users 
or items. For a give target user, the similarity computation determines the group of 
neighbours that share similar interested with the target user, as well as the 
contribution of these neighbours in the recommendation for the target user. These 
methods are easy to implement and are effective, thus they are used in many 
commercial systems. 
The advantages of neighbourhood approaches mainly include: simplicity, 
justifiability, efficiency and stability etc. (Desrosiers & Karypis, 2011). Desrosiers 
and Karypis (Desrosiers & Karypis, 2011) presented a comprehensive comparison of 
user-based and item-based neighbourhood approach and they suggested that 
choosing either one of the two should depend on the characteristics of the dataset, 
especially the difference of numbers of users and of items. Important strategies in 
some key components of neighbourhood methods like rating normalization, 
similarity weight computation, and neighbourhood selection are discussed too. There 
are two main flaws in the neighbourhood approaches, i.e., limited coverage and 
sensitivity to sparse data. To tackle these problems, they summarized two techniques: 
dimensionality reduction and graph-based methods. Two directions of matrix 
decomposition have been presented: decomposing rating matrix and user/item 
similarity matrix. In the category of graph-based CF approaches, they present that the 
graph-based methods can be used to recommend items in two different ways: the one 
considering the proximity of a user to an item, and the other one considering the 
proximity of two users or item nodes in the graph as a measure of similarity. The 
path-based similarity and random walk similarity are discussed in the paper. 
Yehuda Koren (Koren, 2008) suggested an enhanced neighbourhood model, 
where computation of the correlation coefficient is based only on the common user 
support. The neighbourhood models are combined together with the baseline 
estimates. The parameters are obtained by solving the least squares problem. Implicit 
feedback is also integrated in a modified neighbourhood model. Both the 
neighbourhood model part and the implicit feedback integration part are attached 
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with significance weights. However, this method is limited to be used on rating data  
and for rating prediction task.  
Slope One (Lemire & Maclachlan, 2005) is a CF model based on average 
rating differential which seeks to find functions of the form 𝑓(𝑥) = 𝑥 + 𝑏  that 
predict, for a pair of items, the rating for one item from the rating of the other one.  
Slope one is the simplest form of non-trivial item-based collaborative filtering based 
on ratings. Noticing slope one algorithms lack of consideration of time information, 
Jiang and Lu (Jiang & Lu, 2013) proposed a T-Slope one algorithm by integrating 
two separate time decay functions to the calculation of average deviation between 
two items as well as the prediction formula. Slope One method is easy to implement 
and fast to provide recommendations. However due to the simplicity, their 
recommendation accuracy is also limited. 
There are some works proposed to conduct dimensionality reduction for 
neighbourhood formation in neighbourhood-based CF algorithms. Panagiotis 
Symeonidis et al. (Symeonidis, Nanopoulos, Papadopoulos, & Manolopoulos, 2006) 
proposed to conduct LSI/SVD in neighbourhood-based CF for the purpose of 
projecting the original vector space of users or items onto reduced factor spaces. 
Their experiments showed that the application of SVD in the neighbourhood-based 
CF shows significant improvements over existing CF algorithms in terms of accuracy 
(measured through recall/precision), because it is able to identify more clearly the 
correct recommended items by focusing on trends and isolating noisy users. In terms 
of execution times, due to the use of smaller matrices, execution times are 
dramatically reduced. Vozalis and Margaritis (Vozalis & Margaritis, 2005, 2006) 
proposed to use SVD to reduce the dimension of the active item's neighbourhood for 
item-based CF algorithms. They further enhance item-based filtering with 
demographic information and then apply SVD at various points of the filtering 
procedure, in order to improve the performance of item-based CF algorithms. These 
approaches, however, are still confined with the drawbacks of neighbourhood-based 
CF, since they seek user/item neighbours like other neighbourhood-based methods. 
Some previous work (Papagelis & Plexousakis, 2005; Sarwar, Karypis, 
Konstan, & Riedl, 2001) stated the performance of item-based prediction algorithms 
is superior than user-based prediction algorithms in terms of both quality and 
scalability to large datasets. According to some recent work (Desrosiers & Karypis, 
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2011), their performance depends on the ratio between the number of users and items 
in the system. More specifically, in typical commercial recommender systems, where 
the number of users far exceeds the number of available items, item-based 
approaches are typically preferred since they provide more accurate 
recommendations, while being more computationally efficient and requiring less 
frequent updates. Similarly, systems that have fewer users than items may benefit 
more from user-based neighbourhood methods. On the other hand, user-based 
methods usually provide more original recommendations, which may lead users to a 
more satisfying experience. 
A) Similarity Computations for Neighbourhood Formation  
There are many different methods to compute similarity or weight between 
users or items. The mostly used similarity computation methods include Pearson 
correlation coefficient, Cosine, conditional probability-based similarity, and Jaccard 
(Adomavicius & Tuzhilin, 2005; Ding & Li, 2005; Su & Khoshgoftaar, 2009). In the 
following, we take user similarity calculation as the example. 
Pearson Correlation-based similarity (Adomavicius & Tuzhilin, 2005; Su & 
Khoshgoftaar, 2009): 
 𝑤𝑢𝑣 ,𝑢𝑤 =
∑ (𝑟𝑢𝑣,𝑖−𝑟𝑢𝑣̅̅ ̅̅̅
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2
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  (2.1) 
where 𝐼𝑢𝑣 ,𝑢𝑤 = 𝐼𝑢𝑣 ∩ 𝐼𝑢𝑤  is the set of items co-rated by the 𝑣th and 𝑤th users, and 
𝑟𝑢𝑣̅̅ ̅̅  is the average rating of the items in 𝐼𝑢𝑣 ,𝑢𝑤  rated by the 𝑣th user. 
Vector Cosine-based similarity (Adomavicius & Tuzhilin, 2005; Su & 
Khoshgoftaar, 2009): 
 𝑤𝑢𝑣 ,𝑢𝑤 =
𝐼𝑢𝑣
⃗⃗ ⃗⃗ ⃗⃗ ∙𝐼𝑢𝑤
⃗⃗ ⃗⃗⃗ ⃗⃗ 
‖𝐼𝑢𝑣
⃗⃗ ⃗⃗ ⃗⃗ ‖×‖𝐼𝑢𝑤
⃗⃗ ⃗⃗⃗ ⃗⃗ ‖
  (2.2) 
where 𝐼𝑢𝑣
⃗⃗⃗⃗  ⃗ ∙ 𝐼𝑢𝑤
⃗⃗⃗⃗⃗⃗   is the dot product of the vector 𝐼𝑢𝑣
⃗⃗⃗⃗  ⃗ and 𝐼𝑢𝑤
⃗⃗⃗⃗⃗⃗  . 
Conditional Probability-based similarity (Deshpande & Karypis, 2004; Ding & 
Li, 2005; Karypis, 2001): 
 𝑃(𝑢𝑣|𝑢𝑤) =
|𝐼𝑢𝑣∩𝐼𝑢𝑤
|
|𝐼𝑢𝑤
|
  (2.3) 
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where |𝐼𝑢𝑤 | is the cardinality of the set 𝐼𝑢𝑤 , i.e., the number of items used by 𝑤th 
user. Note that in general 𝑃(𝑢𝑣|𝑢𝑤) ≠ 𝑃(𝑢𝑤|𝑢𝑣) and using this as a measure of 
similarity leads to asymmetric relations. 
Jaccard similarity (Said, De Luca, & Albayrak, 2010; Yu, Lakshmanan, & 
Amer-Yahia, 2009):  
 𝑤𝑢𝑣 ,𝑢𝑤 =
|𝐼𝑢𝑣∩𝐼𝑢𝑤
|
|𝐼𝑢𝑣∪𝐼𝑢𝑤
|
  (2.4) 
where 𝐼𝑢𝑣  and 𝐼𝑢𝑤  are the sets of used items of user 𝑢𝑣 and 𝑢𝑤 respectively.  
B) Multidimensional Neighbourhood-based CF 
Resource recommender systems that incorporate tags in the recommendation 
model are usually referred to as tag-aware recommender systems (Tso-Sutter et al., 
2008). Some recommender systems take time or location into consideration when 
making recommendations. These recommender systems are usually referred to as 
time-aware or location-aware recommender systems, or collectively context-aware 
recommender systems. 
Users’ preferences of items are usually influenced by a number of contextual 
information, such as the categories of items, time, seasons, location, etc. This means 
the user- item interactions are naturally multidimensional. However, the sparsity 
problem, which poses a challenge to recommender systems in the 2-dimensional 
user-item case, further deteriorates in the multidimensional cases. This is because the 
introduction of contextual variables largely increases the data space. For example, in 
a Social Tagging System dataset of dimensions 𝑀 × 𝑁 × 𝑃 where M users collected 
𝑁 items with 𝑃 tags would has (𝑀 × 𝑁 × 𝑃)  data entries, while in a 2-dimensional 
dataset of dimensions 𝑀 × 𝑁 , there are only (𝑀 × 𝑁)  data entries. The latter is 
usually denser than the former one. Marinho et al. (Marinho et al., 2012) referred to a 
collection of multidimensional collaborative filtering recommender systems as 
Projection-based Collaborative filtering, where multidimensional relationships are 
splitted using projection matrices.  
Due to the whole matrix needs to be kept in memory for computation, 
neighbourhood-based CF usually suffers from scalability problems. In STS, with the 
additional tag dimension, the scalability problem is further deteriorated. To compute 
recommendations, we usually need the following three steps (Marinho et al., 2012): 
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1) computation of projection matrices; 2) neighbourhood computation; 3) making 
recommendations;  
Firan et al. (Firan, Nejdl, & Paiu, 2007) proposed to compute a ranked list of 
tags on the user-tag projection matrix. Then the items annotated with tags are 
aggregated and ranked according to the projection matrix, and recommended to 
target users finally. However, this method neglects the very important preference 
information of the users. 
Tso-Sutter et al. (Tso-Sutter et al., 2008) proposed to extend the 2-dimensional 
user-item matrix with tags as pseudo users and pseudo items. This leads to two 
extended 2-dimensional projection matrices. Then the user-based and item-based CF 
can be applied to the two projection matrices. Finally they use a fusion algorithm to 
combine the two recommenders as the final recommendation results.  This approach 
is more effective than the previous approach since users’ preferences are considered, 
however, compared to the original 3-dimensional user- item-tag relationships, the 2-
dimensional projection matrices do not contain the holistic interactions between the 
three dimensions. In other words, matrix projection compromises the integrity of 
integrity of original relationships.  
Tagommenders (Sen, Vig, & Riedl, 2009) are recommender algorithms that 
predict users’ preferences for resources based on their inferred preferences for tags. 
Users’ tag preferences are inferred based on the tags he/she selected for browsing 
items or the tags he/she used to annotate items. Based on the inferred tag preferences, 
the authors proposed to combine the tag preference inference algorithms with tag-
aware recommenders for making recommendations. However, this projection-based 
approach again suffers from the same disadvantage like the previous one. 
(2) Factorization Models 
A) Matrix Factorization Models 
The factorization-based CF approaches such as Matrix Factorization (MF) 
techniques (Koren, 2008) get better performances than neighbourhood-based CF 
approaches for the rating prediction task based on large-scale explicit rating datasets 
such as Netflix dataset. Matrix factorization techniques are usually more effective 
because they allow the recommenders to discover the latent features underlying the 
interactions between users and items. Sarwar et al. (B. M. Sarwar, G. Karypis, J. 
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Konstan, & J. Riedl, 2002) proposed to use Singular Value Decomposition (SVD) 
directly for generating predictions for recommender systems. They further 
introduced the fold- in technique of SVD for incorporating new users/items into 
recommender systems. SVD is a matrix factorization technique used in Latent 
Semantic Indexing (LSI) (Berry, Dumais, & O'Brien, 1995) which decomposes the 
User Rating Matrix (URM) and computes rank-𝑟 approximation. Simon Funk (Funk) 
devised a MF-based model which directly models users and items as feature vectors.  
This model is sometimes referred as Regularized SVD (RSVD) (Paterek, 2007). 
Albert Au Yeung (Yeung) discussed a basic MF-based CF model with gradient 
descent optimization and regularization to avoid overfitting. The Python code 
implementation of the algorithm was provided. Paolo and Yehuda (Cremonesi, 
Koren, & Turrin, 2010) suggested that algorithms optimized for minimizing RMSE 
do not necessarily perform as expected in terms of top-N recommendation task., and 
they discussed a PureSVD model for the top-N recommendation task. They 
explained why PureSVD could consistently deliver better top-N results than best 
RMSE-refined latent factor models. They stated that that may have to do with a 
limitation of RMSE testing, which concentrates only on the rating that the user 
provided to the system. Such a testing methodology misses much of the reality, 
where all items should count. 
For the Netflix prize contest problem (Bennett & Lanning, 2007) (rating 
prediction task), Gábor et al. (Takacs, Pilaszy, Nemeth, & Tikk, 2007; Takács, 
Pilászy, Németh, & Tikk, 2007) proposed a blending-based solution, called Gravity 
Recommendation System (GRS). In the MF algorithm of their recommendation 
model, they used a simple gradient descent method to find a local minimum, so as to 
find the optimal user and item component matrices to minimize the sum of squared 
errors over the know ratings. Although similar to Simon Funk’s approach, the MF 
algorithm of GRS were specially designed to update each factor simultaneously, and 
initialize the matrix randomly. This makes the MF approach of the GRS 
recommender converges much faster because less iteration is needed. Besides the 2-
dimensional MF model based on pure user- item matrix, they also incorporated some 
more information into the model, such as movie titles and release date of movies. 
These are done by extending the item component matrix using the occurrence 
frequencies of the words in movie titles, and the year of release.  
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In order to tackle the problems of scalability and sparseness, Yunhong et al. 
(Zhou, Wilkinson, Schreiber, & Pan, 2008) proposed an alternating- least-squares 
with weighted-λ-regularization (ALS-WR) algorithm, which is implemented on a 
parallel Matlab platform. The ALS-WR algorithm was applied on a large-scale CF 
problem, the Netflix Challenge. A C++ implementation of the algorithm is provided 
in GraphChi 1   framework (Kyrola, Blelloch, & Guestrin, 2012). For qualitative 
feedback, Koren and Sill (Koren & Sill, 2011) proposed a CF recommendation 
framework viewing user ratings on items as ordinal instead of common numerical 
values. The ordeal view allows itself to deal with all usual kinds of feedback without 
assuming user feedback being categorical, which in fact ignores the internal structure 
of the feedback. The ordeal view of user feedback also reflects the fact that different 
users have distinct internal scales for their qualitative ratings. Balakrishnan and 
Chopra (Balakrishnan & Chopra, 2012) argued for collaborative ranking for making 
recommendations. Different to conventional MF models, their approach learns 
features associated with the users and the items for the ranking task with Normalized 
Discounted Cumulative Gain (NDCG) as ranking metric for optimisation.  
Instead of explicit feedback, Yifan et al. (Hu, Koren, & Volinsky, 2008) 
proposed a factor model especially designed for implicit feedback. They transformed 
the implicit user observations into two paired magnitudes: preferences and 
confidence levels. A weighted ALS optimisation process is used in the model. A Java 
implementation of the model is provided by Myrrix2. 
Some of the most successful realizations of latent factor models are based on 
MF (Koren et al., 2009). The data for the user- item matrix can come from explicit 
feedback or implicit feedback. MF models mostly (Koren, 2008; Koren et al., 2009) 
models directly the observed ratings, while avoids overfitting through a regularized 
model. In order to regularize the learned parameters in the model, two approaches are 
used: Stochastic Gradient Descent (SGD) and Alternating Least Squares (ALS). 
Pan et al. (Pan, Liu, Xiang, & Yang, 2011) proposed that Matrix Factorization 
can be applied in binary user behaviour data after generating negative samples from 
missing values randomly.  After incorporating random negative samples, the  Matrix  
                                                 
 
1 Collaborative filtering with GraphChi, http://bickson.blogspot.com.au/2012/12/collaborative-
filtering-with-graphchi.html  
2 Myrrix recommender, https://github.com/myrrix/myrrix-recommender  
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Factorization  approach  also  achieved  good performances in the track 2 of  KDD 
cup contest  2011 (Lai et al., 2012).  
Paterek (Paterek, 2007) proposed NSVD model which predicts with the 
combination of regularized singular value decomposition of data with missing 
values, K-means, post-processing SVD with KNN and the following methods: 
addition of biases to the regularized SVD, post-processing SVD with kernel ridge 
regression. Experimental results showed that combining the proposed predictors with 
linear regression leads to a significantly better prediction than using pure regularized 
SVD. 
Koren proposed a model called asymmetric-SVD (Koren, 2008), which 
considers user factors vector from the aspects of the items that the user used, which 
achieves explainability like neighbourhood models. The asymmetric-SVD model 
doesn’t employ any level of abstraction on the user side. Implicit feedback is also 
efficiently integrated. Prediction quality of Asymmetric-SVD is actually slightly 
better than SVD. The improvement is likely thankful to the consideration of implicit 
feedback. 
More accurate results than asymmetric-SVD was achieved by SVD++ (Koren, 
2008) by taking the implicit feedback integration directly into the SVD model. 
SVD++ is a model proposed by Koren Yehuda which merges the MF-based latent 
factor models and neighbourhood models for more accurate item rating predictions. 
This model extends the SVD model to exploit both explicit and implicit feedback by 
the users. They found that neighbourhood models are most effective at detecting very 
localized relationships and unable to capture the totality of weak signals 
encompassed in all of a user’s ratings. Latent factor models are generally effective at 
estimating overall structure that relates simultaneously to most or all items and poor 
at detecting strong associations among a small set of closely related items, precisely 
where neighbourhood models do best. An efficient SVD++ implementation is 
included by SVDFeature3 framework (T. Chen et al., 2012). 
However, SVD++ does not offer the benefits of asymmetric-SVD like having 
less parameters, conveniently handling new users and readily explainable results. 
This is because SVD++ does abstract each user with a factors vector. Model 
                                                 
 
3 SVDFeature, http://svdfeature.apexlab.org/wiki/Main_Page  
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parameters are determined by minimizing the associated regularized squared error 
function through gradient descent. 
Some MF models incorporate additional information (e.g., content information, 
temporal information) beyond user- item matrix to improve recommendation quality.  
One example is the previously mentioned Gravity Recommendation Systems (Takacs 
et al., 2007; Takács et al., 2007), which incorporates the titles and release dates of 
movies. Another prominent example is Yehuda Koren’s timeSVD++ model 
(Koenigstein, Dror, & Koren, 2011; Koren, 2009). TimeSVD++ is designed with the 
feature of tracking users’ drifting preferences based on basic SVD model for rating 
prediction task. In this time-ware factor model, the baseline predictors are added with 
time changing rating biases from both user and item sides. To reflect the temporal 
effect in the user preferences and thus the interaction between users and items, user 
component matrix (or user factors) is also modelled as a function of time. The model 
uses a linear function of mimic the deviation of ratings over time. This may be due to 
complexity reasons. These time changing portions of ratings are treated and 
addressed as gradual concept drifts. To further utilize the sudden drifts occurred 
within a single day or session, a single parameter per user and day is employed to 
absorb the day-specific variability. The timeSVD++ model has proven to be more 
accurate than static SVD models on Netflix datasets for rating prediction. 
A similar approach is proposed by Liang (Xiang & Yang, 2009). Based on the 
RSVD model, Liang uses the temporal effects of global (average) interests, user bias 
shifting, temporal effects of item popularity and user interest shifting. His model was 
named as TimeSVD (or TRSVD). 
B) Tensor Factorization Models 
Marinho et al. (Marinho et al., 2012) introduce a wide variety of recent 
approaches, from the most basic to the state-of-the-art, for providing 
recommendations in social tagging systems. The focus is on tag recommendations 
and tag-aware recommendations, which are the prevalent recommendation tasks in 
the literature and real-world Social Tagging Systems (STS). Symeonidis et al. 
(Symeonidis et al., 2010) developed a unified framework to provide three types of 
recommendations in STS, i.e., 1) tags to users, 2) items to users, 3) users with 
common social interest, based on common tags on similar items. They use a third-
order tensor to model the relations between the three types of entities in STS: users, 
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items, and tags, on which multiway latent semantic analysis and dimensionality 
reduction are conducted using HOSVD. HOSVD is used to reveal the latent 
associations between the entities.  
Regarding optimisation, existing HOSVD methods (De Lathauwer, De Moor, 
& Vandewalle, 2000a) require a dense tensor 𝒜 and therefore ignore the sparsity of 
the input data. Treating 𝒜 as a dense tensor with missing entries being assumed to be 
0, would introduce a bias against unobserved ratings. The model of Regularized TF 
introduced by Multiverse Recommendations (Karatzoglou et al., 2010) avoids these 
issues by optimizing only the observed values in the rating tensor. Also note that, in 
contrast to standard SVD and HOSVD methods, in CF there is no need for imposing 
orthogonality constrains on the factors. Targeting on the top-N context-aware 
recommendation for implicit feedback scenarios, TFMAP (Shi et al., 2012) directly 
maximizes Mean Average Precision using tensor factorization with the aim of 
creating an optimally ranked list of items for individual users under a given context. 
In order to increase the model’s scalability, a fast learning algorithm was proposed 
based on properties of average precision to improve the learning efficiency of 
TFMAP. 
Rendle et al. (Rendle, Balby Marinho, et al., 2009) proposed a different 
approach for creating the initial tensor which expresses user- item-tag associations. 
Instead of using the 0/1 interpretation scheme, they use so-called Post-Based 
Ranking Interpretation (PBRI). From the semantic point of view, it distinguishes 
three different cases and makes difference between not observed relationships and 
negative associations. The constraint requires only the smaller values for the negative 
cases and it does not have to be set to 0 weights. The not observed values are not 
considered during the training. However, this approach has to be optimized to satisfy 
as many rankings as possible. 
For the sparsity and noise problem, Symeonidis et al. (Symeonidis et al., 2010) 
used kernel-SVD to replace the SVD procedure within the HOSVD algorithm, in 
order to alleviate the sparsity problem in the user- item-tag tensor models. They 
reported significant improvements by HOSVD with kernel-SVD compared to the 
original HOSVD.  
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One other approach to the sparsity problem in STS is tag clustering. In the 
related field, methods for revealing topics through clustering tags are presented. 
Examples include: Gemmell, et al. (Gemmell, Shepitsen, Mobasher, & Burke, 2008), 
Lu et al. (C. Lu, Hu, & Park, 2011), Shepitsen et al. (Shepitsen et al., 2008). 
Rafailidis and Daras (Rafailidis & Daras, 2013) applies tag clustering to reveal topics 
and to identify the taste of users in topics. They transform tags to tag clusters in order 
to handle sparsity problem and further improve recommendation accuracy. Leginus 
and Zemaitis (Leginus & Zemaitis, 2011) propose to reduce tag space by exploiting 
clustering techniques so that execution time is improved and memory requirements 
are decreased while preserving the quality of the recommendations. Also, they 
propose to incorporate the personal prior knowledge to increase the precision of 
tensor based recommenders, and take advantage of Non-negative Tensor 
Factorization (NTF) to get rid of negative values from the factorized tensor that are 
difficult to interpret.  
Also, to deal with the sparsity problem and tag noises, tag propagation is used 
as an approach in this scenario (Rafailidis, Axenopoulos, Etzold, Manolopoulou, & 
Daras, 2014; Rafailidis & Daras, 2013). The content information is exploited to 
propagate tags between conceptually similar items based on a relevance feedback 
mechanism, in order to solve sparsity and “cold start” problems. Tag propagation 
exploits content based on a relevance feedback mechanism, in order to perform tag 
propagation between similar items only if they belong to the same concept. 
For the new users/items issue, the direct naïve solution would be to recompute 
the approximated tensor. However, it is possible to avoid expensive recomputation 
by some incremental solutions. There are mainly two techniques are recommended 
for integrating new users or items into the TF based recommendation (Symeonidis et 
al., 2010): for the small amount of new data, folding- in technique (Furnas et al., 1988; 
B. Sarwar, G. Karypis, J. Konstan, & J. Riedl, 2002) is recommended, which is 
derived from MF updating solutions; for the larger updates, Incremental SVD 
technique (Brand, 2002) is recommended. Zhang et al. (Miao Zhang, Ding, & Liao, 
2011) devised folding- in algorithms for three tensor decomposition models, i.e., 
Tucker Decomposition (Tucker), Parallel Factor Decomposition (PARAFAC) and 
Low-order Tensor Decomposition (LOTD) (Cai, Zhang, Luo, Ding, & Chakravarthy, 
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2011), in the area of tag recommendation. These works mainly focus on updating the 
tensor decomposition models with new information. 
In terms of the efficiency problem, a tensor factorization model called Ranking 
with Tensor Factorization (RTF) was proposed, which handles both missing values 
and learns from pairwise ranking constraints. RTF focused on learning the best 
ranking instead of optimizing for minimal element-wise error like in other tensor 
factorization algorithms, e.g., HOSVD (Rendle, Balby Marinho, et al., 2009). The 
optimization is done only with observed data. The prediction runtime of RTF is 
independent of the number of observations and only depends on the factorization 
dimensions. In order to reduce the computation cost, Zou et al. (Zou, Li, Tan, & 
Chen, 2015) proposed a parallel tensor factorization algorithm GPUTENSOR. 
GPUTENSOR performs tensor-related operations in parallel by partitioning tensors 
into small blocks and exploiting inherent parallelism and high memory bandwidth of 
Graphics Processing Units (GPU). They also address the contextual information’s 
dynamic changes through an incremental updating method by adaptively updating 
the previously modelled factorization components with new changes instead of 
recomputation based on whole dataset. 
The drawback of using full TD is that the model equation is cubic in the 
factorization dimension. Rendle and Schmidt-Thieme (Rendle & Schmidt-Thieme, 
2010) proposed a factorization model called Pairwise Interaction Tensor 
Factorization (PITF) which is a special case of the TD model with linear runtime 
both for learning and prediction. PITF explicitly models the pairwise interactions 
between users, items and tags. The model is learned with an adaption of the Bayesian 
personalized ranking (BPR) criterion (Rendle, Freudenthaler, Gantner, & Schmidt-
Thieme, 2009) which originally has been introduced for item recommendation. The 
advantage of this model is that the complexity of the model equation is linear in the 
number of factorization dimensions which makes it feasible for high dimensions. 
Some researchers also tried to deal with the temporal dynamics in TF models. 
Xiong et al. (Xiong, Chen, Huang, Schneider, & Carbonell, 2010) proposed a factor-
based algorithm which introduces additional factors for time, and formalize the 
temporal dynamics problem as a tensor factorization with a special constraint on the 
time dimension. Their model is named as Bayesian Probabilistic Tensor 
Factorization (BPTF). It is able to avoid tuning parameters and achieve automatic 
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model complexity control, and to be capable of analysing large-scale data sets. In 
addition to the factors that are used to characterize entities, they introduce another set  
of latent features for each different time period. Intuitively, these additional factors 
represent the population-level preference of latent features at each particular time, so 
that they are able to capture concepts like “high-heeled shoes lost their popularity 
this fall" or “orders of golf shoes tend to arrive late". The Multiverse 
Recommendation model proposed by Karatzoglou et al. (Karatzoglou et al., 2010) 
utilizes Tucker Decomposition for rating prediction task with the User-Item-Context 
N-dimensional tensor data. Time is used as an example of context in their method. 
Mean Absolute Error (MAE) is used for evaluation. 
(3) Other Collaborative Filtering Models 
Billsus and Pazzani (Billsus & Pazzani, 1998) proposed a method in which 
they first conduct feature extraction through SVD of the initial user rating matrix. 
Next, they used the reduced matrix to train a neural network, and used the neural 
network to make predictions. They claimed that with their framework for removing 
the problem with missing data in the initial data set, virtually any supervised learning 
algorithm from the machine learning field can be applied instead of neural networks. 
Lee et al. (M. Lee, Choi, & Woo, 2002) propose a new recommender system 
which combines collaborative filtering with Self-Organizing Map (SOM) neural 
network. In this approach, the users are segmented by demographic information first 
and then further clustered within the segments according to the preference of movie 
genres using SOM. According to their experimental results, their system improves 
the computation efficiency and recommendation performance of the traditional CF 
techniques. 
A restricted Boltzmann machine (RBM) is a generative stochastic artificial 
neural network that can learn a probability distribution over its set of inputs. In recent 
years, RBM has been used in recommender systems, especially in ensemble models 
(Bell, Koren, & Volinsky, 2007; Jahrer, Töscher, & Legenstein, 2010; Salakhutdinov, 
Mnih, & Hinton, 2007). Salakhutdinov et al. (Salakhutdinov et al., 2007) proposed to 
use RBM to model users’ movie rating data, Netflix dataset. They linearly combine 
the predictions of several RBM models and SVD models. The experimental results 
showed an error rate that’s 6% better than the score of Netflix’s own system. Jahrer 
et al. (Jahrer et al., 2010) analysed the application of ensemble learning to 
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recommender systems on the Netflix Prize dataset, where SVD, Neighbourhood-
based Approaches, RBM, Asymmetric Factor Model and Global Effects are used. 
The linear combination of the above models showed higher accuracy than s ingle CF 
algorithms. Various blending methods have been discussed in this work, including 
Linear Regression, Binned Linear Regression, etc. 
2.2.3 Hybrid CF models 
An Neighbourhood-based CF fusion method is proposed by Wang et al. (Wang, 
De Vries, & Reinders, 2006). In their approach, the final rating is estimated by fusing 
predictions from three sources: predictions based on ratings of the same item by 
other users, predictions based on different item ratings made by the same user, and, 
third, ratings predicted based on data from other but similar users rating other but 
similar items. This approach does not consider additional dimensions except users 
and items. 
Additional metadata can be used to improve search mechanisms, better 
structure the data for browsing or provide personalized recommendations fitting the 
users’ interests. Tags are not only associated to the items but also to the users. 
Although attributes and tags are both metadata and could act as additional 
background knowledge to improve RS algorithms, they should be handled differently. 
In light of this, Tso-Sutter (Tso-Sutter et al., 2008) proposed a tag-aware CF fusion 
approach, in which they integrate tags in recommender systems by first extending the 
user-item matrix and then applying an algorithm that fuses two popular 
neighbourhood-based CF algorithms such that the correlations between users, items 
and tags can be captured simultaneously.  
Lee and Olafsson (J.-S. Lee & Olafsson, 2009) observes that user-based and 
item-based CF methods have a similar prediction procedure but use different styles 
(vertical or horizontal directional information in user-item matrix) of information. 
They stated that if the data set is dense enough, the amount of information that CF 
utilizes for prediction is the same in the cases of both user-based and item-based CF. 
Thereby they present a CF fusion approach similar with the aforementioned CF 
fusion, while their weighted averaging of the recommendations by user-based CF 
and item-based CF relies on the information amount used by the two single 
neighbourhood-based CF approaches. In particular, to decide fair weights the four 
cases, equivalent case, user-winning case, item-winning case, and prediction-
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impossible case are categorized by measuring the amount of information which each 
CF utilizes, or the degree of the reliability of a prediction model. 
Schclar et al. (Schclar, Tsikinovsky, Rokach, Meisels, & Antwarg, 2009) 
proposed a modified version of the AdaBoost.RT ensemble regressor (AdaBoost 
(Freund & Schapire, 1996) variant designed for regression tasks) was shown to 
improve the RMSE measure of a neighbourhood matrix factorization model. The 
authors demonstrate that adding more regressors to the ensemble reduces the RMSE 
(the best results were achieved with 10 models in the ensemble).  
Bar et al. (Bar, Rokach, Shani, Shapira, & Schclar, 2013) presented an 
adaptation of several popular ensemble techniques in machine learning for the 
collaborative filtering domain, including bagging, boosting, fusion and randomness 
injection. They evaluated the proposed approach on several types of collaborative 
filtering base models: k-NN, matrix factorization and a neighbourhood matrix 
factorization model. Empirical evaluation shows a prediction improvement compared 
to all base CF algorithms. 
The framework presented by Wu (M. Wu, 2007) describes three matrix 
factorization techniques, different in their parameters and constraints solving the 
matrix formation optimization problem. The best results (minimum RMSE – root 
mean square error) were achieved by an ensemble model which was constructed as a 
simple average of the three matrix factorization models.  
A heterogeneous ensemble model which blends five state-of-the-art CF 
methods was proposed by Jahrer (Jahrer et al., 2010). The hybrid model was superior 
to each of the base models. The parameters of the base methods were chosen 
manually. 
In the solution for the Netflix prize challenge, Bell and Koren (Bell & Koren, 
2007) found best results came from combining predictions of models that 
complemented each other. They also found that the two main tools for collaborative 
filtering – neighbourhood models and latent factor models – address quite different 
levels of structure in the data. Neighbourhood models (k-NN) which is the most 
common form of collaborative filtering are most effective at detecting very localized 
relationships. Latent factor models comprise an alternative approach with more 
holistic goal to uncover latent features that explain the observed ratings. Zhao and 
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Xiao (Zhao & Xiao, 2015) proposed two models based on MF which incorporates 
item categories and user neighbours. Wu et al. (L. Wu et al., 2012) proposed a novel 
unified two-stage recommendation framework called Neighbourhood-aware 
Probabilistic Matrix Factorization (NHPMF). In this framework they first use the 
social tagging data to form the neighbourhoods of users and of items, then add 
unique Gaussian distributions on each user’s (item’s) latent feature vector in the 
matrix factorization to ensure similar users (items) have similar latent features. 
Experimental studies demonstrated that their approach outperformed state-of-the-art 
methods such as SVD++ (Koren, 2008). Li et al. (Li, Xu, & Cao, 2015) proposed a 
two-level matrix factorization (TLMF) model for recommender systems. In this 
model, item semantic relations/similarities are computed through a weighted textual 
matrix factorization (WTMF) approach and integrated into matrix factorization for 
recommendation. Their experiments demonstrated the effectiveness of their model in 
both accuracy and cold-start situation. Finally, with respect to the Quality-of-Service 
(QoS) prediction for web services, several research has been conducted which 
combines local neighbourhood and matrix factorization (Lo, Yin, Li, & Wu, 2015; 
Zheng, Ma, Lyu, & King, 2013). Lo et al. (Lo et al., 2015) proposed a Local 
Neighbourhood Matrix Factorization (LoNMF). They employed a two- level selection 
mechanism that identify highly relevant local neighbours for target user. And then, 
the geographical information are integrated to build up an extended matrix 
factorization approach for personalized QoS prediction. 
2.2.4 Evaluation of Recommender Systems 
A number of papers have discussed the evaluation methods and experiments of 
recommender systems. Herlocker et al. (Herlocker, Konstan, Terveen, & Riedl, 
2004) listed a number of user tasks for recommender systems, and gives an overview 
of the factors that have been considered in evaluations as well as introduced new 
factors that they believe should be considered in evaluation. They elaborate the 
metrics that have been used in evaluating the accuracy of collaborative filtering 
predictions and recommendations, and the metrics that evaluate dimensions other 
than accuracy. Shani and Gunawardana (Shani & Gunawardana, 2011) focused on 
comparative studies, where a few algorithms are compared using some evaluation 
metric, rather than absolute benchmarking of algorithms. They discuss the 
appropriate use of three types of experiments: offline experiments by datasets, user 
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studies by small user subject group, and large scale online experiments by real user 
populations. They also review a large set of properties and the evaluation metrics 
related. Su and Khoshgoftaar (Su & Khoshgoftaar, 2009) discussed the commonly-
used CF metrics: MAE, NMAE, RMSE, and ROC sensitivity evaluation metrics. 
(1) Experimental Settings  
Shani and Gunawardana (Shani & Gunawardana, 2011) reviewed the process 
of evaluating a recommendation system. They discuss three different types of 
experiments: offline, user studies and online experiments, among which offline 
experiments by datasets is the easiest to conduct and online experiments is a more 
difficult approach to implement. 
Much of the work in algorithm evaluation has focused on off- line analysis of 
predictive accuracy (Herlocker et al., 2004). In such an evaluation, the algorithm is 
used to predict certain withheld values from a dataset. When the dataset includes 
timestamps, it is even possible to “replay” a series of ratings and recomme ndations 
offline. Offline experiments are attractive because they require no interaction with 
real users, and thus allow us to compare a wide range of candidate algorithms at a 
low cost (Shani & Gunawardana, 2011). However, there are some weaknesses for 
office evaluation (Herlocker et al., 2004). For example, most datasets are inherently 
sparse which limits the set of items available for evaluation. Also, they are limited to 
objective evaluation of prediction results.  
(2) Recommendation System Properties 
Recommendation systems have a variety of properties that may affect user 
experience, such as accuracy, robustness, scalability, and so forth. In many cases a 
system designer that wishes to employ a recommendation system must choose 
between a set of candidate approaches. A first step towards selecting an appropriate 
algorithm is to decide which properties of the application to focus upon when making 
this choice (Herlocker et al., 2004; Shani & Gunawardana, 2011). 
 User Preference. A simple and straightforward solution for selecting a superior 
recommender system out of a number of candidate algorithms, is to run a user 
study and ask the participants to choose the best one (Hijikata, Shimizu, & 
Nishida, 2009). 
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 Prediction Accuracy. Prediction accuracy is typically independent of the user 
interface, and can thus be measured in an offline experiment.  Researchers usually 
categorize the evaluation metrics into Error metrics (including MSE, RMSE, 
MAE) for rating prediction tasks and Classification accuracy metrics (precision, 
recall, F-measure, Receiver Operating Characteristic (ROC)) for top-N 
recommendation tasks (Cremonesi, Turrin, Lentini, & Matteucci, 2008; 
Herlocker et al., 2004; Shani & Gunawardana, 2011).  
 Coverage. Some algorithms may provide recommendations with high quality, but 
only for a small portion of the items where they have huge amounts of data. The 
term coverage can refer to the proportion of items that the recommendation 
system can recommend, or the proportion of users or user interactions for which 
the system can recommend items (Shani & Gunawardana, 2011). 
 Confidence. Confidence in the recommendation can be defined as the system’s 
trust in its recommendations or predictions (Herlocker, Konstan, & Riedl, 2000; 
Sinha & Swearingen, 2001). 
 Trust. Trust refers to the user’s trust in the system recommendation.  
 Novelty. Novel recommendations are recommendations for items that the user 
did not know about (Konstan et al., 2006). 
 Serendipity. Serendipity is a measure of how surprising the  successful 
recommendations are. One can think of serendipity as the amount of relevant 
information that is new to the user in a recommendation. 
 Diversity. Diversity is generally defined as the opposite of similarity. In some 
cases suggesting a set of similar items may not be as useful for the user, because 
it may take longer to explore the range of items (Shani & Gunawardana, 2011). 
 Utility. Many e-commerce websites employ a recommendation system in order to 
improve their revenue by, e.g., enhancing cross-sell. In such cases the 
recommendation engine can be judged by the revenue that it generates for the 
website (Shani & Gunawardana, 2011). 
 Risk. In some cases a recommendation may be associated with a potential risk. 
For example, when recommending stocks for purchase, users may wish to be 
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risk-averse, preferring stocks that have a lower expected growth, but also a lower 
risk of collapsing. 
 Adaptivity. Real recommendation systems may operate in a setting where the 
item collection changes rapidly, or where trends in interest over items may shift 
(Shani & Gunawardana, 2011). A typical example is the recommendation of 
news in online websites. One type of adaptation can be evaluated offline by 
analysing the amount of information needed before an item is recommended.  
Another type of adaptivity is the rate by which the system adapts to a user’s 
personal preferences (Mahmood & Ricci, 2007), or to changes in user profile 
(Koychev & Schwab, 2000). 
2.3 DIMENSIONALITY REDUCTION TECHNIQUES  
2.3.1 Matrix Factorization 
In this section, we review some most common matrix decomposition theorems. 
For more details about them as well as other matrix factorization techniques, readers 
can refer to a variety of linear algebra and data mining books (Kuttler, 2012; 
Skillicorn, 2007; Steward, 1998). 
(1) Eigenvalue Decomposition (EVD) 
Specially for a square matrix ℳ, an Eigen decomposition which constitutes of 
eigenvectors and eigenvalues. Even though the Eigen decomposition does not exist 
for all square matrices, it has a particularly simple expression for a class of matrices 
often used in multivariate analysis such as correlation, covariance, or cross-product 
matrices (Abdi & Williams, 2010a). It is also referred to as spectral theory (Kuttler, 
2012).  
Eigenvector (Kuttler, 2012): For a square matrix ℳ ∈ ℂ𝑛×𝑛 , an eigenvector is 
a nonzero vector that satisfies the equation 
 ℳ𝑣 = 𝜆𝑣   (2.5) 
where 𝜆 is a scalar called an eigenvalue, and 𝑣  is the eigenvector. Note 0 can be an 
eigenvalue. Eigenvalues and eigenvectors are also known as, respectively, 
characteristic roots and characteristic vectors, or latent roots and latent vectors 
(Kuttler, 2012). 
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The eigenvalues and eigenvectors can be computed by treating a matrix as a system 
of linear equations and solving for the values of the variables that make up the 
components of the eigenvectors, i.e., (𝜆𝐼 − ℳ)𝑣 = 0. Traditionally, we put together 
the set of eigenvectors of ℳ  in a matrix denoted 𝒰 . Each column of 𝒰  is an 
eigenvector of ℳ . The eigenvalues are stored in a diagonal matrix (denoted 𝛬), 
where the diagonal elements give the eigenvalues, and all other values are zeroes 
(Salkind, 2006). Equation (2.5) can be developed as 
 ℳ𝒰 = 𝒰Λ  (2.6) 
The Equation (2.6) can be rewritten as ℳ = 𝒰Λ𝒰−1 , which shows a 
reconstitution of the matrix ℳ. 
(2) Singular Value Decomposition (SVD) 
A) The Definition of Singular Value Decomposition  
Singular Value Decomposition (SVD) can be seen as a generalization of Eigen 
decomposition to rectangular matrices. SVD is a very useful matrix reduction 
technique from linear algebra for data mining tasks (Skillicorn, 2007). It can be 
looked at from three mutually compatible points of view (Baker, 2005). On the one 
hand, we can see it as a method for transforming correlated variables into a set of 
uncorrelated ones that better expose the various relationships among the original data 
items. At the same time, SVD is a method for identifying and ordering the 
dimensions along which data points exhibit the most variation. This ties in to the 
third way of viewing SVD, which is that once we have identified where the most 
variation is, it’s possible to find the best approximation of the original data points 
using fewer dimensions. 
Full SVD (Klema & Laub, 1980): If matrix ℳ ∈ ℝ𝑚×𝑛 , then there exist 
orthogonal matrices 𝒰 = (𝑢1, ⋯ , 𝑢𝑚) ∈  ℝ
𝑚×𝑚 , 𝒱 = (𝑣1, ⋯ , 𝑣𝑛)  ∈ ℝ
𝑛×𝑛  and 
diagonal matrix 𝛴 = 𝑑𝑖𝑎𝑔(𝜎1, ⋯ , 𝜎𝑝)  ∈ ℝ
𝑚×𝑛  where 𝑝 = 𝑚𝑖𝑛 (𝑚, 𝑛), such that, 
 ℳ𝑚×𝑛 = 𝒰𝑚×𝑚Σ𝑚×𝑛(𝒱𝑛×𝑛)
𝑇   (2.7) 
Another way of viewing the SVD is that it gives a sequence of low-rank 
approximations to a data matrix ℳ. These approximations become accurate as the 
rank of the approximation approaches the “true” dimension of the data. The product 
𝒰𝛴𝒱𝑇  can be reformulated as a sum of outer products: 
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Outer product form of SVD (Andrilli & Hecker, 2003; Berry et al., 1995): 
We can express the SVD as a sum of outer products of corresponding left and right 
singular vectors: 
 ℳ𝑚×𝑛 = 𝒰𝑚×𝑚Σ𝑚×𝑛(𝒱𝑛×𝑛)
𝑇 = (𝑢1,⋯𝑢𝑚)(
𝜎1 ⋯
⋮ ⋱ ⋮
⋯ 𝜎𝑝
) (
𝑣1
𝑇
⋮
𝑣𝑛
𝑇
) =
∑ 𝜎𝑖𝑢𝑖𝑣𝑖
𝑇𝑝
𝑖=1    (2.8) 
Truncated SVD (Baker, 2005): Through reordering the singular values in 𝛴 in 
descending order and the corresponding left and right singular vectors in 𝒰 and 𝒱, 
we have made the linearly independent components with the order from important to 
trivial, i.e., 𝜎1 > ⋯ > 𝜎𝑝 . By keeping the largest 𝑘  components and removing the 
rest where 1 ≤ 𝑘 ≤ 𝑝, we obtain the rank-𝑘 approximation matrix from the truncated 
SVD: 
 ℳ̂𝑚×𝑛 = 𝒰𝑚×𝑘Σ𝑘×𝑘(𝒱𝑛×𝑘)
𝑇  (2.9) 
Principal Component Analysis (PCA) (Skillicorn, 2007): PCA is a statistical 
procedure that uses an orthogonal transformation to convert a set of observations of 
possibly correlated variables into a set of values of linearly uncorrelated variables 
called principal components (Harris, 2001). PCA is closely related to SVD, although 
there is considerable disagreement about the differences between PCA and SVD. 
Some authors consider them to be identical, others to differ in normalization 
strategies, and still others consider them to be completely distinct (Skillicorn, 2007). 
Most versions of principal component analysis find the eigenvectors and 
eigenvectors of either the matrix ℳℳ𝑇 , which describes the correlation among the 
objects, or the matrix ℳ𝑇ℳ, which describes the correlation among the attributes 
(Skillicorn, 2007). 
The PCA method is mostly used as a tool in exploratory data analysis and for 
making predictive models. PCA can be done by eigen decomposition of a data 
covariance (or correlation) matrix or singular value decomposition of a data matrix, 
usually after mean centering (and normalizing or using Z-scores) the data matrix for 
each attribute (Abdi & Williams, 2010b). 
B) The Applications of Singular Value Decomposition  
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 Noise reduction. Most signals can be represented as a matrix. Lower 
singular values correspond to less significant data in the signal. This can be 
applied to sounds, images and other signal forms for noise reduction or 
purpose. 
 Data compression. SVD is also often used in data compression especially in 
the image processing field (Prasantha, Shashidhara, & Balasubramanya 
Murthy, 2007; Ranade, Mahabalarao, & Kale, 2007). 
 Information retrieval – Latent Semantic Indexing (LSI) / Latent Semantic 
Analysis (LSA) (Deerwester et al., 1990; Landauer, Foltz, & Laham, 1998; 
Landauer, McNamara, Dennis, & Kintsch, 2013; Schneider, 2012). SVD is 
known as  Latent Semantic Indexing in its application in information 
retrieval (Berry et al., 1995; Deerwester et al., 1990).  In any large 
information repository, one of the critical problems is finding documents 
about a particular topic (Skillicorn, 2007). One approach to this information 
retrieval problem is to model each document as a vector, with one entry for 
each possible word. The entire repository is then modelled by a matrix with 
one row for each document, and one column for each word. The 
fundamental problem in information retrieval is: given some search terms, 
retrieve all of the documents that contain those search terms or, perhaps 
more usefully, return documents whose content is semantically related to 
the search terms (Skillicorn, 2007). SVD can be used to benefit this process 
with diminishing the redundancy in the data, relating synonyms, dealing 
with polysemy, etc. also, although the document-word matrices are usually 
extremely sparse, LSI is able to discover and measure the similarity 
between documents that do not share even a single word, and similarities 
between words that never co-occur in a single document (Skillicorn, 2007). 
(3) LU Decomposition 
Solution to the linear system equation 𝒜𝑥 =  𝑏 is the basic problem in linear 
algebra (Steward, 1998). Theoretically when 𝒜 is a non-singular square matrix there 
exists a unique solution 𝑥 =  𝒜−1𝑏, however the inverse of a matrix is typically not 
easy to compute. So we hope to transform 𝒜 to some triangular systems which are 
much easier to solve by forward or backward substitution, this process is referred to 
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as Gaussian elimination (Wilkinson, Wilkinson, & Wilkinson, 1965). This process 
can be summarized in matrix form as LU decomposition and a series of evolutions 
when matrix 𝒜 has extra properties.  
Formally, LU decomposition is a procedure for decomposing a square matrix 
ℳ into a product of a lower triangular matrix ℒ and an upper triangular matrix 𝒰, 
i.e., 
 ℳ = ℒ𝒰  (2.10) 
The LU decomposition can be viewed as the matrix form of Gaussian 
Elimination (Wilkinson et al., 1965). Computers usually solve square systems of 
linear equations using the LU decomposition, and it is also a key step when inverting 
a matrix, or computing the determinant of a matrix. LU decomposition of a matrix is 
not unique. 
(4) QR Decomposition 
QR decomposition is often used to solve the linear least squares problem. The 
QR decomposition is valid for rectangular matrices as well square ones. The QR 
decomposition is equal to the Gram-Schmidt procedure (Kuttler, 2012) applied to the 
columns of the matrix, with the result expressed in matrix form. 
Let ℳ ∈ ℝ𝑚×𝑛, there exists an orthogonal matrix 𝒬  and an upper triangular 
matrix ℛ, such that ℳ can be reduced to triangular form by 𝒬 (Steward, 1998): 
 𝒬𝑇ℳ = (ℛ
0
) (2.11) 
That is, 
 ℳ = 𝒬ℛ   (2.12) 
 
When ℳ is full column rank, it is invertible and nonsingular. In this case, the 
QR decomposition is unique. 𝒬 ∈ ℝ𝑚×𝑛  and 𝒬𝑇𝒬 = 𝐼𝑛 ; ℛ ∈ ℝ
𝑛×𝑛 and ℛ is an upper 
triangular matrix (El Ghaoui, 2014). 
When the columns of ℳ are not independent, 𝒬 ∈ ℝ𝑚×𝑟  and 𝑟 = 𝑅𝑎𝑛𝑘(ℳ), 
and ℛ has an upper staircase form (El Ghaoui, 2014). 
2.3.2 Tensor Factorization 
(1) Multi-way Data Analysis 
In practice, two-way arrays or matrices are usually not enough to represent all 
the relations and information inherent in real-world data. Two-way data analysis 
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techniques conducted on matrices may fail to reveal the underlying data structures in 
multimodal datasets. Multi-way data analysis, which is the extension of two-way 
data analysis to higher-order datasets, is often used for extracting hidden structures 
and capturing underlying correlations between variables in a multi-way array (Acar 
& Yener, 2009a). For example, in a context-aware system (Baldauf, Dustdar, & 
Rosenberg, 2007; Hong, Suh, & Kim, 2009) on mobile devices which advises users 
on choosing nearby restaurants for lunch, the correlations between users and their 
choices on restaurants may not be wholly represented by a 2-dimensional user-
restaurant matrix; the system should be able to collect environmental context (e.g., 
time, locations, price) that have influences in users’ decisions and to adapt the 
system’s advices to these contextual information. 
(2) Multi-way Arrays 
Multi-way arrays, or tensors, are higher-order generalizations of vectors and 
matrices. Higher-order arrays are represented as 𝒳 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁 , where the order 
of 𝒳 is 𝑁 (𝑁 > 2). A vector and a matrix are arrays of orders 1 and 2, respectively. 
Higher-order arrays have a different terminology compared to two-way data sets. 
Each dimension of a multi-way array is called a mode or way, and the number of 
variables in each mode is used to indicate the dimensionality of a mode (Acar & 
Yener, 2009a). A multi-way array 𝒳 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁  is called a 𝑁-way array or 𝑁th-
order tensor. A special case is when 𝑁 = 3, the third-order tensor 𝒳 ∈ ℝ𝐼1×𝐼2×𝐼3  is 
shown in the following figure. 
 
Figure 2.1. A third-order tensor 𝒳 ∈ ℝ𝐼1×𝐼2×𝐼3  
(3) Multi-way Models 
Multilinear models capture the multilinear structure of data. Multilinearity of 
the model denotes that the model is linear in each mode, and factors extracted from 
each mode are linear combinations of the variables in that mode (Acar & Yener, 
2009a). The most popular multi-way models are Tucker models, and PARAFAC 
models, which is also referred as Canonical Decomposition (CANDECOMP). Figure 
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shows the general classification of the popular multi-way model (Acar & Yener, 
2009a). In the rest of this section, we will present the most important models in the 
PARAFAC family and Tucker family.  
 
Figure 2.2. The categorization of multiway models 
(4) Tensor Factorization Preliminaries 
The n-rank (Acar & Yener, 2009a; De Lathauwer et al., 2000a; Kolda & Bader, 
2009): The rank of a tensor in the nth mode is called n-rank and it is the dimension 
of the vector space spanned by the columns of the matrix obtained by flattening the 
tensor in the nth mode (Acar & Yener, 2009a). Let 𝒳 be an 𝑁th-order tensor of size 
𝐼1 × 𝐼2 ×···× 𝐼𝑁 . Then the n-rank of 𝒳, denoted 𝑟𝑎𝑛𝑘𝑛(𝒳), is the column rank of 
𝒳(𝑛)  (Kolda & Bader, 2009). 
Tensor rank (De Lathauwer et al., 2000a; Grasedyck, Kressner, & Tobler, 
2013; Kolda & Bader, 2009): the rank of a tensor 𝒳, denoted 𝑟𝑎𝑛𝑘(𝒳), is defined as 
the smallest number of rank-one tensors that generate 𝒳  as their sum (Kolda & 
Bader, 2009). In other words, this is smallest number of components in an exact CP 
decomposition. The definition of tensor rank is an exact analogue to the definition of 
matrix rank, but the properties of matrix and tensor ranks are quite different. There is 
no straightforward algorithm to determine the rank of a specific given tensor. In 
practice, the rank of a tensor is determined numerically by fitting various rank-R CP 
models. 
Rank-One Tensors (Acar & Yener, 2009a; De Lathauwer et al., 2000a; 
Grasedyck et al., 2013; Kolda & Bader, 2009; H. Lu, Plataniotis, & 
Venetsanopoulos, 2011): an N-way tensor 𝒳 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁  is rank one if it can be 
written as the outer product of N vectors, i.e.,  
Multiway Models
PARAFAC-family
• PARAFAC
• PARAFAC2
• S-PARAFAC
• cPARAFAC
• PARALIND
Tucker-family
• Tucker3
• Tucker2
• Tucker1
• S-T3/ S-T2
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 𝒳 = 𝑎(1) ○ 𝑎(2) ○ 𝑎 ○ ⋯○ 𝑎(𝑁)   (2.13) 
The symbol “○” represents the vector outer product. Elementwise, 
 𝑥𝑖1,𝑖2,⋯,𝑖𝑁 = 𝑎𝑖1
(1)
𝑎
𝑖2
(2)
⋯ 𝑎
𝑖𝑁
(𝑁)
, for all 1 ≤ 𝑖𝑛 ≤ 𝐼𝑛  (2.14) 
Diagonal Tensors (Kolda & Bader, 2009): a tensor 𝒳 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁  is 
diagonal if 𝑥𝑖1,𝑖2 ,⋯,𝑖𝑁 ≠ 0 only if 𝑖1 = 𝑖2 = ⋯ = 𝑖𝑁. 
Matricization (De Lathauwer et al., 2000a; Grasedyck et al., 2013; Kolda & 
Bader, 2009): matricization, also known as unfolding or flattening, is the process of 
reordering the elements of an N-way array into a matrix. Usually, the mode-n 
matricization of a tensor 𝒳 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁  is denoted by 𝒳(𝑛)  where tensor element 
(𝑖1, 𝑖2,⋯ , 𝑖𝑁) maps to matrix element (𝑖𝑛, 𝑗), and 
 𝑗 = 1 + ∑ (𝑖𝑘 − 1)𝐽𝑘
𝑁
𝑘=1
𝑘≠𝑛
 with  𝐽𝑘 = ∏ 𝐼𝑚
𝑘−1
𝑚=1
𝑚≠𝑛
  (2.15) 
Tensor Multiplication: The n-Mode Product (De Lathauwer et al., 2000a; 
Kolda & Bader, 2009): 𝑛-mode product of an 𝑁th-order tensor 𝒜 ∈ ℝ𝐼1×⋯×𝐼𝑛×⋯×𝐼𝑁  
by a matrix 𝑄 ∈ ℝ𝐽×𝐼𝑛  is denoted as 𝒜 ×𝑛 𝑄 (De Lathauwer et al., 2000a), where 
1 ≤ 𝑛 ≤ 𝑁. The entries of the 𝑛-mode product are given as follows: 
 (𝒜 ×𝑛 𝑄)𝑖1,𝑖2 ,∙∙∙,𝑖𝑛−1,𝑗𝑛,𝑖𝑛+1 ,∙∙∙,𝑖𝑁 = ∑ 𝑎𝑖1 ,𝑖2,∙∙∙,𝑖𝑛−1,𝑖𝑛,𝑖𝑛+1,∙∙∙,𝑖𝑁𝑞𝑗,𝑖𝑛
𝐼𝑛
𝑖𝑛=1
  (2.16) 
(5) CANDECOMP/PARAFAC (CP) Decomposition 
CP decomposition (Kroonenberg, 2008; H. Lu, Plataniotis, & 
Venetsanopoulos, 2013) is the high-order generalization of the outer product form of 
SVD of matrices. The concept became well-known in 1970 in the form of 
CANDECOMP (canonical decomposition) by Carroll and Chang (Carroll & Chang, 
1970) and PARAFAC (parallel factors) by Harshman (Harshman, 1970). The CP 
decomposition factorizes a tensor into a sum of component rank-one tensors. For a 
general Nth-order tensor, 𝒳 ∈ ℝ𝐼1×∙∙∙×𝐼𝑁 , the CP decomposition is: 
𝒳 ≈ ⟦𝜆;𝒜(1) ,𝒜(2) , ⋯ ,𝒜(𝑁)⟧ ≡ ∑ 𝜆𝑟𝑎𝑟
(1)
○ 𝑎𝑟
(2)
○ ⋯○ 𝑎𝑟
(𝑁)𝑅
𝑟=1   (2.17) 
where 𝜆 ∈ ℝ𝑅 , 𝒜(𝑛) ∈ ℝ𝐼𝑛×𝑅  for 𝑛 = 1,⋯ ,𝑁 , and the columns of 𝒜(𝑛)  are 
normalized to length one with the weights absorbed into the vector 𝜆. 
An exact CP decomposition with 𝑅 = 𝑟𝑎𝑛𝑘(𝒳) components is called the rank 
decomposition. An interesting property of higher-order tensors is that their rank 
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decompositions are often unique, whereas matrix decompositions are not. There is no 
straightforward algorithm to determine the rank of a specific given tensor. In 
practice, the rank of a tensor is determined numerically by fitting various rank-R CP 
models. Most procedures fit multiple CP decompositions with different numbers of 
components until one is “good”. 
(6) Tucker Decomposition 
Tucker decomposition (Kroonenberg, 2008; H. Lu et al., 2013) is the high-
order generalization of the SVD decomposition of matrices. Tucker decomposition 
was first introduced by Tucker in 1963 (Tucker, 1963) and further refined in 1966 
(Tucker, 1966). The Tucker decomposition is a form of higher-order PCA (Kolda & 
Bader, 2009). It decomposes an Nth-order tensor 𝒜 into a core tensor 𝒮 multiplied 
(or transformed) by a matrix along each mode: 
 𝒜 = 𝒮 ×1 𝒰
(1) ×2 𝒰
(2) ×3 ⋯×𝑁 𝒰
(𝑁)   (2.18) 
where 𝑃𝑛 ≤ 𝐼𝑛  for 𝑛 = 1,⋯ ,𝑁 , and 𝒰
(𝑛) = [𝓊1
(𝑛)
𝓊2
(𝑛)
⋯𝓊𝑃𝑛
(𝑛)
] is an 𝐼𝑛 × 𝑃𝑛  matrix 
often assumed to have orthonormal column vectors. The following figure illustrates 
the Tucker decomposition.  
 
 
 
 
 
 
 
 
 
 
Figure 2.3. The Tucker decomposition of a third-order tensor 
In 2000, the Tucker decomposition was reintroduced by De Lathauwer et al. 
(De Lathauwer et al., 2000a) as the Higher-Order Singular Value Decomposition 
(HOSVD). HOSVD is one of three computing methods of a Tucker decomposition, 
often used as an initial method since it is not optimised in terms of giving the best fit 
as measured by the norm of the difference (Kolda & Bader, 2009). The other two are 
TUCKALS (Kapteyn, Neudecker, & Wansbeek, 1986; Kroonenberg & De Leeuw, 
= 
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1980) and a more efficient ALS algorithm called HOOI (De Lathauwer, De Moor, & 
Vandewalle, 2000b).  
For a third-order tensor 𝒜, Equation (2.18) is called a Tucker3 model. There 
are two important variations of the decomposition. One is called Tucker2 
decomposition, where one of the component matrices is the identity matrix. 
Similarly, the Tucker1 decomposition sets two of the component matrices to be the 
identity matrix. These concepts extend easily to the 𝑁-way case, i.e., we can set any 
subset of the factor matrices to the identity matrix. 
The models in PARAFAC family can be considered as constrained versions of 
less restricted multiway models, i.e., Tucker models. Similar to PARAFAC, Tucker 
is an extension of bilinear factor analysis to tensors. Compared to PARAFAC, a 
Tucker3 model is a more flexible model. This flexibility is due to the core tensor, 
which allows an interaction between a factor with any factor in the other modes.  
While the core tensor enables us to explore the underlying structure of a 
multiway data set much better than a restricted PARAFAC model, the full-core array 
structure in Tucker3 has some drawbacks. First, this property is the reason for 
rotational indeterminacy in Tucker3 models. Second, the interpretation of Tucker3 
models is much more difficult compared to PARAFAC models.  
2.4 SUMMARY AND IMPLICATIONS 
This chapter reviewed the traditional user profiling techniques and 
recommender systems. The developments of the Internet and context-aware systems 
have provided us additional information for profiling user activities and making 
recommendations. We emphasized on social tagging systems in our research, while 
other context (time, location, etc.) –aware settings can be similarly considered to a 
certain degree, since tag, time, location and other contexts can all be considered as 
information of dimensions additional to user-item transactions. The difference 
between tags and other contextual information are mostly that the tags are applied by 
users proactively and explicitly, in contrast to that most contextual information are 
collected by systems automatically without users’ awareness. 
In the solution for the Netflix prize challenge, Bell and Koren (Bell & Koren, 
2007) found best results came from combining predictions of models that 
complemented each other. The two main tools for collaborative filtering – 
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neighbourhood models and latent factor models – address different levels of structure 
in the data. Neighbourhood models (k-NN) which is the most common form of 
collaborative filtering are most effective at detecting very localized relationships.  
They are unable to capture the totality of weak signals encompassed in all of a user’s 
ratings. Latent factor models comprise an alternative approach with more holistic 
goal to uncover latent features that explain the observed ratings.  Latent factor models 
are generally effective at estimating overall structure that relates simultaneously to 
most or all items and poor at detecting strong associations among a small set of 
closely related items, precisely where neighbourhood models do best. However, the 
application of their approach is limited. First, their approach targets on rating 
prediction tasks. While in reality a more frequent recommendation task is top-N 
recommendation. This means their approach would be problematic when targeting on 
the latter task. Secondly, their approach is 2-dimensional, which means they cannot 
utilize multidimensional information in user-item interactions. The tags and other 
contextual information are useful since they provide us more details for 
understanding user-item interactions. Thirdly, in multidimensional scenario, the 
limitations of neighbourhood-based approaches and latent factor models would be 
further prominent. The naturally higher sparsity of multidimensional user-item 
transactional data compared to 2-dimensional datasets would provide more 
challenges to recommendation making.  All these problems provide us research 
problems to solve.  
The following chapters will extend the existing work through proposing 
effective approaches to make use of the special roles of tag information in user-item 
transactions. We will bring up several multidimensional profiling techniques for 
users and items in social tagging system context. By appropriately integrating 
neighbourhood-based CF and Factorization models, we will propose some more 
effective recommendation approaches in multidimensional scenario. 
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Chapter 3: Unified Profiling Approaches in 
Multidimensional Context 
In social tagging systems, the interactions between users and items are 
represented by three-dimensional user- item-tag relations. Compared to the traditional 
two-dimensional user- item relations, the three-dimensional relations in social tagging 
systems contain more information. Tags reflect users’ opinions on classification and 
content information of the items that the users’ are interested in. Also, tags are 
applied by users explicitly to items, thus tags reveal users’ preferences explicitly.  
In recent years, although many user profiling approaches have been proposed 
which make use of folksonomy information, most of them either split the three-
dimensional data relations through dimension projection, or only utilize part of the 
relations in data. However, these profiling approaches drastically lose the original 
three-dimensional user- item-tag interaction information. This motivates us to 
propose new multidimensional user profiling approaches, where we make use of not 
only the folksonomy information from social tagging systems for profiling users, but 
also the multidimensional interaction nature of the relations between users, items and 
tags. 
This chapter will discuss how to profile users in social tagging systems based 
on user-item-tag ternary relationships. 
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3.1 NOTATION  
In this subsection, the concepts and entities involved in this research are 
formally defined. These definitions will be also used in subsequent chapters. The 
following typographical conventions are used throughout this thesis: upper case 
letters are used to represent sets, upper case letters with arrows to represent vectors, 
and upper case calligraphic letters to represent matrices and tensors.  
3.1.1 Basic Data Entities 
In our research, user, item and tag are three fundamental entities of data. For 
the three basic entities, we define  𝑈, 𝐼 and 𝑇 as disjoint non-empty finite sets. We use 
set symbols in lower case with indices in the subscripts to denote individual elements 
of a set, for example, 𝑢2 denotes the second user in the user set 𝑈. We use symbols 
of individual set elements, i.e., user 𝑢𝑣 , item 𝑖𝑗 , or tag 𝑡𝑝 , in the subscripts or 
superscripts of the set symbols, as conditions imposed onto the sets to denote subsets. 
For example, 𝐼𝑢𝑣 denotes the item set in which each item was used by the 𝑣th user 
𝑢𝑣 ∈ 𝑈. 
 Users. 𝑈 = {𝑢1, 𝑢2,⋯ , 𝑢𝑣, ⋯ , 𝑢|𝑈|} contains all users in a social tagging 
system. 𝑢𝑣 denotes the 𝑣th user, 𝑢𝑣 ∈ 𝑈, 1 ≤ 𝑣 ≤ |𝑈|. 
 Items. 𝐼 = {𝑖1, 𝑖2,⋯ , 𝑖𝑗,⋯ , 𝑖|𝐼|} contains all items used by the users in 
the system. 𝑖𝑗 denotes the 𝑗th item, 𝑖𝑗 ∈ 𝐼, 1 ≤ 𝑗 ≤ |𝐼|. 
 Tags. 𝑇 = {𝑡1, 𝑡2, ⋯ , 𝑡𝑝 , ⋯ , 𝑡|𝑇|} contains all tags used by the users in 
the system. 𝑡𝑝 denotes the 𝑝th tag, 𝑡𝑝 ∈ 𝑇, 1 ≤ 𝑝 ≤ |𝑇|. 
 Tag assignments. The basic tagging behaviour, namely tag assignment, 
is defined as a 3-tuple 𝑒: 𝑈 × 𝐼 × 𝑇 ∈ {0,1}. If a user 𝑢𝑣 collected item 
𝑖𝑗 with tag 𝑡𝑝, then 𝑒𝑢𝑣 ,𝑖𝑗,𝑡𝑝 = 1, otherwise 𝑒𝑢𝑣 ,𝑖𝑗,𝑡𝑝 = 0. 
3.1.2 Algebraic Data Structures and Operations   
This subsection summarises the algebraic data structures and related operations 
used in this thesis. 
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 Vectors. Letters with arrows on top are used to represent vectors. For 
example, we define 𝐼𝑢𝑣
⃗⃗⃗⃗  ⃗  as a vector consisting of the item set 𝐼𝑢𝑣  
regarding user 𝑢𝑣. 
 Matrices and tensors. Script letters represent matrices or tensors. For 
example, we can define ℳ ∈ ℝ𝑚×𝑛  as a matrix or a second-order 
tensor. We use indices in subscripts of matrices/tensors with 
parentheses to denote elements or sub- matrices/tensors. The element 
value of a matrix ℳ with index (𝑣, 𝑗) is given by (ℳ)𝑣,𝑗.  
Tensors are the higher-order generalization of matrices. For example, 
𝒳 ∈ ℝ𝑚×𝑛×𝑝  is a third-order tensor, where 𝑚  is the number of 
dimensions for the first mode, 𝑛 the second and 𝑝 the third. The tensor 
element with 𝑣, 𝑗, 𝑝 as the indices in first, second, third mode, denoted 
as (𝑣, 𝑗, 𝑝), is associated with a value (𝒳)𝑣,𝑗,𝑝. Specially, we define a 
tensor 𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇|  which represents the taxonomy in STS. In this 
thesis, for the tensor 𝒜, the first, second and third modes are defined 
for users, items and tags respectively. A tensor element (𝑣, 𝑗, 𝑝) in 𝒜 
represents the tag assignment in which the 𝑣th user collected the 𝑗th 
item with the 𝑝 th tag. The numeral value (𝒜)𝑣,𝑗,𝑝  indicates the 
likelihood or confidence of the tagging behaviour with regard to the 
three individual entities.  
 Approximation matrices/tensors. The approximation of matrix/tensor 
𝒳, denoted by 𝒳, can be reconstructed after dimensionality reduction. 
 Vectorization. The vectorization of matrix/tensor 𝒳 is denoted as 
𝑣𝑒𝑐(𝒳). The vectorization of a matrix is a linear transformation which 
converts the matrix into a column vector. The reshape is a reverse 
operation to vectorization which converts a vector to a matrix. The 
vectorization of a tensor (Cichocki, Zdunek, Phan, & Amari, 2009; H. 
Lu et al., 2013) can be defined based on the vectorization of the matrix 
unfolding of the tensor with a specified mode. 
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 Matricization of tensor. Following the custom, the mode-n 
matricization of a tensor 𝒳 ∈ ℝ𝐼1×⋯×𝐼𝑛×⋯×𝐼𝑁  is denoted by 𝒳(𝑛) . The 
computation of this operation is given in Section 2.3.2. 
 Tensor-matrix product. The 𝑛-mode product of an 𝑁 th-order tensor 
𝒳 ∈ ℝ𝐼1×⋯×𝐼𝑛×⋯×𝐼𝑁  by a matrix 𝑄 ∈ ℝ𝐽×𝐼𝑛  is denoted as 𝒜 ×𝑛 𝑄  (De 
Lathauwer et al., 2000a), where 1 ≤ 𝑛 ≤ 𝑁. The computation of this 
operation is given in Section 2.3.2. 
3.1.3 Notations for Recommendation Models 
We adopt functional forms to define notations for the concepts in 
recommendation models. 
 User profiles. We use 𝑈𝑃(𝑢𝑣) to represent the user profile of the 𝑣th 
user 𝑢𝑣. A user profile is a collection of data specific to an individual 
user which is usually structured to characterize this user. It mostly 
contains information which differentiates one user from another, like 
interests, preferences, needs, opinions, objectives or historical 
behavioural records. It may also include demographic information, 
friend relations or other individual information. 
 Item profiles. We use 𝐼𝑃(𝑖𝑗) to represent the item profile of item 𝑖𝑗. An 
item profile is a collection of data specific to an individual item which 
describes the features of this item. 
 Item preferences. An item preference, denoted by 𝑝(𝑢𝑤 , 𝑖𝑗), represents 
the interest measure of user 𝑢𝑤  to a used item 𝑖𝑗 . A set of item 
preferences representing the preferences of a user 𝑢𝑣 for a set of used 
items is defined as a set 𝑃(𝑢𝑣), or in terms of vector ?⃗? (𝑢𝑣), for which 
the group of items are given in the context. The item preferences can be 
obtained from explicit or implicit user feedback. For social tagging data, 
we define the implicit item preferences: 𝑝(𝑢𝑤 , 𝑖𝑗) = 1 if 𝑇𝑢𝑤 ,𝑖𝑗 ≠ ∅ , 
otherwise 𝑝(𝑢𝑤 , 𝑖𝑗) = 0 indicating 𝑝(𝑢𝑤 , 𝑖𝑗) is unknown.  
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 Predicted item preferences. For user 𝑢𝑤, a predicted item preference 
?̂?(𝑢𝑤 , 𝑖𝑘) is computed for an unused item 𝑖𝑘 . This value is used for 
ranking the top-N item recommendations. 
 User- item preference matrix. The user- item preference matrix 
formalizes the item preferences of all users in terms of matrix. 
Traditional neighbourhood-based collaborative filtering (CF) 
approaches builds user-item preference matrix directly from ratings. 
 Neighbourhood. The neighbourhood or neighbour set of a user or an 
item is denoted by 𝑁 . 𝑁(𝑢𝑣,𝑘)  represents user 𝑢𝑣 ’s neighbourhood 
consisting of the top 𝑘 similar users, and 𝑁(𝑖𝑗,𝑘)  denotes item 𝑖𝑗 ’s 
neighbourhood consisting of the top 𝑘 similar items. 
As we mentioned in the beginning of this chapter, compared to the traditional 
two-dimensional user-item matrix data for user profiling, the three-dimensional user-
item-tag data in social tagging systems contain more interaction information which 
holds the potential to improve the accuracy of user profiles. Therefore, we try to 
propose new multidimensional user profiling approaches based on the generalisation 
of two-dimensional user profiling approaches. In the following, we propose two user 
profiling approaches for multidimensional data. The first approach proposed is user 
profiling based on multidimensional singular value decomposition (MSVD). The 
second approach is user profiling based on a Tucker model (TM). 
3.2 USER PROFILING BASED ON MULTIDIMENSIONAL SINGULAR 
VALUE DECOMPOSITION 
Traditionally some two-dimensional CF approaches apply SVD on a user- item 
matrix to compute user or item profiles and identify similar users/items (Symeonidis 
et al., 2006; Mi Zhang & Hurley, 2009). In these approaches, user- item matrix ℳ ∈
ℝ|𝑈|×|𝐼|  is decomposed and approximated by the truncated SVD:  
 ℳ|𝑈|×|𝐼| ≈ ℳ̂|𝑈|×|𝐼| = 𝒰|𝑈|×𝑘 ∙ 𝒮𝑘×𝑘 ∙ (𝒱|𝐼|×𝑘)
𝑇
  (3.1) 
Taking user-based CF, for example, 𝒰|𝑈|×𝑘 ∙ 𝒮𝑘×𝑘 is used to project each user’s 
data from an |𝐼|-dimensional space to a 𝑘 -dimensional space, where 𝑘  principal 
components of the data are preserved. Thus the user profile matrix in the SVD-based 
user profiling is computed as: 
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 𝒮𝒰𝒫|𝑈|×𝑘 = 𝒰|𝑈|×𝑘 ∙ 𝒮𝑘×𝑘   (3.2) 
Each row in the user profile matrix 𝒮𝒰𝒫|𝑈|×𝑘  is a user’s profile in the 𝑘 -
dimensional space. That is, the 𝑣th user 𝑢𝑣’s profile 𝑈𝑃
𝒮𝒰𝒫 (𝑢𝑣) is defined as: 
 𝑈𝑃𝒮𝒰𝒫 (𝑢𝑣) = (𝒮𝒰𝒫|𝑈|×𝑘)𝑣,:
  (3.3) 
A colon is adopted to represent all elements in a dimension. Then we can 
compute user similarities in the reduced k-dimensional vector space. 
Another MF approach for profiling users and items is based on Eigenvalue 
decomposition (EVD), such as Eigentaste algorithm (Goldberg et al., 2001). It first 
computes the EVD of a covariance matrix  ℳ𝑇 ∙ ℳ: 
 (ℳ|𝑈|×|𝐼|)
𝑇
∙ ℳ|𝑈|×|𝐼| = 𝒱|𝐼|×|𝐼| ∙ (𝒮|𝐼|×|𝐼| )
2
∙ (𝒱|𝐼|×|𝐼|)
−1
  (3.4) 
Then, the matrix ℰ𝒰𝒫|𝑈|×𝑘 , which contains all user profiles, is computed by: 
 ℰ𝒰𝒫|𝑈|×𝑘 = ℳ|𝑈|×|𝐼| ∙ 𝒱|𝐼|×𝑘  (3.5) 
where 𝑘 is the dimension reduction parameter. 
In this section, we propose a multidimensional profiling approach for creating 
profiles of users and items. In our approach, the three-dimensional user- item-tag data 
is represented as a third-order tensor 𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇|, in which a tensor element is 
represented by a 3-tuple (𝑢, 𝑖, 𝑡) . In the simplest case, the value of (𝑢, 𝑖, 𝑡) is defined 
as: 
𝑒𝑢,𝑖,𝑡 = {
1, if the transaction (𝑢, 𝑖, 𝑡) exists
0, otherwise
 
For social tagging, a transaction or tag assignment (𝑢, 𝑖, 𝑡)  exists if user 𝑢 
collected item 𝑖 with tag 𝑡.  
Generally, users’ item preferences are represented by users’ explicit ratings or 
implicit ratings. In the context of this paper, the item preference of a user 𝑢 to an 
item 𝑖, denoted as 𝑟𝑢,𝑖 , is defined as 𝑟𝑢,𝑖 = 1 if 𝑢  collected 𝑖  with at least one tag, 
otherwise 𝑟𝑢,𝑖 = 0 if the user’s preference to this item is unknown from the data. 
3.2.1 Matricization of the User-Item-Tag Tensor 
In the tag-aware CF fusion approach (Tso-Sutter et al., 2008), tags are 
integrated into recommender systems by directly mapping those tags that are related 
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to each user and those related to each item onto the user- item matrices in terms of 
different directions. This provides more information in the user profiles for each user 
and indeed improves the recommendation performance; however, the original three-
dimensional relations between the three modes have been largely discarded. In our 
approach, we propose to convert the original third-order tensor into a two-
dimensional matrix without losing any data entries. In order to achieve this, we 
unfold the original three-dimensional tensor into a two-dimensional matrix, where 
each element of the tensor is transformed to be an element of the matrix. In this way, 
theoretically the original data is largely preserved. This can help our user profiling 
method better preserve the data relations in the original dataset. 
 Matricization, also known as unfolding or flattening, is the process of 
reordering the elements of an Nth-order tensor into a matrix (Acar & Yener, 2009b; 
Kolda & Bader, 2009). Some decomposition techniques apply matricization to 
tensors for extracting and explaining data properties in order to understand the data 
structure. Illustration of a matricization operation for a third-order tensor 𝒜 ∈
ℝ|𝑈|×|𝐼|×|𝑇| is given in Figure 3.1. The three modes of the tensor 𝒜 are users, items 
and tags. The mode-1 unfolding of the tensor  𝒜 , denoted as  𝒜(1) ∈ ℝ
|𝑈|×|𝐼||𝑇| , 
termed a user-mode matrix. 
 
Figure 3.1. Matricization of a third-order tensor 
 
Formally, in the mode-𝑛 matricization of a third-order tensor 𝒜 ∈ ℝ𝐼1×𝐼2×𝐼3 , a 
tensor element (𝑖1, 𝑖2, 𝑖3) maps to a matrix element (𝑖𝑛, 𝑗)  (Kolda & Bader, 2009), 
where 
 𝑗 = 1 + ∑ (𝑖𝑘 − 1)𝐽𝑘
3
𝑘=1
𝑘≠𝑛
  (3.6) 
and  𝐽𝑘 = ∏ 𝐼𝑚
𝑘−1
𝑚=1
𝑚≠𝑛
. 
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Inspired by the tensor matricization, we propose to represent users and items 
using the user-mode matrix 𝒜(1)  and item-mode matrix 𝒜(2)  by matricizing the 
tensor 𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇|  by user mode and by item mode, respectively. In this way, 
users are represented by vectors instead of matrices in which each user 𝑢  is 
represented by a binary vector 𝑢𝑒⃗⃗ ⃗⃗  . Each element 𝑢𝑘
𝑒  in 𝑢𝑒⃗⃗ ⃗⃗   corresponds to an item-tag 
pair  (𝑖, 𝑡) , and 𝑢𝑘
𝑒 = 1 if 𝑒𝑢,𝑖,𝑡 = 1 , otherwise 𝑢𝑘
𝑒 = 0 . Items’ representations are 
similarly formed. The outcomes of the two matricization operations are two matrices: 
a matrix 𝒜(1) ∈ ℝ
|𝑈|×|𝐼||𝑇|  with 𝑈  mapped to row vectors and a matrix 𝒜(2) ∈
ℝ|𝐼|×|𝑈||𝑇|  with 𝐼  mapped to row vectors. Hence, 𝒜(1)  can be represented as a 
vector  < 𝑢1
𝑒⃗⃗⃗⃗  , 𝑢2
𝑒⃗⃗⃗⃗  ,… , 𝑢|𝑈|
𝑒⃗⃗⃗⃗ ⃗⃗⃗ >⊺  and 𝒜(2)  can be represented as a vector  <
𝑖1
𝑒⃗⃗  , 𝑖2
𝑒⃗⃗  , … , 𝑖|𝐼|
𝑒⃗⃗ ⃗⃗  >⊺ , where 𝑢𝑒⃗⃗ ⃗⃗   and 𝑖𝑒⃗⃗  ⃗, which represent a user and an item respectively, are 
the following vectors: 
𝑢𝑒⃗⃗⃗⃗  =< 𝑒𝑢,𝑖1 ,𝑡1 , 𝑒𝑢,𝑖2,𝑡1 ,… , 𝑒𝑢,𝑖|𝐼| ,𝑡|𝑇| > 
𝑖𝑒⃗⃗  =< 𝑒𝑢1,𝑖,𝑡1 , 𝑒𝑢2,𝑖,𝑡1 ,… , 𝑒𝑢|𝑈| ,𝑖 ,𝑡|𝑇| > 
  
3.2.2 Applying SVD on Tensor Matricization 
Compared to the tag-aware CF fusion model (Tso-Sutter et al., 2008), the user 
and item profiles created by the matricization of tensors can essentially preserve the 
multidimensional semantic relations in the data. However, this also introduces new 
problems. First, matricization of tensors may lead to misinterpretation if the data are 
noisy (Acar & Yener, 2009b). Also, since usually the numbers of items and tags are 
quite large, tensor matricization could reduce the efficiency of neighbourhood 
formation using the user-mode and item-mode unfolding matrices 𝒜(1) and 𝒜(2)  as 
the profiles of users and items, respectively. In order to solve these problems, we 
propose to conduct multidimensional SVD on 𝒜(1) and 𝒜(2) to discover the latent 
factors and also to reduce the representation spaces. 
We apply SVD on the matrix 𝒜(1)  and matrix 𝒜(2) separately in the same way. 
Taking 𝒜(1) as an example, through factorizing the matrix 𝒜(1)  via the SVD process, 
latent factors can be extracted and 𝒜(1)  can be represented as:  
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 𝒜(1) = 𝒰|𝑈|×|𝑈| ∙ 𝒮|𝑈|×|𝐼||𝑇| ∙ 𝒱|𝐼||𝑇|×|𝐼||𝑇|
𝑇   (3.7) 
By preserving a certain amount of information in the data, i.e., specifying the 
number of factors to be retained as 𝑘𝑢 ≤ |𝑈|, we can project the representations of 
users from the vector space ℝ|𝐼||𝑇| onto the latent factor space ℝ𝑘𝑢, so as to reduce 
the dimensions of user profile representations. The space projection operation is 
fulfilled by the following equation: 
 𝒰ℱ|𝑈|×𝑘𝑢 = 𝒰|𝑈|×𝑘𝑢 ∙ 𝒮𝑘𝑢×𝑘𝑢   (3.8) 
where 𝒰|𝑈|×𝑘𝑢 ∈ ℝ
|𝑈|×𝑘𝑢  and 𝒮𝑘𝑢×𝑘𝑢 ∈ ℝ
𝑘𝑢×𝑘𝑢  represent the truncated matrices of 
𝒰|𝑈|×|𝑈|and 𝒮|𝑈|×|𝐼||𝑇|  respectively, given the number of factors 𝑘𝑢 . 𝒰ℱ|𝑈|×𝑘𝑢 is a 
matrix where each row vector represents a user’s preference measurement in the new  
latent factor space. 
With the reduced user representations, neighbourhood formation can proceed 
efficiently and accurately. We will discuss this in the next section. 
A similar procedure can be defined to reduce item representations by applying 
SVD on the item-mode unfolding matrix  𝒜(2)  to generate a truncated matrix 
ℐℱ|𝐼|×𝑘𝑖  with a given factor number 𝑘𝑖 for the item space. The profiles of a user 𝑢 and 
an item 𝑖 in latent factor spaces are represented as follows: 
𝑢𝑓⃗⃗ ⃗⃗  =< 𝑓1
𝑢, 𝑓2
𝑢, … , 𝑓𝑘𝑢
𝑢 > 
𝑖𝑓⃗⃗  ⃗ =< 𝑓1
𝑖 , 𝑓2
𝑖 ,… , 𝑓𝑘𝑖
𝑖 > 
where 𝑢𝑓⃗⃗ ⃗⃗   and 𝑖𝑓⃗⃗  ⃗ are row vectors in 𝒰ℱ|𝑈|×𝑘𝑢  and ℐℱ|𝐼|×𝑘𝑖  , respectively, 1 ≤ 𝑘𝑢 ≤
|𝑈|, 1 ≤ 𝑘𝑖 ≤ |𝐼|. 𝑘𝑢 and 𝑘𝑖 are the given numbers of factors for decomposing 𝒜(1) 
and 𝒜(2) respectively. 
The formal algorithm of the MSVD-based user profiling proposed in this 
section is given in Section 3.4. 
In the following, we make a running example to explain the method. The 
running example contains 5 users, 5 movies and 8 tags. Tables 3.1 and 3.2 present 
the lists of tags and movies associated with their IDs: 
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Table 3.1. List of tags 
Tag ID 
Twist ending 1 
Suspense 2 
conspiracy 3 
thriller 4 
Great ending 5 
crime 6 
atmospheric 7 
psychological 8 
 
Table 3.2. List of movies 
Movie ID 
The Usual Suspects 1 
Primal Fear 2 
Shutter Island 3 
Insomnia 4 
Gone Girl 5 
 
Let 𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢, 𝑖) be a set of tag used by user u to tag movie i, so we have: 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢1, 𝑖4) = {𝑡2, 𝑡4, 𝑡6, 𝑡8}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢1, 𝑖5) = {𝑡6, 𝑡8}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢2, 𝑖2) = {𝑡2 , 𝑡3, 𝑡8}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢2, 𝑖3) = {𝑡2}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢3, 𝑖1) = {𝑡1, 𝑡3, 𝑡5, 𝑡6}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢3, 𝑖2) = {𝑡1, 𝑡5, 𝑡6}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢3, 𝑖3) = {𝑡1, 𝑡4, 𝑡5, 𝑡8}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢4, 𝑖1) = {𝑡2, 𝑡3, 𝑡5}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢4, 𝑖2) = {𝑡1, 𝑡2, 𝑡6}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢4, 𝑖5) = {𝑡2 , 𝑡3, 𝑡6}, 
𝑇𝑎𝑔𝑔𝑖𝑛𝑔(𝑢5, 𝑖4) = {𝑡2 , 𝑡4, 𝑡6 , 𝑡7}  
This data can be represented by a 5 × 5 × 8 binary tensor ℰ. Each horizontal 
matrix slice of the tensor corresponds to a user’s item-tag matrix. Each row in the 
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item-tag matrix represents an item (movie) and each column a tag in order. For 
example, the matrix for 𝑢1 is given below:  
 ℰ(1,:,:) =  
      0     0     0     0     0     0     0     0 
      0     0     0     0     0     0     0     0 
      0     0     0     0     0     0     0     0 
      0     1     0     1     0     1     0     1 
      0     0     0     0     0     1     0     1 
We matricise the tensor ℰ by user mode to be ℰ(1) . 
ℰ(1) =  
0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,1,1 
0,0,0,0,0,0,1,1,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1,0,0,0 
1,1,1,0,0,0,0,0,0,0,1,0,0,0,0,0,0,1,0,0,1,1,1,0,0,1,1,0,0,0,0,0,0,0,0,0,0,1,0,0 
0,1,0,0,0,1,1,0,0,1,1,0,0,0,1,0,0,0,0,0,1,0,0,0,0,0,1,0,0,1,0,0,0,0,0,0,0,0,0,0 
0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,1,0,0,0,0,0,0 
Each user can be represented by a vector of size 40, e.g., for 𝑢1, the vector is as 
follows:  
(ℰ(1))(1,:) =  
0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,0,0,0,0,0,0,0,1,1,0,0,0,0,0,0,0,0,1,1 
 
Assuming we keep five factors (number of singular values) for data reduction, 
i.e. 𝑘𝑢 = 5, then after applying the Equation (3.8), we have the following result for 
user profiling: 
0.32016,2.264,-0.39141,0.021651,0.78611 
0.22984,0.10583,0.84095,-1.7955,0.069761 
2.9221,-0.6725,-1.3815,-0.31,0.06745 
2.3475,0.45463,1.7138,0.56697,-0.15566 
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0.094041,1.5811,-0.5762,-0.2057,-1.0569 
This result is to be used as the profiles of users, where each line is a vector 
representing a user’s interest information. From line 1 to line 5, we have the five 
users’ profiles. By computing the cosine similarity of any two vectors, we obtain the 
interest similarity between the two corresponding users. We use this equation to 
compute the cosine similarity between vector 𝑎  and 𝑏 : 𝑐𝑜𝑠 < 𝑎, 𝑏 > =  𝑠𝑢𝑚(𝑎.∗
𝑏)/𝑛𝑜𝑟𝑚(𝑎)/𝑛𝑜𝑟𝑚(𝑏). Therefore, we have the following user similarity matrix: 
Table 3.3. User similarity matrix of running example tensor ℰ based on MSVD-
based profiling 
 User 1  User 2  User 3  User 4  User 5  
User 1  1 -1.2443e-06  5.3866e-06 0.1361 0.6124 
User 2   1 -2.6015e-06 0.1667 -2.3111e-06 
User 3    1 0.4020 1.0328e-06 
User 4     1 -3.9157e-06 
User 5      1 
 
As we can see in the user similarity matrix, for user 3, although he shares 2 
items with user 4, and 2 items with user 2 at the same time, the result of similarity 
computation indicates user 3 and user 4 are closer regarding interests than user 3 and 
user 2. With most shared tags applied to the same item (i.e., Movie 4: Insomnia), 
user 1 and user 5 are considered to be similar regarding interests. Although user 1 
and user 4 also shared the same item (i.e., Movie 5: Gone Girl), they are considered 
similar with a similarity less than that between user 1 and user 5. This is because they 
applied the same tag only once to the item, and user 4 has also collected two other  
items which are not collected by user 1. 
3.3 USER PROFILING BASED ON TUCKER MODELS 
The profiling method proposed in the previous subsection has successfully 
considered the latent interaction in the datasets. This would contribute positively to 
the accuracy of the user profiles. However, the SVD in the profiling process was 
conducted on a flattening matrix transformed from a third-order tensor. This means 
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that the latent relations utilized and reflected in the user profiles are not the essential 
three-dimensional interactions between users, items and tags. The latent relations are 
actually between users and an abstract mode which combines items and tags 
together. This eases the profiling process and reduces resource consumption, but 
meanwhile the latent relations between users and items, and that between users and 
tags are completely intermingled. The two kinds of latent relations are very different 
although highly related. Items are concrete objects and the source of final 
recommendations, while tags are abstract and descriptive terms created by users in a 
personal way. Therefore, it would be preferable to create user profiles where the 
latent interactions between users and items and that between users and tags are 
modelled separately and appropriately integrated into the profiles. 
3.3.1 Review on Tucker Models 
In section 2.3.2, we referred to the Tucker models on the topic of tensor 
factorization. In this subsection we review the Tucker models in more detail in order 
to present our user profiling method in the next subsection.  
The Tucker model (Kroonenberg, 2008; H. Lu et al., 2013) is a higher-order 
generalization of singular value decomposition for tensors. The Tucker model was 
introduced in 1960s (Tucker, 1963, 1966). The Tucker decomposition is a form of 
higher-order PCA (Kolda & Bader, 2009). It decomposes an Nth-order tensor 𝒳 into 
a core tensor 𝒮 multiplied by a component matrix along each mode: 
 𝒳 = 𝒮 ×1 𝒰
(1) ×2 𝒰
(2) ×3 ⋯ ×𝑁 𝒰
(𝑁)  (3.9) 
where the mode-𝑛 component matrix 𝒰(𝑛)  is a matrix that is usually assumed to 
contain orthonormal column vectors.  
Higher-Order Singular Value Decomposition (HOSVD) (De Lathauwer et al., 
2000a) is an algorithm for computing the Tucker model. The mode-𝑛 component 
matrix 𝒰(𝑛)  is computed as the left singular vectors of the SVD of 𝒳(𝑛) . The core 
tensor is computed as: 
 𝒮 = 𝒳 ×1 (𝒰
(1))
𝑇
×2 (𝒰
(2))
𝑇
×3 ⋯×𝑁 (𝒰
(𝑁))
𝑇
  (3.10) 
For third-order tensors, the terms Tucker3, Tucker2 and Tucker1 have been 
coined (Kroonenberg & De Leeuw, 1980). Equation (3.9) with 𝑁 = 3 is called the 
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Tucker3 model. Tucker2 is a special Tucker3 where one of the component matrices 
is an identity matrix. For example, the following is a Tucker2 model: 
 𝒳 = 𝒮 ×1 𝒰
(1) ×2 𝒰
(2) ×3 𝐼
(3) =  𝒮 ×1 𝒰
(1) ×2 𝒰
(2)  (3.11) 
Similarly, the Tucker1 model sets two component matrices as identity matrices. 
For instance, with the second and third component matrices being the identity 
matrices, we have  
 𝒳 =  𝒮 ×1 𝒰
(1) ×2 𝐼
(2) ×3 𝐼
(3) = 𝒮 ×1 𝒰
(1)   (3.12) 
We can easily extend these concepts to the 𝑁th-order tensor, i.e., we can set 
any subset of the component matrices to be identity matrices (Kolda & Bader, 2009). 
3.3.2 Unified Profiling Approach Based on the Tucker2 Model 
In this subsection, our profiling approach models the multidimensional social 
tagging data as a third-order tensor first. It then extracts principal components 
corresponding to each mode of the tensor. On this basis, the initial tensor is 
compressed into a reduced multilinear subspace. From this subspace, we will create 
the user profiles represented as reduced higher-order interaction factors.  
(1) Constructing Initial Tensor with Social Tagging Data 
The social tagging data is modelled as a third-order tensor 𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇| . 
We specify the users, items and tags as the first, second and third mode of 𝒜 
respectively. In tensor 𝒜, an element with indices (𝑣, 𝑗, 𝑝) is correlated with a value 
(𝒜)𝑣,𝑗,𝑝, which is defined as: 
(𝒜)𝑣,𝑗,𝑝 = {
1, 𝑖𝑓 𝑒𝑢𝑣 ,𝑖𝑗,𝑡𝑝 = 1
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
In the next step, the tensor 𝒜 is unfolded to reveal the initial relations between 
all dimensions against each of the three tensor modes.  
(2) Tensor Unfoldings 
As we have discussed, a tensor can be matricized with Equation (3.6). Figure 
3.1 illustrates the mode-1 unfolding of 𝒜, denoted as  𝒜(1) ∈ ℝ
|𝑈|×|𝐼||𝑇|  . It is the 
unfolding of the tensor against the first mode. Each row of 𝒜(1) corresponds to all 
tag assignments of a user. Note the order of the columns of 𝒜(𝑛) is trivial so long as 
it is consistent across all users. 
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Similarly, we can unfold 𝒜 against the item and tag modes, thereby we obtain 
the other two unfolding matrices: 𝒜(2) and 𝒜(3), where each row corresponds to an 
item and a tag respectively.  
(3) Appling SVD on Each Mode 
The three tensor matricization 𝒜(1) , 𝒜(2)  and 𝒜(3)  represent mode-wise 
matrix forms of the initial data. For instance, each row of 𝒜(1) corresponds to one 
user and it consists of all tag assignments that relate to this user. Nevertheless, these 
three matrices are too sparse and noisy to directly reveal relations between the three 
modes of the initial tensor.  
 
In light of this, we apply SVD on each of the three unfolding matrices to obtain 
the component matrices for each mode. In the following, we take 𝒜(1)  as an 
example.  
The full SVD of 𝒜(1) can be computed using the following equation: 
 𝒜(1) = 𝒰|𝑈|×|𝑈|
(1)
∙ 𝒮
|𝑈|×|𝐼||𝑇|
(1)
∙ (𝒱|𝐼||𝑇|×|𝐼||𝑇|
(1)
)
𝑇
  (3.13) 
In the above decomposition, the columns of matrix 𝒰|𝑈|×|𝑈|
(1)
 are the left 
singular vectors. They are the orthonormal bases of all users in the matrix 𝒜(1). We 
call this orthonormal matrix 𝒰|𝑈|×|𝑈|
(1)
 the user component matrix.  
In the dimensionality reduction techniques for matrices, low-rank 
approximation is applied to discard the small singular values that introduce noises. 
As a result, the SVD is truncated to a number of the largest singular values and their 
corresponding singular vectors in order. The rank-𝑘𝑢 approximation of 𝒜(1) is: 
 ?̂?(1) = 𝒰|𝑈|×𝑘𝑢
(1)
∙ 𝒮
𝑘𝑢×𝑘𝑢
(1)
∙ (𝒱|𝐼||𝑇|×𝑘𝑢
(1)
)
𝑇
  (3.14) 
Similarly, we can also compute the rank-𝑘𝑖 item component matrix 𝒰|𝐼|×𝑘𝑖
(2)
, and 
rank-𝑘𝑡 tag component matrix 𝒰|𝑇|×𝑘𝑡
(3)
 based on 𝒜(2) and 𝒜(3). In the next step, we 
propose the TM-based profiling approach using the three component matrices. 
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(4) TM-based User Profiling 
In this subsection, we propose an approach for modelling users based on the 
Tucker models for multidimensional social tagging data. 
In the initial tensor 𝒜, the preference information related to an arbitrary user 
concerns what tags were used by the user to collect which items, that is, it is an item-
tag matrix representing the explicit relations between items and tags regarding that 
user. This matrix is usually large and sparse; therefore it is very inaccurate and 
insufficient to be directly applied to user profiling. Methods based on Factorization 
models usually assume the interactions between all dimensions can be reduced into a 
much smaller set of factors.  
On the basis of the third-order tensor 𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇|, we propose to model 
users in a reduced second-order subspace by multiplying the tensor 𝒜  with the 
component matrices of items and of tags. This user profiling method is referred as 
TM-based user profiling, which is given as below: 
 𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡 = 𝒜|𝑈|×|𝐼|×|𝑇| ×2 (𝒰|𝐼|×𝑘𝑖
(2)
)
𝑇
×3 ( 𝒰|𝑇|×𝑘𝑡
(3)
)
𝑇
  (3.15) 
where 1 ≤ 𝑘𝑖 ≤ |𝐼|, 1 ≤ 𝑘𝑡 ≤ |𝑇|. 
In fact, 𝒯𝒰𝒫  is equivalent to the core tensor in the following Tucker2 
decomposition (Kolda & Bader, 2009) of 𝒜: 
 ?̂?|𝑈|×|𝐼|×|𝑇| = 𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡 ×2 𝒰|𝐼|×𝑘𝑖
(2)
×3  𝒰|𝑇|×𝑘𝑡
(3)
  (3.16) 
The tensor 𝒯𝒰𝒫 ∈ ℝ|𝑈|×𝑘𝑖×𝑘𝑡  can be seen as a compression of the initial tensor 
𝒜 ∈ ℝ|𝑈|×|𝐼|×|𝑇| . Figure 3.2 shows the computation process of Equation (3.15). As is 
shown in the figure, the TM-based user profiling is a tensor-to-tensor projection (H. 
Lu et al., 2013) with identical order. 
Definition 1 (TM-based user profiles). We define the 𝑣th user 𝑢𝑣’s user profile 
to be represented by a second-order tensor 𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣). Formally, 𝑈𝑃
𝒯𝒰𝒫 (𝑢𝑣) is 
computed as: 
 𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣) = (𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡)𝑣,:,:
  (3.17) 
Element-wise, (𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣))
𝑝,𝑞
= (𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡)𝑣,𝑝,𝑞
, where 𝑝 and 𝑞  are the 
indices in the first and second modes of 𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣) respectively, 1 ≤ 𝑝 ≤ 𝑘𝑖, 1 ≤
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𝑞 ≤ 𝑘𝑡. Each element in 𝑈𝑃
𝒯𝒰𝒫 (𝑢𝑣) represents a latent relation between the items 
and tags in terms of 𝑢𝑣. 
 
Figure 3.2. TM-based user profiling 
 
In Equation (3.15), we assume that for each user, the relations between items 
and tags are essentially determined by a smaller number of interaction factors. These 
factors represent the critical relations reflected by this user’s tag assignments. These 
ternary interaction factors reveal this user’s personal attention or interests for the 
relevance between items and tags on a level that is deeper than explicit tagging 
connections. Through the deeper relevance, we are able to predict relations between 
users and items more accurately. Let’s consider an example from a certain movie 
recommender system. A user collected the movie Titanic with the tag “disaster”; 
another user collected the movie Poseidon with the tag “natural disaster”. The tags 
“love story” and “romance” are popular tags applied on Titanic by other users in the 
system, but they are not popularly used for Poseidon. Therefore, the two users are 
more likely to be intrinsically motivated by similar interests which are reflected by 
the tag assignments they created, since both two movies concern disasters at sea, and 
the two tags are also semantically related. While in the initial tensor 𝒜 , those 
inherent interaction factors are dispersed in a much larger data space, which makes 
comparing user profiles much difficult. The proposed TM-based user profiling 
method analyses the linear relations in the input space of items and tags through 
𝑘𝑡 
𝑘𝑖 
𝑘𝑖 
𝑘𝑡 𝓤
(𝟑) 
𝓐 
𝓤(𝟐) 
𝓣𝓤𝓟 
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applying SVD on each mode, so as to discover the essential interaction factors and 
thus represent the item-tag interactions in a smaller subspace. In this way, the most 
important ternary interaction factors are revealed and preserved in the representation 
of each user profile.  
In complex settings where multiple contextual variables are available, we can 
model the higher-order data as Nth-order tensors. The generalization of the TM-
based user profiling approach using Equation (3.15) to Nth-order tensor is 
straightforward using Equation (3.7). For an Nth-order tensor in which users is the 
first mode, user profiling is done with (𝑁 − 1) steps of tensor-matrix multiplication, 
in which in the 𝑛th step each (𝑛+ 1)-mode vector is projected to a lower dimension 
by the (𝑛+ 1)-mode component matrix. A user profile is an (𝑁 − 1)th-order tensor, 
where each element is an interaction factor of other modes regarding an individual 
user. The formalization of user profiling based on N-dimensional data space is 
omitted here due to space limitation. 
Similarly, we propose the following equation as the TM-based item profiling 
method for the third-order tensor 𝒜: 
 𝒯ℐ𝒫𝑘𝑢×|𝐼|×𝑘𝑡 = 𝒜|𝑈|×|𝐼|×|𝑇| ×1 (𝒰|𝑈|×𝑘𝑢
(1)
)
𝑇
×3 ( 𝒰|𝑇|×𝑘𝑡
(3)
)
𝑇
 (3.18) 
Accordingly, we define 𝑗th item 𝑖𝑗’s TM-based item profile to be represented 
by 𝐼𝑃𝒯ℐ𝒫(𝑖𝑗) ∈ ℝ
𝑘𝑢×𝑘𝑡. Formally,  
 𝐼𝑃𝒯ℐ𝒫(𝑖𝑗) = (𝒯ℐ𝒫𝑘𝑢×|𝐼|×𝑘𝑡):,𝑗,:
  (3.19) 
Element-wise, (𝐼𝑃𝒯ℐ𝒫(𝑖𝑗))
𝑝,𝑞
= (𝒯ℐ𝒫𝑘𝑢×|𝐼|×𝑘𝑡)𝑝,𝑗,𝑞
, 1 ≤ 𝑝 ≤ 𝑘𝑢, 1 ≤ 𝑞 ≤ 𝑘𝑡. 
The proposed TM-based user/item profiling method preserves the essential part 
of multidimensional relations between all dimensions. As a consequence, the latent 
holistic interaction factors constitute tensors that formulate the user or item profiles. 
This helps retain rich higher-order interaction information in user/item profiles due to 
the multimodal nature of user-item interactions.  
Next the TM-based profiling method is applied to the running example tensor 
ℰ. Assume we have 𝑘𝑖 = 3 and 𝑘𝑡 = 4. By computing Equation (3.14) on the item 
and tag mode of tensor ℰ, we can obtain the 𝒰|𝐼|×𝑘𝑖
(2)
 matrix: 
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  -0.5490    0.0671    0.4283 
   -0.7021    0.1406   -0.2093 
   -0.3410    0.1459   -0.6223 
   -0.0892   -0.9056   -0.3171 
   -0.2853   -0.3665    0.5339 
Similarly, we obtain the 𝒰|𝑇|×𝑘𝑡
(3)
 matrix: 
   -0.3110    0.5691   -0.0631   -0.1051 
   -0.5125   -0.5779    0.2386   -0.0109 
   -0.3052   -0.0325    0.6561    0.2534 
   -0.2503   -0.0914   -0.5123    0.1939 
   -0.2948    0.5527    0.1877    0.2576 
   -0.5576    0.0457   -0.1918   -0.5990 
   -0.0848   -0.1309   -0.1377   -0.1770 
   -0.2826   -0.0895   -0.3941    0.6562 
By further applying Equation (3.15), we have the result in the form of a tensor. 
We vectorize the tensor result, and then we obtain the final user profiles: 
𝑈𝑃𝒯𝒰𝒫 (𝑢1) =  
<0.38264,1.7596,0.059715,0.076104,0.66187,0.20271,0.24379,0.99314,-
0.04023,0.037732,0.23843,0.045604> 
𝑈𝑃𝒯𝒰𝒫 (𝑢2) =  
<0.94736,-0.22949,0.5492,0.68848,-0.18274,0.50609,-0.43282,0.10519,-
0.25321,0.62725,-0.12475,0.18128> 
𝑈𝑃𝒯𝒰𝒫 (𝑢3) =  
<2.0113,-0.42822,0.32309,-1.7637,0.37759,-0.34378,-0.0095675,-
0.084031,0.7527,-0.077681,-0.070574,0.61306> 
𝑈𝑃𝒯𝒰𝒫 (𝑢4) =  
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<1.9727,0.2352,-0.92164,0.16686,0.20826,-0.33392,-0.78323,-
0.18726,0.84218,-0.32921,-0.063645,-0.17349> 
𝑈𝑃𝒯𝒰𝒫 (𝑢5) =  
<0.12532,1.2726,0.44555,0.06729,0.6833,0.23924,0.053794,0.54625,0.19126,
-0.052891,-0.53708,-0.18804> 
By computing the cosine similarity of any two user profiles, we obtain the 
interest similarity of the two corresponding users. Therefore, we have the following 
user similarity matrix: 
Table 3.4. User similarity matrix of running example tensor ℰ based on TM-based 
profiling 
 User 1  User 2  User 3  User 4  User 5  
User 1  1 0.0102 -0.0041 0.1340 0.8437 
User 2   1 0.1236  0.2603 0.0346 
User 3    1 0.5404 -0.0132 
User 4     1 0.0701 
User 5      1 
 
From the original data of tensor ℰ, we know that user 4 and user 5 have shared 
no movies in common. In the user similarity matrix showed in Table 3.4, the 
similarity between the two users is positive. This means that the TM-based user 
profiling method is able to discover the subtle latent relations between seemingly 
irrelevant users. Compared to the user similarity matrix in Table 3.3, which was 
computed based on the MSVD-based profiling method, the new TM-based user 
profiling method is more sensitive the subtle latent relations. 
The formal algorithm of the TM-based user profiling proposed in this section is 
given in Section 3.4. 
3.3.3 Relation between Higher-Order TM-Based User Profiling Approach and 
Two-Dimensional MF-Based User Profiling Approaches  
Now let’s go back to the two-dimensional user profiling methods based on 
matrix factorization first. We propose the Theorem 3.1 for Equation (3.2) and (3.5). 
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Then we prove that the proposed TM-based user profiling approach is a higher-order 
extension of the SVD-based and EVD-based user profiling approaches. 
Theorem 3.1. The SVD-based profiling approach in Equation (3.2) and the 
EVD-based user profiling in Equation (3.5) are equivalent, i.e., 
 𝒰|𝑈|×𝑘 ∙ 𝒮𝑘×𝑘 = ℳ|𝑈|×|𝐼| ∙ 𝒱|𝐼|×𝑘   (3.20) 
Proof of Theorem 3.1. In the following, we use block matrix multiplication to 
prove the equation from the right side. 
ℳ|𝑈|×|𝐼| ∙ 𝒱|𝐼|×𝑘 = 𝒰|𝑈|×|𝑈| ∙ 𝒮|𝑈|×|𝐼| ∙ ((𝒱|𝐼|×|𝐼| )
𝑇
∙ 𝒱|𝐼|×𝑘) = 
𝒰|𝑈|×|𝑈| ∙ ([𝒮|𝑈|×𝑘 𝒮|𝑈|×(|𝐼|−𝑘)] ∙ [
𝐼𝑘×𝑘
0(|𝐼|−𝑘)×𝑘
]) = 
[𝒰|𝑈|×𝑘 𝒰|𝑈|×(|𝑈|−𝑘)] ∙ [
𝒮𝑘×𝑘
0(|𝑈|−𝑘)×𝑘
] = 𝒰|𝑈|×𝑘 ∙ 𝒮𝑘×𝑘  
∎ 
In the following, we propose the tensor form of the two MF-based profiling 
approaches in Equation (3.2) and (3.5). 
Theorem 3.2 (Tensor form of MF-based user profiling). By taking the matrix 
ℳ ∈ ℝ|𝑈|×|𝐼|  as a second-order tensor, the MF-based user profiling approach in 
Equation (3.5) can be reformulated in the following tensor form: 
 𝒮𝒰𝒫|𝑈|×𝑘 = ℰ𝒰𝒫|𝑈|×𝑘 = ℳ|𝑈|×|𝐼| ×2 (𝒱|𝐼|×𝑘)
𝑇
  (3.21) 
Proof of Theorem 3.2. We derive Equation (3.5) as follows.  
ℰ𝒰𝒫|𝑈|×𝑘 = ℳ|𝑈|×|𝐼| ∙ 𝒱|𝐼|×𝑘  
⇒ (ℰ𝒰𝒫|𝑈|×𝑘)
𝑇
= (𝒱|𝐼|×𝑘)
𝑇
∙ (ℳ|𝑈|×|𝐼| )
𝑇
 
In fact, the matrix transpose can be considered as the mode-2 unfolding, then,  
⇒ (ℰ𝒰𝒫|𝑈|×𝑘)(2) = (𝒱|𝐼|×𝑘)
𝑇
∙ (ℳ|𝑈|×|𝐼| )(2)  
According to the equation 𝒴 = 𝒳 ×𝑛 𝒬 ⟺ 𝒴(𝑛) = 𝒬 ∙ 𝒳(𝑛), we thus have 
⇒ ℰ𝒰𝒫|𝑈|×𝑘 = ℳ|𝑈|×|𝐼| ×2 (𝒱|𝐼|×𝑘)
𝑇
 
∎ 
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In Section 2.3.2 we have introduced the concept of a Tucker1 model. 
Accordingly, a truncated Tucker1 model of ℳ|𝑈|×|𝐼|  where the mode-1 component 
matrix 𝒰(1)  is an identity matrix, and 𝑘 is the dimension reduction parameter, can be 
computed as: 
 ℳ̂|𝑈|×|𝐼| = 𝒢|𝑈|×𝑘 ×2 𝒰|𝐼|×𝑘
(2)
  (3.22) 
where 
 𝒢|𝑈|×𝑘 = ℳ|𝑈|×|𝐼| ×2 (𝒰|𝐼|×𝑘
(2) )
𝑇
  (3.23) 
Note here the matrix ℳ|𝑈|×|𝐼|  is taken as a second-order tensor again. 
Therefore, Equation (3.21) is in fact the core tensor 𝒢|𝑈|×𝑘  of the truncated Tucker1 
model in Equation (3.22), where 𝒰|𝐼|×𝑘
(2) = 𝒱|𝐼|×𝑘 . Since Tucker1 model can be taken 
as a special case of Tucker2 model, the proposed TM-based profiling approach is in 
fact a higher-order (third-order) generalization of the two profiling methods based on 
matrix factorization in Equation (3.2) and (3.5).  
In summary, we have proved that the SVD-based and EVD-based profiling 
approaches are equivalent, and they are all equivalently based on a truncated Tucker1 
model. Meanwhile, the proposed TM-based profiling approach is based on the 
Tucker2 model. Therefore the proposed TM-based profiling approach is a higher-
order generalization of the SVD-based and the EVD-based profiling approaches. 
3.4 ALGORITHMS 
The two profiling approaches proposed in this chapter emphasize on the 
utilization of latent relations between the different dimensions of the high-order data 
for creating user profiles. Compared to the traditional approaches which employ 
explicit relations and project high-order data onto lower dimensions, the user profiles 
created by the two proposed user profiling approaches are more accurate. The 
proposed profiling approaches are described formally using the algorithms as follows.  
In the following, Algorithm 3.1 is the MSVD for a given tensor. Algorithm 3.2 
is the algorithm of the MSVD-based user profiling proposed in Section 3.2. This 
algorithm utilises the MSVD algorithm directly to make use of the multidimensional 
interactions so as to improve the accuracy of user profiles. Algorithm 3.3 is the 
algorithm of the TM-based user profiling proposed in Section 3.3. This algorithm 
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uses the computation results of the MSVD process to compute a Tucker Model and 
based on that the user profiles are computed. 
 
 Algorithm 3.1 MSVD 
 
Input: User-item-tag social tagging data represented by tensor 𝒜 
            Mode index 𝑥 
Output: Full SVD components 𝒰(𝑥), 𝒮(𝑥), (𝒱(𝑥))
𝑇
 of 𝒜(𝑥) 
1: Conduct mode-𝑥 matricization on tensor 𝒜 to obtain 𝒜(𝑥). Element-wise,      
(𝒜(𝑥))(𝑖1,𝑗)
= 𝒜(𝑖1,𝑖2 ,𝑖3),  
 where 𝑖1, 𝑖2, 𝑖3 are arbitrary indices regarding the three modes of the 
third-order tensor 𝒜; index 𝑗 is computed using Equation (3.6), i.e., 
𝑗 = 1 + ∑ (𝑖𝑘 − 1)𝐽𝑘
3
𝑘=1
𝑘≠𝑛
. 
2: Conduct singular value decomposition on 𝒜(𝑥) to obtain 𝒰
(𝑥), 𝒮(𝑥) and  
    (𝒱(𝑥))
𝑇
, so that 𝒜(𝑥) = 𝒰
(𝑥) ∙ 𝒮(𝑥) ∙ (𝒱(𝑥))
𝑇
. 
3: Return 𝒰(𝑥), 𝒮(𝑥) and  (𝒱(𝑥))
𝑇
. 
 
 
 
 Algorithm 3.2 MSVD-based user profiling 
 
Input: User-item-tag social tagging data represented by tensor 𝒜 
            Number of principal components 𝑘𝑢, 𝑘𝑢 ≤ |𝑈| 
Output: user profiles 𝑈𝑃 = {𝑈𝑃(𝑢𝑣),𝑣 = 1,… , |𝑈|} 
 1: Call Algorithm 3.1 to conduct mode-1 MSVD on tensor 𝒜 to obtain the 
decomposition components 𝒰|𝑈|×|𝑈|
(1)
 and 𝒮|𝑈|×|𝐼||𝑇|
(1)
. 
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 2: With the given number of principal components 𝑘𝑢, truncate 𝒰|𝑈|×|𝑈|
(1)
 and 
𝒮|𝑈|×|𝐼||𝑇|
(1)
 to obtain 𝒰|𝑈|×𝑘𝑢
(1)
 and 𝒮𝑘𝑢×𝑘𝑢
(1)
. 
            3:  Compute matrix 𝒰ℱ|U|×ku  using Equation (3.8),  
𝒰ℱ|𝑈|×𝑘𝑢 = 𝒰|𝑈|×𝑘𝑢
(1) ∙ 𝒮𝑘𝑢×𝑘𝑢
(1)
. 
 4: for each user 𝑢𝑣 ∈ 𝑈 do 
5:  Generate new user profile 𝑈𝑃(𝑢𝑣) = (𝒰ℱ|𝑈|×𝑘𝑢)𝑣,:
, i.e., the vector 
Consisting of all elements of 𝒰ℱ|𝑈|×𝑘𝑢  on the 𝑣
𝑡ℎ row. 
6: 𝑈𝑃 ← 𝑈𝑃 + 𝑈𝑃(𝑢𝑣) 
7: end for 
8: Return 𝑈𝑃 
 
 
 
 Algorithm 3.3 TM-based user profiling 
 
Input: User-item-tag social tagging data represented by tensor 𝒜 
            Number of principal components for item mode 𝑘𝑖, 𝑘𝑖 ≤ |𝐼| 
Number of principal components for tag mode 𝑘𝑡, 𝑘𝑡 ≤ |𝑇| 
Output: user profiles 𝑈𝑃 = {𝑈𝑃(𝑢𝑣),𝑣 = 1,… , |𝑈|} 
1: Call Algorithm 3.1 to conduct mode-2 MSVD and mode-3 MSVD on the 
tensor 𝒜 to obtain 𝒰|𝐼|×|𝐼|
(2)
 and 𝒰|𝑇|×|𝑇|
(3)
. 
2: Given 𝑘𝑖 and 𝑘𝑡, truncate 𝒰|𝐼|×|𝐼|
(2)
 and 𝒰|𝑇|×|𝑇|
(3)
 to obtain 𝒰|𝐼|×𝑘𝑖
(2)
 and 𝒰|𝑇|×𝑘𝑡
(3)
.  
3: Compute 𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡 using Equation (3.15),  
𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡 = 𝒜|𝑈|×|𝐼|×|𝑇| ×2 (𝒰|𝐼|×𝑘𝑖
(2)
)
𝑇
×3 ( 𝒰|𝑇|×𝑘𝑡
(3)
)
𝑇
. 
4: for each user 𝑢𝑣 ∈ 𝑈 do 
5:  Generate new user profile 𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣) = (𝒯𝒰𝒫|𝑈|×𝑘𝑖×𝑘𝑡)𝑣,:,:
. 
6:  𝑈𝑃 ← 𝑈𝑃 + 𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣) 
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7: end for 
8: Return 𝑈𝑃 
 
 
3.5 GENERALIZING THE APPROACHES TO N-DIMENSIONAL DATA 
One advantage of the profiling techniques based on matrix/tensor factorization 
is that they can be further easily extended to higher dimensional data with additional 
contextual variables. 
The extension of the multidimensional profiling approaches proposed in 
Section 3.2 to N-dimensional data is straightforward. For the mode-𝑛 matricization 
of an Nth-order tensor 𝒜 ∈ ℝ𝐼1×𝐼2×⋯×𝐼𝑁 , a tensor element (𝑖1, 𝑖2,⋯ , 𝑖𝑁) maps to a 
matrix element (𝑖𝑛, 𝑗), where 𝑗 = 1 + ∑ (𝑖𝑘 − 1)𝐽𝑘
𝑁
𝑘=1
𝑘≠𝑛
 with  𝐽𝑘 = ∏ 𝐼𝑚
𝑘−1
𝑚=1
𝑚≠𝑛
 (Kolda & 
Bader, 2009). After the tensor-to-matrix projection, i.e., tensor unfolding, user 
profiling can then proceed with the computation in Equation (3.7) and (3.8). 
For the TM-based profiling approach proposed in Section 3.3, the Equation 
(3.15) for user profiling can be extended as: 
 𝒯𝒰𝒫|𝐼1|×𝑘𝑖2×⋯×𝑘𝑖𝑁
= 𝒜|𝐼1 |×|𝐼2|×⋯×|𝐼𝑁 | ×2 (𝒰|𝐼2 |×𝑖2
(2)
)
𝑇
×3 ⋯×𝑁 ( 𝒰|𝐼𝑁 |×𝑖𝑁
(𝑁)
)
𝑇
 (3.24) 
3.6 SUMMARY AND IMPLICATIONS 
This chapter focuses on how to profile users based on the folksonomy 
information in STS. Tags applied by users to items reflect users’ personal viewpoints 
on the categories, content and description of the items. The relationships between 
users, items and tags are three-dimensional, thus it is meaningful to preserve the 
multidimensionality in the process of users profiling. To utilize the latent relations 
between the three dimensions, we first propose a three-dimensional user profiling 
approach based on SVD. This method combines item and tag dimensions into one 
dimension and thus leads to the preservation of the latent relations between users and 
the compound of items and tags in user profiles. To further differentiate the latent 
user-item relations and the latent user-tag relations, we proposed another user 
profiling approach, three-dimensional user profiling approach based on tensor 
reduction. This method better models the latent relations between the three modes for 
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user profiling purpose. Furthermore, similar item profiling approaches can be used in 
the same way. 
The utilization of the generated user profiles in collaborative filtering 
recommender systems will be discussed in Chapter 5. The user profiling methods can 
also be used in the recommendation approaches presented in Chapter 4 ; this is 
specifically noted in relevant sections in the next chapter. 
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Chapter 4: Incorporating Nearest 
Neighbourhood with Tensor 
Factorization for Item 
Recommendation 
Top-N item recommendation tasks in the multidimensional data context have 
received increasing attention in the last decade. Tensor factorization models and 
neighbourhood-based collaborative filtering are two major techniques in use. They 
address the item recommendation task in quite different ways and also have different 
strengths. In this chapter, we propose two novel collaborative filtering 
multidimensional recommendation approaches for top-N item recommendation tasks 
in the context of social tagging systems. The first one is neighbourhood-enhanced 
tensor factorization collaborative filtering (NTF). NTF conducts ternary latent 
semantic analysis, and then updates the tensor factorization using k-NN methods in 
terms of the users with similar interests. The second one is tensor factorization for 
neighbourhood-based collaborative filtering (TFN). The TFN recommendation 
model conducts ternary latent semantic analysis to derive enriched item preferences 
of users and further incorporates explicit user-user nearest neighbourhood relations 
to enhance the item recommendation ranking. The two recommendation approaches 
proposed are also applicable to other recommendation domains based on 
multidimensional data. 
 80 Chapter 4: Incorporating Nearest Neighbourhood with Tensor Factorization for Item Recommendation 
4.1 LATENT TERNARY RELATION ANALYSIS 
The objective of latent ternary relation analysis in NTF and TFN is to discover 
implicit ternary relations between users, items and tags. The benefit of this procedure 
is that enriched ternary relationships are obtained, and this lays the foundation for the 
recommendation algorithms proposed in this chapter. 
Many TF models have been recently used for making recommendations on 
multidimensional data, among which the most popular ones are mostly based on 
Tucker models (Ifada & Nayak, 2014; Karatzoglou et al., 2010; Rafailidis & Daras, 
2013; Symeonidis et al., 2010), CP models (Rendle, 2010; Shi et al., 2012; Xiong et 
al., 2010) and factorization machines (Rendle, 2012; Rendle, Gantner, Freudenthaler, 
& Schmidt-Thieme, 2011). Because the calculation of Tucker models can be easily 
separated into sub-procedures, which means they can be easily integrated with 
neighbourhood models, we adopt Tucker models in our approaches. In the following, 
we introduce the Tucker decomposition (TD) algorithm used in our algorithms. 
TD decomposes a tensor into a core tensor multiplied by a matrix along each 
mode (Kolda & Bader, 2009). For the previously defined initial tensor 𝒜 ∈
ℝ|𝑈|×|𝐼|×|𝑇| , we have the following truncated TD: 
 ?̂?|𝑈|×|𝐼|×|𝑇| = 𝒮𝑑1×𝑑2×𝑑3 ×1 𝒰|𝑈|×𝑑1
(1) ×2 𝒰|𝐼|×𝑑2
(2) ×3 𝒰|𝑇|×𝑑3
(3)
 (4.1) 
where 𝒰(1) ∈ ℝ|𝑈|×𝑑1 , 𝒰(2) ∈ ℝ|𝐼|×𝑑2  and 𝒰(3) ∈ ℝ|𝑇|×𝑑3  are respective component 
matrices for the three modes. 𝒮𝜖ℝ𝑑1×𝑑2×𝑑3  is called the core tensor and its entries 
represent the level of interactions between the three components. 𝑑1, 𝑑2, 𝑑3 which 
are the dimensions of the core tensor 𝒮 , and determine the preservation of 
information in the factorization process. 
HOSVD is an algorithm for computing TD, which has been shown to be a 
convincing generalization of matrix SVD (De Lathauwer et al., 2000a). In HOSVD, 
the three component matrices are computed as the leading singular vectors of the 
SVD of the three tensor unfoldings, 𝒜(1) , 𝒜(2)  and 𝒜(3) . The core tensor 𝒮  is 
calculated by:  
 𝒮𝑑1×𝑑2×𝑑3 = 𝒜|𝑈|×|𝐼|×|𝑇| ×1 (𝒰|𝑈|×𝑑1
(1) )
𝑇
×2 (𝒰|𝐼|×𝑑2
(2) )
𝑇
×3 (𝒰|𝑇|×𝑑3
(3) )
𝑇
 (4.2) 
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In order to alleviate the data sparsity problem, we follow Symeonidis’s work 
(Symeonidis et al., 2010) to replace SVD with kernel-SVD (Shawe-Taylor & 
Cristianini, 2004) in the HOSVD algorithm. This has been shown with improved 
recommendation accuracy for their HOSVD-based recommendation model.  
After computing the HOSVD, the approximation tensor ?̂?  can be 
reconstructed using Equation (4.1). ?̂?  contains the predicted ternary relations 
between users, items and tags. Some TF models directly use the approximation 
tensor ?̂?  for making recommendations (Marinho et al., 2012; Symeonidis et al., 
2010).  
4.2 NTF: NEIGHBOURHOOD-ENHANCED TENSOR FACTORIZATION 
APPROACH FOR ITEM RECOMMENDATION 
TF models for recommendations are essentially built on the latent relations 
among all entities (i.e., users, items and tags) derived from analysing the entire 
dataset. By contrast, k-NN approaches can connect users with users or items with 
items in terms of strong local relations. The nearest neighbourhood relations 
discovered by k-NN approaches are localized and explicit, while the relations that TF 
models focus on are more global and latent. The strong localized relations are a 
distinct specialty inherent in k-NN approaches that TF models do not possess. In this 
section, we propose a novel TF recommendation model in the context of STS, called 
neighbourhood-enhanced tensor factorization collaborative filtering (NTF), in which 
a Tucker3 model is strengthened with nearest neighbourhood relations between users 
to build more accurate prediction. In the following, we present the NTF approach 
which generates item recommendations for target users based on not only user’s own 
preferences but also the target user’s local neighbour users’ interests represented in 
the factorized tensor. That is, the users’ recommendations are generated based on the 
whole data. The NTF recommendation model first formulates personalized tag-based 
item representations specific to each user; then, with the help of user neighbourhood 
formations, the NTF recommendation model updates the user-item-tag 
approximation tensor for each user. The final item recommendations for each target 
user is generated based on the approximation tensor updated with user 
neighbourhood. 
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4.2.1 General Introduction to NTF 
The user-based CF approaches generate recommendations based on the 
preferences of similar users with strong local relations expressed in user 
neighbourhoods; while the TF-based CF approaches generate recommendations 
based on the latent relations among users, items and tags represented in the 
approximation tensor derived from the entire dataset. The relations discovered by TF 
are global and latent, while the neighbourhoods generated by neighbourhood-based 
CF approaches are localized and explicit. They have their own advantages and 
disadvantages which in a way can compensate each other.   
The recommendation making of NTF for an arbitrary user 𝑢𝑣 is illustrated in 
Figure 4.1. Figure 4.1 (a) is the approximation tensor ?̂?  obtained by conducting 
HOSVD on the initial tensor and reconstructing the tensor. In the following, we 
propose a novel idea to generate the target user’s item representatio n, called 
neighbourhood-enriched item representation, based on the item representations of the 
target user’s neighbours. As shown in Figure 4.1 (b) and (c), for each 
recommendable item (which has not been used or tagged by the user), the 
representation of the item is generated, based on the item representations of the 
neighbours of 𝑢𝑣. In Figure 4.1, 𝑢𝑤 and 𝑢𝑚 are two example neighbours of 𝑢𝑣; item 
𝑖𝑗 is an unused item of  𝑢𝑣 . Figure 4.1 (c) indicates the resulting neighbourhood-
enriched item representations of all items for user 𝑢𝑣, which is a 𝑇 × 𝐼 matrix. This 
matrix is called “neighbourhood-enriched user representation”. Each column in this 
matrix is a vector over tags for one item, which is the item representation based on 
tags. The item representation represents the user’s interest in that item in terms of 
tags. We call it neighbourhood-enriched item representation, since it is a 
representation of an item generated, based on the user’s neighbours’ interests. This 
𝑇 × 𝐼 matrix (i.e., neighbourhood-enriched user representation) is different from the 
two 𝑇 × 𝐼 matrices of 𝑢𝑣 in the approximation tensor ?̂? and the initial tensor 𝒜. It is 
a matrix derived by combining the user’s neighbours’ matrices in ?̂? , while the 
matrix in ?̂? is obtained from tensor factorization and the matrix in the initial tensor 
𝒜  is directly acquired from users’ tagging data. Based on the neighbourhood-
enriched item representations of the recommendable items in the matrix in Figure 4.1 
(c), the recommendable items are ranked, and the most preferred items are selected 
and recommended to the target user.  
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Figure 4.1. NTF recommendation making for user 𝑢𝑣 
4.2.2 Enriching Item Representations Based on Nearest Neighbourhood 
After the latent ternary relation analysis, the approximation tensor ?̂?  is 
obtained. The approximation tensor ?̂?  represents the latent relationships between 
users, items, and tags generated by conducting tensor factorization and 
reconstruction.  For a user 𝑢𝑣 and an item 𝑖𝑗, an item representation 𝑖?̂?(𝑢𝑣, 𝑖𝑗) can be 
obtained using the following equation. The result is a tag-based vector. 
 𝑖?̂?(𝑢𝑣, 𝑖𝑗) = (?̂?𝑣,𝑗,𝑞)𝑞∈{1,…,|𝑇|}
  (4.3) 
The item representation 𝑖?̂?(𝑢𝑣, 𝑖𝑗)  represents the user 𝑢𝑣 ’s predicted 
preferences over all tags regarding the specific item 𝑖𝑗. Thus, this item representation 
is personalized to specific users. For a specific item, different users would have 
different predicted preferences in terms of all tags. As we can see, the predicted tag 
preferences in the item presentations are the direct results of the latent ternary 
relation analysis. In this way, the obtained item presentations 𝑖?̂?(𝑢𝑣, 𝑖𝑗)  tend to 
contain more global ternary relations instead of strong local relations. Thus we can 
utilize the nearest neighbourhood of users to compensate the missing local relations. 
This would enrich the item presentations of the users.  
?̂? 
(a) (b) 
(c) (d) 
𝑢𝑣 
𝑢𝑣 
𝑢𝑣 
Recommendation list  
𝑢𝑣 
𝑢𝑤 
𝑢𝑚 
𝑖𝑗 
𝑖𝑗 
𝑖𝑗 
𝑖𝑗 
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For a target user 𝑢𝑣 , the neighbourhood-enriched item representation 
𝑖?̂?𝑁(𝑢𝑣, 𝑖𝑗) of a given item 𝑖𝑗 can be computed as: 
 𝑖?̂?𝑁(𝑢𝑣, 𝑖𝑗) =
∑ 𝑖?̂?(𝑢𝑤 ,𝑖𝑗)∙𝑠𝑖𝑚(𝑢𝑣 ,𝑢𝑤)𝑢𝑤∈ℕ𝑢𝑣
𝑘  + 𝑖?̂?(𝑢𝑣 ,𝑖𝑗)
∑ 𝑠𝑖𝑚(𝑢𝑣,𝑢𝑤)𝑢𝑤𝜖ℕ𝑢𝑣
𝑘  + 1
   (4.4) 
In the above equation, 𝑢𝑣 ’s item representation 𝑖?̂?(𝑢𝑣, 𝑖𝑗)  is used in the 
computation of 𝑖?̂?𝑁(𝑢𝑣, 𝑖𝑗) with the highest weight, i.e., 1. Note 𝑖?̂?
𝑁(𝑢𝑣, 𝑖𝑗) is also a 
tag-based vector like  𝑖?̂?(𝑢𝑣, 𝑖𝑗). 𝑖?̂?
𝑁(𝑢𝑣, 𝑖𝑗) is better than  𝑖?̂?(𝑢𝑣, 𝑖𝑗)  for making 
recommendations in that the generation of 𝑖?̂?𝑁(𝑢𝑣, 𝑖𝑗) not only involves strong local 
user-user relations regarding user interests but also involves holistic ternary relations 
of tensor factorization. This enriches the information needed for making item 
recommendations. This procedure is shown in Figure 4.1. 
4.2.3 NTF Recommendation Ranking 
As we have mentioned, the objective of this approach is to generate better 
recommendations based on localized neighbourhood relations and holistic latent 
ternary relations. The generation of the neighbourhood-enriched item representations 
in the previous section incorporates the two types of relations reasonably. As we 
enrich the item representations for each target user, we would obtain an enriched 
tensor. We call this enriched tensor the neighbourhood-enriched tensor. Based on the 
conventional TF-based recommendation making method (Symeonidis et al., 2010), 
more accurate item recommendations can be generated using the neighbourhood-
enriched tensor. In the following, we use the traditional TF-based recommendation 
making process to make final item recommendations for each target user.  
The NTF model uses the following equation to calculate a ranking score for the 
item 𝑖𝑗 for a target user 𝑢𝑣, called 𝑛𝑡𝑓  score: 
 𝑛𝑡𝑓(𝑢𝑣, 𝑖𝑗) = 𝑚𝑎𝑥
𝑞∈{1,…,|𝑇|}
(𝑖?̂?𝑁(𝑢𝑣, 𝑖𝑗))   (4.5) 
The final top-N item recommendations for user 𝑢𝑣 are obtained using Equation 
(4.6): 
 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁(𝑢𝑣) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖𝑗
𝑁𝑡𝑓𝑛(𝑢𝑣, 𝑖𝑗)  (4.6) 
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4.3 TFN: TENSOR FACTORIZATION FOR NEIGHBOURHOOD-BASED 
COLLABORATIVE FILTERING 
The NTF model proposed in the previous section successfully incorporates 
tensor factorization and users’ nearest neighbourhood together to make item 
recommendations. Through the experiments and evaluation described in Chapter 6, 
we will demonstrate that the NTF model significantly improves the recommendation 
quality compared to traditional CF models and the single models. Despite its 
advantages in relation to recommendation quality, it contains a number of drawbacks. 
First, the computation efficiency of the operations on vectors (i.e., item 
representations) is low. This increases the resource consumption since the 
neighbourhood-based collaborative filtering is conducted on vectors instead of single 
values. Secondly, the neighbourhood-based collaborative filtering process conducted 
on vectorized user-oriented item representations may introduce a large amount of 
inaccuracy and noise out of the tensor factorization process, while the true signals in 
the reconstructed tensor may deteriorate in the CF process.  
Considering the drawbacks mentioned above, this section presents another 
recommendation framework based on the incorporation of tensor factorization and 
nearest neighbourhood, called the TFN framework. In the following, we will first 
introduce the overall framework of TFN and the ideas behind it. Subsequent 
subsections will elaborate the components of the framework. 
4.3.1 General Introduction to TFN 
As we have mentioned, neighbourhood approaches based on k-NN work with 
the direct preferences of explicitly and strongly correlated users through user 
neighbourhood formation; while tensor factorization models focus on latent relations 
between users, items and tags derived from the entire data. For neighbourhood 
approaches, the relations between close neighbours can be seen as localized relations, 
since user neighbourhoods are generated based on directly related users who have 
preferences that are explicitly alike, for example, the same items and/or tags 
commonly rated or used. Thus the item recommendations or preference predictions 
are calculated based on explicit localized relations. In contrast, for the factorization 
models, the latent relations between the three modes revealed by tensor 
decomposition algorithms are generated based on the entire data, rather than parts of 
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the data. This means the recommendations generated from factorization models are 
oriented to a different aspect of relations.  
As discussed above, the previously proposed NTF framework integrates tensor 
factorization and users’ nearest neighbourhood. While NTF directly conducts user-
neighbourhood-based CF on the reconstructed tensor, it does not address the 
computation efficiency problem and the noise problem.  
The proposed recommendation model TFN integrates holistic latent relations 
with localized explicit neighbourhood relations for making recommendations. 
Instead of conducting neighbourhood-based CF directly on the reconstructed tensor 
through user-oriented item representation vectors, TFN obtains the TF-based item 
recommendations for each user as intermediate results, before the CF operation. This 
can largely increase the efficiency of the model, and also the accuracy of 
recommendation.  
As shown in Figure 4.2, the recommendation making of TFN consists of 
several steps. Firstly, like NTF, TFN computes the representation vectors of the 
recommendable items for the target user 𝑢𝑣, then TFN obtains the recommendable 
items for the target user. The next step is to compute the user-wise and 
neighbourhood-wise item recommendations. In the final step TFN ranks the 
recommendations. The following subsections will present the details of these steps. 
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Figure 4.2. TFN recommendation making for user 𝑢𝑣 
4.3.2 Deriving User-wise and Neighbourhood-wise Item Recommendations 
After the latent ternary relation analysis on the original social tagging data, the 
approximation tensor ?̂? can be used to derive predicted item preferences for each 
user. For a user 𝑢𝑣 and an item 𝑖𝑗, a predicted item preference can be calculated using 
Equation (4.7).  
 ?̂?(𝑢𝑣, 𝑖𝑗) = 𝑚𝑎𝑥
𝑞∈{1,…,|𝑇| }
(?̂?𝑣,𝑗,𝑞 )  (4.7) 
?̂?(𝑢𝑣, 𝑖𝑗) indicates the predicted measure of the user 𝑢𝑣’s interest for the item 𝑖𝑗.  
For each user and each item, Equation (4.7) can be evaluated. Collectively, all 
predicted item preferences constitute a user-item preference matrix ?̂? ∈ ℝ|𝑈|×|𝐼| , i.e., 
?̂?𝑣,𝑗 = ?̂?(𝑢𝑣, 𝑖𝑗) , 0 ≤ 𝑣 ≤ |𝑈| , 0 ≤ 𝑗 ≤ |𝐼| . For an arbitrary target user, the 
recommendable items can be obtained from the user-item preference matrix. 
𝑢𝑣 
𝑢𝑣 
𝑢𝑣 
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For a user 𝑢𝑣 , the set of items used and the set of items preferred by this 
user can be defined as 𝐼𝑢𝑣 = {𝑖|𝑖 ∈ 𝐼, 𝑝(𝑢𝑣, 𝑖) = 1} and 𝐼𝑢𝑣 = {𝑖|𝑖 ∈ 𝐼, ?̂?(𝑢𝑣, 𝑖) > 0}, 
respectively.  Based on the user-item preference matrices 𝒫  and ?̂? , two-tier item 
recommendations can be generated for each target user. The first tier is called user-
wise item recommendations. For a target user 𝑢𝑣 , the user-wise item 
recommendations can be obtained by: 
 𝑅𝑢𝑣 = 𝐼𝑢𝑣 − 𝐼𝑢𝑣   (4.8) 
𝑅𝑢𝑣  is the relative complement of set 𝐼𝑢𝑣  with respect to the set 𝐼𝑢𝑣. It contains 
the items that are preferred by the target user and have not been used by the target 
user. 
On the other hand, with the three-dimensional user neighbourhood formation in 
Section 4.1, for the user 𝑢𝑣, a set of neighbourhood-wise item recommendations can 
be obtained from each neighbour of the user. Based on a neighbour user 𝑢𝑤 of the 
user 𝑢𝑣, a set of item recommendations for 𝑢𝑣 can be obtained by: 
 𝑅𝑢𝑣
𝑢𝑤 = 𝐼𝑢𝑤 − 𝐼𝑢𝑣   (4.9) 
𝑅𝑢𝑣
𝑢𝑤 contains the items which are preferred by the neighbour 𝑢𝑤 and have not 
been used by the target user 𝑢𝑣. For all top k neighbours in ℕ𝑢𝑣
𝑘 , the set of item 
recommendations for 𝑢𝑣 is 
 𝑅𝑢𝑣
ℕ = ⋃ 𝑅𝑢𝑣
𝑢𝑤
𝑢𝑤∈ℕ𝑢𝑣
𝑘     (4.10) 
The user-wise item recommendations benefit from the latent ternary relation 
analysis component and relate to the target user directly, whereas the neighbourhood-
wise item recommendations rely on not only the latent ternary relations but also the 
closely related users of the target user, making the latter complementary 
enhancement to the first source of recommendations. In the next subsection, we fuse 
the two types of relations contained in the two sets of recommendations to generate 
the final item recommendations.  
4.3.3 TFN Recommendation Ranking 
As suggested, the motivation of the TFN model is to generate more accurate 
recommendations based on localized neighbourhood relations and holistic latent 
ternary relations. The user-wise and the neighbourhood-wise item recommendations 
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introduced in the previous section give consideration to the two types of relations 
differently. In this section, we incorporate them into a nearest neighbours based 
method for making final item recommendations. 
To make final recommendations to a target user 𝑢𝑣 , he or she can be 
considered as a neighbour of him or herself, with the self-similarity 𝑠𝑖𝑚(𝑢𝑣, 𝑢𝑣) 
being 1. The TFN model uses the following equation to calculate a ranking score for 
the item 𝑖𝑗 for a target user 𝑢𝑣, called 𝑡𝑓𝑛 score: 
 𝑡𝑓𝑛(𝑢𝑣, 𝑖𝑗) =
∑ 𝑝(𝑢𝑤 ,𝑖𝑗)∙𝑠𝑖𝑚(𝑢𝑣 ,𝑢𝑤)𝑢𝑤 ∈ℕ𝑢𝑣
𝑘  
∑ 𝑠𝑖𝑚(𝑢𝑣 ,𝑢𝑤)𝑢𝑤𝜖{ℕ𝑢𝑣
𝑘 ,𝑢𝑣 }
   (4.11) 
In this way, in Equation (4.11), both the user-wise and neighbourhood-wise 
item recommendations are considered. The 𝑡𝑓𝑛  score is computed in accordance 
with the different natures of the two-tier item recommendations. As we can see in 
Equation (4.11), the recommendation algorithm of the TFN model is built based on a 
modified k-NN schema, where the TF-based predicted item preferences from both 
the target user and his or her neighbours are employed in the ranking score 
computation. This enables the TFN model to take advantage of both nearest 
neighbours and latent ternary relations.  
The final top-N item recommendations for user 𝑢𝑣  are obtained using the 
following equation: 
 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁(𝑢𝑣) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖𝑗∈(𝑅𝑢𝑣∪𝑅𝑢𝑣
ℕ )
𝑁 𝑡𝑓𝑛(𝑢𝑣, 𝑖𝑗)   (4.12) 
In the proposed TFN model, user neighbourhoods are generated using the 
initial tensor 𝒜, which comes from the original social tagging data directly, rather 
than the approximation tensor ?̂?. The initial tensor is more appropriate for forming 
neighbourhoods for TFN modelling, in that the initial tensor contains users’ tagging 
data provided directly by users, which is linked with the explicit localized relations; 
whereas the approximation tensor generated through tensor factorization and 
reconstruction provides us insights into the global latent relations. The approximation 
tensor holds predicted element values based on global relations among users, tags 
and items.   
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4.4 ALGORITHMS 
The two multidimensional recommendation approaches proposed in this 
chapter focus on the utilization of holistic latent relations and the localized explicit 
neighbourhood relations in the high-order social tagging data. The two 
recommendation approaches are described formally in the algorithms below. 
Algorithm 1 formalizes the algorithm of the NTF item recommendation 
approaches. Steps 1–3 generate the nearest neighbours of each user. Steps 5–7, 
compute the item representations for each user. In step 8, we define a 
recommendable item set for the current target user 𝑢𝑣 . Steps 9–14 comprise the 
procedure for computing the neighbourhood-enriched item representation of the item 
𝑖𝑗 for the current target user 𝑢𝑣. In step 15, a ranking score is computed for the item. 
In step 17, a ranked item recommendation list is generated for the target user 𝑢𝑣. 
Step 18 puts the generated recommendation list of user 𝑢𝑣 into the recommendation 
set 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁; this set is the recommendations for all users in U. Step 20 returns 
𝑛𝑡𝑓_𝑡𝑜𝑝𝑁  as the output. This algorithm incorporates the nearest neighbourhood 
information into the Tensor Factorization –based item recommendation. With both 
local neighbourhood relations and holistic latent relations being integrated, the 
recommendation quality is significantly improved.  
 
Algorithm 1 NTF item recommendation algorithm 
 
Input: Initial tensor 𝒜 representing the user-item-tag social tagging data 
            Approximation tensor ?̂?  
           Neighbourhood size k 
           N for top-N item recommendations 
Output: Personalized item recommendation set 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁  for all users in U 
 1: for each user index 𝑢𝑣 ∈ 𝑈 do 
 2: Generate the top 𝑘 neighbours of 𝑢𝑣 as ℕ𝑢𝑣
𝑘 . 
3: end for 
 4: for each user index 𝑢𝑣 ∈ 𝑈 do 
  5:  for each item 𝑖𝑗 ∈ 𝐼 of 𝑢𝑣 do  
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 6:  Extract the item representations 𝑖?̂?(𝑢𝑣, 𝑖𝑗) of the item 𝑖𝑗 using 
  Equation (4.3), i.e., 𝑖?̂?(𝑢𝑣, 𝑖𝑗) = (?̂?𝑣,𝑗,𝑞)𝑞∈{1,…,|𝑇|}
. 
7: end for 
8:  Define recommendable item set for user 𝑢𝑣 : 𝐼𝑢𝑣 = {𝑖𝑗|𝑖𝑗 ∈
𝐼, 𝑚𝑎𝑥
𝑞∈{1,…,|𝑇|}
(𝒜𝑣,𝑗,𝑞 ) = 0}.  
   9:  for each recommendable item 𝑖𝑗 ∈ 𝐼𝑢𝑣  do  
   10:  Compute item representation 𝑖?̂?(𝑢𝑣, 𝑖𝑗) using Equation (4.3), 
𝑖?̂?(𝑢𝑣, 𝑖𝑗) = (?̂?𝑣,𝑗,𝑞 )𝑞∈{1,…,|𝑇|}
. 
11: for each neighbour user 𝑢𝑤 ∈ ℕ𝑢𝑣
𝑘  do 
12: Compute item representation 𝑖?̂?(𝑢𝑤 , 𝑖𝑗) using Equation 
(4.3). 
13: end for 
14: With 𝑖?̂?(𝑢𝑣, 𝑖𝑗)  and all 𝑖?̂?(𝑢𝑤 , 𝑖𝑗)  computed, compute the 
neighbourhood-enriched item representation of the item 𝑖𝑗 for 
user 𝑢𝑣  using Equation (4.4), 𝑖?̂?
𝑁(𝑢𝑣, 𝑖𝑗) =
∑ 𝑖?̂?(𝑢𝑤 ,𝑖𝑗)∙𝑠𝑖𝑚(𝑢𝑣 ,𝑢𝑤)𝑢𝑤∈ℕ𝑢𝑣
𝑘  + 𝑖?̂?(𝑢𝑣 ,𝑖𝑗)
∑ 𝑠𝑖𝑚(𝑢𝑣 ,𝑢𝑤)𝑢𝑤𝜖ℕ𝑢𝑣
𝑘  + 1
 . 
15:  Compute the ranking score of item 𝑖𝑗  for user 𝑢𝑣  based on 
Equation (4.5), 𝑛𝑡𝑓(𝑢𝑣, 𝑖𝑗) = 𝑚𝑎𝑥
𝑞∈{1,…,|𝑇| }
(𝑖?̂?𝑁(𝑢𝑣, 𝑖𝑗)). 
 16: end for 
17:  For user 𝑢𝑣, rank the recommendable items based on ranking scores 
using Equation (4.6), 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁(𝑢𝑣) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖𝑗
𝑁𝑡𝑓𝑛(𝑢𝑣, 𝑖𝑗). 
18:  𝑛𝑡𝑓_𝑡𝑜𝑝𝑁 ← 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁 + 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁(𝑢𝑣) 
19: end for  
20: Return 𝑛𝑡𝑓_𝑡𝑜𝑝𝑁 
 
 92 Chapter 4: Incorporating Nearest Neighbourhood with Tensor Factorization for Item Recommendation 
Algorithm 2 presents the TFN item recommendation algorithm. Like 
Algorithm 1, the neighbours of each user are generated in steps 1–3. In step 4, a user-
item preference matrix ?̂?  is computed. Step 6 computes the user-wise item 
recommendations for the target user 𝑢𝑣. Steps 7–9 compute the neighbourhood-wise 
item recommendations for 𝑢𝑣 . In step 10, the neighbourhood-wise item 
recommendations are combined. Steps 11–13 compute the ranking score for each 
recommendation item 𝑖𝑗 ∈ (𝑅𝑢𝑣 ∪ 𝑅𝑢𝑣
ℕ ). In step 14, the recommendable items are 
ranked based on their ranking scores. Step 15 puts the generated recommendation list 
of user 𝑢𝑣  into the recommendation set 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁 ; this comprises the 
recommendations for all users in U. Step 17 returns 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁 as the output. This 
algorithm incorporates the Tensor Factorization –based recommendations into the 
nearest neighbourhood –based recommendation procedure. The recommendation 
quality of this algorithm is superior compared to that of Algorithm 1. 
 
Algorithm 2 TFN item recommendation algorithm 
 
Input: Initial tensor 𝒜 representing the user-item-tag social tagging data 
            Approximation tensor ?̂?  
           Neighbourhood size k 
           N for top-N item recommendations 
Output: Personalized item recommendation set 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁 for all users in U 
1: for each user index 𝑢𝑣 ∈ 𝑈 do 
 2: Generate the top 𝑘 neighbours of 𝑢𝑣 as ℕ𝑢𝑣
𝑘 . 
3: end for 
4: Derive user- item preference matrix ?̂? from the approximation tensor ?̂? . 
An arbitrary matrix element ?̂?(𝑢𝑣, 𝑖𝑗)  of matrix ?̂?  is computed using 
Equation (4.7), ?̂?(𝑢𝑣, 𝑖𝑗) = 𝑚𝑎𝑥
𝑞∈{1,…,|𝑇|}
(?̂?𝑣,𝑗,𝑞). 
5: for each user index 𝑢𝑣 ∈ 𝑈 do 
6:  Extract the user-wise item recommendations using Equation (4.8), 
𝑅𝑢𝑣 = 𝐼𝑢𝑣 − 𝐼𝑢𝑣 . 
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7: for each neighbour 𝑢𝑤 ∈ ℕ𝑢𝑣
𝑘  do 
8:  Extract the neighbourhood-wise item recommendations for 𝑢𝑣 
using Equation (4.9), i.e., 𝑅𝑢𝑣
𝑢𝑤 = 𝐼𝑢𝑤 − 𝐼𝑢𝑣 . 
9:  end for 
10:  Combine the neighbourhood-wise item recommendations using 
Equation (4.10), i.e., 𝑅𝑢𝑣
ℕ = ⋃ 𝑅𝑢𝑣
𝑢𝑤
𝑢𝑤∈ℕ𝑢𝑣
𝑘 . 
11: for each recommendation item 𝑖𝑗 ∈ (𝑅𝑢𝑣 ∪ 𝑅𝑢𝑣
ℕ ) do 
12:  Compute the ranking score based on Equation (4.11), i.e., 
𝑡𝑓𝑛(𝑢𝑣, 𝑖𝑗) =
∑ 𝑝(𝑢𝑤 ,𝑖𝑗)∙𝑠𝑖𝑚(𝑢𝑣 ,𝑢𝑤)𝑢𝑤∈ℕ𝑢𝑣
𝑘  
∑ 𝑠𝑖𝑚(𝑢𝑣,𝑢𝑤)𝑢𝑤 𝜖{ℕ𝑢𝑣
𝑘 ,𝑢𝑣}
 (Note the target user 
𝑢𝑣 is taken as a neighbour of him or herself with similarity as 
1). 
13: end for 
14:  Rank the recommendable items based on ranking scores using 
Equation (4.12), 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁(𝑢𝑣) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑖𝑗∈(𝑅𝑢𝑣∪𝑅𝑢𝑣
ℕ )
𝑁 𝑡𝑓𝑛(𝑢𝑣, 𝑖𝑗). 
15: 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁 ← 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁 +  𝑡𝑓𝑛_𝑡𝑜𝑝𝑁(𝑢𝑣) 
16: end for  
17: Return 𝑡𝑓𝑛_𝑡𝑜𝑝𝑁 
 
 
4.5 SUMMARY AND IMPLICATIONS 
This chapter has introduced two novel multidimensional recommendation 
frameworks based on the incorporation of tensor factorization and nearest-
neighbourhood-based collaborative filtering. Tensor factorization focuses on latent 
and global data relations between the three dimensions in social tagging data, while 
the nearest-neighbourhood-based collaborative filtering mainly takes into 
consideration the strong and local information of the interests and preferences of 
users. The different mechanisms and effects of the two types of approaches have 
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provided theoretical support for the two multidimensional recommendation 
frameworks proposed in this chapter. The first recommendation model, NTF, 
conducts user-nearest-neighbourhood collaborative filtering on the user-oriented item 
representation vectors after tensor factorization is applied to the initial user-item-tag 
tensor. For a target user, the nearest neighbours complement his preference 
information, on the basis of predicted user- item-tag ternary preferences. To further 
alleviate computation consumption and the influence of noise, we further proposed a 
second multidimensional recommendation model, namely TFN. TFN avoids the 
massive vector computation of NTF, and it is more efficient. TFN utilizes the nearest 
neighbourhood relations based on the TF-based item recommendations; therefore, it 
suffers less from the noise produced in the tensor factorization procedure. 
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Chapter 5: Experimental Studies and 
Analysis of Multidimensional 
User Profiling Techniques 
This chapter focuses on the evaluation of the multidimensional user profiling 
techniques proposed in Chapter 3 in terms of collaborative filtering recommendation 
approaches. Section 5.1 will introduce the CF recommendation approaches used in 
the experiment to evaluate the proposed user profiling methods. Experiments design, 
the analysis of data collections and the selected evaluation metrics and baseline 
models will be discussed after that. Then, the results of the experiments will be 
illustrated. Finally, the analysis and discussions of the results will be presented. 
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5.1 NEIGHBOURHOOD-BASED COLLABORATIVE FILTERING WITH 
MULTIDIMENSIONAL PROFILING METHODS 
In order to evaluate the effectiveness of the proposed multidimensional user 
profiling approaches, we conduct recommendation making experiments by applying 
the proposed user profiling methods to neighbourhood-based collaborative filtering 
recommenders in this section. We present the CF algorithms in the following. 
The user-based CF algorithm (Su & Khoshgoftaar, 2009) is used in the 
experiments. Because our objective is to compare the proposed user profiles with 
benchmarking user profiles fairly, we employ this CF algorithm which contains the 
standard user-based CF mechanism. It works with the following procedure: 
First, formulate user interests and preferences as user profiles for all target 
users. For example, Tso-Sutter et al. proposed to extend the typical user- item matrix 
with tags which are taken as pseudo users and pseudo items (Tso-Sutter et al., 2008). 
We proposed two multidimensional profiling methods in Chapter 3.  
Secondly, generate user neighbourhoods based on a predefined similarity 
measurement between any two users, such as Jaccard similarity or Cosine similarity.  
For the MSVD-based user profiling approach proposed in Section 3.2, since 
the user profiles are vectors consisting of real numbers, Cosine similarity is used and 
it is given as: 
 𝑠𝑖𝑚(𝑢𝑖 ,𝑢𝑗) = 𝐶𝑜𝑠𝑖𝑛𝑒(𝑢𝑖 ,𝑢𝑗) =
𝑢𝑖
𝑓⃗⃗ ⃗⃗  ⃗
∙𝑢𝑗
𝑓⃗⃗ ⃗⃗  ⃗
‖𝑢𝑖
𝑓⃗⃗ ⃗⃗  ⃗‖∙‖𝑢𝑗
𝑓⃗⃗ ⃗⃗  ⃗‖
   (5.1) 
For the approach in Section 3.3, since the TM-based user profiles computed 
from social tagging data are matrices or second-order tensors, we can vectorise the 
matrices to vectors. After the vectorization, the TM-based user profile similarity can 
still be computed using Equation (5.1). For an arbitrary user 𝑢𝑣’s TM-based user 
profile 𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣), 𝑣𝑒𝑐 (𝑈𝑃
𝒯𝒰𝒫 (𝑢𝑣)) is the vectorization  of 𝑈𝑃
𝒯𝒰𝒫 (𝑢𝑣) (Cichocki 
et al., 2009; H. Lu et al., 2013): 
 𝑣𝑒𝑐 (𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣)) =< (𝑈𝑃
𝒯𝒰𝒫 (𝑢𝑣))
1,1
, (𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣))
1,2
, ⋯ , (𝑈𝑃𝒯𝒰𝒫 (𝑢𝑣))
𝑘𝑖,𝑘𝑡
>
   (5.2) 
Note the specific permutation of elements is not important so long as it is 
consistent across all users in the vectorization.  
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Finally, for each target user, based on the item preferences of this user’s 
neighbour users, compute a preference prediction for each new item and then 
produce a ranked list of top-N item recommendation.  
For the MSVD-based user profiling method proposed in Section 3.2, using 
user-based CF, the preference prediction 𝑃𝑢𝑗,𝑖𝑘
𝑈𝐶𝐹−𝑀𝑆𝑉𝐷  to a new item 𝑖𝑘  for a target 
user 𝑢𝑗 is given as: 
 ?̂?𝑈𝐶𝐹−𝑀𝑆𝑉𝐷 (𝑢𝑗, 𝑖𝑘) = ∑ (𝑟𝑢𝑣 ,𝑖𝑗 ∙ 𝑠𝑖𝑚(𝑢𝑗,𝑢𝑣))𝑢𝑣∈𝑁𝑢𝑗 ,𝑖𝑘∈𝐼𝑢𝑣
  (5.3) 
where 𝑁𝑢𝑗 are the neighbour users of target user 𝑢𝑗. 𝐼𝑢𝑣  is the set of items collected 
by user 𝑢𝑣.  𝑟𝑢𝑣,𝑖𝑗 is the user 𝑢𝑣’s item preference for item 𝑖𝑗. 
Likewise, item-based CF with MSVD-based item profiling method can be 
formulated similarly: 
 ?̂?𝐼𝐶𝐹−𝑀𝑆𝑉𝐷 (𝑢𝑚, 𝑖𝑘) = ∑ (𝑟𝑢𝑚 ,𝑖𝑗 ∙ 𝑠𝑖𝑚(𝑖𝑘 , 𝑖𝑗))𝑖𝑗∈𝐼𝑢𝑚 ,𝑖𝑘∈𝑁𝑖𝑗
  (5.4) 
where 𝑁𝑖𝑗 are the neighbour items of a collected item 𝑖𝑗 which are new to user 𝑢𝑚. 
𝐼𝑢𝑚  is the set of items collected by user 𝑢𝑚, and 𝑠𝑖𝑚(𝑖𝑘 , 𝑖𝑗) is the similarity between 
item 𝑖𝑘 and item 𝑖𝑗. 
For the TM-based user profiling method proposed in Section 3.3, the predicted 
item preference ?̂?𝑈𝐶𝐹−𝑇𝑀(𝑢𝑣, 𝑖𝑗) for user 𝑢𝑣 to item 𝑖𝑗 is:   
 ?̂?𝑈𝐶𝐹−𝑇𝑀(𝑢𝑣, 𝑖𝑗) = ∑ (𝑝(𝑢𝑤 , 𝑖𝑗) ∙ 𝑠𝑖𝑚(𝑢𝑤 ,𝑢𝑣))𝑢𝑤∈𝑁(𝑢𝑣 ,𝑘),𝑖𝑗∈𝐼𝑢𝑤    (5.5) 
where 𝑁(𝑢𝑣,𝑘) is the set of top 𝑘 97eighbour users of 𝑢𝑣. 𝐼𝑢𝑤  is the set of items used 
by a 97 eighbour 𝑢𝑤  and unknown to 𝑢𝑣 . 𝑝(𝑢𝑤 , 𝑖𝑗)  is 97 eighbour 𝑢𝑤 ’s item 
preference for item 𝑖𝑗. 
Likewise, the predicted item preference computed from the item-based CF 
based on TM-based item profiles can be formulated as:  
 ?̂?𝐼𝐶𝐹−𝑇𝑀(𝑢𝑤 , 𝑖𝑙) = ∑ (𝑝(𝑢𝑤 , 𝑖𝑗) ∙ 𝑠𝑖𝑚(𝑖𝑗, 𝑖𝑙))𝑖𝑗∈𝐼𝑢𝑤 ,𝑖𝑙∈𝑁(𝑖𝑗,𝑘)
  (5.6) 
where 𝑁(𝑖𝑗,𝑘) are the top 𝑘 97eighbour items of a used item 𝑖𝑗 of the active user 𝑢𝑤. 
𝐼𝑢𝑤  is the set of items collected by user 𝑢𝑤, and 𝑠𝑖𝑚(𝑖𝑗, 𝑖𝑙) is the similarity between 
𝑖𝑗 and 𝑖𝑙. 
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Thereby, two types of neighbourhood-based CF approaches integrated with 
MSVD-based user/item profiles and TM-based user/item profiles are proposed 
respectively. They are able to make recommendations by integrating the user/item 
profiles based on multidimensional interaction factors with nearest neighbourhood 
relations of the users or items. This is a distinctive advantage compared to traditional 
profiling techniques and conventional neighbourhood-based CF approaches. In the 
experiments, we will empirically demonstrate that the proposed MSVD-based 
profiles enhance the two types of neighbourhood-based CF approaches to produce 
better recommendation results compared to their two-dimensional counterparts and 
other three-dimensional profiling approaches. In addition to the MSVD-based 
profiles, the proposed TM-based profiles utilize the higher-order interaction between 
users, items and tags more comprehensively, and thus further improve the quality of 
neighbourhood-based CF recommendations. Besides, we will also show that the 
more ternary relations there exist in the data, the more the recommendation quality 
will be improved. 
We conduct evaluation on the proposed multidimensional profiling methods in 
not only the single neighbourhood-based CF approaches, but also the CF fusion 
models. There are certain reasons to combine the two types of neighbourhood-based 
CF approaches. The relations in the multidimensional data seen from the aspects of 
users or items can be rather different. For example, in a social tagging system where 
a user collects the movie Titanic with the tag “love”, a different user may collect the 
same movie with the tag “disaster”. This indicates a recommendation model which 
can appropriately utilize localized neighbourhood relations from both user and item 
perspectives may lead to improvement of recommendation quality, which forms the 
basis of some previous works on CF fusion (Bar et al., 2013; J.-S. Lee & Olafsson, 
2009; Tso-Sutter et al., 2008; Wang et al., 2006).  
In the above, two types of neighbourhood-based CF approaches with three-
dimensional user and item profiling have been proposed. A CF fusion approach can 
be used to unify the power of user neighbourhoods and item neighbourhoods 
together for recommendation. For the two different multidimensional profiling 
techniques proposed in Section 3.2 and Section 3.3, this CF fusion procedure can be 
done separately. In this section, we propose two multidimensional CF Fusion 
approaches, which fuse the two neighbourhood relations in a way similar to the tag-
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aware CF fusion model (Tso-Sutter et al., 2008). For the user profiling approach 
based on MSVD, the fusion method is named as CFF-MSVD; for the user profiling 
approach based on Tucker Model, the fusion method is abbreviated as CFF-TM. 
CF fusion for the top-N item recommendation task is done by combining the 
predictions of user-based and item-based CF approaches. In order to compare our CF 
fusion approaches with the tag-aware CF fusion model, following the tag-aware CF 
fusion model, the predictions of user-based CF part and item-based CF part in our 
fusion approaches are computed differently. For the predicting item problem in user-
based CF part, recommendations are a list of items that is ranked by decreasing 
frequency of occurrence in the ratings of his/her neighbours. The following equation 
gives the preference prediction of user 𝑢 for an unused item 𝑖 by the user-based CF 
part in the CFF-MSVD and CFF-TM fusion models: 
 ?̂?𝑈𝐶𝐹2(𝑢𝑚, 𝑖𝑗) =
|{𝑢𝑣 |𝑢𝑣∈𝑁𝑢𝑚 ,𝑖𝑗∈𝐼𝑢𝑣}|
|𝑁𝑢𝑚 |
  (5.7) 
where 𝑁𝑢𝑚 are the neighbour users of target user 𝑢𝑚, and 𝐼𝑢𝑣  is the set of items used 
by a neighbour user 𝑢𝑣. 
For the item-based CF part, the top-N item recommendation is to compute a list 
of items that is ranked by decreasing sum of the similarities of neighbouring items, 
which have been used by user 𝑢𝑚. The preference predictions of the item-based CF 
parts are already given as aforementioned. 
Since the preference predictions computed by user-based CF and item-based 
CF come from different computation methods, they have different scales of values. A 
normalization process of the preference predictions is needed to unify the 
recommendations from the two neighbourhood-based CF parts, which produces the 
final preference prediction used for top-N item recommendation ranking.  
For CFF-MSVD: 
 ?̂?𝐶𝐹𝐹−M𝑆𝑉𝐷 (𝑢𝑚, 𝑖𝑗) = 𝜆 ∙
𝑝𝑈𝐶𝐹2−M𝑆𝑉𝐷(𝑢𝑚 ,𝑖𝑗)
∑ 𝑝𝑈𝐶𝐹2−M𝑆𝑉𝐷(𝑢𝑚 ,𝑖𝑗)𝑖𝑗
+ (1 − 𝜆) ∙
𝑝𝐼𝐶𝐹−M𝑆𝑉𝐷(𝑢𝑚 ,𝑖𝑗)
∑ 𝑝𝐼𝐶𝐹−M𝑆𝑉𝐷(𝑢𝑚 ,𝑖𝑗)𝑖𝑗
 (5.8) 
For CFF-TM, 
 ?̂?𝐶𝐹𝐹−𝑇𝑀(𝑢𝑣, 𝑖𝑗) = 𝜆 ∙
𝑝𝑈𝐶𝐹2−𝑇𝑀(𝑢𝑣 ,    𝑖𝑗)
∑ 𝑝𝑈𝐶𝐹2 −𝑇𝑀(𝑢𝑣,    𝑖𝑙)𝑖𝑙
+ (1 − 𝜆) ∙
𝑝𝐼𝐶𝐹−𝑇𝑀(𝑢𝑣 ,   𝑖𝑗)
∑ 𝑝𝐼𝐶𝐹−𝑇𝑀(𝑢𝑣 ,   𝑖𝑙)𝑖𝑙
  (5.9) 
where 0 ≤ 𝜆 ≤ 1. Note the neighbourhood sizes of users and items are defined by 
the same parameter 𝑘. 
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The two proposed CFF approaches for multidimensional data can reasonably 
enhance the recommendation performance, since the two approaches are able to not 
only efficiently utilize the multidimensional semantic relations, but also bring out the 
recommendation power of the localized neighbourhood relations of both users and 
items. In addition, the application of dimensionality reduction to the unfolded 
matrices can dramatically reduce the dimension problem while preserving the 
multidimensional interaction. In fact, our empirical analysis has shown that the two 
proposed CFF approaches provide very promising performance.  
5.2 HYPOTHESES 
In order to conduct a comprehensive investigation and analysis, the 
experiments were conducted in terms of the following hypotheses: 
 [Hypothesis 1]: The proposed MSVD-based profiles can facilitate 
user/item-based CF models to achieve better performance than baseline 
neighbourhood-based CF models. 
 [Hypothesis 2]: The proposed MSVD-based profiles can facilitate CF 
fusion model to achieve better performance than state-of-the-art 
multidimensional collaborative filtering recommendation models. 
 [Hypothesis 3]: The proposed TM-based profiles can facilitate user/item-
based CF models to achieve better performance than baseline 
neighbourhood-based CF models. 
 [Hypothesis 4]: The proposed TM-based profiles can facilitate CF fusion 
model to achieve better performance than state-of-the-art multidimensional 
collaborative filtering recommendation models. 
To verify the above hypotheses, experiments were conducted on two publicly 
available datasets collected from two social bookmarking websites: Bibsonomy and 
Delicious, details of which will be presented in the next section. 
5.3 EXPERIMENT SETUP 
5.3.1 Datasets 
We used popularly used social tagging datasets from Bibsonomy (Knowledge 
and Data Engineering Group, 2007) and Delicious (Wetzker, Zimmermann, & 
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Bauckhage, 2008) in the experiment. The basic data record in the two datasets is a 
user-item-tag 3-tuple, corresponding to a tag assignment as we previously defined in 
Chapter 3. The two datasets are publicly available and originally collected on April 
30, 2007 and in January, 2004 respectively by their researchers (Knowledge and 
Data Engineering Group, 2007; Wetzker et al., 2008). The Bibsonomy dataset 
contains 1037 users, 86563 items and 28648 tags; the Delicious dataset contains 
2419 users, 30838 items and 10926 tags.  
The datasets we obtained need pre-processing before the experiments. As we 
mentioned in Section 2.2.2, recommendation approaches based on tensor 
factorization models suffer from efficiency problems and high computation cost 
when dealing with large datasets (Frolov & Oseledets, 2016; Kim & Yoon, 2016; Shi 
et al., 2012; Zou et al., 2015). Despite recently there being a quantity of research 
attempting to deal with this problem, these approaches are either designed for 
particular recommendation models (Hidasi & Tikk, 2013; Rendle, Balby Marinho, et 
al., 2009; Shi et al., 2012), or require much work on tensor partition and parallelism, 
or implementation on additional hardware like GPU or distributed environments 
(Kim & Yoon, 2016; Smith & Karypis, 2015; Smith, Ravindran, Sidiropoulos, & 
Karypis, 2015; Zou, Li, Tan, & Chen, 2014; Zou et al., 2015), which make them 
difficult to be adopted in the approaches proposed in our work. On the other hand, 
the sparsity problem of the data in real- life settings is another concern (Jäschke et al., 
2007; Jäschke, Marinho, Hotho, Schmidt-Thieme, & Stumme, 2008; M. Zhang et al., 
2011), which also exists in the Bibsonomy and Delicious datasets we obtained. 
Recommendation algorithms produce bad recommendations on the “long tail” of 
items which were used by only few users (Jäschke et al., 2008; M. Zhang et al., 
2011). In this way, the data sparsity problem would negatively affect the 
performance of all recommendation models in the experiments, leading to less 
effective experimental comparison.  Therefore, it is preferable to follow existing 
strategies and restrict the evaluation on the relatively “dense” part of the tagging 
datasets.  
Since the efficiency problem is not one of the research problems this work 
focuses on, and also in order to decrease the negative influence on experimental 
comparison out of the sparsity problem of the original multidimensional datasets, we 
condensed the original Bibsonomy and Delicious datasets to obtain the relatively 
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more essential parts of the three-dimensional user- item-tag interactions in the 
original datasets. Following a conventional practice (Jäschke et al., 2007; Rendle, 
Balby Marinho, et al., 2009; Symeonidis et al., 2010), the notion of p-core (Jäschke 
et al., 2007) was applied to the two original datasets. The p-core of level k indicates 
that each user, tag and item has to occur in at least k posts. A post is a user- item pair 
(𝑢, 𝑖) representing that the user 𝑢 has tagged the item 𝑖  using any number of tags. 
Following the experiments of the HOSVD recommendation model of Symeonidis et 
al. (Symeonidis et al., 2010), we used 𝑘 = 5 for both of the two datasets. After this, 
the Delicious dataset contains 216 users, 337 items, and 247 tags; the Bibsonomy 
dataset contains 116 users, 361 items and 412 tags. The datasets of the sizes after 
pruning are commonly used in the experiments for tensor factorization related 
recommendation approaches (Jäschke et al., 2007; Karatzoglou et al., 2010; Rendle, 
Balby Marinho, et al., 2009; Symeonidis et al., 2010; M. Zhang et al., 2011). We 
define the density of a dataset as the percentage of the number of non-zero (𝑁𝑁𝑍) 
elements in the data tensors (M. Zhang et al., 2011), i.e., 𝐷𝑒𝑛𝑠𝑖𝑡𝑦 =
#𝑁𝑁𝑍
|𝑈|×|𝐼|×|𝑇|
. Then 
the densities of the Bibsonomy and Delicious datasets after pruning are 0.0588% and 
0.0278% respectively. Yet these are still lower than traditional recommender systems 
in commercial field where the density of data is approximately 1% (M. Zhang et al., 
2011).  
In Figure 5.1 and Figure 5.2, we present the distributions of the counts of tag 
assignments (i.e., 3-tuple (𝑢, 𝑖, 𝑡)) of each user and of each item in the two datasets. 
We sorted the user indices and item indices by the counts of tag assignments in 
ascending order so as to make the curves smooth. The red circles represent the counts 
of tag assignments of each user, and the blue squares correspond to that of items.  
From these two figures we can see the general distribution of the tag assignments on 
individual users and on individual items. As we can see, the tag assignments 
regarding users and items separately follow the long tail pattern, where for most of 
the users and items in a dataset, the number of related tag assignments is small; only 
a small number of users and items are related with large amount of tag assignments.  
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Figure 5.1. Distribution of the counts of tag assignments of each user (red) and each 
item (blue) in the Bibsonomy dataset 
 
Figure 5.2. Distribution of the counts of tag assignments of each user (red) and each 
item (blue) in the Delicious dataset 
 
5.3.2 Evaluation Metrics 
To evaluate the performance of top-N item recommendation, we adopt F1 
score as the evaluation metric (Herlocker et al., 2004). We conducted a 5-fold cross 
validation. For each run, we randomly choose 75% (items) observed data of each 
user to form the training set, and the remaining 25% (items) are used as testing data 
for evaluation. 
We say an item 𝑖𝑗  is relevant to user 𝑢𝑤  if 𝑝(𝑢𝑤 , 𝑖𝑗) = 1 . Given a 
recommendation size 𝑁 and a user 𝑢𝑣, the set-based metric precision, recall and F1 
score (Herlocker et al., 2004) are defined as follows: 
 104 Chapter 5: Experimental Studies and Analysis of Multidimensional User Profiling Techniques 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑁(𝑢𝑣) =
#{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑖𝑛 𝑡𝑜𝑝 𝑁 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠}
𝑁
 
𝑅𝑒𝑐𝑎𝑙𝑙@𝑁(𝑢𝑣) =
#{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑖𝑛 𝑡𝑜𝑝 𝑁 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠}
#{𝑎𝑙𝑙 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑜𝑓 𝑢𝑣}
 
𝐹1@𝑁(𝑢𝑣) =
2 ∙ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑁(𝑢𝑣) ∙ 𝑅𝑒𝑐𝑎𝑙𝑙@𝑁(𝑢𝑣)
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑁(𝑢𝑣) + 𝑅𝑒𝑐𝑎𝑙𝑙@𝑁(𝑢𝑣)
 
5.4 EVALUATION OF THE MULTIDIMENSIONAL USER PROFILING 
BASED ON SINGULAR VALUE DECOMPOSITION 
In this section we verify the Hypothesis 1 and Hypothesis 2, for which we will 
answer the following question:  
Can the user/item-based CF models integrated with the proposed MSVD-based 
user/item profiles achieve higher performance than baseline neighbourhood-based 
recommendation models? Can the CF fusion model integrated with the MSVD-based 
user/item profiles effectively outperform state-of-the-art multidimensional 
collaborative filtering recommendation models?  
We will present empirical analysis based on real data collected from 
Bibsonomy and Delicious. Experimental results show the high effectiveness of the 
proposed profiling approach based on MSVD for making recommendations. 
Specially, the evaluation results of CFF-MSVD approach show significantly superior 
performances compared to other state-of-the-art CF approaches for multidimensional 
data. 
5.4.1 Recommendation Models for Evaluation 
The following proposed approaches are to be examined in the experiments:  
 User-based CF with the MSVD for User Profiling (UCF-MSVD). This is 
the user-based CF approach integrated with the MSVD-based user profiles. 
 Item-based CF with MSVD for User Profiling (ICF-MSVD). This is the 
item-based CF approach integrated with the MSVD-based item profiles. 
 CF Fusion with the MSVD for User/Item Profiling (CFF-MSVD). This is 
the first proposed CF fusion approach based on MSVD. 
In order to compare our proposed approaches against state-of-the-art 
recommendation algorithms as well as conventional neighbourhood-based CF 
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approaches, we have adopted the following single neighbourhood-based CF models 
as the baseline models: 
 User-based CF (UCF). This is the user-based CF approach (Adomavicius & 
Tuzhilin, 2005). Similar to iCF, it is a 2-dimensional recommendation 
method with the implicit rating data as input. 
 Item-based CF (ICF). This is the item-based CF approach (Deshpande & 
Karypis, 2004). It is actually a 2-dimensional recommendation method with 
the implicit rating data as input. 
 User-based CF with TF for User Profiling (UCF-TF). This is the user-
based CF approach integrated with the user profiles based on the 
reconstructed tensor after the HOSVD algorithm is conducted. The user 
similarity is calculated based on Equation (5.1) after the vectorisation using 
Equation (5.2).  
 User-based CF with Initial Tensor for User Profiling (UCF-IT). This is 
the user-based CF approach integrated with the user profiles based on the 
initial tensor. The user similarity is calculated based on Equation (5.1) after 
the vectorisation using Equation (5.2).  
We also adopted the following multidimensional recommendation models as 
the baseline models to compare with our multidimensional recommendation models. 
 Tag-aware CF Fusion (tCFF). This is a CF fusion model which uses tags as 
pseudo users in item-based CF and as pseudo items in user-based CF, to 
extend the profiling ability of the two approaches (Tso-Sutter et al., 2008). 
 Tensor-Factorization-based CF (TF). Symeonidis et al. proposed a tensor-
factorization-based recommender framework which uses HOSVD for 
factorizing third-order user-item-tag tensors (Symeonidis et al., 2010). They 
use kernel-SVD in the process to further improve the recommendation 
accuracy of the reconstructed tensors. Item recommendations are generated 
directly based on reconstructed tensors. 
5.4.2 Parameter Settings 
Following are the specific settings used in the algorithms to be evaluated for 
the datasets. 
 106 Chapter 5: Experimental Studies and Analysis of Multidimensional User Profiling Techniques 
 UCF. For the Bibsonomy dataset, we have varied the parameter for the user 
neighbourhood size from 10 to 100 with a step size of 5, and the best result 
was achieved when the neighbourhood size equals to 30. For the Delicious 
dataset, we have varied the parameter for the neighbourhood size from 10 to 
200 with a step size of 5, and the best result was achieved when the 
neighbourhood size equals to 30. 
 ICF. We have varied the parameter for the item neighbourhood size from 10 
to 300 with a step size of 5 for the two datasets. For the Bibsonomy dataset, 
the best result was achieved when the item neighbourhood size equals to 100. 
For the Delicious dataset, the best result was achieved when the 
neighbourhood size equals to 40. 
 TF. We follow the approach in (Symeonidis et al., 2010) to determine the 
three dimensional parameters of core tensors. For the Bibsonomy dataset, we 
found when the three parameters were set as 82, 51, 58 this model achieved 
its best results. For the Delicious dataset, we found when the three parameters 
were set as 61, 96, 211 this model achieved its optimal results. 
 tCFF. For both of the two datasets, we have varied the λ parameter from 0 to 
1 by an interval of 0.1 and the neighbourhood 𝑘 parameter from 10 to 300 by 
an interval of 5. For the Bibsonomy dataset, we have found the best λ to be 
0.9 and 𝑘 to be 15. For the Delicious dataset, we have found the best λ to be 
0.7 and 𝑘 to be 70. 
 UCF-TF. For the three dimensional parameters for tensor factorization, this 
recommender uses the same parameters as TF recommender does. For the 
Bibsonomy dataset, the best recommendation result is achieved with the user 
neighbourhood size of 5. For the Delicious dataset, the best recommendation 
result is achieved with the user neighbourhood size of 5.  
 UCF-IT. For the Bibsonomy dataset, the best recommendation result is 
achieved with the user neighbourhood size of 5. For the Delicious dataset, the 
best recommendation result is achieved with the user neighbourhood size of 
5.  
Following are the settings for the proposed recommendation models to be 
evaluated. 
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 UCF-MSVD. For the Bibsonomy dataset, we found the best results from this 
method came with factor number parameter 𝑘𝑢  as 114 and user 
neighbourhood size as 30. For the Delicious dataset, we found the best results 
from this method came with factor number parameter 𝑘𝑢  as 128 and user 
neighbourhood size as 60. 
 ICF-MSVD. For the Bibsonomy dataset, we found the best results from this 
method came with factor number parameter 𝑘𝑖  as 343 and item 
neighbourhood size as 100. For the Delicious dataset, we found the best 
results from this method came with factor number parameter 𝑘𝑖 as 78 and 
user neighbourhood size as 70. 
 CFF-MSVD. We have varied the λ parameter from 0 to 1 by an interval of 
0.1 and the neighbourhood 𝑘 parameter from 10 to 300 by an interval of 5 for 
both of the two datasets. For the Bibsonomy dataset, we set the factor number 
parameter 𝑘𝑖 as 343 and 𝑘𝑢 as 114. We have found the best λ was 0.4 and 𝑘 
was 10. For the Delicious dataset, we set the factor number parameter 𝑘𝑖 as 
78 and 𝑘𝑢 as 128. We have found the best λ to be 0.7 and 𝑘 to be 30. 
5.4.3 Experiment Results and Discussion 
In this section, we present the detailed experiment results and discuss the 
performance of the recommendation models in terms of F1 score as the evaluation 
metrics. 
(1) Experiments on Neighbourhood-based CF Models 
In this section, in order to evaluate the effectiveness of the proposed 
multidimensional profiling approach MSVD, we compare the neighbourhood-based 
CF model integrated with the proposed MSVD-based profiling approaches UCF-
MSVD and ICF-MSVD, with its corresponding neighbourhood-based CF approaches, 
and also additional baselines UCF-TF and UCF-IT. Specifically, in Table 5.1 and 
Figure 5.3, we give the F1 comparison of the recommenders for the Bibsonomy 
dataset. Table 5.2 and Figure 5.4 present the F1 comparison of the recommenders for 
the Delicious dataset. 
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Table 5.1. F1 score comparison of the neighbourhood-based CF models for 
Bibsonomy dataset 
 
Top-
N 
UCF-
IT 
UCF-
TF 
UCF 
UCF-
MSVD 
Imp. 
(%) 
ICF 
ICF-
MSVD 
Imp. 
(%) 
1 0.035 0.029 0.042 0.049 17% 0.030 0.049 63% 
2 0.039 0.037 0.073 0.068 -6% 0.049 0.112 56% 
3 0.043 0.036 0.097 0.096 -1% 0.061 0.140 56% 
4 0.044 0.041 0.108 0.098 -9% 0.064 0.156 143% 
5 0.046 0.043 0.107 0.104 -2% 0.075 0.150 100% 
6 0.047 0.046 0.107 0.105 -1% 0.077 0.148 92% 
7 0.050 0.047 0.103 0.110 7% 0.077 0.148 92% 
8 0.055 0.049 0.102 0.110 8% 0.077 0.147 91% 
9 0.054 0.050 0.108 0.112 4% 0.077 0.143 86% 
10 0.056 0.052 0.111 0.111 0% 0.079 0.139 76% 
 
 
Figure 5.3. F1 score comparison of the neighbourhood-based CF models for 
Bibsonomy dataset 
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As we can see in Table 5.1, the performance of UCF-MSVD on Bibsonomy 
dataset is not good as expected. On 5 top-N cases there are recommendation 
improvements and on the rest cases the recommendation quality is actually worse.  
We will discuss the reasons behind this phenomenon later in the following. 
Other than the UCF-MSVD on the Bibsonomy dataset, UCF-MSVD and ICF-
MSVD have shown superior performance than UCF and ICF on the Bibsonomy and 
Delicious datasets. This is because the MSVD-based profiling approach is able to 
take into consideration the additional tag information and to utilize the 3-dimensional 
Table 5.2. F1 score comparison of the neighbourhood-based CF models for 
Delicious dataset 
 
Top-
N 
UCF-
IT 
UCF-
TF 
UCF 
UCF-
MSVD 
Imp. 
(%) 
ICF 
ICF-
MSVD 
Imp. 
(%) 
1 0.028 0.014 0.038 0.036 -5% 0.022 0.024 9% 
2 0.030 0.027 0.052 0.052 0% 0.023 0.039 70% 
3 0.032 0.030 0.055 0.058 5% 0.033 0.038 15% 
4 0.038 0.037 0.054 0.067 24% 0.038 0.044 16% 
5 0.036 0.034 0.056 0.064 14% 0.045 0.050 11% 
6 0.037 0.034 0.055 0.060 9% 0.043 0.052 21% 
7 0.038 0.032 0.055 0.057 4% 0.042 0.052 24% 
8 0.039 0.030 0.055 0.057 4% 0.042 0.050 19% 
9 0.044 0.031 0.054 0.055 2% 0.043 0.049 14% 
10 0.043 0.032 0.054 0.055 2% 0.043 0.052 21% 
 
 
Figure 5.4. F1 score comparison of the neighbourhood-based CF models for 
Delicious dataset 
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relationships, which leads to more refined user and item profiles. With the MSVD-
based user/item profiles, neighbourhood formation is more accurate and thus the 
recommendation shows improved quality. Except for the UCF-MSVD applied on 
Bibsonomy dataset, the improvements of recommendation accuracy achieved by 
both UCF-MSVD and ICF-MSVD respectively are obvious.  
Compared to UCF-MSVD, the experiments on ICF-MSVD have shown 
comparatively more improvements than the experiments on UCF-MSVD. This 
phenomenon can be explained by the quantitative differences between users and 
items in the datasets. Since the unfolding matrices used in UCF-MSVD and in ICF-
MSVD come from the same tensor, the information provided by these two matrices 
is essentially the same. Under this condition, the smaller number of users compared 
to items means there are larger number of non-zero elements in 𝑢𝑒⃗⃗⃗⃗   than in 𝑖𝑒⃗⃗   
averagely. In Figure 5.1 and Figure 5.2, we present the distributions of the counts of 
tag assignments (i.e., 3-tuple  (𝑢, 𝑖, 𝑡) ) of each user and of each item in the two 
datasets, which are the non-zero elements in 𝑢𝑒⃗⃗⃗⃗   and in 𝑖𝑒⃗⃗  . We sorted the user indices 
and item indices by the counts of tag assignments in ascending order to make the 
curves smooth. The red circles represent the counts of tag assignments of each user, 
and the blue squares correspond to that of items. As we can see, averagely each user 
has more tag assignments than each item does. Also, because the numbers of users 
are smaller than the items in the two datasets, the available factors in 𝑢𝑓⃗⃗ ⃗⃗   will be less 
than that in 𝑖𝑓⃗⃗  ⃗. This implies the reduction from 𝑢𝑒⃗⃗⃗⃗   to 𝑢𝑓⃗⃗ ⃗⃗   leads to potentially more 
information loss than that from 𝑖𝑒⃗⃗   to 𝑖𝑓⃗⃗  ⃗. In this way, 𝑢𝑓⃗⃗ ⃗⃗   may not always provide 
sufficient information for each user in UCF-MSVD to generate more accurate 
profiles than what UCF does. On the other hand, for UCF and ICF, it is also due to 
the lower number of users and higher number of items, the profiles generated in UCF 
can be better than that generated by ICF because each user in UCF can potentially 
have more information for profiling. Moreover, it also increases the possibility for 
UCF to obtain neighbourhoods with higher quality than ICF. This results in the usual 
better performance of UCF over ICF. Similar observation was given by Desrosiers 
and Karypis (Desrosiers & Karypis, 2011). In this way, the improvement of UCF-
MSVD over UCF is less effective as shown in the experiments. Thus we need to also 
consider the specific characteristics of the datasets or the application scenarios we 
 Chapter 5: Experimental Studies and Analysis of Multidimensional User Profiling Techniques 
 111 
work on to determine which neighbourhood-based CF recommender to apply the 
MSVD-based profiling method to in practical settings.  
On the other hand, we have mentioned that the UCF-MSVD evaluated on the 
Bibsonomy dataset is worse compared to UCF. This is due to that the number of 
users in Bibsonomy dataset is substantially smaller than the number of items, as we 
have presented in Figure 5.1. Therefore the imbalance between the numbers of users 
and items further escalates the phenomenon we discussed above. This may leads to 
the F1 scores on some top-N cases for the UCF-MSVD on Bibsonomy dataset 
become worse than expected.  
Despite the above problem, the MSVD-based profiles still make certain 
improvements on the single neighbourhood-based CF models. To solve the problems 
related to the numeral difference between users and items, CF fusion models can be 
used which integrate the two types of neighbourhoods together. We will present the 
experiments on the CF fusion model integrated with the MSVD-based profiles in the 
following. 
(2) Experiments on CF Fusion Recommendation Models 
In this section, we compare the proposed multidimensional CF fusion model 
CFF-MSVD with two state-of-the-art multidimensional CF models: TF and tCFF. 
Specially, in the following, we give the F1 scores of the three recommenders for the 
Bibsonomy and Delicious datasets. 
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Table 5.3. F1 scores of the three recommendation models for Bibsonomy dataset 
Top-N TF tCFF CFF-MSVD Imp. (%) 
1 0.048 0.043 0.071 65% 
2 0.081 0.076 0.109 43% 
3 0.096 0.101 0.152 50% 
4 0.097 0.116 0.162 40% 
5 0.109 0.124 0.165 33% 
6 0.109 0.124 0.161 30% 
7 0.113 0.126 0.165 31% 
8 0.114 0.121 0.159 31% 
9 0.110 0.119 0.155 30% 
10 0.108 0.114 0.147 29% 
 
Figure 5.5. F1 scores of the multidimensional recommendation models for the 
Bibsonomy dataset 
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For each top-N value in Table 5.3 to Table 5.4, largest values in each row are 
made bold to be more visible. The improvement of CFF-MSVD against the larger 
one out of TF and tCFF is given in the last column for each line. 
Table 5.4. F1 scores of the three recommendation models for Delicious dataset 
Top-N TF tCFF CFF-MSVD Imp. (%) 
1 0.029 0.041 0.031 -26% 
2 0.043 0.047 0.057 21% 
3 0.047 0.054 0.062 15% 
4 0.050 0.059 0.066 12% 
5 0.053 0.064 0.068 6% 
6 0.055 0.062 0.067 8% 
7 0.056 0.060 0.067 12% 
8 0.056 0.059 0.069 17% 
9 0.056 0.059 0.066 12% 
10 0.054 0.059 0.064 8% 
 
 
Figure 5.6. F1 scores of the multidimensional recommendation models for the 
Delicious dataset 
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As shown in figures and tables, basically for all top-N values, the proposed 
approach CFF-MSVD shows significantly superior recommendation performance 
compared to TF and tCFF. Although all of these three models utilize the relations 
between the three dimensions (users, items and tags) in the data in their own ways, 
compared to the other two approaches, the CFF-MSVD model makes use of not only 
the relationships between the three entities, but also the power of neighbourhoods. In 
comparison to TF, CFF-MSVD can unify the local relationships that are discovered 
by user-based and item-based neighbourhoods, which the TF model is incapable of. 
Compared to tCFF, CFF-MSVD not only better preserves the multidimensional 
semantic relations in the data, which means the user and item neighbourhood 
formation are more accurate, but also integrates them with holistic implicit relations 
among users, tags and items in the data through the dimensionality reduction applied 
on the entire data. In CFF-MSVD, different types of relations in the data can 
compensate each other. It is the unification of not only both user-based and item-
based neighbourhoods but also holistic latent relations that leads the proposed model 
CFF-MSVD to the best recommendation performance.  
Compared to Delicious dataset, CFF-MSVD shows higher improvement for 
Bibsonomy dataset. This phenomenon may come from the fact that there are 
relatively more tags than users and items in Bibsonomy dataset, while in Delicious 
dataset the number of tags is smaller than the number of items. Since for both of the 
two datasets, we applied p-core of level k with 𝑘 = 5, this indicates more relations 
regarding tags can lead to further recommendation improvement of CFF-MSVD. 
The experimental results of all recommendation models for the Bibsonomy 
dataset and the Delicious dataset showed, the proposed CF fusion model CFF-MSVD 
outperforms all of the rest of the recommendation models. The CFF-MSVD 
approach can incorporate not only the strengths of both user neighbourhood and item 
neighbourhood but also the multidimensional latent relations, thereby it shows 
significant improvement compared to the rest of all other models in the experiments. 
5.5 EVALUATION OF THE MULTIDIMENSIONAL USER PROFILING 
BASED ON TUCKER MODELS 
In this section we verify the Hypothesis 3 and Hypothesis 4, for which we will 
answer the following question:  
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Can the user/item-based CF models integrated with the proposed TM-based 
user/item profiles achieve higher performance than baseline neighbourhood-based 
recommendation models? Can the CF fusion model integrated with the TM-based 
user/item profiles effectively outperform state-of-the-art multidimensional 
collaborative filtering recommendation models?  
We present empirical analysis using real-world datasets collected from 
Bibsonomy and Delicious. We compare the user-based/item-based CF and CF fusion 
approaches integrated with the TM-based profiles against a series of benchmarking 
CF recommendation approaches. 
5.5.1 Recommendation Models for Evaluation 
Following are the proposed approaches integrated with the TM-based profiles 
to be evaluated: 
 ICF-TM. This is the item-based CF approach integrated with the TM-based 
item profiles. 
 UCF-TM. This is the user-based CF approach integrated with the TM-based 
user profiles. 
 CFF-TM. This is the CF fusion approach integrated with the TM-based 
user/item profiles. 
We adopted the following models as the baselines in our experiments: 
 ICF. This is the two-dimensional item-based CF approach (Deshpande & 
Karypis, 2004) with the implicit item preferences as input. 
 UCF. This is the two-dimensional user-based CF approach (Adomavicius & 
Tuzhilin, 2005) with the implicit item preferences as input. 
 tCFF. This is the tag-aware CF Fusion model (Tso-Sutter et al., 2008). It 
extends its profiling ability by projecting tags onto user dimensions as pseudo 
users in item-based CF and onto item dimensions as pseudo items in user-
based CF. A CF fusion method is applied to unify the two parts. 
 TF. Symeonidis et al. (Symeonidis et al., 2010) proposed a HOSVD-based 
TF recommendation model in STS. They adopted kernel-SVD smoothing 
technique in the model to further enhance the recommendation accuracy.   
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5.5.2 Parameter Settings 
Following are the specific settings for the proposed approaches and the 
baseline models. For each model which involves neighbourhood, we tried the 
neighbourhood size parameter 𝑘 from 5 to 300 by an interval of 5. For each model 
with the 𝜆 parameter, we varied 𝜆 from 0 to 1 by an interval of 0.1. 
 ICF-TM. For the Bibsonomy dataset, we found the best results came with 
factor number parameter 𝑘𝑢 as 99, 𝑘𝑡 as 246 and item neighbourhood size as 
20. For the Delicious dataset, we found the best results came with factor 
number parameter 𝑘𝑢 as 105, 𝑘𝑡 as 48 and item neighborhood size as 20. 
 UCF-TM. For the Bibsonomy dataset, we found the best results came with 
factor number parameter 𝑘𝑖 as 288, 𝑘𝑡 as 410 and user neighbourhood size as 
60. For the Delicious dataset, we found the best results came with factor 
number parameter 𝑘𝑖 as 176, 𝑘𝑡 as 80 and user neighbourhood size as 25. 
 CFF-TM. For the Bibsonomy dataset, we found the best λ was 0.2 and 𝑘 was 
20. For the Delicious dataset, we found the best λ to be 0.9 and 𝑘 to be 50. 
With regard to the profiles of users and items, we used the best factor number 
settings of ICF-TM and UCF-TM. 
 ICF. The parameter settings are the same as in Section 5.4.2. 
 UCF. The parameter settings are the same as in Section 5.4.2. 
 TF. We followed the same method as Section 5.4.2 to determine the factor 
number parameters of core tensor in the model. The parameters remain the 
same. 
 tCFF. The parameter settings are the same as in Section 5.4.2. 
5.5.3 Experiment Results and Discussion 
In this section, we present detailed experiment results and discuss the 
performance of the recommendation models. 
(1) Experiments on Neighbourhood-Based CF Models 
In this section, in order to evaluate the effectiveness of the proposed TM-based 
profiling approach, we compare the proposed UCF-TM and ICF-TM with popular 
two-dimensional neighbourhood-based CF approaches, i.e., UCF and ICF, and the 
previously proposed neighbourhood-based CF approaches based on MSVD, i.e., 
UCF-MSVD and ICF-MSVD. Specifically, in Figure 5.7 and Figure 5.8, we plot the 
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F1 scores of the approaches for the Bibsonomy dataset and the Delicious dataset 
respectively. The detailed data is also provided in the two following tables. 
 
Table 5.5. F1 score comparison for the neighbourhood-based CF models for the 
Bibsonomy dataset. 
 
Top-
N 
UCF 
UCF-
MSVD 
UCF-
TM 
Imp. 
(%) 
ICF 
ICF-
MSVD 
ICF-
TM 
Imp. 
(%) 
1 0.042 0.049 0.049 0% 0.030 0.049 0.075 53% 
2 0.073 0.068 0.078 15% 0.049 0.112 0.115 3% 
3 0.097 0.096 0.099 3% 0.061 0.140 0.140 0% 
4 0.108 0.098 0.111 13% 0.064 0.156 0.165 6% 
5 0.107 0.104 0.115 11% 0.075 0.150 0.164 9% 
6 0.107 0.105 0.115 10% 0.077 0.148 0.161 9% 
7 0.103 0.110 0.118 7% 0.077 0.148 0.161 9% 
8 0.102 0.110 0.115 5% 0.077 0.147 0.155 5% 
9 0.108 0.112 0.114 2% 0.077 0.143 0.154 8% 
10 0.111 0.111 0.114 3% 0.079 0.139 0.154 11% 
 
 
Figure 5.7. F1 score comparison for the neighbourhood-based CF models for the 
Bibsonomy dataset. 
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Table 5.6. F1 score comparison for the neighbourhood-based CF models for the 
Bibsonomy dataset. 
 
Top-
N 
UCF 
UCF-
MSVD 
UCF-
TM 
Imp. 
(%) 
ICF 
ICF-
MSVD 
ICF-
TM 
Imp. 
(%) 
1 0.038 0.036 0.044 22% 0.022 0.024 0.026 8% 
2 0.052 0.052 0.056 8% 0.023 0.039 0.030 -23% 
3 0.055 0.058 0.065 12% 0.033 0.038 0.042 11% 
4 0.054 0.067 0.068 1% 0.038 0.044 0.046 5% 
5 0.056 0.064 0.068 6% 0.045 0.050 0.051 2% 
6 0.055 0.060 0.066 1% 0.043 0.052 0.055 6% 
7 0.055 0.057 0.062 9% 0.042 0.052 0.052 0% 
8 0.055 0.057 0.061 7% 0.042 0.050 0.051 2% 
9 0.054 0.055 0.058 5% 0.043 0.049 0.050 2% 
10 0.054 0.055 0.056 2% 0.043 0.052 0.055 6% 
 
 
Figure 5.8. F1 score comparison for the neighbourhood-based CF models for the 
Delicious dataset. 
 
As we can see, UCF-TM and ICF-TM show consistently superior performance 
than UCF and ICF respectively. This is because the user/item profiling approaches in 
UCF-TM and ICF-TM are able to take into consideration the additional tag 
information and to incorporate the three-dimensional latent relations effectively, 
which leads to highly refined user/item profiles. Also, UCF-TM and ICF-TM show 
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to provide recommendation of improved quality than UCF-MSVD and ICF-MSVD 
respectively. As we have analysed, TM-based profiles model users/items in a more 
holistic way compared to MSVD-based profiles. Instead of modelling user profiles as 
the latent factors out of item-tag couplings like MSVD-based user profiles, TM-
based user profiles represent user interests as the latent factors based on the direct 
interactions between items and tags.  This means in the latent relation analysis, TM-
based user profiles consider item dimensions and tag dimensions differently. The 
refined latent relation analysis is an advantage of TM-based profiling methods over 
MSVD-based profiling methods. In this way, neighbourhood formation is more 
accurate and thus the recommendation results have shown consistent improved 
accuracy. This indicates the TM-based user/item profiles are more effective for 
improving recommendation quality in neighbourhood-based CF recommendation 
models than MSVD-based user/item profiles. 
(2) Experiments on CF Fusion Recommendation Models  
In this section, we compare the proposed CF fusion models CFF-TM against 
two multidimensional CF models: TF and tCFF. Table 5.7 and Table 5.8 present the 
F1 scores of the three models for the Bibsonomy and the Delicious dataset, 
respectively. For each top-N value in the two tables, the largest value in each row is 
highlighted in bold. The percentages of improvements by CFF-TM against the larger 
one between TF and tCFF are also given for each row.  
As shown in the two tables, although all of the three recommendation models 
utilize three-dimensional user- item-tag relations, they achieved different accuracies. 
For all top-N values, CFF-TM has shown significantly better results compared to TF 
and tCFF for Bibsonomy dataset and Delicious dataset. The reason for CFF-TM 
being superior is mostly because they utilize more relations in data. They use TM-
based profiles, where the ternary interactions are modelled as latent facto rs. This 
makes the profiles in CFF-TM more accurate than those in tCFF. They also take into 
consideration both localized user and item neighbourhoods, which however is a 
shortage of TF. 
It is obvious to observe that, CFF-TM evaluated on Bibsonomy dataset has 
shown more improvements than on Delicious dataset. This is because in Bibsonomy 
dataset, there are more tag assignments averagely per user/item. This indicates that 
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CFF-TM is more effective when there are more existing user- item-tag relations in the 
data to supply to TM-based profiles. 
 
Table 5.7. F1 scores of the three recommendation models for the Bibsonomy dataset. 
Top-N TF tCFF CFF-TM Imp. (%) 
1 0.048 0.043 0.086 78% 
2 0.081 0.076 0.129 60% 
3 0.096 0.101 0.153 52% 
4 0.097 0.116 0.165 42% 
5 0.109 0.124 0.166 34% 
6 0.109 0.124 0.170 38% 
7 0.113 0.126 0.164 30% 
8 0.114 0.121 0.163 35% 
9 0.110 0.119 0.159 33% 
10 0.108 0.114 0.153 35% 
 
 
Figure 5.9. F1 score comparison of the three recommendation models for the 
Bibsonomy dataset. 
 
Table 5.8. F1 scores of the three recommendation models for the Delicious dataset. 
Top-N TF tCFF CFF-TM Imp. (%) 
1 0.029 0.041 0.043 5% 
2 0.043 0.047 0.062 32% 
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Top-N TF tCFF CFF-TM Imp. (%) 
3 0.047 0.054 0.064 19% 
4 0.050 0.059 0.072 21% 
5 0.053 0.064 0.070 8% 
6 0.055 0.062 0.069 11% 
7 0.056 0.060 0.066 11% 
8 0.056 0.059 0.065 10% 
9 0.056 0.059 0.062 5% 
10 0.054 0.059 0.060 1% 
 
 
Figure 5.10. F1 score comparison of the three recommendation models for the 
Delicious dataset. 
 
Figure 5.11 and Figure 5.12 illustrate the comparison of F1 scores between 
CFF-TM and CFF-MSVD on the two datasets. As we can see, some results of CFF-
TM on Delicious datasets regarding some larger top-N values are worse than CFF-
MSVD. However, for most top-N recommendation cases, CFF-TM shows a better 
performance than CFF-MSVD. The better performance of CFF-TM attributes to the 
incorporation of more holistic ternary latent relations in the TM-based user/item 
profiles, compared to the MSVD-based user/item profiles, which reply more on 
dimensional projection (tensor unfolding). On the other hand, as the TM-based 
user/item profiles being used in the CFF-TM model both incorporate holistic ternary 
latent relations, the user and item neighbourhoods in CFF-TM become less 
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compensating than that in CFF-MSVD. This explains why the improvement of CFF-
TM over CFF-MSVD is not very large.  
 
 
Figure 5.11. F1 score comparison between CFF-TM and CFF-MSVD on Bibsonomy 
dataset. 
 
 
Figure 5.12. F1 score comparison between CFF-TM and CFF-MSVD on Delicious 
dataset. 
 
By comparing all recommendation models for the two datasets in this section, 
we can see that the top recommendation models are all based on the proposed TM-
based profiles. CFF-TM shows better performance than UCF-TM and ICF-TM 
although the extent of the improvements varies. This indicates CFF-TM unifies user-
user and item-item neighbourhood relations to complement each other. Also, 
generally CFF-TM outperforms all other tag-aware baseline models especially in 
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top-ranked recommendations. This indicates the proposed TM-based profiling 
approach has created users and items profiles with higher quality, which leads to 
more accurate user/item similarity computation and neighbourhood formation in 
CFF-TM. These are the advantages of CFF-TM and the TM-based user/item profiles.  
5.6 SUMMARY AND IMPLICATIONS 
In this chapter, we have presented the experimental studies on two proposed 
profiling techniques based on multidimensional data, MSVD-based and TM-based 
profiling methods. Two real-world datasets collected from Bibsonomy and Delicious 
websites were used to evaluate the recommendation models based on the proposed 
profiling techniques. The experiments for the MSVD-based profiling techniques 
showed that the multidimensional SVD applied on the three-dimensional datasets can 
extract the latent relationship and utilize it in the user/item profiling process, which 
can compensates the local neighbourhoods of users/item in the Collaborative 
Filtering recommenders. The multidimensional SVD applied in MSVD-based 
profiling methods also reduces the noises in the user- item-tag ternary relations in the 
datasets. 
The experiments of the TM-based user/item profiling methods showed further 
improved recommendation accuracy compared to MSVD-based user/item profiling 
methods. As we have analysed in this chapter, TM-based profiles are different to 
MSVD-based profiles in that TM-based profiles further exploit the effectiveness of 
ternary latent relation analysis in profiling.  
Both the single neighbourhood-based CF models and the CF fusion models 
have been improved with the integration of the MSVD-based profiles and with the 
integration of TM-based profiles. Also, in our experiments, the improvement of TM-
based CF fusion model compared to the MSVD-based CF fusion model is not large 
compared to the improvements on the single neighbourhood-based CF models. It 
indicates as the utilization of the latent ternary relations becomes more effective and 
holistic, the compensation between user neighbourhood relations and item 
neighbourhood relations becomes smaller in their impacts on the recommendation 
performance.  
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Chapter 6: Experimental Studies and 
Analysis of Multidimensional 
Recommender Systems 
This chapter focuses on the evaluation of the two proposed recommendation 
models based on the incorporation of nearest neighbourhoods and tensor 
factorization. The algorithmic details of the two recommendation approaches are 
elaborated in Chapter 4. In this chapter we will give a set of comparative experiments 
to evaluate the effectiveness and performance of the two recommendation models. In 
the beginning of this chapter, we will present the datasets to be used in the 
experiments, and we will also give the experiment protocol we used. Experiments 
design, the analysis of data collections and the selected evaluation metrics and 
baseline models will be discussed in great details. After that, we present the details of 
the experiments for NTF and TFN models and the analysis and discussions of the 
results. 
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6.1 HYPOTHESES 
In order to conduct a comprehensive investigation and analysis, the 
experiments were conducted in terms of the following hypotheses: 
 [Hypothesis 1]: The proposed multidimensional recommendation models 
can effectively outperform state-of-the-art multidimensional collaborative 
filtering recommendation models. 
The following two proposed multidimensional recommendation frameworks 
are going to be evaluated in the experiments: 
Case 1: NTF (nearest-Neighbourhood-enhanced Tensor Factorization approach 
for item recommendation) 
Case 2: TFN (Tensor Factorization for nearest-Neighbourhood-based 
collaborative filtering) 
 [Hypothesis 2]: The proposed multidimensional recommendation model 
TFN has higher improvements over baseline recommendation models on 
sparse datasets than on dense datasets regarding recommendation quality. 
To verify the above hypotheses, experiments were conducted on two publicly 
available datasets collected from two social bookmarking websites: Bibsonomy and 
MovieLens, details of which will be presented in the next section. 
6.2 EXPERIMENT SETUP 
In Chapter 5, we have concluded that the proposed TM-based user profiles are 
more accurate than the MSVD-based user profiles. Therefore in this chapter, we will 
use the TM-based user profiling technique for the two proposed multidimensional 
recommendation model NTF and TFN.  
6.2.1 Datasets 
In the experiments, we used popular social tagging datasets from MovieLens 
(GroupLens Research Group, 2011) and Bibsonomy (Knowledge and Data 
Engineering Group, 2007). Each basic data record in the two datasets is a user- item-
tag 3-tuple, corresponding to a tag assignment as previously defined. The two 
datasets are publicly available and originally collected in May of 2011 and on April 
30, 2007 respectively. The Bibsonomy dataset contains 1037 users, 86563 items and 
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28648 tags; the MovieLens dataset contains 2113 users, 10197 items and 13222 tags. 
To facilitate experimental comparison, following a common practice in the works 
(Jäschke et al., 2007; Rendle, Balby Marinho, et al., 2009; Symeonidis et al., 2010), 
the notion of p-core (Jäschke et al., 2007) was applied to the datasets. As we have 
mentioned, the p-core of level k indicates that each user, tag and item has to occur in 
at least k posts. We used 𝑘 = 4, 𝑘 = 5 for the Bibsonomy dataset, and 𝑘 = 5, 𝑘 = 6 
for the MovieLens dataset. With 𝑘 = 4, the Bibsonomy dataset contains 158 users, 
750 items and 714 tags, totally 16622 3-tuples; with 𝑘 = 5, the Bibsonomy dataset 
contains 116 users, 361 items and 412 tags, totally 10133 3-tuples. With 𝑘 = 5, the 
MovieLens dataset contains 366 users, 1185 items, and 998 tags, totally 20099 3-
tuples; with 𝑘 = 6, the MovieLens dataset contains 291 users, 827 items, and 725 
tags, totally 15788 3-tuples. These datasets after pruning are also used in some 
previous works (Jäschke et al., 2007; Karatzoglou et al., 2010; Rendle, Balby 
Marinho, et al., 2009; Symeonidis et al., 2010; M. Zhang et al., 2011).  
In a word, we evaluate the recommenders on the following 4 datasets: 
(a) Bibsonomy dataset with p-core of level 4  
(b) Bibsonomy dataset with p-core of level 5  
(c) MovieLens dataset with p-core of level 5 
(d) MovieLens dataset with p-core of level 6 
6.2.2 Experimental Protocol 
We conducted 5-fold cross-validation. For each run, we randomly choose 75% 
observed data of each user as training set, and the remaining 25% are used as testing 
data for evaluation. 
We adopted Mean Average Precision (MAP) (T.-Y. Liu, 2009; Shi et al., 2012) 
as the metric for evaluating the quality of item rankings in top-N recommendations. 
We say an item 𝑖𝑗 is relevant to user 𝑢𝑤 if 𝑝(𝑢𝑤 , 𝑖𝑗) = 1. Given a recommendation 
size 𝑁  and a user 𝑢𝑣 , the set-based metric precision (Herlocker et al., 2004) is 
defined as follows: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑁(𝑢𝑣) =
#{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠 𝑖𝑛 𝑡𝑜𝑝 𝑁 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠}
𝑁
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For computing the MAP score, an Average Precision (AP) is computed for 
each user: 
𝐴𝑃@𝑁(𝑢𝑣) =
∑ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘(𝑢𝑣) ∙ 𝑟𝑒𝑙(𝑘))
𝑁
𝑘=1
#{𝑎𝑙𝑙 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑡𝑒𝑚𝑠}
 
where 𝑟𝑒𝑙(𝑘) is an indicator function equalling 1 if the item at rank 𝑘 is relevant to 
𝑢𝑣, 0 otherwise. 
Then the MAP score for a recommendation size 𝑁 is computed as the mean 
value of 𝐴𝑃@𝑁 over all users: 
𝑀𝐴𝑃@𝑁 =
∑ 𝐴𝑃@𝑁(𝑢𝑣)𝑣
#{𝑎𝑙𝑙 𝑢𝑠𝑒𝑟𝑠}
 
6.2.3 Baseline Recommendation Models for Comparison and Parameter 
Settings 
In order to evaluate the recommendation performance of the proposed NTF and 
TFN approaches, we experimentally compare them against state-of-the-art 
multidimensional collaborative filtering recommendation algorithms in STS. In our 
experiments, we have adopted the same recommendation models in Chapter 5 as the 
baseline models. 
The following table shows the specific parameters for the TF recommender 
evaluated on the Bibsonomy and the MovieLens datasets. Note the same dataset with 
different p-core values have been taken as distinct datasets and thus evaluated 
separately. Therefore the best parameters for the TF recommender found on these 
datasets are very different. 
Table 6.1. The parameters of TF recommenders evaluated on Bibsonomy and 
MovieLens datasets 
dataset p-core Recommender TF parameters 
Bibsonomy 
k = 4 
TF 
112, 214, 612 
k = 5 82, 51, 58 
MovieLens 
k = 5 313, 169, 570 
k = 6 249, 118, 517 
 
 Chapter 6: Experimental Studies and Analysis of Multidimensional Recommender Systems 
 129 
The Neighbourhood Sizes (NS) for UCF are 25, 20 for Bibsonomy datasets 
when 𝑘 = 4 and 𝑘 = 5; the NS parameters are 55, 15 for MovieLens datasets when 
𝑘 = 5 and 𝑘 = 6 respectively. 
Table 6.2 shows the specific settings of tCFF, where NS indicate the 
neighbourhood sizes. 
Table 6.2. Parameters of tCFF. 
dataset p-core 𝜆 NS 
Bibsonomy 
k = 4 0.7 60 
k = 5 0.9 15 
MovieLens 
k = 5 0.7 115 
k = 6 0.1 105 
 
6.2.4 Implementation frameworks of NTF and TFN 
Figure 6.1 and Figure 6.2 show the implementation frameworks of the NTF 
and TFN approaches respectively. As shown in the two figures, the input information 
of the two implementations includes the neighbourhood formation information and 
the approximation tensor. The differences between the two approaches lie in the 
recommendation making procedures of the two. NTF uses user neighbourhood and 
approximation tensor together to derive new item representations and then make 
recommendations. Differently, the TFN’s implementation derives neighbourhood-
wise item recommendations and user-wise item recommendation separately, and then 
combine them to form the final recommendation results. 
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Figure 6.1. The NTF implementation framework. 
 
 
Figure 6.2. The TFN implementation framework. 
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6.3 EXPERIMENTAL STUDIES ON THE PERFORMANCE OF NTF AND 
TFN 
In this section we verify the Hypothesis 1, for which we will answer the 
following question: can the two proposed multidimensional recommendation 
frameworks both effectively outperform state-of-the-art multidimensional 
collaborative filtering recommendation models?  
In the following, we present a series of comparative experiments to evaluate 
the proposed models NTF and TFN, based on real-world datasets obtained from 
MovieLens (GroupLens Research Group, 2011) and Bibsonomy (Knowledge and 
Data Engineering Group, 2007). In the experiments, we evaluate the proposed NTF 
and TFN recommendation approaches against TF recommender to see whether the 
incorporation of nearest neighbourhood and tensor factorization techniques can 
provide superior MAP scores as the metric for item recommendation rankings. We 
also compare the performance of NTF and TFN on the two datasets directly, and 
discuss the differences between the two proposed multidimensional recommendation 
approaches.  
6.3.1 Parameter setting of the NTF and TFN 
This section presents the details of the parameters we used in the experiments 
on the proposed models NTF and TFN. For the three core tensor parameters for the 
HOSVD process, we used the optimal parameters of the TF recommender baseline in 
the parameter settings of NTF and TFN. TF with the adopted core tensor parameters 
makes recommendation with its best MAP performance. We followed the method in 
Symeonidis et al. (Symeonidis et al., 2010) to determine the three dimensional 
parameters of the core tensors for each dataset. For the models which involve 
neighbourhood, we have tried the neighbourhood size parameter from 5 to 100 by an 
interval of 5.  
The following two tables show the parameters of NTF and TFN recommenders 
on the Bibsonomy and MovieLens datasets respectively. 
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Table 6.3. Parameters of NTF 
Recommender dataset p-core TF parameters 𝑘𝑖 𝑘𝑡 NS 
NTF 
Bibsonomy 
k = 4 112, 214, 612 256 375 10 
k = 5 82, 51, 58 128 319 15 
MovieLens 
k = 5 313, 169, 570 411 641 85 
k = 6 249, 118, 517 326 419 50 
 
Table 6.4. Parameters of TFN 
Recommender dataset p-core TF parameters 𝑘𝑖 𝑘𝑡 NS 
TFN 
Bibsonomy 
k = 4 112, 214, 612 214 342 40 
k = 5 82, 51, 58 109 250 25 
MovieLens 
k = 5 313, 169, 570 328 470 25 
k = 6 249, 118, 517 210 337 20 
 
In the next two sections, we illustrate the recommendation performance of NTF 
and TFN evaluated on the two datasets. Also, we will analyse the details and reasons 
behind the experiment results. 
6.3.2 Performance of NTF 
In this section, we first compare the proposed NTF recommender with other 
collaborative filtering recommenders on the Bibsonomy and MovieLens datasets 
with different data sparsities. Then, we illustrate the MAP performance of NTF on 
the two datasets with different user neighbourhood sizes, in order to show the impact 
of user neighbourhood formation on NTF. 
(1) Comparing NTF with Baseline Models 
Figure 6.3 shows MAP results of four recommenders: NTF, tCFF, TF and UCF, 
where (a) and (b) are the experiments conducted on Bibsonomy datasets with p-core 
of level 4 and of level 5, and (c) and (d) are the experiments conducted on 
MovieLens datasets with p-core of level 5 and of level 6. This is to differentiate the 
sparsity for each dataset used in the experiments. 
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As we can see, NTF shows a superiors MAP performance on all four figures. 
The distinctive advantage of NTF over TF recommendation is obvious. Different 
with TF, NTF finds the similar users based on users’ original item and tag 
preferences, and enrich the item-tag matrix for each target user with his/her 
neighbourhoods after the tensor factorization process. In this way, NTF joints the 
latent ternary analysis of TF and strong local neighbourhood relations, and thus 
produced better recommendation performance. In the figures, tCFF outperforms UCF 
since its recommendations benefit from both user neighbourhoods and item 
neighbourhoods. However, NTF outperforms all other recommenders on both of the 
two datasets. It means the incorporation of the global latent relations of tensor 
factorization and the strong local relations of the user nearest neighbo urhoods is 
successful. 
We also can see that the performance of all recommenders is generally better 
on the dense datasets as opposed to the corresponding sparse datasets.  This is 
because the three entities, users, items and tags, are all more closely related in the 
dense datasets than in the sparse datasets. 
Table 6.5. MAP of the four recommendation models for the Bibsonomy dataset (k = 
4). 
 
Top-N UCF TF tCFF NTF Imp. (%) 
1 0.020 0.026 0.028 0.035 25% 
2 0.034 0.038 0.039 0.047 21% 
3 0.041 0.044 0.053 0.057 8% 
4 0.045 0.050 0.059 0.065 10% 
5 0.050 0.054 0.061 0.067 10% 
6 0.051 0.057 0.063 0.068 8% 
7 0.054 0.059 0.065 0.072 11% 
8 0.054 0.061 0.068 0.074 9% 
9 0.056 0.062 0.069 0.077 12% 
10 0.057 0.063 0.071 0.078 10% 
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Table 6.6. MAP of the four recommendation models for the Bibsonomy dataset (k = 
5). 
 
Top-N UCF TF tCFF NTF Imp. (%) 
1 0.022 0.030 0.034 0.042 24% 
2 0.039 0.053 0.056 0.064 14% 
3 0.050 0.068 0.070 0.075 7% 
4 0.053 0.069 0.075 0.078 4% 
5 0.056 0.073 0.080 0.084 5% 
6 0.059 0.077 0.082 0.085 4% 
7 0.063 0.080 0.085 0.086 1% 
8 0.064 0.083 0.086 0.088 2% 
9 0.068 0.083 0.088 0.089 1% 
10 0.071 0.086 0.089 0.092 3% 
 
Table 6.7. MAP of the four recommendation models for the MovieLens dataset (k = 
5). 
 
Top-N UCF TF tCFF NTF Imp. (%) 
1 0.025 0.032 0.031 0.035 13% 
2 0.032 0.040 0.043 0.047 9% 
3 0.038 0.049 0.050 0.053 6% 
4 0.040 0.054 0.055 0.057 4% 
5 0.042 0.056 0.058 0.060 4% 
6 0.046 0.058 0.062 0.064 3% 
7 0.047 0.061 0.064 0.066 3% 
8 0.048 0.063 0.066 0.068 3% 
9 0.050 0.065 0.067 0.069 3% 
10 0.050 0.065 0.068 0.071 4% 
 
Table 6.8. MAP of the four recommendation models for the MovieLens dataset (k = 
6). 
 
Top-N UCF TF tCFF NTF Imp. (%) 
1 0.032 0.033 0.033 0.036 9% 
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Top-N UCF TF tCFF NTF Imp. (%) 
2 0.045 0.052 0.054 0.054 0% 
3 0.052 0.062 0.063 0.067 6% 
4 0.055 0.070 0.071 0.073 3% 
5 0.059 0.074 0.074 0.077 4% 
6 0.061 0.076 0.077 0.081 5% 
7 0.064 0.079 0.081 0.084 4% 
8 0.065 0.081 0.084 0.087 4% 
9 0.066 0.083 0.085 0.089 5% 
10 0.067 0.084 0.086 0.091 6% 
 
 
(a) 
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(b) 
 
(c) 
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(d) 
Figure 6.3. Experiments of the NTF recommender and baselines on Bibsonomy and 
MovieLens datasets with different p-core values. 
 
(2) Impact of Nearest Neighbours on NTF 
In this section, we visualize the MAP performance of NTF on the Bibsonomy 
and MovieLens datasets with different user neighbourhood sizes, where the rest 
parameters for user neighbourhood computation are set to be the optimal as 
presented in Section 6.3.1. 
In the four figures, we can see that as the number of neighbours of the target 
users increases, the recommendation performance of NTF also increases. After the 
MAP score reaches its peak value with the number of neighbours of the target users 
between 0 and 100, the recommendation performance goes downward after that. This 
shows the positive impact of the integration of user neighbours on tensor 
factorization is effective within a certain span.  
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(a) 
 
(b) 
 Chapter 6: Experimental Studies and Analysis of Multidimensional Recommender Systems 
 139 
 
(c) 
 
(d)  
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Figure 6.4. Impact of different user neighbourhood sizes on the MAP performance of 
NTF 
 
6.3.3 Performance of TFN 
In this section, we first compare the proposed NTF recommender with other 
collaborative filtering recommenders on the Bibsonomy and MovieLens datasets 
with different data sparsities. Then, we illustrate the MAP performance of NTF on 
the two datasets with different user neighbourhood sizes, in order to show the impact 
of user neighbourhood formation on NTF. 
(1) Comparing TFN with Baseline Models 
Figure 6.5 shows the experimental results of all models for the MovieLens and 
Bibsonomy datasets for the TFN recommender. We can see that the proposed model 
TFN outperforms all baseline models in the experiments. As observed, tCFF showed 
good recommendation results compared to TF and UCF. Focusing on neighbourhood 
relations, tCFF utilizes tags to extend user and item profiles and further unifies user-
user and item-item neighbourhood relations. Differently, the proposed TFN model 
assimilates latent correlations from TF to enrich item preferences, and at the same 
time also incorporates strong localized relations obtained from user neighbourhoods 
to enhance item recommendation. Utilizing the localized relations can compensate 
tensor factorization with explicit local relations which TF is short of. From the four 
plots from (a) to (d), we can see that the TFN model successfully provides item 
recommendations with the best ranking results.  
Table 6.9. MAP of the four recommendation models for the Bibsonomy dataset (k = 
4). 
 
Top-N UCF TF tCFF TFN Imp. (%) 
1 0.020 0.026 0.028 0.031 11% 
2 0.034 0.038 0.039 0.049 26% 
3 0.041 0.044 0.053 0.062 17% 
4 0.045 0.050 0.059 0.068 15% 
5 0.050 0.054 0.061 0.072 18% 
6 0.051 0.057 0.063 0.074 17% 
7 0.054 0.059 0.065 0.075 15% 
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Top-N UCF TF tCFF TFN Imp. (%) 
8 0.054 0.061 0.068 0.077 13% 
9 0.056 0.062 0.069 0.081 17% 
10 0.057 0.063 0.071 0.082 15% 
 
Table 6.10. MAP of the four recommendation models for the Bibsonomy dataset (k = 
5). 
 
Top-N UCF TF tCFF TFN Imp. (%) 
1 0.022 0.030 0.034 0.046 35% 
2 0.039 0.053 0.056 0.068 21% 
3 0.050 0.068 0.070 0.077 10% 
4 0.053 0.069 0.075 0.081 8% 
5 0.056 0.073 0.080 0.083 4% 
6 0.059 0.077 0.082 0.088 7% 
7 0.063 0.080 0.085 0.088 4% 
8 0.064 0.083 0.086 0.092 7% 
9 0.068 0.083 0.088 0.092 5% 
10 0.071 0.086 0.089 0.095 7% 
 
Table 6.11. MAP of the four recommendation models for the MovieLens dataset (k = 
5). 
 
Top-N UCF TF tCFF TFN Imp. (%) 
1 0.025 0.032 0.031 0.039 26% 
2 0.032 0.040 0.043 0.052 21% 
3 0.038 0.049 0.050 0.059 18% 
4 0.040 0.054 0.055 0.063 15% 
5 0.042 0.056 0.058 0.068 17% 
6 0.046 0.058 0.062 0.070 13% 
7 0.047 0.061 0.064 0.072 12% 
8 0.048 0.063 0.066 0.073 11% 
9 0.050 0.065 0.067 0.074 10% 
10 0.050 0.065 0.068 0.075 10% 
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Table 6.12. MAP of the four recommendation models for the MovieLens dataset (k = 
6). 
 
Top-N UCF TF tCFF TFN Imp. (%) 
1 0.032 0.033 0.033 0.037 12% 
2 0.045 0.052 0.054 0.058 7% 
3 0.052 0.062 0.063 0.073 16% 
4 0.055 0.070 0.071 0.079 11% 
5 0.059 0.074 0.074 0.082 11% 
6 0.061 0.076 0.077 0.087 13% 
7 0.064 0.079 0.081 0.088 9% 
8 0.065 0.081 0.084 0.091 8% 
9 0.066 0.083 0.085 0.092 8% 
10 0.067 0.084 0.086 0.095 10% 
 
 
(a) 
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(b) 
 
(c) 
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(d) 
Figure 6.5. Experiments of the TFN recommender and baselines on Bibsonomy and 
MovieLens datasets with different p-core values. 
 
(2) Impact of Nearest Neighbours on TFN 
Figure 6.6 shows the impact of user neighbourhood sizes on the proposed TFN 
approach evaluated on the two datasets with different data densities. Except user 
neighbourhood size, other parameters are the same as listed in Section 6.3.1. When 
user neighbourhood size equals 0, the recommendations are purely based on TF, 
which show the lowest performance in the experiments. As we can see, when the 
user neighbourhood size increases, the MAP for the recommendations of TFN 
increases accordingly. But a large user neighbourhood does not necessarily produce 
the best performance. When the number of neighbours increases beyond a certain 
size, the performance actually starts declining. This is because the neighbourhood 
starts to include some users who are not very similar to the target user and therefore 
this introduces negative influence on the recommendation performance. The 
experiment results show that by incorporating user neighbourhood with the TF 
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approach properly, the accuracy and item ranking of the recommendations can be 
significantly increased.  
 
(a) 
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(b) 
 
(c)  
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(d) 
Figure 6.6. MAP of TFN recommender for Bibsonomy and MovieLens datasets 
when neighbourhood size parameter varies. 
 
6.3.4 Comparing NTF and TFN 
In this section, we compared the recommendation performance of NTF and 
TFN on the Bibsonomy and MovieLens datasets in terms of the MAP metric. Figure 
6.7 shows the comparison between NTF and TFN on the two datasets. TFN has 
shown a superior MAP recommendation performance than NTF generally except the 
top 1 and top 2 in case (a). 
Although TFN and NTF have similar mechanism in the background, which is 
they both incorporate users’ nearest neighbourhoods with tensor factorization 
techniques for item recommendation, they have shown different recommendation 
performance. The superiority of TFN over NTF is due to their different ways of 
utilising the outcome of tensor factorization. After the tensor factorization being 
conducted on the original tensor, a large amount of data entries have been predicted. 
They are helpful to predict the users’ new item preferences, yet quite much of the 
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prediction of the tensor factorization introduces a lot of noise.  As for NTF, it 
combines all prediction on tag-based item representations of the tensor factorization 
in the way of k-NN through users’ nearest neighbourhood. However, this process 
may further intertwine all the noise together and thus make the recommendation less 
effective. Instead of this, TFN chooses the largest data entry for each user-item pair 
and discards the rest of data entries of this user-item pair that correspond to all other 
tags. The selected data entry is taken as the user’s predicted preference for this item. 
In this way, TFN efficiently utilises the more effective data entries out of tensor 
factorization for item preference prediction, while it abandons the less effective data 
entries, which may tend to negatively affect the recommendation accuracy.   
 
(a) 
 
(b) 
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(c) 
 
 
(d) 
Figure 6.7. MAP comparison between NTF and TFN for Bibsonomy and MovieLens 
datasets with different p-core values. 
6.4 PERFORMANCE OF TFN WITH REGARDS TO DIFFERENT DATA 
DENSITIES 
In this section we verify the Hypothesis 2, where we will answer the following 
question: can the proposed multidimensional recommendation framework TFN 
working on sparse datasets achieves more improvements than on dense datasets, 
compared to baseline recommendation models? 
In Figure 6.8 we show the improvement percentages of MAP achieved by TFN 
over TF for making item recommendations. The same datasets (i.e., Bibsonomy or 
MovieLens) with different data densities (i.e., p-core values) are showed in the same 
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plots. The plot (a) is the comparison on Bibsonomy datasets; the plot (b) illustrates 
the comparison on MovieLens dataset.  
As we can see, for sparser datasets, TFN has achieved higher improvements 
over TF, in comparison to denser datasets. This is generally consistent on both of the 
two datasets except the top 1 and 2 cases for Bibsonomy datasets. This indicates that 
the incorporation of user neighbourhood in TFN can make more contribution in 
achieving higher MAP when the dataset is sparse, which mostly is the case in reality. 
Considering TF methods often suffer from data sparsity, it means the user 
neighbourhood in our approach can compensate this drawback of TF methods. 
 
(a) 
 
(b) 
Figure 6.8. Improvement percentages of MAP by TFN over TF. 
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In the next section, we study the performance of TFN with user profiling based 
on different tensors. As presented previously, we propose the use the initial tensor for 
user profiling. However, in the next section, we also study the performance of user 
profiling using the reconstructed tensor which is after the tensor factorization. 
6.5 SUMMARY AND IMPLICATIONS 
In this chapter, we have presented the experimental studies on two proposed 
multidimensional recommendation frameworks based on the incorporation of nearest 
neighbourhoods and tensor factorization algorithms: NTF and TFN. Two real-world 
datasets collected from Bibsonomy and MovieLens websites were used to evaluate 
the recommendation models. The experiments for the NTF model showed that the 
integration of two CF techniques can reasonably improve the recommendation 
ranking quality. Detailed experiments demonstrate that certain neighbourhood size is 
the necessity of the improvement of the recommendation quality, which means a 
small or too large neighbourhood size can undermine the positive effect of the 
incorporation. A second integration recommendation model named TFN was 
evaluated after NTF. The experiments showed TFN outperforms not only the state-
of-the-art recommendation approaches but also the proposed NTF model. Further 
experiments have been conducted on the second model TFN. The experiments 
demonstrated that the recommendation quality performance of TFN increases as the 
datasets are sparser.  
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Chapter 7: Conclusion and Future Work 
This chapter concludes the research in this thesis, and discusses the insights of 
future work of the research. In Section 7.1, we review the proposed approaches and 
make conclusions on the methods. Section 7.2 outlines the contribut ions of this 
research and the proposed approaches. In Section 7.3, several limitations of this 
research are exposed. Correspondingly, we provide the potential solutions to these 
problems in the discussion of future work section. 
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7.1 CONCLUSIONS 
The fast growth of online user behavioural data provides massive information 
for creating personalized models for customers and making recommendations of 
products. Social Tagging Systems are a kind of very popular web 2.0 applications on 
the Internet nowadays. It offers many advantages for the service providers to meet 
the needs of users. It allows common users to use specific and personalized terms 
and words to collect the online contents against their own interests and needs. In the 
scenario of a collaborative tagging website, it facilitates website users to manage the 
contents and items of the website, such as web pages, websites, music, movies, and 
all kinds of commercial products. Also, Social Tagging Systems allows for the 
tracking of emerging trends in tag usage and popular needs of the mass customers. 
Therefore, Social Tagging Systems have become an important source of information 
for generating user interest models and making personalized recommendations. 
We investigated the distinctive features of Social Tagging Systems and 
analysed the multidimensional relationships in the social tagging data. In order to 
create personalized user interest models, we proposed two user profiling techniques 
which incorporate latent and explicit ternary relationships between the data entities in 
data in different ways based on the Social Tagging Systems scenario: 
 Three-Dimensional User/Item Profiling based on Multidimensional 
Singular Value Decomposition. In order to reveal users’ personal interests 
through the collaborative tagging data, the whole tagging data is modelled 
as a third-order tensor. The user- item-tag tensor is flattened into a second-
order matrix, on which SVD is applied. The application of SVD helps to 
discover existing and potential user interest information through latent 
semantic relation analysis. 
 Three-Dimensional User/Item Profiling based on Tensor Reduction. 
The multidimensional-SVD-based profiling approach discards the ternary 
relation by conducting tensor matricization. Therefore a better solution is 
needed to tackle this problem. The proposed Tensor-Reduction-based 
profiling approach better solve this problem by treating the item mode and 
tag mode separately when modelling user profiles, and treating the user 
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mode and tag mode separately when modelling item profiles. A Tucker2 
Model is applied in the profiling process.  
For the personalized recommendation task, we investigate the features of close 
and similar users according to the explicit neighbourhood associations and the 
characteristics of the latent features found through multidimensional latent semantic 
analysis. Targeting on solving the personalized top-N item recommendation task, we 
incorporate the analysed relationships and proposed the following two 
recommendation models: 
 A Nearest-Neighbourhood-Enhanced Tensor Factorization Approach 
for Item Recommendation (NTF). This recommendation approach uses 
HOSVD to conduct latent ternary semantic analysis on the user- item-tag 
relations. After the process, users’ different tag preferences on items are 
modelled as vectored tag-based representation. Then the user 
neighbourhood of target users are computed. Each target user’s vectored 
tag-based representation is enhanced with his nearest neighbours’ vectored 
tag-based representation for the same item. For a target user, his predicted 
item preference for an item is given as the largest tag preference in the 
vectored tag-based representation after the neighbourhood enhancement. 
This approach thereby can facilitate recommendation quality by taking 
advantages of both nearest neighbourhood and tensor factorization. 
 Tensor Factorization for Nearest-Neighbourhood-Based Collaborative 
Filtering (TFN). Similar to NTF, this recommendation approach also 
incorporates the nearest neighbourhood of users and tensor factorization. 
However, this approach differentiates itself from NTF in the integration 
process and therefore makes improvement over the recommendation 
quality and efficiency of NTF. Instead of combining the vectored tag-based 
representations of items for a target user in terms of k-NN, TFN first 
chooses the largest tag preference value from the item representation for 
each target user as the preliminary predicted item preference directly, then 
TFN combines the preliminary predicted item preference through the user 
neighbourhood. After the process, each item is associated with a final 
predicted item preference for each target user. Therefore the top-N item 
recommendation can be generated based on this. TFN avoids massive 
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vectored computation in the NTF approach. Meantime, the inaccurate 
predictions and noises generated through the tensor factorization algorithm 
are also refrained in the computation of TFN. Therefore, the 
recommendation quality is also improved compared to NTF. 
To develop the effectiveness of the proposed user profiling techniques, we 
integrate the two proposed user profiling techniques into neighbourhood-based 
collaborative filtering recommendation models. Moreover, based on the different 
local neighbourhood relations from both user perspective and item perspective, we 
also explored the possibility of fusing the two types of neighbourhood relations from 
users and items, based on the proposed profiling techniques applied to users and 
items. 
In order to evaluate the proposed user profiling techniques and 
recommendation models, we also conducted extensive experimental studies on three 
real-world datasets collected from Bibsonomy, Delicious, and MovieLens. The 
comparison experimental results suggested that the proposed profiling techniques 
outperform standard and other profiling techniques based on multidimensional 
datasets. The neighbourhood-based collaborative filtering recommenders integrated 
with the user or item profiles generated based on the proposed profiling techniques 
have shown increased interest profiling ability and preference representation 
capacity. This suggested that the application of factorization techniques such as SVD 
or Tensor Factorization on the three-dimensional social tagging datasets provides 
effective latent global relationships and abates the random noises, which 
compensates the strong local user/item neighbourhood relations in the traditional 
neighbourhood-based collaborative filtering recommenders. The proposed 
collaborative filtering fusion recommenders based on the user and item profiles 
generated from the proposed factorization techniques have shown better 
recommendation performance. This indicates the integration of different 
neighbourhood relations from both user perspective and item perspective can further 
compensate each other. We also found that the as the Tucker-Model-based profiling 
technique provides better recommendation results on single collaborative filtering 
recommenders than SVD-based profiling technique, the effectiveness of 
compensation between user neighbourhood and item neighbourhood have been 
observed to be less useful in the collaborative filtering fusion recommenders than the 
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SVD-based profiling technique. The experimental studies on the proposed 
multidimensional recommendation models, i.e., NTF and TFN, showed that the 
successful deep incorporation of users’ nearest neighbourhood relations and the 
Tensor-Factorization-based recommendation techniques. The experimental results of 
NTF outperform state-of-the-art item recommenders based on multidimensional 
datasets and the Tensor-Factorization-based recommender baseline. In the 
experiments of TFN, it achieved a higher recommendation quality than NTF. This 
confirms that TFN is able to better avoid the possible random noise and faulty 
ternary relations introduced in the process of tensor factorization procedure, while 
NTF takes everything from the process of tensor factorization procedure into the 
recommendation step. Thereby TFN showed higher recommendation quality than 
NTF in the experiments. 
7.2 CONTRIBUTIONS 
Our research contributes to overcoming the information overload problem for 
the online users by introducing more accurate and effective user/item profiling 
techniques and recommendation approaches based on multidimensional datasets. 
Specifically, our research makes a number of contributions to web personalization, 
recommender systems, social tagging systems and context-aware systems: 
 Our research contributes to user/item profiling and web personalization. 
First, our research contributes to more accurate and effective user/item profiles. 
User profiles play a critical role in web personalization. Most of the existing user 
profiling techniques emphasize on the explicit data of the individual users and 
thereby lack the perspective of other users and latent relations. We proposed two 
profiling methods based on matrix/tensor factorization to overcome this problem. 
The obtained user/item profiles are more accurate compared to traditional user/item 
profiles in the application of collaborative filtering recommender systems, as shown 
in the experiments in Chapter 5. 
Secondly, we provided a unified profiling approach for users, items and all 
other possible entities. In the tensor modelling of the proposed approaches, due to the 
different modes (e.g., users, items, tags) are treated equally, the user profiling 
approach can be generalized to other modes. For example, the profiles of tags can be 
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computed using the same profiling approach, with which the similarity of tags can be 
computed.  
Finally, the proposed profiling methods in our research can be extended to 
higher-dimensional data. We model the multidimensional datasets using matrices and 
tensors. Therefore the proposed profiling approaches can be easily extended to 
higher-dimensional datasets. The generalization of the proposed profiling methods to 
N-dimensional data is elaborated in Section 3.5. 
 Our research contributes to recommender systems based on 
multidimensional data. 
With the development of Web 2.0 and context-aware systems in recent years, 
more research of recommender systems will pay attention to the utilization of 
multidimensional datasets. Our research emphasizes on the utilization of 
multidimensional folksonomy information in the social tagging systems scenario for 
making item recommendations. This is an important contribution to the related 
research area.  
Also, our research contributes to the recommender systems research by 
proposing recommendation frameworks based on the integration of two different 
classes of collaborative filtering techniques in the context of high-dimensional data. 
In traditional two-dimensional recommendation cases, there are certain approaches 
based on the integration between neighbourhood-based collaborative filtering and 
matrix factorization approaches. However, these approaches are limited to the rating 
prediction task. The top-N item recommendation task is more important in real-world 
applications, since it involves less user effort.  What’s more, these two-dimensional 
approaches based on integration cannot be easily extended to multidimensional 
datasets. The recommendation frameworks proposed in our research solved these two 
problems by incorporating nearest neighbourhood with tensor factorization 
algorithms. 
 Our research contributes to practical recommender systems as well as the 
research of social tagging systems and context-aware systems. 
On the one hand, our research makes practical contribution by developing 
prototype recommender systems and conducting experimental studies on the 
proposed user profiling approaches and recommender systems for multidimensiona l 
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data. We have integrated the proposed MSVD-based and the TM-based user/item 
profiles into single neighbourhood-based CF models and the CF fusion approaches. 
We also presented the implementations of the proposed NTF and TFN 
recommendation models for multidimensional datasets. 
On the other hand, social tagging systems allow users to use very specific 
terms and keywords to describe the items that are generally interesting to the users. 
Context-aware systems can adapt according to its location of use, the collection of 
nearby people and objects, as well as the changes to those objects over time over the 
course of the day (Schilit & Theimer, 1994). Modern Internet of Things and wearable 
techniques provide a significant amount of context-aware applications (Jablonski, 
2012; Perera, Liu, Jayawardena, & Chen, 2014). Therefore, it is an important task to 
efficiently model the multidimensional datasets from social tagging systems and 
context-aware systems. In our research, we use tensors as an effective modelling tool 
for analysing multidimensional data. On top of that, we also employ several 
factorization techniques to analyse the multidimensional datasets. The successful 
modelling and analysis of folksonomy information from social tagging system 
provide an extendable example for modelling and analysing context datasets of 
context-aware systems, which can include time, location, weather, etc. therefore, our 
research also contributes to the research of context-aware systems. 
7.3 LIMITATIONS AND FUTURE WORK 
7.3.1 Limitations 
Despite the aforementioned advantages, our research has a few limitations. 
They are discussed as below: 
 This research focuses on the utilisation of folksonomy information in user 
profiling and recommender systems areas. However, the semantic 
implications of the tags are not taken into account in the proposed approaches. 
This may affect the accuracy and effectiveness of the proposed methods. 
 Although the profiling approaches proposed in this thesis target on creating 
profiles for user, item and other possible entities, it neglects the intrinsic 
differences between different types of entities. For example, users have 
demographic information, such as age, gender, race, education, income level 
etc., while items may have more heterogeneous information. For example, a 
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web page has base URL, title, etc., and meanwhile an online video clip has 
properties like title, length, video quality, video category, and so on. These 
differences all affect the accuracy of user/item profiles and the 
recommendation quality. Therefore this can be explored in the future work. 
 Tensor factorization algorithms used in this research is a bottleneck of time 
performance of the proposed approaches. As the numbers of the dimensions 
of users, items and tags increase, the efficiency problem may escalate 
exponentially. Thereby solutions are needed to improve the time performance 
of the proposed approaches. 
7.3.2 Future Work 
Future research related to this study could extend in the following directions: 
The content information in the multidimensional data can be further exploited 
with the help of text data mining techniques. The semantic meaning of the tags in the 
folksonomy can be utilised and extended with the help of external ontology or 
knowledge base. 
Also, it would be useful if the demographic information of users and the 
specific properties and characteristic information of items are integrated into the 
proposed approaches. The additional information would provide different and more 
overall perspective than using the ternary relational data based on user-item-tag 
relations only. 
For the time efficiency problem mentioned in the previous section, a promising 
solution to the problem is the deployment of paralleled computation or distributed 
computing frameworks for the proposed approaches. The parallelization of matrix 
and tensor factorization algorithms is widely researched in these areas. Some reliable 
implementations of the paralleled factorization algorithms can be modified to adapt 
to the algorithms in this research. This can be an important direction for this research 
in the future. 
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A Segment of the Bibsonomy Dataset 
 
 
userID itemID tagID value 
1 1 1 1 
1 1 2 1 
1 2 1 1 
1 2 5 1 
1 5 1 1 
1 5 6 1 
1 7 9 1 
1 8 1 1 
1 8 3 1 
1 8 4 1 
1 11 1 1 
1 11 11 1 
1 13 4 1 
1 13 15 1 
1 14 1 1 
2 15 4 1 
2 15 17 1 
2 15 18 1 
2 15 19 1 
1 17 6 1 
1 17 3 1 
2 18 23 1 
3 26 31 1 
4 27 26 1 
4 27 32 1 
5 28 18 1 
5 28 38 1 
6 29 40 1 
6 29 5 1 
7 33 5 1 
5 36 40 1 
5 24 20 1 
8 39 63 1 
3 40 64 1 
8 25 65 1 
8 41 65 1 
7 42 66 1 
7 42 67 1 
7 44 55 1 
5 45 68 1 
