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In this paper we address the ‘‘skull-stripping’’ problem in 3D MR images. We propose a new method
that employs an efﬁcient and unique histogram analysis. A fundamental component of this analysis is
an algorithm for partitioning a histogram based on the position of the maximum deviation from a
Gaussian ﬁt. In our experiments we use a comprehensive image database, including both synthetic and
real MRI, and compare our method with other two well-known methods, namely BSE and BET. For all
datasets we achieved superior results. Our method is also highly independent of parameter tuning and
very robust across considerable variations of noise ratio.
& 2012 Elsevier Ltd. Open access under the Elsevier OA license.1. Introduction
Accurate segmentation of the human brain in magnetic reso-
nance imaging (MRI) is a fundamental step towards a reﬁned
study of the brain and its associated pathology. Further tasks
include brain tissue classiﬁcation, detection of lesions, such as
tumors or injuries, identiﬁcation of anatomical structures, volu-
metric measurement, etc. All of these are useful tools in the study
and treatment of diseases such as Alzheimer’s [2], epilepsy [3],
schizophrenia [4], multiple sclerosis (MS) [5] and autism [6]. With
the ever increasing number of images acquired daily in hospitals
and medical centers, automatic segmentation methods have
become a relevant and challenging research subject. For such
methods, fast processing and high accuracy are indeed the most
desirable characteristics. It is also important that the method be
robust across variations of the MRI parameters, namely echo time
and repetition time, as well as inherent artifacts, such as noise
and radio frequency (RF) inhomogeneity. The segmentation of the
brain on digital volumes is also known as ‘‘skull-stripping’’ and
‘‘brain extraction’’.
In this work we propose an automatic skull-stripping method,
which we refer to as HEAD, the Human Encephalon Automaticed at the 20th IEEE Interna-
ms [1].
Balan).
lsevier OA license.Delimiter. HEAD belongs to the family of region-based methods,
combining histogram analysis and binary morphological opera-
tions to obtain an accurate mask of the brain. However, HEAD is
unique because it employs a novel and efﬁcient histogram
analysis procedure responsible for locating the correct gray-level
range of the brain tissue. This analysis is carried out with a new
algorithm for histogram partitioning based on a straightforward
idea, which we introduce in this paper. The proposed method
relies on a reduced number of parameters and we demonstrate
that it is highly independent of parameter tuning, even when
segmenting images with different noise ratios.
More speciﬁcally, we developed HEAD to process 3D T1-
weighted MR images, regardless of their sectional plane (sagittal,
coronal or axial). Our framework is basically composed of two
steps: (1) background removal and (2) brain extraction. In the
ﬁrst step, the proposed partitioning algorithm is applied to
delimit the highest peak in the gray-level histogram, aiming at
identifying and discarding the background region. In the second
step, the partitioning algorithm is applied twice to the histogram
of the head. The goal is to ﬁnd two levels (thresholds) that
correctly encompass the gray-level range of the brain tissues,
namely white matter (WM) and gray matter (GM). A rough binary
mask is then generated taking these thresholds into considera-
tion. Finally, a sequence of binary morphological operations is
applied to the mask in order to completely isolate the brain.
In our experiments, the HEAD method has been tested on four
distinct image datasets, including high-resolution medical
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clinical volumes from the Clinical Hospital of the University of S~ao
Paulo. We chose two other methods to be part of our comparative
study: BSE [7], the Brain Surface Extractor, and BET [8], the Brain
Extraction Tool. These methods are often cited in the literature
and have become popular by being part of freely distributed
software systems and other combined skull-stripping methods.
We evaluated the methods by overlapping their outcome with
ground truth segmentations obtained with the assistance of
specialists. To measure the overlapping, we consider common
metrics, such as Jaccard’s, sensitivity and speciﬁcity [9].
Several methods have been proposed to automate the skull-
stripping task. A current taxonomy for such methods is deﬁned by
two broad categories: region-based and edge-based methods. Addi-
tionally, some methods may belong to the family of meta-algorithms,
whose outcome is a combination of individual results from different
algorithms. Before presenting our method HEAD in detail we ﬁrst
present a brief review of the related literature on skull-stripping.1 http://brainsuite.usc.edu/
2 http://cnl.web.arizona.edu/mricro.htm
3 http://www.fmrib.ox.ac.uk/fsl2. Related works
2.1. Region-based methods
These methods directly explore the spatial coherence of the
images. WM and GM tissues form a compact block in the center of
the volume: the brain. Normally, no other block of tissue in the
head is larger than the brain. Considering this, region-based
methods ﬁrst create a rough binary mask, attempting to set most
of the brain’s voxels as foreground. To carry this out, usually gray-
level thresholding [10–14] and edge-detection [7] are used. In the
sequence, the region of the brain is separated from surrounding
structures using binary mathematical morphology.
Atkins and Mackiewich [11] proposed a region-based method
that integrates anisotropic diffusion ﬁltration, gray-level thresh-
olding, binary morphology and active contour models (‘‘snakes’’)
[15]. Their method creates an initial mask using a single threshold
level which is determined by ﬁtting a single Gaussian curve to the
histogram of the image. For proton-density and T2-weighted MRI,
the threshold is chosen at two standard deviations below the
mean of the ﬁtted Gaussian. For T1-weighted images, the thresh-
old is chosen as 0.5 standard deviation below the mean. A
drawback of this technique is that the image ﬁlter must be well
tuned in order to obtain a good ﬁtting of a single Gaussian curve.
Filter parameters, however, are highly dependent on the char-
acteristics of an image. More recently, Sadananthan et al. [16]
employed this same threshold selection approach combined with
a graph cut technique to isolate the brain.
Lemieux et al. [10] presented another method involving
histogram analysis. An initial threshold level is obtained using
Otsu’s method [17,18]. Then, a reﬁned threshold is determined in
an iterative process. At each step, the current threshold is
incremented, and a binary mask is generated. Morphological
operations in 3D are used to analyze the current mask. The
process stops when the current threshold is able to separate the
brain from the surrounding structures. However, this technique
demands high computational effort since binary morphological
operations are relatively time-consuming to be employed in a
loop. Lemieux’s method spends, on average, 4 min to process a
256192124-voxels image. The MBRASE [13] method employs
a similar iterative approach.
Another method, known as 3DIntracranial [12], segments a
volume by modeling its histogram as a mixture of three normal
distributions: one for white matter, one for gray matter and one
for the background. First, the SIMPLEX method determines a least
square ﬁtting of the model. Then, two thresholds are determinedto enclose the gray levels of the brain tissue. The upper level is set
as the center of the third Gaussian plus the double of its standard
deviation. Similarly, the lower level is set as the center of the
second Gaussian minus the double of its standard deviation. In
the sequence, 3DIntracranial sweeps the volume slice by slice,
creating 2D binary masks. A mask generated in a given step is
used to guide the creation of the next mask. Again, we observe
that the employed model is usually inadequate because it does
not consider, for example, the class of tissues that appear brighter
than the white matter in a T1-weighted image. 3DIntracranial is a
component of the publicly available AFNI software [19].
Alternatively, the well-known Brain Surface Extractor (BSE)
[7,20–22] employs edge detection in order to achieve an initial
binary mask of the brain. For this reason, it has been commonly
misclassiﬁed in the literature as an edge-based method. BSE
performs a ﬁrst classiﬁcation of the voxels by using the Marr–
Hildreth edge detection operator. Then, a sequence of binary
morphological operations (erosion, largest block selection, and
dilation) is used to isolate the brain and generate the ﬁnal mask.
BSE is part of the publicly available BrainSuite software.1
In a comparative study by Fennema-Notestine [23], BSE
produced more precise results than several other popular meth-
ods. However, despite the fact that BSE can achieve high preci-
sion, conﬁguring its parameters is critical and somewhat difﬁcult.
For example, small changes in the parameter that adjusts the
sensitivity of the edge detector can lead to the generation of quite
different ﬁnal masks. As a consequence, BSE becomes very
sensitive to variations of noise levels, requiring a reconﬁguration
of its parameters for each new image.
Hata et al. [14] propose another region-based method that
employs fuzzy classiﬁcation and region growing. Huang et al. [24]
also present a hybrid approach, combining the EM algorithm and
geodesic active contours.2.2. Edge-based methods
Edge-based methods aim at achieving a representation of the
brain’s surface using deformable models, which are usually tesse-
lated meshes of triangles. The model is iteratively adjusted following
a set of integrity constraints. It moves towards the brain’s surface
being attracted by forces that simulate magnetic ﬁelds.
A well-known algorithm in this class is BET (the Brain Extrac-
tion Tool) [8], included in two publicly available software sys-
tems: the MRIcro2 and the FSL library.3 BET employs a tesselated
mesh of triangles that is initialized as a sphere, with its center
coinciding with the centroid of the volume. The vertices of the
mesh are iteratively moved outward, following the inﬂuence of
three forces. Two of the forces directly control vertex spacing and
surface smoothness, preventing self intersections of the tessella-
tion. The other force attracts the model to the brain’s surface
based on the gradient of the image.
Se´gonne et al. [25] developed a hybrid edge-based method that
uses the watershed algorithm to build an initial estimate of the
brain mask. This estimate is used to initialize a deformable surface
model that is adjusted by taking global image features into
consideration. Finally, an atlas-based analysis veriﬁes the accuracy
of the resulting surface, modifying it if important structures are
missing. This method is referred to as HWA (Hybrid Watershed
Algorithm) and is part of the software known as FreeSurfer.
The work of Fennema-Notestine et al. [23] compared HWA,
BET, BSE, and 3DIntracranial, evaluating them on MR images from
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BSE are more robust across the diagnostic groups, compared to
3dIntracranial and BET. With respect to speciﬁcity, BSE performed
best across all groups, whereas HWA presented higher sensitivity.
Another approach explored in the development of edge-based
segmentation methods is the use of level sets, also known as implicit
active contours [26]. In the level set formulation, the brain is
represented as a closed 3D surface which corresponds to the zero
level curve of an implicit 4D function. The surface deformation is
described by the evolution of the implicit function in a ﬁxed
coordinate system, that naturally enables the 3D curve to change
its topology. Using such a formulation, recent skull-stripping methods
are proposed by Zhuang et al. [27], Baillard et al. [28] and Suri [29].
2.3. Meta-algorithms
BEMA, proposed by Rex et al. [30], is an example of a meta-
algorithm. It executes four different brain extraction algorithms
to generate a combined result. These algorithms are the afore-
mentioned BSE, BET, HWA, and 3DIntracranial. Considering an
atlas space, BEMA is trained to know what combination of
extractors works best at each anatomic location. The individual
results are combined using Boolean logic.
Another similar method is McStrip, proposed by Rehm et al.
[31]. McStrip computes a consensus mask from an atlas-regis-
tered mask, a histogram-based mask and a mask generated by
BSE. Boesen et al. [32] also provide a comparative study involving
McStrip, BET and BSE. Meta-algorithms, however, tend to be
much more complex and time-consuming. BEMA and McStrip,
for example, take 30 and 11 min, respectively, to process a single
high resolution subject [30,31].100 200 300 400 500 600 700
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Fig. 2. Histogram partitioning using the maximum distance between PðxÞ and
H(x). l is the partitioning/threshold level (see Eq. (2)).3. Methods
In this section we describe in detail our method HEAD, the
Human Encephalon Automatic Delimiter. First, we present the
histogram partitioning technique which is the basis of our
histogram analysis. This analysis is employed in two main tasks
which we explain in the sequence: (1) background removal and
(2) brain extraction. Fig. 1 presents a high level ﬂow chart
summarizing the proposed method.
3.1. Histogram partitioning
An innovative contribution of this work is an efﬁcient technique
for automatic partitioning of gray-level histograms, which we applyBackgroun
Removal
Binary Mathema
Morphology
T1-weighed 
MRI Volume
Brain Mask
Fig. 1. High level ﬂow chardirectly to the problem of skull-stripping in MRI. Our goal is to ﬁnd
the concavity surrounded by the two most salient peaks in a curve.
Brieﬂy, we search for the position of maximum divergence between
the histogram, and a single Gaussian ﬁt. Fig. 2 illustrates how this
idea is used to partition a typical histogram with two salient peaks.
In the sequence, we explain this technique in detail.
In order to partition the histogram H(x), we consider an
auxiliary curve PðxÞ deﬁned on the same gray-level range of
H(x). We make a straightforward choice, considering PðxÞ a
normal distribution, with mean and variance, respectively, given
by m, the average gray level of H(x), and s2, the corresponding
variance. We also consider PðxÞ and H(x) to have an identical area
a under their curves. Given that xminrxrxmax, formally we have
PðxÞ ¼ a
z
GðxÞ ð1Þ
where
GðxÞ ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ps2
p exp ðxmÞ
2
2s2
 !
z¼
Xxmax
x ¼ xmin
GðxÞ
a¼
Xxmax
x ¼ xmin
HðxÞ
m¼ 1
a
Xxmax
x ¼ xmin
xHðxÞd Threshold Selection
l1 and l2  
Rough binary 
classification
tical 
Brain Extraction
t of the method HEAD.
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Xxmax
x ¼ xmin
ðxmÞ2HðxÞ
PðxÞ is a simple model that resembles H(x) regarding its very basic
distribution of values. As a normal distribution, PðxÞ presents its
largest value at x¼ m and has a convex part that goes from ms to
mþs. The highest peaks of H(x) are also around the average gray
level m since its value is mainly inﬂuenced by these peaks. Hence,
the concavities surrounded by the highest peaks in H(x) are often100 200 300 400 500 600 700
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Fig. 3. A comparison between our technique and the popular Otsu’s method.
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Fig. 4. Finding the threshold level l for background estimation.
Fig. 5. Example of a binary mask of the head. (a) Slice of the original image. (bin contrast with the convex part of PðxÞ, near m. Then, we consider
that ﬁnding a line l that divides the main peaks in H(x) is a matter
of maximizing PðxÞHðxÞ for msrxrmþs, or formally:
l¼ argmax
x
ðPðxÞHðxÞÞ, msrxrmþs ð2Þ
In Fig. 3, we compare our partitioning method with Otsu’s
method for the same histogram of Fig. 2. Otsu’s technique is a
classical approach for histogram partitioning, but it is also known
to be unable to correctly partition bimodal histograms when the
two classes are very different in size, such as the histogram of
Fig. 3. Our method, however, does not present this drawback. It
can correctly determine the partitioning threshold, demanding a
very low computational effort, in a single pass over the histogram.
In the next sections, we explain how this partitioning techni-
que is employed in the HEAD method.
3.2. Background removal
The ﬁrst step of our framework is to separate the region of the
head from the background. Due to the large empty space (air)
surrounding the head, MR images usually present a histogram
with a high peak next to the lowest gray levels. We apply the
histogram partitioning method in order to ﬁnd the limits of such a
peak and deﬁne an initial estimate of the background. To obtain a
more accurate result, we intuitively focus on the region of low
gray levels. We select the lower part of the histogram that
comprises 85% of the total area under the curve. Then we apply
the partitioning algorithm to obtain the threshold level l.
Fig. 4 exempliﬁes the search for l in a T1-weighted image of
256256 160 voxels (1 mm per slice). The highest peak is also
the only peak in the image’s histogram. It attracts the center of
the Gaussian curve positioning the threshold level l at the base of
the ‘‘hill’’, as desired.
Fig. 5a presents a sagittal slice of the volume used in this
example. The threshold l is used to generate a rough binary mask,
as illustrated in Fig. 5b. In this mask, most of the voxels are
already correctly classiﬁed, either as foreground/head (white) or
as background (black). In the sequence, the mask is processed by
two binary morphological operators in order to minimize the
number of misclassiﬁed voxels. The ﬁrst operation eliminates
white fragments that have less than 200 voxels. This is done to
correct the classiﬁcation of background voxels that had been
misclassiﬁed due to the presence of intense noise. The second
operation ﬁlls the black holes inside the region of the head,
correcting the other set of misclassiﬁed voxels. Fig. 5c presents
the medial slice of the obtained ﬁnal mask. Both operations are
carried out in 3D, taking into consideration a connectivity of six
neighbors (one per each face of a voxel). Since our main interest is
not in the contour of the head, no operation to smooth the surface
of the mask is applied.) Rough binary mask obtained using the threshold level l. (c) Final mask.
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Fig. 6. Gray-level histograms of the head. The enhanced central areas correspond to the most probable gray-level range of the brain tissues, which we simply refer to as
‘‘GM/WM peak’’. (a) Histogram of a real 256256160-voxels MR image. (b) Histogram of a synthetic 181217181-voxels volume from the MNI’s BrainWeb project.
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After removing the background from the image, a new gray-
level histogram H0ðxÞ is generated, taking into consideration only
the voxels in the region of the head. We employ our proposed
histogram partitioning method in order to estimate the correct
gray-level range of the brain tissues: white matter (WM) and gray
matter (GM). In T1-weighted MRI, non-brain tissues, such as bone
and muscle, are imaged with the same gray-level range as the gray
matter tissue. Hence, H0ðxÞ is a curve that presents a very high peak
in the range of these tissues. The white matter is imaged with
slightly brighter levels, also forming a peak in the histogram.
However, the separation of these two peaks is usually very subtle,
and they mostly appear in the histogram as a high single peak.
Fig. 6 illustrates two gray-level histograms, where the peaks
which correspond to GM and WM are highlighted. From now on,
we simply refer to these peaks as the ‘‘GM/WM peak’’. The ﬁrst
histogram (Fig. 6a) is of a real clinical image. Observe that there is
a very subtle separation of the peaks in the curve. The second
histogram (Fig. 6b) is of a synthetic image from the BrainWeb4
project [33], developed at the Montreal Neurological Institute
(MNI). In this curve, however, the inter-separation of the GM/WM
peak is very evident. It means that classifying the voxels as GM or
WM will be much easier in the second image than in the ﬁrst.
Several factors can contribute to making GM and WM tissues
more or less distinguishable in an MR image. These mainly
include the presence of stronger high-frequency noise and RF
inhomogeneity in the imaging process, and even the tuning of the
imaging parameters (echo and repetition time).
3.3.1. Threshold selection
Our goal is to locate the correct limits of the GM/WM peak
both when its inter-separation is evident and when it is subtle.
We are going to refer to these limits as l1 (the lower bound) and l2
(the upper bound). To carry this out, we look for l1 and l2
separately, focusing on different parts of the histogram H0ðxÞ, in
turn. Let us consider x0min and x
0
max the minimum and maximum
gray-levels of H0ðxÞ, respectively. Then: To ﬁnd the threshold level l1, the proposed histogram parti-
tioning technique is applied to the lower part of H0ðxÞ that4 http://www.bic.mni.mcgill.ca/brainwebcomprises A1% of the total area under the curve, i.e., H
0ðxÞ for
x0minrxrx1, wherePx1
x ¼ x0
min
H0ðxÞPx0max
x ¼ x0
min
H0ðxÞ ¼ A1% The threshold level l2 is computed by applying the histogram
partitioning method to the upper part of H0ðxÞ that comprises
A2% of the total area under the curve, i.e., H
0ðxÞ for
x2rxrx0max, wherePx0max
x ¼ x2 H
0ðxÞPx0max
x ¼ x0
min
H0ðxÞ ¼ A2%
A proper adjustment of A1 and A2 contributes to a more
accurate search for optimal threshold levels l1 and l2. A good
heuristic is to consider A1 and A2 related to the general morpho-
metry of the head. For example, one can expect that A25A1
because the volume of the tissues brighter than the white matter
in T1-weighted MRI (fat, dura and bone marrow) is considerably
smaller than the volume of the elements darker than the gray
matter (air, cerebrospinal ﬂuid—CSF, skin, and eyes).
In Figs. 7 and 8 we exemplify the search for l1 and l2 on the
same gray-level histograms of Fig. 6. In both cases, A1 ¼ 80% and
A2 ¼ 20%. These are the same parameter values we use in our
experiments, and we estimate them by using a grid search
approach, which will be detailed in the next section. In the graphics
of Figs. 7 and 8, the computations of l1 and l2 (Eq. (2)) are presented
together for better visualization. The Gaussian curve that deter-
mines l1 is given by Eq. (1), using H
0ðxÞ for x0minrxrx1. Similarly,
the Gaussian curve that determines l2 is given by Eq. (1), using
H0ðxÞ for x2rxrx0max. Since A1þA2 ¼ 1, we have that x1 ¼ x2, as
indicated in the graphics. Observe that the returned threshold
levels are very similar to those expected, as illustrated in Fig. 6.
After ﬁnding the threshold levels l1 and l2, a rough binary mask
M is generated. Voxels with intensity lying between l1 and l2 are
set as foreground (white), and the remaining is set as background
(black). Fig. 9 illustrates the masks of the volumes considered in
the previous examples. The ﬁrst row corresponds to the real
volume, and the second corresponds to the synthetic volume. As
one can observe, most of the brain’s voxels as well as the voxels
surrounding the brain were correctly classiﬁed. This is the target
condition for obtaining the correct ﬁnal mask by using binary
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Fig. 7. Computation of l1 and l2, the limits of the GM/WM peak, in the histogram of
a real 256256160-voxels T1-weighted MR image.
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Fig. 8. Computation of l1 and l2 in the histogram of a synthetic 181217181-
voxels volume from MNI’s BrainWeb project.
Fig. 9. Initial binary masks obtained with threshold levels l1 and l2. (a) Slice of the
real volume used in the example of Fig. 7. (b) Corresponding binary mask. (c) Slice
of the synthetic volume used in the example of Fig. 8. (d) Corresponding
binary mask.
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binary morphological operations that the HEAD method employs
for this purpose, as illustrated in Fig. 10.3.3.2. Binary mathematical morphology
Given the binary mask M generated using threshold levels l1
and l2, a set of binary morphological operators is applied in order
to properly isolate the region of the brain. The sequence of
operations is applied as follows: First, the initial mask M is eroded with a spherical structuring
element of 2 mm radius. This operation aims at removing
narrow connections between the brain and adjacent non-brain
regions. This kind of connection is very common and tends to
occur more intensively in images with higher noise ratio. In the resulting mask, the contiguous blocks of foreground
voxels are labeled, and only the largest block is kept. The
labeling is carried out taking into consideration a 3D connec-
tivity of six neighbors (one for each face of the voxel). The resulting mask is dilated with a 3 mm-radius spherical
structuring element.5 http://www.cma.mgh.harvard.edu/ibsr/
6 http://sve.loni.ucla.edu/
7 http://www.bic.mni.mcgill.ca/brainweb simulator [33].In the sequence, a morphological binary closing with spherical
structuring element of 3 mm radius is applied to the
resulting mask. Finally, a 3D hole-ﬁlling operation is applied to the previous
result, generating the ﬁnal brain mask BM.
Fig. 10 exempliﬁes the application of the described sequence
of binary morphological operations. For better visualization, we
illustrate the process on a single slice of the 3D masks.4. Experiments and results
We have experimented our segmentation method on a testbed
formed by four representative image datasets: Dataset #1: 40 T1-weighted MR volumes of distinct patients
from the Clinical Hospital of the University of S~ao Paulo-
clinical images obtained with a 1.5-T Siemens scanner. Each
image with 160 sagittal slices (1 mm per slice), and
256256160 voxels. Dataset #2: 18 T1-weighted MR volumes from the IBSR (the
Internet Brain Segmentation Repository)5—real images with 128
coronal slices (1.5 mm per slice), and 256256128 voxels. Dataset #3: 20 T1-weighted MR volumes from SVE (the
Segmentation Validation Engine)6—real images with 123 cor-
onal slices (1.5 mm per slice), and 255123255 voxels. Dataset #4: 8 synthetic volumes generated by the BrainWeb7—
images of 1 mm slice thickness and 181217181 voxels,
based on a normal anatomical model, with varied noise ratios
(3%, 5%, 7% and 9%) and two INU (intensity non-uniformity)
levels (20% and 40%), as available on their website.
To perform a comparative study we chose two well-known
skull-stripping methods: the Brain Surface Extractor—BSE [7] and
Fig. 10. Sequence of binary morphological operations used to achieve the ﬁnal brain mask. (a) Slice of the original image. (b) Initial binary mask obtained with threshold
levels l1 and l2. (c) Binary erosion. (d) Largest connected component. (e) Binary dilation. (f) Hole-ﬁlling (ﬁnal mask).
Table 1
Parameters used in the comparative evaluation.
Method/parameters Dataset
Default #1 #2 #3 #4
HEAD
A1 80% 80% 80% 80% 80%
A2 20% 20% 20% 20% 15%
BSE
Diffuse iterations 3 3 0 3 3
Diffuse constant 25 25 0 15 42
Edge constant 0.62 0.62 0.59 0.64 0.64
Erosion size 1 1 2 1 2
Dilate ﬁnal mask No No No No Yes
BET
Fractional intensity threshold 0.50 0.63 0.55 0.71 0.65
Threshold gradient 0 0 0 0 0
0.78
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1
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Segmentation Accuracy for Dataset #1
Jaccard
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Fig. 11. Segmentation accuracy for Dataset #1. Colored bars from left to right
correspond to Jaccard, sensitivity and speciﬁcity average coefﬁcients. Standard
deviations are graphically indicated on the top of the bars. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
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rithm that is part of the freely distributed BrainSuite software.
BET is an edge-based algorithm included in two other freely
distributed software systems: the MRIcro and the FSL library.
In order to obtain gold standard masks for the evaluation,
images from Dataset #1 and Dataset #3 were manually segmen-
ted with the help of specialists. Tissue classiﬁcation for the
volumes of Dataset #2 are available on the IBSR website. For
each volume we produced an initial brain mask combining the
white and gray matter regions from the corresponding classiﬁca-
tion. Then, we applied three binary morphological operations in
order to produce a compact and smooth cortical envelope:
dilation with a two-voxel-radius spherical structuring element,
3D hole-ﬁlling, erosion with the same structuring element as the
ﬁrst operation.
For Dataset #3 we produced a mask derived from the discrete
anatomical model available in the BrainWeb database (there is
only one mask for Dataset #3 since its images are based on thesame model). Similarly, we produced an initial mask combining
the white and gray matter regions from the given discrete model.
Then, again, three binary morphological operations were used in
the following order: dilation with a three-voxel-radius spherical
structuring element, 3D hole-ﬁlling, erosion with a three-voxel-
radius spherical structuring element. As a ﬁnal observation, all
the masks considered in our evaluation are binary 3D images and
have the same number of voxels as the corresponding original
volume.
As evaluation metrics we use the Jaccard coefﬁcient, and the
pair sensitivity and speciﬁcity [9]. The goal is to quantify the
intersection of the method’s output with the ground true masks.
For a test mask MA and a ground true mask MB, the Jaccard
similarity coefﬁcient J is deﬁned as
J¼ 9MA \MB9
9MA [MB9
or, in other words, the volume of the intersection divided by the
volume of the union. Dice is another commonly cited metric
A.G.R. Balan et al. / Computers in Biology and Medicine 42 (2012) 509–522516deﬁned as
D¼ 29MA \MB9ð9MA9þ9MB9Þ
We do not present the obtained Dice measures in order to
facilitate the visualization of the results. Dice similarity relates to
Jaccard coefﬁcient by D¼ 2J=ðJþ1Þ.
Sensitivity measures the fraction of the brain that appears
correctly classiﬁed in the segmentation. Let us refer to as 9TP9 the
number of true positives, i.e., the number of brain voxels correctly
classiﬁed in the segmentation. Then, sensitivity is computed as
9TP9=ð9TP9þ9FN9Þ, where 9FN9 is the number of non-brain voxels
incorrectly classiﬁed, or, the number of false negatives.Fig. 12. Brain masks generated by HEAD, BSE and BET. Four exams fromOn the other hand, speciﬁcity measures the fraction non-brain
voxels that appears correctly classiﬁed in the segmentation. It is
computed as 9TN9=ð9TN9þ9FP9Þ, where TN (true negatives) are the
non-brain voxels correctly detected and FP (false positives) are the
brain voxels incorrectly classiﬁed.
4.1. Parameter selection
For each dataset considered, as well as for each of the three
algorithms compared, we ﬁrst searched for an optimal combina-
tion of the adjustable parameters. We used a grid search approach
over several volumes selected as training datasets. For the HEAD
method, we adjusted the percentages A1 and A2, presented in thethe Clinical Hospital of the University of S~ao Paulo (Dataset #1).
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Fig. 13. Segmentation accuracy for Dataset #2. Colored bars from left to right
correspond to Jaccard, sensitivity and speciﬁcity average coefﬁcients. Standard
deviations are graphically indicated on the top of the bars. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
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iterations’’, ‘‘diffuse constant’’, ‘‘edge constant’’, ‘‘erosion size’’ and
‘‘dilate ﬁnal mask’’. For BET we adjusted two parameters: ‘‘frac-
tional intensity threshold’’ and ‘‘threshold gradient’’.
In Datasets #1, #2 and #3, we picked at random four, two and
two images, respectively, as training subjects. For Dataset #4 we
used the image with the lowest noise ratio and INU. The para-
meter conﬁgurations leading to the highest segmentation scores
(the average Jaccard coefﬁcient) for the training images were used
to segment all the other images in the datasets.
Table 1 summarizes the optimal parameter conﬁgurations
obtained for each method and dataset, including the default
conﬁgurations. Parameter selection for our method HEAD was
carried out with a grid, varying A1 from 65% to 90% and A2 from
10% to 35%, with a constant step of 5%. It is interesting to observe
that the same parameter conﬁguration, A1 ¼ 80% and A2 ¼ 20%,
was found to be optimal for the ﬁrst three datasets, which involve
more than 90% of the images. Hence, we consider these values as
default parameters for our method. Only for Dataset #4, A2 is set
to 15%, while A1 is still 80%. This result indicates that HEAD is
quite independent of parameter tunning, whereas for other
methods tuning is often a critical task.
For BET, we built a grid varying the ‘‘fractional intensity
threshold’’ from 0.45 to 0.75 with step of 0.05, and varying the
‘‘threshold gradient’’ from 0.2 to 0.2, with a step of 0.1. We have
observed that BET is not very sensitive to parameter changing,
and the selected values do not vary signiﬁcantly from the default
ones. Finally, for BSE we varied the parameters as follows: ‘‘edge
constant’’ from 0.55 to 0.7 with an increment of 0.1, ‘‘diffusion
constant’’ from 23 to 45 with an increment of 1, ‘‘diffuse itera-
tions’’ among [0, 2, 3], ‘‘erosion’’ size as 1 or 2, and ‘‘dilate ﬁnal
mask’’ as yes or no.
4.2. Dataset #1
In Fig. 11 we present the scores obtained from the segmenta-
tion of the 40 images of Dataset #1. The bar graphs present the
average Jaccard, sensitivity and speciﬁcity coefﬁcients for each
method, and corresponding standard deviations, presented as
error bars.
In Dataset #1, our method HEAD achieves an excellent average
score of nearly 98% in the Jaccard bar. This represents a gain of
more than 3.4% over BSE’s second place (94,8%). For some images
in this dataset, BET was not able to generate a suitable mask, even
using several parameter conﬁgurations. This is reﬂected by its
lowest average Jaccard score and highest standard deviation.
Regarding sensitivity and speciﬁcity, HEAD also outperforms both
the other two methods. HEAD and BSE, for example, present
equivalent speciﬁcity, but HEAD is 2.8% more sensitive than BSE.
Fig. 12 presents examples that illustrate the general behavior
of the three methods in our experiments. Each row corresponds to
one of the 40 subjects.
4.3. Dataset #2
Similarly, Fig. 13 presents the scores obtained from the
segmentation of the 18 images of Dataset #2.
Images from CMA compose a very challenging database. In
some images, the brain tissue is hardly distinguishable from
surrounding tissues. In others, strong motion artifacts are present.
Among others, these are the main reasons that make the studied
methods less accurate and generate outlier results for Dataset #2.
Here, average scores are more compatible, but HEAD still presents
some advantage considering the Jaccard metric. Observing the
standard deviation bars, HEAD is more robust than BSE and BETregarding sensitivity. HEAD is only less robust than BET regarding
speciﬁcity.
Fig. 14 presents examples of masks generated by the three
methods for two different volumes in Dataset #2.
4.4. Dataset #3
Fig. 15 presents the segmentation scores obtained from the
segmentation of the 20 images of Dataset #3. Here, HEAD presents
a Jaccard score 2.7% higher than BSEs’, in second place. HEAD is
also considerably more sensitive and speciﬁc than BSE and BET.
For few images with very uncommon data distribution, however,
HEAD generated some outlier results regarding sensitivity. This is
reﬂected in the score bars by slightly higher standard deviations.
4.5. Dataset #4
Dataset #4 allows us to evaluate the ability of the methods in
segmenting images with varied noise ratios, using a constant
parameter conﬁguration. Images from the BrainWeb project are
generated from a single synthetic anatomical model, referred to
as phantom, which is modiﬁed by the addition of noise and
brightness gradients (intensity non-uniformity—INU) in order to
simulate real MRI artifacts. In total, there are four noise ratios and
two INU levels which form eight images. Fig. 16 shows a mosaic
that illustrates the inﬂuence of the four different noise ratios in
the available images.
In Tables 2–4, we present the segmentation scores obtained for
each image in Dataset #4. In each table, the scores are presented
in pairs V19V2, where V1 and V2 are the scores obtained for
images with INU¼20% and 40%, respectively.
Fig. 17 illustrates the general behavior of the methods in the
segmentation of images from Dataset #4 with the highest INU
level (40%).
In Fig. 18 we illustrate how the method HEAD locates the
threshold levels l1 and l2 for the four images of Dataset #4 with
INU¼40%. With higher noise levels, some valleys in the histogram
completely disappear, however, the limits of the GM/WM peak
are still distinguishable. For all the cases, our method returned
accurate estimates for l1 and l2, which is directly reﬂected by the
high segmentation scores. The values for l1 and l2 vary only
slightly from one image to another since there is no anatomical
difference among them.
The results obtained for this dataset illustrate that both HEAD
and BET are considerably more robust than BSE in the variation of
noise ratio. This is mainly due to the fact that BSE is very sensitive
to variations of the ‘‘edge constant’’ parameter, as mentioned
before. In comparison with BET, HEAD is more accurate in the
Fig. 14. Brain masks generated by HEAD, BSE and BET. Two images from CMA’s Internet Brain Segmentation Repository (Dataset #2).
A.G.R. Balan et al. / Computers in Biology and Medicine 42 (2012) 509–522518ﬁrst six images while a little less accurate in the images with the
highest noise levels.
A comparison between the scores obtained for INU equals to
20% and 40% reveals that all the methods are relatively less
sensitive to this low-frequency type of noise. A reasonable
interpretation for this comes from the fact the brain has a
relatively well-deﬁned boundary in MRI, since it is mostly
surrounded by cerebrospinal ﬂuid, a tissue that presents high
contrast with the gray matter in both T1 and T2-weighted images.
RF inhomogeneity produces low-frequency intensity gradients
which corrupt the high-frequency components (edges) of the
image less intensely than high-frequency noises.
By contrast, RF inhomogeneity intensely disturbs the classiﬁ-
cation of the brain tissues since they present a much lowercontrast. Indeed, correcting the effects of a nonuniform RF ﬁeld
in MRI is a requisite for a successful tissue classiﬁcation. However,
the computational cost of this correction can be much lower if the
brain is previously delimited by an accurate skull-stripping
method. This can represent an important gain in efﬁciency for
the whole segmentation process, especially when dealing with
images of very high resolutions.
4.6. Timing considerations
All the experiments were run on a PC machine with a 2.8 GHz
dual core processor and 2Gb of main memory running at
800 MHz. For each method, we measured the average time spent
segmenting images of the Dataset #1. BSE and HEAD are quite
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Fig. 15. Segmentation accuracy for Dataset #3. Colored bars from left to right
correspond to Jaccard, sensitivity and speciﬁcity average coefﬁcients. Standard
deviations are graphically indicated on the top of the bars. (For interpretation of
the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
Fig. 16. A mosaic illustrating the inﬂuence of different noise ratios in BrainWeb’s
synthetic images: (a) 3%, (b) 5%, (c) 7% and (d) 9%.
Table 2
Segmentation accuracy for Dataset #4—Jaccard.
Method Noise ratio
3% 5% 7% 9%
HEAD 0:97090:971 0:97290:969 0:96390:961 0:93690:912
BSE 0:96190:955 0:93790:932 0:62990:594 0:03490:062
BET 0:94490:936 0:93790:920 0:93790:920 0:94090:916
INU ¼ 20%940%.
Table 3
Segmentation accuracy for Dataset #4—sensitivity.
Method Noise ratio
3% 5% 7% 9%
HEAD 0:97490:976 0:97790:974 0:96690:965 0:93890:913
BSE 0:97990:980 0:94590:941 0:62990:595 0:03490:062
BET 0:95690:948 0:94990:931 0:95090:932 0:95690:931
INU ¼ 20%940%.
Table 4
Segmentation accuracy for Dataset #4—speciﬁcity.
Method Noise ratio
3% 5% 7% 9%
HEAD 0:99890:998 0:99890:998 0:99990:998 0:99990:999
BSE 0:99390:990 0:99790:996 0:99991:000 1:00091:000
BET 0:99590:995 0:99590:996 0:99590:995 0:99490:994
INU ¼ 20%940%.
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tively, while BET is a little faster taking 6.2 s on average per
image. As of now, we have implemented HEAD as a Matlab
toolbox, using the SDC Morphology package for the binary
morphological operations. However, an optimized implementa-
tion of HEAD in Cþþ is being prepared for release, and we believe
that it will perform considerably faster.5. Discussion
In our experiments, we considered four image datasets with quite
distinct characteristics. Three of them are publicly available and have
been widely used in the literature. The other dataset contains real
clinical images of patients varying in age from 18 to 70. We compared
our method HEAD with two of the most cited methods in the
literature: BSE and BET. Overall, BSE is the least sensitive method
whereas BET is the least speciﬁc. Our method outperformed both of
them in the four image datasets, with a considerable advantage in the
dataset composed by clinical MRI exams (Dataset #1).
Neither HEAD nor BET employs an image ﬁlter prior to segmen-
tation. Nevertheless, they are considerably more robust than BSE
for images with different noise ratios. We observed that the use of
a ﬁlter is disadvantageous, in general, since it introduces new
parameters that must be reconﬁgured for each different noise level.
BET and HEAD rely on a reduced parameter set, however, HEADwas
the only method able to segment more than 90% of our compre-
hensive image database with a single parameter conﬁguration.
For our method, a new parameter adjustment may be neces-
sary to segment images of patients with severe lesions or
deformation of the brain, such as deformations caused by hydro-
cephaly. In these cases, the histogram of the image can present
very distinct proportions, which requires new settings of A1 and
A2. As in other segmentation methods, more intense noise and RF
inhomogeneity can also cause our method to fail. In our experi-
ments, for example, all the methods generated outlier results,
especially for the challenging Dataset #2 that includes some very
difﬁcult cases. What we mainly attempt to show with these
experiments is that HEAD’s histogram analysis is an innovative,
valid and competitive approach that will not degrade easily in the
presence of moderate MRI perturbations.
This work has been aided by physicians and image specialists,
mainly concerning the validation of our experiments. They agree
that HEAD is an excellent method that can be regularly used in
practice as a fast and accurate solution for the problem of
automatic skull-stripping in T1-weighed MRI.6. Conclusions
In this paper, we have introduced the Human Encephalon
Automatic Delimiter (HEAD), a new and competitive skull-strip-
ping method for T1-weighted MRI. The main contributions of this
work related to HEAD include a new technique of histogram
partitioning and a new histogram analysis for ﬁnding the gray-
level range of the brain tissue.
An efﬁcient method for medical image segmentation can be
both a direct tool for a physician and part of a more complex image
feature extraction pipeline. The importance of developing new and
competitive solutions in this area arises from the ever-increasing
amount of clinical data acquired daily in hospital and medical
centers, and the possibility of extracting statistically relevant
information from this data to be used directly in medical research.
Fig. 17. Brain masks generated by HEAD (upper row), BSE (middle row), and bet (lower row). Synthetic volumes from MNI’s BrainWeb simulator (in Dataset #4—images
with INU equal to 40%).
A.G.R. Balan et al. / Computers in Biology and Medicine 42 (2012) 509–522520We believe that other segmentation methods, such as tissue
classiﬁers, can be derived from HEAD using this proposed histo-
gram analysis. Our method could also be integrated into combined
solutions for medical image segmentation, such as the meta-
algorithms. Several meta-algorithms found in literature employ
popular methods, such as BET and BSE, often providing more
precise results. We can expect that incorporating HEAD in such
combined methods would produce even more precise results.
As a future work, we also consider studying and developing
alternatives to the use of mathematical morphology as a means ofseparating the brain in the initial binary mask. In that sense, we
believe that combining other techniques with our histogram
analysis will result in a faster and even more accurate skull-
stripping method.Conﬂict of interest statement
None declared.
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