Abstract. We propose and analyze a new numerical method for computing the ground state of the modified Gross-Pitaevskii equation for modeling the Bose-Einstein condensate with a higher order interaction by adapting the density function formulation and the accelerated projected gradient method. By reformulating the energy functional E(φ) with φ, the wave function, in terms of the density ρ = |φ| 2 , the original non-convex minimization problem for defining the ground state is then reformulated to a convex minimization problem. In order to overcome the semi-smoothness of the function √ ρ in the kinetic energy part, a regularization is introduced with a small parameter 0 < ε 1. Convergence of the regularization is established when ε → 0. The regularized convex optimization problem is discretized by the second order finite difference method. The convergence rates in terms of the density and energy of the discretization are established. The accelerated projected gradient method is adapted for solving the discretized optimization problem. Numerical results are reported to demonstrate the efficiency and accuracy of the proposed numerical method. Our results show that the proposed method is much more efficient than the existing methods in the literature, especially in the strong interaction regime.
1. Introduction. The Bose-Einstein condensate (BEC) has drawn great attention since its first experimental realization in 1995 [1, 15, 25] because of its huge potential value in exploring a wide range of questions in fundamental physics. Mathematically, a BEC can be effectively approximated via a Gross-Pitaevskii equation (GPE), which is a mean field model considering only the binary contact interaction of form [32, 33, 38] (1.1) V int (x 1 − x 2 ) = g 0 δ(x 1 − x 2 ), x 1 , x 2 ∈ R 3 , where δ(·) is the Dirac delta function, g 0 = 4π 2 as m is the contact interaction strength with a s being the s-wave scattering length, being the reduced Planck constant and m being the mass of the particle [33] . The great success of GPE comes from the fact that BEC is extremely dilute and the confinement is weak in most experiments. However, recent progress in experiments, such as the application of Feshbach resonances in cold atomic collision [21, 26, 39] , enables us to tune the scattering length in a larger range. In such experiments, the underlying assumptions of the GPE and its validity have to be carefully examined. As shown in [23, 28, 45] , a higher order interaction (HOI) has to be included for a better description. With the HOI term, the new binary interaction takes the form [23, 28, 45] where z = x 1 − x 2 ∈ R 3 , δ(·) and g 0 are defined as before, and g 1 , the strength of the HOI, is defined as
with r e being the effective range of the two-body interaction. With the new binary interaction (1.2), the dimensionless modified GrossPitaveskii equation (MGPE) in d-dimensions (d=1,2,3) can be derived as [23, 29, 30, 41, 42, 43] (1. 3) i∂ t ψ = − 1 2 ∆ + V (x) + β|ψ| 2 − δ∆(|ψ| 2 ) ψ, t > 0, x ∈ R d , where ψ = ψ(x, t) is the complex-valued wave function, V (x) ≥ 0 is the external potential and the dimensionless parameters β and δ denote the contact interaction strength and the HOI strength, respectively. Define the energy to be (1.4)Ẽ(ψ(·, t)) :=
It is easy to check that the MGPE (1.3) conserves the mass (or normalization) [41] as (1.5) ψ(·, t) (1.6)Ẽ(ψ(·, t)) ≡Ẽ(ψ(·, 0)), t ≥ 0.
To find the ground state of a BEC is a fundamental problem since the ground state represents the most stable stationary state of the system. Mathematically speaking, the ground state of a BEC described by the MGPE (1.3) is defined as the minimizer of the energy functional (1.4) under the normalization constraint (1.5). Specifically, we have the ground state φ g = φ g (x) defined as [7, 41] (1.7) φ g := arg min implies that the ground state φ g satisfies the following nonlinear eigenvalue problem [7, 41] (1.8)
under the normalization constraint φ 2 = 1, where µ is the corresponding chemical potential (or eigenvalue in mathematics) and can be computed as [7, 41] µ(φ) =Ẽ(φ) + The existence and uniqueness of the ground state of the non-convex optimization problem (1.7) has been thoroughly studied in [7] . When δ = 0, the MGPE (1.3) degenerates to a GPE and the existence and uniqueness of the ground state is clear. We refer readers to [5, 6, 38] and references therein. When δ = 0, the ground state exists if and only if δ > 0, and it can be chosen to be positive. Furthermore, the positive ground state is unique if we have both β ≥ 0 and δ ≥ 0. Therefore, throughout the paper, we will only consider the special case where δ ≥ 0 and β ≥ 0 for the numerical computation. In particular, we are interested in the Thomas-Fermi limit with strong HOI effect, i.e. δ 1. The exact Thomas-Fermi limit of the ground state with strong repulsive interaction has been studied in details in [42] .
In this paper, we aim to design a numerical method to compute the ground state defined in (1.7). When δ = 0, the MGPE (1.3) degenerates to the classical GPE and numerous methods have been proposed for this special case, such as the normalized gradient flow method [3, 4, 10, 22, 8, 9] , a Runge-Kutta spectral method with spectral discretization in space and Runge-Kutta type integration in time [35] , GaussSeidel-type methods [20] , a finite element method by directly minimizing the energy functional [11] , a regularized Newton method [44] , a method based on Riemannian optimization [24] , a preconditioned nonlinear conjugate gradient method [2] . However, to our best knowledge, there are few numerical schemes proposed for the case δ > 0. The strong HOI effect, i.e. δ 1, introduces high nonlinearity, which may result in inefficiency and instability of the numerical methods proposed for the δ = 0 case. For instance, the regularized Newton method would become extremely slow when δ is large, which will be shown later via numerical experiments, while the normalized gradient flow method could even fail as shown in [40] , even if a convex-concave splitting of the HOI term is adapted to significantly improve the robustness of the method.
To resolve the problem, we propose in the paper a novel method, namely the rDF-APG method, where the term "rDF-APG" means using the regularized density function formulation and accelerated projected gradient method for optimization. The method works by directly minimizing the energy functional formulated via the density function ρ = |φ| 2 instead of the wave function φ. In fact, the idea of formulating the energy functional via the density function has been widely used in the Thomas-Fermi models [19, 34] and the density functional theory (DFT) [18, 31] , a most popular and versatile method in condensed-matter physics, computational physics, and computational chemistry. However, to our best knowledge, there are few works in adapting the density function formulation in designing efficient and accurate numerical methods for computing ground states and dynamics of BEC. With the density function formulation, although the kinetic energy part becomes more complicated and a regularization of the part is needed to avoid possible singularity, we gain the benefits that the optimization problem (1.7) is transformed to be a convex one and the interaction energy terms are all in quadratic forms, the preferred form in a convex optimization problem. Via the finite difference method to discretize the regularized density function formulation and the accelerated projected gradient (APG) method to solve the optimization problem, we get the rDF-APG method. Comparison with the regularized Newton method shows that the method works for whatever β ≥ 0 and δ ≥ 0, and is particularly suitable and efficient for the case with strong HOI effect, i.e. δ 1. The paper is organized as follows. In Section 2, we introduce the regularized density function formulation for the problem (1.7) and prove rigorously the convergence of the corresponding ground state densities as the regularization effect vanishes. In Section 3, we present the detailed finite difference discretization of the regularized density function formulation and analyze its spatial accuracy. In Section 4, we adapt the accelerated projected gradient (APG) method for solving the finite-dimensional discretized constraint minimization problem and describe the rDF-APG method in details. Extensive numerical experiments are provided in Section 5 to numerically verify the convergence and the spatial accuracy of the numerical ground state densities analyzed in the previous sections, and show the efficiency of the rDF-APG method when the interaction, especially the HOI effect, is strong. Finally, some conclusions are drawn in Section 6.
2.
A regularized density function formulation. In this section, we introduce the regularized density function formulation of the energy functional (1.4), and prove the convergence of the ground states as the regularization effect vanishes.
2.1. The formulation. When β ≥ 0 and δ ≥ 0, it is sufficient to consider the positive wave function for the ground state [7] . Reformulating the energy functional (1.4) with the density function ρ := |φ| 2 , we get
Then the ground state density ρ g = |φ g | 2 can be defined as
where
Obviously, the feasible set of ρ in (2.2) is a simplex, which is convex, while the feasible set of φ in (1.4) is a non-convex unit sphere. Combining with Lemma 2.1 below, we find that the optimization problem (2.2), which is formulated via the density function, is indeed a convex optimization problem if β ≥ 0 and δ ≥ 0.
Proof. The proof follows the same idea as shown in [6, 14] and thus omitted for brevity.
However, the algorithm based on direct minimization of the density formulated energy functional (2.1) suffers severely from the fact that |∇ √ ρ| will go unbounded as ρ → 0 + . On one hand, the unboundedness of |∇ √ ρ| would introduce uncontrollable errors after discretization. On the other hand, the unboundedness of |∇ √ ρ| implies the unboundedness of δE δρ , which will cause the slow convergence, or even the collapse, of most efficient optimization techniques. In fact, the above drawbacks will be numerically verified later in Section 5. As a result, one expects that a regularization of the kinetic term is needed and the following regularized energy functional is considered,
where 0 < ε 1 is a small regularization parameter. The convexity of E ε (·) can be proved in a similar way and then we get Lemma 2.2.
The ground state density of the regularized energy functional E ε (ρ) (2.4) is defined as
Later in this section, we show the convergence of the corresponding ground state densities as the regularization effect vanishes, i.e. lim ε→0 + ρ ε g = ρ g , and characterize the convergence rate.
2.2. Existence and uniqueness. Before we study the convergence of ρ ε g (2.5), it is necessary to show the existence and uniqueness of the ground state density ρ ε g when β ≥ 0 and δ ≥ 0. For simplicity, we introduce the function space (2.6)
We start with the following lemma.
Lemma 2.3. Suppose the external potential V (x) satisfies the confining condition (2.7), then for any sequence {ρ n } ⊂ X V such that
Proof. For any η > 0, the confining condition of V (x) (2.7) indicates that we can choose R large enough such that
In the bounded domain Ω R , the weak convergence in H 1 -norm implies ρ n → ρ in L 2 -norm due to the Sobolev embedding theorem and, further, ρ n → ρ in L 1 (Ω R ) by the Hölder's inequality. Therefore, for all n large enough, we have (2.9)
Besides, we can choose a subsequence of {ρ n }, denoted as the sequence itself for simplicity, which converges pointwisely to ρ in Ω R . By Fatou's lemma, (2.10)
Noticing that (2.10) can be extended to any bounded domain, we get 
Combining (2.8), (2.9) and (2.11), we have that, for any given η > 0,
) and ρ 1 = 1. The conclusion ρ ≥ 0 comes from the pointwise convergence of a subsequence of {ρ n }. The details are omitted here for brevity.
With Lemma 2.3, we are ready to show the existence and uniqueness of the ground state density of the regularized energy functional. When δ = 0 and β ≥ 0, it is obvious to have the existence and uniqueness of the ground state density. Here we focus on the case with δ > 0 and an arbitrary β ∈ R, and get the following theorem. Proof. To show the existence, we start with the following inequality (2.12)
for any η > 0, where the first inequality is due to the Nash inequality and the second one is due to the Young's inequality. When β ≥ 0, it is easy to see that E ε (ρ) is bounded from below. When β < 0, by choosing η such that η|β| = δ 2 , the inequality (2.12) immediately indicates that E ε (ρ) is bounded from below since
Taking a minimizing sequence {ρ n } in W , then {ρ n } is uniformly bounded in X V with a weak limit ρ ∞ in H 1 -norm. Following a similar procedure as shown in [7] and applying Lemma 2.3, we can show that ρ ∞ is indeed the ground state density. The details are omitted here for brevity.
If we further assume that β ≥ 0, the uniqueness of the ground state density comes from the convexity of the regularized energy functional E ε (ρ) in ρ.
Convergence of the ground states.
In this section, we show the convergence of ρ ε g as ε → 0 + , where ρ ε g is the ground state density of E ε (·) (2.4). To begin with, we show the monotonicity of E ε (·) as ε → 0 + , which is simple but important in the proof of the convergence.
Lemma 2.5. For any fixed state ρ ∈ X V (2.6) and ε 1 ≥ ε 2 ≥ 0, we have (2.14)
In particular, when β ≥ 0 and δ ≥ 0, taking ε 2 = 0 and ρ = ρ g (2.2) in (2.15) and recalling the definition of ρ ε g (2.5), we have that
With Lemma 2.5, we are ready to show the convergence of ρ ε g as ε → 0 + . The result is summarized as the following theorem.
Theorem 2.6. For ground state densities ρ g and ρ ε g defined in (2.2) and (2.5) with β > 0 and δ > 0, respectively, we have ρ
Proof. The conclusion comes directly from the Γ-convergence of E ε (·) as ε → 0 + . In fact, it is sufficient to show the lower semi-continuity of E ε (·) for all ε ≥ 0 in X V (2.6) with respect to the norm (2.18)
since Lemma 2.5 indicates that the energy functional E ε (·) is monotonely increasing as ε → 0 + [16] . Here we prove the lower semi-continuity of E ε (·) via definition. To be more specific, for any convergent sequence {ρ n } ⊂ X V (2.6) satisfying (2.19) lim
for some ρ ∈ X V , we aim to show that
To begin with, we claim that
Recalling the definition of weak limit, we only need to show that
for any compactly supported smooth function φ. Here we assume supp(φ) 
which implies (2.22), and thus (2.21), immediately by combining the fact that
and the fact that φ is smooth and compactly supported within Ω R .
By the weak convergence (2.21), we have that
On the other hand, the convergence of {ρ n } in the sense (2.19) implies that
and (2.27) lim
Thus we proved the lower semi-continuity of E ε (·) (2.20).
Remark 2.7. One key step (2.23) in the proof is no longer valid when ε = 0. However, we can still prove the lower semicontinuity of the energy functional E 0 (·) via a similar, but more complicated argument. Theorem 2.6 shows the convergence of ρ ε g . Although the exact convergence rate is unclear, the theorem below shows a relation between the convergence rate of the ground state density ρ ε g (2.5) and the convergence rate of the corresponding energy. Theorem 2.8. For ρ g and ρ ε g defined in (2.2) and (2.5) with β ≥ 0 and δ ≥ 0, respectively, we have
Proof. We start by proving the following lemma, which plays an essential role in the proof of (2.28).
To prove Lemma 2.9, we consider Now we come back to the proof of (2.28). For simplicity, we define
Then, by a direct computation, we have that
and, therefore, (2.33) where the first inequality is due to Lemma 2.9, the last two inequalities are by Young's inequality and Cauchy-Schwarz inequality, respectively. Remark 2.10. The error estimate in Theorem 2.8 is sub-optimal. Later in Section 5, we will show that, in some specific setting, we observe the asymptotic error of order O(ε) in both energy and the L 2 -norm. However, only the O( √ ε) error in L 2 -norm can be expected via Theorem 2.8.
3. Numerical discretization. In this section, we present the detailed spatial discretization of the regularized energy functional E ε (·) (2.4). The second-order finite difference method is applied to discretize the energy functional in the regularized density function formulation and the spatial accuracy of the corresponding numerical ground state density is analyzed in details.
3.1. A second-order finite difference discretization. Due to the exponential decay of the ground state under the confining external potential (2.7) [7] , it is reasonable to truncate the problem on a bounded, but sufficiently large domain with the homogeneous Dirichlet boundary condition imposed. For simplicity, only the one dimension (1D) case is considered here. Extensions to higher dimensions for tensor grids are straightforward.
In 1D, truncate the problem into an interval U = (a, b) and choose the uniform grid points as
with mesh size h = (b − a)/N . Let ρ j be the numerical approximation of ρ(x j ) and denote ρ h to be the vector of length N − 1 with its j-th component to be ρ j , i.e.
By the homogenous Dirichlet boundary condition, we have ρ 0 = ρ N = 0. Define the discrete norms of the vector ρ h as
, which is the finite difference approximation of ∂ x , is defined as δ + x ρ j := (ρ j+1 − ρ j )/h. Then the feasible set W h can be defined as
With the notations defined above, we are now ready to discretize the regularized energy functional E ε (·) (2.4) in 1D. Noticing the boundary condition ρ 0 = ρ N = 0, we have
where we approximate the first integral on the second line via the composite midpoint rule and the second integral via the composite trapezoidal rule. Define
where ρ h ∈ W h (3.4) and ρ 0 = ρ N = 0. The problem (2.5) now becomes finding ρ
And the corresponding numerical energy
). By Theorem 2.6, the ground state density ρ ε g of the regularized energy functional (2.4) will converge to the ground state density ρ g of (2.1) as ε → 0 + . Therefore, to solve the original optimization problem (2.2), we only need to choose a sufficiently small ε and find the corresponding numerical ground state density ρ ε g,h as an approximation.
We claim that the problem (3.7) is a finite-dimensional convex optimization problem. The convexity of the feasible set W h (3.4) is obvious. And the convexity of E ε h (·) is shown in Lemma 3.1 below.
Proof. The convexity of the external potential term and the last two quadratic terms in (3.6) is obvious. Therefore, we only need to show the convexity of the kinetic energy term, i.e. the first term, in (3.6). Define
For any two vectors
where the inequality is due to the Cauchy's inequality, which shows the convexity of E kin j (·). The convexity of E kin (·) is then obvious.
The existence and uniqueness of the ground state density ρ To solve the problem (3.7), it is usually important to get the gradient of the discretized energy functional E ε h (ρ h ) since most efficient optimization techniques are gradient-based. Denote
Then its j-th component can be explicitly computed as
, for j = 0, 1, . . . , N − 1.
The energy functional E ε h (ρ h ) (3.6) and its gradient g ε h (ρ h ) (3.11) can be written in a more concise form. Define a symmetric matrix A = (a jk ) ∈ R (N −1)×(N −1) , where
otherwise.
(3.13)
Then we have E ε h (ρ h ) (3.6) and g ε h (ρ h ) (3.11) in compact forms as
respectively, where
where f j = f j (ρ h ) is defined in (3.12).
Spatial error analysis.
In this section, we study the spatial accuracy of the numerical ground state density. For simplicity, only the 1D case is considered here. The following theorem can be proved, which shows that the difference between the ground state density ρ ε g,h (3.7) and an arbitrary vector ρ h ∈ W h (3.4) is closely related to the difference of the corresponding energies. T in W h (3.4), we have
Proof. We follow a similar procedure as in the proof of Theorem 2.8. Define
where g ε h is defined in (3.15). Substituting (3.15) into (3.20), we get
On the other hand, a direct computation shows that
where the difference of the interaction energy is contained in the term I 1 , which can be explicitly computed as (3.24)
Noticing that hρ
holds true for any ρ h ∈ W h and A T = A, we have
2 l 2 and, therefore, (3.26) where the first inequality is due to (3.21) and the second inequality is due to the convexity of E kin (·) in W h (3.4), which is proved in Lemma 3.1. The above inequality is exactly what we aim to show in Theorem 3.2 noticing the definition of D(ρ h , ρ ε g,h ). Theorem 3.2 offers a way to measure the difference between a general state and the ground state by considering the difference of the corresponding energies when β > 0 and δ > 0. In particular, we can study the discrete error estimates based on Theorem 3.2. For simplicity, we use the notation Π h ρ ε g to be the interpolation of the ground state ρ ε g (2.5) on the grid points, i.e. Proof. Denote C h to be the scaling constant such that (3.4) . Noticing that Π h ρ ε g l 1 approximates ρ ε g 1 = 1 via the composite trapezoidal rule, we have that
for some ξ ∈ (a, b). As a result,
for some C 1 depending on ∂ , respectively. It is then obvious that E ε h (·) approximates E ε (·) by combing two second order accurate quadratures, i.e. the composite midpoint rule and the composite trapezoidal rule. Following a similar procedure, we get
where the constant C 2 depends on ∂ 
where the constant C 3 depends on the uniform bound of δ + x ρ ε g,h l 2 with respect to h. The bound can be expressed via E ε (ρ ε g ). The details are omitted here for brevity. Recalling Theorem 3.2, we have
) is applied in the last step. For β > 0 and δ > 0, it is then obvious that
which further implies that
and (3.36) Finally, we study the convergence of ρ ε g,h as ε → 0 + with a fixed h and the result is summarized as follows.
Theorem 3.5. When β ≥ 0 and δ ≥ 0, we have that
where ρ 0 g,h is the ground state of E ε h (·) (3.6) with ε = 0. Proof. The compactness of the finite dimensional feasible set W h (3.4) implies that, for any sequence ε n → 0, there exists a subsequence, denoted as the sequence itself for simplicity, such that lim n→∞ ρ εn g,h =ρ h for someρ h ∈ W h . Consequently,
On the other hand, for any ε, we have
. Therefore, we must haveρ h = ρ 0 g,h due to the uniqueness of the ground state. Noticing that the above argument holds true for any sequence ε n → 0, we get the conclusion (3.37).
The main works in Section 2 and Section 3 can be summarized in the following diagram. Since it is difficult to study the convergence of ρ 0 g,h to ρ g directly, as indicated by the dash arrow in the diagram, we study an approximating problem, i.e. the convergence of ρ ε g,h to ρ g , which is indicated by the double arrow in the diagram. As shown in the diagram, we have studied it in two steps, namely the convergence of ρ ε g,h to ρ ε g as h → 0 + (or N → ∞), which has been proved in Theorem 3.3, and the convergence of ρ ε g to ρ g as ε → 0 + , which has been studied in Theorem 2.6 and Theorem 2.8. Though not related to our main problem, the convergence of ρ ε g,h to ρ 0 g,h has been studied as well in Theorem 3.5.
4. An accelerated projected gradient method. Numerous optimization techniques have been developed for solving a constrained convex optimization problem like (3.7). Among them, the accelerated projected gradient method (APG) has been widely used due to its efficiency and easy implementation. For completeness, a brief introduction of the method is reviewed in this section.
The APG method is a special case of the accelerated proximal method, which is a generic method proposed in [12, 36] to solve problems of the type (4.1) min
with f (u) being convex and of type C 1,1 , i.e. continuously differentiable with Lipschitz continuous gradient, and g(u) being convex, 'simple', but possibly non-smooth.
'Simple' means easy computation of the proximal operation of g, i.e. (4.2) prox g (w) := arg min
for any given w ∈ R n . When g(u) = I Q (u), where I Q (·) is the indicator function defined as
for some convex set Q, the accelerated proximal method becomes the APG method since now the operator prox g (w) becomes the l 2 -projection of w onto Q, i.e. The problem (3.7) can be reformulated easily into the form (4.1) by taking
where ρ h ∈ R N −1 and W h ⊂ R N −1 is the feasible set defined as (3.4). However, a further modification of E ε h (·) is necessary as follows,
Here we impose the absolute sign on ρ j to extend the domain of E ε h (·) from the feasible set W h to the whole space R N −1 in order to apply the APG method. This modification is necessary to avoid possible breakdown of the optimization process. Denote
Now its j-th component becomes
Obviously, for any ρ h ∈ W h (3.4), we have
and the minimizers ofẼ ε h (·) in R N −1 lie in the feasible set W h (3.4) or −W h . In practice, the fact that g(u) is 'simple' is crucial for the efficiency of the APG method since the evaluation of the proximal operator of g(·) is done at each iteration and makes up the most time-consuming part in optimization process. Therefore, it is necessary to check whether the function I W h (ρ h ) is 'simple' or not. Luckily, the feasible set W h is a simplex and the projection onto W h can be efficiently computed with an average computational cost O(N log N ) or even O(N ) [17, 27, 37] . Now we are ready to show the detailed scheme for optimizing (4.6). The general framework comes from FISTA, a simple and popular APG method proposed in [12] . For simplicity, we introduce the following two notations, Q L (u, ρ h ) and p L (ρ h ). For given L > 0, u ∈ R N −1 and ρ h ∈ R N −1 , we denote
Obviously, Q L (·, ρ h ) is a quadratic approximation ofẼ ε h (·) + I W h (·) near ρ h , and p L (ρ h ), the minimizer of Q L (·, ρ h ), exists and is unique for any given ρ h . Furthermore, a simple algebra shows that
With all these preparations, we are ready to show the detailed algorithm in Algorithm 4.1. As shown in [12] , we have E ε h (ρ
h is the vector computed after k iterations. In other words, a quadratic convergence rate in energy could be expected.
We remark here that there have been many efficient Matlab packages developed for the problem (4.1) based on APG, such as the TFOCS [13] . These packages, which are based on similar ideas as FISTA, are usually more efficient and robust, though more complicated, than FISTA. Therefore, these packages could be used to replace the FISTA in the Algorithm 4.1 for a better numerical performance.
Remark 4.1. The approximate ground states obtained in [42] for different parameter regimes can be taken as good initial guess in the rDF-APG method.
Remark 4.2. The two-grid technique, where we start from a coarse mesh and make the refined solution on the coarse mesh to be the initial guess for the fine mesh, will be useful to speed up the algorithm. Similarly, when ε is small, it is useful to apply the continuation technique, which means we start with a relatively large ε and use the result as the initial guess for a smaller ε.
Remark 4.3. Based on our numerical experiments not reported here for brevity, we observed that when ε is extremely small, it is better to choose η in Algorithm 4.1 close to 1.
Remark 4.4. Numerical experiments suggest that a further regularization could lead to a much better numerical performance. With the regularization, we get the following new regularized energy functional 
end while 9: 5. Numerical Results. In this section, we illustrate the performance of the rDF-APG method proposed in this paper. In particular, we will verify the spatial accuracy result in Theorem 3.3 and test the convergence of ρ ε g as ε → 0 + . Besides, we compare the rDF-APG method with the regularized Newton method [44] to show the great advantage of our method when the HOI effect is dominant. Applications of our method to multi-dimensional problems are also reported. As a remark, all the problems in this section are formulated viaÊ ε (·) (4.14) and all numerical ground state densities are denoted as ρ ε g,h for simplicity. 5.1. Spatial accuracy. To check the spatial accuracy of the ground state ρ ε g,h defined in (3.7), we fix ε > 0. For simplicity, only the following 1D case in Example 5.1 is considered. For multi-dimensional problems, the results are similar.
Example 5.1. Consider the external potential to be V (x) = x 2 /2 and the computational domain Ω = (−M, M ) with M sufficiently large. The two nonnegative parameters β and δ can be chosen arbitrarily. In particular, we consider the following two cases with M = 16.
• Case I: β = 10 and δ = 0.
• Case II: β = 10 and δ = 10. Obviously, there is no HOI effect in Case I.
For the fixed ε = 10 −3 , the 'exact' ground state density ρ ε g for Case I and Case II in Example 5.1 can be accurately approximated via the rDF-APG method with an extremely small mesh size, say h = Firstly, we observe a roughly second order accuracy in l 2 -norm of ρ ε g,h while only the first order accuracy can be proved in Theorem 3.3. One possible explanation is that the ground state is regular and thus we can get a higher order accuracy noticing Remark 3.4. Besides, it seems that we still have the first order accuracy of δ + ρ ε g,h in l 2 -norm when δ = 0, although we can no longer prove such a result following a similar procedure as in Theorem 3.3.
Convergence of ground states.
To verify numerically the convergence of the ground state densities of the regularized energy functionals, we choose a sequence {ε n } such that lim n→∞ ε n = 0. For each ε n , we choose a sufficiently small mesh size to make the spatial error negligible. In general, the smaller ε is, the finer mesh is needed.
Here we consider the 1D example as shown in Case II of Example 5.1. Denote ρ ε g to be the 'exact' ground state density for the fixed ε > 0, which is numerically computed via the rDF-APG method, and ρ g to be the 'exact' numerical ground state density of the original energy functional (2.1), i.e. when ε = 0, which is approximated by ρ ε g with a sufficiently small ε, say ε = 10 −8 . Figure 5 .1 shows the ground state densities computed for different ε ≥ 0. It can be observed that ρ ε g is less concentrated than ρ g , but will converge to ρ g as ε → 0 + . More detailed comparisons are made in Table 5 .3. From Table 5 .3, we find that ρ ε g and E ε (ρ ε g ) converge to ρ g and E(ρ g ), respectively, almost linearly with respect to the regularization parameter 0 < ε 1. The computational cost is highly related to the value of ε. For Case II of Example 5.1, numerical experiments indicate that it would be difficult to make ρ
converge within a very small tolerance, say 10 −10 , when ε is extremely small, say ε 10 −8 , where ρ h when ε is extremely small is the main drawback of our method. A numerical evidence is shown in Table 5 .4, from where we can clearly observe the increasing computational cost as ε → 0. In particular, the method fails when ε = 0. On the other hand, though not explicitly shown here for brevity, numerical experiments indicate that our method works well if we are only concerned with the ground state energy, even when ε is very small, since we can choose a relatively larger tolerance to have a much faster convergence. , Ω = (−16, 16) and a very small tolerance 10 −10 . The two-grid technique is applied to speed up. The result is accurate to the first digit. The method fails when ε = 0. . In Figure 5 .2, (a) and (b) show the ground state densities with different choices of β and δ. As shown in the figure, both the strong contact interaction and the strong HOI effect will spread the ground state, but in different ways. The detailed limiting Thomas-Fermi approximations of the ground states could be referred to [7, 42] . The subfigures (c) and (d) in Figure 5 .2 show explicitly how the value of β and δ is related to the difference ρ ε g − ρ g . Comparing with (a) and (b) in Figure 5 .2, when β 1, the difference will almost be a constant in the region where ρ g is obviously bigger than 0. When δ 1, the pattern of the difference will be different. In fact, by considering the Euler-Lagrange equation satisfied by ρ g and ρ ε g , we can show that the difference in this case is roughly a quadratic function in the region where ρ g is obviously bigger than 0.
The strength of interaction would affect the numerical performance of the rDF-APG method as well. We expect that the rDF-APG method works better when the interaction is stronger since the interaction energy terms are quadratic with respect to the density function formulation, which is the ideal form for most optimization techniques. As a result, we can expect a great advantage of the rDF-APG method over methods based on the wave function formulation when the interaction energy part, especially the HOI part, is dominant. To better illustrate the advantage of the density function formulation we introduced, we compare the rDF-APG method with the regularized Newton method [41, 44] , which is one of the state-of-the-art numerical methods for computing ground states of BEC [44] . In fact, both methods share the similar strategy in designing the numerical methods, i.e. first discretize the energy functional to get a finite-dimensional constrained optimization problem and then adapt modern optimization techniques to compute the ground state. The difference is that the regularized Newton method adopts the wave function formulation while the rDF-APG method uses the density function formulation. We choose all the setup of the problem, including the initial data and the stopping criteria, to be exactly the same for a fair comparison. The initial guess is chosen to be of Gaussian type and the stopping tolerance is chosen to be 10 −8 . All the other parameters in the regularized Newton method are chosen to be the default ones. For the rDF-APG method, we fix ε = 10 −4 and choose η = 1/0.9. We run the two methods on the same laptop and the CPU time for different cases are shown in Table 5 .5. Although the CPU time will not be exactly the same for each run, the results shown in the table are computed by averaging, which are accurate to the first digit and enough to verify our expectations. As shown in the table, the advantage of the rDF-APG method over the regularized Newton method is not obvious when β and δ are small. However, when one of β and δ is large, especially when the δ term is dominant, there is a huge difference between the regularized Newton method and the rDF-APG method considering computational cost. What's more, the stronger the interaction is, the faster the rDF-APG method becomes, which is completely different from the regularized Newton method. As a conclusion, the rDF-APG method works for all and the computation domain to be (−32, 32). For the rDF-APG method, we choose ε = 10 −4 , tol = 10 −8 and apply the two-grid technique to speed up. All numerical experiments are performed on the same laptop. The CPU time shown in the table is accurate to the first digit.
positive β and δ, and is extremely suitable to cases with strong interaction effect. 
Numerical examples in high dimensions.
The rDF-APG methd can be easily adapted to multi-dimensional problems with tensor grids. In this section, we show examples in two dimensions (2D) and three dimensions (3D) to indicate the feasibility of our method for multi-dimensional problems. and different choices of β and δ are shown in Figure 5 .3. We observe the ground state becomes almost a constant inside the domain when β 1, while the ground state converges to another pattern when δ 1. In 3D, we take Ω = (−1, 1) 3 . Figure 5 .4 shows the isosurface end-cap geometry of the ground state with different values of β and δ. As shown in the figure, again we can conclude that the solution spreads in a similar way as the 2D case shown in Figure 5 .3 when β or δ increases since the slices in Figure 5 .4 shows a similar pattern.
Next, we consider the whole space problem under an optical potential, (5.2) V (x, y, z) = x 2 + 4y 2 + 4z Obviously, when A = 0, we get the harmonic potential. Figure 5 .5 shows the isosurface of the numerical ground state densities with ε = 10 −4 , A = 20 and different values of β and δ. The ground state densities shown in Figure 5 .5 are consistent with the results shown in [40] . Again we observe that the ground state densities become less concentrated as β or δ increases. 6. Conclusion. We proposed the rDF-APG method, which computes the ground state density of the modified Gross-Pitaevskii equation (MGPE) by directly minimizing the regularized energy functional formulated via the density function and discretized via the finite difference method. The convergence of the ground state densities as the regularization effect vanishes was rigorously proved. The detailed finite difference discretization was provided, with its spatial accuracy analyzed. Numerical experiments verified the spatial accuracy of the numerical ground state density computed via the rDF-APG method as well as its convergence as ε → 0 + . Furthermore, we studied the effect of the interaction strength on the ground state density as well as on the performance of the rDF-APG method. In particular, we showed the advantage of our method concerning the computational cost when the interaction, especially the HOI effect, is strong.
Appendix A. A finite difference discretization ofÊ ε (·). Numerical experiments suggest that a further regularization of the external potential term should be applied, and the new regularized energy functionalÊ ε (·) (4.14) has a much better numerical performance than E ε (·) (2.4). DenoteÊ ε h (·) to be the finite difference discretization ofÊ ε (·). For simplicity, only the 1D case is considered here. Following a 
