A system that can produce regular expressions from user-provided examples performed with high precision and recall in 12 text-extraction tasks from real-world datasets, demonstrating the effectiveness of text extraction based on genetic programming. R egular expressions have long been used to concisely specify string patterns, which a specialized engine then uses to extract strings that match the patterns from a data stream. Regular expressions are expressive and flexible, making them a popular tool in a range of text-processing applications across vastly different domains, from XML schema construction to phishing detection.
R egular expressions have long been used to concisely specify string patterns, which a specialized engine then uses to extract strings that match the patterns from a data stream. Regular expressions are expressive and flexible, making them a popular tool in a range of text-processing applications across vastly different domains, from XML schema construction to phishing detection.
Constructing a regular expression for a specific task is tedious and error-prone, requiring special skills and familiarity with the formalisms involved in generating regular expressions. Consequently, much work has focused on generating regular expressions automatically. The sidebar "Automatic Regular Expression Generation" describes related work, which has varying degrees of practical application. For example, some proposed systems require the user to provide the initial regular expression or hints about the target expression's structure or symbols-both of which require familiarity with the syntax of regular expressions.
To explore a more practical approach, we designed a prototype system (http://regex.inginf.units.it) that greatly simplifies the user's role in employing regular expressions for text extraction. In our system, the user describes the extraction task by providing a set of examples in the form of strings. Each string is accompanied by the (possibly empty) substring to be extracted. On the basis of these examples, the system generates a regular expression suitable for use with popular engines such as Java, PHP, and Perl. Using a computational paradigm inspired by biological evolutionmultiobjective genetic programming (GP) 1 -the system automatically generates a regular expression that is based on the examples. By automating regular expression generation in this way, we have provided a system in which users need no familiarity with either GP or regular expressions syntax.
We extensively evaluated our system's performance in an experiment involving 12 extraction tasks, only one of which was based on a synthetically generated dataset. Our precision and recall results averaged 90 percent, which is superior to the baseline results with earlier systems. Moreover, the system achieved these results with just tens of examples and generated a regular expression in minutes instead of hours.
Because of these results, our system could be a practical surrogate for the specific skills needed to generate regular expressions, at least for extraction problems similar to those in our evaluation.
SYSTEM DESIGN AND IMPLEMENTATION
Each user-provided example is composed of a string t and a substring s of t, which the desired regular expression must extract. We assume, without loss of generality, that each example contains at most one substring and that an example is negative when s is empty.
Constructing candidate solutions
In GP, each candidate solution-or individual in GP parlance-is an abstract syntax tree in which each leaf node includes an element from a predefined terminal set:
• a large alphabet of constants including common characters and punctuation symbols (a,…,z, A,…,Z, 0,…,9, @, #,…), • the numerical and alphabetical ranges (a-z,A-Z,0-9), • two common predefined character classes (\w and \d), and • the wildcard character (.).
Automatic Regular Expression Generation
T he problem of synthesizing regular expressions 1 or deterministic finite automata (DFAs) 2 from examples is not new. DFAs and regular expressions are alike to the extent that they can solve similar problems, but a DFA can be exponentially larger than the corresponding regular expression. When using an evolutionary approach to learn a DFA from examples, this difference can lead to a large search-space size that is impractical for nontrivial alphabets. Indeed, most of the research about DFA learning considers strings constructed from an alphabet that includes only two symbols, which is clearly incompatible with text-extraction problems.
Genetic Algorithm
An approach with problem and fitness definitions similar to ours applies a genetic algorithm to evolve regular expressions in several populations. 3 After applying the algorithm, a module composes two given regular expressions in several predefined ways and selects the composition that scores better on a validation set.
The authors do not give the criteria for choosing the two specific expressions to be input to the composition module from the final population. The context is Web data extraction, with emphasis on URLs and phone numbers. According to the authors, generated expressions are often unable to extract essential URL components in real Web documents, but a genetic algorithm restricts the search space. The algorithm builds simple regular expressions as building blocks for candidate solutions. 4 For URL extraction from real Web documents, the F-measure value is 0.27 (on datasets that are not public).
Active Learning
An approach based on active learning 5 extracts text from criminal justice information systems with the aim of minimizing human operator effort. From a single positive example, the system generates candidate examples, and operators manually prune the irrelevant ones. Evaluation involves a training set larger than the corresponding testing set.
The approach is based on an algorithm that aims to generate only reduced regular expressions-a restricted form of regular expressions that excludes the Kleene operator, which is used to specify zero or more occurrences of the previous string. 
Other Domains
Automatic generation of regular expressions from examples is an active research area also in application domains very different from text extraction, in particular, gene classification in biological research. One algorithm 7 extracts patterns (mRNA sequences) that have biological significance but cannot be annotated in advance. In contrast, our approach requires that each positive example be annotated with the exact substring to be identified.
Strings between parentheses indicate the corresponding node's label; for example, (a) indicates the node label "a," which is the label for the constant a.
The tree's branch node is an element from a predefined functions set of regular expression operators:
• possessive quantifiers (c1*+, c1++, and c1?+), • noncapturing group ((c1)), • Labels of function set elements are templates for transforming the corresponding node and its children into (part of) a regular expression. For example, our system transforms a node of type "possessive question mark" into a string composed of the string associated with the child node followed by the ?+ characters. It constructs the string associated with each child node in the same way, associating leaf nodes with their respective labels. Finally, it uses a depth-first post-order visit algorithm 2 to transform a tree τ into a string R τ , which represents a regular expression.
To quantify an individual's ability to solve the problem, GP evaluates its fitness, which is usually in terms of predefined solution performance indexes. The indexes are associated with the individual and computed on a set of solved problem instances, or learning corpus.
Evolutionary searching
To produce a regular expression, our system first selects candidate individuals from an initial population, which it has generated at random. To arrive at the candidate list, the system conducts a two-step evolutionary search. The first step is to generate an intermediate population with a particular composition of generation methods:
• 10 percent generated at random; • 10 percent generated by applying the genetic operator mutation to an individual selected from the current population, using a tournament size of 7 (select 7 individuals at random and then select the individual with highest fitness in this set); and • 80 percent generated by applying the genetic operator crossover to a pair of individuals selected from the current population, each with a tournament size of 7.
The second step is to construct a population of individuals with the highest fitness among those in the current population and in the intermediate population (apply elitism strategy). The system iterates the two steps until it finds a solution with perfect fitness or reaches a predefined maximum generation number. The population size is constant across all generations. When the system generates a new individual, it checks the corresponding expression's syntactic correctness. If the check fails, the system discards the individual and generates a new one.
Ranking solution fitness
To rank individuals, the system uses two fitness functions and the Nondominated Sorting Genetic Algorithm II (NSGA-II), a standard multiobjective optimization algorithm that minimizes the two fitness functions. The fitness functions to be minimized are the • sum of the Levenshtein distances, 3 or edit distances, between each detected string and the corresponding desired string and • length of regular expression.
We define these fitness functions for an individual R as
where t i is the ith example string in a set of n given examples, s i is the substring to be found in t i , R(t i ) is the first string extracted by the individual R for the example t i , d(t′,t″) is the Levenshtein distance between strings t′ and t″, and l(R) is the number of characters in the individual R-the length of the regular expression that the individual represents. We implemented the GP search with software developed in our lab. The software, written in Java, can run different GP searches in parallel on different machines.
We chose not to define fitness in terms of precision and recall because we did not have good results when running experiments similar to those run in earlier work that focused on improving precision and recall. The strategy in this earlier work was to minimize the number of unmatched strings in the training corpus, 4 but after reviewing the generated individuals in these experiments (and in similar ones that we ran), we found the approach to be excessively selective. It discards individuals that fail to match just a few characters, but these individuals can be as important in the next evolutionary step as those that are totally wrong. Consequently, we chose to define fitness in terms of the Levenshtein distance.
Design rationale
Our choice of function and terminal sets is also based on the results of our early experiments, in which we found that regular expressions can include quantifiersmetacharacters that describe how many times a character group must repeat to be considered a match.
Quantifier behavior falls roughly into greedy, lazy, and possessive groups.
A quantifier is greedy when it returns the largest matching string, lazy when it returns the minimal match, and possessive when it returns the largest matching string but does not attempt to backtrack when a match fails. That is, once the engine reaches the end of a candidate string without finding a match, a greedy quantifier backtracks and reanalyzes the string, but a possessive quantifier continues the analysis from the end of the candidate string just analyzed.
Because greedy and lazy quantifiers have worst-case exponential complexity, our system generates individuals only with possessive quantifiers. Indeed, in early experiments that allowed either greedy or lazy quantifiers, execution time to generate a regular expression was tens of hours-far too long to be practical. In contrast, individuals with possessive quantifiers only took minutes to generate.
However, allowing regular expressions to contain only possessive quantifiers leads to results that JavaScript engines cannot handle directly. Fortunately, simply replacing each possessive quantifier with an equivalent expression of group operators and a greedy quantifier makes the resulting expression compatible with JavaScript. Our prototype implements this mechanical transformation and allows the user to opt for a regular expression that is compatible with JavaScript. Table 1 lists the 12 text-extraction tasks in our experiment, which consisted of five main steps.
SYSTEM EVALUATION METHODOLOGY
Step 1 was to randomly split the dataset into training, validation, and testing sets. The training and validation sets are balanced, in that the number of positive and negative examples is always equal. These sets were our learning corpus.
In Step 2, the system executed a three-phase GP search:
• run J different and independent GP evolutions (jobs), each on the training set (without the examples in the validation set) and with the same values for GP-related parameters (in particular, a population size of 500 and a number of generations of 1000); • select the individual with the best fitness on the training set for each job; and • from the resulting set of J individuals, select the one with the best fitness, or F-measure, on the validation set and use this individual as the final regular expression, R, of the GP search. In
Step 3, we evaluated precision, recall, and F-measure of R on the testing set. Specifically, we counted an extraction when the system had extracted some of the (nonempty) string from an example and counted a correct extraction when the system had extracted exactly the (nonempty) string associated with a positive example. Accordingly, the precision of a regular expression is the ratio of correct extractions to extractions; recall is the ratio of correct extractions to positive examples; and the F-measure is the harmonic mean of precision and recall.
In Step 4, we repeated the first three steps five times, and in Step 5, we averaged the results for precision, recall, and F-measure across the five repetitions.
EXPERIMENTAL RESULTS
We executed the experiment suite with a learning corpus of 100 elements, 50 training examples, 50 validation examples, and 128 jobs ( J = 128). The learning corpus was always only 1 to 4 percent of the full dataset, except for the Cetinkaya URL task, for which it was 8.1 percent.
As Tables 2 and 3 show (learning row 100), for all tasks, the system consistently obtained average precision, recall, and F-measure values of 90 percent or higher. The only exceptions are the precision indexes for the Cetinkaya HREF and ReLIE phone number tasks. However relative to experiments that attempted the same tasks with the same data sets, 4-6 even these lower results are favorable.
Our performance indexes reflect the average performance of the best expressions generated in each repetition. The average represents the best expression for each repetition, which the system obtains by evaluating 128 individuals on the validation set. Thus, 640 (5 × 128 for the five repetitions) individuals make up the total population. After analyzing all these individuals, 2 we verified that our system had consistently generated many different expressions with high precision, recall, and F-measure values; performance was not due to a few lucky individuals.
Comparison with earlier work
We also wanted to compare our system's performance on the Cetinkaya HREF and Cetinkaya URL tasks 4 with respect to flagging, in which a positive example is counted as correct when the system extracts some string, whether or not it is the desired string. We assessed our system's performance (an example is correct only when the system extracts the desired string) relative to the regular expressions from earlier work. 4 Our flagging accuracy was 100 percent for the Cetinkaya HREF task and 99.64 percent for the Cetinkaya URL task, which compared favorably with 99.97 and 76.07 percent for the same tasks in earlier work. 4 These comparative results are interesting because the regular expressions in the earlier work are based on 266 learning examples for one task and 232 examples for the other. In contrast, our results for both tasks are based on 100 learning examples. In addition, GP aims to optimize the extraction metric instead of flagging, as in the earlier work.
For the ReLIE URL and ReLIE phone number tasks, we were interested in how our system compared to others' previous work on the same task and dataset. 5, 6 We repeated our experiments with different training set sizes and plotted the average F-measure of the generated expressions on the testing set against the learning set size. Figure 1 shows the results, including how our learning and training set size and F-measure values compare with those from earlier work.
Although this earlier work is suitable for many practical text-extraction tasks, it requires an initial regular expression in addition to a labeled set of examples-an expression that a user with some domain knowledge must construct. The algorithm applies successive transformations to the starting expression, for example by adding terms that should not be matched, until reaching a local optimum in precision and recall.
The results in Figure 1 also include those from a method that does not require the construction of an initial regular expression 6 but rather identifies relevant token or character patterns in the training corpus and combines these into a single regular expression.
Value fluctuations
Aside from comparisons with earlier work, we observed a few dips across tasks in precision, recall, and F-measure values, which we attribute to the task's nature. For example, in Table 3 , the email header IP task has lower values relative to the consistent 100 percent for the LogIP task because email headers typically contain strings that closely resemble IP addresses, such as serial numbers, unique identification numbers, or timestamps.
Varying learning and training set size
To gain insight into how the number of examples relates to the quality of the generated regular expression, we varied the learning and training set sizes for each task. As Tables 2   Table 3 . Experimental results with five learning set sizes-tasks 7 through 12. and 3 show, expression quality is high in nearly all cases, even with a small learning corpus. For some tasks, such as the Cetinkaya HREF task, a learning corpus of only 25 to 50 examples was too small to yield the same high expression quality. However, enlarging the learning corpus consistently improved performance, and 100 examples were always enough to achieve an F-measure greater than 90 percent.
Task

Execution time
The tables also show each repetition's average execution time. The experiments executed on four identical machines running in parallel, each powered with a quadcore Intel Xeon X3323 (2.53 GHz) and 2 Gbytes of RAM. Execution time was typically a few minutes-within the practical scope. Indeed, constructing such a small learning corpus should take only a matter of minutes, since the user needs no specific skills or syntax knowledge.
To save computing resources, we reduced the number of jobs from 128 to 64 and then to 32, repeating each of the 12 tasks for each new number. We found that performance does not degrade significantly even with only 32 jobs-which corresponds to roughly a fourth of the execution time in Tables 2 and 3 . For this reason, our prototype system uses that number ( J = 32). 
Fitness definition
To determine the extent to which our fitness definition influenced experimental results, we executed the Twitter URL task with a learning corpus of 400 examples and four alternative fitness definitions. To establish one of our alternative definitions, we defined a linear combination of the objectives in Equations 1 and 2:
We then compared the four alternative fitness definitions to the multiobjective fitness function in our approach (MO [Edit, Length]):
• MO [Edit, Depth] . A multiobjective fitness function that replaces regular expression length with the depth of the tree representing the individual. We observed three key outcomes from these experiments. 2 The first is that fitness definitions aimed at minimizing the number of missed examples do not work. Indeed, this observation is probably why the earlier work in Figure 1 required a much larger training set. We also found that in minimizing the sum of the Levenshtein distances, the various fitness flavors have essentially no effect on precision and recall, but they strongly influence the generated expression's complexity and thus the expression's readability. Finally, we observed that a multiobjective framework avoids the need to estimate linearization coefficients and that a broad range of α values yields shorter expressions with comparable quality. Table 4 shows the shortest regular expression that our system generated for each task with five repetitions of a 50-example training set. The expressions are exactly what our system generated. O ur GP-based approach for the automatic generation of regular expressions for text extraction requires only a set of labeled examples for describing the extraction task. Because it does not require any hint about the regular expression that solves that task, users need no specific skills related to regular expressions. After assessing our system on 12 datasets from different application domains, we have determined that it can achieve high precision, recall, and F-measure values with a small training corpus. These features enable execution in minutes instead of hours, making the system immediately practical.
As is true for any automatic-generation method based on examples, our approach's effectiveness depends critically on the degree to which the examples represent the extraction task. This issue might become relevant when the task includes semantic constraints that a few examples cannot describe.
Although our approach certainly has to be investigated further on other datasets and in different application domains, we believe that our results are highly promising toward achieving a practical surrogate for the specific skills required to 
