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   Improved quantification of carbon-cycle sources and sinks is an important 
requirement for determining mitigation strategies and modeling future climate 
interactions. Analytically robust measurements require high-precision instrumentation 
and thoughtful experimental design to produce rigorous and reproducible results despite 
complex and quickly changing meteorological and environmental conditions. Here, an 
aircraft platform equipped with a high-precision cavity ring-down spectrometer for CO2, 
CH4 and H2O quantification was used to acquire data from previously un-sampled 
sources. The aircraft mass-balance technique was used to quantify CH4 emissions from 
natural gas well pads in the drilling stage, which were 2-3 orders of magnitude higher 
than previous estimates of emissions from this stage. In addition, the first in-situ flare 
emission data was collected for natural gas flares in North Dakota, Pennsylvania and 
Texas. Flare efficiency was high for most flares, higher than assumed efficiency. 
However, a few flares sampled with lower efficiencies closer to the assumed flare 
efficiency suggest the need for characterization of operational conditions specific to 
operators and basins.  Finally, eddy-covariance CO2 and heat fluxes were measured over 
xv 
three east-coast forests at sites close to and far from surface eddy-covariance towers. 
Tower data is often used in models to represent a larger heterogeneous region. Aircraft 
and tower CO2 and sensible heat flux agreed well, indicating that for these sites, tower 
data is a good approximation of the larger region, though significant variability was 
observed. Aircraft latent heat fluxes were routinely much larger that tower fluxes, most 
likely due to the influence of advection which is measured by the aircraft eddy-









CHAPTER 1. INTRODUCTION 
 
1.1 Atmospheric Structure 
 The atmosphere acts as a unique bridge between all life on earth where emissions 
from, and deposition to, the surface profoundly affect the atmosphere’s composition.  
Increased understanding of atmospheric dynamics has led to interest in using the 
geological records of the earth’s atmosphere to peer into the past and use this knowledge 
to help predict and understand the future evolution of the atmosphere and its impact on 
life (Otto-Bliesner et al., 2006; Dakos et al., 2008, Hansen et al., 2008). Understanding 
the structure and transport mechanisms of the atmosphere is therefore critical for 
meaningful interpretation of atmospheric data or experimental design. The atmosphere is 
divided into several layers based largely on temperature changes associated with each 
layer. These layers, from the earth’s surface to the top of the atmosphere, are the 
troposphere, stratosphere, mesosphere, thermosphere and ionosphere. The troposphere is 
the only layer in direct contact with the earth and is most heavily impacted by surface 
activity. The troposphere can be further divided into different layers and, being heavily 






Figure 1.1 The idealized structure of the troposphere as affected by the diurnal cycle. 




 In the daytime these layers are the surface layer, convective or mixed layer (also 
called the convective boundary layer or CBL), the entrainment zone and the free 
atmosphere (also called the free troposphere). During the night these layers are the 
surface layer, stable (or nocturnal) boundary layer (SBL or NBL), residual layer, capping 
inversion and free atmosphere. In both cases the free atmosphere is separated by an 
entrainment zone, where a temperature inversion effectively caps the lower troposphere 
prohibiting efficacious transport. This temperature inversion is created by the 
condensation of water from the gas phase to the liquid phase. As water condenses it 
releases heat warming the air parcel. Warm (less dense) air above colder (more dense) air 
3 
 
is very stable and will not readily mix. In addition, the lowest 10% (~50-200m) of the 
atmosphere is called the surface layer and is most strongly affected by surface roughness, 
which, along with the horizontal wind, creates mechanical turbulence (Stull, 1988).  
 
1.2 Boundary Layer Conditions 
 Boundary layer characteristics are largely determined by the type of convection or 
mixing that occurs, of which there are two main types. Buoyancy driven turbulence is 
typical during daytime and is caused by incoming radiation that warms surface air parcels 
causing them to expand, thus become less dense, and rise, creating vertical motion.  As 
the net vertical motion of air must be zero, this vertical motion creates eddies, circular 
motions of air as air rises and displaces more dense air parcels downward.  Vertical 
eddies also cause the boundary layer to grow as air rises above the entrainment zone and 
free tropospheric air mixes downward. A second type of turbulence is mechanical 
turbulence, which is produced from flow over a rough surface. This type of turbulence is 
generated primarily in the horizontal direction and typically affects only the lowest 
portion of the boundary layer. This type of turbulence is usually dominant at night where 
there are no buoyant air parcels to produce vertical turbulence. However, under certain 
daytime conditions that resist buoyancy-driven turbulence, such as continuous cloud 
cover or high pressure systems, mechanical turbulence can become relatively important. 
In addition, areas with particularly rough surfaces will be more impacted by this type of 
turbulence (i.e. mountainous regions, built-up urban centers, etc.).Typical daytime CBL 
heights can be 1000-2000 m above ground level (AGL) with nighttime SBL heights of 
100-500 m AGL.  
4 
 
             
 
 
Figure 1.2 Idealized mean boundary layer profiles of selected variables for (a) the 
convective boundary layer and (b) the stable boundary layer. *Pollutant species may have 
variable profiles in the SBL and may even separate by density and become stratified, 




 The presence of turbulence greatly affects the transport of variables such as heat, 
water vapor and emitted pollutants. Figure 1.2 shows the profiles of selected variables for 
both the daytime and nighttime boundary layer.  Measured profiles can be used to 
identify characteristics and sub-layers of an unknown boundary layer.  The potential 
temperature profile, which is temperature corrected for the work of expansion or 
compression caused by pressure changes, can be used to identify areas that are strongly 
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      1.1 
 Here, θ is potential temperature, T is temperature (K), P is pressure (mbar), R is the gas 
constant (287.04 J K-1 kg-1) and Cp is the specific heat capacity of air at constant pressure 
(1004.67 J K-1 kg -1). Profiles that show decreasing potential temperature with altitude 
represent conditions that are unstable and promote mixing while an increasing potential 
temperature profile denotes stable conditions with poor mixing (Stull, 1988). A profile 
that is unchanging with altitude may denote a neutral boundary layer or a convective 
boundary layer (Stull, 1988). At night, because as a black body radiator the ground cools 
faster than the air above it, a temperature inversion develops which causes stable 
conditions (Stull, 1988).  
 The definition of a boundary layer dates back to the seminal work by Dr. Ludwig 
Prandtl in 1904 (Tulapurkara, 2005). Theories of turbulence structure began to be 
investigated in earnest in the 1920s (Tulapurkara, 2005). The first measurements 
occurred over ideal (i.e. flat and homogeneous) surfaces in the 50s with a key study 
conducted in Kansas in 1968 by the Air Force Cambridge Research Laboratories that 
revealed the expected vertical profiles of variables of interest (e.g. potential temperature, 
water, trace gases, etc.) and also provided information about the drivers of transport, 
mean wind and turbulence, the results of which are reported in a multitude of influential 
papers on these subjects (Kaimal, 1969; Businger et al., 1971; Wyngaard et al., 1971a; 
Wyngaard et al., 1971b; Wyngaard and Cote, 1971; Wyngaard and Cote, 1972; Kaimal et 
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al., 1972; Kaimal and Wyngaard, 1990). With the incorporation of advanced statistical 
analysis, decomposing a time series of wind speed data by Fourier transform (FT) into a 
frequency spectrum has been used to provide information about sources of turbulence. 
For instance, an FT of long-term high frequency wind speed data shows a peak around 
the 4d mark showing wind speed is affected by synoptic conditions, the passage of high 
or low pressure systems and cold fronts (Stull, 1988).  The 1-day peak represents the 
diurnal cycle impact on the winds. Additionally, there will be a peak around 1min that 
follows an expected decay curve. This peak is caused by thermal production of 
turbulence that creates big eddies first, which decay into smaller and smaller eddies until 
the energy is dissipated as heat, a process represented by a predictable inertial sub-range 







Figure 1.3 The power spectrum of horizontal wind showing distinct regions of production 
as well as the spectral gap, where no significant production mechanisms are present. 
Figure adapted from Van der Hoven (1957). 
 
 
 This type of analysis is also useful for determining characteristics of boundary 
layers as spectra should follow expected shapes (Stull, 1988). The presence of unusual 
peaks in the power spectra may indicate the presence of other influences that can affect 
the boundary layer, such as gravity waves or upslope or downslope flows caused by the 
warming or cooling of air close to the surface of a hill (Horst and Doran, 1986; Lee et al., 
1997; McNaughton and Laubach, 2000). Furthermore, spectral analysis can be used to 
identify limitations in instrumentation or interpretation of measurements. As turbulence 
decays to thermal energy, eddies are produced that have smaller and smaller frequencies 
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requiring very high resolution measurements which may be difficult or impossible to 
obtain with certain instruments (Stull, 1988). Conversely, low frequency eddies may be 
difficult to accurately quantify due to the low frequency of such measurements which 
make satisfying statistical criteria difficult (Lenschow et al., 1994).  
 
1.3 Surface-Atmosphere Interactions 
 Boundary layer conditions are important for many reasons. They can be used to 
predict daily weather, cloud cover, rain or potentially dangerous weather conditions, e.g. 
severe turbulence. Boundary layer models can be used to predict the transport and 
dispersion of hazardous particles, or other species of interest such as greenhouse gases 
(GHGs) that are emitted from the surface. The interactions of the atmosphere and the 
surface are of particular importance as either can be a source of heat, water or other 
scalars (such as CO2) to the other. Correctly modeling surface-atmosphere interactions 
conditions is largely based on elements of fluid physics as the atmosphere can be thought 
of as a fluid with interfaces (i.e. boundary layers), the properties of which affect the 
interactions.  
 The basic governing principles of the boundary layer are the conservation of 
mass, momentum and moisture and the equation of state of the atmosphere, the ideal gas 
law (Stull, 1988). These principles are combined and multiple approximations are made 
to simplify the equation. The conservation equation is first defined, for momentum, heat 




          		 	       1.2 
                     I    II      III    IV 
The total wind (M) is usually broken into three wind vectors, (U, V, and W) which are 
denoted by the subscripts on M where j can range from 1 to 3. U is the northerly wind 
component, V is the easterly wind component and W is the vertical wind component. A 
geographic coordinate system is also applied as denoted by the subscript j on x which can 
also range from 1 to 3. Here x is the east direction, y is the north direction and z is the 
vertical direction. In addition, ν is the molecular diffusivity. In this equation term I 
corresponds to inertia (also called storage), term II indicates C advection by the wind, 
term III is the influence of viscous stress (the tendency of moving particles to drag nearby 
particles) and term IV is a source or emission/deposition flux term.  
 In order to fully investigate different types of surface-atmosphere interactions 
some mathematical convention must be applied. Instantaneous wind can be broken into 
the mean and turbulent part of the wind, called the Reynold’s decomposition: 
	 	 ′                               1.3 
Here M is the true wind speed,  is the mean wind and m′ in the turbulent wind 
component (i.e. the deviation from the mean). These conventions provide the distinction 
between mean and turbulent transport of an air parcel (Stull, 1988).  
 In order to take advantage of the Reynold’s decomposition a total conservation 
equation is expanded to separate the mean and turbulent wind components and the whole 
equation is averaged. Because the average of m′  must equal zero this removes some 
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terms. In addition the average vertical wind (W) must be zero. For example, a simplified 
expression for the conservation of mass of a scalar in the atmosphere is (Stull, 1988): 
                               
̅ ̅
	 		                                       1.4 
           I      II           IV          V 
Here all the terms have the same meaning as before with the addition of term V, the 
turbulent flux divergence of C. Term III has been neglected because the magnitude of this 
term is much smaller than the other terms. 
 If stationarity is assumed, i.e. that turbulence statistics are not changing in time, 
the advection term can be removed. Storage is also typically assumed to be negligible. In 
a homogeneous environment advection will be negligible and U and V component terms 
will drop out.  In this environment the change in concentration of a species with low 
chemical reactivity is approximated by the vertical turbulent flux. Vertical turbulent flux 
is a measure of the transport of a species by vertical eddies. Positive fluxes denote 
sources and negative fluxes indicate a sink for a specific species. In the surface layer this 
flux is constant to within 10% (Stull, 1988).  Above the surface layer fluxes are expected 
to linearly decrease to the boundary layer, a process known as flux divergence, driven by 
the decrease of turbulent energy with height. To practically measure vertical turbulent 
flux (Fc), measurement periods of half an hour to an hour are typically used with the 
following equation called the eddy-covariance equation (Baldocchi et al., 1988): 
′ ′ 	 ∑ ′ ′ ∆                                                   1.5 
Here T is the total averaging time, w′  and c′  are the deviations of vertical wind and the 
scalar from the mean during the averaging interval and Δt is the time between 
measurements. As shown in Figure 1.4 the correlation between positive vertical wind 
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peaks and positive potential temperature and H2O peaks shows an expected positive H2O 
flux. Likewise the anti-correlation between vertical wind and CO2 suggest a downward 
flux of CO2.  
 
 
Figure 1.4 Theoretic mechanism of eddy-covariance flux. Eddies move positive and 
negative (relative to the mean) air parcels up and down. Positively correlated eddies 




 For aircraft measurements, turbulent flux is averaged over distance instead of 
time, meaning the ground speed (S) must also be incorporated into the equation as 
presented below to take into account ground speed variations that affect the aircrafts 
ability to equally sample positive (updraft) and negative (downdraft) eddies (Crawford et 
al., 1993): 
	 ̅ ∑ ′ ′ ∆                                                      1.6 
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 Turbulent flux measurements using the eddy covariance technique require fast 
sensors (often ≥10 Hz measurement frequency) and have been implemented since the 
1960s for momentum and heat flux. The first report of eddy covariance flux 
measurements of CO2 came from Desjardins and Lemon (1974) over a corn field in New 
York. The full potential of the eddy covariance technique to be used to generate long-
term monitoring of annual net ecosystem exchange (NEE) of carbon was realized in the 
1980s with the first long-term station in Harvard forest, MA in 1990, and subsequent 
tower sites across the U.S. and the globe (Baldocchi et al., 1988; Wofsy et al., 1993; 
Baldocchi et al., 2001). Recently there has been work by the National Ecological 
Observatory Network to maintain long-term tower sites measuring turbulent fluxes in 
representative biomes across North America (~13 permanent tower sites) (Keller et al., 
2008). The long-term data, shown in Figure 1.5,  proves invaluable for earth system 
modeling, but the small spatial scale accessed by towers makes it challenging to use this 
data to scale up to the global level. The advent of aircraft platforms equipped with eddy 
covariance systems to measure CO2 flux has allowed fluxes to be measured over larger 
spatial areas, but due to operating costs and larger time input, they cannot contribute 
continuous measurements like towers and instead provide complementary ‘snapshots’ of 
carbon exchange in forests and other sites (e.g. wetland, oceans), rather than annual NEE 
estimates (Desjardins et al., 1989; Desjardins, et al., 1995; Desjardins, et al., 1997; 
Dobosy, et al., 1997; Gioli et al., 2004; Gioli et al., 2006; Miglietta et al., 2007; Kirby et 
al., 2008; Hutjes et al., 2010; Maselli et al., 2010; Vellinga et al., 2010; Metzger et al., 





Figure 1.5 Long-term CO2 fluxes from a site in Harvard Forest, MA, and several different 
model fit attempts (from Medvigy et al., 2009). 
 
 
 Additionally, advection measurement techniques using aircraft have been used 
since the 1990s (Trainer et al., 1995; Mays et al., 2009; Turnbull et al., 2011). This 
technique allows the flux from a surface source (e.g. a city) to be isolated and has been 
updated with more precise instrumentation as well as better data analysis protocols as 
described in Cambaliza, et al. (2014). The method relies on application equation 1.7. 
	 ∆ 	 	                                      1.7 
Here zi is the boundary layer depth, x and –x are the horizontal extent of a measurement 
transect and M
┴
 is the perpendicular wind speed at each measurement point denoted by 
the subscripts ij.  Essentially, concentration measurements downwind of a source are 
isolated by subtracting a background concentration, obtained from the upwind air 
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concentration. The plume is multiplied by the perpendicular wind speed and the 
observations are summed across the width of the plume and over the depth of the 
boundary layer. This provides an emission flux across the vertical plane estimate. Figure 




Figure 1.6 Block diagram of the mass-balance approach showing background air picking 
up pollutant plumes over a city and an aircraft raster the source plume downwind of the 
city perpendicular to the mean wind direction. 
 
 
1.4 The Carbon Cycle 
 Gases in the atmosphere have diverse effects on the human experience. Some 
gases like ozone remove UV radiation in the stratosphere, but in the troposphere undergo 
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reactions causing photochemical smog, which includes ozone and reactive nitrogen 
oxides, which can cause respiratory problems and is responsible for the death of 10s of 
thousands of people in the U.S. every year (Bell et al., 2005; Fann et al., 2012). One 
important contribution of some gases is the greenhouse effect (Arrnehius, 1896). 
Greenhouse gases (GHGs) absorb in the infrared (IR) region but do not absorb in the 
ultra violet or visible (UV-Vis) region of the electromagnetic spectrum. This allows 
GHGs to transmit the radiation from the sun in the UV-Vis region but absorb and re-emit 
the radiation emitted by the earth in the IR region, depicted in Figure 1.7. This causes a 
net warming effect without which the earth would have an average surface temperature of 
255 K, well below the freezing temperature of water (273 K) (Hartman, 1994).  Instead, 
because of the greenhouse effect, the average temperature of the Earth’s surfaces was, 








Figure 1.7. Radiation transmitted and absorbed by the total atmosphere and various gases. 
Also shown are two important atmospheric windows in yellow boxes. Figure from Global 




 The most important GHGs in the atmosphere are water and carbon dioxide due to 
their abundance and radiation absorption spectrums. Both of these species absorb 
strongly and broadly in the infrared region, as shown in Figure 1.7, prohibiting heat from 
leaving the atmosphere. Also noticeable are the ‘atmospheric windows’ where these 
particular species and the total atmosphere do not absorb IR radiation. These areas are 
important because many other trace GHGs absorb in these windows, increasing the 
absorption and retention of heat by the atmosphere. Trace gasses that absorb in the same 
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region as CO2 and H2O will not contribute significantly to global warming because the 
atmosphere already absorbs strongly at these wavelengths. Other lower abundance gases 
like methane, nitrous oxide and sulfur hexafluoride also contribute even though they exist 
in much lower abundance because they have a much greater global warming potential 
(GWP) than carbon dioxide and absorb radiation inside the atmospheric windows 
(Wuebbles et al., 1999). GWP is defined as the amount of radiation absorbed by a mass 
of a specific species divided by the amount of radiation absorbed by the same mass of 
CO2 (Jain et al., 2000; IPCC, 2013). Table 1.1 shows relevant gas abundances, lifetimes 
and GWPs.  
 
Table 1.1 Abundance of Selected Greenhouse Gases in the Atmosphere 
 
Gas (Formula) Abundance (%) GWP (100 yr) Lifetime (years) 
Water (H2O) 1-5 -- ~0.025 
a 
Carbon Dioxide (CO2) 3.91 E-2 
b 1 Variable c 
Methane (CH4) 
(fossil CH4) 




Nitrous Oxide (N2O) 3.24 E-5 
b 265-298 d 121 d 
CFC-12  (CCl2F2) 5.28 E-8 
b 10200 f 100 f 
CFC-11 (CCl3F) 2.38 E-8 
b 4660-5350 d 45 d
HCFC-22 (CHClF2) 2.13 E-8 
b 1760 f 11.9 f 
Tetrachloromethane 
(CCl4) 
8.58 E-9 b 1730 f 26 f 
Tetrafluormethane  (CF4) 7.9 E-9 
b 6630-7350 d 50000 d 
CFC-113 (CCl2FCClF2) 7.43 E-9 
b 5820 f 85 f 
HFC-134a (CH2FCF3) 6.27 E-9 
b 1300-1550 d 13.4 d 
Sulfur Hexafluoride (SF6) 7.28 E-10 
b 23,500 c 3,200 f
a Hartman, 1998. 
b IPCC, 2013 Table 8.2 abundances for 2011. Compositions are reported as fraction of 
dry air, expect for H2O.
  
c See Joos et al. (2013). 
d IPCC, 2013 Table 8.7. The reported range reflects warming with and without climate 
feedback. 
e GWP for fossil CH4, See note in IPCC, 2013 Table 8.7. 
f IPCC, 2013 Table 8.A.1. 
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 As carbon dioxide has increased from the pre-industrial level of 280 ppm to the 
current level of 400 ppm due mostly to emissions from human activities, the enhanced 
greenhouse effect has become problematic causing the global average temperature to 
increase 0.85° C with the potential to increase much more (Tans and Bakwind, 1995; 
Rosenzweig et al., 2008; IPCC, 2013). Figure 1.8 shows the increase levels of CO2 over 
the last ~11,000 years as well as the temperature anomaly (i.e. the deviation from the 
1961-1990 average temperature). Carbon dioxide is the main GHG of interest for 
mitigation and regulation due to its long lifetime, abundance and its continued emission 
by human activities and importance to atmospheric warming. Svante Arrhenius published 
the first hypothesis of CO2 induced warming in 1896 and posited the first greenhouse 
law: “if the quantity of carbonic acid [CO2] increases in geometric progression, the 
augmentation of the temperature will increase nearly in arithmetic progression” 
(Arrhenius, 1896). Carbon dioxide is still the most important contributor to global 
warming as shown in Figure 1.9, which depicts the total radiative forcing, i.e. heat added 
to the atmosphere, from various sources.  It is noteworthy that the uncertainty on the total 






Figure 1.8. Ice core data for the last ~11 000 years showing CO2, CH4, N2O and 
temperature anomaly. Data is presented as years before present (yr BP). Data from 





 Other GHGs shown in Table 1 may either be removed faster through reactions 
with other species or be present and emitted at such low quantities as to make regulation 
potentially unfavorable, though as shown is Figure 1.8, these species have also increased 
in the atmosphere recently. However, short-lived GHGs such as methane and black 
carbon are getting more attention as their mitigation would show climate benefits much 
sooner (Shindell et al., 2012). Water vapor in the atmosphere has a short lifetime, on the 
order of a week, and though it is responsible for much of Earth’s greenhouse effect, it is 
treated as a feedback of other climate forcing. Humans are not emitting H2O in a 
significant way. As temperature increases more water can be added to the air, but as 







Figure 1.9. Radiative forcing of various components. Figure from the IPCC 2013 report.  
 
 Carbon dioxide has a variable lifetime in the atmosphere due to its removal 
mechanisms (Eby et al., 2009; Joos et al., 2013). While other gases will react until they 
are deposited out of the atmosphere, carbon dioxide’s environmental lifetime is dictated 
by the carbon cycle, shown in Figure 1.10. Carbon dioxide is emitted into the atmosphere 
by fossil fuel combustion, respiration from vegetation, decay of organic matter, the ocean 
and volcanoes. Carbon dioxide is then absorbed by vegetation, the ocean and a small 
portion dissolves in rain water and is rained out. Many of these fluxes are assumed to be 
in balance, i.e. the ocean emits and then absorbs the same amount of CO2 and mature 
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forests uptake the same amount of CO2 during the growing season that they emit later 
through respiration and decomposition. However, in the ocean CO2 dissolved to form 
carbonic acid, shown in Figure 1.11, which is used in photosynthesis by ocean life. 
Decaying phytoplankton sink to the ocean floor as sediment (Smetacek, 1999). This 
removal of CO2 allows the ocean to be a net sink of carbon, and accounts for the very 
long environmental lifetime (~3000 yrs) (Eby et al.,2009 ). Vegetation that is re-growing, 
such as areas of former cropland that are now reforesting in the Northeast and Midwest 
United States, is also a net sink of carbon. Areas of regrowth may occur due to decreased 
timber demand or land-use change, such as the shift of agriculture land from the 
Northeast to the Midwest plains (Caspersen et al., 2000; Parks et al., 2000). Additionally, 
carbon fertilization experiments such as those done in Duke Forest, NC have shown that 
increased CO2 levels can increase uptake even in mature forest stands leading them to be 
a net sink of carbon (Herrick et al., 1999; Luo et al., 2001; Oren et al., 2001; Hamilton et 
al., 2002; Schafer et al., 2003; Schlesinger et al., 2006; McCarthy et al., 2007). Nitrogen 
availability is an additional constraint on forest CO2 uptake, which is affected by 
anthropogenic activities (Magnani et al., 2007). The combined effect of the ocean and 
vegetation sink has removed about half of the anthropogenically emitted CO2, even as 
annual anthropogenic emission rates have increased by about 0.1 Pg C per year 













a CO2  +  H2O    H2CO3 
b H2CO3  +  H2O    H3O
+  +  HCO3
- 
c HCO3
-  +  H2O    H3O
+  +  CO3
2- 




 Shown in Figure 1.10 is the release of carbon from geological reservoirs and the 
main component of anthropogenic carbon emissions. Fossil fuel combustion releases 
carbon into the atmosphere that was previously stored in the earth. This carbon was 
initially part of the biogenic carbon cycle millions of years ago. The majority of fossil 
fuel carbon molecules were part of the biogenic cycle during the Carboniferous Period of 
the Paleozoic Era (~360-286 B.C.E) (Berner, 2003). During this period there were large 
prehistoric forests and swamps. Decaying organic matter from these areas sank to the 
bottom of swaps and oceans and formed peat, partially oxidized organic material (Berner, 
2003). Cellulose is preferentially decomposed by microorganisms while complex 
biopolymers, such as lignin, the main component of cell walls, remain (Hatcher and 
Clifford, 1997). As sediment deposits over the peat, water becomes forced out. This 
caused a reducing environment where carbon underwent reactions to produce kerogen at 
pressures and temperatures that do not permit pyrolysis (below 100 bar and 50 °C) 
(Schobert, 2013). An example chemical scheme of a lignin monomer reduction to 





Figure 1.12 Initial reactions of lignin monomers to form kerogen including (a) self-
condensation, (b) ring formation and (c) aromatization (Schobert, 2013). 
 
 
 This material, shown in Figure 1.13, can then undergo natural pyrolysis to form 
coal, petroleum and natural gas. However, kerogen itself may be targeted by fossil fuel 
production activities as low levels of heat (50 -150 °C) can produce oil that can be 
recovered. Catagenesis, a type of pyrolysis, occurs above 60 °C where thermal 
decomposition drives radical reactions that produce smaller hydrocarbon segments while 
preserving the aromatic structures typical of coal deposits (Retcofsky, 1977). Catagenesis 
differs from traditional definitions of pyrolysis, reactions at temperatures >350 °C in the 
absence of oxygen, because catagenesis occurs over long time scales where reactions can 
occur at lower temperatures (Schobert, 2013). Because kerogen from lignin is naturally C 
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rich (H/C ratio <1) it promotes coal formation. Coal is formed when temperature and 
pressure cause carbon bonds to form and dehydroxylation to occur, gradually decreasing 
the H/C ratio (Hatcher and Clifford, 1997). Temperature increases 10-30 °C/km below 




Figure 1.13 Typical chemical structure of kerogen formed from (a) C-rich lignin and (b) 




 Biopolymers from algal and plankton deposits are naturally H-rich with a H/C 
ration of ~1.7 and promote oil and natural gas formation (Schobert, 2013). Additionally, 
these deposits typically form deeper than coal deposits where pressure and temperature 
are higher. Temperatures of 60-170 °C degrees produce oil, while temperatures of 170-
225 °C produce natural gas (Schobert, 2013). Typically pyrolysis, also called thermal 
cracking, starts with large molecules (16-40 carbons) and initial radicals are formed. 
Radicals will continue to combine and break apart until termination reactions (the 
reaction of two radicals) occur or until the smallest unit (CH4) is made. Figure 1.14 
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shows typical radical (a) initiation, (b) propagation and (c) termination reaction. Because 
oil and natural gas are mobile and are formed under high pressure, they can migrate into 
surrounding rock. However, the surrounding rock must be porous, such as shale for the 
liquids and gases to move. Eventually the migration is stopped by a layer of impermeable 
rock. The natural undulation of impermeable rock traps liquids and gases in anticlines 
(Schobert, 2013). 
 
a C30H62  +  heat  →  •C29H59  +  •CH3 
b R−CH2−CH2−CH=CH2  +  R′  →  R−CH2−CH•−CH=CH2  +  R′H 
c 2R−CH2−CH2−CH2•  →  R−CH2−CH2−CH3  +  R−CH2−CH=CH2 
 C7H16  →  4CH4  + 3C 
 C7H16  + 12H  →  7CH4  
 
Figure 1.14 Typical radical (a) initiation, (b) propagation (c) termination for thermal 




 In addition to this thermogenic production of fossil fuels, methane can be 
produced biogenically by bacteria (Schobert, 2013). In particular, methanogenic bacteria 
in shallow organic rich (coal) sediments can produce methane when exposed to water. 
This is the source of coal-bed methane. Because bacteria produce only methane, coal-bed 
methane tends to be a very pure methane source (Schobert, 2013). Figure 1.15 shows a 





Figure 1.15 Location of fossil fuel deposits. 
 
 The ability of the biosphere and hydrosphere to absorb anthropogenic emissions 
has greatly reduced the climate impact of anthropogenic activities. Between 2003 and 
2012, an average of about 8.6 Pg of carbon (PgC) was released each year from fossil fuel 
activities and about 0.8 PgC was also emitted from deforestation activities and land use 
change. About 55% of these emissions were removed from the atmosphere (Le Quéré et 
al., 2013; Ballantyne et al., 2012). The oceans uptake about 2.6 Pg C with the biosphere 
absorbing another 2.6 Pg C (Le Quéré et al., 2013). As shown in Figure 1.16, it is clearly 
known that total emissions are greater than uptake causing CO2 to build up in the 







Figure 1.16 The atmospheric CO2 record at Mauna Loa Observatory showing a steady 
increase. Figure from C. D. Keeling scripps.ucsd.edu/programs/keelingcurve/.   
 
 
 The magnitudes of the most current carbon cycle sinks and emissions are 
summarized in Table 1.2 and show an increase relative to the numbers for the 2003-2012 
average reported in Figure 1.10 for all sectors except the land sink. However, the percent 
of carbon removed from the atmosphere by biological processes has remained relatively 
constant (Ballantyne et al., 2012; Le Quéré et al., 2014). The consistency of this sink in 
the presence of increasing anthropogenic emissions suggests that these mechanisms 
represent negative feedbacks to carbon emissions where increased atmospheric CO2 
concentration causes increased CO2 biogenic and hydrologic uptake. The mechanisms 
that cause the negative feedbacks likely have physical limitations meaning they cannot 
sustain their level of carbon removal indefinitely and there is some evidence to suggest 
these limits are already being reached (Raupach et al., 2013). For instance, as the ocean 
absorbs more CO2 they become more acidic as shown in Figure 1.11. Acidic ocean 
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conditions could kill organism that would normally fix dissolved CO2 into other forms or 
start to dissolve carbon sediment (Feely et al., 2009). This would diminish the capacity of 
the ocean to uptake an increasing rate of CO2 input. Likewise, CO2 fertilization of 
vegetation will likely increase carbon uptake only while photosynthesis is limited by 
carbon availability, though there are other complex interactions, including nitrogen 
availability, that would affect when this limit is reached (Sage et al., 2008). In plants CO2 
is fixed by the enzyme RuBisCO. RuBisCO will increase its reaction rate with increasing 
CO2 concentration until it reaches its maximum reaction rate (Vmax), after which the 
photosynthetic reaction becomes independent of CO2 concentration and becomes 
dependent on other factors, such as light availability for electron transport (Sage et al., 
2008). There has been increasing interest in determining the nature of these significant 
carbon sinks and what their limitations may be. 
 
Table 1.2 Magnitude and uncertainty of important emissions and sinks in the carbon 
cycle as of 2012 from Le Quéré et al., 2014.  
 
Source Magnitude (Pg C) Standard deviation 
Fossil Fuel/Cement Emissions 9.7 0.05 
Land Use Change 1.0 0.05 
        Total Anthropogenic 10.7 0.10 
Land Uptake - 2.7 0.9 
Ocean Uptake  -2.9 0.5 
         Atmospheric Accumulation 5.1 0.2 
 
 
 One example of this investigation is the use of modelling to determine the 
location of the carbon sinks. Inverse modeling of CO2 transport, from what were 
primarily ground observations, was used to determine where the biosphere and 
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hydrosphere were absorbing the emitted CO2. Inverse modeling uses traditional forward 
models of the state of the atmosphere and projects them back in time to discern where the 
observations come from based on initial guesses or ‘priors’ (Jacob, 2007). The large 
South American tropical rainforest was suspected to be the source of much of the 
biosphere CO2 uptake, however, early model results concluded that the strongest CO2 
sink must be in the Northern hemisphere (Tans et al., 1990; Fan et al., 1998; Ciais et al., 
2000; Peylin et al., 2002; Gurney et al., 2002; Gurney et al., 2004). Much work has been 
done to quantify carbon fluxes in northern forests to see if observed fluxes would match 
the model outputs (Friedlingstein et al., 1995; Myneni et al., 1997; Schimel et al., 2000; 
Pacala et al., 2001; Barford et al., 2001, Peters et al. 2007). However, after analyzing 
aircraft data to characterize the vertical structure of CO2 in the atmosphere, it was 
revealed that original models did not have correct vertical mixing rates and a corrected 
model instead predicted a large tropical land sink (Stephens et al., 2007; Parazoo et al. 
2014). While tropical forests are indeed the largest forest gross CO2 sink, due to lack of 
observational data, the influence of rapid land use change in the Amazon and biomass 
burning, it is unclear whether the area is a net CO2 sink or source (Grace et al., 2014; Pan 
et al., 2014). Northern Hemisphere boreal and temperate forests uptake about 1.2 Pg C 
per year, or nearly half of the forest total. (Pan et al., 2014). 
 Global earth system models have since been used to predict climatic changes. 
However, intercomparison of these models has shown wide variability in their outputs 
with a significant portion caused by differences in their carbon cycle assumptions 
(Friedlingstein et al., 2006; Knutti and Sedlacek, 2013; Friedlingstein et al., 2014). In an 
effort to more accurately understand and model the biosphere, more specific carbon cycle 
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models have been developed that include detailed variables such as soil type, soil 
moisture and plant functional type. Models may attempt to replicate biogeochemical 
interactions of these variables or relate input variables in empirical relationships that do 
not have any inherent physical basis. Often models will use elements of both these 
approaches due to lack of available data for physical processes, or ease of computation 
using empirical relationships. Many initial models simulated forest activity as a whole 
neglecting possible heterogeneity in the forest in so called ‘big-leaf’ models, which 
focused primarily on photosynthesis and drivers at the leaf scale including CO2 
concentration, available soil moisture and specific leaf traits for different plant types 
(Moorcroft, 2006). Increasingly, models have been updated to include in-situ data, 
particularly flux data from tower sites to test and optimize their performance (Raupach et 
al., 2005). One of the most sophisticated recent models is the Ecosystem Demography 
model, which simulates individual plant level fluxes and can incorporate in situ 
measurements of carbon fluxes, plant species heterogeneity as well as satellite data 
(Medvigy et al., 2009). Though there has been huge progress made in model complexity 
and computational efficiency, models continue to suffer from the lack of data for 
pertinent ecosystem drivers and often use in situ data at very small spatial scales (1m-
1km) to represent much bigger regions.  
 
1.5 Anthropogenic and Biogenic Greenhouse Gas Emissions 
 Anthropogenic CO2 emissions have increased from fossil fuel use and land use 
change practices, such as deforestation, that promote carbon emission (Friedlingstein, 
2010). As of 2012, the global carbon emissions from these sources equals around 9.7 Pg 
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C with the fossil fuel portion continuing to grow while the land use change component 
has remained constant since 2000 (Le Quéré et al., 2014). The U.S. emitted 1.5 Pg C in 
2012, roughly 15% of the global emissions while accounting for only 4.5% of the global 
population (EIA, 2013b). U.S. emissions had been fairly steady, but dropped slightly in 
2008 due to the global economic recession and have since slightly decreased due to 
reduced CO2 emissions from coal energy production and more efficient vehicles and 
energy generators (EIA, 2014). The majority of these emissions come from electricity 
generation and transportation (EIA, 2013b). As discussed in the previous section, natural 
sinks remove roughly half of the anthropogenic CO2 emissions. The net effect of the 
anthropogenic emissions has raised the global CO2 concentration from the pre-industrial 
revolution (~1750) concentration of ~280 ppm to the current level of 400 ppm (IPCC, 
2013). 
 In the U.S., CO2 emissions from transportation are expected to decline as 
consumers keep their cars longer and regulations for emissions and fuel efficiency 
become stricter or new regulations are introduced (EIA, 2014). In addition, electrical 
generation is expected to continue its current trend to produce less CO2 per kWh due to 
increased use of renewable energy and natural gas power plants (EIA, 2014).  Recent low 
natural gas prices, shown in Figure 1.17, contributes to an increasing share of natural gas-
based electricity generation (EIA, 2014). More carbon-efficient energy generation 
coupled with slowly increasing energy demand in the U.S. should cause U.S. CO2 
emissions from energy sectors to remain constant at their current levels or potentially 
decrease (EIA, 2014). In the U.S., oil and natural gas production will increasingly depend 
on extraction from tight and shale formations (EIA, 2014). Globally, energy demand is 
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increasing in developing countries such as India and China (EIA, 2013a). These countries 
also have access to less efficient energy producing technology, largely coal-fired power 
plants, leading to large increases in global CO2 emissions from energy production. Coal 
is expected to be the fastest growing source of fossil fuel globally, though natural gas 
from shale and tight formations in China and Canada will also grow (EIA, 2013a). Global 
CO2 emissions from the transportation sector are also expected to increase due to 




Figure 1.17. U.S. Natural Gas prices at the Henry Hub. Figure from EIA 2014.  
 
 The U.S. emits about 27 Tg CH4 annually (EPA, 2013). Using the global warming 
potential range in Table 1.1 this equates to about 760-920 Tg CO2 equivalent (or 210-250 
Tg C) of methane annually. Globally, around 333 Tg of CH4 from anthropogenic sources 
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are emitted annually, with about 29% of these emissions coming from fossil fuels 
(Kirschke et al., 2013). Of the U.S. methane emissions, the single largest source (7 Tg 
CH4) comes from enteric fermentation, the digestive process of some animal ruminants 
that produce methane (EPA, 2013). For the energy sectors, 6 Tg CH4 come from natural 
gas systems, 2.5 Tg CH4 from coal mining and petroleum systems contribute 1.5 Tg CH4 
(EPA, 2013). Combined, energy sector emissions account for 37% of the U.S. annual 
methane emissions (EPA, 2013). Other important U.S. methane sources are landfills, 
contributing 5 Tg CH4, and manure management of livestock, contributing 2.5 Tg CH4. 
Increasing energy demand will increase anthropogenic CH4 emissions in the U.S. and 
globally particularly due to the increased use of natural gas (EPA, 2013). 
 The global methane budget is also affected by natural sources and sinks. Globally 
about 218-347 Tg CH4 are emitted each year from natural sources, with wetlands 
contributing the majority of these emissions (Kirschke et al., 2013). The predominant 
sink of methane is the reaction with the hydroxyl radical, which removes 528 Tg CH4 
annually, with the total methane sink expected to be 540-632 Tg CH4 per year, roughly 
equivalent to the source strength (Kirschke et al., 2013). Thus nearly all of the emitted 
CH4 is removed, with an imbalance of around 27 Tg CH4 per year that remains in the 
atmosphere (Kirschke et al., 2013). The imbalance explains the increasing atmospheric 
CH4 concentrations from ~720 ppb in 1750 to the current level of ~1800 ppb, though the 
yearly imbalance changes and causes periods of faster and slower CH4 accumulation 
(IPCC, 2013). 
 Unlike the negative feedbacks to increasing CO2 emissions previously described, 
CH4 emissions may have positive feedbacks to climate change. The largest natural source 
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is wetlands, and rising temperatures may uncover wetlands and soil in high northern 
latitude regions that usually remain frozen, or increase wetland CH4 production 
(O’Connor et al., 2010). This area is already assumed to have released 3.7 Pg C since 
1970 into the atmosphere in the form of both CH4 and CO2, due to the thaw of soils that 
allow organic compounds to decompose (Hayes et al., 2014). In addition, there is an 
estimated reservoir of ~1360 Pg CH4 in the top 3m of the Artic that is currently trapped 
due to the permafrost, a subsurface region of the Artic that remains frozen through the 
entire year and an additional ~2100 Pg CH4 locked in methane hydrates in the arctic 
seabed (O’Connor et al., 2010; Isaksen et al., 2011). Recently, large methane emissions 
ranging from 2 mg CH4 d
-1 m-2 to 14 mg CH4 d
-1 m-2 from areas in the Arctic Ocean have 
been reported (Shakhova et al., 2010; Kort et al., 2012). 
 
1.6 Research Objectives 
 The research described in this thesis will address the challenges to accurately 
quantify and fully apply uncertainty analysis to GHG fluxes, specifically CO2 and CH4, 
from anthropogenic and biogenic arenas. An aircraft platform was used to investigate and 
quantify fluxes from and to the surface, some of which had not been previously sampled 
in situ. The aircraft platform enables valuable access to individual sites that would be 
difficult to access from the ground and the ability to investigate large areas at scales that 
are difficult to obtain using ground or satellite instrumentation. Specifically, CH4 
emissions from a Pennsylvania shale gas field, as well as emissions from individual or 
grouped shale gas well pads, were quantified and compared to estimated emission rates 
from bottom-up estimates. Additionally, the efficiency of flaring of associated natural gas 
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on oil well pads in North Dakota was investigated by measuring emission factors for CH4 
from associated gas flares. Finally, fluxes of CO2 and heat were measured via the eddy 
covariance method over three east coast forest sites: Harvard Forest, MA; Howland 
Forest, ME; and Duke Forest, NC. This work was part of a NASA-funded effort to 
understand the impact of soil moisture on carbon fluxes to improve model estimates of 
carbon exchange in North America. The robustness of the meteorological techniques used 
are evaluated and the magnitude and relative importance of the quantified GHG fluxes 
are discussed.  Potential improvements in data acquisition and data analysis will be 







CHAPTER 2. METHANE EMISSION FLUXES FROM SHALE GAS PRODUCTION 
IN PENNSYLVANIA 
 
2.1 Motivation for Research 
 The advent of horizontal drilling combined with hydraulic fracturing has allowed 
unprecedented access to fossil fuel reservoirs in unconventional geographic formations, 
as shown in Figure 2.1. Hydraulic fracturing or ‘fracking’ is the process by which high 
pressure fluid (water mixed with chemicals and sand) is used to extract fossil fuels from 
shale and other porous rock formations. The fracking process begins with a traditional 
vertical well-bore drilled many 1000s of feet deep (Crawford, 2013). Once the shale 
formation is reached the well bore is turned horizontally and follows the shallow shale 
seam for up to a few miles. Explosive changed are set off in the shale (Crawford, 2013). 
Then high pressure fluid is pushed well-bores so that fissures are formed perpendicular to 
the well-bore (Crawford, 2013). The sand, called a proppant, in the fracking fluid keeps 
the fissures open after the water returns up the well-bore in a process called flowback 
(Crawford, 2013). The natural gas trapped in impermeable rock formation can then 
diffuse into the openings and up the well-bore (Crawford, 2013). Natural gas production 
from shale rock formation has increased natural gas production in the U.S., leading to a 
natural gas ‘boom’ with shale natural gas production expected to account for about half 
of all U.S. produced natural gas by 2040 (EIA, 2014). Currently the U.S. is the only 
country to employ wide-scale production of shale derived natural gas, but many countries 
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Figure 2.1 Geological formations that contain natural gas (Figure from USGS, 2002). 
 
 ‘Fracking’ was first pioneered in the 1860s in Pennsylvania to extract valuable 
fossil fuels more easily (MacRae, 2012). Original methods used an explosive detonated at 
the base of the well shaft. Non-explosive fracking methods were developed in the 1930s 
and hydraulic fracturing was commercially used by 1949 (MacRae, 2012). Early 
hydraulic fracturing also directed pressure only to the base of a vertical well shaft and 
used about 750 gallons of fluid and 400 lbs. of sand (MacRae, 2012). Current fracking 
practices were used beginning in the 1980s and by about 2003 this practice had 
widespread use across shale fields in many states (Crawford, 2013). Because the well 
shafts being drilled are much longer due to horizontally following the shale seams for up 
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to 2 miles, current fracking practices use around 8 million gallons of water and 35 to 160 
tons of sand (MacRae, 2012).  
 The full natural gas lifecycle process starts with production of natural gas from 
wells on well pads. Well pads can host multiple wells and may have additional equipment 
for flaring or compressing on them. From individual well pads raw gas will be separated 
to produce and store heavier hydrocarbons and more pure natural gas (EIA, 2008). 
Excess natural gas that cannot be stored will be flares (EIA, 2008). Natural gas is usually 
transported via long interstate pipelines (EIA, 2008). The gas will then go to a gas 
processing plat for further refinements and storage (EIA, 2008). Compressor stations will 
be used to compress gas for transport to direct consumers or natural gas companies (EIA, 
2008). The lifecycle of natural gas is shown in Figure 2.2. Step 1 and 2 are known as 












 As natural gas becomes an abundant and inexpensive source of energy, companies 
have taken advantage of this resource and natural gas power plants and generating 
capacity have risen and are expected to rise as shown in Figure 2.3 (EIA, 2014a). One 
touted advantage of natural gas power plants is their lower direct CO2 emission per unit 
energy production compared to coal power plants due to the lower carbon intensity of 
methane for electricity generation (Stephenson et al., 2012). Natural gas emits about 
~180 g CO2 per kWh while coal emits ~330 g CO2 per kWh (EIA, 2014a).  Recent 
regulations by the EPA to cut CO2 emissions from coal-fire power plants allow the use of 
renewable-energy and natural gas power plants as alternatives to implementing carbon 
capture storage (CCS) technology at existing coal power plants, which will likely drive a 
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further increase in natural gas power plants in many areas (Clark and Herzog et al., 2014; 
Office of the Federal Registrar, 2014). As our energy generating economy relies more on 
natural gas there has been growing interest in discovering the total GHG ‘footprint’ of 
natural gas production to identify what changes in total GHG emissions may occur 
(Howarth et al., 2011; Hultman et al., 2011; Jiang et al., 2011; Stephenson et al., 2011; 
NETL, 2011; Venkatesh et al., 2011; Burnham et al., 2012; Weber and Clavin 2012). 
Despite the lower direct CO2 emission per unit energy produced by natural gas power 
plants, significant amounts of methane, the main component of natural gas with a GWP 
of 36-38 times higher than CO2, may be released during production, processing and 
transportation of natural gas (IPCC, 2013). If the amount of CH4 leaked is significant it 
may present equivalent GHG emissions, or even a total GHG emission increase, relative 
to ‘normal’ coal energy production GHG emissions. According to Alvarez et al. (2012) 
the tradeoff point occurs at a nominal natural gas leak rate of 3.2% of a natural gas wells 
lifetime production, e.g. if natural gas wells emits more than 3.2% of its natural gas 
production over its production lifetime, the total GHG emission from natural gas energy 
production will be greater than the GHG emissions from coal energy production on a 





Figure 2.3 (a) U.S. electricity generation by fuel type and (b) U.S. production of natural 




 The large number of natural gas wells (~480,000 in the U.S. in 2012) drilled by a 
number of different operators and the range of components that can leak makes leaks 
difficult to identify and quantify (EIA, 2014c). Many current studies have used bottom-up 
emission factors (EF), the ratio of an emission of a pollutant to a source emission, 
typically from non-peer-reviewed data sources such as government or industry 
organizations that measure emissions from individual sources. The individual sources are 
identified, summed up and multiplied by their EFs to produce a total emission rate. 
Lifecycle estimates based primarily on government and industry supplied data have 
resulted in a wide array of total CO2 equivalent emissions for natural gas electricity 
generation that are both greater and smaller than emissions from coal electricity 
generation (Howarth et al., 2011; Hultman et al., 2011; Jiang et al., 2011; Stephenson et 
al., 2011; NETL, 2011; Venkatesh et al., 2011; Burnham et al., 2012; Weber and Clavin 
2012). The spread in the emissions is driven in large part by the uncertainty in so called 
‘fugitive emissions’ or venting of natural gas directly to the atmosphere (often 
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unintended). The EPA 2010 greenhouse gas inventory estimates this rate as 2% of gross 
production. A recent bottom-up study that used emission rates calculated from natural gas 
sites to which the investigators were given access suggested a substantially lower leak 
rate of 1% (Allen et al., 2013). However, recent inverse modelling attempts to constrain 
fugitive leak rates using observed CH4 and hydrocarbon data combined with transport 
data suggests the possibility of higher leak rates up to 5% of gross natural gas production 
(Miller et al., 2013; Schwietzke et al., 2014). As Miller et al. (2013) show, some regions 
can be larger contributors to the leak rate than others. The distribution of shale formations 
across the U.S. is shown in Figure 2.4. Different shale plays can have substantially 
different geology and topography that may affect both emission rates and potential 
mitigation strategies for those regions. 
 
 




 Bottom-up inventories are crucial because they simulate our current 
understanding of emissions sources, are temporally and spatially explicit and can be used 
by other modeling systems (such as inverse modelling). However, it is a recognizable 
challenge that bottom-up inventories may underestimate emissions as it is difficult to 
accurately assess and quantify the numerous emission sources. Top-down measurements, 
measurements that require no knowledge of specific source strengths or distribution, are a 
necessary compliment to bottom-up measurements as they provide real observational data 
that must reflect the actual emissions. Due to cost and time restrictions, top-down 
measurements tend to be snapshots of specific regions in space and time and may not 
provide much spatially explicit data as to the specific sources of measured emissions. In 
the past years many top-down studies using tower and aircraft data have produced a leak 
rate estimate of 2.3-17%  from the Uintah, Los Angeles and Denver-Julesburg 
(abbreviation DJ) basins shown in Figure 2.4(Petron et al., 2012, Karion et al., 2013, 
Peischl et al., 2013, Petron et al., 2014).  Some of these studies focus on the same 
geographic area where results are expected to be consistent and can thus be directly 
compared (e.g. Petron et al., 2012 and Petron et al., 2014). However, other study sites are 




2.2.1 Wind and Turbulence Measurements 
 All instrumentation is located on-board the Airborne Laboratory for Atmospheric 
Research (ALAR), a modified Beechcraft Duchess twin-engine aircraft, shown in Figure 
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2.5. The Best Air Turbulence (BAT) Probe is a nine pressure port probe located at the 
nose of ALAR, also shown in Figure 2.5. The pressure data from the probe, along with 
the temperature data, recorded by a microbead thermistor, aircraft attitude and airspeed 
information can be used to calculate 3-D wind vectors that are recorded at 50Hz. An on 
board Global Position System (GPS) records latitude, longitude and altitude data at 50 
Hz. The GPS, combined with an inertial navigation system, provides rates of rotation 
along with the pitch, roll and yaw of the aircraft. These are used along with the BAT 
probe data for wind vector calculation.  
 
 
Figure 2.5 (a) Purdue’s Airborne Laboratory for Atmospheric Research (ALAR). (b) A 




 The BAT Probe is based on the design reported in Crawford and Dobosy (1992) 
and has been extensively calibrated using aircraft maneuvering and wind-tunnel tests as 
reported in Garman et al. (2006, 2008), and corrected for lift-induced upwash generated 
during flight. To calculate wind vectors, the nine pressure ports shown in Figure 2.5 (b) 
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are connected to 4 differential pressure sensors that record the differential pressure in the 
x (ps to p0), y (p1 to p3) and z (p2 to p4) directions as well as the static (ambient) air 
pressure ps. In addition, the attack angle (α) and sideslip angle (β) are shown in figure 2.5 
(b) and are used in the wind calculations. This raw data is combined with aircraft attitude 
and velocity data to compute wind vectors as per the equations described in Garman et al. 
(2008). Horizontal wind speeds are reported with a precision of ~0.4 m/s and vertical 
wind speeds are reported with a precision of 0.06 m/s. Wind direction precision is 
dependent on wind speed. However, a precision of ~1° is typical.  
 
2.2.2 Cavity Ring-Down Spectrometer 
 To quantify CO2, CH4 and H2O at 0.5Hz a Picarro high-precision Cavity Ring-
Down Spectrometer (CRDS) is also installed on ALAR. The CRDS samples ambient air 
from a manifold with twin inlet ports located directly behind the BAT probe. Air is pulled 
through the manifold at ~1500 L/min by a commercial blower yielding a residence time 
~0.1s in the manifold. The CRDS is attached to its own pump to pull sample air through 
the instrument at ~0.45 L/min. The CRDS houses two tunable diode lasers that emit light 
at 1603 nm (CO2 absorption feature) and 1651 nm (CH4 and H2O absorption feature). 
Wavelengths are maintained to ± 10 MHz by a patented wavelength monitor system 
(Crosson, 2006). This system uses dual wavelength monitors so wavelength stabilization 
takes ~100 μs compared to previous systems that took ~100 ms. This addition allows for 
high-frequency data acquisition, which has been a shortcoming of other CRDS 
instrumentation designs (Fidric et al., 2003). 
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 Gas flows through a 35 cm3 cavity maintained at 140 Torr and 45° C while the 
lasers inject light pulses into the cavity through a partially reflecting mirror. The light 
reflects between two high-reflectivity mirrors enabling a long (~10 km) path length and 
the light is monitored by a photo-detector to detect the laser intensity decay constant or 
‘ring-down’. One key advantage of the CRDS technique is the measurement of ring-
downs that are time dependent. This means that the measurement is entirely independent 
from the laser light intensity, a source of variability in other spectroscopic techniques 
(Berden et al., 2000). The acquisition rate of the ring-downs is 100 Hz. The data are 
averaged over 2s to produce the reported, high-precision data. The instrument can also be 
set to a fast-flux mode where data are averaged to produce 10Hz data. The detection of 
H2O also allows CO2 and CH4 dry air mole fractions to be reported, which is done using 
instrument software. A block diagram of the CRDS from Crosson (2008) is shown in 






Figure 2.6 A block diagram of the Picarro CRDS. Diagram from Crosson, 2008. 
 
 As with all spectroscopic techniques, the measurement approach is derived from 
Beer’s law, shown in Equation 2.1.  
∙ ∙       2.1 
Here, I is the light intensity after it has exited a sample, I0 is the initial light intensity, σ is 
the absorption cross section, N is the number density of the sample and L is the path 
length. The absorption cross section is specific for each molecule at each wavelength. As 
described in Section 1.4, each molecule has a different absorption spectrum which 
contributes to the total absorption spectrum of Earth’s atmosphere. Absorption 
coefficients are determined by individual molecule size and electronic nature. Ideally 
spectroscopic techniques will take advantage of wavelengths that are specific to the 
absorption features of one molecule (Skoog et al., 1994). An additional consideration is 
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the effect of pressure-broadening on absorption features. Molecule collisions can cause 
line broadening that deviates from the expected Lorentzian line shape and thus give 
inaccurate results (Skoog et al., 1994). This can be counteracted by maintaining a 
constant pressure and temperature, as is done in the CRDS. To obtain a concentration 
measurement, first the decay rate of the laser intensity is monitored (Fidric et al., 2003). 
The decay is assumed to be exponential and the ring-down decay constant can be 
extracted according to Equation 2.2. 
/       2.2 
Here, I is the laser intensity at time t, I0 is the initial intensity and τ is the ring-down 
decay constant. The ring-down decay constant is specific to each wavelength and specific 
to individual cavity properties, including mirror reflectivity. The equation for τ is 
presented in Equation 2.3. 
∙ 	 ∙ ∙ 1     2.3 
Here, 1cav is the optical length of the cavity, c is the speed of light, Lopt is the optical loss 
of the empty cavity, σ is the absorption cross section at a specific wavelength, N is the 
sample number density and 1samp is the physical length. Using the obtained ring-down 
constant, N can be calculated and converted into the sample concentration using the 
volume, pressure and temperature of the cavity. 
 To calibrate the CRDS, three on-board gas standards are introduced via a rotary 
valve system to ensure easy and efficient sampling as shown in Figure 2.7. The standards 
are prepared by the NOAA Earth System Resource Laboratory (ESRL). The standards 
contain CH4 concentrations of 1803.05 ± 0.40, 2222.2 ± 0.3 and 2599.5 ± 1.2 ppb and 
51 
 
CO2 concentrations of 378.491 ± 0.013, 408.826 ± 0.021 and 438.288 ± 0.019 ppm, 
respectively. Calibration plots for the whole experiment (6/18/12-6/21/12) are presented 
in Figure 2.8, which shows the excellent linearity and stability of the instrument as 
reported in Chen et al. (2010). Also shown in Figure 2.8 is the long-term stability of the 
slope and intercepts over a two year period. The in-flight precision (1 σ) for CO2 and CH4 
is 0.07 ppm and 1 ppb, respectively, calculated from 30 second averages of standard gas 
sampling. These correspond to a relative precision (1 σ) for ambient measurements of 












Figure 2.8 Calibration plot for (a) CH4 and (b) CO2 showing 45 calibration points 
collected over the course of the experiment (6/18/12-6/21/12). Long-stability plots of (c) 
the y-intercept and (d) the slope for CH4 and CO2 are also shown.  
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2.2.3 Whole Air Sampling 
 Also on board ALAR is a NOAA programmable flask package (PFP) for whole 
air sampling, shown in Figure 2.9. The PFP contains 12 700 mL glass canisters connected 
by two ports to a local stainless steel manifold that is connected to ALAR’s sampling 
manifold. When activated, the PFP flushes air through the manifold and canister. Once 
sampling is initiated, one valve on the canister is closed and the canister is filled to 2.7 
atm pressure after which the other valve is closed. The PFP is then sent to the 
NOAA/ESRL campus for determination of up to 55 trace gases and isotope species. 
Samples for methane determination are separated with a gas chromatograph with a flame-
ionization detector, which reports CH4 values with a precision of 1.2 ppb. Hydrocarbons 
are determined using a gas chromatograph mass spectrometer. Before injection, 200 ml 
aliquots are pre-concentrated using a cryogenic trap, followed by desorption of the 






Figure 2.9 NOAA PFP showing 12 glass canisters. 
 
2.3 Flight Design 
 
2.3.1 Site Description 
 This work was conducted over southwest Pennsylvania between 6/18/2012 and 
6/21/2012 and primarily included Washington and Greene Counties. This area is largely 
rural forest and farming land, but these counties have some of the highest well densities 
in the state. Three flight designs were flown: investigative (I), mass-balance (MB) and 
regional flux (RF). Investigative flights were flown to identify possible wells of interest, 
mass-balance flights were used to sample downwind of identified point source(s) and 
regional flux flights were flown over a large region to calculate an area flux. Table 2.1 
identifies types of selected flights and meteorological conditions during those flights. 
Additional investigative flights were flown north of Washington, PA that did not reveal 
any consistently emitting point sources that could be sampled using the mass-balance 
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approach, though this area also had high well density. One compressor station was 
observed releasing intermittent plumes of CH4 up to 45 ppm, but this source did not emit 
a consistent plume necessary for mass-balance sampling.  
 












RF 1 10:00  96 min 3.0 276 
RF 2 8:55 89 min 3.7 270 
MB 1 11:55 30 min 3.1 236 
MB 2 15:15 56 min 3.3 239 
MB 3 16:00 60 min 5.5 252 
MB 4 14:05 73 min 4.7 226 
I 1 12:25 5 min 3.0 258 
I 2 15:22 6 min 4.7 227 
I 3 9:14 15 min 4.2 257 
* Flights are classified into three flight types, Regional Flux (RF), Mass Balance (MB) 
and Investigative (I). Investigative flights were short and occurred between and during 
the longer RF and MB flights. Flights are identified by their flight type and flight number 
(e.g. RF-1, MB-3, etc.).  
 
2.3.2 Regional Flux Flight 
 On two mornings (6/20/12 and 6/21/12) a wide spread CH4 enhancement was 
observed south of Washington, PA. The extent of this enhancement was mapped by 
flying transects at ~ 250 m AGL through the plume until we detected roughly background 
CH4 levels (~1.9 ppm). Figure 2.10 shows the observed CH4 concentrations for flight RF-
1 and RF-2. In addition, we performed several short vertical profiles to ascertain the 
boundary layer depth. As flights were flown in the morning, observed boundary layer 




Figure 2.10 Raw transect data for (a) RF-1 and (b) RF-2 collected at ~250 m AGL. The 




 The observed wide-spread high concentration levels likely occurred as a result of 
a stable nocturnal boundary layer, which trapped surface emissions near their source 
allowing CH4 to accumulate. Low wind speed, and minimal turbulence keep the 
emissions from being dispersed, particularly in the vertical direction.  
 
2.3.3 Mass-Balance 
 Mass-balance flights were flown as described in Mays et al. (2009) and 
Cambaliza et al. (2014). Briefly, horizontal transects are flown downwind of a source, 
perpendicular to the prevailing wind direction, at several heights up to the top of the 
boundary layer or, in this case, up to the height at which the plume was no longer 
observed. The observation of plumes that did not extend to the top of the boundary layer 
is attributed to the short downwind distance the sources were sampled (1-5 km), which 
was necessary to isolate sources in a region with dense potential sources. There was thus 
not sufficient time for complete vertical mixing. The horizontal transects are projected on 
to an imaginary plane and interpolated using a kriging method to extract a 2-D matrix of 
concentration values. The CH4 background is then calculated from the edges of the 
matrix, where no upwind sources are present, and subtracted from the matrix to produce a 
ΔCH4 matrix. The ΔCH4 values are multiplied by the perpendicular wind speed and 
integrated over the width of the plume and height of the plume or boundary layer.  
 Two areas of interest were identified from investigative flights where circles were 
flown around potential sources. Sources were identified by observing CH4 enhancements 
only on the downwind side of a potential source, as shown in Figure 2.11. Two such 
identified sources were designated ‘Delta’ and ‘Tau.’ In addition, a coal mine was 
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detected near Tau. The area around Delta was sampled three times with Delta isolated 
during flight MB-2. The area around Tau was sampled once during MB-4. Raw transect 




Figure 2.11 Investigative flights (a) near well pad Delta showing a distinct strongCH4 
plume downwind of Delta and an additional weak plume downwind of a nearby well-pad, 






Figure 2.12 Raw CH4 transect data for (a) MB-1, (b) MB-2, (c) MB-3 and (d) MB-4. The 
location of Delta in MB-2 is shown as a dashed line. The location of Tau and a nearby 
coal mine are shown in MB-4. 
 
 
2.4 Data Analysis and Results 
 
2.4.1 Kriging, Interpolation and Calculation of the Regional Flux Emissions 
 To calculate a flux from RF-1 and RF-2 a box encompassing the original 
sampling area (OSA) was identified and is shown as a dashed orange box in Figure 2.10. 
The height of the box was determined from the boundary layer depth from the earliest 
collected vertical profile during each flight. This corresponded to a BL depth of 370 m 
for RF-1 and 560 m for RF-2. A sample vertical profile for RF-1 is shown in Figure 2.13. 
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RF data collected at 250 m AGL was kriged using EasryKrig 3.0 (Chu, 2004). The 
kriging program interpolates between data points according the resolutions set by the 
user. In this case kriging resolution was 250 m. The kriging interpolation method 
computes a variogram between observation points to which the interpolation algorithm is 
fit. As part of the output the routine also produces error/quality control criteria (called Q1 
and Q2), which must be lie within a range of accepted values. The interpolation 
parameters are changed until Q1 and Q2 lie within the acceptable regions.  
 
 
Figure 2.13 A vertical profile of potential temperature, H2O, CH4 and CO2 during RF-




 As shown in Figure 2.13 the CH4 profile was approximately linearly decreasing to 
the BL depth where background concentrations were observed. To obtain a 3-D matrix of 
data, the 2-D output from the kriging program was linearly interpolated to the ground and 
boundary layer depth. This was done by assuming a linear profile and a value of 1.9 ppm 
at the boundary layer height. The results of the kriging output at 250 m AGL and linear 
extrapolation to ground level for both days are shown in Figure 2.14. To ensure that the 
linear approximation was a viable approach the actual vertical profiles for CH4 were fit 
with a linear fit and the results from integrating under both the observation and the linear 
approximation (shown in Figure 2.13) were compared. The integrations results differed 




Figure 2.14 Flight RF-1 kriged output of CH4 values at the flight level (240-250 m AGL) 
for (a) RF-1 and (c) RF-2 and the linearly interpolated values to the surface for (b) RF-1 
and (d) RF-2. 
 
 
 To calculate a flux from the produced matrix Equation 2.4 was used. The 
background concentration was subtracted and the enhancement (Δc) was integrated in 
three dimensions to the height of the BL depth above the OSA. The enhancement was 
then divided by a chosen time-scale (T). The presence of an early morning enhancement 
is due to the buildup of emissions into a stable nighttime boundary layer where 
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turbulence and wind speed is low. Two time-scales were used as extremes for the 
physical limitations for the duration of the accumulation event. The minimum time-scale, 
6 hours on RF-1 and 5 hours for RF-2, is equal to the time for wind to flush the box. The 
maximum time-scale, 18 hours, corresponds approximately to the time between collapse 
of the boundary layer the night before and the measurement time. The flux was then 
divided by the area (A) of the OSA, 2844 km2, to obtain a flux per unit area. The flux 
equation is presented in Equation 2.4. 
	
∆ 		
     2.4 
 Uncertainty in the regional flux calculations was assessed by changing the time-
scale and examining the effect of different interpolation schemes and background 
concentrations. In addition to the elaborate kriging and linear interpolation, a simpler 
method using an average linear profile across the entire OSA was used to calculate 
enhancement. Enhancements differed by ~30% using this method. A minimum 
background (1.9 ppm CH4) was obtained from the residual layer and a maximum 
background (2 ppm CH4) was obtained from the upwind (SW) sections of the RF data. 
The CH4 enhancements differed by ~20% using this method. The combined uncertainty 
estimate, ± 75%, is dominated by the time-scale uncertainty, the most uncertain 
parameter, but the other variables do contribute noticeably to the uncertainty range. The 
average range of the top-down flux after including the uncertainty analysis is 2.0-14.0 g 
CH4 s
-1 km-2. 
 As stated earlier, top-down measurements are an important compliment to 
bottom-up inventories because they can be used to independently evaluate the accuracy 
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of the bottom-up inventory, which represents the current state of knowledge for a specific 
process. For evaluation, a bottom up-inventory in the OSA was conducted using Howarth 
et al. (2011) and NETL (2011) emission factors for fossil-fuel emissions. Default gas 
compositions were assumed (API, 2009). The majority of the bottom-up inventory 
emissions for the three different scenarios were provided by Cornell. In addition, the 
emissions from animal feeding operations (AFOs) were included by using animal counts 
and emission factors for enteric fermentation and manure management (Jorgensen et al., 
2007; Hong et al., 2011). Finally, EPA reports of significant CH4 emitters were used to 
include relevant point sources (EPA, 2010a). Because the top-down estimated emissions 
may include the influence of upwind sources, or the effect of dilution from cleaner 
upwind air, a bottom-up inventory was also compiled for the area corresponding to an18-
hour back trajectory (to correspond with the longest time-scale possible for accumulation 
to occur), shown in Figure 2.15. This area is named the upwind accumulation area (UAA) 






Figure 2.15 An 18 hour isobaric back trajectory computed by HYSPLIT at 50m AGL for 
6/20/12 showing the OSA outlined with a white rectangle and the UAA outlined with a 





Table 2.2 Total expected emissions from all sources and percent contribution to the total 
emission for the OSA and the UAA using Howarth et al. (2011) emission factors and for 
the OSA using NETL (2011) emission factors.  
 
Area Source Expected Emissions (g CH4 s
-1 km-2) Contribution (%) 
 Natural Gas 0.85 (low) – 2.23 (high)  21.9– 42.0 
 Oil 0 0 
 Coal 2.96 55.7 – 76.3 
OSA Flowback 0.05 – 0.10 1.3 – 1.9 
(Howarth AFO 0.015 0.3 – 0.4 
EF’s) Other 0 0 
 Total (Avg) 3.88 – 5.31 (4.60)  
 Natural Gas 0.76 (low) – 1.70 (high)  42.0 – 61.6 
 Oil 0 0 
 Coal 1.01 36.6 – 55.8 
UAA Flowback 0.01 – 0.02 0.6 – 0.7 
(Howarth AFO 0.015 0.5 – 0.8 
EF’s) Other 0.019 0.7 – 1.0 
 Total (Avg) 1.81 – 2.76 (2.29)  
 Natural Gas 1.41  31.4 – 31.8 
 Oil 0 0 
 Coal 2.96 65.9 – 66.7 
OSA Flowback 0.05 – 0.10 1.1 – 2.3 
(NETL AFO 0.015 0.3 
EF’s) Other 0 0 
 Total (Avg) 4.42 – 4.49 (4.46)  
 
 
 AFO emissions were estimated using county level animal counts for every county 
the OSA or UAA even partially touched (Hong et al. 2011). Due to privacy laws, 
individual AFO emissions are not available and so could not be screened for the AFOs 
that were actually covered by either the OSA or UAA. It is assumed that AFOs are 
evenly distributed throughout the county. The emissions, derived using emission factors 
from Jorgensen (2007) and Zhou et al. (2007), were then divided by the total area of all 
the counties used and scaled to emissions representing the OSA and UAA using their 
respective actual areas. Point source data was extracted from the Greenhouse Gas 
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Reporting Program (EPA 2010) to identify 3 and 29 potential CH4 sources in the OSA 
and UAA, respectively. Of these, 2 and 5 sources in the OSA and UAA, respectively, 
overlapped with our analysis of methane emissions from energy production and were 
excluded. The remaining 1 source in the OSA contributed a negligible amount of 
methane. In the UAA the remaining 24 sources include a landfill, which produces 85% of 
the CH4 emission from this subset of emission sources, various production facilities, 
power plants and incineration plants. The combined emissions for the UAA are equal to 
0.019 g CH4 s
-1 km-2. In addition, these counties were searched for flowback events, 
which can contribute large emissions, using data from FracFocus.org 
(http://www.fracfocusdata.org/DisclosureSearch/MapSearch.aspx). Only one well was 
potentially in flowback during the time of sampling. 
 
2.4.2 Calculation of Mass-Balance Emissions 
 Interpolated outputs of the raw transect data (shown in Figure 2.12) are presented 
in Figure 2.16. Mass-balance flux estimates are calculated according to the following 
equation: 
	 ∆ 	 	                                      2.5 
Where zi is the boundary layer depth, x and –x are the horizontal extent of a measurement 
transect from an arbitrary middle point and M
┴
 is the perpendicular wind speed at each 






Figure 2.16 Kriged CH4 outputs for (a) MB-1, (b) MB-2, (c) MB-3 and (d) MB-4 of the 
raw CH4 transect data shown in Figure 2.12. 
 
 
 Fluxes were calculated for each mass-balance flight. Source attribution for each 
flight was done by investigating the possible contributing sources using well inventories 
and the investigative flights. Inventory data shows locations of well pads and how many 
wells are permitted for that pad. For MB-4, the area flux had a dense upwind area of 
many well pads, including numerous coal-bed methane well pads, which made specific 
attribution impossible. In addition, during MB-4 a large signal from a nearby coal mine is 





Table 2.3 Results from 4 mass balance experiments and the number of pads and wells 
contributing to the flux. Flights 1-3 were conducted near pad Delta and Flight 4 near pad 
Tau. Flux per pad and per well is obtained by dividing the total flux by either the total 
number of pads or total number of wells. 
 
Flight Flight MB-1 Flight MB-2* Flight MB-3 Flight MB-4 
Average 
± σ 
Total Flux   
(gCH4/s) 
380 248 1880 1490 -- 
Total Pads 
Contributing 
2 1 7 -- -- 
Flux (gCH4/s) 
per Pad 




15 8 41 -- -- 
Flux (gCH4/s) 
per well 
25 31 46 -- 34 ± 11 




 Investigation of on-site equipment identified from aerial photos taken during the 
study suggests that all the well pads sampled were in the drilling stage. Figure 2.17a 
shows typical drilling-stage equipment, the most prominent of which is the drill-rig, a 
vertical structure that is easily identified from the air. Publicly available data from the 
Pennsylvania Department of Environmental Protection confirmed that the sampled wells 
were drilling and had not reached total vertical depth (PADEP 2012). The estimated 
emission per well, 34 g CH4/s, is 2-3 orders of magnitude higher than EPA estimated 
emissions per well for drilling emissions, obtained by dividing the EPA estimated total 
emissions per well by a range encompassing the typical well drilling duration (2 weeks) 
and the minimum well drilling duration that can be confirmed at this site (2 days) (EPA, 
2012a). There are several possible causes of this anomalously high emission. Nearby 
abandon old wells may be venting. Abandoned wells are not always documented so this 
71 
 
is impossible to verify. Another possibility is the occurrence of ‘gas-kicks’, where a 
region of the well-bore enters an unexpectedly high-pressure rock formation that causes 
the high-pressure gas to be emitted out of the well-bore (ASME 2005). Gas-kicks can be 
dangerous and generally assumed to be short-lived incidents (ASME 2005). A more 
reasonable hypothesis is the use of under-balanced drilling, where the well-bore is 
intentionally kept at lower pressure than the surrounding rock formation so that higher 
pressure gas and fluid from the surrounding rock enters up and out of the well-bore, for 
recovery (ASME 2005). This hypothesis is supported by the presence of an unlit stack 
visibly venting at well pad Delta (shown in Figure 2.17 a) and by the lack of mud-pits at 
any of the observed sites (Figure 2.17 a-c). Conversely to under-balanced drilling, over-
balanced drilling is a technique where the well-bore is kept at higher pressure than 
surrounding rock-formations by using ‘mud’ during the drilling process, an example of 







Figure 2.17 (a) Well-pad Delta showing (1) a drill rig, (2) an unlit, venting stack, (3) air 
compressors, (4) main high-pressure air line, (5) flow line, (6) separator unit and (7) 
water tanks. (b) Well-pad Epsilon showing a prominent drill rig. (c) Well-pad Tau 
showing a prominent drill rig. (d) A well-pad near tau showing a drill rig and mud-pit 




2.4.3 Flask Analysis 
 During RF-2 a NOAA PFP was used to collect 12 flask samples. Two of these 
samples were collected above the boundary layer in the residual layer or free troposphere. 
These flasks were analyzed for GHG and hydrocarbon composition. The remaining 10 
flasks collected in the boundary layer were used to calculate hydrocarbon ratios. First, the 
lowest concentration flask was subtracted from the other nine flasks, then the remaining 
background subtracted flask data were plotted so the ratio was the slope generated from a 
linear least-squares fit. Ratios investigated included C3H8 / CH4 (C3/C1), n-C4H10 / CH4 
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(nC4/C1), n-C4H10 / C3H8 (nC4/C3) and n-C5H12 / C3H8 (nC5/C3).  Figure 2.18 shows the 
regression analysis for these ratios, all ratios are in ppb/ppb. Results of the hydrocarbon 
regressions and typical ratios for this region are shown in Table 2.4. The collected flask 
data show nC4/C3 and nC5/C3 ratios similar to typical Marcellus shale gas, but much 
lower C3/C1 and nC4/C1 ratios. This indicates that the region is being diluted with an 
essentially pure CH4 sources and is consistent with the hypothesis of significant 
emissions from coal bed methane, which is ~98% CH4 and contains trace amounts of 
higher hydrocarbons (Kotarba, 2001). 
  
 








Table 2.4 Hydrocarbon ratios for RF-1 and typical shale gas in this region. 
 
Study Ratio (ppb/ppb) 
C3/C1 nC4/C1 nC4/C3 nC5/C3 









~0.05 ~0.01 ~0.24 ~ 0.09 
 
 
2.5 Discussion and Conclusions 
 This work demonstrated the ability of the aircraft mass-balance approach to 
identify and quantify the emission of point sources. Importantly, the well pads quantified 
were identified as in the drilling phase, a pre-production stage not previously associated 
with significant methane emissions. The hypothesis for these emissions is the use of 
underbalanced drilling, suggested from aerial picture of equipment of the pads, combined 
with the presence of shallow coal seams prevalent in this region that produce coal-bed 
methane. Our flask analysis supports the presence of a pure CH4 source in this region, 
potentially from coal-bed methane which is low in hydrocarbons, with the observation of 
C3/C1 and nC4/C1 ratios that were anomalously low. This work highlights the potential 
for some sites to be ‘super-emitter,’ sources that emit an outsized portion of the total 
regional emission based on their prevalence. The high-emitting well pads in the drilling 
phase sampled here, which represent 1% of the wells in the OSA, emitted at a rate 2-3 
orders of magnitude higher than EPA estimates, yet emitted 4-30% of the observed 
regional flux. Brandt et al. (2014) studied data from multiple field studies and observed a 
skewed distribution of sources where, in some cases, most of the emissions came from 
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low-frequency super-emitters. This work theorizes the possibility of drilling to be another 
source with a skewed distribution and highlights the difficulties in traditional bottom-up 
techniques in capturing a true regional or national scale emissions estimate.  
 
Table 2.5. Natural gas portion of the top-down flux as a percentage of the unassociated 
natural gas production rate. 
 
Parameter 18-h Estimate 5 to 6-h Estimate 
 Low High Low High 
Top-Down Flux (g CH4s
-1km-2) 2.0  4.2 6.6 14.0 
CH4 from Nat. Gas (%)  22 62 22 62 
Nat. Gas Prod. Rate (g CH4s
-1km-2) 15.9 50.1 
Nat. Gas Flux/ Prod. Rate (%) 2.8 16.4 2.9 17.3 
 
 
 In addition, ALAR was used to observe and quantify a large region of CH4 
enhancement in southwest Pennsylvania. Using a bottom up-inventory provided by 
Cornell University, the top-down natural gas fraction of the observed flux was estimated 
by assuming the fractional distribution of sources of the top-down and bottom-up 
estimates were the same. The bottom-up inventory produced a range of 30-60% of the 
observed top-down flux expected to come from natural gas production activities. This 
fraction of the observed top-down flux divided by the gross natural gas production rate 
associated with each time scale leads to a leak rate equal to 3-17%o f production in this 
area, as shown in Table 2.5. This is within the range of results from other top-down 
estimates across the U.S., 2.3-17%, and previous observational studies indicating that 
high leak rates are a national problem (Katzenstein et al., 2005, Petron et al., 2012, 
Karion et al., 2013, Peischl et al., 2013, Petron et al., 2014). Further research including 
long-term observations is needed to definitively identify the true leak rate, but further 
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studies should also aim to identify large emission sources to generate potential emission 
reduction targets. In its current production process and use, natural gas may not provide 
any GHG reduction (Davis and Shearer, 2014; McJeon et al., 2014). Additionally, natural 
gas production can cause air and water quality issues that should be studied (Osborne et 







CHAPTER 3. EMISSION FACTORS AND EFFICIENCY OF ASSOCIATED 
GAS FLARES IN NORTH DAKOTA 
 
3.1 Motivation for Research 
 In addition to allowing access to natural gas locked in shale formations like the 
Marcellus region, the advent of hydraulic fracturing and horizontal drilling have allowed 
extraction of oil from oil shale and ‘tight’ or low porosity formations such as the Bakken 
Formation in North Dakota. As fossil fuels are often co-located it is not uncommon to 
produce significant amount of natural gas at oil production sites. Flaring safely removes 
the unwanted natural gas and converts the more potent GHG CH4 and other pollutants 
into CO2, but also produces reactive nitrogen species NO and NO2 (together called 
NOx).The rapid proliferation of oil wells in the Bakken has outpaced the construction of 
natural gas pipelines and ancillary systems to contain and transport the associated natural 
gas produced from oil wells and, combined with the low economic incentive to sell the 
associated natural gas, has led to an increase in flaring (EPA, 2012). Currently, about one 
third of the natural gas produced in North Dakota is reported as vented or flared (EIA, 
2014). As shown in Figure 3.1 the reported amount of natural gas vented or flared in 
North Dakota had been steady for several years, but has increased by a factor of 30 since 
2004 and is partly responsible for the factor of 2 increase in total U.S. venting and flaring 
between 2004 and 2012 (EIA, 2014). Flaring is also a large source of CO2 and black 
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carbon worldwide with 250 million tons CO2 and 228 thousand tons black carbon 
attributed to global flaring annually (Stohl et al., 2013; Olivier et al., 2013). 
 
 




 Given the large and increasing quantity of flaring currently occurring in the U.S. 
and North Dakota specifically, the quantification of emissions from flaring is essential. 
The magnitude of CH4 emissions is of particular consequence for natural gas flares due to 
the higher GWP of CH4. Flaring is generally assumed to have a CH4 destruction removal 
efficiency (DRE) value of 98%, according to a 1996 EPA/Gas Research Institute (GRI) 
study. This number is supposed to account for incomplete combustion and intermittency 
(periods when the flame goes out). Included in the EPA/GRI report is a review of earlier 
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studies, however only two of these used natural gas and these two actually used 
processed natural gas. No available studies have used a fuel representative of raw natural 
gas, which may have significantly different hydrocarbon ratios than processed natural 
gas. 
 Previous peer-reviewed studies designed to investigate flare efficiency have 
generally used scaled-down constructions of flares, for use in a laboratory, and predict 
very high (>98%) efficiency (Johnson and Kostiuk, 2000; Kostiuk et al., 2000). Actual 
on-site flaring techniques may differ significantly from downscaled simulation. One 
technical report from two on-site flare samples in Canada reported efficiencies as low as 
66-84% despite their own small and full-size laboratory tests that returned very high 
efficiencies (98-99%) (ECCP, 1996). More recent work to understand flare efficiency, 
combustion products and particulate matter emission, has been performed at a test facility 
using an industrial flare, which typically uses significant amounts of propylene and 
steam-assist technology (Johnson et al., 2011; Torres et al., 2012a; Torres et al., 2012b; 
Knighton et al., 2012) . On-site natural gas flares at oil wells are often temporary, simple 
and may not be subject to emissions reporting. Steam-assisted technology is usually used 
on flares at chemical plants and refineries while operators with field natural gas flares 
may choose to use air-assisted flares to ensure a smokeless flare (Akeredolu and 
Sonibare, 2004). A typical flare set-up with an optional steam assist nozzle is 
shown in Figure 3.2. Briefly, fuel gas is let into a flare stack. As the gas travels through 
the stack it passes through seals designed to prevent flame ignition beyond the flare tip as 
well as a baffle (or gas barrier) to remove liquids which could quench the flame, which 
will be collected in a canister called a knock-out drum and drained (Akeredolu and 
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Sonibare, 2004). A pilot burner is used to ensure the flare stays lit (Akeredolu and 
Sonibare, 2004). Air-assisted flares contain a fan at the bottom of the stack and a slotted 
exit near the flare tip to mix air more efficiently ensuring there is enough oxygen to 
promote complete combustion (Akeredolu and Sonibare, 2004). Steam-assisted flares 
contain a ring of steam nozzels near the flare tip to spray a fine mist of water into the 
flame. Once in the flame, the water breaks down into H and OH radicals which help 





Figure 3.2 (a) A typical flare set up (from Akeredolu and Sonibare, 2004). Also shown 





 In May and June of 2012 the first in-situ flare data was collected using ALAR. 
Ten flares were sampled in the Bakken Formation of North Dakota and an additional 
flare was sampled in the Marcellus Shale of Pennsylvania. In October, 2013 2 flares were 
sampled in the Eagle Ford shale of Texas and will also be discussed. Flare data was 
analyzed to produce emission factors for CH4 as well as CH4 destruction efficiency. In 
addition, the effect of a range of crosswinds was examined.  
 
3.2 Experiment Design 
 
3.2.1 Site Description 
 This work was primarily conducted in the Williston basin of the Bakken 
Formation in western North Dakota with an additional flare sampled in the Marcellus 
Shale formation in southwestern Pennsylvania. Ten flares in North Dakota were visually 
identified and sampled on 5/14/12 and 6/12/12-6/14/12 with the flare in Pennsylvania 
sampled on 6/18/12. Figure 3.3 shows the oil fields, active wells and flares sampled in 
North Dakota. Table 3.1 gives the detailed location and sampling dates for each flare in 






Figure 3.3 Location of oil fields (light blue), active wells (dark blue) and flares sampled 
(numbered balloons) in North Dakota. 
 
 
 Flares were identified and sampled randomly on the basis of their visibility in an 
attempt to sample multiple operators and common flare configurations used on-site. This 
sampling approach may be biased toward the largest, and potentially most efficient, flares 
as large flares were the most easily identified. Flaring was prevalent across the entire 
Bakken Formation with flare configurations ranging from very small stacks burning in 
small dugout pits, which were only successfully sampled once, to flares with stacks 
several meters high. Example flare set ups are shown in Figure 3.4. At the time of this 
work we identified only one large flare in southwest Pennsylvania, though recent EPA 
regulations have been enacted that will prevent direct venting, thus likely increase the 
prevalence of flaring in Pennsylvania, at least temporarily (PADEP, 2014). Additional 
EPA regulations require better infrastructure for gas transportation which may reduce the 
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prevalence of flaring overall (PADEP, 2014). Elevated flare stack heights typically range 
from 9-30 m above ground level (AGL) and aerial photographs and observations suggest 
that in this region elevated flares were ~9 m AGL (Akeredolu and Sonibare, 2004). 
Flame heights varied between sites and meteorological conditions, though at all sites 
flares were constantly lit and never sputtered or showed periods of intermittency.  
 
 
Fiugre 3.4 Typical flares in (a) Pennsylvania and (b) North Dakota. Also shown are a 






Table 3.1 Flare locations and sample dates. 
 
Flare Sample Date(s) Latitude Longitude State 
1 5/14/2012 47.819 -102.835 ND 
2a 5/14/2012 47.905 -102.763 ND 
2b 6/14/2012 47.907 -102.747 ND 
3a 6/12/2012 48.341 -103.663 ND 
3b 6/14/2012 48.341 -103.663 ND 
4 6/12/2012 48.923 -103.591 ND 
5a 6/12/2012 48.924 -103.549 ND 
5b 6/14/2012 48.924 -103.549 ND 
6 6/12/2012 48.980 -103.476 ND 
7 6/13/2012 46.122 -103.835 ND 
8 6/13/2012 47.733 -103.254 ND 
9 6/13/2012 47.993 -103.318 ND 
10 6/13/2012 47.876 -103.242 ND 
11a 6/18/2012 40.285 -80.431 PA 
11b 6/18/2012 40.285 -80.431 PA 
 
 
3.2.2 Instrumentation and Flight Design 
 The instrumentation used is described in Chapter 2.2.2 and consists of a 0.5 Hz 
CO2/CH4/H2O high-precision Picarro CRDS, 50 Hz BAT probe reporting wind and other 
meteorological data and 50 Hz GPS data. All instrumentation is aboard ALAR. A 
calibration plot for the CRDS for the duration of the experiment (5/14/12- 6/14/12 is 
presented in Figure 3.5. Measurement uncertainties for CO2 and CH4 are ±0.07 ppm and 






Figure 3.5 A composite (a) CO2 and (b) CH4 calibration plot for the CRDS for the 
duration of this experiment (5/14/2012-6/14/2012). Coefficient values are shown +/- the 
95% confidence level.  
 
  
 Flare plumes were sampled by flying directly into the flare plume from the 
downwind side. Sampling was completed by passing directly over the flare to maximize 
data collection in the flare plume. A sample flight path is shown in Figure 3.6 for flare 2a. 
Previous investigation of flare plume structure has been examined at laboratory scale and 
a distinct combustion (buoyant) and uncombusted fuel (non-buoyant) plume has been 
observed at local scales (Kostiuk et al., 2000; Gollahalli et al., 1995).  However, in a 
convective boundary layer buoyant and non-buoyant plumes emitted near the surface 
have similar dispersion rates and atmospheric turbulence should quickly mix heat and 
pollutants (Nieuwstadt and de Valk, 1987; Stull 1988). Thus it is assumed that at the 
sampling height distance from the flare the CO2 and CH4 plumes will be correlated and 
well-mixed. Thus, the unburned CH4 can be obtained from a regression of background 









3.2.3 Flare Plume Isolation 
 An example data series for a single flare, Flare 2a, is shown in Figure 3.7. Flare 
plume data was identified by isolating CO2 peaks greater than 7 σ above the background 
concentration. Background concentration and standard deviations were calculated from 
regions where no CO2 and CH4 peaks were present. However, as some flare sites were far 
from the initial background sampling area, the local background changes slightly. At 
these sites the local background was determined by calculating the mean excluding 
outliers (flare plumes). The standard deviation was assumed to be the same as the original 
background area. Mean background concentrations were then subtracted from the flare 
sampling CO2 and CH4 time series to produce ΔCO2 and ΔCH4 time series. Background 
concentrations ranged from 385.37-393.25 ppm and 1874.4-1919.8 ppb for CO2 and CH4, 
respectively. The 7 σ threshold was used to exclude weak CO2 plumes from other 
sources, such as diesel engines on the well pads. In addition, only flare data points within 
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4 seconds of the maximum CO2 peak were used to exclude contamination from other 
nearby CH4 sources.  The background CO2 standard deviation ranged from 0.27-0.44 
ppm in North Dakota and was 0.61 ppm in Pennsylvania. The CH4 standard deviation 
ranged from 1.1-3.6 ppb.  
 
 
Figure 3.7 An example time series of data collected for Flare 2a shown in Figure 3.3. 
 
3.3 Data Analysis and Results 
 
3.3.1 Calculation of Flare Emission Factors for CH4 
 Flare emission factors (EFs) were calculated three ways. A simple regression of 
ΔCO2 vs ΔCH4 for all corresponding plume points from a single flare was performed for 
each flare. In addition, regression of integrated flare was also made for the integrated 
ΔCO2 vs ΔCH4 for each flare pass for all corresponding plume peaks with at least three 
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points. In both cases regressions were forced through zero and the slope is then equal to 
the EF for each flare. Plots for the simple regression approach are shown in Figure 3.8. 
The data shown represent 4-14 flare passes. Simple regression results are reported in 
Table 3.2 and integration regression results are reported in Table 3.3. The integration 
regression was performed to assess the assumption of a well-mixed plume with correlated 
CO2 and CH4 concentrations. If plumes are more heterogeneous than expected, this may 
cause increased random scatter in the data. The effect of random scatter can be mitigated 
by sufficient repeated sampling, however, an alternate approach to reduce scatter would 
be to integrate peaks. Due to the time resolution of the instrumentation used and the time 
in the plume (<10 s), only 3-4 points were generally isolated by the plume criteria for 
each flare pass. Thus integration is not ideal for these types of non-fully resolved peaks. 
Nevertheless, integration was performed using a canned integration tool with a 





Figure 3.8 (a)-(n) Simple regression plots for all flares sampled. One sigma error of the 
slope and Person’s correlation coefficient are reported. 
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Table 3.2 Simple regression results for each flare. The EF is equal to the slope. Also 
reported are the 1σ error of the slope and the Pearson correlation coefficient for each 
flare.  
 
Flare Points Slope (ppm/ppm) ·1000 1σ Error of Slope r 
1 46 0.38 0.087 0.32 
2a 37 0.135 0.034 0.35 
2b 33 1.13 0.16 0.53 
3a 29 0.20 0.14 -0.02 
4 26 0.272 0.057 0.56 
5a 35 0.132 0.061 0.19 
5b 28 0.65 0.18 0.24 
6 20 1.66 0.54 0.32 
7 20 0.87 0.45 0.07 
9 33 0.249 0.020 0.83 
10 14 0.49 0.63 -0.14 
11a 13 0.214 0.098 -0.05 
11b 21 0.101 0.029 0.45 
Average ± σ  0.50 ± 0.47   




Table 3.3. Regression results from integrated peaks for each flare. The EF is equal to the 
slope. Also reported are the 1σ error of the slope and the Pearson correlation coefficient 
for each flare. Points represent the number of plume transects with at least 3 points in the 
plume. 
 
Flare Points Slope (ppm/ppm) ·1000 1σ Error of Slope r 
1 9 0.57 0.11 0.76 
2a 9 0.177 0.054 0.59 
2b 7 1.24 0.13 0.86 
3a 7 0.32 0.32 -0.10 
4 4 0.265 0.044 0.82 
5a 8 0.187 0.083 0.61 
5b 6 0.74 0.28 -0.19 
6 5 2.19 0.43 0.89 
7 3 0.79 0.42 -0.98 
9 8 0.265 0.035 0.86 
10 4 1.1 1.1 0.00 
11a 4 0.33 0.15 0.12 
11b 5 0.105 0.044 0.25 
Average ± σ  0.64 ± 0.59   
Median  0.33   
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 In addition, an aggregate approach was performed by combining data from all 
flares and directly calculating the EF as the ratio of ΔCH4 (in ppm) to ΔCO2 (in ppm) for 
all matched data points (n = 355). During this analysis, several of the matched points 
produced negative EFs, which are not possible. This is assumed to be the result of small 
negative ΔCH4 values that occur when the ΔCH4 concentration is within the variability of 
the background concentration. The matched data points were screened for instances 
where the ΔCH4 value was within ± 3σ of zero (a standard background criteria). Of the 
355 data points from the entire data set, only 168 of these passed the 3σ CH4 criteria. 
After isolating these points the effective limit of quantification (LOQ) for EFs was 
determined from the smallest quantifiable EF left. This value, 9.0  10-5, was used for the 
points where the EF was not determinable. Thus 53% of the data is reported as the LOQ. 
The aggregated EF analysis is presented as an Ogive plot in Figure 3.9. Ogive plots 
present data (in this case EF) versus the cumulative probability where each data point has 
the probability 1/(n+1). This approach is similar to a cumulative histogram. However, an 
Ogive plot does not depend on classes like histograms, which may not preserve as much 








Figure 3.9 (a) The EF ogive up to 95% cumulative probability. The shaded area 




3.3.2 Calculation of Flare Efficiency 
 
   Previous literature has traditionally used either combustion efficiency (CE) or 
destruction removal efficiency (DRE) in regards to flare efficiency (EPA, 1996; Johnson 
and Kostiuk, 2000; Kostiuk et al., 2000; Johnson et al., 2011; Torres et al., 2012a; Torres 
et al., 2012b; Knighton et al., 2012). CE is defined as the efficiency with which a flare 
completely converts the carbon in the fuel gas to CO2. DRE is a measure of how 
efficiently a flare removes a certain species (such as CH4) regardless of the combustion 
product. As complete information as to the composition of the fuel gas and combustion 
products are not available, calculation of DRE can be made by adopting with a few 
assumptions. First, it is assumed that CH4 combusts completely to produce CO2 and that 
CO and other combustion product production is negligible. Secondly, it is assumed that 
the original amount of CH4 in the flare fuel gas is equal to the observed unburnt CH4 
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plume plus some fraction of the observed CO2 plume. The fraction of CO2 from CH4 
combustion is derived from some commonly assumed natural gas composition scenarios 
(60, 80 and 100% CH4) in recent literature (Howarth et al., 2011; Hultman et al., 2011; 
Jiang et al., 2011; Stephenson et al., 2011; NETL, 2011; Venkatesh et al., 2011; Burnham 
et al., 2012; Weber and Clavin 2012). The other major flare gas constituents (C2H6, C3H8, 
C4H10 and C5H12) are distributed according to Rojey et al. (1997).  Table 3.4 shows the 
three scenarios, the flare gas mol % distribution of each species, and the carbon mol % of 
each species. 
 
Table 3.4 Assumed composition of flare gas for DRE calculations. Estimates for 
associated gas composition come from Rojey et al. (1997).  
 
Scenario Species Flare Gas Mol (%) Carbon Mol (%) 
 CH4 100 100 
 C2H6 0 0 
High CH4 C3H8 0 0 
 C4H10 0 0 
 C5H12 0 0 
 CH4 80 58.4 
 C2H6 10 14.6 
Avg. CH4 C3H8 5 10.9 
 C4H10 3 8.8 
 C5H12 2 7.3 
 CH4 60 35.1 
 C2H6 20 23.4 
Low CH4 C3H8 12 21.0 
 C4H10 5 11.7 
 C5H12 3 8.8 
 
  
 After these assumptions have been applied the DRE can be calculated via 
equation 3.1:  
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% 1 	 	
∙ 	
	 ∙ 100            3.1 
Where µCH4 and µCO2 are molar ratios and X is the fractional carbon composition 
attributed to CH4 in the pre-ignited flare gas from Table 3.4.  The DRE results calculated 
under each scenario for individual flare EFs from the simple regression are presented in 
Table 3.5. The Ogive plots for the aggregate analysis for each scenario are shown in 
Figure 3.10. The highest quantifiable DREs for each the 100, 80 and 60% CH4 scenarios 
are 99.99%, 99.98% and 99.97%, respectively. Table 3.6 reports pertinent statistics for 
the aggregate EF and DRE results.  
 
 
Figure 3.10 (a) The DRE ogives showing DREs greater than 98% efficient. The shaded 























































































































































   
   











   
   











   
   





















































































































































































































































































































































Table 3.6 EF and DRE statistics including the median, min, max, mean and 25% and 
75% quartile values. Also shown is the limit of quantification (LOQ) for the EF and the 













Min 9.0  10-5 Max 99.99 99.98 99.97 
25% 9.0  10-5 75% 99.99 99.98 99.97 
Med 9.0  10-5 Med 99.99 99.98 99.97 
75% 7.1  10-4 25% 99.93 99.88 99.80 
Max 3.5  10-2 Min 96.61 94.33 90.91 
 Mean 1.11  10-3 Mean 99.89 99.81 99.69 
 LOQ 9.0  10-5 LOQ 99.99 99.98 99.97 
 
 
3.3.3 Analysis of Wind Speed Effects on Efficiency 
 As part of the meteorological data collected, wind speeds were measured during 
each flight. In laboratory studies it has been observed that crosswind (wind perpendicular 
to the flare stack) speed can have a significant negative impact on flare efficiency and 
high crosswinds (15 m/s) decreased efficiency by up to 10% (Johnson and Kostiuk, 2000; 
Kostiuk et al., 2000).  Simple regression data was used for the wind speed analysis as a 
directly corresponding average wind speed was calculated for each flare. A plot of wind 
speed and regression EF as well as the corresponding regression is shown in Figure 3.11. 
An exponential function was assumed because previous laboratory work suggests the 
relationship between wind speed and efficiency is not linear and appears to be 
exponential (Johnson and Kostiuk, 2000). The plots shows a low correlation coefficient 





Figure 3.11 EF regression values for each flare plotted against crosswind speed. Error 
bars represent the 1σ error of the slope. 
 
 
3.3.4 Flaring from other Shale Fields 
 As of 2012, the latest year with complete production data, flaring and venting in 
North Dakota accounted for about 37% of total U.S. flaring and venting and represented 
the state with the largest flaring and venting amount (EIA, 2014). However, other states, 
which may have different flaring practices or geology that affect flaring, also contribute 
to U.S. flaring. As of 2012, Texas was the state with the second largest flaring and 
venting amount, accounting for 22% of the total U.S. flaring and venting (EIA, 2014). In 
June of 2014 two flares located at (28.991°, -97.724°) and (29.076°, -97.699°) in the 
Texas Eagle Ford Shale were identified and successfully sampled as previously described 
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in this work, however, a limited number of sampling passes were performed for each 
flare. The flares were observed to have very small flames that often sputtered and went 
out. Due to the limited number of passes for each flare, EFs and DRE were calculated 
according to the aggregate analysis approach described in section 3.3.1. The results are 
shown in Figure 3.12. Statistics for the aggregate analysis are recorded in Table 3.7. 
 
 
Figure 3.12 (a) The EF Ogive for the Texas flares. (b) The DRE Ogive for the Texas 







Table 3.7 EF and DRE statistics including the median, min, max, mean and 25% and 













Min 4.0  10-4 Max 99.9 99.9 99.9 
25% 5.3  10-3 75% 99.5 99.1 98.5 
Med 9.0  10-3 Med 99.1 98.5 97.5 
75% 2.0  10-2 25% 98.0 96.7 94.6 
Max 7.9  10-2 Min 92.7 88.1 81.6 
 Mean 1.8  10-2 Mean 98.3 97.1 95.4 
 Std 2.3  10-2 Std 2.1 3.5 5.4 
 
 
3.4 Discussion and Conclusions 
 
 The EF results between the simple regression, integration regression, and 
aggregate analysis are consistent. The 25-75% EF quartile range for these analysis are 2.0 
 10-4 to 6.5  10-4 ppm/ppm, 3.3  10-4 to 7.9  10-4 ppm/ppm and 9.0  10-5 to 7.1  10-4 
ppm/ppm, respectively. The consistency of these results suggests that any of these 
approaches will give accurate results. However, the calculated Pearson’s product-moment 
for the integration regression analysis often shows higher values indicating better 
correlation between the data. This suggests that plume inhomogeneity is a source of 
random error. When multiple passes are available for integration the integration approach 
may reduce the scatter in the regression. However, the integration regression also 
generally had higher standard error on the slope (EF) as a result of the reduced data 
quantity from integration. The simple regression and aggregate analysis approaches have 
the advantage of preserving more observations in the event where data quantity is limited. 
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 In all cases the reported EFs are very low. Median and 25-75% quartile values are 
used as best estimates for the EF values because the mean is often equal or greater than 
the 75% quartile value. Unlike the median, the mean can be greatly impacted by the low 
frequency high EFs we observed. These few very high EFs are likely caused by the 
inhomogeneity in the flare plume and/or the influence of other nearby CH4 sources like 
venting operations on the well pad that could not be distinguished from the flare signal. 
The 25-75% quartile values from all analyses span less than a factor of 8 indicating that 
flare EFs did not very greatly over different sites and sampling days. The correspond 
DREs for all scenarios are also very high with 25% quartile values of 99.93%, 99.88% 
and 99.80% for the 100, 80 and 60% CH4 scenarios, respectively. These results indicate 
that the sampled flares are extremely efficient in removing CH4 and that the default 98% 
flare efficiency is overly conservative for these flares. It is important to note that these 
flares were constantly lit and never sputtered. The original 98% efficiency number also 
accounts for flame intermittency and venting when the flare is out (DRE = 0). It is 
therefore possible that flares under different conditions (e.g. the flares observed in Texas) 
that produce sputtering flames may be better represented by the 98% efficiency number. 
Limited observations from small, sputtering flare in Texas suggest the 98% efficiency 
may be appropriate for these types of flares, where the observed 25-75% quartile DREs 
were 98.0-99.5%, 96.7-99.1% and 94.6-98.5% for the 100, 80 and 60% CH4 scenarios, 
respectively. 
 The wind speed analysis revealed a minimal negative effect caused by high wind 
speeds. Between the lowest (~5 m/s) and highest (~15 m/s) observed wind speeds the 
projected EF increases by less than a factor of 3. Overall the wind speed was not 
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observed to significantly impact the flare efficiency with no DRE value lower than 
99.68% for the flares sampled under high wind speeds in all composition scenarios. In 
addition, the exponential fit, the fit that most closely resembles the expected relationship 
from previous work (Johnson and Kostiuk, 2000; Kostiuk et al., 2000), provides a 
coefficient of determination (R2) value of 0.09 indicating that wind speed only marginally 
explains any observed variability in the flare EFs. The discrepancy between previous lab 
studies and these results may be explained by the configuration and operation of the 
flares sampled. Previous studies suggest that high gas exit velocities and large inside 
stack diameters correspond to lower sensitivity to crosswind speed (Johnson and Kostiuk, 
2000; Kostiuk et al., 2000). Data related to actual flare construction and operation or the 
nature of any assist technology is not publicly available, however, it is possible that these 
variables mitigate any adverse effects of increased crosswind speed and are more 
important contributors to flare to flare EF variability.  
 In the course of sampling flare plumes over the Bakken Formation, CH4 plumes 
uncorrelated to CO2 plumes, and thus flares, were observed. As shown in Figure 3.13 
these CH4 plumes were often much larger than the flare CH4 plumes. These non-flare 
plumes were typically sampled at altitudes 2-3 times higher than the flare plumes and 
were observed at higher altitudes and greater distances from potential sources indicating 
that these signals originated from substantially larger CH4 sources than flares. The areas 
of the Bakken Formation sampled were generally undeveloped or cropland and 
noticeably strewn with oil well pads. This land use distribution means that common 
methane sources such as landfills, wetlands, dairy farms, waste water treatment plants 
and civic natural gas distribution infrastructure were scarce, and thus these plumes most 
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likely correspond to the extensive oil production activities in the area such as intentional 
venting or unintentional fugitive leaks and venting. In one case the source was identified 
as a dairy farm by circling the potential source and observing a CH4 plume only 
downwind of the source.  More field work is needed to identify these sources and 
understand how and why the emissions occur.  
 
 
Figure 3.13 Time series of CO2 and CH4 for Flare 6, shown in Figure 3.3, showing flare 
signals circled in red. Several large CH4 peaks are uncorrelated with flare signals. 
 
 
 Overall, existing shale gas flares can be very efficient in removing CH4 such that, 
if the CH4 would otherwise be vented, may have an advantageous short-term climate 
impact. Crosswind was not observed to be a significant contributor to decreased flare 
efficiency or flare to flare variability. Though all the analysis strategies used in this work 
were shown to produce similar results, some strategies may be more applicable for 
certain data measurement limitations. Future EF studies may be able to use high-
frequency instruments to enable robust integration regressions and reduce the potential 
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for scatter in the regression techniques if a sufficient number of plumes are sampled. 
Additionally, small data sets where multiple passes are not available may benefit from the 
aggregate analysis approach to preserve data points, while still providing robust EFs. 
While CH4 EFs are shown to be extremely low for all sampled flares in North Dakota and 
Pennsylvania it is important to note that flares used in different configurations that 
promote sputtering, such as those observed in Texas, may produce significantly different 
EFs. More work is needed to accurately assess emission factors and efficiencies of flares 
in different regions that may have different operators and different regulations. 
Nevertheless, in all sampled flares the CH4 EFs are generally low and the impact of other 
compounds emitted from flaring, such as particulate matter, NOx, black carbon or 
incomplete combustion products may have a more significant climate and air quality 
effect (Villasenor et al., 2003; Dung et al., 2008; Orimoogunje et al., 2010). These effects 
have not been extensively studied in the U.S., but should be pursued, particularly as 
flaring becomes more prevalent in the U.S (Villasenor et al., 2003; Dung et al., 2008; 
Orimoogunje et al., 2010). Recent tests of an industrial flare suggest flaring may increase 
NOx emissions under low flow conditions using steam or air assist technology that allows 
too much air to mix into the flare (Torres et al., 2012a; Torres et al., 2012b; Torres et al., 
2012c). However, recently NOx emissions have been decreasing in the U.S. (Reuter et al., 
2014). As NOx and VOC emissions are important for ozone formation, regionally 
elevated NOx levels may present local air quality problems despite nationally decreasing 













4.1 Motivation for Research 
 Real-time observations of ecosystem heat and CO2 exchange are important for 
both understanding ecosystem interactions and variability and constraining models that 
aim to simulate the net ecosystem exchange (NEE) of CO2 across large areas, e.g. 
continents (Hollinger et al., 2004; Maselli et al., 2010; Drohan et al., 2012; Fu et al., 
2014; ). However, long-term monitoring is typically conducted at tower sites, at which 
measurements of fluxes can be conducted from an upwind source area, or footprint, of 
only a few km2.  Tower sites are often chosen because they are accessible and cover 
simple topography and homogeneous landcover type to enable testing of our 
understanding of individual ecosystems through modeling. However, they may not be 
representative of the larger region they are being used by models to constrain, which may 
span  ~10,000 km2. Studies that focus on the representativeness of tower sites largely 
focus on landcover type and normalized difference vegetation index (NDVI), which is a 
measure of the extent and location of photosynthetically active vegetation types (Kustas 
et al., 2006; Barcza et al., 2009; Chen et al., 2012).  Many other parameters may be 
important contributors to regionally heterogeneous surface fluxes including topography, 
soil type, temperature, precipitation and soil moisture (Urbanski et al., 2007; Medvigy et 
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al., 2010). Root zone soil moisture (RZSM), for instance, is expected to account for up to 
80% of the interannual variability in NEE fluxes in boreal forests (Griffis et al., 2004; 
Krishnan et al., 2006; Seneviratne et al., 2010).RZSM has been defined or estimated 
differently in different studies based on data availability. In this analysis, RZSM is 
defined as the soil moisture content below the surface soil or the soil moisture content 
below 10 cm to a depth of 100 cm. There is urgent need for large scale data for important 
parameters, including large scale NEE fluxes for model comparison. To accomplish this, 
remote sensing and aircraft platforms are necessary.  
 Aircraft platforms have been used to measure surface fluxes since the late 1980s 
and can access and sample a much larger area than most tower measurements (Desjardins 
et al., 1989; Desjardins, et al., 1995; Desjardins, et al., 1997; Dobosy, et al., 1997; Gioli 
et al., 2004; Gioli et al., 2006; Miglietta et al., 2007; Kirby et al., 2008; Hutjes et al., 
2010; Maselli et al., 2010; Vellinga et al., 2010; Metzger et al., 2012; Metzger et al., 
2013; Vellinga et al., 2013). The extent of the footprints of aircraft measurements is 
dependent on the altitude and length of the sampling transect and thus may change 
significantly depending on the experimental design. Typical aircraft measurement 
footprints can range from 10-100 km2. Additionally, as aircraft are highly mobile, they 
can sample areas far from towers and other monitoring sites including areas with high 
topographic variation that are not ideal for tower monitoring. However, aircraft data are 
typically not able to be collected over long time periods due to financial, technical, 
logistical and weather constraints. While aircraft platforms cannot provide necessary 
long-term monitoring, they can be used to supplement tower data and aid in model 
evaluation of regional scale models.  
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 Measurements of parameters vital to models such as landcover and NDVI can be 
made with radar and satellite data. Landcover, which is a measure of the surface land 
type (e.g. deciduous forest, wetland, urban, etc.) is made using a combination of remotely 
sensed data including surface reflectance, surface temperature and surface texture (Friedl 
et al., 2002; Justice et al., 2002). A key parameter used in landcover determination is 
absorption at photosynthetically active wavelengths (Friedl et al., 2002; Justice et al., 
2002). This is also a key determiner of NDVI. The Soil Moisture Active Passive (SMAP) 
satellite and the Soil Moisture Ocean Salinity (SMOS) satellites collect surface soil 
moisture data (typically up to a depth of ~5 cm) using L-band synthetic aperture radars 
(SAR) (Kerr et al., 2001; Entakhabi et al., 2010). Both satellites provide complete global 
soil moisture data every 3 days, though SMOS (operated by the European Space Agency) 
provides data at 50 km resolution and SMAP (operated by NASA/JPL) at 3 km resolution 
(Kerr et al., 2001; Entakhabi et al., 2010). L-band SARs use microwave radiation at 
wavelengths of about 23 cm, which can penetrate vegetation and cloud cover and soil up 
to ~5 cm (Ulaby et al., 1996; Moghaddam et al., 2000; Reigber and Moreira 2000). P-
band SARs use microwave radiation at lower frequency (wavelength of around 68 cm), 
which can return information about soil moisture up to 1.2 m in depth and can is less 
affected by dense vegetation cover (Ulaby et al., 1996; Moghaddam et al., 2000; Reigber 
and Moreira 2000). Currently, P-band SAR has not been deployed on satellites for long-
term monitoring.  
 In this study, an instrumented aircraft was flown over three east-coast forest sites, 
shown in Figure 4.1,  to collect CO2 and heat fluxes at sites over large study regions 
(~10,000km2) including sites far from ground towers. The goal of this study is to 
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determine typical uncertainties for aircraft flux measurements as well as analyze the 
drivers of the observed variability. In addition, the Airborne Microwave Observatory for 
Subsurface and Subcanopy (AirMOSS) campaign was ongoing and coincident soil 
moisture detected by a P-band SAR onboard a NASA G-III jet was available for some 
flights. Finally, the aircraft data will be compared to tower data in an effort to evaluate 
the quality of the aircraft data and to evaluate tower representativeness of the broader 
regions they typically represent for modelling use. 
 
 





4.2 Experiment Design 
 
4.2.1 Site Description 
 Measurements were conducted in July 2012 and May-August 2013 over Harvard 
Forest, Massachusetts, Howland Forest, Maine and Duke Forest, North Carolina. A 
summary of the flight experiments is shown in table 4.1. Harvard Forest is a ~80 year old 
temperate forest. The primary landcover is deciduous or mixed (deciduous and 
evergreen) forest with the dominant tree species being red oak, red maple, red and white 
pine, yellow and white birch, beech, ash, sugar maple and hemlock (Wofsy et al, 1993). 
The area is hilly and sparsely populated. The average canopy height is 23 m. An eddy 
covariance tower at this site is located at 42.5378°, -72.1715° and has been operational 
since 1990 (Wofsy et al, 1993).  Flux and meteorological measurements at the tower are 
made half-hourly at 30m  (Goulden et al., 1996).  Howland Forest is a ~110 year old 
temperate forest that is primarily evergreen and mixed forest. The dominant tree species 
are red spruce, eastern hemlock, balsam fir, white pine, northern white cedar, red maple 
and paper birch. The area is flat and very sparely populated. The canopy height is 20 m. 
A tower measuring hourly fluxes and meteorology is located at 45.2041°, -68.7402° and 
has been operational since 1996 (Hollinger et al., 1999). Duke Forest is a temperate ~90 
year old mixed forest. Dominant tree species include mockernut hickory, pignut hickory, 
tuliptree, sweetgum, white oak, red maple, loblolly pine, swamp chestnut oak, willow 
oak, American hornbeam, hophornbeam, winged elm, flowering dogwood, eastern 
redbud, and eastern redcedar (Herrick et al., 1999). The average canopy height is 19 m. A 
tower measuring hourly fluxes and meteorology is located at 35.9782°, -79.0942° and has 
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been non-continuously operational since 1998. The area is generally flat with prevalent 
crop and grazing land and large urban centers (Raleigh, Durham and Greensboro). 
Pertinent instrumentation at all sites consists of a LI-COR CO2/H2O infrared gas 
analyzer, an Applied Technologies sonic anemometer, and a Radiation and Energy 
Balance Systems Net Radiometer. The landcover distributions for the 3 forest sites are 
shown in Figure 4.2, with pie charts of the total landcover distribution at each site shown 
in Figure 4.3. The landcover distributions around the tower sites is shown in Figure 
4.4and shown predominantly deciduous forest at Harvard and evergreen forest in 
Howland and Duke. Harvard and Howland Forests experience predominantly southwest 
and northwest winds, while Duke Forest experiences predominantly southwest winds. 
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7/7/2012 Harvard 12:04 294 6.54 N Deciduous 
7/7/2012 Harvard 13:35 294 7.19 N Deciduous 
7/8/2012 Harvard 12:07 307 4.67 N Deciduous 
7/8/2012 Harvard 13:01 284 5.71 N Deciduous 
7/8/2012 Harvard 15:34 308 6.93 N Evergreen 
7/9/2012 Harvard 13:20 325 5.86 N Deciduous 
7/9/2012 Harvard 16:01 310 6.03 N Deciduous 
7/10/2012 Howland 14:07 275 6.17 N Evergreen 
7/10/2012 Howland 15:05 278 7.15 N N/A* 
7/11/2012 Howland 13:14 268 4.96 N Evergreen 
5/30/2013 Harvard 13:45 276 8.18 Y Deciduous 
5/30/2013 Harvard 15:52 279 8.44 Y Evergreen 
5/31/2013 Harvard 12:06 262 6.46 N N/A* 
5/31/2013 Harvard 13:09 229 5.40 N Deciduous 
6/1/2013 Howland 12:57 227 7.72 N Evergreen 
6/1/2013 Howland 14:08 231 7.29 N Evergreen 
6/2/2013 Howland 12:19 175 5.66 Y Evergreen 
6/2/2013 Howland 13:35 171 7.01 Y N/A* 
6/4/2013 Duke 1237 47 4.18 Y Deciduous 
6/4/2013 Duke 14:01 74 4.33 Y Cropland 
7/7/2013 Duke 16:53 204 6.66 N Deciduous 
7/8/2013 Duke 12:41 249 2.63 N Deciduous 
7/8/2013 Duke 14:30 246 3.09 N Deciduous 
7/9/2013 Duke 12:39 200 3.78 Y Deciduous 
7/9/2013 Duke 14:37 183 4.28 Y Deciduous 
7/10/2013 Duke 12:57 214 6.78 N Deciduous 
7/10/2013 Duke 15:12 201 5.56 N Cropland 
8/19/2013 Howland 12:47 289 8.22 Y Mixed Forest 
8/19/2013 Howland 14:17 276 6.57 Y Evergreen 
8/20/2013 Howland 12:28 235 3.11 N Evergreen 
8/21/2013 Harvard 12:05 269 3.70 N Deciduous 
8/21/2013 Harvard 13:36 260 4.21 N N/A* 
8/22/2013 Harvard 12:20 224 5.08 Y Evergreen 
8/22/2013 Harvard 13:58 221 4.98 Y Mixed Forest 
8/23/2013 Duke 14:21 307 4.10 N Deciduous 
8/24/2013 Duke 12:20 39 6.13 Y Deciduous 
8/24/2013 Duke 14:07 46 6.84 N Deciduous 






Figure 4.2 Landcover maps using 2011 national landcover database (NLCD) 30m 






Figure 4.3 Pie charts of landcover distribution over the whole study are of (a) Harvard 




Figure 4.4 Location of tower sites on landcover maps for (a) Harvard, (b) Howland and 
(c) Duke Forests. Plots show a 4 km2 region centered on the tower.  
 
 
4.2.2 Instrumentation and Flight Design 
 Data was collected using ALAR equipped with instrumentation as described in 
Chapter 2. However, for eddy covariance measurements the CRDS was switched to flux 
mode, which allows for 10 Hz CO2 and H2O data collection. In this mode precision is 
calculated as 0.3 ppm for CO2 and reported as 30 ppm for H2O. While the CRDS collects 
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data at this frequency, a KNF vacuum pump pulls air through the CRDS at ~3 L min-1 
giving an the actual response time of ~3 Hz, determined by response time tests. Due to 
inadequate pressure in the sampling line, calibrations must be made on the ground instead 
of in the air. Typically, one calibration is made using the previously described standards 
prior to each flight. 
 Sampling transects were chosen to isolate areas of relatively homogeneous 
landcover. Transect lengths were designed to encompass the entire spectrum of eddies 
that may contribute to flux and thus were between 15-20 km. Previous work indicates 
that the minimum distance that can be covered and still sample all important eddies is ~4 
km (Desjardins et al., 1989; Lenschow et al., 1994; LeMone et al., 2003). Figure 4.5 
shows an ogive plot of the CO2 and vertical wind covariance that is used to derive the 
minimum flight distance. As a stringent cutoff, 99.9% of the contributing eddies occur at 
lengths less than or equal to10 km (10-4 m-1). To ensure representative sampling of larger 
eddies, this minimum distance was doubled to produce the 20 km ideal transect length 
used in the flight design. The effect of using a less stringent transect length criteria will 
be examined. For example, approximately 99% of the eddies occur at length less than or 
equal to 5 km (2 × 10-4 m-1). Reducing transect length requirements may allow for faster 






Figure 4.5 (a) Typical ogive plot for vertical wind covariance with potential temperature 
(red), H2O (blue) and CO2 (green) showing that >99% of the flux is carried by eddies 
smaller than 10 km. (b) Shows the full cospectrum ogive. 
 
 
 Flight experiments were designed to account for vertical flux divergence and 
minimize random sampling error (Stull, 1988). Typically, three low altitudes were chosen 
over a specified transect and each altitude was sampled three (non-sequential) times. 
Transect passes were flown at low air speeds (~55 m/s) and took less than 10 minutes 
each with a whole experiment completed in about 90 minutes. Data were collected 
between 11 AM and 4 PM in an attempt to sample large flux signals that did not change 
greatly over time, e.g. due to changes in boundary layer structure and photosynthetic 
activity. At least one vertical profile was collected during every experiment to determine 
boundary layer depth. 
 Once fluxes were calculated for each transect, results from similar heights were 
averaged and then a linear regression was used to extrapolate to surface level flux. 
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Extrapolation is necessary due to the flux divergence in the atmosphere above the surface 
layer as discussed in Chapter 1 (Stull, 1988). Additionally, Desjardins et al. (1989) 
observed significant flux divergence even in the surface layer. Fluxes are expected to 
linearly decrease up to the top of the boundary layer, therefore fluxes measured at 
individual sampling heights cannot be directly compared to tower or other surface data 
(Stull, 1988). Figure 4.6 shows an example extrapolation for all three fluxes. Tower data 
is typically calculated to half-hour or hour increments and must be linearly interpolated to 






Figure 4.6 Linear extrapolation to the surface for (a) sensible heat, (b) latent heat and (c) 
CO2 flux. The large colored points denote averaged fluxes, while the small black dots 




4.3 Flux Calculations 
 As described in the introduction, turbulent flux measurements are made using the 
eddy covariance method, where high frequency vertical wind and trace gas data are used 
according to equation 4.1.  
	 ̅ ∑ ′ ′ ∆       4.1 
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Here, S is the groundspeed of the aircraft (m/s), T is the duration of the measurements 
(s),	∆t is the time between measurements (s), w is vertical wind (m/s) and c is a scalar on 
interest. The prime denotes the values used are perturbations from the average over the 
measurement timeframe.  The effect of using both aircraft groundspeed and time is to 
produce a spatial average, rather than a time average produced by flux towers. A time 
series of raw data collected at ~180 m AGL used to calculate flux is shown in Figure 4.7. 
As shown in the figure upward eddies (positive vertical wind perturbations) are depleted 
in CO2 and enriched in H2O due to the surface forest sink and source, respectively. 
 
 
Figure 4.7 Mean-subtracted observations of CO2, H2O, Potential Temperature and 




 Prior to calculating fluxes a lag adjustment is made. Due to the delay between the 
measurement of air speed at the BAT probe and measurement of gas concentration in the 
CRDS, there is not synchronous correlation between the two measurements, in the 
absence of time scale adjustment.  To realign the data, a covariance calculation between 
vertical wind and either CO2 or H2O is made for the data. The covariance program adds a 
lag to the CO2 and H2O data, effectively shifting it along the vertical wind speed time 
series. The output consists of a covariance value at each lag increment. The optimum lag 
is determined to be where CO2 shows maximum negative correlation and H2O shows 
maximum positive correlation with vertical wind. Lags were calculated for each 
experiment and did not drift significantly from day to day. Though H2O and CO2 have 
been observed to have different lags in certain experimental set-ups, no significant 
difference in lag was observed in this configuration. This is most likely due to the short 
manifold and low resonance time in the manifold (~0.1s). Data was visually inspected for 
potential spikes (outlier points caused by electronic or other noise), which were rare, and 
a de-spiking protocol was used only if a potential spike was suspected. After analysis no 
parameters were identified to contain real spikes, defined as points 10σ above the mean, 
at any time during flux transects.  
 Fluxes for sensible heat (H), latent heat (LE) and CO2 were calculated according 
to equation 4.1 using dry air mixing ratios directly recorded by the CRDS. Sensible heat 
flux is the vertical transport of heat stored in the atmosphere and uses potential 
temperature as the generic scalar ‘c’ in equation 4.1. Latent heat flux is the vertical 
transport of potential heat stored in the evaporated water of the atmosphere and uses H2O 
as ‘c’ in equation 4.1. Finally, CO2 flux is the vertical transport of CO2 and uses CO2 as 
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‘c’ in equation 4.1. In all cases positive fluxes indicate a net upward transport or source 
and negative fluxes indicate a net downward transport or sink. The use of dry air mixing 
ratios allows corrections for density fluctuation caused by changes in temperature and 
water, known as the Webb-Pearman-Leuning (WPL) correction, to be neglected (Webb et 
al., 1980). Fluxes are then converted to standard units (Wm-2 and μmol m-2s-1) using 
average air density and the heat capacity of air.  
 
4.3.1 Corrections 
 Typically, eddy-covariance measurements require multiple corrections to be made 
including wind corrections, density fluctuation corrections, sampling-line corrections and 
spectral corrections (Burba, 2005). Eddy covariance measurements require very accurate 
vertical wind measurements. At tower sites, which use stationary wind measurement 
equipment, vertical wind accuracy may be affected by tilted equipment and surface up-
slope or down-slope flows (Horst et al., 1986; Frank et al., 2013). Slight tilting of the 
instrumentation can cause some of the horizontal wind to be recorded as vertical wind. 
Particularly at night and in early morning, up slope and down slope ‘drainage’ flows can 
cause the mean horizontal wind direction to deviate from being completely horizontal and 
also cause overestimation of the vertical wind component (Horst et al., 1986). 
Advancements have been made to account for errors in tower measurements (Wilczak et 
al., 2001). However, the aircraft BAT probe data processing already measures the angle 
at which wind data is collected and corrects the data. The BAT probe has been 
extensively calibrated and corrections have been made for lift-induced upwash, which 
would otherwise affect the vertical wind measurements (Garman et al., 2006, Garman et 
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al., 2008). Additionally, the aircraft should be far enough from the surface that local flow 
distortions do not affect the measured wind data. Therefore, no additional wind 
corrections were made. As stated previously, WPL corrections were neglected by using 
the dry air mixing ratios directly recorded by the CRDS. Sampling line corrections may 
be needed for sites with long sampling lines, particularly for H2O, where long sampling 
lines dampen fluctuations and allow mixing in the tube (Burba, 2005). Due to the short 
nature of the sampling manifold, ~3m, and short resonance time (~0.1s), it is assumed 
that no sampling line corrections are needed.  
 Of the corrections mentioned, the only one identified as applicable was the 
spectral correction. Due to sampling frequency limitations, it is impossible to sample the 
full range of eddies contributing to the flux, particularly in the high-frequency range 
(Moore, 1986; Burba, 2005). As high frequency eddies are the result of the turbulent 
energy cascade, they follow a predictable decay curve in the inertial subrange (Stull, 
1988). This area typically encompasses eddies smaller than ~100 m (Stull, 1988). This 
curve can be modelled and applied to the observed turbulence cospectrum  of vertical 
wind and any desired parameter to correct for the flux carried by the eddies not sampled. 
The spectral correction procedure used was developed by Stefan Metzger and is 
described in Metzger et al. (2013). The procedure uses the Massman (2000) model to 
predict the cospectrum shape. The integration of the observations compared to the model 
can then be used to determine the flux underestimation. Median spectral corrections for 
CO2, sensible and latent heat flux were 20%, 21% and 20%, respectively. Due to the 
influence of the surface limiting the size of eddies physically possible, lower altitudes are 
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expected to have higher spectral corrections. Figure 4.8 shows the smoothed vertical 








 As part of the quality control process, data points were flagged if the magnitude 
of the spectral correction was larger than 50%. This value was chosen because it 
corresponds to the average spectral correction (33%) + 3σ of the spectral corrections at 
the lowest altitude (6%). In addition, data were flagged for transects with a friction 
velocity value of less than 0.2 m/s and a zeta value of greater than 1. Friction velocity is a 
measure of mechanical turbulence in the atmosphere and is calculated according to 
equation 4.2. 
∗ 	 	 /             4.2 
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Here, u is the northerly wind component, v is the easterly wind component and w is the 
vertical wind component. Low friction velocity values can indicate insufficient 
turbulence to measure eddy covariance fluxes. Zeta is a non-dimensional stability 
parameter generated by dividing observation altitude by the calculated Obukhov length 
(L) which is presented in Equation 4.3. 
∗
∙ ∙
       4.3 
 Here, is θv virtual potential temperature, u* is friction velocity, k is the dimensionless 
von Karman constant estimated as 0.4 and g is the gravitational acceleration constant 9.8 
m s-1. Virtual potential temperature is calculated according to equation 4.4. 
1 0.61     4.4 
Here, rsat is the water vapor saturation value and rL is the liquid water mixing ratio (used 
if the air parcel is supersaturated). Negative zeta values indicate neutral to unstable 
conditions that generate turbulence sufficient for eddy covariance flux measurements 
while positive zeta values indicate stable conditions that may not be suitable for flux 
observations (Stull, 1988). All flagged data were not used for subsequent analysis or 
calculations. Additionally, as data quality is also dependent on a suitable number of 
observations through the boundary layer to characterize the flux gradient, experiments 
where less than two observations at each altitude were available were discarded. Of the 
296 observations, 18 were flagged and of the 37 experiments, up to 5, 7 and 8 were 





4.3.2 Error Analysis 
 An important part of any analytical measurement is uncertainty analysis. Errors 
affecting measurements may be random or systematic (biases). Though methods have 
been published to calculate both random and bias error, here only random error was 
calculated (Mann and Lenschow, 1994; Rannik and Vesala, 2012; Salesky et al., 2012; 
Wang et al., 2014). The experimental design and applied corrections are made so as to 
minimize any bias in the measurement technique due to lag in the data or spectral under-
sampling. Other bias in the flux calculation shown in Equation 4.1 may come from bias 
in the scalar measurement, wind measurement, or groundspeed measurement. An 
important feature of the calculation is that perturbations from the mean are used, not 
absolute concentration. Therefore any biases in the absolute measurements should cancel 
out. For instance, the vertical wind component is corrected for variability in lift-induced 
upwash, however a constant ~2 m/s upwash bias is left over in the data. From calibrations 
with NOAA/ESRL standards described in Chapter 2, uncertainty in the scalar 
concentrations are 0.3 ppm and 30 ppm for CO2 and H2O, respectively, while the error in 
the vertical winds is 0.06 m/s and in the groundspeed is 0.4 m/s (Garman et al., 2006; 
Garman et al., 2008). Importantly, wind and scalars do not deviate from expected 
relationship (-5/3 slope) in the inertial subrange indicating there is not inherent bias in the 
instrument set-up for the parameters. Power spectral density plots of vertical winds, 
potential temperature, CO2 and H2O are shown in Figure 4.9. Propagating the instrument 
uncertainties through Equation 4.1 gives an expected uncertainty of ~3 % which is small 
compared to extrapolation errors that will be discussed. As there may be unknown 
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systematic errors, the aircraft data will be compared to tower measurement at all three 
sites to observe any residual biases after data processing.  
 
 
Figure 4.9 Power spectral density plots for three altitudes during Flight 7/7/2012 over 
Harvard Forest. Shown are spectra for (a) vertical wind, (b) potential temperature, (c) 
H2O and (d) CO2 with the expected -5/3 relationship as a dashed black line.  
 
 
 Random errors for individual observations (  are calculated according to Mann 
and Lenschow (1994), shown in Equation 4.5.  
0.57 ∗
	 1 ∙ ∗ ∗ 	 	 ∙    4.5 
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Here, ∗ is the observation altitude in m ( ) scaled by boundary layer depth in m,  is the 
length of the transect (m) and  is the observation flux. The slope, , is derived from the 
gradient of the fluxes averaged at each altitude for each experiment. The variables and 




   4.6 
	 ∙
     4.7 
These equations have been rearranged slightly from the original published form that 
included the extrapolated surface flux ( ) in the calculations. The reason for this is to 
approximate the observed gradient, which is an important variable that affects the 
uncertainty estimate. However, due to the experimental design, the gradient can be 
measured directly. To obtain error estimates that rely solely on measured variables, and 
not extrapolations that have their own errors,  has been substituted with ∙ . 
Additionally, the error on the extrapolated flux was calculated according to Equation 4.8, 
also from Mann and Lenschow (1994). 
	∙		
	∙	
      4.8 
 Median individual observation errors for sensible, latent and CO2 flux were 11%, 
10% and 12%, respectively. These values are about a factor of 2 less than the relative 
standard deviations of fluxes collected at similar altitudes, 26% for sensible heat, 25% for 
latent heat and 27% for CO2 flux. Given that fluxes at different altitudes were collected at 
different times, during which key parameters may change, it is not surprising that the 
standard deviation at altitudes are higher than the observational error.  Median errors for 
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the extrapolated surface flux were 12%, 12% and 13% for sensible heat, latent heat and 
CO2 flux, respectively.  
 To obtain a representative total error estimate, the calculated errors described 
above were combined in quadrature with the other pertinent source of error, the standard 
deviation of the spectral corrections. Median total errors for sensible heat, latent heat and 
CO2 flux are reported in Table 4.2.  
 




Flux Error (%) Total Error (%) 
Observation Regression Observation Regression 
H 9 11 12 15 15 
LE 8 10 12 13 15 
CO2 8 12 13 14 15 
 
 
4.4 Flux Footprint Calculations 
 The surface area contributing to the measured flux, known as the footprint, was 
calculated according to the Kljun et al. (2004) parameterization of the Kljun et al (2002) 
analytical footprint model. This model is applicable for conditions where friction velocity 
is greater than 0.2 m/s and zeta is less than 1. Accordingly, the few observations observed 
that were not under these conditions were not used. This model uses various parameters 
such as friction velocity and surface roughness to calculate a non-dimensional footprint 
function. Here surface roughness is synonymous with aerodynamic roughness length, a 
measure of where wind speed goes to zero that is specific to different surface types (e.g. 
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forest, barren, hilly, flat) (Stull, 1988). The non-dimensional function is then scaled 
appropriately to produce real values that can be applied to the surface. Surface roughness 
values used were 2.5 m for Harvard Forest (hilly terrain), 1.3 m for Howland Forest (~20 
m conifer forest) and 1.05 m for Duke Forest (mixed forest) (De Bruin and Moore, 1985; 
Hansen, 1993).  The extent of the footprint is particularly affected by the flight altitude. 
Figure 4.10 shows an example footprint model output for three altitudes over Howland 




Figure 4.10 Normalized footprint function outputs for three altitudes on 7/11/2012. The 
shaded regions represent the area up to the 90% threshold. 
 
 
 The model output is a continuous non dimensional footprint contribution (F*) 
function that includes extends slightly downwind (-X* values) and primarily upwind 
(+X* values), as shown in Figure 4.10. For practicality, the footprint function is usually 
truncated at some percent of the whole footprint. For this analysis the footprint up to 90% 
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of the total is used. The 90% footprint is then projected along the entire flight path to 
produce transect footprints. Figure 4.11 shows an example footprint projected onto a 
United States Geological Survey (USGS) topographic map for a flight on 7/7/2012.  
 
 
Figure 4.11 Projected footprint function for 7/11/2012 at 190 m AGL. The solid black 
line indicates the original flight track, while the shading of the footprint indicates the 











4.5.1 Footprint Analysis 
 Median, minimum and maximum 90% footprint distances were 1.79 km, 0.31 km 
and 6.74 km, respectively. The median, minimum and maximum footprint areas were 
30.0 km2, 5. 6 km2 and 81.5 km2. As shown in Figure 4.12, flight altitude most 




Figure 4.12 Aircraft footprint 90% length perpendicular to the flight track as a function of 
flight altitude.  
 
 
 The footprint function allows footprint weighted variables to be calculated for the 
entire transect. Footprint weighted average landcover distributions were calculated for all 
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days and footprint average surface soil moisture and RZSM were calculated for days with 
coincident soil moisture data. The most prominent landcover type was deciduous forest 
and was the main landcover component in 51% of the experiments. Figures 4.13 and 4.14 
show landcover distributions with a deciduous landcover majority for Harvard Forest and 
Duke Forest, respectively. Evergreen forest was the next most prominent landcover type 
and was the main landcover component for 27% of the experiments. Figure 4.15 shows 
landcover distributions with a majority of evergreen landcover for Harvard Forest and 
Howland Forest. The remaining 7% of experiments had other major landcover types, or a 
relatively equal distribution between several landcover types. The landcover distributions 







Figure 4.13 Average footprint-weighted landcover distributions of Harvard Forest sites 
with a majority of deciduous landcover. Sites shown were sampled on (a) 7/7/2012, (b) 
7/7/2012, (c) 7/8/2012, (d) 7/8/2012, (e) 7/9/2012, (f) 7/9/2012, (g) 5/30/2013, (h) 





Figure 4.14 Average footprint-weighted landcover distributions of Duke Forest sites with 
a majority of deciduous landcover. Sites shown were sampled on (a) 6/4/2013, (b) 
7/7/2013, (c) 7/8/2013, (d) 7/8/2013, (e) 7/9/2013, (f) 7/9/2013, (g) 7/10/2013, (h) 







Figure 4.15Average footprint-weighted landcover distribution of Harvard and Howland 
Forest sites with a majority of evergreen landcover. Sites shown were sampled over 
Harvard Forest on (a) 7/8/2012, (b) 5/30/2013 and (c) 8/22/2013. Howland Forest sites 
were sampled on (d) 7/10/2012, (e) 7/11/2012, (f) 6/1/2013, (g) 6/1/2013, (h) 6/2/2013, 








Figure 4.16 Average footprint-weighted landcover distributions of Harvard, Howland and 
Duke Forest sites with a majority of other landcover types or no clear majority. Sites 
shown were sampled over Harvard Forest on (a) 5/31/2013, (b) 8/21/2013 and (c) 
8/22/2013. Howland Forest sites were sampled on (d) 7/10/2012, (e) 8/19/2013 and (f) 




 Footprint averaged soil moisture values are presented in Table 4.3. An important 
consideration for extrapolated fluxes is the effect of changing surface variables that may 
influence the extrapolation. As altitude increases, more upwind area is contributing to the 
observed flux. In non-homogeneous areas this could lead to observable differences in 
landcover type or soil moisture at different altitudes. However, after examining 
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individual landcover and soil moisture data at different altitudes for all sites, no 
discernable difference was found between altitudes indicating the sites were 
homogeneous enough for the flux extrapolation technique to be suitable. Figure 4.17 
shows an example flight on 7/7/2012 with minimally changing landcover distributions as 
a function of altitude. 
 
Table 4.3 Average surface and root zone soil moisture for each available experiment. Soil 
moisture is reported as column averaged fractional percent by volume. 
 
Flight Date Time Site Surface SM RZSM 
5/30/2013 13:45 Harvard 0.366 ± 0.014 0.465 ± 0.009 
5/30/2013 15:52 Harvard 0.319 ± 0.009 0.428 ± 0.008 
6/2/2013 12:19 Howland 0.324 ± 0.027 0.467 ± 0.011 
6/2/2013 13:35 Howland 0.312 ± 0.010 0.494 ± 0.011 
6/4/2013 1237 Duke 0.239 ± 0.013 0.349 ± 0.013 
6/4/2013 14:01 Duke 0.217 ± 0.010 0.304 ± 0.008 
7/9/2013 12:39 Duke 0.469 ± 0.019 0.557 ± 0.022 
7/9/2013 14:37 Duke 0.493 ± 0.013 0.576 ± 0.014 
8/19/2013 12:47 Howland 0.402 ± 0.015 0.492 ± 0.012 
8/19/2013 14:17 Howland 0.479 ± 0.016 0.549 ± 0.013 
8/22/2013 12:20 Harvard 0.268 ± 0.009 0.377 ± 0.008 
8/22/2013 13:58 Harvard 0.354 ± 0.004 0.459 ± 0.004 





Figure 4.17 Example of the change in landcover distributions of transects at different 
heights. Shown here are distributions for 7/7/2012 at (a-b) 143 m AGL, (c-d) 208 m 




4.5.2 Transect Length Analysis 
 An important variable in the flux error calculation shown in equation 4.5 is the 
transect length. Transect length is also the main contributor to the experiment length 
duration of ~90 min. The average transect length for all experiments was ~17 km. In 
order to quantify the effect of using smaller transect lengths, the original error calculation 
was made for transect lengths ranging from 1 to 25 km for all observations. The results 
are shown in Figure 4.18. Noticeably, error starts to rapidly increase below about 5 km 




Figure 4.18 Log-log plots of the flux standard deviations as a function of transect length 
for (a) sensible heat, (b) latent heat and (c) CO2 flux. Also shown are box and whisker 
plots where the whiskers extend to the 5-95% range of the data for (d) sensible heat, (e) 




 While the error analysis indicates that transects as low as 5 km may be viable, 
these physical distances may not be long enough to sample all important eddy sizes. It is 
important to also consider the cospectrum between vertical wind and the flux scalar. 
Smaller transects may not allow larger eddies to be characterized. Underestimation of the 
portion of the flux carried by larger eddies may cause underestimation of fluxes as well. 
One way to potentially circumvent this problem is to segment longer transects, but use 
the mean of the whole transect when calculating perturbations from the mean in equation 
4.1. This may allow smaller segments to keep large eddy information that would 
otherwise be removed using a local segment mean. These two scenarios, using a transect 
mean (TM) or local mean (LM) for smaller segment flux calculations, were investigated 
for Site 1 on Flight 7/8/2012. This flight had average transect lengths of 20 km, one of 
the longest in this data set. The transects were divided into 10 km, 5 km and 2 km 
segments. Figure 4.19 shows log-log plots of the sensible heat cospectra for both the TM 





Figure 4.19 Log-log sensible heat cospectra for the (a) original 20 km transect, (b) 10 km 
TM, (c) 10 km LM, (d) 5 km  TM, (e) 5 km LM, (f) 2 km TM and (g) 2 km LM 
scenarios. Also shown in black is the expected -5/3 slope in the inertial sub-range. 
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 The cospectra show noticeable loss of large eddy information starting at transect 
lengths of 5 km. Also evident is the larger scatter in the TM scenario cospectra than the 
LM cospectra. This is also evident in the computed fluxes as standard deviations of the 5 
and 2 km TM fluxes were higher than standard deviations of the 5 and 2 km LM fluxes. 
The segmented fluxes were also corrected for high frequency spectral loss. The median 
high frequency loss value did not change with decreasing transect length, though again, 
the standard deviation increased at transect lengths starting at 5 km. This is expected as 
high frequency spectral characterization should be possible even at 2 km given that this 
region typically encompasses eddy sizes of less than ~100 m (Stull, 1988). The expected 
-5/3 slope in the inertial subrange is also plotted and all spectra show a similar slope 
(Stull, 1988). The loss of information at low frequencies, however, may result in 
underestimation of the total flux. To examine this possibility, segments were averaged 






Figure 4.20 The effect of using smaller transect lengths and either the original transect 
mean (TM) or the segment local mean (LM) on the averaged flux for (a) sensible heat, 




 Both sensible heat and CO2 flux show good agreement between the original flux 
and the averaged TM fluxes at all transect lengths. However, both show decreased fluxes 
starting at 5 km. Latent heat is an interesting case as differences in averaged fluxes for 
the LM approach are seen at 10 km and the effect does not produce a uniform decrease in 
the latent heat fluxes. Instead, the spread in the flux values is decreased. This has the 
effect of changing and generally reducing the magnitude of the slope of the flux 
extrapolation. The results of an extrapolation using the averaged LM segments are shown 
in Figure 4.21. The magnitude of the slope decreases with decreasing transect length and 
the extrapolation flux result decreases. Overall the optimal transect length appears to be 
between 10 and 5 km.  
 
 




4.5.3 Environmental Variables Influencing Fluxes 
 To determine the identity of the main meteorological and environmental variables 
responsible for the observed variability in the flux, regression plots were made for all 
pertinent variables and least-squares regressions were plotted. High correlation 
coefficients of regression plot may indicate variables of interest that should be measured 
accurately, and which may be interrogated through aircraft flux measurements. Likewise, 
regressions with large magnitude slopes may indicate variables that fluxes are 
particularly sensitive to. In order to directly compare slopes from regression of different 
variables with different units and data spread, all variables were first median centered and 
normalized by the median parameter variable. This produces a variable′ series 
represented as a percent deviation from the average value. The median value was used as 
some variables showed skewed distributions or outliers. In some cases (as for landcover 
and soil moisture) variables are already calculated in percent form and are therefore only 
median centered.  
 Important variables included in this analysis were altitude, scaled altitude, wind 
direction (WD), wind speed (WS), pressure, CO2, H2O, air temperature, incoming 
radiation, psi (the angle between the aircraft heading and oncoming wind), landcover 
fraction, surface soil moisture and RZSM. Radiation data from NOAA archives 
(downward shortwave radiation), which is applicable to regions far from the towers, and 
net radiation available from the tower was used. Net radiation is the sum of all 
downwelling radiation (shortwave + longwave) minus the sum of all upwelling radiation 





Figure 4.22 Selected regression plots for (a) air H2O fraction, (b) tower net radiation, (c) 
deciduous landcover fraction, (d) evergreen landcover fraction, (e) mixed forest 





 Though some slopes were large in magnitude, most were not statistically different 
from zero due to the large scatter in the data. Latent heat slopes were never statistically 
different from zero. Sensible heat showed statistically significant slopes for air H2O 
fraction mixed forest, cropland and wetland landcover fraction and tower net radiation. 
CO2 flux shoed statistically significant slopes for air H2O fraction and mixed forest 
landcover fraction. 
 In addition, landcover and soil moisture were analyzed for patterns that might 
correspond to different surface fluxes. Due to the observed sensitivity to evergreen and 
deciduous landcover fraction, sites with a deciduous to evergreen transition where either 
landcover was sustained over at least 5 km were identified. Three Harvard Forest 
experiments with a transition along the flight path from deciduous to evergreen were 
segmented along the observed transition. Resulting transect lengths were ~10 km. 
Landcover analysis, shown in Figure 4.23, showed that though there was a distinct shift 
along the transect, isolating only deciduous or evergreen sites was impossible due to the 
heterogeneous nature of the landcover. Calculated surface fluxes for the deciduous and 
evergreen transects of all three experiments are reported in Table 4.4 and were not 
statistically different. 
 




Original Evergreen  Deciduous 
7/7/2012  -16.0 ± 2.4 -20.2 ± 4.6 -22.8 ± 4.4   
7/8/2012 -31.6 ± 4.0 -28.0 ± 5.4 -30.2 ± 6.2   





Figure 4.23 Landcover pie charts for original Harvard Forest experiments on (a) 
7/7/2012, (b) 7/8/2012 and (c) 7/9/2012. Pie charts for corresponding (d-f) evergreen and 
(g-i) deciduous ~10 km segments are also shown. 
 
 Additionally, one site during the 6/4/2913 experiment over Duke Forest showed a 
transition from a relatively wetter, to drier RZSM. The transect was bisected along the 
transition resulting in ~10 km transects. Calculated footprint averaged RZSM for the 
‘wet’ site was 0.29 ± 0.01 cm3/cm3 and 0.27 ± 0.03 cm3/cm3 for the ‘dry’ site thus the 
RZSM values were not significantly different. The calculated CO2 fluxes for the wet and 
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dry sites, -19.9 ± 2.3 μmol/m2/s and -17.8 ± 2.1 μmol/m2/s, respectively, were also not 
significantly different.  
 
4.5.4 Aircraft-Tower Comparison 
 The results of the aircraft-tower comparisons are reported in Table 4.5. As both 
aircraft and tower results can have comparable errors, an orthogonal distance regression 
(ODR) was used to fit the data. ODR analysis minimizes both the x and y residuals 
allowing the calculated fit to account for uncertainty in the x-axis measurement (Boggs 
and Rogers, 1990). Several regression scenarios are reported to examine differences 
between sites close to and far from towers, regressions for experiments at specific forest 
sites and regressions for all experiments of similar landcover distribution as determined 
by footprint analysis results. Because perfect agreement between the aircraft and tower 
data is not necessarily expected since the footprints for all experiments are not the same 
experiments were separated into sites near and away from tower. Near tower sites showed 
similar landcover distribution as the tower and contained the tower location within their 
footprint. Sites near towers should have the most similar landcover and environmental 
variables and should be the most similar. Results for sites close to and far from towers are 





Figure 4.24 Scatter plots of the aircraft and tower data for (a) sensible heat, (b) latent heat 
and (c) CO2 flux. Orthogonal distance regression results for all sites and 95% confidence 
intervals are shown in black along with the Pearson product-moment correlation constant. 




 Both sensible heat and CO2 flux show good agreement with tower data for sites 
close to and far from the tower exhibiting ODR slopes that are not statistically different 
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from 1 and intercepts that are not statistically different from 0 and the 95% confidence 
interval. Additionally, the slopes and intercepts for the near and away from tower 
scenarios are not statistically different from each other or results from the ODR of all 
experiments. The Pearson product-moment correlation coefficients (r) using all data 
points for sensible heat and CO2 flux were 0.77 and 0.61, respectively, indicating a 
moderately strong correlation between these data. Latent heat, as originally calculated, 
was routinely much higher than tower latent heat values, and higher that incident 
radiation in some cases, indicating a systemic overestimation of latent heat flux. This is 
likely due to the inclusion of advective water vapor sources that are present over large 
areas and the inherently different sampling of eddies by time and spatially averaged flux 
methods (Lothon et al., 2007; Alfieri et al., 2012; Metzger et al., 2012; Higgins et al., 
2013; Eder et al., 2014). These discrepancies might be enhanced by conditions that 
suppress turbulent transport and thus promote advective transport, such as low friction 
velocity. To exclude larger eddies, the latent heat transects were reduced to an average of 
~10, and ~5 km, based on the previous results that suggest calculated error rapidly 
increased after 5 km. The actual averages for the segmented transect lengths were 8.4 and 
4.25 km. This method acts as an effective high pass filter that retains the flux from 
smaller eddies, but removes larger flux information from larger eddies as shown 
previously in Figure 4.19. Results of the segmented latent heat transects are shown in 





Figure 4.25 Regression results from the averaged segments of LE.  
 
 Agreement between the tower and ALAR increased slightly, but an overall 
overestimation by ALAR was still observed. Using the same techniques described in 
section 4.5.3, variables influencing the LE discrepancy were examined. As suggested by 
previous works, variables linked to more stable conditions that promote advection (low 
friction velocity, high pressure) showed relationships with increasing LE discrepancy 
(Lothon et al., 2007; Alfieri et al., 2012; Metzger et al., 2012; Higgins et al., 2013; Eder 
et al., 2014). Decreasing friction velocity is correlated to increasing LE discrepancy and 
increasing pressure and recorded air H2O fraction are correlated to increasing LE 
discrepancy. The discrepancy was also biggest in cases where there was low downward 




Figure 4.26 (a) H + LE as a fraction of net radiation recorded by the tower, and ALAR 
overestimation of tower LE as a function of (b) friction velocity, (e) NOAA downward 




 Figure 4.27 shows individual experiment results colored by the major landcover 
component of the average experiment footprint as identified by the footprint landcover 
analysis in section 4.5.1. There is no observable clustering of specific landcover types 
and ODR slopes and intercepts of particular landcover types are not statistically different 
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from each other or from 1 and 0, respectively. However, the correlation coefficient of the 
deciduous and evergreen landcover regressions increased for CO2 flux relative to the 
correlation coefficient for all data points. Regression statistics including 95% confidence 
intervals are calculated parameters and the Pearson’s product-moment correlation 







Figure 4.27 Scatter plots of the aircraft and tower data for (a) sensible heat, (b) latent heat 
and (c) CO2 flux. Orthogonal distance regression results for all sites and 95% confidence 
intervals are shown in black along with the Pearson product-moment correlation constant. 
Blue, green and red lines show ODR results for landcover classes, deciduous, evergreen 
and other, respectively. 
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Deciduous Evergreen Other Harvard Howland Duke 
H 
a 21 ± 47 -1 ± 81 40 ± 61 20 ± 53 40 ± 120 -30 ± 330 38 ± 74 -160 ± 250 57 ± 48 









1.3 ± 2.2 
1.25 ± 
0.53 
1.8 ± 1.1 
0.59 ± 
0.48 



















-10 ± 470 
b 4.4 ± 3.5 4.4 ± 9.5 4.6 ±3.9 7 ± 17 9 ± 20 -7 ± 26 
-100 ± 
1200 
11 ± 47 2.5 ± 1.5 
r 0.38 0.25 0.48 0.20 0.36 -0.39 -0.01 0.25 0.79 
CO2 










1.8 ± 1.4 4 ± 11 
1.53 ± 
0.90 
7 ± 24 
 0.50 ± 
0.63 
r 0.61 0.83 0.34 0.64 0.77 0.30 0.72 0.3 0.37 







4.6 Discussion and Conclusions 
 Analysis of the transect length on both flux error and flux magnitude revealed that 
optimum transect length appears to be around 5-10 km. Decreased transect length will 
allow flux experiments to be completed with a better chance that environmental variables 
are constant. Currently, the optimal flux experiment set up of 3 altitudes repeated 3 times 
takes ~90 minutes to conclude. The same experiment set up for 10 km transect repetitions 
could be expected to take 45 min and would allow for more sites to be sampled or for 
additional altitudes to be samples. A 5 point extrapolation, for example, would reduce 
error in the extrapolation. However, at the sites studied here, shorter transects were not 
able to distinguish between surface fluxes that might be affected by different surface 
landcover and RZSM, likely due to the heterogeneous nature of these variables even at 
shorter transect lengths. This may be overcome by more selective targeting of sites that 
experience a transition from one landcover to another, or areas with a persistent RZSM 
gradient. Additionally, other data processing techniques, discussed later, could be used.  
 Analysis of environmental variables through regression plots showed low 
correlation for all fluxes, though particularly low correlation was observed for LE. 
Importantly, very low correlation was observed for wind direction, wind speed and psi 
(aircraft heading relative to wind direction) indicating that aircraft set up does not affect 
either calculated fluxes or uncertainty. The investigation of aircraft specific sources of 
error are important for evaluating the quality of aircraft flux data because calculated 
fluxes have been shown to be sensitive to some aircraft specific parameters, most notably 
those affecting pressure and vertical winds (Vellinga et al., 2013). Overall, most 
calculated slopes were not statistically different from zero, even for parameters such as 
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temperature which have a known effect on CO2 flux, likely due to the complex 
interactions of multiple parameters (Berry and Bjorkman, 1980; Monson et al., 1982; 
Long et al., 1991). Weak correlation and statistically significant sensitivity to air H2O 
fraction was observed for H and CO2 flux, as reported by Metzger et al. 2013. Increasing 
deciduous fraction and decreasing evergreen fraction was associated with higher CO2 
uptake, though CO2 flux only showed statistically significant sensitivity to mixed forest 
landcover fraction. Previous studies have also reported lower CO2 uptake at 
predominantly evergreen sites relative to deciduous sites during the growing season 
(Waring and Franklin, 1979; Buchmann and Schulze 1999; Hollinger et al., 1999; 
Miglietta et al., 2007). 
 One limitation of the environmental analysis is the availability of soil moisture 
data for only 13 of the total 37 experiments. Low correlation and sensitivity for both 
surface soil moisture and RZSM were observed. As part of the AirMOSS project, 
modeled soil moisture will be available at hourly resolution for all 2013 flights. The Penn 
State Integrated Hydrological Model (PIHM) is used to model soil moisture in 
watersheds near towers (Qu and Duffy, 2007). This data, shown by way of example in 





Figure 4.28Average modeled soil moisture for Duke Forest on 6/4/2013 at depths of (a) 
0-10 cm and (b) 10-200 cm. 
  
 
 The aircraft-tower comparison showed good agreement for sensible heat and CO2 
flux. The average landcover of the ALAR experiment sites at each location is quite 
similar to the overall distribution of the forest as shown in Figure 4.29 (total forest 
landcover pie charts are shown in Figure 4.2). Contrastingly, the tower sites (shown in 
Figure 4.3) used in this analysis predominantly cover deciduous forest at Harvard and 







Figure 4.29 ALAR average landcover distributions for all experiments at (a) Harvard, (b) 
Howland and (c) Duke Forest.  
 
 
 This work presents the first use of aircraft data to investigate spatial 
representativeness of tower sites to much broader regions. Previous aircraft studies have 
either been limited to regions within ~15 km of towers (Desjardins et al., 1989; 
Desjardins et al., 1995; Desjardins et al., 1997; Gioli et al., 2004; Kirby et al., 2008; 
Metzger et al., 2012), or cover large regions where towers are not available for 
comparison (Gioli et al., 2006; Miglietta et al., 2007; Hutjes et al., 2010; Maselli et al., 
2010; Vellinga et al., 2010; Metzger et al., 2013). While the analysis presented here is 
specific to the sampled sites, the sampling strategy is broadly applicable to other sites. 
This method is attractive as it uses entirely independent data and error analysis is 
straightforward. Overall, due to the varied nature of the sampling and slopes statistically 
not different than 1 produced by the ODR, it appears the tower sites do not sample 
significantly different sensible heat and CO2 flux measurements than the broader 
heterogeneous ecosystem they are expected to represent for modeling purposes. 
However, some trends based on landcover may be present. ALAR fluxes at evergreen 
sites were generally lower than ALAR experimental sites with deciduous landcover. If 
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more data were available, ALAR-tower regression for these landcovers may have 
statistically different slopes. Moderate strength Pearson product-moment correlations for 
all flux comparisons indicate that there is still much variability that is not explained 
solely by landcover type.  
 Despite good agreement between aircraft and tower CO2 and sensible heat flux, 
there was significant overestimation of latent heat by the aircraft fluxes. Other aircraft 
campaigns have also observed higher LE values compared to tower sites (Desjardins, et 
al., 1997; Metzger et al., 2012). It is well known that tower sites do not close the energy 
budget. This means that the measured energy (heat) fluxes do not account for the total 
incoming energy (radiation) (Wilson et al., 2002; Kidston et al., 2010). At these tower 
sites on these measurement days, typically only 80% of the energy budget was explained. 
It is also know that the energy budget is more easily closed at larger spatial scales 
(Foken, 2008). This may be due to the presence on non-propagating waves that transfer 
energy, but are not measured at tower sites due to the time-averaging strategy used. In 
aircraft, where distance averaging is used, these sources are more easily measured. More 
work is needed to understand the aircraft-tower latent heat discrepancy. In particular it is 
necessary to understand if the ALAR fluxes are reasonable or over-predict the available 
energy budget in the atmosphere. Since this study ALAR has been equipped with a Net 
Radiometer that will allow coincident measurements of available energy in the form of 
incoming radiation. This data should be able to address whether the ALAR fluxes are 
reasonable and if they close the energy budget.  
 The contribution of large non-propagating eddies causing inflation to the latent 
heat flux could also be identified using a wavelet analysis, as described by Torrence and 
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Compo (1998). Briefly, wavelet analysis allows flux measurements to be decomposed in 
the space and time regimes by calculating fluxes using a moving window approach. The 
moving window used is a wavelet function applied to the data. The output of a wavelet 
analysis provides information as to the size of eddies contributing to the flux and their 
location along the transect. This analysis has been shown to be useful for aircraft fluxes 
by Metzger et al. (2013) and Karl et al. (2009).  This approach could also be used to 
provide fluxes at very fine spatial scales (~90 m) that may be useful for isolating surface 
heterogeneity. This type of information may be useful for investigating relationships 
between variables, such as landcover and RZSM, which are not easily analyzed by 
aircraft over larger regions due to their small scale heterogeneity.   
 Though the tower-aircraft intercomparison is useful to provide a sense of the 
regional scale variability in fluxes, it is reasonable to estimate that a 1:1 relationship may 
not be expected due to regional scale landcover, soil moisture and other variable changes. 
More towers for use in modeling efforts would inevitably be valuable. However, 
comparison of the aircraft fluxes with a model designed to predict fluxes over the same 
area that the aircraft measured would also be very useful in evaluating the ability of the 
model to reproduce regionally accurate carbon fluxes. As part of the AirMOSS project 
the Ecosystem Demography 2 (ED-2) model will be used to compute hourly NEE fluxes 
at 1 km resolution for each of the 9 AirMOSS biomes as well as 50 km scale NEE for the 
entire North American continent (Medvigy et al., 2009). This model will use the 
measured RZSM to improve water interactions in the model. This work is ongoing as part 
of the AirMOSS project and will eventually enable comparison of the model and aircraft 

















 The research presented in this dissertation focuses on the improved identification 
and quantification of greenhouse gas sources and sinks using an aircraft platform. The 
aircraft platform offers a clear advantage when targets are inaccessible and transient, such 
as fossil fuel sources, or wide spread regions, such as forests. In addition, high-precision 
instrumentation and improved experimental design and uncertainty analysis allow for 
relatively low calculated uncertainty that in some situations may allow real variability to 
be observed and quantified.  
 This research is the first to measure mass-balance CH4 emissions from natural gas 
drilling operations in the Marcellus Shale of Pennsylvania. The magnitude of the 
emission rate was 2-3 orders of magnitude higher than EPA estimates for wells in the 
drilling phase. The source of the high CH4 emission is most likely the surrounding 
shallow coal seams that emit low-hydrocarbon CH4. The underbalanced-drilling method 
that appeared to be employed at these sites allowed the coal seam CH4 to be vented and 
contributed to the suppressed hydrocarbon to CH4 ratios observed in the region. In 
addition, the drilling emissions from 8 well pads contributed an outsized proportion of a 
large regional flux supporting the hypothesis of an asymmetric distribution of emitters 




Figure 5.1 Natural gas leaks at a gas processing site for a total of ~18,000 measurements. 
Shown are the distributions of (a) the source strength and (b) the contribution to the total 




 More work is needed to identify and understand the cause of super-emitters. This 
requires long-term and intensive field studies to obtain representative samples of the 
entire distribution of emitters. Though the aircraft platform can usefully sample isolated 
super-emitters and regional emissions, it is not suited to measuring low (<40 g CH4/s) 
emission rates or quantify hundreds of single well pads (Lavoie et al., in prep). For 
instance, well pads north of Washington, Pennsylvania in the production stage sampled 
during this analysis showed no observable downwind enhancement. Ground mobile 
sampling or unmanned aerial vehicles equipped with CH4 monitoring equipment will be 
necessary to quantify emissions from the majority of the range of emitters (Katzenstein et 
al., 2003; Petron et al., 2012; Karion et al., 2013; Petron et al., 2014; Dunbabin and 
Marques, 2012; Leifer et al., 2014). 
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 The first in-situ collection of flare data used to calculate CH4 destruction 
efficiency was also made using the aircraft platform over the Bakken Formation in North 
Dakota. Though laboratory-scale and full-scale measurements of flare efficiency have 
been made, these results are the first to measure DRE from field configurations, which 
may be substantially different from experimental set-ups. The CH4 DREs calculated were 
higher than the EPA reported 98% for all flares sampled and indicate that even flares in 
impermanent set-ups can almost completely remove CH4 that would have otherwise been 
vented to the atmosphere. Though precise operational conditions leading to the high 
observed DREs could not be obtained, flares were notably observed to be continuously lit 
and not sputtering or going out. Analysis presented here of limited measurements of 
sputtering flares in Texas showed DREs close to the reported 98% value. Additionally, 
crosswind speed did not appear to have a significant detrimental effect on DRE. 
 Though natural gas flares may not be a significant source of CH4, they may emit 
other important GHGs such as black carbon, or toxic chemicals from incomplete 
combustion. Insufficient assist technology or accelerants may mean larger hydrocarbons 
are not broken down fully into CO2 but instead form toxic byproducts such as CO and 
benzene (Huffman and Staley, 1987). Instrumentation to measure black carbon, CO, 
particulate matter and VOCs would be extremely useful to identify and quantify non-CO2 
products of flaring. In addition, a key limitation of the work presented here was the 
inability to employ a mass-balance technique to quantify individual flare or regional 
fluxes. Representative flux samples could be used to independently scale up flare 
emissions to the regional level. Currently, EFs must be used in conjunction with state 
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data of flare volume, which is not always available in a timely manner and difficult to  
independently verify. 
 Airborne fluxes of heat and CO2 were measured over three east-coast temperate 
forests in Massachusetts, Maine and North Carolina. These data allowed for 
characterization of regional scale fluxes and covered landcover distributions that were 
more representative of the region of interest than the tower sites. Despite this, agreement 
between tower and aircraft fluxes is good for CO2 and sensible heat flux. Latent heat flux 
shows regular overestimation with the current experimental design. Analysis of transect 
length showed ideal transect lengths could be reduced to 10 km and still retain 
experimental integrity while slightly reducing the latent heat overestimation. However, 
latent heat discrepancy is still evident at this transect length and should be investigated. 
Linear regressions between fluxes and variables of interest show low correlation with all 
parameters and illustrate the complex relationship between forest productivity and 
corresponding environmental variables, e.g. temperature, soil moisture, soil type and 
nutrient availability. However, some variables showed high sensitivities (slopes). These 
include air H2O fraction and mixed forest landcover fraction. Deciduous sites were 
observed to correspond to larger uptake of CO2 relative to evergreen sites, as previously 
reported (Buchmann and Schulze 1999; Hollinger et al., 1999; Miglietta et al., 2007). 
 This analysis shows a new approach to characterizing tower representativeness of 
fluxes of heterogeneous landscapes over larger regions. Though towers are critical for 
long-term monitoring and ecosystem characterization, they are often used to represent 
ecosystem types across complex landscapes. Aircraft fluxes can be a useful supplement 
to other long-term measurement techniques in improving regional NEE modeling. 
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Programs like NEON that aim to characterize larger regions around their core tower sites 
with aircraft data may help supplement tower data and estimate regional scale surface 
flux heterogeneity (Keller et al., 2008). 
 The advancement of aircraft flux measurement techniques has a wide range of 
applications including source identification and environmental response functions (Karl 
et al, 2009; Metzger et al., 2013). To garner more data from resource-intensive aircraft 
field campaigns, wavelet analysis can be employed. Wavelet analysis, described in 
Section 4.6, can produce fluxes at very fine spatial resolution that can be used to 
investigate surface heterogeneity and covariance among suspected important 
environmental variables. Additionally, it may identify anomalously high contributions 
among eddies. For instance, instead of choosing an arbitrary high-pass filter to reduce the 
latent heat fluxes, the flux contributions can be examined and only suspect wavelengths 
can be excluded. This may provide important independent heat flux and energy balance 
data to large regions where it is well known that tower sites do not close the available 
energy budget.  
 While experimental design can improve some aspects of GHG quantification, 
advancements in instrumentation can provide further improvement. Differential 
Absorption LIDAR (DIAL) is a technique that allows column concentrations to be 
measured. This technique uses light detecting and ranging (LIDAR) light pulses to 
determine total aerosol concentration as a function of altitude (Browell, 1983). 
Additionally, a wavelength that corresponds to a specific trace gas spectral feature in the 
IR range (called the on-line wavelength) and a wavelength away from the spectral feature 
(called the off-line wavelength) are monitored (Browell, 1983). These ‘on-line’ and ‘off-
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line’ measurements can be used to extract the proportional amount of a trace species 
relative to the total aerosol concentration as a function of altitude (Browell, 1983). When 
installed on an aircraft, DIAL can be used to measure the concentrations in the column 
below the aircraft. When flown at the boundary layer height, measurements of a plume 
downwind of a source could be collected more quickly than the mass-balance technique 
used here with no need to use an interpolation technique. Replicate measurements of 
small point sources could be performed quickly and large area sources could be 
quantified within a time-frame during which meteorological conditions do not change 
greatly (<1 hr). Currently this technology has been developed as a ground-based 
technique for many gases including CO2, hydrocarbons, CH4, O3, H2O and SO2 
(Chambers et al., 2006). Ground-based LIDAR can be used to quantify emissions 
downwind of fossil fuel production activities where signals may be too small to see from 
an aircraft (Chambers et al., 2006). The LIDAR technique has also been used to measure 
the wind field (including vertical winds) as a function of altitude (Bilbro et al. 1984). 
Airborne DIAL instruments have been developed for O3, H2O, aerosol and CO2 (Browell 
et al., 1998; Abshire et al., 2010). An example data output of the vertical profile of 
aerosol and O3 are presented in Figure 5.2 from an airborne DIAL flying downwind of 
Mount Pinatubo in 1994 when low volcanic activity was present and show the structure 
of the tropopause at ~8-9 km (Browell et al., 1998). There are significant power 
consumption and space requirements that currently require larger aircraft than ALAR 
(Abshire et al., 2010). Data has been  recorded for CO2 at ~1 Hz with precision estimated 
at 1 ppm, however, if advancements are made and fast (≥10 Hz) measurements can be 
made this technique may also be used to calculate eddy-covariance flux profiles of the 
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Figure 5.2 (a) a vertical aerosol distribution from LIDAR measurements and (b) a vertical 
O3 distribution from DIAL measurements (from Browell et al., 1998). 
 
 
 Finally, though the improvement of GHG source and sink quantification is in 
itself useful, there is expedient opportunity to investigate their interactions. For instance, 
in determining the lifecycle GHG emissions of ethanol produced from marginal crop 
biomass (biomass leftover after harvesting), increased CO2 emissions from removal of 
soil organic carbon (SOC) in fallow corn fields was not originally included in the 
lifecycle emission calculation. Under traditional farming practices SOC is oxidized 
slowly and can remain in place for decades while organics removed from fields for 
ethanol production are quickly oxidized to CO2 and cause a net removal of SOC (Liska et 
al., 2014). The inclusion of this emission in ethanol lifecycle emissions analysis shows 
very little to no GHG reduction using marginal corn biomass derived ethanol (Liska et 
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al., 2014). With respect to fossil fuel production GHG lifecycle analysis, no literature has 
quantified the effect of development of the fragmentation and removal of forest CO2 
uptake. Drohan et al. (2012) found that about half of the newly permitted natural gas 
wells in Pennsylvania in 2005 corresponded to land that was forested at the time. Natural 
gas production associated land development in the form of well pads, roads and pipelines 
can reduce and fragment forest area. Fragmented forests can affect wildlife, plant 
distribution and have a wide range of effects on important parameters that affect CO2 
uptake (Matlack, 1993; Malcolm, 1994; Gehlhausen et al., 2000; Fahrig, 2003). Globally, 
natural gas production and use is expected to increase and the impact of natural gas 
production on forest productivity should be investigated and incorporated into future 
natural gas lifecycle analyses (McJeon et al., 2014).   
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The identification and quantification of methane emissions from
natural gas production has become increasingly important owing
to the increase in the natural gas component of the energy sector.
An instrumented aircraft platform was used to identify large
sources of methane and quantify emission rates in southwestern
PA in June 2012. A large regional flux, 2.0–14 g CH4 s
−1 km−2, was
quantified for a ∼2,800-km2 area, which did not differ statistically
from a bottom-up inventory, 2.3–4.6 g CH4 s
−1 km−2. Large emis-
sions averaging 34 g CH4/s per well were observed from seven
well pads determined to be in the drilling phase, 2 to 3 orders of
magnitude greater than US Environmental Protection Agency esti-
mates for this operational phase. The emissions from these well
pads, representing ∼1% of the total number of wells, account for
4–30% of the observed regional flux. More work is needed to de-
termine all of the sources of methane emissions from natural gas
production, to ascertain why these emissions occur and to evalu-
ate their climate and atmospheric chemistry impacts.
unconventional gas | greenhouse gas | hydraulic fracturing
Methane is a very important component of the Earth’s at-mosphere: it represents a significant component of the
natural and anthropogenically forced greenhouse effect, with
a global warming potential 28–34 times greater than CO2 using
a 100-y horizon and even greater on shorter time scales (1, 2). It
also is an important sink for the hydroxyl radical, the dominant
agent that defines the atmosphere’s cleansing capacity (3), has
a significant impact on tropospheric ozone, and is one of the
important sources of water vapor in the stratosphere, which in
turn impacts stratospheric ozone and climate (4). The recent
observation that global methane concentrations have begun in-
creasing (5), after a decade of static or decreasing emissions in
the late 1990s to ∼2007, has renewed interest in pinpointing the
causes of global methane trends. Recently natural gas has been
explored as a potential bridge to renewable energy, owing in part
to the reduction in carbon emissions produced from electricity
generation by natural gas compared with coal (6–9). Advances in
drilling and well stimulation techniques have allowed access to
previously locked reservoirs of natural gas, such as the Marcellus
shale formation in Pennsylvania, which has led to a boom in
natural gas production in the last decade (10). This has led to
estimations of the carbon footprint of natural gas to examine the
impact of increasing our reliance on natural gas for various en-
ergy needs (11–16). An important unresolved issue is the con-
tribution of well-to-burner tip CH4 emission to the greenhouse
gas footprint of natural gas use. Given that CH4 is a much more
potent greenhouse gas than CO2, quantifying CH4 emissions has
become critical in estimating the long- and short-term environ-
mental and economic impacts of increased natural gas use.
According to a recent study, if total CH4 emissions are greater than
approximately 3.2% of production, the immediate net radiative
forcing for natural gas use is worse than for coal when used to
generate electricity (8).
The first estimates for CH4 emissions from shale gas de-
velopment were reported in late 2010 and are based on uncertain
emission factors for various steps in obtaining the gas and getting
it to market (17, 18). In the short time since these first estimates,
many others have published CH4 emission estimates for un-
conventional gas (including tight-sand formations in addition to
shales), giving a range of 0.6–7.7% of the lifetime production
of a well emitted “upstream” at the well site and “midstream”
during processing and 0.07–10% emitted during “downstream”
transmission, storage, and distribution to consumers (reviewed in
refs. 18 and 19). The highest published estimates for combined
upstream and midstream methane emissions (2.3–11.7%) are
based on actual top-down field-scale measurements at specific
regions (20, 21). Whereas a recent shale gas study (22) based on
field sites across the United States to which the authors were
given access scaled actual measurements up to the national level
and found lower emissions than US Environmental Protection
Agency (EPA) estimates, an equally recent study (23) used at-
mospheric measurements of greenhouse gases across the United
States to inform a model and found CH4 emissions, cumulatively
and specifically from fossil fuel production activities, to be under-
estimated by the EPA.
The current range of observed CH4 emissions from US natural
gas systems (2.3–11.7%), if it were representative of the national
scale, applied to the reported 2011 unassociated gas production
number yields a range of CH4 emissions between 5.6 and 28.4 Tg
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CH4, whereas the EPA reports 6.7 Tg CH4 from natural gas
systems in 2011 and only 28 Tg CH4 total anthropogenic emis-
sions (24). Natural gas systems are currently estimated to be the
top source of anthropogenic CH4 emission in the United States,
followed closely by enteric fermentation, but the top-down
observations suggest that natural gas may play a more substantial
role than previously thought (24). Inadequate accounting of
greenhouse gas emissions hampers efforts to identify and pursue
effective greenhouse gas reduction policies.
Although it is clear that analysis of the effect of natural gas use
would benefit from better measurements of emissions from un-
conventional gas wells, the inaccessible and transient nature of
these leaks makes them difficult to identify and quantify, par-
ticularly at a scale at which they are useful for bottom-up in-
ventories or mitigation strategies (i.e., leak rates of individual
components or activities). Previous techniques have used either
bottom-up inventories of the smallest scale of contributions or
top-down apportionment of observed large-scale regional en-
hancements over a complex area to identify the source of the
enhancements (11, 17, 20–23, 25). Although the latter suggest
that the leak rate may be higher than what bottom-up inventories
have allocated, they give little to no information about where in
the upstream production process these leaks occur, thus ham-
pering the interpretation of these data for bottom-up inventories
or mitigation purposes.
Here we use an aircraft-based approach that enables sampling
of methane emissions between the regional and component level
scales and can identify plumes from single well pads, groups of
well pads, and larger regional scales, giving more information as
to the specific CH4 emission sources. We implemented three
types of flights over 2 d in June 2012: investigative (I), mass-
balance flux (MB), and regional flux (RF). Details of each flight
are presented in Table 1. Our results indicate a large regional
CH4 flux in southwestern PA. We show that the methane
emission flux from the drilling phase of operation can be 2 to 3
orders of magnitude greater than inventory estimates, providing
an example and improved understanding of the differences be-
tween observed data and bottom-up inventories.
Results and Discussion
We conducted measurements in southwestern PA in the Marcellus
shale formation region in June 2012. For two morning flights we
calculated a regional flux of 2.0–13.0 g CH4 s
−1 km−2 for RF-1 over
a box that approximates the size of our flight path (dashed box in
Fig. 1) that we define as the original sampling area (OSA) and 2.0–
14.9 g CH4 s
−1 km−2 for RF-2. These ranges represent our analysis
of the combined effect of all sources of uncertainty, which is
dominated by the range of accumulation time scales over which the
enhancement may have occurred (i.e., a maximum of 18 h com-
mencing with the time of collapse of the boundary layer the day
before, to a minimum of 5–6 h for air to flush through the sam-
pling area). These estimates are not statistically different from the
range of estimates obtained by summing up bottom-up emissions
estimates for oil and gas development, coal mining, and other
sources for the OSA depicted by the dashed orange box in Fig. 1
(corresponding to a ∼6-h time scale) and for the 18-h upwind ac-
cumulation area (UAA) shown in Fig. S1: 2.3–4.6 g CH4 s
−1 km−2.
Methane emissions from natural gas contribute 22–62% of the
estimated bottom-up flux in this region. Using our top-down flux
measurements, the assumed range of methane from natural gas
contribution (22–62%), and industry reported production rates,
we estimate a possible range for the fugitive methane emission
rate of 2.8–17.3% of production in this region, which applies only
to these two specific study dates.
It is important to note that we could find no evidence from state
records or from our analysis of photographs taken during flights of
wells in flowback after hydraulic fracturing in the area during the
sampling time (discussed in SI Text). Flowback is the period after
fracturing when a portion of the fracturing fluid used returns up
the wellbore, flushing out with it substantial amounts of natural
gas. We used data submitted voluntarily by oil and gas operators
to FracFocus.org to identify one potential flowback event (for
a pad not sampled in this study) and included the emissions in our
bottom-up inventory. We would expect the regional emission rate
to be greater if more wells were in flowback (11, 17, 18).
Although our top-down and bottom-up flux estimates are not
statistically different, the top-down flux estimate encompasses
a range of larger magnitude fluxes compared with the bottom-up
method, and the upper limit for the fraction of production
emitted is large enough to provide ample motivation to pursue
investigation of possible significant methane emission processes
not included in the bottom-up inventory. To quantify emission
rates from significant sources of CH4 emissions in this shale gas
Table 1. Meteorological conditions and time duration of each aircraft flight experiment
Flight type Flight no. Date Start time (EDT) Duration, min Wind speed, m/s Wind direction
RF 1 6/20/2012 10:00 96 3.0 276
RF 2 6/21/2012 8:55 89 3.7 270
MB 1 6/20/2012 11:55 30 3.1 236
MB 2 6/20/2012 15:15 56 3.3 239
MB 3 6/21/2012 16:00 60 5.5 252
MB 4 6/21/2012 14:05 73 4.7 226
I 1 6/20/2012 12:25 5 3.0 258
I 2 6/21/2012 15:22 6 4.7 227
I 3 6/21/2012 9:14 15 4.2 257
Flights are classified into three flight types: RF, MB, and I (defined in text). Investigative flights were short and
occurred between and during the longer RF andMB flights. Flights are identified by their flight type and flight number
(e.g., RF-1, MB-3, etc.). Note that flights MB-1 through MB-3 are near pad Delta and flight MB-4 is near pad Tau.
Fig. 1. Regional enhancement of methane at 250 m AGL on the morning of
June 20th. The dashed orange box represents the OSA, 2,844 km2, and the
gray dots show well locations.
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drilling region we conducted mass-balance flights (MB-1–MB-4)
for well pads with observed enhancements large enough to use
the aircraft-based mass-balance technique, as described in ref.
26. In the region between Washington, PA and south to the
border of WV we observed multiple high concentration methane
plumes and investigated two areas where initial observations
revealed well pads with potentially high methane emission rates.
The high density of pads in this region and the prevailing wind
direction (SW) during the time of measurement combined to
make plume attribution to single pads difficult. In cases in which
fluxes from individual pads could not be isolated, we averaged
the calculated flux from a wider region over the number of pads
that could have possibly contributed. Fig. 2 shows the downwind
methane concentrations in a vertical plane perpendicular to the
mean wind direction from an isolated pad designated “Delta”
(shown in Fig. 1 near the northern hotspot). Attribution of the
flux to that (or any specific) source involved maneuvering in
a circular pattern around the prospective source, with observed
enhanced methane concentrations only on the downwind side, as
shown in Fig. S2. Fig. 3 shows the downwind methane concen-
trations that include signal enhancement from a pad “Tau”
(shown in Fig. 1 near the southern hotspot), as well as from other
upwind pads, coal-bed methane wells, and a significant plume
from an adjacent coal mine. The high density of potential upwind
sources around Tau made attribution to specific sources im-
possible, although it is probable that some of this flux comes
from at least one pad in the drilling stage (Tau). Combining re-
sults of MB-1 thru MB-3 yielded an average of 236 g CH4 s−1 per
pad for seven high emitting pads, corresponding to 34 g CH4 s
−1
per well. Individual MB flight results are presented in Table 2.
Note that these seven pads, with ∼40 wells, representing ap-
proximately 1% of the wells in the 2,844-km2 OSA region, con-
tributed a combined emission flux of 1.7 kg CH4 s
−1, equal to
4.3–30% of our top-down measured flux.
The methane emissions from the gas wells reported in Table 2
are surprisingly high considering that all of these wells were still
being drilled, had not yet been hydraulically fractured, and were
not yet in production. The Pennsylvania Department of Envi-
ronmental Protection (27) confirmed that total vertical depth
had not yet been reached in these wells at the time of the sam-
pling, and our photographic evidence recorded equipment typi-
cal during the drilling phase, as shown in Fig. S3. Because of the
large number of wells in our study region we were not able to
review all well files to determine the total number of wells being
drilled during the time of study. EPA greenhouse gas inventories
report a total of 51.3 kg CH4 per well from the entire drilling
period that typically lasts 2 wk (24). Using, as limits, a 2-wk and
a 2-d (the duration of our observations) drilling phase time scale,
this leads to an estimated flux of 0.04–0.30 g CH4 s
−1 per well, 2
to 3 orders of magnitude lower than our observed average flux
per well (for the high emitters we studied) of 34 g CH4 s
−1. Al-
though we only quantitatively sampled pads where we saw signifi-
cant enhancement above the background, it is important to note
that we could detect little to no emission from many other pads,
particularly in the region north of the OSA, from Washington
north to Pittsburgh. Thus, we do not intend for our regional flux
estimate to be taken as necessarily representative of the Marcellus
as a whole but only for the region defined as the OSA for these
days. We also note that some sources were too intermittent to
determine a flux via the aircraft mass-balance method. At a com-
pressor station north of Washington we observed methane con-
centrations up to 45 ppm, but there was no consistent plume
between consecutive passes downwind of the station.
Bottom-up emission factor studies usually assume no emission
from gas wells during this prehydraulic fracturing period (11–16).
Release from gas kicks—gas entry into the wellbore during
vertical drilling despite efforts to keep the wellbore at a higher
pressure than surrounding rock, a technique known as over-
balanced drilling—is one possible explanation. However, it is
generally assumed that gas kicks are not significant emission
sources and are transient (28), although we observed comparable
emissions on consecutive days. Alternatively, underbalanced
drilling methods may have been used on these wells, where lower
pressure in the wellbore allows fluids and gas from the various
geological formations (i.e., coal deposits) being drilled through
to seep into the wellbore and up to the surface, resulting in
emission of hydrocarbons, including methane, during the drilling
phase if the emissions are not contained or flared (28). Note that
although these well pads were not permitted as coal bed methane
wells the entire southwest region of Pennsylvania contains un-
derlying coal deposits. The underbalanced drilling hypothesis is
supported by aerial pictures that show a lack of a shale shaker or
mud pits at these sites that are typically used in overbalanced
drilling. Whatever the source of high emissions from the pads we
identified as in the drilling stage, these emissions, equaling 0.6g
CH4 s
−1 km−2, are not included in our bottom-up estimate (or
any other bottom-up estimate). The addition of this emission to
our bottom-up inventory would shift the estimates slightly higher,
but because our original results were not statistically different owing
to the large range of estimates from our top-down approach, our
conclusions are no different.
During the morning RF-2 flight we acquired whole-air samples
using the National Oceanic and Atmospheric Administration
(NOAA) programmable flask package, which were analyzed for
hydrocarbons and CH4. We found that relative to other studies
of shale-well natural gas, the air samples in this region exhibited
much lower mole ratios of propane and n-butane to methane, at
0.007 ± 0.001 and 0.0018 ± 0.0003, respectively. Previous reports
indicate molar ratios of ∼0.05 for propane (28, 29) and ∼0.01 for
n-butane (30). However, the observed n-butane to propane ratio,
0.27 ± 0.01, is very similar to values reported in previous work,
which average 0.24 (31). These findings suggest that the shale
natural gas signal is being diluted by an essentially pure CH4
source. Although this is not the only possibility, these results
support the hypothesis that the methane plumes derive from
underbalanced drilling methods as wells are drilled through
Fig. 2. Interpolated methane concentration ∼1 km downwind of pad Delta,
showing isolated methane plume near the center of the transect.
Fig. 3. Interpolated methane concentration from several pads near pad
Tau. A distinct methane plume from a nearby coal mine occurs around 3 km.
















formations such as shallow coal pockets producing coal-bed
methane during the drilling phase. Coal-bed methane is typically
composed of very high percentages of CH4 (∼98%), with trace
heavier hydrocarbons (32).
Conclusions
This work shows that it is possible to interrogate and quantify
emissions from individual pads and pad clusters at scales relevant
to bottom-up inventories and mitigation strategies and to estimate
the emission rate for a region encompassing a large number of well
pads using the aircraft measurement approach. The range of re-
gional leak rates found here for the OSA (3–17%) is similar to leak
rates found by recent studies across the United States in the CO
Denver-Julesburg Basin (20) and the UT Uintah Basin (21). Ad-
ditionally, although a leakage rate was not calculated, a study over
large areas of TX, OK, and KS (25) found surprisingly high
methane emissions, indicating that high fugitive emission rates are
likely to be a national-scale issue, although the mechanisms of these
fugitive leaks may be different at each site. Although a recent study
(22) found production sites, to which they were given access, to be
emitting less CH4 than EPA inventories suggest, these regional
scale findings and a recent national study (23) indicate that overall
sites leak rates can be higher than current inventory estimates.
Additionally, a recent comprehensive study of measured natural
gas emission rates versus “official” inventory estimates found that
the inventories consistently underestimated measured emissions
and hypothesized that one explanation for this discrepancy could be
a small number of high-emitting wells or components (33).
These high leak rates illustrate the urgent need to identify and
mitigate these leaks as shale gas production continues to increase
nationally (10). The identification presented here of emissions
during the drilling stage 2 to 3 orders of magnitude larger than
inventory estimates indicates the need to examine all aspects of
natural gas production activity to improve inventory estimates
and identify potential opportunities for mitigation strategies and
that top-down measurements provide an important complement
to bottom-up inventory determinations. Shale gas production is
expected to increase globally as many shale gas plays are starting to
be explored (34). If a midrange value of the reported fraction of
production that is emitted, 7%, is applied to the projected global
peak shale gas production rate, 23 trillion ft3 per year (34), it would
correspond to 24 Tg CH4 emitted per year, or ∼4% of the current
global total (natural and anthropogenic) CH4 emission rate (35).
Further studies are needed to enable better understanding of the
operational details that lead to the largest emissions, how they
might be better controlled, and to provide a more detailed picture
of the expected life cycle-integrated emissions from unconventional
gas wells.
Table 2. Results from four MB experiments and the number of pads and wells contributing to
the flux
Flight Flight MB-1 Flight MB-2* Flight MB-3 Flight MB-4 Average ± σ
Total flux (g CH4/s) 380 248 1,880 1,490 —
Total pads contributing 2 1 7 — —
Flux (g CH4/s) per pad 190 248 269 — 236 ± 41
Total permitted wells 15 8 41 — —
Flux (g CH4/s) per well 25 31 46 — 34 ± 11
Flights 1–3 were conducted near pad Delta and flight 4 near pad Tau. Flux per pad and per well is obtained by
dividing the total flux by either the total number of pads or total number of wells.
*Isolated pad Delta.
Table 3. Total expected emissions from all sources and percent contribution to the total
emission for the OSA and the UAA using Howarth et al. (11) emission factors and for the OSA
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Total (average) 3.88–5.31 (4.60)






Total (average) 1.81–2.76 (2.29)






Total (average) 4.42–4.49 (4.46)
AFO, animal feeding operation; EFs, emission factors; NETL, National Energy Technology Laboratory.
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Methods
Measurements were conducted between June 18, 2012 and June 21, 2012 over
southwestern PA using Purdue’s Airborne Laboratory for Atmospheric Research,
a modified Beechcraft Duchess aircraft. This aircraft is equipped with a 50-Hz
Best Air Turbulence probe, described by ref. 36, that measures wind vectors and
pressure, a 50-Hz microbead thermistor that measures temperature, a 50-Hz
global positioning system/inertial navigation system, and a 0.5-Hz high precision
Picarro CO2/CH4/H2O cavity ring down spectrometer (CRDS). The CRDS has
∼0.05% (1 ppb) precision for methane determined during in-flight calibration,
and comparable accuracy, using three NOAA Earth System Research Laboratory
tanks with CH4 concentrations of 1.8030, 2.2222, and 2.5995 ppm. A pro-
grammable flask package (PFP) provided by NOAA for whole-air sampling was
also installed on the aircraft. The PFP consists of 12 flasks that hold air pressur-
ized to 2.7 atm in 0.7-L bottles. Flasks are analyzed for 55 species, including CH4,
and hydrocarbons, by NOAA.
We calculated a regional flux on two mornings by integrating the enhance-
ment in CH4 above the background in the OSA (enhancement area of 2,844
km2). The height of the box was defined as the boundary layer height, which
was determined from the earliest [∼10:00 AM Eastern Daylight Time (EDT)]
vertical profiles of potential temperature, H2O, CH4, and CO2. Boundary layer
heights were observed to be 370 m above ground level (AGL) for flight RF-1 and
500 m AGL for flight RF-2 and assumed to be constant during the data collection
period for each flight. The raw CH4 data from flight at a constant altitude (∼250
m AGL) around the area of interest was interpolated using the EasyKrig3.0
program (37). For RF-1 the observed concentrations are presented in Fig. 1, and
the flight data for RF-2 are shown in Fig. S4. The 2D interpolation output was
turned into a 3D matrix of CH4 values by assuming the CH4 concentration de-
creased linearly with height up to the boundary layer top, with background
concentrations of 1.89 ppm CH4. This assumption was based on the observed
vertical profiles that depict an approximately linear decrease of the CH4 mole
ratio with altitude. We compared integration of CH4 under the actual vertical
profile and a linear regression of the vertical profile, shown in Fig. S5, and found
less than a 7% difference, which supports use of the linear approximation for the
whole study region. Fig. S5 shows a vertical profile obtained during flight RF-1 at
∼10:00 AM EDT. The profile extends into the residual layer above the stable
boundary layer. The residual layer represents well mixed (i.e., clean, air from the
previous day as the boundary layer collapsed and is used to estimate the CH4
background concentration, 1.89 ppm on both days). The CH4 enhancement was
then calculated by removing the background value and converting to mol·m−3.
Multiplying the enhancement by the pixel volume, 29,386.5 m3 (171.6 m longi-
tudinal∙171.25 m latitudinal∙1 m vertical), and integrating over all pixels in the
sample area produces the total enhancement in moles, which can be converted
to units of g or kg. To obtain a flux, the enhancement was then divided by
a chosen time scale, discussed below, and divided by the total area of the OSA,
2,844 km2, to obtain the flux in g s−1km−2.
Uncertainty was assessed by examining the range of reasonable assumptions
to calculate the CH4 enhancement and the time scale of the accumulation. A
simpler CH4 enhancement estimate was done by assuming a spatially uniform
CH4 enhancement in the box taken from the observed CH4 vertical profile after it
had been smoothed. The CH4 enhancement differed by approximately ±30%
using this technique. In addition, the effect of background CH4 estimate was
quantified by using reasonable upper limits in background concentration from
background air observed in the southwest and west of the OSA during both
flights, which was generally higher than the concentrations observed in the re-
sidual layer. We estimate the upper limit to the background concentration to be
2.00 ppm. In this scenario a 20% difference in the calculated CH4 enhancement is
observed. The time scale was changed to reflect different possibilities for accu-
mulation. The lower limit to the accumulation time scale used (6 h for RF-1, 5 h
for RF-2) was the time for the observed winds to flush the box. The flush time of
the box represents the physical minimum time for enhanced air to be replaced
with assumed cleaner upwind air, at the observed wind speeds. This assumption
is supported by the observation that both RF-1 and RF-2 show cleaner air in the
upwind area at the time of flight (W corner of the OSA box; Fig. 1 and Fig. S4),
consistent with much smaller density of wells, as can be seen in Fig. 1 and Fig. S4.
The longest time scale used (18 h) represents the time from the collapse of the
boundary layer the day before (∼6:00 PM) to the time observations were made.
These component uncertainties are then propagated to produce the total range
of the flux estimate.
A complicating factor affecting our ability to directly compare the top-down
flux estimate with the bottom-up inventory is the influence of advective
transport. At night, surface winds are typically low and unsustained, leading to
very slow transport of air masses, and winds on themorning of our flights were
low (2–3 m/s). However, for an 18-h accumulation, it is likely that these ob-
servations include mixing with air containing emissions (and/or cleaner air)
from a region upwind (SW) of the measurement region. To investigate the
potential impact of the upwind area we used the NOAA Hybrid Single Particle
Lagrangian Integrated Trajectory Model (HYSPLIT) to predict the maximum
size of the upwind area (ready.arl.noaa.gov/HYSPLIT.php). Starting at the time
of observations (10:00 AM EDT) we ran an 18-h matrix back trajectory en-
compassing the area of observations. The 18-h time scale was chosen because
it presents the largest estimate of potential upwind influence. We chose the
isobaric mode with an effective altitude that is constant at 50 m to represent
transport within the stable surface layer. The resulting area of influence, which
we call the UAA, covers 14,597 km2 and is shown in Fig. S1. This area is five
times larger than the original sample area. An appropriate comparison with
a bottom-up inventory will, therefore, have to include an estimate for an area
encompassing the entire 18-h back trajectory region (UAA) and an estimate
for the OSA. The average emissions over the UAA corresponds to a lower limit
for the bottom-up flux, because the top-down measurements likely did not
sample completely mixed air, and in this case the upwind area contains cleaner
air, which dilutes the emissions. Likewise, the OSA represents an upper limit
for comparison with the bottom-up flux because the top-down measurements
similarly did not sample air exclusively influenced by the OSA (which has
a higher density of emission sources), and accumulation may have effectively
occurred over a time scale greater than the estimated 5–6 h.
Bottom-up inventories including energy sector, agriculture, landfill, and
other miscellaneous emissions were produced for both the OSA and the UAA
and are described in SI Text. Energy sector emissions were computed using
the following national and state databases: Pennsylvania Department of
Environment databases of oil, gas, and coal production and locations; West
Virginia Department of Environment databases of oil, gas, and coal pro-
duction and locations; Ohio Department of Natural Resources databases of
oil, gas, and coal production; Energy Information Administration databases
of state to state pipeline transmission and location; Department of Labor
database of Employment and Production; and the Pipeline and Hazardous
Material Safety Administration database of pipeline transmission. Default
gas compositions were used (38), and all conversions between volume and mass
assume standard gas conditions: 15 °C and 1 atm. Emission factors from ref. 11
are used to calculate routine fugitive emissions from natural gas production
and processing and for life cycle fugitive emissions from coal and oil energy
sectors. Emissions from natural gas transmission and distribution and well flow-
back events are calculated from emission factors provided in refs. 16 and 17,
respectively. For comparison, a bottom-up inventory of natural gas sector emis-
sions using only ref. 16 emission factors was also completed for the OSA.
Methane emissions from the agriculture sector were calculated from total animal
counts in the counties of interest (39) multiplied by methane emission factors
from refs. 40 and 41. Other methane emissions were included from EPA-reported
greenhouse gas emissions from landfills and other miscellaneous sources (42).
Table 3 shows the total emissions from the bottom-up inventory for the OSA and
UAA, as well as the comparison inventory for the OSA. More detailed emissions
are presented for the OSA in Table S1 and the UAA in Table S2.
The comparison of uncaptured natural gas emissions as a percentage of total
natural gas produced has been used as a standard of comparison between
studies. We used the bottom-up inventories to compute the proportion of our
observed top-down flux that would be expected to come from the natural gas
sector. As shown in Table 3, the total contribution of methane emissions from
the natural gas sector is assumed to be between 22% and 62% in this region.
This range was used to calculate the contributing portion of natural gas
emissions from the extrema in the top-down flux to be divided by the local
unassociated production rates of 50.1 g CH4 s
−1 km−2 for the OSA and 15.9 g
CH4 s
−1 km−2 for the UAA, as shown in Table 4. We report emission rates in
Table 4 and estimate a fugitive emission rate between 2.8% and 17.3% of
natural gas production for this region on these particular days. This estimate
should be compared with other estimates with caution because these esti-
mates generally use more comprehensive temporal data (16, 17, 19, 20).
Table 4. Natural gas portion of the top-down flux as






Low High Low High
Top-down flux, g CH4 s
-1 km-2 2.0 4.2 6.6 14.0
CH4 from natural gas, % 22 62 22 62
Natural gas production rate, g CH4 s
-1 km-2 15.9 50.1
Natural gas flux/ production rate, % 2.8 16.4 2.9 17.3
















Nevertheless, the upper range of this emission rate is surprisingly high, par-
ticularly because there were no major or widespread activities such as flow-
back events or well workovers of which we are aware that are typically
associated with higher methane emission rates.
The mass-balance technique used here is described in ref. 26. Briefly, CH4
concentration data are collected at varying altitudes downwind of a source
approximately perpendicular to the prevailing wind direction. Downwind
transects were flown to the top of the boundary layer, determined from
vertical profiles of potential temperature, H2O, CH4, and CO2, or more
commonly, until the signal reached background levels. The observation of
plumes that did not extend all of the way to the boundary layer top is at-
tributed to the fact that downwind transects were typically flown 2–5 km
downwind of a source, corresponding to too short a transport time scale for
complete vertical mixing but necessary to isolate sources in a landscape with
a dense distribution of potential sources. Fig. S6 shows raw CH4 transect data
1.1 km downwind of pad Delta during flight MB-2. Interpolation of the raw
transect data to create a 2D matrix of CH4 values was done using EasyKrig3.0
(37). Fig. 2 shows the output from the interpolation of the raw data in Fig.
S6. After the interpolated CH4 and horizontal wind matrices are obtained,






Δ½CH4ij ×M⊥ij dxdz [1]
Here the limit zi is the top of the boundary layer, or the height at which
the plume stops, and the limits x and −x are the horizontal limits determined
from an arbitrary reference point in the middle of the transects. ΔCH4 is
obtained by converting CH4 concentrations from ppm to mol·m
−3 using
measured temperature and pressure, then subtracting an average back-
ground CH4 value, calculated by averaging the edges of the interpolated
matrix, from each point in the interpolated CH4 matrix, denoted by the
subscripts ij. M⊥ is the component of the mean wind that is perpendicular to
the plane downwind of the source, which has also been interpolated from
observations. Integrating across x and z and multiplying by dx, 110 m, and dz,
20 m, gives the flux in mol/s per cell, which can then be converted to units of
g/s or kg/s. In cases in which there were multiple well pads contributing, the
number of potential upwind pads was determined from visually inspecting
the CH4 data and spatial distribution of pads in the upwind direction.
Hydrocarbon concentration values were obtained from flask samples
taken during flight RF-2. Of the 12 flasks, 2 were sampled in the free tro-
posphere and excluded from hydrocarbon ratio calculations. The lowest
hydrocarbonmole ratios in a single flask within the boundary layer were used
as an estimate of background values and subtracted from the remaining nine
flasks to obtain delta hydrocarbon values. The least-squares regression,
forced through zero, between delta values of hydrocarbons, was used to find
the hydrocarbon ratio. The uncertainty in the ratio reported is the uncertainty
in the least-squares regression slope.
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ABSTRACT: Flaring to dispose of natural gas has increased in the
United States and is typically assumed to be 98% efficient, accounting
for both incomplete combustion and venting during unintentional
flame termination. However, no in situ measurements of flare
emissions have been reported. We used an aircraft platform to sample
10 flares in North Dakota and 1 flare in Pennsylvania, measuring
CO2, CH4, and meteorological data. Destruction removal efficiency
(DRE) was calculated by assuming a flare natural gas input
composition of 60−100% CH4. In all cases flares were >99.80
efficient at the 25% quartile. Crosswinds up to 15 m/s were observed,
but did not significantly adversely affect efficiency. During analysis
unidentified peaks of CH4, most likely from unknown venting
practices, appeared much larger in magnitude than emissions from flaring practices. Our analysis suggests 98% efficiency for
nonsputtering flares is a conservative estimate for incomplete combustion and that the unidentified venting is a greater
contributor to CH4 emissions.
■ INTRODUCTION
Worldwide, gas flaring is a large source of greenhouse gases
(GHG) and other pollutants.1 Flaring is common at hydro-
carbon production sites where natural gas is not captured for
sale or utilized on site. This allows production sites to dispose
of natural gas relatively safely and also converts the more
potent GHG CH4, along with other polluting components such
as volatile organic compounds and aromatics, into CO2.
Hydraulic fracturing and horizontal drilling have recently
allowed access to reserves of oil in shale and other “tight”
low-porosity formations such as the Bakken Formation in
North Dakota. Since 2005, flaring has increased in the United
States after declining for many years with a factor of 2 increase
in flaring between 2004 and 2012, due to flaring in areas
producing oil from tight formations that generally produce
significant quantities of natural gas in addition to oil.1−3 The
rapid expansion of oil production in the Bakken, for example,
has outpaced the deployment of natural gas pipelines and
ancillary systems to transport associated gas from oil wells to
market, leading to an increase in flaring.4 Currently, about one-
third of the natural gas produced in North Dakota is not
marketed, meaning it is either flared or vented to the
atmosphere.3 The amount of natural gas vented or flared in
North Dakota has increased by a factor of 30 since 2004, when
flaring rates had been relatively steady for several years.3
As horizontal drilling and hydraulic fracturing have increased
domestic production of both oil and natural gas,5 there has
been interest in GHG emissions from production of these fuels.
A number of studies have focused on natural gas production,
with a focus on methane life-cycle emissions from leaks and
venting of gas.6−10 Additionally, some recent studies yielded
leak rates for some parts of the production process for oil and
natural gas.11−15 On a 100-year time horizon fossil CH4 is a
30−36 times more potent GHG than CO2, making it
particularly important to determine methane emissions in
actual operating conditions.16 There has been less focus on
upstream GHG emissions from oil production. With the large
quantity of flaring occurring in the Bakken, accurate
quantification of emissions from flares is essential, including
emissions of methane due to incomplete combustion. Typically,
inventories of oil and gas methane emissions and life-cycle
assessment use an estimate of 98% destruction removal
efficiency (DRE) for flaring, citing the 1996 study by the
EPA and the Gas Research Institute (GRI) or inventories that
rely on that study.17,18 As presented by the EPA/GRI study,
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this figure accounts for both imperfect combustion, investigated
in this study, and time periods when the flame goes out (due to
fuel flow interruptions or other operational problems). The
EPA/GRI study reviewed earlier studies but noted that only
two of them used natural gas. None, to our knowledge, used a
hydrocarbon mix representative of associated gas from an oil
well, which may have significant amounts of noncombustible
gases such as water and carbon dioxide and higher
concentrations of propane and heavier alkanes than processed
natural gas.
Although there have been studies investigating the
efficiencies of flares in laboratory settings, which usually involve
scaled down simulations of a flare and predict very high
efficiencies, we are aware of no peer-reviewed publications
regarding in situ measurements of flare efficiency.19,20 As field
flaring techniques may differ significantly from the laboratory
scale, there is potential for flaring to be much less efficient. One
technical report from two field flare sites in Canada reported
efficiencies as low as 66−84% for natural gas flares despite
small-scale and full-scale laboratory tests that yielded much
higher efficiencies (98−99%).21
Recently there has been more work done to understand flare
efficiency, combustion products, and particulate matter
emissions.22−25 However, these studies focused on an industrial
chemical process flare at a test facility, representing a
permanent flare subject to regulations on emissions. These
studies (and previous studies of industrial flares) typically used
mixtures with significant amounts of propylene, which is not
present in associated gas, and most of the tests were of steam-
assisted flares, technology predominantly found at refineries
and chemical plants.26 Flares from natural gas or oil fields are
often temporary, simple, and may not be subject to emissions
reporting or permitting requirements. Depending on the
volume of associated gas expected and its heat content, an
operator may choose an air-assisted setup to ensure a smokeless
flare.26 To obtain methane emission factors for associated gas
flares representative of conditions typical of flaring, we used an
aircraft platform, capable of repeatedly sampling in situ flare
plumes across a wide range of wells. This work was done in the
Williston Basin in North Dakota, sampling wells producing oil
from the Bakken Shale Formation. In addition, we sampled a
single flare in southwestern Pennsylvania, at a Marcellus Shale
gas well. Here we report the methane destruction efficiency of
these flares.
■ EXPERIMENTAL PROCEDURES
Site Description. Ten flares in western North Dakota were
identified visually, and their plumes were sampled by repeated
passes on May 14, 2012, and June 12−14, 2012. In addition,
one flare in southwestern Pennsylvania was sampled on June
18, 2012. Flare locations and sampling dates are reported in
Table S1 and shown in Figure S1 of the Supporting
Information. Flaring was prevalent in North Dakota across
the entire Bakken Formation, whereas in southwestern
Pennsylvania at the time of this study we observed only one
large flare. Flares were selected randomly on the basis of their
visible detection and covered a variety of different sites and
operators. This was done in an attempt to sample a range of
common flare configurations (flare stack height, gas exit
velocity, etc.) actually used in the field, as these parameters
can affect efficiency. However, as large flares were the most
easily identified and sampled, our sampling approach may be
biased toward the largest, and potentially most efficient, flares.
It is important to note that all flares identified and sampled
were continuously operating over the sampling period, that is,
not sputtering or showing periods of intermittency or
temporary extinguishment. In addition, the small number of
flares sampled may miss so-called “superemitters”, that is,
relatively anomalous sources that emit an outsized portion of
the total emissions of interest. This may also bias our results
toward more efficient flares.27 However, a variety of flares,
under a variety of wind conditions, were sampled, and it is not
clear that the superemitter phenomenon would be relevant to
destruction efficiency in a flare flame. A range of wind speeds
was observed, allowing for an analysis of the effect of crosswind
speed on flare efficiency. Flare configurations varied from very
small stacks burning in small dugout pits, which we managed to
successfully sample only once, to flares with stacks several
meters high. Typical flare stack heights for elevated flares are
9−30 m above ground level (AGL), and our observations
suggest in this region elevated flares were ∼9 m AGL.26 Flame
heights varied between sites and meteorological conditions.
Instrumentation. Purdue’s Airborne Laboratory for
Atmospheric Research (ALAR), a modified Beechcraft Duchess
aircraft, was used to sample flare plumes. The aircraft is
equipped with a best air turbulence (BAT) probe as described
by Garman et al.,28 which measures 50 Hz wind vectors and
pressure and is equipped with a microbead thermistor. Air is
sampled at ∼1800 L min−1 through a pair of inlets connected to
a 5 cm diameter Teflon sample manifold with a residence time
of ∼0.1 s. Fifty Hz GPS/INS data are recorded to enable
calculation of the wind vectors. Also onboard is a 0.5 Hz CO2/
CH4/H2O high-precision Picarro cavity ring-down spectrom-
eter (CRDS) that measures and records species nearly
simultaneously (within 0.2 s).29 An in-flight calibration system
allows the CRDS to sample three NOAA/ESRL calibration
standards containing CH4 concentrations of 1803.05 ± 0.40,
2222.2 ± 0.3, and 2599.5 ± 1.2 ppb and CO2 concentrations of
378.491 ± 0.013, 408.826 ± 0.021, and 438.288 ± 0.019 ppm,
respectively. Conversion to concentration is thus based on
three-point calibration curves conducted for each flight.
Composite calibration plots for the whole experiment (May
14−June 14, 2012) are presented in Figure S2 of the
Supporting Information and show the excellent linearity and
stability of the instrument.30 The in-flight precisions (1σ) for
CO2 and CH4 were 0.07 ppm and 1 ppb, respectively, from 30 s
averages of sampling the standard gases.
Flare Plume Isolation. The structure of flare plumes has
been examined, largely at laboratory scale, and is expected to
produce a distinct combustion (i.e., buoyant) plume and
unburned fuel (i.e., nonbuoyant) plume.20,31 At the local scale
this will result in inhomogeneous plume profiles.31 However, in
convective boundary layers near the surface, both buoyant and
nonbuoyant plumes have similar dispersion rates due to the
influence of updrafts and atmospheric turbulence, which
quickly mixes heat and pollutants.32,33 Thus, we assume that
the CO2 and CH4 plumes are correlated and relatively well-
mixed at our sampling height and distance and will evaluate that
assumption under Results and Discussion. To sample flare
plumes, we flew directly into the flare plume from the
downwind side, parallel to the wind direction, and completed
the sampling transect by flying directly over the flare to
maximize data collected in the plume. Sampling transects were
flown at low altitudes prior to reaching a flare. A sample flight
path over a sampled flare showing observed CO2 concen-
trations is presented in Figure 1. To identify flare plume data,
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the mean and standard deviation of background concentrations
of CO2 and CH4 were first calculated from flight legs where no
flare or methane emission plumes were present. In many cases
flare sites were far from the initial background sample area, and
the background concentration changed slightly. For these sites
background values were calculated as the mean excluding
outliers (plumes) in the area of study. The standard deviation
of CO2 near the flare was assumed to be the same as the
background area, which ranged from 0.27 to 0.44 ppm in North
Dakota and was 0.61 ppm in Pennsylvania. The mean
background concentrations ranged from 385.37 to 393.25
ppm and from 1874.4 to 1919.8 ppb for CO2 and CH4,
respectively. Background concentrations were subtracted from
observations to produce ΔCO2 and ΔCH4 time series for each
flare. Flare plumes were identified from flight transects in the
plume of each flare where ΔCO2 was at least 7σ above the
background and within 4 s of the maximum CO2 peak, to
exclude weak CO2 plumes that may have been produced by
combustion-driven equipment on or near the pads. The
standard deviations (1σ) of the background for CH4 ranged
from 1.1 to 3.6 ppb. Figure 2a shows an example time series of
CO2 and CH4 with points identified as flare plumes (in red) for
one of the flares sampled.
Efficiency Calculations. To calculate flare efficiency,
emission factors (EF) were calculated using two methods.
First, a standard regression of ΔCO2 versus ΔCH4 was
performed for all plume points from a single flare during one
sampling flight. Regressions were forced through zero, and the
slope of such a regression is equal to the EF for that particular
flare. This allows the calculation of EFs for each flare. A sample
regression is shown in Figure 2b.
Second, an aggregate analysis was performed. EFs were
calculated as the ratio of ΔCH4 (in ppm) to ΔCO2 (in ppm)
for all data points within flare plumes. This was done by directly
calculating the ΔCH4 to ΔCO2 ratio (in ppm/ppm) for all
simultaneous data points identified as flare plumes (n = 355) in
the entire data set. For this analysis, flare plume points were
screened for ΔCH4 values that were not significantly different
from zero. All flare plume points with ΔCH4 values within 3σ
of the background, a standard limit of detection threshold, were
considered indistinguishable from the background.34 The
effective limit of quantification (LOQ) we observed for EFs
due to the combined effect of distinguishing CO2 plumes
indicative of flares and CH4 values above the background is 9.0
× 10−5 ppm/ppm and is indicated in Table 1. An ogive
(cumulative frequency) plot was made for EFs and is shown in
Figure 3 for EFs up to the 95th percentile EF. Ogive plots
present the cumulative integral of the frequency of each
measurement versus the value of each measurement, in this
case EFs, and give information about the density of
measurements around a given value.34 This technique is similar
to a histogram plot showing normalized frequency, but is more
useful for data that spans many orders of magnitude where the
use of histogram “classes” may separate data too coarsely to
provide relevant detailed information. Sequentially increasing
histogram “class” width may give a false impression of uniform
frequency of events or greater measurement variability than
actually observed. The full ogive is given in the Supporting
Information in Figure S3.
Traditional definitions of efficiency refer to combustion
efficiency (CE), which is a measure of how well the flare
converts carbon in the fuel gas to CO2 (carbonCO2/carbonfuel),
or destruction removal efficiency (DRE), which is a measure of
how well a flare destroys a particular fuel component regardless
of the product (species Xflare/species Xfuel). Without the
instrumentation to measure all of the products of CH4
combustion or information on the actual flow rate and
composition of the flare fuel at the time of study, we cannot
truly measure CE or DRE. However, CH4 emission was the
primary concern of this study as the most potent greenhouse
gas emitted and the most difficult to oxidize in the atmosphere
with a lifetime of 12.4 years.16 To estimate DRE we assume that
CH4 combusts fully to CO2 and that production of CO and
other non-CO2 products is negligible. We assume the amount
Figure 1. Plot of the flight path to sample flare 2a colored by observed
CO2 concentration.
Figure 2. (a) Time series of CO2 and CH4 showing flare plume measurements in red above the 7σ CO2 threshold (dashed black line) and within 4σ
of the maximum CO2 plume value. Background values are shown as solid black lines. The 3σ CH4 background is shown as dashed black lines. (b)
Regression of identified flare plume points. The regression has been forced through zero, and error on the slope is reported as 1σ. Dashed lines show
the 3σ threshold around 0 for CH4.
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of CH4 in the original flare gas is equal to the unburnt CH4 we
observed in the flare plus some fraction of the amount of CO2
we observed based on commonly assumed CH4 compositions
of raw natural gas, which range from 60 to 100%, with the most
commonly used composition being 80%.35 The fractions of
CH4 in the total gas were converted to molar carbon ratios by
assuming the other major constituents were C2H6, C3H8,
C4H10, and C5H12 as given in ref 36. Table S2 in the Supporting
Information presents assumed CH4 mole percent and the
resulting carbon mole percent for three cases. The expression
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Here μCH4 and μCO2 are molar ratios and X is the fractional
carbon composition attributed to CH4 in the preignited flare
gas (1−0.35).
■ RESULTS AND DISCUSSION
Our regression analysis revealed several very low correlation
coefficients and corresponding high uncertainty in the
calculated EFs. Full regression results, error, and correlation
coefficients are reported in Table S3 in the Supporting
Information. Regression EFs range from 1.0 × 10−4 to 1.7 ×
10−3 ppm/ppm with a median value of 2.7 × 10−4 ppm/ppm.
The 25−75% quartile range for the regression analysis is from
2.0 × 10−4 to 6.5 × 10−4 ppm/ppm. We chose to aggregate the
data in our second EF analysis approach, described under
Experimental Procedures, in an attempt to verify our regression
findings and provide results with more robust statistics. We
obtained 355 data points satisfying the sampling criteria from
10 flares that were successfully sampled. EF and DRE quartiles
are reported in Table 1. We observed large overall variability in
the EFs most likely attributable to the small size of the plume
and the difficulty in obtaining this measurement as well as
actual variability in, and small quantity of, the unburnt CH4 and
possible inhomogeneity within the flare plume. It may be that
scatter caused by inhomogeneous plumes could be minimized
by integrating plumes for each transect through the plume.
Because the flare plumes are quite small and were sampled over
a time period of a few seconds (i.e., from an aircraft traveling at
∼50 m/s), it was quite difficult to obtain data above our criteria
threshold at our sampling frequency. For one case, flare 8, we
were unable to detect any CO2 plumes, even after multiple
passes. In a similar case we attempted to resample flare 3, which
had already been successfully sampled, but were unable to
identify any CO2 plumes during analysis. Typically we were
able to obtain three to four data points that satisfied our criteria
per plume per pass; multiple passes were made for each flare to
obtain the number of samples (n = 355). This then creates
difficulties in attempting integration of the plume transect, as
the small number of samples per pass renders the peaks not
smooth. Nevertheless, we performed regression analysis of the
integrated transects for each, including transects with at least
three plume points for all flares, to assess whether there was any
bias in our single-point analysis from plume inhomogeneity.
The results of these regressions are reported in Table S4 and
are not statistically different from the original regression (Table
S3), indicating that our original point-by-point approach, which
has the advantage of preserving more data points, is not
significantly biased. However, in most cases the correlation of
the integration results significantly improved, indicating
random spatial variability in the flare plume may account for
much of the scatter in our data and plume homogeneity should
not be assumed. Even with improved correlation coefficients,
the integration regression slope error generally increased due to
the decreased number of data points.
Of the 355 flare plume points identified, 168 had ΔCH4
values above the 3σ background criteria; thus, 53% of our
collected EFs are reported as <9.0 × 10−5 ppm/ppm, our
effective LOQ. EF quartile values are reported in Table 1 along
with the mean value, which is above the 75% quartile value, as
the mean is greatly affected by extreme values. Other factors
affecting our EF range could be direct venting or leaking
Table 1. EF and DRE Statistics Including the Median, Minimum, Maximum, Mean, and 25 and 75% Quartile Valuesa
DRE
statistics EF ppm/ppm statistics 100% CH4 80% CH4 60% CH4
min <9.0 × 10−5 max >99.99 >99.98 >99.97
quartiles 25% <9.0 × 10−5 75% >99.99 >99.98 >99.97
med <9.0 × 10−5 med >99.99 >99.98 >99.97
75% 7.1 × 10−4 25% 99.93 99.88 99.80
max 3.5 × 10−2 min 96.61 94.33 90.91
mean 1.11 × 10−3 mean 99.89 99.81 99.69
LOQ 9.0 × 10−5 LOQ 99.99 99.98 99.97
aAlso shown is the limit of quantification (LOQ) for the EF and the corresponding highest quantifiable DRE for each scenario.
Figure 3. EF ogive up to 95% cumulative probability. The shaded area
represents the 25−75% quartiles. The EF LOQ is 9.0 × 10−5.
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sources close to the flares that we could not visually identify.
Mixing of plumes from venting or leaking into the flare plumes
may explain the few very high EFs we observed that were nearly
2 orders of magnitude greater than our 75% quartile value.
However, our LOQ−75% quartile range, from 9.0 × 10−5 to 7.1
× 10−4 ppm/ppm, spans only a factor of 8, indicating that EFs
do not vary greatly among the sites sampled or over time at the
same sites, even as flare gas flow rates and flare stack structures
vary from site to site and over time. The range of EFs produced
by both the regression technique and aggregate analysis are
consistent.
For the aggregate analysis we observed very high DRE
quartiles for all gas composition cases with no 25% quartile
value <99.80%. The 25% quartile values represent the best
estimate of the lower limit of the DRE for the observed flares.
In contrast, the mean DRE is strongly affected by extreme low
values of the DRE, which may be due to contamination of the
flare plume with methane emissions from a vent or leak.
Highest quantifiable DREs were 99.99, 99.98, and 99.97% for
the 100, 80, and 60% CH4 scenarios, respectively. DRE values
for the aggregate analysis are reported in Table 1 with
individual flare DRE values reported in Table S5 in the
Supporting Information. Calculated DRE ogives for each of the
assumed CH4 compositions of the flare gas are plotted in
Figure 4. Full ogives are given in Figure S4. As previously
mentioned, the flares sampled may be biased toward larger
flares that are more efficient because these were the easiest to
identify and sample. Even so, very high efficiency was observed
for all flares sampled. Flares with smaller flames, which could be
caused by slower flowing natural gas or gas with a low fraction
of combustible material, may be less efficient, but could not be
easily sampled using this approach. Thus, these observations
apply to flares under conditions that do not produce sputtering
or periodically extinguished flames (i.e., substantial and
continuous gas flow), as we observed no such sputtering flares
during our sampling. This indicates that emissions of methane
from lit flares calculated using the default estimate for
destruction efficiency of 98% may be too high. However, it is
important to emphasize that the default 98% DRE, at least as
originally recommended, also accounts for periods when the
flame is out (i.e., DRE = 0), and this study does not address
that flare condition. Thus, whereas our study indicates that
large continuous flares such as those sampled in the Bakken and
Marcellus shale deposits are very efficient in CH4 removal,
flares with significant flame sputtering may be better
represented by the original 98% DRE value as it represents
an integrated average DRE including intermittent venting.
We also examined the relationship between crosswind speed
and emission factor, shown in Figure 5. Our wind data were
measured at our flight altitude (∼150 m AGL on average),
whereas the flare stacks experience wind at a height around 9 m
AGL. This small difference in height should have a negligible
effect on actual wind speed for this analysis, particularly as the
terrain was relatively flat and the atmosphere unstable during
the flights, with wind speeds of 5 m/s or greater and a factor of
3 in wind speed range.33 Previous laboratory work has indicated
a nonlinear relationship between crosswind speed and
inefficiency, with inefficiency reaching ∼10%.19,20 To address
this we used the regression data as we could directly compare
the regression EF and the observed wind speed at each flare
site. A weak relationship between crosswind speed and
inefficiency appears in our data, with EFs increasing with
wind speed and a coefficient of determination (R2) value of
0.09 for an exponential fit, the fit that most closely resembles
the expected relationship from previous studies.19,20 However,
the highest crosswind speeds (∼15 m/s) did not significantly
adversely affect efficiency as these flares have >99.68%
efficiency in all CH4 composition scenarios. Several reasons
for this discrepancy may exist, the most likely being the effect of
higher gas exit velocities and larger inside stack diameters that
correspond to lower sensitivity of the efficiency to crosswind
speeds.19,20 We have no data regarding the actual gas exit
velocity, inside diameter, or the nature of any assist technology
(e.g., air-assisted) the flares used, but it is possible that these
variables are present in configurations such that they decrease
the adverse effect of the crosswind. Overall, the emitted CH4 is
very small, indicating that although in situ flaring efficiencies are
sensitive to crosswind speed, the overall adverse effect is small.
During our flights over the Bakken field we observed CH4
plumes that were uncorrelated to CO2 plumes and thus
unrelated to lit flares. A sample data sequence, shown in Figure
6, shows that these plumes were often much larger in
magnitude than the flare CH4 signals. Also, these plumes
Figure 4. DRE ogives showing DREs >98% efficient. The shaded area
represents the 25−75% quartiles.
Figure 5. EF regression values for each flare plotted against crosswind
speed. Error bars represent the 1σ error of the slope.
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were sampled at altitudes 2−3 times higher than those at which
the flare signals were sampled and were observed at greater
distances from sources, further indicating a considerably larger
source strength. These plumes most likely correspond to
intentional vents or unintentional leaks from oil or natural gas
facilities as other common sources of methane (landfills,
wetlands, dairy farms, wastewater treatment plants, etc.) were
scarce, with the majority of the land being cropland or
undeveloped and extensively dotted with oil well pads.
However, in one case, we identified the source as a dairy
farm by circling the potential source and seeing a CH4 plume
only on its downwind side. The processes leading to the
observed venting events are uncertain, but they appear to be
more important CH4 emitters than flares. More work is needed
to identify the nature of these sources and how they might be
mitigated.
This work demonstrates that existing shale gas well flares can
be very efficient in converting CH4 to CO2 and, if the CH4
would have otherwise been vented, may result in a beneficial
climate impact. No substantial negative impact on flare
efficiency from crosswind was identified in this study. Future
EF studies may benefit from the use of high-frequency
instruments to allow plume data to be integrated, thus reducing
the potential for scatter during data analysis. However,
emissions of other compounds that can affect air quality or
contribute to climate change from flaring are relatively little
studied in the United States and should be pursued.37−39
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