
















既知の重みwj ∈ [0,∞]を使ってρj(θj) = wjθ2j/2と定める．もしwj =∞
であれば罰則が評価関数の全てになるので，必然的にθjはゼロに帰着す
る．この問題の解は次のd本の推定方程式から得られる．
∂L(θ)/∂θj + wjθj = 0 (j = 1, . . . , d)
δj ∈ [0, 1]によってwj = δj/(1− δj)とパラメータを取り直すと，上の推
定方程式に対して以下の等価な表現が得られる．
(1− δj)∂L(θ)/∂θj + δjθj = 0 (j = 1, . . . , d)















と θk に対して重み wˆjk = δˆjk/(1 − δˆjk)をルール δˆjk = δˆjk(λ, δ) =




































•H7, H8: 性別 (男/女), 結婚状態(独居/それ以外)を表すダミー




I(H1 = no, H5 = bad), X2 = I(H1 = good, H5 = good), X3 = I(H1 =
good, H5 = bad), X4 = I(H1 = bad, H5 = good), and X5 = I(H1 =
bad, H5 = bad)．ここでは, I(H1 = no, H5 = good)をベースライン効果
として，計(3× 2− 1) = 5個のダミー変数を考える．
これを全ての組み合わせで考えると，結果的に38個のダミー変数が
生成される．それらをX1, . . . , X38と記すと，出発点となるモデルは
logit{P (y = 1|X)} = β0 +
38∑
j=1
Xjβj + H3β39 + H4β40.
となる．(y = 0 or 1は，非事故 or 事故を表すダミー変数である．) 変数
のグルーピングと選択の結果は以下の通り．
選択された変数 グループ番号 係数 P値
H1 = good, H5 = good 1 −0.37 < 0.001
H1 = good, H6 = private 1
H1 = good, H7 = man 1
H1 = good, H7 = woman 1
H1 = good, H8 = not live alone 1
H1 = no, H5 = bad 2 0.76 0.003
H5 = bad, H6 = professional 2
H1 = no, H6 = private 3 0.33 < 0.001
H1 = no, H6 = professional 3
H1 = bad, H7 = woman 3
H1 = no, H7 = woman 3
H5 = bad, H8 = live alone 3
H6 = professional, H7 = man 3
H6 = professional, H8 = live alone 3
Intercept Not grouped −1.82 < 0.001
H3 Not grouped 0.034 < 0.001
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