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Abstract
Self-interacting diffusions are processes living on a compact Riemannian man-
ifold defined by a stochastic differential equation with a drift term depending
on the past empirical measure µt of the process. The asymptotics of µt is
governed by a deterministic dynamical system and under certain conditions
(µt) converges almost surely towards a deterministic measure µ
∗ (see Bena¨ım,
Ledoux, Raimond (2002) and Bena¨ım, Raimond (2005)). We are interested
here in the rate of convergence of µt towards µ
∗. A central limit theorem
is proved. In particular, this shows that greater is the interaction repelling
faster is the convergence.
∗We acknowledge financial support from the Swiss National Science Foundation Grant
200021-103625/1
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1 Introduction
Self-interacting diffusions
Let M be a smooth compact Riemannian manifold and V : M ×M → R a
sufficiently smooth mapping1. For all finite Borel measure µ, let V µ : M → R
be the smooth function defined by
V µ(x) =
∫
M
V (x, y)µ(dy).
Let (eα) be a finite family of vector fields on M such that∑
α
eα(eαf)(x) = ∆f(x),
where ∆ is the Laplace operator onM and eα(f) stands for the Lie derivative
of f along eα. Let (B
α) be a family of independent Brownian motions.
A self-interacting diffusion on M associated to V can be defined as the
solution to the stochastic differential equation (SDE)
dXt =
∑
α
eα(Xt) ◦ dBαt −∇(V µt)(Xt)dt.
where
µt =
1
t
∫ t
0
δXsds
is the empirical occupation measure of (Xt).
In absence of drift (i.e V = 0), (Xt) is just a Brownian motion on M
but in general it defines a non Markovian process whose behavior at time t
depends on its past trajectories through µt. This type of process was intro-
duced in Benaim, Ledoux and Raimond (2002) (hence after referred as [3])
and further analyzed in a series of papers by Benaim and Raimond (2003,
2005, 2007) (hence after referred as [4], [5] and [6]). We refer the reader to
these papers for more details and especially to [3] for a detailed construction
of the process and its elementary properties. For a general overview of pro-
cesses with reinforcement we refer the reader to the recent survey paper by
Pemantle (2007) ([15]).
1The mapping Vx : M → R defined by Vx(y) = V (x, y) is C2 and its derivatives are
continuous in (x, y)
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Notation and Background
Standing Notation We let M(M) denote the space of finite Borel mea-
sures on M, P(M) ⊂ M(M) the space of probability measures. If I is a
metric space (typically, I = M,R+ ×M or [0, T ] ×M) we let C(I) denote
the space of real valued continuous functions on I equipped with the topology
of uniform convergence on compact sets. When I is compact and f ∈ C(I)
we let ‖f‖ = supx∈I |f(x)|. The normalized Riemann measure on M will be
denoted by λ.
Let µ ∈ P(M) and f : M → R a nonnegative or µ−integrable Borel
function. We write µf for
∫
fdµ, and fµ for the measure defined as fµ(A) =∫
A
fdµ.We let L2(µ) denote the space of such functions for which µ|f |2 <∞,
equipped with the inner product
〈f, g〉µ = µ(fg)
and the norm
‖f‖µ =
√
µf 2.
We simply write L2 for L2(λ).
Of fundamental importance in the analysis of the asymptotics of (µt) is
the mapping Π :M(M)→ P(M) defined by
Π(µ) = ξ(V µ)λ (1)
where ξ : C(M)→ C(M) is the function defined by
ξ(f)(x) =
e−f(x)∫
M
e−f(y)λ(dy)
. (2)
In [3], it is shown that the asymptotics of µt can be precisely related to the
long term behavior of a certain semiflow on P(M) induced by the ordinary
differential equation (ODE) on M(M) :
µ˙ = −µ+Π(µ). (3)
Depending on the nature of V, the dynamics of (3) can either be convergent
or nonconvergent leading to similar behaviors for {µt}(see [3]). When V is
symmetric, (3) happens to be a quasigradient and the following convergence
result hold.
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Theorem 1.1 ([5]) Assume that V is symmetric. i.e. V (x, y) = V (y, x).
Then the limit set of {µt} (for the topology of weak* convergence) is almost
surely a compact connected subset of
Fix(Π) = {µ ∈ P(M) : µ = Π(µ)}.
In particular, if Fix(Π) is finite then (µt) converges almost surely toward a
fixed point of Π. This holds for a generic function V (see [5]).
Sufficient conditions ensuring that Fix(Π) has cardinal one are as follows:
Theorem 1.2 ([5], [6]) Assume that V is symmetric and that one of the
two following conditions hold
(i) Up to an additive constant V is a Mercer kernel, That is
V (x, y) = K(x, y) + C
and ∫
K(x, y)f(x)f(y)λ(dx)λ(dy) ≥ 0
for all f ∈ L2.
(ii) For all x ∈ M, y ∈ M,u ∈ TxM, v ∈ TyM
Ricx(u, u) + Ricy(v, v) + Hessx,yV ((u, v), (u, v)) ≥ K(‖u‖2 + ‖v‖2)
where K is some positive constant. Here Ricx stands for the Ricci
tensor at x and Hessx,y is the Hessian of V at (x, y).
Then Fix(Π) reduces to a singleton {µ∗} and µt → µ∗ with probability one.
As observed in [6] the condition (i) in Theorem 1.2 seems well suited to
describe self-repelling diffusions. On the other hand, it is not clearly related
to the geometry of M. Condition (ii) has a more geometrical flavor and is
robust to smooth perturbations (of M and V ). It can be seen as a Bakry-
Emery type condition for self interacting diffusions.
In [5], it is also proved that every stable (for the ODE (3)) fixed point
of Π has a positive probability to be a limit point for µt; and any unstable
fixed point cannot be a limit point for µt.
4
Organisation of the paper
Let µ∗ ∈ Fix(Π). We will assume that
Hypothesis 1.3 µt converges a.s. towards µ
∗.
Sufficient conditions are given by Theorem 1.2
In this paper we intend to study the rate of this convergence. Let
∆t = e
t/2(µet − µ∗).
It will be shown that, under some conditions to be specified later, for all
g = (g1, . . . , gn) ∈ C(M)n the process
[∆sg1, . . . ,∆sgn, V∆s]s≥t
converges in law, as t→∞, toward a certain stationary Ornstein-Uhlenbeck
process (Zg, Z) on Rn × C(M). This process is defined in Section 2. The
main result is stated in section 3 and some examples are developed. It is in
particular observed that a strong repelling interaction gives a faster conver-
gence. The section 4 is a proof section. The appendix, section 5, contains
general material on random variables and Ornstein-Uhlenbeck processes on
C(M).
In the following K (respectively C) denotes a positive constant (respec-
tively a positive random constant). These constants may change from line
to line.
2 The Ornstein-Uhlenbeck process (Zg, Z).
Throughout all this section we let µ ∈ P(M). For x ∈M we set Vx : M → R
defined by Vx(y) = V (x, y).
2.1 The operator Gµ
Let g ∈ C(M) and let Gµ,g : R× C(M) → R be the linear operator defined
by
Gµ,g(u, f) = u/2 + Covµ(g, f), (4)
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where Covµ is the covariance on L
2(µ), that is the bilinear form acting on
L2 × L2 defined by
Covµ(f, g) = µ(fg)− (µf)(µg).
We define the linear operator Gµ : C(M)→ C(M) by
Gµf(x) = Gµ,Vx(f(x), f) (5)
= f(x)/2 + Covµ(Vx, f).
It is easily seen that ‖Gµf‖ ≤ (2‖V ‖ + 1/2)‖f‖. In particular, Gµ is a
bounded operator. Let {e−tGµ} denotes the semigroup acting on C(M) with
generator −Gµ. From now on we will assume the following:
Hypothesis 2.1 There exists κ > 0 and λ̂ ∈ P(M) such that µ << λ̂
with ‖dµ
dbλ
‖∞ < ∞, λ and λ̂ are equivalent measures with ‖dλdbλ‖∞ < ∞ and
‖dbλ
dλ
‖∞ <∞, and such that for all f ∈ L2(λ̂),
〈Gµf, f〉bλ ≥ κ‖f‖2bλ.
Let
λ(−Gµ) = lim
t→∞
log(‖e−tGµ‖)
t
.
This limit exists by subadditivity. Then
Lemma 2.2 Hypothesis 2.1 implies that λ(−Gµ) ≤ −κ < 0.
Proof : For all f ∈ L2(λ̂),
d
dt
‖e−tGµf‖2bλ = −2〈Gµe−tGµf, e−tGµf〉bλ
≤ −2κ‖e−tGµf‖bλ.
This implies that ‖e−tGµf‖bλ ≤ e−κt‖f‖bλ.
Denote by gt the solution of the differential equation
dgt
dt
= Covµ(Vx, gt)
with g0 = f , where f ∈ C(M). Note that e−tGµf = e−t/2gt. It is straightfor-
ward to check that (using the fact that ‖dµ
dbλ
‖∞ <∞)
d
dt
‖gt‖bλ ≤ K‖gt‖bλ
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with K a constant depending only on V and µ. Thus
sup
t∈[0,1]
‖gt‖bλ ≤ K‖f‖bλ.
Now, since for all x ∈M and t ∈ [0, 1]∣∣∣∣ ddtgt(x)
∣∣∣∣ ≤ K‖gt‖bλ ≤ K‖f‖bλ,
we have ‖g1‖ ≤ K‖f‖bλ. This implies that
‖e−Gµf‖ ≤ K‖f‖bλ.
Now for all t > 1, and f ∈ C(M),
‖e−tGµf‖ = ‖e−Gµe−(t−1)Gµf‖
≤ K‖e−(t−1)Gµf‖bλ
≤ Ke−κ(t−1)‖f‖bλ
≤ Ke−κt‖f‖∞.
This implies that ‖e−tGµ‖ ≤ Ke−κt, which proves the lemma. QED
The adjoint of Gµ is the operator on M(M) defined by the relation
m(Gµf) = (G
∗
µm)f
for all m ∈M(M) and f ∈ C(M). It is not hard to verify that
G∗µm =
1
2
m+ (Vm)µ− (µ(Vm))µ. (6)
2.2 The generator Aµ and its inverse Qµ
Let H2 be the Sobolev space of real valued functions on M , associated with
the norm ‖f‖2H = ‖f‖2λ + ‖∇f‖2λ. Since Π(µ) and λ are equivalent measures
with continuous Radon-Nykodim derivative, L2(Π(µ)) = L2(λ) := L2. We
denote by Kµ the projection operator, acting on L
2(Π(µ)), defined by
Kµf = f − Π(µ)f.
We denote by Aµ the operator acting on H
2 defined by
Aµf =
1
2
∆f − 〈∇V µ,∇f〉.
Note that for f and g in L2,
〈Aµf, g〉Π(µ) = −1
2
∫
〈∇f,∇g〉(x)Π(µ)(dx)
where 〈·, ·〉 denotes the Riemannian inner product on M.
For all f ∈ C(M) there exists Qµf ∈ H2 such that Π(µ)(Qµf) = 0 and
f −Π(µ)f = Kµf = −AµQµf. (7)
Note that if P µt denotes the semigroup with generator Aµ, then
Qµf =
∫ ∞
0
P µt Kµfdt.
Since there exists pµt (·, ·) such that
P µt f(x) =
∫
M
pµt (x, y)f(y)Π(µ)(dy),
we have
Qµf(x) =
∫
M
qµ(x, y)f(y)Π(µ)(dy)
where
qµ(x, y) =
∫ ∞
0
(pµt (x, y)− 1)dt.
Then, as shown in [3], Qµf is C
1 and there exists a constant K such that
for all f ∈ C(M) and µ ∈ P(M),
‖Qµf‖∞ ≤ K‖f‖∞ (8)
‖∇Qµf‖∞ ≤ K‖f‖∞. (9)
Finally, note that for f and g in L2,∫
〈∇Qµf,∇Qµg〉(x)Π(µ)(dx) = −2〈AµQµf,Qµg〉Π(µ) (10)
= 2〈f,Qµg〉Π(µ).
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2.3 The covariance Cµ
We let Ĉµ denote the bilinear continuous form Ĉµ : C(M) × C(M) → R
defined by
Ĉµ(f, g) = 2〈f,Qµg〉Π(µ).
This form is symmetric (see its expression given by (10)). Note also that for
some constant depending on µ,
|Ĉµ(f, g)| ≤ K‖f‖ × ‖g‖.
We let Cµ denote the mapping Cµ : M ×M → R defined by
Cµ(x, y) = Ĉµ(Vx, Vy).
Then Cµ is a covariance function (or a Mercer kernel), i.e. it is continuous,
symmetric and
∑
i,j λiλjCµ(xi, xj) ≥ 0.
2.4 The process Z
We now define an Ornstein-Uhlenbeck process on C(M) of covariance Cµ
and drift −Gµ. This heavily relies on the general construction given in the
appendix.
A Brownian motion on C(M) with covariance Cµ is a C(M)-valued stochas-
tic process W = {Wt}t≥0 such that
(i) W0 = 0;
(ii) t 7→Wt is continuous;
(iii) For every finite subset S ⊂ R×M, {Wt(x)}(t,x)∈S is a centered Gaussian
random vector;
(iv) E[Ws(x)Wt(y)] = (s ∧ t)Cµ(x, y).
Lemma 2.3 There exists a Brownian motion on C(M) with covariance Cµ.
Proof : Let
dCµ(x, y) :=
√
Cµ(x, x)− 2Cµ(x, y) + Cµ(y, y)
= ‖∇Qµ(Vx − Vy)‖Π(µ)
≤ K‖Vx − Vy‖
9
where the last inequality follows from (9). Then
dCµ(x, y) ≤ Kd(x, y)
and the result follows from Proposition 5.8 and Remark 5.7 in the appendix.
QED
We say that a C(M)-valued process Z is an Ornstein-Uhlenbeck process
of covariance Cµ and drift −Gµ if
Zt = Z0 −
∫ t
0
GµZsds+Wt (11)
where
(i) W is a C(M)-valued Brownian motion of covariance Cµ;
(ii) Z0 is a C(M)-valued random variable;
(iii) W and Z0 are independent.
Note that we can think of Z as a solution to the linear SDE
dZt = dWt −GµZtdt.
It follows from section 5.3 in the appendix that such a process exists and
defines a Markov process. Furthermore
Proposition 2.4 Under hypothesis 2.1,
(i) (Zt) converges in law toward a C(M)-valued random variable Z∞;
(ii) Z∞ is Gaussian, in the sense that for every finite set S ⊂ M, {Z∞(x)}x∈S
is a centered Gaussian random vector;
(iii) Let πµ denotes the law of Z∞. Then π
g is characterized by its variance
Var(πµ) :M(M)→ R,
m 7→ E((mZ∞)2),
10
and for all m ∈M,
Var(πµ)(m) =
∫ ∞
0
∫
M×M
Cµ(x, y)mt(dx)mt(dy)dt
=
∫ ∞
0
Ĉµ(Vmt, V mt)dt
where
mt = e
−tG∗µm.
Proof : This follows from Proposition 5.16 in the appendix. Example 5.18
shows that assertion (iii) of this proposition is satisfied. QED
2.5 The process Zg.
For g = (g1, . . . , gn) ∈ C(M)n, let M˜ = {1, . . . , n} ∪M be the disjoint union
of {1, . . . , n} and M, and Cgµ : M˜ × M˜ → R be the function defined by
Cgµ(x, y) =

Ĉµ(gx, gy) for x, y ∈ {1, . . . , n},
Cµ(x, y) for x, y ∈M,
Ĉµ(Vx, gy) for x ∈M, y ∈ {1, . . . , n}.
Then Cgµ is a Mercer kernel (see section 5.2).
A Brownian motion on Rn ×C(M) with covariance Cgµ is a Rn × C(M)-
valued stochastic process (W g,W ) = {(W g1t , . . . ,W gnt ,Wt)}t≥0 such that:
(i) W = {Wt}t≥0 is a C(M)-valued Brownian motion with covariance Cµ;
(ii) For every finite subset S ⊂ R × M, {W gt ,Wt(x)}(t,x)∈S is a centered
Gaussian random vector;
(iii) E(W gis W
gj
t ) = (s ∧ t)Ĉµ(gi, gj) and
E(Ws(x)W
gi
t ) = (s ∧ t)Ĉµ(Vx, gi).
Lemma 2.5 There exists a Brownian motion on Rn×C(M) with covariance
Cgµ.
Proof : Let d˜ be the distance on M˜ defined by
d˜(x, y) =

1x 6=y for x, y ∈ {1, . . . , n},
d(x, y) for x, y ∈M,
d(x, x0) + 1 for x ∈M, y ∈ {1, . . . , n}
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where x0 is some arbitrary point in M. This makes M˜ a compact metric
space, and it is easy to show that the function Cgµ verifies hypothesis 5.6 (use
the proof of Lemma 2.3). The result follows by application of Proposition
5.8. QED
Let now be Zgt = (Z
g1
t , . . . , Z
gn
t ) ∈ Rn denote the solution to the SDE
dZgit = dW
gi
t − (Zgit /2 + Covµ(Zt, gi)) dt, i = 1, . . . , n (12)
where (W g,W ) is as above and Z = (Zt) is given by (11).
The following result generalizes Proposition 2.4.
Proposition 2.6 Under hypothesis 2.1,
(i) The process (Zgt , Zt) converges in law toward a centered R
n×C(M) valued
Gaussian random variable (Zg∞, Z∞).
(ii) Let πg,µ denotes the law of (Zg∞, Z∞). Then π
g,µ is characterized by its
variance
Var(πg,µ) : Rn ×M(M)→ R,
(u,m) 7→ E ((mZ∞ + 〈u, Zg∞〉)2) ;
and for all u ∈ Rn, m ∈M(M),
Var(πg,µ)(u,m) =
∫ ∞
0
Ĉµ(ft, ft)dt
with
ft = e
−t/2
∑
i
uigi + Vmt,
and where mt is defined by
mtf = m0(e
−tGµf) +
n∑
i=1
ui
∫ t
0
e−s/2Covµ(gi, e
−(t−s)Gµf)ds. (13)
Proof : Let Ggµ : R
n × C(M)→ Rn × C(M) be the operator defined by
Ggµ =
(
I/2 Agµ
0 Gµ
)
(14)
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where Agµ : C(M)→ Rn is the linear map defined by
Agµ(f) =
(
Covµ(f, g1), . . . ,Covµ(f, gn)
)
.
Then (Zg, Z) is a C(M˜)-valued Ornstein-Uhlenbeck process of covariance
Cgµ and drift −Ggµ. It is not hard to verify that under hypothesis 2.1, the
assumptions of Proposition 5.16 hold, so that (Zgt , Zt) converges in law to-
ward a centered Rn×C(M) valued Gaussian random variable (Zg∞, Z∞) with
variance
Var(πg,µ)(u,m) =
∫ ∞
0
Ĉµ(ft, ft)dt
with ft =
∑
i ut(i)gi + V mt and where (ut, mt) = e
−t(Ggµ)
∗
(u,m). Now
(Ggµ)
∗ =
(
I/2 0
(Agµ)
∗ (Gµ)
∗
)
and (Agµ)
∗u =
∑
i ui(gi − µgi)µ. Thus ut = e−t/2u and
dmt
dt
= −(Agµ)∗ut − (Gµ)∗mt
Thus mt is the solution with m0 = m of
dmt
dt
= −e−t/2
(∑
i
ui(gi − µgi)
)
µ−G∗µmt (15)
Note that (15) is equivalent to
d
dt
(mtf) = −e−t/2Covµ
(∑
i
uigi, f
)
−mt(Gµf)
for all f ∈ C(M), and m0 = m. From which we deduce that
mt = e
−tG∗µm0 −
∫ t
0
e−s/2e−(t−s)G
∗
µ
(∑
i
ui(gi − µgi)µ
)
ds
which implies the formula for mt given by (13). QED
For further reference we call (Zg, Z) an Ornstein-Uhlenbeck process of co-
variance Cgµ and drift −Ggµ. It is called stationary when its initial distribution
is πg,µ.
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3 A central limit theorem for µt
We state here the main results of this article. We assume µ∗ ∈ Fix(Π)
satisfies hypotheses 1.3 and 2.1. Set ∆t = e
t/2(µet − µ∗), Dt = V∆t and
Dt+· = {Dt+s : s ≥ 0}. Then
Theorem 3.1 Dt+· converges in law, as t→∞, towards a stationary Ornstein-
Uhlenbeck process of covariance Cµ∗ and drift −Gµ∗ .
For g = (g1, . . . , gn) ∈ C(M)n, we set Dgt = (∆tg,Dt) and Dgt+· = {Dgt+s :
s ≥ 0}. Then
Theorem 3.2 (Dgt+s)s≥0) converges in law towards a stationary Ornstein-
Uhlenbeck process of covariance Cgµ∗ and drift −Ggµ∗ .
Define Ĉ : C(M)× C(M)→ R the symmetric bilinear form defined by
Ĉ(f, g) =
∫ ∞
0
Ĉµ∗(ft, gt)dt, (16)
with (gt is defined by the same formula, with g in place of f)
ft(x) = e
−t/2f(x)−
∫ t
0
e−s/2Covµ∗(f, e
−(t−s)Gµ∗Vx)ds. (17)
Corollary 3.3 ∆tg converges in law towards a centered Gaussian variable
Zg∞ of covariance
E[Zgi∞Z
gj
∞] = Ĉ(f, g).
Proof : Follows from theorem 3.2 and the calculus of Var(πg,µ)(u, 0). QED
3.1 Examples
3.1.1 Diffusions
Suppose V (x, y) = V (x), so that (Xt) is just a standard diffusion on M with
invariant measure µ∗ = exp(−V )λ
λ exp (−V )
.
Let f ∈ C(M). Then ft defined by (17) is equal to (using e−tGµ∗1 =
e−t/21) = e−t/2f. Thus
Ĉ(f, g) = 2µ∗(fQµ∗g). (18)
Corollary 3.3 says that
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Theorem 3.4 For all g ∈ C(M)n, ∆gt converges in law toward a centered
Gaussian variable (Zg1∞ , . . . , Z
gn
∞ ), with covariance given by
E(Zgi∞Z
gj
∞) = 2µ
∗(giQµ∗gj).
Remark 3.5 This central limit theorem for Brownian motions on compact
manifolds has already been considered by Baxter and Brosamler in [1] and
[2]; and by Bhattacharya in [7] for ergodic diffusions.
3.1.2 The case µ∗ = λ and V symmetric.
Suppose here that µ∗ = λ and that V is symmetric. We assume (without
loss of generality since Π(λ) = λ implies that V λ is a constant function) that
V λ = 0.
Since V is compact and symmetric, there exists an orthonormal basis
(eα)i≥0 in L
2(λ) and a sequence of reals (λα)α≥0 such that e0 is a constant
function and
V =
∑
α≥1
λαeα ⊗ eα.
Assume that for all α, 1/2 + λα > 0. Then hypothesis 2.1 holds with λ̂ = λ,
and the convergence of µt towards λ holds with positive probability (see [6]).
Let f ∈ C(M) and ft defined by (17), denoting fα = 〈f, eα〉λ and fαt =
〈ft, eα〉λ, we have f 0t = e−t/2f 0 and for α ≥ 1,
fαt = e
−t/2fα − λαe−(1/2+λα)t
(
eλαt − 1
λα
)
fα
= e−(1/2+λα)tfα.
Using the fact that
Ĉλ(f, g) = 2λ(fQλg),
this implies that
Ĉ(f, g) = 2
∑
α≥1
∑
β≥1
1
1 + λα + λβ
〈f, eα〉λ〈g, eβ〉λλ(eαQλeβ).
This, with corollary 3.3, proves
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Theorem 3.6 Assume hypothesis 1.3 and that 1/2+λα > 0 for all α. Then
for all g ∈ C(M)n, ∆gt converges in law toward a centered Gaussian variable
(Zg1∞ , . . . , Z
gn
∞ ), with covariance given by
E(Zgi∞Z
gj
∞) = Ĉ(gi, gj).
In particular,
E(Zeα∞Z
eβ
∞ ) =
2
1 + λα + λβ
λ(eαQλeβ).
Note that when all λα are positive, which corresponds to what is named a
self-repelling interaction in [6], the rate of convergence of µt towards λ is
bigger than when there is no interaction, and the bigger is the interaction
(that is larger λα’s) faster is the convergence.
4 Proof of the main results
We assume hypothesis 1.3 and µ∗ satisfies hypothesis 2.1. It is possible to
choose κ in hypothesis 2.1 such that κ < 1/2. In the following κ will denote
such constant. Note that we have λ(−Gµ∗) < −κ. Such κ exists when
hypothesis 2.1 holds.
4.1 A lemma satisfied by Qµ
We denote by X (M) the space of continuous vector fields on M , and equip
the spaces P(M) and X (M) respectively with the weak convergence topology
and with the uniform convergence topology.
Lemma 4.1 For all f ∈ C(M), the mapping µ 7→ ∇Qµf is a continuous
mapping from P(M) in X (M).
Proof : Let µ and ν be in M(M), and f ∈ C(M). Set g = Qµf . Then
f = −Aµg +Π(µ)f and
‖∇Qµf −∇Qνf‖∞ = ‖ − ∇QµAµg +∇QνAµg‖∞
= ‖∇g +∇QνAµg‖∞
≤ ‖∇(g + QνAνg)‖∞ + ‖∇Qν(Aµ − Aν)g‖∞
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since ∇(g + QνAνg) = 0 and (Aµ −Aν)g = 〈∇Vµ−ν ,∇g〉, we get
‖∇Qµf −∇Qνf‖∞ ≤ K‖〈∇Vµ−ν ,∇g〉‖∞. (19)
Using the fact that (x, y) 7→ ∇Vx(y) is uniformly continuous, the right hand
term of (19) converges towards 0, when d(µ, ν) converges towards 0, d being
a distance compatible with the weak convergence. QED
4.2 The process ∆
Set ht = V µt and h
∗ = V µ∗. Recall ∆t = e
t/2(µet−µ∗) and Dt = V∆t. Note
that Dt(x) = ∆tVx.
To simplify the notation, we set Ks = Kµs , Qs = Qµs and As = Aµs . Let
(Mft )t≥1 be the martingale defined by
Mft =
∑
α
∫ t
1
eα(Qsf)(Xs)dB
α
s .
The quadratic covariation of Mf and Mg (with f and g in C(M)) is given
by
〈Mf ,Mg〉t =
∫ t
1
〈∇Qsf,∇Qsg〉(Xs)ds.
Then for all t ≥ 1 (with Q˙t = ddtQt) ,
Qtf(Xt)− Q1f(X1) =Mft +
∫ t
1
Q˙sf(Xs)ds−
∫ t
1
Ksf(Xs)ds.
Thus
µtf =
1
t
∫ t
1
Ksf(Xs)ds+
1
t
∫ t
1
Π(µs)fds+
1
t
∫ 1
0
f(Xs)ds
= −1
t
(
Qtf(Xt)− Q1f(X1)−
∫ t
1
Q˙sf(Xs)ds
)
+
Mft
t
+
1
t
∫ t
1
〈ξ(hs), f〉λds+ 1
t
∫ 1
0
f(Xs)ds.
Note that (Dt) is a continuous process taking its values in C(M) and that
Dt = e
t/2(het − h∗). For f ∈ C(M) (using the fact that µ∗f = 〈ξ(h∗), f〉λ),
∆tf =
5∑
i=1
∆itf (20)
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with
∆1t f = e
−t/2
(
−Qetf(Xet) + Q1f(X1) +
∫ et
1
Q˙sf(Xs)ds
)
∆2t f = e
−t/2Mfet
∆3t f = e
−t/2
∫ et
1
〈ξ(hs)− ξ(h∗)−Dξ(h∗)(hs − h∗), f〉λds
∆4t f = e
−t/2
∫ et
1
〈Dξ(h∗)(hs − h∗), f〉λds
∆5t f = e
−t/2
(∫ 1
0
f(Xs)ds− µ∗f
)
.
Then Dt =
∑5
i=1D
i
t, where D
i
t = V∆
i
t. Finally, note that
〈Dξ(h∗)(h− h∗), f〉λ = −Covµ∗(h− h∗, f). (21)
4.3 First estimates
We recall some estimates from [3]: There exists a constant K such that for
all f ∈ C(M) and t > 0,
‖Qtf‖∞ ≤ K‖f‖∞
‖∇Qtf‖∞ ≤ K‖f‖∞
‖Q˙tf‖∞ ≤ K
t
‖f‖∞.
These estimates imply in particular that
〈Mf −Mg〉t ≤ K‖f − g‖∞ × t
and that
Lemma 4.2 There exists a constant K depending on ‖V ‖∞ such that for all
t ≥ 1, and all f ∈ C(M)
‖∆1tf‖∞ + ‖∆5tf‖∞ ≤ K × (1 + t)e−t/2‖f‖∞, (22)
which implies that ((∆1 + ∆5)t+s)s≥0 and ((D
1 + D5)t+s)s≥0 both converge
towards 0 (respectively in M(M) and in C(R+ ×M)).
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We also have
Lemma 4.3 There exists a constant K such that for all t ≥ 0 and all f ∈
C(M),
E[(∆2t f)
2] ≤ K‖f‖2∞,
|∆3tf | ≤ K‖f‖λ × e−t/2
∫ t
0
‖Ds‖2λds,
|∆4tf | ≤ K‖f‖λ × e−t/2
∫ t
0
es/2‖Ds‖λds.
Proof : The first estimate follows from
E[(∆2t f)
2] = e−tE[(Mfet)
2] = e−tE[〈Mf 〉et ]
≤ e−t
∫ et
1
‖∇Qsf‖2∞ds
≤ K‖f‖2∞.
The second estimate follows from the fact that
‖ξ(h)− ξ(h∗)−Dξ(h∗)(h− h∗)‖λ = O(‖h− h∗‖2λ).
The last estimate follows easily after having remarked that
|〈Dξ(h∗)(hs − h∗), f〉| = |Covµ∗(hs − h∗, f)|
≤ K‖f‖λ × ‖hs − h∗‖λ
≤ K‖f‖λ × s−1/2‖Dlog(s)‖λ.
This proves this lemma. QED
4.4 The processes ∆′ and D′
Set ∆′ = ∆2 +∆3 +∆4 and D′ = D2 +D3 +D4. For g ∈ C(M), set
ǫgt = e
t/2〈ξ(het)− ξ(h∗)−Dξ(h∗)(het − h∗), g〉λ.
Then
d∆′tg = −
∆′tg
2
dt+ dNgt + ǫ
g
tdt+ 〈Dξ(h∗)(Dt), g〉λdt
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where for all g ∈ C(M), Ng is a martingale. Moreover, for f and g in C(M),
〈Nf , Ng〉t =
∫ t
0
〈∇Qesf(Xes),∇Qesg(Xes)〉ds.
Then, for all x,
dD′t(x) = −
D′t(x)
2
dt+ dMt(x) + ǫt(x)dt+ 〈Dξ(h∗)(Dt), Vx〉λdt
where M is the martingale in C(M) defined byM(x) = NVx and ǫt(x) = ǫ
Vx
t .
We also have
Gµ∗(D
′)t(x) =
D′t(x)
2
− 〈Dξ(h∗)(D′t), Vx〉λ.
Denoting Lµ∗ = L−Gµ∗ (defined by equation (32) in the appendix), this
implies that
dLµ∗(D
′)t(x) = dD
′
t(x) +Gµ∗(D
′)t(x)dt
= dMt(x) + 〈Dξ(h∗)((D1 +D5)t), Vx〉λdt+ ǫt(x)dt
Thus
Lµ∗(D
′)t(x) = Mt(x) +
∫ t
0
ǫ′s(x)ds
with ǫ′s(x) = ǫ
′
sVx where for all f ∈ C(M),
ǫ′sf = ǫ
f
s + 〈Dξ(h∗)((D1 +D5)s), f〉λ.
Using lemma 5.10,
D′t = L
−1
µ∗ (M)t +
∫ t
0
e−(t−s)Gµ∗ ǫ′sds. (23)
For g = (g1, . . . , gn) ∈ C(M)n, we denote ∆′tg = (∆′tg1, . . . ,∆′tgn), Ng =
(Ng1 , . . . , Ngn) and ǫ′tg = (ǫ
′
tg1, . . . , ǫ
′
tgn). Then, denoting L
g
µ∗ = L−Ggµ∗ (with
Ggµ∗ defined by (14)) we have
Lgµ∗(∆
′g,D′)t = (N
g
t ,Mt) +
∫ t
0
(ǫ′sg, ǫ
′
s)ds
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so that (using lemma 5.10 and integrating by parts)
(∆′tg,D
′
t) = (L
g
µ∗)
−1(Ng,M)t +
∫ t
0
e−(t−s)G
g
µ∗ (ǫ′sg, ǫ
′
s)ds. (24)
Moreover
(Lgµ∗)
−1(Ng,M)t =
(
N̂g1t , . . . , N̂
gn
t , L
−1
µ∗ (M)t
)
,
where
N̂git = N
gi
t −
∫ t
0
(
Ngis
2
+ Ĉµ∗(L
−1
µ∗ (M)s, gi)
)
ds.
4.5 Estimation of ǫ′t
4.5.1 Estimation of ‖L−1µ∗ (M)t‖λ
Lemma 4.4 (i) For all α ≥ 2, there exists a constant Kα such that for all
t ≥ 0,
E[‖L−1µ∗ (M)t‖αλ ]1/α ≤ Kα.
(ii) a.s. there exists C with E[C] <∞ such that for all t ≥ 0,
‖L−1µ∗ (M)t‖λ ≤ C(1 + t).
Proof : Since ‖L−1µ∗ (M)t‖λ ≤ K‖L−1µ∗ (M)t‖bλ, we estimate ‖L−1µ∗ (M)t‖bλ. We
have
dL−1µ∗ (M)t = dMt −Gµ∗L−1µ∗ (M)tdt.
Let N be the martingale defined by
Nt =
∫ t
0
〈
L−1µ∗ (M)s
‖L−1µ∗ (M)s‖bλ
, dMs
〉
bλ
.
We have 〈N〉t ≤ Kt for some constant K. Then
d‖L−1µ∗ (M)t‖2bλ = 2‖L−1µ∗ (M)t‖bλdNt − 2〈L−1µ∗ (M)t, Gµ∗L−1µ∗ (M)t〉bλdt
+ d
(∫
〈M(x)〉tλ̂(dx)
)
.
Note that there exists a constant K such that
d
dt
(∫
〈M(x)〉tλ̂(dx)
)
≤ K
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and that (see hypothesis 2.1)
〈L−1µ∗ (M)t, Gµ∗L−1µ∗ (M)t〉bλ ≥ κ‖L−1µ∗ (M)t‖2bλ.
This implies that
d
dt
E[‖L−1µ∗ (M)t‖2bλ] ≤ −2κE[‖L−1µ∗ (M)t‖2bλ] +K
which implies (i) for α = 2. For α > 2, we find that
d
dt
E[‖L−1µ∗ (M)t‖αbλ] ≤ −ακE[‖L−1µ∗ (M)t‖αbλ] +KE[‖L−1µ∗ (M)t‖α−2bλ ]
≤ −ακE[‖L−1µ∗ (M)t‖αbλ] +KE[‖L−1µ∗ (M)t‖αbλ]
α−2
α
which implies that E[‖L−1µ∗ (M)t‖αbλ ] is bounded.
We now prove (ii). Fix α > 1. Then there exists a constant K such that
‖L−1µ∗ (M)t‖2bλ
(1 + t)α
≤ ‖L−1µ∗ (M)0‖2bλ + 2
∫ t
0
‖L−1µ∗ (M)s‖bλ
(1 + s)α
dNs +K.
Then BDG inequality implies that
E
[
sup
t≥0
‖L−1µ∗ (M)t‖2bλ
(1 + t)α
]
≤ K + 2 sup
t≥0
(∫ t
0
Kds
(1 + s)2α
)1/2
which is finite. This implies the lemma by taking α = 2. QED
4.5.2 Estimation of ‖Dt‖λ
Note that |ǫgt | ≤ Ke−t/2‖Dt‖2λ × ‖g‖. Thus
|ǫ′tg| ≤ Ke−t/2(1 + t+ ‖Dt‖2λ)× ‖g‖.
This implies (using lemma 2.2 and the fact that 0 < κ < 1/2)
Lemma 4.5 There exists K such that∥∥∥∥∫ t
0
e−(t−s)Gµ∗ ǫ′sds
∥∥∥∥ ≤ Ke−κt(1 + ∫ t
0
e−(1/2−κ)s‖Ds‖2λds
)
. (25)
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This lemma with lemma 4.4-(ii) imply the following
Lemma 4.6 a.s. there exists C with E[C] <∞ such that
‖Dt‖λ ≤ C ×
[
1 + t+
∫ t
0
e−s/2‖Ds‖2λds
]
. (26)
Proof : First note that
‖Dt‖λ ≤ ‖D′t‖λ +K(1 + t)e−t/2.
Using the expression of D′t given by (23), we get
‖D′t‖λ ≤ ‖L−1µ∗ (M)t‖λ +
∥∥∥∥∫ t
0
e−(t−s)Gµ∗ ǫ′sds
∥∥∥∥
≤ C(1 + t) +Ke−κt
(
1 +
∫ t
0
e−(1/2−κ)s‖Ds‖2λds
)
which implies the lemma. QED
Lemma 4.7 Let x and ǫ be real functions. If for all t ≥ 0,
xt ≤ α +
∫ t
0
ǫsxsds,
where α is a real constant, then
xt ≤ α exp
(∫ t
0
ǫsds
)
.
Proof : Similarly to the proof of Gronwall’s lemma, we set yt =
∫ t
0
ǫsxsds.
Then,
y˙t ≤ αǫt + ǫtyt.
Take λt = yt exp
(
− ∫ t
0
ǫsds
)
, then
λ˙t ≤ αǫt exp
(
−
∫ t
0
ǫsds
)
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and
yt ≤ α
∫ t
0
ǫs exp
(∫ t
s
ǫudu
)
ds
≤ α exp
(∫ t
0
ǫudu
)
− α.
This implies the lemma. QED
This lemma implies that
‖Dt‖λ ≤ C(1 + t)× exp
(
C
∫ t
0
e−s/2‖Ds‖λds
)
.
Since hypothesis 1.3 implies that lims→∞ e
−s/2‖Ds‖λ = 0, this proves that
a.s. for all ǫ > 0, there exists Cǫ such that
‖Dt‖λ ≤ Cǫeǫt.
Take ǫ < 1/4. Then ∫ ∞
0
e−s/2‖Ds‖2λds ≤ Cǫ.
This implies
Lemma 4.8 a.s., there exists C such that for all t,
‖Dt‖λ ≤ C(1 + t).
4.5.3 Estimation of ǫ′t
Lemma 4.9 a.s. there exists C such that for all f ∈ C(M),
|ǫ′tf | ≤ C(1 + t)2e−t/2‖f‖
Proof : We have |ǫ′tf | ≤ |ǫft |+K(1 + t)e−t/2‖f‖ and
|ǫft | ≤ K‖f‖λ × e−t/2‖Dt‖2λ
≤ C‖f‖ × (1 + t)2e−t/2
by lemma 4.8. QED
24
4.6 Estimation of ‖Dt − L−1µ∗ (M)t‖
Lemma 4.10 ‖Dt − L−1µ∗ (M)t‖ ≤ Ce−κt.
Proof : We have ‖Dt − D′t‖ ≤ K(1 + t)e−t/2. So to prove this lemma, it
suffices to prove that (see the expression of D′t given by (23))∥∥∥∥∫ t
0
e−(t−s)Gµ∗ ǫ′sds
∥∥∥∥ ≤ Ce−κt.
This term is dominated by
K
∫ t
0
e−κ(t−s)‖ǫ′s‖ds.
Using the previous lemma, it is also dominated by
Ce−κt
∫ t
0
eκs(1 + s)2e−s/2ds ≤ Ce−κt
because κ ∈]0, 1/2[. The lemma is proved. QED
In addition, for g = (g1, . . . , gn) ∈ C(M)n, setting
∆tg = (∆tg1, . . . ,∆tgn),
Lemma 4.11 ‖(∆tg,Dt)− (Lgµ∗)−1(Ng,M)t‖ ≤ C(1 + ‖g‖)e−κt.
Proof : We have ‖(∆tg,Dt) − (∆′tg,D′t)‖ ≤ K(1 + ‖g‖)(1 + t)e−κt. So to
prove this lemma, using (24), it suffices to prove that∥∥∥∥∫ t
0
e−(t−s)G
g
µ∗ (ǫ′sg, ǫ
′
s)ds
∥∥∥∥ ≤ K(1 + ‖g‖)e−κt. (27)
Using hypothesis 2.1 and the definition of Ggµ∗ , we have that for all positive
t,
‖e−tGgµ∗‖ ≤ Ke−κt.
This implies
‖e−(t−s)Ggµ∗ (ǫ′sg, ǫ′s)‖ ≤ Ke−κ(t−s)‖ǫ′s‖ × (1 + ‖g‖).
Thus the term (27) is dominated by
K(1 + ‖g‖)
∫ t
0
e−κ(t−s)‖ǫ′s‖ds,
from which we prove (27) like in the previous lemma. QED
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4.7 Tightness results
We refer the reader to section 5.1.2 in the appendix, where tightness criteria
for families of C(M)-valued random variables are given. They will be used
in this section.
4.7.1 Tightness of (L−1µ∗ (M)t)t≥0
In this section we prove the following lemma which in particular implies the
tightness of (Dt)t≥0 and of (D
′
t)t≥0.
Lemma 4.12 (L−1µ∗ (M)t)t≥0 is tight.
Proof : We have the relation (that defines L−1µ∗ (M))
dL−1µ∗ (M)t(x) = −Gµ∗L−1µ∗ (M)t(x)dt+ dMt(x).
Thus, using the expression of Gµ∗
dL−1µ∗ (M)t(x) = −
1
2
L−1µ∗ (M)t(x)dt+ At(x)dt + dMt(x),
with
At(x) = Ĉµ∗(Vx, L
−1
µ∗ (M)t).
Since µ∗ is absolutely continuous with respect to λ, we have that
‖At‖ ≤ K‖L−1µ∗ (M)t‖λ
and therefore (using lemma 4.4 (i) for α = 2)
sup
t
E[‖At‖2] <∞.
We also have
Lip(At) ≤ K‖L−1µ∗ (M)t‖λ,
where Lip(At) is the Lipschitz constant of At (see (38))
In order to prove this tightness result, we first prove that for all x,
(L−1µ∗ (M)t(x))t is tight. Setting Z
x
t = L
−1
µ∗ (M)t(x) we have
d
dt
E[(Zxt )
2] ≤ −E[(Zxt )2] + 2E[|Zxt | × |At(x)|] +
d
dt
E[〈M(x)〉t]
≤ −E[(Zxt )2] +KE[(Zxt ))2]1/2 +K
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which implies that (L−1µ∗ (M)t(x))t is bounded in L
2(P) and thus tight.
We now estimate E[|Zxt −Zyt |α]1/α for α greater than 2 and the dimension
of M . Setting Zx,yt = Z
x
t − Zyt , we have
d
dt
E[(Zx,yt )
α] ≤ −α
2
E[(Zx,yt )
α] + αE[(Zx,yt )
α−1|At(x)−At(y)|]
+
α(α− 1)
2
E
[
(Zx,yt )
α−2 d
dt
〈M(x)−M(y)〉t
]
≤ −α
2
E[(Zx,yt )
α] + αd(x, y)E[(Zx,yt )
α−1Lip(At)]
+Kd(x, y)2E[(Zx,yt )
α−2]
≤ −α
2
E[(Zx,yt )
α] +Kd(x, y)E[(Zx,yt )
α−1‖L−1(M)t‖λ]
+Kd(x, y)2E[(Zx,yt )
α−2]
≤ −α
2
E[(Zx,yt )
α] +Kd(x, y)E[(Zx,yt )
α]
α−1
α E[‖L−1(M)t‖αλ]1/α
+Kd(x, y)2E[(Zx,yt )
α]
α−2
α
≤ −α
2
E[(Zx,yt )
α] +Kd(x, y)E[(Zx,yt )
α]
α−1
α
+Kd(x, y)2E[(Zx,yt )
α]
α−2
α .
Thus, if xt = E[(Z
x,y
t )
α]/d(x, y)α,
dxt
d
t ≤ −α
2
xt +Kx
α−1
α
t +Kx
α−2
α
t .
It is now an exercise to show that xt ≤ K and so that
E[(Zx,yt )
α]1/α ≤ Kd(x, y).
Using corollary 5.3, this completes the proof for the tightness of (L−1µ∗ (M)t)t.
QED
Remark 4.13 Kolmogorov’s theorem (see theorem 1.4.1 and its proof in Ku-
nita (1990)), with the estimates given in the proof of this lemma, implies that
sup
t
E[‖L−1µ∗ (M)t‖] <∞.
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4.7.2 Tightness of ((Lgµ∗)
−1(Ng,M)t)t≥0
Fix g = (g1, . . . , gn) ∈ C(M)n. Let ∆̂g be defined by the relation
(∆̂g, L−1µ∗ (M)) = (L
g
µ∗)
−1(Ng,M).
Set Atg = (Atg1, . . . , Atgn) with Atgi = Ĉµ∗(gi, L
−1
µ∗ (M)t). Then
d∆̂tg = dN
g
t −
∆̂tg
2
dt+ Atgdt.
Thus,
∆̂tg = e
−t/2
∫ t
0
es/2dNgs + e
−t/2
∫ t
0
es/2Asgds.
Using this expression it is easy to prove that (∆̂tg)t≥0 is bounded in L
2(P).
This implies, using also lemma 4.12
Lemma 4.14 ((Lgµ∗)
−1(Ng,M)t)t≥0 is tight.
4.8 Convergence in law of (N g,M)t+· − (N g,M)t
In this section, we denote by Et the conditional expectation with respect to
Fet. We also set Q = Qµ∗ and C = Ĉµ∗ .
4.8.1 Preliminary lemmas.
For f ∈ C(M) and t ≥ 0, set Nf,ts = Nft+s −Nft .
Lemma 4.15 For all f and g in C(M),
lim
t→∞
〈Nf,t, Ng,t〉s = s× C(f, g).
Proof : Set
G(z) = 〈∇Qf,∇Qg〉(z)− C(f, g)
and
Gu(z) = 〈∇Quf,∇Qug〉(z)− C(f, g).
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We have
〈Nf,t, Ng,t〉s − s× C(f, g) =
∫ et+s
et
Gu(Xu)
du
u
=
∫ et+s
et
(Gu −G)(Xu)du
u
+
∫ et+s
et
G(Xu)
du
u
.
Integrating by parts, we get that∫ et+s
et
G(Xu)
du
u
= (µet+sG− µetG) +
∫ s
0
(µet+uG)du.
Since µ∗G = 0, this converges towards 0 on the event {µt → µ∗}. The
term
∫ et+s
et
(Gu−G)(Xu)duu converges towards 0 because (µ, z) 7→ ∇Qµf(z) is
continuous. This proves the lemma. QED
Let f1, . . . , fn be in C(M). Let (tk) be an increasing sequence converging
to ∞ such that the conditional law of Mn,k = (Nf1,tk , . . . , Nfn,tk) given Fetk
converges in law towards a Rn-valued process W n = (W1, . . . ,Wn).
Lemma 4.16 W n is a centered Gaussian process such that for all i and j,
E[W ni (s)W
n
j (t)] = (s ∧ t)C(fi, fj).
Proof : We first prove that W n is a martingale. For all k, Mn,k is a martin-
gale. For all u ≤ v, Bu¨rkholder-Davies-Gundy inequality (BDG inequality
in the following) implies that (Mn,k(v)−Mn,k(u))k is bounded in L2.
Let l ≥ 1, ϕ ∈ C(Rl), 0 ≤ s1 ≤ · · · ≤ sl ≤ u and (i1, . . . , il) ∈ {1, . . . , n}l.
Then for all k and i ∈ {1, . . . , n}, the martingale property implies that
Etk [(M
n,k
i (v)−Mn,ki (u))Zk] = 0
where Zk is of the form
Zk = ϕ(M
n,k
i1
(s1), . . . ,M
n,k
il
(sl)). (28)
Using the convergence of the conditional law of Mn,k given Fetk towards the
law of W n and since (Mn,ki (v)−Mn,ki (u))k is uniformly integrable (because
it is bounded in L2), we prove that
E[(W ni (v)−W ni (u))Z] = 0
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where Z is of the form
Z = ϕ(W ni1(s1), . . . ,W
n
il
(sl)). (29)
This implies that W n is a martingale.
We now prove that for (i, j) ∈ {1, . . . , n} (with C = Cµ∗),
〈W ni ,W nj 〉s = s× C(fi, fj).
By definition of 〈Mn,ki ,Mn,kj 〉 (in the following 〈·, ·〉vu = 〈·, ·〉v − 〈·, ·〉u)
Etk
[(
(Mn,ki (v)−Mn,ki (u))(Mn,kj (v)−Mn,kj (u)) (30)
−〈Mn,ki ,Mn,kj 〉vu
)
Zk
]
= 0
where Zk is of the form (28). Using the convergence in law and the fact that
(Mn,k(v)−Mn,k(u))2k is bounded in L2 (still using BDG inequality), we prove
that as k →∞,
Etk [(M
n,k
i (v)−Mn,ki (u))(Mn,kj (v)−Mn,kj (u))Zk]
converges towards
E[(W ni (v)−W ni (u))(W nj (v)−W nj (u))Z].
with Z of the form (29). Now,
Etk [〈Mn,ki ,Mn,kj 〉vZk]− v × E[Z]× C(xi, xj)
= Etk [(〈Mn,ki ,Mn,kj 〉v − v × C(fi, fj))Zk]
+ v × (Etk [Zk]− E[Z])× C(fi, fj)
The convergence in L2 of 〈Mn,ki ,Mn,kj 〉v towards v×C(fi, fj) shows that the
first term converges towards 0. The convergence of the conditional law of
Mn,k with respect to Fetk towards W n shows that the second term converges
towards 0. Thus
E
[(
(W ni (v)−W ni (u))(W nj (v)−W nj (u))− (v − u)C(fi, fj)
)
Z
]
= 0.
This shows that 〈W ni ,W nj 〉s = s×C(fi, fj). We conclude using Le´vy’s theo-
rem. QED
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4.8.2 Convergence in law of Mt+· −Mt
In this section, we denote by Lt the conditional law of Mt+· −Mt knowing
Fet. Then Lt is a probability measure on C(R+ ×M).
Proposition 4.17 When t→ ∞, Lt converges weakly towards the law of a
C(M)-valued Brownian motion of covariance Cµ∗ .
Proof : In the following, we will simply denote Mt+· −Mt by M t. We first
prove that
Lemma 4.18 {Lt : t ≥ 0} is tight.
Proof : For all x ∈M , t and u in R+,
Et[(M
t
u(x))
2] = Et
[∫ t+u
t
d〈M(x)〉s
]
≤ Ku.
This implies that for all u ∈ R+ and x ∈M , (M tu(x))t≥0 is tight.
Let α > 0. We fix T > 0. Then for (u, x) and (v, y) in [0, T ]×M , using
BDG inequality,
Et[|M tu(x)−M tv(y)|α]
1
α ≤ Et[|M tu(x)−M tu(y)|α]
1
α
+ Et[|M tu(y)−M tv(y)|α]
1
α
≤ Kα × (
√
Td(x, y) +
√
|v − u|)
where Kα is a positive constant depending only on α, ‖V ‖ and Lip(V ) the
Lipschitz constant of V .
We now let DT be the distance on [0, T ]×M defined by
DT ((u, x), (v, y)) = Kα × (
√
Td(x, y) +
√
|v − u|).
The covering number N([0, T ]×M,DT , ǫ) is of order ǫ−d−1/2 as ǫ→ 0. Taking
α > d+ 1/2, we conclude using corollary 5.3. QED
Let (tk) be an increasing sequence converging to∞ and N a C(M)-valued
random process (or a C(R+ ×M) random variable) such that Ltk converges
in law towards N .
Lemma 4.19 N is a C(M)-valued Brownian motion of covariance Cµ∗ .
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Proof : LetW be a C(M)-valued Brownian motion of covariance Cµ∗ . Using
lemma 4.16, we prove that for all (x1, . . . , xn) ∈ Mn, (N(x1), . . . , N(xn))
has the same distribution as (W (x1), . . . , X(xn)). This implies the lemma.
QED
Since {Lt} is tight, this lemma implies that Lt converges weakly towards
the law of a C(M)-valued Brownian motion of covariance Cµ∗ . QED
4.8.3 Convergence in law of (Ng,M)t+· − (Ng,M)t
In this section, we fix g = (g1, . . . , gn) ∈ C(M)n and we denote by Lgt the
conditional law of (Ng,M)t+· − (Ng,M)t knowing Fet . Then Lgt is a proba-
bility measure on C(R+ ×M ∪ {1, . . . , n}). In the following we will denote
(Ng,t,M t) the process (Ng,M)t+· − (Ng,M)t.
Let (W ft )(t,f)∈R+×C(M) be a X (M)-valued Brownian motion of covariance
Ĉµ∗ . Denoting Wt(x) =W
Vx
t , then W = (Wt(x))(t,x)∈R+×M is a C(M)-valued
Brownian motion of covariance Cµ∗ . For g = (g1, . . . , gn) ∈ C(M)n, W g will
denote (W g1, . . . ,W gn). In the following we will simply denote (W g,W ) the
process (W gt , (Wt(x))x∈M)t≥0.
Proposition 4.20 As t goes to ∞, Lgt converges weakly towards the law of
(W g,W ).
Proof : We first prove that
Lemma 4.21 {Lgt : t ≥ 0} is tight.
Proof : This is a straightforward consequence of the tightness of {Lt} and
of the fact that for all α > 0, there exists Kα such that for all nonnegative u
and v, Et[|Ng,tu −Ng,tv |α]
1
α ≤ Kα
√|v − u|. QED
Let (tk) be an increasing sequence converging to ∞ and (N˜g, M˜) a Rn ×
C(M)-valued random process (or a C(R+×M∪{1, . . . , n}) random variable)
such that Lgtk converges in law towards (N˜g, M˜). Then lemmas 4.15 and 4.16
imply that (N˜g, M˜) has the same law as (W g,W ). Since {Lgt} is tight, Lgt
convergences towards the law of (W g,W ). QED
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4.9 Convergence in law of D
4.9.1 Convergence in law of (Dt+s − e−sGµ∗Dt)s≥0
We have
D′t+s − e−sGµ∗D′t = L−1µ∗ (M t)s +
∫ s
0
e−(s−u)Gµ∗ ǫ′t+udu.
Since (using lemma 4.9)∥∥∥∥∫ s
0
e−(s−u)Gµ∗ ǫ′t+udu
∥∥∥∥ ≤ Ke−κt
and ‖Dt−D′t‖ ≤ K(1+t)e−t/2, this proves that (Dt+s−e−sGµ∗Dt−L−1µ∗ (Mt+·−
Mt)s)s≥0 converges towards 0. Since L
−1
µ∗ is continuous, this proves that the
law of L−1µ∗ (Mt+· − Mt) converges weakly towards L−1µ∗ (W ). Since L−1µ∗ (W )
is an Ornstein-Uhlenbeck process of covariance Cµ∗ and drift −Gµ∗ started
from 0, we have
Theorem 4.22 The conditional law of (Dt+s − e−sGµ∗Dt)s≥0 given Fet con-
verges weakly towards an Ornstein-Uhlenbeck process of covariance Cµ∗ and
drift −Gµ∗ started from 0.
4.9.2 Convergence in law of Dt+·
We can now prove theorem 3.1. We here denote by Pt the semigroup of an
Ornstein-Uhlenbeck process of covariance Cµ∗ and drift −Gµ∗ , and we denote
by π its invariant probability measure.
We know that (as t→∞) (Dt+s− e−sGµ∗Dt)s≥0 converges in law towards
L−1µ∗ (W ), where W is a C(M)-valued Brownian motion of covariance Cµ∗ .
Since (Dt)t≥0 is tight, there exists ν ∈ P(C(M)) and an increasing sequence
tn converging towards ∞ such that Dtn converges in law towards ν. Then
Dtn+· converges in law towards (L
−1
µ∗ (W )s + e
−sGµ∗Z0), with Z0 independent
ofW and distributed like ν. This proves that Dtn+· converges in law towards
an Ornstein-Uhlenbeck process of covariance Cµ∗ and drift −Gµ∗ .
We now fix t > 0. Let sn be a subsequence of tn such that Dsn−t+· con-
verges in law. Then Dsn−t converges towards a law we denote by νt and
Dsn−t+· converges in law towards an Ornstein-Uhlenbeck process of covari-
ance Cµ∗ and drift −Gµ∗ . Since Dsn = Dsn−t+t, Dsn converges in law towards
νtPt. On the other hand Dsn converges in law towards ν. Thus νtPt = ν.
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Let ϕ be a Lipschitz bounded function on C(M). Then
|νtPtϕ− πϕ| =
∣∣∣∣∫ (Ptϕ(f)− πϕ)νt(df)∣∣∣∣
≤
∫
|Ptϕ(f)− Ptϕ(0)|νt(df) + |Ptϕ(0)− πϕ|
where the second term converges towards 0 (using (37)) and the first term is
dominated by (using lemma 5.15)
Ke−κt
∫
‖f‖νt(df).
It is easy to check that∫
‖f‖νt(df) = lim
k→∞
∫
(‖f‖ ∧ k)νt(df)
= lim
k→∞
lim
n→∞
E[‖Dsn−t‖ ∧ k]
≤ lim
n→∞
E[‖Dsn−t‖]
≤ sup
t
E[‖Dt‖].
Since
‖Dt‖ ≤ ‖D1t +D5t ‖+ ‖L−1µ∗ (M)t‖
+
∥∥∥∥∫ t
0
e(t−s)Gµ∗ ǫ′sds
∥∥∥∥ ,
using the estimates (22), the proof of lemma 4.10 and remark 4.13, we get
that
sup
t≥0
E[‖Dt‖] <∞.
Taking the limit, we prove νϕ = πϕ for all Lipschitz bounded function ϕ
on C(M). This implies ν = π, which proves the theorem. QED
4.9.3 Convergence in law of Dg
We can also prove theorem 3.2.
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For g = (g1, . . . , gn) ∈ C(M)n, we set Dgt = (∆tg,Dt), and D′tg =
(∆′tg,D
′
t). Since ‖Dgt −D′gt ‖ ≤ K(1+ t)e−t/2, instead of studying Dg, we can
only study D′t
g. Then
D′
g
t+s − e−sG
g
µ∗D′
g
t = (L
g
µ∗)
−1(Ng,t,M t)s
+
∫ s
0
e−(s−u)G
g
µ∗ (ǫ′t+ug, ǫ
′
t+u)du.
The norm of the second term of the right hand side (using the proof of lemma
4.11) is dominated by
≤ K(1 + ‖g‖)
∫ s
0
e−κ(s−u)‖ǫ′t+u‖du
≤ K
∫ s
0
e−κ(s−u)(1 + t + u)2e−(t+u)/2du
≤ ke−κt
Like in section 4.9.1, since (Lgµ∗)
−1(W g,W ) is an Ornstein-Uhlenbeck process
of covariance Cgµ∗ and drift −Ggµ∗ started from 0,
Theorem 4.23 The conditional law of ((∆g, D)t+s−e−sG
g
µ∗ (∆g, D)t)s≥0 given
Fet converges weakly towards an Ornstein-Uhlenbeck process of covariance
Cgµ∗ and drift −Ggµ∗ started from 0.
From this theorem, like in section 4.9.2, we prove theorem 3.2. QED
5 Appendix : Random variables and Ornstein-
Uhlenbeck processes on C(M)
5.1 C(M)-valued random variables
5.1.1 Generalities
Let (M, d) be a compact metric space (note that there is no assumption here
that M is a manifold), C(M) the space of real valued continuous functions
on M equipped with the uniform norm ‖f‖ = supx∈M |f(x)|. By classical
results, C(M) is a separable (see e.g [16]) Banach space (see e.g [11] or [9])
and its topological dual is the space M(M) of bounded signed measures on
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M (see e.g [11] or [9]). For µ ∈ M(M) and f ∈ C(M) we use the notation
µf = 〈µ, f〉 = ∫
M
fdµ.
Let (Ω,F ,P) be a probability space. A C(M)-valued random variable is
a Borel map F : Ω→ C(M).
For x ∈M, let πx : C(M)→ R, denote the projection defined by
πx(f) = f(x).
Lemma 5.1 The Borel σ-field on C(M) is the σ-field generated by the maps
{πx}x∈M . In particular
(i) A map F : Ω→ C(M) is a C(M)-valued random variable if and only if
{πx(F )}x∈M is a family of real valued random variables.
(ii) The law of a C(M)-valued random variable is determined by its finite
dimensional distributions (i.e the law of {πx(F )}x∈I with I ⊂ M fi-
nite).
Proof : Let A = σ{πx, x ∈ M} and B the Borel σ-field on C(M). The
maps πx being continuous, B contains A. Conversely, let Bf (r) = {g ∈
C(M) : ‖g − f‖ ≤ r} and let S be a countable dense subset of M. Then
Bf(r) = ∩x∈S{g ∈ C(M) : |πx(f) − πx(g)| ≤ r} Hence Bf(r) ∈ A. Since
C(M) is separable, B is generated by the sets {Bf (r), f ∈ C(M), r ≥ 0}.
QED
5.1.2 Tightness criteria
Let P(C(M)) be the space of Borel probability measures on C(M). An
element ν of P(C(M)) is the law of a C(M)-valued random variable F , and
ν = PF . Recall that a sequence {νn} in P(C(M)) is said converging weakly
towards ν ∈ P(C(M)) if ∫ ϕdνn → ∫ ϕdν for every bounded and continuous
function ϕ : C(M) → R. A sequence {Fn} of C(M)-valued random variable
is said converging in law towards F a C(M)-valued random variable if {PFn}
converges in law towards PF . A family X ⊂ P(C(M)) is said to be tight if for
every ǫ > 0 there exists some compact set K ⊂ C(M) such that P(K) ≥ 1−ǫ
for all P ∈ X . A family of random variables is said to be tight if the family
of their laws is tight.
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Since C(M) is a separable and complete, Prohorov theorem [8] asserts
that X ⊂ P(C(M)) is tight if and only if it is relatively compact.
The next proposition gives a useful criterium for a class of random vari-
ables to be tight. It follows directly from [14] (Corollary 11.7 p. 307 and
the remark following Theorem 11.2). A function ψ : R+ → R+ is a Young
function if it is convex, increasing and ψ(0) = 0. If Z is a real valued random
variable, we let
‖Z‖ψ = inf{c > 0 : E(ψ(|Z|/c)) ≤ 1}.
For ǫ > 0, we denote by N(M, d; ǫ) the covering number of E by balls of
radius less than ǫ (i.e. the minimal number of balls of radius less than ǫ that
cover E), and by D the diameter of M .
Proposition 5.2 Let (Ft)t∈I be a family of C(M)-valued random variables
and ψ a Young function. Assume that
(i) There exists x ∈ E such that (Ft(x))t∈I is tight;
(ii) ‖Ft(x)− Ft(y)‖ψ ≤ Kd(x, y);
(iii)
∫ D
0
ψ−1(N(M, d; ǫ))dǫ <∞.
Then (Ft)t≥0 is tight.
Corollary 5.3 Suppose M is a compact finite dimensional manifold of di-
mension r, d the Riemannian distance, and
[E|Ft(x)− Ft(y)|α]1/α ≤ Kd(x, y)
for some α > r. Then conditions (ii) and (iii) of Proposition 5.2 hold true.
Proof : One has N(E, d; ǫ) is of order ǫ−r; and for ψ(x) = xα, ‖ · ‖ψ is the
Lα norm. Hence the result. QED
37
5.1.3 C(M)-valued Gaussian variable
Recall that a (centered) real-valued random variable Y with variance σ2 is
said to be Gaussian if it has distribution
PY (dx) =
1√
2πσ
exp(− x
2
2σ2
)dx.
Its characteristic function is then
ΦY (t) = E[exp(itY )] = exp(−t
2σ2
2
).
Here we adopt the convention that the zero function (Y = 0) is Gaussian
with variance 0 and that all the Gaussian random variables are centered.
A family {Yi}i∈I of real-valued random variables is said to be Gaussian if
for all finite set J ⊂ I and for all α ∈ RJ , ∑j∈J αjYj is Gaussian.
A C(M)-valued random variable F is said to be Gaussian if for all µ ∈
M(M), 〈µ, F 〉 is Gaussian.
Lemma 5.4 A C(M)-valued random variable F is Gaussian if and only if
the family {πx(F )} is Gaussian.
Proof : The direct implication is obvious. We prove the second. Assume
that {πx(F )} is a Gaussian family. Let µ be a probability over M. By
the strong law of large number and the separability of C(M) there exists
a nonempty set Λ ⊂ MN (actually Λ has µN measure 1) such that for all
(xi) ∈ Λ and all f ∈ C(M)
lim
n→∞
1
n
n∑
i=1
f(xi) = 〈µ, f〉.
In particular Yn → 〈µ, F 〉 where
Yn =
1
n
n∑
i=1
F (xi).
And, by Lebesgue theorem, ΦYn(t) → Φ〈µ,F 〉(t). Since, by assumption Yn is
Gaussian, ΦYn(t) = exp(−t2σ2n/2). Let σ ∈ [0,∞] be a limit point of (σn).
Then Φ〈µ,F 〉(t) = exp(−t2σ2/2). This proves that σ < ∞ (a characteristic
function being continuous) and that 〈µ, F 〉 is Gaussian.
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If now µ ∈ M(M) by Jordan-Hann decomposition we may write µ =
aµ1− bµ2 with a, b ≥ 0 and µ1, µ2 probabilities. It follows from what precede
that 〈µ,X〉 is Gaussian. QED
Given a C(M)-valued Gaussian random variable F we let VarF :M(M)→
R denote the variance function of F defined by
VarF (µ) = E(〈µ, F 〉2).
In view of lemma 5.1 (ii), the law of F is entirely determined by its variance
function.
A useful property of Gaussian variables is the following.
Lemma 5.5 Let M ′ be another compact metric space and A : C(M) →
C(M ′) a bounded linear operator. Let F be a C(M)-valued Gaussian ran-
dom variable. Then AF is a C(M ′)-valued Gaussian random variable with
variance
VarAF = VarF ◦ A∗
where A∗ :M(M ′)→M(M) is the adjoint of A.
Proof : follows from the duality 〈µ,AF 〉 = 〈A∗µ, F 〉 and the definitions.
QED
5.2 Brownian motions on C(M).
Let C : M × M → R be a continuous symmetric (i.e C(x, y) = C(y, x))
function such that ∑
ij
aiajC(xi, xj) ≥ 0
for every finite sequence (ai, xi) with ai ∈ R and xi ∈ M. Such a function is
sometimes called a Mercer kernel.
A Brownian motion on C(M) with covariance C is a C(M)-valued stochas-
tic process W = {Wt}t≥0 such that W0 = 0 and for each T ≥ 0, W T =
{Wt(x) : t ≤ T, x ∈M} is a C([0, T ]×M)-valued Gaussian random variable
with variance
VarWT (ν) =
∫
([0,T ]×M)2
(s ∧ t)C(x, y)ν(dsdx)ν(dtdy)
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or equivalently
E(Wt(x)Ws(y)) = (s ∧ t)C(x, y).
Let
dC(x, y) =
√
C(x, x)− 2C(x, y) + C(y, y).
The dC is a pseudo-distance on M . For ǫ > 0, let
ωC(ǫ) = sup{η > 0 : d(x, y) ≤ η ⇒ dC(x, y) ≤ ǫ}.
Then N(M, d;ωC(ǫ)) ≥ N(M, dC ; ǫ).
Hypothesis 5.6 ∫ 1
0
log(N(d,M ;ωC(ǫ)) dǫ <∞
where N(d,M ; η) is the covering number of M by balls of radius less than η.
Remark 5.7 Assume that M is a compact finite dimensional manifold and
that dC(x, y) ≤ Kd(x, y)α for some α > 0. Then ωC(ǫ) ≤ ( ǫK )1/α and
N(d,M ; η) = O(η−dim(M)); so that the preceding hypothesis holds.
Proposition 5.8 Under hypothesis 5.6 there exists a Brownian motion on
C(M) with covariance C.
Proof : By Mercer Theorem (see e.g [10]) there exists a countable family
of function Ψi ∈ C(M), i ∈ N, such that
C(x, y) =
∑
i
Ψi(x)Ψi(y)
and the convergence is uniform. Let Bi, i ∈ N, be a family of independent
standard Brownian motions. Set
W nt (x) =
∑
i≤n
BitΨi(x), n ≥ 0.
Then, for each (t, x) ∈ R+×M, the sequence (W nt (x))n≥1 is a Martingale. It
is furthermore bounded in L2 since
E[(W nt (x))
2] = t
∑
i≤n
Ψi(x)
2 ≤ tC(x, x).
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Hence by Doob’s convergence theorem one may define
Wt(x) =
∑
i≥0
BitΨi(x).
Let now S ⊂ R+×M be a countable and dense set. It is easily checked that
the family (Wt(x))(t,x)∈S is a centered Gaussian family with covariance given
by
E[Ws(x)Wt(y)] = (s ∧ t)C(x, y),
In particular, for t ≥ s
E[(Ws(x)−Wt(y))2] = sC(x, x)− 2sC(x, y) + tC(y, y)
= sdC(x, y)
2 + (t− s)C(y, y)
≤ K(t− s) + sdC(x, y)2
This later bound combined with classical results on Gaussian processes (see
e.g Theorem 11.17 in [14]) implies that (t, x) 7→ Wt(x) admits a version
uniformly continuous over ST = {(t, x) ∈ S : t ≤ T}. By density it can be
extended to a continuous (in (t, x)) process
W = (Wt(x)){(t,x)∈R+×M}
The process W can be viewed as a C(M)-valued continuous random process
with the desired covariance. QED
5.3 Ornstein-Ulhenbeck processes
Let A : C(M) → C(M) be a bounded operator and W a C(M)-valued
Brownian motion with covariance C as defined in the preceding section.
An Ornstein-Ulhenbeck process with drift A, covariance C and initial con-
dition F0 = f ∈ C(M) is defined to be a C(M) valued stochastic process
continuous in t, such that
Ft − f =
∫ t
0
AFsds+Wt. (31)
Note that we may think of F as the solution to the “stochastic differential
equation” on C(M) :
dFt = AFtdt+ dWt
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with initial condition F0 = f ∈ C(M).
Our aim here is to construct such a solution and state some of its prop-
erties.
We let (etA)t∈R denote the linear flow induced by A. Recall that for each
t, etA is the bounded operator on C(M) defined by
etA =
∑
k∈N
(tA)k
k!
.
Given T > 0 we let LA : C(R
+ ×M)→ C(R+ ×M) be defined by
LA(f)t = ft − f0 −
∫ t
0
Afsds, t ≥ 0. (32)
Given T > 0 we let LTA : C([0, T ]×M)→ C([0, T ]×M) be defined by
LTA(f)t = ft − f0 −
∫ t
0
Afsds, 0 ≤ t ≤ T. (33)
Note that if for f ∈ C(R+ ×M), we let fT ∈ C([0, T ] ×M) be defined by
fTt = ft for t ∈ [0, T ].
Lemma 5.9 LTA is a bounded operator and its restriction to C0([0, T ]×M) =
{f ∈ C([0, T ]×M) : f0 = 0} is bijective with inverse (LTA)−1 defined by
(LTA)
−1(g)t = gt +
∫ t
0
e(t−s)AAgsds, t ∈ [0, T ]. (34)
Proof : Linearity of LTA is obvious. Also
‖LTA(f)‖ ≤ (2 + T‖A‖)‖f‖.
This proves that LTA is bounded.
Observe that LTA(f) = 0 implies that ft = e
tAf0. Hence L
T
A restricted to
C0([0, T ]×M) is injective. Let g ∈ C0([0, T ]×M) and let ft be given by the
left hand side of (34). Then
ht = L
T
A(f)t − gt =
∫ t
0
e(t−s)AAgsds−
∫ t
0
Afsds.
It is easily seen that h is differentiable and that d
dt
ht = 0. This proves that
ht = h0 = 0. QED
We also have
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Lemma 5.10 The restriction of LA to C0(R
+ ×M) = {f ∈ C(R+ ×M) :
f0 = 0} is bijective with inverse (LA)−1 defined by
L−1A (g)t = gt +
∫ t
0
e(t−s)AAgsds. (35)
The next lemma easily follows.
Lemma 5.11 For all f ∈ C(M) and g ∈ C0(R+ ×M) the solution to
ft = f +
∫ t
0
Afsds+ gt,
is given by
ft = e
tAf + L−1A (g)t.
If now W is a C(M)-valued Brownian motion as defined in the preceding
section, one may define
Ft = e
tAf + L−1A (W )t.
Such a process is the unique solution to (31). Note that, by Lemma 5.5
(Ft − etAf)t≤T is a C0([0, T ] × M)-valued Gaussian random variable. In
particular
Proposition 5.12 Let (Ft) be the solution to (31) with initial condition F0 =
0. Then for each t ≥ 0, Ft is a C(M)-valued Gaussian random variable with
variance
VarFt(µ) =
∫ t
0
〈µ, esACesA∗µ〉ds.
where C :M(M)→ C(M) is the operator defined by Cµ(x) = ∫
M
C(x, y)µ(dy).
Proof : Fix T > 0. To shorten notation let G : C0([0, T ]×M)→ C(M) be
the operator defined by
G(g) = (LTA)
−1(g)T .
Hence FT = G(W
T ). By Lemma 5.5, FT is Gaussian with variance
VarFT = VarWT ◦G∗.
Now, for all ν ∈M([0, T ]×M)
VarWT (ν) = 〈ν, Cν〉
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where
Cν(s, x) =
∫
[0,T ]×M
(s ∧ u)C(x, y)ν(dudy).
Thus
VarFT (µ) = 〈µ,GCG∗µ〉.
Our next goal is to compute GCG∗µ. It easily follows from the definition of
G that
G∗µ = δT ⊗ µ+ dsA∗e(T−s)A∗µ.
Thus (integrating by parts)
CG∗µ = Cν1 + Cν2
with ν1 = δT ⊗ µ and ν2 = dsA∗e(T−s)A∗µ. One has
Cν1(s, x) = s(Cµ)(x);
Cν2(s, x) =
∫ T
0
(s ∧ u)(Cm˙u(µ))(x)du
with mu(µ) = −e(T−u)A∗µ and m˙u(µ) stands for the derivative of u 7→ mu(µ).
Thus
Cν2(s, x) = −sCµ−
∫ s
0
Cmu(µ)(x)du
and
CG∗µ(s, x) = −
∫ s
0
Cmu(µ)(x)du.
Set
hs(x) =
∫ s
0
Cmu(µ)(x)du.
Then
GCG∗µ = hT +
∫ T
0
e(T−s)AAhsds =
∫ T
0
e(T−s)Ah˙sds
=
∫ T
0
e(T−s)ACe(T−s)A
∗
µds =
∫ T
0
esACesA
∗
µds.
QED
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5.3.1 Asymptotic Behaviour
Let λ(A) = limt→∞
log(‖etA‖
t
which exists by subadditivity. Then for some
constant K < ∞, ‖etA‖ ≤ Keλ(A)t for all positive t. Let (Ft) denote the
solution to (31), with F0 = f ∈ C(M).
Corollary 5.13 Assume λ(A) < 0. Then for each µ ∈ M(M) (〈µ, Ft〉)
converges in law toward a Gaussian random variable with variance
V(µ) =
∫ ∞
0
〈µ, esACesA∗µ〉ds.
Proof : follows from proposition 5.12 and Lemma 5.11 QED
Corollary 5.14 Assume that λ(A) < 0. Set
dV(x, y) =
√
V(δx − δy)
and
ωV(ǫ) = sup{η > 0 : d(x, y) ≤ η ⇒ dV(x, y) ≤ ǫ}.
Assume furthermore that ωV verifies the condition expressed by hypothesis
5.6. Then (Ft) converges in law toward a C(M)-valued Gaussian random
variable with variance V.
Proof : Let νt denote the law of Ft. Corollary 5.13 and lemma 5.1 imply that
every limit point of {νt} (for the weak* topology) is the law of a C(M)-valued
Gaussian variable with variance V. The proof then reduces to show that (νt)
is relatively compact or equivalently that {Ft} is tight. We use Proposition
5.2. The first condition follows from Lemma 5.13. Let ψ(x) = ex
2 − 1.
It is easily verified that for any real valued Gaussian random variable Z
with variance σ2, ‖Z‖Ψ = σ
√
8/3. Hence ‖Ft(x) − Ft(y)‖ψ ≤ 2dV(x, y) so
that condition (ii) holds with the pseudo distance dV. By definition of ωV,
N(M, d;ωV(ǫ)) ≥ N(M, dV; ǫ) and since ψ−1(u) =
√
log(u− 1) condition
(iii) is verified. QED
Denote by Pt the semigroup associated to an Ornstein-Uhlenbeck process
of covariance C and drift A. Then for all bounded measurable ϕ : C(M)→ R
and f ∈ C(M),
Ptϕ(f) = E[ϕ(Ft)]. (36)
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Denote by π the law of a C(M)-valued Gaussian random variable with vari-
ance V. Then π is the invariant probability measure of Pt, i.e. πPt = π. Corol-
lary 5.14 implies that, when λ(A) < 0, for all f ∈ C(M) and all bounded
continuous ϕ : C(M)→ R,
lim
t→∞
Ptϕ(f) = πϕ. (37)
Even thought we don’t have the speed of convergence in the previous limit,
we have
Lemma 5.15 Assume that λ(A) < 0. For all bounded Lipschitz continuous
ϕ : C(M)→ R, all f and g in C(M),
|Ptϕ(f)− Ptϕ(g)| ≤ Keλ(A)t‖f − g‖.
Proof : We have Ptϕ(f) = E[ϕ(L
−1
A (W )t+ e
tAf)]. So, using the fact that ϕ
is Lipschitz,
|Ptϕ(f)− Ptϕ(g)| ≤ K‖etA(f − g)‖
≤ Keλ(A)t‖f − g‖.
This proves the lemma. QED
To conclude this section we give a set of simple sufficient conditions en-
suring that the hypotheses of corollary 5.14 are satisfied.
For f ∈ C(M) we let
Lip(f) = sup
x 6=y
|f(x)− f(y)|
d(x, y)
∈ R+ ∪ {∞}. (38)
A map f is said to be Lipschitz provided Lip(f) <∞.
Proposition 5.16 Assume
(i) N(d,M ; ǫ) = O(ǫ−r) for some r > 0 (This holds in particular if M is a
finite dimensional manifold).
(ii) x 7→ C(x, y) is Lipschitz uniformly in y. That is
sup
z∈M
|C(x, z)− C(y, z)| ≤ Kd(x, y)
for some K ≥ 0.
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(iii) There exists K > 0 such that
Lip(Af) ≤ K(Lip(f) + ‖f‖).
(iv) λ(A) < 0
Then the hypotheses, hence the conclusion, of corollary 5.14 are satisfied.
We begin with the following lemma.
Lemma 5.17 Under hypotheses (iii) and (iv) of proposition 5.16
Lip(etAf) ≤ eKt(Lip(f) +K ′‖f‖)
for some constants K,K ′.
Proof : For all x, y
|etAf(x)− etAf(y)| =
∣∣∣∣∫ t
0
[AesAf(x)− AesAf(y)]ds+ f(x)− f(y)
∣∣∣∣
≤ K
(∫ t
0
[
Lip(esAf) + ‖esAf‖] ds+ Lip(f)) d(x, y).
Since λ = λ(A) < 0, there exists C > 0 such that ‖esA‖ ≤ Ce−sλ. Thus
Lip(etAf) ≤ K
∫ t
0
Lip(esAf)ds+
KC
λ
‖f‖+ Lip(f)
and the result follows from Gronwal’s lemma. QED
We now pass to the proof of the proposition. In what follows the constants
may change from line to line.
Proof : Set µ = δx − δy and fs = CesA∗µ so that
〈µ, esACesA∗µ〉 = esAfs(x)− esAfs(y).
It follows from hypotheses (ii) and (iv) that
Lip(fs) + ‖fs‖ ≤ Ke−sλ
for some positive constants K and a. Therefore, by the preceding lemma,
Lip(esAfs) ≤ Kesα
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for some (other) positive constants K,α. Thus
dV(x, y)
2 ≤ d(x, y)
∫ T
0
Lip(esAfs)ds+
∫ ∞
T
(esAf(x)− esAf(y))ds
≤ d(x, y)
∫ T
0
Kesαds+ 2
∫ ∞
T
‖esAfs‖ds
≤ K
(
d(x, y)eαT +
∫ ∞
T
e−sλds
)
≤ K(d(x, y)eαT + e−λT ).
Let γ = α
λ
, ǫ > 0, and T = − ln(ǫ)/λ. Then
d2
V
(x, y) ≤ K(ǫ−γd(x, y) + ǫ).
Therefore
d(x, y) ≤ ǫγ+1 ⇒ d2
V
(x, y) ≤ Kǫ,
so that N(d,M ;ωV(ǫ)) = O(ǫ
−2r(γ+1)) and hypothesis 5.6 holds true. QED
Example 5.18 Let
Af(x) =
∫
f(y)k(x, dy)
with
k(x, dy) = k0(x, y)µ(dy) +
n∑
i=1
ai(x)δbi(x)
where
(i) µ is a bounded measure on M,
(ii) k0(x, y) is bounded and uniformly Lipschitz in x,
(iii) ai : M → R and bi : M → M are Lipschitz.
Then hypothesis (iii) of proposition 5.16 is verified.
48
References
[1] J.R. Baxter, G.A. Brosamler, (1976), Energy and the law of iterated
logarithm, Math. Scand. 38, 115–136.
[2] J.R. Baxter, G.A. Brosamler, (1983), Recurrence of Brownian motions
on compact manifolds. In Colloquium in honor of Laurent Schwartz, Vol.
2 (Palaiseau, 1983). Aste´risque No. 132 (1985), 15–46.
[3] M. Bena¨ım, M. Ledoux and O. Raimond, (2002), Self-interacting diffu-
sions, Probab. Theor. Relat. Fields 122, 1-41.
[4] M. Bena¨ım and O. Raimond, (2003), Self-interacting diffusions II: Con-
vergence in Law., Annales de l’institut Henri-Poincare´ 6, 1043-1055.
[5] M. Bena¨ım and O. Raimond, (2005), Self-interacting diffusions III: Sym-
metric interactions., Annals of Probability 33, no. 5, 1717–1759.
[6] M. Bena¨ım and O. Raimond, (2009), A Bakry-Emery Criterion for self-
interacting diffusions., Seminar on Stochastic Analysis, Random Fields
and Applications V, 19–22, Progr. Probab., 59, Birkhauser, Basel.
[7] R.N. Bhattacharya, (1982) On the functional central limit theorem and
the law of the iterated logarithm for Markov processes. Z. Wahrsch. Verw.
Gebiete, 60(2):185-201.
[8] P. Billingsley, (1968) “Convergence of Probability Measures”, Wiley Se-
ries in Probability and Mathematical Statistics, John Wiley and Sons.
[9] J.B. Conway, (1985), “A course in Functional Analysis”, Graduate texts
in Mathematics, Springer Verlag.
[10] J. Dieudonne´, (1972) “Ele´ments d’Analyse I,” Gautier-Villars, Paris.
[11] R. Dudley, (2003), “Real Analysis and Probability” Cambridge studies
in advanced mathematics, Cambridge University Press.
[12] M. Duflo, (1996), “Algorithmes Stochastiques”, Mathe´matiques et Ap-
plications, Springer-Verlag, vol 23.
[13] H. Kunita, (1990), ”Stochastic Flows and Stochastic Differential Equa-
tions”, Cambridge Univ. Press.
49
[14] M. Ledoux and M. Talagrand, (1991) ”Probability in Banach spaces”,
Springer (1991). Second printing (2002).
[15] R. Pemantle, (2007), A survey of random processes with reinforcement,
Probability survey, Vol 4, 1-79.
[16] D. Stroock, (1993), ”Probability, an Analytic view”, Cambridge Univ.
Press.
50
