In this paper we study the following system of reaction-diffusion equations:
Basic equations and elementary observations

Motivation
We begin by describing the microscopic model that motivates our investigation. Initially, let each site of the lattice Z d be occupied by a 'trap'. Suppose that the origin acts as a source that produces 'particles' according to a Poisson stream with rate λ > 0. Each particle performs a simple symmetric random walk at rate 1, independently of the other particles. If a particle meets a trap, then at rate 1 both the particle and the trap are annihilated. Thus, particles interact with each other indirectly, via the annihilation of traps. In this model, it is of interest to locate the 'front' that separates the zone of particles from the zone of traps, to describe the evolution of the densities of particles and traps both near and away from this front, to derive a macroscopic scaling limit for the particle density, and to identify the total number and the age distribution of particles that are alive.
Lawler, Bramson and Griffeath [13] proved that in d ≥ 3 the asymptotic shape of the trap free region at time t approaches a ball with radius R(t) ∼ (λt/ω d ) 1/d as t → ∞, with ω d the volume of a unit ball in R d . Thus, of the λt particles that are born up to time t only o(t) are alive at time t. This comes from the observation that R(t) is much smaller than the diffusive scale √ t. Gravner and Quastel [8] extended this result to d = 2, showing that R(t) ∼ κ * √ t as t → ∞, with κ * = κ * (λ) being the unique solution of the equation e −κ 2 /4 = (π/λ)κ 2 . Thus, a fraction 0 < 1 − (π/λ)κ 2 * < 1 of the particles born up to time t is alive at time t, and this leads to a hydrodynamic limit behavior of the particle density that is described by a certain Stefan problem. In d = 1 Gravner and Quastel [8] found that R(t) ∼ √ 2t log t as t → ∞, in which case all except o(t) of the particles born up to time t are alive at time t and the front is pushed outwards by a small group of particles performing a large deviation of order √ t log t √ t. Further extensions of these results were obtained for the situation where the injection rate at the origin is time-dependent: λ = λ(t) (Ben Arous and Ramírez [4] ; Quastel [14] ; Ben Arous, Quastel and Ramírez [1] ). It turns out that there are three regimes -subcritical, critical and supercritical -for which t −d/2 t 0 λ(s) ds → c as t → ∞ with c = 0, c ∈ (0, ∞) and c = ∞, respectively, exhibiting different behavior. In the subcritical regime R(t) ∼ (N (t)/ω d ) 1/d as t → ∞, with N (t) = This variant, which is called "internal diffusion limited aggregation", can be viewed as the λ ↓ 0 limit of the original model and was introduced by Diaconis and Fulton [7] . Lawler, Bramson and Griffeath [13] proved that in d ≥ 1 the asymptotic shape of the trap free region is a ball (with volume equal to the number of released particles). Lawler [12] obtained an upper bound on the fluctuations of the trap free region: in d ≥ 2 the difference between the radius of the 'inner' and the 'outer' ball sandwiching the trap front is at most of order n 1/3 (log n) α(d) for a certain α(d) when their radii are of order n. Blachère [5] , [6] has brought this upper bound down to order (log n) β(d) for a certain β(d).
Continuum model
Instead of considering the particle vs. trap picture, we will study these problems in terms of a deterministic continuum model consisting of a coupled system of parabolic differential equations for the particle density = (t, x) and the trap density V = V (t, x) in all spatial dimensions d ≥ 1. More precisely, we are interested in the long-time asymptotics of the following Cauchy problem:
(1.1)
Here λ > 0 is the intensity of the δ-source at the origin. System (1.1) has a unique weak solution in the class of functions ( , V ) satisfying:
(i) is continuous on [0, ∞)×(R d \{0}) and of class C 1,2 on (0, ∞)×(R d \{0});
(ii) V is continuous on ([0, ∞) × R d ) \ {(0, 0)} and of class C 1,1 on (0, ∞) × (R d \ {0});
(iii) 0 ≤ ≤ 0 and 0 ≤ V ≤ 1.
Here 0 is the free particle density, i.e. the solution of the majorizing heat equation with δ-source,
given by
Since 0 ≤ V ≤ 1, a comparison of (1.1) with (1.2) yields e −t 0 (t, x) ≤ (t, x) ≤ 0 (t, x) (1.4) for all (t, x) . In particular, (t, x) → 0 as |x| → ∞. Note that, in dimensions d ≥ 2, the functions 0 and have a singularity at x = 0 and V is discontinuous at (t, x) = (0, 0), while in dimension d = 1 these functions are regular. The total number of particles satisfies (t, x) dx ≤ 0 (t, x) dx = λt, t ≥ 0.
The solution of (1.1) admits the (implicit) Feynman-Kac representation
where (β(t), P x ) is Brownian motion with generator ∆ starting at x and E x denotes expectation with respect to the probability measure P x . It is obvious from this representation that 0 < V (t, x) < 1 for (t, x) ∈ (0, ∞) × (R d \ {0}) (and also for x = 0 in dimension d = 1). In
denotes the Green function associated with the d-dimensional Laplace operator.
(The latter function coincides with the integral on the right of the first equation in (1.5) with V replaced by 0 and t replaced by ∞.) Since problem (1.1) remains invariant under the action of the orthogonal group, its solution is spherically symmetric. With r = |x|, we can and will frequently write (t, r) and V (t, r) instead of (t, x) and V (t, x), respectively. Hence, we may rewrite (1.1) in the form
and δ 0 (r) are the 'd-dimensional' and the usual δ-function on R + , respectively. Here and in the following,
denotes the volume of a unit ball in R d . Note that
(1.10)
Two key lemmas
We next state some simple monotonicity properties of and V . These will be used frequently throughout the paper.
Lemma 1.1. (Monotonicity properties)
a) The function (t, r) is strictly increasing in t and strictly decreasing in r (t, r > 0).
b) The function V (t, r) is strictly decreasing in t and strictly increasing in r (t, r > 0).
Proof. It is obvious from (1.5) that V (t, r) is strictly decreasing in t and, consequently, (t, r) is strictly increasing in t. As mentioned earlier, (t, r) → 0 as r → ∞ for all t > 0. Suppose that (t, r) is not strictly decreasing in r for some t > 0. Then there exists an r 0 > 0 such that (∂/∂r) (t, r 0 ) = 0 and (∂ 2 /∂r 2 ) (t, r 0 ) ≤ 0. We already know that (∂/∂t) (t, r 0 ) ≥ 0. But this contradicts the first equation in (1.8) at the point (t, r 0 ). Hence, (t, r) is strictly decreasing in r. Consequently, the second equation in (1.5) tells us that V (t, r) is strictly increasing in r.
Let W = 1 − V denote the density of traps annihilated up to time t. We next state a conservation law that turns out to be crucial for the whole paper.
Proof. Rewriting the second equation in (1.1) in terms of W and adding it to the first equation, we find that
Integrating over time and space, we arrive at the desired assertion.
Relation (1.11) says that the number of particles alive at time t plus the number of traps annihilated up to t equals the total number of particles born up to this time.
We also need a probabilistic representation for the total number of particles alive. After time-reversal of Brownian motion in the first equation of (1.5) and integration over x, we find that
(1.13)
Outline of the paper
For the deterministic continuum model described by (1.1) we will recover essentially all the asymptotic results that were obtained for the random discrete model as summarized in Section 1.1, but we will be able to push further. In Section 2 we state the scaling limit of the particle and trap densities (Theorem 2.1), the asymptotics of the total number of particles that are alive (Theorem 2.2), and the sharp asymptotics of the trap front position (Theorem 2.3). In Section 3 we find the limiting profile of the trap density near the trap front (Theorem 3.2). In Section 4 we prove the theorems stated in Section 2. In Section 5 we identify the age distribution of particles alive (Theorem 5.1). In an Appendix we recall some properties of the Green function. Throughout this paper we stick to the case where the source at the origin has a constant rate λ, but we believe that our arguments are flexible enough to allow for an extension to a finite number of localized sources with a time-dependent creation rate λ(t).
There is a substantial literature on the long-time behavior of reactiondiffusion systems. However, most of the literature on equations of type (1.1) (see e.g. Hilhorst et al. [9] , [10] , [11] and references therein) deals with equations without the δ-source, which plays a central role in our results.
Scaling limit, total number of particles alive, and trap front position
This section contains part of our main results: scaling limit of the particle and trap densities (Section 2.1), asymptotics of the number of particles alive (Section 2.2), and sharp asymptotics of the trap front position (Section 2.3). Proofs of the results are deferred to Section 4.
Scaling limit
A natural approach to study the long-time behavior of ( , V ) is to derive an appropriate scaling limit. To this end we introduce a small scaling parameter ε > 0 and consider the rescaled functions
(2.1)
Then (1.1) is equivalent to the following Cauchy problem for ( ε , V ε ):
(2.2)
In dimension d = 2 we have diffusive scaling of space and time, and system (2.2) is 'almost' scaling invariant (modulo the prefactor ε −2 in front of the annihilation term). Thus d = 2 is the 'critical' and therefore most interesting case. For dimensions d ≥ 3, the first equation in (2.2) turns into an elliptic (i.e., time-homogeneous) equation as ε ↓ 0, and the scaling limit turns out to be closely related to the Green function for the Laplace operator. As we will see later, in dimension d = 1 the situation is totally different, with no natural scaling for the pair ( , V ). We next introduce some notation. We define the open sets
and κ * = κ * (λ) ∈ (0, (λ/ω 2 ) 1/2 ) is the unique positive solution of the equation
is the radius of a ball of volume λt, whereas for d = 2 the volume of the ball is smaller. If d ≥ 3, then we consider the Green function for the Laplacian in the unit ball with zero boundary condition given by
(2.5)
If d = 2, then we denote by * the unique weak solution to the boundary value problem
(2.6)
We set * (t, x) = 0 for |x| > R 2 (t). One of our main results is the following.
8)
uniformly on compact subsets of D 0
uniformly on compact subsets.
10)
11)
uniformly on compact sets, with 0 being the free particle density given by (1.3) .
Note that, modulo the factor λ, the expression on the right of (2.9) coincides with the Green function for the d-dimensional Laplacian in the centered ball of radius R d (t) with zero boundary condition. Assertion d) is the diffusive scaling limit in which the particle density does not feel the annihilation by traps. Indeed, in dimension d = 1 annihilation occurs at a (scaled) distance of order |x| = ε (t/ε 2 ) log(t/ε 2 ) → ∞ as ε ↓ 0 (cf. Theorem 2.3 below). The proof of Theorem 2.1 will be given in Section 4, separately for the cases d ≥ 3, d = 2, and d = 1.
Total number of particles alive
The following statement is almost immediate from Theorem 2.1.
Theorem 2.2. (Total number of particles alive) As t → ∞,
(2.12)
This again shows the different behavior in different dimensions. In dimensions d ≥ 3, only an asymptotically vanishing fraction of order O(t −(d−2)/d ) of the total amount λt of particles born up to time t is alive at time t. In dimension d = 2, this fraction tends to 1 − exp{−κ 2 * /4} ∈ (0, 1), whereas in dimension d = 1 it tends to 1 as t → ∞.
The proof of Theorem 2.2 will be carried out in Section 4, separately for d ≥ 3, d = 2, and d = 1.
Sharp asymptotics of the trap front position
For each t > 0, we define the position of the trap front at time t as the unique positive radius R * (t) for which
(2.13)
I.e., the amount of traps remaining inside the centered ball of radius R * (t) is in balance with the amount of traps annihilated outside this ball.
Recall that κ * = κ * (λ) is given by (2.4) . One of our main results is the following. 
Note that the shift by −λ/(18ω 3 ) in dimension d = 3 is due to the fact that the number of particles (t, x) dx alive at time t has the same order as the surface of a ball with radius R * (t), whereas in dimension d ≥ 4 it is asymptotically negligible in this respect. Due to the more subtle mechanism of front propagation, for d = 2 and d = 1 our result is not as sharp as for d ≥ 3.
The proof of Theorem 2.3 will be given in Section 4, separately for d ≥ 3, d = 2, and d = 1.
Limiting profile of the trap density near the trap front
This section contains one more main result: the limiting profile of the trap density near the trap front. After some preliminaries (Section 3.1), we formulate the precise statement and a key lemma (Section 3.2), and give proofs (Section 3.3).
Preliminaries
In (2.13) we introduced the position R * (t) of the trap front at time t. We begin this section with an alternative definition of the location of this front. To this end we fix h ∈ (0, 1) arbitrarily. We will see below that the equation
admits a unique solution R h (t) > 0 for all t > t 0 (h), with t 0 (h) = 0 for d ≥ 2 and t 0 (h) the solution of V (t 0 (h), 0) = h for d = 1 (recall that has a singularity at the origin for d ≥ 2). Clearly, R h is the front separating the domain {V < h} from the domain {V > h}. We therefore call R h the h-front. Later, in Theorem 3.2 c), we will see how R h and R * are related to each other. Existence and uniqueness of R h (t) follow from the observation that V (t, r) is continuous and strictly increasing in r (Lemma 1.1), V (t, r) → 1 as r → ∞, and V (t, 0) = 0 for d ≥ 2, and V (t, 0) ∈ (0, 1), V (t, 0) → 0 as t → ∞ for d = 1. Since (t, r) → 0 as r → ∞ and (t, r) → c(t) as r → 0, with c(t) = ∞ for d ≥ 2 and increasing c(t) ∈ (0, ∞) for d = 1 (see (1.4)), the last properties follow from the second formula in (1.5) .
Note also that R h (t) is strictly increasing and continuous in t and R h (t) → ∞ as t → ∞. This is a consequence of the monotonicity and continuity of V (t, r) in t and r and the fact that V (t, r) → 0 as t → ∞.
In Section 3.2 we will show that the profile of the trap density V (t, · ) in polar coordinates around the trap front position R * (t) approaches a non-degenerate limiting profile v * as t → ∞. It will turn out that this profile is of the form
where η * is the unique strictly decreasing positive solution η of the equation
Note that this balance condition corresponds to the balance condition (2.13) for the original trap density. Existence and uniqueness of v * , respectively, η * as well as some additional properties of these functions are established in the next lemma.
Lemma 3.1. (Profile properties) a) Equation (3.3) admits a strictly decreasing positive solution η, which is unique modulo shifts and strictly convex. Each such solution η satisfies
b) Among the above solutions there is exactly one solution η * for which the function v * defined by (3.2) satisfies the balance condition (3.4) . Moreover,
where C * denotes a positive constant. Consequently, v * : R → (0, 1) is strictly increasing and satisfies
The proof of this lemma will be given in Section 3.3.
Limiting profile
For each h ∈ (0, 1), there exists a unique r h ∈ R such that
denote the correspondingly shifted versions of η * and v * , respectively. Recall that the position R h (t) of the h-front is defined by (3.1). For convenience, we set V (t, r) = 0 for r < 0.
We are now in a position to formulate our main result about the asymptotic profile of the trap density.
Theorem 3.2. (Limiting profile of trap density near trap front)
a) For each h ∈ (0, 1) and all t > t 0 (h),
Note that the limiting profile v * is the same in all dimensions. In the proof of parts b)-d) of Theorem 3.2 we will need the following lemma. Proof. In dimensions d ≥ 3, assertion (3.16) follows from the trivial bound (t, R h (t)) ≤ λG(R h (t)) → 0 as t → ∞. In dimensions d = 2 and d = 1 we need to know the asymptotic behavior of R h (t) up to equivalence to derive (3.16 ). This and the proof of (3.16) will be carried out in Sections 4.2 and 4.3 with the help of assertion a) but none of the assertions b)-d) of Theorem 3.2.
Proofs of Lemma 3.1 and Theorem 3.2
In the remainder of this section we will first prove Lemma 3.1 and afterwards present the proof of Theorem 3.2.
Proof of Lemma 3.1. a) The system of first order differential equations for (η, η ) corresponding to equation (3.3) has a saddle point at (0, 0) with the vector (1, −1) being tangential to the stable curve (manifold) through the origin. Hence, there exists a solution η of (3.3) with η(r) > 0 and η (r) < 0 for large r and η(r), η (r) → 0 as r → +∞ in such a way that
This solution is positive everywhere. Otherwise there would exist an r 0 ∈ R such that η(r 0 ) = 0 and η(r) > 0 for r > r 0 . But, since η(r) → 0 as r → +∞, the function η could not be convex on (r 0 , ∞) in contradiction with (3.3). Now, as a consequence of positivity and equation (3.3), η is strictly convex and therefore also strictly decreasing on R. In this way we have shown the existence of a solution of (3.3) with the desired properties. Clearly, each spatial shift of such a solution is again such a solution. It is obvious from the above convexity argument that each strictly decreasing positive solution η of (3.3) satisfies η(r) → ∞ as r → −∞ and, moreover, (η(r), η (r)) → (0, 0) as r → +∞. Since the system (η, η ) has only one stable curve entering (0, 0) through the quadrant (0, ∞) × (−∞, 0), we obtain uniqueness modulo shifts. Now let η be any strictly decreasing positive solution of (3.3). Then
Since η(u) → ∞ as u → −∞, the integral on the right is asymptotically equivalent to −r as r → −∞. Hence, η (r) ∼ r as r → −∞. This implies assertion (3.5). Assertion (3.6) follows from (3.17).
b) The existence and uniqueness of η * are obvious from assertion a). It remains to prove the asymptotic formulas (3.7) and (3.8), from which (3.9) and (3.10) are immediate.
It follows from equation (3.3), definition (3.2), and balance condition (3.4) that
Hence, taking into account (3.5), we see that
Multiplying both sides of (3.3) with η and integrating over the interval (r, ∞), we get, after rearranging the individual terms,
After substituting for η * (r) and η * (r) on the right the asymptotic expressions (3.19) and (3.5), respectively, we find that
Now we may substitute (3.21) into (3.18) and repeat the above arguments, to arrive at assertion (3.7). It follows from (3.20) by a Taylor expansion that
Hence, taking into account (3.6), we get
By integrating over (0, r), we conclude from this that
for some positive constant C * . After substituting this into the expression on the right of (3.22), we see that in (3.23), and therefore also in (3.24), the term O(e −r/2 ) may be replaced by O(e −r ). In this way we arrive at assertion (3.8) .
Proof of Theorem 3.2. Fix h ∈ (0, 1) arbitrarily and define a functionη via
Comparing this with the second equation in (1.5), we find that
Now rewrite (1.12) in polar coordinates,
integrate both sides over the time interval (0, t), remember that W = 1 − V , and use (3.25) and (3.26), to arrive, for each t > 0, at the differential equation
It is remarkable that (3.27) is not a parabolic equation but, for each t, a (nonlinear) elliptic equation given .
We compareη with the function η h given by
For each t > t 0 (h), the latter satisfies the equation
where the potential ϕ has the form
. This is an elliptic boundary value problem in the exterior of the centered ball of radius R h (t) with zero boundary condition. By (3.29) and monotonicity, η h (t, r),η(t, r) < log(1/h) for r > R h (t) and, consequently, ϕ(t, r) > h for r > R h (t). Moreover, ζ(t, r) → 0 as r → +∞. Note also that the expression on the right of (3.30) is negative. We may therefore apply the maximum principle to this Dirichlet problem, to find that
for each t > t 0 (h) and all r > R h (t). Here we have used that (t, r) and the
) are positive and decreasing in r.
a) The left part of (3.31) proves inequality (3.13) . To prove inequality
But, since the functions v h 0 (−r 0 + · ) and v h (·) are strictly increasing and shifts of each other, they do not intersect. Hence, the graph of the first lies below the graph of the second. In particular,
which is the desired estimate. b) Assertion (3.16) of Lemma 3.3 together with R h (t) → ∞ implies that the expression on the right of (3.31) tends to zero as t → ∞. From this we conclude that lim
for each h ∈ (0, 1). Fix H ∈ (0, 1) arbitrarily. We are now going to prove (3.14) with h replaced by H. To this end, choose h ∈ (0, H) arbitrarily small and rewrite (3.32) in the form
We therefore conclude from (3.33) that
for each δ > 0. Since r h → −∞ as h ↓ 0 and because of the additional bound (3.12) (with h replaced by H), this yields the desired uniform convergence. c) Recall that v h (·) = v * (r h + · ). For h * = v * (0) we have r h * = 0 and v h * = v * . An application of the assertions a) and b) shows that 
Because of (3.34) and the continuity of r h as a function of h, this implies that
We may now use (3.34) once more (with h = h * or H = h * ) to arrive at assertion (3.15). 
Proof of the theorems in Section 2
This section is long and contains the proofs of Theorems 2.1, 2. As an immediate consequence of the conservation law (1.11) and the definition (2.13) of the position R * (t) of the trap front, we have
Hence, in order to determine R * (t), we need to control (t, x) dx and vice versa, which shows that Theorems 2.2 and 2.3 are closely linked together.
The case d ≥ 3
As a preliminary step, we derive a rough upper bound on the total amount of particles alive at time t. Afterwards this bound will be sharpened to the precise asymptotics of Theorem 2.2. 
where C (d, λ) is a positive constant depending on d and λ only.
The proof of this lemma is based on the following statement. 
3)
the following inequality holds: 
Expressing the expectation on the right with the help of the Gaussian kernel, we easily see that the expectation E 0 w(β(t)) is maximal when w is the indicator function of the centered ball of radius r.
Proof of Lemma 4.1. Using the monotonicity of V (t, x) in t, we conclude from the Feynman-Kac formula (1.13) that
Using Jensen's inequality, and recalling that V = 1 − W , we find that
We know that 0 ≤ W (t, x) ≤ 1 and, because of the conservation law (1.11),
Hence we may apply the isoperimetric inequality of Lemma 4.2 to obtain
where, as in (2.3), R d (t) is the radius of a ball of volume λt. After inserting this into (4.5), interchanging the order of integration, and performing simple estimations, we find that
The first integral on the right is asymptotically equivalent to log t. The second integral on the right is equal to the integral of the Green function (1.7) over the centered ball of radius R d (t), which is a constant multiple of R d (t) 2 = (λt/ω d ) 2/d . This finally yields (4.2).
Lemma 4.3. (Rough asymptotics of trap front positions) Let
Proof. Assertion a) is an immediate consequence of (4.1) and (4.2). Assertion b) follows from a) and Theorem 3.2 c).
We next turn to the proof of the scaling limit.
Proof of Theorem 2.1 a) and b) for d ≥ 3. 1 0 To prove assertion a) for d ≥ 3, we fix h ∈ (0, 1) and compact sets K 0 ⊂ D 0 d and K 1 ⊂ D 1 d arbitrarily. It will be enough to show that
To this end, let uniformly in t on compact subsets of (0, ∞). This implies that
and all sufficiently small ε. From this it follows that
and all sufficiently small ε. This yields (4.6). Similarly, with K 0 replaced by K 1 and the inequalities opposite to (4.10) and (4.11), we obtain (4.7). 2 0 Introducing the potential
we find that
This leads to the simple, but fundamental, observation that
where G R h (t),h denotes the Green function associated with the potential V R h (t),h considered in the Appendix. Inequality (4.12) may be derived by comparing the Feynman-Kac representation (1.5) of with the corresponding formula for λG R h (t),h . The latter is obtained from (1.5) by first replacing the potential V by V R h (t),h and then integrating up to ∞ instead of t.
3 0 We now turn to the proof of assertion b) of Theorem 2.1. Since ε (t, r) is monotone in t and r, it will be enough to prove pointwise convergence of the scaled particle density ε as ε ↓ 0. We first derive the corresponding upper bound for ε . To this end we fix h ∈ (0, 1) arbitrarily. Combining the estimate (4.12) with the bound of Lemma A.1 a) and taking into account the monotonicity of G R,h , we obtain
for all t, r > 0. Here, as in (1.7), G(r) = c d /r d−2 denotes the Green function for the d-dimensional Laplacian, but now written in polar coordinates. After rescaling with the parameter ε > 0, we may rewrite this as
Together with (4.9), this yields
for (t, r) ∈ (0, ∞) 2 . The expression on the right is the Green function in polar coordinates for the Laplacian in the centered ball of radius R d (t) with zero boundary condition. Hence, (4.13) is the desired upper bound. 4 0 It remains to derive the corresponding lower bound for ε . Recalling the definition (2.1) of ε and V ε and using the scaling invariance of Brownian motion, we derive from the Feynman-Kac representation (1.5) the formula {0}) arbitrarily. Pick δ > 0 so small that t > 2δ and R d (t − δ) > δ, and introduce the stopping time
Taking into account the monotonicity of V ε , we derive from (4.14) the bound
(4.15) Pick h ∈ (0, 1). It follows from (3.9) and (3.11) that
Hence, using (3.12) and (4.9), we obtain
as ε ↓ 0. Combining (4.15) with (4.16) and (4.17), we find that
But the expression on the right coincides with the Green function for the Laplace operator in the centered ball of radius R d (t−δ)−δ with zero boundary condition.
As δ ↓ 0, the latter function converges to the corresponding Green function for δ = 0. In this way we arrive at the desired lower bound.
We are now in a position to derive the asymptotics of the total number of particles alive.
Proof of Theorem 2.2 for d ≥ 3. Using the rescaled particle density ε (t, x) with t replaced by 1, ε replaced by t −1/d , and x replaced by t −1/d x, we find that
Therefore, picking any h ∈ (0, 1), we have
pointwise as t → ∞, where the Green function G 0 is given by the explicit formula (2.5). Moreover, according to (1.6), (t, · ), and therefore also t −1/d (1, · ), is dominated by λ times the locally integrable Green function G. Hence, an application of Lebesgue's dominated convergence theorem shows that the integral on the right of (4.18) converges to
Hence, taking into account (1.10), we obtain
as t → ∞.
It remains to show that
A combination of the bound (4.12) with the bound for the Green function
for all sufficiently large t and all r > R h (t). But, as one easily checks, this implies that the integral on the left of (4.19) in fact stays bounded as t → ∞.
Proof of Theorem 2.3 for d ≥ 3. The sharp asymptotics of R * (t) is now immediate from (4.1) and Theorem 2.2 for d ≥ 3.
The case d = 2
Given α > 0, consider the two-dimensional boundary value problem
(4.20)
One easily checks that the unique weak solution * α to this problem with 0 ≤ * α ≤ 0 (and 0 taken from (1.3)) is given by *
In particular, * κ * coincides with the function * given by (2.6) and (2.7). Define
and note that 1
Set Ψ(∞) = λ. We need the following lemma. 
Proof. 1 0 We first remark that the solution of (4.20) admits the Feynman-Kac representation *
After time-reversal and integration over x, we obtain
After Brownian scaling this reads as
Comparing this with (4.21), we find that
2 0 We now turn to the proof of (4.22). Because of the conservation law (1.11), inequality (4.22) is trivial if the upper limit on the right is infinite. Let us therefore suppose that it is finite and fix
Substituting this into the Feynman-Kac formula (1.13) and performing Brownian scaling, we obtain 1) . Then, by the continuity of Brownian paths and our choice of α,
for all sufficiently large t and all u in a certain neighborhood of u 0 . By Fatou's lemma, this implies that
Therefore, an application of Lebesgue's dominated convergence theorem shows that the second integral on the right of (4.26) tends to zero as t → ∞. But, according to (4.24), the first term on the right equals Ψ(α). Hence, lim sup
Since α can be chosen arbitrarily close to lim sup t→∞ R h (t)/ √ t, this proves assertion (4.22).
3 0 In order to prove assertion (4.23), because Ψ(0) = 0, we may assume without loss of generality that lim inf t→∞ R h (t)/ √ t > 0 and fix α arbitrarily with
From the upper bound in (3.12) of Theorem 3.2 a) (recall Remark 3.4), (3.11) and (3.9) we conclude that
for s ∈ [0, t] and t > 1, where C h denotes a positive constant depending on h only. Taking this into account, we derive from (1.13) that for such t,
By our choice of α and Fatou's lemma,
According to (4.24), the expression on the right equals Ψ(α), and this proves assertion (4.23).
With the help of Lemma 4.4 we now derive rough bounds for the h-fronts. 
(4.27)
Then
Hence, using the conservation law (1.11), we conclude that
This yields the upper bound in (4.28). By the lower bound in (3.13) of Theorem 3.2 a) (recall Remark 3.4),
Therefore,
It follows from (3.11) and (3.10) that both integrals on the right are finite. Hence, there exist constants C 1,h and C 2,h such that
Substituting this into the conservation law (1.11), we obtain
Combining this with the upper bound (4.22) of Lemma 4.4, we conclude that
where the last inequality comes from the upper bound in (4.27) just proved. This implies the lower bound in (4.28).
We now turn to the identification of the h-fronts. Recall that κ * = κ * (λ) is defined by (2.4). Lemma 4.6. (Asymptotics of h-fronts) Let d = 2. Then, for each h ∈ (0, 1),
Proof. Fix h ∈ (0, 1) arbitrarily and recall (4.8). It will be enough to show that
1 0 It follows from Lemma 4.5 that
for all t > 0. Moreover, as a consequence of (4.1) and the monotonicity of (t, x) in t,
Hence, the monotone functions R ε h are vaguely compact as ε ↓ 0, and each limiting functionR h is continuous and satisfies
Let therefore ε n ↓ 0 be chosen in such a way that the limit
exists for all t > 0. Then this convergence is uniform in t on compact subsets of (0, ∞). To prove (4.29) it will therefore be enough to show that
2 0 We next proceed as in step 1 0 of the proof of the scaling limit for d ≥ 3 carried out after Lemma 4.3, to obtain This goes as follows. Because of the monotonicity of ε n and the continuity of˜ h , it will be enough to prove pointwise convergence. To this end, we fix (t, x) ∈ (0, ∞) × (R 2 \ {0}) arbitrarily. The Feynman-Kac representation (4.14) for d = 2 reads
Because of (4.33), u) . Hence, the integral on the right of the last bound tends to zero as n → ∞ by Fatou's lemma and Lebesgue's dominated convergence theorem, and so we arrive at
To derive the opposite bound we choose δ > 0 arbitrarily and estimate
Similarly to (4.16), using (4.31) instead of (4.9), we find that
Letting δ ↓ 0, we arrive at lim inf n→∞ ε n (t, x) ≥˜ h (t, x). 
where W ε = 1 − V ε . Rewriting this equation in its weak form, we get
for any C ∞ -function ϕ on (0, ∞) × R 2 with compact support. Because of (4.34), (4.33), and 0 ≤ ε n ≤ 0 with 0 given by (1.3) , we may pass to the limit for n → ∞ to arrive at This together with (4.37) implies (4.32) (recall (2.3) and (2.6)) and therefore proves Lemma 4.6.
Proof of Theorem 2.1 a) 
as ε ↓ 0. This implies (3.16) after we pick t = 1 and use (2.1).
Proof of Theorem 2.3 for d = 2. Since Lemma 3.3 is proven for d = 2, we may now apply Theorem 3.2 c) (recall Remark 3.4) to see that the assertion follows from Lemma 4.6.
The case d = 1
The key result in this section is the following lemma about the asymptotic behavior of the h-fronts in dimension d = 1. 
Proof. Fix h ∈ (0, 1) arbitrarily. A combination of the conservation law (1.11) with the Feynman-Kac formula (1.13) yields
Using the upper bound (3.12) in Theorem 3.2 a), (3.11) , and (3.9), we find that
for some positive constant C h and all t > 0. Similarly, using the lower bound (3.13) in Theorem 3.2 a), (3.11) , and (3.10), we obtain
for some positive constant C h and all t > 0. Let us further note that
for r, u > 0, (4.43) To this end we proceed as in (4.5) and use the bound (4.25), to find that
Combining this with the conservation law (1.11), we see that
After Brownian scaling, this reads as
Now choose ε ∈ (0, 1) arbitrarily. Then, after substituting (4.42) into (4.46) and integrating on the right of (4.46) over (1 − ε, 1) only, we find that
for all sufficiently large t, where C ε,λ is a positive constant that depends on ε and λ but not on t. It is obvious from this that R h (t)/ √ t → ∞, and because of (4.44) we get the asymptotics
as t → ∞. Hence, there exists a positive constant C ε,λ such that
for large t. From this we conclude that
for large t. Since ε can be chosen arbitrarily small, this proves assertion (4.45). Assume that this statement is false. Then there exist ε > 0 and t 0 = t 0 (ε) > e such that
Choose δ > 0 arbitrarily, and define t n = e δn (4.50) and n 0 = n 0 (ε) such that t n 0 ≥ t 0 . After combining (4.48), (4.41), and (4.40), we get for n > n 0 and any δ ∈ (0, 1),
where in the last line we have again used the upper bound in Theorem 3.2 a) (recall Remark 3.4). But the expression on the right equals
Using the inequality 1 − e −η ≤ η, we may estimate the second term on the right from above by
The integral on the right is finite by (3.11), (3.9), and (4.48). Combining the above estimates, taking again into account (4.48), and applying the reflection principle for Brownian motion, we see that there exist positive constants C 1 and C 2 depending on λ, h, δ, δ and ε but not on n such that, for n > n 0 and any δ ∈ (0, 1),
where in the last line we have also used (4.43) and
(recall (4.49) and (4.50)). Again by (4.49) and (4.50), we find that, on the one hand, R (ε) (t n ) = (1 + ε) √ 2δn e (1/2)δn while, on the other hand, the sum on the right of (4.51) behaves like
where c denotes a positive constant and
But we may adjust δ, δ ∈ (0, 1) so that ν < 1/2. Then this leads to the contradiction that, as n → ∞, the expression on the left of inequality (4.51) grows faster than the expression on its right, so assertion (4.47) is proven. Assume that this statement is false. Then there exists ε > 0 such that
and, taking into account (4.47), we find e < t n < T n → ∞ such that, for each n,
(4.54)
Because of the last line in (4.54) and the monotonicity of R h ,
for 0 ≤ t < εT n and all n. Together with the second line in (4.54) this implies that
for all n. We want to prove that this is impossible. To this end we fix δ ∈ (0, ε) arbitrarily. Combining (4.40) with (4.41) and (4.42), we find a positive constant C h such that, for each n,
where in the last line we have also used the monotonicity of V (t, x) in t. Because of the upper bound (3.12) in Theorem 3.2 a) (recall Remark 3.4), we get for any δ ∈ (0, 1) that
where the first factor on the right may be further estimated from below by
Substituting this into (4.56), we obtain, for each n,
It follows from (3.11), (3.9) and the first line in (4.54) that
We next show that, for all n,
and C denotes a positive constant that depends on δ, δ , ε but not on n. Applying the reflection principle for Brownian motion, using (4.43), and remembering the first line in (4.54), we obtain
which is the desired bound (4.59).
Choosing δ ∈ (0, 1) small as a function of δ ∈ (0, ε) and ε, we achieve that θ < 1/2. Then, combining (4.57) with (4.58) and (4.59) and remembering the first line in (4.54), we see that, for large n,
But this contradicts (4.55), and so assertion (4.52) is proven. Combining this with (4.60) and applying Brownian scaling, we find that
.
As a consequence of Lemma 4.7, the probability on the right tends to zero as t → ∞.
Proof of Theorem 2.3 for d = 1. Since Lemma 3.3 is proven, we may now apply Theorem 3.2 c) (recall Remark 3.4) to see that the assertion follows from Lemma 4.7.
Proof of Theorem 2.2 for d = 1. This is immediate from formula (4.1) and Theorem 2.3.
Proof of Theorem 2.1 d).
Abbreviate
fix h ∈ (0, 1) arbitrarily, and introduce the rescaled h-front R ε h (t) = εR h t ε 2 .
It follows from (1.5) by scaling that ε admits the Feynman-Kac representation u, β(u) ) du δ 0 (β(s)). (4.61) By Lemma 4.7, R ε h (s) → ∞ as ε ↓ 0 for all s > 0. Because of this, a combination of the upper bound (3.12) in Theorem 3.2 a) with (3.11) and (3.9) yields
as ε ↓ 0 for all (s, y) ∈ (0, ∞) × R. Hence, applying Lebesgue's dominated convergence theorem, we conclude from (4.61) that
ds E x δ 0 (β(s)) = 0 (t, x)
pointwise as ε ↓ 0. Since ε (t, r) is monotone in t and r, this implies the desired uniform convergence.
Age distribution
This section contains one more and final result on the distribution of age and space of the particles that are alive. As before, let ( , V ) denote the solution of (1.1). Given T ≥ 0, denote by T the unique weak solution of the initial value problem
For each t > T , T (t, · ) may be regarded as the spatial density of particles alive at time t that were born after time T . Let d ≥ 2. Then, for each t > 0,
is the relative amount of particles alive at time t that are not older than st 2/d and are located in the Borel set t 1/d B. Hence, N t is a probability measure on [0, t (d−2)/d ]×R d that describes the rescaled age distribution of the particles alive at time t as a function of their location. The aim of this section is to study the asymptotic behavior of N t as t → ∞. To this end we denote by p λ the heat kernel for the Laplacian in the centered ball of volume λ with zero boundary condition. In dimension d = 2, given T ≥ 0, we denote by * T the unique weak solution to the initial boundary value problem Note that * 0 coincides with * given by (2.6). Our main result in this section reads: Proof. The proof is sketchy, because it uses tools that have been applied extensively before. a) Assume that d ≥ 3. Let ϕ : R d → R be an arbitrary continuous test function with compact support. To study the weak convergence of N t , we consider A corresponding, but trivial, scaling limit for the age distribution of the particles also exists in dimension d = 1. Because of an obvious analogue of Theorem 2.2, almost all particles that were born after time T are still alive at time t, and, by Theorem 2.1 d), their rescaled density is asymptotically close to the free particle density 0 .
