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POSITIVE SOLUTIONS FOR A SCHRÖDINGER-BOPP-PODOLSKY
SYSTEM
BRUNO MASCARO AND GAETANO SICILIANO
Abstract. We consider the following Schrödinger-Bopp-Podolsky system in R3{
−ε2∆u+ V (x)u+ φu = f(u)
−ε2∆φ+ ε4∆2φ = 4piu2,
where ε > 0 with V : R3 → R, f : R → R satisfy suitable assumptions. By using variational
methods, we prove that the number of positive solutions is estimated below by the Ljusternick-
Schnirelmann category of M , the set of minima of the potential V .
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1. Introduction
In this paper, by using the ideas developed originally in [2–4] we show existence and
multiplicity of positive solutions for the following problem in R3
(Pε)
{
−∆u+ V (εx)u + φu = f(u)
−∆φ+∆2φ = 4πu2
whenever ε > 0 is a small parameter and f and V satisfy the assumptions given below.
In the mathematical literature such a problem was introduced recently in [5] and describes
the stationary states of the Schrödinger equation in the generalised electrodynamics developed
by Bopp and Podolsky. For the mathematical derivation of such a system and some related
results we refer the reader to the recent papers [1, 5, 7, 10] where the problem is studied under
various conditions or even in a bounded domain.
In this paper we assume that V and the nonlinearity f satisfy
(V1) V : R3 → R is a continuous function such that
0 < min
R3
V := V0 < V∞ := lim inf
|x|→+∞
V ∈ (V0,+∞],
with M = {x ∈ R3 : V (x) = V0} smooth and bounded,
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(f1) f : R→ R is a function of class C1 and f(t) = 0 for t = 0,
(f2) limt→0
f(t)
t
= 0,
(f3) there exists q0 ∈ (3, 2∗ − 1) such that limt→+∞ f(t)tq0 = 0, where 2∗ = 6,
(f4) there exists K > 4 such that 0 < KF (t) := K
∫ t
0 f(τ)dτ ≤ tf(t) for all t > 0,
(f5) the function t 7→ f(t)
t3
is strictly increasing in (0,+∞).
The assumptions on the nonlinearity f are standards in order to work with variational
methods, use the Nehari manifold and deal with the Palais-Smale condition.
The assumption (V1) will be fundamental in order to estimate the number of positive
solutions and also to recover some compactness.
The main result of this work is:
Theorem 1.1. Under the above assumptions (V1), (f1)-(f5), there exists an ε∗ > 0 such that
for every ε ∈ (0, ε∗], problem (Pε) possesses at least catM positive solutions. Moreover, if
catM > 1, then (for a suitably small ε) there exist at least catM + 1 positive solutions.
In particular among these solutions there is the ground state, namely the solution with
minimal energy; this will be evident by the proof. Here catM := catMM is the Ljusternik-
Schnirelmann category and by positive solutions we mean a pair (u, φ) with u positive, since φ
will be automatically positive.
As a matter of notations, all the integrals, unless otherwise specified, are understood on R3
with the Lebesque measure. We denote with ‖ · ‖p the usual Lp norm. Finally on(1) denotes a
vanishing sequence and we use the letter C to denote a positive constant whose value does not
matter and can vary from line to line.
2. Preliminaries and Variational Setting
Let us start by recalling some results that will be useful for our work. For more details see [5].
Let D be the completion of C∞0 (R3) with respect to the norm ‖ · ‖D induced by
< φ,ψ >D=
∫
∇φ∇ψ +
∫
∆φ∆ψ.
The space D is an Hilbert space continuously embedded into D1,2(R3) and consequently in
L6(R3). Moreover this space is embedded also into L∞(R3).
The following lemmas are used to justify a “reduction method” in order to deal with just one
equation.
Lemma 2.1. The space C∞0 (R
3) is dense in
A = {ψ ∈ D1,2(R3) : ∆ψ ∈ L2(R3)}
normed by
√
< φ, φ >D and, therefore, D = A.
For every fixed u ∈ H1(R3), the Riesz theorem implies that there exists a unique solution
φu ∈ D, for the second equation in (Pε). Such a solution is given by φu = K ∗ u2, where
K(x) =
1− e−|x|
|x| .
The solution φu has the following properties.
Lemma 2.2. For every u ∈ H1(R3) we have:
i) ∀y ∈ R3, φu(.+y) = φu(.+ y);
ii) φu ≥ 0;
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iii) ∀s ∈ (3,+∞], φu ∈ Ls(R3) ∩C0(R3);
iv) ∀s ∈ (3/2,+∞],∇φu = ∇K ∗ u2 ∈ Ls(R3) ∩ C0(R3);
v) ‖φu‖6 ≤ C‖u‖2;
vi) φu is the unique minimizer of the functional
E(φ) =
1
2
‖∇φ‖22 +
1
2
‖∆φ‖22 −
∫
φu2, φ ∈ D.
Moreover,
vii) if vn ⇀ v in H
1(R3), then φvn ⇀ φv in D.
It is easy to see that after a change of variable our problem can be written as
(P ∗ε )
{
−∆u+ V (εx)u+ φu = f(u),
−∆φ+∆2φ = 4πu2.
Hence the critical points of the functional
Iε(u, φ) = 1
2
‖u‖22 +
1
2
∫
V (εx)u2 +
1
2
∫
φu2 − 1
16π
‖∇φ‖22 −
1
16π
‖∆φ‖22 −
∫
F (u)
in H1(R3) × D are easily seen to be weak solutions of (P ∗ε ); indeed such a critical point
(u, φ) ∈ H1(R3)×D satisfies
0 = ∂uIε(u, φ)[v] =
∫
∇u∇v +
∫
V (εx)uv +
∫
φuv −
∫
f(u)u, v ∈ H1(R3),
0 = ∂φIε(u, φ)[ξ] = 1
2
∫
u2ξ − 1
8π
∫
∇φ∇ξ − 1
8π
∫
∆φ∆ξ, ξ ∈ D.
The next step is the usual reduction argument in order to deal with a one variable functional.
Noting that ∂φIε is a C1 function and defining GΦ as the graph of the map Φ : u ∈ H1(R3) 7→
φu ∈ D, an application of the Implicit Function Theorem gives
GΦ = {(u, φ) ∈ H1(R3)×D : ∂φIε(u, φ) = 0}, Φ ∈ C1(H1(R3),D).
Then
0 = ∂φIε(u,Φ(u)) = 1
2
∫
φuu
2 − 1
8π
‖∇φu‖22 −
1
8π
‖∆φu‖22
and substituting
−1
4
∫
φuu
2 = − 1
16π
‖∇φu‖22 −
1
16π
‖∆φu‖22
in the expression of Iε we obtain the functional
Iε(u) := Iε(u,Φ(u)) = 1
2
‖∇u‖22 +
1
2
∫
V (εx)u2 +
1
4
∫
φuu
2 −
∫
F (u).
This functional is of class C1 in H1(R3) and, for all u, v ∈ H1(R3):
I ′ε(u)[v] = ∂uIε(u,Φ(u))[v] + ∂φIε(u,Φ(u) ◦Φ′(u)[v]
= ∂uIε(u,Φ(u))[v]
=
∫
∇u∇v +
∫
V (εx)uv +
∫
φuuv −
∫
f(u)u.
Then it is easy to see that the following statements are equivalents:
i) the pair (u, φ) ∈ H1(R3)×D is a critical point of Iε, i.e. (u, φ) is a solution of (P ∗ε );
ii) u is a critical point of Iε and φ = φu.
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Then, solving (P ∗ε ) is equivalent to find critical points of Iε, i.e., to solve
−∆u+ V (εx)u+ φuu = f(u) in R3.
Let us define de Hilbert space
Wε =
{
u ∈ H1(R3) :
∫
V (εx)u2 < +∞
}
,
endowed with de scalar product and (squared) norm given by
(u, v)ε =
∫
∇u∇v +
∫
V (εx)uv,
and
‖u‖2ε =
∫
|∇u|2 +
∫
V (εx)u2.
We will find the critical points of Iε in Wε.
Defining the Nehari manifold associated to Iε,
Nε = {u ∈Wε \ {0} : Jε(u) = 0} ,
where
Jε(u) = I
′
ε(u)[u] = ‖u‖2ε +
∫
φuu
2 −
∫
f(u)u,
we have the following lemma.
Lemma 2.3. For every u ∈ Nε, J ′ε(u)[u] < 0 and there are positive constants hε, kε, such that
‖u‖ε ≥ hε, Iε(u) ≥ kε. Moreover, Nε is diffeomorphic to the set
Sε = {u ∈Wε : ‖u‖ε = 1, u > 0 a.e.}.
Proof. The proof follows the same steps of [4]. 
By the assumptions on f , the functional Iε has the Mountain Pass geometry shown below:
(MP1) Iε(0) = 0;
(MP2) due to (f2) and (f3), for all ξ > 0 there exists Mξ > 0 such that
F (u) ≤ ξu2 +Mξ|u|q0+1.
Knowing that φu > 0 (for u 6= 0)
Iε(u) ≥ 1
2
‖u‖2ε −
∫
F (u) ≥ 1
2
‖u‖2ε − ξ‖u‖22 −Mξ‖u‖q0+1q0+1
≥ 1
2
‖u‖2ε − ξC1‖u‖2ε −MξC2‖u‖q0+1ε ,
and then, for ‖u‖2ε = ρ small enough, we conclude that Iε has a strict local minimum
at u = 0.
(MP3) By (f4) we have F (t) ≥ CtK where C > 0 and K > 4. Fixed v ∈ C∞0 (R3), v > 0, we
have φtv = t
2φv and then
Iε(tv) =
t2
2
‖v‖2ε +
t4
4
∫
φvv
2 −
∫
F (tv) ≤ t
2
2
‖v‖2ε +
t4
4
∫
φvv
2 − CtK
∫
vK .
So, with t big enough, we get Iε(tv) < 0.
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Denoting with
cε = inf
γ∈Hε
sup
t∈[0,1]
Iε(γ(t)), Hε = {γ ∈ C([0, 1],Wε) : γ(0) = 0, Iε(γ(1)) < 0},
the Mountain Pass level, and with
mε = inf
u∈Nε
Iε(u)
the ground state level, we know by [11] that
cε = mε = inf
u∈Wε\{0}
sup
t≥0
Iε(tu).
2.1. The problem at infinity. Let us consider de “limit” problem (the autonomous problem)
associated to (P ∗ε ), that is,
(Aµ) −∆u+ µu = f(u) in R3
where µ > 0 is a constant. The solutions are critical points of the functional
Eµ(u) =
1
2
∫
|∇u|2 + µ
2
∫
u2 −
∫
F (u),
in H1(R3). We will denote with H1µ(R
3) simply the space H1(R3) endowed with the (equivalent
squared) norm
‖u‖2H1µ(R3) := ‖∇u‖
2
2 + µ‖u‖22.
By the assumptions of the nonlinearity f , it is easy to see that the functional Eµ has the
Mountain Pass geometry (similarly to Iε), with Mountain Pass level
c∞µ := inf
γ∈Hµ
sup
t∈[0,1]
Eµ(γ(t)),
Hµ :=
{
γ ∈ C([0, 1],H1µ(R3)) : γ(0) = 0, Eµ(γ(1)) < 0
}
.
Introducing the set
Mµ :=
{
u ∈ H1(R3) \ {0} : ‖u‖2H1µ =
∫
f(u)u
}
,
it is standard to see that (like in Lemma 2.3):
• Mµ has the structure of a differentiable manifold (said the Nehari manifold associated
to Eµ);
• Mµ is bounded away from zero and radially homeomorfic to the subset of positive
functions on the unit sphere (a kind of Sε, see Lemma 2.3);
• the Mountain Pass level c∞µ coincides with the ground state level
m∞µ := inf
u∈Mµ
Eµ(u) > 0.
In the next sections, we will mainly deal with µ = V0 and µ = V∞, when finite. It is easy to
see that mε ≥ m∞V0 .
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3. Compactness properties for Iε, Eµ
and the existence of a ground state solution
Let us start by showing the boundedness of the Palais-Smale sequences for Eµ in H
1
µ(R
3)
and Iε in Wε. Let {un} ⊂ H1µ(R3) be a Palais-Smale sequence for Eµ, that is, |Eµ(un)| ≤ C
and E′µ(un)→ 0. Then, for large n,
Eµ(un)− 1
K
E′µ(un)[un] =
1
2
‖un‖2H1µ −
∫
F (un)− 1
K
‖un‖2H1µ +
1
K
∫
f(un)un
=
(
1
2
− 1
K
)
‖un‖2H1µ +
1
K
∫
[f(un)un −KF (un)]
≥
(
1
2
− 1
K
)
‖un‖2H1µ .
Since, on the other hand∣∣∣∣Eµ(un)− 1KE′µ(un)[un]
∣∣∣∣ ≤ |Eµ(un)|+ 1K |E′µ(un)|‖un‖H1µ
< C +
1
K
|E′µ(un)|‖un‖H1µ ,
we conclude that {un} is bounded.
Arguing similarly we conclude that any Palais-Smale sequence {un} for Iε is bounded in Wε.
In order to prove compactness, we need some preliminaries lemmas.
Lemma 3.1. If {un} is bounded in H1(R3) and for some R > 0 and 2 ≤ r ≤ 2∗ = 6, we have
sup
x∈R3
∫
BR(x)
|un|r → 0 as n→∞,
then un → 0 in Lp(R3) for 2 < p < 2∗.
Proof. See [8, Lemma I.1]. 
The next results are proved as in [9].
Lemma 3.2. Let {un} ⊂Wε be bounded and such that I ′ε(un)→ 0. Then, we have either
a) un → 0 in Wε, or
b) there exist a sequence {yn} ⊂ R3 and constants R, c > 0 such that
lim inf
n→+∞
∫
BR(yn)
u2n ≥ c > 0.
In the rest of this paper, we assume, without loss of generality, that 0 ∈M , that is, V (0) = V0.
Lemma 3.3. Assume that V∞ < ∞ and let {vn} ⊂ Wε be a (PS)d sequence for Iε such that
vn ⇀ 0 in Wε. Then vn 9 0 in Wε implies d ≥ m∞V∞ .
Then the Palais-Smale condition holds:
Proposition 3.4. The functional Iε in Wε satisfies the (PS)c condition
1. at any level c < m∞V∞, if V∞ <∞,
2. at any level c ∈ R, if V∞ =∞.
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Proof. The proof follows from the properties of the operator
A : u 7→
∫
φuu
2,
and the ideas contained in [9]. 
Then we have
Proposition 3.5. The functional Iε restricted to Nε satisfies the (PS)c condition:
1. at any level c < m∞V∞, if V∞ <∞,
2. at any level c ∈ R, if V∞ =∞.
Moreover the constrained critical points of the functional Iε on Nε are critical points of Iε in
Wε, hence solution of (P
∗
ε ).
In order to prove our main result, we recall the lemma contained in [6] about the problem
(Aµ):
Lemma 3.6 (Ground state for the autonomous problem). Let {un} ⊂ Mµ be a sequence
satisfying Eµ(un)→ µ∞µ . Then, up to subsequences the following alternative holds:
a) {un} strongly converges in H1(R3);
b) there exists a sequence {y˜n} ⊂ R3 such that un(.+ y˜n) strongly converges in H1(R3).
In particular, there exists a minimizer mµ ≥ 0 for m∞µ .
Now we can prove the existence of a ground state solution for our problem. This is a result
like [6, Theorem 1].
Theorem 3.7. Suppose that V and f verify (V1) and (f1)-(f5). Then there exists a ground
state solution uε ∈Wε of (P ∗ε ):
1. for every ε ∈ (0, ε¯], for some ε¯ > 0, if V∞ <∞;
2. for every ε > 0, if V∞ =∞.
Proof. The proof follows the same lines of [9] in the both cases, V∞ <∞ and V∞ =∞. 
4. Proof of Theorem 1.1
We follow the steps as in [6], to which we refer for the proofs. Let us start with a fundamental
result.
Lemma 4.1. Let εn → 0+ and un ∈ Nεn be such that Iεn(un) → m∞V∞. Then there exists a
sequence {y˜n} ⊂ R such that un(.+ y˜n) has a convergent subsequence in H1(R3). Moreover, up
to a subsequence, yn := εny˜n → y ∈M.
To define the barycenter map, we first define for δ > 0 (later on it will be fixed conveniently),
a smooth nonincreasing cut-off function η in C∞0 (R
3, [0, 1]) such that
η(s) =
{
1, if 0 ≤ s ≤ δ/2,
0, if s ≥ δ.
Let mV0 be a ground state solution of problem (Aµ) with µ = V0. For any y ∈M , let us define
Ψε,y(x) := η(|εx − y|)mV0
(
εx− y
ε
)
.
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Now, let tε > 0 verifying maxt≥0 Iε(tΨε,y) = Iε(tεΨε,y), so that tεΨε,y ∈ Nε, and define the
map Φε : y ∈M 7→ tεΨε,y ∈ Nε.
By construction, Φε(y) has compact support for any y ∈ M and Φε(y) is continuous. The
next result will help us to define a map from M to a suitable sublevel in the Nehari manifold.
Lemma 4.2. The function Φε satisfies
lim
ε→0+
Iε(Φε(y)) = m
∞
V0
,
uniformly in y ∈M .
By the previous lemma, h(ε) := |Iε(Φε(y)) −m∞V0 | = o(1) for ε → 0+ uniformly in y, and
then Iε(Φε(y))−m∞V0 ≤ h(ε). In particular, the sublevel set in the Nehari
Nm
∞
V0
+h(ε)
ε :=
{
u ∈ Nε : Iε(u) ≤ m∞V0 + h(ε)
}
is not empty, since for sufficiently small ε,
(4.1) ∀y ∈M : Φε(y) ∈ N
m∞V0
+h(ε)
ε .
Now, we fix the δ > 0 mentioned before such that M and
M2δ := {x ∈ R3 : d(x,M) ≤ 2δ}
are homotopically equivalent.
Take ρ = ρ(δ) > 0 such that M2δ ⊂ Bρ and define χ : R3 → R3 as follows
χ(x) =
{
x, if |x| ≤ ρ,
ρ x|x| , if |x| ≥ ρ.
The barycenter map βε is defined as
βε(u) :=
∫
χ(εx)u2(x)∫
u2
∈ R3,
for all u ∈ Wε with compact support. Some technical lemmas are stated now. For the proofs
see e.g. [6].
Lemma 4.3. The function βε satisfies
lim
ε→0+
βε(Φε(y)) = y
uniformly in y ∈M .
Lemma 4.4. We have
lim
ε→0+
sup
u∈N
m∞
V0
+h(ε)
ε
inf
y∈M
|βε(u)− y| = 0.
Then the proof of our main result can be finished. In virtue of the above lemmas, there exist
ε∗ > 0 such that
∀ε ∈ (0, ε∗] : sup
u∈N
m∞
V0
+h(ε)
ε
d(βε(u),Mδ) <
δ
2
.
Let M+ := {x ∈ R3 : d(x,M) ≤ 3δ/2} then homotopically equivalent to M . Now, reducing
ε∗ > 0 if necessary, we can assume that the above lemmas and (4.1) hold. So the composed
map
M
Φε−→ Nm
∞
V0
+h(ε)
ε
βε−→M+
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is homotopic to the inclusion map.
In the case V∞ < ∞ we eventually reduce ε∗ in such a way that also the Palais-Smale
condition is satisfied in the interval (m∞V0 ,m
∞
V0
+ h(ε)).
From the properties of the Ljusternick-Schnirelamnn category we have
cat(Nm
∞
V0
+h(ε)
ε ) ≥ catM+(M),
and so, the Ljusternik-Schnirelmann theory ensures the existence of at least catM+(M) =
cat(M) critical points of Iε constrained in Nε, which are then solutions of our problem.
If catM > 1, the existence of another critical point of Iε in Nε follows from the ideas used
in [2]. The strategy is to exhibit a subset A ⊂ Nε such that
(1) A is not contractible in Nm
∞
V0
+h(ε)
ε ,
(2) A is contractible N c¯ε = {u ∈ Nε : Iε(u) ≤ c¯} for some c¯ > m∞V0 + h(ε).
This would implies, since the Palais-Smale holds, the existence of a critical level between
m∞V0 + h(ε) and c¯.
Take A := Φε(M) which is not contractible in N
m∞
V0
+h(ε)
ε . Let tε(u) > 0 the unique positive
number such that tε(u)u ∈ Nε.
Choosing a function u∗ ∈ Wε such that u∗ ≥ 0, Iε(tε(u∗)u∗) > m∞V0 + h(ε) and considering
the compact and contractible cone
C := {tu∗ + (1− t)u : t ∈ [0, 1], u ∈ A},
we observe that, since the functions in C have to be positive on a set of nonzero measure, it has
to be 0 /∈ C. Then let tε(C) = {tε(w)w : w ∈ C} ⊂ Nε and
c¯ := max
tε(C)
Iε > m
∞
V0
+ h(ε).
It follows that A ⊂ tε(C) ⊂ Nε e tε(C) is contractible in N c¯ε . Then there is a critical level for
Iε greater than m
∞
V0
+ h(ε), hence different from the previous one.
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