I. Introduction
The minimum randomness necessary to simulate an arbitrary given channel was rst investigated by Steinberg and Verd u [1] , as a complementary problem to that of approximating output statistics introduced by Han and Verd u [2] . In that problem, they measured the complexity of the simulator by the number of fair bits per input sample required to generate every realization of the simulated process and they adopted the variational distance as a measure of similarity between probability distributions. They considered the channel simulation such that the variational distance goes to zero as the block length tends to innity and showed that the conditional resolvability dened by the minimum number of fair bits per input sample is equal to both the conditional sup-entropy and the minimum achievable xed-length source coding rate with side information. However, they did not consider practical methods to simulate the channel nor the problem of simulating the channel without any approximation. This paper deals with the problem of simulating a discrete memoryless channel (DMC) and proposes two algorithms for channel simulation that achieve the conditional resolvability. Both algorithms can be regarded as special cases of the interval algorithm proposed by Han and Hoshi for random number generation [3] . The rst algorithm provides exact channel simulation. By investigating large deviations performance of the empirical number of fair bits, we show that the number of fair random bits per input sample approaches the conditional resolvability of the channel with probability one. The second algorithm provides approximate channel simulation. We demonstrate that the approximation error measured by the variational distance between the desired and approximate distributions, vanishes exponentially as the block length tends to innity, when the number of fair random bits per input sample is above the conditional resolvability. On the contrary, the approximation error approaches the value of two exponentially, when the number of fair random bits per input sample is below the conditional resolvability. Further, we show that the second algorithm can achieve the optimum error exponent, when the number of fair random bits per input sample is within some range above the conditional resolvability.
Finally, since random number generation is a special case of channel simulation, all asymptotic properties obtained for channel simulation are directly applied to the interval algorithm for random number generation. In section V, we briey describe some asymptotic properties of the interval algorithm, when it is specialized in random number generation.
II. Basic Denitions (a) Discrete memoryless sources and channels
Let X, Y be nite sets. We denote by M(X) [resp. M(Y)] the set of all probability distributions on X (resp. Y). Similarly, we denote by M(YjX) the set of all conditional distributions W (1j1) such that W (1ja) 2 M(Y) for every a 2 X. Throughout this paper, by a source X with alphabet X, we mean a discrete memoryless source 4 (DMS) of distribution P X 2 M(X). To denote a source we will use both notations X and P X interchangeably. Similarly, a discrete memoryless channel (DMC) jP(a) 0 Q(a)j:
The resolution R(P ) of a distribution P 2 M(X) is the minimum log m such that P is an m-type (i.e., its masses are integer multiples of 1=m).
If such an m does not exist, R(P ) = 1. In this section, we propose two algorithms for channel simulation by the interval algorithm [3] . Especially, we consider the simulation of DMC by using an unbiased coin and we investigate the required number of coin tosses.
(a) Required number of coin tosses for exact channel simulation First, we propose an algorithm for channel simulation by using a version of the interval algorithm such that the partition of the unit interval depends on the input sequence. For the sake of simplicity and without any loss of generality, we assume that Y = f1; 2; 11 1; Mg.
Interval algorithm for channel simulation: 
where E r (R; P X ; W ) 
where
It should be noted that F (R; P X ; W ) may be +1. 
We conclude that the interval algorithm for channel simulation is asymptotically optimum from the viewpoint of the necessary random bits per input sample.
(b) Channel simulation with xed number of coin tosses
Next, we consider another problem of channel simulation where the number of coin tosses is specied. In this case, we cannot simulate the channel exactly but approximately. First, we modify the interval algorithm for channel simulation such that the algorithm outputs a dummy sequence 11 11 1 1, whenever the algorithm does not stop within N coin tosses.
Interval algorithm for channel simulation with n coin tosses: E r (R; P X ; W );
where E r (R; P X ; W ) is given by (2) .
The following theorem is the converse of Theorem 3. E sp (R; P X ; W );
where E sp (R; P X ; W ) 4 = min Q2M(X );V :2M(YjX ):
It should be noted that E sp (R; P X ; W ) may be +1. Further, E sp (R; P X ; W ) E r (R; P X ; W ) and equality holds for R R o , where 
Obviously G(R; P X ; W ) < F (R; P X ; W ) for R < H(Y jX). Therefore, the interval algorithm with nR coin tosses cannot achieve the optimum exponent, whenever R < H(Y jX).
IV. Proofs of Theorems 14
The type of a sequence x 2 X n is a distribution P x on X, where P x (a) is given by P x (a) = 1 n 1 (number of occurrences of a 2 X in x):
We shall write P n for the set of types of sequences in X n . The joint type P x;y of two sequences x 2 X we shall say that y has the conditional type V given x. The set of such y will be denoted by T V (x). We shall denote by V(P) or V n (P ) the set of stochastic matrices V : X ! Y such that T V (x) 6 = ; for a sequence x of type P .
We introduce some well-known facts, cf. Csisz ar-K orner [5] : For the set of types and the set of stochastic matrices, we have jP n j (n + 1) jXj ; (13) jV n (P )j (n + 1) jXj1jYj ;
where j 1 j denotes the cardinality of the set. If P 2 P n then (n + 1) 0jXj expf0nD(P k Q)g Q n (T P ) expf0nD(P k Q)g:
If V is any conditional type of sequences in Y n given x 2 T P then
Further, if x 2 T P and y 2 T V (x), we then have In a similar manner as in the proof of (1) By using the continuity of divergence and entropy, we can obtain (7).
From (2) and (8), it is easy to see E sp (R; P X ; W ) E r (R; P X ; W ). In what follows, we investigate when the equality holds. First, rewrite E r (R; P X ; W ) as follows.
E r (R; P X ; W ) = min[E sp (R; P X ; W ); E 1 (R; P X ; W )]; 
Obviously, we can see that E 1 (R; P X ; W ) R 0 log M;
where the equality holds if and only if H(V jQ) = log M and Q = P X . However for every V 2 M(YjX) satisfying H(V jP X ) = log M, we have
Therefore, if R R 0 , E r (R; P X ; W ) = R 0 log M:
On the other hand, note that 0H(V jQ)+D(
is a convex (resp. linear) function of V for an arbitrary xed Q. Then, for R R 0 , the minimum of (21) can be attained at its boundary, that is,
The above equation and (8) implies E 1 (R; P X ; W ) E sp (R; P X ; W ) for R R 0 .
Hence, E r (R; P X ; W ) = E sp (R; P X ; W ) whenever R R 0 . shown that the average number of coin tosses per output sample approaches H(Y ) [3] . On the other hand, Theorem 2 claries that the number of coin tosses per output sample approaches H(Y ) with probability one, which is not implied in [3] .
The second algorithm can be used as random number generation with specied number of coin tosses. In this situation, the random number is generated not ex- 
VI. Conclusion
We have proposed two algorithms for channel simulation based on the interval algorithm. The rst algorithm provides an exact channel simulation, while the second one provides an approximate channel simulation. We have claried some asymptotic properties of these algorithms as well as the random number generation by the interval algorithm. Regarding future research, we shall generalize our results to more complex channels, such as channels with memory.
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