, where A is an n x n matrix and B is an n x m matrix, is said to have the nonnegative integers sequence {rj}T=r as the r-numbers sequence if ri = rank(B) and (A,, B) has an r-numbers sequence prescribed under some restrictions.
INTRODUCTION
A partial matrix is a matrix in which some entries are specified and others are not. A completion A, of a partial matrix A is the matrix resulting from a particular choice of values for the unspecified entries. If the unspecified entries are replaced by OS, we have the completion Ao. A partial matrix A = [aij] such that aij, i 5 j, are the specified elements is called partial upper triangular matrix. The n x n partial upper triangular matrices, A and B, are called lower similar if there exists a lower triangular matrix 5' such that B = S-lAS.
We extend the concept of upper canonical form given by Gohberg Research supported by Spanish DGES Grant Number PB97-0599-C03-02. Given a matrix A of size n x n and a matrix B of size n x m, matrix
is called the controllability matria: of pair (A, B). Denote
Recall that a pair (A, B), where A is an n x n matrix and B is an n x m matrix, has the nonnegative integers sequence {rj}y=i as the r-numbers sequence if ri = rank(B) = rank(Ci(A, B)),
Note that rj 1 rj+r, J' = 1,2,. . . , n, and some of them can be zero. If {rj}j"=l is the r-numbers sequence of pair (A, B), the conjugate partition of it yields the controllability indices sequence of this pair. Both are feedback invariant.
Given a matrix B of size n x m with only ri nonzero rows, these rows being linearly independent, it is always possible to find a regular matrix P such that BP = [ eit ei, . . . ei,.l 0 . . . 01, where ei, , 1 = 1,2 ,..., q, are unit vectors, with ii < i2 < . . . In this paper, we study the following problem. 
THE RESULTS
We say that nonnull row i is a Now, we analyze the behaviour of Tkej, when T is A0 or the matrix obtained from A0 by replacing some elements under main diagonal by 1s and ej, ii 5 j 5 i,, is a column of matrix B.
We distinguish the following cases. Then to obtain the remaining r-numbers, we choose, for each one of these indices, j, the first nonused row greater than j, and we repeat the process commented before. In order to structure the described method in an algorithm, we introduce two procedures which formalize the process applied to the indices {ii, . . . , i,.,}. In them we use lineal structures of dates such that the elements are introduced by the last end and taken out by the head end. They are known as queues or structures FIFO. To put in and take out elements of a queue is done by the following operations:
-Queue(f, Q) E to put element f in queue Q, -Unqueue(f, Q) E to take out the first element of queue Q.
From now on we use the following notation:
l S z set where we save the positions of Ao that we will replace by 1s at the end of the process, l F, E set of used rows, 0 Ni = queue structure, set of elements of level i,
l Ri E queue structure, set of elements of level i that does not have children.
The mentioned procedures are as follows. 
&+2 -Ni+Zu {fb),
-&+2 +-J&+2 U {fb}. If there exists h such that h # F, and h < fk, Procedure l(fk,s,FZL,NZ+l,Ni+~rRi+2) Else Procedure 2(fk, S, F,, Ni+i, Ri+l) STEP 3 Replace by 1s the OS of A0 corresponding to positions of S.
PROCEDURE 2. (f,S,F,,Ni+l,Ri+l
This algorithm yields a constructive proof of the following result. 
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Replacing by 1s the OS of Ao corresponding to positions of S, we get a completion A, of A such that pair (A,, B) has the given r-numbers, which have been mentioned above, and {7,6,5,3,2} controllability indices sequence.
CASE (ii). n IS ODD.
In this case, we can obtain an analogous result to Theorem 2.1, except for the case described in the following lemma. 
