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Abstract—In this paper, we address the problem of coordi-
nating platoons of connected and automated vehicles at signal-
free intersections. We present a decentralized, two-level optimal
framework to coordinate the platoons with the objective to
minimize travel delay and fuel consumption of every platoon
crossing the intersection. In the upper-level, each platoon derives
an optimal schedule to enter the intersection. In the low-
level, the platoons derive their optimal control input (accelera-
tion/deceleration) for the optimal schedule derived in the upper-
level. We validate the effectiveness of the proposed framework
in simulation and show significant improvements both in travel
delay and fuel consumption compared to the baseline scenario
with fixed time traffic signals at the intersection.
Index Terms—platoons coordination, intersection control, con-
nected and automated vehicles.
I. INTRODUCTION
A. Motivation
TRAFFIC congestion has become a severe issue in urbantransportation networks across the globe. Transportation
networks will account for nearly 70% of travel in the world
with more than 3 billion vehicles by 2050 [1]. The exponential
growth in the number of vehicles and rapid urbanization
have contributed to the steadily increasing problem of traffic
congestion. The drivers lose 97 hours due to congestion that
costs $87 billion a year, i.e., an average of $1,348 per driver
in US [2]. Urban intersections in conjunction with the driver’s
response to various disturbances can often lead to congestion.
Efficient intersection control algorithms can improve mobility,
safety and alleviate the severity of congestion and accidents.
Recent advancements in vehicle-to-infrastructure (V2I) and
vehicle-to-vehicle (V2V) communications provide promising
opportunities for control algorithms to reduce delay, travel
time, fuel consumption, and emissions of vehicles [3]. The
advent of connected and automated vehicles (CAVs) along
with communication technologies can further enhance urban
mobility with better options to travel efficiently [4]. Moreover,
the real-time information from the CAVs about their position,
speed and acceleration through on-board sensors and V2V
communication makes it possible to develop effective control
algorithms for coordinating CAVs aimed at improving mobility
and alleviate congestion.
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B. Related Work
Several research efforts have proposed centralized and
decentralized control algorithms for coordinating CAVs at
intersections. Dresner and Stone [5] presented a reservation
scheme as an alternative approach to traffic lights for co-
ordinating CAVs at an intersection. The authors proposed a
centralized control algorithm which reserves the space and
time for each vehicle to pass the intersection. A timed Petri
Net-based reservation scheme for intersection management
was presented in [6]. The paper proposed a centralized control
algorithm that generates passing sequences for the vehicles to
minimize the queue length. Huang et al. [7] proposed a control
algorithm to allocate the reservation based on priority. The
research effort decreased the number of cancellation requests
in the reservation scheme. A control algorithm for cooperative
vehicles to handle the system failure was presented in [8].
Wu et al. [9] proposed a control algorithm that determines
the sequence for vehicles to cross the intersection while
satisfying all safety constraints. The solution of an optimal
control problem formulation presented in [10] optimized the
fuel consumption of CAVs at merging roadways. The paper
derived an analytical solution for an unconstrained problem
in a centralized fashion to optimize the control input of each
vehicle.
Hafner et al. [11] presented a decentralized control al-
gorithm to avoid collisions at an intersection considering
uncertainty and communication delays. Wu et al. [12] pro-
posed a decentralized control algorithm based on the estimated
arrival time of CAVs at an intersection. The control algorithm
does not eliminate stop and go driving. A model predictive
control-based decentralized approach was presented in [13]
to coordinate vehicles at intersections with an objective to
minimize energy consumption. Some research efforts have
proposed decentralized control algorithms using an optimal
control framework for coordinating CAVs at intersections.
A decentralized optimal control problem was formulated in
[14] to coordinate CAVs at a signal-free intersection. The
paper derived an analytical solution satisfying the state and
control constraints. A decentralized computational framework
presented in [15] optimized fuel consumption and travel time
of CAVs across multiple intersections. Another optimal control
approach proposed in [16] coordinated CAVs in a corridor,
where a complete analytical solution with interior boundary
conditions was presented.
The problem of coordinating CAVs at intersections can also
be viewed as a scheduling problem. Scheduling involves the
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2effective allocation of limited resources to several tasks to
optimize the performance measures. Several research efforts
proposed in the literature have used scheduling theory to
address the problem of coordinating vehicles at intersections.
A safe driving for vehicle pairs to avoid collisions at the
intersections based on scheduling theory was presented in
[17]. The paper presented the schedules for vehicles as a
spanning tree and found the driving plans of vehicles to pass
the intersection in minimum time. A schedule-driven control
algorithm to evacuate all vehicles in minimum time while
considering the vehicles with higher priority was presented
in [18]. Yan et al. [19] addressed the problem of scheduling
CAVs through multiple intersections. The paper modeled the
intersection as a single machine and solved the scheduling
problem considering release date constraints to minimize the
average waiting time of vehicles. The approaches presented
in [20] and [21] designed a least restrictive supervisor to
determine set of control actions for the vehicles to safely
cross the intersection. An optimal control framework presented
in [22] aimed at coordinating CAVs at two interconnected
intersections. The research effort derived the optimal schedule
for CAVs and presented a closed-form analytical solution to
derive optimal control input for vehicles at intersections.
Most of the control algorithms for coordinating CAVs at
intersections have focused on individual vehicles rather than
platoons. The road capacity can be increased significantly if
the vehicles form platoons before they cross an intersection
[23]. The formation of platoons by automating the longitudinal
and lateral control of the vehicles at highways was presented in
[24]. Bergenhem et al. [25] summarized the various research
efforts that address vehicle platooning at highways to increase
fuel efficiency, traffic flow, comfort of driver, and safety.
Vehicle platooning is not only beneficial at highways but
also at urban traffic intersections. Jin et al. [26] presented an
intersection management under a multiagent framework where
automated vehicles form platoons using connected vehicle
technologies. The paper presented an intersection management
in which the platoon leaders send the arrival time of vehicles
in the platoon and request to cross the intersection based on
first-come-first-serve policy. A hierarchical intersection man-
agement system for platoons with the objective to minimize
cumulative travel time and energy usage was proposed in [27].
Vial et al. [28] presented a scheduling algorithm for platoons
of CAVs to pass an intersection with the objective to minimize
the maximum travel delay. The paper presented polynomial
time algorithms to find schedules for the intersection with k
ways for two-way traffic where k is a constant. Bashiri et al.
[29] presented a control algorithm that performed an extensive
search among n! schedules to find a schedule with minimum
average delay for n platoons.
Our proposed approach aims to overcome the limitations of
existing approaches in the literature in the following aspects:
1) Most research efforts have employed a centralized ap-
proach for coordinating CAVs at an intersection. The
approach is centralized if there is at least one task
in the system that is globally decided for all vehicles
by a single central controller. The decision that in-
cludes all vehicles will result in high communication
and computational load on the system. Furthermore,
the centralized approach is ineffectual in handling the
single point failures. On the other hand, decentralized
approach reduces the communication requirements and
are computationally efficient.
2) The majority of the papers in the literature have focused
on individual vehicles rather than platoons. The commu-
nication burden is significantly reduced when an inter-
section manager communicates only with the platoon
leader instead of communicating with every vehicle.
Moreover, the capacity of the intersection significantly
increases by vehicle platooning than allowing them to
pass as individual vehicles.
We propose a decentralized control framework where each
platoon leader communicates with other leaders and a co-
ordinator to find the optimal schedule for each platoon and
derive its optimal control input to cross the intersection while
minimizing travel delay and fuel consumption. In the proposed
approach, only platoon leaders communicate with each other
and coordinator to significantly reduce the communication
burden on the system.
C. Contributions of the paper
The main contributions of the paper are the following:
1) We model the control problem as a job scheduling
problem in a single machine environment.
2) We propose a decentralized, two-level optimal control
framework to coordinate the platoons at an intersection.
In the upper-level, we propose an optimal framework
where each platoon compute the optimal schedule to
minimize the travel delay of platoons. In the low-
level, we present a closed-form analytical solution that
provides the optimal control input to minimize fuel
consumption of vehicles.
D. Organization of the paper
The paper is organized as follows. In Section II, we for-
mulate the problem, introduce the modeling framework, and
present the upper-level framework that provides the optimal
schedule for platoons. In Section III, we provide a closed-form,
analytical solution of the low-level optimal control problem.
In Section IV, we validate the effectiveness of the proposed
optimal framework using VISSIM-MATLAB environment and
present the simulation results. We conclude and discuss the
potential directions for future work in Section V.
II. PROBLEM FORMULATION
We consider a signal-free traffic intersection (Fig. 1) for
coordinating platoons of CAVs with minimum travel delay.
The region at the center of the intersection is called merging
zone, which is the conflict area where potential lateral colli-
sions of vehicles are possible. Although this is not restrictive,
we consider the merging zone to be a square of side Lm. The
intersection has a schedule zone and a coordinator that can
communicate with the vehicles traveling inside the schedule
zone. The distance from the entry point of the schedule zone
3Fig. 1. A signal-free intersection with platoons of CAVs.
until the entry point of the merging zone is Ls. The value
of Ls depends on the communication range capability of the
coordinator. The coordinator stores the information about the
geometry and topology of the intersection. In addition, the
coordinator stores the information about position, speed, accel-
eration/deceleration, and path of the platoons. The coordinator
does not take part in any of the decision making process.
Each platoon leader can communicate with coordinator, their
followers and the other platoon leaders inside the schedule
zone.
At the entry of the schedule zone, each platoon leader
broadcasts the information of the platoon to the coordinator
and other platoon leaders. The information includes the num-
ber of following vehicles, link number, lane number, path,
current position, and current speed of the platoon. Based on
the information from the coordinator and other platoon leaders,
each platoon leader derives its time of entry into the merging
zone and optimal control input to cross the intersection. Each
platoon leader broadcasts the schedule and optimal control
input to the followers in the platoon, and then communicates
the schedule to the coordinator. The coordinator broadcasts the
schedule of platoons inside the schedule zone to the leaders
of the platoons entering the schedule zone.
In our modeling framework, we impose the following
assumptions:
Assumption 1: There is no delay and communication
errors between platoon leaders, the followers, and the
coordinator.
The assumption may be strong, but it is relatively
straightforward to relax it as long as the measurement
noise and delays are bounded.
Assumption 2: We do not consider left/right turns and lane
changes inside the schedule zone of the intersection.
We impose this assumption to simplify the problem
and focus on the implications of the proposed solution.
Assumption 3: The CAVs within the communication
range form stable platoons.
Our primary focus is to coordinate the platoons of CAVs
rather than the formation and stability of platoons. However,
future research should relax this assumption and investigate
the implications of the proposed solution on formation and
stability of platoons.
Assumption 4: The length of the schedule zone is sufficiently
large so that a platoon can accelerate up to the speed limit
before entering the merging zone.
We impose this assumption to ensure that the platoon
entering the schedule zone with speed lesser than the speed
limit can reach the speed limit before it enters the merging
zone of the intersection.
A. Modeling Framework and Constraints
Let N(t) ∈ N be the number of platoons entering into
the schedule zone at time t ∈ R+. The coordinator assigns
unique identification number j ∈ N to each platoon at the
time they enter the schedule zone. Let N (t) = {1, . . . N(t)}
be the queue of platoons inside the schedule zone. Let
Aj = {1, . . . , n}, n ∈ N, be the number of vehicles in each
4platoon j ∈ N (t). We model each vehicle i ∈ Aj as a double
integrator,
p˙i = vi(t),
v˙i = ui(t), (1)
where pi(t) ∈ Pi, vi(t) ∈ Vi, ui(t) ∈ Ui denote position,
speed, acceleration/deceleration of each vehicle i ∈ Aj . Let
xi(t) = [pi(t) vi(t)]
T denote the state of each vehicle
i ∈ Aj . Let t0i be the time at which vehicle i ∈ Aj enters
the schedule zone. Let xi0 = [p0i v
0
i ]
T be the initial state
where p0i = pi(t
0
i ) = 0, taking values in Xi = Pi × Vi. The
control input and speed of each vehicle i ∈ Aj is bounded
with following constraints
umin ≤ ui(t) ≤ umax, (2)
0 ≤ vmin ≤ vi(t) ≤ vmax, (3)
where umin, umax are the minimum and maximum control
inputs for each vehicle i ∈ Aj and vmin, vmax are the
minimum and maximum speed limits respectively.
B. Upper-Level Optimal Framework for Coordination of pla-
toons
In this section, we discuss the upper-level optimization
framework that yields the optimal schedule for the platoons to
cross the merging zone with a minimum delay. The proposed
framework is based on scheduling theory which addresses
the allocation of jobs to the machines for a specified period
of time aiming to optimize the performance measures. A
scheduling problem is described by the following notation
M|C|O, where M denotes machine environment, C denotes
the constraints, and O denotes the objective function. We
consider a job scheduling problem where several jobs are
processed in a single machine environment. Let K ∈ N be
the number of jobs to be processed in a single machine. Let
tpk and t
d
k be the processing time and deadline for each job
k ∈ K. In a machine M, if a job k starts at time tsk and
completes at time tfk , then the completion time of job k is
tfk = t
s
k + t
p
k.
Definition 1: The lateness Lk of a job k is defined
as
Lk ∆= max{0, tfk − tdk}. (4)
The job scheduling problem of minimizing maximum lateness
in single machine environment is represented as 1||Lmax
problem, where 1 denotes single machine and Lmax denotes
maximum lateness. A schedule is said to optimal if it
minimizes max
k
Lk, i.e., the maximum lateness of jobs. In
the proposed framework, we model the intersection as a
single machine and the platoons as jobs. Each platoon solves
1||Lmax scheduling problem to find the optimal schedule to
enter the merging zone of the intersection that minimizes
maximum lateness i.e., travel delay.
Definition 2: Let t0j and t
m
j be the time at which the
platoon j ∈ N (t) enters the schedule zone and merging
zone respectively. The arrival time period taj of the platoon
j ∈ N (t) at the merging zone is defined as
taj
∆
= tmj − t0j . (5)
Definition 3: Let tej be the time at which the platoon j ∈
N (t) exits the merging zone. The crossing time period tcj of
a platoon j ∈ N (t) is defined as
tcj
∆
= tej − tmj . (6)
Definition 4: The passing time tpj of a platoon j ∈ N (t) at
the intersection is defined as
tpj
∆
= taj + t
c
j . (7)
We consider two cases for computing the passing time of
platoons at the time they enter the schedule zone. In case
1, the platoon enters the schedule zone while cruising with
the speed limit. In case 2, the platoon enters the schedule
zone with the speed that is less than the speed limit. Let
v0j = vj(t
0
j ) be the initial speed of the platoon j ∈ N (t),
i.e., speed at which the platoon enters the schedule zone. Let
Aj be the number of vehicles in the platoon j. Let thj be
the headway between the vehicles i and (i − 1) ∈ Aj in the
platoon. Let tc be clearance time interval, i.e., a safe time gap
provided between exit and entry of platoons at the merging
zone to ensure safety of platoons.
Case 1: v0j = vmax
We compute the arrival time ta∗j and the crossing time t
c∗
j
using vmax.
ta∗j =
Ls
vmax
, (8)
tc∗j =
Lm
vmax
+ (|Aj | − 1) ∗ thj + tc. (9)
Case 2: v0j < vmax
We compute taj
∗ using the time taken by the platoon to ac-
celerate to the speed limit applying its maximum acceleration.
Let tsj be the time taken by the platoon to accelerate to the
speed limit and
tsj =
vmax − v0j
umax
. (10)
Let dsj be distance covered during acceleration and
dsj =
(vmax)
2 − (v0j )2
2umax
. (11)
Based on Assumption 4, the platoons will reach the speed limit
at time t ≤ taj ∗ and
taj
∗ = tsj +
Ls − dsj
vmax
, (12)
tc∗j =
Lm
vmax
+ (|Aj | − 1) ∗ thj + tc. (13)
Definition 5: Let ta
′
j be the time taken by the platoon j to
reach the the merging zone while cruising with their initial
5speed. The deadline tdj of the platoon j to completely cross
the intersection is defined as
tdj
∆
= ta
′
j + t
c∗
j , (14)
We compute ta
′
j as shown below
ta
′
j =
Ls
v0j
, (15)
and the crossing time tc∗j of the platoon using (13).
Each platoon leader is aware of the path of other platoons.
The platoon leaders form groups based on the compatibility
of their paths.
Definition 6: Let Γi and Γj be the path of platoons i
and j ∈ N (t) respectively. The platoons i and j are said to be
compatible if Γi ∩ Γj = ∅ i.e., paths of platoons i and j are
non-conflicting and can be given right-of-way concurrently
inside the merging zone.
The compatibility between the paths of the platoons
can be modeled as a compatibility graph.
Definition 7: A compatibility graph Gc = (V, E) is an
undirected graph where V is the set of vertices and E is the
set of edges. The adjacency matrix A = [aij ] of compatibility
graph Gc can be defined as
aij =
{
1, if paths of platoons i and j do not conflict
0, if paths of platoons i and j conflict.
(16)
For example, let us consider the intersection shown in Fig. 2.
Let p, q, r, and s ∈ N (t) be the platoons entering the schedule
Fig. 2. Intersection with conflicting paths.
zone at time t. The pairs p, q and r, s have non-conflicting
paths. Therefore, the platoons p and q can form one group
and r and s can form another group. Each platoon leader joins
a group based on a compatibility graph Gc. The compatibility
graph Gc of the platoons in this example is shown in Fig. 3.
Here, V = {p, q, r, s} is the vertex set of compatibility graph
Gc. An edge e connects the vertices {p, q} and {r, s} since
their paths are non-conflicting inside the merging zone.
Fig. 3. A Compatibility graph of platoons.
Definition 8: A clique C of an undirected graph Gc is
a subset of the vertices C ⊆ V such each vertex in C is
adjacent to all other vertices in C.
Definition 9: A maximal clique M is the clique that
consists of a set of vertices M⊆ V which is not a subset of
any other cliques in the undirected graph Gc.
The set of vertices {p, q} and {r, s} are the maximal
cliques of the compatibility graph Gc. In our framework,
the maximal cliques represents the groups of compatible
platoons that can be given right-of-way concurrently inside
the merging zone.
Definition 10: Let G = {1, . . . n} be the set of groups
of compatible platoons. The completion time tfG is defined as
the time taken by all groups of platoons in G to completely
exit the merging zone of the intersection.
In the upper-level optimization framework, we model the
problem of coordinating platoons at the intersection as a job
scheduling problem. Then, we find the optimal schedule for
each platoon to cross the intersection through five algorithms.
The proposed framework uses the information about passing
time and deadline of each platoon entering the schedule zone.
Algorithm 1 computes the passing time of each platoon given
the speed limit, geometric information of the intersection, and
attributes of the platoon. Algorithm 2 computes the deadline
of each platoon to cross the intersection. Next, algorithm 3
categorizes the platoons into groups of compatible platoons
and computes the passing time, deadline, and crossing time
of each group. The earliest due date principle [30] for
scheduling jobs in a single machine environment is optimal in
minimizing the maximum lateness of the jobs. We adapt the
earliest due date principle in algorithm 4 to find an optimal
sequence of platoons to reduce the delay. Finally, algorithm
5 computes the time of entry for each platoon inside the
merging zone. The upper-level optimal framework yields
an optimal schedule to reduce the delay of platoons which
is equivalent to 1||Lmax scheduling problem and proof is
presented below.
Theorem 1: The optimal schedule S for groups of platoons
g = 1, 2, . . . n based on the non-decreasing order of deadline
tdg is optimal in minimizing maximum lateness, i.e, the travel
delay of the platoons.
6Algorithm 1 Compute passing time of platoons
Input: v0j , |Aj |, thj of each platoon j, vmax, tc, Ls, Lm,
umax.
Output: ta∗j , tc∗j and t
p
j of each platoon j.
1: for j = 1 to N do
2: if vmax = v0j then
3: ta∗j ← Ls/vmax
4: else if vmax < v0j then
5: tsj ← (vmax − v0j )/umax
6: dsj ← (vmax)2 − (v0j )2/2umax
7: ta∗j ← tsj + (Ls − dsj)/vmax
8: end if
9: end for
10: for j = 1 to N do
11: tc∗j ← Lm/vmax + (|Aj | − 1) ∗ thj + tc
12: end for
13: for j = 1 to N do
14: tpj ← ta∗j + tc∗j
15: end for
Algorithm 2 Compute deadline for platoons to exit the
merging zone
Input: v0j , tc∗j of each platoon j, Ls.
Output: tdj of each platoon j.
1: for j = 1 to N do
2: ta
′
j ← Ls/v0j
3: end for
4: for j = 1 to N do
5: tdj ← ta
′
j + t
c∗
j
6: end for
Proof: Let consider two groups of platoons i and j ∈ N (t)
arriving at the schedule zone at time t. Let the lateness of the
platoon group i and j be Li and Lj respectively. Suppose
there exists a schedule S′ in which the group i enters the
merging zone before the group j and tdi > t
d
j . Then,
LS′i = (t+ tpi )− tdi , (17)
LS′j = (t+ tpi + tpj )− tdj , (18)
which implies,
LS′j > LS
′
i . (19)
Suppose there is an another schedule S, in which group j
enters the merging zone before the group i at time t. Then we
Algorithm 3 Compute the groups of compatible platoons
Input: compatibility graph Gc, tpj , tc∗j , tdj of each Platoon j.
Output: groups of compatible platoons G, tdg , tpg , tc∗g of each
group g.
1: G← maximal cliques of compatibility graph, Gc.
2: Initialize Array deadline← 0
3: Initialize Array passingT ime← 0
4: Initialize Array exitT ime← 0
5: Initialize variable i← 1
6: for each g in G do
7: for j = 1 to N do
8: if j ∈ g then
9: deadline[i]← tdj
10: passingT ime[i]← tpj
11: exitT ime[i]← tc∗j
12: i← i+ 1
13: end if
14: end for
15: tdg ← max(deadline)
16: tc∗g ← max(exitT ime)
17: tpg ← max(passingT ime)
18: i← 1
19: end for
Algorithm 4 Compute optimal sequence for groups of pla-
toons
Input: Unordered array with deadline of each group g,
optSeq = {td1 . . . tdn}
Output: optimal sequence of platoons
1: for g = 1 to n− 1 do
2: minG← g
3: for i = g + 1 to n do
4: if tdi < tdminG then
5: minG← i
6: end if
7: end for
8: Swap optSeq[i], optSeq[minG]
9: end for
have
LSj = (t+ tpj )− tdj < LS
′
j , (20)
LSi = (t+ tpj + tpi )− tdi < LS
′
j . (21)
Thus,
max{LSj , LSi } ≤ max{LS
′
i , LS
′
j }. (22)
7Algorithm 5 Compute time of entry for each platoon
Input: current time t, optSeq, tpg , tc∗g , tdg of each group g,
ta∗j of each platoon j.
Output: tmj of each platoon j.
1: Initialize variable tfG ← 0
2: l = optSeq[1]
3: for each j ∈ l do
4: tmj ← t+ ta∗j
5: end for
6: tel ← t+ tpl
7: if tmj ≤ tfG then
8: for each j ∈ l do
9: tmj ← tfG
10: end for
11: tel ← tfG + tc∗l
12: end if
13: for k = 2 to N do
14: r = optSeq[k]
15: for each j ∈ r do
16: tmj ← ter−1
17: end for
18: ter ← t+ tpr
19: lastG = optSeq[N ]
20: end for
21: tfG ← telastG
C. Low-Level Framework for Optimal Control Problem
In the low-level optimization framework, each platoon de-
rives the optimal control input based on the time of entry into
the merging zone designated by the upper-level framework.
The platoons enter the merging zone at the designated time and
in the order of the optimal sequence provided by upper-level
framework. The platoons are allowed to cross the intersection
based on their position in the optimal sequence. In that case,
some platoons enter the merging zone at its earliest arrival
time. Other platoons inside the schedule zone have to wait
for the other platoons inside the merging zone to exit the
merging zone. The platoons waiting for other platoons to exit
the merging zone derive energy optimal trajectory to enter the
merging zone at the time specified by the upper-level optimal
framework. Hence, each platoon leader solves a time optimal
control problem if the time that enters inside the merging
zone is equal to its earliest arrival time. If this is not the
case, then the platoon leader solves an energy optimal control
problem if time of entry inside the merging zone is greater
than the earliest arrival time. After deriving the optimal control
input, each platoon leader communicates the time of entry
and optimal control input (acceleration/deceleration) to the
followers until the last vehicle in the platoon exit the merging
zone.
1) Time Optimal Control Problem: For each leader l ∈ Aj
of the platoon j ∈ N (t), we define the cost functional:
min
ul∈Ul
J1(ul(t)) =
∫ tml
t0i
dt = tml − t0l , (23)
subject to: (1), (2), (3), pl(t0l ) = 0, pl(t
m
l ) = Ls,
and given t0l , v
0
l , t
m
l ,
where t0l is time that the platoon leader enters the schedule
zone, and tml is time that the platoon leader enters the
merging zone.
2) Energy Optimal Control Problem: In this problem, we
define the cost functional:
min
ul∈Ul
J2(ul(t)) =
1
2
∫ tml
t0i
u2l (t) dt, (24)
subject to: (1), (2), (3), pl(t0l ) = 0, pl(t
m
l ) = Ls and given
t0l , v
0
l , t
m
l ,
where t0l time that platoon leader enters the schedule
zone, and tml is time that the platoon leader enters the
merging zone.
III. ANALYTICAL SOLUTION
In this section, we derive the closed-form analytical solu-
tions for the time and energy optimal control problems for
each platoon leader l ∈ Aj .
A. Analytical Solution of the Time Optimal control problem
We apply Hamiltonian analysis for deriving the analytical
solution of the time optimal control problem. For each leader
l ∈ Aj , the Hamiltonian function with the state and control
constraints is
Hl(t, pl(t), vl(t), ul(t)) = 1 + λ
p
l vl(t) + λ
v
l ul(t)
+µal (ul(t)− umax) + µbl (umin − ul(t))
+µcl (vl(t)− vmax) + µdl (vmin − vl(t)), (25)
where λpl and λ
v
l are costates and µ
a
l , µ
b
l , µ
c
l , and µ
d
l are
lagrange multipliers. Then,
µal =
{
> 0, ul(t)− umax = 0
= 0, ul(t)− umax < 0,
(26)
µbl =
{
> 0, umin − ul(t) = 0
= 0, umin − ul(t) < 0,
(27)
µcl =
{
> 0, vl(t)− vmax = 0
= 0, vl(t)− vmax < 0,
(28)
µdl =
{
> 0, vmin − vl(t) = 0
= 0, vmin − vl(t) < 0.
(29)
8The Euler-Lagrange equations are
λ˙pl = −
∂Hl
∂pl
= 0, (30)
λ˙vl = −
∂Hl
∂vl
= −λpl − µcl + µdl . (31)
We consider that the state constraint (3) is not active, and
therefore µcl and µ
d
l = 0. Then,
λpl = al, (32)
λvl = −alt+ b. (33)
From (25), the optimal control input is,
u∗l (t) =
{
umin, λ
v
l > 0
umax, λ
v
l < 0.
(34)
Since the v(tml ) is free,
λvl (t
m
l ) = 0. (35)
Hence the transversality condition becomes
H∗l (t
m
l , pl(t), vl(t), ul(t)) = 1 + λ
p
l (t
m
l )
∗
vl(t
m
l ) = 0, (36)
Thus,
λpl (t
m
l )
∗
= −1/vl(tml ), (37)
which implies
al < 0. (38)
We consider two cases while platoons are entering the
schedule zone of the intersection.
Case 1: If the platoon enters the schedule zone with
vl(t) ≤ vmax, then from (34) we have
u∗l (t) =
{
umax, if t0l ≤ t ≤ t0l + tsl
0, if t0l + t
s
l ≤ t ≤ tml .
(39)
Substituting (39) in (1), we can compute the optimal position
and velocity,
p∗l (t) =
1
2
ult
2 + bl + clt, (40)
v∗l (t) = ult+ blt, t ∈ [t0l , t0l + tsl ], (41)
p∗l (t) = vmaxt+ dl (42)
v∗l (t) = vmax, t ∈ [t0l + tsl , tml ]. (43)
where bl, cl, and dl are integration constants. We can compute
these constants using the initial and final conditions in (23).
Case 2: If the platoon enters the schedule zone with
vl(t) = vmax, then from (34) we have
u∗l (t) = 0, t ∈ [t0l , tml ]. (44)
Substituting (44) in (1), we can compute the optimal position
and velocity ,
p∗l (t) = vmaxt+ dl (45)
v∗l (t) = vmax, t ∈ [t0l , tml ]. (46)
where dl is integration constant. We can compute the constant
using the initial and final conditions in (23). The complete
solution of the optimal control problem with state and control
constraints is presented in [31].
B. Analytical Solution of the Energy Optimal Control Problem
For the analytical solution of energy optimal control prob-
lem, we apply Hamiltonian analysis with inactive state and
control constraints. We formulate the Hamiltonian function for
each platoon leader l ∈ A(t) as follows
Hl(t, pl(t), vl(t), ul(t)) =
1
2
u2l (t) + λ
p
l vl(t) + λ
v
l ul(t)
+µal (ul(t)− ul,max) + µbl (ul,min − ul(t))
+µcl (vl(t)− vl,max) + µdl (vl,min − vl(t)), (47)
where λpl and λ
v
l are costates, and µ
a
l , µ
b
l , µ
c
l , and µ
d
l are the
lagrange multipliers. Since the control and state constraints
are not active, µal = µ
b
l = µ
c
l = µ
d
l = 0. The optimal control
input based on [15] will be
u∗l = alt+ bl, t ∈ [t0l , tml ]. (48)
substituting (48) in (1), we can find the optimal position and
velocity,
p∗l =
1
6
alt
3 +
1
2
blt
2 + clt+ dl, t ∈ [t0l , tml ], (49)
v∗l =
1
2
alt
2 + blt+ cl, t ∈ [t0l , tml ]. (50)
where al, bl, cl, and dl are integration constants. We can
compute these constants using initial and final conditions i.e.,
pl(t
0
l ) = p
0
l , vl(t
0
l ) = v
0
l , and pl(t
m
l ) = p
m
l , vl(t
m
l ) = v
m
l .
IV. SIMULATION FRAMEWORK AND RESULTS
We present the simulation framework (Fig. 4) using a
VISSIM-MATLAB environment. In our simulation study, we
model the intersection using VISSIM 11.00 traffic simulator.
The length of the schedule zone and the merging zone for the
intersection is 150 m and 50 m respectively. We designate
platoons of varying sizes from 2 to 5 vehicles. The speed
limit of road is 18 m/s. The speed of the platoons ranges
from 5 m/s to 18 m/s. We set the maximum acceleration
limit to be 3 m/s2 and the minimum deceleration to be
−3 m/s2. We implement the upper-level and the low-level
optimal framework in MATLAB. In the upper-level, we collect
the attributes of platoons including link number, lane number,
path, current position, current speed, and number of following
vehicles. Then, we compute the time of entry for each platoon
into the merging zone. In the lowlevel, we derive the optimal
control input and computes the speed of each platoon based on
the time of entry provided by the upper-level framework. Then,
the speed of the platoons is updated using COM interface in
VISSIM traffic simulator in real-time.
To validate the effectiveness of the proposed optimal frame-
work, we perform a comparative study between two scenarios.
We consider a baseline scenario in which the platoons of
CAVs are controlled by fixed time signals employed at an
intersection. We model a scenario in which the platoons
of CAVs are controlled by the proposed framework. We
design the volume of the northbound, southbound, eastbound,
westbound traffic to be 820 vph, 685 vph, 820 vph, and 685
vph respectively. We run the simulation for 1000 seconds
and collect the evaluation data to compare the performance
9Fig. 4. Simulation framework in VISSIM-MATLAB environment.
of the proposed framework in terms of average delay per
vehicle, average number of stops per vehicle, average travel
time, average speed, and fuel consumption with the baseline
scenario. The position, speed, and acceleration profiles of a
platoon from the time of entry inside the scheduling zone to
the time at which it exits the merging zone is shown in Fig. 5.
The position profile of the platoon indicates that the platoons
enter the merging zone at the time of entry provided by the
upper-level optimization framework. The velocity profile of
platoon shows that the platoon updates the speed based on their
optimal control input (acceleration/deceleration) and exits the
merging zone by avoiding stop and go driving. The average
delay per vehicle and average number of stops per vehicle
are shown in Figs. 6 and 7. The proposed framework resulted
Fig. 5. Position, velocity and acceleration profile of a platoon.
in a negligible delay for the platoons at the intersection when
compared to the baseline scenario by eliminating the stop-and-
go driving in the intersection.
Fig. 6. Average delay per vehicle.
Fig. 7. Average number of stops per Vehicle.
The average travel time of vehicles under the proposed opti-
mal control framework and baseline scenario is shown in Fig.
8. The proposed framework reduced the average travel time by
41.08% when compared to the baseline scenario. The average
speed of platoons inside the schedule zone of the intersection
is shown in Fig. 9. Comparing the proposed framework with
the baseline scenario, the average speed of platoons at the
intersection is increased by 66.49%. The fuel consumption
of vehicles in the network is shown in Fig. 10. Comparing
with baseline scenario, the proposed framework reduced the
fuel consumption by 30.60%. The proposed framework allows
the platoons to slow down and accelerate to the speed limit
before it enters inside the merging zone by deriving the optimal
control input. Thereby, the platoons avoid stop-and-go driving
at the intersection resulting in significant improvement in the
efficiency of the intersection.
V. CONCLUDING REMARKS AND FUTURE WORK
In this paper, we investigated the problem of optimal
coordination of platoons of CAVs at a signal-free intersection.
We presented a decentralized, two-level optimal framework for
coordinating the platoons with the objective to minimize travel
delay and fuel consumption. In the upper-level, we presented
10
Fig. 8. Average travel time of Vehicles.
Fig. 9. Average speed of vehicles.
Fig. 10. Fuel Consumption of vehicles in the network.
an optimization framework to reduce the delay of the platoons
at an intersection. In the low-level, we presented a time
and energy optimal control problem, and derived analytical
solutions that provided optimal control input to the platoons.
We performed a comparative study of the proposed framework
with the baseline scenario in which the platoons of CAVs
are controlled by fixed time signals employed at the urban
traffic intersection. The simulation analysis showed that the
proposed framework significantly reduces the delay, number
of stops, travel time, and fuel consumption of the platoons at
the intersection.
Ongoing efforts consider the left/right turns and lane
changes of platoons at the intersection. The proposed approach
assumes that vehicles form platoons before entering the sched-
ule zone and restricts the vehicle from one platoon to join
other platoon inside the schedule zone. Future research should
also consider the formation of platoons inside the schedule
zone and stability of the platoons, and extend the proposed
framework for a mixed environment of human-driven vehicles
and CAVs at different penetration rates.
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