Secure communication via chaotic synchronization is demonstrated using dynamical systems governed by delay deferential equations. Strange attractors of such systems can have an arbitrarily large number of positive Lyapunov exponents giving rise to very complex time signals. This feature can provide high security of masked messages.
Introduction
Synchronization of chaotic systems has aroused much interest in recent years, particularly in light of potential application of this phenomenon in secure communication. Different approaches for constructing synchronized chaotic systems are proposed. Among them is the approach of Pecora and Carroll [1990] who show that when a state variable from a chaotically evolving system is transmitted as an input to a replica of part of the original system, the replica subsystem (receiver) can synchronize to the original system (sender). To use this phenomenon for masking messages one can transmit to the receiver a summary signal consisting of a chaotic signal generated by sender and a small information signal containing a message [Kocarev et al., 1992] . Then the message can be recovered by synchronizing the receiver with the scalar signal which is transmitted from the sender. The shortcoming of this approach is that the information signal violates the synchrony between sender and receiver giving rise to reconstruction errors in the recovered information.
Recently, Kocarev and Parlitz [1995] have proposed a generalization of the Pecora and Carroll [1990] method, which extends the capabilities for constructing synchronized chaotic systems. This new approach enables the information signal to be integrated in the sender as a driving signal. The scalar signal which is transmitted from the sender to the receiver is a function of the sender state variables and the information signal. At ideal conditions the information signal can be recovered exactly, without the reconstruction errors.
Most theoretical as well as experimental studies of secure communication reported so far concern low-dimensional systems with one positive Lyapunov exponent. Perez and Cerdeira [1995] have shown that messages masked by such simple chaotic processes, once intercepted, can be sometimes readily extracted. To improve security it is desirable to use high-dimensional systems with multiple positive Lyapunov exponents (hyperchaotic systems) which take advantage of the increased randomness and unpredictability. Recently, Peng et al. [1996] have demonstrated the possibility of synchronizing hyperchaotic systems by transmitting just a single scalar variable composed of a linear combination of state variables of the sender. Another way of synthesizing synchronized hyperchaotic systems using a series of low-dimensional subsystems as building blocks has been proposed by Kocarev and Parlitz [1995] . These methods have many advantages, but they have been applied only to finite-dimensional systems described by ordinary differential equations (ODE's). The number of positive Lyapunov exponents of such systems is limited by dimension of the state space.
An alternative efficient approach of constructing synchronized hyperchaotic systems can be based on delay differential equations (DDE's). Systems governed by DDE's have an infinite-dimensional state space and can produce hyperchaos with an arbitrarily large number of positive Lyapunov exponents. A typical example of these is the Mackey and Glass (MG) [1977] system:
where
and α ≡ {a, b} denotes a set of parameters of the function f . All parameters a, b, c, and τ are supposed to be positive. We choose this model for our studies since it has been thoroughly investigated in the literature (e.g. [Farmer, 1982] ) and is easily implementable electronically [Namajūnas et al., 1995] . The number of positive Lyapunov exponents as well as dimension of strange attractor of this system can easily be controlled by varying the delay time τ . For fixed values of the parameters a, b, and c, both these quantities increase linearly with the increase of τ [Farmer, 1982] .
Below we demonstrate secure communication with two types of senders based on a single MG system and using a set of coupled MG systems.
Communication Based on a Single MG System
Let us consider the communication system with the equations of the sender, the transmitted signal, and the receiver given bẏ
where i(t) is the information signal. The sender (2) is an infinite-dimensional system described by nonlinear DDE, while the receiver (4) is presented by a simple linear ODE driven (through a nonlinear function f ) by transmitted signal s(t). Subtracting Eq. (4) from Eq. (2) we obtain for the difference e = x − y a simple linear ODEė = −ce. This equation possesses an unique globally stable fixed point e = 0. Thus the synchronized state x = y is globally stable, i.e., the receiver synchronizes to the sender independently on initial conditions. The characteristic time of synchronization is given by 1/c. At the receiver the information i R can be recovered as Figure 1(a) shows the transmitted signal s(t) in the case of a sine information signal i(t) with the period T = 80 and amplitude A = 0.1 switched on at the moment t = 200 and switched off at t = 800. The recovered information signal i R (t) is presented in Fig. 1(b) . It coincides with the original information signal i(t), to within the error of numerical integration.
In a real experiment, the parameters of sender and receiver are not exactly the same. This factor and additional noise in a transmission channel will 
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result in reconstruction errors. However, due to the global stability of the synchronized state x = y, the system is robust with respect to these factors. Suppose that the parameters of the driving and the response systems are different, say α and α , respectively. If the difference δα = α − α is small, the difference e = x − y is governed by a linear nonhomogenous differential equatioṅ e = δα ∂f ∂α − ce .
Clearly the difference e is proportional to the parameter mismatch δα, e ∝ δα. The same is valid for the difference between the original and the reconstructed information signal, i − i R ∝ δα, which defines the reconstruction errors. The information signal can be properly recovered if the difference δα is small compared to the amplitude of information signal. The influence of the mismatch between parameters to the reconstruction errors is numerically illustrated in Fig. 2(a) . The parameter a is taken to have different values at the sender and the receiver, a and a , respectively. We measure the reconstruction errors by the r.m.s. deviation σ = (i − i R ) 2 , where · denotes the time average. As is seen from the figure, the reconstruction errors decrease linearly with the decrease of the difference δa = a − a . Similar results are observed in the presence of noise. To model an influence of noise in the transmission channel, we add (at every step of numerical integration) random numbers uniformly distributed in the interval [−a n /2, a n /2] to the transmitted signal s(t). Figure 2(b) shows that for small noise the reconstruction errors are proportional to the noise amplitude a n . Although the MG system allows us to generate very complex signals, it is still described by a very simple DDE. In the absence of information signal, i(t) = 0, such simple DDE can be reconstructed from transmitted signal s(t) using, for example, the method proposed by Bünner et al. [1996] . Certainly, the presence of information signal (i = 0) considerably complicates the possibility of such reconstruction, since the sender becomes a nonautonomous system. To make the communication system even more secure one can increase the complexity of the sender by using a set of coupled MG systems.
Communication Based on a Set of Coupled MG Systems
To illustrate the possibility of more complex constructions of a communication system we consider the specific example with the equations of the sender, the transmitted signal, and the receiver given by
The idea [Kocarev & Parlitz, 1995] behind this construction is based on successive transmission of information signal through different building blocks (here they represent the MG systems) of the sender and then successive recover of the transmitted signal at the different blocks of the receiver. Here we consider the construction with only two building blocks. The generalization for an arbitrary number of building blocks is straightforward.
This construction as well as previous examples provides the global stability of the synchronized state x 1 = y 1 , x 2 = y 2 . Indeed, the difference e 2 = x 2 − y 2 is governed by the linear equatioṅ e 2 = −c 2 e 2 possessing the globally stable fixed point e 2 = 0. This guarantees the global stability of the state x 2 = y 2 . Taking into account the last equality we obtains aux (t) = s aux (t), and the equation for the difference e 1 = x 1 − y 1 takes the formė 1 = −c 1 e 1 . Thus the state x 1 = y 1 is also globally stable. At the receiver the information i R can be recovered as
Figure 3(a) shows the amplitude spectrum of the transmitted signal in the case of sine information signal i(t) = 0.1 sin(2πt/40). The amplitude spectrum of the recovered information signal i R is shown in Fig. 3(b) . The information signal is practically invisible in the spectrum of the transmitted signal.
Conclusions
We have demonstrated an efficient way of constructing secure communication systems using delay differential equations. The sender of such systems has an infinite-dimensional state space and can produce chaotic carrier signals with an easily controllable number of positive Lyapunov exponents. The receiver is constructed as a linear low-dimensional system. The synchronization with the sender is achieved by transmitting only single scalar signal. An important advantage of this construction is the global stability of the synchronized state. As a result these communication systems are insensitive to small noise levels and mismatching between parameters.
