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К ВОПРОСУ ПРИМЕНЕНИЯ ИСКУССТВЕННЫХ НЕЙРОННЫХ СЕТЕЙ ДЛЯ  
АВТОМАТИЗАЦИИ ТЕХНОЛОГИЧЕСКИХ ПРОЦЕССОВ И ПРОИЗВОДСТВ 
 
Рассмотрены вопросы применения искусственных нейронных сетей для 
автоматизации технологических процессов, в частности, в металлургическом 
производстве и при осуществлении транспортных перевозок  
 
В настоящее время происходит интенсивное развитие аппарата искусственных 
нейронных сетей (ИНС), которые создаются по принципам построения их биологических 
аналогов [1]. ИНС предназначены для решения большого количества различных задач, 
имеющих важное теоретическое и практическое значение. 
Целью настоящей статьи является оценка применения ИНС и фаззи-систем для 
автоматизации технологических процессов в металлургическом производстве и анализ 
возможностей ИНС для их использования в области транспорта.  
ИНС могут быть использованы для решения следующих задач [1, 2]: 
1. Классификация образов. В этом случае задача состоит в указании принадлежности 
входного образа, представленного вектором признаков, к одному или нескольким 
предварительно определённым классам. 
2. Кластеризация (категоризация). Алгоритм кластеризации основан на подобии образов 
и помещает близкие образы в один кластер. Обучающая выборка с метками классов 
отсутствует (задача «без учителя»). 
3. Аппроксимация функций. Задача аппроксимации состоит в нахождении оценки 
неизвестной функции, искаженной шумом. 
4. Предсказание, прогноз (экстраполяция функций). По заданным значениям выборки 
[x(t1), x(t2), …, x(tk)] в последовательные моменты времени t1, t2,…, tk необходимо предсказать 
значение x(tk+1) в некоторый будущий момент времени tk+1 . 
5. Оптимизация. Задача состоит в нахождении такого решения, которое удовлетворяет 
системе ограничений и максимизирует или минимизирует целевую функцию. Это, в основном, 
задачи линейного программирования. 
6. Память, адресуемая по содержимому. Содержимое памяти в этом случае может быть 
вызвано даже по искаженному содержимому или по частичному входу. 
7. Управление. Предположим, динамическая система задана совокупностью [u(t), x(t)], где 
u(t) является управляющим воздействием, а x(t) – выходом системы в момент времени t. В 
системах управления с эталонной моделью целью управления является расчет такого входного 
управляющего воздействия u(t), при котором система следует по траектории, заданной 
эталонной моделью. 
Рассмотрим некоторые варианты технического применения ИНС. 
Математические модели в системах контроля и диагностики.  
По мере роста объёмов автоматизации технологических процессов одновременно 
возрастают и объёмы требований к надёжности, безопасности, точности и быстродействию 
систем автоматизации, что, в свою очередь, повышает значение контроля и диагностики.  
В настоящее время для контроля процессов агрегатов применяются следующие методы: 
методы диагностики процессов, основанные на использовании непосредственно данных 
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(нейронные сети, мультивариантная статистика, анализ сигналов, статистика); методы, 
основанные на уравнениях физического / химического баланса (обозреватель состояния, баланс 
массы/энергии); оценка параметров и другие. Эти методы в основном применяются к 
небольшим подсистемам, и крайне редко к большим системам. 
Можно выделить несколько видов контроля [2]: 
– контроль ограничений; 
– автоматическая защита; 
– контроль с диагнозом ошибок. 
Наиболее приемлемым является применение систем контроля с диагнозом ошибок, при 
этом необходимо выполнение следующих требований:  
а) раннее выявление даже малых ошибок; 
б) диагноз ошибок с указанием места, величины и причины их возникновения; 
в) идентификация ошибок в замкнутых контурах регулирования; 
г) контроль динамических процессов. 
Идентификация ошибок и их диагностика осуществляются на базе знаний. 
Количественные знания о процессе применяются для выработки аналитической информации на 
основе: 
– обработки данных для получения предельно допустимых значений сигналов; 
– анализа сигналов для получения таких параметров как математические ожидания, 
дисперсия, взаимнокорреляционные и автокорреляционные функции, амплитуда, частотные 
характеристики; 
– анализа процесса на базе математических моделей во взаимосвязи с методами оценки 
параметров, состояний и уравнений паритетов. 
 В некоторых случаях из этих характеристических параметров могут быть определены 
особые признаки, например, физически определяемые коэффициенты процесса или 
отфильтрованные либо преобразованные вычеты. Эти признаки затем сравниваются с 
нормальными признаками бездефектного процесса. При наличии значимых изменений 
формируются аналитические симптомы. 
В качестве дополнения к аналитическому формированию симптомов могут 
формироваться также эвристические симптомы по качественной информации, которой 
располагает человек – оператор.  
Задача диагностики ошибок состоит из определения типа, величины, места ошибки и 
момента времени её обнаружения. 
На сегодняшний день существует множество математических методов диагностики 
процессов, но используются они очень редко. Область диагностики процессов не имеет заранее 
подготовленных решений из-за большого количества индивидуальных условий систем. 
Существует необходимость в диагностических устройствах, которые могут быть легко 
интегрированы в процессы контроля систем и системы управления технологическими 
процессами в режиме реального времени.  
Методы классической математики порой оказываются недостаточно точными из-за 
сложных технологических ситуаций, и разработчики устройств диагностики прибегают к 
новым технологиям, среди которых наряду с методами цифровой обработки данных серьезную 
позицию занимают методы искусственного интеллекта: экспертные системы, методы нечеткой 
логики и эволюционного моделирования, кластерный анализ, искусственные нейронные сети. 
Для идентификации ошибок [3] используются имеющиеся измеряемые сигналы в 
математических моделях процесса, описывающих статические и динамические режимы. В 
качестве измеряемых величин рассматриваются обычно входные u(t) и выходные x(t) 
величины. Система идентификации ошибок сравнивает процесс с его моделью и, используя 
различные методы, вырабатывает признаки.  
Результатом идентификации ошибок должно быть получение признаков Si или 
симптомов ΔSi в векторной форме. Кроме того, выявленные ошибки должны быть 
представлены вектором ошибок F – двоичным числом Fj. Тем самым ошибкам придаются 
выражения: «ошибка отсутствует», «ошибка имеется», но их можно представлять и как меру 
постепенного нарастания величины ошибки Fj .  
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Если другой информации о зависимости между симптомами и ошибками нет, могут быть 
применены методы классификации или распознавания образов. При отсутствии ошибки 
устанавливается опорный вектор Sn. Путём эксперимента с определёнными ошибками Fj 
устанавливаются относящиеся к ним входные векторы S признаков или симптомов. Сравнение 
S с безошибочным опорным сигналом Sn позволяет определить ошибку F. Статистические 
методы классификации позволяют использовать определённые функции распределения 
плотности вероятности. Могут быть также использованы свойства аппроксимации нелинейных 
зависимостей на базе ИНС со многими степенями свободы в форме областей решений для F в 
непрерывной или дискретной форме [2]. 
Для многих технологических процессов априорные знания и ошибки могут быть 
представлены в виде причинно-следственных соотношений, например 
«ЕСЛИ» <[ Si ‘И‘ Si+1 ‘И‘… Sv] > «ТО» < [ Ek] > . 
Здесь Ek – событие. 
Наиболее простым является решение с помощью фуцци – логики (в дальнейшем фаззи – 
логики, от английского fuzzy). Признаки Si или симптомы Δ Si принимаются как нечёткие 
множества, описываются в виде функций принадлежности и могут выражаться как 
лингвистически «малое», «среднее», «большое». Фаззи-логический вывод соответствует 
принципу системы «ЕСЛИ – ТО». 
Фаззи-системы представляют интерес для управления объектами, которые не поддаются 
формализованному описанию или поддаются ему с большими сложностями и затратами. Для 
управления объектами, для которых существуют и применяются математические модели, 
нечеткий контроллер может оказаться предпочтительным благодаря его высокой гибкости. 
ИНС являются классом инструментов, цель работы которых состоит в выполнении с 
помощью вычислительных машин операций, подобных происходящим в биологическом мозге. 
На сегодняшний день построено множество моделей нейронных сетей для решения различных 
задач. Зачастую ИНС обладают явными преимуществами перед другими математическими 
методами. ИНС подразделяются на обучаемые «с учителем» и «без учителя». При обучении «с 
учителем» известны входные данные, выходные данные известны также полностью или 
частично. При обучении «без учителя» известны лишь входные данные, сеть обучается сама, 
практически без внешнего контроля. 
Нейронные сети, обучающиеся без учителя, представляют собой особый интерес из-за 
отсутствия необходимости предоставлять им выходные данные для настройки. Их сложность 
зачастую является причиной того, что они не используются в случаях, где возможно и даже 
необходимо их применение. Некоторые из них, в том числе и сети теории адаптивного 
резонанса, способны решать различные задачи подобно мозгу высокоразвитых биологических 
существ. Направление самообучающихся нейронных сетей должно развиваться как одно из 
перспективных в области искусственного интеллекта. Важный раздел в этой области 
представлен сетями теории адаптивного резонанса, разработанных для решения проблемы 
стабильности-пластичности восприятия информации. 
Моделируемое восприятие должно быть пластичным, адаптироваться к новой 
информации, и стабильным, то есть не разрушать память о старых образах. 
К примеру, многослойный персептрон, обучающийся по правилу обратного 
распространения, не способен решить эту проблему. Персептрон обучается на предъявляемых 
случайным образом векторах, каждый из которых неоднократно подается на вход сети. Если 
предъявить сети новый образ по окончанию процесса обучения и заставить сеть выучить его, то 
можно изменить связи синапсов настолько сильно, что произойдет сильная и необратимая 
деформация памяти. Это значит, что при появлении нового образа необходимо переучивать 
всю сеть заново. 
Похожая ситуация существует в сетях Кохонена, основанных на принципах 
самоорганизации. Эти сети обычно показывают положительный результат во время 
классификации, но они практически не способны выделять новые образы из сильно 
искаженных или зашумленных версий старых. 
Привлекательной особенностью нейронных сетей ART (Adaptive Resonance Theory Neural 
Networks) является пластичность во время запоминания новых образов и предотвращение 
модификации памяти старых. В случае удачного поиска в памяти одновременно 
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модифицируется только тот её участок, который принадлежит нейрону-победителю. Этот 
случай описывается как явление адаптивного резонанса в сети, ее реакция на демонстрацию 
нового образа. Если резонанс не наступает в заданных пределах, то считается пройденным тест 
новизны, и сеть принимает образ как новый. Модификация весов нейронов, которые не 
испытали резонанс, не производится. Это подразумевает, что сеть, как система, имеет 
подсистему, ответственную за поиск резонанса в памяти и самостоятельно решающую, когда 
необходимо остановить поиск и принять образ как новый. 
Критические черты являются важным понятием в задаче распознавания образов. Каждый 
набор данных имеет свою основу («чистые» значения) и шум. Система должна быть способна 
распознавать зашумленный образ данных во время экспериментов. В то же время для 
отнесения образа к некоторой категории уровень шума должен находиться в определенных 
пределах, иначе образ будет восприниматься сетью как новый. Критическими чертами 
называется основа категории, совокупность элементов, присущих всем образам, 
классифицируемыми сетью в данную категорию. 
Концепции теории адаптивного резонанса были развиты и использованы в точных 
математических системах во многих технологических приложениях, включая контроль 
мобильных роботов, исследование оборудования самолетов, контроль ядерных реакторов, 
медицинскую диагностику, визуальное распознавание трехмерных образов, анализ музыки, 
распознавание сейсмических, звуковых, спутниковых данных [4]. 
Сеть ART2 разработана для обработки положительных аналоговых данных [5]. Сети 
ART2 самостоятельно организуют входные образы в стабильные категории распознавания [6]. 
Сеть состоит из двух слоев нейронов (слой распознавания и сравнения, связанных между 
собой долговременной и кратковременной памятью) и ориентационной подсистемы (сброс). 
Слой сравнения производит предварительную обработку входных данных и их 
нормализацию, затем посылает их через связи кратковременной памяти в слой распознавания, 
который производит поиск наилучшего совпадения образа с имеющимися категориями. 
Результат поиска через долговременную память посылается обратно в слой сравнения, затем в 
ориентационную подсистему, которая решает, подходит входной вектор данной категории или 
нет. Альтернативные категории тестируются до тех пор, пока не будет найдено подходящее 
совпадение или создана новая категория. Изменения в кратковременной и долговременной 
памяти происходят только после успешного завершения поиска. Качество классификации 
зависит от значения параметра сходства. 
Параметр сходства определяет, насколько хорошо входной экземпляр совпадает с 
прототипом определенной категории (уровень совпадения можно выразить в процентах). 
Как и в самообучающейся системе ART1, предназначенной для распознавания двоичных 
образов, память ART2 содержит прототипы, которые могут отличаться от входных данных. 
Биологический мозг довольно часто запоминает именно прототипы, абстрактные типы знания, 
к примеру, он может определить, что в общем находится перед ним, и в то же время он 
способен запомнить конкретный объект. 
Механизмы обучения поддерживают быстрое определение категории, схожей с текущим 
вектором, и быстрое запоминание новых категорий. После стабилизации обучения входной 
образ вначале быстро определяет наиболее подходящую категорию, а потом проводится 
сравнение с прототипом и окончательная классификация [6]. 
Принцип «победитель забирает все» – «Winner Takes All» (WTA) – используется в слое 
распознавания. В результате работы сети может быть активирован максимум один нейрон, 
определяющий категорию распознаваемого объекта. 
Основываясь на результатах проведенных исследований, можно выделить следующие 
недостатки и преимущества искусственных нейронных сетей класса ART2. 
Преимуществами ART2 являются: хорошие механизмы для быстрой обработки данных 
(нейрон-победитель может быть определен в ходе первой итерации); возможность настройки 
чувствительности к входным данным и степени их контраста (возможно удалять шум из 
входных сигналов); сеть решает дилемму пластичности-стабильности восприятия; сеть 
работает без учителя; быстрое обучение; сеть представляет относительно хорошую модель 
процессов биологического мозга; обработка аналоговых сигналов (которые встречаются в 
задачах очень часто) позволяет использовать сеть при решении большого числа задач. 
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Недостатки ART2: механизмы контраста примитивны и недостаточно хороши, с их 
помощью невозможно обрабатывать отрицательные элементы образов; сложно воспринимать 
содержание памяти (в ART1 это сделать легко); невозможно определить параметр сброса без 
экспериментов; при наличии большого набора ситуаций добавление новой может занять 
продолжительное время; размерность входов является статической величиной. 
Системы ART позволяют распознавать образы, игнорируя довольно сильные шумы. Тем 
не менее, необходимо следить, чтобы уровень шума не привел к классификации сигнала как 
нового. Во многих технологических задачах появление сильных шумов в сигнале может 
свидетельствовать о неблагоприятных изменениях в процессе. Модели искусственных 
нейронных сетей теории адаптивного резонанса, очевидно, подходят для решения текущей 
задачи. Выявляемые недостатки моделей сетей возможно компенсировать соответствующими 
модификациями структур сетей и использованием комплексных моделей, включающих в себя 
несколько методов обработки данных. 
Рассмотрим перспективы использования ИНС в черной металлургии. 
Доменное производство. Доменный процесс характеризуется весьма сложными газо-
динамическими и физико-химическими процессами. Имеет место большое число влияющих 
факторов, причем контроль некоторых из них в настоящее время практически невозможен. В 
связи с этим весьма затруднено математическое моделирование. Одной из альтернатив является 
введение предварительного перерабатывающего блока, который рассматривал бы определённое 
количество входных сигналов как единое целое и относил бы их к определённому классу. 
Важным шагом, способствующим автоматизации управления доменным процессом, является 
создание экспертных систем на основе применения ИНС. С учётом предварительной 
классификации экспертная система получает в виде входных данных некоторые уплотнённые 
заключения, а не сигналы от большого количества сенсоров. Известны положительные 
результаты создания и функционирования экспертных систем в доменном производстве на базе 
ИНС [2, 7]. 
Нагрев металла в методических печах. Предложена стратегия построения экспертной 
системы контроля нагрева металла в трёхзонной методической печи. Предлагаемая стратегия 
на основе использования гибридной нейро-фаззи технологии позволяет достаточно просто и 
наглядно реализовать имитацию процесса нагрева заготовок в методической печи. Система 
выдает рекомендации по корректированию процесса нагрева. Выходной сигнал системы может 
быть использован в системе автоматического управления процессом нагрева металла в качестве 
входного сигнала. Используется однослойная ИНС, поскольку приняты линейные зависимости 
между анализируемыми параметрами [8]. 
Прокатное производство. Достаточно подробная информация об использовании ИНС 
для автоматизации прокатного производства приведена в [2]. Показано, что применение ИНС 
позволяет улучшить как моделирование процессов прокатки, так и адаптацию процессов 
управления. ИНС способны к успешной работе в контурах самонастройки адаптивных систем, 
а также успешно сопрягаются с существующими математическими моделями. С помощью ИНС 
успешно реализуются операции по контролю за геометрическими размерами проката, 
оптимизацией динамических режимов работы электроприводов механизмов прокатных станов, 
управление режимами обжатий и др [9]. Гибридные нейро-фаззи системы в настоящее время 
являются коммерческими компонентами, поставляемыми фирмой «Siemens» АСУ ТП для 
прокатных станов. 
Система идентификации номеров подвижных объектов. Проблема считывания 
информации с подвижных объектов, в том числе и не имеющих автономных источников 
питания, остаётся весьма актуальной. Это, в первую очередь, относится к подвижным объектам 
железнодорожного транспорта. Известны успешные разработки в этой области [10], но 
появление новых технологий в области цифровой обработки данных делает эти разработки 
морально устаревшими. 
Принцип действия существующих систем основан на оборудовании вагонов пассивными 
кодовыми датчиками (ПКД), в постоянной памяти которых содержится вся необходимая 
информация о вагоне (его номер, место приписки, дата последнего осмотра, формируемая на 
вагоне информация и т.п.). ПКД начинает передавать эту информацию при попадании в 
высокочастотное электромагнитное поле, создаваемое специальными индукторами, 
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устанавливаемых в местах считывания информации. Информация о вагоне может находиться в 
базах данных и быть идентифицирована по его номеру в любое время.   
Представление изображений в цифровой форме с помощью цифровых видеокамер и 
распознавание этих изображений с помощью ИНС, в том числе сетей ART, значительно 
расширяют возможности идентификации подвижных объектов. Исчезает необходимость 
оборудования каждого объекта датчиками и, следовательно, записи информации в каждый 
датчик. Улучшение качества распознавания, в случае необходимости, возможно с применением 
быстрых алгоритмов интеллектуального голосования [11] и нескольких классификационных 
алгоритмов, параллельно осуществляющих анализ дискретной графической информации. 
 
Выводы 
1. Анализ литературных данных показывает, что применение ИНС и фаззи-систем 
значительно расширяют возможности применения интеллектуальных систем в различных 
областях человеческой деятельности, в том числе и в области управления производственными 
процессами. Предварительно обученные ИНС способны успешно решать задачи по созданию 
экспертных и управляющих систем, в особенности на основе гибридных нейро-фаззи систем. В 
металлургическом производстве эти системы находят применение в управлении доменным и 
прокатным процессами. 
2. Проведенные исследования свидетельствуют о возможности построения более гибкой, 
чем уже существующие, системы идентификации подвижных объектов железнодорожного 
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