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C. BackstrSm, Expressive equivalence of planning formalisms (Technical Note) 
A concept of expressive equivalence for planning formalisms based on polynomial transformations is defined. 
It is argued that this definition is reasonable and useful both from a theoretical and from a practical perspective; 
if two languages are equivalent, then theoretical results carry over and, more practically, we can model an 
application problem in one language and then easily use a planner for the other language. In order to cope with 
the problem of exponentially sized solutions for planning problems an even stronger concept of expressive 
equivalence is introduced, using the novel ESP reducfion. Four different formalisms for propositional planning 
are then analyzed, namely two variants of STRIPS, ground TWEAK and the SAS formalism. Although these 
may seem to exhibit different degrees of expressive power, it is proven that they are, in fact, expressively 
equivalent under ESP reduction. This means that neither negative goals, partial initial states nor multi-valued 
state variables increase the expressiveness of “standard” propositional STRIPS. 
T. Dean, L.P. Kaelbling, J. Kirman and A. Nicholson, Planning under time con- 
straints in stochastic domains 
We provide a method, based on the theory of Markov decision processes, for efficient planning in stochastic 
domains. Goals are encoded as reward functions, expressing the desirability of each world state; the planner 
must find a policy (mapping from states to actions) that maximizes future rewards. Standard goals of 
achievement, as well as goals of maintenance and prioritized combinations of goals, can be specified in 
this way. An optimal policy can be found using existing methods, but these methods require time at best 
polynomial in the number of states in the domain, where the number of states is exponential in the number of 
propositions (or state variables). By using information about the starting state, the reward function, and the 
transition probabilities of the domain, we restrict the planner’s attention to a set of world states that are likely 
to be encountered in satisfying the goal. Using this restricted set of states, the planner can generate more or 
less complete plans depending on the time it has available. 
Our approach employs several iterative refinement routines for solving different aspects of the decision 
making problem. We describe the meta-level control problem of deliberation scheduling, allocating computa- 
tional resources to these routines. We provide different models corresponding to optimization problems that 
capture the different circumstances and computational strategies for decision making under time constraints. 
We consider precursar models in which all decision making is performed prior to execution and recurrent 
models in which decision making is performed in parallel with execution, accounting for the states observed 
during execution and anticipating future states. We describe experimental results for both the precursor and 
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recurrent problems that demonstrate planning times that grow slowly as a function of domain size and compare 
their performance to other relevant algorithms. 
K. Erol, D.S. Nau and VS. Subrahmanian, Complexity, decidability and undecid- 
ability results for domain-independent planning (Technical Note) 
In this paper, we examine how the complexity of domain-independent planning with STRIPS-style operators 
depends on the nature of the planning operators. 
We show conditions under which planning is decidable and undecidable. Our results on this topic solve an 
open problem posed by Chapman (1987), and clear up some difficulties with his undecidability theorems. 
For those cases where planning is decidable, we explain how the time complexity varies depending on a 
wide variety of conditions: 
. whether or not function symbols are allowed; 
. whether or not delete lists are allowed; 
. whether or not negative preconditions are allowed; 
. whether or not the predicates are restricted to be propositional (i.e., 0-ary); 
. whether the planning operators arc given as part of the input to the planning problem, or instead are 
fixed in advance. 
. whether or not the operators can have conditional effects. 
M. Ginsberg, Approximate planning 
This paper makes two linked contributions. First, we argue that planning systems, instead of being correct 
(every plan returned achieves the goal) and complete (all such plans are returned), should be approximately 
correct and complete, in that most plans returned achieve the goal and that most such plans are returned. The 
first contribution we make is to formalize this notion. 
Our second aim is to demonstrate the practical importance of these ideas. We argue that the cached plans 
used by case-based planners are best thought of as approximate as opposed to exact, and also show that we 
can use our approach to plan for subgoals gl and gz separately and to combine the plans generated to produce 
a plan for the conjoined goal gi A gz. The computational benefits of working with subgoals separately have 
long been recognized, but attempts to do so using correct and complete planners have failed. 
A.E. Howe and P.R. Cohen, Understanding planner behavior 
As planners and their environments become increasingly complex, planner behavior becomes increasingly 
difficult to understand. We often do not understand what causes them to fail, so that we can debug their 
failures, and we may not understand what allows them to succeed, so that we can design the next generation. 
This paper describes a partially automated methodology for understanding planner behavior over long periods 
of time. The methodology, called Dependency Interpretation, uses statistical dependency detection to identify 
interesting patterns of behavior in execution traces and interprets the patterns using a weak model of the 
planner’s interaction with its environment to explain how the patterns might be caused by the planner. 
Dependency Interpretation has been applied to identify possible causes of plan failures in the Phoenix planner. 
By analyzing four sets of execution traces gathered from about 400 runs of the Phoenix planner, we showed 
that the statistical dependencies describe patterns of behavior that are sensitive to the version of the planner 
and to increasing temporal separation between events, and that dependency detection degrades predictably 
as the number of available execution traces decreases and as noise is introduced in the execution traces. 
Dependency Interpretation is appropriate when a complete and correct model of the planner and environment 
is not available, but execution traces are available. 
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S. Kambhampati, C.A. Knoblock and Q. Yang, Planning as refinement search: a 
unified framework for evaluating design tradeoffs in partial order planning 
Despite the long history of classical planning, there has been very little comparative analysis of the performance 
tradeoffs offered by the multitude of existing planning algorithms. This is partly due to the many different 
vocabularies within which planning algorithms are usually expressed. In this paper we show that refinement 
search provides a unifying framework within which various planning algorithms can be cast and compared. 
Specifically, we will develop refinement search semantics for planning, provide a generalized algorithm for 
refinement planning, and show that planners that search in the space of (partial) plans are specific instantiations 
of this algorithm. The different design choices in partial order planning correspond to the different ways of 
instantiating the generalized algorithm. We will analyze how these choices affect the search-space size and 
refinement cost of the resultant planner, and show that in most cases they trade one for the other. Finally, 
we will concentrate on two specific design choices, viz., protection strategies and tractability refinements, and 
develop some hypotheses regarding the effect of these choices on the performance on practical problems. We 
will support these hypotheses with a series of focused empirical studies. 
N. Kushmerick, S. Hanks and D.S. Weld, An algorithm for probabilistic planning 
We define the probabilistic planning problem in terms of a probability distribution over initial world states, a 
boolean combination of propositions representing the goal, a probability threshold, and actions whose effects 
depend on the execution-time state of the world and on random chance. Adopting a probabilistic model 
complicates the definition of plan success: instead of demanding a plan that provably achieves the goal, we 
seek plans whose probability of success exceeds the threshold. 
In this paper, we present BURIDAN, an implemented least-commitment planner that solves problems of 
this form. We prove that the algorithm is both sound and complete. We then explore BURIDAN'S efficiency 
by contrasting four algorithms for plan evaluation, using a combination of analytic methods and empirical 
experiments. We also describe the interplay between generating plans and evaluating them, and discuss the 
role of search control in probabilistic planning. 
A. Lazanas and J.-C. Latombe, Motion planning with uncertainty: a landmark 
approach 
In robotics uncertainty exists at both planning and execution time. Effective planning must make sure that 
enough information becomes available to the sensors during execution, to allow the robot to correctly identify 
the states it traverses. It requires selecting a set of states, associating a motion command with every state, 
and synthesizing functions to recognize state achievement. These three tasks are often interdependent, causing 
existing planners to be either unsound, incomplete, and/or computationally impractical. In this paper we 
partially break this interdependence by assuming the existence of landmark regions in the workspace. We 
define such regions as “islands of perfection” where position sensing and motion control are accurate. Using 
this notion, we propose a sound and complete planner of polynomial complexity. Creating landmarks may 
require some prior engineering of the robot and/or its environment. Though we believe that such engineering 
is unavoidable in order to build reliable practical robot systems, its cost must be reduced as much as possible. 
With this goal in mind, we also investigate how some of our original assumptions can be eliminated. In 
particular, we show that sensing and control do not have to be perfect in landmark regions. We also study the 
dependency of a plan on control uncertainty and we show that the structure of a reliable plan only changes 
at critical values of this uncertainty. Hence, any uncertainty reduction between two consecutive such values is 
useless. The proposed planner has been implemented. Experimentation has been successfully conducted both 
in simulation and using a NOMAD-200 mobile robot. 
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R. Levinson, A general programming language for unified planning and control 
This paper presents a method for embedding predictive search techniques within a general-purpose program- 
ming language. We focus on using this language to program the behavior of a real-time control system. Our 
goal is the ability to write complex programs that can be interpreted by both a real-time controller and an 
associated planner. The language provides an expressive action representation which captures the procedural 
complexities of practical control programs, yet can still be projected by a search-based planner. To support 
integration with the real-time controller, the planner can provide useful advice when it is interrupted after an 
arbitrary amount of computation. The system provides a unified approach since the planner and the controller 
share identical data structures and algorithms for interpreting a shared action representation. This unified 
representation facilitates very tight integration between the planner and the controller. 
K. Miyashita and K. Sycara, CABINS: a framework of knowledge acquisition and 
iterative revision for schedule improvement and reactive repair 
Practical scheduling problems generally require allocation of resources in the presence of a large, diverse and 
typically conflicting set of constraints and optimization criteria. The ill-structuredness of both the solution 
space and the desired objectives make scheduling problems difficult to formalize. This paper describes a case- 
based learning method for acquiring context-dependent user optimization preferences and tradeoffs and using 
them to incrementally improve schedule quality in predictive scheduling and reactive schedule management in 
response to unexpected execution events. The approach, implemented in the CABINS system, uses acquired 
user preferences to dynamically modify search control to guide schedule improvement. During iterative repair, 
cases are exploited for: (1) repair action selection, (2) evaluation of intermediate repair results and (3) 
recovery from revision failures. The method allows the system to dynamically switch between repair heuristic 
actions, each of which operates with respect to a particular local view of the problem and offers selective 
repair advantages. Application of a repair action tunes the search procedure to the characteristics of the 
local repair problem. This is achieved by dynamic modification of the search control bias. There is no a 
priori characterization of the amount of modification that may be required by repair actions. However, initial 
experimental results show that the approach is able to (a) capture and effectively utilize user scheduling 
preferences that were not present in the scheduling model, (b) produce schedules with high quality, without 
unduly sacrificing efficiency in predictive schedule generation and reactive response to unpredictable execution 
events along a variety of criteria that have been recognized as important in real operating environments. 
B. Nebel and J. Koehler, Plan reuse versus plan generation: a theoretical and 
empirical analysis 
The ability of a planner to reuse parts of old plans is hypothesized to be a valuable tool for improving 
efficiency of planning by avoiding the repetition of the same planning effort. We test this hypothesis from 
an analytical and empirical point of view. A comparative worst-case complexity analysis of generation and 
reuse under different assumptions reveals that it is not possible to achieve a provable efficiency gain of reuse 
over generation. Further, assuming “conservative” plan modification, plan reuse can actually be strictly more 
difficult than plan generation. While these results do not imply that there won’t be an efficiency gain in some 
situations, retrieval of a good plan may present a serious bottleneck for plan reuse systems, as we will show. 
Finally, we present the results of an empirical study of three different plan reuse systems, pointing out possible 
pitfalls one should be aware of when attempting to employ reuse methods. 
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N. Sadeh, K. Sycara and Y. Xiong, Backtracking techniques for the job scheduling 
constraint satisfaction problem 
This paper studies a version of the job shop scheduling problem in which some operations have to be 
scheduled within non-relaxable time windows (i.e. earliest/latest possible start time windows). This problem 
is a well-known NP-complete Constraint Satisfaction Problem (CSP). A popular method for solving this type 
of problems involves using depth-first backtrack search. In our earlier work, we focused on the development 
of consistency enforcing techniques and variable/value ordering heuristics that improve the efficiency of 
this search procedure. In this paper, we combine these techniques with new look-back schemes that help 
the search procedure recover from so-called deadend search states (i.e. partial solutions that cannot be 
completed without violating some constraints). More specifically, we successively describe three “intelligent” 
backtracking schemes: ( 1) Dynamic Consistency Enforcement dynamically identifies critical subproblems 
and determines how far to backtrack by selectively enforcing higher levels of consistency among variables 
participating in these critical subproblems. (2) Learning Ordering From Failure dynamically modifies the 
order in which variables are instantiated based on earlier conflicts, and (3) Incomplete Backjumping Heuristic 
abandons areas of the search space that appear to require excessive computational efforts. These schemes are 
shown to ( 1) further reduce the average complexity of the backtrack search procedure, (2) enable our system 
to efficiently solve problems that could not be solved otherwise due to excessive computation cost, and (3) 
be more effective at solving job shop scheduling problems than other look-back schemes advocated in the 
literature. 
A. Saffioti, K. Konolige and E.H. Ruspini, A multivalued logic approach to inte- 
grating planning and control 
Intelligent agents embedded in a dynamic, uncertain environment should incorporate capabilities for both 
planned and reactive behavior. Many current solutions to this dual need focus on one aspect, and treat the 
other one as secondary. We propose an approach for integrating planning and control based on behavior 
schemas, which link physical movements to abstract action descriptions. Behavior schemas describe behaviors 
of an agent, expressed as trajectories of control actions in an environment, and goals can be defined as 
predicates on these trajectories. Goals and behaviors can be combined to produce conjoint goals and complex 
controls. The ability of multivalued logics to represent graded preferences allows us to formulate tradeoffs 
in the combination. Two composition theorems relate complex controls to complex goals, and provide the 
key to using standard knowledge-based deliberation techniques to generate complex controllers. We report 
experiments in planning and execution on a mobile robot platform, Flakey. 
