Machine Learning for Gas and Oil Exploration by Nordloh, Vito Alexander et al.
 
 
 
 
 
Edinburgh Research Explorer 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Machine Learning for Gas and Oil Exploration
Citation for published version:
Nordloh, VA, Roubickova, A & Brown, N 2020, Machine Learning for Gas and Oil Exploration. in ECAI 2020.
Frontiers in Artificial Intelligence and Applications, vol. 325, IOS Press, pp. 3009 - 3016, Prestigious
Applications of Intelligent Systems, Santiago de Compostela, Spain, 31/08/20.
https://doi.org/10.3233/FAIA200476
Digital Object Identifier (DOI):
10.3233/FAIA200476
Link:
Link to publication record in Edinburgh Research Explorer
Document Version:
Peer reviewed version
Published In:
ECAI 2020
General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.
Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.
Download date: 03. Dec. 2020
Machine Learning for Gas and Oil Exploration
Vito Alexander Nordloh1 and Anna Roubı́čková2 and Nick Brown3
Abstract. Drilling boreholes for gas and oil extraction is an expen-
sive process and profitability strongly depends on characteristics of
the subsurface. As profitability is a key success factor, companies in
the industry utilise well logs to explore the subsurface beforehand.
These well logs contain various characteristics of the rock around
the borehole, which allow petrophysicists to determine the expected
amount of contained hydrocarbon. However, these logs are often in-
complete and, as a consequence, the subsequent analyses cannot ex-
ploit the full potential of the well logs.
In this paper we demonstrate that Machine Learning can be ap-
plied to fill in the gaps and estimate missing values. We investigate
how the amount of training data influences the accuracy of prediction
and how to best design regression models (Gradient Boosting and
neural network) to obtain optimal results. We then explore the mod-
els’ predictions both quantitatively, tracking the prediction error, and
qualitatively, capturing the evolution of the measured and predicted
values for a given property with depth. Combining the findings has
enabled us to develop a predictive model that completes the well logs,
increasing their quality and potential commercial value.
1 Introduction
Increasing computation power and recent advances in Machine
Learning (ML) give rise to numerous applications of ML techniques
to real world problems. The petroleum industry, with its wealth of
data, is well positioned to leveraging these approaches to deliver
significant benefit. This available data typically consists of mea-
surements of physical properties gathered while drilling exploratory
boreholes and recorded in well logs, which are sequential records of
properties recorded at regular depth increments.
The well logs serve as input for various modelling tools which are
used to infer properties of the geology surrounding the well. Ulti-
mately, these aid commercial decision making around further devel-
opment of the well or even entire oilfields, based on the estimated
presence of hydrocarbons. The process of well log interpretation,
which converts the raw measurements into commercially valuable in-
formation, requires significant human effort and great expertise and
experience, making the process both time consuming and expensive.
Furthermore, inaccurate prediction of the hydrocarbon contents has a
significant economical impact, either due to missed opportunities or
due to the costs associated with drilling a production well with low
hydrocarbon yield.
The well logs record raw measurements collected by various tools,
and are naturally noisy and incomplete. Petrophysicists tasked with
the interpretation therefore spend a non-trivial amount of effort on
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conditioning, otherwise known as cleaning, the well logs by adjust-
ing wrong measurements and estimating the missing values. Only
once this has been completed can they proceed with the interpreta-
tion of the rock properties.
A recent study [1] attempted to bring the time needed for a well
log interpretation down from 7 days of human effort to 7 minutes of
automated computation with minimum human input using ML. One
of the main obstacles identified in that work was the amount of data
missing in the logs. This is because the measurements are used as
an input for the ML models and their occasional absence severely
limits either the volume of usable data or the choice of applicable
models. The benefit of the work described in this paper is twofold, if
one can estimate values of the well log gaps accurately enough it will
enable petrophysicists to derive interpretations with greater certainty,
and also unlock a multitude of additional ML techniques for further
processing of the well logs.
In this work we use supervised ML techniques to derive the re-
lationships among different physical properties measured within a
borehole. In turn, we use one of these properties as a target (or de-
pendent) variable, while the other properties serve as input (or inde-
pendent) variables. Every record in a well log represents one obser-
vation, and we train the models using a subset of these observation,
maintaining a disjoint set for evaluation. For both training and eval-
uation purposes we only use data where the target property has been
recorded, using the measured value as a ground truth. This ultimately
avoids the need for a petrophysicist to label the data beforehand, and
it is our hypothesis that this will result in more consistent data values,
avoiding human introduced biases.
The paper is structured as follows, Section 2 provides context
to this work, describing background information and a related work
overview. In section 3 we report on two different ML techniques used
to predict the missing values, together with their accuracy, present-
ing the most suitable configuration. Section 4 explores the impact
of using larger training data set, and we summarise our findings in
Section 5.
2 Background and Related Work
This section briefly introduces well logging and the applied ML tech-
niques.Prior work concerned with missing data in well logs is pre-
sented at the end of this section.
2.1 Well Logging
In the gas and oil industry, well logging [3, 4] is the process of lower-
ing measuring devices, sondes, down a borehole and simultaneously
collecting various physical characteristics of the traversed rock for-
mations at regular depth steps. This raw data is manually analysed by
petrophysicists who determine, amongst other properties, expected
hydrocarbon yield. Recorded values of these properties are typically
plotted on a vertical graph next to each other, with depth on the y-
axis and the property on the x-axis, and an example of this is illus-
trated in Figure 1. This provides an intuitive representation of the
borehole and characteristics of different formations, enabling petro-
physicists to draw inference about the mineralogy and presence of
hydrocarbons at specific depths. In order to utilise most of the avail-
able well logs, we restrict this work to the most commonly measured
rock properties which are neutron porosity, gamma ray, bulk density,
and sonic.
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Figure 1: Plot of well L17-02 with its four properties nφ, γ, ρb and Vp.
Contrary to usual graphs, the y-axis is reversed to intuitively represent the
borehole’s depth.
Neutron Porosity (nφ) is a unitless measure corresponding to the
porosity of the rock and the fluid present in the pores, making it an
indirect indicator of the contained hydrocarbon volume. The Gamma
Ray (γ) value is a measurement of the natural gamma radiation emit-
ted by surrounding rocks, and is used to derive information about
mineralogical composition of the surrounding geology. Bulk Den-
sity (ρb) represents the consistency of the rock and is derived from
the rock’s absorption of artificially emitted gamma rays. The poros-
ity and lithology are further informed by Sonic measurements (Vp),
which record the time required for an acoustic signal to travel a spe-
cific distance through a rock formation. This is informative because
it is affected by both the rock’s porosity and the type of fluid present
in its pores.
The values of these properties are measured and recorded at reg-
ular depth intervals, but the challenge is that some values might be
missing at specific levels. There are various reasons for missing data,
for instance a malfunction of the sondes or human error. Even mone-
tary pressures can drive the omission at specific depths, where some
measurements are considered too expensive to be cost effective to
gather.
2.2 Machine Learning
Supervised ML automatically derives a functional relationship be-
tween input and output variables based on a set of existing training
data. Every input is an ordered set (a vector) of values, known as in-
dependent variables (or features), which describes various properties
of the problem. The output values, known as dependent, or target,
variables, are predicted by evaluating the learned function over the
input vector. Depending on the domain of the target variables, one
distinguishes between classification, where the target values form a
(usually relatively small) finite set, and regression, for targets with a
continuous, potentially infinite domain.
In order to approximate the missing data within the logs we ap-
plied two regression models: neural networks and Gradient Tree
Boosting. Although both models accept a vector of features as in-
put and output a target value, they are fundamentally different.
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Figure 2: An example of a neural network with two input features in the
input layer, two hidden, fully connected layers with three neurons each, and
one neuron in the output layer. Output on of neuron n is defined as a weighted
sum of outputs oni of its preceding neurons ni transformed by the activation
function σ, that is, on = σ(
∑
wioni ), for i ∈ {1, 2, 3}.
A Neural Network (NN) consists of several layers, with each of
these layers containing a different number of neurons. Figure 2
provides an example of a neural network with two hidden layers,
and the precise architecture of the network is parametric to the
problem the network is addressing. In the first, input, layer, every
neuron represents one value from the input vector. The values of
neurons in the later layers are calculated as a weighted sum of
their predecessors transformed by an activation function, and these
weights are learned during the training phase. The last, output, layer
represents the inferred value, which is determined by the weights,
activation functions (which define the output of a node given its
input), and the vector of features provided to the network. Since the
activation function does not need to be linear to its arguments, neural
networks are able to identify complex patterns in highly non-linear
data sets, as it is the case for well logs.
The Gradient Tree Boosting model (GB) uses decision trees as
the building blocks. Every branching node in a decision tree corre-
sponds to an if-else condition on one of the features and splits the
training samples into two parts, and the condition is chosen so that
each split reduces the overall error. Leaves of the tree contain the
average target value of the samples, corresponding to each specific
leaf and serve as the predicted value. For every new sample that has
to be evaluated, the tree is traversed from top to bottom, and left or
right sub-trees are taken depending on the features of the sample.
The maximum depth of the tree (i.e. the number of the if-else split
conditions), as well as the minimum number of samples that need to
be present in a node to allow further branching restricts the size of the
tree and precision of the predictions. These are provided as configu-
ration parameters, whereas the splitting conditions are derived during
the training phase from the data.
These regression decision trees have severely limited accuracy,
as they can effectively predict only the set of values represented by
their leaves. Gradient Tree Boosting overcomes this limitation by
constructing an ensemble of trees and this can be seen in Figure 3,
where every consecutive tree corrects the error of the previous tree,
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Figure 3: The first tree (T ) is a decision tree providing a rough estimation
of the value to be predicted. The second tree (Te1 ) predicts and corrects the
error of T , leading to a reduced overall error. However, Te1 also has an error,
which can be predicted and further reduced by constructing Te2 . This process
can be repeated until the desired accuracy is reached.
refining the prediction until the error converges or the model starts
to overfit.
We have also fitted a linear regression model to serve as a
baseline to compare the other models against. Linear Regression
(LR) is a statistical model which uses a linear function to approx-
imate the relationship between the input (explanatory) variables
x1, . . . , xp and the target (response) variable y. The general formula
is y = β0 + β1x1 + . . . + βpxp + ε , and the model is fitted to the
observed (training) data such that the learned coefficients β0, . . . , βp
minimise the error ε across the training data according to some
cost function. This is usually the mean squared error, but other cost
functions are permissible too. As such, linear regression models
are computationally simple but offer only limited accuracy when
approximating complex relationships.
2.3 Related Work
The interpretation and modelling used in hydrocarbon discovery
and extraction process relies heavily on the engineer’s experience
and knowledge of additional, non-logged information. These include
facets such as drilling reports and images of the material retrieved
from the borehole, and as such are not a prime target for automated
computational approaches. However a hypothesis is that the experi-
ence of petrophysicists might be implicitly contained in a set of well
logs of a sufficient size. Several authors have explored the application
of ML techniques to related problems, and in this section we present
an overview of the most relevant work.
Liu and Sacchi [6] explore the use of seismic measurements to
propagate information about physical rock properties from given
(known) well logs to proposed (incomplete) ones. While their re-
sults are promising, the seismic measurements are an additional in-
put which, in the current petrophysical workflows, is used to validate
rock physics models derived from the well logs rather than as an
input. Using the seismic measurements at an earlier stage of the in-
terpretation workflow would prevent such a validation and therefore
we chose to omit the seismic measurements in our work.
Holmes et al. [5] address the problem of missing data within well
logs by ML techniques based solely on the available rock physics
measurements. The paper enumerates several pitfalls and provide
a guideline on how to fill the gaps. Primarily they state that the
common way of applying neural networks does not work for well
logs, training the model on available data and afterwards predict the
missing measurements, since the geology changes over intervals and
therefore might lead to unreliable results. Instead, they suggest one
selects intervals with similar geological properties for training and to
preprocess the data by hand as well as established algorithms to en-
sure that the model does not learn wrong inferences. Furthermore, the
authors recommend using deterministic petrophysical and stochastic
modeling along with neural networks to enable experts to choose the
most realistic predictions among the three. Although this approach
might be more accurate and reliable, it has the disadvantage of re-
quiring a human in the loop and therefore does not scale to a large
number of well logs and also introduces a bias.
Lopes and Jorge [7] trained different ML models on a set of 8 well
logs to predict the missing values, disregarding the potential prob-
lems caused by geologically inconsistent behaviours in the logged
data. In their paper they carry out a detailed descriptive and ex-
ploratory data analysis of the gaps and afterwards evaluate Gradient
Tree Boosting, Random Forests, Artificial Networks and linear mod-
els on the prediction of nφ. We extend their work by using a larger
data set and evaluate the models on four different prediction targets.
We also investigate how the models’ accuracy is influenced by the
amount and geographical proximity of the training data.
Zhang et al. [8] presented approach to filling in the missing mea-
surements using Recurrent Neural Networks, specifically, a cascaded
LSTM. The authors claim that the obtained results are more accurate
than those predicted by a traditional Neural Network. While we agree
that the LSTM can better utilise spatial dependencies within a well
log, the presented work reports results from one well log only, and
in other work [1] it was found that it is far more challenging to train
a model which is general enough to provide good predictions for
a large number of wells. Furthermore, we have observed that some
well logs are easier to complete than others, which makes a fair com-
parison with approaches based on their ability to complete one single
well log challenging.
3 Predictive Model
Given a raw well log, we automatically complete it by filling the
gaps with values predicted from the other available measurements.
In this section we present a tool that uses the most accurate approach
to predict the values. To explain this approach, we first describe the
available data, then discuss the problem in more detail, ultimately
proposing a robust set of evaluation metrics and exploration of the
model.
3.1 Data and Exploratory Analysis
This work was focused on the NLOG4 data set, a publicly available set
of well logs from the Netherlands and the Dutch sector of the North
Sea continental shelf. The provided well logs contain only raw mea-
surements without any human interpretation, as this additional in-
formation is proprietary and of commercial value to companies who
provide surveying services.
The well logs are plain text files formatted according to LAS stan-
dard [2], and the header of the log file contains general information
about the log. This includes properties such as the name of the well
and its geographical coordinates, the depth at which the borehole be-
gins and ends, lists of properties measured and units in which they are
recorded5, and which value represents missing measurements (nulls).
The remainder of the file is organised where each row corresponds to
a specific depth in the well, and every tab-separated column records
4 https://www.nlog.nl/en
5 This is rather important as some tools use meters and other feet as basic
units and so the logs need to be checked and values converted accordingly.
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a value of one measured property. The measurements are recorded at
regular depth increments, with the step size explicitly stated in the
header of the LAS file, but typically between 10 and 15cm.
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Figure 4: Box plot illustrating the aver-
age sizes of the gaps in the NLOG data
set for all features.
The properties recorded
across most of the avail-
able well logs are Vp, nφ, γ
and ρb, however, these val-
ues are not recorded for ev-
ery row. These missing fea-
tures create gaps in the well
logs which reduces the in-
formation available and in-
troduces uncertainty about
the properties of the sur-
rounding geology. For illus-
tration, the NLOG data set
contains more than 23 · 106
rows of measurements, but
only 26% of those are com-
plete.
In this work, we define a gap as a sequence of missing measure-
ments of any property that spans more than 0.3m. The only excep-
tion are sequences of intentionally omitted measurements from the
top of the borehole. These omissions are either due to the presence
of sea water rather than solid ground, or because the engineers on
site judged that the measurements at such a shallow depth would not
have significant commercial value. In either case there is no need to
predict these intentionally omitted values. The gaps in the NLOG data
set have average sizes ranging from less than 15m (for γ) to 170m
(for nφ) (see Figure 4), are distributed randomly through the depth
of the well and occur independently from each other.
3.2 Evaluation Criteria
We address the problem of predicting missing values by supervised
ML. To build a predictive model, we first selected a set of training
data, from which the model derives relationships among input and
target variables. A test set is also identified, which enables us to mea-
sure the accuracy of the model. For both of these data sets we need
to know what target values the model should predict, so we cannot
use portions of the well logs which contain real gaps.
To enable a comparison of predictions for different target proper-
ties and different training set-ups, we selected a set of test wells and
inserted artificial gaps across all four properties at the same depth.
However, in some cases the well logs contained only relatively few
samples and splitting these into training and test sets would have re-
sulted in a very limited amount of data for training.
To maximise the size of the training data set we filter on wells
which meet the following criteria: a minimum depth of 1.5 km, a
maximum gap size of 50m and a ratio between complete and in-
complete samples of at least 0.5. The maximum gap size ensures
that there are no large uncovered intervals within the well and the
ratio makes sure that the well contains at least 750m of valid log
data.
After removing wells which do not meet these criteria we are left
with 60 valid wells left, containing 1,335,757 samples in total. We
selected 50 random wells for the test set and this represents approx-
imately 7% of the overall number of wells in the NLOG data set, but
more than 80% of the usable wells.
The probability that a value will not be measured at a specific depth is
different for each property: Vp is omitted most frequently with 42.9%
of rows missing this feature, followed by γ which is absent at 23.4%
of depths. The probabilities the ρb or nφ will be missing are 23.0%
and 10.6%, respectively.
We also investigated whether the missing measurements correlate
among the logged properties, defining a gap as a sequence of con-
secutive missing measurements in a property log. We represent these
gaps as nodes of an undirected graph, inserting an edge if the start-
ing depths and sizes of the gaps corresponding to the end nodes do
not differ by more than 10m and 10% respectively, marking the gaps
as coinciding. Every connected component of this graph then cor-
responds to a part of the well log with missing measurements, and
the order of the component corresponds to the number of properties
affected. We discovered that the missing measurements are rarely
correlated among different properties. 83% of the components are of
order 1, corresponding to measurements missing only in one prop-
erty log at a time. Gaps coinciding in two properties occur in 14% of
cases, and the probability of three or all four properties missing are
1% and 2%, respectively. These results demonstrate that there is no
obvious correlation between the occurrence of a gap and geological
or morphological properties of the rock surrounding the borehole,
which would affect the other measurements.
By scanning the data set we observed that rows with 1 measure-
ment missing comprise more than 98% of the incomplete data, while
rows missing more than one measurement represent approximately
1.5% of the available data. As such, predicting one property by re-
lying on the other three is a realistic proposition and be of benefit
across much of the data set.
0.0 0.5
nφ
1500
2000
2500
3000
D
ep
th
[m
]
Figure 5: Artificial gaps
(orange) in an nφ log with
gap size of (150± 50)m
and 2 gaps per km.
We designed a function that, given sta-
tistical information about gaps (mean
and standard deviation of the size, and
their average number per km of depth)
and a well log, creates random gaps
throughout the borehole. The sizes and
positions of the generated gaps are ran-
dom but follow the distribution ob-
served in the data set: 1) The size of
the gaps correlates negatively with the
relative depth they appear at, with gaps
at the beginning of the borehole more
likely to be larger, and 2) gaps are more
likely to occur at the end of the bore-
hole, with a probability increasing lin-
early from the beginning to the end.
In this work we generate gaps of
(150± 50)m, where the average size
of an artificial gap was selected based
on the average sizes of gaps in the well
logs. We have observed that predict-
ing smaller gaps is easier, as there are
more similar measurements available
in the training data, and so we bias the
artificial gaps to be of larger sizes. This
means that we are able to guarantee ac-
curacy even for the properties most dif-
ficult to predict.
In the NLOG data set there are on average 1.6 gaps per km,
although this number is highly variable, with some wells containing
up to 30 gaps per km. When generating the artificial gaps, we feed
into the function the value two as the coefficient of the number of
gaps per km.
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The Mean Squared Error (MSE) measures the average square
of the differences between the predicted and true values, and is
the default loss function used for regression problems. As such we
adopted the MSE as the loss function in our predictive models,
and also as the main quantitative measure when evaluating and
comparing the models.
We find that to interpret MSE correctly, one needs to consider the
target’s range, as an error of 100 might be acceptable for property
with values measured in thousands, but would imply a rather poor
prediction for a property with average value in units. As we are con-
sidering several different target variables with rather diverse ranges
of values, we also report Mean Absolute Percentage Error (MAPE),
which calculates the relative difference between true and predicted
values, allowing us to compare the accuracy of the models for the
target properties with different ranges straight away.
It is important to highlight that both of these metrics provide
only an approximation of the model’s performance. This is because
they report only one average number, and the way this is calculated
might hide significant information about the fit of the prediction in
the context of the borehole. For instance, a model that consistently
under-predicts the magnitude of the measurements, but generally
exhibits the right pattern of whether property values are increasing
or decreasing, might be preferable to a model that predicts some
values very closely, but misses others by a lot without any consistent
pattern, effectively predicting noise. Therefore, especially when
comparing the accuracy of different models, we plot the predictions
and examine these manually.
The test rows, used to evaluate the predictions, cannot be sam-
pled entirely randomly as they belong to one of the test wells
selected beforehand and need to be grouped to form gaps similar
to the real ones, which is accomplished by generating the artificial
gaps.
We evaluate the predictions across these artificial gaps quantita-
tively by means of MSE and MAPE. However, the average numbers
might hide some bias or other systematic information about the qual-
ity of the predictions, and so we also look at the predictions indi-
vidually in the context of the whole borehole. Such visual inspection
introduces also a qualitative evaluation of the predictions.
3.3 Features
The choice of input features to the ML model is crucial and this has
a huge impact on the accuracy and validity of the results. Since we
want to minimise the effort required by the engineers working with
the logs, we mainly utilise properties recorded in the well logs: nφ, γ,
ρb and Vp and features that can be automatically derived from them,
which might provide more contextual information to the models. The
input vector consists of:
• three rock physics properties measurements6, as we have observed
that the gaps appear independently of each other,
• the average value for the four rock properties in the given well in
order to provide well-specific contextual information,
• the depth at which the measurements were taken.
3.4 Model Description
As already noted in [5], the characteristics of the subsurface are very
diverse and can change even over small distances. In this section we
6 These were normalized by using the RobustScaler of the sklearn python
package before feeding them into the model.
describe an approach in which linear regression, the Gradient Boost-
ing and neural network models are trained only on the well itself to
predict missing values. To evaluate this approach we rely on the arti-
ficial gap function introduced in Section 3.2, which splits the logged
data into training and test set by inserting gaps to various depth levels
of the well where the ground truth is known, allowing us to evaluate
the model against it.
To implement the Gradient Boosting model, we used the
GradientBoostingRegressor of the Python sklearn library7.
We found empirically that the default parameters are already well
tuned and fitted to our problem and so they do not have to be ad-
justed. The model builds up to 100 trees with a learning rate of 0.1,
a maximal depth of 3 and a minimal number of 2 samples per split.
In case of the neural network we used the Keras8 library with a
three dense-layer network consisting of 20, 15 and 1 neuron(s). The
Nadam optimiser was used in combination with the MSE as our loss
metric, and we trained the network over 200 epochs, but used an
early stopping mechanism to prevent the model from overfitting. The
relu activation function was used for the first two layers, and a lin-
ear activation function for the output layer. Before the features were
handed over to the input layer they were scaled, as this is expected to
increase the accuracy of neural networks in general.
Hyperparameters were derived for both models by starting with
the default values and then changing these slightly in an iterative
process, feeding back depending on the models’ reaction. We also
explored the use of automated hyperparameter tuning via the hyper-
opt9 library, performing a guided search through the space of hyper-
parameters. Although we considered different network architectures,
optimisers, activation functions and learning rates in our search, this
automated approach did not lead to any significant improvement in
accuracy. However, we have observed that the GB accuracy is con-
siderably more stable than the one of NN, which is highly dependant
on the random initialisation of the network’s weights.
nφ γ Vp ρb
MSE
NN 157 · 10−5 227 41 · 103 1574 · 10−5
GB 135 · 10−5 206 31 · 103 804 · 10−5
LR 306 · 10−5 335 65 · 103 1250 · 10−5
MAPE
NN 45.37 12.51 3.75 2.92
GB 50.44 13.22 3.29 2.27
LR 140.64 20.36 4.96 2.97
Table 1: Accuracy of all targets predicted by GB, NN and LR models, re-
trained for every test well and averaged afterwards.
3.5 Evaluation
Table 1 illustrates the results of evaluating our two approaches by
fitting the models to wells sampled for testing, and compares them
against linear regression model. The fitting required training the dif-
ferent models for each of the four target properties and for every test
well, using the artificial gaps as testing data and the remaining com-
plete rows as training data. The MSE and MAPE metrics reported in
Table 1 for each configuration illustrate the average performance for
each model across all the wells. Whilst both GB and NN predictions
are within acceptable limits, it can be seen that the GB approach
7 https://scikit-learn.org/
8 https://keras.io/
9 http://hyperopt.github.io/hyperopt/
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consistently generates more accurate predictions than the NN, and
the LR does not outperform the other models.
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Figure 6: Well L17-02 with completed artificial gaps by both models.
During our experiments we also found that the error of nφ depends
on the choice of the test well, as there are a few outlier wells with
errors higher than 1000%, which then drive up the mean error.
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Figure 7: Predicted measurements
for nφ on the y-axis versus the
ground truth on the x-axis for well
L17-02. Arrows indicate wrong
patterns learned by both models.
For γ, Vp and ρb, the per-
centage errors are low and well
within acceptable range. In con-
trast, nφ demonstrates a rela-
tively large percentage error, but
that was to be expected because
nφ is not strongly linked to the
other geological properties.
Figure 6 illustrates the ground
truth of well L17-02, includ-
ing artificial gaps and their pre-
dicted values for both models.
The predictions of the gaps in
the ρb curve are an example of
the quantitative errors being mis-
leading, where numerically both
the GB and the NN models per-
form with nearly identical accu-
racy, missing the target by 2% on
average. However, one can eas-
ily see that the NN predictions
(orange) have similar magnitude in peaks to the true measurements
(blue), while the prediction of the GB model (green) is more conser-
vative, with the values centered around the true values.
To identify any systematic bias of the two models, we plot the truth
against the predicted values for well L17-02 in Figure 7. Ideally, the
points should be clustered around the diagonal line, and in Figure 7
we include only nφ as this is sufficient to illustrate two important
findings. Firstly there does not seem to be a general systematic bias,
as the predictions are located close to the ideal diagonal line. Sec-
ondly, sometimes both models learn identical relationships between
the features, leading to a similar pattern in Figure 7. This indicates
that there is a strong correlation in the data, which both models iden-
tify, but which does not correspond to a real relationship between the
features.
4 Extending the Data set
The previous section reported results of ML models trained on a sin-
gle well in order to predict values missing in that specific well. While
this approach is acceptable for some of the properties, such as Vp or
ρb, it is far from perfect. In this section we demonstrate the impact of
larger data sets for training and considering the geographical prox-
imity of wells.
4.1 Global Training
Extending the work of Lopes and Jorge [7], we trained the two ML
models on all the available data except the gaps that were generated
for evaluation purposes in Section 3. We still needed to train one
model for each property, but, different from before, this model will
now predict all the gaps across the whole test set at once, without
requiring a re-train for each well. The hypothesis was that the larger
training set would better represent the variety of possible geologies
surrounding the wells.
nφ γ Vp ρb
MSE NN 2313 · 10
−5 1769 1019 · 103 7831 · 10−5
GB 311 · 10−5 707 108 · 103 1451 · 10−5
MAPE NN 699.21 81.96 19.57 8.72GB 588.57 95.03 16.41 7.94
Table 2: Accuracy of all targets predicted by GB and NN models, both trained
on the full training data set.
Table 2 illustrates the prediction error of the trained models, where
the MSE is generally one order of magnitude higher (worse) than
when predicting the gaps by models trained for each well individ-
ually. The MAPE is also proportionately higher than it was when
trained on a single well as in Table 1. The GB model is again more
accurate than the NN approach.
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Figure 8: Plot of well L17-02 including predictions of both models after they
were trained on the whole training set.
Figure 8 presents the predictions for well L17-02, the same well as
in Section 3 but now gaps are predicted by models that were trained
on the entire data set (except the previously generated gaps). Several
facets can be observed from these results:
• Both models are now less sensitive to the peaks in the input curves
when predicting γ, the false peak is much less pronounced.
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• The GB model’s predictions have slightly greater amplitude,
which is more realistic of real-world values.
• All the predictions have a significant offset from the true values.
While the greater variability of the predictions and the general shape
of the predicted curves is more representative of the behaviour of
real measurements, the offset presents a serious problem. Note that
there is the average value of each property for every well among the
input features, so we would expect the models to be able to align the
predictions closer to the true values. Moreover, this offset does not
happen consistently in all predictions, not even in all predictions in
one gap, so there is no obvious way to align the predictions with the
magnitude of the property e.g. by post-processing.
d γ nφ ρb Vp
d
γ
nφ
ρb
Vp
1 0.15 -0.11 0.2 0.21
0.15 1 0.52 0.23 -0.26
-0.11 0.52 1 -0.25 -0.67
0.2 0.23 -0.25 1 0.55
0.21 -0.26 -0.67 0.55 1
d γ nφ ρb Vp
d
γ
nφ
ρb
Vp
1 0.18 -0.5 0.46 0.7
0.18 1 0.33 0.23 -0.21
-0.5 0.33 1 -0.32 -0.8
0.46 0.23 -0.32 1 0.62
0.7 -0.21 -0.8 0.62 1
(a) (b)
Figure 9: Correlations of the properties: (a) for every well, averaged, and (b)
over the whole data set.
4.2 Local Training
Training on all wells at once does not improve the quality of results.
Whilst there appears to be stronger correlations among the features,
many of these are most likely random: Figure 9 contains a correlation
heatmap calculated for all properties across the whole data set (on the
right, b)), contrasted against correlations found in every well, which
are captured by the heatmap on the left, (a)) as average correlations
on per-well basis. Note for example that nφ and γ are not correlated
in a statistically significant way when looking at each well separately.
Instead, we attempt to identify number between one and all other
wells which would allow the model to learn better inferences, but not
coincidental similarities. The idea is that wells in close geographi-
cal proximity are more likely to have undergone similar geological
processes and hence might exhibit similar geophysical relationships.
We tested this hypothesis by taking five random wells from the
test set and training GB and NN models for each of these which are
baseline models. Note that these models coincide with the models
studied in the previous section.
Using the distance to each starting well, we then picked the next
closest well and added it to the training data of the baseline model,
re-fitting the model and predicting the starting well. We do not leave
out parts of the newly added well since we are only interested in the
artificial gap of the starting well. Consequently, the test samples are
never extended when adding further wells. We kept adding wells and
tracking the errors after each iteration. This process was repeated un-
til we reached the 10 nearest wells, and the evolution of the models’
MAPEs is depicted in Figure 10.
From Figure 10 it can be seen that the information gain of training
on additional well log is not a function of the well’s geographical
distance, and the geological differences observed even on a relatively
small geographical scale confuse any pattern the models could learn.
Adding more data becomes counter-productive rather fast.
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Figure 10: This plot shows the evolution of the MAPE for each property
when surrounded wells were added as further training data. When the number
of surrounding wells is 0, only the well itself was used during the training
process and its artificial gaps for evaluation.
5 Conclusions and Future Work
The petroleum industry has vast amounts of recorded well log data
at its disposal, but analysing them is a very time-consuming process,
and the condition of the unprocessed data is too poor to be utilised
directly. In this paper we demonstrated how ML can exploit such data
to build predictive models that can improve the condition of the well
logs. We show that the differences in geology are significant, even on
a small geographic scale, and that the characteristics of the borehole
strongly depend on its location. Consequently, the location of the
training data affects the models’ accuracy and adding more training
data does not improve the model in terms of quantitative errors.
Having identified the optimal amount of training data, we com-
pared a Gradient Tree Boosting and a neural network model on the
prediction of missing well log data. Though the Gradient Boosting
model does not always outperform the neural network with regard to
the error metrics, its performance is more stable – neither the choice
of a particular well log nor the hyperparameters have a particularly
severe impact on the level of accuracy, while the prediction accuracy
of the neural networks changes in every run. We have demonstrated
that, for most of the properties, the GB models can accurately pre-
dict gaps with over-average sizes.We have observed that the common
quantitative error metrics (MSE and MAPE) often cannot capture
the quality of the predictions and therefore might be misleading, and
we addressed the problem by plotting the predictions and examining
them manually.
Whilst the models themselves, especially the NN, are rather sim-
ple, it is our view that to improve the accuracy it is not the models
that need to be re-designed, but instead more sophisticated metrics
are required, which will guide the training of the models and assess
the models’ accuracy better, and improved input data. This problem
of the variability and ambiguity of the data could be addressed by
adding more explanatory features, or by having a petrophysicist as-
semble a representative set of training samples.
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