Strongly bisymmetric if
A(x (n) ) = x (n) for all x (n) ∈ I n and
Example 7. It is evident that, the arithmetic mean AM is an example of an additive function. Operator Π is not idempotent. Operators AM, ∏, Min, Max, P k and A c are continuous aggregation operators which all also fulfill the 1-Lipschitz property. Operator AM is the only aggregation function that is 1 n -Lipschitz for all n ∈ N:
1 =| M(1, · · · , 1) − M(0, · · · , 0) |= 1 n Remark 4. Note that, the symmetric property of an aggregation function reflects the same importance of single 137 criteria in a multi-criteria decision making problem, i.e., knowledge of the order of input score is irrelevant. 138 Moreover, the bisymmetry property of an aggregation operator allows us to obtain an overall score of each 139 candidate according to n judges from different decision makers based on m criteria by any two following ways. 140 We can first aggregate the numerical scores of each candidate over all criteria given by each decision maker and 141 then aggregate these values. Or we may first aggregate the scores of the candidate on the basis of each criteria 142 and then merge them over all decision makers. properties, to find the best output.
159
There are several construction methods to create new aggregation functions. In the following 160 sections, we discuss some of them.
161

Transformation of Aggregation Functions
162
The idea of transformation of functions can be used to construct new aggregation functions that 163 inherit the algebraic and topological properties of the original aggregation functions.
164
Proposition 1. Let A : I n → I be an n-ary aggregation function and φ : J → I be a monotone bijection where I, J are real intervals. Then A φ : J n → J given by
is an n-ary aggregation function on J n .
165
However, the analytical properties of A such as Lipschitz property, additivity or linearity are not 166 be inherited by A φ .
167
Observe that the transformation formula can be successfully applied to change the scale from 168 example I n into the J n by means of a monotone bijection φ : J → I where J is any real interval.
169
If A has the neutral element e, then by applying transformation formula on scales [0, e] and [e, 1] we can get two new aggregation operators based on A and with the neutral elements 1 and 0, respectively. For example, let A : n∈N [0, 1] n → [0, 1] be an aggregation function defined by
with 0 0 = 0, that is an associative and symmetric aggregation function with neutral element e = 0.5. Then by assumption φ 0 :
that is an associative and symmetric aggregation function with neutral element e = 1. Moreover, if we put φ 1 :
that is an associative and symmetric aggregation function with neutral element e = 0. Similarly, if A 170 has the annihilator a then by applying transformation formula on scales [0, a] and [a, 1] we can get two 171 aggregation operators with annihilators 1 and 0, respectively.
Duality of Aggregation Functions
One of the most applied transformations is the duality transformation where φ(x) = 1 − x.
174
Applying this transformation to any aggregation operator A, the dual aggregation function A d of A is 175 obtained. Indeed, duality is one of the simplest methods to develop an aggregation function on the 176 basis of a given one.
177
For any (extended) aggregation function A, the mapping A d :
is called the dual aggregation function of A.
178
Clearly, the minimum and the maximum functions are dual of each other. The operators A w and 179 A s are also dual of each other. Moreover, if the product function Π(x (n) ) = ∏ n i=1 x i is given then its 180 dual i.e., the probabilistic sum PS(x (n) ) = 1 − ∏ n i=1 (1 − x i ) is also an aggregation function.
181
Remark 6. The aggregation operators A and A d have the same analytical and algebraic properties, e.g. if A is 182 continuous or symmetric then A d is also continuous and symmetric.
183
Since the operators Min, Max are dual of each other, we clearly have the following result.
184
Proposition 2. Let A : n∈N [0, 1] n → [0, 1] be an aggregation operator and A d be its dual.
185
• If A is average (or alternatively idempotent), then A d is also average (idempotent).
186
• If A is conjunctive (disjunctive), then A d is disjunctive (conjunctive).
187
Remark 7. If A has the neutral element e, then 1 − e is the neutral element of A d . Moreover, if a is the 188 annihilator of A, then A d has the annihilator element 1 − a.
189
The aggregation operator A is called self-dual (or symmetric sum) if and only if A d = A or 190 equivalently for any x (n) ∈ I n : A(1 − x (n) ) = 1 − A(x (n) ). The arithmetic mean AM is a well-known 191 example for self-dual aggregation functions, since AM d (x 1 , · · · , 
and it is called the core of aggregation operator B.
197
According to Proposition 3, by having an aggregation function B we can generate a self-dual aggregation function A. For example, the arithmetic mean of Min and Max, i.e.
A(x (n) ) = min(x (n) ) + max(x (n) ) 2 or the arithmetic mean of product function and probabilistic sum, i.e.
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where the latter is mean value for n = 2, are two new aggregation operators that are self-dual functions. dual to each other, by condition T(x 1 ,
, it will be sufficient to deal with t-norms 201 only and accordingly, the properties of t-conorms are obtained. One of the most important classes of aggregation functions generated by the transformation formula is the quasi-arithmetic means as the transformation of AM [12]. If the arithmetic mean AM defined by AM(x 1 , · · · , x n ) = 1 n ∑ n i=1 x i is given and f : [0, 1] → R is a continuous strictly monotone function, then by (1) we can get the aggregation function AM f :
that is called quasi-arithmetic mean. The function f defined in (4) is called a generator of AM f .
204
The quasi-arithmetic means are averaging aggregation functions that can be considered as the 205 modern definition of mean value in the sense of Cauchy [20] . So, they may be viewed as the solution 206 for the following problem.
207
Problem II. Constructing an averaging aggregation function
Clearly, the class of quasi-arithmetic means includes the most commonly useful averaging 209 aggregation functions, i.e., the arithmetic mean and the geometric mean. The below example provides 210 some well-known instances of quasi-arithmetic means generated by means of different formulas for f .
211
Example 10. In Eq. (4),
.
218
The following result shows the relation between quasi-arithmetic means generated by two 219 functions f and g. increasing. Then 
is an aggregation function if and only if B is an idempotent (averaging) aggregation operator.
237
Note that, in Eq. (5) 
is an aggregation operator that is called double aggregation function. 
n,α {x 1 , · · · , x n }) : n ∈ N (7)
is an (extended) aggregation operator called combination operator-based aggregation function of degree α where 282 α ∈ {1, 2, · · · , n} and k = n! α!(n−α)! is the binomial coefficient.
283
In Theorem 3, for any 1 ≤ i ≤ k we have the sequence C σ * (i) n,α {x 1 , · · · , x n } = (x ι i,σ(1) , · · · , x ι i,σ(α) ) 284 that traverses the ith α-combination of the set {x 1 , · · · , x n } in the lexicographical order of C n,α (I) such 285 that for any j, ι i,σ(j) is strictly smaller than ι i,σ(j+1) .
286
Thus, we first apply the operator A for aggregating any α-element selection of the set {x 1 , · · · , x n } 287 and then use the operator B to combine these obtained values into an unique output. 
That are not, of course, new operators. 291
Aggregating of Weighted Input
292
An important factor to handle aggregating problem of input data with different importance is 293 weights. Indeed, the correspondence weighting vector w (n) = (w 1 , · · · , w n ) to such input values 294
x 1 , · · · , x n can be understood as the vector of cardinality of each input x i where w i > 0 for i = 1, · · · , n.
295
If ∑ n i=1 w i = 1 then w (n) is called the normal weighting vector.
296
Thus, the aggregation function over weighted data contributes to solve the following problem.
297
Problem VI. Constructing an aggregation operators A w ∈ A that permit to consider different weights of the sources or data where in fact,
To aggregate a list of weighted input values, there are two main methods: (1) first using the 298 weighted aggregation operators defined naturally based on the weighting vector, such as weighted 299 arithmetic mean or (2) applying some techniques like weighted quasi-arithmetic means and weighted 300 rule based on Fagin and Wimmerse's approach [23] to produce a weighted aggregation operator based 301 on unweighted one.
302
However, in both methodologies the identification of weights is an interesting topic. In practice, there is no unique strategy to find the associated weighting vector w (n) . Sometimes, these weights are given by the decision makers or mentor involved in the decision making problem based on their knowledge, information and past experiences. The weighting vector can be also determined by a fuzzy linguistic quantifier function Q : [0, 1] → [0, 1] based on the formulation w i = Q( i n ) − Q( i−1 n ) for all i = 1, · · · , n where the definition of Q may be changed from one case to another one [24-29]. For example, the case "Q:=most", where "most" is interpreted as 60% of all data, may be defined by
that means if at least 60% of some elements satisfy a property, then most of them certainly (to degree 1) 303 satisfy it, when less than 20% of them satisfy it, then most of them certainly do not satisfy it (satisfy to 304 degree 0). If between 20% and 60% of them satisfy it, more of them satisfy it, computed by the given 305 formula. 306 
Weighted Aggregation Functions
307
The weighted arithmetic mean defined by
and weighted geometric mean defined by
are the most commonly used operators to compute the aggregating of weighted input such that the 308 weighting vector w (n) = (w 1 , · · · , w n ), where w i ≥ 0 and ∑ n i=1 w i = 1, shows the importance degrees 309 of x i s.
310
Ordered weighted average (OWA) operator [25, 30] , which is calculated based on the arithmetic 311 mean, and ordered weighted geometric (OWG) operator [26] , which is formulated based on the 312 geometric mean, are other two important aggregation operators for weighted input where the 313 position/order of input has the weight rather than their sources.
314
The ordered weighted average (OWA) operator is defined by
where σ is a permutation on {1, · · · , n} and x σ(i) is the ith largest element among x 1 , · · · , x n . Indeed, OWA opeartor is a revised version of WAM operator where the reordering step of the OWA operator is carried out to assign the weight w i to the ith place/location not ith value. Similarly the ordered weighted geometric (OWG) operator is defined by
Remark 11. Not that • If n is even, w n 2 = w n 2 +1 = 1 2 , and w i = 0 else, then OWA := Med.
320
But, the main disadvantage of OWA and OWG operators is ignoring the importance of given 321 arguments x 1 , · · · , x n for calculating the aggregated value. That is why they were extended into the weighted input arguments that is not mentioned in OWA and OWG.
326
The IOWA operator is defined by
and IOWG operator is defined by
where y j is the value of x i that has the jth largest u i ; and u i in u i , x i is referred to as the weight 327 of variable x i . The weights w 1 , · · · , w n such that ∑ n i=1 w i = 1 are the associated weights to the data with fuzzy and vague information [31-37].
335
The weighted minimum and the weighted maximum are also commonly used classes of aggregation operators, discussed firstly in [38], dealing with objects having non-negative weights w 1 , · · · , w n such that max n i=1 w i = 1. Using the concept of possibility and necessity of fuzzy events, Dubois and Prade [38] proposed the following operators, so-called the weighted disjunction and weighted conjunction, to interpretation the weighted maximum and weighted minimum:
and
where max n i=1 w i = 1. 336 
Weighted Quasi-Arithmetic Means
337
By taking the weighted arithmetic mean WAM = ∑ n i=1 w i x i , where w i ∈ [0, 1] and ∑ n i=1 w i = 1, in Eq. (4) we get the weighted quasi-arithmetic mean as below:
Obviously, if f (x) = x or f (x) = log x then we have the weighted arithmetic mean WAM and the 338 weighted geometric mean WGM, respectively. numbers w 1 , · · · , w n ∈ [0, 1] where ∑ n i=1 w i = 1 such that F := WAM f ,w is the weighted quasi-arithmetic 342 mean generated by f .
343
If p : [0, 1] → R + is a positive-valued function, then the n-ary function M : [0, 1] n → [0, 1] defined by
is an averaging aggregation function, called mixture operator, that is a generalization of WAM [22, 39] . (14) is an idempotent aggregation function.
By using (13), the quasi-mixture operator generated by f with weight function p is the aggregation function M f ,p : [0, 1] n → [0, 1] defined by
We can also consider the weighted version of given method in Theorem 3 by using weighted 352 quasi-arithmetic mean formula in (13) as the following.
353
Definition 6. Let for any n ∈ N, w (n) = (w 1 , · · · , w n ) ∈ [0, 1] n be an n-dimensional weighting vector for a list of n arguments x 1 · · · , x n such that ∑ n i=1 w i = 1. In order to determine the relevant weights for all k possible α-combinations of {x 1 · · · , x n }, where k = ( n α ), the k × α weighting matrix U α is constructed where for each i ∈ {1, · · · , k} the row vector u i = (u i,1 , · · · , u i,α ) ∈ [0, 1] α from the matrix U α is defined by
if ∑ α j=1 w ι i,σ(j) = 0 and else u i = 0 such that w i = (w ι i,σ(1) , · · · , w ι i,σ(α) ) ∈ [0, 1] α is a subsequence of 354 w (n) = (w 1 , · · · , w n ) corresponding to the ith α-combination of x 1 , · · · , x n .
355
The next theorem provides a new class of the weighted quasi-arithmetic mean approach so-called 356 w-weighted quasi-arithmetic mean combination operator-based aggregation functions. n,α {x 1 , · · · , x n }, u 1 , · · · ,
n,α {x 1 , · · · , x n }, u k ; n ∈ N (17)
is an idempotent continuous n-array function that is called w-weighted quasi arithmetic mean combination 
where for each i = 1, · · · , k:
and ∑ α j=1 w ι i,σ(j) = 0.
Weighted Rule
361
How to modify an unweighted scoring rule to apply for arguments with different importance 362 degrees motivated authors in [23] to present a technique for extending an n-ary rule to its weighted 363 version where the proposed method answers the following question.
364
Problem VII. Constructing aggregation operators A w ∈ A based on a convex combination of 365 unweighted aggregation operators.
366
Theorem 6. ([23]) For every unweighted rule f there exists a weighted rule that is based on f ; compatible; and locally linear. If σ is a permutation that orders the weights as follows: w σ(1) ≥ · · · ≥ w σ(n) and w n+1 = 0, then
is a weighted rule based on f .
367
Then, they proved that if an unweighted rule f is continuous (or monotonic, strictly monotonic, 368 idempotent), then the corresponding weighted rule f w is continuous (monotonic, strictly monotonic, 369 idempotent) as well. They also showed that ∑ n i=1 i · (w σ(i) − w σ(i+1) ) = ∑ n i=1 w i = 1 where w σ(1) ≥ 370 · · · ≥ w σ(n) and w n+1 = 0.
371
Corollary 1. Corresponding to any aggregation function A there exists a weighted aggregation function A w based on the weights w 1 , · · · , w n defined by
where w σ(1) ≥ · · · ≥ w σ(n) and w n+1 = 0.
372
For example, if A := min or A := max then the weighted minimum and the weighted maximum can be defined as below, respectively. min w (x 1 , · · · , x n ) = n ∑ i=1 i · (w σ(i) − w σ(i+1) ) · min(x σ(1) , · · · , x σ(i) )
and max w (x 1 , · · · , x n ) = n ∑ i=1 i · (w σ(i) − w σ(i+1) ) · max(x σ(1) , · · · , x σ(i) ) (21)
Remark 12. Using discussed constructing methods in previous sections as the underlying formula, we can provide some more new classes of aggregation operators based on the given technique in (18). For example, combining formulas given by (7) and (20), we can get a weighted version of Example 11 as below: F (n) α;max,min w (x 1 , · · · , x n ) = k max i=1 α ∑ kj=1 j · (u σ(j) − u σ(j+1) ) · min(x σ(1) , · · · , x σ(j) )
Example 13. Reconsider Example 11 where B := max and A := min w . Take the weighting vector w = (w 1 , w 2 , w 3 , w 4 ) such that w i ∈ [0, 1], ∑ 4 i=1 w i = 1, w 1 ≥ w 2 ≥ w 3 ≥ w 4 and w 5 = 0. Then, using (22), the aggregation operator F (4) 3;max,min w : [0, 1] 4 → [0, 1] can be defined as below:
