We used simulated data to investigate a number of properties of maximum-likelihood (ML) phylogenetic tree estimation for the case of four taxa. Simulated data were generated under a broad range of conditions, including wide variation in branch lengths, differences in the ratio of transition and transversion substitutions, and the absence or presence of gamma-distributed site-to-site rate variation. Data were analyzed in the ML framework with two different substitution models, and we compared the ability of the two models to reconstruct the correct topology. Although both models were inconsistent for some branch-length combinations in the presence of siteto-site variation, they models were efficient predictors of topology under most simulation conditions. We also examined the performance of the likelihood ratio (LR) test for significant positive interior branch length. This test was found to be misleading under many simulation conditions, rejecting too otten under some simulation conditions. Under the null hypothesis of zero length internal branch, LR statistics are assumed to be asymptotically distributed XT; with limited data, the distribution of LR statistics under the null hypothesis varies from x!.
Introduction
A number of methods are used to reconstruct phylogenies from nucleotide sequence data. For each method there are two particularly important issues. First, how successful is the method in choosing the correct topology? It is particularly important to evaluate the robustness of the method under violations of its explicit assumptions. Second, what is the strength of support for the correct topology? A phylogenetic method may perform well in choosing the correct topology but may provide little statistical support for the correct topology. While there are methods that provide support for one or more topologies in the subset of reasonable topologies (Felsenstein 1985a; Kishino and Hasegawa 1989; Donoghue et al. 1992 ) , studies examining properties of some of these methods have only recently been published (Zharkikh and Li 1992a, 19926; Hillis and Bull 1992; Tateno et al. 1994) .
Computer simulation providesa tractable approach for examining the relative strengths of phylogeny algorithms. Many simulation studies have concentrated on comparing the success of different methods of tree con-struction. With few exceptions (e.g., see Hillis et al. 1994a) , the maximum-likelihood (ML) method has been shown to perform as well or better than most parparsimony-or distance-based methods, even when the explicit assumptions of ML are violated (Saitou and Imanishi 1989; Nei 199 1; Kuhner and Felsenstein 1994; Tateno et al. 1994 ). More recently, attention has been focused on examining the substitution models used in likelihood analysis. Goldman ( 1993) has devised a method to test the adequacy of the substitution models employed in likelihood analysis for any given data set. However, few studies have compared the relative success of competing likelihood models in choosing the correct topology. There have also been few studies evaluating the robustness of models for topology prediction (but see Fukami-Kobayashi and Tateno 199 1; Kuhner and Felsenstein 1994 ) .
In general, ML estimates have a number of desirable statistical properties including statistical consistency and minimum variance. An additional benefit is the availability of the likelihood ratio (LR) test, a simple statistical test of nested hypotheses. In the simple four-taxon case, an LR test can be constructed to compare the likelihood of a star phylogeny ( fig. 1 ) to the likelihood of an inferred topology; this is a test of the significance of the length of the internal branch of the topology under the null hypothesis that the internal branch has length zero ( Li and Gouy 199 1) . This LR test can be considered a measure of support for a particular topology in the -The four tree topologies for which likelihoods were estimated. Tree 1 is the true tree; sequences A, B, C, and D were simulated to fit this tree. Branches labeled 1, 2, 3, and 4 are external branches; branch 5 is the internal branch. Trees 2 and 3 represent the two other possible unrooted bifurcating tree topologies relating sequences A, B, C, and D. Tree 4 is the star phylogeny representing an internal branch length of zero.
four-taxon case (Felsenstein 1988; Li and Gouy 199 1) . However, the LR test may have some undesirable properties. First, the distribution of LR statistics is uncertain. LR statistics are usually asymptotically x2 distributed under the null hypothesis, but in this case the branch length specified under the null takes the value zero, which is on the boundary of the parameter space. Such a boundary situation can cause the asymptotic distribution of LR statistics to deviate from a x2 distribution under the null hypothesis (e.g., see Self and Liang 1987; Felsenstein 1988) . Second, simulations have shown that the LR test for significant internal branch length can provide ambiguous results. For example, Tateno et al. ( 1994) have shown that the LR test can simultaneously support a number of competing topologies.
In this study we simulate four-taxon sequence data under a broad range of conditions, including wide variation in branch lengths, differences in the ratio of transition (trs) to transversion (trv) substitutions, and the presence/ absence of site-to-site substitution rate variation. We analyze simulated data in an ML framework using two different substitution models, compare the success of these two different substitution models in choosing the correct topology, and assess the conditions under which the two models become inconsistent predictors of topology in converging on the wrong answer with unlimited data. In addition, we examine properties of the LR test for a significant internal branch length. We ask, What is the distribution of the LR statistic under the null hypothesis? What is the statistical power of the Maximum Likelihood in the Four- Taxon Case 153 LR test? How often does the LR test give ambiguous results?
Methods
In the four-taxon case all three possible unrooted bifurcating topologies can be easily enumerated ( fig. 1) . We simulated data under tree 1, the true topology ( fig.  1 ). Following Huelsenbeck and Hillis ( 1993) ) we developed this tree with branch lengths that were equal for branches 1, 3, and 5 (the three-branch length) and branch lengths that were equal for branches 2 and 4 (the two-branch length). The tree was simulated under three different models of sequence evolution (see below) and under a wide variety of branch lengths. We-simulated data in which the three-and two-branch lengths varied from an expected 2% difference within a branch to an expected 74% difference within a branch, which resulted in a matrix of branch lengths in which the horizontal axis represents the three-branch length and the vertical axis represents the two-branch length ( fig. 2) . We simulated data sets at 2%, 4%, 6% . . . 74% expected differences within branches. This sampling scheme resulted in 37 two-branch lengths and 37 three-branch lengths for a total of 1,369 branch-length combinations. For each of these combinations, we simulated 100 data sets consisting of four sequences of 500 bp each. For each data set, we computed the maximum likelihood of each of the three unrooted topologies and the likelihood of the fig. 1 ) have equal length and vary from 2% expected difference within a branch to 74% expected difference within a branch. The horizontal axis represents the three-branch length, in which branches 1, 3, and 5 are equal and vary from 2% to 74% expected difference within a branch. This matrix applies to figs. 5-8. An approximate "two-branch corner" region is represented by the area above the dashed curve. In order to avoid confusion between models that were used for the simulation of sequences and models that were used in likelihood analyses, we will refer to the former as "simulation" models and the latter as "analysis" models.
where ti and p are the mean of gamma-distributed rate parameters a and p, and a represents both the shape and scale parameter of the gamma distribution (see Jin and Nei 1990) . In K2PT simulations, the ratio cl: 2p = 5.0. The parameter a was set to 0.5 so that the gamma distribution had mean 1.0 and variance 2.0. A shape parameter of 0.5 represents fairly extreme site-to-site rate variation (Jin and Nei 1990 ) but is consistent with estimates of the shape parameter from real data (Yang 1993; Wakeley 1993 ).
Data Simulation Simulation Models
We simulated data under three models of nucleotide substitution: the Jukes-Cantor (denoted JC) model (Jukes and Cantor 1969) , the Kimura two-parameter (denoted K2P) model (Kimura 1980) , and the K2P model with site-to-site rate variation (denoted K2PT) (table 1). A brief description of the models follows.
Under the K2P model, the probabilities of observing the two types of substitution events within a branch that has been undergoing transition substitutions at rate a and transversion substitutions at rate p over time t are
In this study we follow the precedent of Huelsenbeck and and define branch lengths as the probability of observing different bases at opposite ends of a branch, or Pr( trs) + Pr( trv) . A more standard definition of branch length is the expected number of substitutions within the branch. For the JC and K2P models, the expected number of substitutions is (k+ 1)2Pt. For the K2PT model, the expected number of substitutions is (01+2p) t (Jin and Nei 1990) . For any given branch length expressed as a probability, the expected number of substitutions per site can vary substantially among simulation models ( fig. 3 ).
The Simulation Algorithm
Given branch lengths measured as the expected difference within a branch, rate parameters a and p were 0.8 T
Pr(trs) =
where k = a/2fl represents the ratio of trs substitutions to trv substitutions. The total probability of a difference within a branch is Pr( trs) + Pr( trv). The JC model is derived from K2P by setting k = 0.5. For all K2P simulations, the ratio k was set to 5.0.
The K2PT simulation model includes site-to-site rate variation. Site-to-site variation was incorporated by introducing a gamma-distributed rate factor such that Pr( trs) and Pr( trv) are given by distribution of the number of successes, and a sample size of 100 data sets, the number of correctly chosen topologies falls within the range 23-42 with 95% probability. Thus, when the number of correct trees chosen falls between 23 and 42, the null hypothesis of no phylogenetic information cannot be rejected at a 5% significance level. The color scheme for figure 5 was chosen to reflect this important interval. Figures 7 and 8 (below) diagram the power of the LR test and follow the color scheme of figure 4B. For these power diagrams, it is of interest to evaluate deviation from a proportion of 0.05, because we are interested in knowing when the null hypothesis of branch length zero is rejected more often than expected at a 5% significance level. The lightest shade represents an approximate 95% confidence interval around a true proportion of 0.05 assuming the binomial distribution.
Results

Success in Choosing the Correct Topology
The F81 Analysis Model
We used the F8 1 model for the analysis of data sets generated under three simulation models. In effect, these simulation models represent conditions under which the assumptions of the analysis model are broken progressively. The F8 1 analysis model assumes no site-to-site rate variation and no substitution bias. These assumptions are met by the JC simulation model but are broken by both the K2P and K2PI' simulation models. In particular, K2P violates the trs : trv ratio assumption, and K2PT violates both the trs: trv ratio and the site-to-site assumptions. Figure 5 A gives the results of F8 1 analysis of JCsimulated data. Two points must be made concerning this matrix. First, likelihood finds the correct topology more than 95% of the time in a wide area of the matrix; this area encompasses most of the region where branches have lengths of less than = 60% expected difference. Second, there are no regions in the matrix in which the correct tree is chosen significantly less than one-third of the time. That is, in no case are the results misleading in systematically supporting the wrong topology. At worst, with sequence lengths of 500 bp and with data generated under the assumptions of the analysis model, the F8 1 model gives a random chance of choosing the correct topology.
The latter is not the case for F8 1 analysis of data generated under K2P and K2PT. In these analyses ( fig.  5 B, C) , there are regions of the matrix in which the correct tree is chosen significantly less than 33% of the time. The region in which success is significantly less than random corresponds primarily to the "two-branch corner," where the two-branch length is high and the threebranch length is low ( fig. 2 ). This region of poor performance is particularly marked in simulations incorporating site-to-site variation (fig. 5C ).
The F85 Analysis Model
The F85 model assumes no site-to-site variation but, as implemented here, assumes a trv: trs ratio of 2.0. As such, data generated under JC do not fit the assumptions of the F85 model; data generated under K2P better fit the assumptions of the F85 model (although the trv: trs ratio assumed in analysis differs from the trs: trv ratio used in simulation); and data generated under K2PT do not fit the assumptions of the F85 model. Figure 5 provides graphs of the success of the F85 analysis model in different simulation conditions. In all cases, there are large regions of the branch length matrix in which the F85 model chooses the correct topology 395% of the time. Analyses of JC-and K2P-generated data reveal little evidence of misleading branch-length combinations in which the correct topology is chosen significantly less than 33% of the time ( fig.. 5 D,E) , but analysis of K2Pr-generated data reveals a large region in which the wrong topology is chosen significantly less than 33% of the time ( fig. 5 F) .
Bias, Inconsistency, and the Two-Branch Corner
It is clear that neither analysis model performs well in the two-branch corner when the data contain site-tosite variation in substitution rates. This observation parallels the work of Kuhner and Felsenstein ( 1994) , who report that site-to-site variation in data caused ML (and all other examined methods) to become biased in producing a range of estimated trees that is not centered on the true tree. Our results are based on analysis of only 500 bp of nucleotide sequence, which suggests that bias in the two-branch corner could be a function of limited data and that the efficiency of choosing the correct tree could improve with more data. On the other hand, performance in this corner could be inconsistent in converging to the wrong answer with more data. We wished to determine whether performance in the two-branch corner improves with more sequence data.
In order to investigate the performance of the analysis models in the two-branch corner, we simulated data with a three-branch rate of 4% and a two-branch rate of 44% under the K2PT model. We varied sequence lengths from 100 bp to 2,500 bp in increments of 100 bp and assessed the number of times the correct topology was chosen out of 1,000 data sets. These analyses clearly indicated that the ML method is inconsistent in portions of the two-branch corner (data not shown). With both analysis models, the correct topology was chosen less than 10% of the time when sequence lengths were 100 bp in length. With increasing sequence lengths, the were simulated under the null hypothesis. These results these models in topology prediction, particularly unde clearly indicate that use of tabulated x: significance valmore realistic simulation conditions in which rate vari ues can result in very high Type I error when the data ation among sites is not identically and independenth violate explicit assumptions of the analysis model. distributed (i.i.d.).
Discussion
Second, all of our results depend upon the sequence
The Success of ML in Choosing the Correct Topology length (500 bp) used in analysis. In the absence of site
We assessed the success of the ML method to reto-site rate variation, the success of ML with the F8:
construct the correct topology under varying simulation and F8 1 models is expected to improve with longer se and analysis conditions. This study was undertaken priquences for most branch-length combinations.
For ex marily to investigate the performance of ML, but it also ample, with unlimited sequence data figure 5A shoulc permits comparison of the ML method to other methods become almost completely black since the ML methoc in the four-taxon case (Huelsenbeck and Hillis 1993 (Lake 1987) appear to be unbiased throughout more than 200 mya, the longest estimated branches wen the branch-length matrix. However, the invariant about 17% in length (L. A. Lewis, personal communi, method suffers from poor efficiency in choosing the corcation). We should also note that maximization of thf rect topology (Huelsenbeck and Hillis 1993) . It must likelihood function can be difficult when branch length! also be mentioned that Huelsenbeck and Hillis's ( 1993) are as long as those used in this study. For example, witk analysis of the neighbor-joining method has come under branch lengths 270%, the likelihood curve of the thref some criticism and probably underestimates the effitopologies becomes very flat so that finding the absolute ciency of the neighbor-joining method to reconstruct maximurr, cr':he three topologies can be time-consum.
the correct topology (M. Nei, personal communication). ing. We arbitrarily limited the number of Newton.
We must make some comments about our analysis Raphson cycles to minimize computer time. This ar.
and simulation conditions. First, any of a number of bitrary cutoff did not affect maximizations at mosi substitution models could have been employed in the branch-length combinations, but it may contribute tc likelihood framework. We chose the F8 1 and F85 models the apparently better success of the F8 1 model wher primarily because they have been used extensively in branch lengths are long ( fig. 6 B,C) .
likelihood analysis (both have been incorporated in the It is of interest to compare the success of the twc DNAml program of PHYLIP and/or fastDNAm1). analysis models. As might be expected, the model thal However, a number of new models have also been pubmore closely fit the simulation conditions had bettel lished. These include models appropriate for the study success in regions with long branch lengths. For example. of coding sequences (Muse and Gaut 1994; Goldman F8 1 outperformed F85 in portions of the branch-length and Yang 1994) and models appropriate for the analysis matrix when the simulation model was JC. On the other of data with site-to-site variation (Yang 1993; hand, F85 had more success than F8 1 for some branchal. 1994) . Models that account for site-to-site variation length combinations when data were simulated with a incorporate gamma-rate heterogeneity into the analysis. trs:trv bias. Remarkably, there were no detectable difIt would be interesting to evaluate the performance of ferences between analysis models over most branch-length combinations. The lack of detectable difference between analysis models is exacerbated by two factors: ( 1) the relatively small number of replicates ( 100) per branch-length combination limits the statistical power with which to distinguish differences in performance between models, and (2) the implementation of the F85 model with a set trs: trv ratio of 2.0 limits the performance of the model. (For example, if the trs: trv ratio were estimated with the F85 model, the model would better fit K2P and K2PT data, and thus one would expect more differences in performance between the F8 1 and F85 models under these simulation conditions.) Nonetheless, comparison of analysis models suggests that the models perform similarly in the four-taxon case for most branch-length combinations and particularly when branch-length combinations do not exceed 20%. This result supports other studies that claim the ML method of topology reconstruction is relatively robust to model assumptions ( Fukami-Kobayashi and Tateno 199 1; Kuhner and Felsenstein 1994; Yang et al. 1994 ). It appears that the relative advantage of using the F85 analysis model instead of the F8 1 analysis model decreases with K2PT versus K2P data, despite the fact that the trs: trv bias remains unchanged. This observation may reflect the confounding effects of site-to-site variation and trs : trv bias. Wakeley ( 1994) has examined the effect of this relationship on the estimation of the ratio of trs: trv substitutions and found that the presence of site-to-site variation can lead to substantial underestimation of the trs: trv ratio. The confounding of these two effects may explain, in part, differences in figure 5B and C, in which it appears the relative advantage of the F85 model decreases in the presence of site-to-site variation.
Properties of the Likelihood Ratio Test
The behavior of the LR test varies substantially with simulation parameters. As noted in Tateno et al. ( 1994) , the test behaves relatively well when the analysis model coincides with the simulation model. With F8 1 analysis of JC data, the LR test is generally conservative under the null hypothesis relative to the XT distribution, is unambiguous in usually supporting only the true topology, and appears to have reasonably good statistical power over much of the branch-length matrix. However, the LR test behaves less well when the analysis model does not fit the simulation model. With F8 1 analysis of K2PT data, LR statistics show high levels of ambiguity in supporting multiple topologies throughout the branchlength matrix, do not generally follow a XT distribution under the null, and often have a distribution under the null with a longer tail than the XT distribution (leading to high Type I error when it is assumed LR statistics are x? distributed under the null). These observations are dependent on sequence lengths of 500 bp, and thus we cannot comment on the asymptotic properties of the LR test. However, when the analysis model does not account for site-to-site variation, it appears the test will not be well behaved with complex data of reasonable length.
The poor properties of the LR test coincide closely both with the findings of Tateno et al. ( 1994) and the observations of Yang et al. ( 1994) . Yang et al. ( 1994) examined the fit of a number of analysis models to mitochondrial DNA data. They concluded that the most complex model they examined, a modified version of the model of Hasegawa et al. ( 1985) (denoted HKY85I'), fit the data significantly better than more simple analysis models. However, ML analysis of the data revealed an interesting pattern: all the analysis models supported the same topology, but the more simple analysis models produced higher LR statistics in support of the topology. Yang et al. ( 1994) suggested both that high LR statistics were an artifact of the poor fit of simple models to the data and that the low LR statistic produced with the HKY85r model likely reflected reasonable uncertainty in the choice of the true topology. Our work supports this contention: when the analysis model does not fit the simulation model, the LR test behaves poorly and can be misleading in producing artifactual support for a topology.
There has been considerable emphasis recently on the fit of substitution models to real data (Goldman 1993; Yang et al. 1994) . However, one must question the importance of this factor for topology prediction since simple models appear to be robust predictors of topology over much of the branch-length matrix. For example, Yang et al.'s ( 1994) analysis of mitochondrial DNA clearly leads to the rejection of simple models in favor of more complex models, yet all the models choose the same tree topology. Clearly it is desirable to have more realistic models to avoid bias and inconsistency in topology prediction, but it is also clear that the relationship between the fit of the model to the data and the ability of the model to correctly predict topology is not straightforward.
This issue deserves greater attention, particularly with more taxa and more realistic simulation conditions in which rate variation among sites is not i.i.d.
lowships GM 15528 to B.S.G. and GM 154 16 to P.O.L. and by NIH grant 45344 to North Carolina State University.
LITERATURE CITED
Introduction
We propose a simple method for inferring the phylogenetic relationships among four monophyletic groups of species by comparing all three alternative phylogenetic hypotheses. In this method, the minimum-evolution tree (Rzhetsky and Nei 1992) can be chosen without knowing the branching pattern of species within each of the four clusters. This is particularly useful for determining the branching pattern of a deep phylogeny using a large number of species. Using the four-cluster analysis, we reexamined the relationships of a group of extinct ratite birds to extant ratite species (Cooper et al. 1992) .
Method
Rzhetsky and Nei ( 1993 ) recently showed that the expectation of the sum (S) of branch-length estimates is smallest for the true tree when the branch lengths are estimated by the ordinary least-squares method. Let A, B, C, and D be the four monophyletic groups (clusters) and suppose that A, B, C, and D contain &, nB, nc, and nn species, respectively. In this case, one of the three possible trees for the four clusters (see fig. 1 ) must be the correct one, and the expected value of S for this tree should be smallest. That is, if Si, Sii, and SIlr are the sums of branch lengths for trees I, II,. and III in figure  1 , we need to compute Si -Sri, Si -SIII, and Sii -SIII, and test whether one of the S values is significantly smaller than the other two. Using equation (2) in Rzhetsky and Nei ( 1993 ) to compute the sums of branch Key words: Four-cluster analysis, phylogenetic inference, minimum evolution tree, ratites.
Address for correspondence and reprints: Andrey Rzhetsky, Institute of Molecular Evolutionary Genetics, Pennsylvania State University, 328 Mueller Laboratory, University Park, Pennsylvania 16802. ("i E A " stands for "species i belongs to group A "), where a, P, and y are computed by equations (3), (4 ), and ( 5 ), respectively. 
