Abstract: The Mesh Adaptive Direct Search (MADS) class of algorithms is designed for nonsmooth optimization, where the objective function and constraints are typically computed by launching a time-consuming computer simulation. Each iteration of a MADS algorithm attempts to improve the current best-known solution by launching the simulation at a finite number of trial points. Common implementations of MADS generate 2n trial points at each iteration, where n is the number of variables in the optimization problem. The objective of the present work is to reduce that number. We present an algorithmic framework that reduces the number of simulations to exactly n + 1, without impacting the theoretical guarantees from the convergence analysis. Numerical experiments are conducted for several different contexts; the results suggest that these strategies allow the new algorithms to reach a better solution with fewer function evaluations.
Introduction
Many optimization problems may be formulated as
where f is a single-valued objective function, and Ω is the set of feasible solutions in R n . The Mesh Adaptive Direct Search (MADS) class of algorithms [6] is designed for situations where f and the inequality constraints used to define the set Ω are not known analytically but are instead the result of a computer simulation. MADS belongs to the family of directsearch methods, which work directly with the function values returned by the simulation without information about the properties of the problem. There are no assumptions about the continuity or differentiability of the functions. The recent book [14] discusses the general context of derivative-free optimization.
In the 1990s, Torczon proposed the Generalized Pattern Search (GPS) class of algorithms [33] for derivative-free unconstrained optimization. This class includes algorithms such as Coordinate Search (CS), evolutionary operation [11] , the original pattern search algorithm [25] , and the multidirectional search algorithm [19] . These are iterative methods where each iteration attempts to improve the current best solution, called the incumbent, by launching the simulation at a finite number of trial points. The term pattern search [25] refers to the pattern made by the directions used from the incumbent to construct the set of trial points. Lewis and Torczon [28] propose the use of positive bases [18] to construct the patterns. Positive bases are not bases but minimal sets of directions whose nonnegative linear combinations span R n . The nonsmooth convergence analysis [5] of GPS shows that the method produces a limit point that satisfies some necessary optimality conditions, and that these conditions are closely tied to the finitely many positive basis directions used to construct the patterns. The Mesh Adaptive Direct Search (MADS) algorithm in [6] has a flexible mechanism allowing stronger convergence results. In particular, they show for unconstrained optimization that if f is Lipschitz near an accumulation point, then the Clarke generalized directional derivatives [12] are nonnegative for every direction in R n .
The constraints defining Ω are treated in [6] by the extreme barrier, which simply involves applying the MADS algorithm to the unconstrained minimization of f Ω : R n → R, which takes the value f Ω (x) := f (x) when x belongs to Ω and f Ω (x) := +∞ otherwise. With this approach, infeasible trial points are immediately rejected from consideration. More recently, the progressive barrier was proposed [7] to treat the constraints. It uses a nonnegative function h : R n → R that aggregates the constraint violations [20] and equals zero only at feasible points. The progressive barrier places a maximal threshold on h that is progressively reduced, and trial points whose constraint violation value exceeds the threshold are rejected from consideration.
The main element that distinguishes the CS, GPS, and MADS algorithms is the way in which the space of variables is explored around the incumbent solution. In CS, trial points are generated using the 2n positive and negative coordinate directions. In [28] and [6] , positive bases are used to generate n + 1 or 2n trial points for GPS and MADS. In some situations, numerical experiments show that it is better to reduce the number of evaluations at every iteration from 2n to n + 1 [3, 22, 32] . The numerical results of Section 6 confirm this observation of some other test set.
The objective of the present paper is to improve the efficiency of MADS algorithms by reducing the maximal number of trial points at each iteration without impacting the quality of the solution. We devise various strategies, embedded in a generic algorithmic framework, that order the trial points in such a way that the promising points are evaluated first, and the unpromising points are discarded and replaced by a single point. A crucial element is that the proposed methods retain the hierarchical nonsmooth convergence analysis. A different approach is proposed in [1] in a context where the signs of some directional derivatives of the objective exist and are known: the set of directions is reduced to a single promising direction.
This paper is organized as follows. Section 2 gives a general overview of the MADS class of algorithms, with an emphasis on the rules that govern how the trial points are generated. Section 3 describes a first framework for the reduction of the number of trial points at a given iteration and proposes a concrete implementation to reduce the 2n ORTHOMADS [2] directions to exactly n + 1. A second and more elaborate framework is then presented in Section 4, applicable to any MADS instance. This second framework uses models of the optimization problem to reduce the number of directions. Section 5 shows that the proposed frameworks constitute valid MADS instantiations, and it gives a simple algorithmic rule ensuring that the strongest convergence results of MADS hold. Finally, Section 6 illustrates the performance of the various strategies on a set of academic problems from the derivative-free optimization literature and on an engineering blackbox simulator.
The MADS class of algorithms
The content of this section is mainly extracted from [6] where the MADS class of algorithms is introduced.
A brief summary of MADS
MADS is a generic class of algorithms and to date two practical implementations exist. LT-MADS was defined in the original MADS article [6] . It is based on random lower triangular matrices, hence the name LT. A more recent implementation, ORTHOMADS, was introduced in [2] and possesses many advantages over LTMADS: it is deterministic and uses sets of directions with a better spread, and its convergence theory is not based on a probabilistic argument as in LTMADS. In addition, numerical tests suggest that ORTHOMADS is superior to LTMADS on most problems [9] .
At each iteration of these methods, we generate and compare a finite number of trial points. Each of these trial points lies on a conceptual mesh, constructed from a finite set of n D directions D ⊂ R n scaled by a mesh size parameter ∆ m k ∈ R n + . The subscript k denotes the iteration number. The superscript m is a label referring to the mesh and is used to distinguish it from ∆ p k , the poll size parameter to be introduced later. For convenience, the set D is also viewed as a real n×n D matrix. The mesh is defined as follows, and it is central to the practical applications and the theoretical analysis of MADS.
Definition 2.1 At iteration k, the current mesh is defined to be the following union:
where V k is the set of points where the objective function has been evaluated by the start of iteration k, and ∆ m k > 0 is the mesh size parameter that dictates the coarseness of the mesh.
In the above definition the mesh is defined to be the union of sets over the cache V k . Defining the mesh in this way ensures that all previously visited points trivially belong to the mesh, and that new trial points can be selected around any of them using the directions in D.
To verify that a trial point x + ∆ m k Dz belongs to the mesh, it suffices to check that x belongs to the cache V k and that z is an integer vector.
In addition to being a finite set of R n , the set D must satisfy two requirements:
• D must be a positive spanning set, i.e., nonnegative linear combinations of its elements must span R n ;
• Each direction d j ∈ D, for j ∈ {1, 2, . . . , n D }, must be the product Gz j of some fixed nonsingular generating matrix G ∈ R n×n by an integer vector z j ∈ Z n .
In the LTMADS and ORTHOMADS instantiations of MADS, this set is simply defined as D = [I − I], the 2n positive and negative standard coordinate directions.
In the situation where the union of all trial points over all iterations belongs to a bounded subset of R n , MADS produces a limit pointx that satisfies some optimality conditions that depend on the degree of smoothness of the objective and constraints nearx. These optimality conditions are also tied to the directions used to generate new trial points.
Each iteration of a MADS algorithm is divided into two steps. Both of them generate a list of tentative points that lie on the mesh M k at which the functions defining problem (1) are evaluated. The first step, the search, requires only that finitely many mesh points are evaluated. This allows users to exploit knowledge of the problem in order to propose new candidates. The second step, the poll, performs a local exploration near the current incumbent solution. An iteration is called successful when either the search or the poll generates a trial point that is better than the previous best point. Otherwise, no better solution is found and the iteration is said to be unsuccessful.
In addition to the set of mesh directions D, there are a few other parameters that are fixed throughout the algorithm. A rational number τ > 1 and two integers w − ≤ 0 and w + ≥ 0 define how the mesh size parameter is updated. When an iteration succeeds in generating a new incumbent solution, the mesh size parameter is allowed to increase as follows:
where w k ∈ {0, 1, . . . , w + }; otherwise w k ∈ {w − , w − + 1, . . . , −1}. In ORTHOMADS the general rule is to multiply the mesh size parameter by four on successful iterations and to divide it by four otherwise. A detailed analysis of the rules imposed on τ and D can be found in [4] .
The polling directions
The MADS class of algorithms introduces the poll size parameter ∆ p k to indicate the distance from the trial points generated by the poll step to the current incumbent solution x k . In GPS there is a single parameter called ∆ k that represents both the poll size parameter ∆ p k and the mesh size parameter ∆ m k used in the definition of the mesh M k :
Decoupling the mesh-and poll size parameters allows MADS to explore the space of variables using a richer set of directions. In fact, the GPS poll directions are confined to a fixed finite subset of D, but in MADS these normalized directions can be asymptotically dense in the unit sphere as the number of iterations k goes to infinity. The strategy for updating ∆ defines the region in which the tentative poll points will lie. The set of trial points considered during the poll step is called the poll set, and it is constructed using the current incumbent solution x k and the parameters ∆ m k and ∆ p k to obtain a positive spanning set of directions denoted by D k . Definition 2.2 At iteration k, the MADS poll set is:
where D k is a positive spanning set of n D k directions such that 0 / ∈ D k and for each d ∈ D k :
• d can be written as a nonnegative integer combination of the directions in D:
for some vector u ∈ N n D k that may depend on the iteration number k;
• The distance from the frame center x k to a frame point x k + ∆ m k d ∈ P k is bounded by a constant times the poll size parameter:
• The limits (as defined in Coope and Price [15] ) of the normalized sets D k are positive spanning sets.
The third condition of Definition 2.2 plays an important role in the framework presented in the next section. The condition requires that the limits of D k are positive spanning sets. This requirement precludes positive bases such as
that collapse to a set that is not a positive basis or even a basis as k goes to infinity. In our framework, we will have to ensure that after we manipulate the set of directions D k , the resulting set still satisfies the conditions of Definition 2.2. We can ensure that the third condition is satisfied by verifying that the limit of the cosine measure [26] exceeds a threshold κ min > 0 for every k:
3 A basic framework to reduce the size of the poll set
The first part of this section presents the first simple generic framework for the reduction of the size of the poll set to n + 1 points. We then give a practical implementation based on the ORTHOMADS polling strategy. The following notation is used throughout the paper: the original MADS elements prior to the application of the reduction strategy are tagged by the superscript o. After we manipulate these elements and form the transformed poll set, the final elements are free of superscripts and are exactly as in Definition 2.2. Intermediate sets, containing a reduced set of directions or points are tagged by the superscript r.
High-level presentation of the basic framework
In both the GPS and MADS classes of algorithms, we use the concept of positive spanning sets iteratively: each poll step starts from the current best point x k , the incumbent solution, and attempts to identify a better point by exploring near x k using a positive spanning set of directions. We now propose a way to reduce, in some situations, the size of the poll set.
Let D o k denote the finite set of directions in R n generated at the start of a poll step. These directions together with the mesh ∆ m k and poll ∆ p k size parameters are used to construct the tentative poll set
The way in which the directions are generated and the way in which the mesh size parameter evolves depends on the specific class of algorithm considered. In the next subsection for example, D o k consists of the 2n directions composed of the positive and negative elements of the basis produced by ORTHOMADS. In Section 4, D o k is more general. The trial points of P o k can be evaluated sequentially or in parallel. Either way, this polling procedure can either be conducted until all points of P o k are processed or terminated as soon as a trial point t ∈ P o k is shown to be better than x k . In the latter situation, iteration k is terminated, and iteration k + 1 is initiated with the new incumbent solution x k+1 = t. The strategy of interrupting the poll as soon as a better trial point is identified is known as the opportunistic strategy. When that strategy is used, the poll points are first sorted according to some criteria so that the most promising ones are considered first [27] . When no point of P o k is better than x k , x k+1 is simply set to x k and the point x k is called a minimal poll center.
Notice that the opportunistic strategy has no effect on the algorithm at minimal poll centers, since the entire poll set must be evaluated. We propose a generic strategy to reduce the size of the poll set, thereby reducing the computational cost of detecting a minimal poll center. Figure 1 gives a simple algorithm for this.
The first step takes as input the original positive spanning set D o k generated by a valid MADS instance and extracts from it a basis D r k . Such a basis necessarily exists and may be found easily by inspecting the column rank of the submatrices.
Then, an additional direction d k is added to the reduced set of directions D r k so that D k = D r k ∪ {d k } forms a minimal positive basis and x k + ∆ m k d k belongs to the mesh. This may be done by simply setting d k to be the negative sum of the directions in D r k .
Basic framework: Poll set reduction at iteration k
Figure 1: First framework to reduce the poll set from P o k to P k .
Finally, the resulting poll set P k with n + 1 points is processed by the poll step, and the simulation is launched opportunistically on its members.
ORTHOMADS with n + 1 directions
This section describes a simple instance of the framework described above. It reduces the number of ORTHOMADS poll directions [2] from 2n to exactly n + 1.
ORTHOMADS generates exactly 2n trial poll points in P o k that need to be processed in order to declare x k a minimal poll center. They are generated along the maximal positive basis
is an orthogonal basis with integer coefficients. The simplest way to construct D r k is to set it equal to H k . However, this strategy does not take into account the history prior to iteration k. We propose exploiting the knowledge of the previous directions that led to a successful iteration. Suppose that we are at iteration k > 0 with incumbent solution x k , and that the previous distinct incumbent solution was x with < k. is the index of the last successful iteration. Consider the nonzero direction w k ∈ R n , called the target direction, obtained by taking the difference between x k and x . In other words, w k := x k − x is the last direction that generated a successful iteration. The rationale is that the success of direction w k makes it a promising direction for the next iteration.
Given the nonzero vector w k ∈ R n , the basis D r k is constructed as follows. For every d ∈ H k , the direction d is added to D k when d and w k are in the same half-space, and −d is added to D k otherwise. This is easily done by adding d when d T w k ≥ 0 and −d when d T w k < 0. This construction ensures that D r k is an orthogonal basis with integer coefficients, since it contains exactly one element of each pair {d, −d} where d is a column of the orthogonal basis with integer coefficients H k .
The construction of the minimal positive basis D k is done by adding the negative sum of the directions of the basis D r k ,
and the set D k = D r k ∪ {d k }. Figure 2 illustrates the framework on an example in R 2 . The plot on the left shows the four points of the original poll set P o k , together with the target direction w k . The poll directions are pruned so that D r k contains only the two directions in the same half-space as w k . The plot on the right shows the three points of the reduced poll set P k . In this two-dimensional example, the strategy reduces the number of poll points from four to three, including two in the half-space defined by w k .
To conclude this section we introduce notation to describe this basic framework within the more general framework of the next section. The basic framework used for pruning D o k into D r k is from now on identified by MADS(suc,neg). The keyword suc refers to the successful direction, and neg indicates that the completion to a minimal positive basis is done by taking the negative sum. Three additional combinations of strategies are described in the next section.
A general framework to reduce the size of the poll set
The strategy described in the previous section has the advantage of being relatively simple to implement. It suffices to remember the last successful direction w k and to complete a minimal positive basis by taking the negative sum of the directions. We now generalize this framework using information from quadratic models of the functions defining the problem, developing three other combinations of strategies. This leads to a total of four different implementations denoted by MADS(r,c) where r ∈ {suc, mod} refers to the reduction of the poll set P o k into P r k and c ∈ {neg, opt} refers to the completion into a positive spanning set.
High-level presentation of the general framework
To generalize the basic framework, we need to describe a few steps more precisely. Let The framework first identifies a reduced poll set P r
is a basis extracted from the columns of D o k and then constructs an additional poll point
A difference with the previous framework is that we must launch the simulation at the poll points in P r k before constructing d k , because the information gathered from these evaluations will be used in the construction. Figure 3 gives the algorithm for the modified poll step.
Advanced framework: Poll at iteration k
Figure 3: Description of the modified poll of the advanced framework.
Strategies to construct the reduced poll set P r k
In Section 3.2, the reduced poll set is constructed by setting D r k to n directions generated by ORTHOMADS in the same half-space as the last direction of success w k . When D o k is not generated by ORTHOMADS, D r k is constructed by sorting the directions of D o k by increasing values of the angle made with w k and then iteratively adding the linearly independent directions to D k until a basis is formed.
When a model of the optimization problem is available, we use a second strategy to construct the reduced poll set. The model might be a surrogate, i.e., a simulation that shares some similarities with the true optimization problem but is cheaper to evaluate [10] . Alternatively, it may be composed of quadratic approximations of the objective and constraints, as presented in [13] or in [17] in the unconstrained case. Regardless of the type of model, the second strategy consists of ordering the directions of D o k according to the model values at the tentative poll points in P o k . We then sort the feasible points by their objective function values. To handle the infeasible points, we use the constraint aggregation function [21] in conjunction with the progressive barrier [7] . Using these tools, we order the directions of D o k as proposed in [13] . Finally, we iteratively add to D k the linearly independent directions of D o k until a basis is formed. The models used in the numerical tests of Section 6 are quadratic models.
In the numerical experiments, these two strategies will be tagged with the labels suc and mod, which stand for ordering by the angle made with the last successful direction or by the model values, respectively. Notice that both strategies can be applied for both the unconstrained case and the constrained case.
Completion to a positive basis
Having constructed the reduced poll set, we evaluate the blackbox functions defining problem (1) at the trial points in P r
and the new poll candidate must belong to the mesh:
k ∪ {d k } forms a positive spanning set for all values of k, the limit in the sense of [15] might collapse to a nonpositive spanning set, as illustrated by the example at the end of Section 2.2. To address this potential problem, we introduce a minimal threshold 0 < ε < 1, a scalar fixed throughout the algorithm, and we require the added direction d k to satisfy
where ε < α i ≤ 1 for i = 1, 2, . . . , n. Notice that under these conditions, the requirements of Eq. (3) are satisfied. Notice also that Eq. (4) is consistent with Eq. (2) where d k is simply the negative sum of the directions.
The solution of a model or surrogate of the optimization problem restricted to the region
is needed to generate a trial point y k ∈ C ε . We describe in the next subsection a way to perform this suboptimization using quadratic models. Finally, it is unlikely that the resulting candidate y k belongs to the mesh. The last step consists of rounding y k to some point x k + ∆ m k d k on the mesh M k . In the LTMADS or OR-THOMADS framework, where the mesh is constructed from the positive and negative coordinate directions, it suffices to set the jth coordinate of d k to 
Completion using quadratic models
This section gives the technical details of the construction of the candidate y k ∈ C ε generated by considering quadratic models of the objective and constraints.
We build one quadratic model for the objective function and one for each constraint. More precisely, the feasible region Ω defined in (1) is described as the following set of inequality constraints:
with J = {1, 2, . . . , n J } and c j : R n → R ∪ {∞}, j ∈ J. The infinity value is used for trial points where at least one function failed to evaluate in practice, due to some hidden constraint embedded in the simulator associated with this function. First, we collect data points where the function values are available and finite. These points form the data set Y ⊂ R n and are taken within a neighborhood of the poll center:
where the parameter ρ ≥ 2 is called the radius factor and is typically set to 2 as in [13] . The constraint ρ ≥ 2 ensures that the recently evaluated poll points of P r k belong to Y . Furthermore, this choice of ρ also ensures that the previously visited trial points in the region C ε are contained in Y . Note that cache points from previous iterations may also be found in Y , which enriches the models.
Consider the nonsingular linear transformation T : R n → R n that maps the region C ε to the unit hypercube [0, 1] n , as illustrated in Fig. 4 . The motivation for this transformation is to replace linear constraints by simple bounds to construct the model optimization problem (5). For y ∈ R n and λ ∈ R n the expressions for T (y) and its inverse T −1 (λ) are:
and
Indeed, it can readily be verified that
The shaded area on the left of Fig. 4 represents the set C ε , and the open circle represents the candidate y k .
The next step consists of building the n J + 1 models by considering the scaled points of [0, 1] n . Depending on the size n Y of the data set Y , there are two possible strategies. First, if n Y < (n+1)(n+2)/2, which is more likely to happen, we consider minimum Frobenius norm models; otherwise we use least-squares regression. See [13] for the computational details.
Let m f be the model constructed from f and m g j the model associated with g j for all j ∈ J. We expect these models to be good representations of the original functions in the 
The T transformation applied to C ε gives the unit hypercube.
zone of interest:
In Fig. 4 , the shaded region represents C ε . The solid outline on the left represents the region in which y − x k ≤ ρ∆ p k with a value of ρ = 2. The eight points of Y represented by bullets are used to construct the models. The right part of the figure represents the hypercube on which the following quadratic model is minimized:
Any method, heuristic or otherwise, can be applied to solve Problem (5) since the convergence of the framework does not rely on the quality of this optimization. However, in practice better solutions should improve the overall quality of the method. Currently, and similarly to [13] , we use the MADS algorithm for the sake of simplicity. Future work will include the replacement of MADS by a dedicated bound-constrained quadratic solver. The point obtained when solving Problem (5) is denoted λ k ∈ [0, 1] n and can be feasible or infeasible with respect to the model constraints. Regardless of feasibility, the solution is transformed into the original space via the inverse transformation: set y k = T −1 (λ k ) ∈ C ε .
Convergence analysis of the general framework
We now show that the general framework is a valid MADS instance. The analysis does not depend on the order in which the poll points are evaluated, and it therefore holds for the basic framework of Section 3. Next, we give a detailed example in which the set of normalized refined directions does not grow asymptotically dense in the unit sphere. To circumvent this undesirable behavior, we add a rule to decide whether or not the polling reduction should be applied.
A valid MADS instance
To show that the general framework produces a valid MADS instance, we must prove that the conditions of Definition 2.2 are satisfied. To achieve this, we must redefine the set D of directions used to construct the polling directions to take into account the fact that the direction d k produced by Eq. (4) lies in the cone generated by the negative of
Let D o be the original set used to construct the set D o k at every iteration, and consider the direction with the largest norm:
as the new finite set of directions. The addition of −D o ensures that the added direction d k from Eq. (4) belongs to the cone of negative directions. It also ensures that the strategy that rounds y k generates a mesh point successfully, because C ε contains at least one mesh point, 
k and D k satisfy the conditions in the statement. To show that D k is a positive spanning set, we let v be a nonzero vector in R n such that v T d i ≤ 0 for i = 1, 2, . . . , n. Then, since D r k is a basis and
and consequently v is in the same half-space as d k . Since D k contains exactly n elements, it follows that it is a minimal positive basis [18] .
The cosine measure is invariant with respect to the length of the vectors, since the vectors are normalized, so let us introduce λ = 
There exists an optimal solution (t, v) such that n of the inequality constraints are satisfied at equality and t = κ(D k ∪ {d k }). Two cases must be considered:
Case 2. Otherwise, renaming the indices if necessary,
By the definition of λ and Eq. (4), we have
Observe that v T (−δ n ) ≥ 0, since otherwise all directions of the positive basis D r k ∪ {d k } would lie in the same half-space, which is impossible. Reordering the terms, dividing by n, and using the fact that α n ≥ ε yields κ( 
The following theorem ensures that this strategy yields a valid MADS instance by showing that the conditions of Definition 2.2 are satisfied. 
since α i ≤ 1 and d max is the direction of D with the largest norm. This shows that the second condition of the definition is satisfied.
The previous lemma showed that D k is a minimal positive basis and that its cosine measure is bounded below by the strictly positive value ε n κ min . This ensures that the third condition of the definition is satisfied.
All the conditions of Definition 2.2 are satisfied, and therefore this strategy defines a valid instance of MADS.
An example that does not cover all directions
Satisfying the requirements of Definition 2.2 is not sufficient to ensure that the set of normalized polling directions grows asymptotically dense in the unit sphere. Indeed, the Coordinate Search and GPS are both instantiations of MADS, but the set of polling directions is limited to a fixed finite number.
We now give an example for which reducing the size of the poll set at every iteration does not produce a dense set of directions. In the next subsection, we propose a slight modification of the method that guarantees density in the unit sphere. The following example illustrates this issue. In this example, even if the sets of normalized directions of D o k generated by a valid MADS instance grow asymptotically dense in the unit sphere, the normalized sets of polling directions D k = D r k ∪ {d k } are never generated in the full-dimensional cone {v ∈ R 2 : v 1 < 0, |v 2 | > |v 1 |}.
Asymptotically dense normalized polling directions
The previous example shows that the poll reduction strategy cannot be systematically applied at every iteration. A similar difficulty was encountered n the development of the OR-THOMADS 2n algorithm (see the management of the index t k in Section 3.4 of [2] ). The situation was handled by making different algorithmic decisions based on whether or not the current poll size parameter is the smallest so far, i.e., if ∆ p k ≤ ∆ p j for every integer j ≤ k. The same treatment is applied to the present context.
To formalize the presentation, we give the definition of a refining direction for a MADS algorithm.
Definition 5.4 (from [6] ) A subsequence of the MADS iterates consisting of minimal frame centers (i.e., unsuccessful iterations) {x k } k∈K for some subset of indices K is said to be a refining subsequence if {∆ p k } k∈K converges to zero. Letx be the limit of a convergent refining subsequence. If the limit lim k∈L
exists for some subset L ⊆ K with poll direction d k ∈ D k , and if x k + ∆ m k d k ∈ Ω for infinitely many k ∈ L, then this limit is said to be a refining direction forx.
Theorem 5.5 Suppose that the strategy for generating the set of original polling directions {D o k } ∞ k=0 is rich enough that the set of normalized refining directions grows asymptotically dense in the unit sphere. At iteration k, define the poll set:
Then the set of refining directions with D k grows asymptotically dense in the unit sphere.
Proof. Consider the subset of indices of unsuccessful iterations
This subset is infinite because lim inf k ∆ m k = 0 for any valid MADS instance. The mesh size is reduced only at unsuccessful iterations, and therefore there exists a refining subsequence with indices in U. However, the construction of the poll set is such that at all iterations in U, the set of poll directions is D k = D o k . Therefore, the normalized directions are constructed with elements of D o k , which grow dense by assumption. The previous result ensures that the proposed method inherits the convergence results of MADS. More precisely, letx be a feasible limit of a refining subsequence generated by an ORTHOMADS instantiation that reduces to n + 1 polling directions, as prescribed by the previous theorem. Then, the analyses of [6, 7] ensure that the Clarke directional derivatives are nonnegative for every direction in the Clarke tangent cone, provided f is Lipschitz nearx and the hypertangent cone atx is not empty. For directionally Lipschitz functions, the Rockafellar generalized directional derivatives are nonnegative along the refining directions [34] .
Numerical results
The numerical tests are conducted using the NOMAD [27] software publicly available at http://www.gerad.ca/nomad. The tests compare the performance of the new frameworks with the default version. All tests are conducted with the ORTHOMADS strategy: the original set of directions D o k at iteration k is the orthogonal maximal positive basis introduced in [2] . In our implementation, the default value of the parameter ε from Section 4.3 is 1%.
The default version of the algorithm is denoted MADS 2n, and the basic framework presented in Section 3.2 is denoted MADS(suc,neg) where suc stands for a successful direction as the target direction, and neg for the sum of negative directions for the positive basis completion.
The combination of strategies where P r k is obtained not by considering the target direction but by ordering the model values is denoted MADS(mod,neg). The keyword mod stands for model. The remaining two combinations are where the completion to a positive basis is done by optimizing a model as discussed in Sections 4.3 and 4.4. They are denoted MADS(suc,opt) and MADS(mod,opt), where opt stands for the optimization of a model. The different labels for reducing the size of the poll set are listed in Table 1 .
Construction of the pruned poll set suc w k is the last direction leading to a successful iteration mod P r k is composed of the poll points with the best model values Positive basis completion neg d k is the negative sum of the basis directions opt x k + ∆ m k d k is obtained by optimizing the model over C ε Table 1 : Label descriptions for reducing the poll set.
In the numerical tests, the models are always quadratic, and to make the comparisons more reliable, we have deactivated the model searches described in [13] .
Test problems from the derivative-free optimization literature
We test two series of problems from the derivative-free optimization literature. The algorithms are compared using data profiles as described in [31] . Data profiles are used to display the fraction of problems solved for a given tolerance depending on the progression of the algorithm. Here, the relative tolerance for matching the best known solution is fixed at 10 −3 , and the progression is represented by the equivalent number of simplex gradient evaluations, i.e., the number of groups of (n + 1) calls to the simulation.
The first set contains 159 analytical problems as described in [31] . The number of variables ranges from 2 to 12, and the problems have no constraints except for bounds on the variables in some cases. The noisy problems with nondeterministic characteristics from [31] are not considered to ensure the repeatability of the tests. In Fig. 6 , the data profiles for the four strategies become more distinct as the number of function evaluations grows larger than 100 × (n + 1) evaluations. A first observation is that the MADS 2n strategy is outperformed by all four strategies that reduce the size of the poll set. A second observation is that the best two strategies are those using the optimization of the quadratic model to complete the positive basis MADS(·,opt). Finally, the data profiles reveal that the MADS(suc,·) and MADS(mod,·) strategies have similar performance. The second set contains 32 problems studied in [2, 13] with at most 12 variables. Of the 32 problems 7 are constrained and 15 are nonsmooth (see the description in Table 2 ). Figure 7 shows the data profiles obtained for the different strategies. Again, the two best strategies are those that optimize a quadratic model to complete the positive basis MADS(·,opt). In the presence of constraints, MADS(mod,·) is more efficient than MADS(suc,·). A possible explanation for this behavior is that in contrast to the quadratic models, the direction of success does not systematically account for the constraints, and the set P r k is more likely to contain points outside the feasible region. Table 2 : Description of the set of 32 analytical problems. Those for which n J > 0 have constraints other than bounds. The column Bnds indicates whether a problem has bound constraints, the column Smth indicates whether the problem is smooth, and the column f * gives the best known solution.
A pump-and-treat groundwater remediation problem
This section describes an application introduced in [30] : a pump-and-treat groundwater remediation problem from the Lockwood Solvent Groundwater Plume Site located in Montana.
In [30] , several algorithms are compared, with the empirical conclusion that direct-search methods are among the most promising for this problem. The basic version of the problem considered here is to determine extraction rates for six wells whose locations are fixed. These rates (in feet/day) are continuous and box-constrained in [0; 20, 000], and our starting point fixes them to 10, 000. The function to minimize represents the operating costs subject to two simulation-based constraints that capture the flux of two contaminant plumes. These two constraints depend on the outputs from the Bluebird simulator [16] . There are no hidden constraints, and a typical evaluation takes approximately two seconds. From now on we refer to this problem as the LOCKWOOD problem. Figure 8 shows the progress of the best feasible objective function value versus the number of calls to the simulation for a budget of 1000 function evaluations. For clarity, the curves representing MADS(mod,neg) and MADS(mod,opt) are not plotted because they are practically identical to MADS(suc,neg) and MADS(suc,opt), respectively. The MADS 2n algorithm gets stuck at local solutions, and the runs in which the number of polling directions is reduced to n + 1 all have similar behavior and converge rapidly to a much better solution.
Discussion
The MADS algorithm is composed of two main steps: the global search and the local poll. We have focused on reducing the number of poll points. In previous instantiations of MADS, the poll set was constructed by considering the 2n directions of a maximal positive basis. We have proposed four combinations of strategies to reduce that number to n + 1, which is the minimal number required for the theory to hold. The reduction is applied at every iteration where the mesh is not the finest so far.
The next release of the NOMAD software will allow the reduction of the size of the poll set as we have described. To make the software package easily usable by a wide community, we try to limit the number of user-defined parameters. Numerical experiments in which the value of ε was varied led to minor changes in the solutions. Therefore, we chose to fix ε to 1%.
Guided by our numerical results, we have set the default strategy for generating the polling directions in NOMAD to MADS(suc,neg) when the user does not use the option to build quadratic models and when no surrogates are used; to MADS(mod,opt) when quadratic models are used; and to MADS(mod,neg) when a surrogate optimization problem is supplied. These options are enabled in NOMAD by setting the DIRECTION TYPE parameter to ORTHO N+1 and may be overruled by setting it to e.g., ORTHO N+1 SUC OPT.
