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ABSTRACT
Modeling spillover effects from observational data is an important
problem in economics, business, and other fields of research. It
helps us infer the causality between two seemingly unrelated set
of events. For example, if consumer spending in the United States
declines, it has spillover effects on economies that depend on the
U.S. as their largest export market. In this paper, we aim to infer the
causation that results in spillover effects between pairs of entities
(or units); we call this effect as paired spillover. To achieve this, we
leverage the recent developments in variational inference and deep
learning techniques to propose a generative model called Linked
Causal Variational Autoencoder (LCVA). Similar to variational au-
toencoders (VAE), LCVA incorporates an encoder neural network
to learn the latent attributes and a decoder network to reconstruct
the inputs. However, unlike VAE, LCVA treats the latent attributes
as confounders that are assumed to affect both the treatment and the
outcome of units. Specifically, given a pair of units u and u¯, their
individual treatment and outcomes, the encoder network of LCVA
samples the confounders by conditioning on the observed covari-
ates of u, the treatments of both u and u¯ and the outcome of u.
Once inferred, the latent attributes (or confounders) of u captures
the spillover effect of u¯ on u. Using a network of users from job
training dataset (LaLonde (1986)) and co-purchase dataset from
Amazon e-commerce domain, we show that LCVA is significantly
more robust than existing methods in capturing spillover effects.
CCS CONCEPTS
• Computing methodologies → Supervised learning by re-
gression; •Mathematics of computing→ Variational methods;
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Figure 1: Graphical structure of (a) conventional and (b)
linked causal effect model. Here, (u, u¯) are a pair of units,X ∗,
t∗ andy∗ are the observed covariates (or proxies) of units, the
treatment and the outcome where ∗ indicates either u or u¯.
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1 INTRODUCTION
Interference in causal inference is when the outcome of a unit
is not only influenced by its own treatment and covariates but
also by those of other units. In economics, this phenomenon is
known as the spillover effect [15]. Understanding spillover effects is
extremely important to answer questions such as: Will eradicating
pests from one farm cause them to move to nearby farms? Will
the popularity of one product drive the sales of another product?
Will the introduction of genetically modified crops result in the
contamination of neighboring organic crops? In this paper, our goal
is to estimate the causal effect of a certain treatment (e.g. positive
review) on a specific outcome (e.g. product sales) when there exist
spillover effects between pairs of entities. For instance, positive
reviews for XBOX consoles could result in increased sales of other
XBOX accessories such as controllers and games. We term this
effect as paired spillover.
Research on causal Machine Learning has gained significant
attention in recent years. This can be attributed to their empirical
success in estimation of unknown functions without strong model
specification. For instance, in [1], the authors show that direct
regression adjustment with Bayesian Additive Regression Trees
(BART) leads to promising estimation of individual treatment ef-
fects. [2] propose a model for counterfactual inference by bringing
together ideas from representation learning and domain adaptation.
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[13] and [7] utilize deep learning techniques to infer individual
treatment effects and counterfactual outcome. Despite their novel
approach, none of these studies account for spillover effects.
To overcome the aforementioned problem, we leverage the latest
developments in variational deep learning techniques [3, 7] to pro-
pose a model called Linked Causal Variational Autoencoder (LCVA).
The framework of LCVA is based on variational autoencoder (VAE)
[3], which incorporates an encoder neural network to learn the
latent attributes and a decoder network to reconstruct the inputs.
Nonetheless, unlike VAE, LCVA adopts the inferential process of a
causal variant of VAE called causal effect variational autoencoder
(CEVAE) [7]. The graphical structure shown in Figure 1 (a) explains
the generative principle of CEVAE. Here, X is a set of covariates of
a unitu, t is the treatment,y is the outcome andZ is the confounder.
CEVAE treats the confounder as a latent variable and conditions
the outcome and treatment on the hidden confounder. We propose
an extended framework in Figure 1 (b) where u and u¯ are two units
and the spillover effect is modeled by allowing the treatment of unit
u (i.e., tu ) to influence the outcome of unit u¯ (i.e., yu¯ ) and vice versa.
Our objective is to learn the confounders Zu and Z u¯ . A common
practice of inferring such counfounders is to use proxy variables
[8, 11]. For example, in the study of causal effect of job training on
annual income, we cannot measure every attribute that influences
the earnings of an individual, but we might be able to get a proxy
for it through a set of accessible variables such as zip code and
job type. There are several ways to use these proxies to estimate
Z . Louizos et al. [7] showed that one of the effective ways is to
directly condition the proxy on Z and infer Z using approximate
maximum-likelihood based methods. Therefore, we adopt the same
technique by allowing the covariates Xu and X u¯ to act as proxies
of confounders Zu and Z u¯ , respectively.
To evaluate the proposed model, it is important to consider
datasets where the outcome of units is influenced by some form
of spillover effect. Ideally, the dataset needs to have the following
properties: (1) network information in the form of links between
units and (2) the counterfactual outcome of individual units. Unfor-
tunately, most existing datasets do not contain both these properties
together. Therefore, we modify the following real word datasets by
filling-in the missing information: (a) the job training dataset [5, 14]
and (b) the co-purchase dataset from Amazon e-commerce domain
[9]. In particular, the job training dataset does not include any net-
work information; consequently, similar to [6], we create a K-NN
graph based on the covariates of units to connect similar individu-
als. This can be justified by the theory of Homophily [10, 12, 17]
which states that birds of a feather flock together. Contrary to the job
training dataset, the co-purchase dataset from Amazon does con-
tain the network information, which specifically states whether an
item is a substitute or a complement of another item [9]. Nonethe-
less, it does not have the counterfactual outcome. In our case, the
counterfactual is the sales of a product if it had no reviews. We
synthesize this using a matching technique that was introduced by
Kuang et al. [4]. To the best of our knowledge, this is the very first
deep variational inference framework that is specifically designed
to infer the causality of spillover effects between pairs of units. The
major contributions of this paper are detailed as follows:
• We propose a model called linked causal variational autoencoder
(LCVA) that captures the spillover effect between pairs of units.
Figure 2: The architecture of LCVAmodel; (a) is the encoder
part and (b) is the decoder. The red lines indicate the effect
of unit u’s covariates and treatment on the network of u¯ and
the red lines indicate the same from u¯ to u.
.
Specifically, given a pair of units u and u¯, their individual treat-
ment and outcomes, the encoder network of LCVA samples the
confounders by conditioning on the observed covariates of u, the
treatments of both u and u¯ and the outcome of u. We introduce
two new datasets: a job training dataset [5, 14] that is augmented
with synthesized network information and an Amazon dataset
[9] that is augmented with counterfactual outcomes.
• Using a rigorous series of experiments, we show that LCVA is
extremely effective in capturing spillover effects between units. It
also beats existing methods on various metrics across all datasets.
2 THE PROPOSED LCVA MODEL
As explained in the previous section, our objective is to infer the
latent confounders Z ∗, where ∗ indicates u or u¯. To achieve this,
we assume that the latent confounder z∗ can be sampled from the
observed variables x∗, t∗,y∗ and the treatment t ∗ˆ, where ∗ˆ indicates
u¯ if ∗ = u and u if ∗ = u¯, x indicates the covariates of a single
unit and z indicates the confounder of a single unit. z∗ is inferred
using the proposed linked causal variational autoencoder (LCVA)
that is depicted in Figure 2 . Here, the white nodes correspond to
parametrized deterministic neural network, the grey nodes corre-
spond to drawing samples from the respective distribution and the
white circles correspond to switching path according to the treat-
ment t . Learning the latent variable z is typical of any variational
inference technique, where the objective is to optimize the KL-
divergence between the true posterior p(z∗ |·) and the variational
distribution q(z∗ |·). The sampling of q(z∗ |·) is similar to the recently
proposed CEVAE [7]; however, unlike CEVAE, our goal is to capture
the paired spillover effect. Therefore, in Figure q(z∗ |·) (where ∗ =
u or u¯) is sampled not only based on its individual covariates x∗,
treatments t∗, and factual outcome y∗, but also on tu¯ and xu¯ . The
green and yellow lines in Figure 2 (a) signify this dependency.
2.1 Parameter Inference
We begin by defining the evidence lower bound (ELBO) of LCVA
for unit u as follows:
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L =
N∑
i=1
Eqϕ (zui |xui ,x u¯i ,tui ,t u¯i ,yui )
[
loдPθ (xui |zui ) + loд Pθ (tui |zui )+
loд Pθ (yui |tui , tu¯i , zui ) − loдqϕ (zui , tui , tu¯i ,yu |xui ,xu¯i )
]
(1)
where N is the number of units, Eq(zui | ·) is the expectation w.r.t
distribution q and ϕ,θ are the weights of encoder and decoder net-
work respectively. The ELBO of unit u¯ remains similar to the above
expression; hence, we do not exclusively derive the lower bound for
u¯. From the encoder’s neural network (Figure 2(a)), one can observe
that the approximate posterior q(z |·) factorizes as follows:
N∑
i=1
qϕ (zui |tui , tu¯i ,xui ,xu¯i ,yu ) + loдqϕ (tui |xui ) + loдqϕ (tu¯i |xu¯i )
+ loдqϕ (yui |xui ,xu¯i , tui , tu¯i ) (2)
we can obtain an unbiased estimate of the ELBO by sampling zu ∼
qϕ and use stochastic gradient descent to optimize it. However, we
cannot trivially take gradients w.r.t ϕ. Therefore, we incorporate
the reparamaterization trick [3], to sidestep this issue. q(zu ) is then
approximated by the following expression:
q(zui |tui , tu¯i ,xui ,xu¯i ,yu ) =
K∏
j=1
N(µi j ,σ 2i, j )
µi = ti (µut=0,i + µu¯t=0,i ) + (1 − ti ) (µut=1,i + µu¯t=1,i )
σi = ti (σut=0,i + σ u¯t=0,i ) + (1 − ti ) (σut=1,i + σ u¯t=1,i ) (3)
where K is the number of latent features, µt is the mean of units
that received treatment t and σt indicates the same for variance. As
explained earlier, since zu is unobserved, in the inference network,
the outcome yu is influenced by both tu¯ , xu¯ due to property of
common cause. However, once zu is inferred, the outcomeyu simply
depends on the sampled treatments tu and tu¯ . Therefore, in the
decoder part (Figure 2(b)), the variables can be generated as follows:
p(xui |zui ) =
N∏
j=1
p(xui, j |zi ) (4)
p(tui |zui ) = Bernoulli(σ (д1(zi ))) (5)
p(yui |tui , tu¯i zui ) = N(µˆi , σˆi ) µˆi = tui д2(zui ) + (1 − tui )д3(zui ) (6)
where p(xui, j |zi ) is a gaussian distribution, σ (·) is the logistic func-
tion, and д{·} is a neural network parameterized by weights θ .
3 EXPERIMENTS
In this section, we intend to answer the following question: how
accurate can the proposed model be in terms of inferring treatment
effects?. To see the effectiveness of the proposed model, we compare
it with a state-of-the-art model and four other baselines that are
widely regarded as classical methods in causal inference. For each
model, we carried out a grid search to decide the hyperparameters.
OLS-1. A linear regression model f : [Xu , tu , tv ] → yu is trained
with the treatment of linked units considered. We can infer the
counterfactual outcomes by applying f on [Xu , 1 − tu , tv ] for all
pair of units (u,v) ∈ E.
OLS-2. Given (u,v) ∈ E, we train two linear regression models
f1 : [Xu , tv ] → yu ,∀u : tu = 1 and f0 : [Xu , tv ] → yu ,∀u :
Table 1: Statistics of Job training dataset and co-purchase
dataset of positive and negative reviews from Amazon.
Name #Treated #Control #Pairs #Feature
Job 297 2915 3512 10
+ve Amazon 50K 10K 96132 300
-ve Amazon 20K 5K 28136 300
tu = 0. Then the counterfactual outcomes can be inferred by yˆu1 =
f1(Xu , tv ),∀u : tu = 0 and yˆu0 = f0(Xu , tv ),∀u : tu = 1.
Random forest. This model is the same as OLS-1 except the func-
tion f is replaced by a random forest.
Causal forest [16]. This ensemble model consists of a set of causal
trees. Each causal tree splits the original feature space into leaves
and considers the treatments and outcomes of units in a leaf to
come from a randomized set of experiments.
CEVAE [7]. Similar to LCVA, CEVAE learns confounders Zu for
each unit but does not take the spillover effect into consideration.
3.1 Dataset and Evaluation Metrics
Job training dataset: This dataset is used to study the treatment
effect of job training on the earning in the year of 1978. In order
to de-randomized the data, following [13], we keep the treatment
group of LaLonde’s study [5] (UT ) and combine the control group
of this study (UC ) and that from the PSID [14] (UC1). Additionally,
since this dataset does not include any network information, we
create a K-NN graph based on the covariates of units to connect
similar individuals. Table 1 shows the statistics of our dataset.
Evaluation metrics: Due to lack of ground truth for the counter-
factual outcomes, we use average treatment effect on the random-
ized trial subset and policy risk as evaluation metrics [13]. The fact
that the LaLonde’s study is a randomized trial provides ground truth
of the ATE for the subsetUT ∪UC by ATE = 1|UT |
∑
u ∈UT yu1 −
1
|UC |
∑
u ∈UC yu0 . Then, the estimated ATE is
∑
u∈UT ∪UC (yˆu1 −yˆu0 )
|UT ∪UC | ,
where yu and yˆu refer to the factual and inferred counterfactual
outcome, respectively. For a treated (or controlled) unit, yˆu1 = y
u
1
(yˆu0 = y
u
0 ) and yˆ
u
0 (yˆ
u
1 ) is inferred by the models. We report the
absolute difference between the estimated ATE and the ground
truth: ϵATE = |ATE − ˆATE |. Moreover, following [13], we also re-
port the estimated policy risk (pˆr ) for the randomized trial subset
as pˆr = 1 − (E[y˜u1 |tu = 1,πu = 1]p(πu = 1) + E[y˜u0 |tu = 0,πu =
0]p(π = 0)), where πu = 1(yˆu1 − yˆu0 ) and y˜u denotes the factual
outcome scaled between [0, 1]. Intuitively, the weighted sum of the
two expectations denotes the expected potential outcome.
Amazon dataset: For the Amazon dataset [9], we study the causal
effect of positive (or negative) reviews on the sales of products.
For our experiments, we choose the co-purchase data from the
electronics category and divide the products (or units) into two
groups (1) units that have more than three reviews and (2) units
that have less than three reviews. The first group is considered
as treated (i.e., t=1), while the second is the control group (i.e.,
t=0). Considering the fact that positive and negative reviews can
affect the sales in different ways, we separate the units in treated
group into two different datasets: (a) units with positive reviews
(when average rating > 3) and (b) units with negative reviews (when
average rating < 3). To each of these dataset, we add the units from
control group to create the final dataset (Table 1). The features of
each unit is created by feeding the review text to a doc2vec model to
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Table 2: Results for the job training dataset.
Models ϵATE Policy Risk
OLS1 492.51 0.87
OLS2 498.05 0.86
RF 4.05 0.84
CF 511.68 0.93
CEVAE 112.46 0.84
LCVA 55.63 0.794
Table 3: Results for Amazon dataset-positive reviews.
Models ϵATE PEHE
OLS1 8.34 103.90
OLS2 7.99 92.27
RF 9.46 83.92
CF 13.49 153.35
CEVAE 8.39 55.31
LVAE 1.037 13.107
create a vector of 300 latent features per unit. Lastly, we overcome
the lack of counterfactual outcomes using a matching technique
[4] to synthesize counterfactuals. To be specific, for a product u,
the counterfactual outcome is set as the observed sales of the most
similar product with an opposite treatment status i.e., yu1−tu = y
v ,
where v = arдminv :tv=1−tu | |Xv − Xu | |22 .
Evaluation metrics: We use the following metrics for evalua-
tion: Precision in Estimation of Heterogeneous Effect (PEHE) and
absolute error on Average Treatment Effect (ATE) as PEHE =
1
N
∑
u ((yu1 −yu0 ) − (yˆu1 − yˆu0 ))2, ϵATE = |ATE − ˆATE |, whereATE =
1
N
∑
u (yu1 − yu0 ) and ˆATE = 1N
∑
u (yˆu1 − yˆu0 ).
3.2 Results
Table 2 compares the performance of LCVA along with other base-
lines for job training dataset, and Tables 3 and 4 reports the same for
co-purchase dataset from Amazon. Overall, our model consistently
outperforms the baselines in almost all scenarios. This observation
can be explained by the fact that although models such as OLS1,
OLS2 and random forest can learn the spillover effect, they only
do so by controlling the observable features. Unfortunately, these
features are inadequate to represent all the confounding variables.
In comparison, LCVA learns representation for confounders with
information extracted not only from features but also from treat-
ments and factual outcomes. Another interesting observation is
that for the job training dataset (Table 2), RF performs better than
our model in terms of ϵATE . However, this scenario is different
when it comes to Amazon dataset where LVAE is significantly bet-
ter than RF on both positive and negative cases. A possible reason
for this outcome could be attributed to the level (or intensity) of
spillover effects in datasets. In job training dataset, we synthetically
create the links between units through the K-NN graph, while in
Amazon dataset, the link relationship between products is natu-
rally present. This in turn implies that spillover effects are much
stronger in Amazon dataset due the co-purchase behavior. Finally,
it is also important to note that LCVA achieves better estimation of
treatment effects (or counterfactual outcomes) when compared to
the state-of-the-art CEVAE. This is because our model is specifically
designed to capture the spillover effect between linked units.
4 CONCLUSION
In this paper, we propose a model called linked causal variational
autoencoder (LCVA) that captures the spillover effect between pairs
Table 4: Results for Amazon dataset-negative reviews.
Models ϵATE PEHE
OLS1 11.25 52.50
OLS2 2.7 57.76
RF 11.43 49.50
CF 9.43 55.32
CEVAE 7.64 43.72
LVAE 1.218 13.107
of units. Specifically, given a pair of units u and u¯, their individual
treatment and outcomes, the encoder network of LCVA samples the
confounders by conditioning on the observed covariates of u, the
treatments of both u and u¯ and the outcome of u. Using a network
of users from job training dataset (LaLonde (1986)) and co-purchase
dataset from Amazon e-commerce domain, we show that LCVA
is significantly more robust than existing methods in capturing
spillover effects.
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