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1 はじめに
一般に，船体運動に対する座標系は重心を原点としFig.1に示したように定義され
る．特に x軸周りの回転運動を横揺れという．本研究で対象とするのはこの横揺れで
ある．船体横揺れは船体動揺のなかでも最も大きな角度で動揺する現象であり，船の
安全性に影響を及ぼすことも少なくない．船の安全性のためにも，船体横揺れ運動方
程式のパラメータを推定することは非常に重要である．しかし，船体横揺れはその横
揺れ角が大きくなるにつれ非線形性が顕著になるためパラメータの推定は難しくな
る．一般に，船体横揺れ運動方程式のパラメータは静水中で船体にある傾斜角を与え
た状態で自由解放し動揺が十分減衰するまでの横揺れ角を計測する自由横揺れ減衰試
験から得られるデータ（横揺れ減衰データ）をもとに推定される．
Froude(1872)[15]の方法 (Froudeのエネルギー法)以来，船体横揺れ運動のもつ強い
非線形性の表現を目的とし，船体横揺れ運動方程式の非線形項とパラメータ推定に関す
る研究が今日に至るまでなされてきた [62]．Dalzell(1978)[10]はFroudeのエネルギー
法と Krylov-Bogoliubovのテクニックに基づく手法，Mathisen and Price(1984)[37]
は摂動法に基づく手法，Roberts(1985)[45]はエネルギー包絡線とKrylov-Bogoliubov
のテクニックに基づく手法，Bass and Haddara(1988)[4]は DEFIT法と独自のエネ
ルギー法に基づく手法，Zhang and Haddara(1993)[70]は変調関数法を用いた手法，
Haddara and Hinchey(1994)[18]はニューラルネットワークモデルを用いた手法，Chan,
Xu and Huang (1995)[7]は一般化されたKrylov-Bogoliubovのテクニックに基づく手
法，Mahfouz and Haddara (2000)[36] は自己相関関数と相互相関関数を用いた手法，
Uenoら (2003)[61]は第一種完全楕円積分を用いて改良したエネルギー法と遺伝的アル
ゴリズム（GA）に基づく手法，Jangら (2010)[27]は非線形減衰関数を決定論的に推
定する手法，Han and Kinoshita (2012)[20]は確率的な逆推定法，上野と樊 (2013)[62]
は自己増殖型ラジアル基底関数ネットワークを用い非線型項を近似する手法を提案し
ている．上記のうち，Froude[15]，Dalzell[10]，Mathisenら [37]，Roberts[45]，Bass
ら [4]，Zhangら [70]，Haddaraら [18]，Chanら [7]，Mahfouzら [36]およびUenoら
[61]により提案された手法は減衰モーメント関数を多項式で置き，そのパラメータ値
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を求めるパラメトリックな推定であり，Jangら [27]，Hanら [20]および上野ら [62]に
より提案された手法は減衰モーメント関数を直接求めるノンパラメトリックな推定
である．ノンパラメトリックな推定法は減衰モーメント関数を直接推定できるという
メリットをもつ一方で，解析の安定性，推定精度，計算時間等多くの課題も抱えてい
る．本研究ではパラメトリックな推定を行う．
船体横揺れ運動方程式における減衰モーメント関数，復原モーメント関数の型は
船体の形状に依存するため，これまでに複数の型が提案されている．パラメータ推定
の難易度は減衰モーメント関数，復原モーメント関数の型に大きく依存するが，パラ
メータ推定時に関数の型を考慮し手法を選択することは使用者に対する負担が大きい
ため，いかなる型の減衰モーメント関数，復原モーメント関数に対しても有効に働く
手法が望ましい．また，パラメータ推定の難易度が関数の型により変動することも望
ましくない．つまり，すべての減衰モーメント関数型，復原モーメント関数型に対し
て有効に働く推定法が実用上求められる．これまでに提案されてきた手法の多くはこ
れらの要求を満たさないが，Uenoら [61]により提案された手法のようにパラメータ
推定に進化的計算法を用いた場合これらの要求を満たすことができるため，結果的に
使用者の負担を軽くすることができる．さらに，Uenoら [61]がパラメータ推定に用
いた遺伝的アルゴリズムはバイナリコードを用いたビットストリングGAであること
から，後述する解探索能力により優れるとされる進化的計算法を用いて改良すること
で，パラメータ推定の高精度化・高速化が可能だと考えられる．
実計測データからパラメータ推定をするにあたり，実計測データに含まれるノイズ
の影響が問題となってくる．通常，パラメータ推定時におけるノイズの影響を軽減す
るため，フィルタを使用しノイズの除去が行われる．しかし，フィルタの用い方が使
用者に大きく依存することや過度のフィルタの使用はデータの欠損を招く恐れがある
など，その使用には十分な注意が必要である．また，適切にフィルタを使用してもノ
イズを完全に除去できるわけではないため，パラメータ推定法にはノイズに対するあ
る程度の頑強性が求められる．それにもかかわらず，パラメータ推定時におけるノイ
ズの影響に関する検証はこれまでほとんど行われていない．本研究で用いる運動方程
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式の場合，数値解法の性質上初期値 Á(0), _Á(0)の正確な値が必要となる．しかし，ノ
イズを含むデータからパラメータ推定を行う場合，初期値 Á(0)にノイズが含まれる
ためその正確な値は未知である．また，ノイズを含むデータからもう一つの初期値で
ある _Á(0)を正確に求めることも難しい．通常は各パラメータのみ推定されるが，本
研究では初期値 Á(0), _Á(0)を同時推定することで初期値 Á(0), _Á(0)が受けるノイズの
影響に対処している．
本研究では，パラメータ推定法の高精度化・高速化およびノイズを含む自由横揺れ
減衰データ（以下データと記す）に対する進化的計算法を用いた推定法の有効性に
ついて検証することを目標とする．パラメータ推定には，すでに提案されているビッ
トストリング遺伝的アルゴリズム（Bit-string Genetic Algorithm：ビットストリング
GA）の他，より解探索能力に優れるとされる実数値遺伝的アルゴリズム (Real-coded
Genetic Algorithm：実数値GA) ，差分進化法 (Di®erential Evolution：DE)，粒子群
最適化法 (Particle Swarm Optimization：PSO)を用いた．また，各進化的計算法に
おいて複数の手法が提案されているため，本研究では条件の異なる 12種類の進化的
計算法を用い検証を行った．
本研究では，先ずノイズを含まないデータから進化的計算法を用い船体横揺れ運動
方程式のパラメータを推定し，パラメータ推定の高精度化・高速化に関する検証を行
う．その後，ノイズを含むデータから船体横揺れ運動方程式のパラメータを推定し，
ノイズを含むデータに対する本手法の有効性について検証する．本研究におけるパ
ラメータの設定値はRoberts[45]によって提示された問題に対し，Chanら [7]がパラ
メータ値を設定したものに基づいている．この問題はこれまでにもChanら [7]によ
り検証されている．Roberts[45]およびChanら [7]により提案された手法は強い非線
形性を示す横揺れを想定しており，大振幅データからでもパラメータ推定が可能と
いった共通の特徴をもつ．本研究で用いた進化的計算法を用いる手法も大振幅データ
の場合に適用させるため，Chanら [7]により用いられたものと同様のパラメータ値
に設定した運動方程式をパラメータ推定に用いる．
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Fig 1: De¯nition of the coordinate system
2 1自由度船体横揺れ運動方程式
一般に 1自由度の船体横揺れ運動方程式は以下のように表される [61, 62]．
I ÄÁ+B( _Á) + C(Á) = M(t) (2.1)
ここで，I は横揺れ慣性モーメント，Áは船体横揺れ角，B( _Á)は非線形横揺れ減衰
モーメント関数で，横揺れ角速度 _Áの関数である．C(Á)は非線形横揺れ復原モーメ
ント関数で，横揺れ角 Áの関数，そしてM(t)は外力による強制モーメント関数であ
る．本研究では，自由横揺れ減衰試験を想定し外力のない状況，すなわちM(t) = 0
としている．よって，船体横揺れ運動方程式は次のようになる．
I ÄÁ+B( _Á) + C(Á) = 0 (2.2)
(2.2)式を横揺れ慣性モーメント I で割ることにより，単位慣性モーメントあたりの
運動方程式は次のように得られる．
ÄÁ+ b( _Á) + c(Á) = 0 (2.3)
このとき，b( _Á) =
B( _Á)
I
，c(Á) =
C(Á)
I
である．
2.1 復原モーメント関数
一般に復原モーメント関数C(Á)は以下のようにÁの奇関数として表される [61, 62]．
C(Á) = C1Á+ C3Á
3 + ¢ ¢ ¢+ C2n¡1Á2n¡1 (2.4)
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(2.4)式の両辺を横揺れ慣性モーメント Iで割ることで次式を得る．
c(Á) = c1Á+ c3Á
3 + ¢ ¢ ¢+ c2n¡1Á2n¡1 (2.5)
本研究では復原モーメント関数として次式を用いた．
c(Á) = c1Á+ c3Á
3 (2.6)
2.2 減衰モーメント関数
一般的に船の横揺れは横揺れ角が大きくなるにつれ非線形性が顕著になる [28]. 減
衰モーメント関数の関数型は船の形状に依存するため，横揺れ減衰モーメント関数と
して多くの型が提案されている [61, 62]．代表的な関数型は以下の通りである．
b( _Á) = b1 _Á (2.7)
b( _Á) = b2j _Áj _Á (2.8)
b( _Á) = b1 _Á+ b2j _Áj _Á (2.9)
b( _Á) = b1 _Á+ b2 _Á
3 (2.10)
b( _Á) =
b2j _Áj _Á
1 + d1 _jÁj+ d2 _Á2
(2.11)
本研究では，減衰モーメント関数として（2.9）式を用いた．
よって，本研究では以下のような運動方程式を用いる．これは，Roberts[45]およ
びChanら [7]により検証されたものと同様の式である．
ÄÁ+ 2(b1 _Á+ b2j _Áj _Á) + c1Á+ c3Á3 = 0 (2.12)
本研究ではノイズを含む船体横揺れ自由減衰データから，各種手法を用い，(2.12)
式で表される船体横揺れ運動方程式のパラメータ b1，b2，c1，c3及び初期条件Á(0)，_Á(0)
を推定した．
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3 進化的計算法
進化の生物学的機構を模擬したメタヒューリスティクアルゴリズムのことを総称
し進化的計算法と呼ぶ [51]．これまでに非常に多くの進化的計算法が提案されている
が，その手法，ルーツは様々で，それぞれ異なった特徴を持つ．しかし，共通して非
常に高い解探索能力を持つ．
これまでに多くの進化的計算法が提案されてきたが，以下のことを目標とし行われ
たものが多い．
² 解探索能力の向上
² 計算量・計算時間の削減
² 汎用性の向上
解探索能力は解空間全体から有望と思われる領域を見つけ出す大域的探索能と，有望
と思われる領域内を重点的に探索する局所的探索能の二つに分けられる．大域的探索
能が十分でなかった場合，解空間内を十分に探索できず局所解に陥るリスクがある．
局所探索能が十分でなかった場合近傍の探索が十分に行われず，十分な精度で推定す
ることができない．進化的計算法はこれらふたつの相反する探索能を両立することで
効率的な解探索を実現する．
解探索能力は個体群の多様性，つまり個体群サイズを大きくすることで向上させる
ことができる．しかし，個体群サイズを大きくすることは計算量・計算時間の増大を
伴うため安易に大きくすることは望ましくない．計算量・計算時間は進化的計算法に
おける懸念事項のひとつであり，決して無視できるものではないため，限られた計算
量のなかで如何にして個体群の多様性を維持し解を探索するかに細心の注意が払わ
れる．
また，進化的計算法はいかなる形状の関数に対しても使用できる汎用性と安易に
使用できる操作性が求められる．勾配法をはじめ，多くの最適化手法は使用できる関
数型に制限がある．しかし，進化的計算法の場合，各種探索パラメータが適切に設定
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されれば目的関数の形状は問題とならない．つまり，進化的計算法は適切な探索パラ
メータの下ならば，形状が未知である目的関数に対しても使用できる．この特徴は進
化的計算法を最適化に用いる際の大きな利点といえる．
しかし，進化的計算法には設定すべき探索パラメータが多い点や解探索の理論的検
証が不十分な点など，既存の最適化手法に劣る点も存在する．進化的計算法のもつ高
い解探索能力を十分に発揮するためには各種探索パラメータを適切な値に設定する必
要があるが，その設定には十分な知識や予備実験を必要とする．この点は使用者に負
担を強いるものであり望ましいものではないため，探索パラメータ数の削減や探索パ
ラメータの設定方法，自己最適化に関する研究が盛んに行われている [48, 51]．
本研究では，本問題への応用に適していると思われる以下の 4種類の進化的計算法
を用いた．
1. ビットストリング遺伝的アルゴリズム（Bit-string Genetic Algorithm：ビットス
トリングGA）
ビットストリング GA[19]は最も古くから存在する進化的計算法の一種であり，
これまでに多くの研究がなされてきた．ビットストリングGAの研究から得られ
た知見が後発アルゴリズムの開発に生かされた例も少なくない．ビットストリン
グGAはそのコーディング方法により二種類のタイプに分けられる．詳細につい
ては後述する．
2. 実数値遺伝的アルゴリズム (Real-coded Genetic Algorithm：実数値GA)
実数値GA[63]は遺伝的アルゴリズム（GA）における各遺伝子を変数ベクトル
によって表現するように改良したものであり，一般的にビットストリングGAよ
り高い解探索能力を持つとされる．また，その応用範囲が非常に広く，確率的探
索，最適化等に用いられており，その実用例も豊富である．詳細については後述
する．
3. 差分進化 (Di®erential Evolution：DE)
差分進化法（DE）は StornとPrice[53, 54, 55]によって提唱された，決定変数が
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実数値をとる関数最適化を対象としたメタヒューリスティックアルゴリズムであ
る．DEは進化的計算法の中では比較的歴史の浅いものであるが，処理手順が非
常に簡単で計算機に対する負荷が少ないことや，最適解への収束が早いなどの利
点がある．詳細については後述する．
4. 粒子群最適化 (Particle Swarm Optimization：PSO)
粒子群最適化法 (PSO)[30]は単純化された社会モデルのシミュレーションをもと
に開発されたメタヒューリスティックアルゴリズムである．鳥の群れが餌を探す
行動を研究することによって導かれた，「群れ内で情報を共有する」といった仮
定に基づいている．そのため，今回用いた他の手法とは異なり群内での情報共有
が行われ，各個体のもつ個別情報と群全体のもつ共有情報の組み合わせにより解
の探索が行われる．詳細については後述する．
また，各進化的計算法において複数の手法が提案されているため，本研究では条件の
異なる 12種類の進化的計算法を用い検証を行った．
3.1 進化的計算法を用いたパラメータ推定
進化的計算法の一種である遺伝的アルゴリズム（GA）を用いた船体横揺れ運動方
程式のパラメータ推定法がUenoら [61]により提案されている．この手法はそれまで
に提案された手法 [15, 45, 7]に比べ高い推定精度を示した．さらに，Uenoら [61]がパ
ラメータ推定に用いたのはバイナリコードを用いたビットストリングGAであること
から，後述するより解探索能力に優れた進化的計算法を用い改良することで，探索失
敗リスクの低下，精度の向上および計算時間の短縮が可能だと考えられる．そこで，
本研究では代表的な進化的計算法であるビットストリング遺伝的アルゴリズム（ビッ
トストリングGA），実数値遺伝的アルゴリズム（実数値GA），差分進化法 (DE)お
よび粒子群最適化法 (PSO) を用い，船体横揺れ運動方程式のパラメータ推定を行う．
船体横揺れ運動方程式のパラメータ推定法として多くの手法が提案されているが，進
化的計算法を用いた船体横揺れ運動方程式のパラメータ推定法は既存の手法に比べ以
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下の点で優れている．
² 複数のパラメータを同時推定可能．
² 復原モーメント関数 C(Á)，減衰モーメント関数 B(Á)がいかなる形でも推定
可能．
² 目的関数の形状に関する知識を必要としない．
² 多手法では推定できない初期値 Á(0)， _Á(0)も同時推定が可能であり，初速をも
つデータに対しても使用できる．
² 非線形問題，微分不可能問題，多峰性問題に対しても使用することができる．
² 目的関数に関する勾配情報を必要としない．
4 ビットストリング遺伝的アルゴリズム（Bit-string Ge-
netic Algorithm：ビットストリングGA）
探索に用いる個体をビットストリングによりコーディングしたGAをビットストリ
ングGA[19]と呼ぶ．解の探索は交叉と突然変異によって行われるが，ビットストリン
グGAにおいては，0と 1の羅列によってその個体の遺伝形質が表現されるため，交
叉，突然変異といった操作が非常に単純明快である．しかし，ビットストリングGA
によって表現される遺伝子空間の位相構造は実空間（実数空間）とは大きく異なるた
め，交叉によって生成される子個体が，親個体の近傍に生成されるとは限らない．こ
のように，ビットストリングでは実空間の連続性を十分に反映することができないた
め，効率的な解の探索が難しい場合がある [22, 43]．
本研究では，コーディング方法の異なる二種のビットストリングGAを用い，パラ
メータの推定を行った．
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目的関数 f(x)の最小化問題
minimize f(x)
subject to x 2 Rn
を考える．一般的に，ビットストリングGAは以下のような流れで行われる．
1. 初期個体群の生成 
あらかじめ設定した個体数，bit数の個体をランダムに生成する．
2. 複製選択 
交叉に参加する親個体を選択する．このときの選択方法にはいくつかの手法が存
在する．
3. 交叉
複製選択によって選択された個体のうち一定の条件を満たした親個体同士で染色
体の交換（交叉）を行う．複製選択された個体のうちどれだけの個体が交叉に参
加できるかは交叉率によって規定される．
4. 突然変異
一定の条件を満たした染色体の配位を逆にする操作である．突然変異の条件につ
いては突然変異率によって規定される．
5. 生存選択
次世代に進むことのできる個体を選択する．このときの選択方法にはいくつかの
手法が存在する．
6. 終了判定
終了条件を満たす場合，アルゴリズムを終了する．条件を満たさない場合，手順
2に戻る．本研究では反復回数が一定の条件を満たしたとき解の探索を終了する．
4.1 コーディング
ビットストリング型GAにおいて，各個体のもつ形質（遺伝子）は 0と 1を羅列し
た二進数（染色体）により表現される．この時の表現（コーディング）方法として，
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バイナリコーディングとグレイコーディングの二種類の手法が存在する．いずれの
コーディング手法を用いるかで，最終的な結果に大きな違いがでる．
4.1.1 バイナリコード
バイナリコードは二進数として通常用いられているものである．最も初期のGAで
はこのコーディング手法が用いられた．バイナリコードはその性質上，桁上りが生じ
る前後で 0と 1の分布が大きく変化する．ビットストリングGAでは各ビット毎に交
叉や突然変異を行うため，バイナリコードの持つこのような非連続性は解の探索にお
いて大きな障害と成り得る [41]．
本研究では (2.12)式のパラメータ b1; b2; c1; c3，および初期条件 Á(0); _Á(0)を推定す
るので，染色体は例として次のように与えることができる．
hj 10011110| {z }
b1
j 10101000| {z }
b2
j 11110111| {z }
c1
j 11011101| {z }
c3
j 10110101| {z }
Á(0)
j 10011001| {z }
_Á(0)
ji
また，2進数 hBm¡1Bm¡2 ¢ ¢ ¢B0iは次のようにして 10進数 z0に変換した．
(hBm¡1Bm¡2 ¢ ¢ ¢B0i)2 =
Ã
m¡1X
k=0
Bk ¢ 2k
!
10
= z0 (4.1)
さらに次式によって探索範囲に対応する実数値 zを求めた．
z = l + z0 ¢
µ
u¡ l
2m ¡ 1
¶
(4.2)
ここで lは閉区間 [l; u]の左側の境界であり，この区間がパラメータの探索範囲となる．
4.1.2 グレイコード
グレイコード [17]は前後に隣接する符号間のハミング距離が必ず 1である 2進符号
である．グレイコードはバイナリコードとは異なり，桁上り時に 0と 1の分布が大き
く変化しないため，交叉・突然変異時も数の連続性を確保することができ，バイナリ
コードに比べ効率的な解探索が可能とされる [6, 41]．バイナリコードとグレイコード
を比較したものをTable 1に示す．
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本論文では，グレイコードを 2進数に変換した後，(4.1)式を用い 10進数への変換
を行った．
Table 1: Comparison of Binary-code and Gray-code
Number Binary-code Gray-code
0 0000 0000
1 0001 0001
2 0010 0011
3 0011 0010
4 0100 0110
5 0101 0111
6 0110 0101
7 0111 0100
8 1000 1100
9 1001 1101
10 1010 1111
11 1011 1110
12 1100 1010
13 1101 1011
14 1110 1001
15 1111 1000
4.2 交叉
ビットストリングGAでは，親個体間での遺伝子の交換により交叉を行う．交叉方
法としては数々の手法が提案されており [23, 41, 46, 49]，手法毎に異なった性質をも
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つ．代表的な交叉方法である一点交叉，二点交叉，一様交叉について紹介する．
4.2.1 一点交叉
交叉点をランダムに一か所選び，交叉点より後ろの遺伝子を親個体間で交換する手
法である．この手法は交叉点を一か所しか選択しないため，有望領域の保存が可能で
あるが，染色体長（bit長）が長くなるにつれ交叉効率が悪化するという欠点がある．
本研究では本交叉方法は用いない．
一点交叉の例をTable 2に示す．
Table 2: Example of one-point crossover
1 0 0 1 0 1 ! 1 0 0 1 0 0
0 1 1 1 0 0 ! 0 1 1 1 0 1
4.2.2 二点交叉
交叉点をランダムに二か所選び，二つの交叉点に挟まれた遺伝子を親個体間で交換
する手法である．本研究では本交叉方法は用いない．
二点交叉の例をTable 3に示す．
Table 3: Example of two-point crossover
1 0 0 1 0 1 ! 1 0 1 1 0 1
0 1 1 1 0 0 ! 0 1 0 1 0 0
4.2.3 一様交叉
一様交叉 [56]では，交叉の度にランダムに生成されるテンプレート（交叉マスク）
をもとにした遺伝子の交換が行われる．f0,1gからなるテンプレート（交叉マスク）
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をランダムに生成し，それに基づいて互いの文字を交換するかどうかを決定する．長
さ lの個体に対してテンプレート（交叉マスク）ti 2f0,1g(i = 1; 2; ¢ ¢ ¢ ; l)をランダム
に生成し，ti = 1であれば i番目文字を交換し，ti = 0であれば i番目文字を交換し
ない [41]．本研究では，本交叉方法を用いる．
一様交叉の例をTable 4に示す．
Table 4: Example of uniform crossover
交叉マスク: 1 0 0 1 0 1
1 1 1 1 1 1 ! 0 1 1 0 1 0
0 0 0 0 0 0 ! 1 0 0 1 0 1
4.3 突然変異
突然変異は一定の条件を満たした染色体の配位を逆にする操作であり，突然変異の
条件は突然変異率によって規定される．本手法は局所最適解からの脱出および個体群
の多様性の維持を目的としている．ただし，突然変異率が上昇するにつれ解の探索が
ランダムに行われるようになるため，通常小さな値が用いられる．
突然変異の例をTable 5に示す．
Table 5: Example of mutation
1 1 1 1 1 1 ! 1 1 1 0 1 1
4.4 世代交代モデル
世代交代モデルは交叉を行う親個体の選択（複製選択），および交叉後に次世代に
生き残る個体の選択（生存選択）について規定するものであり，これまでに数多くの
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手法が提案されてきた [23, 41, 46, 49]．GAにおいては，如何にして母集団の多様性
を維持するかが非常に重要となってくる．そのため，多様性維持に優れた世代交代モ
デルを使用する必要がある [47]．本研究ではビットストリングGAにおける世代交代
モデルとして Simple GA（SGA）を用いる．
世代交代の流れについて Fig.2に示す．
Fig 2: Flow chart of Generation Alternation Method
4.4.1 Simple GA（SGA）とエリート保存戦略
SGA[16]は遺伝的アルゴリズムにおいて代表的な世代交代モデルの一つである．本
研究では SGAとエリート保存戦略を併用し，以下のように世代交代を行った．
1. 複製選択
適合度に比例した選択確率を用いたルーレットに従い，母集団から個体を復元抽
出する（ルーレット選択）．
2. 生存選択
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一般に SGAでは無条件で親集団と子集団の入れ替えを行うが，本研究では，個
体群の中で最も適合度の高い個体を無条件でそのまま次世代に残すエリート保存
戦略も併用した．     
ここで，ルーレット選択とは世代 nでの個体集合 P (n)内の各個体 iの適合度 giを計
算し個体集合内での適合度の総和Gを求めた後，このときの選択後の個体集合P 0(n)
に個体 iが確率 gi=Gで含まれるように P
0(n)を決定する選択手法をいう [46]．
4.5 遺伝的アルゴリズムにおける交叉率と突然変異率の設定について
ビットストリング型 GAにおける交叉率と突然変異率に関して次のような指摘が
ある．Booker(1997)[5]は一般に用いられる交叉率は 0.45から 0.95であるとしてい
る [39]．坂和ら (1995)[49]は交叉率は通常 0.6から 1程度の値が使われるとしている．
Tuson and Ross (1996)[60]は最適な交叉率は問題によってことなることを指摘して
いる [39]．
突然変異率が低すぎると局所的最適解に陥りやすくなり，高すぎるとランダム探索
と類似した結果になってしまう．坂和ら [49]は突然変異率は 0.001から 0.01の値が通
常用いられるとしている．H.MÄuhlenbein(1992)[40]と BÄack(1993)[2]は，一定の突然
変異率 1=L(ここでLはバイナリストリングの長さ)が任意の種類の目的関数に対して
対して適切であるというヒューリスティックルールを示した [39]．また，最適な突然変
異率の下限が 1=Lともいわれている [2, 39]．これに対して後にHinterding, Gielewski
and T.C.Peachey(1995)[21]は突然変異率の最適な設定は解くべき問題依存している
ことを明らかにした [5, 39]．
本研究では，上記の事項を考慮しビットストリング型GAの交叉率と突然変異率の
値を設定した．ただし，突然変異率は局所的最適解に陥りやすくならないよう高めに
設定した．
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5 実数値遺伝的アルゴリズム(Real-coded Genetic Al-
gorithm：実数値GA)
探索に用いる個体を実数ベクトルによって表現したものを実数値遺伝的アルゴリズ
ム（実数値GA）と呼ぶ．実数値GAは各個体を実数ベクトルによって表現するため
各パラメータの数値的連続性を反映でき，ビットストリングGAに比べ高い精度での
推定が可能となる．
実数値GAにおいて，各個体の形質は実際の空間と同じ空間に属する実数ベクトル
によって表現されるため，交叉時において親個体の近傍に子個体を生成することが可
能であり，親個体の形質を効率よく子個体へ引き継ぐことができる．そのため，目的
関数の形状を考慮した探索がしやすく，ビットストリングGAに比べより効率的な解
探索が可能とされている [22, 43]．また，実数値GAにおいては，交叉が突然変異の
役割も兼ねているため，一般的に突然変異は行われない [22]．そのため，解探索は交
叉のみにより行われる．
本研究では，交叉方法もしくは世代交代モデルの異なる五種類の実数値GAを用
い，パラメータの推定を行った．
目的関数 f(x)の最小化問題
minimize f(x)
subject to x 2 Rn
を考える．一般的に，実数値GAは以下のような流れで行われる．
1. 初期個体群の生成 
あらかじめ設定した個体数だけ n次元ベクトル xをランダムに生成する．
2. 複製選択 
交叉に参加する親個体を選択する．このときの選択方法にはいくつかの手法が存
在する．
3. 交叉
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複製選択によって選択された個体のうち，一定の条件を満たした親個体同士で交
叉を行い子個体を生成する．複製選択された個体のうちどれだけの個体が交叉に
参加できるかは交叉率によって規定される．
4. 突然変異
一定の条件の下で，個体に変化を加える．突然変異の条件については突然変異率
によって規定される．しかし，実数値GAにおいては交叉が突然変異の役割も果
たしているため，一般的に突然変異は行われない [22]．
5. 生存選択
次世代に進むことのできる個体を選択する．このときの選択方法にはいくつかの
手法が存在する．
6. 終了判定
終了条件を満たす場合，アルゴリズムを終了する．条件を満たさない場合，手順
2に戻る．本研究では反復回数が一定の条件を満たしたとき解の探索を終了する．
交叉および世代交代モデル（複製選択，生存選択）として複数のモデルが提案されて
いるが，手法により性質が大きく異なるため，詳細については後述する．
5.1 交叉
実数値GAでは，主に交叉によって解の探索が行われる．交叉方法として数々の手
法が提案されており [13, 34, 44, 58]，手法毎に異なった性質をもつ．
実数値GAを用い本研究のような関数最適化を行う場合，目的関数の持つ以下の性
質により最適化の難易度が決まるとされる．
² 変数間依存性
² 悪スケール性
² 多峰性
変数間に依存関係が存在し目的関数が非線形な性質を変数間依存性，成分によって座
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標系のスケールが大きく異なる性質を悪スケール性，目的関数に局所最適解が複数
存在する性質を多峰性という．Fig.3に変数間依存性を持つ関数であるRosenbrock関
数，Fig.4に悪スケール性を持つ関数である Ellipsoid関数，Fig.5に多峰性関数であ
るRastrigin関数を示す．上に示した性質のうち，変数間依存性や悪スケール性によ
る影響に関してはこれらの性質を考慮した交叉方法を使用することで避けることがで
きる．
また，実数値GAにおける解の探索において二つの説が提唱されている．一つ目
は，機能分担仮説 [66]と呼ばれ，交叉は親個体が張る部分空間の補間的探索に徹し，
探索領域の絞り込みは世代交代モデルに委ねるのが良いとされている．二つ目は，統
計量の遺伝 [33]と呼ばれ，交叉は親個体群の平均値ベクトルと分散共分散行列を保存
するように子個体を生成した方が良いとするものである．統計量の遺伝を満たす交叉
は統計量の遺伝を満たさない交叉に比べ，効率的な解の探索が可能となる．本研究で
用いた交叉方法のもつ性質のうち変数間依存性，悪スケール性，統計量遺伝について
まとめたものをTable 6に示す [34, 44, 59]．各性質を常に満たすものを°，不十分だ
が満たすものを4，満たさないものを£としている．
Fig 3: Rosenbrock Function
5.1.1 Blend Crossover Alpha（BLX-®）
Blend Crossover Alpha（BLX-®）は Eshelemanにより提案された実数値GA向け
の交叉方法である [13]．本交叉法は変数間の依存性を考慮していない．また，統計量
19
Fig 4: Ellipsoid Function
Fig 5: Rastrigin Function
Table 6: Comparison of the Character of Crossovers
     non-separability ill-scaledness preservation of statistics
BLX-® £ ° 4
UNDX ° £ 4
SPX ° ° °
REX('; n+ k) ° ° °
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の保存を厳密には満たさない．
BLX-®では，親個体の持つ実数ベクトルの各変数の差（区間）diを親個体の両側
に ®diだけ拡張した区間内において，一様乱数に従いランダムに子個体を生成する．
c1i; c2i = º(min(p1i; p2i)¡ ®di;max(p1i;p2i) + ®di)
ここで，P1 = (p11; ¢ ¢ ¢ ; p1n)とP2 = (p21; ¢ ¢ ¢ ; p2n)は親個体,nは次元の数，º(x; y)は
区間 [x; y]の一様乱数，探索パラメータ ®は使用者が設定するパラメータである．本
研究では探索パラメータ ®を 0.5と設定した．
BLX-®による子個体生成の例 (2次元の場合)を以下に示す（Fig.6)．
Fig 6: Example of crossover in BLX-®
5.1.2 Unimodal Normal Distribution Crossover（UNDX）
Unimodal Normal Distribution Crossover（UNDX）[44]は 2個体の主親と 1個体
の副親から 2個体の子個体を作成する方法である．本手法は変数間依存性を考慮した
交叉方法であり変数間依存性をもった関数に対して有効に働くが，悪スケール性の強
い関数に対する脆弱性が知られている [32, 44]．
n次元問題の探索空間として実数空間Rnを考える．このとき個体は n次元の実数
ベクトルで表現される．UNDXでは以下のように交叉が行われる．
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1. 個体群から 2個体の主親P1;P2および 1個体の副親P3をランダムに選ぶ．
2. 両親を結ぶ軸方向単位ベクトル e1を求める
e1 =
P2 ¡ P1
jP2 ¡ P1j
3. グラムシュミットの直交化法を用い，任意の線形独立なベクトル集合から主親を
結ぶ軸方向ベクトル e1に垂直かつ線形独立な単位ベクトル ek（k=2,...,n）を求
める
4. 副親と主親間を結ぶ軸との距離 d2を求める．
5. 次式に従い子個体C1;C2を生成する． 
C1 =
(P1 + P2)
2
+ z1e1 +
nX
k=2
zkek
C2 =
(P1 + P2)
2
¡ z1e1 ¡
nX
k=2
zkek
ここで，z1はN(0; ¾
2
1)，zk(k = 2; :::n)はN(0; ¾
2
2)の正規乱数であり，このとき
の正規乱数の標準偏差 ¾1と¾2は以下のように定義される．    
¾1 = ®d1 ; ¾2 =
¯d2
n
このときの®，¯は使用者が任意に設定する探索パラメータであり，本研究では® = 0:5
，¯ = 0:35と設定した．
本研究ではボックス=ミュラー法を用い正規乱数を生成した．
UNDXによる子個体生成の例 (2次元の場合)を以下に示す（Fig.7)．
Fig 7: Example of crossover in UNDX
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5.1.3 Simplex Crossover（SPX）
Simplex Crossover（SPX）[58, 59]は交叉に多数の親を用いる実数値GA向けの交
叉方法である．本手法は悪スケール性や変数間依存性，統計量の遺伝といったものを
考慮しており，効率的な解探索が期待できる．ただし，本手法は十分に大きな集団で
の利用が必要だとされている [43]．
n次元問題の探索空間として実数空間Rnを考える．このとき個体は n次元の実数
ベクトルで表現される．SPXにおいては以下のように交叉が行われる．
1. 個体群から (n+ 1)個体の親個体P0; ::::;Pnをランダムに選ぶ．
2. 親個体の重心Gを求める．
G =
1
n+ 1
nX
i=0
Pi   
3. xk，Ck(k = 0; :::; n)を求める．
²は拡張率と呼ばれる正のパラメータである．本研究では拡張率として樋口ら [59]
により推奨されている値 ² =
p
n+ 2を用いた．    
xk = G+ ²(Pk ¡G) (k = 0; :::; n)
Ck =
8>><>>:
0 (k = 0)
rk¡1(xk¡1 ¡ xk +Ck¡1) (k = 1; ::; n)
ここで，rkは区間 [0,1]の一様分布乱数 u(0; 1)を次式で変換することで得られる
乱数である．
rk = (u(0; 1))
1
k+1 (k = 0; :::; n¡ 1)
4. 子個体Cを求める
子個体Cを以下のように生成する [59]．
C = xn +Cn
SPXによる子個体生成の例 (2次元の場合)を以下に示す（Fig.8)．    
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Fig 8: Example of crossover in SPX
5.1.4 Real-coded Ensemble Crossover（REX('; n+ k)）
REX('; n + k)[34, 35]は交叉に多数の親を用いる実数値GA向けの交叉方法であ
る．本手法は悪スケール性や変数間依存性，統計量の遺伝といったものを考慮してお
り，効率的な解探索が期待できる．
n次元問題の探索空間として実数空間Rnを考える．このとき個体は n次元の実数
ベクトルで表現される．交叉に用いる親個体数を n+ k個体とする．REX('; n+ k)
においては以下のように交叉が行われる．
1. 個体群から (n+ k)個体の親個体 x1; :::;xn+kをランダムに選ぶ．
2. 親個体の重心Gを求める．
G =
1
n+ k
n+kX
i=1
xi   
3. 次式に従って子個体を生成する．
C = G+
n+kX
i=1
»i(xi ¡G)    
このとき »iは平均 0，分散¾
2
» =
1
n+k
の一様乱数である．
本研究では kの値を小林 [34, 35]により推奨されている k = 1と設定した．
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5.2 世代交代モデル
世代交代モデルは交叉を行う親個体の選択（複製選択）および交叉後に次世代に
生き残る個体の選択（生存選択）について規定するものであり，これまでに数多くの
手法が提案されてきた [23, 49, 46, 41]．効率的かつ高精度な推定を行うためには多様
性維持に優れた世代交代モデルを採用する必要があるとされる [47]．本研究では実数
値GAにおける世代交代モデルとして Simple GA（SGA）[16]，Minimal Generation
Gap（MGG）[47]，Just Generation Gap（JGG）[1]のいずれかの手法を用いている．
世代交代の流れについて Fig.2に示す．
5.2.1 Simple GA（SGA）とエリート保存選択
Simple GA（SGA）[16]は遺伝的アルゴリズムにおける，代表的な世代交代モデル
の一つである．本研究では SGAとエリート保存戦略を併用し，以下のように世代交
代を行った．
1. 複製選択
適合度に比例した選択確率を用いたルーレットに従い，母集団から個体を復元抽
出する（ルーレット選択）．
2. 生存選択
一般に SGAでは無条件で親集団と子集団の入れ替えを行うが，本研究では個体
群の中で最も適合度の高い個体を無条件でそのまま次世代に残すエリート保存戦
略も併用した．     
ここで，ルーレット選択とは世代 nでの個体集合 P (n)内の各個体 iの適合度 giを計
算し個体集合内での適合度の総和Gを求めた後，このときの選択後の個体集合P 0(n)
に個体 iが確率 gi=Gで含まれるように P
0(n)を決定する選択手法をいう [46]．
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5.2.2 Minimal Generation Gap（MGG）
Minimal Generation Gap（MGG）は遺伝的アルゴリズムにおける代表的な世代交
代モデルの一つであり，佐藤らによって提案された [47]．本手法は世代交代する個体
数を制限するなど，集団の多様性維持に重きを置いた手法である．
MGGは以下のような流れで行われる．
1. 複製選択
母集団から交叉に使用する親個体 2個体をランダムに非復元抽出する．
2. 子個体の生成
ステップ 1で選択された親個体に対し交叉を繰り返し行い，子個体を nc個体生
成する．本研究では個体生成数 ncを nc = 90と設定した．
3. 生存選択
生成した子個体の適合度を計算した後，親個体と生成されたすべての子個体を
合わせた個体集合より次世代に残す 2個体を選択し，集団中の親個体と置き換え
る．このとき選択される個体は最良個体と最良個体を除いた残りの個体集団より
ルーレット選択により選ばれた 1個体の計 2個体である．
5.2.3 Just Generation Gap（JGG）
Just Generation Gap（JGG）は多親交叉を利用した実数値GA向けに提案された
世代交代モデルである [1]．JGGではMGGとは異なり親個体は全て淘汰される．ま
た，生存選択においてルーレット選択は用いない．
JGGは以下のような流れで行われる．
1. 複製選択
母集団から交叉に使用する np個体の親個体をランダムに非復元抽出する．本研
究において np = n+ 1（nは次元数）である．
2. 子個体の生成
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ステップ 1で選択された親個体に対し交叉を繰り返し行い，子個体を nc個体生
成する．本研究では個体生成数 nc = 90と設定した．
3. 生存選択
生成された子個体の適合度を計算した後，子個体群から適合度が上位の np個体
を抜き出し集団中の親個体と入れ替える．
6 差分進化法 (Di®erential Evolution：DE)
差分進化法 (Di®erential Evolution：DE)[53, 54, 55]は決定変数が実数値をとる関
数最適化を対象としたメタヒューリスティックアルゴリズムである．他の手法と同様
に高い汎用性を持ちながら，他の進化的計算法に比べ処理手順が単純かつ高速なこと
や，最適解への収束が早いなどの特徴を持ち，近年実用例が増加している．
DEは主に差分変位親個体を作成する突然変異と，親個体と差分変位親個体との交叉
から成る．DEにはいくつかの形式が存在するが，それらの形式は，DE/base=num=cross
といった形で表記されることが多い．baseは基本ベクトルとなる親個体の選択方式
を示し，randと記述されていた場合はランダムに選択された個体が，bestと記述さ
れていた場合は最良個体が基本ベクトルとなる．numは差分ベクトルの個数を指定
し，crossは交叉方法に関して記述する．
本研究では，交叉方法の異なる二種類のDEを用い，パラメータの推定を行った．
目的関数 f(x)の最小化問題
minimize f(x)
subject to x 2 Rn
を考える．以下にDEにおける代表的な形式である，DE/rand/1/binのアルゴリズム
を示す．
1. 初期個体群の生成
あらかじめ設定した個体数Nだけ，n次元ベクトルxik(i = 1; :::;N)，(k = 1; :::; n)
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をランダムに生成する．
2. 突然変異参加個体の選択
対象親個体 vikと，それとは異なる 3個体xak，xbk，xck (k = 1; :::; n)を互いに重
複しないようランダムに選択する．また，このとき選択されたxakを基本ベクト
ルと呼ぶ．
3. 突然変異
差分変位親個体mikを以下のように生成する．
mik = xak + F (xbk ¡ xck) (i = 1; :::;N); (k = 1; :::; n)
ここで，F はスケーリングパラメータと呼ばれるもので，F の値が大きくなるほ
ど，差分変位親個体に対する差分の影響が大きくなる．本研究ではF = 0:6と設
定した．
4. 交叉
差分変位親個体mikと対象親個体 vikとの間で次式のように交叉を行い，新たな
個体 cikを作成する．
cik =
8>><>>:
mik (»ik · CR)
vik (»ik > CR)
ここで，»ikは区間 [0; 1]の一様乱数，CRは交叉率である.
5.  選択
交叉により生成された個体 cikと対象親個体 vikとの間で比較を行い，より適合
度の高い個体が次世代へと進む．
6. 終了判定
終了条件を満たす場合，アルゴリズムを終了する．条件を満たさない場合，手順
2へ戻る．本研究では反復回数が一定の条件を満たしたとき解の探索を終了する．
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6.1 突然変異
突然変異では互いに重複しない複数の親個体から差分変位親個体mikを生成する．
DEにおける突然変異方法として数々の方法が提案されている．以下で代表的な手法
を紹介する [51, 48]．
² rand/1
mik = xak + F (xbk ¡ xck) (i = 1; :::;N); (k = 1; :::; n)
² best/1
mik = x
best
k + F (xbk ¡ xck) (i = 1; :::;N); (k = 1; :::; n)
このとき x bestk (k = 1; :::; n)は集団中の最良個体．
² best/2
mik = x
best
k + F (xbk ¡ xck) + F (xdk ¡ xek) (i = 1; :::;N); (k = 1; :::; n)
このとき x bestk (k = 1; :::; n)は集団中の最良個体．
スケーリングパラメータF を大きくすると大域探索性が高まり，小さくすれば局所探
索性が高まる．ただし，この値は集団サイズとの間でトレードオフの関係にある [48]．
本研究では，突然変異方法として rand/1モデルを使用する．
6.2 交叉
DEの交叉方法としていくつかの手法が提案されている．以下で代表的な手法を紹
介する [51]．
² 一様交叉
cik =
8>><>>:
mik (»ik · CR)
vik (»ik > CR)
ここで，»ikは区間 [0; 1]の一様乱数．
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² 二点交叉
1.ランダムに交叉点を選択する．
2.乱数 »ikを発生し，そのとき乱数 »ikが交叉率CR以下だった回数を lとする．
3.始点を含めず l個目までの要素を差分変位親個体mikから，それ以外の要
素を対象親個体 vikから受け継ぎ子個体を生成する．このとき，mik，vikの
第 n要素が l個の中に含まれた場合，第 1要素に戻り同様の操作を続ける．
本研究では交叉方法として，一様交叉と二点交叉をそれぞれ用いた．
7 粒子群最適化法(Particle Swarm Optimization：PSO)
粒子群最適化法 (Particle Swarm Optimization：PSO)[30]はKennedyと Eberhart
によって開発されたメタヒューリスティックアルゴリズムであり，単純化された社会
モデルシミュレーションをもとにしている．いわゆる群知能の一種であり，アントコ
ロニー最適化と同列に語られることが多い．PSOでは探索空間内に配置された粒子
（探索点）が群れを構成し，それらの粒子が過去の情報や群れ内の情報をもとに動く
ことで解の探索が行われる．PSOは他の進化的計算法とは異なり，情報を群れ内で
共有する．これは，PSOが鳥の群れが餌を探す行動研究によって導かれた「群れ内
で情報を共有する」といった仮定に基づいているからである．そのため，PSOでは
粒子同士が互いに影響を及ぼし合い，粒子の動きは複雑なものとなる．また，その探
索プロセスは粒子の位置と速度によって記述されるため，非常に理解しやすいものと
なっている．
本研究では，探索パラメータ設定手法の異なる三種類の PSOを用い，パラメータ
の推定を行った．
目的関数 f(x)の最小化問題
minimize f(x)
subject to x 2 Rn
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を考える．以下に，本研究で用いた PSOのアルゴリズムを示す．このときの粒子群
構造（情報交換形態）は全結合（Gbest）とする．また，最大反復回数をTmaxとする．
1. 初期個体群の生成
あらかじめ設定した個体数 N だけ，n次元位置ベクトル x0i (i = 1; :::;N)およ
び n次元速度ベクトルº0i (i = 1; :::;N)をランダムに生成する．また，次式のよ
うに pbest0i および gbest
0を初期化する．
pbest0i = x
0
i
gbest0 = pbest0i¤
このとき，i¤ = arg min f(pbest0i )である．
2. 速度と位置の更新 
次期探索における 速度ベクトルºt+1i と位置ベクトル x
t+1
i (i = 1; :::; N)，(t =
0; :::; Tmax)を次式により求める．
ºt+1i = !º
t
i + C1»1i(pbest
t
i ¡ xti) + C2»2i(gbestt ¡ xti)
xt+1i = x
t
i + º
t+1
i
»1i，»2iは区間 [0,1]の正規乱数である．このときの探索パラメータC1，C2，!は
各係数に対する重みパラメータであり，探索性能を大きく左右する．探索パラ
メータ C1は粒子自身の最良値への誘引力を，探索パラメータ C2は全粒子群中
の最良値への誘引力を決定する．また，!は慣性項と呼ばれる．
3. pbest，gbestの更新
各粒子におけるそれまでの最良位置を pbestti(i = 1; :::; N)，(t = 1; :::; Tmax)，全
粒子群中におけるそれまでに得られた最良位置を gbestt(t = 1; :::; Tmax)とする．
つまり，全 pbesttiのうち最も評価値の良い位置が gbest
tとなる．
If f(xt+1i ) < f(pbest
t
i) then
pbestt+1i = x
t+1
i
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else then
pbestt+1i = pbest
t
i
End if
gbestt+1 = pbestt+1i¤
このとき，i¤ = arg min f(pbestt+1i )である．
4. 終了判定
終了条件を満たす場合，アルゴリズムを終了する．条件を満たさない場合，手順
2へ戻る．本研究では反復回数が一定の条件を満たしたとき解の探索を終了する．
7.1 粒子群構造（情報交換形態）
PSOの粒子群構造（情報交換形態）として，数々のモデルが提案されている [24]．
先述のアルゴリズム例に示した全結合（Gbest）モデルの場合，最適解への収束は早
いが，集団中の最良個体である gbestが局所解に陥いるリスクが大きいとされる．そ
こで，粒子群構造（情報交換形態）を変更したLbestモデルなどがすでに提案されて
いる [31]．Gbestモデルでは各粒子のもつ情報を粒子群の全体で共有するのに対し，
Lbestモデルでは粒子群中にサブシステムを構成し，そのサブシステム内で情報を共
有する．Lbestモデルを使用した場合，Gbestモデルを使用した場合に比べ解への収
束は遅くなるが，局所解へ陥るリスクが小さくなるとされる．また，Lbestモデル内
におけるサブシステム構成モデルとしてLbest-circle，Lbest-wheelなど複数の形態が
あり，それぞれ異なった特徴をもつ [31, 38]．
7.2 PSOにおける安定性解析と探索パラメータの設定
PSOでは群内での情報共有が行われるため，各粒子が複雑な振る舞いをする．こ
のとき，PSOにおける探索パラメータC1，C2，!は粒子の振る舞い，ひいては解の探
索性能に大きな影響を及ぼす．そのため，探索パラメータC1，C2，!がPSOの動作に
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及ぼす影響について解析する安定性解析といったものが行われている．これまでに数
多くの安定性解析が行われてきたが [3, 8, 9, 12, 29, 52, 57]，本論文ではTrelea[57]に
より行われた最も基本的な安定性解析手法について記述する．
TreleaによるPSOの安定性解析は，次期探索における位置ベクトルxti(i = 1; :::; N)
，(t = 1; :::; Tmax)を求める式
ºt+1i = !º
t
i + C1»1i(pbest
t
i ¡ xti) + C2»2i(gbestt ¡ xti) (7.1)
を簡略化したもので行われる．具体的には，上記の式から確率的な要素である乱数
»1i，»2iを取り除いた式
ºt+1i = !º
t
i + C1(pbest
t
i ¡ xti) + C2(gbestt ¡ xti) (7.2)
を用いる．このとき，° = C1
C1+C2
とおくと
pti = °pbest
t
i + (1¡ °)gbestt (7.3)
と書ける．よって，(7.3)式を用いるとPSOの速度ベクトル ºtiと位置ベクトルx
t
i(i =
1; :::;N)，(t = 1; :::; Tmax)は以下のように書ける．
ºt+1i = !º
t
i + (C1 + C2)(p
t
i ¡ xti) (7.4)
xt+1i = x
t
i + º
t+1
i (7.5)
ここでC = C1 + C2，y
t
i = x
t
i ¡ ptiとおくと，
ºt+1i = !º
t
i ¡ Cyti (7.6)
yt+1i = !º
t
i + (1¡ C)yti (7.7)
ここで（7.7）式を次のように書き直す．0B@ ºt+1i
yt+1i
1CA =
0B@ ! ¡C
! 1¡ C
1CA
0B@ ºti
yti
1CA (7.8)
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このとき，
A =
0B@! ¡C
! 1¡ C
1CA (7.9)
とおくと， 0B@ ºt+1i
yt+1i
1CA = A
0B@ ºti
yti
1CA (7.10)
Aの固有値 ¸は det(A¡ ¸E) = 0より
¸2 ¡ (1 + ! ¡ C)¸+ ! = 0 (7.11)
¸ =
(1 + ! ¡ C)§p(1 + ! ¡ C)2 ¡ 4!
2
(7.12)
j¸j < 1となるとき粒子群は安定して運動するので，PSOにおける安定条件は j!j < 1，
0 < C < 2!+ 2となる．しかし，たとえ安定領域内であっても，¸の値により粒子の
挙動は大きく異なる．探索効率の観点からいえば，¸が複素固有値となり粒子がより
広い領域を探索できる (1 + ! ¡ C)2 ¡ 4! < 0に探索パラメータを設定した方が効率
が良い．そのため，多くの手法はこの領域に探索パラメータ C1，C2，!を設定して
いる．実際問題として，Treleaにより行われた安定性解析は乱数の影響を一切考慮し
ていないなど非常に簡略化されたものであり，本来の安定領域はより小さなものとな
る．しかし，安定性解析は粒子の軌道と探索パラメータの値との関係性を把握するう
えで非常に重要な知見となる．
安定性解析から得られた結果に基づき，探索パラメータ C1，C2，!の設定法が提
案されている [24]．以下で代表的なものを紹介する．
1. Constriction Method（CM）[8]
探索パラメータを ! = 0:729，C1 = C2 = 1:4955に設定する．
2. Linearly Decreasing Inertia Weight Method（LDIWM）[68]
探索パラメータC1 = C2 = 2:0とし，探索パラメータ !を反復回数の増加に従っ
て ! = 0:9から! = 0:4に線形に減少させる．
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3. Random Inertia Weight Method（RIWM）[11]
探索パラメータをC1 = C2 = 1:4955，!を区間（0.5,1.0）で反復毎にランダムに
設定．
4. Linearly Decreasing Vmax Method（LDVM）[50]
反復回数の増加に従って粒子の速度上限を線型に減少させる．
5. Increasing Neighborhood Size Method（INSM）[14]
反復回数の増加に伴い，各粒子における近傍粒子数を増加させると同時に，探
索パラメータC1，C2，!を減少させる手法．つまり，多数のサブシステムをもつ
Lbestモデルからスタートし，徐々にサブシステムの数を減らし，最終的には全
結合モデル（gbest）へと移行する．
6. Activity Feedback PSO（AFPSO）[25, 26]
粒子群の活性度を観測・フィードバックすることで探索パラメータ !を調整し，
PSOの活性度を制御する手法．
本研究では探索パラメータの設定手法としてCM，LDIWM，RIWMを用いた．
8 シミュレーション概要
8.1 個体群の評価
本研究では，パラメータ推定元となる横揺れ角データ Áiを真値，各種手法を用い
推定したパラメータを運動方程式に代入することで得られた数値解 ~Ái を推定値とし，
次のような適合度関数を定義し個体の評価を行う．
fa(x) =
1
1 + ·
NX
i=1
( ~Ái ¡ Ái)2
(8.1)
·は適合度関数の調整係数であり，最終的な推定精度を左右する．本論文では· = 100
に設定した．
本研究ではTable 7からTable 18 に示すそれぞれ性質の異なる 12種類の条件の下，
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船体横揺れ運動方程式のパラメータ推定を行い，推定精度および探索性能に関する
比較・検証を行う．Method-1およびMethod-2はビットストリングGAを用いた手
法，Method-3からMethod-7は実数値 GAを用いた手法，Method-8，Method-9は
DEを用いた手法，Method-10，Method-11，Method-12はPSOを用いた手法である．
Method-1はUenoら [61]により既に検証が成されているバイナリコードを用いたビッ
トストリング型GAであるが試行平均時における検証はなされていなかったため，こ
れをMethod-1とした．本研究では反復回数 10000を終了条件とする．また，集団サ
イズはすべての条件において共通の 90に設定した．
Table 7: Condition of GA(Binary Code)（Method-1）
Coding Type Binary code
Generation Alternation Method SGA with Elitism
Number of Iterations 10000
Population Size 90
Length of Individual(bit) 20
Crossover Type Uniform crossover
Crossover Ratio 0.65
Mutation Ratio 0.04
8.2 解析に用いたデータ
常微分方程式の数値解法として広く普及している 4次の Runge-Kutta法を用い時
間刻み幅¢t = 0:01[sec]で運動方程式を 3000ステップ解くことで，解析に用いる元
データ（真の横揺れ角データ）を作製した．このときの時間刻み幅はChanら [7]と
共通の¢t = 0:01[sec]とした．本研究では，4次のRunge-Kutta法でパラメータが既
知である (2.12)式を初期条件 Á(0)，_Á(0)のもとで解いた数値解を元データ（真の横揺
れ角データ）とし，各種手法を用いることでパラメータの推定を行う．また，本研究
36
Table 8: Condition of Bit-Strings GA(Gray Code)（Method-2）
Coding Type Gray code
Generation Alternation Method SGA with Elitism
Number of Iterations 10000
Population Size 90
Length of Individual(bit) 20
Crossover Type Uniform crossover
Crossover Ratio 0.90
Mutation Ratio 0.03
Table 9: Condition of Real-coded GA（Method-3）
Coding Type Real code
Generation Alternation Method SGA with Elitism
Number of Iterations 10000
Population Size 90
Crossover Type BLX-®
BLX-® Parameter ® 0.5
Crossover Ratio 1.0
Mutation Ratio 0.0
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Table 10: Condition of Real-coded GA（Method-4）
Coding Type Real code
Generation Alternation Method MGG
Number of Iterations 10000
Population Size 90
Crossover Type BLX-®
BLX-® Parameter ® 0.5
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in MGG 90
Table 11: Condition of Real-coded GA（Method-5）
Coding Type Real code
Generation Alternation Method MGG
Number of Iterations 10000
Population Size 90
Crossover Type UNDX
UNDX Parameter ® 0.5
UNDX Parameter ¯ 0.35
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in MGG 90
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Table 12: Condition of Real-coded GA（Method-6）
Coding Type Real code
Generation Alternation Method JGG
Number of Iterations 10000
Population Size 90
Crossover Type SPX
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in JGG 90
Table 13: Condition of Real-coded GA（Method-7）
Coding Type Real code
Generation Alternation Method JGG
Number of Iterations 10000
Population Size 90
Crossover Type REX('; n+ k)
REX Parameter k 1
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in JGG 90
39
Table 14: Condition of DE（Method-8）
Type of DE DE/rand/1/bin
Number of Iterations 10000
Population Size 90
Crossover Type Binomial Crossover
Crossover Ratio 0.9
Scaling Parameter F 0.6
Table 15: Condition of DE（Method-9）
Type of DE DE/rand/1/exp
Number of Iterations 10000
Population Size 90
Crossover Type Exponential Crossover
Crossover Ratio 0.9
Scaling Parameter F 0.6
Table 16: Condition of PSO（Method-10）
Type of Topology Gbest
Number of Iterations 10000
Population Size (Number of Particles) 90
Type of Parameter Setting CM
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Table 17: Condition of PSO（Method-11）
Type of Topology Gbest
Number of Iterations 10000
Population Size (Number of Particles) 90
Type of Parameter Setting LDIWM
Table 18: Condition of PSO（Method-12）
Type of Topology Gbest
Number of Iterations 10000
Population Size (Number of Particles) 90
Type of Parameter Setting RIWM
で扱う運動方程式のパラメータはRobertsによって提示された問題 [45]に対しChan
らがパラメータ値を設定したもの [7]に基づくものである．
本論文ではTable 19に示す二種類の条件において検証を行った．Case-1はChanら
Table 19: Setting Parameters of the Equation of Ship Roll Motion
     b1 b2 c1 c3 Á(0) _Á(0)
Case-1 0.0500 0.0500 1.0000 0.5000 0.6981 0.000
Case-2 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300
[7]が用いたものと同様の条件である．Case-2はデータの欠損を想定したものであり，
Case-1を解くことで得られた数値解から最初の 2.0[sec]間を除いたものであり，初速
_Á(0)をもつ．他手法の場合，パラメータ推定をするにあたり初期値 _Á(0)をあらかじ
め求めておく必要がある．しかし，進化的計算法を用いて推定する場合，初期値 _Á(0)
も同時推定が可能となる．よって，真値となる時系列のデータ長はCase-1の場合は
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30[sec]，Case-2の場合は 28[sec]となる．Case-1における数値解をFig.15，Case-2に
おける数値解を Fig.19に示す．これらのデータがパラメータ推定時における元デー
タとなる．最終的に最も大きな適合度を示した個体を最適解として採択し，パラメー
タの推定結果とする．
8.3 付加したノイズ
本章ではノイズを含むデータに対する本手法の有効性について検証する．パラメー
タ推定時におけるノイズの影響に関する検証を行うため，周波数帯域，分散の異なる
以下の三種類のノイズを用意した．
今回使用したノイズは以下の三種類である．
² Noise-1
平均:0，分散:1:88 £ 10¡5，周波数帯幅:0～50[Hz]のホワイトノイズ（Fig.9,10
参照）．
² Noise-2
平均:0，分散:1:88 £ 10¡6，周波数帯幅:0～50[Hz]のホワイトノイズ（Fig.11,12
参照）．
² Noise-3
平均:0，分散:1:90 £ 10¡5，周波数帯幅:10～50[Hz] の高周波ノイズ（Fig.13,14
参照）．
船体横揺れの周波数と比較し周波数帯幅 10～50[Hz]は十分に高周波であるため，本
研究ではNoise-3を高周波ノイズとして定義した．これらのノイズをパラメータ推定
元となるデータ（真の横揺れ角データ）（Fig.15）に付加した後，各手法を用い船体
横揺れ運動方程式のパラメータを推定し，ノイズを含むデータに対する本手法の有効
性について検証した．
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Fig 9: Time series data of Noise-1 Fig 10: Power spectral density of
Noise-1
Fig 11: Time series data of Noise-2 Fig 12: Power spectral density of
Noise-2
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Fig 13: Time series data of Noise-3 Fig 14: Power spectral density of
Noise-3
8.4 解析に用いたデータ（ノイズ付加時）
Case-1において使用するデータは，Fig.15に示した元データ（真の横揺れ角データ）
に各種ノイズを付加することで作成した．Noise-1を付加したものをFig.16，Noise-2
を付加したものを Fig.17，Noise-3を付加したものを Fig.18 に示す．
また，Case-2において使用するデータはCase-1において使用するデータFig.16,17,18
から最初の 2.0[sec]間を切り取ることで作製した．Case-2において使用するデータを
Fig.20,21,22に示す．これらのデータがパラメータ推定時における元データとなる．
9 ノイズを含まないデータに対する結果
本章では，ノイズを含まない条件下において，Fig.15に示したCase-1における真
の横揺れ角データおよび Fig.19に示したCase-2における真の横揺れ角データからパ
ラメータ推定を行った場合の結果について示す．ただし，本章ではノイズを含まない
データを扱っているため，初期値Á(0)の推定は行わない．よって，本章ではパラメー
タ b1，b2，c1，c3および初期値 _Á(0)を推定する．
推定されたパラメータを (2.12)式に代入し得られる数値解を ~Ái，真のパラメータ
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Fig 15: Numerical solution of equa-
tion(2.12) in Case-1.(actual value)
Fig 16: Adding Noise-1 to the actual
value of time-series data in Case-1.
Fig 17: Adding Noise-2 to the actual
value of time-series data in Case-1.
Fig 18: Adding Noise-3 to the actual
value of time-series data in Case-1.
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Fig 19: Numerical solution of equa-
tion(2.12) in Case-2.(actual value)
Fig 20: Adding Noise-1 to the actual
value of time-series data in Case-2.
Fig 21: Adding Noise-2 to the actual
value of time-series data in Case-2.
Fig 22: Adding Noise-3 to the actual
value of time-series data in Case-2.
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を (2.12)式に代入し得られる数値解を Áiとする．本研究では推定精度の評価に次の
ように定義したRoot Mean Squared Error（RMSE）を用いる．
RMSE =
vuut 1
N
NX
i=1
( ~Ái ¡ Ái)2 (9.1)
進化的計算を用いた手法はその性質上最適解を求めるために使用した乱数により結
果が異なる．そこで本研究では,各手法毎 20回の試行を行い，その時得られた最良値
と試行平均値の両方を結果とし記載する．また，本章ではRMSE＜ 1:0£ 10¡4を探
索成功と定義し，20試行中の探索成功率（Success rate）もあわせて記載する．
本研究ではパラメータ推定結果は全て小数点以下第四桁まで示すものとする．
9.1 Case-1に対する結果
Case-1おいて，ノイズを含まないデータからパラメータ推定を行った場合におけ
る 20試行中の最良値および探索成功率（Success Rate）をTable 20に，試行平均値
をTable 21に示す．また，その推定結果についてRoberts[45]およびChanら [7]によ
り提案された手法との間で比較を行う．ただし，RobertsおよびChanらの手法では
復原力係数 c1，c3は既知であり，減衰力係数 b1，b2のみ推定している．
本節では，RMSEの推移をもとにした解探索能力の比較も行う．RMSEの値が早
く減少するものほど高い解探索能力をもち，パラメータ推定時における計算量の削減
が可能となる．解探索能力の比較には，最終的に 20試行中最良の値を示した試行の
RMSEの推移を用いる．
Method-1とMethod-2のRMSEの推移について比較したものをFig.23，Method-3
とMethod-4のRMSEの推移について比較したものをFig.24，Method-4,5,6,7および
Method-8のRMSEの推移について比較したものを Fig.25，Method-9とMethod-10
のRMSEの推移について比較したものをFig.26，Method-11,12およびMethod-13の
RMSEの推移について比較したものをFig.27，実数値GA，DE，PSOで最良の結果
を得られた手法（Method-8,10およびMethod-11）間で RMSEの推移について比較
したものを Fig.28に示す．
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Table 20: Estimated parameters from the time-series data in Case-1. (Best Value)
b1 b2 c1 c3 _Á(0) RMSE Success rate
1
Actual value 0.0500 0.0500 1.0000 0.5000 0.0000 - -
Roberts [45, 7] 0.0512 0.0435 - - - - -
Chan et al. [7] 0.0501 0.0521 - - - - -
Method-1 0.0500 0.0500 1.0000 0.5001 0.0000 3:24£ 10¡6 8/20
Method-2 0.0500 0.0500 1.0000 0.5000 0.0000 1:18£ 10¡6 20/20
Method-3 0.0500 0.0500 1.0000 0.5000 0.0000 2:87£ 10¡6 20/20
Method-4 0.0500 0.0500 1.0000 0.5000 0.0000 4:32£ 10¡10 20/20
Method-5 0.0500 0.0500 1.0000 0.5000 0.0000 3:99£ 10¡10 20/20
Method-6 0.0500 0.0500 1.0000 0.5000 0.0000 4:01£ 10¡10 20/20
Method-7 0.0500 0.0500 1.0000 0.5000 0.0000 4:01£ 10¡10 20/20
Method-8 0.0500 0.0500 1.0000 0.5000 0.0000 3:97£ 10¡10 20/20
Method-9 0.0500 0.0500 1.0000 0.5000 0.0000 3:97£ 10¡10 20/20
Method-10 0.0500 0.0500 1.0000 0.5000 0.0000 4:00£ 10¡10 20/20
Method-11 0.0500 0.0500 1.0000 0.5000 0.0000 3:97£ 10¡10 20/20
Method-12 0.0500 0.0500 1.0000 0.5000 0.0000 3:99£ 10¡10 20/20
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Table 21: Estimated parameters from the time-series data in Case-1. (Mean Value)
     b1 b2 c1 c3 _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.0000 -
Roberts [45, 7] 0.0512 0.0435 - - - -
Chan et al. [7] 0.0501 0.0521 - - - -
Method-1 0.0507 0.0485 1.0000 0.5006 0.0005 3:77£ 10¡4
Method-2 0.0500 0.0500 1.0000 0.5001 0.0000 7:41£ 10¡6
Method-3 0.0500 0.0500 1.0000 0.5000 0.0000 2:46£ 10¡6
Method-4 0.0500 0.0500 1.0000 0.5000 0.0000 5:74£ 10¡10
Method-5 0.0500 0.0500 1.0000 0.5000 0.0000 4:34£ 10¡10
Method-6 0.0500 0.0500 1.0000 0.5000 0.0000 4:15£ 10¡10
Method-7 0.0500 0.0500 1.0000 0.5000 0.0000 4:33£ 10¡10
Method-8 0.0500 0.0500 1.0000 0.5000 0.0000 4:45£ 10¡10
Method-9 0.0500 0.0500 1.0000 0.5000 0.0000 4:44£ 10¡10
Method-10 0.0500 0.0500 1.0000 0.5000 0.0000 4:46£ 10¡10
Method-11 0.0500 0.0500 1.0000 0.5000 0.0000 4:27£ 10¡10
Method-12 0.0500 0.0500 1.0000 0.5000 0.0000 4:60£ 10¡10
いずれの手法も，Roberts[45]やChanら [7]により提案された手法よりはるかに高
い推定精度を示しており，進化的計算法を用いたパラメータ推定法の有効性について
確認できた．また，コーディングに実数値を用いた手法（Method-4からMethod-12）
がコーディングにビットストリングを用いた手法（Method-1，Method-2）に比べ高
い推定精度を示しており，より解探索能力に優れるとされる手法を用いることで高精
度なパラメータ推定が可能となっている．
コーディングにビットストリングを用いた手法（Method-1，Method-2）の場合，最
1'Success rate' is the ratio of successful search in the trials.
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Fig 23: Transitions of the RMSE in
Method-1 and Method-2
Fig 24: Transitions of the RMSE in
Method-3 and Method-4
Fig 25: Transitions of the RMSE in
Method-4,5,6 and Method-7
Fig 26: Transitions of the RMSE in
DE (Method-8 and Method-9)
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Fig 27: Transitions of the RMSE in
Method-10,11 and Method-12
Fig 28: Comparison of the RMSE
transitions among evolutionary com-
putation (Method-7,9 and Method-10)
良値に比べ試行平均値では明らかに推定精度が下がっている．これは，試行毎に収束
する解の値が異なっていることを意味しており，解探索の安定性という意味で望まし
くない．とくにコーディングにバイナリコードを用いたMethod-1では解探索の失敗
が多いなど，解探索の不安定さが確認できる．しかし，同じビットストリングGAで
あっても，コーディングにグレイコードを用いることで探索失敗を大幅に減らすこと
ができている．Method-1とMethod-2の間でRMSEの推移を比較した場合（Fig.23
参照），Method-2のRMSEの推移はMethod-1のそれと比べ，ずいぶんと滑らかな
ものとなっている．これは，交叉が有効に機能し，十分な解探索が行われていること
を示している．それとは対照的に，Method-1のRMSEの推移は滑らかなものとなっ
ていない．これは，交叉が十分に機能していないことを示している．この背景には
コーディングにバイナリコードを用いた場合，数値的連続性を十分に表現することが
できないため，計算結果が初期個体群分布に大きく依存するという問題がある．この
問題は複数回の試行を行いそのときの最良値を取ることで解決が可能である．
Method-3は実数値コーディングを用いているにも関わらず，その推定精度・解探
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索能力は実数値コーディングを用いた他の手法（Method-4からMethod-12）に比べ
明らかに劣っている．このことは，Fig.24からも明らかに見て取れ，Method-4では
継続的な解探索が行われているのに対し，Method-3ではRMSEが 1:00£ 10¡5を下
回ったあたりから解探索の停滞がみられる．これは，Method-3が世代交代モデルに
SGAを用いていることが原因だと思われる．SGAは交叉に参加する親個体を選択す
るとき（複製選択），ルーレット選択を使用する．この手法は多様性の維持に優れる
反面，適合度の低い個体にも交叉に参加する機会を与えるため，局所探索能に劣ると
される [47]．Method-3ではその影響が顕著に出てしまい，最適解付近の解空間を十
分に探索できなかったものと考えられる．
実数値GAを用いパラメータ推定を行った場合，Method-3を除きその最終結果に
はほとんど差異がみられなかった．しかし，RMSEの推移つまり解探索能力には手法
間で大きな差がみられる（Fig.23およびFig.24参照）．統計量遺伝を完全には満たさ
ない交叉方法であるBLX-®やUNDXを用いた場合（Method-3,4およびMethod-5），
解の探索に多くの反復を要しており，RMSEの減少も緩やかである．それに対し統計
量遺伝を満たす交叉方法である SPXやREX('; n+ k)を用いた場合，RMSEが比較
的早い段階で急激に減少している．このことから，SPXや REX('; n + k)といった
統計量遺伝を満たす交叉方法は統計量遺伝を満たさない交叉方法に比べ高い解探索能
力をもっており，より少ない反復回数での解探索が可能であることがわかる．
DEは実数値GAと比べ非常に簡素なアルゴリズムであるにも関わらず，それらと
同等かそれ以上の高い解探索能力を示している．これはアルゴリズム設計をするうえ
で，大きなメリットと成り得る．また，突然変異手法により解探索能力に若干の差が
みられるが，本研究で用いた他の手法と比較するとその差は非常に小さいものとなっ
ている．
PSOでは，そのパラメータ設定法により解探索能力に大きな差が出た．とくに，探
索パラメータの設定法としてLDIWM[68]を用いたMethod-11は解の探索により多く
の反復を要している．LDIWMは探索パラメータ C1およびC2を 2:0に固定した状態
で，!を反復回数の増加に従って ! = 0:9から! = 0:4に線形に減少させる手法であ
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る．このときの，スタート時の探索パラメータ ! = 0:9はこれまでに行われてきた安
定性解析に関する研究結果 [24]から考えると大きな値であり，不安定領域に存在する
ものと考えられる．そのため LDIWMでは，探索の初期段階において各粒子はその
速度を増しながら初期配置よりも広い範囲に広がっていく．その後，!が線形に減少
するのにしたがい，各粒子は gbestに向かって収束していく．よって，LDIWMでは
探索パラメータが不安定領域に存在する初期探索の段階で，粒子が非常に広い範囲に
ばら撒かれる．そのため，その後の粒子の収束に非常に多くの反復を要し，結果とし
て解の探索に多くの反復を要したものと考えられる．また，本研究ではなかったが，
本研究で使用した全結合（Gbest）モデルは局所的最適解に陥りやすいというリスク
も報告されている [24, 31]．解探索時における失敗リスク軽減のため，他の粒子群構
造（情報交換形態）を用いたモデルに関する検証も必要だと考えられる．
次に，実数値 GA，DEおよび PSOの各手法の中で最も高い解探索能力を示した
Method-7,9およびMethod-10の RMSEの推移について比較を行う（Fig.28参照）．
これらの手法はいずれも反復回数が 1000に満たない段階で最終結果と同等の結果を
得ており，その高い解探索能力が確認できる．いずれも高い解探索能力を示している
ため，最終的なパラメータ推定結果およびRMSEの推移から各手法に解探索能力の
優劣をつけることは難しいが，パラメータ推定時における使用者の負担およびパラ
メータ推定に要する計算時間等を考慮すると，アルゴリズムが最も簡素で必要とされ
る計算時間の短いDEがパラメータ推定法として最も優れているといえる．
9.2 Case-2に対する結果
Case-2はデータの欠損を想定したものであり，初速 _Á(0)を持つ．このような場合，
他手法では推定が難しい．
Case-2おいて，ノイズを含まないデータからパラメータ推定を行った場合におけ
る 20試行中の最良値をTable 22に，試行平均値をTable 23に示す．
若干の精度低下がみられるもののCase-1とほぼ同様の推定精度を示しており，初
速 _Á(0)をもつデータに対する本手法の有効性について確認できた．
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Table 22: Estimated parameters from the time-series data in Case-2. (Best Value)
     b1 b2 c1 c3 _Á(0) RMSE Success rate
2
Actual value 0.0500 0.0500 1.0000 0.5000 -0.5300 -
Method-1 0.0498 0.0508 1.0000 0.5007 -0.5304 6:26£ 10¡5 3/20
Method-2 0.0500 0.0500 1.0000 0.5000 -0.5300 7:86£ 10¡7 20/20
Method-3 0.0500 0.0500 1.0000 0.5000 -0.5300 2:34£ 10¡6 20/20
Method-4 0.0500 0.0500 1.0000 0.5000 -0.5300 4:29£ 10¡10 20/20
Method-5 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-6 0.0500 0.0500 1.0000 0.5000 -0.5300 4:07£ 10¡10 20/20
Method-7 0.0500 0.0500 1.0000 0.5000 -0.5300 4:07£ 10¡10 20/20
Method-8 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-9 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-10 0.0500 0.0500 1.0000 0.5000 -0.5300 4:05£ 10¡10 20/20
Method-11 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
Method-12 0.0500 0.0500 1.0000 0.5000 -0.5300 4:04£ 10¡10 20/20
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Table 23: Estimated parameters from the time-series data in Case-2. (Mean Value)
     b1 b2 c1 c3 _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.5300 -
Method-1 0.0511 0.0458 1.0004 0.4949 -0.5273 4:15£ 10¡4
Method-2 0.0500 0.0501 1.0000 0.5001 -0.5301 1:04£ 10¡5
Method-3 0.0500 0.0500 1.0000 0.5000 -0.5300 1:05£ 10¡6
Method-4 0.0500 0.0500 1.0000 0.5000 -0.5300 2:45£ 10¡9
Method-5 0.0500 0.0500 1.0000 0.5000 -0.5300 4:26£ 10¡10
Method-6 0.0500 0.0500 1.0000 0.5000 -0.5300 4:20£ 10¡10
Method-7 0.0500 0.0500 1.0000 0.5000 -0.5300 4:17£ 10¡10
Method-8 0.0500 0.0500 1.0000 0.5000 -0.5300 4:47£ 10¡10
Method-9 0.0500 0.0500 1.0000 0.5000 -0.5300 4:42£ 10¡10
Method-10 0.0500 0.0500 1.0000 0.5000 -0.5300 4:48£ 10¡10
Method-11 0.0500 0.0500 1.0000 0.5000 -0.5300 4:26£ 10¡10
Method-12 0.0500 0.0500 1.0000 0.5000 -0.5300 4:49£ 10¡10
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10 ノイズを付加したデータに対する結果
本章では，時系列データにノイズを付加し作製したノイズを含むデータからパラ
メータ推定を行ったときの結果について示す．ノイズを含むデータからパラメータ推
定を行う場合，元データの初期値 Á(0)がノイズを含むため，元データの初期値 Á(0)
の推定も同時に行う．よって，本章ではパラメータ b1，b2，c1，c3 および初期値 Á(0)，
_Á(0)を推定する．
また，ノイズを含むデータの初期値 Á(0)はノイズを含まないデータの初期値 Á(0)
の真値が 0.6981[rad]であるのに対し，Noise-1付加時は 0.6987[rad]，Noise-2付加時
は 0.6983[rad]，Noise-3付加時は 0.6951[rad]となっている．
10.1 Case-1に対する結果
Case-1おいて，ノイズを含むデータからパラメータ推定を行った場合における 20
試行中の最良値および試行平均値を示す．
1. Noise-1付加時
Fig.16の時系列データからパラメータ推定を行ったときの 20試行中の最良値を
Table 24に，試行平均値をTable 25に示す．Noise-1は平均:0，分散:1:88£ 10¡5
，周波数帯幅:0～50[Hz]のホワイトノイズである（Fig.9,10参照）．
2. Noise-2付加時
Fig.17の時系列データからパラメータ推定を行ったときの 20試行中の最良値を
Table 26に，試行平均値をTable 27に示す．Noise-2は平均:0，分散:1:88£10¡6，
周波数帯幅:0～50[Hz]のホワイトノイズ（Fig.11,12参照）であり，分散がNoise-1
に比べ 10分の 1となっている．
3. Noise-3付加時
Fig.18の時系列データからパラメータ推定を行ったときの 20試行中の最良値を
Table 28に，試行平均値をTable 29に示す．Noise-3は平均:0，分散:1:90£ 10¡5
，周波数帯幅:10～50[Hz]の高周波ノイズ．（Fig.13,14参照）である．
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Table 24: Estimated parameters from the time-series data containing Noise-1 in Case-
1. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0505 0.0498 0.9998 0.5037 0.6980 0.0018 2:17£ 10¡4
Method-2 0.0501 0.0496 0.9996 0.5056 0.6981 0.0022 2:56£ 10¡4
Method-3 0.0499 0.0502 0.9998 0.5037 0.6980 0.0017 2:23£ 10¡4
Method-4 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-5 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-6 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-7 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-8 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-9 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-10 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-11 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-12 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
試行平均値の場合，手法間でばらつきがみられるが，試行最良値の場合いずれの手
法も初期値Á(0)， _Á(0)の値をよく推定できており，初期値Á(0)， _Á(0)のもつノイズの
影響を軽減することに成功している．また，ノイズを含むデータからのパラメータ推
定であるにもかかわらず，その推定精度はノイズを含まないデータからRoberts[45]
やChanら [7]の手法を用い推定を行ったものより高いものとなっている．このこと
からも，本手法の高い推定精度およびノイズを含むデータに対する有効性について確
認することができる．しかし，いずれの手法もノイズ含まないデータからパラメータ
推定を行う場合に比べ，その推定精度が下がっている．また，ノイズを含まないデー
タからパラメータ推定を行う場合に比べ，その推定精度に手法間の差異はみられな
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Table 25: Estimated parameters from the time-series data containing Noise-1 in Case-
1. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0459 0.0630 0.9976 0.5290 0.7020 0.0059 1:82£ 10¡3
Method-2 0.0496 0.0510 0.9997 0.5046 0.6983 0.0018 2:73£ 10¡4
Method-3 0.0496 0.0502 0.9987 0.5146 0.6954 0.0020 8:27£ 10¡4
Method-4 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-5 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-6 0.0499 0.0502 0.9998 0.5032 0.6981 0.0018 2:43£ 10¡4
Method-7 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-8 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-9 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-10 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-11 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
Method-12 0.0499 0.0501 0.9998 0.5037 0.6980 0.0017 2:22£ 10¡4
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Table 26: Estimated parameters from the time-series data containing Noise-2 in Case-
1. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0500 0.0498 0.9999 0.5013 0.6980 0.0001 9:30£ 10¡5
Method-2 0.0501 0.0498 1.0000 0.5020 0.6979 0.0008 9:27£ 10¡5
Method-3 0.0500 0.0501 0.9999 0.5013 0.6981 0.0005 6:77£ 10¡5
Method-4 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-5 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-6 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-7 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-8 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-9 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-10 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-11 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-12 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
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Table 27: Estimated parameters from the time-series data containing Noise-2 in Case-
1. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0497 0.0512 0.9977 0.5260 0.6967 0.0054 8:78£ 10¡4
Method-2 0.0498 0.0506 0.9999 0.5018 0.6983 0.0006 1:10£ 10¡4
Method-3 0.0500 0.0500 0.9999 0.5012 0.6981 0.0006 6:98£ 10¡5
Method-4 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-5 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-6 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 6:99£ 10¡5
Method-7 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-8 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-9 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-10 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
Method-11 -0.0055 0.0422 1.0742 -0.1649 0.6953 -0.3584 7:74£ 10¡2
Method-12 0.0500 0.0500 0.9999 0.5012 0.6981 0.0005 7:01£ 10¡5
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Table 28: Estimated parameters from the time-series data containing Noise-3 in Case-
1. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0501 0.0498 1.0000 0.5000 0.6980 0.0000 2:54£ 10¡5
Method-2 0.0501 0.0498 0.9999 0.5010 0.6980 0.0002 3:92£ 10¡5
Method-3 0.0500 0.0500 0.9999 0.5005 0.6981 0.0001 2:50£ 10¡5
Method-4 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:66£ 10¡7
Method-5 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:67£ 10¡7
Method-6 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-7 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-8 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:72£ 10¡7
Method-9 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:72£ 10¡7
Method-10 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:63£ 10¡7
Method-11 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:69£ 10¡7
Method-12 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:67£ 10¡7
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Table 29: Estimated parameters from the time-series data containing Noise-3 in Case-
1. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 -
Method-1 0.0484 0.0555 0.9956 0.5486 0.6980 0.0010 1:68£ 10¡3
Method-2 0.0498 0.0505 1.0001 0.4991 0.6984 -0.0003 6:97£ 10¡5
Method-3 0.0500 0.0500 1.0000 0.5002 0.6981 0.0000 6:85£ 10¡6
Method-4 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:74£ 10¡7
Method-5 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:69£ 10¡7
Method-6 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-7 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-8 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-9 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:71£ 10¡7
Method-10 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:65£ 10¡7
Method-11 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:68£ 10¡7
Method-12 0.0500 0.0500 1.0000 0.5000 0.6981 0.0000 7:70£ 10¡7
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かった．とくに，分散の大きいノイズであるNoise-1付加時は手法間での差が小さく
なっている．これは，個体（粒子）評価を行う段階で適合度関数がノイズの影響を受
けてしまい，各個体（粒子）の差を十分に表現できなかったものと考えられる．
まずはじめに，分散の異なるホワイトノイズであるNoise-1付加時の結果とNoise-2
付加時の結果との間でそのパラメータ推定精度に関する比較を行う．より分散の小さ
いホワイトノイズであるNoise-2付加時の方がNoise-1付加時に比べRMSEの値が小
さいことから，ノイズの分散がパラメータ推定精度に大きな影響を与えることが確認
できる．
次に，周波数帯域の異なるノイズであるNoise-1付加時の結果とNoise-3付加時の
結果との間でそのパラメータ推定精度に関する比較を行う．ほぼ同じ分散であるノイ
ズを付加しているにもかかわらず，Noise-1付加時と Noise-3付加時ではその推定結
果に大きな差がみられ，ノイズを含まないデータからパラメータ推定を行ったときと
同様に実数値GA，DE，PSOが高い精度を示している．
パラメータ推定は船の横揺れ時系列データに基づいてパラメータ推定を行う．その
ため，船の横揺れ固有周波数とは明らかに異なる周波数成分をもつNoise-3付加時は
船の横揺れ固有周波数と同じ周波数成分をもつNoise-1付加時に比べノイズの影響を
受けにくかったものだと考えられる．しかし，たとえNoise-3のような高周波ノイズ
であっても適合度関数がノイズの影響を受けるため，結果としてノイズを含まない
データからパラメータ推定を行った場合に比べ推定精度が下がったものだと考えら
れる．
Method-11において試行平均値のRMSEが最良値のそれに比べ大幅に劣っている
（Table 27参照）．Method-11は探索パラメータの設定方法として LDIWMを使用し
た PSOである．本条件においては，Noise-2付加時に 20試行中 1回解探索に失敗し
ている．また，そのとき推定されたパラメータの値は真のパラメータの値から大きく
外れたものとなっている．前述の通り，LDIWMは探索パラメータが不安定領域に設
定された状態から解の探索を開始するため，探索の初期段階で粒子がその速度を増し
ながら，広い空間を探索するその過程で各粒子が有望領域から遠く離れた位置に飛び
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散ってしまい，結果として有望領域の探索を行えなかったことが解探索の失敗原因だ
と考えられる．
10.2 Case-2に対する結果
Case-2おいて，ノイズを含むデータからパラメータ推定を行った場合における 20
試行中の最良値および試行平均値を示す．
1. Noise-1付加時
Fig.20の時系列データからパラメータ推定を行ったときの 20試行中の最良値を
Table 30に，試行平均値をTable 31に示す．Noise-1は平均:0，分散:1:88£ 10¡5
，周波数帯域:0～50[Hz]のホワイトノイズである（Fig.9,10参照）．
2. Noise-2付加時
Fig.21の時系列データからパラメータ推定を行ったときの 20試行中の最良値を
Table 32に，試行平均値をTable 33に示す．Noise-2は平均:0，分散:1:88£10¡6，
周波数帯域:0～50[Hz]のホワイトノイズ（Fig.11,12参照）であり，分散がNoise-1
に比べ 10分の 1となっている．
3. Noise-3付加時
Fig.20の時系列データからパラメータ推定を行ったときの 20試行中の最良値を
Table 34に，試行平均値をTable 35に示す．Noise-3は平均:0，分散:1:90£ 10¡5
，周波数帯域:10～50[Hz]の高周波ノイズ．（Fig.13,14参照）である．
Case-1では高周波ノイズであるNoise-3を付加したものが他のノイズを付加した場
合に比べ明らかに高精度な推定を行えていたが，Case-2では精度が低下してしまっ
ている．これは，初速 _Á(0)が大きくなることで解軌道が複雑になり，推定が難しく
なったものと考えられる．しかし，進化的計算法を用いた手法では，本条件のような
厳しい条件の下であっても，ノイズを含まないデータからRoberts[45]やChanら [7]
の手法を推定した場合とほぼ同等の精度で推定が行えている．
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Table 30: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0496 0.0515 0.9995 0.5079 -0.2916 -0.5318 2:30£ 10¡4
Method-2 0.0495 0.0516 0.9996 0.5061 -0.2919 -0.5316 2:05£ 10¡4
Method-3 0.0496 0.0513 0.9996 0.5061 -0.2919 -0.5315 1:90£ 10¡4
Method-4 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:97£ 10¡4
Method-5 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-6 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-7 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-8 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-9 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-10 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-11 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-12 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
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Table 31: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0492 0.0529 0.9974 0.5339 -0.2889 -0.5329 8:15£ 10¡4
Method-2 0.0492 0.0528 0.9993 0.5107 -0.2914 -0.5324 3:16£ 10¡4
Method-3 0.0497 0.0512 0.9996 0.5066 -0.2918 -0.5315 1:96£ 10¡4
Method-4 0.0496 0.0513 0.9996 0.5065 -0.2918 -0.5315 1:99£ 10¡4
Method-5 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-6 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-7 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-8 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-9 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-10 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-11 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
Method-12 0.0496 0.0513 0.9996 0.5064 -0.2918 -0.5315 1:96£ 10¡4
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Table 32: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0498 0.0509 0.9999 0.5022 -0.2924 -0.5307 9:00£ 10¡5
Method-2 0.0499 0.0505 0.9999 0.5015 -0.2925 -0.5305 5:95£ 10¡5
Method-3 0.0499 0.0504 0.9999 0.5019 -0.2924 -0.5305 5:90£ 10¡5
Method-4 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:28£ 10¡5
Method-5 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-6 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-7 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-8 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-9 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:20£ 10¡5
Method-10 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-11 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:20£ 10¡5
Method-12 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
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Table 33: Estimated parameters from the time-series data containing Noise-1 in Case-
2. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0508 0.0477 0.9979 0.5352 -0.2861 -0.5346 1:05£ 10¡3
Method-2 0.0497 0.0512 0.9997 0.5047 -0.2922 -0.5310 1:32£ 10¡4
Method-3 0.0499 0.0504 0.9999 0.5021 -0.2924 -0.5305 6:24£ 10¡5
Method-4 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:55£ 10¡5
Method-5 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-6 0.0499 0.0502 0.9998 0.5023 -0.2924 -0.5305 6:50£ 10¡5
Method-7 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-8 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-9 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-10 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
Method-11 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:20£ 10¡5
Method-12 0.0499 0.0504 0.9999 0.5020 -0.2924 -0.5305 6:21£ 10¡5
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Table 34: Estimated parameters from the time-series data containing Noise-1 in Case-
3. (Best Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0500 0.0499 1.0000 0.5002 -0.2927 -0.5300 9:91£ 10¡6
Method-2 0.0500 0.0499 1.0000 0.4999 -0.2927 -0.5300 1:55£ 10¡5
Method-3 0.0500 0.0501 0.9999 0.5005 -0.2927 -0.5301 1:73£ 10¡5
Method-4 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-5 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-6 0.0500 0.0504 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-7 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-8 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-9 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-10 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-11 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-12 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
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Table 35: Estimated parameters from the time-series data containing Noise-1 in Case-
3. (Mean Value)
     b1 b2 c1 c3 Á(0) _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 -0.2927 -0.5300 -
Method-1 0.0506 0.0483 0.9986 0.5198 -0.2894 -0.5321 5:41£ 10¡4
Method-2 0.0495 0.0517 0.9996 0.5047 -0.2923 -0.5310 1:52£ 10¡4
Method-3 0.0500 0.0500 1.0000 0.5003 -0.2926 -0.5301 1:03£ 10¡5
Method-4 0.0500 0.0500 1.0000 0.5006 -0.2926 -0.5301 1:41£ 10¡5
Method-5 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-6 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-7 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-8 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:15£ 10¡5
Method-9 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-10 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-11 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
Method-12 0.0500 0.0500 1.0000 0.5004 -0.2926 -0.5301 1:16£ 10¡5
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11 結言
本研究では，代表的な進化的計算法である実数値GA，DE，PSOを用い船体横揺
れ運動方程式のパラメータを推定し，その高精度化・高速化に関する検証を行った．
また，実現象データに対する使用を考慮し，パラメータ推定時におけるノイズの影響
に関する検証を行った．その結果，より解探索能力に優れるとされる手法を用いるこ
とでパラメータ推定時の高精度化・高速化を実現した．とくに，DEを用いた推定法
が他手法に比べ高い推定能力を示したノイズを含むデータからパラメータ推定を行う
場合であっても，初期値 Á(0)， _Á(0)を同時推定することで初期値が受けるノイズの
影響を軽減でき，Roberts[45]やChanら [7]により提案された手法より高精度な推定
が行えることが確認された．また，ノイズを含むデータからパラメータ推定を行う場
合，その推定精度はノイズの分散・周波数帯域に依存することが確認された．
本研究では特定の条件のもとでパラメータ推定を行った場合，解探索の失敗がみら
れた．より安定したパラメータ推定を行うためにも，解探索失敗リスクに関する更な
る検証が必要だと考えられる．
進化的計算法を用い船体横揺れ運動方程式のパラメータ推定を行う過程で，運動
方程式の定義域外に個体（粒子）が生成されることがある．このような個体は進化的
計算法を用いパラメータ推定を行う過程で大きな障害と成り得る．定義域外への個
体（粒子）生成リスクは進化的計算法における探索領域を狭めることで軽減可能だ
が，それは決して容易なものではない．それに対して，本研究のようにPSOをパラ
メータ推定に用いる場合，各個体（粒子）が gbestもしくは lbestに誘引されるた
め，gbestもしくは lbestが定義可能域に存在する限り PSOは有効に機能する．こ
れは，PSOを用い推定する際の大きなメリットといえる．
本研究では進化的計算法を用い船体横揺れ運動方程式のパラメータを推定したが，
本手法は高い汎用性をもつため，他分野への利用も十分に期待できる．
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A 付録：共役勾配法を用いたパラメータ推定
本付録では，共役勾配法（Conjugate Gradient Method：CGM，詳細については付
録C 共役勾配法を参照）を用いたパラメータ推定について扱う．第 9章 1節と同様，
真の横揺れ角データ Fig.15から船体横揺れ運動方程式のパラメータを推定し，その
パラメータ推定精度について検証を行う．Table 36に本付録で用いた手法について示
す．共役勾配法はその性質上，目的関数 f の勾配rf(x)もしくは直線探索時におけ
Table 36: Condition of CGM
Type of ¯k ¯
HS
k
Line search method Wolfe conditions
るステップ幅 ®kが非常に小さな値になると，効率的な解探索が行えなくなる．そこ
で，本付録ではステップ幅 ®k < 5:0£ 10¡15を終了条件とする．また，共役勾配法に
おける初期探索点は各試行においてランダムに設定した．
Table 37に共役勾配法を用いパラメータ推定を行った場合の，20試行中の最良値お
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よび試行平均値を示す．最良値においては，非常に高い精度でパラメータの推定が行え
ている．しかし，試行平均値をとった場合，大きく精度が低下している．これは，複数
の試行において解探索に失敗したためである．第9章1節と同様に，RMSE< 1:0£10¡4
を探索成功と定義した場合，本条件における 20試行中の探索成功率は 13/20であっ
た．解探索の失敗要因として，以下の二つが考えられる．一つ目の要因として，初期
探索点の位置による影響が考えられる．二つ目の要因として，船体横揺れ運動方程式
の持つ悪スケール性が考えられる．これら二つの要因が相互に作用し，解探索に失敗
したものと考えられる．
Table 37: Estimated parameters from the time-series data by using CGM
      b1 b2 c1 c3 _Á(0) RMSE
Actual value 0.0500 0.0500 1.0000 0.5000 0.0000 -
Estimated value(Best) 0.0500 0.0500 1.0000 0.5000 0.0000 2:77£ 10¡9
Estimated value(Mean) 0.0103 0.1845 0.9650 0.8271 0.0191 2:39£ 10¡2
B 付録：パラメータ推定時における計算量に関する更な
る比較
第 9章および第 10章では，すべての条件において同じ集団サイズのもとパラメー
タ推定を行った．しかし，パラメータ推定時に必要とされる集団サイズは手法によっ
て大きく異なる．そこで，本付録では各手法の集団サイズを調整し，パラメータ推定
時における計算量について検証を行う．パラメータの推定には実数値GA，DE，PSO
を用いた．第 9章 1節と同様，真の横揺れ角データFig.15から船体横揺れ運動方程式
のパラメータを推定し，終了条件RMSE< 1:0£ 10¡6を満たした段階における計算量
について比較を行う．本研究で用いたアルゴリズムの性質上，計算コストの多くは適
合度計算の過程で発生する．そこで，本付録では 4次の Runge-Kutta法を時間刻み
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幅 0.01[sec]で 3000回解いたときの計算量を計算量=1と定義する．集団サイズは 20
回の試行を行い，すべての試行において終了条件を満たす最小のサイズに設定した1．
Table 38からTable 40に本比較に用いた手法について示す． Table 38からTable 40
Table 38: Condition of Real-coded GA (Method-B1)
Coding Type Real code
Generation Alternation Method JGG
Population Size 72
Crossover Type REX('; n+ k)
REX Parameter k 1
Crossover Ratio 1.0
Mutation Ratio 0.0
Number of Generated Children in JGG 20
Table 39: Condition of DE (Method-B2)
Type of DE DE/rand/1/bin
Population Size 20
Crossover Type Binomial Crossover
Crossover Ratio 0.9
Scaling Parameter F 0.6
に示した手法において，終了条件RMSE< 1:0£ 10¡6を満たすのに要した平均計算量
をTable 41に示す．
実数値GAを用いたMethod-B1はパラメータ推定において，他の進化的計算法に
1ただし，Table 38に示す実数値 GAを用いた手法においては集団サイズだけでなく，子個体生成
数も調整した．
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Table 40: Condition of PSO (Method-B3)
Type of Topology Gbest
Population Size (Number of Particles) 10
Type of Parameter Setting RIWM
比べ大きな集団サイズを必要とした．その結果，他の進化的計算法に比べ多くの計算
量を要している．
DEを用いたMethod-B2は小さな集団サイズにおいても十分な解探索が行えてい
ることや最適解への収束が早いこともあり，少ない反復回数で終了条件を満たしてお
り，結果として他手法より少ない計算量でパラメータを推定できた．このことから，
パラメータ推定時におけるDEの優位性が確認できる．
PSOを用いたMethod-B3は比較に用いた進化的計算法中最も小さな集団サイズで
解の探索を行えた．PSOは実数値GAやDEと異なり交叉や突然変異といった操作
を行わないため，初期収束のリスクが小さく，小さな集団においても解探索が行えた
ものと考えられる．しかし，終了条件を満たすまでに多くの反復を要したため，DE
より多くの計算量を要した．
Table 41: Number of calculations that are required for the search
Method Number of calculations
Method-B1 9903
Method-B2 4603
Method-B3 7143
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C 付録：共役勾配法
共役勾配法は代表的な最適化手法の一つである．共役勾配法はニュートン法や準
ニュートン法と異なりヘッセ行列やその近似行列を計算・保存する必要がないため，
それらの手法に比べ必要とされる計算量が少く，より大規模な最適化問題に適してい
るとされる [42, 64]．本手法は進化的計算法とは異なり目的関数に対する勾配情報を
必要とするため，微分不可能問題や多峰性関数に対して使用することはできない．
目的関数 f(x)の最小化問題
minimize f(x)
subject to x 2 Rn
を考える．以下に本研究で用いた共役勾配法のアルゴリズムを示す．
1. 初期点x0を与える．目的関数fの勾配rf(x0)を求める．探索方向d0 =¡rf(x0)
とする．
2. Wolfe条件を用いた直線探索を行い，ステップ幅 ®kを求める．
0 < »1 < »2 < 1である定数 »1; »2においてWolfe条件
f(xk + ®kdk) · f(xk) + »1®krf(xk)Tdk
»2rf(xk)Tdk · rf(xk + ®kdk)Tdk
を満たす ®k > 0を求める．本研究では，»1 = 0:3; »2 = 0:9と設定した．
3. 反復式 xk+1 = xk + ®kdkを用い，点列の更新を行う．
4. 終了条件を満たす場合，解の探索を終了する．終了条件を満たさない場合，手順
5に進む．
5. 探索方向を dk+1 = ¡rf(xk+1) + ¯k+1dkと更新する．このとき，
¯k+1 =
rf(xk+1)Tyk
dTk yk
yk¡1 = rf(xk)¡rf(xk¡1)  
である．
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6. k := k + 1とおいて手順 1に進む．
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