In this note, a "best possible" order-of-convergence theorem is proved for eigenfunctions computed by the approximate method of . This result parallels the corresponding result for eigenvalues established by Birkhoff, de Boor, Swartz, and Wendroff.' A similar order-ofconvergence theorem will be proved for the approximate eigenfunctions and eigenvalues computed by the Weinstein-Bazley method (ref. 3, chap. 12 (1) We let un, 1 < k < n, be the kth approximate eigenvector obtained by the Rayleigh-Ritz method, i.e. as the (projective) "point" where the "Rayleigh quotient" (Lu,u)/(u,u) assumes its kth critical value on the subspace Sn = Span[vj]7= 1. Observe that if B is bounded, then r' = r' = r, and (5') states that the Rayleigh-Ritz approximation un has the same order of accuracy as the best approximation Qnuk to uk in Sn. 
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when Xk is simple, we have
where
Alternatively, if Xk is a multiple eigenvalue as in (4)
Observe that if p = r, then the eigenvector estimate (8) is best possible. Applications: Typical applications of Theorems 1 and 2 for various special cases are as follows; a detailed discussion will be published elsewhere.5
For boundary value problems which have smooth periodic eigenfunctions, such as Lu= -u' + q(x)u = Xu, q(x + r) =q(x), q C (-co,o), (10) subject to periodic boundary conditions, the above (with Lou = -u", Bu = qu, q > 0) implies that both the Rayleigh-Ritz and Weinstein-Bazley approximations have an infinite order of convergence. For regular Sturm-Liouville problems in normal form, Lu = -u' + q(x)u, u(0) = u(1) = 0,(11) Theorem 1 implies that the Rayleigh-Ritz approximate eigenvalues and eigenfunctions have an error of O(n-7) and O(n-'1), respectively; Theorem 2 implies that the Weinstein-Bazley approximations have errors of O(n-) and 0(n--6/2).
Proof of Theorem 1: The basic idea of the proof is to show that Qnuk is "close" to the kth Rayleigh-Ritz approximate eigenvector. This will be accomplished by using the following theorem due to Wilkinson (ref. 4, pp. 172-173 Ak-s-1 < Ak-s < . . . < Ak+t < A k+g+1 then dist {IV, Span [Uj ] +,-,} < |l l/dk, min Iv -Aj . <h|ll, (14) where dk = min {fA1 -vllj $ m, k -s < m < k + t4.
We shall use Theorem W by applying it to V = Qnuk/lhQfluklj and ,u Xk.
We first recall that the Rayleigh-Ritz approximate eigenvalues and eigenvectors are those of the n-dimensional operator Q3LQM = QnLoQn + QnBQn.
(15) LEMMA 1. For 1 < k < n, let 'k = QnLLQuk -XkQnuk. 
and so hhehIl < .lQnhl hIB(I -Qf)ukhI = |jB(I -Qn)Ukll.
This proves (17). Since
(5) follows from (3), (16), (17), (21) Combining (26), (28)- (30), and (32), we obtain (24). 
