Abstract. The aim of this study was to develop machine learning techniques that would speed up knowledge acquisition from an expert. As the expert provided knowledge the system would generalize from this knowledge in order to reduce the need for later knowledge acquisition. This generalization should be completely hidden from the expert. We have developed such a learning technique based on Duce's intra-construction and absorption operators [1] and applied to Ripple Down Rule (RDR) incremental knowledge acquisition [2] . Preliminary evaluation shows that knowledge acquisition can be reduced by up to 50%.
Introduction
RDR was developed to deal with the problem that experts never give a comprehensive explanation for their decision making. Rather they justify that the conclusion is correct and the justification is created for and shaped by the context in which it is given [2] . The critical features of RDR are that:
• Knowledge is added to the knowledge base (KB) to deal with specific cases; cases for which the system has made an error.
• The KB gradually evolves over time, whilst in use dealing with real cases.
• The system rather than the knowledge engineer or expert organizes the structure of the KB.
• Any knowledge acquisition is validated so that the knowledge added provides an incremental addition to the system's knowledge and does not degrade previous knowledge.
• To add new knowledge, the expert only has to identify features in a case that distinguish it from other related cases retrieved by the system. RDR systems have been implemented for a range of application areas and tasks. The first industrial demonstration of this approach was the PEIRS system, which provided clinical interpretations for reports of pathology testing [3] . The approach has also been adapted to of tasks: multiple classification [4] , control [5] heuristic search [6] ; [7] , document management using multiple classification [8] , configuration [9] and resource allocation [10] . Generalized first-order RDR have also been proposed [11] . The level of evaluation in these studies varies, but overall they demonstrate very simple and highly efficient knowledge acquisition. RDR tools to build KBs which provide interpretative comments for medical Chemical Pathology reports are now available commercially and at least 50 KBs have been developed by various laboratories and are in routine clinical use. Results from this experience have not yet been published, but confirm that very large knowledge bases (>7000 rules) can be built and maintained by pathologists with little computing experience or knowledge. On average it takes about one minute to add a rule. A complete training course before pathologists start building and maintaining such systems takes less than one day (Pacific Knowledge Systems, personal communication).
RDR systems have also been shown to converge and end up with similar sized KBs to those developed by machine learning techniques [12] ; [13] and cannot be compressed much by simple reorganization [14] . The exception structure of RDR has also been found to be a useful representation for machine learning where it tends to produce more compact KB than other representations [15] . Various machine learning RDR systems have been developed [16] ; [17] ; [18] ; [19] ; [20] . However, the machine learning systems related to RDR do not replace RDR intended for use by an expert. As always machine learning systems depend on well-classified examples in sufficient numbers. An expert building an RDR KB can provide a rule, and a working system will start to evolve, by classifying single cases. Experts can deal successfully with single rare cases and the commercial RDR pathology knowledge bases appear to have a wide range of subtle comments.
Aim
RDR reduce the need for knowledge engineering, but they do not remove it completely. In most domains the expert will prefer to construct rules about higher level features rather than the actual raw data. Some initial knowledge engineering is required to set up the appropriate feature extraction for the expert to use. The expert builds rules that go straight from these initial features to final conclusion; there is no intermediate structure.
This lack of internal structure has been a criticism of RDR in the knowledge acquisition community. One of the landmark papers in this community is Clancey's paper on heuristic classification [21] , which observed that many classification systems could be characterized as having rules that produced coarse intermediate conclusions and that these were then refined into detailed final conclusions.
The partial response to these criticisms is that despite having a flat structure it is quicker and easier to build and maintain an RDR system. RDR were first developed to deal with the difficulty of adding rules to systems to a heuristic classification structure [22] .
However, the ideal solution would be a system with intermediate conclusions but the same ease of knowledge acquisition. Intermediate conclusions that the expert can define were introduced into RDR [23] , [24] and are also used in the commercial RDR systems. However, this is unattractive as it shifts the expert task from simply identifying reasons for a conclusion, to a knowledge engineering task of structuring knowledge.
The aim of this work then is to develop a method of predicate invention that can be used in conjunction with RDR to automatically discover intermediate conclusions. Such a method not only needs to discover possible intermediate conclusions, but assess their usefulness and remove those that are problematic. This should all be hidden from the expert, so that as far as they are concerned, they simply identify features in a case as to why it should have a particular conclusion.
Method

Predicate invention
Matheus and Rendell [25] defined feature construction as the application of set of constructive operators {o1, o2, ...on} to a set of existing features {f1, f2, ...fm}, resulting in the construction of one or more new features {f1', f2', ...fN'} intending for use in describing the target concept. Bloedorn and Michalski [26] have investigated feature construction where operators are algebraic such as equal, addition, subtraction, multiplication etc. are applied to pair of existing features. Zupan et al. [27] proposed a suboptimal heuristic algorithm to decompose existing functions (in the RDR context such functions are rules). This function decomposition is datadriven and uses compactness and accuracy of the resulting rule set as a success measure. Sutton and Matheus [28] have investigated feature constructions for learning higher polynomial functions from examples. ILP researchers take a further step in constructing first order predicates [29] and [30] .
In our present study we have limited the constructive operators to the Booleanoperators AND and OR, dealing with the predefined features available in the KBS. This applies to RDR and to rule-based systems in general. We restricted the operators because our main concern was integration with knowledge acquisition to produce a heuristic-classification-like system.
The closest to our goals is the Duce system [1] which suggests possible higher level domain features to the expert. In our application the higher level features are hidden from the expert and our goal is to reduce the number of interactions with the expert. Duce employs six operators: interconstruction, intraconstruction, absorption, identification, dichotomisation and truncation. We use only the intraconstruction and absorption operators.
The application of the intraconstruction operator is as follows:
where Z is an invented predicate or intermediate conclusion. The absorption operator is used as follows:
using the new predicate Z from (4) and (5).
Algorithm
The following algorithm describes how the Duce operators are integrated into RDR knowledge acquisition. However, one cannot simply use the Duce operators alone as there has to be some assessment of the quality of any invented predicate. Secondly, in our experience large numbers of predicates are invented and there has to be some way of assessing which are the best to use for the absorption operator. The following algorithm can almost certainly be improved on, but even with this simple algorithm significant improvement in knowledge acquisition is achieved.
1. Start with an existing KB which may be empty. 2. Supply a case. If previous rules do not interpret this case correctly then go to step 3, otherwise repeat step 2 to add more cases. 3. Add some new rules to provide the correct conclusions for the case. (Note: we use a multiple classification system which provides multiple conclusions so that more than one may need to be corrected). 4. If the system did not interpret the case correctly because a generalized rule gave an incorrect conclusion, the invented predicate it used is moved from the heap of good predicates to a heap of bad predicates (see below). As well information about the generalized rule is stored to be used later in assessing the likely usefulness of new generalizations (See unlikely generalizations below) 5. Apply the intraconstruction operator to each new rule added and any previous rule that gives the same conclusion as the new rule. The result is a set of new invented predicates. For simplicity a predicate consists of only two disjunctions. We ignore the possibility of constructing predicates with multiple disjunctions.
• If any of new predicates are the same as existing predicates in the good or bad heaps then they are deleted (see below).
Apply absorption
• Apply absorption operator to each new invented predicate and all previous rules resulting in some generalized rules.
• Apply absorption operator to each previous invented predicate (only from the good heap) and the new rule resulting in some generalized rules.
• Delete any of the new generalized rules that have appear to be an unlikely generalization (see below). 7. Add the new predicates to the good heap. Test all predicates in the good heap against all the cases so far seen by the system. If the size of the heap is exceeded delete the predicates which cover the least number of cases. In this studies the size of the heap was set at 1000. 8. Store all the resulting rules in the KB.
Note that no rules, either if added by the expert or if generated or modified by intraconstruction or generalized by absorption are removed from the KB. That is, although an invented predicate may be moved from the good heap to the bad heap and not used for future generalization, it will remain in the knowledge base along with any previous rules that used it.
Unlikely generalizations
We use a very simple measure to assess if a newly generalized rule is likely to be of use. The basic idea is that if a generalization is found to cause an error, then any of the pairs of conditions from the original rule and the invented predicates might be at fault -except of course pairs of conditions that occur in the original rules. Intuitively it is based on similarity with previous generalization. For example if we take parts of the previous example The invented predicates were:
If rule 9 now gives an incorrect conclusion, then the error might be due to any combination of conditions from the original rule (7) and the invented predicate rules (4 & 5) . The following is all possible pairs of conditions from these three rules, one condition from each rule, with pairs of conditions that occur in the original rule (7) being deleted. AC, BC, FC, AE, BE, FE, AA, BA, FA, BF, FF, We maintain a list of all the 'bad pairs' that are seen over the life of the system. In step 6 above, we derive a similar list of pairs from each newly generalized rule. If more than a certain fraction of the rule's pairs occur in the list of bad pairs, the new rule is deemed to be an unlikely generalization and deleted. In the studies a rule was deemed unlikely if more than 75% of its pairs occurred in the bad list.
Experimental evaluation
Evaluation of machine learning only requires appropriate data sets. However, evaluation of knowledge acquisition requires the availability of an expert. Experts rarely have the time available for this, particularly if a proper scientific study is proposed with control studies and comparison. To provide some sort of evaluation of knowledge acquisition we have previously developed a system of using a simulated expert, which can be put to work processing large numbers of cases under a variety of experimental conditions [31] [13] . A simulated expert is a knowledgebased system that is built by machine learning using one of the standard datasets. The 'expertise' it can provide to the RDR system that is being built is a classification of a case and some sort of rule trace indicating the features in the case that led to the conclusion. Of course this is a very limited source of knowledge and a long way from the capability of a real expert, but it seems to be the only low cost way of getting some measure of the performance of a knowledge acquisition system. We used J4.8 2 from the WEKA tool bench to generate a simulated experts from cases. We used three levels of expertise
• P uses all the conditions from the rule trace. However, for this case we
add some more refinement rules to cover every case in data set correctly.
• G uses one less condition than in the rule trace (from P), selected randomly, unless this rule causes inconsistency for any seen cases.
• S uses all the conditions from the rule trace (from P) but adds another from the case selected randomly.
• W uses all the conditions from the rule trace J4.8 in default mode. This results in some errors in the data set. For this simulated expert, cases which have errors are removed from the data set before building the RDR KBS.
There is no particular merit in these different types of simulated expert; a range of 'expertise' is used simply to demonstrate that the results are not an artifact of using one particular expert.
We used four data sets from the UC Irvine Data Repository: Car, Monk1, Dermatology and Nursery. Each simulation is run 5 times with the order of the data set randomized each time. We use the Mutiple classification (MCRDR) version of RDR [32] 1. We start with a set of cases. 2. We apply J4.8 to all the cases in a training set and develop a classifier able to classify all the cases in the training set. (See difference between the P and W protocols above) 3. Create an empty MCRDR knowledge based system.. Table 1 . The number of rules added using generalisation compared to the number without generalisation. The different data sets and levels of expertise are show. The errors are the standard deviation of the 5 randomised studies for each data set and level of expertise
Results
The main results are shown in Table 1 . In all cases there is a reduction in the number of rules the expert has to add. In the case of the Nursery and the Car data set the reduction in knowledge acquisition required is large. This is particularly to be expected for the Car data set which is a synthetic data set with a hierarchical structure [27] . It should be noted that when generalization is used the expert also needs to add rules to correct errors from inappropriate generalization; despite this further requirement for rules to be added, there was still a decrease in the rules that had to be added. It can be also noted that different simulated expert policies do not effect the overall trend.
We conclude from this that one might expect similar (or better) improvements when a genuine human expert is used. Figure 1, 2, 3 and 4 show the number of errors made against the total cases seen. The slope of this graph can be taken as a reasonable approximation to the error rate, as it is in essence the error rate on unseen samples. Note that these graphs do not show all the dataset; they are truncated at a maximum of a 1000 cases seen. The P expert only is shown. As is the general case with RDR, the error rate of knowledge acquisition process rapidly plateaus. It plateaus to a similar error rate to good batch learning systems applied to the same domain. It can be noted that machine learning error rates are rarely zero and [15] has observed that increasing the size of the training set generally changes the KB. The graphs here highlight that RDR allow the expert to keep on correcting errors if they wish.
For the Nursery and Car data set the curves plateau earlier with generalization, but there is essentially no difference for the other data sets.
Discussion
The system we have described is not proposed as a general machine learning system. It is specifically aimed at supporting knowledge acquisition from human experts. There is a clear and continuing need for knowledge acquisition from humans as there are many domains where suitable training data for machine learning is unavailable, and it is rare that systems developed by machine learning can be as subtle as a human experts in dealing with rare cases. On the other hand there are obviously many domains where massive datasets are readily available and there is little or no human expertise.
A learning system that supports knowledge acquisition should not increase the task of the human expert; it should leave the task of the expert as close as possible to the way they routinely function as an expert. The system we have developed fulfils this requirement and could apply in principle to many types of rule-based system; however, it fits particularly well with RDR. When combined with RDR the expert is only asked about conclusions should be made about the case, and what features in the data lead to that conclusion.
The decrease in the amount of knowledge acquisition required for two of the data sets suggests that it would be worthwhile testing the system with human experts. The results also show that in the other two domains there is not increase in the knowledge acquisition required. This is to be expected as cases where a generalization has been applied inappropriately, would not have been interpreted with the generalization, and so require a rule anyway. This suggests that use of the system will not degrade knowledge acquisition in domains where there are no useful intermediate concepts; however there may be domains where it is preferable to give no conclusion rather than an incorrect conclusions, even though both are errors that require fixing.
We spent a considerable amount of time trying to come up with ways of automatically managing inappropriate overgeneralization, and selecting the best of the generalizations available. The heuristics we have eventually used are very simple and almost certainly better heuristics can be found. However, even with these heuristics, knowledge acquisition was reduced by close to 50% in the car domain. One obvious improvement would be to replace a generalization by its original rule if it made an error on the first case it processed; at present we add a refinement rule regardless of whether the error is on the first or a later case. We will explore other heuristics in future research and also look at extending the approach to other operators beyond Boolean.
These results confirm the value of heuristic classification with its intermediate structure -as suggested long ago [21] . The difference here is that the discovery of intermediates is automated and hidden from the expert. However, they also explain why a lack heuristic classification in existing RDR systems has not been found to a problem in practice: even in the most successful case, a synthetic domain, the reduction in knowledge acquisition was only 50%. It is probable the impact of even doubling the knowledge acquisition is hardly noticed when development is incremental, spread over a long period, and there is no greater effort or cost in adding the last correction than the first.
There has been a range of other work on integrating knowledge acquisition and machine learning e.g. [33] , but to our knowledge previous systems have not presented to the expert as a pure knowledge acquisition system with the machine learning hidden or have not been able to deal with data that was unclassified prior to the evolution of the knowledge base.
