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Povzetek
Naslov: Napovedovanje predcˇasnega odplacˇevanja kreditov
Avtor: Miha Bencˇina
Ena od najbolj razsˇirjenih dejavnosti bank je dajanje kreditov. Najvecˇje
tveganje je, da dolzˇnik kredita ne bo sposoben odplacˇati. Manjˇsi problem za
banko se pojavi, ko dolzˇnik kredit odplacˇa predcˇasno. V diplomskem delu
smo se osredotocˇili na slednji problem in poizkusˇali s cˇim vecˇjo uspesˇnostjo
napovedati, kateri krediti bodo v naslednjem kvartalu predcˇasno odplacˇani.
Na podlagi bancˇnih in eksternih makroekonomskih podatkov smo konstruirali
napovedne modele, ki temeljijo na razlicˇnih metodah. Rezultati razkrijejo, da
smo pri zastavljenih omejitvah, uspesˇno odkrili priblizˇno polovico predcˇasno
odplacˇanih kreditov.
Kljucˇne besede: kredit, predcˇasno odplacˇevanje, napovedni model, klasifi-
kacija.

Abstract
Title: Predicting early loan repayments
Author: Miha Bencˇina
One of the most common fields of banking is lending money in the form of a
loan. The biggest risk regarding that matter is whether or not the debtor will
succeed in repaying the loan. A smaller risk is when the loan is repaid too
early. Our focus was on identifying such loans quarterly. In our thesis, using
bank and external macroeconomic data, we constructed several predictive
models based on different methods. Our results indicate, considering the
constraints we defined, that we managed to identify roughly 50% of such
loans.
Keywords: loan, early repayment, predictive model, classification.

Poglavje 1
Uvod
Ljudje zˇe stoletja polagamo denar v banke, saj smatramo, da imamo tam
denar na varnem. Ko denar potrebujemo, ga preprosto dvignemo ali pa se
nam znesek direktno trga iz nasˇega bancˇnega racˇuna. Medtem ko, poslova-
nje, podobno bancˇnemu, sega v leta pred nasˇim sˇtetjem, je bila prva banka
ustanovljena v Benetkah leta 1157. Takrat so se upniki povezali v zdruzˇenje,
da bi pomagali Bizantinskem cesarstvu, ki je bilo v vojni z Normani [12].
Dejavnost bank, ki jo imenujemo bancˇniˇstvo, se je od svojih zacˇetkov
skozi leta mocˇno spreminjala. Prve banke so opravljale storitev hranjenja in
posojanja denarja tj. tradicionalno bancˇniˇstvo. Z leti so se banke zacˇele po-
sluzˇevati tudi investicijskih poslov. Z zˇeljo po hitrem zasluzˇku so se pojavljale
zlorabe in razne tvegane sˇpekulativne investicije. To je povzrocˇilo destabi-
lizacijo financˇnega sistema in propad sˇtevilnih bank. Da bi to preprecˇili, so
banke dandanes omejene z raznimi regulacijami, ki omejujejo njihovo poslo-
vanje [14].
V diplomskem delu smo se osredotocˇili na tradicionalno poslovanje bank.
Z drugimi besedami hranjenje depozitov in dajanje kreditov. Za boljˇso pred-
stavo si poglejmo sliko 1.1.
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Slika 1.1: Delovanje kreditov in depozitov
Banke dobijo denar od strank, ki jim recˇemo varcˇevalci. Temu denarju
recˇemo depozit. Obstajajo pa tudi stranke, ki denar potrebujejo. Njim
banke denar posodijo v obliki kredita. V tem primeru ima banka vlogo
upnika, stranka pa vlogo dolzˇnika. Taksˇnemu tipu stranke lahko recˇemo tudi
kreditojemalec; banki vracˇa denar po obrokih z obrestmi. To pomeni, da
kreditojemalec svoj dolg banki vracˇa po delih, v vnaprej dolocˇenih cˇasovnih
presledkih. Poleg izposojenega zneska, pa banki placˇuje sˇe dodatno denarno
nadomestilo.
Za cˇim bolj uspesˇno poslovanje, banke sredstva nacˇrtovano in stratesˇko
razporejajo. Ta proces je zelo kompleksen, saj morajo uposˇtevati sˇtevilne
dejavnike [4]. Iz tega vidika se za banke pojavi problem, ko stranka kredita
ne odplacˇuje, kot je bilo sprva dogovorjeno.
Neplacˇevanje kreditov
Najvecˇje tveganje za banko pri dajanju kreditov je, da ga kreditojemalec ne
odplacˇa. Temu recˇemo tudi kreditno tveganje. Banka si tveganje zmanjˇsuje
s spreminjanjem obrestne mere oziroma stopnje donosnosti [16], z razlicˇnimi
nacˇini zavarovanja kredita [10], ter s preliminarno ocenitvijo tveganja. Pri-
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mer slednjega je, da v banki predhodno ocenijo, da je dajanje kredita neki
stranki prevecˇ tvegano in kredita ne odobrijo.
Predcˇasno odplacˇevanje kreditov
Problem za banko pa je tudi, cˇe kreditojemalec kredit odplacˇa predcˇasno. S
strani banke to pomeni, da ima v dolocˇenem trenutku na voljo vecˇ denarnih
sredstev, kot je bilo v fazi nacˇrtovanja predvideno. Cˇe je predcˇasno odplacˇan
le en kredit to za banko ne predstavlja velike razlike, cˇe pa je takih primerov
veliko, mora banka za cˇim bolj optimalno delovanje spremeniti svoj stratesˇki
nacˇrt. Najuspesˇnejˇse preprecˇevanje tovrstnega dogodka je, da banka zˇe v fazi
stratesˇkega nacˇrtovanja cˇim natancˇneje predvidi, kateri krediti bodo najver-
jetneje predcˇasno odplacˇani. Poleg tega pa lahko banka z odkrivanjem tovr-
stnih kreditov poizkusˇa zadrzˇati stranko s svojo zadrzˇevalno politiko (angl.
retention policy). Primer slednje bi bil nagrajevanje rizicˇnih strank, za katere
sumijo, da bodo kredit predcˇasno odplacˇale.
Nasˇ cilj je s cˇim vecˇjo uspesˇnostjo napovedati kateri krediti bodo v na-
slednjem trimesecˇnem obdobju oziroma kvartalu predcˇasno odplacˇani. V 2.
poglavju smo naredili uvod v podatkovno znanost, natancˇneje opredelili pro-
blematiko in predstavili metode s katerimi smo se lotili resˇevanja le-te. V 3.
poglavju smo analizirali podatke in opisali njihovo obdelavo. V 4. poglavju
smo predstavili postopek ucˇenja napovednih modelov, v 5. poglavju pa smo
opisali mere uspesˇnosti in predstavili rezultate.
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Poglavje 2
Podatkovna znanost
V danasˇnjem cˇasu, ko ima veliko podjetij svoje podatke shranjene v digitalni
obliki, je mozˇno do zˇelenih podatkov dostopati hitreje in lazˇje. Podatke lahko
tudi hitreje obdelujemo in sˇe pomembneje – iz njih lazˇje izlusˇcˇimo informa-
cije. Torej namesto, da so podatki le skladiˇscˇeni, lahko podjetjem podatki
z ustrezno obdelavo prinesejo pomembno konkurencˇno prednost. Podrocˇju,
ki se ukvarja s slednjim, recˇemo podatkovna znanost. Bolj tocˇno bi jo lahko
opisali kot multidisciplinarno podrocˇje, ki uporablja znanstvene metode, pro-
cese, sisteme in algoritme za pridobivanje znanja iz podatkov [9].
Zanimanje za podatkovno znanost je pritegnilo tudi bancˇni sektor. Upo-
raba je bila ocˇitna predvsem na podrocˇju poznavanja svoje stranke ali KYC
(angl. know your customer). Interni KYC sistemi so v bancˇniˇstvu priso-
tni zˇe dlje cˇasa, vendar pa imajo slabosti, ki jih podatkovna znanost resˇuje.
Mednje spadajo slaba kvaliteta podatkov, razlicˇni vzorci glede na geografsko
lego in tezˇko diferenciranje med normalno in nenormalno aktivnostjo stranke
(predvsem na podrocˇju pranja denarja). Nasˇtete slabosti je mogocˇe resˇiti s
pomocˇjo podatkovne znanosti z metodami predprocesiranja podatkov, eks-
trakcijo parametrov in znacˇilk, ter kompleksnih algoritmov za klasifikacijo
strank [8].
V diplomski nalogi smo se osredotocˇili na segment, ki bi ga prav tako
lahko uvrstili na podrocˇje KYC in sicer predikcija predcˇasnega odplacˇila
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kredita za posamezno stranko. Kredit se klasificira kot predcˇasno odplacˇan,
cˇe je kreditojemalec banki izplacˇal vse denarne obveznosti v okviru tega
kredita, hkrati pa ga je odplacˇal vsaj 1 mesec pred predvidenim datumom. Za
posamezen kredit nismo poizkusˇali uganiti, na kateri dan bo slednji odplacˇan,
temvecˇ smo cˇasovno os razdelili na kvartale. V vsaki tocˇki na cˇasovni osi se
vprasˇamo, ali bo kredit v naslednji tocˇki (oziroma v naslednjem kvartalu)
predcˇasno odplacˇan.
Slika 2.1: Cˇasovna os
Primer na sliki 2.1 bi torej pomenil, da se cˇasovno nahajamo v zadnjem
dnevu cˇetrtega kvartala leta 2013 (31.12.2013) in napovedujemo ali bo kredit
v prvem kvartalu leta 2014 (do vkljucˇno 31.3.2014) predcˇasno odplacˇan.
Za doseganje zastavljenega cilja smo najprej analizirali podatke, jih ocˇistili
in transformirali. Na podlagi obdelanih podatkov smo skonstruirali tri napo-
vedne modele, ki temeljijo na razlicˇnih metodah, in jih na podlagi vmesnih
rezultatov prilagajali. Navedene postopke smo realizirali v programskem je-
ziku Python, pri cˇemer smo si pomagali s sˇtevilnimi orodji.
2.1 Uporabljena orodja
Pandas
Pandas je odprtokodna knjizˇnica za programski jezik Python, ki za-
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gotavlja visokozmogljive, enostavne podatkovne strukture in orodja za
analizo podatkov.
NumPy
NumPy je knjizˇnica za ucˇinkovito obdelavo podatkov v Pythonu. Po-
nuja razlicˇne operacije, optimizirane za zmogljivost nad tabelami in
matrikami, kot so manipulacija oblike, razvrsˇcˇanje, osnovne statisticˇne
operacije, ter mnoge druge.
Matplotlib
Matplotlib je Pythonska knjizˇnica in razsˇiritev knjizˇnice NumPy za
izrisovanje grafov.
Scikit-learn
Scikit-learn je knjizˇnica za strojno ucˇenje v programskem jeziku Python.
Vsebuje razlicˇne klasifikacijske, regresijske in razvrsˇcˇevalne algoritme.
Med njimi tudi logisticˇno regresijo, nakljucˇne gozdove in gradientno
povecˇevanje.
2.2 Uporabljene metode
2.2.1 Nakljucˇni gozd
Nakljucˇni gozd je ansambelska metoda, sestavljena iz odlocˇitvenih dreves, ki
na podlagi znacˇilk napove ciljno spremenljivko oziroma razred. Dejstvo, da
ga uvrsˇcˇamo med napovedne ansamble, pomeni, da kombinira vecˇ napove-
dnih modelov v enega, s ciljem zmanjˇsevanja napovedne napake in preko-
mernega prileganja.
Modeli, uporabljeni pri nakljucˇnem gozdu, so odlocˇitvena drevesa. Odlocˇitveno
drevo na podlagi lastnosti primerov oziroma znacˇilk posamezni primer uvrsti
v list drevesa, pri cˇemer je cilj v liste uvrstiti primere z istim razredom, kar
pa ni vedno mogocˇe.
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Enostaven primer bi bil, da imamo mnozˇico podatkov, kot so podani na
sliki 2.2. Na podlagi teh podatkov zgradimo odlocˇitveno drevo. Opazimo, da
v primeru spremenljive obrestne mere kredit ni nikoli predcˇasno odplacˇan.
To izberemo kot nasˇo prvo vejitev. V primeru fiksne obrestne mere pa je
kredit predcˇasno odplacˇan, cˇe je viˇsina obresti viˇsja kot 6.5%. To izberemo
kot drugo vejitev. Postopek gradnje drevesa lahko zakljucˇimo, saj so v vseh
listih primeri z istim razredom. Drevo sedaj zgleda tako, kot je prikazano na
sliki 2.3.
Cˇe bi v fazi napovedovanja imeli primer s fiksno obrestno mero, dogo-
vorjenim zneskom 1800 in viˇsino obresti 7.5%, bi ga klasificirali v razred
predcˇasno odplacˇanih kreditov.
Slika 2.2: Primer ucˇnih podatkov
V nasˇem primeru je precej intuitivno, po kateri znacˇilki se splacˇa vprasˇati,
da v listih s cˇim manj vejitvami dobimo primere z isto ciljno spremen-
ljivko. Ko sˇtevilo znacˇilk in primerov naraste, pa je ta problem dosti tezˇji.
Odlocˇitvena drevesa za izbiro znacˇilke, ki bo najbolj ucˇinkovita, uporabljajo
razlicˇne kriterije.
Metoda nakljucˇnega gozda za gradnjo vsakega odlocˇitvenega drevesa vzame
podmnozˇico primerov, dobljeno po metodi stremljenja (angl. bootstraping),
ki uporablja vzorcˇenje z vracˇanjem. Pri vsaki vejitvi drevesa, se odlocˇa za
najbolj ucˇinkovit kriterij le med nakljucˇno izbrano podmnozˇico znacˇilk [15].
V fazi napovedovanja vsak primer uvrstimo v vecˇinski razred v listu vsakega
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Slika 2.3: Odlocˇitveno drevo
drevesa. Na koncu je primer klasificiran v razred, v katerega je bil uvrsˇcˇen
najpogosteje.
2.2.2 XGBoost
XGBoost je skalabilen sistem za strojno ucˇenje, ki temelji na gradient boo-
stingu in je na voljo kot odprtokodna knjizˇnica [7].
Tako kot metoda nakljucˇnega gozda, je XGBoost ansambelska metoda
sestavljena iz odlocˇitvenih dreves. Razlikujeta se v tem, da pri nakljucˇnem
gozdu lahko drevesa gradimo neodvisno eden od drugega, kar pomeni, da jih
lahko gradimo vzporedno oziroma vecˇ istocˇasno. Pri XGBoost pa so drevesa
med sabo odvisna in jih lahko gradimo le zaporedno.
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Pri gradient boostingu so odlocˇitvena drevesa odvisna od svojega pred-
hodnika. Pri vsakem zgrajenem drevesu F se izracˇuna rezidualna napaka h.
Vsak naslednik na podlagi napak poskusˇa popraviti napake svojega predho-
dnika. Za m+1 -to odlocˇitveno drevo bi torej veljalo
Fm+1(x) = Fm(x) + h(x)
Generalizacija tega bi bila, da namesto rezidualne napake uporabimo po-
ljubno cenilno funkcijo. Pri XGBoost je namesto rezidualne napake upora-
bljena logaritmicˇna cenilna funkcija (angl. Log Loss). Definicija slednje v
primeru binarne klasifikacije primera m je
−(y log(p) + (1− y) log(1− p))
kjer je y binarni indikator z vrednostjo 1 v primeru, cˇe je bil m pravilno kla-
sificiran, sicer pa 0, ter p napovedana verjetnost, da je m pravilnega razreda.
2.2.3 Logisticˇna regresija
V statisticˇnem modeliranju je regresijska analiza mnozˇica statisticˇnih proce-
sov za oceno razmerja med neodvisnimi spremenljivkami oziroma znacˇilkami
in odvisno oziroma ciljno spremenljivko [18]. Ena najbolj znanih oblik re-
gresijske analize je logisticˇna regresija, ki z uporabo logisticˇne funkcije na-
poveduje odvisnost med znacˇilkami in binarno ciljno spremenljivko. Zaloga
vrednosti logisticˇne funkcije je na intervalu med 0 in 1. Zapiˇsemo jo z enacˇbo
g(x) =
1
1 + e−βx
kjer je x vektor znacˇilk, β pa vektor parametrov modela. Kljub temu, da
metoda vsebuje izraz regresija, ne gre za resˇevanje regresijskega temvecˇ kla-
sifikacijskega problema.
V nasˇem primeru del znacˇilk predstavljajo podatki o kreditu (na pri-
mer vrsta kredita, dogovorjeni znesek in preostali znesek za odplacˇilo) in na
podlagi njih z logisticˇno regresijo napovedujemo ciljno spremenljivko, katere
vrednost je da, cˇe je bil kredit v naslednjem kvartalu predcˇasno odplacˇan,
sicer pa ne.
Poglavje 3
Obdelava podatkov
Zbiranje podatkov je pogosto slabo nadzorovan postopek, kar lahko pov-
zrocˇi nesmiselne vrednosti ali kombinacije (npr. spol: mosˇki; nosecˇ: da),
manjkajocˇe vrednosti, ter mnogo drugih nezazˇelenih pojavitev. Cˇe je pri-
sotnih veliko nepomembnih in odvecˇnih informacij, sˇumnih in nezanesljivih
podatkov, je odkrivanje znanja iz podatkov tezˇje izvedljivo. Predobdelava
podatkov je zelo pomemben, hkrati pa pogosto zapostavljen korak v procesu
rudarjenja podatkov [11].
3.1 Opis podatkov
Glavni podatkovni vir, ki smo ga uporabili v diplomskem delu, so podatki pri-
skrbljeni s strani podjetja Adacta in sicer podatki hrvasˇke podruzˇnice banke
Raiffeisen. V nasˇi diplomski nalogi smo se omejili na predcˇasno odplacˇevanje
avtomobilskih kreditov.
Podatki vsebujejo 677 225 vrstic oziroma primerov. Vsak primer definira
podatke o nekem kreditu v nekem kvartalu med leti 2011 in 2018. To pomeni,
da se skoraj vsak kredit pojavi v podatkih vecˇkrat, saj vecˇina kreditov ni
odplacˇanih v zgolj enem kvartalu.
Podatki o vsakem primeru, ki smo jih prevedli iz hrvasˇcˇine, so datum
porocˇanja, sˇtevilka stranke, sˇtevilka kredita, datum odprtja racˇuna, planirani
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datum odplacˇila, datum odplacˇila, dogovorjeni znesek, preostali znesek v
prejˇsnjem kvartalu, preostali znesek, valuta, vrsta stranke, vrsta storitve, tip
kredita, viˇsina obresti, vrsta obresti, starost in predcˇasno odplacˇilo kredita.
3.2 Predobdelava podatkov
Preden smo se lotili pridobivanja uporabnih informacij iz podatkov, smo
podatke temeljito pregledali, da se znebimo morebitnih nesmiselnih in za-
vajajocˇih podatkov. Cˇe bi rocˇno brskali po podatkih bi zelo tezˇko opazili
nesmiselne in slabe primere, zato smo podatke prebrali v podatkovno struk-
turo dataframe, ki je definirana v knjizˇnici pandas. Dataframe omogocˇa
hitre in intuitivne poizvedbe, s katerimi smo lazˇje identificirali primere, ki
jih zˇelimo odstraniti. V prvi fazi smo odstranili in dopolnili sˇumne, odvecˇne,
nezanesljive, ter za nas irelevantne podatke:
• odstranitev stolpca vrsta storitve, ker imajo vsi primeri isto vrednost
(vrednost, ki je obstajala, preden smo obdrzˇali le avtomobilske kredite,
je bila depozit)
• odstranitev vseh kreditov, ki naj bi bili odplacˇani pred odprtjem kredita
• odstranitev kreditov, kjer viˇsina obresti ni podana
• odstranitev kreditov, kjer je viˇsina obresti previsoka (vecˇ kot 16%)
• odstranitev kreditov, kjer je starost previsoka ali prenizka (vecˇja od 110
ali manjˇsa od 0)
• odstranitev kreditov, kjer se sˇtevilka stranke spremeni
• odstranitev kreditov, kjer se spremeni datum odprtja racˇuna
• odstranitev kreditov, ki so bili odplacˇani z zamudo (njih bi morali kla-
sificirali v nov razred, ki za nasˇe diplomsko delo ni relevanten)
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• odstranitev zelo kratkih kreditov (cˇe je pricˇakovano, da se odplacˇajo zˇe
v prvem kvartalu po odprtju)
• odstranitev primerov, ki se pojavijo tudi po tem, ko je bil kredit (na
katerega se nanasˇajo) zˇe odplacˇan
• odstranitev primerov, kjer je preostali znesek v prejˇsnjem in trenutnem
kvartalu enak 0
• oznacˇitev kredita kot odplacˇan, cˇe datum odplacˇila ni podan in je preo-
stali znesek enak ali pa zelo blizu 0 (v primerih, ko je bil znesek vecˇji od
0, smo – preden smo ga oznacˇili kot odplacˇan – preverili, da ne obstaja
naslednji primer za isti kredit, ki je oznacˇen kot odplacˇan)
• vstavljanje vrednosti oziroma dopolnitev planiranih datumov odplacˇila
za primere, od katerih je vsaj en primer z istim kreditom vseboval ta
podatek
Nasˇ cilj je, da je vsak primer predstavljen kot vektor znacˇilk in ciljna
spremenljivka, katere vrednost nam pove, ali je kredit v naslednjem kvartalu
predcˇasno odplacˇan. Trenutno nam podatek na zadnjem mestu pove, ali je bil
kredit predcˇasno odplacˇan v tem kvartalu. Tako smo kot ciljno spremenljivko
za vsak primer vzeli podatek o predcˇasnem odplacˇilu naslednjega primera z
isto sˇtevilko kredita. Odstranili smo tudi vsak zadnji primer za vse kredite,
saj je bil ta zˇe odplacˇan in zanj ne bomo napovedovali, ali bo v naslednjem
kvartalu predcˇasno odplacˇan.
3.3 Analiza podatkov
• Po fazi predobdelave nam je ostalo 302 644 primerov.
• Predcˇasno odplacˇanih primerov je 4.65%.
14 Miha Bencˇina
• Praznih vrednosti ni vecˇ, razen v stolpcu ”datum odplacˇila”, cˇe kredit
sˇe ni bil odplacˇan, in v stolpcu ”preostali znesek v prejˇsnjem kvartalu”,
cˇe je to prvi kvartal odplacˇevanja kredita.
• Datumi porocˇanja so v obsegu med 31.3.2011 in 31.12.2018, medtem
ko so nekateri racˇuni odprti zˇe pred tem.
• Distribucija primerov skozi leta je zelo neenakomerna. Cˇe bi bila ena-
komerna, bi to pomenilo, da vsak datum porocˇanja obsega malo manj
kot 10 000 primerov. V nasˇem naboru podatkov so primeri v zacˇetnih
letih dosti bolj zgosˇcˇeni kot v zadnjih letih. Glavni razlog za to je, da
se novi racˇuni za avtomobilske kredite po letu 2015 ne odpirajo vecˇ z
isto sˇifro, temvecˇ so zdruzˇeni z nekaterimi drugimi krediti. Leta 2018
je v prvem kvartalu le 857 primerov, kar je manj kot 10%, cˇe bi bili
primeri enakomerno distribuirani.
• Vsak primer ima podan planiran datum odplacˇila, ki se pri nekaterih
primerih z isto sˇtevilko kredita spremeni.
• Primeri obsegajo 3 razlicˇne valute in sicer kune, evre, ter sˇvicarske
franke.
• Vsak primer ima podan dogovorjeni znesek, preostali znesek in preostali
znesek v prejˇsnjem kvartalu. Zneski so vsi podani v valuti, ki jo dolocˇa
stolpec valuta.
• Imamo 3 razlicˇne vrste strank. Prva vrednost predstavlja fizicˇno osebo,
ki se pojavlja v vecˇ kot 95% primerov, drugi dve pa sta razlicˇni vrsti
pravne osebe
• Obstajajo 3 razlicˇne vrste avtomobilskih kreditov.
• Viˇsina obresti sega od 3.95% do 10.95%.
• Imamo dve razlicˇni vrsti obresti – fiksno in spremenljivo. Slednja se
lahko s cˇasom spremeni, fiksna pa ostane ista.
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• Starost sega od 19 do 91 let.
3.4 Definicija znacˇilk
Da so podatki primerni za napovedne metode iz knjizˇnice scikit-learn, morajo
imeti spremenljivke numericˇne vrednosti. V nasˇem primeru vse vrednosti niso
bile numericˇne (na primer vrsta obresti). Te smo transformirali v kategoricˇne
spremenljivke z numericˇno vrednostjo.
Z namenom, da naredimo podatke cˇim bolj reprezentativne in nepristran-
ske, smo vse zneske pretvorili v enotno valuto – evro. To smo naredili glede
na menjalni tecˇaj med valutami glede na datum odprtja racˇuna [1]. Poleg
tega smo preostali znesek ter preostali cˇas do odplacˇila zreducirali na interval
med 0 in 1, kar odrazˇa procent odplacˇanega kredita.
Posamezne znacˇilke smo standardizirali znotraj posameznega stolpca (pri-
mer stolpca je dogovorjeni znesek). Standardizacijo posamezne vrednosti bi
lahko opisali z enacˇbo
z =
x− x
σ
kjer je x stara vrednost spremenljivke, z nova vrednost spremenljivke, x
povprecˇna vrednost spremenljivk v tem stolpcu, ter σ standardna deviacija
stolpca.
Oglejmo si nekaj zanimivejˇsih znacˇilk, ki smo jih uporabili v tem diplom-
skem delu:
• povprecˇno in zadnje preplacˇilo – Glede na podatke, ki jih imamo,
tezˇko sklepamo, kako hitro je stranka sposobna odplacˇevati kredit. V
naslednjih kvartalih pa lahko na podlagi danih podatkov izracˇunamo,
ali je stranka preplacˇala svoj pricˇakovani obrok. Tako smo dodali dve
novi znacˇilki, ki nam povesta, za koliko je stranka preplacˇala svoj kredit
v zadnjem kvartalu oziroma povprecˇno v vseh prejˇsnjih kvartalih.
• oznacˇevanje spremenjenega datuma odplacˇila – Pri nekaterih
kreditih se zgodi, da se predvidenemu datumu odplacˇila spremeni vre-
16 Miha Bencˇina
dnost. Dodali smo kategoricˇno spremenljivko, ki oznacˇi vse primere, ki
se jim je predvideni datum premaknil naprej z eno vrednostjo, nazaj z
drugo in cˇe se jim ni premaknil – s tretjo vrednostjo.
• eksterni podatki – Poleg bancˇnih podatkov smo pri napovedovanju
uporabili tudi eksterne podatke in sicer hrvasˇke makroekonomske po-
datke (saj so podatki iz banke na hrvasˇkem). Uporabili smo podatke o
BDP ter o stopnji nezaposlenosti [2, 3].
• podatki o drugih kreditih iste stranke – Kljub temu, da smo se
odlocˇili napovedovati le na podlagi podatkov o avtomobilskih kreditih,
pa so nam na voljo tudi ostali podatki. Tako smo pri vsakem primeru
uporabili tudi podatke o ostalih kreditih, ki jih je stranka imela odprte
na ta datum, kot tudi podatke o vseh kreditih, ki jih je ta stranka
odplacˇala. Na podlagi teh podatkov smo definirali vecˇ znacˇilk. Primer
teh so primerjava viˇsine obresti in primerjava preplacˇila avtomobilskega
kredita z ostalimi krediti (za trenutno odprte kredite) in ali je stranka
predcˇasno odplacˇala zˇe odplacˇane kredite.
3.5 Izbor znacˇilk
Ocena kakovosti znacˇilk je v strojnem ucˇenju pomemben problem. Strojno
ucˇenje zajema veliko pomembnih nalog, kot na primer izbor podmnozˇice
znacˇilk, gradnjo regresijskih in odlocˇitvenih dreves, katerih kljucˇna faza je
ocenjevanje atributov.
Vecˇina ucˇnih metod se v okoliˇscˇinah z veliko znacˇilkami slabo obnese –
s statisticˇnega vidika primeri z veliko irelevantnimi in sˇumnimi znacˇilkami
prispevajo zelo malo informacij. Izbor podmnozˇice znacˇilk je proces izbire
manjˇse podmnozˇice znacˇilk, ki je, idealno, potreben in zadosten za opis ciljne
spremenljivke. Pri odlocˇanju, katere znacˇilke obdrzˇati in katere odstraniti,
potrebujemo zanesljivo in ucˇinkovito metodo za ocenjevanje njihove pomemb-
nosti glede na ciljno spremenljivko.
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Za izbor podmnozˇice znacˇilk smo v nasˇi nalogi sprva nameravali upo-
rabiti algoritem ReliefF. Slednji je sposoben detekcije pogojnih odvisnosti
med atributi in nudi enoten pogled na ocenjevanje atributov pri regresiji in
klasifikaciji [17].
Nasˇ cilj je napovedovati za vsak kvartal. Iz tega sledi, da smo naredili
sˇtiri napovedi letno. Ker opazovano obdobje obsega 6 let, smo naredili 24
napovedi na 24 razlicˇnih ucˇnih mnozˇicah (vecˇ o ucˇenju modelov v poglavju
4). Na vsaki ucˇni mnozˇici smo naredili tudi izbor najboljˇsih znacˇilk. Izkazalo
se je, da je za potrebe nasˇe naloge ReliefF prepocˇasen, saj je sˇtevilo ucˇnih
primerov v ucˇnih mnozˇicah vecˇ kot 140 000. Namesto tega smo uporabili
informacijski prispevek (angl. inforamtion gain), ki je na podmnozˇicah 10 000
nakljucˇnih primerov vrnil primerljive rezultate. Preden smo znacˇilke rangirali
z informacijskim prispevkom, smo zvezne spremenljivke kategorizirali na 5
intervalov. Rezultati algoritmov na nakljucˇnih podmnozˇicah so na voljo v
tabelah A.1 in A.2.
Rezultati informacijskega prispevka na celotnih ucˇnih mnozˇicah so na
voljo v tabeli A.3. Izkazalo se je, da so cˇas do odplacˇila, valuta in preostali
znesek v povprecˇju najbolj informativne znacˇilke, medtem ko so skrajˇsan
rok odplacˇila, faktor znesek-cˇas in podatek o preteklih predcˇasno odplacˇanih
kreditih najslabsˇe znacˇilke.
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Poglavje 4
Ucˇenje modelov
Kot smo omenili v uvodu, je glavni cilj diplomske naloge, da cˇim uspesˇneje
napovemo, kateri krediti bodo v naslednjem kvartalu predcˇasno odplacˇani.
To pomeni, da smo v vsakem kvartalu model ponovno ucˇili z novim naborom
podatkov. Ucˇna mnozˇica se po vsaki napovedi povecˇa za kvartal, ki smo ga
v prejˇsnjem koraku napovedovali. Za lazˇjo predstavo si poglejmo sliko 4.1,
kjer se v m-tem koraku cˇasovno nahajamo v kvartalu 2.
Slika 4.1: Primer ucˇne in testne mnozˇice v zaporednih korakih
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Glede na to, da smo s pomocˇjo slike 2.1 definirali, da nahajanje v nekem
kvartalu pomeni, da se nahajamo v zadnjem dnevu tega kvartala, smo imeli
na voljo podatke iz kvartala 2, kot tudi vse podatke iz predhodnih let in
kvartalov. Nasˇa testna mnozˇica so torej primeri, ki imajo datum porocˇanja
oziroma se cˇasovno nahajajo v tretjem kvartalu. Po tem, ko naredimo napo-
ved za kvartal 3, nasˇa nova ucˇna mnozˇica (v m+1 -tem koraku) obsega vse
podatke, ki so bili v ucˇni mnozˇici v m-tem koraku, kot tudi primere iz kvar-
tala 3. V trenutnem koraku nasˇa testna mnozˇica obsega podatke iz kvartala
4. Prvicˇ smo napoved naredili v prvem kvartalu leta 2012. To pomeni, da
je nasˇa prva ucˇna mnozˇica obsegala vse podatke iz leta 2011, ter podatke iz
prvega kvartala leta 2012.
4.1 Prilagoditev ucˇenja modela
V fazi analize podatkov smo odkrili dve zelo pomembni znacˇilnosti podatkov,
zaradi katerih smo morali prilagoditi proces ucˇenja modela.
4.1.1 Neuravnovesˇenost razredov
Prva znacˇilnost je neuravnovesˇenost podatkov glede na razred, ki se tipicˇno
pojavi, ko je pri klasifikacijskem problemu veliko vecˇ instanc enega razreda
kot drugega. V takih primerih prevladujocˇe instance povzrocˇijo, da se kla-
sifikacijski algoritmi nagibajo k ignoriranju manjˇsinskega razreda in vedno
napovejo vecˇinskega. Ta problematika se pogosto pojavlja v realnih prime-
rih. Primer take podatkovne mnozˇice, kjer prevladujejo negativni primeri,
bi bilo odkrivanje prevar in goljufij na podrocˇju kreditnih kartic [6].
Tudi v nasˇi podatkovni mnozˇici prevladujejo negativni primeri, saj je
pozitivnih primerov manj kot 5%. Razlog je, da je verjetnost, da bo kredit
predcˇasno odplacˇan v naslednjem kvartalu, sorazmerno majhna. Ko smo
uporabili te podatke za napovedovanje predcˇasnega odplacˇevanja, smo imeli
napovedno tocˇnost vecˇ kot 95%. Sprva se zdi to izjemen dosezˇek, vendar se
izkazˇe, da je nasˇ rezultat neuporaben. Vsi primeri so bili namrecˇ klasificirani
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v negativni razred, kar pomeni, da je napovedni model napovedal, da noben
kredit ne bo predcˇasno odplacˇan.
Problema smo se lotili z dvema razlicˇnima metodama vzorcˇenja. Njun
rezultat je povecˇanje pristranskosti modela proti manjˇsinskem razredu, kar
povzrocˇi zmanjˇsanje tocˇnosti modela, kar pa smo pri neuravnovesˇenih podat-
kih do dolocˇene mere pripravljeni tolerirati [13].
Prva metoda je zmanjˇsevanje sˇtevila primerov, ki sodijo v vecˇinski ra-
zred, s podvzorcˇenjem (angl. downsampling). S to metodo iz ucˇne mnozˇice
odstranimo nakljucˇne primere, ki so klasificirani v vecˇinski razred (v nasˇi po-
datkovni mnozˇici so to primeri, ki niso predcˇasno odplacˇani). Rezultat tega
je manjˇsa ucˇna mnozˇica. Med pozitivne stranske efekte spada pohitritev
nadaljnjih operacij nad to podatkovno mnozˇico (na primer napovedovanje).
Slaba stran pa je, da lahko v fazi nakljucˇnega odstranjevanja podatkov, iz-
gubimo pomembne informacije o vecˇinskem razredu. Rezultat tega je lahko
slaba generalizacija in premajhno prilagajanje (angl. underfitting).
Druga metoda je povecˇevanje sˇtevila primerov, ki se klasificirajo v manjˇsinski
razred, z nadvzorcˇenjem (angl. upsampling). S to metodo v ucˇni mnozˇici
povecˇamo sˇtevilo primerov, ki sodijo v manjˇsinski razred (v nasˇi podatkovni
mnozˇici so to predcˇasno odplacˇani primeri). To lahko storimo na razlicˇna
nacˇina – s podvajanjem manjˇsinskih primerov, ali pa s tehniko generiranja
novih sinteticˇnih primerov, ki jo imenujemo tudi SMOTE [5]. V nasˇem pri-
meru smo uporabili podvajanje, saj smo s tem nacˇinom dobili boljˇse rezultate.
Dobimo torej vecˇjo ucˇno mnozˇico, katere stranski efekt iz pogleda cˇasovne
zahtevnosti je ocˇiten. S to metodo ne izgubimo informacij o vecˇinskem ra-
zredu, je pa posledica lahko prekomerno prileganje (angl. overfitting) ucˇni
mnozˇici.
Poenostavljen primer podvzorcˇenja in nadvzorcˇenja lahko vidimo na sliki
4.2. V tem primeru smo vzorcˇili do mere, kjer je sˇtevilo pozitivnih (zelenih)
primerov enako sˇtevilu negativnih (rdecˇih) primerov.
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Slika 4.2: Primer vzorcˇenja s podvzorcˇenjem in nadvzorcˇenjem
4.1.2 Distribucija podatkov
Druga znacˇilnost podatkov, zaradi katere smo morali prilagoditi proces ucˇenja
modela, pa je neenakomerna distribucija podatkov v odvisnosti od cˇasa. V
nasˇi podatkovni mnozˇici je v zacˇetnih letih primerov obcˇutno vecˇ kot v za-
dnjih letih, kar je dobro razvidno na sliki 4.3.
Slika 4.3: Sˇtevilo primerov v odvisnosti od cˇasa
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V prvem kvartalu leta 2011 je v nasˇi podatkovni mnozˇici vecˇ kot 30 000
primerov, medtem ko je od leta 2015 naprej v vsakem kvartalu manj kot 10%
primerov napram prvem kvartalu.
Kot smo omenili pri analizi podatkov, je glavni razlog za tovrstno distri-
bucijo podatkov drugacˇno oznacˇevanje avtomobilskih kreditov, kar jih uvrsˇcˇa
med tipe kreditov, ki jih v tej diplomski nalogi ne obravnavamo. Na sliki 4.4
lahko vidimo, da je v letih 2010 in 2011 odprtih primerljivo sˇtevilo novih
kreditov in sicer vecˇ kot 20 000. Z letom 2012 se ta sˇtevilka prakticˇno prepo-
lovi, iz cˇesar bi lahko sklepali, da so se krediti s tem letom postopoma zacˇeli
uvrsˇcˇati pod drug tip kreditov. Leta 2015 je novo-odprtih avtomobilskih kre-
ditov manj kot 300, od vkljucˇno leta 2016 naprej, pa se krediti s to sˇifro ne
odpirajo vecˇ.
Slika 4.4: Sˇtevilo novo-odprtih racˇunov po letih
Neuravnovesˇenost sˇtevila primerov glede na cˇas smo pri ucˇenju modela
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omilili z utezˇevanjem primerov. To pomeni, da so pri ucˇenju modela bolj
utezˇeni primeri pomembnejˇsi. V nasˇem primeru smo glede na cˇas bolj utezˇili
novejˇse primere. Najbolj utezˇeni primeri so imeli tezˇo 1, medtem ko so imeli
manj utezˇeni primeri tezˇo sˇe vedno vecˇjo od 0. Utezˇi primerov smo dolocˇili
s funkcijo weighted samples.
def weighted_samples(prev_weights):
base_weight = 0.8
num_of_weights = len(prev_weights)
weight_quarterly_addition = (1 - base_weight) / num_of_weights
weight = base_weight
res_weights = []
for i in prev_weights:
weight += weight_quarterly_addition
res_weights += [weight] * i
return np.array(res_weights)
Funkcija vsakemu vnaprej dolocˇenem cˇasovnemu odseku dolocˇi svojo tezˇo.
Za cˇasovni odsek smo si izbrali kvartal, razen v primeru prvega odseka, kjer
so to vsi ucˇni podatki iz prve napovedi (primeri iz leta 2011, ter prvega
kvartala leta 2012). Tezˇa cˇasovnega obsega se tako vecˇa glede na trenutno
sˇtevilo kvartalov, kjer ima zadnji cˇasovni obseg vedno tezˇo 1.
Kljub temu, da smo omilili neuravnovesˇenost podatkov, je smisel predik-
cije nad tako majhnim delezˇem novih primerov, kot se pojavijo v zadnjih
letih, vprasˇljiv. Ker nimamo ustreznih podatkov o zadnjem kvartalu leta
2018 (za to bi potrebovali podatke iz prvega kvartala leta 2019, da bi izve-
deli, kateri krediti so bili predcˇasno odplacˇani) in ker je delezˇ podatkov leta
2018 tako majhen, smo zadnjo predikcijo naredili v cˇetrtem kvartalu leta
2017.
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4.2 Postopek ucˇenja
Napovednim metodam, ki smo jih uporabili v diplomski nalogi, smo, preden
smo z njimi napovedovali na testnih podatkih, dolocˇili vrednosti parametrov,
da napovedujejo cˇim natancˇneje in cˇim manj pristransko. Pri nakljucˇnem
gozdu smo nastavljali maksimalno globino posameznega drevesa. Razpon
vrednosti je segal od 7 do 11. Pri XGBoost smo prav tako nastavljali ma-
ksimalno globino dreves z vrednostmi med 3 in 7. Drugi parameter, ki smo
ga nastavljali pri XGBoost, je nacˇin vzorcˇenja primerov (angl. sampling me-
thod) za gradnjo posameznega drevesa. Pri prvem nacˇinu je bilo vzorcˇenje
primerov enakomerno (angl. uniform) – vsak primer je imel enako verje-
tnost, da je bil izbran. Pri drugem nacˇinu, ki temelji na gradientu (angl.
gradient based), pa je bila verjetnost izbora posameznega primera proporci-
onalna regularizirani absolutni vrednosti gradientov. S tem nacˇinom imajo
narobe klasificirani primeri vecˇjo verjetnost za izbor. Pri logisticˇni regresiji
smo nastavljali vrednosti dveh parametrov. Prvi parameter je bila stopnja
regularizacije, ki je obsegala vrednosti med 1 in 10−5 z zamikom za faktor
10. Drugi parameter je dolocˇal tip regularizacije. Obsegal je dve vrednosti –
lasso regression oznacˇeno z l1 in ridge regression oznacˇeno z l2.
Za izbor najboljˇsih vrednosti parametrov smo vedno testirali vse kombi-
nacije vrednosti parametrov. Ucˇno mnozˇico smo na vsakem koraku razdelili
na ucˇno in validacijsko v razmerju 80/20. Poskrbeli smo, da je razmerje
pozitivnih in negativnih primerov, kot tudi razmerje podatkov iz vsakega
kvartala reprezentativno. Pred napovedjo smo ucˇno mnozˇico podvzorcˇili, pri
cˇemer smo vzeli vedno isti nabor nakljucˇnih negativnih primerov, da smo
zmanjˇsali pristranskost. Ko smo delali napoved nad testnimi podatki, smo
ucˇno mnozˇico nadvzorcˇili, da smo dobili boljˇse rezultate. Razlog, da smo
nad ucˇno mnozˇico pri napovedovanju nad validacijskimi podatki uporabili
podvzorcˇenje, je manjˇsa cˇasovna zahtevnost.
Poleg izbora najboljˇsih vrednosti parametrov smo na vsaki ucˇni mnozˇici
naredili izbor najboljˇsih znacˇilk oziroma FS (angl. feature selection), ki te-
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melji na ocenah informacijskega prispevka.
Na vsakem koraku smo za vsako napovedno metodo dolocˇili sˇtevilo znacˇilk,
ki smo jih nato uporabili pri napovedovanju. Na podlagi ucˇne ter validacijske
mnozˇice se je izkazalo, da je najprimernejˇse sˇtevilo znacˇilk 15.
Poglavje 5
Rezultati in interpretacija
5.1 Merjenje uspesˇnosti
Preden predstavimo rezultate, ki smo jih dobili pri napovedovanju, moramo
najprej opredeliti mere uspesˇnosti. Na podlagi teh, smo dobljene rezultate
med sabo lazˇje primerjali. Prav tako smo lazˇje opredelili, katera napoved se
ni izkazala kot uporabna.
Kot vemo, je v nasˇem primeru klasifikacijski problem binaren, saj imamo
dva mozˇna izida – ali bo kredit v naslednjem kvartalu predcˇasno odplacˇan
ali ne. Cˇe je kredit v naslednjem kvartalu predcˇasno odplacˇan, ga oznacˇimo
kot pozitivnega, sicer kot negativnega.
Cˇe torej vzamemo nakljucˇni primer, katerega ciljna spremenljivka je ne-
znana in z nasˇim napovednim modelom napovemo, ali je pozitiven ali ne, so
mozˇni sˇtirje razlicˇni izidi. Za lazˇjo predstavo si oglejmo sliko 5.1, ki prikazuje
tabelo napacˇnih klasifikacij (angl. confussion matrix ).
Sˇtirje mozˇni izidi so torej pravilno pozitivni ali PP, napacˇno pozitivni ali
NP, napacˇno negativni oziroma NN in pravilno negativni ali PN. S pomocˇjo
teh izidov lahko opredelimo mere uspesˇnosti, ki smo jih uporabili v diplom-
skem delu.
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Slika 5.1: Tabela napacˇnih klasifikacij
5.1.1 Tocˇnost
Tocˇnost (angl. accuracy) nam pove, koliksˇen delezˇ primerov je napovedni
model pravilno klasificiral. To je torej razmerje med pravilno klasificiranimi
primeri, ter vsemi primeri.
tocˇnost =
PP + PN
PP + PN +NP +NN
5.1.2 Priklic
Priklic (angl. recall) ali delezˇ pravilno razvrsˇcˇenih pozitivnih primerov (angl.
true positive rate) nam pove, koliksˇen delezˇ pozitivnih primerov je pravilno
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klasificiranih.
priklic =
PP
PP +NN
5.1.3 Specificˇnost
Specificˇnost (angl. specificity) ali delezˇ pravilno razvrsˇcˇenih negativnih pri-
merov (angl. true negative rate) nam pove, koliksˇen delezˇ negativnih prime-
rov je pravilno klasificiranih. V nasˇem primeru sta specificˇnost ter tocˇnost
mocˇno korelirani. Razlog za to je, da je velika vecˇina primerov v nasˇi podat-
kovni mnozˇici negativnih.
specificˇnost =
PN
PN +NP
5.1.4 AUC
Vsaka tocˇka na krivulji ROC odrazˇa odvisnost med delezˇem pravilno pozitiv-
nih primerov oziroma TPR in delezˇem napacˇno pozitivnih primerov oziroma
FPR pri nekem pragu, pri cˇemer je prag je realno sˇtevilo med 0 in 1. Graficˇno
je prikazana s FPR na horizontalni osi in TPR na vertikalni osi. AUC ali
povrsˇina pod krivuljo ROC (angl. area under the ROC curve) je verjetnost,
da bo imel nakljucˇni pozitivni primer vecˇjo verjetnost pozitivnega razreda
od nakljucˇnega negativnega primera.
5.1.5 Preciznost
Preciznost (angl. precision) nam pove, koliksˇen delezˇ primerov, ki jih je
napovedni model klasificiral kot pozitivne, je pravilno klasificiranih.
preciznost =
PP
PP +NP
5.2 Rezultati
Cilj, ki smo si ga zastavili, je, da cˇim uspesˇneje napovemo, kateri krediti
bodo v naslednjem kvartalu predcˇasno odplacˇani. S pomocˇjo mer uspesˇnosti
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lahko sedaj natancˇneje opredelimo, kaj pomeni uspesˇna napoved.
Najprej se spomnimo motivacije banke. Ta hocˇe zadrzˇati stranke, ki bodo
kredit predcˇasno odplacˇale, na primer z nagrajevanjem tovrstnih rizicˇnih
strank. To pomeni, da hocˇemo odkriti cˇim vecˇ strank, ki bodo kredit v
naslednjem kvartalu predcˇasno odplacˇale, ali z drugimi besedami – hocˇemo
odkriti cˇim vecˇji delezˇ pravilno razvrsˇcˇenih pozitivnih primerov. Hocˇemo
torej maksimizirati priklic. To bi preprosto naredili tako, da napovemo,
da bodo vsi primeri predcˇasno odplacˇani. S staliˇscˇa banke to ne bi bilo
dobro, saj vecˇ kot 95% nagrajenih strank ne bi bilo rizicˇnih, ali z drugimi
besedami – priblizˇno 95% denarja vlozˇenega v nagrajevanje strank ne bi imelo
zˇelenega vpliva. Priklic torej ne bo dovolj; definirati moramo tudi, koliksˇen
delezˇ pravilno razvrsˇcˇenih negativnih primerov ali koliksˇna specificˇnost je sˇe
sprejemljiva, pri cˇemer hocˇemo maksimizirati priklic. V nasˇem primeru je
najmanjˇsa specificˇnost, ki smo jo sˇe pripravljeni tolerirati, v obmocˇju 60%.
Glede na to, da uspesˇnost posameznega modela definirata specificˇnost in
priklic, je reprezentativna metrika uspesˇnosti tudi AUC.
5.2.1 Nakljucˇni gozd
Rezultat pri napovedovanju z metodo nakljucˇnega gozda prikazuje graf na
sliki 5.2. Parameter modela, ki smo ga nastavljali v fazi ucˇenja modela, je
bila maksimalna globina posameznega drevesa, ki je v skoraj vsakem koraku
imela vrednost 10.
Pri ucˇenju modela smo uporabili mocˇno nadvzorcˇenje, ki je podvojilo
pozitivne primere, da so bili napram negativnim v razmerju 1:1. Bolj kot
zvecˇamo mocˇ nadvzorcˇenja, vecˇji delezˇ pozitivnih primerov oziroma priklica
bo napovedni model napovedal.
Povprecˇna tocˇnost (na grafu accuracy) je bila 68.3%, specificˇnost (na
grafu specificity) pa 69.0%. Povprecˇni priklic (na grafu recall) je 52.5%,
AUC pa 60.8%. Povprecˇna vrednost preciznosti (na grafu precision) je 8.1%.
Cˇe pogledamo povprecˇne vrednosti, bi lahko rekli, da smo dosegli zasta-
vljen cilj, saj specificˇnost presega 60%, hkrati pa smo uspesˇno odkrili vecˇ
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Slika 5.2: Napoved z nakljucˇnim gozdom pri nadvzorcˇenju 1:1
kot polovico kreditov, ki so bili v naslednjem kvartalu predcˇasno odplacˇani.
Iz grafa lahko preberemo, da to ne drzˇi. V letu 2017 pade specificˇnost pod
zazˇeleno mejo – v predzadnjem kvartalu za skoraj 20%. V zadnjih letih model
torej ne ustreza cilju, ki smo si ga zastavili.
Da bi model ustrezal zastavljenemu cilju, bi lahko zmanjˇsali sˇtevilo pod-
vojenih pozitivnih primerov, kar bi sicer zmanjˇsalo priklic, bi bila pa spe-
cificˇnost viˇsja. Graf na sliki 5.3 prikazuje rezultat, kjer smo zmanjˇsali mocˇ
nadvzorcˇenja, da je bilo novo razmerje pozitivnih proti negativnim primerom
9:10. Vrednost maksimalne globine posameznega drevesa je v vecˇini korakov
11. Specificˇnost je tu skoraj vedno nad mejo 60%, najnizˇja tocˇka je prav tako
v drugem kvartalu leta 2017, ko pade na 55.3%. Na racˇun viˇsje specificˇnosti
pa je vrednost povprecˇnega priklica 40.9% – vecˇ kot 10% manj.
Preciznost, ki ima dalecˇ najslabsˇo povprecˇno oceno, ni kljucˇnega pomena.
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Slika 5.3: Napoved z nakljucˇnim gozdom pri nadvzorcˇenju 9:10
Razlog, da je tako nizka je, da je model veliko prevecˇ primerov, ki so sicer
negativni, klasificiral kot pozitivne. To smo pripravljeni, na racˇun viˇsjega
priklica, tolerirati.
5.2.2 XGBoost
Graf na sliki 5.4 prikazuje rezultate pri napovedovanju z metodo XGBoost.
Vrednost parametra, ki definira maksimalno globino posameznega drevesa,
je bila najpogosteje 3. Kot boljˇsi nacˇin vzorcˇenja primerov za gradnjo dreves
se je izkazalo enakomerno vzorcˇenje.
Rezultati so bili pridobljeni pri nadvzorcˇenju, po katerem je bilo razmerje
pozitivnih proti negativnim primerom 9:10.
Vrednost povprecˇne tocˇnosti je 66.3%, specificˇnosti 66.6%, priklica 57.7%,
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Slika 5.4: Napoved z XGBoost pri nadvzorcˇenju 9:10
AUC 62.2%, ter preciznosti 8.3%.
Podobno kot pri metodi nakljucˇnega gozda, specificˇnost v zadnjih kvar-
talih mocˇno pade. Na podlagi tega bi lahko sklepali, da imajo takrat ne-
kateri negativni primeri podobne znacˇilnosti, kot nekateri pozitivni primeri
iz prejˇsnjih kvartalov, na katerih so se modeli ucˇili. Razlog za velika niha-
nja in nezanesljivost modela v zadnjih kvartalih bi lahko delno pripisali tudi
majhnemu naboru podatkov.
Z namenom zagotavljanja ustreznosti modela smo zmanjˇsali mocˇ nadv-
zorcˇenja. Graf na sliki 5.5 prikazuje rezultat pri nadvzorcˇenju v razmerju
4:5, kjer je bila vrednost maksimalne globine najpogosteje 4. Specificˇnost
je tu vedno v obmocˇju ali nad 60% z najnizˇjo tocˇko v drugem kvartalu leta
2017, kjer ima vrednost 57.1%. Povprecˇna vrednost specificˇnosti je 75.0%,
priklica pa 48.3%.
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Lahko bi rekli, da je napoved XGBoost boljˇsa od napovedi nakljucˇnega
gozda, saj rezultat bolj ustreza zastavljenemu cilju.
Slika 5.5: Napoved z XGBoost pri nadvzorcˇenju 4:5
5.2.3 Logisticˇna regresija
Rezultat, ki smo ga dobili pri napovedovanju z logisticˇno regresijo, prikazuje
graf na sliki 5.6. Stopnja regularizacije je imela najpogosteje vrednost 10−2
in 10−3, za boljˇsi tip regularizacije se je izkazal lasso regression oziroma l2.
Pri ucˇenju modela, ki je za napoved uporabil logisticˇno regresijo, se je
najbolje izkazalo mocˇno nadvzorcˇenje, in sicer, ko je bilo razmerje pozitivnih
proti negativnim primerom v razmerju 1:1.
Povprecˇna vrednost tocˇnosti je bila 68.7%, specificˇnost 69.7%, povprecˇni
priklic pa je imel vrednost 48.7%. AUC je v vseh korakih v obmocˇju 60%,
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Slika 5.6: Napoved z logisticˇno regresijo
njegova povprecˇna vrednost pa je 59.2%. Povprecˇna vrednost preciznosti je
7.9%. Specificˇnost v nobenem koraku ni padla pod 57%, kar ne krsˇi zasta-
vljene omejitve. Priklic je tik pod mejo 50%, kar pomeni, da smo v povprecˇju
uspesˇno odkrili polovico kreditov, ki so bili predcˇasno odplacˇani. Treba pa
je poudariti, da priklic v zadnjih kvartalih precej niha, kar pomeni, da tezˇko
natancˇno ocenimo, kako uspesˇen bo nasˇ model v naslednjem kvartalu. Veliko
nihanje se sicer pojavi sˇele, ko je novih podatkov sorazmerno malo napram
zacˇetnim korakom.
5.2.4 Primerjava rezultatov metod
V tabeli 5.1 so predstavljeni rezultati ustreznih napovednih modelov, ki so
implementirani z razlicˇnimi metodami.
36 Miha Bencˇina
metoda AUC priklic specificˇnost
nakljucˇni gozd 59,5% 40,9% 78,0%
XGBoost 61,6% 48,3% 75,0%
logisticˇna regresija 59,2% 48,7% 69,7%
Tabela 5.1: Tabela rezultatov metod
Poglavje 6
Zakljucˇek in nadaljnje delo
V diplomskem delu smo se na podlagi pridobljenih bancˇnih podatkov lotili
gradnje napovednega modela, ki bi cˇim uspesˇneje napovedoval, kateri krediti
bodo predcˇasno odplacˇani. Za doseganje cilja smo izdelali napovedne modele
na podlagi treh razlicˇnih napovednih metod. Najbolj informativna znacˇilka
oznacˇuje cˇas do odplacˇila, najboljˇsa eksterna znacˇilka pa je bruto domacˇi
proizvod. Na podlagi rezultatov lahko trdimo, da nam je uspelo zgraditi na-
povedni model, ki odkrije priblizˇno polovico predcˇasno odplacˇanih kreditov,
pri cˇemer narobe razvrstimo najvecˇ 40% ne-predcˇasno odplacˇanih kreditov.
V nadaljnjem delu bi bilo za doseganje boljˇsih rezultatov dobro definirati
nove znacˇilke. Pri tem bi bilo potrebno podrobno raziskati, kaj vpliva na
to, da stranke predcˇasno odplacˇujejo kredite. Tako bi lahko poiskali nove
eksterne znacˇilke, kot tudi odkrili nove odvisnosti med danimi podatki. Ver-
jetno bi pripomoglo tudi to, da bi od banke pridobili vecˇ podatkov o vsakem
kreditu, sploh pa o stranki, ki je kredit vzela (primer bi bili izpisi bilance
stanja stranke na osebnem racˇunu, v kolikor gre za fizicˇno osebo).
Morali bi se lotiti tudi izboljˇsevanja napovednih modelov, kjer bi testirali
nove kombinacije parametrov in nove vrednosti parametrov.
Treba pa je poudariti, da bi bilo za opazovane podatke smiselno izbrati
drug tip kredita in modele prilagoditi na le-te. Razlog za to je, da se krediti,
obravnavani v tej diplomski nalogi, ne odpirajo vecˇ.
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Dodatek A
Tabele atributov
Tabele A.1, A.2 in A.3 prikazujejo znacˇilke, rangirane po povprecˇni oceni,
pridobljeni z algoritmom ReliefF in informacijskim prispevkom. Ocene ta-
bel A.1 in A.2 temeljijo na ucˇnih podmnozˇicah, ki so sestavljene iz 10 000
nakljucˇno izbranih primerov iz posameznih ucˇnih mnozˇic, medtem ko A.3
temelji na celotnih ucˇnih mnozˇicah. V tabelah znacˇilk, pridobljenih z in-
formacijskim prispevkom, so zvezni atributi kategorizirani na 5 intervalov.
Najboljˇsih 10 ocen je odebeljenih.
Nekatere znacˇilke se navezujejo na ostale aktivne kredite iste stranke in
so oznacˇene z A. Znacˇilke, ki temeljijo na primerjavi med ostalimi aktivnimi
krediti stranke in opazovanim kreditom, so oznacˇene s P. Znacˇilka, oznacˇena
z D, se nanasˇa na pretekle kredite iste stranke.
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ime znacˇilke povprecˇna
ocena
ocena na
1. ucˇni
mnozˇici
ocena na
12. ucˇni
mnozˇici
ocena na
24. ucˇni
mnozˇici
valuta 0,250 342 0,247 108 0,254 994 0,237 274
stopnja nezaposlenosti 0,225 332 0,293 910 0,198 499 0,206 000
bruto domacˇi proizvod 0,216 205 0,293 910 0,176 742 0,210 034
zadnje preplacˇilo 0,190 013 0,228 389 0,183 601 0,174 113
viˇsina obresti 0,184 058 0,238 623 0,173 896 0,160 592
preostali znesek 0,177 442 0,125 069 0,201 145 0,184 103
cˇas do odplacˇila 0,168 147 0,130 557 0,184 616 0,174 809
povprecˇno preplacˇilo 0,162 218 0,155 992 0,171 772 0,162 022
dogovorjeni znesek 0,142 696 0,139 395 0,148 988 0,123 589
starost 0,139 449 0,148 605 0,125 712 0,128 189
tip kredita 0,086 672 0,103 674 0,075 033 0,073 625
vrsta obresti P 0,016 306 0,021 784 0,013 024 0,015 900
viˇsina obresti P 0,015 706 0,018 128 0,013 379 0,016 204
faktor znesek-cˇas 0,014 991 0,034 538 0,018 082 0,018 632
spremenjen rok odplacˇila 0,005 015 −0,000 087 0,010 497 0,008 139
cˇas do odplacˇila P 0,004 678 0,005 795 0,004 120 0,004 708
predcˇasno odplacˇan A 0,002 031 −0,004 336 0,004 821 0,006 714
vrsta obresti 0,001 458 0,000 347 0,001 807 0,005 469
zadnje preplacˇilo P 0,000 883 0,000 068 0,001 490 0,001 402
povprecˇno preplacˇilo P 0,000 839 −0,000 050 0,001 351 0,001 206
dogovorjeni znesek P 0,000 609 −0,000 604 0,001 024 0,000 420
preostali znesek P 0,000 577 −0,000 512 0,000 982 0,000 583
vrsta stranke 0,000 432 −0,003 408 0,002 622 −0,002 422
podaljˇsan rok odplacˇila A 0,000 074 0,000 210 −0,000 043 −0,000 056
skrajˇsan rok odplacˇila A −0,000 005 0,000 000 0,000 000 0,000 000
predcˇasno odplacˇan D −0,000 167 −0,000 535 −0,000 105 −0,000 111
Tabela A.1: Tabela znacˇilk in njihovih ocen na ucˇnih podmnozˇicah z algo-
ritmom ReliefF. Deset najboljˇsih znacˇilk je odebeljenih.
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ime znacˇilke povprecˇna
ocena
ocena na
1. ucˇni
mnozˇici
ocena na
12. ucˇni
mnozˇici
ocena na
24. ucˇni
mnozˇici
cˇas do odplacˇila 0,004 019 0,004 565 0,004 704 0,004 162
preostali znesek 0,003 531 0,004 063 0,003 702 0,003 747
valuta 0,003 426 0,004 963 0,002 644 0,002 282
bruto domacˇi proizvod 0,002 815 0,002 735 0,002 678 0,003 725
stopnja nezaposlenosti 0,002 782 0,002 735 0,002 678 0,003 634
viˇsina obresti 0,001 708 0,003 683 0,001 457 0,000 751
dogovorjeni znesek 0,001 069 0,001 440 0,000 890 0,000 468
povprecˇno preplacˇilo 0,000 683 0,001 554 0,000 498 0,000 483
viˇsina obresti P 0,000 637 0,000 726 0,000 246 0,000 315
zadnje preplacˇilo 0,000 586 0,000 886 0,000 291 0,000 338
starost 0,000 543 0,000 491 0,000 641 0,000 657
spremenjen rok odplacˇila 0,000 405 0,000 006 0,000 873 0,000 722
vrsta obresti P 0,000 390 0,000 493 0,000 105 0,000 072
cˇas do odplacˇila P 0,000 371 0,000 591 0,000 218 0,000 118
faktor znesek-cˇas 0,000 343 0,000 664 0,000 568 0,000 376
vrsta obresti 0,000 278 0,000 049 0,000 511 0,000 303
tip kredita 0,000 251 0,000 275 0,000 277 0,000 139
vrsta stranke 0,000 175 0,000 180 0,000 069 0,000 050
preostali znesek P 0,000 133 0,000 050 0,000 105 0,000 122
dogovorjeni znesek P 0,000 106 0,000 028 0,000 147 0,000 164
predcˇasno odplacˇan A 0,000 098 0,000 192 0,000 054 0,000 050
zadnje preplacˇilo P 0,000 076 0,000 086 0,000 088 0,000 104
podaljˇsan rok odplacˇila A 0,000 064 0,000 083 0,000 021 0,000 021
povprecˇno preplacˇilo P 0,000 062 0,000 063 0,000 049 0,000 045
predcˇasno odplacˇan D 0,000 005 0,000 000 0,000 002 0,000 001
skrajˇsan rok odplacˇila A 0,000 002 0,000 000 0,000 000 0,000 000
Tabela A.2: Tabela znacˇilk in njihovih ocen na ucˇnih podmnozˇicah z infor-
macijskim prispevkom. Deset najboljˇsih znacˇilk je odebeljenih.
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ime znacˇilke povprecˇna
ocena
ocena na
1. ucˇni
mnozˇici
ocena na
12. ucˇni
mnozˇici
ocena na
24. ucˇni
mnozˇici
cˇas do odplacˇila 0,003 710 0,004 678 0,003 487 0,003 567
valuta 0,003 612 0,005 801 0,002 850 0,002 544
preostali znesek 0,003 074 0,003 933 0,002 898 0,002 915
viˇsina obresti 0,002 113 0,004 561 0,001 244 0,001 022
bruto domacˇi proizvod 0,001 638 0,002 221 0,001 427 0,001 404
stopnja nezaposlenosti 0,001 634 0,002 221 0,001 427 0,001 394
dogovorjeni znesek 0,000 873 0,001 335 0,000 686 0,000 678
viˇsina obresti P 0,000 446 0,000 422 0,000 445 0,000 456
starost 0,000 348 0,000 338 0,000 352 0,000 364
vrsta obresti P 0,000 305 0,000 219 0,000 327 0,000 343
vrsta obresti 0,000 193 0,000 010 0,000 279 0,000 318
tip kredita 0,000 187 0,000 079 0,000 215 0,000 217
zadnje preplacˇilo 0,000 111 0,000 057 0,000 157 0,000 148
spremenjen rok odplacˇila 0,000 110 0,000 009 0,000 169 0,000 157
povprecˇno preplacˇilo 0,000 051 0,000 068 0,000 043 0,000 039
cˇas do odplacˇila P 0,000 048 0,000 021 0,000 053 0,000 066
predcˇasno odplacˇan A 0,000 047 0,000 057 0,000 049 0,000 037
vrsta stranke 0,000 025 0,000 019 0,000 026 0,000 027
povprecˇno preplacˇilo P 0,000 020 0,000 020 0,000 021 0,000 009
zadnje preplacˇilo P 0,000 011 0,000 016 0,000 007 0,000 005
preostali znesek P 0,000 007 0,000 019 0,000 004 0,000 004
dogovorjeni znesek P 0,000 006 0,000 011 0,000 006 0,000 005
podaljˇsan rok odplacˇila A 0,000 006 0,000 002 0,000 007 0,000 006
predcˇasno odplacˇan D 0,000 003 0,000 008 0,000 003 0,000 002
faktor znesek-cˇas 0,000 001 0,000 001 0,000 001 0,000 001
skrajˇsan rok odplacˇila A 0,000 001 0,000 003 0,000 000 0,000 000
Tabela A.3: Tabela znacˇilk in njihovih ocen na celotnih ucˇnih mnozˇicah z
informacijskim prispevkom. Deset najboljˇsih znacˇilk je odebeljenih.
