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Abstract
In this paper, we present the basic ideas of the residue polynomial system (RPS), a polyno-
mial analog of the familiar residue number systems (RNS) of integer arithmetic. Many of the
properties of the RNS are shared by the RPS. The main exception is that division of polynomials
in the RPS is much more tractable than its integer counterpart. Examples are included through-
out. The underlying ,eld of coe-cients for polynomials under consideration can be the reals or
the rationals, though extension to the complex ,eld will be needed for division by irreducible
quadratic factors. c© 2002 Elsevier Science B.V. All rights reserved.
Keywords: Polynomial arithmetic; Symbolic computing; Residue number systems; Exact
computation
1. Introduction
With the widespread use of Computer Algebra Systems has come the need to ma-
nipulate polynomials (over the integers, the real numbers or the complex numbers)
e-ciently. In most systems this is achieved using the conventional bases for these
polynomial spaces and by manipulation of the coe-cient vectors. In the case of exact
polynomial arithmetic in Z[x] modular arithmetic modulo a “su-ciently large” prime
number is often used to avoid some of the intermediate dynamic range growth and to
accelerate the arithmetic operations. (For an excellent description of all the standard
operations of polynomial arithmetic see, for example, [3].) The choice of the large
prime is potentially problematic; often a second prime is used for “fault-detection”.
Typically, such techniques are not available for real or complex polynomials. In
this paper, we present the basic ideas and algorithms of the residue polynomial sys-
tem (RPS), which is the polynomial analog of the well-known residue number system
(RNS) for integer arithmetic. The principal merits of the RNS are its inherent par-
allelism and the relative ease of extending the dynamic range of integer arithmetic.
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Its major drawback as an arithmetic system is the fact that general integer division
cannot readily be carried out in the RNS. If the result is known to be exact then
integer division can be performed within the RNS (or, at least, using only residue
arithmetic). This situation arises, for example, in the context of fraction-free solution
of linear equations; see [6]. A similar situation is important for polynomial systems
and resultant computation for solving systems of polynomial equations; see [5].
In an RNS, a basis of coprime integers p1;p2; : : : ; pL is used to represent an in-
teger by its vector of residues modulo each of these. Thus, X ∈Z is represented by
(x1; x2; : : : ; xL) where
xi = X modpi = 〈X 〉pi :
We shall write
X ∼ (x1; x2; : : : ; xL):
This system has a dynamic range given by
M =
L∏
i=1
pi;
which is to say that any set of M successive integers can be represented uniquely in
the RNS. Usually this set is chosen to be either {0;1; : : : ; M − 1} or its symmetric
counterpart {−K;−K + 1; : : : ; 0; 1; : : : ; K} where M =2K + 1. The principal virtues of
RNS arithmetic are that, provided the integers do not overEow the dynamic range, then
addition, subtraction and multiplication can be performed entirely within the RNS –
and the operations in each modulus are entirely independent. Thus if X∼ (x1; x2; : : : ; xL)
and Y∼ (y1; y2; : : : ; yL), then their sum, diFerence and product are given by
X ± Y ∼ (〈x1 ± y1〉p1 ; 〈x2 ± y2〉p2 ; : : : ; 〈xL ± yL〉pL);
XY ∼ (〈x1y1〉p1 ; 〈x2y2〉p2 ; : : : ; 〈xLyL〉pL):
The individual operations can be computed in parallel. All of these principles carry
over immediately to polynomial arithmetic.
There are several important operations which cannot be performed within the RNS
itself: most notably, division and comparison of integers are non-RNS operations.
Typically, these and other operations (including output in recognizable form) require
conversion from the RNS representation to conventional (binary) representation. This
conversion can be achieved via the Chinese Remainder Theorem, CRT, which also
provides the proof of the uniqueness of the representation. A convenient statement
of the CRT shows how to recover the value of X ∈{0; 1; : : : ; M − 1} from its RNS
representation:
X =
〈
L∑
i=1
mi〈m−1i xi〉pi
〉
M
;
where mi =M=pi and the reciprocals are formed modulo the appropriate basis element.
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It should be noted here that the basic idea of residue polynomial systems is not itself
new. The idea is mentioned in Knuth [4] and discussed brieEy in [3]. Geddes et al. in-
clude a description of the RPS representation in Section 4:4, Modular Representations.
Addition, multiplication and even a special case of exact division are described. Then
an algorithm is presented for “trial division” which requires knowledge of the degrees
of both dividend and divisor. However, there are situations where division is known
to be exact, such as in fraction-free algorithms for linear algebra with polynomials [5].
The checking step of the trial division algorithm computes and uses an interpolation
polynomial. This is equivalent to the CRT conversion back to conventional polynomial
form. The discussion of modular representation in [3] stops at this point citing the
di-culty of general division and the cost of conversion between RPS and standard
representation.
The conversion costs become small if they are only incurred when output in conven-
tional form is needed. That would allow all internal polynomial computation to stay in
the RPS. This is analogous to retaining all numerical data in its machine representation
until results are to be output to the user. Obviously, the big question here is whether
polynomial arithmetic algorithms can be developed to perform general division and
other important polynomial tasks without the need for conversion. These are the issues
that this paper addresses.
The underlying coe-cient ,eld in our discussion can be either the reals or the
rationals, though extension to the complex domain is needed for division by irreducible
quadratics. Examples are given throughout. These are mostly set in the space of rational
polynomials for simplicity of the arithmetic used.
In Section 2, the basic ideas of the RPS representation are presented. These include
not just the representation itself but also recovery of a polynomial from its RPS repre-
sentation through the Chinese Remainder Theorem which in this case is just Lagrange
interpolation. The choice of a suitable RPS basis is also discussed. The simplest of
polynomial arithmetic operations – addition, subtraction and multiplication are covered
here too. Some of these operations are covered to some extent in both [3, 4]. We
include this discussion for the sake of completeness.
Section 3 continues the development of the simple RPS operations. We begin with
the exact division algorithm which is particularly straightforward if none of the nodes
are zeros of the divisor. If the divisor has a zero residue, then it follows that the
corresponding residue of the numerator must vanish also. To complete the division
in such cases, base-completion – a special case of base-extension – is needed. This
operation is also discussed. One application of the idea of base-extension in the RPS
setting is polynomial evaluation which in turn plays a central role in our ,rst inexact
division operation, division by a linear factor. This and division by an irreducible
quadratic can be achieved by ,rst ,nding the remainder and then using the exact
division algorithm.
This same principle is extended in Section 4 to general polynomial division. Side-
eFects of this development include an algorithm for computing the degree of a polyno-
mial from its RPS representation. The general division problem involves a numerical
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system of linear equations. However, we shall see that the complete solution of this
system is unnecessary. We only need a partial solution su-cient to compute the re-
mainder polynomial.
A very brief discussion of the complexity of these algorithms is included in the ,nal,
conclusions, section.
2. The RPS representation
In this section, we describe the basic ideas of the RPS representation and the notation
used. This representation is related to well-known ideas of polynomial interpolation.
We also discuss the choice of basis elements and present the simplest of the arithmetic
operations – addition and multiplication.
2.1. Notation and fundamentals of the representation
Represent a polynomial in R[x] by its residues on division by (distinct, monic, linear)
basis polynomials p0(x); p1(x); : : : ; pL(x). This set of monomials spans the space L
of polynomials of degree at most L. Let
pi(x) = x − xi: (1)
Then the residues of a polynomial Q(x)∈R[x] relative to this basis are given by
qi = 〈Q(x)〉pi = Qmodpi = rem(Q;pi) = Q(xi): (2)
This representation is unique for Q∈L. This space L is the dynamic range of the
RPS using this basis – or indeed any basis with L+ 1 polynomials satisfying (1) for
distinct nodes x0; x1; : : : ; xL.
Example 1. The RPS representations of A(x)= x2 + x + 1 and B(x)= 2x2 + 3 using
the basis {(x + 1); x; (x − 1)} are
A(x) ∼ (A(−1); A(0); A(1)) = (1; 1; 3);
B(x) ∼ (B(−1); B(0); B(1)) = (5; 3; 5):
These are the only polynomials in 2 having these representations for this basis.
2.2. The Chinese Remainder Theorem – Lagrange interpolation
The uniqueness of the representation follows immediately from the uniqueness of
the Lagrange interpolation polynomial. The standard form of the Chinese Remainder
Theorem for recovering the polynomial Q from these residues is to write
Q(x) =
L∑
i=0
mi(x)〈m−1i · qi〉pi ;
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where
mi(x) =
∏
j =i
(x − xj) = Mx − xi :
Here M=
∏
(x− xi) is the product of all the basis elements just as for the RNS above.
Note that 〈m−1i 〉pi is just a scalar. In particular,
〈m−1i 〉pi =
1
mi(xi)
;
so that the CRT representation can now be rewritten as
Q(x) =
L∑
i=0
mi(x)
mi(xi)
q(xi): (3)
This is, of course, just the standard Lagrange interpolation formula.
Example 2. Using the same basis as in Example 1, we use (3) to recover the original
polynomials.
Here m0(x)= x(x − 1), m1(x)= x2 − 1, m2(x)= x(x + 1) and their “reciprocals” are
therefore 12 ; −1 and 12 . Using (3) yields
A(x) = 12x(x − 1)− (x2 − 1) + 32x(x + 1) = x2 + x + 1;
B(x) = 52x(x − 1)− 3(x2 − 1) + 52x(x + 1) = 2x2 + 3;
as expected.
2.3. Choice of basis
The choice of the basis elements is an important aspect of any particular RNS. In all
cases the RNS basis must be comprised of coprime numbers. Their product determines
the dynamic range which puts at least one constraint on the choices to be made. For
several applications, it is convenient to use moduli of the form 2k − 1 since (modular)
arithmetic can then be easily implemented using a k-bit binary arithmetic unit. (See [4],
for example.) If exact division is to be achievable within an RNS, then it is necessary
that all moduli are prime. Such a situation arises in the fraction-free solution of linear
systems [6], for example. If complex integer arithmetic is to included, then the set of
basis elements is further constrained to be chosen from the set of Gaussian primes
of the form p=4k + 1 so that the equation x2+1=0 has two distinct roots in the
,eld Zp. Alternative approaches to complex integer residue number systems have been
investigated using complex basis elements.
For any particular application, the basis for an appropriate RNS must be carefully
chosen. In the proposed polynomial, RPS, setting this decision appears to be much
simpler. Provided only that the nodes x0; x1; : : : ; xL are distinct the basis de,ned in (1)
consists of prime elements of R[x] and there is no obvious advantage to be gained by
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any particular choice of these nodes. From the point of view of the error analysis of
Lagrange interpolation as an approximation method, the choice of nodes is, of course,
vitally important. However, those factors do not impinge on the computer algebra
setting of polynomial arithmetic.
For most of the examples used here, an especially simple choice of nodes will be
used. For an odd number of nodes, corresponding to an even number L=2K , the nodes
will be 0;±1;±2; : : : ;±K . (Either K + 1 or −K − 1 would be added to the list for L
odd.)
2.4. Addition and multiplication in the RPS
Addition of two polynomials given by their RPS representation is particularly straight-
forward. To add or subtract two polynomials we simply add or subtract their respective
residues. This is an entirely parallelizable operation since the diFerent moduli are in-
dependent. Thus, if two polynomials A(x); B(x) are represented in the RPS:
A ∼ (a1; a2; : : : ; aL);
B ∼ (b1; b2; : : : ; bL);
then it follows immediately that
A± B ∼ (a1 ± b1; a2 ± b2; : : : ; aL ± bL);
since (A + B)(xi)=A(xi) + B(xi). The similarity with the integer RNS arithmetic is
obvious. It is also obvious that all of the individual operations can be performed
simultaneously on a parallel processor.
Example 3. For the same A; B as in Example 1, the sum and diFerence are given by
A+ B ∼ (1; 1; 3) + (5; 3; 5) = (6; 4; 8);
A− B ∼ (1; 1; 3)− (5; 3; 5) = (−4;−2;−2):
Using (3), we get
(A+ B)(x) = 62x(x − 1)− 4(x2 − 1) + 82x(x + 1) = 3x2 + x + 4;
(A− B)(x) = −42 x(x − 1)− (−2)(x2 − 1) + −22 x(x + 1) = −x2 + x − 2:
Note that this conversion is included here only for veri,cation. The intention is that
the RPS representation would be retained until conventional output is needed.
Similarly multiplication can be performed in parallel by multiplying the correspond-
ing residues of the two factors – provided the product is within the dynamic range
of the system. For the polynomials in the above example, the product is, of course,
out of the range of this RPS. That does not prevent the operation from being per-
formed to yield residues (5; 3; 15). Now the true product of these polynomials is
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2x4 + 2x3 + 5x2 + 3x+3 and its values at x= − 1; 0; 1 are 5; 3; 15, respectively. Thus,
the product obtained is “correct” modulo this basis. Note too that (5; 3; 15) is the RPS
representation of 7x2+5x+3 which is also the remainder when 2x4+2x3+5x2+3x+3
is divided by M (x)= x3 − x:
2x4 + 2x3 + 5x2 + 3x + 3 = (2x + 2)(x3 − x) + 7x2 + 5x + 3:
The one potential di-culty for multiplication is the increase in the dynamic range.
That is to say the growth of the polynomial degree of the product. This may necessitate
some base-extension. While that operation is relatively expensive in the RNS it turns
out to be relatively inexpensive for the RPS as we shall see in the next section.
3. Simple RPS operations
In this section we extend the basic ideas to some further polynomial manipulation
operations which are easily performed in the RPS.
3.1. Exact division algorithm
The division of one polynomial by another is not, in general, a simple task. However,
if we know in advance that the divisor is an exact factor of the dividend such a division
can be performed without leaving the RPS. This situation arises in the fraction-free
solution of linear systems of equations. See [6] for a description of this within the
context of integer computation in the RNS. Fraction-free algorithms for linear and
polynomial systems have been described in [5].
Such exact division can be performed as a modular operation in the situation where
none of the residues of the divisor are zero.
Theorem 1. Let A(x); B(x) be two polynomials representable in the RPS with A∼
(a1; a2; : : : ; aL); B∼ (b1; b2; : : : ; bL). Suppose further that B(x) divides A(x) exactly.
Denote the quotient polynomial by Q(x). Then
1: For any i for which bi 
= 0
qi =
ai
bi
: (4)
2: If bi =0; then ai =0 also and so qi is not de6ned by (4).
Proof. The proof of the ,rst part is immediate from the uniqueness of the Lagrange
interpolation polynomial since
Q(xi) =
A(xi)
B(xi)
:
The second part is similarly trivial since we are given that B(x)|A(x) so that Q(xi)
must remain ,nite even where B(xi)= 0.
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The only remaining question is how to compute the residues of the quotient at nodes
where ai=bi is indeterminate. This too is easy – just as in the integer case, all that is
needed is a simple base-completion step. To establish the validity of this claim, we note
that for any node xi with bi =0; (x−xi) is a factor of both A; B and so the quotient can
be represented in the RPS with basis {p0(x); p1(x); : : : ; pL(x)}\pi(x). Therefore, (4)
de,nes su-cient moduli to specify Q completely. To complete the representation of Q
in the full RPS we therefore need to obtain the residues Q(xi) which are not de,ned
by (4). This is base-completion – a special case of base-extension where we extend
the RPS basis from {p0(x); p1(x); : : : ; pL(x)}\pi(x) to {p0(x); p1(x); : : : ; pL(x)}.
Again, we note the complete analogy with the integer case described in [6].
Example 4. Using the same RPS basis as in the earlier examples, we divide (x2 − 4)
by (x − 2).
Now (x2 − 4)∼ (−3;−4;−3) and (x − 2)∼ (−3;−2;−1). Hence, the quotient has
residues (−3−3 ;
−4
−2 ;
−3
−1 )= (1; 2; 3) which are obviously the residues of the correct result
x + 2 at −1; 0; 1 respectively.
This is, of course, the simple case where all residues are given by (4). The next
simple example illustrates the alternative situation.
Example 5. In the RPS of the previous example, divide (x2 − 1) by (x + 1).
Here (x2 − 1)∼ (0;−1; 0) and (x+1)∼ (0; 1; 2). The ,rst quotient residue is clearly
unde,ned by simple elementwise division while the others are −1; 0.
In the RPS with basis x; x−1; the mi’s are reduced polynomials: m1(x)= x−1; m2(x)=
x. The residues above therefore represent
−1
m1(0)
m1(x) +
0
m2(1)
m2(x) = x − 1:
Base completion would then yield the ,nal residue q0 = (x− 1)|x=−1 =−2. The result
of the division is therefore Q∼ (−2;−1; 0) which are, of course, the values (residues)
of x − 1 at −1; 0; 1.
We shall look at a somewhat larger example after discussing the base-completion
operation.
3.2. Base extension=completion
The conventional techniques for base extension in the RNS is via the mixed radix
representation, MRR in which the integer X is represented in a positional number sys-
tem where the digits do not represent coe-cients of increasing powers of a ,xed radix.
Instead, they are coe-cients of 1; p1; p1p2; : : : ; p1p2; : : : ; pL−1. These coe-cients can
be recovered directly from the RNS representation by a simple recurrence. Speci,cally,
we write
X = a1 + a2p1 + a3p1p2 + · · ·+ aLp1p2; : : : ; pL−1:
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Then, it follows that
a1 = x1
and
ak+1 = 〈(Pk)−1(X − Sk)〉pk+1 ;
where we have used
Pk =
k∏
j=1
pj; Sk =
k∑
j=1
ajPj−1;
so that the Sk are the partial sums of the mixed-radix representation above. Note that
knowledge of X itself is not needed as all operations here are modular and so the ap-
propriate residues can be used throughout the recurrence. (The values 〈Pj〉pk+1 ; 〈P−1k 〉pk+1
can all be stored in advance.)
The equivalent process to obtain a mixed-radix representation of a polynomial from
its RPS representation is to write Q(x)∼ (q0; q1; : : : ; qL) in the form
Q(x) = a0 + (x − x0)a1 + (x − x0)(x − x1)a2
+ · · ·+ (x − x0)(x − x1) · · · (x − xL−1)aL:
Comparison of this with Newton’s divided diFerence formula shows that these coe--
cients are just the divided diFerences:
ak = Q[x0; x1; : : : ; xk ]:
The recurrence corresponding to the mixed-radix conversion of integers is essentially
Aitken’s algorithm for the e-cient computation of an interpolation polynomial. (For
more details on these classical numerical analysis topics, see any standard text such as
[2].) This approach is also discussed brieEy in [1, 3, 4].
The divided diFerence interpolation formula (and, especially, Aitken’s algorithm) is
a very e-cient technique for computing interpolation polynomials which makes it a
natural choice for the mixed-radix conversion in the context of RPS. However, this
operation is unnecessary for base-extension in the RPS!
In RPS, we can avoid the mixed-radix conversion using (3) evaluated at the new
nodes. (“New” nodes here include those at which the residues are not de,ned within
division.) The operation reduces to simple (numerical) arithmetic operations which
are particularly well-suited to parallel implementations. The reason for this simplicity
is, yet again, that residues modulo linear polynomials correspond to evaluation at the
corresponding node.
In (3) within our RPS, the polynomials mi(x) would be stored (probably in factored
form) and so would the values mi(xi). Evaluation at a new node Q(xL+1) would there-
fore be achieved with simple arithmetic operations. In a parallel computing environ-
ment, the mi(xL+1) could obviously be computed simultaneously. If the mi(x) are stored
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in terms of their factors, then the modi,cation of this algorithm for base-completion
is also straightforward. Factors for “missing” nodes would simply be omitted and the
values of mi(xi) would be similarly modi,ed.
We also note the ease of extending the lists of mi(x); mi(xi) after base-extension
by just multiplying each by the appropriate extra factors. The original polynomial
M=
∏
(x − xi) becomes mL+1(x) and M also gains a new factor. The modi,cation of
these algorithms for multiple base-extension is obvious.
Example 6. Extend the RPS representations of Example 1 to add two new basis ele-
ments (x ± 2). Use this extended RPS to multiply these polynomials.
In our original RPS, m0(x)= x(x−1); m1(x)= x2−1; m2(x)= x(x+1) and mi(xi)=
2;−1; 2. Also A(x)= x2 + x + 1∼ (1; 1; 3). Hence,
a3 = 〈A〉x+2 = A(−2) = 12 (−2)(−3) + 1−1 (3) + 32 (−2)(−1) = 3:
Similarly, a4 = 〈A〉x−2 = 7. Applying the same algorithm to B(x)= 2x2 + 3 we get
b3 = b4 = 11. Therefore, in the extended RPS with nodes −1; 0; 1;−2; 2 we have
A ∼ (1; 1; 3; 3; 7); B ∼ (5; 3; 5; 11; 11):
Their product then has the RPS representation
AB ∼ (5; 3; 15; 33; 77):
We can readily check these are the correct residues for the product 2x4 + 2x3 + 5x2 +
3x + 3 at the nodes.
For the CRT=Lagrange interpolation recovery of this polynomial, we need the ex-
tended set of mi’s: m0(x)= x(x − 1)(x2 − 4); m1(x)= (x2 − 1)(x2 − 4); m2(x)= x(x +
1)(x2−4); m3(x)= x(x2−1)(x−2); m4(x)= x(x2−1)(x+2). The values of mi(xi) are
then −6; 4;−6; 24; 24. Note however that this CRT conversion to conventional polyno-
mial form is unnecessary unless this is the ,nal result which is to be user-output.
Example 7. The polynomial whose RPS representation relative to nodes −2;−1; 0; 1; 2
is A∼ (0;−3;−4;−9; 0) is exactly divisible by B∼ (0;−3;−4;−3; 0). Find the quotient
polynomial in this RPS.
The ,rst and last residues are clearly unde,ned by modular division. The middle three
are 1; 1; 3 at the nodes −1; 0; 1. These nodes give us m1(x)= x(x − 1); m2(x)= x2−1;
m3(x)= x(x + 1). (These are of course nodes and polynomials used earlier. Only the
labels have changed to reEect the order of the nodes speci,ed here.) The corresponding
mi(xi) are 2;−1; 2. Just as in Example 7, we then get
q0 = 12m1(−2) + 1−1m2(−2) + 32m3(−2) = 3;
q4 = 12m1(2) +
1
−1m2(2) +
3
2m3(2) = 7;
so that the quotient is represented by Q∼ (3; 1; 1; 3; 7).
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(The original problem is (x4 + x3 − 3x2 − 4x− 4)=(x2 − 4)= x2 + x+1. It is easy to
check that the residues are as they should be.)
3.3. Evaluation
The problem of polynomial evaluation in the RPS is a simple by-product of the
base-extension algorithm just described.
The residue of a polynomial Q modulo a monic linear polynomial x− xk is given as
in (2) by Q(xk). Thus the task of extending the basis to include a new polynomial x−xk
is precisely equivalent to evaluation of the polynomial at xk . The only additional infor-
mation required are the values of the (Lagrange) basis polynomials mi(xk) at the point
of interest. On a parallel processor, these values are easily computed simultaneously.
Algorithm. Evaluation of a polynomial in the RPS system
Input: RPS basis nodes x0; x1; : : : ; xL and the values mi(xi) for these nodes
RPS representation Q∼ (q0; q1; : : : ; qL).
Evaluation point Qx.
Initialize: i := qi=mi(xi) for i=0; 1; : : : ; L (in parallel where available)
Compute: for i=0: L (in parallel where available).
for j = 0: L.
i := i ∗ (Qx − xj) for j 
= i.
Output: Q(Qx)=
∑L
i=0 i.
Example 8. Evaluate Q(1:5) for the polynomial whose RPS representation relative to
nodes −2;−1; 0; 1; 2 is (3; 1; 1; 3; 7).
Here the input to our algorithm consists of the nodes, the values mi(xi)= 24;−6; 4;
−6; 24 and the residues. The initialization therefore yields i = 18 ; −16 ; 14 ; −12 ; 724 or
1
24 (3;−4; 6;−12; 7). The values (Qx−xj) are 3:5; 2:5; 1:5; 0:5;−0:5 so that after the various
stages of the j-loop, the modi,ed values are
1
48 (6;−28; 42;−84; 49); 196 (30;−56; 210;−420; 245);
1
192 (90;−168; 420;−1260; 735); 1384 (90;−168; 420;−2520; 735);
and
1
768 (−90; 168;−420; 2520; 1470):
Summing these ,nal entries we get 194 , which is, of course, x
2 + x+1 evaluated at 1:5.
(See Example 8.)
Note that this evaluation has been performed in deliberate detail to illustrate the
parallel steps that may be available. The operation is of course precisely the equivalent
of the extension of the RPS basis to include a node at 1.5.
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This same idea which enables easy base-extension and evaluation is also at the heart
of the simplest (non-exact) case of polynomial division.
3.4. Division by linear polynomials
Apart from exact division, the simplest case of polynomial division is division by a
linear factor. The algorithm for this case is very easy to describe:
• ,nd the remainder – which is equivalent to evaluation,
• subtract this remainder from dividend, and then,
• use the exact division algorithm.
In the event that the divisor is not monic a preliminary scaling of both numerator and
denominator can be used to make the divisor a monic polynomial (x− Qx). Equivalently,
but more simply, we can regard the divisor as a(x− Qx). Now the remainder on dividing
a polynomial Q(x) by (x − Qx) is just Q(Qx). The determination of this remainder is
therefore just polynomial evaluation. The Algorithm of Section 3.3 can be used to
obtain the remainder.
Now Q(x)−Q(Qx) is exactly divisible by a (x− Qx) and so the exact division algorithm
of Section 3.1 can be used. The quotient is then (Q(x) − Q(Qx))=a(x − Qx) while the
remainder is Q(Qx).
Of course, should the remainder turn out to be zero, the divisor is a linear factor of
the dividend and this algorithm reduces to the original exact division algorithm.
Example 9. Find the quotient and remainder when x2 + x + 1 is divided by 2x − 3
using the RPS with nodes −2;−1; 0; 1; 2.
First, we write the operation as
x2 + x + 1
2x − 3 =
x2 + x + 1
2(x − 32 )
:
We already know (see Example 9) the residues of x2 + x + 1 at these nodes are
(3; 1; 1; 3; 7). Also, in Example 9 we evaluated x2 + x+1 at 32 . Thence we deduce that
the remainder for this operation is 194 .
Subtraction of this remainder from the numerator is equivalent to subtracting it from
each of the residues. Thus,
(x2 + x + 1)− 194 ∼ (−74 ; −154 ; −154 ; −74 ; 94 )
relative to this RPS basis. The residues of the divisor are
(−7;−5;−3;−1; 1)
and so the residues of the quotient are
( 14 ;
3
4 ;
5
4 ;
7
4 ;
9
4 );
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which are readily identi,ed as the residues of
1
2x +
5
4 =
1
4 (2x + 5):
We may readily con,rm that
x2 + x + 1 = 14(2x + 5)(2x − 3) + 194 :
Note that this algorithm relies on the knowledge that the divisor is linear. Given that
knowledge we may reasonably suppose that its conventional form is available. In the
event that the divisor is given in terms of its RPS representation and is not known to
be linear, the more general division algorithm of Section 4 must be used. However, as
we shall see shortly, the ,rst step of that algorithm is the determination of the degree
of the divisor so that the above method would then be used.
3.5. Division by quadratics
The last special case of RPS-polynomial division we consider covers the situation
where the divisor is a quadratic. The most important and informative case is of an
irreducible quadratic divisor. However, we deal ,rst with the simpler case where the
divisor has (distinct, real) linear factors. As in the previous section, there remains the
question of identifying the denominator as a quadratic. For the present we shall simply
assume that we have this knowledge a priori.
3.5.1. Reducible quadratic divisor
Suppose that we wish to divide a polynomial A∼ (a0; a1; : : : ; aL) by a (reducible)
quadratic B∼ (b0; b1; : : : ; bL) where each is given by its RPS representation using nodes
x0; x1; : : : ; xL. From any three of the residues of B we may determine its linear factors
(x − ), (x − ), say, with  
= . (The special case of a repeated factor, =  can
be treated essentially by repeated division by a linear factor. The details are included
below for the sake of completeness.) Denoting the quotient and remainder by Q, R
respectively, we may write
A(x) = Q(x)B(x) + R(x)
and it is plain that
r := R() = A(); r := R() = A(): (5)
These quantities may be obtained using the evaluation algorithm of Section 3.3 in the
same way as for a linear divisor. From these residues of the remainder, we can obtain
the RPS representation of R:
ri = R(xi) =
(xi − )r − (xi − )r
 −  : (6)
(This is a simple case of Lagrange interpolation, or of Aitken’s algorithm for evaluation
of an interpolation polynomial. Again see any standard text on Numerical Analysis
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such as [2].) Of course, if  or  turns out to be one of the nodes then some of this
computation is unnecessary.
The polynomial A− R∼ (a0 − r0; a1 − r1; : : : ; aL − rL) is now exactly divisible by B
and so the division may be completed by the exact division algorithm of Section 3.1.
Note here that computation of the remainders in (5) and the subsequent determination
of the RPS representation of R by (6) are each entirely parallelizable operations. The
suitability of the RPS representation for parallel computer algebra systems is again
apparent.
Example 10. Divide the polynomial A∼ (0;−3;−4;−9; 0) by the quadratic B∼ (5; 0;
−3;−4;−3) where the RPS representation use nodes −2;−1; 0; 1; 2.
In this case, it is easy to check that the residues of B are those of x2 − 2x −
3= (x+1)(x − 3). (The factor (x + 1) is immediately apparent from the 0 residue, of
course.) The remainders at these two roots are
r = R(−1) = A(−1) = −3;
r = R(3) = A(3) = 65;
where the second of these is obtained from the evaluation algorithm.
Now, using (6), we get the residues of this remainder at the original nodes:
ri =
65(xi + 1) + 3(xi − 3)
4
;
which yields R∼ (−20;−3; 14; 31; 48). Subtracting this from A, we then get
A− R ∼ (20; 0;−18;−40;−48);
which is exactly divisible by B. The residue of the quotient at −1 is undetermined
from the initial division:
Q ∼ ( 205 ; 00 ; −18−3 ; −40−4 ; −48−3 ) = (4; unde,ned; 6; 10; 16):
The remaining residue is computed from the base-completion algorithm: q2 = 4 so that
the quotient is Q∼ (4; 4; 6; 10; 16). (Checking second diFerences of this quotient it is
apparent that Q is indeed quadratic.)
For the sake of completeness we consider here the case of division by a reducible
quadratic divisor which is the square of a linear factor B(x)= (x−)2. Again the basic
principle is unchanged. The details, however, are diFerent.
As usual we write A(x)=Q(x)(x − )2 + R(x). Evaluation at  yields R()=A().
Writing R(x)=m(x − ) + c, we therefore have c=A(). It follows that A(x) − c is
exactly divisible by (x − ):
A(x)− c
x −  = Q(x)(x − ) + m:
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Thus, c is the remainder and A′(x)= (A(x) − c)=(x − ) is the quotient when A is
divided by the linear divisor x−. Similarly, m is the remainder and Q is the quotient
in the division of A′ by this linear divisor. The whole operation is therefore reduced
to repeated “linear division”. The division algorithm delivers the RPS representation of
Q, while the residues of R are given by R(xi)=m(xi − ) + c.
3.5.2. Irreducible divisors
The same basic principles which have been used for linear and reducible quadratics
can be applied here. That is the basis of the algorithm consists of
• Find the (complex) roots of the divisor.
• Compute the remainder and subtract.
• Use exact division to obtain the quotient.
The critical diFerence is that because the roots are complex, the arithmetic of eval-
uation must be complex. However, it turns out that we can obtain all the necessary
information by evaluating the numerator at one of the complex conjugate pair of roots.
This reduces the additional complexity of the operation to a more acceptable level. It
is also the case that this is the only complex arithmetic that is needed. The rest of the
computation takes place entirely within the real ,eld.
As with the reducible quadratic and linear divisors, we stress that much of the com-
putation here has a natural parallelism which may be exploited by a parallel Computer
Algebra System.
Suppose now that we wish to divide a polynomial A∼ (a0; a1; : : : ; aL) by a (real
irreducible) quadratic B∼ (b0; b1; : : : ; bL) where each is given by its RPS representation
using nodes x0; x1; : : : ; xL. From any three of the residues of B we may determine its
complex linear factors (x − ), (x − Q) say. As with the real case we may write
A(x) = Q(x)B(x) + R(x);
where we know that R(x) is linear. Evaluation of A() can be used to obtain the
remainders
r = R() = A(); r Q = R( Q) = A( Q) = A() = r:
If we now write R(x) = mx + c, then, at ; Q, we obtain
m+ c = A(); m Q+ c = A():
Subtracting these, we have
m =
Im(A())
Im()
and then
c = Re(A())− mRe():
The residues of the remainder polynomial R(x) are then given by
ri = mxi + c:
44 P.R. Turner / Theoretical Computer Science 279 (2002) 29–49
Once this remainder is obtained then we may subtract it (in the RPS) from A and
complete the computation of the quotient polynomial Q by the usual exact division
algorithm.
Example 11. In the RPS using nodes −2;−1; 0; 1; 2 divide the polynomial A∼ (33; 5; 1;
3; 17) by the irreducible quadratic B∼ (3; 1; 1; 3; 7).
In this case the divisor is x2+x+1 (see Example 7) which has complex roots − 12 (1±
i
√
3). Applying the evaluation algorithm with complex arithmetic for =− 12 (1+ i
√
3)
we get A()=− 32 +i
√
3
2 . This, in turn, yields m=(
√
3
2 )=(
−√3
2 )=−1 and then c=− 32−
(−1)(−12 )=−2. The remainder is therefore R∼ (0;−1;−2;−3;−4).
The quotient is then given by
Q =
A− R
B
∼ (33; 5; 1; 3; 17)− (0;−1;−2;−3;−4)
(3; 1; 1; 3; 7)
= (11; 6; 3; 2; 3):
It may be veri,ed that Q represents the polynomial x2 − 2x + 3 while, of course,
R(x)=−x − 2. The numerator is x4 − x3 + 2x2 + 1 and
x4 − x3 + 2x2 + 1 = (x2 − 2x + 3)(x2 + x + 1)− x − 2:
4. General division
In the last section, we saw several special cases of polynomial division in the RPS.
Each of them was handled in essentially the same way:
• Find the remainder.
• Subtract this remainder from the dividend.
• Use exact division to obtain the quotient.
This same basic approach is not restricted to these special cases – if we can ,rst ,nd
the remainder. One critical aspect of this step in the various special cases was that we
knew a priori the degree of the divisor and, therefore, of the remainder polynomial.
For general RPS polynomial division this information is not immediately available.
Nonetheless, the general division algorithm for the RPS may be performed using the
same basic steps. A preliminary step is needed to obtain the degree of the divisor.
4.1. Determination of the degree of an RPS polynomial
Perhaps the simplest technique for obtaining the degree of a polynomial given by its
RPS representation is to use Newton’s divided diFerence formula – or the mixed-radix
representation which was mentioned (but not used) in Section 3.2 in the context of
base extension. A polynomial Q∼ (q0; q1; : : : ; qL) in the RPS with nodes x0; x1; : : : ; xL
can be represented in its Newton form as
Q(x) =Q0 + (x − x0)Q1 + (x − x0)(x − x1)Q2
+ · · ·+ (x − x0)(x − x1) · · · (x − xL−1)QL; (7)
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where the MRR coe-cients are just the divided diFerences
Qk = Q[x0; x1; : : : ; xk ]:
It is clear from Newton’s formula that all divided diFerences of order greater than
the degree of a polynomial vanish. Thus, the degree of Q is just the order of the last
non-vanishing coe-cient in (7).
All that is required here is the degree of Q. Its full divided diFerence (MRR)
representation is not essential for our purposes. In the special case where the nodes
are all equally spaced, computation of divided diFerences is not needed in order to
obtain the degree – simple ,nite diFerences will su-ce. This provides another strong
reason for adopting a simple set of nodes such as 0;±1;±2; : : : ;±K as is suggested in
Section 2.3.
Example 12. Find the degree of the polynomial whose RPS representation is B∼ (−17;
−3; 1; 1; 3; 13; 37) relative to the nodes (−3;−2;−1; 0; 1; 2; 3).
A simple table of diFerences can be constructed:
B −17 −3 1 1 3 13 37
1st DiFs 14 4 0 2 10 24
2nd DiFs −10 −4 2 8 14
3rd DiFs 6 6 6 6
4th DiFs 0 0 0
Since all fourth diFerences are zero, it follows that degA=3. Nothing more than
arithmetic subtraction is needed for this determination. For an RPS using L+1 nodes a
maximum of 12L(L+1) subtractions is involved. (If, for some reason, the nodes are not
equally spaced the divided diFerences would be needed. In this case, each diFerence
would entail two subtractions and a division.)
4.2. Determining the remainder
Once the degree of the divisor is known, the maximum degree of the remainder
polynomial is also determined and we may proceed to ,nding this remainder. The
maximum degree of the quotient polynomial is also known.
Consider the division of a polynomial A∼ (a0; a1; : : : ; aL) by another polynomial
B∼ (b0; b1; : : : ; bL) where each is given by its RPS representation using L + 1 nodes.
Then, writing
A(x) = Q(x)B(x) + R(x); (8)
we have
degA; degB6L; degR ¡ degB; degQ6L− degB:
We shall denote degB by N . This information can be used to write a system of linear
equations for the conventional coe-cients of R and Q. The complete solution of this
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system is not needed however. It su-ces to ,nd R after which the usual subtraction
and exact division may be used to obtain the quotient. We begin with the linear system.
Temporarily then, we write
R(x) = "0 + "1x + · · ·+ "N−1xN−1;
Q(x) = #0 + #1x + · · ·+ #L−N xL−N ;
where it may turn out that some leading coe-cients of one or other of these polyno-
mials are zero. Now, evaluation of (8) at the nodes gives us
ai = biQ(xi) + R(xi) (9)
for i=0; 1; : : : ; L. The values of the quotient and remainder at these nodes are easily
expressed using (rectangular) Vandermonde matrices:


Q(x0)
Q(x1)
...
Q(xL)

 =


1 x0 · · · xL−N0
1 x1 · · · xL−N1
· · · · · ·
1 xL · · · xL−NL




#0
#1
...
#L−N

 ;


R(x0)
R(x1)
...
R(xL)

 =


1 x0 · · · xN−10
1 x1 · · · xN−11
· · · · · ·
1 xL · · · xN−1L




"0
"1
...
"N−1

 : (10)
Combining these with (9), we end up with the linear system:
[
diag(b0; b1; : : : ; bL)VL−N
...VN−1
]


#0
...
#L−N
"0
...
"N−1


=


a0
a1
...
aL

 ;
where the components of the partitioned matrix are
VN−1 =


1 x0 · · · xN−10
1 x1 · · · xN−11
· · · · · ·
1 xL · · · xN−1L

 ; VL−N =


1 x0 · · · xL−N0
1 x1 · · · xL−N1
· · · · · ·
1 xL · · · xL−NL

 :
This linear system could be solved to obtain all the coe-cients of Q; R. However,
it su-ces to obtain the coe-cients of R which only necessitates the solution of a
subsystem.
Thus, we can perform elimination in the ,rst L+1−N columns to obtain a smaller
system for the remaining N unknowns which are the coe-cients of R. Solution of
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this system then yields the remainder whose residues at the nodes may be evaluated
(in parallel) by a simple matrix–vector multiplication as in (10). Subtraction of these
residues from those of the dividend leaves us an exact division which may be completed
as usual.
Example 13. Divide the polynomial A∼ (127; 33; 5; 1; 3; 17; 73) by B∼ (−17;−3; 1; 1;
3; 13; 37) where these representations use the RPS with nodes −3;−2;−1; 0; 1; 2; 3.
We have already seen from the previous section that the denominator has degree 3.
Therefore, L=6; N =3, and the maximum degree of the quotient Q is also 3. In this
case the coe-cient matrix for the full linear system is



−17
−3
1
1
3
13
37




1 −3 9 −27
1 −2 4 −8
1 −1 1 −1
1 0 0 0
1 1 1 1
1 2 4 8
1 3 9 27


...
...
...
...
...
...
...


1 −3 9
1 −2 4
1 −1 1
1 0 0
1 1 1
1 2 4
1 3 9




;
so that we must solve

−17 51 −153 459 1 −3 9
−3 6 −12 24 1 −2 4
1 −1 1 −1 1 −1 1
1 0 0 0 1 0 0
3 3 3 3 1 1 1
13 26 52 104 1 2 4
37 111 333 999 1 3 9




#0
#1
#2
#3
"0
"1
"2


=


127
33
5
1
3
17
73


:
This system may be solved in full to yield the solution vector: (−2; 1; 0; 0; 3;−1; 4)′
which indicates that the quotient is (in normal coe-cient form) x−2 while the remain-
der is 4x2 − x+ 3. However this full solution is wasteful – even if it is simple in this
case. We require the RPS representation of the quotient and remainder polynomials. It
su-ces therefore to obtain the remainder from this linear system. For this example we
would, of course, obtain R(x)= 4x2 − x + 3 from which we obtain the residues R(xi)
for the given nodes. Thus, we ,nd the RPS representation R∼ (42; 21; 8; 3; 6; 17; 36).
The residues of A− R are therefore (85; 12;−3;−2;−3; 0; 37) and dividing these by
(−17;−3; 1; 1; 3; 13; 37) we obtain the residues of the quotient Q∼ (−5;−4;−3;−2;−1;
0; 1). (These are easily veri,ed to be the residues of x − 2 at the nodes but such
veri,cation is not a part of the solution process. Similarly, we may verify that x4 −
x3 + 2x2 + 1= (x3 + x2 + 1)(x − 2) + 4x2 − x + 3:)
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Consider the computational saving resulting from only solving the linear system for
the remainder. In solving the full linear system, the additional operations consist of
completing the back substitution phase and then obtaining the residues of the quotient
at the nodes. (The residues of the remainder will need to be evaluated anyway.) Note
that the evaluation of residues at the nodes is an entirely parallel operation in that each
node may be treated completely independently. The completion of the back substitution
is necessarily at least partially a serial operation since each component of the solution
must be obtained in turn. Using the approach suggested, the (parallel) evaluation of
the residues is followed by the (parallel) subtraction of residues and then the (parallel)
division. In the notation used above the completion of the back substitution entails
O(L(L− N )) operations which may be reduced to about 3(L− N ) parallel operations.
Evaluation of the residues of the quotient involves a further O(L(L − N )) operations
which may be reduced using Horner’s rule to 2(L−N ) parallel operations. This total of
about 5(L−N ) parallel operations is replaced by 2 parallel operations for the suggested
algorithm. (The corresponding serial operation count for comparison here is just 2L.)
If the maximum degree of the quotient is less than that of the remainder, it is
possible to solve for the quotient and then to perform (parallel) RPS multiplication
and subtraction to obtain the remainder in RPS form. This has a further potential
advantage. The coe-cient matrix for the remainder part is always a submatrix of the
original Vandermonde for the nodes and its LU factorization (fraction-free [5] or real)
could be precomputed and used repeatedly to accelerate the factorization and partial
solution. The drawback lies in the additionally complexity of the algorithm itself. Thus,
the best division algorithm would probably consist of solving the linear system for the
remainder if N6L− N or solving ,rst for the quotient otherwise.
5. Conclusions
In this paper, we have presented the basis of the residue polynomial system. The
discussion of this suggests that it may oFer signi,cant advantages over the conventional
standard-basis coe-cient representation especially, for parallel symbolic computation.
The development of a general polynomial division algorithm that avoids the full
Lagrange interpolation (CRT) conversion of the RPS representation to conventional
form is particularly signi,cant in allowing polynomial representations to be retained in
the RPS without the continual need for conversions in and out of this system. A more
detailed description of the RPS with more examples and a discussion of some further
properties is available in [7].
We ,nish with a brief look at complexity issues. Most of the results are presented
in summary form in Table 1.
We see that for serial computations, the RPS has advantages when the simple oper-
ations dominate – must as for RNS arithmetic relative to conventional binary integer
arithmetic. If non-exact divisions are a major part of the computation, however, the
additional cost of evaluating the Lagrange interpolation polynomial dominates. This
P.R. Turner / Theoretical Computer Science 279 (2002) 29–49 49
Table 1
Operation counts for conventional polynomial arithmetic and RPS arithmetic with maximum degree N poly-
nomials
Operation Conventional RPS Parallel RPS
Add=subtract N + 1 N + 1 1
Multiplication ∼ 3(N + 1)2=2 N + 1 1
Exact division ∼(N + 1)2 N + 1 1
Linear divisor ∼ 6N O(N 2) ∼N + 2
Quadratic divisor ∼ 7N O(N 2) ∼N + 2
General division O(N 3) O(N 3) O(N )
could be reduced to O(N ) if the divided diFerences were available so that Newton’s
formula could be used for evaluation.
The place where the potential for RPS is most apparent is in the context of parallel
computer algebra systems. Here all the advantages for the simple operations remain
while the division operations are greatly reduced in complexity. (Conventional algo-
rithms can also be parallelized somewhat. Multiplication would become an O(N ) oper-
ation. This is also the best that could be achieved for any of the division operations.)
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