The uncertainty principle [1] lies at the heart of quantum theory, illuminating a dramatic difference with classical mechanics. The principle bounds the uncertainties of the outcomes of any two observables on a system in terms of the expectation value of their commutator. It implies that an observer cannot predict the outcomes of two incompatible measurements to arbitrary precision. However, this implication is only valid if the observer does not possess a quantum memory, an unrealistic assumption in light of recent technological advances [2]. In this work we strengthen the uncertainty principle to one that applies even if the observer has a quantum memory. We provide a lower bound on the uncertainty of the outcomes of two measurements which depends on the entanglement between the system and the quantum memory. We expect our uncertainty principle to have widespread use in quantum information theory, and describe in detail its application to quantum cryptography.
The uncertainty principle [1] lies at the heart of quantum theory, illuminating a dramatic difference with classical mechanics. The principle bounds the uncertainties of the outcomes of any two observables on a system in terms of the expectation value of their commutator. It implies that an observer cannot predict the outcomes of two incompatible measurements to arbitrary precision. However, this implication is only valid if the observer does not possess a quantum memory, an unrealistic assumption in light of recent technological advances [2] . In this work we strengthen the uncertainty principle to one that applies even if the observer has a quantum memory. We provide a lower bound on the uncertainty of the outcomes of two measurements which depends on the entanglement between the system and the quantum memory. We expect our uncertainty principle to have widespread use in quantum information theory, and describe in detail its application to quantum cryptography.
Uncertainty relations constrain the potential knowledge an observer can have about the physical properties of a system. Although classical theory does not limit the knowledge an observer can simultaneously have about arbitrary properties of a particle, such a limit does exist in quantum theory, where, for example, the position and momentum cannot be simultaneously known. This lack of knowledge has been termed uncertainty, and was quantified by Heisenberg using the standard deviation.
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For two observables, R and S, the resulting bound on the uncertainty can be expressed in terms of the commutator [3] :
Inspired by information theory, uncertainty has since been quantified using the Shannon Entropy [4] . The first uncertainty relations of this type were by Bia lynickiBirula and Mycielski [5] and Deutsch [6] . Later, Maassen 1 For observable R, we denote its standard deviation ∆R := R 2 − R 2 , where R denotes the expectation value of R.
and Uffink [7] improved Deutsch's result to show that
where H(R) denotes the Shannon entropy of the probability distribution of the outcomes when R is measured. The term 1 c quantifies the complementarity of the observables, 2 similarly to the commutator in Equation (1) . One way to think about uncertainty relations is via the following game (the uncertainty game) between two players, Alice and Bob. Before the game commences, Alice and Bob agree on two measurements R and S. The game proceeds as follows: Bob creates a quantum state of his choosing and sends it to Alice. Alice then performs one of the two measurements and announces her choice of measurement to Bob. Bob's task is then to minimize his uncertainty about Alice's measurement outcome. This is illustrated in Figure 1 .
Equation (2) bounds Bob's uncertainty in the case that he has no quantum memory. However, if he does have access to a quantum memory, this bound can be beaten.
To do so, Bob should maximally entangle his quantum memory with the state he sends to Alice. Then, for any measurement she chooses, there is a measurement on Bob's memory which gives the same outcome as Alice obtains. Hence, for any observables, R and S, the uncertainties H(R) and H(S) vanish, in clear violation of Equation (2) . More generally, the violation depends on the amount of entanglement between the system and the quantum memory.
We now proceed to state our uncertainty relation. It holds in the presence of quantum memory and provides a bound on the uncertainties of the measurement outcomes which depends on the amount of entanglement between the system, A, and the quantum memory, B. Mathematically, it is the following relation:
Bob's uncertainty about the outcome of measurement R is denoted by the conditional von Neumann entropy, H(R|B), which directly generalizes the Shannon entropy, H(R), to the case that Bob has a quantum memory, B, and likewise for S. 4 The additional term H(A|B) appearing on the right hand side quantifies the amount of entanglement between the system and the memory. We discuss some instructive examples:
1. If the state, A, and memory, B, are maximally entangled, then H(A|B) = − log 2 d, where d is the dimension of the system sent to Alice. Since log 2 1 c cannot exceed log 2 d, the bound (3) reduces to H(R|B)+H(S|B) ≥ 0, which is trivial, since the conditional entropy of a system after measurement given the quantum memory cannot be negative. As discussed above, Bob can guess both R and S perfectly with such a strategy. 
If
is the joint state of the system and the memory and |ψ j are the eigenvectors of the observable R. 5 In other words, the state takes the form ρ AB = j p j ρ then H(A) = 0 and we again recover the bound of Maassen and Uffink, Equation (2) . However, if the system, A, is in a mixed state then H(A) > 0 and the resulting bound is stronger than Equation (2) even when there is no quantum memory. 4 . In terms of new applications, the most interesting case is when A and B are entangled, but not maximally so. Since a negative conditional entropy H(A|B) is a signature of entanglement, the uncertainty relation takes into account the entanglement between the system and the memory. It is therefore qualitatively different from existing classical bounds.
Aside from its fundamental significance, our result also has potential application to the development of future quantum technologies. One obvious candidate is in the field of quantum cryptography. In the 1970s and 80s, Wiesner [9] , and Bennett and Brassard [10] proposed new cryptographic protocols based on quantum theory, most famously the BB84 quantum key distribution protocol [10] . Their intuition for security lay in the uncertainty principle. In spite of providing the initial intuition, the majority of security proofs to date have been founded on entanglement distillation and privacy amplification (see e.g. [11] [12] [13] [14] [15] [16] ), rather than the uncertainty principle [17]. In any cryptographic task, in order to prove security against a technologically unbounded eavesdropper, it is necessary to allow the eavesdropper access to a quantum memory. We therefore anticipate the use of our uncertainty relation in this field. By way of illustration, we discuss its potential application for the task of quantum key distribution.
Based on the idea by Ekert [18] , the security of quantum key distribution protocols are usually analysed by assuming that the eavesdropper creates a quantum state and distributes parts of it to the two users, Charlie and Diana 6 . In practice, Charlie and Diana do not provide the eavesdropper with this luxury, but a security proof that applies even in this case will certainly imply security when Charlie and Diana distribute the states themselves. In order to generate their key, Charlie and Diana will measure the states they receive using measurements chosen at random. To ensure that they generate the same key, they communicate their measurement choices to one another. In the worst case, this communication is overheard in its entirety by the eavesdropper who is trying to obtain the key. This scenario can be seen as an instance of the uncertainty game described in the previous section, where Charlie and Diana take the role of Alice and the eavesdropper takes the role of Bob.
We now explain how our uncertainty relation can be used to bound the eavesdropper's knowledge about Charlie and Diana's measurement outcomes and hence guarantee the security of the key. In order to use our relation, Charlie and Diana need to bound the right hand side of Equation (3). In other words, they need to bound how entangled their systems are with those of the eavesdropper. Remarkably, they can do so without access to the eavesdropper's memory. Quantum systems have the property that the more entangled Charlie is with Diana, the less entangled he is with any other systems, including the eavesdropper's memory. This property is often called monogamy of entanglement [19, 20] . Charlie and Diana can hence bound their entanglement with the eavesdropper by showing that they are highly entangled with one another, for instance by communicating some of their measurement results to one another and verifying that they violate a Bell inequality.
Charlie and Diana can then use our uncertainty relation, Equation (3), to bound the eavesdropper's information about their measurement outcomes. If it is too high, they abort the protocol and discard their insecure key. Otherwise, they can generate a secure key.
Uncertainties about any quantity are always measured relative to the knowledge of an observer. An observer with little knowledge will have high uncertainty while one with more knowledge will have less uncertainty. Previous uncertainty relations give useful bounds with respect to classical knowledge, but do not apply when the knowledge takes the form of data in a quantum memory. In this Letter, we have introduced an uncertainty principle which applies to this new paradigm and uncovered a stark difference. A new term must be added to the classical bound which accounts for any entanglement between the system and the quantum memory. We have illustrated the significance of this term using the two player uncertainty game. Moreover, as we have illustrated using key distribution as an example, our uncertainty relation is likely to have numerous applications in quantum information processing.
The full proofs of the results contained here can be found in the Supplementary Information at the end of this document. 
Supplementary Information
Here we present the full proof of our main result, the uncertainty relation given in Equation (3) of the main manuscript (Theorem 1 below).
In order to state our result precisely, we introduce a few definitions. Consider two measurements described by orthonormal bases {|ψ j } and {|φ k } on a d-dimensional Hilbert space H A (note that they are not necessarily complementary). The measurement processes are then described by the completely positive maps
respectively. We denote the square of the overlap of these measurements by c, i.e. 
where H(R|B), H(S|B), and H(A|B) denote the conditional von Neumann entropies of the states (R ⊗ I)(ρ AB ), (S ⊗ I)(ρ AB ), and ρ AB , respectively.
In the next section, we introduce the smooth min-and max-entropies and give some properties that will be needed in the proof.
Before that, we show that the statement of our main theorem is equivalent to a relation conjectured by Boileau and Renes [1] .
Corollary 2. For any density operator
Proof. To show that our result implies (6), we first rewrite (5) as H(RB) + H(SB) ≥ log 2 1 c + H(AB) + H(B). In the case that ρ ABE is pure, we have H(RB) = H(RE) and H(AB) = H(E). This yields the expression H(RE)+H(SB) ≥ log 2 1 c + H(E) + H(B), which is equivalent to (6) . The result for arbitrary states ρ ABE follows by the concavity of the conditional entropy (see e.g. [2] ).
That (6) implies (5) can be seen by taking ρ ABE as the state which purifies ρ AB in (6) and reversing the argument above.
(Smooth) min-and max-entropies-definitions
As described above, we prove a generalized version of (5), which is formulated in terms of smooth min-and maxentropies. This section contains the basic definitions, while Section 5 b summarizes the properties of smooth entropies needed for this work. For a more detailed discussion of the smooth entropy calculus, we refer to [3] [4] [5] [6] .
We use U = (H) := {ρ : ρ ≥ 0, trρ = 1} to denote the set of normalized states on a finite-dimensional Hilbert space H and U ≤ (H) := {ρ : ρ ≥ 0, trρ ≤ 1} to denote the set of subnormalized states on H. The definitions below apply to subnormalized states.
The
where the supremum is over all normalized density operators σ ∈ U = (H B ) and where
In the special case where the B system is trivial, we write H min (A) ρ instead of H min (A|B) ρ . It is easy to see that H min (A) ρ = − log 2 ρ A ∞ and that for ρ ≤ τ , H min (A|B) ρ ≥ H min (A|B) τ .
Furthermore, for ρ ∈ U ≤ (H A ), we define
It follows that for ρ ≤ τ , H max (A) ρ ≤ H max (A) τ (since the square root is operator monotone).
In our proof, we also make use of an intermediate quantity, denoted H −∞ . It is defined by
where Π supp(ρ A ) denotes the projector onto the support of ρ A . In other words, H −∞ (A) ρ is equal to the negative logarithm of the smallest non-zero eigenvalue of ρ A . This quantity will not appear in our final statements but will instead be replaced by a smooth version of H max (see below and Section 5 b).
The smooth min-and max-entropies are defined by extremizing the non-smooth entropies over a set of nearby states, where our notion of nearby is expressed in terms of the purified distance. It is defined as (see [6] )
whereF (· , ·) denotes the generalized fidelity (which equals the standard fidelity if at least one of the states is normalized),F
(Note that we use F (ρ, σ) := √ ρ √ σ 1 to denote the standard fidelity.) The purified distance is a distance measure; in particular, it satisfies the triangle inequality P (ρ, σ) ≤ P (ρ, τ ) + P (τ, σ). As its name indicates, P (ρ, σ) corresponds to the minimum trace distance 8 between purifications of ρ and σ. Further properties are stated in Section 5 a.
We use the purified distance to specify a ball of subnormalized density operators around ρ:
Then, for any ε ≥ 0, the ε-smooth min-and max-entropies are defined by
In the following, we will sometimes omit the subscript ρ when it is obvious from context which state is implied. 7 In the case of finite dimensional Hilbert spaces (as in this work), the infima and suprema used in our definitions can be replaced by minima and maxima. 8 The trace distance between two states τ and κ is defined by 
Overview of the proof
The proof of our main result, Theorem 1, is divided into two main parts, each individually proven in the next sections.
In the first part, given in Section 3, we prove the following uncertainty relation, which is similar to the main result but formulated in terms of the quantum entropies H min and H −∞ .
Theorem 3. For any ρ AB ∈ U ≤ (H AB ) we have
The second part of the proof involves smoothing the above relation and yields the following theorem (see Section 4) 9 .
Theorem 4. For any ρ ∈ U = (H AB ) and ε > 0,
From Theorem 4, the von Neumann version of the uncertainty relation (Theorem 1) can be obtained as an asymptotic special case for i.i.d. states. More precisely, for any σ ∈ U = (H AB ) and for any n ∈ N, we evaluate the inequality for ρ = σ ⊗n where R ⊗ I and S ⊗ I are replaced by (R ⊗ I) ⊗n and (S ⊗ I) ⊗n , respectively. Note that the corresponding overlap is then given by
The assertion of the theorem can thus be rewritten as
Taking the limit n → ∞ and then ε → 0 and using the asymptotic equipartition property (Lemma 9), we obtain H(R|B) + H(SB) ≥ log 2 1 c + H(AB), from which Theorem 1 follows by subtracting H(B) from both sides.
Proof of Theorem 3
In this section we prove a version of Theorem 1, formulated in terms of the quantum entropies H min and H −∞ . We introduce D R = j e 
We use the two chain rules proved in Section 5 b (Lemmas 11 and 12), together with the strong subadditivity of the min-entropy (Lemma 10), to obtain, for an arbitrary density operator Ω A B AB ,
9 We note that a related relation follows from the work of Maassen and Uffink [7] who derived a relation involving Rényi entropies (the order α Rényi entropy [8] is denoted Hα) and the overlap c (defined in (4)). They showed that Hα(R)ρ + H β (S)ρ ≥ log 2 1 c , where
We now apply this relation to the state Ω A B AB defined as follows 10 :
where {|a A } a and {|b B } b are orthonormal bases on d-dimensional Hilbert spaces H A and H B . This state satisfies the following relations:
Using these in (9) To see (11) , note that Ω A AB is unitarily related to
To show inequality (12), note that
To evaluate the min-entropy, define λ such that H min (B A|B) Ω = − log 2 λ. It follows that there exists a (normalized) density operator σ B such that
Thus, for all b,
and in particular, for b = 0, we have
We conclude that 2 −Hmin(R|B) (R⊗I)(ρ) ≤ λd, from which (12) follows.
To show (13), we observe that
10 The idea behind the use of this state first appeared in [9] .
Then,
It follows that 2 −Hmin(A|B) ((R•S)⊗I)(ρ) ≤ max lm | φ l |ψ m | 2 = c, which concludes the proof.
Proof of Theorem 4
The uncertainty relation proved in the previous section (Theorem 3) is formulated in terms of the entropies H min and H −∞ . In this section, we transform these quantities into the smooth entropies H ε min and H ε max , respectively, for some ε > 0. This will complete the proof of Theorem 4.
Let σ AB ∈ U ≤ (H AB ). Lemma 15 applied to σ SB := (S ⊗ I)(σ AB ) implies that there exists a nonnegative operator Π ≤ 1 1 such that tr((1 1 − Π 2 )σ SB ) ≤ 3ε and
We can assume without loss of generality that Π commutes with the action of S ⊗ I because it can be chosen to be diagonal in any eigenbasis of σ SB . Hence, Π(S ⊗ I)(σ AB )Π = (S ⊗ I)(Πσ AB Π), and
Applying Theorem 3 to the operator Πσ AB Π yields
Note that ΠσΠ ≤ σ and so
Using (14) and (17) to bound the terms in (16), we find
Now we apply Lemma 18 to ρ AB . Hence there exists a nonnegative operatorΠ ≤ 1 1 which is diagonal in an eigenbasis of ρ AB such that
and H min (AB)Π ρΠ ≥ H ε min (AB) ρ . Evaluating (18) for σ AB :=Πρ ABΠ thus gives
where Π is diagonal in any eigenbasis of (S ⊗ I)(Πρ ABΠ ) and satisfies
Since ρ AB ≥Πρ ABΠ , we can apply Lemma 17 to (S ⊗ I)(ρ AB ) and (S ⊗ I)(Πρ ABΠ ), which gives
The relation (20) then reduces to
Finally, we apply Lemma 7 to (19) and (21), which gives
Hence, by the triangle inequality
Consequently, (R ⊗ I)(ΠΠρ ABΠ Π) has at most distance 5 √ ε from (R ⊗ I)(ρ AB ). This implies
Inserting this in (23) gives
which completes the proof of Theorem 4.
Technical properties a. Properties of the purified distance
The purified distance between ρ and σ corresponds to the minimum trace distance between purifications of ρ and σ, respectively [6] . Because the trace distance can only decrease under the action of a partial trace (see, e.g., [2] ), we obtain the following bound.
Lemma 5. For any ρ ∈ U ≤ (H) and σ ∈ U ≤ (H),
The following lemma states that the purified distance is non-increasing under certain mappings.
Lemma 6. For any ρ ∈ U ≤ (H) and σ ∈ U ≤ (H), and for any nonnegative operator Π ≤ 1 1,
Proof. We use the fact that the purified distance is non-increasing under any trace-preserving completely positive map (TPCPM) [6] and consider the TPCPM
We have P (ρ, σ) ≥ P (E(ρ), E(σ)), which impliesF (ρ, σ) ≤F (E(ρ), E(σ)). Then,
which is equivalent to the statement of the Lemma.
The second inequality is the relation
which we proceed to show. For brevity, we write trρ − tr(Π 2 ρ) = r, trσ − tr(Π 2 σ) = s, 1 − trρ = t and 1 − trσ = u. We hence seek to show √ rs + √ tu ≤ (r + t)(s + u).
For r, s, t and u nonnegative, we have
Furthermore, the purified distance between a state ρ and its image ΠρΠ is upper bounded as follows.
Lemma 7. For any ρ ∈ U ≤ (H), and for any nonnegative operator, Π ≤ 1 1,
Proof. Note that
so we can write the generalized fidelity (see (8) ) as
For brevity, we now write trρ = r, tr(Πρ) = s and tr(Π 2 ρ) = t. Note that 0 ≤ t ≤ s ≤ r ≤ 1. Thus,
We proceed to show that r(1 −F (ρ, ΠρΠ) 2 ) − r 2 + t 2 ≤ 0:
This completes the proof.
Lemma 8. Let ρ ∈ U ≤ (H) and σ ∈ U ≤ (H) have eigenvalues r i and s i ordered non-increasingly (r i+1 ≤ r i and s i+1 ≤ s i ). Choose a basis |i such that σ = i s i |i i| and defineρ = i r i |i i|, then
Proof. By the definition of the purified distance P (·, ·), it suffices to show thatF (ρ, σ) ≤F (ρ, σ).
The maximizations are taken over the set of unitary matrices. The second and third equality are Theorem 7.4.9 and Equation (7.4.14) (on page 436) in [10] . Since trρ = trρ, the result follows.
Lemma 16. Let ε ≥ 0, let σ ∈ S ≤ (H A ) and let M : σ → i |φ i φ i | φ i |σ|φ i be a measurement with respect to an orthonormal basis {|φ i } i . Then
Proof. The max-entropy can be written in terms of the (standard) fidelity (see also [4] ) as H max (A) σ = 2 log 2 F (σ A , 1 1 A ).
Using the fact that the fidelity can only increase when applying a trace-preserving completely positive map (see, e.g., [2] ), we have
Combining this with the above yields
which proves the claim in the special case where ε = 0. To prove the general claim, let H S and H S be isomorphic to H A and let U be the isometry from H A to span{|φ i S ⊗ |φ i S } i ⊆ H S ⊗ H S defined by |φ i A → |φ i S ⊗ |φ i S . The action of M can then equivalently be seen as that of U followed by the partial trace over H S . In particular, defining σ SS := U σ A U † , we have M(σ A ) = σ S . Let ρ ∈ S(H SS ) be a density operator such that
and
(Note that, by definition, there exists a state ρ S that satisfies (27) with P (ρ S , σ S ) ≤ ε. It follows from Uhlmann's theorem (see e.g. [2] ) and the fact that the purified distance is non-increasing under partial trace that there exists an extension of ρ S such that (28) also holds.) Since σ SS has support in the subspace span{|φ i S ⊗ |φ i S } i , we can assume that the same is true for ρ SS . To see this, define Π as the projector onto this subspace and observe that tr S (Πρ SS Π) cannot be a worse candidate for the optimization in H ε max (S) σ : From Lemma 8, we can take ρ S to be diagonal in the {|φ i } basis, i.e. we can write Furthermore, from Lemma 6, we have P (Πρ SS Π, σ SS ) = P (Πρ SS Π, Πσ SS Π) ≤ P (ρ SS , σ SS ) ≤ ε,
