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Definition: Information security risk assessment is an important part of enterprises’ management
practices that helps to identify, quantify, and prioritize risks against criteria for risk acceptance
and objectives relevant to the organization. Risk management refers to a process that consists
of identification, management, and elimination or reduction of the likelihood of events that can
negatively affect the resources of the information system to reduce security risks that potentially
have the ability to affect the information system, subject to an acceptable cost of protection means
that contain a risk analysis, analysis of the “cost-effectiveness” parameter, and selection, construction,
and testing of the security subsystem, as well as the study of all aspects of security.
Keywords: information risk management; security risk assessment; risk classification; OCTAVE;
CRAMM; RiskWatch; fuzzy logic
1. Introduction
Over time, the complexity of information systems is increasing, and, therefore, the
issues of information security are becoming increasingly important for any organization.
In this context, particular attention is paid to the analysis and assessment of information
security risks as a necessary component of an integrated approach to information security.
Typical analysis (and the associated assessment) of information security risks is per-
formed during the information security audit of a system or the design stage. The main
task of an information security audit is to assess the ability and effectiveness of control
mechanisms applied to the information technology components, as well as the architecture
of information systems in general. An information security audit includes many tasks, such
as assessing the effectiveness of the information processing system, assessing the security
of the technologies used, the processing process, and management of the automated sys-
tem. The overall purpose of an information security audit is to ensure the confidentiality,
integrity, and availability of an organization’s assets. Information security risk assessment
is also an integral part of an information security audit.
Depending on the result of their evaluation, methodologies for assessing information
security risks can be either quantitative or qualitative. The output of the algorithm of a
quantitative methodology is the numerical value of risk. The input data for evaluation are
usually used to collect information about adverse or unexpected events in the information
security system, which may jeopardize the protection of information (information security
incidents). However, the frequent lack of sufficient statistics leads to a decrease in the
accuracy and relevance of the results.
Qualitative techniques are more common, as they use overly simplistic scales, which
usually contain three levels of risk assessment (low, medium, high). The assessment is
carried out by interviewing experts, and intelligent methods are still insufficiently used.
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It is apparent that both of the above options have a number of inherent shortcomings.
In order to overcome them, recent research focused on identifying alternative techniques
that would be both more accurate and more adaptive, as the constant emergence of new
sources of threats often renders existing methodologies inaccurate and ineffective. Among
the promising methods, there are models based on solving uncertainty problems such as
fuzzy logic models and artificial neural networks.
Existing textbooks and studies provide a substantial amount of information, describ-
ing either the theoretical concept, a novel approach, or a specific case study implementation.
While relevant for specific audiences, such studies are either too extensive or too specific,
hence not providing a summary for potential researchers and adopters in the area of
information security risk assessment. This entry provides an analysis and comparison
of existing methods of information security risk assessment, highlighting their common
features, benefits, and shortcomings. The structure of the entry follows closely the concept
of information security risk. Section 2 provides a definition, followed in Section 3 by a
comparative review of the two main categories of risk analysis (qualitative and quantita-
tive). After the necessary theoretical context is provided, Section 4 provides an extensive
analysis of proposed information security risk assessment approaches, including CRAMM,
FRAP, OCTAVE, and RiskWatch. Section 5 reviews the limitations shared by the existing
techniques and provides possible solutions to overcome them, and then Section 6 concludes
the entry.
2. Concept of Information Security Risk
Risk, in a wider sense, is the probability of an event that entails certain losses (for
example, physical injury, loss of property, damage to the organization, etc.). Information
security risk is the potential probability of using vulnerabilities of an asset or group of
assets as a specific threat to damage the organization [1].
The main features of risk are inconsistency, alternativeness, and uncertainty [2]. Clas-
sification of information risks is shown in Figure 1 and classified into five groups [3,4].
Figure 1. Classification of information risks.
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Three additional terms are necessary to describe the risk assessment spectrum bound-
aries. An inconsistency in risk emerges when the subjective assessment does not adequately
and reliably assess and describe the objectively existing risky actions. An alternativeness
is the need to choose from two or more possible solutions or actions. If there is no choice,
then there are no risky situations and, consequently, risk. Uncertainty is the incompleteness
or inaccuracy of information about the conditions of the decision [5]. The existence of risk
in itself is possible only when decisions are taken in absence of or with insufficient infor-
mation about the implications of a decision. These features can lead to serious difficulties
in the risk assessment process.
Risk analysis includes a process of risk assessment and potential methods to reduce
risks or reduce the associated adverse effects [6]. The concept of risk analysis did not origi-
nate with information-related assets, as it generically focuses on two main characteristics:
probability and impact of an event onto an organization. In the context of information
security, the impact represents the likely damage caused to an organization as a result
of information security breaches, taking into account the possible consequences of loss
of confidentiality, integrity, or availability of information or other assets. The probability
estimates the likelihood of such a breach, taking into account existing threats and vulner-
abilities, as well as implemented information security management measures. The level
of damage is a monetary parameter and an equivalent of the cost, and the cost can be
calculated according to the methodology proposed in [7].
In order to evaluate the level of threat and potential impact of an event, an analysis is
carried out, using various tools and methods, on the existing information security processes.
Based on the results of this analysis, the highest risks are highlighted, which should be
perceived as dangerous threats, requiring immediate additional protective measures.
3. Qualitative and Quantitative Approaches for Risk Analysis
Information security risk analysis can be divided into two types: qualitative and
quantitative. Qualitative analysis identifies factors, areas, and types of risks and it typically
uses human interaction, for instance, through workshops or interviews, to generate its
inputs. Following data collection, risk manager analysis is applied in a qualitative rather
than quantitative way. While the process may not satisfy a numerical model, it is often
employed for its ability to translate the complexity surrounding the risks studied and to
draw relationships between apparently inconsequential pieces of information.
Different types of qualitative analysis can be conducted, for instance, looking at
transcripts of the interviews conducted or of the topics discussed during workshops and
using some kind of thematic analysis. This can, for instance, be based on analyzing the
discourse used, as language can enlighten details about the environment and context
of risks.
Different types of qualitative analysis can be conducted. A time-consuming but
convenient approach is to apply a thematic analysis to the transcripts of the interviews
conducted or the topics discussed during workshops. This can, for instance, be based on
analyzing the discourse used, as human language can highlight specific details about the
environment and context of risks. Given its input, qualitative risk assessment represents
an effective way to consider interrelationships in business areas and hence to be able to
assess not only the technical aspects but also the issues arising from people and processes.
For qualitative risk assessment, the main focus is on the likelihood of an event rather
than its statistical probability. These likelihoods are derived from analyzing the threats
and vulnerabilities, and then generating a qualitative or quantitative value for the asset or
assets that may be affected (impact):
Risk = Threat × Vulnerability × Impact (1)
where Threat × Vulnerability is likelihood.
One example of qualitative risk rating methodology is the OWASP (Open Web Ap-
plication Security Project) Risk Rating Methodology [8]. Following its analysis, OWASP
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generates a summary similar to the one presented by Figure 2a, where Impact and Likeli-
hood are qualitatively evaluated as Low, Medium, or High. Another methodology is the
SWOT (Strengths, Weaknesses, Opportunities, and Threats) analysis, also known as the
SWOT matrix, a tool that is intended to identify and assess the internal factors (strengths
and weaknesses) and also external factors including opportunities and threats of a product,
project, or a business. SWOT produces a 2 × 2 matrix similar to the one presented by
Figure 2b. As visible in the matrix, the focus of the analysis is the external/internal location
of the identified characteristics and their negative/positive impact on the organization.
Given the combination of the two variables, the respective characteristic is qualified as a
strength, weakness, opportunity, or threat and appropriately added to the respective field.
Following the analysis, the matrix is fully populated with attributes; typical examples of
this methodology can be found in [9,10].
Figure 2. Risk estimation matrix: (a) OWASP Risk Rating Methodology; (b) SWOT matrix.
In contrast, quantitative risk analysis should make it possible to quantify the size of
losses. However, quantification is challenging as it requires an appropriate input to quantify
the risks. There is no single methodology allowing to determine the quantitative value of
risk. This is primarily due to the lack of the required amount of statistical information on
the possibility of a specific threat. Secondly, determining the cost (and resulting value) of a
specific information resource plays an important role and is often a challenging task [11–13].
For example, a business can quantify and indicate the cost of the equipment and media
storing a specific information resource but is likely to be unable to determine the exact cost
of the data on this equipment and media or the financial consequences of losing it.
Vulnerability and threat are additional key concepts for assessing information security
risks. A vulnerability is a defect or weakness in a protected asset that may compromise
its confidentiality, integrity, or availability. A threat is a potential opportunity to disrupt
information security. An attacker materializes a threat by exploiting a vulnerability in
a resource and mounting an attack [1]. Basically, to compile a risk model, the following
components are needed to be considered:
1. Assets;
2. An application domain;
3. A list of potential threats to the assets;
4. A list of potential vulnerabilities;
5. A list of countermeasures and recommendations for risk mitigation [14,15].
Vulnerabilities related to information systems vary from configuration flaws that allow
access to assets to third parties with limited access information to software errors.
The period between the moment when the vulnerability is identified and can be
exploited and the moment it is eliminated represents the window of opportunity associated
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with this vulnerability. The increasing complexity of software combined with the fast-paced
release of new applications and architectures leads to the continuous emergence of new
vulnerabilities and the means to exploit them. The permanent presence of one or more
windows of opportunity requires organizations to continuously monitor the spectrum of
user interactions and countermeasures taken as quickly as possible.
There are two widely used formulas for quantitative risk assessment supported by a
number of prior research studies and standards [1,16–20]. The following descriptions and
associated Equations (2)–(7) summarize the respective categories.
The first approach considers the causality between threat and damage [16,17]. It
includes four factors: the probability of an event occurring, the amount of damage, the
probability of the threat, and the magnitude of vulnerability. The magnitude of risk, as
shown in (2), is a product of the probability of event and amount of damage. Probability of
event, introduced by (3), indicates the likelihood of exploiting the existing vulnerabilities,
successfully implementing the threat to the asset, and inflicting damage to the organization
and is a product of the probability of threat, which determines how likely it is for the threat to
materialize, and the magnitude of vulnerability, which defines how likely it is for a threat to
materialize using a specific vulnerability. The amount of damage aims to quantify the extent
of the effect on the infrastructure:
[Magnitude of risk] = [Probability of event] × [Amount of damage] (2)
where the value of Probability of event is determined by the formula:
[Probability of event] = [Probability of threat] × [Magnitude of vulnerability] (3)
where Probability of event is a probability of successful implementation of the threat to
the asset using vulnerabilities and damage to the organization; Probability of threat is a
probability that the threat to the asset will be realized (the success or failure of the threat is
determined by the magnitude of the vulnerability); Magnitude of vulnerability is a likelihood
that in the event of a threat to an asset, that threat will be successfully exploited using that
vulnerability.
The second formula for quantitative risk assessment also includes the Magnitude of
the vulnerability and the Amount of damage, but it focuses instead on the amount of effort
required to mount an attack, expressed through the Number of attempts to implement the
threat:
[Magnitude of the risk] = [Number of attempts to implement the threat] ×
[Magnitude of the vulnerability] × [Amount of damage] (4)
For each risk, we calculate the Annual Loss Expectancy (ALE), which is a business-
friendly measure of a risk in a quantitative risk assessment approach [19,20]. ALE requires
defining a number of additional parameters: Annual Rate of Occurrence (ARO), Single
Loss Expectancy (SLE), Annual Loss Expectancy, Asset Value, and Exposure Factor, further
defined below. The value of ALE characterizes the potential annual losses (risk). It is
calculated based on ARO and the SLE for each risk:
ALE = ARO × SLE (5)
The ARO is a business-friendly measure of the probability of occurrence of an event,
which helps in terms of the annual budget. ARO shows the likelihood of a specific threat to
be realized within a specified period (most often, in one year) and can also take values in
the range from 1 to 3 (low, medium, high).
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SLE is the monetary value expected from the occurrence of a risk on an asset. It follows
from the asset value and how much of that asset value will be taken away in the event of
risk being realized. Another way to calculate ALE is
ALE = ARO × AV × EF. (6)
where AV (Asset Value) is a resource cost, reflecting the value of a particular information
resource. With a qualitative assessment of risks, the cost of a resource, as a rule, ranges
from 1 to 3, where 1 is the minimum cost of the resource, 2 is the average resource cost,
and 3 is the maximum resource cost. For example, in the banking information system, an
automated service will have the rank AV = 3, while a separate information terminal will
have an AV = 1. The EF (Exposure Factor) is the degree of vulnerability of the resource to
the threat. This parameter demonstrates how vulnerable a resource is to the threat under
consideration. As part of qualitative risk assessment, this value also ranges between 1 and
3, where 1 is the lowest degree of vulnerability (minor impact), 2 is medium (there is a high
probability of resource recovery), and 3 is the highest degree of vulnerability (complete
replacement of the resource is required after the threat has been disposed of). For example,
considering a banking organization, the same server of an automated banking system is
characterized by the greatest availability, carrying, therefore, the maximum associated
threat of 3.
After making the initial risk assessment, the calculated values need to be ranked
according to their importance to determine the low, medium, and high levels of informa-
tion risks.
In practice, risk assessment is always performed at a certain level of detail. All
components of the risk can be broken down into smaller components or can be grouped to
obtain more general estimates. It all depends on the goals of the organization: to obtain
general information about the state of possible threats and vulnerabilities or to build a
quality comprehensive information security system. Therefore, the equation can be used to
calculate the risk:
[Magnitude of group of risks] = [Number of attempts to implement the group of threats]
× [Total magnitude of the vulnerabilities] × [Amount of total damage/losses] (7)
where the Number of attempts to implement the group of threats is the expected number
of attempts to implement threat groups during the year; and the Total magnitude of the
vulnerabilities is the total probability that in the event of threats to assets, these threats
will be successfully implemented using this group of vulnerabilities. The Amount of
total damage/losses is the amount of damage in case of loss of all assets to which threats
are realized. In general, the magnitude of the risk depends on the asset values, the
threats and related probabilities of occurrence of a dangerous event for assets, the ease of
implementation of threats exploiting specific vulnerabilities, and the existing or planned
remedies that reduce vulnerabilities, threats, and adverse effects.
The stages of risk analysis, in general for most of the methods used, are shown in Table 1.
Depending on the needs of the organization and the conclusions of its management
regarding the value of the asset, the risk may be eliminated, reduced, transferred, or
approved. Eliminating the risk would be achieved when refusing to use the resource.
Reducing the risk would require, for example, the introduction of means and mechanisms
of protection that reduce the likelihood of a threat or the coefficient of destructiveness. The
risk could also be transferred to an insurance company or a third party responsible for the
respective element, who, in the event of a security threat, will bear the costs associated with
the loss, instead of the owner of the information system. Finally, the risk can be approved
by developing an action plan and setting in place appropriate conditions [21].
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Table 1. Stages of risk assessment.
Stage Input Risk Assessment Stages Output






Criticality of the system and data
System and data sensitivity
2





vulnerabilities List of potential vulnerabilities
3
History of attacks on the system
Information from response teams, media, law
enforcement
Threat identification List of potential threats
4 Available security regulatorsPlanned security regulators Analysis of security regulators
List of available and planned
security regulators
5
Motivation of the source of threats
Threat source resources
The nature of the vulnerability
Existing countermeasures
Determining the probability of
threat realization Probability rating
6
Analysis of the impact on the mission of the
organization








Probability of threat realization
Level of influence
Adequacy of existing and planned
countermeasures
Risk identification Risks and their levels
8 Risk levels Countermeasures List of countermeasures
9 Risk levels Resulting documentationRisk analysis report Reports
Risk acceptance varies between organizations. Its level depends on a sum of factors,
including the specific business goals of the company, the risk security risk profile, number
of customers, financial impact, and portion of investment or budget dedicated to risk
management [6]. The risk appetite or risk tolerance sets the boundaries for prioritizing
which risks need to be addressed. A company with a high risk appetite may approve of
more risk for a higher reward associated with the risk, while a company with a low risk
appetite would seek less uncertainty, for which it would accept a lower return. Setting
the appetite is critical to managing the business effectively and efficiently to help an
organization know where to invest time and resources.
The purpose of any approach to information security risk assessment is to study the
risk factors and make the best decision on risk management. Risk factors are the main
parameters that are taken into account when assessing risks. There are only seven such
parameters: asset, losses, threat, vulnerability, control mechanism, amount of average
annual losses, and return on investment.
4. Analysis of Existing Methods of Information Security Risk Assessment
In order to solve the problem of information security risk assessment, many software
packages have been created according to the developed methods, which are now used
by enterprises and auditors [22]. There are over 30 methodologies and frameworks that
can be used for IT security risk assessment [22–26]. A complete analysis of the entire
risk analysis spectrum is beyond the scope of this work; in order to provide a substantial
coverage based on the current usage trends, we focus on the subset that is most commonly
used by enterprises, focusing on methodologies that include a budget decision. As a
result, we do not consider frameworks designed for audit, IT governance, and certification,
such as ISO/IEC 27001:2005 [1], ISO/IEC 15408:2006 (Common Criteria for Information
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Technology Security Evaluation), COBIT (ISACA), and NIST SP-800 [16] standard whose
main purposes are audit, IT governance, and certification. This section highlights the most
significant ones.
The Central Computer and Telecommunications Agency (CCTA) Risk Analysis and
Management Method (CRAMM) is one of the most common alternatives of risk control [27].
Risk analysis using this method involves identifying and calculating risk levels based on
estimates assigned to resources, threats, and resource vulnerabilities. Risk control is the
identification and selection of countermeasures that can reduce risks to a level that the
company can take.
The study of the system using CRAMM is carried out in five stages:
1. Initiation, which produces a description of the boundaries of the information system,
its main functions, categories of users, and personnel involved in the survey;
2. Definition and valuation of assets, to describe and analyze everything related to
determining the value of system resources. At the end of this stage, it is determined
whether the customer is satisfied with their existing practice or whether they need a
full risk analysis. In the latter case, a model of information system will be built from
the position of the information security;
3. Threat and vulnerability assessment (optional stage, depending on whether the
customer satisfies the basic level of information security), aiming to deliver a full risk
analysis. Finally, the customer receives identified and assessed levels of threats and
vulnerabilities for its system;
4. Risk analysis, to assess the risks either on the basis of assessments of threats and
vulnerabilities in full risk analysis or by using simplified techniques for the basic level
of security;
5. Identification of countermeasures.
Following the above stages, the process then selects the criteria applicable to this
information security and assesses the damage on a scale with values from 1 to 10. In the
CRAMM descriptions, as an example, the rating scale is given according to the criterion
“Financial losses associated with the restoration of resources” as follows:
• 2 points—less than USD 1000;
• 6 points—from USD 1000 to USD 10,000;
• 8 points—from USD 10,000 to USD 100,000;
• 10 points—over USD 100,000.
All the necessary input for the CRAMM methodology comes in the form of expert
assessments and responses to surveys of employees of the organization on aspects of their
use of various resources. These surveys are also formulated based on the data on the
information system of the organization entered by experts [27]. This process of collecting
data can be cumbersome and time-consuming, which represents one of the most significant
drawbacks of this approach. From a processing perspective, the CRAMM software then
generates a list of unambiguous questions for each resource group and each of the 36 threat
types. The level of threats is rated, depending on the responses, as very high, high, medium,
low, and very low. The level of vulnerability is assessed, depending on the answers, as
high, medium, and low. Thus, CRAMM is an example of a calculation method in which
the initial estimates are received at a qualitative level and then translated to a points-based
quantitative assessment. One issue of CRAMM is that its implementation cannot be reused,
as it cannot remember or reuse previous results as factors that affect risk parameters.
Facilitated Risk Analysis Process (FRAP) is a technique where information security
provision is considered as part of the risk management process [28]. Within FRAP, risk
management begins with risk assessment: properly documented findings are the basis for
decisions to strengthen the security of the system in the future. Once the assessment is
complete, a cost–benefit analysis is performed to identify the protection tools needed to
reduce the risk to an acceptable level for the organization. Creating a “threat” list, according
to the FRAP methodology, can use several approaches:
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• Lists of possible threats prepared in advance by experts;
• Analysis of adventure statistics in this information system;
• “Brainstorming” conducted by employees of the company.
When the list of threats is complete, each of them is compared with the probability of
occurrence by an expert, followed by an assessment of the damage that may be caused by
this threat. The level of threat is estimated based on the obtained values, thus assessing the
level of risk for the unprotected IP, which further shows the effect of the introduction of
information security tools. The last stage of this technique is documentation. When the
risk assessment is completed, its results should be documented in detail in a standardized
format for further use or more in-depth analysis. The list of basic stages of risk assessment
largely resembles the stages and approach employed by other methods but FRAP provides
a slightly more in-depth view of a system and its vulnerabilities. However, the FRAP
techniques require expert communication and meetings inside companies which makes
the collecting data process time-consuming.
Operationally Critical Threat, Asset, and Vulnerability Evaluation (OCTAVE) is a
methodology developed by the Software Engineering Institute (SEI) at Carnegie Mellon
University for the identification and management of information within an organization.
According to this method, the whole process of analysis is carried out by the staff of the
organization, without the involvement of external consultants, following a self-directed
approach. This involves the creation of a mixed group that includes both technicians
and managers at various levels, which provides a comprehensive assessment of possible
security incidents, together with the business implications of the development of counter-
measures [29].
OCTAVE provides three phases of analysis:
• Development of a profile of threats related to the asset;
• Identification of vulnerabilities;
• Development of security strategies and plans.
A profile described by the OCTAVE method follows a tree structure, as shown in
Figure 3. Such a threat profile is created for each critical asset, with one tree structure for
each category of threat [30]. When creating a threat profile, it is recommended to limit
the number of technical details, as this is the task associated with the second stage of the
methodology. In OCTAVE, risk assessment is provided primarily through the perspec-
tive of the expected damage, without an assessment of probability, using a qualitative
high/medium/low scale. The expected damage is represented as a combination of financial
damage, damage to the company’s reputation, life and health of customers and employees,
and damage that can cause legal prosecution as a result of an incident.
OCTAVE has a catalog of countermeasures to mitigate the threat landscape. Unlike
other methods, it does not imply the involvement of third-party experts in the study of
information security, and all documentation on OCTAVE is publicly available and free of
charge, making the methodology especially attractive for enterprises with a tightly limited
budget allocated for information security. The main advantage provided by OCTAVE is
its modular implementation. Given its exhaustive analysis, organizations may choose to
implement portions of the workflow that they find appropriate. OCTAVE has two variants:
OCTAVE-S and OCTAVE Allegro. OCTAVE-S has fewer processes, nevertheless adhering to
the overall OCTAVE philosophy [31] and thus simplifying application for SMBs. OCTAVE
Allegro is a later variant, which focuses on protecting information-based critical assets.
The RiskWatch methodology is another alternative risk assessment method that uses
the expected annual losses ALE and returns on investment as criteria for assessing and
managing risks. RiskWatch is focused on accurately quantifying the ratio of losses from
security threats and the cost of creating a protection system. The RiskWatch product is
based on a four-stage risk analysis technique [32].
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Figure 3. The variant tree is used to describe the profile in the OCTAVE method.
The first stage is to determine the subject of research using the following parameters:
type of organization, system composition, and basic security requirements. The second
stage is the input of data describing the specific characteristics of the system. Data can be
imported from reports created by computer network vulnerability research tools, describing
resources, losses, and incident classes. Incident classes are obtained by comparing the
category of losses and the category of resources. It also sets the frequency of each of the
identified threats, the degree of vulnerability, and the value of resources. The third stage
is quantitative risk assessment [11]. This tool allows the assessment of both the risks that
currently exist in the enterprise and the benefits that may bring the introduction of physical,
technical, software, and other means and mechanisms of protection. The resulting reports
and graphs provide sufficient decision-making input material for managing and changing
the security system of the enterprise. In the fourth step, reports are generated.
The RiskWatch technique divides the information system into several profiles and
uses the specified system for the account of risks of information security of the enterprise.
The RiskWatch family includes several software products for various types of security
audits: an intelligent physical security risk assessment platform, an information security
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risk management platform, a compliance assessment and management platform, a supplier
security risk assessment platform, and a vendor security risk assessment platform.
Thus, RiskWatch makes it possible to assess not only the risks that the enterprise
currently has but also the benefits that the introduction of physical, technical, software, and
other means and mechanisms of protection can bring. The prepared reports and graphs
provide material sufficient for making decisions on changing the enterprise security system.
The matrix-based approach of risk analysis links assets, vulnerabilities, threats, and
controls and determines the importance of the various controls to the assets of the orga-
nization [33], which are perceived to be significant from the point of view of objects that
can be both material and intangible. The matrix methodology includes three separate but
related matrices: a threat matrix, a vulnerability matrix, and a control matrix to collect
the data that are required for risk analysis [34]. The vulnerability matrix contains the rela-
tionship between assets and vulnerabilities in the organization, the threat matrix contains
the relationship between vulnerabilities and threats, and the control matrix contains the
relationships between threats and controls. The value in each cell of the matrix shows
the value of the relationship between the row and column element, using the standard
qualitative low/medium/high rating system.
It is convenient to use the scale for measuring the impact:
• “0” is no impact;
• “1” is weak;
• “3” is moderate;
• “9” is strong.
One of the main advantages of this method is that it can be applied to almost any
organization. The methodology contains convenient matrix templates that can be improved
with the advent of new information for analysis. This method can be used independently
without contacting specialists.
MEHARI methodology [35] provides a structured approach to risk assessment that is
designed to assist in the implementation of ISO 13335, 27001, and 27005 standards to ensure
certification. Risk analysis is scenario-based; for each scenario, a database is compiled and
documented either using tables that are integrated into Microsoft Excel or OpenOffice or
connecting to specialized software such as Risicare, which has a user-friendly interface, as
well as modeling, visualization, and optimization capabilities.
MEHARI provides an opportunity to assess the risk factors and threats both qualita-
tively and quantitatively. For the assessment, a structured risk model is used that takes into
account “risk reduction factors”. The risk analysis process is implemented in seven stages:
1. Risk identification to identify what is under the risk;
2. Risk analysis to establish seriousness;
3. Risk evaluation to decide whether the risk is acceptable or not;
4. Risk treatment to decide if one needs to accept, redact, transfer, or avoid risk;
5. Developing the action plan;
6. Implementing the action plan;
7. Monitoring and steering direct management of risks.
Although this methodology is simple to implement, free, and compatible with the ISO
information security standards, it requires a large “knowledge base” of risks at the initial
stage to support semi-automatic risk assessment procedures based on a set of input factors.
A number of studies have considered alternatives for improving the process automation,
such as [36], which aims to combine MEHARI with risk forecasting.
CORAS was originally developed as part of a European project but has not been
funded since 2003. However, this non-profit methodology is supported by the efforts of
volunteers and has its own community [37]. It is based on the ISO 27002 standard and is ISO
27005 compliant. CORAS uses a special UML-based diagramming language for visualiza-
tion and risk assessment. The language offers five types of basic diagrams: asset diagrams,
threat diagrams, risk diagrams, treatment diagrams, and treatment overview diagrams.
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The method describes eight sequential steps:
1. Preparatory: define the purpose of the assessment and the depth of analysis.
2. Requirements analysis: working with the customer to reach a common understand-
ing of the overall goals and planning, as well as the purpose, focus, and scope of
the assessment.
3. Critical appraisal: investigate the company infrastructure and its most valuable assets.
Several high-level threat scenarios, vulnerabilities, and risks have been agreed upon
for further study. Refined targets and detailed target descriptions are documented
using the CORAS language.
4. Identification of risk assessment criteria that will be used in the future. This step also
checks whether the customer approves of the detailed description of the goal and its
context, including assumptions and preconditions.
5. Brainstorming: workshop-based activity that aims to identify as many risks as possible.
6. Risk level assessment: interdisciplinary brainstorming session that aims to determine
the likelihood and consequences of each of the previously identified risks.
7. Making decisions on risks.
8. Evaluate and compare possible treatments and mitigation.
CORAS’s core strengths, aside from the fact that it is free, are its use of a model-based
approach for risk assessment and its methodology, written in an accessible language for
managers and IT experts. Its use of diagrams facilitates communication between different
stakeholder groups. The most significant drawback of CORAS is its duration, as the process
requires a significant number of meetings with personnel from different backgrounds, and
the actual risk assessment is performed only in the second half of the analysis, starting
from step 5 (risk identification, risk analysis, risk assessment, and risk treatment).
Table 2 summarizes the defining characteristics of the risk assessment methods dis-
cussed within Section 3 in terms of approach used and input/output parameters. For an
integrated presentation of the risk parameters [38], we used parameters from Section 3: V—
vulnerability, T—threat, I—impact, M—measure of risk (either qualitative or quantitative,
QLT and QTY respectively), F—frequency, L—losses, P—probability, E—events that can
lead to a violation of information security, and C—controls that needed to be in place to
treat the identified risk.
Table 2. Risk assessment methods and characteristics.
Method
Risk Calculation RA Approach
Input Factors * Output Factors
CORAS [37] E, V, M, I, D P, M, C QLT
CRAMM [27] E, M, F, P, T, I, V E, A, М, F, P, L, C QLT
FRAP [28] M (QLT) T, C P, M (QTY) QLT
MEHARI [35] E, C I, M QLT, QTY
OCTAVE [29] E, T, V, M I, M C QLT
Risk Matrix [33] D, M, V, T, C P, I QLT, QTY
RiskWatch [32] E, I, F, L, V M, P, L, C QTY
* Assets as input are used in every method.
Based on the analysis carried out, information security specialists can then choose the
appropriate methods and tools they need, according to the data available at the input or
the results they want to get at the output. For example, if the process requires information
about the measure and probability of risk at the output, as well as information about
possible losses, then one can use the RiskWatch method. If the input includes information
about the action as well as the extent and the likelihood of the risk, then one can use the
CRAMM method.
5. Shortcomings of Existing Methods and Possible Solutions
Existing risk assessment methodologies mostly differ in the applied risk assessment
scales: quantitative or qualitative. The output of the algorithm of quantitative methodology
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is the numerical value of risk. The information on unexpected events and threats is usually
used as input for evaluation. However, the frequent lack of sufficient statistics leads to
a decrease in the adequacy of the results. Qualitative techniques are more common, but
they use overly simplistic scales, which usually contain three levels of risk assessment
(low, medium, high). The assessment carried out by interviewing experts and by using
intelligent methods is still insufficient. Moreover, such results cannot be reused.
In connection with the above shortcomings, experts are actively looking for a technique
that would give a high-quality outcome that can adapt to the constant changes of the threat
landscape, exclude the inadequate and irrelevant expert assessments, and allow reuse
of previous evaluations. The most promising method in this area is the artificial neural
network (ANN) approach, which addresses the challenges of existing methods, particularly
with regards to flexibility and adaptability, although it requires a lot of time and intellectual
resources [39–42]. In addition, the ANN has intelligent features such as self-learn, and thus
it is possible to find the best way to solve the problem, accumulating information about
external and internal processes.
The neural network module acts as the main mechanism for calculating the magnitude
of the risk associated with the vulnerability. First, a fuzzy model of information systems
needs to be constructed where the input variables of the system are the values of three
risk parameters in the range [0, 1] obtained by interviewing experts when following one
of the risk assessment methods described earlier. According to Equations (3), (4) and (7),
these three parameters correspondingly represent the approximate probability that the
attacker will exploit the vulnerability, the level of damage, and the level of vulnerability
(also described as the degree of difficulty when aiming to eliminate the vulnerability). The
neural network can use fuzzy logic during calculation, while the quality and accuracy can
be ensured by the ability of the neural network to learn and by the process of correlation of
synaptic weights. The output is a system that receives the input values of threat, damage,
and vulnerability and calculates a quantitative indicator of risk. The user is able to obtain
risk values for various vulnerabilities of the automated system and draw appropriate
conclusions about the overall level of risk. The same methodology can be applied to all the
models presented in Table 2, where the parameters from the risk calculation column can be
used as input for the fuzzy model.
This approach to assessment is new and can solve the existing problems due to the
shortcomings of the usual, widely used method of risk assessment based solely on expert
assessment of the level of threats, losses, and vulnerabilities.
Another approach that can simplify and speed up the process of risk assessment is
using ontology-based modeling [43–47]. This approach uses semantic elements defined
during risk analysis and provides an easy way of duplicating the data once the object
or process has been described. The risk factors can be described and structured using
different formalization languages (Web Ontology Language, natural language, UML). The
advantage of this modeling approach is that the model can be reused by the company
during the next risk evaluation exercise or can be adapted to a new application. This can
solve the problem of some of the methods regarding the reuse of survey results.
6. Conclusions
Beyond the concept definition of information risk assessment, the entry provides
an insight into the qualitative and quantitative risk assessment methods, highlighting
the shortcomings and details of the process. A number of software packages have been
created that allow automating individual stages of a specialist’s work, but, as highlighted,
they provide mainly a series of mathematical calculations or the formation of reports
or other documentation and are not able to automate the technical risk analysis and
auditing activities or to train the system when re-performing the operation. In almost all
risk analysis methodologies, the processes of qualitative and quantitative assessment are
separated. Qualitative information on the levels of threats and vulnerabilities is collected
first, followed by a quantitative expert assessment of these parameters.
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Due to their shortcomings, both qualitative and quantitative methods are considered
non-complete, subjective, including an element of randomness, and difficult to update or
reuse. Section 5 provides the necessary horizon scanning, focusing on AI-based methods,
fuzzy logic, and artificial neural networks (ANNs) and their usage for a more effective
calculation of risk, considering the mix of qualitative input parameters such as threat,
damage, and vulnerability. The application of an artificial neural network can help in
evaluating information risk security since they have self-learn ability, can solve uncertain
problems, and are suited for quantity data processing. Other fuzzy logic models such
as Bayesian networks, hidden Markov, and decision tree models can also be used with
other types of pattern recognition to solve difficult risk assessment problems. These are the
technologies that future research must focus on in order to facilitate, simplify, and automate
the information risk assessment process, as well as increase the resilience of operations and
business processes.
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