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Abstract
Co3O2BO3 is a mixed valence oxyborate that crystallizes in the ludwigite structure. A
recent neutron powder diffraction experiment indicates Co3+ ions in a low spin (LS) state
at temperatures below∼ 40 K, while magnetic susceptibility data are more consistent with
these ions in a high spin (HS) state above ∼ 150 K. A more thorough investigation of the
Co electronic and magnetic states is thus called for. To this end, X-ray absorption, X-
ray diffraction, magnetic susceptibility, and dc-resistivity measurements were performed.
We have observed anomalies in the electrical conductivity and in the lattice parameters
of Co3O2BO3, where the Co K absorption edge seems to respond accordingly to these
anomalies. The Co L2,3 absorption edges indicate Co
3+ ions in a HS state at room
temperature. In addition, the inverse of magnetic susceptibility curve deviates from the
Curie-Weiss law up to temperatures as high as∼ 550 K. These observations are interpreted
in terms of two charge ordering transitions, which are accompanied by a reaccommodation
of the lattice parameters, and a Co3+ LS-HS spin state crossover.
Resumo
Co3O2BO3 e´ um oxiborato de valeˆncia mista que cristaliza na estrutura ludwigite. Um
experimento recente de difrac¸a˜o de neˆutrons indica ı´ons Co3+ em um estado de baixo spin
a temperaturas abaixo de ∼ 40 K, enquanto dados de suscetibilidade magne´tica sa˜o mais
consistentes com esses ı´ons em um estado de spin alto acima de ∼ 150 K. Uma inves-
tigac¸a˜o mais completa dos estados eletroˆnicos e magne´ticos de Co e´ assim requerida. Para
este fim foram realizadas medidas de absorc¸a˜o de raios X, difrac¸a˜o de raios X, suscepti-
bilidade magne´tica e resistividade-cc. Observamos anomalias na condutividade ele´trica e
nos paraˆmetros de rede Co3O2BO3, onde a borda de absorc¸a˜o K do Co parece responder
a essas anomalias. As bordas de absorc¸a˜o L2,3 do Co indicam ı´ons Co
3+ em um estado
de spin alto a` temperatura ambiente. Ale´m disso, o inverso da curva de susceptibilidade
magne´tica desvia da lei de Curie-Weiss ate´ temperaturas ta˜o altas quanto ∼ 550 K. Essas
observac¸o˜es sa˜o interpretadas em termos de duas transic¸o˜es de ordenamento de carga, as
quais sa˜o acompanhados por uma reacomodac¸a˜o dos paraˆmetros de rede, e um cruzamento
de estados de spin alto e baixo.
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1
Introduction
Co3O2BO3 and Fe3O2BO3 are mixed valence oxyborates with low dimensional units that
crystallize in a ludwigite structure. Despite their identical structure, with similar metal
to oxygen distances, they present very distinct physical properties related to low dimen-
sional magnetic units. The richness of physical phenomena in these ludwigites are due
to many factors, e.g., the existence of low dimensional units in the complex ludwigite
structure, the highly anisotropic magnetic and crystal structure, the existence of mixed
valence transition-metal in its chemical composition, the existence of four distinct crys-
tallographic sites for the transition-metal to occupy. This work intends to explore these
characteristics and throw some light on the complex ludwigite structure, as well as search
for new phenomena.
The ludwigite is named after Ernst Ludwig (1842-1915) [1], an Austrian chemist at
University of Vienna who analyzed the original material. It was found for the first time
at Ocna de Fier (Vasko¨, Mora´vica, Eisenstein), Banat, Romania, but nowadays it can be
found in many places around the world, the closest one to Brazil is Aguilar mine in the
north of Argentina [1]. The two ludwigites studied here, Fe3O2BO3 and Co3O2BO3, are
synthesized compounds which are called ludwigites regarding their isostructural mineral
equivalent. The general ludwigite chemical formula can be written as M2+2 M
′3+O2BO3,
where M′ and M are transition-metals [2] and if M = M′, such as in Fe3O2BO3 and
Co3O2BO3, the compound is said to be homometallic. In addition, note that the charge
neutrality condition imposes a coexistence of two M2+ for each M′3+ ions in the lattice as
proposed by the general formula of ludwigite compounds.
The Nickel–Strunz classification of minerals shows a complete list of mineral structures
[3] (mineral is defined by the oxford dictionary as naturally occurring inorganic substance),
in which minerals are classified into 10 classes that are further classified into various groups
and subgoups according to their chemical composition and crystal structure. The 6th
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class is the Borate class, comprehending minerals which contain a borate anion structure
(BO3)
3−. This class is further divided into groups characterized by a letter, where the
letter A is used for Monoborates, B for Diborates, and so on. Our interest compounds are
in the Monoborates group (06.A), which are then classified upon the existence of additional
anions. The letter A indicates no additional anions, like in Sassolites H3BO3 and Jimboites
(Mn2+,Mg)3[BO3]
2, letter B indicates additional anions in the structure, and letter c
indicates the existence of a B(O,OH)4 structure, like in Sinhalites (MgAl(BO4)). Now,
inside the non-additional anions subgroup (06-AB) the minerals are finally classified into
several groups based mainly on their crystal structure. The group of interest here is the
Ludwigite (or Pinakiolite) group with Nickel–Strunz classification number 06-AB-30. This
group comprehends many minerals which differ from each other by the transition-metals
in their chemical formula [1]. The ludwigite crystal is the most expressive member of the
Ludwigite group (from which it gets its name) with chemical formula Mg2Fe
3+O2(BO3).
Other expressive members of this group are the Pinakiolite ((Mg,Mn2+)2Mn
3+O2(BO3))
and the Vonsenite (Fe+22 Fe
3+O2(BO3)). Note that the chemical formula for the ludwigite
crystal could be also written as Mg2Fe(BO5), but the former emphasize the borate anion
structure and is often preferred. Finally, care must be taken as many conventions and
terms are used. To cite a few common terms, oxyborate typically indicates the presence of
the Ox(BO3) structure, pyroborates indicates the (B2O5) structure, and anhydrous means
the absence of the OH’s in the composition.
The first observation of low dimensional magnetic units in oxyborates is often associ-
ated to Wiednmann et al. who studied heterometallic borates MgFeOBO3 and Mg2Fe2BO3
[4, 5] around 1979 and associated the temperature behavior of magnetization with one-
dimensional organic compounds based on the tetracyanoquinodimethane (TCNQ) molecule
[6]. However, the first theoretically supported observation of random magnetic chains in
oxyborates was given by Fernandes et al. in 1994, who studied MgTiOBO3 [7]. Typically,
all heterometallic oxyborates with boron ions in trigonal coordination present similar
magnetic behavior [8]. On the other side, homometallic oxyborates do not have a uniform
magnetic behavior, mostly due to the presence of transition-metal ions in multiple oxida-
tion states. In addition to their intricate magnetic behavior, homometallic borates also
present charge ordering and structural transitions. For instance, the Mn2OBO3, which
crystallizes in a warwickite structure, has its structure distorted by Jahn-Teller active
Mn3+ ions that remove the mirror symmetry of the parent undistorted warwickite struc-
ture, and as a consequence these trivalent ions have preferable sites configuring the charge
ordering [9]. Another example is the iron homometallic warwickite Fe2OBO3. Attfield
et al. observed charge ordering below 317 K, where above the transition temperature the
Fe3+ and Fe2+ ions are equally distributed over the two non-equivalent metal sites of the
warwickite structure [10]. The ordering mechanism in this case is proposed to be the
electrostatic repulsion, in opposition the the distortion mechanism in the Mn warwickite
12
Figure 1.1: optical microscopy image of Co3O2BO3 doped with Al. The scale division is
1 mm.
Mn2OBO3 [10]. Lastly, the homometallic iron ludwigite Fe3O2BO3 has been extensively
studied due to its rich physical phenomenology, like many magnetic transitions, charge
ordering, and structural distortions, which are going to be further discussed.
Figure 1.1 shows the optical microscopy image of Co3O2BO3 doped with Al. The
ludwigite crystals are acicular (needle-shaped), where the c axis of the unit cell is parallel
to the long axis of the needle and the ab plane of the unit cell (shown in Fig. 1.2)
represents the cross section of the needle-shaped crystal. In this work we investigate pure
and doped samples of Co3O2BO3.
Figure 1.2 shows the Pbam ludwigite structure projected in the ab plane reported in
Ref. [11]. The structure is built by 4 different transition-metal sites in an octahedral
coordination (refereed here as M(1) to M(4)), and 5 oxygen sites, where only two (O(3)
and O(5)) does not belong to a borate group (as suggested by writing the chemical formula
without “grouping” all the oxygens - M2M
′BO5). The Co3O2BO3 space group is Pbam for
temperatures up to room temperature [12] (this work extended the analyzed temperature
up to 700 K - See chapter 4). On the other hand, Fe3O2BO3’s space group is Pbam above
283 K and Pbnm below 283 K, where the change in the space group is caused by a lattice
distortion that also doubles the lattice parameter c [13]. This distortion in the iron system
happens within one of the many sub-structures inside the ludwigite structure, these which
are often related to interesting phenomena. Note in Fig. 1.2 the five-octahedra-wide flat
walls marked with an arrow (Take´uchi et al. named it F walls [14] - because the wall is
said to be “Flat”) which, due to inversion center around M(1), has the following sequence
13
a
b
F wall
Borate plane
Figure 1.2: Schematic structure of the ludwigite projected on the ab plane. Green, blue
and red circles represents boron ions, metal sites and oxygen ions, respectively. Black
lines represents the limits of the unit cell and the four different metal sites are indicated
by M1 to M4. The blue shaded areas in the ludwigite represent octahedral structures
and darker blue areas indicate that the oxygen octahedra are slightly shifted along the
c axis compared to the lighter ones. The arrow indicates an F wall and the dashed line
marks an borate plane. Schematic crystal structures were done with help of the VESTA
software [16].
of edge-sharing 1 transition-metal sites: M(3) - M(4) - M(1) - M(4) - M(3) [15]. Moreover,
F walls are connected through M(2) to form the zigzag walls.
Figure 1.3 (a) and (b) shows the isolated three-octahedra-wide walls formed by edge-
sharing metal sites M(4) - M(2) - M(4) (this wall was named C walls by Take´uchi et al.
[14]), and corner-sharing metal sites M(3) - M(1) - M(3), respectively. Note that M(4) is
shared between the F, C, and the zigzag walls and M(2) is the only other metal-transition
site (besides M(1)) with an inversion center. In addition, the shortest metal to oxygen
distance is within the 424 2 walls as we shall see latter.
One sequence of three M’s (like M(4) - M(2) - M(4)) is often referred as a triad and a
sequence of triads (along the c axis for example) form the walls, which are also commonly
called chains or ladders. The 424 triads (and the F wall sequence 34143) have alternating
metal ion charge distribution, which is a feature that have been constantly proven for
many substructures not only for ludwigites, but in many structures within the Ludwigite
family [15, 17, 18, 19, 20]. Particularly in the ludwigite structure, M(3) is often referred as
a corner column (because it is in the corner of zigzag walls - or in the extremities of F walls)
and Take´uchi et al. denoted it S column [14]. S columns, within the Ludwigite family,
1The ab projection of the unit cell may mislead the reader to think that the octahedra are corner-
sharing, but note that “underneath” all oxygen ions seen in Fig. 1.2 there is another oxygen ion that
cannot be seen.
2In the absence of ambiguities, the notation M(i) will be substituted by the number i alone. For
example, M(4)-M(2)-M(4) will be simplified to 4-2-4 or 424.
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(a)
a
b
a
b
(b)
Figure 1.3: Schematic structure of the (a) 424 edge-sharing and (b) 313 corner-sharing
ladders projected on the ab plane. Green, blue and red circles represents boron ions,
metal sites and oxygen ions, respectively. The four different metal sites are indicated
from M1 to M4. The blue shaded areas in the ludwigite represent octahedral structures
and darker blue areas indicate that the oxygen octahedra are slightly shifted along the c
axis compared to the lighter ones. Note that the superposition of (a) and (b) leads to the
full structure projected in the ab plane shown in Fig. 1.2. Schematic crystal structures
were done with help of the VESTA software [16].
are said to be important elements, because the occupation of M3+ ions on S columns are
typically found to be very low, resulting a formal charge of 2+ in the sites of S columns
[15].
The F, C, and zigzag walls extends infinitely along the c axis with boron ions in
a trigonal planar coordination filling the gaps between walls (S columns also extends
infinitely along the c axis). In the outer corner of the zigzag wall we find O(3), which is
not part of the borate group and connects two F (and zigzag) walls, while in the inner
corner we find O(5) which is also not part of the borate group. The O(3) ions are in
a tetrahedral environment coordinated by four transition-metal ions (2M(4), M(3), and
M(1)), while O(5) is 5-coordinate (2M(4), 2M(2), and M(3)). The different coordination
number between this two O sites is reflected by the shorter metal to oxygen O(3) distances
[15]. The other three borate oxygen atoms (O(1), O(2), and O(4)) are all 4-coordinated by
3 metal transition sites and the boron site, where they are connected to B by short covalent
bonds (∼ 1.38 A˚). Apart from that, the other 3 distances between the borate’s oxygen
ions and transition-metal sites have two characteristic distances, two long distances and
one shorter. O(2) connects with 2M(1) and M(4), O(4) with 2M(3) and M(4), and O(2)
with 2M(3) and M(2), where the shorter distance is the one between the borate’s oxygen
and the higher charged metal ion, typically M(4) (or M(2) for the O(2) case). Note that
the arrangement is such that the higher formal charge ion lays in the borate anions plane
(see dashed line in Fig. 1.2), which seems to be a common feature of the Ludwigite family
[15]. Finally, the shortest metal to metal distance for all ludwigites is found between M(2)
and M(4), which are sites adjacent to a zigzag edge sites M(3). Note that the small angle
15
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Figure 1.4: Iron ludwigite 424 ladder structure along the c axis (a) without and (b) with
distortion. The dimers are circulated in red dots. The typical ludwigite formal valence
for each site is indicated.
of the intern corner of the zigzag wall is the reason for the short distance between sites
2 and 4. Table 1.1 (adapted from Ref. [21]) summarizes selected bond lengths measured
for Co3O2BO3 by X-ray diffraction.
Co(1)-O(2) 2.148(1) Co(4)-O(5) 1.963(1) Co(2)-Co(4) 2.7510(4)
Co(1)-O(3) 2.006(2) Co(4)-O(2) 1.974(2) Co(3)-Co(4) 3.0868(5)
Co(2)-O(5) 2.118(1) Co(4)-O(3) 1.928(1) Co(1)-Co(1) 2.9627(1)
Co(2)-O(1) 1.996(2) Co(4)-O(4) 1.983(2) Co(2)-Co(2) 2.9627(1)
Co(3)-O(5) 2.054(2) B-O(4) 1.387(4) Co(3)-Co(3) 2.9627(1)
Co(3)-O(3) 1.951(2) B-O(1) 1.361(4) Co(4)-Co(1) 3.0092(3)
Co(3)-O(1) 2.113(1) B-O(2) 1.377(4) Co(4)-Co(4) 2.9627(1)
Co(3)-O(4) 2.138(1) Co(2)-Co(3) 3.0539(4)
Table 1.1: Selected bond lengths in A˚ for Co3O2BO3. Adapted from Ref. [21].
The most thoroughly studied homometallic lugwigite is Fe3O2BO3. Guimara˜es et al.
described the Fe system as being composed by two independent magnetic subsystems
[22], as has also been proposed for many other hetero and homometallics oxyborates, e.g.,
CuFeOBO [23], and Ni2FeO2BO3 [24]. The first magnetic subsystem is formed by the
C walls (4-2-4) and the second one by the other reminiscent sites (transition-metal sites
M(3)-M(1)-M(3)). Figure 1.3 show the two ladders isolated from the whole structure,
where we can visualize the pattern formed and how two neighboring walls are connected
by the trigonal boron. Whangbo et al. showed theoretically that the spin exchange inter-
actions between the two subsystems are considerably weaker than the those within the
walls supporting the suggestion that the two structures in Fe3O2BO3 are decoupled to
a first approximation [25]. Both three-octahedra-wide walls may be called 3 leg ladders
(3LL).
Fe3O2BO3 presents a structural transition given by the dimerization (also denoted
pair formation, or zigzag distortion) of the 4-2-4 ladders (with Fe4a-Fe2 forming the Fe
dimer) at TS=283 K (see Fig. 1.4). This transition is accompanied by a charge ordering
transition in which above 283 K, the charge ordering is the same as proposed for the
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general ludwigite system, where trivalent ions occupy only site 4 [26, 27, 13]. Below 283
K, Mo¨ssbauer spectra confirms that Fe(4a) valence is close to that of Fe(2) (∼2.5+) and
as temperature lowers the Fe4a and Fe2 valence gets closer and closer to 2.5+ while the
one for Fe4b gets closer to 3+, as indicated in Fig. 1.4.
The Fe system is a magnetic semiconductor that according to Mo¨ssbauer spectroscopy
both Fe2+ and Fe3+ ions are in a high spin (HS) state [22, 27]. The system presents
three magnetic transitions: 1) An antiferromagnetic (AF) transition at TN=112 K below
which antiferromagnetism and paramagnetism coexist. 2) A weak ferromagnetic phase at
TC=70 K as a small spontaneous magnetization of ∼0.03 µB per Fe appears (accompanied
by a sharp raise in the magnetic susceptibility). 3) A re-entrant AF phase at 40 K
as the spontaneous magnetization slowly fades away and reaches zero below ∼40 K as
temperature decreases [22]. The exact nature of these three magnetic phases is still under
debate. A possible scenario was proposed by Whangbo et al. in 2002 through a calculation
of the spin-orbital interaction energies for various spin dimers of this system, which led to
approximated values for the relative strengths of the associated spin exchange interactions
[25]. Above the structural phase transition TS the calculation agrees with a scenario
where the intratriad interactions are comparable to the intrachain interactions, which
favors the neighboring spins to align antiferromagnetically. As temperature lowers, it
reaches a critical point TS where the structural phase transition takes place, and adjacent
Fe(4a)-Fe(2)-Fe(4b) triads from different chains interact with each other through the
super-superexchange paths Fe(4a)-O· · ·O-Fe(4a) and Fe(4b)-O· · ·O-Fe(4b) which are only
possible due to the short B-O distances. Note in Fig. 1.3 the essential role of trigonal boron
in connecting two neighboring ladders through the short B-O bound, where the connection
between two 424 chains through super-superexchange paths is only possible in the presence
of high spin ions occupying sites 4a and 4b. The dimers (2-4a) interchain interaction
(through Fe(4a)-O· · ·O-Fe(4a)) is enhanced as temperature lowers, which leads to a 3D
AF alignment of the dimers at TN while Fe(4b) sites form isolated antiferromagnetic
chains along the b-direction. In addition, interchain interactions in 313 are not strong
enough to create observable long-range order spin alignment in the 313 chains. The
isolated Fe(4b) and the 313 chains with no long-range order accounts for the coexistence
of antiferromagnetism and paramagnetism between TN and TC . The 313 walls may allign
ferromagnetically or antiferromagnetically, where above 70 K no long-order arrangement
is observable, but below TC the interchain interactions, that is, the Fe(3)-Fe(4a) and
Fe(3)-Fe(4b) corner-sharing interactions, are sufficient to align the 313 chains and create
a net magnetism where some 313 chains are aligned ferromagnetically, justifying the small
spontaneous magnetization. As temperature approaches 40 K, the antiferromagnetically
alignment becomes more and more preferable and at 40 K the whole system becomes AF
again. Note again the essential hole of the 4a and 4b transition-metal sites in making the
“connection” with the Fe(3).
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It is of great interest to consider the anomalies in the electrical conductivity of Fe3O2BO3,
as these may lead to interesting and important conclusions about charge ordering ef-
fects and electricity conduction paths. This was indeed the case for the iron warwick-
ite Fe2OBO3, where in 2007 Angst et al. found a charge order superstructure [28]. In
Fe3O2BO3 ludwigite, a deviation from the activation law is observed below 283 K caused
by the structural distortion of the 424 ladders [13], where above TS trivalent ions are
found mainly in site 4 and below TS the electron hole of the Fe(4) that forms the dimer
is also shared with the Fe(2), giving a formal oxidation state of 2.5+ to Fe4a and Fe2
[26]. Moreover, a sharp increase in the activation energy is observed below 283 K [22].
The explanation given by Whangbo et al. for this anomaly, although appropriate is little
cumbersome, as these authors used the temperature of the inflection point of the deriva-
tive of the resistance logarithm with respect to the inverse temperature (d logR
dT−1 ) to make
their consideration (∼220 K). However, it must be noted that this sharp increasing in
activation energy starts at 283 K when lowering temperature, matching the temperature
of the structural transition. In reality, the increment of the activation energy for electron
hopping in the Fe(4)-Fe(2)-Fe(4) sublattice shall be expected below TS. The Fe(4)-Fe(2)-
Fe(4) rungs of the ladders can be viewed as a background of three trivalent ions with one
extra electron where the Fe(2) site is the preferred site for the extra electron above TS
and although the transition-metal site 2 is the preferred site, Fe(4) sites may also accom-
modate this electron, probably assisted by the breathing mode vibrations involving the
Fe(4) and Fe(2) sites [25]. Below TS such vibrations start to fade out and only the Fe(2)-
Fe(4a) pair (dimer) of each rung may accommodate the extra electron. In summary, TS
may be associated not only to a structural transition, but also to charge ordering where
the alternate character of sites 4a and 4b along the c axis may be described as a charge
density wave (CDW). This description is of great physical interest as the standing wave
pattern of the charge may sometimes collectively carry an electric current and may be
related to superconductive states in low dimensional materials. For instance, in 2012,
evidence for competing, incipient CDW phases where charge density breaks translational
symmetry (thus explaining quantum oscillation results) were reported for layered cuprate
high-temperature superconductors such as YBa2Cu3Oy [29]. Apparently, charge order in
YBa2Cu3Oy is an intrinsic property of the superconducting planes of high Tc cuprates
[29].
A much less thoroughly studied compound is the cobalt ludwigite Co3O2BO3. This
material crystallizes in the same space group Pbam as expected for undistorted ludwigites
and its lattice parameters are similar to the analog iron system Fe3O2BO3. However,
Co3O2BO3 has a single ferrimagnetic ordering temperature TC=43 K associated with well
defined magnetic and thermodynamic anomalies, and no structural or CDW transition
has been reported for this material so far [12, 30]. Recently, neutron powder diffraction
was carried out for Co3O2BO3 in the D1B instrument of ILL at temperatures below room
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temperature. It was found that Co ions on sites 4 of the 4-2-4 ladders have a surprisingly
small magnetic moment, suggesting low spin (LS) Co3+ ions occupying these sites (see
Tab. 1.2) below the ordering temperature [12]. This result was also verified by DFT
calculations which indicate LS Co3+ ions at 0 K and that the orbital contribution to the
total angular momentum of Co at this temperature can be neglected [31]. This small,
but not null, magnetic moment in site 4 may indicate that HS Co3+ions might be present
without long-range order down to the lowest temperatures. Another possible explanation
for this not null magnetic moment is a small disordered percentage of Co2+ ions occupying
site 4 due to lattice defects. The magnetic moments on the remaining sites of the ladders
including those on sites 2 of the 4-2-4 ladders are in agreement with these sites being
occupied by Co2+ ions in a high spin state. A coexistence of LS and HS Co3+ ions has
been found previously in oxides [32, 33, 34, 35, 36], but this is the first time it may be
found in a ludwigite, a system where the transition-metal occupies only octahedral sites
[21]. It is well known that there exists a close relation between the spin states and the
Co-O distances in the octahedra [37, 38, 39]. The Intermediate Spin (IS) states are always
higher in energy and no evidence of its existence was found, but the HS and LS states
exchange stability at a distance of ∼ 1.932 A˚, the latter becoming more stable at shorter
Co-O distances. Metal-to-oxygen distances below this limit are observed only for site
4, yielding in this case a possible condition for a LS state. On the other hand, as seen
from Fig. 1.5 (duplicated from Ref. [12]), the inverse of magnetic susceptibility obeys
approximately Curie-Weiss law above 150 K up to room temperature with an effective
magnetic moment corresponding to all the Co ions, including the trivalent ones, in high
spin states (where one must disregard orbital contribution to the total angular moment).
A way to rationalize these results is to conjecture a temperature-dependent crossover of
the Co3+ ions from a preferred Co3+ LS state at low temperatures to a preferred Co3+ HS
state above the magnetic transition, while the Co2+ ions are always HS. This speculation
needs to be verified by spectroscopic techniques. Moreover, the reason for the contrast
between the two known homometallic ludwigites may lurk beneath the possibility of LS
trivalent ions in Co3O2BO3 and conclusions about the problem may elucidate interesting
aspects of correlated quantum systems, thus justifying the present work.
Atom (Wyckoff positions, site) Mx My Mz M
Co (4h, 4) -0.5(1) -0.1(1) 0 0.5
Co (4g, 3) 1.7(1) 3.38(8) 0 3.8
Co (2d, 2) 0.4(2) 3.06(9) 0 3.1
Co (2a, 1) 1.2(1) -3.4(1) 0 3.6
Table 1.2: Magnetic moments of the ludwigite Co3O2BO3 at 2 K for each direction in µB
units. M represents the modulus of the magnetic moment vector. This table is duplicated
from Ref. [12].
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Figure 1.5: Inverse of magnetic susceptibility taken using the SQUID as a function of
temperature in CGS units. The applied magnetic field was 104 Oe. Red solid line is the
fit using Curie-Weiss law. This data is duplicated from Ref. [12].
In this work, we applied different experimental techniques to elucidate the electronic
and spin state of the cobalt ludwigite. Each chapter is devoted to a specific experimental
technique applied to the problem and in the end a general conclusion regarding the results
obtained from all techniques is presented. At first, we shall present the macroscopic
measurements that typically show the mean behavior of the material. Therefore, chapter 2
is about magnetic measurements performed with a vibrating sample magnetometer (VSM)
from room temperature up to 800 K and a superconducting quantum interference device
(SQUID) below 350 K down to 2 K. Chapter 3 is about transport measurements up to 500
K, where we mounted the sample on an adapted cold finger of a closed-cycle He cryostat,
in a home-made setup. Then, in chapter 4, we present X-ray diffraction data performed
at XPD beamline of the Brazilian Synchrotron Laboratory (LNLS). Notice that magnetic,
transport, and X-ray diffraction measurements have already been performed in Co3O2BO3
[40, 41, 12, 21, 42, 43], but in this work we extended the investigated temperature range
analyzed substantially, allowing for the observation of novel phenomena in this system.
Lastly, we show X-ray absorption spectroscopy at the K- and L2,3-edge in chapters 5 and
6, respectively. Chapter 7 will be devoted to a general discussion about the results and
the final remarks.
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2
Magnetic measurements
2.1 Introduction
The magnetic susceptibility χ relates the magnetizationM with the applied magnetic field
H in a very simple manner given by χ = M
H
= m
V
1
H
, where m is the magnetic moment
and V is the sample volume. The magnetization M is defined as magnetic moment m
per volume unit. In SI units, M is given in J
T ·m3 and H is given in
A
m
, which makes χ
dimensionless (A = kg
s2·T , T =
kg
s2·A , and J =
kg·m2
s2
). When dealing with a solid, χ may
also be given in terms of mass magnetic susceptibility χρ or molar magnetic susceptibility
χmol. These three are related by χρ =
χ
ρ
and χmol = χVm, where ρ is the density of the
material given in kg
m3
and Vm is the molar volume in
m3
mol
. Note that χρ and χmol have (in
SI) unit of m
3
kg
and m
3
mol
, respectively.
The conversion between SI and CGS unit system has many subtleties and ambiguities
may arise. For instance, the vacuum permeability µ0 in SI is 4pi ·10−7 Hm ≈ 1.2566370614 ·
10−6 N
A2
or Tm
A
while µ0 in CGS is 1 (dimensionless). This is the reason why the conversion
between the two systems contains a lot of 4pi’s. Another fundamental constant that
deserves attention is the Bohr magneton µB. Bohr magneton is a natural unit (it is based
only on universal physical constants) and does not depend on the unit system, so 1 µB in
CGS is equal to 1 µB in SI. However, the numerical value of the µB does depend on the unit
system, and 1 µB in CGS is 9.274009994(57) ×10−21 erg/G and in SI is 9.274009994(57)
×10−24 J
T
[44]. Table 2.1 may be useful in the conversion between unit systems. Note
that, to convert a physical quantity that is not given in Table 2.1 one must break this
quantity in terms of quantities shown in the table, e.g., Magnetization M does not appear
in the table, but we now that M = m
V
, then one may convert m and V independently.
More (and useful) information about units in electromagnetism can be found in Ref. [45].
The Curie-Weiss law, which is given by χ = C
T−ΘCW , may be used to describe the
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Quantity CGS Unit Conversion
factor
SI Unit
Total magnetic field, B G 10−4 T
Applied magnetic field, H Oe 10
3
4pi
A
m
Volume susceptibility, χ emu
cm3
(dimensionless)
4pi dimensionless
Mass susceptibility, χρ
emu
g
(≡ cm3
g
) 4pi10−3 m
3
kg
Molar susceptibility, χmol
emu
mol
(≡ cm3
mol
) 4pi10−6 m
3
mol
Magnetic moment, m emu (≡ erg
G
) 10−3 J
T
(≡ Am2)
Table 2.1: Conversion from CGS to SI units. Multiply the value of the quantity in CGS
units by the conversion factor to obtain the value in SI units. Note that sometimes, emu
may act as cm3 in CGS units. This table was adapted from reference [45].
behavior of the magnetic susceptibility χ of a local paramagnetic solid as a function of
temperature T [46] and is only valid for temperatures much greater than the TC (or TN),
where internal fields (internal correlation between the spins) are destroyed and magneti-
zation is zero when the magnetic field is zero. The Curie temperature TC is defined as the
critical temperature where a ferromagnetic (or ferrimagnetic) solid becomes paramagnetic
(the Ne´el temperature TN is the analogous of TC , but for a antiferromagnetic system).
The Curie constant C relates χ with T and may be given in terms of the effective magnetic
moment of the solid µeff ,
C =
Nµ0µ
2
eff
3kB
(2.1)
where N is the number of magnetic ions per volume unit ( 1
m3
) and kB is the Boltzmann
constant. Note that, as χ is dimensionless, C has dimension of K and if we are using χρ
or χm, then C has unit of
m3·K
kg
or m
3·K
mol
, respectively. Also, when using χρ or χm, N is
redefined as the number of magnetic ions per mass unit ( 1
kg
) or number of magnetic ions
per mol of magnetic ions ( 1
mol
), respectively.
When the Curie-Weiss law is satisfied, note that the inverse of the magnetic suscepti-
bility χ−1 depends linearly with temperature,
χ−1 =
1
C
T − ΘCW
C
. (2.2)
where the angular coefficient is C−1 and the constant term is ΘCW/C. Moreover, χ · (T −
ΘCW ) is constant (C).
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2.2 Experimental details
Zero field cooling (ZFC) dc-magnetic susceptibility measurements on Co3O2BO3 were
performed under a field of 1 T (≈ 795774 A
m
). Above room temperature measurements
were performed using a Lakeshore Vibrating Sample Magnetometer (VSM) at the LMBT
(Laborato´rio de Materiais e Baixas Temperaturas) at IFGW-Unicamp on April 12-14th,
2018 accompanied by Prof. Dr. Fanny Be´ron. The electromagnet was fabricated by
GMW magnet systems (Model 3474-140 electromagnet) and we used a Lakeshore high
temperature furnace Model 74034 together with a Lakeshore 340 temperature controller
to heat the sample. The low temperature measurements were performed at the GPOMS
(Grupo de Propriedades O´pticas e Magne´ticas de So´lidos) at IFGW-Unicamp on July 12-
14th, 2018 using a Superconducting Quantum Interference Device (SQUID) MPMS-5 from
Quantum Design. The measurement was performed with the help of the PhD students
Jean Souza and Paulo Menegasso.
Co3O2BO3 crystals were synthesized according to Freitas et al. [12] and ground with
a mortar and pestle and then sieved using a nylon filter with pore size of 5 µm, where
the sample holder were such that our sample needed to be wrapped in aluminum foil.
Aluminum is weakly paramagnetic with magnetic susceptibility of χAl = 2.2 × 10−5 in
SI at room temperature [46]. The correction in the magnetic susceptibility due to the
presence of aluminum is relatively small (about 1.25 % of the total measured signal at
the highest temperature), but will be regarded in this case. The correction is made
assuming χAl as in an ideal Pauli paramagnet [46], thus χAl does not change significantly
in the whole temperature range (from room temperature to 800K), this way the magnetic
moment induced in the aluminum foil is mAl = χAl ·H · VAl, where VAl is the volume of
aluminum and H is the applied magnetic field. The magnetic moment of the sample ms
may be given by m−mAl, where m is the total magnetic moment measured in the VSM
(in this context, m shall not be confused with mass). The final form of the magnetic
susceptibility of the sample χs is given by,
χs =
ms
Vs
1
H
=
(
m−mAl
Vs
)
1
H
=
(
m− χAlHVAl
Vs
)
1
H
(2.3)
where Vs is the volume of sample. m measured is of order 3× 10−5 JT the correction term
mAl = χAlHVAl is 3.76× 10−7 JT , two orders of magnitude less than the measured value,
which represents a correction of about 1.25%.
If we are interested only in the paramagnetic signal χpara, another correction may take
place. All atoms have a small diamagnetic signal, which is usually much smaller than
the paramagnetic signal and usually ignored. This way, we may subtract the calculated
diamagnetic moments md from the total measured moment to isolate the paramagnetic
signal. Given that ms is the magnetic moment of the sample only (already corrected for
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the aluminum contribution), we have,
χpara =
(
ms −md
Vs
)
1
H
=
(
ms − χdHVs
Vs
)
1
H
= χs − χd (2.4)
where χs is the total magnetic susceptibility of the sample and χd is the diamagnetic
contribution to the total magnetic susceptibility. The theoretical diamagnetic contribution
of a solid in first order perturbation theory is given by [46],
χteod = −
Ne2µ0
6me
Z∑
i=1
〈r2i 〉 ≈ −
Ne2µ0
6me
Zeffr
2 (2.5)
where N is the number of ions per volume unit, me is the electron mass and 〈r2i 〉 is the
mean radius value of the ith electron orbit. The sum runs over all electrons of all ions.
Ignoring inner electrons (because the small orbit radius) we may approximate
∑Z
i=1 〈r2i 〉
by
∑Zeff
i=1 〈r2i 〉 ≈ Zeffr2 where r is the ionic radius of the ion and Zeff account only for
the outer electrons. The calculated value for our sample is χteod = −2.2 × 10−5 in SI
(−8.6× 10−5 emu/mol(fu) is CGS), where we used the crystal radius instead of the ionic
radius taken from [47]. This represents correction of about 0.8 %, which partly cancel the
contribution from the Al foil with opposite sign.
As most samples have magnetic ions together with non magnetic ions we may want to
attribute the paramagnetic signal just to the magnetic ions. The isolated magnetic ions
signal is,
χ(Co) =
(
mCo
VCo
)
1
H
(2.6)
Note that, in this specific case, the magnetic ions are Co ions, therefore the Co subscript.
Now, considering the aluminum and diamagnetism correction, the total magnetic moment
may be given by ms = mCo +md, therefore we have,
χ(Co) =
(
ms − χdHVs
VCo
)
1
H
= χ′s − χ0 (2.7)
where χ0 = fχd and χ
′
s = fχs. Note we have defined a normalization factor f where
f ≡ Vs/VCo.
There is always some ambiguity in talking about volume of magnetic ions, because
it is hard to imagine a volume embracing only the magnetic ions inside the solid. In
this case it is more elegant to use mass magnetic susceptibility χρ or molar magnetic
susceptibility χmol. This way we have, χρ(Co) =
mCo
mass(Co)
1
H
and χmol(Co) =
mCo
moles(Co)
1
H
.
All the equations in this section are valid for χρ if we substitute all volume units with
mass units. The same is valid for χmol, we just have to substitute all volume units with
molar units.
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Figure 2.1: Zero field cooling (ZFC) molar magnetization as a function of the applied
magnetic field at 300 K measured with the VSM and 200 K measured with the SQUID.
The inset shows the magnetization curve subtracted by the paramagnetic susceptibility
in units of µB/(Co ion) extrapolated from the high field limit as a function of the applied
magnetic field in units of 104 · Oe.
2.3 Results
Figure 2.1 shows the molar magnetization as a function of the applied magnetic field at 200
K and 300 K. Clearly, Co3O2BO3 is mostly paramagnetic, but we notice that the curve is
not a straight line close to zero field, suggesting the presence of short-range ferromagnetic
correlations in this material even at temperatures as high as 300 K. The inset in Fig. 2.1
shows the magnetization curve subtracted by the paramagnetic susceptibility extrapolated
from the high field limit. Surprisingly, the ferromagnetic contribution is enhanced at 300
K. This observation reinforces the need to measure the magnetic susceptibility up to
very high temperatures to obtain a reliable value of Curie constant C and Curie-Weiss
temperature ΘCW .
Figure 2.2 shows the inverse of magnetic susceptibility of Co3O2BO3 from 0 K to 800
K. Low temperature data has been reported below 250 K and the Curie-Weiss fit from 150
K to 250 K gives an effective momentum per Co ion of 4.12 µB [12]. The reported curve
for the inverse of the magnetic susceptibility is limited to 250 K and we had to measure
it again to extend the temperature range. The curve reported in Ref. [12] matches the
one presented here below 250 K.
Above ordering temperature, Co3O2BO3 is expected to be paramagnetic, and is ex-
pected to satisfy the Curie-Weiss law, therefore the inverse of the magnetic susceptibility
should be a straight line, where the Curie constant may be extracted by the line’s angular
coefficient (see eq. 2.2). However, it is visually noticeable in figure 2.2 that the data is
not a straight line below ∼ 550 K. Hence, the Curie-Weiss law, may not be the best fit
to our data below this temperature. It is worth mentioning that the field cooling (FC)
MxT curves below ordering temperature by Ivanova et al. shows an anomaly at about 17
K [40]. This differs from results from Freitas et al., who justified it by saying that this
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Figure 2.2: Inverse of magnetic susceptibility as a function of temperature in CGS units.
The applied magnetic field was 104 Oe. The blue low temperature curve was taken using
the SQUID and the black high temperature curve using the VSM. Red solid line is the
fit using Curie-Weiss law plus a calculated diamagnetic term. The magnetic moment
calculated by using the Curie-Weiss law fit is indicated. The inset shows the magnetic
susceptibility times (T − ΘCW ), where ΘCW = −1.92 K is the one obtained from the fit
above 550 K. The Y axis has unit of emu · K · g−1, and the X axis is the temperature in
K.
anomaly at 17 K is probably the result of impurities in their sample [12].
Above 550 K, a python script was written to fit the data. We used non linear least
square method provided by the Scipy package to adjust a line to the experimental curve.
We fit the curve using a Curie-Weiss law plus a fixed contribution of the diamagnetic
term given by the calculated value. Moreover, we subtracted from the data the calculated
paramagnetic contribution of the aluminum (the fit disregarding this two contributions
yields to an effective moment about only 1.3% bigger than the one with the corrections).
The red solid line in figure 2.2 shows the best fit obtained for temperature above 550 K.
The fit yields to ΘCW = -1.92 K, C = 1.91 K in SI (5.35× 10−4 m3·Kkg(Co) or 2.51 emu·Kmol(Co)). We
assume that the source of magnetic signal comes from Co ions and using equation 2.1 we
can deduce the effective momentum per Co ion µeff (Co), which is 4.40 µB. It is worth
mentioning that data above room temperature, although not a straight line, can be well
described by a Curie-Weiss law plus a negative constant term, where the constant term is
regarded as a parameter of the fit. The problem with this fit is that it yields a constant
term which is about 35 times bigger than the calculated diamagnetic contribution. Thus,
this fitting model was not considered physically sound and is not shown here.
The inset in figure 2.2 shows the susceptibility magnetic χ curve times (T − ΘCW ),
where ΘCW = −1.92 K is the one obtained from the fit above ∼ 550 K. We notice that
above ∼ 500 K the curve is approximately constant, indicating that the Curie-Weiss law
may be applicable above this temperature.
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Ion Configuration µS µS+L µobs
Co2+ d7 high spin (t62g e
1
g) 3.88 5.2 4.1 - 5.2
Co3+ d6 high spin (t42g e
2
g) 4.87 5.48 ∼ 5.4
Co3+ d6 low spin (t62g e
0
g) 0 0 ∼ 0
Table 2.2: Comparison of calculated spin-only magnetic moments (µso) with experi-
mentally observed data (µobs) for some octahedral complexes. Spin-only magnetic mo-
ments were calculated by the usual formula µS = g
√
S(S + 1), where g is the gyro-
magnetic ratio of the electron and S the total spin of the ion. The total magnetic
moment µS+L takes into account the orbital angular momentum and is calculated by
µS+L =
√
g2S(S + 1) + L(L+ 1), where L is the total angular momentum of the ion.
Observed values µobs taken from [48].
Co spin state µ¯S µ¯S+L
2Co2+ HS + Co3+ LS 2.59 ∼ 3.33
2Co2+ HS + Co3+ HS 4.21 4.5 - 5
Table 2.3: Calculated average magnetic moment µ¯ for Co3O2BO3 in µB. We used the
formula µ¯ = [2µ(Co2+) + µ(Co3+)]/3. The values for µ(Co2+) and µ(Co3+) used are
the ones from table 2.2. µ¯S and µ¯S+L indicates if the orbital contribution to the total
magnetic moments was used.
2.4 Discussion
Table 2.2 summarizes magnetic moment values for Co ion found in the literature. Using
these values we may discuss the average magnetic moment found in Co3O2BO3. In this
compound, charge neutrality condition imposes two Co2+ for each Co3+. Therefore, we
may estimate the average magnetic moment per chemical formula µ¯ given by the equation:
µ¯ = [2µ(Co2+) + µ(Co3+)]/3, where µ(Co2+) and µ(Co3+) are the magnetic moment of
the Co ions separately. The calculated spin only µ¯ is 2.59 if we assume low spin Co3+
and ∼ 4.21 µB if we assume high spin Co3+. Now, regarding the contribution of the
orbital angular momentum we get ∼ 3.33 µB and ∼ 5 µB, if we assume low spin or
high spin Co3+, respectively. Moreover, Co2+ are always in a HS state and, as expected,
neutron diffraction data indicates magnetic moment compatible with such at Co2+ sites
in Co3O2BO3 [21]. In addition to that, the Co-O distances in the octahedral environment
at Co2+ sites is compatible with a high spin state. Table 2.3 summarizes these calculated
values.
The magnetic moment per Co ion reported in Ref. [12] for temperature below 250 K
is 4.12 µB. This value was associated with a spin only µ¯ (disregarding orbital contribu-
tion) with high spin Co3+ ions. However, we must notice that below 250 K, the inverse
susceptibility is not a straight line and thus Curie-Weiss law does not hold. In our mea-
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surements, the magnetic moment found for temperature above 550 K is 4.40 µB, which
is too big not to have an orbital contribution. Even though Density Functional Theory
(DFT) calculations predict that the orbital angular momentum does not contribute sig-
nificantly to the total angular momentum of Co ions in Co3O2BO3 at 0 K [31], the spin
only average magnetic moment considering Co3+ ions in a high spin state is only 4.21 µB
and the orbital contribution must be considered at least at higher temperatures.
Neutron Powder Diffraction (NPD) at 2 K showed that Co site 4 of Co3O2BO3 is likely
to be populated with Co3+ ions in a LS state, given the small non-zero magnetic moment
(0.5 µB) found in Co site 4 [21]. This is in accordance with DFT calculation which predicts
LS Co3+ ions at 0 K [31]. On the other hand, we see from table 2.3 that a Co3+ in a low
spin state disagree with the observed magnetic moment found by Curie-Weiss law 4.40
µB for temperature above 550 K. This is a strong evidence of a spin state crossover from
LS to HS from low to high temperatures, as already suggested in Ref. [21]. This possible
spin state crossover may explain the failure of the Curie-Weiss law up to ∼ 550 K, much
above the scale of TC=40 K and ΘCW=-1.92 K, as the equilibrium between LS and HS
states in trivalent ions changes continually in the temperature range up to ∼ 550 K. This
crossover that extends for a long temperature range is observed in other cobalt oxides,
like in the thoroughly studied perovskite LaCoO3. By comparing XAS at the L2,3 edge
with simulated spectra (Fig. 2.3 (a)), Haverkork et al. showed that 0% of Co3+ ions in
LaCoO3 are in a high spin state at 0 K and 40 % at 650 K, see Fig. 2.3 (b) [38]. Moreover,
note that LS trivalent Co ions have zero magnetic moment, but Co site 4 presents small
non-zero magnetic moment 0.5 µB at 2 K, and this reinforces the idea of slow spin state
transition, where this small magnetic moment could be attributed to a small fraction of
HS ions still present in site 4 at low temperatures. Another still valid scenario is that all
(or most of all) trivalent ions are in a LS state at 2 K, and a few HS divalent ions occupy
site 4 due to crystal defects commonly found in synthesized ludwigites [49].
The inverse of the magnetic susceptibility deviates from the Curie-Weiss law for tem-
peratures below 550 K, as one can see in figure 2.2. The curve is above the expected
Curie-Weiss law (solid red line), and since the magnetization M is in the denominator of
the magnetic susceptibility, we infer that the magnetization in this temperature region is
smaller than the one above 550 K. This smaller M could indicate the existence of Co3+
in a low spin state in this temperature range, agreeing again with a slow evolution in the
electronic state of Co ions up to 550 K.
Figure 2.1 suggests the presence of short-range ferromagnetic correlations in this ma-
terial even at temperatures as high as 300 K. Interestingly, the inset in Fig. 2.1 shows the
magnetization curve subtracted by the paramagnetic susceptibility extrapolated from the
high field limit and we note that the ferromagnetic contribution is higher at 300 K than at
200 K. This is an unusual observation that indicates that such ferromagnetic contribution
is not trivially attributable to an impurity phase. The growing ferromagnetic contribution
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(a) (b)
Figure 2.3: (a) Experimental and simulated XAS spectra at the Co L2,3 edge of LaCoO3
at various temperatures. (b) HS population from XAS data. Data duplicated from Ref.
[38].
on warming seems to be linked to the increasing population of high-spin Co3+ ions, which
may activate additional magnetic exchange paths that are truncated when only low spin
Co3+ ions occupy site 4 and lead to enhanced magnetic correlations.
2.5 Summary and conclusions
• Orbital contribution seems to be relevant to the total angular momentum, at least
for higher temperatures (above 550 K).
• Magnetic moments above 550 K in agreement with HS trivalent Co ions.
• Evidence of gradual LS-HS crossover from low to high temperatures. Similar to the
one observed in LaCoO3.
• It is difficult to quantify the percentage of Co3+ LS and HS, as done in [38], because
of the Co2+ and Co3+ coexistence, the existence of four different crystallographic
sites for Co to occupy, and the fact that the orbital contribution to the total angular
momentum of Co ions cannot be disregarded.
• Surprising presence of a weak ferromagnetic signal in the paramagnetic state that
seems to be linked to the growing presence of high spin Co3+ ions on warming.
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3
Electrical transport
measurements
3.1 Introduction
The electrical resistance R between two points may be obtained through direct applica-
tion of Ohm’s law V = RI, where V is the electrical potential difference between these
two points, I is the electrical current that goes from one point to the other, and R is the
electrical resistance of the material, which is a complex function of the contacts position,
the sample geometry and the electrical resistivity of the material ρ [50]. The exact rela-
tion between R and ρ is far from trivial, and may be obtained by finding the solution of
the Laplace equation for the electric potential inside the material together with its corre-
sponding boundary conditions. While solutions for infinite samples are well known [51],
solutions for systems where the sample finite size is comparable to the contact distances
is non trivial. An exception is the case of rectangular parallelepiped shaped samples,
where the problem can be solved analytically [52, 53, 54]. Here we opt for a simplistic
model, where we disregard anisotropic effects, the finite dimension of the sample, and the
proximity of the contacts [55]. In this case, R relates to ρ by the widely used formula
R = ρl/A, where l is the sample length of the rectangular parallelepipeds and A is the
rectangular cross-section area. This way, we extract the material resistivity by simple
application of Ohm’s law to find R. Note that our results are given in terms of electrical
conductivity σ. Electrical conductivity may be defined as how well a material conducts
electricity and is given by the inverse of the material electrical resistivity ρ.
The conventional four-probe method is widely used to measure R [56]. In this method,
four contacts are placed over the sample’s surface, two of them are used to impose a preset-
electrical current to the system (current contacts) and the other two are used to measure
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the potential difference between two points (potential contacts). The four-probe method,
in opposition to the two-probe method, minimizes errors in R related to the impedance
of the wires and the contacts.
3.2 Experimental details
We used the four-probe method to measure the resistivity of Co3O2BO3 where the termi-
nals where placed along the c axis of the crystal (see inset of Fig. 3.1). The sample length
is 0.7 mm, the cross-section is approximated by a square with side of 50 µm. The contacts
between the sample and the Pt wires (diameter = 30 µm) were done with silver epoxy
EPO-TEK H20E. Before the measurement, we applied 1Hz and ∼ 20 µA AC current
between the contacts to remove any charge accumulation at the silver epoxy contacts.
The contacts were attached to the sample with help of the PhD students Jean Souza and
the experiment was held at the Raman laboratory at DEQ (Departamento de Eletroˆnica
Quaˆntica) at IFGW-Unicamp on May, 2018.
The sample, a single crystal that were synthesized according to Freitas et al. [12], was
mounted on the cold finger of a closed-cycle He cryostat. Thermal energy is conducted
from the copper sample holder to the sample by simple conduction. However, the in-
sulating sample could not touch the copper, because the sample holder would act as a
parallel circuit, which would diminish substantially the measured resistance value. To
circumvent this problem we immersed the sample in commercial thermal paste (see Fig.
3.1), which is a good thermal conductor, but poor electrical conductor. Thermal paste is
designed such its large electrical resistivity (> 1011 Ω · cm) does not change significantly
as temperature raises and is at least five orders of magnitude higher than the the sample’s
resistivity at room temperature (106 Ω · cm) and eight times orders higher at 500 K (103
Ω · cm). Therefore, Kirchhoff’s current law imposes that the electrical current that leaks
to the thermal paste is insignificant and the error caused by immersing the sample into
the thermal paste can be neglected through all temperature range analyzed.
Above 310 K, we used the four-wire configuration of a Keithley 2400 Source Meter.
The near room temperature resistance of our sample surpasses the 2400 Source Meter scale
(which the highest resistance value possible to measure is 200 MΩ), therefore, from 290
K to 310 K we used a Keithley 2182A Nanovoltimeter to measure the potential difference
between the potential contacts, and a Keithley 6221 Current Source connected to the
current contacts. Resistance is then calculated using Ohm’s law. The final resistance
value for each temperature was done by averaging 100 measurements in a ∼ 25 seconds
interval after temperature stabilization. The experimental error is given by the statistical
standard deviation of this average, while the systematic error related to the uncertainty
on the sample geometry and the contacts distances is within 30%.
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Figure 3.1: Photograph taken trough the microscopy of the sample immersed in thermal
paste. The copper sample holder can be seen in the background. The circular inset is a
zoom of the sample outside the thermal paste and the white arrow indicates the direction
of the crystal’s c axis.
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Figure 3.2: Electrical conductivity of Co3O2BO3 measured using the 4-wire method with
the terminals placed along the c axis of the needle shaped sample. The insets show a
zoom of the indicated areas, where we can see hysteresis effects.
3.3 Results
Figure 3.2 shows the conductivity σ of Co3O2BO3 measured using the 4-wire method.
The sample is insulating over the analyzed temperature range, but its conductivity has a
sharp raise at 450 K. For instance, the resistivity of copper at room temperature is about
1.68×10−8 Ω·m and the resistivity of our sample at 500 K is about 2.5×10−3 Ω·m. From
450 K and 460 K we may observe a clear hysteresis effect. Moreover, at 495 K there is
another anomaly in σ with little hysteresis.
The electrical conductivity of non-metallic materials is typically proportional to
exp
[
− ∆
KBT 1/n
]
(3.1)
where ∆ is the conduction activation energy and is related to band structure param-
eters. Typically, n takes a positive integer value from 1 to 4 [57, 58, 40], which n = 1 is
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Figure 3.3: Dependence of the logarithm of the electrical conductivity of Co3O2BO3 on
the temperature to the −1 power measured using the 4-wire method with the terminals
placed along the c axis of the needle shaped sample. The statistical error plus uncertainties
relates to the sample size and geometry are contained within the size of the data points.
The inset show a zoom of the indicated area. Black dots are data duplicated from Ref.
[40].
related simply to the activation law [59], n = 2 indicates strong electronic correlations that
give rise to a Coulomb gap in the spectrum of electronic states [60], and n = 4 corresponds
to the Anderson localization of charge carriers [61] and the Mott law of variable-range
hopping conduction [62]. Figures 3.3 and 3.4 show the temperature to the −1 and −1/4
dependence of the logarithm of the electrical conductivity of Co3O2BO3, respectively.
Note that neither n = 1 or n = 4 (and n = 2 not shown here) describes the conductive
behavior properly, as the curves in Figs. 3.3 and 3.4 should be straight lines.
Note that the absolute value of the black dots in Figs. 3.3 and 3.4, which are data
duplicated from Ref. [40], does not exactly match our curve in terms of its absolute value
by one order of magnitude, but the trends of the curves presented here and by Ivanona
et al. in Ref. [40] are analogous. For instance, at room temperature the conductivity
measured by us is about 2.74 × 10−4 S/m while the one measured by Ivanova et al. is
2.25 × 10−5 S/m. The reason for this disagreement is uncertain, but it could be related
to Cu impurities in Ivanova’s sample since pure and Cu doped Co3O2BO3 magnetic mea-
surements from Ivanova et al. displays an anomaly close to 17 K [40, 41]. Our magnetic
measurements, which does not show this anomaly at 17 K, agrees with the ones from
Freitas et al. who also argues about the possibility of impurities in Ivanova’s samples [12].
3.4 Discussion
The transition-metal ions may occupy four different crystallographic sites in the ludwigite
structure, where sites are typically numbered from 1 to 4 (see Fig. 1.2). The multiplicity
of each transition metal site is given by the Wyckoff numbers (see table 1.2) where sites 1,
2, 3, and 4 have multiplicity 2, 2, 4, and 4, respectively. The charge neutrality condition
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Figure 3.4: Dependence of the logarithm of the electrical conductivity of Co3O2BO3 on
the temperature to the −1/4 power measured using the 4-wire method with the terminals
placed along the c axis of the needle shaped sample. The statistical error plus uncertainties
relates to the sample size and geometry are contained within the size of the data points.
The inset show a zoom of the indicated area. Black dots are data duplicated from Ref.
[40].
imposes the coexistence of 2 Co2+ for each Co3+ ions and Freitas et al. showed by neutron
powder diffraction strong evidence of charge localization at temperatures below room
temperature, where Co3+ ions occupy only site 4, and Co2+ ions occupy sites 1 to 3 [21].
Charge localization is consistent with the insulating character of the sample.
The only other known homometallic ludwigite Fe3O2BO3 presents a structural transi-
tion given by the dimerization of the 4-2-4 ladders (with Fe4a-Fe2 forming the Fe dimer at
283 K (see Fig. 1.4). Mir et al. associated this structural transition to the anomalies in
the electrical conductive behavior. Moreover, they assumed that electrical conductivity
in the Fe system is mainly done along the 4-2-4 ladders, since the structural change of the
4-2-4 triad affects σ [13]. Above 283 K, the charge configuration in the Fe system is the
same as proposed for the Co system, where trivalent ions occupy only site 4 [26, 27, 13].
Contrary to the Fe ludwigite, the Co system does not show dimmer formation at the
424 ladder below room temperature [12, 21], since such dimerization is inconsistent with
the high-symmetry Pbam space group of Co3O2BO3 (X-ray diffraction data to be shown in
chapter 4 also indicates absence of dimerization at temperatures above room temperature
up to 700 K). The 424 rungs in ludwigites can be described as a background of 3+ ions
and an extra electron (see chapter 1) and Latge´ and Continentino used this to infer that
dimmer formation could be caused by a Peierls-like transition, which opens the gap at the
Fermi level [63]. Peierls’ theorem states that a one-dimensional equally spaced chain of
single electron ions is unstable [64] and this would lead to deformation of the 424 ladder.
However, this was questioned by Matos et al. who pointed out that if that was the case
the Co system should also present dimmer formation since both have the same crystalline
structure and both have 424 ladder that can be described by a background of 3+ ions and
an extra electron [31]. Recent ab-initio DFT calculations showed that LS trivalent Co
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ions occupying site 4 may prevent the dimerization of the 424 ladder [31]. Therefore, the
evidence found in this work of a gradual LS to HS crossover from low to high temperatures
(see chapter 2) would agree with this scenario. The absence of pair formation in the Co
system is then justified by the existence of LS trivalent Co ions in Co3O2BO3 and the
anomaly found in the resistivity of Fe3O2BO3 shall be interpreted more like a symptom
than a cause of dimerization. This agrees with Whangbo et al. who suggested that pair
formation and the structural distortion is caused by magnetic mechanisms [25].
As dimerization is not found in the Co ludwigite, we conclude that the abrupt change
in the conductivity of Co3O2BO3 at 450 K are not at all related to the charge ordering
transition (and dimer formation) at 283 K found in the Fe system. It is worth mentioning
that in the Fe system the resistance anomaly is much more subtle, being detected by a
change in the linearity of the curve log ρ vs T−1 at 283 K. In contrast, in the Co system
it is straightforward to see the jump of sigma at 450 K (see Fig. 3.2). Having excluded
dimmer formation as a possible cause of the anomaly of the conductivity at 450 K, we now
discuss possible alternative scenarios. First of all, it is reasonable to consider, based on the
previous neutron diffraction results, that below this temperature the charge arrangement
is the one where Co3+ ions occupy only site 4 (which is the same charge arrangement
as the iron ludwigite above 283 K). Above 450 K, the abrupt increasing of conductivity
indicates charge delocalization effects in this material. Following the hypothesis that
conduction in Fe3O2BO3 happens along the 4-2-4 ladder [13], we may assume that this
is also the case for Co3O2BO3. In this way, we propose that above TCO(2D), the 424
triad may be described as three Co3+ and an extra electron that can hop by double-
exchange mechanism, conferring sites 2 and 4 the same mean valence of 2.67+. The
electron delocalization along the 424 ladder reduces the kinetic energy of the system and
the overall energy saving leads to a ferromagnetic alignment of neighboring ions. The
charge delocalization is accompanied by anomalies in the lattice parameter of Co3O2BO3
(see Chapter 4), and such type of charge delocalization transition is also observed in
other transition-metal oxides. For instance, the mixed valence iron parent compound with
warwickite structure (Fe2OBO3) has a long known structural transition that is interpreted
as a charge ordering Verwey-like transition [10]. The warwickite structure is made of 2D
ribbons (4 leg ladders), where above the ordering temperature (317 K) all the 4 ions
Fe ions of each rung assume a mean valence value of 2.5+. Another compound that
presents a lattice distortion accompanied by a sharp decrease in its conductivity (related
to Fe2+/Fe3+ charge ordering) is the naturally occurring iron oxide magnetite (Fe3O4) [65].
Differently from warwickite materials (which has only one type of 2D entity), ludwigites
have its structure built by two distinct 3 leg ladders, one made from metal transition
sites 1 and 3, and the other from 2 and 4. This might be the reason for two independent
anomalies in the conductivity, one at TCO(2D) = 450 K and the other at TCO(3D) ∼
495 K. The first transition at TCO(2D), entails the extra electron in the 424 triad to be
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able to hop around the 424 ladder. The second transition at TCO(3D) may be associated
with the delocalization of the electrons (or holes) through the whole lattice at all Co sites.
Above TCO(3D) the electron holes of the Co
3+ ions, that were firstly attached to site 4,
would be able to hop not only inside the 424 ladder, but also between ladders. This way
the system may be described as a grid of Co2+ ions where electron holes wander around
the lattice.
The interpretation given here about the charge ordering transitions needs to be verified.
We associated the transition at TCO(2D) = 450 K to a homogenization of Co valence along
the 424 ladders and the TCO(3D) ∼ 495 K to a homogeneous Co valence over the whole
3D lattice. In this work, the resistivity was measured along the c axis (see Fig. 3.5 (a))
and now we propose the measurement parallel to the ab plane. If our interpretation is
correct the resistivity along the ab plane should present a different temperature behavior
as compared to the c-axis resistivity. The problem here is the small crystal size, which
makes it unpractical to place the contacts in the crystal parallel to the ab plane. Figure 3.5
(b) shows the experimental setup that may be used for measuring the material resistivity
perpendicular to the c axis, where one shall use 4 single crystals.
I should mention that electrical transport measurements still need to be repeated with
better temperature resolution. This experiment was particularly difficult, because we had
no built-in experimental setup to measure resistivity at higher temperatures and we had
to adapt a setup “overnight”. I collected each and every data point manually, also the
temperature had to be changed in the Lakeshore 340 temperature controller manually.
The sharp hysteresis near 450 K was particularly difficult to characterize because we
had to carefully increase/decrease the temperature value to avoid temperature overshoot.
Moreover, near the silicon diode sensor limit of 505 K any temperature overshoot would
turn the heater off and we had to start over the experiment. The low temperature res-
olution prevents from taking the derivative of the conductivity curve, which was used
by Guimara˜es et al. to identify the anomalies in the conductivity of the Fe system [22].
In addition, resistivity measurements in a Sn doped sample Co5Sn(O2BO3)2, that does
not has cobalt trivalent ions in its composition, shows no indication of charge ordering
transition. Unfortunately, due to time limitations we only measured the Sn doped sample
through the two-probe method and the data was so poorly resolved that we decide to not
show it here.
Attfield et al. proposed two charge ordering mechanism in transition metal oxides: 1)
Electrostatic repulsion mechanisms as evidenced in Fe2OBO3 and Fe3O4, where ions are
kept in place by strong electrostatic repulsion; And 2) strains arising from electron-lattice
interactions, where distortions (like Jahn-Teller distortions) segregate ions between the
crystallographic sites according to their easy of distortion, as its the case for the Mn2OBO3
and manganite perovskites (they are said to be “distortion ordered”) [9, 10]. Note that
Fe2OBO3 and Mn2OBO3 present opposing charge-ordering mechanisms within the same
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Figure 3.5: Experimental connector arrangement of the four-probe method for measuring
the material resistivity (a) parallel and (b) perpendicular to the c axis (proposed). The
box marked with the letter A and V represents a source of current and a voltmeter,
respectively
warwickite structure, showing that the crystal structure is not the only determining factor,
but also the ions involved and the metal transition to oxygen distances. In Co3O2BO3
the charge ordering mechanism is still unclear, since K-edge XAS measurements provide
evidence of octahedral distortions that could be related to the transport mechanism. This
will be discussed later on this work (see chapter 5).
Mott showed that n = 4 in the conductivity expression given in Page 31 (Eq. 3.1)
describes the conduction behavior in the low temperature regime in highly disordered
materials with localized charge-carrier states. On the other hand, the activation law
typically dominates the warm part of the spectrum and a crossover between these two
conductive behaviors may occur. For instance, the coexistence of n = 4 to n = 1 was
observed in Fe1−xVxBO4 warwickite [66], which is a parent structure of the ludwigite.
Neither n = 1 or n = 4 (and n = 2 not shown here) describes the conductive behavior of
Co3O2BO3 properly over a broad temperature range and this might be related to existence
of competing mechanisms of conductivity and/or, as suggested by Ivanova et al., that the
temperature range covered could be a transition region where the conduction mechanisms
is changing [40]. Moreover, exactly n = 4 hopping behavior is not really expected for this
material as its resistivity was measured on a single crystal and a pure n = 4 behavior is
expected for strongly disordered materials like glass layers. However, the comparison with
Mott law at low temperatures is of technological interest due to possible savings related to
the replacement of crystal devices with glass like materials in the semiconductor industry
[67]. Another reason why the conduction does not follow exactly n = 1 to 4 behavior could
be associated to a slow spin LS-HS state crossover taking place in the temperature range
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analyzed (see chapter 2). Assuming ferromagnetic alignment of spins between neighbors
Co ion at the 4-2-4 ladder, the trivalent ion in HS state favors electron hopping between
Co ions, as opposed to the non-magnetic LS state. In this way, a LS to HS crossover would
directly influence the material’s conductivity along the c axis. Another evidence of the
impact of a spin state crossover on the material is found in the heterometallic ludwigite
Co2.25Fe0.75O2BO3. In this material transition metal site 4 is mostly populated by Fe ions
63.2%, which reduces the amount of trivalent Co ions and this leads to a a nearly ideal
n = 4 behavior [68].
3.5 Summary and conclusions
• Low conductivity consistent with charge localization below 450 K.
• Abrupt first order transition with a temperature hysteresis observed in the conduc-
tivity at 450 K.
• Transition with a temperature hysteresis observed in the conductivity at ∼ 495 K.
• Anomalies in the conductivity are not related to pair formation as in Fe3O2BO3.
• Competing conduction mechanisms over the investigated temperature range ana-
lyzed (200 K and 500 K), where n 6= 1 to 4 behavior might be related with spin
state crossover.
• Possible interpretation of the anomalies in the conductivity related to charge delo-
calization within the 424 ladder at TCO(2D) = 450 K and within the whole lattice
at TCO(3D) ∼ 495 K.
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4
X-ray diffraction
4.1 Introduction
X-ray diffraction (XRD) is based on Bragg’s law which is given by nλ = 2d sin θ, where λ
is the wavelength of the X-ray beam, d is the distance between a selected crystal plane,
n is a positive integer (typically 1), and θ is the angle between the plane and the beam’s
propagation vector. We do not intend to do a full demonstration of this law as it can
be easily found in any modern physics textbook. The experimental geometry used in
our experiment was Bragg-Bretano geometry, where the sample stays in the center of
the diffraction circle, while a monochromatic beam reaches the sample and the grains
diffracts the beam in specific direction that satisfies Bragg’s law. The diffracted beams
are detected by the detector that vary its 2θ angle relatively to the beam direction.
4.2 Experimental details
The X-ray powder diffraction was measured in Bragg-Brentano geometry (θ-2θ) at XPD
beamline of the Brazilian Synchrotron Laboratory (LNLS) on 29/08 - 02/09 of 2017 with
λ = 1.771204 A˚ (the photon energy with this λ is a little less than the Co absorption edge
energy). The proposal number was 20170233 and the proponent was Prof. Dr. Daniele
Freitas from UFF (Universidade Federal Fluminense). I participated of the experiment
and helped with the interpretation of the results. The data analysis was performed by
Prof. Freitas.
The Co3O2BO3 single crystals were synthesized according to Freitas et al. [12] and they
were grounded using the pestle and mortar and sieved by a nylon filter with 5 µm pore
size. The sample was mounted inside a high temperature diffraction chamber developed
by the LNLS staff with a 210◦ window port and temperature changing rate of 10 K/s.
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The diffractograms were collect in the range 10◦ - 60◦ between 300 K and 700 K using
Mythen 1k linear detector from Dectris, with 50 µm pixel size, 1280 pixel, and 2 kHz
frame rate. Unfortunately due to the nature of the samples, like crystal defects, possible
non-uniformity between the lattice parameters of the grains, and effects of preferred grain
orientation, we had a bad grain statistics (powder averaging) and it was not possible
to perform the measurements with the sample rotating due to limitations imposed by
the furnace. To circumvent this problem we performed the measurement using the SPEC
(software package for controlling X-ray diffraction experiments) measurement mode known
as powder mode, where for each 2θ-arm position the θ angle would vary slightly around
its central position (about ±0.1◦). Although the problems with the grain statistics were
substantially reduced, the data quality did not allow for a Rietveld refinement of the
structural parameters (atomic positions, Debye-Waller factors, etc). However, we succeed
on applying a pattern matching method (or Le Bail method) to study the evolution of
the lattice parameters with temperature.
4.3 Results
Figure 4.1 shows the values of the lattice parameter a, b and c as a function of temperature.
The space group of the unit cell does not change over all studied temperature range,
but the lattice parameters show an unusual behavior between ∼ 400 K and ∼ 500 K.
Lattice parameter a compresses about 0.65% and parameters b and c expand about 2%,
regarding their mean value. To verify hysteresis effects we measured the diffractogram
in 4 runs. The first run we went from low temperature to high temperature we collected
diffractograms from high to low temperature (2nd run) and then again raising and lowering
the temperature (3rd and 4th run). As one can see, the four runs match each other showing
that no visible hysteresis effects are identified. This excludes the possibility that these
anomalies in the lattice parameter are caused by thermal degradation, or oxygen vacancy
as seen in LaCoO3 at 800 K [36].
4.4 Discussion
In Fig. 4.1 (a) we see an abrupt compression of the unit cell in the a direction between ∼
400 K and ∼ 500 K. Similarly, the unit cell in the c direction displays a sudden expansion
in approximately the same temperature range. Note that, in absolute numbers the change
in a and c are the same (0.06 A˚), but as a is about three times larger than c, the change
in c is three times larger in relative numbers (change in a is about 0.65% and in b and
c the change is about 2%). The lattice parameter b has a different behavior, it has
a sudden change in its thermal expansion coefficient at ∼ 400 K which is hold in the
whole temperature range analyzed above 400 K. The volume follows the same trend as
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Figure 4.1: a), b) and c) Lattice parameters a, b and c in A˚ of Co3O2BO3 as a function of
temperature, respectively. d) Volume of the unit cell in A˚3 as a function of temperature.
Shaded blue areas and arrows indicates abrupt changes on the lattice parameters and
volume behavior.
b. These anomalies in the lattice parameters of Co3O2BO3 will be discussed and related
to charge ordering effects in chapter 7. Furthermore, note the this structural anomalies
are not related to pair formation as in Fe3O2BO3, because dimerization of 424 ladder is
accompanied by a space group change, and doubling of the c lattice parameter [13], which
is not observed here for Co3O2BO3.
4.5 Summary and conclusions
• Anomalies observed in the lattice parameters of Co3O2BO3.
• Abrupt compression and expansion (0.06 A˚) of a and c between ∼ 400 K and ∼ 500
K, respectively.
• Sudden change in the expansion rate of b at ∼ 400 K.
• Sudden change in the volumetric thermal expansion coefficient of the material at ∼
400 K.
• Structural transition not related to pair formation as in Fe3O2BO3.
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5
X-ray absorption spectroscopy
(XAS) at the Co K edge
5.1 Introduction
The absorption coefficient µ(E) measures how strongly X-ray (or any other kind of radia-
tion) is absorbed by the material and it is typically measured as a function of the photon
energy. When a X-ray photon reaches the material it can either interact or not with the
material. The phenomenon is analyzed in a probabilistic way in which the probability of
interaction depends on the photon energy and momentum, and the material. Depending
on how the interaction happens we say that the photon was scattered or absorbed. The
scattering process can be either elastic (ω = ω′) or inelastic (ω 6= ω′). Thomson scattering
is an example of elastic scattering by a free charged particle while Compton scattering
is an example of inelastic phenomenon. The absorption can occur in several ways like
photoelectric effect or Auger effect, and the point is that some of these events are way
more probable to happen than others depending on experimental parameters, e.g. photon
energy and photon momentum. Experimentally we tend to focus only on one process or
another. Moreover, for some specific values of energy there are some steps in the absorp-
tion coefficient that are associated with certain absorption edges. The discontinuities in
the absorption coefficient are caused essentially by photons that have enough energy to
“knock out” bounded electrons.
To extract the absorption coefficient µ(E) experimentally, we may apply Beer’s law
[69],
I(x) = I0e
−µρx (5.1)
where I(x) is the X-ray beam intensity as it passes a distance x through the sample, I0
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is the intensity before the beam reaches the sample, ρ is the mass density of the material
with unit of (mass/volume). Sometimes µ is called total absorption cross section σ1,
yielding to σ = µ.
Being ρ and x constants (sample density and sample thickness, respectively), in order
to know µ we must only measure I0 and I(x). Normally we are not interested in the
absolute value of µ so the constants can be disregard and a simplified version of equation
5.1 would be µ ∝ log(I/I0). Note that the detectors don’t need to be exactly equivalent for
comparison, e.g. if I0 is more sensitive than I by a multiplicative factor, then the natural
logarithm of the I/I0 rate “turns” this multiplicative factor into an additive constant
applied to the whole spectrum. This is not a problem as we are only concerned of the
relative intensities in the absorption spectrum.
The absorption coefficient µ may obtained using two detectors, one that measures the
incoming intensity (I0) and another that measures the intensity downstream the sample
(I(x)). There are typically three setups used for measuring µ. The Transmission Mode
(TM), in which one measures the photos just after the sample. The Fluorescence Mode
(FM) measures I by measuring the photons that are created during the absorption/decay
process (typically, the fluorescence detector is placed 90 degrees relatively to the beam).
The last mode is the Total Electron Yield (TEY mode), ejected Auger electrons trigger
an “avalanche” like effect by removing electron from near by atom, which remove other
electrons and so on. Eventually, electrons reach the surface and leave the material, causing
a net positive charge on the sample. An electron current is needed to replace the ejected
electrons, which may be detected by a nanoamperimeter. The TEY mode is used when
the X-Ray energy is such that the beam does pass through the sample, being commonly
employed on the soft X-ray region.
The X-ray absorption spectrum is typically divided into two regimes: X-ray absorp-
tion near-edge structure (XANES) and extended x-ray absorption fine-structure structure
(EXAFS). The former is assigned to the structure close to the absorption edge (about 50
eV around the edge) and the latter extends over ∼ 1000 eV above the edge. Though the
two have the same physical origin, this distinction is convenient for the interpretation.
Usually, XANES is strongly sensitive to formal oxidation state and coordination chem-
istry (e.g. octahedral, tetrahedral coordination) of the absorbing atom, while the EXAFS
is used to determine the distances, coordination number, and species of the neighbors of
the absorbing atom. The term X-ray absorption fine structure (XAFS) is a broad one,
and many terms have been introduced trough the years to refer to the fine structure, e.g.,
EXAFS , XANES, NEXAFS (Near Edge XAFS), SEXAFS (Surface EXAFS) and many
others. The physics behind each of them is fundamentally the same, although different
1Usually, the cross section is a quantity defined in classical and quantum mechanics to model particle
scattering from a potential and it usually depends on the angle of scattering. Here, σ embrace all kinds
of interactions.
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approximations, techniques, and terminologies may be used.
5.2 Experimental details
The experiment to measure the X-Ray absorption spectrum of the Cobalt K edge was
held at LNLS at the XAFS2 beamline. On January 25 to 27, 2017 (proposal number
20160734) we measured the X-ray absorption coefficient at the Co K edge trough trans-
mission mode of pure Co3O2BO3 at various temperatures below room temperature. In
addition, we measured Sn doped Co5Sn(O2BO3)2 and standard Co compounds at room
temperature. After X-ray diffraction experiments suggested a structural transition at
high temperatures another proposal was sent to the XAFS2 beamline (proposal number
20170445) and a new experiment happened on October 02 and 03, 2017. We measured the
X-ray absorption coefficient through the transmission mode at the Co K edge of powder
pure Co3O2BO3 at several different temperatures above room temperature and up to 870
K. Data normalization was done using ATHENA [70], which is a common software for
XAS data processing. The spectrum of metallic cobalt was used for energy calibration.
The Co3O2BO3 and Sn doped Co5Sn(O2BO3)2 single crystals were synthesized accord-
ing to Freitas et al. [12] and Medrano et al. [71], respectively. We measured polycrystalline
samples made from ground single crystals sieved by a nylon filter with 10 µm pore size.
The X-ray beam at the sample had about 450× 250 µm. For low temperature measure-
ments the samples were attached to a circular membrane made of polyvinylidene fluoride
through a filtration process which ensure that the sample is distributed uniformly over
the membrane. The amount of sample was calculated to give a reasonable absorption
jump. Over the sample we applied liquid clothe starch to protected it from falling down.
A cryostat model Omniplex CS204*F-FMX-19OP from ARS was used.
For the experiment at high temperatures we used a furnace developed by the LNLS
staff. The sample holder required our sample to be diluted in boron nitride and molded
in a circular shape, just like a tablet. The tablet diameter was 13 mm and it held 100
mg of material. The powdered sample and the boron nitride in the right proportion were
mixed in the mortar and then put in the mold. An hydraulic press is used to compact
the mixture into the mold using a pressure of about 4 ton.
5.3 Results
Figure 5.1 shows the normalized Co K edge spectra of Co3O2BO3 and reference com-
pounds at room temperatures. The spectra are in accordance with the general notion
that higher valence states shift the spectra to higher energies as indicated by the ar-
rows [72, 73]. The inset in Fig. 5.1 shows a zoom of the pre-edge region. At this
region, Co3O2BO3 and LaCoO3 have two visually distinct peaks, where the higher energy
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Figure 5.1: Normalized XAS spectra at the Co K edge at room temperature of a) LaCoO3
as a trivalent Co reference, b) pure Co3O2BO3, c) Sn doped Co5Sn(O2BO3)2, and d) CoO
as a divalent Co reference. The inset shows a zoom of the pre-edge region.
peak of LaCoO3 is much more intense than the one of Co3O2BO3, while the spectra of
Co5Sn(O2BO3)2 and CoO do not present this higher energy peak at the pre-edge region.
Figure 5.2 (a) shows the normalized Co K edge spectra of Co3O2BO3 for two different
temperatures, where seven distinct features are denoted from letters a to g. Features a
and b are named the pre-edge structure are going to be discussed in more detail in the
discussion (they are related to transitions to empty 3d states). Features c and d are about
10 eV and 4 eV below the main transition (feature e), respectively, and are difficult to
assign. Feature e is assigned as the main Co 1s− 4p dipole transition and features f and
g are related to multiple scattering effects and backscattering from neighboring ions [74].
Note that a rigorous and unambiguous assignment of features is difficult, especially in the
absence of polarized spectra, and is outside the scope of the present work.
Co K edge spectra of Co3O2BO3 has a clear dependence with temperature as one can
see in Fig. 5.2 (a). By inspection, it is straightforward to notice a change in the position
of the feature e. On warming, the intensity decreases and this peak experiences a shift
toward lower energy. Feature g also shows a clear shift. The pre-edge region is highly
dependent on temperature as depicted in the inset of Fig. 5.2 (a). Figure 5.2 (b) shows the
difference spectrum obtained from subtracting spectra at different temperatures from the
room temperature spectrum. Below room temperature there is no clear spectral change.
In order to better understand the temperature dependence of the features we fitted
the spectra in the XANES region up to ∼ 30 eV above the edge. At higher energies
multiple scattering effects are dominant and they do not have significant influence in
the near-edge features. Figure 5.3 (a) shows the fited curve for the spectrum at 300 K.
Pseudo-voigt curves (weighted sum of a gaussian and a lorentzian curve) were used to fit
the peak-like features. Features a, b, d and g showed mainly Gaussian character for all
temperatures, while features c, e and f had Gaussian character varying from 25% to 55%
percent. To account for the step-like shape of the absorption discontinuity that results
from the lorentzian shape of the initial 1s state, we used an arc-tangent function together
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Figure 5.2: a) Comparison of the Co3O2BO3 K-edge absorption spectra at 300 K and
800 K. The inset shows the pre-edge region. Difference spectra obtained by subtracting
b) high temperature and c) low temperature spectra at different temperatures from the
room temperature spectrum.
with a linear and a constant term.
Feature c is hard to visualize by inspection because its position almost matches the
center of the arc-tangent function. However, there is a subtle change in the slope of the
raising of the absorption intensity at about 7715 eV that can not be fitted without this
peak. Figure 5.3 (b) shows the second derivative of the spectrum at 300 K. Peaks in
the absorption spectra shows up as negative peaks in the second derivative. The second
derivative of a arc-tangent function has a positive peak right below its center and a
negative peak right above, notice that the positive peak at 7716 eV is asymmetric with
respect to the negative peak at 7719 eV as the negative peak is much stronger than the
positive one, this is a clear indicator of the existence of the feature c in the spectrum.
The calculated (fited) values of the integrated intensity and energy central position
of features as a function of temperature are shown in Fig. 5.4. We see that below room
temperature the values remain stable and substantial changes in the absorption spectra
occurs only above room temperature. From Fig 5.4 (a3-e3) we see that most features
have a shift towards lower energy which starts at about 400 K. Features c, d, and e shift
about 0.8 eV toward lower energies and feature b shifts about 0.4 eV, while feature a
is the only feature that shfts to higher energy (about 0.3 eV). Regarding the integrated
intensity shown in Fig. 5.4 (a2-e2), pre-edge feature a has an increase of about 50% while
features b and c shows a continuous decrease that goes as low as 50% reduction at 800 K.
Features d and e remain about the same through all temperature range, although feature
d shows a slight enhancement of about 10%.
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Figure 5.3: a) Fitting used to extract the contribution of each feature to the full absorption
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Figure 5.5: Sigma bonding interaction between two ligand orbitals and the transition-
metal (a) dz2 orbital and (b) dx2−y2 orbital. (c) Pi bonding interaction between four
ligand orbitals and metal dxy orbital. Figure adapted from Ref. [75].
5.4 Discussion
Molecular orbital (MO) theory uses group theory to describe the bonding in molecules.
Molecular orbitals, as atomic orbitals, may be found by solving Schro¨dinger’s equation
of the system. Typically, such a solution cannot be found and one resort to approxima-
tion methods. Approximate solutions to these molecular Schro¨dinger equations may be
constructed from linear combinations of atomic orbitals (LCAO). The MO+LCAO the-
ory predicts that for a molecular orbital to form (for the bond to be energy favorable),
the atomic orbitals from two ions must overlap significantly. This overlap between two
orbitals is enhanced when (1) the orbitals are close in energy, (2) they have the same kind
of symmetry, and (3) the atoms or ions are close enough to each other. When these cri-
teria meet, a molecular orbital forms. Sometimes, in heteronuclear molecules the energy
gap between the interacting atomic orbitals is so large that the concentration of electron
density is increasingly biased toward the more electronegative atom in the bonding molec-
ular orbitals. At this limit, it is said that the electrons are “bound” close to the more
electronegative atom rather then say that the two entities share the electrons. This is the
ionic limit that characterizes the idealized picture called an ionic bond. The other end of
this limit, where the electrons is perfectly shared (the electronic cloud expands equally
around the two atoms forming the bond), characterizes a covalent bond. In reality, bonds
are not purely ionic or covalent and all of them have some ionic and covalent character.
A more thoroughly discussion on MO+LCAO theory may be found in Ref. [75].
The bonds between atomic orbitals may be assigned different names depending on
how the orbitals overlap each other. When two atomic orbitals overlap in such a way that
their respective symmetry axes are parallel to each other the bond is called Sigma bond
(σ bond), see Fig. 5.5 (a) and (b). Another type of bond happens when these symmetry
axes are not parallel, see Fig. 5.5 (c). This bond is called Pi bond (pi bond), these are
typically less strong than sigma bonds, as the overlap between the atomic orbitals is small.
To help our discussion, Fig. 5.6 shows the molecular orbitals for a transition-metal ion
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Figure 5.6: Molecular orbital scheme of a (a) small octahedral with a strong overlap
between the orbitals (that favors a LS state) and a (b) big octahedra with small overlap
of the orbitals involved in the bonds (which favors a HS state). The central atom is a
transition-metal (Co) and the 6 ligands are oxygen ions. The energy level from the oxygen
side are the ones from the 2p orbitals that point towards the central atom (creating σ
bonds).
in a controsymmetric octahedral environment. The six O 2p atomic orbitals point toward
the central atom forming sigma bonds with the central atom (pi bonding contribution are
typically small and can be disregarded [75]). Electrons of the previously fully occupied
oxygen 2p orbitals fill all the bond orbitals, which are named after their symmetry: a1g,
eg, and t1u. The electrons from the transition metal 3d orbital fill the non-bonding orbital
t2g and the anti-bonding orbital e
∗
g. The way the electrons organize themselves in these
two orbitals give rise to the so called high spin and low spin states, see Figs. 5.8 (a) and
(b). Figure 5.6 (a) shows an illustrative scheme of a small octahedra, where the ligands
are close the central ion and the metal-oxygen interaction (overlap) is stronger, thus the
energy separation ∆ is big. In this case, it is energy favorable for electrons to fill the t2g
level(LS state), if the separation is small enough (big octahedra - 5.6 (b)), the electron
paring energy is bigger than the ∆ separation and the electrons distribute over both t2g
and e∗g orbitals, giving rise to a HS state.
In Figs. 5.6 (a) and (b) we see that if an octahedra increases size the interactions
inside this octahedra get smaller, which results in the anti-bonding level laying lower in
energy. Therefore, the shift of the spectra features b to e from low to high temperatures
is consistent with a increase of octahedral size, and consequently an increasing of the
mean of Co-O distances, and lastly an overall increasing of the unit cell size. This agrees
with lattice parameter behavior discussed in chapter 4, where around 400 K the material
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presents a change in the volumetric thermal expansion coefficient.
The pre-edge structures provide information about the empty 3d energy levels. In the
pre-edge region we have two features, a and b. Features a and b have been extensively
studied by de Groot and Vanko´ et al. using RIXS and HERFD-XANES in other cobalt
oxides [76, 77]. Feature a correspond to 1s3d quadrupolar transitions, while feature b is
due to non-local excitations to second-shell metal 3d sites. This non-local wxcitation is
described as a dipole 1s− 4p transition to the 4p character of the 3d-band, and is related
to M(4p)-O(2p)-M’(3d) intersite hybridization between two metal Co ions in a octahedral
environment connected by an oxygen. In the ground state, the energy of this non-local
hybridized state is close to the energy of the regular 3d states, but core-hole screening
pull apart the local and non-local contributions in the pre-edge of the XAS spectra.
Feature b is only present in the absorption spectrum when the material presents neigh-
boring octahedra and the Co-O distances are short enough and is typically found in low
spin trivalent cobalt oxides [76, 77]. For example, Co(acac)3 has short Co-O distances,
but do not have neighboring octahedra, CoO has neighboring octahedra, but the Co-
O distance are large (∼2.13A˚) and both compounds do not present this non-local peak.
Therefore, the intensity of this peak is a good way to probe the Co-O distances, i.e., if the
Co-O distances are short, there is more overlap between the atomic orbitals and feature
b gets more intense. LiCoO2, LaCoO3, AgCoO2 and EuCoO3 are examples of compounds
that meet the requirements for having a non-local peak. Typically, the Co-O distance
must be of order ∼1.9 A˚ for this non-local hybridization to be energy favorable. More-
over, the angle associated to the Co-O-Co structure is also a parameter for this non-local
hybridization, where the ions aligned at 180◦ favors the hybridization, because at straight
angles the O 2p orbital that mediate the hybridization is the same for both neighboring
Co’s. This is the reason why the non-local peak of LaCoO3 is much more intense than
the one for Co3O2BO3 as seen in Fig. 5.1. LaCoO3 have corner-sharing octahedras and
the same oxygen 2p orbital hybridizes with the two neighboring Co’s, while edge-sharing
octahedras cannot hybridize through the same O 2p orbital. This is illustrated in Fig.
5.7.
Co3O2BO3 have Co-O and Co-Co distances short enough to be capable of non-local
hybridization. For instance, site 4 is the most symmetric octahedral site and presents the
shortest metal to oxygen average distance (∼ 1.96 A˚) and Co(4)-Co(2) have the shortest
metal to metal distance (2.7510 A˚), see table 1.1. These two sites build the 424 ladders
and are connected by O(5), forming a Co(2)−O(5)− Co(4) sequence, where at 293 K
the Co(2)−O(5) distance is 2.118 A˚ and the Co(4)−O(5) distance is 1.963 A˚, the total
distance is 4.081 A˚. Note that, although Co(4)-Co(2) have the shortest metal to metal dis-
tance, the shortest metal-oxygen-metal distance is between Co(3)−O(3)− Co(4) (3.879
A˚). Other short Co−O− Co distances are Co(1)−O(3)− Co(4) and Co(1)−O(3)− Co(3),
3.934 A˚ and 3.957 A˚, respectively. All the other Co−O− Co distances are above 4 A˚.
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Figure 5.7: Schematic representation of the intersite hybridization typically found in
cobalt oxides for the case with (a) corner-sharing and (b) edge-sharing octahedras.
When doping Co3O2BO3 with Sn
4+ ions the Co-O distances are larger (> 2 A˚) compared
to the pure Co3O2BO3 [71] and the spectrum of Sn doped samples does not present the
non-local peak as seen in Fig. 5.1.
Figure 5.4 (b2) shows that the integrated intensity of the non-local peak starts to de-
creasing at some temperature close the anomalies in the lattice parameter, this decreasing
suggest a structural change where the octahedra environment seems to be increasing in
size and reducing the overlap between the orbitals associated to the non-local hybridiza-
tion and consequently reducing the contribution of the non-local peak (feature b) to the
XAS spectrum. Note that the trend of feature c is very similar the trend in feature b,
which suggests that feature c is also related to some other non-local hybridized state and
also depends on the Co-O distances and/or angles.
Features d and e do not change their integrated intensities and remain about the same
through all temperature range (although feature d shows a slight enhancement of about
10%). They are both associated with local transitions which do not depend upon the
Co-O distances at first approximation. The most intense feature (feature e) is associated
with the main 1s− 4p dipole transition, while feature d is 4 eV below the main transition
and its assignment is not straightforward. For instance, it might be associated with a
Ligand to Metal Charge Transfer (LMCT) [78, 79, 80] or it could be related to multiple
scattering effects of the photoelectron [81] or even to 1s − 4p dipolar transition from a
specific Co site, although this does not seem likely due the large energy separation from
feature e (4 eV).
Feature a is assigned as a local 1s − 3d transition [76, 77] and is the only one that
does not shifts toward lower energy on warming. Firstly, note that the 3d energy level is
separated between the non-bonding t2g and the anti-bonding e
∗
g level, where the energy
of the t2g does not depend on the Co−O distances and therefore must not change as
the octahedra grows bigger. On the other hand, the energy of the e∗g level decreases as
the octahedra grows bigger and this should have been seen in the XAS spectrum as a
sharpening and/or shift of feature a, but instead what is observed is a small shift to lower
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energy. To explain this discrepancy, we must notice that Co3+ is a d6 ion (6 electrons in the
3d level), therefore, its HS state may present a small Jahn-Teller distortion (the LS state is
Jahn-Teller inactive). It is energetically favorable to have the octahedra slightly squashed
(tetragonal compression) and this compression splits the e∗g and the t2g levels as depicted
in figure 5.8 (c). We see that the partial filled dz2 level lays higher in energy then the e
∗
g
level, but the dx2−y2 , dxz, and dyz energy levels lay lower, and this would be observed in
the XAS spectrum as a blue shift of the feature a depending upon the energy split δ1 and
δ2. The increment of the integrated intensity of this peak could also be explained by the
hypothesis of a growing distortion of the octahedral environment allowing dipole transition
to the p character of 3d levels of non-centrosymmetric octahedra – this could be probed by
the dependence of this peak upon the X-ray beam polarization, since the p and d character
of molecular orbitals have different angular distributions [82]. Another indicative of this
distortion is pointed out by Freitas et al., who calculated the Vzz component of the electric
field gradient (EFG) on the different Co sites. This parameter is a measure of the deviation
of the environment from symmetric octahedra and they found that site 4 has the smallest
Vzz, showing that this is the most symmetric metal-transition site. It is interesting to
notice that this parameter increases upon warming up going from 0.0145 e/A˚3 at 2 K
to 0.0322 e/A˚3 at room temperature. The authors pointed out this is an indicative
that the octahedral environment of site 4 is moving away from the perfect octahedra as
temperature is raised [21]. Finally, we may speculate that this increasingly distortion of
site 4 upon warming could be related with the increasing of the HS Co3+ population, as
the octahedral environment of high spin trivalent d6 ions is slightly squashed. This is a
simplistic description and feature a is more complicated than it seems. For instance, de
Groot et al. has showed by HERFD-XAS [77] and simulations that this local peak has a
rather complicated structure containing about 3 to 4 components. This structure cannot
be seen within the resolution we have with conventional XAS experiments. Moreover, this
peak may also have the contribution of 1s−3d transition of HS Co2+ ions (from 4 different
crystallographic sites) that frustrate a more quantitative description of this peak.
The overall behavior of the K-edge XAS spectrum of LaCoO3 mimics surprisingly well
the behavior the Co3O2BO3 K-edge. The integrated intensity of feature a increases while
the one of feature b decreases [83]. Medarde et al. associated this K edge behavior to
a LS-HS transition [83], but the re-interpretation of the two pre-edge features as local
and non-local transition suggested by Vanko´ et al. and de Groot et al. [76, 77] shades
doubts into such direct association. Moreover, if K edge behavior were an indicative of
a LS-HS crossover as proposed by Medarde et al. the t2g and e
∗
g separation would be
twice as large as the one observed in the O K edge [84, 85]. In addition, K edge XAS
spectrum of LaCoO3 suggested that the LS-HS crossover to occur between 0 to 300 K, but
recently XMCD experiments proposed that the crossover extends to higher temperatures,
where the HS population is zero at 0 K and it keep slowly increasing up to 40% at 650
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Figure 5.8: Energy level scheme of (a) LS and (b) HS state electron configuration and
the (c) Jahn-Teller distortion of a d6 HS ion. The energy levels in these schemes are not
to scale and it does not account for band structures.
K, see Fig. 2.3 [38]. Arguably, the typical resolution of Co XAS K edge experiments is
not sufficient to identify unambiguously LS-HS transitions and the interpretation of the
K absorption edge seems to be more reliable if done in terms of structural arguments.
For instance, Radaelli et al. showed that LaCoO3 has structural anomalies at the same
temperature range of the anomalies found in its K edge absorption spectrum [36]. This
strongly suggests that anomalies in the K absorption edge seen here for Co3O2BO3 and
the ones for LaCoO3 are more related to structural changes than to LS-HS transitions.
In this direction, the possible connection between the Co K edge XANES measurements
shown here and the XPD results given in Chapter 4 is likely to provide further insights,
and will be further explored in Chapter 7.
5.5 Summary and conclusions
• Non-local excitations to second-shell metal 3d sites indicating short Co-O distances.
• Diminishing of non-local peak indicates increasing of the mean octahedral environ-
ment size.
• Behavior of feature c similar to the one of feature b indicates that c might be
associated to non-local hybridization effects. Clarification of the XANES features
of Co3O2BO3 might help the assignment of XANES features in other cobalt oxides.
• Pre-edge local peak indicates that anomalies in the lattice parameter may be ac-
companied by a distortion of the octahedra in Co3O2BO3.
• K edge absorption spectrum responds better to structural anomalies as resolution
seems not to be sufficient to resolve LS-HS transitions.
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6
X-ray absorption spectroscopy
(XAS) at the Co L2,3 edges
6.1 Introduction
When dealing with transition-metal atoms like Co, Fe, and Ni, one is often interested in
obtaining information about the 3d energy levels, which can be obtained from XAS. The
information about the 3d orbitals at K edge XAS spectrum is obtained from quadrupo-
lar transitions from the symmetric 1s core level to empty 3d states. These quadrupolar
transitions are about 10-100 times weaker than dipolar transitions and typically appears
as pre-peaks close to the absorption edge (see chapter 5). The analysis of the pre-peaks
is challenging mostly due to its natural low intensity and its closeness to the absorption
edge, which cast a strong background over the weak peak. That is why one often resorts
to XAS at the L2,3 edges, where transition from the 2p states to the empty 3d states hap-
pens by means of dipolar transitions, which makes XAS at the Co L2,3 edge a powerful
spectroscopic tool. In the expense of dipolar transitions, the XAS spectrum is dominated
by multiplet effects due to splitting of the 2p orbitals and XAS spectrum often has con-
siderate structure, in which features are not easy to assign without support of simulations
and polarized spectra. In conclusion, both experimental techniques have their pros and
cons and should be used in a complementary manner.
6.2 Experimental details
We measured the Co L2,3 XAS spectrum from 6 K up to 400 K of pure and Sn doped
Co3O2BO3. The experiment was held at the PGM beamline of LNLS on May 17-20,
2017 (proposal number 20160805) and our local contact was Dr. Pedro Schio de Noronha
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Muniz.
The energy range of 2p→3d transition in Co atoms fall in the energy range of soft X-ray
and transmission (or fluorescence) modes are not the best option. In this work we have
measured the Co L2,3 XAS spectrum by the Total Electron Yield (TEY) mode, which
entails in the probabilistic phenomenon that instead of emitting a photon, a decaying
electron may transfer energy to nearby bound electrons and this bound electron may
be ejected from the material if it is close enough to the surface causing a net positive
charge on the sample. An electron current is needed to replace the ejected electrons and
keep charge neutrality over the material. This reposition current is proportional the XAS
spectrum and may be detected by attaching electrodes to the sample.
Since TEY mode is surface sensitive, a small flat diamond file was adapted inside the
ultrahigh vacuum chamber so we could scrap the samples’ surface. The spectra before and
after scrapping displayed no visible difference. The vacuum chamber was placed inside
an Oxford Superconducting Magnet that allows ± 9 T along the beam direction and ±
4 T perpendicular to the beam direction. Moreover, the X-ray beam had about 450 x
250 µm. The spectra energy calibration was performed based on the lowest energy peak
at 777 eV (see arrows in Fig. 6.1), which are characteristic of HS Co2+ in an octahedral
environment (as can be seen in the CoO spectrum in Fig. 6.2 (e)) and is present in all
Co3O2BO3 and Co5Sn(O2BO3)2 spectra, see Fig. 6.2 (c) and (d). The temperature range
was limited to 400 K because above 400 K there was a spurious current even without
X-ray beam. We still do not the real reason for this spurious current, as this beamline
had never been used at temperatures above room temperature, to our knowledge. This
spurious current could be related to the beamline or it could be characteristic of sample.
The Co3O2BO3 and Sn doped Co5Sn(O2BO3)2 single crystals were synthesized ac-
cording to Freitas et al. [12] and Medrano et al. [71], respectively. The Co3O2BO3 single
crystals were ground using a mortar and pestle and sieved using a nylon filter with 10
µm pore size. The samples were glued to the metallic sample holder using silver epoxy
EPO-TEK R© H21D. Sn doped single crystals were glued to the sample holder in random
orientations. The glue drying time depends on the temperature applied, and in this case,
we used a generic analog hot plate to dry the glue for 30 minutes at ∼ 390 K. The sample
would be then permanently glued to the sample holder. Also, the discontinuity in the
spectra related to electron transitions to the continuum of states were fited using two
arc-tangent functions, see Fig. 6.1 (b). The bound conditions imposed to the fit model
were that the L3 step size must be twice L2, because the number of electrons at the 2p3/2
energy level is twice the one at 2p1/2. Also, the edge positions were fixed at 781 eV and
795.5 eV.
Below room temperature the spectra were dominated by surface charging effects, see
Fig. 6.1 (a) and were excluded from our analysis. In Fig. 6.1 (a) the intensity above the
L3 edge is below the zero intensity line, which is an unphysical result. This is typically
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Figure 6.1: The Co− L2,3 XAS spectra of Co3O2BO3 at (a) 8 K and (b) room temperature.
Dashed line indicates the 0 intensity line in (a), and the red line in (b) is the 2 step-like
curve used to fit the absorption discontinuity at the edges (see text). The arrows indicate
the lowest energy peak characteristic of HS Co2+ in a octahedra environment.
found when using the TEY mode for XAS measurements on highly insulating materials,
where charging effects inside the sample change substantially the drain current measured
in the TEY mode leading to a distorted spectrum [86]. This problem may be avoided
in powdered samples by mixing it with graphite [87], or carbon black [88]. Moreover,
the spectra may be corrected computationally by an algorithm that rely on parameters
obtained by intensity time scans, where one monitors the TEY intensity as a function
of time at an fixed energy [86]. A more robust way to eliminate charging effects is to
probe the insulating sample by electron energy loss spectroscopy (EELS), where changing
effects are absent provided the same incident current is used throughout the measurement
[86]. EELS measured intensity is, at first approximation, also based on the dipole matrix
elements between the initial and final states and lead to similar conclusions as XAS. For
temperatures above room temperature the conductivity of Co3O2BO3 increases [40] up to
a point where charging effects are not apparent in the XAS spectra anymore (see Chapter
3).
6.3 Results
The pre-edge region of a Co K edge XAS probes the empty 3d levels and gains intensity
mainly due to quadrupolar transitions (or to dipolar transitions where the p character
of the 3d levels are significant), however, the Co K-edge pre-edge peaks are too broad,
relatively weak and poorly resolved, and it is difficult to assign the Co ions spin state.
To that end, we turn to the more sensitive XAS at the Co L2,3 edges, which comprehend
dipolar transitions to the Co 2p to the empty 3d levels offering a powerful tool for electronic
structure characterization that is sensitive to the metal valence state, ligand coordination
geometry, hybridization with the O 2p ligands, crystal field parameters, and electron-
electron interactions such as 2p-3d (or 3d-3d) Coulomb and exchange integrals. Figure
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Figure 6.2: The Co− L2,3 XAS spectra at room temperature of (a) Sr2CoO3Cl [89] as a
Co3+ HS reference, (b) EuCoO3 [89] as a Co
3+ LS reference, (c) Co3O2BO3, (d) Sn doped
sample Co5Sn(O2BO3)2, and (e) CoO [90] as a Co
2+ HS reference. As described in the
text, all spectra containing Co2+ were aligned so the lowest energy peak of the L3 edge is
at 777 eV.
6.2 displays the XAS spectrum at room temperature of Co3O2BO3 and Co5Sn(O2BO3)2
together with that of reference compounds Sr2CoO3Cl, EuCoO3 both duplicated from
Ref. [89] and CoO duplicated from Ref. [90]. CoO serve as a reference for HS Co2+ ions
in an octahedral (CoO6) environment. EuCoO3 has Co
3+ ions also in CoO6 clusters in
an LS state [89]. Co ions in Sr2CoO3Cl are trivalent ions in a pyramidal environment
(CoO5), which have been shown to be unambiguously in a HS state [89]. The Sn doped
sample Co5Sn(O2BO3)2 is key to this experiment, because it has no Co
3+ ions and the
Co2+ are found in a crystal environment similar to Co2+ ions in the pure Co3O2BO3 [71].
This allows us to have a approximate XAS spectrum of Co3O2BO3 without the absorption
contribution of the Co3+ ions.
57
6.4 Discussion
The spectra is dominated by the Co 2p core-hole spin-orbit coupling, which splits the
spectrum in two parts, namely, the L3 and L2 white line regions. As expected, the
spectrum of the Sn doped samples resembles very much the CoO spectrum, as it has only
Co2+ in it. The pure Co3O2BO3 spectrum also resembles the CoO spectrum as the charge
neutrality considerations imposes the existence of 2 Co2+ for each Co3+. The signature
of Co3+ ions in the Co3O2BO3 spectrum can be seen at both L3 and L2 edges. At L3
edge, the spectral weight of the Co3O2BO3 XAS spectrum close to 780.3 eV (see dotted
line in Fig. 6.2 (c)) is larger than for the Sn doped samples or CoO. This is a indicative
of the Co3+ presence as Co3+ compounds show a sharp and intense peak at this energy,
as one can see by the reference compounds spectra Sr2CoO3Cl and EuCoO3. Moreover,
this enhancement of the spectral weight at 780.3 eV in Co3O2BO3 shifts the “center of
gravity” of the spectrum to higher energies which is in accordance with the general notion
that higher valence states shifts the spectra to higher energies [72, 73]. At the L2 edge,
the presence of Co3+ in Co3O2BO3 can be noted by the sharpness of the edge. A sharp
L2 edge is characteristic of Co
3+ as one might see by comparing with the Co3+ reference
spectra in comparison with Co2+ standards. These observations reinforce that Co3O2BO3
has indeed a coexistence of Co valence states, while Sn doped sample has only Co2+.
Exploiting the curve of the Sn doped sample (Fig. 6.2 (d)) as a Co trivalent free
spectrum we may subtract it from the Co3O2BO3 spectrum to extract only the Co
3+
contribution to the absorption spectrum. Burnus et al. used a similar approach to show
the existence of Co3+ ions in LaMn0.5Co0.5O3 [90]. As expected, both pure and doped
samples present the lowest energy peak at 777 eV, which is characteristic from octahedral
Co2+ in a HS state. Since the Co2+ ions are found in a similar octahedral environment in
both pure and Sn samples [71], a direct subtraction of the spectra gives us an idea of the
isolated Co3+ spectrum. Figure 6.3 (a) displays the spectra at room temperature of pure
and Sn samples, where they were rescaled so the Co2+ feature at 777 eV has the same
intensity in both spectra. The difference spectrum is shown in blue circles in 6.3 (b) and
(c), where the black curves are Co3+ reference curves for a LS and HS states, respectively.
Figure 6.3 (b) shows that the 300 K difference spectrum remarkably resembles the
LS Co3+ reference spectrum from EuCoO3. At the L3 edge, the difference curve displays
the small bump around 783 eV typical of LS Co3+ and lacks the small bump at ∼ 778.6
eV typical of HS Co3+. At the L2 edge, we note the asymmetrical shape of the edge
leaning towards lower energies, which resembles the LS Co3+ L2 edge in opposition to the
HS which is more symmetrical and broader. Overall, these data seem to be consistent
with low spin Co3+ ions, supporting the presence of a significant fraction of LS Co3+ in
Co3O2BO3.
Note that this is a qualitative analysis and deviations from the mean behavior may
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Figure 6.3: The Co− L2,3 XAS spectra at room temperature with the 2-step-like back-
ground subtracted of (a) pure Co3O2BO3 (black solid curve) and Co5Sn(O2BO3)2 (red
dashed curve). Their difference spectrum (blue circles) multiplied by ∼ 2 is presented in
(b) and (c) together with LS and HS Co3+ reference spectra EuCoO3 [89] and Sr2CoO3Cl
[89], respectively.
occur. For instance, the small oscillations before the main peak indicates that our analysis
does not exclude entirely the contribution of the Co2+ as this region might be associated
with Co2+ impurities [91]. Also, the Co3O2BO3 and Co5Sn(O2BO3)2 spectra might not
be entirely free of charge effects or anisotropies related to the X-ray beam incidence
direction of the propagation vector. The former was naturally reduced by the increase of
temperature and the later by randomly orienting the sample crystals or using powdered
sample. Nonetheless, the difference spectra has led to interesting conclusions about the
spin state of Co3+ ions in Co3O2BO3.
We also have calculated the branching ratio (BR) of the spectra as defined by Thole
et al. as I(L3)/[I(L2) + I(L3)], where I(L3) and I(L2) is the integrated intensity of the
L3 and L2 edges, respectively [92]. BR might attributed to changes in the intensity of
electrostatic interactions depending on the covalent mixing in the compound, but could
also serve as another indicative of the Co spin state. The Co3O2BO3 mean BR at room
temperature is 0.661. A BR value above 0.652 for d6 and d7 ions is a clear signature of a
HS state, and a BR > 0.652 is expected for our compound since 2/3 of the Co ions are
HS Co2+ ions. The BR for LS d6 ions oscillates from ∼ 0.495 to ∼ 0.652.
6.5 Summary and conclusions
• Coexistence of Co3+ and Co2+ ions in Co3O2BO3.
• Absence of Co3+ ions in Co5Sn(O2BO3)2.
• Presence of LS Co3+ ions in Co3O2BO3 at room temperature.
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Conclusions and final remarks
In this work, we have studied the magnetic, electronic, and structural behavior of the
cobalt ludwigite Co3O2BO3 using a handful of experimental techniques. The first re-
sult we want to bring is the confirmation of the coexistence of Co2+ and Co3+ ions in
Co3O2BO3 and the absence of trivalent ions in the Sn doped Co5Sn(O2BO3)2 through
XAS, as expected by the chemical formulas charge stoichiometry. Then we point out
the existence of two charge ordering transitions at TCO(2D) = 450 K and TCO(3D) ∼
495 K in Co3O2BO3. This raises the question if Fe3O2BO3 also presents such features
and we propose extending the temperature range of experiments in the iron system to
higher temperatures. Moreover, the interpretation given here about the charge ordering
transitions needs to be verified by transport measurements perpendicular to the c axis.
The MxH curve shows the presence of short-range ferromagnetic correlations in this
material even at temperatures as high as 300 K. This weak ferromagnetic component
seems to be proportional to the HS Co3+ population and they are capable of short-range
correlation probably due to the short metal to oxygen and metal-oxygen-metal distances
as evidenced by that non-local hybridization of Co orbitals found by XAS at the Co K
edge. The quantification of HS Co3+ population could be found as done in Ref. [38].
Haverkort et al. quantified the percentage of trivalent ions in a HS state in LaCoO3
comparing X-ray circular dichroism (XMCD) spectra with simulations.
All experimental techniques showed evidence of a LS-HS spin state crossover at some
level, where below 400 K, most of trivalent ions are in a LS state and at 550 K most
of trivalent ions seem to be in a HS state. The spin state crossover might be related
to the anomalies found in the lattice parameters of Co3O2BO3, however, it seems more
likely that these anomalies are more related to charge ordering effects due to the prox-
imity of the transition temperatures. Note that, an ion in a lower oxidation state (e.g.,
Co2+) is typically found in a bigger octahedral environment as compared with an ion
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Figure 7.1: Enumeration of the magnetic, charge ordering, and structural transitions
in (a) Fe3O2BO3 and (b) Co3O2BO3. AF, F, F* and P indicates an antiferromagnetic,
a ferromagnetic, a ferrimagnetic, and a paramagnetic phase, respectively. In the Co
system the F from TN=43 K to higher temperatures means that we have evidence of a
ferromagnetic component proportional to the HS Co3+ population (and thus proportional
to the temperature). The charge ordering is indicated and metal sites with 2+ oxidation
state are omitted. For the Fe system, between 112 K and 70 K the Fe(4a) and Fe(2)
align antiferromagnetically, while the reminiscent sites present paramagnetic behavior and
between 70 K and 40 K the 313 chain align ferromagnetically and this ferromagnetism
slowly fades up to 40 K, where the whole system align AF.
in a higher oxidation state (e.g., Co3+). Therefore, a charge reorganization within the
metal sites might be accompanied by a octahedral size renormalization, and as the oc-
tahedral size changes, the charge distribution must adapt itself to the new environment.
The cause/effect relation of all these phenomena is not straightforward and mimics the
egg and chicken causality dilemma. However, it seems like the charge ordering transition
is triggering a spin state crossover since the delocalization of Co3+ ions within the 424
ladders might cause a trivalent ion to fell into a 2 site, which are a much bigger site than
the 4 site. This may cause the Co3+ ion to change its spin state from LS to HS as a bigger
octahedral environment favors a HS state.
Information about octahedral size environment could illuminate the discussion and
single crystal X-ray diffraction is suggested to shed light on the evolution of the different
octahedral environment. Moreover, XAS at the Co K edge indicates site distortions in
the octahedral environment probably related to trivalent ions sites and information about
site distortion could bring relevant information about the charge ordering mechanism in
Co3O2BO3, as done in Ref. [10] for the warwickite Fe2OBO3, see chapter 3. Another
possible improvement is the extension of the temperature range of experiments in the
iron system to higher temperatures as it could also give relevant information about the
connection between charge ordering, spin state crossover, and structural parameters, as
in Fe3O2BO3 there is no spin state transition (all Fe ions are in a HS state).
In summary, regarding the cobalt ludwigite, we have confirmed the coexistence of
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Co2+ and Co3+ ions, we found two charge ordering transitions TCO(2D) = 450 K and
TCO(3D) ∼ 495 K, anomalies in the lattice parameters, a LS-HS spin state crossover, and
a weak ferromagnetic component presumably associated with the HS Co3+ population
that goes as high as 300 K. Figure 7.1 shows an illustrative comparison of the features
found in the iron and cobalt system, where the only analogous feature is the magnetic
phase at lower temperature, where the whole system is magnetically aligned.
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