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EINLEITUNG 
Es sei G eine zusammenhlngende halbeinfache algebraische Gruppe, die 
iiber einem endlichen Primkbrper F, definiert ist und zerfallt, und es sei r,, 
die endliche Gruppe der Punkte von einer Form G iiber dem K&per mit p” 
Elementen. Deligne und Lusztig haben in [4] Familien von gewohnlichen 
Charakteren von r, konstruiert, die grundlegende Bedeutung fur das weitere 
Studium der komplexen Darstellungen von I-, haben (vgl. [ 111). Ungefahr 
1974 hat Daya-nand Verma eine Vermutung ausgesprochen, wie sich diese 
Charaktere nach Reduktion modulo p durch die Charaktere von 
Weylmoduln ausdrucken lassen sollten. Hier wird in Satz 3.4 seine 
Vermutung bewiesen. 
Der Beweis beruht im wesentlichen auf drei Ergebnissen: dem 
Reziprozitiitsgesetz von Brauer, einem Vergleich der projektiven 
unzerlegbaren r,-Moduln (in Charakteristik p) mit den entsprechenden 
Moduln des n-ten Frobenius-Kerns von G (dazu mu&en Resultate von 
Chastkofsky (31 prazisiert und erganzt werden) und einer Formel von 
Humphreys [7], mit deren Hilfe man die Brauer-Charaktere der zuletzt 
genannten Moduln durch die Charaktere von Deligne und Lusztig 
ausdriicken kann. Urn solche Brauer-Charaktere iiberhaupt definieren zu 
kdnnen und urn danach die notwendigen Rechnungen auszufiihren, werden 
die Untersuchungen zur Darstellungstheorie der Frobenius-Kerne in [9] und 
[ lo] benotigt. 
Als Anwendung zeigen wir in Teil 4, da13 sich die Kompositionsfaktoren 
der modulo p reduzierten Charaktere von Deligne und Lusztig in einer 
generischen Situation aus den Kompositionsfaktoren induzierter 
Darstellungen des Frobenius-Kerns duch Deformierung im Sinn von 
Humphreys [6] gewinnen lassen. 
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1 .PRALIMINARIEN 
1.1. Es sei G wie in der Einleitung. Wir wollen uns auf den Fall 
beschranken, da13 G einfach zusammenhlngend und fast einfach ist. Weiter 
sei K ein algebraisch abgeschlossener Lot-per der Charakteristik p. Wir 
betrachten G als Gruppe fiber K; insbesondere sind G-Moduln endlich 
dimensionale Vektorrlume iiber K. 
Wir wlhlen nun einen fiber F, delinierten und zerfallenden maximalen 
Torus T von G und bezeichnen die Gruppe der Charaktere von T mit X(T), 
das Wurzelsystem von G relativ T mit R und die Weylgruppe mit W. Fur 
jede Wurzel a sei a” die duale Wurzel. In R wahlen wir ein System positiver 
Wurzeln und bezeichnen dann die zugehorige Basis von R mit B, die 
Fundamentalgewichte mit o, (a E B) und die Halbgruppe der dominanten 
Gewichte mit X(T)+. Wir setzen 
X,(T) = {I. E X(T)+ I@, a”) < p” fiir alle a E B}. 
Ferner sei a, E R die grol3te kurze Wurzel und w0 E W das Element mit 
w&3 = -B, aul3erdem p = CaEB w, die halbe Summe der positiven Wurzeln 
und h = @, al) + 1 die Coxeter-Zahl von R. 
Wir fiihren auf X(T) eine Ordnungsrelation ein, und zwar sol1 A <,u fur A, 
p E X(T) genau dann gelten, wenn es nichtnegative rationale Zahlen 
m,(a E B), mit p - A= CaeB m, a gibt. Insbesondere gilt o, > 0 fur alle 
a E B, also ,J > 0 fiir alle 1 E X(T)+ ; fur ,4 E X,(T) ist k < (p” - 1) p. Aus 
A < p folgt (A, a,“) < 01, a:), und J <,u ist zu w,,~ < w,l aquivalent. Es sei 
WP bzw. KP die affine Gruppe, die von W und den Translationen mit 
Elementen aus pZR bzw. pX(i”) erzeugt wird. Fiir w E pP und 1 E X(T) 
setzen wir w . k = ~(1 + p) -p. Dadurch wird eine Operation von pP (und 
W,) auf X(7’) definiert. Wenn wir im folgenden von der Operation von W, 
oder pP auf X(T), von konjugierten Elementen oder Stabilisatoren reden, so 
ist immer diese, urn p verschobene Operation gemeint. Dagegen werden wir 
mit der Operation von W die normale Operation meinen. Es ist W, eine 
affine Spiegelungsgruppe; ihre Spiegelungshyperebenen sind durch die 
Gleichungen (1 + p, a”) = mp, mit a E R und m E Z gegeben und definieren 
ein System von Alkoven in X(T). 
1.2. Es sei Z[X(T)] d er Gruppenring mit der kanonischen Basis 
WNA,x,T,. Fur ein x = CPEXcT) ab) e@) E Z[X(T)] heiBen die ;1 E X(T) 
mit a(n) # 0 die Gewichte von x. 1st V ein T-modul und ist ,l E X(T), so 
bezeichnen wir den Gewichtsraum von V zum Gewicht 1 mit V* und nennen 
ch V= x (dim VP) e&) E Z[X(T)] 
u’ZX(T) 
den Charakter von I’. 
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Fur alle L E X(T)+ sei L(1) der einfache G-modul mit hdchstem Gewicht 
1 und V(L) der entsprechende Weylmodul. Wir schreiben kurz 
~~(2) = ch L(L) und ~(1) = ch V(A) und setzen fur beliebige 1 E X(T) 
x(A) = \‘ det(w) e(w(L + p)) 
SW I 
2: det(w) e(wp); 
WEW 
fiir dominantes 1 stimmt dies mit der alten Definition nach Weyls Charakter- 
formel iiberein, im allgemeinen gilt x(w . A) = det(w) x(n) fiir alle w E W, 
und es ist x(n) = 0, wenn es kein w E W mit w . 1 E X(T)+ gibt. 
Die Weylgruppe operiert durch we@) = e(wJ) fur w E W, 1 E X(T) auf 
Z [X(T)]. 1st V ein G-Modul, so gehijrt ch V zum Ring Z [X(r)] w der 
Invarianten von W in Z [X(7’)]. Die xr,(L) mit 1 E X(T)+ bilden eine Basis 
von ZIX(T)Iw; die Koeffizienten relativ dieser Basis bezeichnen wir mit 
lx: Jv)lG, es gilt also 
x= 1’ 
AsiT)+ Lx: W)lG x,(4 
fur alle x E Z[X(T)] w. 1st V ein G-Modul, so schreiben wir such [I’: L(A)lc 
statt [ch V: L(A.)IG; dies ist die Multiplizitiit von L(A) als 
Kompositionsfaktor von V. 
1.3. Wir bezeichnen den Frobenius-Endomorphismus von G mit Fr und 
seine n-te Potenz mit Fr-n. Eine Darstellung G + GL (v) von G la& sich mit 
Fr-n twisten, das hei& dal3 man die Darstellung G +Fr-n G -+ GL(V) 
betrachtet. Der so konstruierte G-Modul wird mit vFr-‘) bezeichnet. Es gilt 
dann ch(V(F’--n)) = (ch I’)Fr-n, wenn man einen Endomorphismus x-+xFr-” 
von Z[X(T)] durch e(L))Fr-’ = e(p”L) definiert. Nach dem Tensor- 
produktsatz von Steinberg gilt fur alle v E X(7” und 2 E X,(T) 
L(p”v + n> N L(lpn) 0 L(A); 
fur alle x E ZIX(T)lW folgt daraus 
X 
Fr--n= \’ 
U&G)+ Ix: W>lG xpw9. 
Es sei z ein Automorphismus des Dynkin-Diagramms von G. Wir setzen 71 
zu einer linearen Bijektion von X(T) fort, die dann die Fundamentalgewichte 
permutiert, die Ordnungsrelation < erhllt, die Weylgruppe normalisiert und 
rc(a,,) = a,, erfiillt. Wir bezeichnen mit rr such die auf Z[X(T)] induzierte 
Abbildung (exponentiell in der Form e(n)Z = e(n(L)) geschrieben) und einen 
Automorphismus von G, der iiber F, definiert ist (also mit Fr vertauscht), 
der T festhalt, dieselbe Ordnung wie das alte rr hat und dieses auf X(T) 
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induziert. Fur alle 1 E X(7’) gilt also n(A) = A o n- ’ IT. Es sei r,, die Gruppe 
der Fixpunkte von F = n o (Fr - n) = (Fr - n) o n ; dies ist dann die Gruppe 
der Punkte einer Form von G iiber dem Korper mit p” Elementen, und zwar 
von G selbst fur x = 1 und einer nicht zerfallenden Form von G fur 7c # 1. 
Jeder G-Modul ist durch Restriktion ein KT,-modul. Die L(A) mit 
1 E X,(T) sind nach [ 131 such fiir r,, irreduzibel, und jeder einfache Kr,- 
Modul ist zu genau einem solchen L(A) isomorph. Fur einen KT,-Modul V 
und ein 1 E X,(T) bezeichnen wir die Multiplizitlt von L(A) als 
Kompositionsfaktor von V mit [V: L(L)]rn. Fur jedes x E Z[X(T)]” und 
A E X,(T) setzen wir 
(1) 
1st V ein G-Modul, so gilt dann offensichtlich stets 
[v: L(A)],, = [ch T/: L(A)],,, 
1st G + GL( V) eine Darstellung von G, so erhalten wir durch Verkniipfung 
mit 71-r eine neue Darstellung G-r”-’ G + GL(V); den so gewonnenen G- 
Modul bezeichnen wir mit vn). Offensichtlich gilt ch(V’“‘) = (ch v)” und 
L(A)(=) = L(n(A)) f tir alle A E X(T)+. Weil die Einschrtinkung von Fr - n 
und C’ auf I-,, gleich sind, miissen vFrmn) und vZ’ als Kr,,-Moduln stets 
isomorph sein. Daher gilt 
If-” : uP>1r, = lx” : Q4lr” 
fur alle x E ZIX(T)Iw und fi E X,(T), und man kann (1) such so umfor- 
mulieren: 
= ,,gT)+ ,Eg(T) [x: L(P”V + n)lG [LW)) 0 W): u4lr,* (2) 
1.4. LEMMA. FCr de x1,x2 E Z[X(T)]” und 1 E X,(T) gilt 
)gT)+ k:r-nX*Xpw)): UP% + n11, 
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Beweis. Die linke Seite ist gleich 
Setzt man nun 
x,(v) F’-nx~‘-nxp(~‘) = 1 [x,wxl: w’)l,Xp(Pnv’ + A’> “‘Ex(r)+ 
ein, so erhalt man oben 
L1 “;(r)+ [x2xMm VP”V + n)lG [x,(v>x1: uF>lG 
= L1 “g(r)+ [x*x,(44): UP”V + n11, [x,bw>x;: Wcu>)lG 
= c ~x~x*x,(~n(v)): UP”V + A)lG, ” EX( T) 
also die Behauptung. Dabei haben wir die Gleichung 
[x: L@)lc = [x”: L(rc&))] benutzt, die wegen ch L(z(,u)) = (ch L(U))” trivial 
ist. 
1.5. Den G-Modul L((p” - 1)~) = I’((@ - 1)~) bezeichnen wir mit St, 
und nennen ihn Steinberg-Modul. Als KT,-Modul ist St, nach [ 131 
gleichzeitig einfach und projektiv; er ist bis auf Isomorphie der einzige KTn- 
Modul mit dieser Eigenschaft. 
SATZ. Fzik alle ,y E Z [X( T)] Wgilt 
Beweis. Wir benutzen Induktion iiber das Maximum der 01, a:), wobei ,LI 
die Gewichte von x durchliiuft. Offensichtlich konnen wir uns auf 
x = x,(p”v + A) mit v E X(T)+ und L E X,(7’) beschrlnken. 
Betrachten wir zuniichst den Fall v = 0; in der Formel des Satzes gilt fiir 
alle nicht verschwindenden Summanden 
also p”p < n@) und damit p”@, a:) < (Z(U), aO”) = 01, a’“), folglich 
(4 a/) < 0. Wegen P E X(T)+ mu13 ,u = 0 sein; daher wird die Behauptung 
zu [x,(L): StnlT, = [xJ)L): StnlG fur 1 E X,(7’). Dies ist aber bekannt, weil 
L(1) fur I E X,(T) such als KT,-Modul einfach ist. 
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Es sei nun v # 0. Wegen x=&,(v) Fr-n x,(1) folgt aus (1.3) sofort 
[x: Stn]r, = [~,(v)“&(n): Stn]r,. Dagegen impliziert Lemma 1.4 
pc;T)+ lxJP”V + A> xpwP>>: UP% + (P” - 1) P)lG 
= x lx,(v>” x,(4 x,(dP>>: UP% + (P” - 1) P)IF’ 
ucX(T)+ 
Daher folgt der Satz fur x, wenn wir ihn fur x’ = &,(v>” &,(ll) kennen. Dazu 
benutzen wir die Induktion; das oben genannte Maximum ist p”(v, a:) + 
(n, ai) fur x und (n(v), a,“) + (A, a,“) = (v, a,“) + (A, a,“) fur x. Da (v, a,“) > 0 
fur v E X(T)+, v # 0 gilt, ist das zweite Maximum kleiner und Induktion 
anwendbar. Damit ist der Satz beweisen. 
Bemerkung. Fiir spezielle x fand sich dieser Satz in der Urfassung von 
]3] fur groBe p und ohne Beweis. Spater gelangen Chastkofsky (zuerst) und 
mir allgemeine Beweise. 
2. PROJEKTIVE u,.T-MODULN UND PROJEKTIVE IV,-MODULN 
2.1. Der Kern des Frobenius-Endomorphismus Fr-n ist eine 
infinitesimale Gruppe G,, der n-te Frobeniuskern von G. Rationale 
Darstellungen von G, sind dasselbe wie u,-Moduln, wobei u, die Algebra der 
Distributionen auf G, ist, die such Hyperalgebra von G, genannt wird. Wir 
werden im folgenden u,-T-Moduln betrachten; das sind u,-Moduln, auf 
denen such T operiert, so da13 die Operationen von u, und T vertriiglich sind. 
Zur genaueren Definition und zu den weiter unten angegebenen 
Eigenschaften sei auf [9] und [lo] verwiesen. Jeder G-Modul ist durch 
Restriktion such ein u,-T-Modul. 
Fur alle p E X(T) gibt es einen einfachen u,-T-Modul L(n,p) mit 
hochstem Gewicht p. Schreibt man p in der Form p =p*v + II mit 1 E X,(T) 
und v E X(T), so gilt L(n,p) = L^(n, A) @ ~(n,p”v); dabei entsteht L(n, A) aus 
dem G-Modul L(n) durch Restriktion, wahrend L^(n,p”v) eindimensional und 
als u,-Modul trivial ist. Jeder einfache u,-T-Modul ist zu genau einem 
i(n,p) isomorph. Fiir alle ~1 e X(T) sei &(n,p) die projektive und injektive 
Hiille von t(n,g) als u,-T-Modul. Einfache (bzw. unzerlegbare projektive) 
u,-T-Moduln sind such als u,-Moduln einfach (bzw. unzerlegbar projektiv). 
Wir fiihren die folgenden Untergruppen von Z[X(T)] ein: 
&F,,= x Z chi(n,p), Su7, = x Z ch &(n,,u). 
ueX(T) rreX(T) 
Sind Q ein projektjver und M ein beliebiger u,-T-Modul, so gilt ch Q E .Pqn 
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und ch M E em’,; da such M @ Q projektiv ist, folgt gn . 95?,, c mn. Jeder 
G-Modul ist such ein u,-T-Modul, also ist Z [X(T)IW c qn. Der Steinberg- 
Modul St,, ist such als u,-T-Modul einfach und projektiv; insbesondere gilt 
wml” * chSt,cfln. 
Jedes ,y E qE hi& sich eindeutig in der Form x = xrrEX(rf a, ch L^(n, P) 
schreiben; wir setzen dann [x: L(n,,~u)] = a,. 1st M ein u,-T-Modul, so ist 
[M: L(n, p)] = [ch M: i(n,b)] die Multiplizitat von L(n, p) als 
Kompositionsfaktor von M. 
Fur alle VEX(T)’ ist .L(v)(“-“) als u,-T-Modul direkte Summe von 
Moduln der Gestalt L(n, p”v’) mit V’ E X(T), und zwar kommt ein t(n,p”v’) 
genau dim L(v)“‘-ma1 vor. Aus L(p”v + 2) N L(v)(~~-~) 0 L(l) fiir L E X,(T) 
folgt daher 
[L(p”v + A): i(n, pnvr + ,u)] = dim L(v)“’ fur A=,u 
=o fiir Lfp 
(1) 
fur alle 1,~ EX,(T), v E X(T)‘, v’ E X(T). Daraus erhalt man fur alle 
x E ZIX(i”)lw, v’ E X(T) und I E X,(T) 
[x: L(n, pV + A)] = C [x: L(p”v + A)], dim L(v)“‘. (2) 
ucX(T)+ 
2.3. Fur alle v E X(T) setzen wir s(v) = CWEWv e&) E ZIX(T)lw. 
LEMMA. Sind x E Z[X(zyW und I E X,(T), so gilt 
[xx,(~(v)>: L(P”V + n)lG 
v&X’(T) + 
= ,,,zT)+ [xWv)): an, P”V + A>]. 
Hier sind auf beiden Seiten fast alle Summanden gleich 0. 
Beweis. Damit ein Summand fur ein v E X(T)+ ungleich 0 ist, mulj es 
ein Gewicht p von x mit p”v + L <p + n(v), also (p” - 1)(11(v), a:) < (u, a:) 
geben. Da ,y nur endlich viele Gewichte hat, gibt es nur endlich viele 
dominante v, die eine solche Ungleichung erfiillten. Nach (2.2(2)) gilt 
l~s(n(v)): i(n, p’v + A)] 
= wEzT) + [xWV)): L(P”P + n)l, dim Lk)“. (1) 
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Andererseits ist 
X&MU = c XS(Z@)) dim L(rr(~))~(“) 
rsxcn+ 
= C xs(n(,~)) dimL(v)‘, 
LlcX(T)+ 
also 
[Xxp(~(v)): m”v + n11, 
= x dimL(v)“[&n(,u)): L(p”v + L)lG. 
uUEX(T)+ 
(2) 
Summiert man die Terme in (1) oder (2) iiber alle v E X(T)+, so erhalt man 
jedesmal 
Daher sind beide Summen gleich; dies war aber gerade die Behauptung des 
Lemmas. 
2.4. Sind M,, M, zwei u,-T-Moduln, so ist Hom,(M,, M,) in 
natiirlicher Weise (durch Konjugation) ein T-Modul. Alle Gewichte von 
Hom,$t4,, M,) liegen in p”X(T), und zwar gilt fur alle v E X(T) 
Horn&V,, M#“” = Hom,,JM, 0 J%, P”v), M,). (1) 
Fiir einen projektiven u,-T-Modul und eine exakte Sequenz 
0 -+ M, + M -+ M, + 0 von u,-T-Moduln ist 
0 + Hom.,<Q, M,) -+ Hom,n(Q, M) -+ Hom,,(Q, MJ + 0 
eine exakte Sequenz von T-Moduln; insbesondere gilt 
ch Hom,,(Q, M) = ch Hom,,(Q, M,) + ch HomJQ, M,). 
Da kurze exakte Sequenzen projektiver u,-T-Moduln spalten, erhalten wir 
eine bilineare Abbildung 
(,>:~x~n’,-z[~“X(T)l, 
mit 
(ch Q, ch M) = ch Hom,(Q, M) 
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fiir alle projektiven (bzw. beliebigen) u,-T-Moduln Q (bzw. M). Aus (1) folgt 
ftir alle A, ,U E X,(7’) und v, v’ E X(T) 
(ch &(n, p’%’ + A), ch L^(n, p”v + ,B)) 
=o fiir L#p 
= e(p”(v - v’)) fiir A=,L 
Fiir beliebige 1 E gn und L E X,(T) liest man nun ab 
(ch &(n, A), x) = 1 [x: L (^& P”V + ~>14p”O 
UPX(T) 
Kombiniert man dies mit (2.2(2)), so erhiilt man fi.ir alle x E Z[X(7’)Iw 
(ch &(n, A), x> = C Lx: JW’P + A)], x&P”. P EX(T) + (2) 
In den Notationen von [3] gilt also 
(ch &h 21, x> = M%,,Ol,(O xl. 
Es gibt einen Automorphismus x t-+ i von Z [X(7’)] mit e@) = e(y) fiir alle 
,U E X(2’). Versieht man den Dualraum V* eines T-Moduls I’ wie tiblich mit 
der kontragredienten Darstellung, so gilt ch V* = ch V. Insbesondere ist @n 
unter diesem Automorphismus stabil. 
Nun haben wir fur drei u,-T-Moduln Q, N, M einen nattirlichen 
Isomorphismus Hom,“(Q @ N, M) N Hom,,(Q, N* @ M) von T-Moduln. 1st 
dabei Q projektiv, so folgt 
((ch Q)(ch N), ch M) = (ch Q, (ch Wch W), 
also 
olxl~x*)= or7xlxz> fur alle ~i,x~Eg~,xEfl”. (3) 
Kombiniert man (2) ftir 1= (p” - 1)~ und (3), so liest man ab, darj ( , ) 
eine bilineare Abbildung 
induziert. 
2.5. Ftir alle ,U E X(T) sei g(n,,~) der universelle u,-T-Modul mit 
hiichstem Gewicht ,UU; es gilt &n, (p” - 1)~) = St, und im allgemeinen 
ch Z(n,p) = e(u - (p” - l)p)(ch St,). Jedes &(n, A) Ial.9 sich durch Moduln 
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J?(n, p) tiltrieren, und dabei gilt ein Reziprozitatsgesetz, insbesondere 
w. [9,3.8]) 
ch &(n, A) = \‘ 
LIEZT) 
[Z(n, ,a + (p” - 1) P): t(n, A)] ch @n, P + (P” - 1) P) 
= ch St, y [-@I, P -PI: qn, /J -P”P)l dp). 
L1 EX(T’) 
Fiir 1 E xnm gilt [Z(n,p - p): L(n, I. -p”p)] = [Z(n, WC1 -P): 
L(n, 1 -pap)] fur alle w E W und p E X(T) nach [ 10, 3.2(l)]. Daher ist 
mit 
ch &(n, ,I) = q(n, A) ch St,, (1) 
Fur alle Gewichte p von q(n, L) folgt aus [ 10, 3.31, 
p -p <f-p + 2P) + wg * A = (p” - 2)p + w,l,< (p” - 2)p, 
also p < (p” - 1)~. Wenden wir w, an, so erhalten wir w& > - (p” - 1)~; 
da die Menge der Gewichte von q(n, ,I) unter W stabil ist, kdnnen wir 
schliel3en, dalj alle Gewichte p von q(n, A) die Ungleichung 
erfiillen. 
-w- l)P<PU((P”- l)P 
Fur alle ,I., p E X,(T) gilt trivialerweise nach (2.4(3)) 
(ch St, 3 sh A) x,W 
= (0, A) ch St, 3 x&4) = (ch &h A>, x,01>) = d,,, . 
Dies zeigt fur n = 1, da13 q( 1,n) mit dem von Chastkofsky in [ 3] 
konstruierten Charakter vn iibereinstimmt. 
2.6. LEMMA. FzC afle I E X,(T), v E X(7’)+ und x E ZIX(T)Iw gilt 
[x: L(P”V + n>1, = [s(n, 2)x: qP”lJ) 0 st”lG. 
Beweis. Aus (2.5(l)) und (2.4(3)) folgt 
(ch &(n, A), x) = (s(n, A) ch St,, x) = (ch St,,, q(n, A> x) 
= “E;r)+ [XdG A>: UP”V) 0 St”1 Xpw-n~ 
481/70/2-l I 
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wobei wir beim letzten Schritt (2.4(2)) anwendeten. Die Behauptung folgt 
nun durch Koeffizientenvergleich aus (2.4(2)). 
2.7. Jedem XT,,-Modul V ist ein Brauer-Charakter YV zugeordnet; 
diesen Charakter wollen wir stets als Klassenfunktion r,, + C auffassen, die 
auOerhalb der p-regularen Elemente den Wert 0 annimmt. Es gilt dann 
YV= x [v:L(l)]r” YJqJl), 
IEXJT) 
und die ‘yL@) mit 1 E X,(T) sind linear unabhingig. Man kann such jedem 
x E Z[X(r)]” einen Brauer-Charakter Yh) zuordnen (vgl. [ 14, 1,2]), so da0 
Y(ch V) = YV fur alle G-Moduln V gilt. Auf Z[X(T)]” ist Y ein 
Ringhomomorphismus; fiir alle x E Z[X(T)]” gilt Y(,yF’-“) = Y(y”) und 
Y@ = Y(‘J$ wobei rechts der Ubergang zum komplex Konjugierten gemeint 
ist. 
Fiir alle 1 E X,,(r) sei U(n, A) die projektive und injektive Hiille von L(A) 
als XT,-Modul; insbesondere ist U(n, (p” - 1)~) = St,. Auf dem Raum aller 
Klassenfunktionen von r,, betrachten wir das tibliche Skalarprodukt und 
bezeichnen es mit (, ). Es gilt natiirlich ((i&, #3) = (#,,&#,) fur alle 
Klassenfunktionen 0, , &, &. Fur alle 1, ,u E X,(r) ist 
(Wn, A), Yup)) = a,,. 
Daraus folgt fiir alle XT,-Moduln V (bzw. alle x E Z[X(T)]“) 
(WQ wn, 1)) = 1 y: qq,, 
(bzw. (wd? ym A)> = Ix: W)lr~. (1) 
1st V ein G-Modul, so ist V@ St, als XT,-Modul projektiv, also Y(V) Y(St,) 
eine Linearkombination der YU(n, A). Daraus folgt 
Y(Z [X( Z-)] w  ch(St,)) c c Z YU(n, ,u). 
PEA-,(T) 
Insbesondere konnen wir fur alle 1, ,u E X,(Z’) ganze Zahlen 
[&I, A): U(n, P)] mit 
Y(ch &(n, A)> = 5‘ 
bl Eye T) 
[&(n, A): U(n, P)] YI@, P) 
linden; die Koeffizienten sind durch diese Gleichung eindeutig bestimmt. 
Gibt es fur ein A E X,(T) einen G-Modul Q,@) mit ch Q,(A) = ch &(n, A), 
der als XT,-Modul projektiv ist, so ist [&(n, A): U(n,p)] die Multiplizitat von 
U(n, ,u) als direktem XT,-Summanden von Q,(A). (Die Existenz eines solchen 
Q,(n) ist im allgemeinen nur fur p > 2h - 2 bekannt.) 
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2.8. SATZ. Ftir alle Iz E X,(7’) und x E Z[X(T)] w gilt: 
pE~cTj N2h 4: WY 41 Lx: Wlr, 
= 1 [XxjMw JvP”V + A)],. YEx(i”)+ 
Beweis. Nach (2.6) ist die rechte Seite gleich 
x [xx,(n(v)) q(n, A): Up”v + (P” - l>P>lGr vex(T) + 
nach (1.5) also gleich [xq(n;A): St,,]r,. Diesen Ausdruck kann man mit 
(2.7(l)) weiter umformen und erhiilt 
ww we9 n))T w%)) 
= (WY), Wz(n, A) ch St,)) = (Wch &<n, A)), WY)) 
= pc~cT, [&(4 1): W, 4lWW d, Wx)). 
n 
Wenden wir noch einmal (2.7(l)) an, so erhalten wir die linke Seite in der 
Behauptung des Satzes. 
2.9. COROLLAR 1. FC- alle A und x wie oben gilt: 
= uEzT)+ [x@(v)): Qn, p*v + A)1 - 
Beweis. Dies folgt sofort aus dem Satz und aus Lemma 2.3. 
2.1. COROLLAR 2. FCr alle A, ,a E X,(T) gilt 
[&(n, A): u(n, ,a)] = vEzrj+ [Lb) @ L(n(v)): L(p”v + ‘)]G’ 
Es ist [&(n, A): U(n, A)] = 1, und fCr k # ,a mit [&(n, A): U(n,,u)] # 0 gilt 
(4 4) < l&4>. 
Beweis. Wir erhalten die Formel, indem wir den Satz auf x=&,(u) 
anwenden. In der Summe liefert v = 0 den Beitrag 1 zu [&(n, A): U(n, A)] und 
0 sonst. 1st ein Summand fur v # 0 nicht Null, so folgt L +p”v <p + Z(V), 
also (1, c$) + (p” - l)( v, a:) < (,a, a:). Wegen (v, a,“) > 0 mu13 daher 
(,l, a:) < (,LL, ao”) sein. Daraus folgt die Behauptung. 
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Bemerkung. In der endgiiltigen Fassung von [3] gibt Chastkofsky als 
Theorem 2 eine Formel fiir [$(n, 1): U(n,p)] an, die sich leicht in unsere 
umformen 11fit. Wie dort bemerkt, folgt aus solchen Formeln fi,ir A 
“hinreichend tief’ im Innern eines Alkovens die Gleichung 
Y ch &(n, A) = YU(n, A). V erma und Humphreys hatten vermutet, da13 fiir 
n = 1 eine solche Gleichheit sicher dann gilt, wenn (A, a”) # 0 fiir alle a E B 
gilt. Zumindest fiir die Gruppe vom Typ G, fand ich Chastkofskys 
Behauptung besttitigt, da13 diese Vermutung falsch ist. Setzt man B = {a, p) 
mit a lang, so gilt zum Beispiel [e( 1, rw, + (p - 2(r + 1)) w,): 
U(1, (p - 1) o, + (p - (r + 2)) wo)] # 0 fiir p > 5 und r < (p - 1)/2. In 
[6, 15.31 gab Humphreys ein Beispiel dafiir an, da13 die Umkehrung der 
Vermutung fiir 7c# 1 falsch ist. Dagegen folgt fiir 7c = 1 aus dem Corollar 
ihre Richtigkeit. 1st ntimlich B’ c B eine Menge einfacher Wurzeln mit 
(A, a”) = 0 fiir alle a E B’, so setze man )I gleich der Summe der Fundamen- 
talgewichte w, mit a E B’ und ,u = I + (p” - 1) v. Dann ist 1 +p”v das 
hijchste Gewicht von L(J) @L(v), also [L@) @ L(v): L(p”v + A)] = 1 und 
[Q(n, A): U(n,p)] > 1. 
Es ist iibrigens klar, dalj in der Formel in (2.10) nur endlich viele v 
iiberhaupt maglich sind; denn aus A> 0 und p < (p” - 1)~ folgt 
(p” - z) v < (p” - 1) p, also (v, a,V) < @, a& fiir 71 = 1 sogar v < p. 
3. VERMAS~ERMUTUNG 
3.1. Deligne und Lusztig konstruieren in [4] zu jedem F-stabilen 
maximalen Torus T’ von G und jedem Charakter 6: T’ nr, -+ Cx einen 
Charakter RF, von r,. Nun kann man fiir alle w  E W2: N,(T)/T einen 
Reprtisentanten n, E N,(T) tinden; es gibt dann ein g,. E G mit 
gXg,> = n,. Setzt man nun T, =gwTg;‘, so hat man einen F-stabilen 
maximalen Torus von G erhalten. Fiir jedes p E X(T) ist t -+p(g; ‘tg,) ein 
Homomorphismus T, n r,, + KX. Bettet man nun die Einheitswurzeln in K 
die ’ C ein, so 
&, IV): Twl:~“+Cx 
erhllt man einen Homomorphismus 
und kann R:i,w) bilden. (Die Einbettung der 
Einheitswurzeln sollte dieselbe sein, die der Konstruktion von Y in (2.7) 
unausgesprochen zugrunde lag.) Wir multiplizieren diesen Charakter noch 
mit +I oder -1, so da13 der Wert an der Stelle 1 positiv wird (vgl. [4, 7.1 I), 
und nennen ihn dann R,(n,p). Dieser Charakter ist unabhtigig von der 
Wahl von n, und g,, weil unter r,, konjugierte Daten (6, T’) zu demselben 
Rt, fiihren. Aus demselben Grund gilt such R,,,(n,,u) = RWJWZ,,,-,+(n, w’p) 
fiir alle w’ E W. AuBerdem weil3 man fiir alle p und ,u’ E X(T), da0 a@, w) 
genau dann gleich S@‘, w) ist, wenn es ein v E X(7’) mit P’ = P+ (p” - w) v 
gibt (vgl. [ 12, II 1.71). Insbesondere ist R,(n,p) = R,(n,,u + (p” - wn) v) fiir 
alle v E X(T). 
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Identifiziert man FP mit W x X(T), so geht die Gruppenverkntipfung in 
(w’, v’) . (w, V) = (w’w, V’ + W’V) iiber. Dann operiert W x X(T) auf sich 
durch 
(w*uyw,) A) = (wwgrw-lx-‘, WL + (p” - wwpw-1) v). 
Dann kann man die Bemerkungen oben so zusammenfassen: Sind (w,,~), 
(w’, P’) unter dieser Operation von W x X(T) konjugiert, so ist 
R,.(n, p) = R,,,,(n, ,u’). Aus [4, 6.81 folgt aul3erdem: 
und 
wenn (w, ,u), (w’, ,u’) nicht unter W x X(T) konjugiert sind. 
3.2. Grundlegend fur alles weitere ist die folgende Formel von 
Humphreys: 
x R,(n, P) = (#Stab@) S(U) Y(St,) 
WE w 
fur alle p E X(T). (1) 
(Der Beweis in [ 71 fur z = 1 llrjt sich auf den allgemeinen Fall tibertragen.) 
Nach (2.5(l), (2)) gilt 
ch &(n, 2) = y [.% P -P): &I, A -P”P)] ~01) ch(St,) 
/lEX(T)+ 
= & (#WC’ L%P -PI: t(n, A --P”P)] ~01) ch(St,) 
fur alle L E X,(T). Aus (1) folgt daher 
Wir wlhlen nun ein beliebiges Reprlsentantensystem fur die in (3.1) 
beschriebene Operation von W x X(T) auf W X X(T); unten durchlluft dann 
(w,,u) dieses Reprlsentantensystem. Nach den Bemerkungen in (3.1) kiinnen 
wir (2) nun so umformen: 
(3) 
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mit 
NW, pu) 
=wT’ c c v< n, w,p + (p” - w, wnw;‘) u -p): L(n, R. -p”p)]. ueX(T) WlEW 
Aus [lo, 3.2(l)] folgt 
b(w,pu) 
= (#w)-’ c ,y [Z(n,cr + (p” - wn) w;‘v -PI: qn, 1 --P”P)l 
VEX(T) WlEW 
= “EgT) [an, P - (P” - wnc) v -PI: G, A - P”P)l ,
also 
b(w,p)= x [z(w+ wav + (p” - 1)p): i(n, p”u + A)]. (4) 
wcX(T) 
3.3. Fur alle w  E W sei p,,, die Summe der Fundamentalgewichte w, mit 
a E B und w-la ( 0; auL3erdem werde a, = w-‘pw gesetzt. Nach Verma 
(vgl. [8, S. 4481) gibt es (eindeutig bestimmte) Elemente yw,,,, E Z[X(Tj]“’ 
mit 
c y,,,~,,,~(--~,,,~~ + E,,, - p) det(w”> = SW,,,,, 
WEW 
fur alle w’, w” E W. In [9, 5.21 wurde gezeigt: 
c@(w+ W- 1)~) 
= w  gc w  4-p”~,,,,) C,Tw”,x(w+ + P”Pw, -PI. 
I* 
(1) 
Wir setzen nun fur alle w  E W und p E X(T) 
X&9 PI 
Diese Elemente lassen sich zunlchst mit den b(w,p) oben (vgl. (3.2(4))) in 
Zusammenhang bringen: 
LEMMA. Fiir ale A E X,(T), ,u E X(T) und w E W gilt 
1 [2(n,, + w7w + (p” - l)p): Q% P”V + A)1 
“PX(T) 
= “.gT)+ [X&b P) WJ): Qn, P”V + A)1 - 
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Beweis. Wir bezeichnen die linke Seite mit b und setzen (1) in sie ein: 
b=J‘ x 
“G’T) W,,W*EW 
X k(-pnhowJ rF;::~z:x(w& + wnv) + P”Pw, -PI: J% P”v + A>1 
zz \‘ v 
VEX(T) w,-;;;Ew 
x K,:; x(w,cu + wnv> + P”P,, -PII L^(h P”@ + %vOWJ + AlI. 
Substituiert man v’ = rr-‘w, wx(v + E,,,~,,) bei festem w, und w2, so erhalt 
man 
b=C c 
VEX(T) Wl.WZEtv 
x [rr;:T;: x(w,(u - w7fE,ow,) + ?rv + P”P,, -p):& a-‘(Iv, w)-‘np”v +A)]. 
Wegen y f;: ;: x(w,@ - ~q,,~,,,,) + rrv + p”p,, -p) E Z[X(7’)Iw ist die Multi- 
plizitiit von t(n, n-‘(wr w)-’ np”v -+-A) darin gleich der eines jeden 
i(n, w’p”v + A) mit w’ E W (Beachte (2.2(2)) und die Tatsache, daS 7c die 
Weylgruppe normalisiert.) Daher gilt 
b=(#w)-’ -s c 
w,.w$z,,w UEX(T) 
x [Y;ri x(w*(u - Wm,o,*) + 7nJ + p”p,, -p): &I, p”w’v + A>] 
= (#w-l z: c 
W,,W**W’EW VEX(T) 
x [Y’,:;;,:x(w,cu - W~$J + w’7rv + P”Pw, -PI: Q, P”V + AlI. 
Fur alle ~1’ E X(7’) ist daher 
y7 ~01’ + w’r~v) =x&‘) 1 e(w’rrv) = X@‘)(#Stab,nv) s(xv) 
W’EW W’EW 
(vgl. [6, S. 38]), also (weil offensichtlich #Stab,xv = #Stab, v) 
b = c (#Stab,v)(#W)-’ 
VEX(T) 
= “e;T) ww-’ [x,(%PU) s(m): G, P”V + A)]. 
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Da aber such X,(n, p) S(ZU) E Z [X(7’)] w ist, folgt wie oben 
[X&z, p) s(m): i(n, p”v + A)] = [X,(n,p) s(m): i(n, p”w’v + A)] 
= [XJn, p) s(7Lw’v): L(n, p”w’v + A)] 
fur alle w’ E W wegen WTCW’V = W(zw’r’) 71v = Wm. Daher konnen wir 
oben die Summe iiber X(T) durch eine i.iber X(7)’ ersetzen, wenn wir 
gleichzeitig (#WV)- i fortlassen. Damit haben wir 
b = \‘ 
v&n+ 
[x&z, ,a) S(7W): &Z, P”v + A)] 
erhalten, was aber zu beweisen war. 
3.4. Fur jede Klassenfunktion [ auf r,, sei [ die Klassenfunktion auf I-, , 
die auf den p-regularen Elementen mit [ iibereinstimmt und sonst den Wert 0 
annimmt. Dann ist e eindeutig als Linearkombination 
darstellbar; ist c der Charakter eines C r,-Moduls M, so ist [c L(A)],” die 
Multiplizitat von L(A) in einem XT,-Modul, der aus fi durch Red&inn 
modulo p entsteht. Nach Brauers Reziprozitatsgesetz gilt also fur alle 
A E X”(T) 
YU(n, n> = y [e: W],” t;, (2) 
5 
wobei [ die verschiedenen irreduziblen komplexen Charaktere von r,, 
durchlauft. 
SATZ. Ftir alle w E W und ,u E X(T) gilt 
&in, PU> = ytXwtn7 mu>). 
Beweis. Wir mtissen fur alle 1 E X,(T) zeigen: 
[R&l, ,a): Jwl,” = [Xw(h PI: w)lr”* (3) 
In den folgenden Summen durchlluft jeweils [ die verschiedenen irreduziblen 
komplexen Charaktere von r,, und (w’, ,u’) ein Reprasentantensystem wie am 
Ende von (3.2), so da13 (w,,u) unter ihnen vorkommt. Einerseits folgt aus (2) 
fur alle A, E X,(T) 
Ych&(nJ,)= 
CHARAKTERE VAN DEL~GNE-LUSZTIG(M~D~) 469 
andererseits erhalten wir aus (3.2(3)), (3.3) und der trivialen Formel 
darj 
(5) 
gilt. Bildet man das Skalarprodukt mit R,(~,,u), so zeigt ein Vergleich von 
(4) und (5): 
= \’ \‘ 
o$,‘;‘uq u&k+ 
[x,+2, p’) s(7rv): qn, pnv + L,>] 
x \‘ (q&,P’)Y M~whP)) 
7 (q&,P’)~ R,@, P’)) * 
Nun ist einerseits offensichtlich 
andererseits ‘& (R,(n, ,u’), c)(& R,(% P)) = @,(%P’), Rw(% P))y undy wie 
ZU~ Schlufl von (3.1) bemerkt, ist (R,,(~,P’), R,(n,,u)) = 0 fur nicht 
konjugierte (w’, p’), (w, ,u), also hier fiir (w’, ,u’> # (w, lu). Daher bleibt von 
der Gleichung oben iibrig: 
Aus (2.9) folgt nun 
& kRn7 4): wb 211 Kv(~9 cr): U41,” 
= & l&h 4): wb ~>llXw(%P): w)lr”~ 
n 
Da nach (2.10) die Matrix der [&(n,,I,): U(n,L)] offensichtlich invertierbar 
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ist, ltit sich aus der letzten Gleichung auf (3) schlierjen. Damit ist der Satz 
bewiesen. 
Bemerkung. Fiir 71 = 1 wird durch diesen Satz eine Vermutung von 
Verma bewiesen. 
4. DER “SEHR REGULARE" FALL 
4.1. Wir setzen 
c, = (p E X(T)(O <($4 +p, a”) < pn fur alle aER+}; 
fur alle P E C, und w  E W gilt dann w. fl+ p”p,E X,(T) nach 
[8, Lemma 11. Fiir ein fl E C, betrachten wir die beiden Formeln 
ch g(n, P + P”P) = c e(-p’how2) I$:: x(wl . ~1 + P”P,,) (1) 
WI,WZE w  
und 
In besonders schiinen Fallen (z.B. fur n = 1 und R von Typ A 2 oder B2) ist 0 
das einzige Gewicht eines yw+, und alle G-Kompositionsfaktoren eines 
x(w, . ,U + p”p,,) haben ein hochstes Gewicht in X,(T), also der Gestalt 
w’ . ,u + p”p,, mit w’ E W. Liegt nun p so weit im Innern eines Alkovens C 
relativ W,,, so dal3 such alle p - wq,,,,,, zum Innern von C gehiiren, darm 
haben such alle x(w, . (u - wars,,,, ) + p”p,,) dieselbe Eigenschaft; genauer 
gilt nach dem Verschiebungsprinzip (vgl. [8, Satz 71) 
[V(Wl . (u- W72& wow,> + P”P,,b Gw’ ’ 01 - wvow,) f P”Pd)lG 
= [VW, * P + P”P,,k Uw’ * P + P”Pd)l,. 
Alle diese G-Kompositionsfaktoren sind such fur r, und u, einfach. Daher 
erhllt man nach Satz 3.10 die r,-Kompositionsfaktoren von a,,,(,, ,U + p) aus 
den u,-Kompositionsfaktoren von Z(n,p + p”p), indem man ein 
a -Pn%vow2 + w’ . ,U + p”p,,) durch L(w’ . (u - WW~,,,,~) + p”p,,) ersetzt. 
Einen solchen ubergang nennt J. Humphreys in [6, 12.1, 13.11 “deformation 
of a linkage class”. (Dort wurde nur n = 1 betrachtet und die T-Struktur auf 
Z?(n, p”p +p) nicht beriicksichtigt, so dal3 der Term -p”.~,,,~~~ fehlt. 
Auljerdem sieht die Formel etwas anders aus, weil dort ein I E w0 . C, + p”p 
statt eines p E C, genommen wurde.) 
4.2. Im allgemeinen sind die Verhlltnisse komplizierter; man kann 
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jedoch noch immer fur “sehr regullre” Gewichte, also fur solche tief im 
Innern eines Alkovens fiir W,, eine Hhnliche Aussage beweisen. Wir 
bezeichnen fur den Augenblick den Koeffizienten von e(v) in y,,,,,,, mit 
y,,,,(v) und setzen 
Dann llljt sich (4.1(l)) so umformen: 
Dem gegeniiber folgt aus (4.1(2)) und der W-Invarianz von y,,,,,,*: 
Wir wollen nun annehmen, da13 ,u in q,, einen trivialen Stabilisator hat; 
dann liegt ~1 insbesondere im Innern eines Alkovens C relativ W,. Es werde 
D, = (U E @,,lu .,a E/Y,(T)} gesetzt. Jeder 
.Z!(~,,U + p”p) hat dann die Gestalt &z, p”v, 
v, E X(T), und zwar gilt 
Kompositionsfaktor von 
+ u . p) mit u E D, und 
=-j- x 2: 
WOW ua,xyn V’EX(n+ 
c,,(vi - u) dim L(v’)” 
x [VW, * P + P”Pw,): UP”V’ + u - c1)lG. 
Gehoren alle ,U + wrrr mit c,,(v) # 0 zu C, so folgt aus dem Verschiebungs- 
prinzip 
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Liegen nun such alle ,u + w7cv, + ~LV in C, wobei v die Gewichte der 
auftretenden x,(v’) durchlluft, so gilt 
X,(74 xp(u *lu + WRVI)) = x dim L(v’)” x,(u . @ + wxv, + wrcv)), 
vex(r) 
also 
x [V(w, . ,u + p”p,,): L(p”v’ + u e ,u)lG dim L(v’)“xp(u . (u + wrcvi)) 
=y 1 x [i(n, P + p”p): Jqn, P”Vl + u ’ P)] x,(u * cu + wm,)). 
UCD, V,EX(T) 
Man erhllt also die T,-Kompositionsfaktoren von Z?,Jn, P + p) fur die y 
mit der oben geschilderten Eigenschaft (den ,,sehr regularen” P) aus den u,- 
Kompositionsfaktoren von .Z!(n, p + p”p), indem man i(n, p”v, + u . p) mit 
v, E X(T) und u ED, durch L(u . (,u + w~vr)) ersetzt. Fur solche p ist 
R_,(n, p + p) ein irreduzibler Charakter; seine Reduktion modulo p und 
Z(n,p + p”p) haben dann dieselbe Lange. Im iibrigen hat such ein 
Weylmodul V(p”v +p) fur geeignete v E X(T)+ dieselbe Lange, vgl. [lo], 
Bemerkung zu (3.1). 
4.3. SATZ. Es sei p E C,; fiir alle a E R + seien d,, m, E N mit 
@ + p, aV> = m,p + d, und 0 < d, < p. Hat p trivialen Stabilisator in pP 
und gilt min(d,, p - d,) > 2(h - 1) fCr alle a E R + , so ist 
R,(n,p +p)= Y 1 V [Z(n,p + p”p): L(n, P”V + 24 . pu)] 
UED” u&i+(T) 
x &&4 * (u + WRV)). 
Beweis. Dies folgt aus den Rechnungen in (4.2), wenn wir wissen, daf3 
alle P + WZV, + 7zv wie dort zu dem selben Alkoven wie p gehoren. 
Angesichts unserer Voraussetzungen reicht es zu zeigen, da13 
I(WZV, + ZV, a”)1 < 2(h - 1) fur alle a E R, gilt. Indem wir zu Konjugierten 
unter W iibergehen und die Invarianz von R unter 7~ benutzen, konnen wir 
zunachst das R streichen und uns dann auf WV,, v E X(T)’ sowie a = a, 
beschranken. Nun ist v Gewicht eines L(v’) mit v’ EX(T)’ und 
pnv’ < w, - ,u + p”pw, < (p” - 1) p, also 
(v, ax) < (v’, a:) < (p” - 1) p-“(h - 1) < h - 1. 
Andererseits ist vi von der Form v2 - E,,,~~,, wobei vi Gewicht eines Y~,~, ist. 
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Daher folgt (WV,, a:) < h - 1 aus dem Lemma 4.4 unten. Durch dessen 
Beweis erhalten wir also die gewiinschte Abschltzung und damit den Satz. 
4.4. LEMMA. Fzi’r alle w, w’, w, E W und alle Gewichte v von yw,,, gilt 
(w,(v - E ,,,r), a;) < h - 1. 
Beweis. Nach [S, Lemma 3 J gilt -w’s,,,,,,, =p -p,,, und dies ist ein 
dominantes Gewicht; also gilt 
Da such wrv ein Gewicht von y,,,, ist, miissen wir nur (v, a,“) < co,,,,, a,“) fur 
alle Gewichte v von Y,,,~, zeigen. 
Bei geeigneter Anordnung von W hat die Matrix der 
det(w’) X(---E,+,, + E,,,, - p) obere Dreiecksgestalt mit Einsen auf der 
Diagonalen. Die y,,,+,, sind daher als Koeffrzienten der inversen Matrix 
Linearkombinationen von Termen x der Gestalt 
mitwiEW,w,=w,w,+,=w’undwi#wi+l(vgl. [5,Teil4]).Ftirallei<r 
sei yi das einzige Element in 
x(r)+ n W(--E,.(+., + Ewi+,> = x(T)+ n W(w;‘@ -p,,> + w~~+$,/+,); (1) 
dann ist 
und fur ein Gewicht v von x folgt (v, al> < CL=, (,ui --p, al). Weil (sp, a,“) < 
+, ax) fiir alle p E X(T)+ und s E W gilt, erhllt man aus (1) 
+i, 6) < (P ---Pwiy 4) + lPwiilT 4% 
also (pi - p, ax) < @w,i+, - pwi, a:). Summation liefert nun 
Jedes Gewicht v von Y,,,~,, ist Gewicht eines solchen ,y, also folgt (v, ai) < 
@ I(“, ax), was zu zeigen war. 
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