This paper proposes a parameterized digital signal processor (DSP) core for an embedded digital signal processing system designed to achieve demodulation/synchronization with better performance and flexibility. The features of this DSP core include parameterized data path, dual MAC unit, subword MAC, and optional function-specific blocks for accelerating communication system modulation operations. This DSP core also has a low-power structure, which includes the gray-code addressing mode, pipeline sharing, and advanced hardware looping. Users can select the parameters and special functional blocks based on the character of their applications and then generating a DSP core. The DSP core has been implemented via a cell-based design method using a synthesizable Verilog code with TSMC 0.35 µm SPQM and 0.25 µm 1P5M library. The equivalent gate count of the core area without memory is approximately 50 k. Moreover, the maximum operating frequency of a 16 × 16 version is 100 MHz (0.35 µm) and 140 MHz (0.25 µm).
INTRODUCTION
During the past few years, digital signal processor (DSP) has become the fastest growing segment in the processor industry [1] . Today, almost all wireless handsets and base stations are DSP-based systems. Not only technological trends make DSP cheaper and more powerful, but DSP-based systems are also more cost effective and have shorter time to market than other systems [2] .
Some DSPs can achieve high throughput by exploiting parallelism with specialized data paths at moderate clock frequency. For example, very long instruction word (VLIW) and single instruction multiple data (SIMD) approaches can be used to further enhance processor performance [3] . However, these approaches are not economical for dedicated application in area and power terms. Consequently, these structures are not suitable for embedded communication applications, in which small area and low-power consumption are critical factors. Instead, an applicationspecific concept is used while maintaining a focus on the targeted application of the processor. Accordingly, the DSP architecture and bus structure have been set to optimize the performance of DSP processors for the target applications. Some special function blocks also influence the performance of application-specific DSPs. Notably, special functional blocks such as square-distance-and-accumulate for vector quantization, add-compare-select for the Viterbi algorithm, and the Galois field operation for forward errorcontrol coding are provided in certain DSPs for baseband operations [4, 5, 6, 7, 8] . For example, Lucent's DSP 1618 performs Viterbi decoding using a coprocessor, which supports various decoding modes with control registers [5] . A special function, called the mobile communication accelerator (MCA), is incorporated into the design of MDSP-II to accelerate the complex MAC operation [8] .
Consequently, combining a dedicated, high performance DSP core with some special functional blocks to produce a highly integrated system is a current trend [9, 10, 11, 12] . The proposed design is parameterized and configurable and thus can meet system requirements easily. The proposed DSP core contains special blocks such as Hamming distance unit, subword multiplier, dual MAC unit, rounded/saturation mode, fixed-coefficient FIR filter, and slicer unit. The proposed DSP core is designed to support the calculations in the demodulation/synchronization part of the receiver. Figure 1 illustrates the typical block diagram of the demodulation and synchronization in the receiver. Thus, this DSP core supports operations such as scaling, digital FIR filtering (both fixed-coefficient filter for pulse shaping and adaptive filter for equalization), symbol slicing, looping, complex multiplication, and so on.
In the aspect of low-power design, the memory access operation is clearly the most power-consuming action in DSPs. Various low-power techniques are also used in the DSP developed here, including gray-code addressing and advanced hardware looping; pipeline sharing and low-power data-path design are used to reduce power consumption. The remainder of this paper is organized as follows: Section 2 presents the architecture of the proposed DSP. Section 3 then shows the design of the parameterized architecture and the special functional blocks. Next, Section 4 discusses some low-power design techniques used in this DSP core. Subsequently, implementation and design results are demonstrated in Section 5. Finally, Section 6 makes some conclusions. Figure 2 illustrates the overall architecture of the proposed NCU DSP [9] . The NCU DSP is a fixed-point DSP core. The grey blocks in Figure 2 are the special functional blocks and are optional blocks that can be chosen by the user. The DSP processor core itself is parameterized with several independent parameters. Users can set the parameters so that the DSP core fits the applications.
ARCHITECTURE OF THE DSP CORE

Bus and memory architecture
One of the characteristics of the DSP processor is that it can move large amounts of data to or from memory rapidly and efficiently. DSP processor has this characteristic because it needs to process numerous calculations simultaneously. Taking FIR as an example, one tap operation must make three accesses to memory, namely, coefficient access, data access, and write-back data. If the memory bandwidth is not wide enough, an operation must be split into several suboperations before it can be completed. Consequently, memory architecture is an important determinant of processor performance. Figure 3 illustrates the modified Harvard architecture used in our work. The modified architecture contains one program-memory bank and one data-memory bank with separate program and data bus. The program and data memories are single-port and dual-port RAM, respectively. The dual-port RAM indicates that the DSP processor simultaneously can make two accesses to RAM. This arrangement provides a maximum of one program access and two data accesses per instruction cycle to enhance memory access capacity.
Most of the DSP processors include one or more dedicated data-address generation units (DAGU) for calculating data address. NCU DSP supports three addressing modes, namely, the indirect addressing, register direct addressing, and immediate addressing modes, as listed in file, called the auxiliary register (ARx), for storing datamemory address. Moreover, DSP processors usually need to access data using special addressing methods in many DSP algorithms. Hence, NCU DSP supports linear addressing, circular addressing, and bit-reversed address in the indirect addressing mode. The circular addressing mode can be used to operate the FIR filter, and convolution and correlation algorithm, while the FFT algorithm uses bitreversed addressing. These specialized functions not only reduce the programming burden but also enhance the performance of DSP under conditions of smooth data access. This enhanced performance is why the indirect addressing mode is the most important addressing mode in the DSP cores. Figure 4a shows the straightforward method for calculating the bit-reversed addressing value. In Figure 4a , "A" represents the current address pointer value and "
Step" represents the offset value, which is added to or subtracted from the current pointer value. The internal carry propagation is from MSB to LSB, differing from normal addition. Notably, the bit-reversed address is calculated by adding or subtracting the step value from MSB to LSB (if the step is +1, the address value will be 0000, 1000, 0100, 1100, 0010, 1010, . . .). This circuit in Figure 4a uses a ripple adder to construct the reversed carry propagation from MSB to LSB. However, the circuit has n full-adder (FA) delay time. This delay time of ripple adder makes the instruction decode (ID) stage become the critical path of DSP core. Figure 4b illustrates the new bit-reversed addressing generation architecture. In Figure 4b , "A" and "Step" are reordered by reversed connecting. The ripple adder is replaced by a parallel adder which has less delay time with respect to ripple adder. Finally, the output of the parallel adder is the reversed order of the bit-reversed value. The proposed new structure, Figure 4b , has smaller delay time than that of Figure 4a. 
I/O interface
Required transmission methods differ with data type. The I/O interface of NCU DSP contains three categories, the direct data access (DMA) mode, the handshaking mode, and the merge mode. The DMA mode is to transfer data directly from the outside of the DSP to the data memory of the DSP core. The DMA mode is provided for transferring these data quickly and conveniently. Notably, the DMA mode transfer batch data. The transfer rate is the same with the clock in the DSP core. The handshaking mode is for real-time data but the data rate is not regular. The handshaking signals are required to perform the data transfer in this mode. The merge mode is to transfer data in regular clock rate which is slower than the internal clock of DSP core. In DMA mode, the DSP core is halt until the data transfer is finished. The DSP core is running when data are transferred in merge mode and handshaking mode. Notably, the data transfer in the handshaking and merge modes occurs between the data outside the NCU DSP core and the host programmable interface (HPI) memory. The HPI memory resembles a buffer of data memory.
Pipeline stage
The NCU-DSP contains six pipeline stages, namely, instruction fetch (IF) stage, ID stage, operand fetch (OP) stage,
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Step 2 Step 1 Step 0 execution one (EX1) stage, execution two (EX2) stage, and write-back (WB) stage, as shown in Figure 5 . To accelerate the performance of NCU-DSP, data-path calculation was split into the EX1 and EX2 stages. The most troublesome problems encountered using the pipelining technique were data hazards [13] . Data hazards occur when the next instruction needs to use data that is still being calculated by the present instruction. Six clock cycles are required for the present instruction to calculate the data and write it back to memory. The next instruction fetches the data just three stages behind (OP stage). Consequently, the programmer needs to insert some useless instructions (e.g., NOP) to avoid the data hazard. To reduce the penalties arising from data hazards, this work adopts the data-forwarding technique in [13, 14] .
The following example describes an example of data hazard:
The * AR3 is not ready until "STL" completes in the sixth stage. Thus, three NOPs must be added between "STL" and "MAC2." Figure 6 illustrates the data-forwarding technique, which reduces the required number of NOPs to just one. 
DATA PATH AND SPECIAL FUNCTIONAL BLOCKS
Dual MAC architecture
The MAC data-path operation, which is the most important instruction in DSP, is the key to enhancing DSP operation performance. Millions of multiply accumulates per second (MMACS) is more relevant than millions of instructions per second (MIPS). Here, "dual" indicates two MACs per cycle. For example, the FIR algorithm is the most apparent usage of the dual MAC unit. The following equation can express the operation of the FIR filter process:
where Y (n) denotes the output sample, h(i) represents the coefficient, and X(n − i) is the input data. Two consecutive output samples can be listed for analysis:
Each output sample of N taps filter will take N instruction cycles in the single MAC path. To accelerate perfor- mance, this work established another MAC path in the DSP data path, as shown in Figure 7 . This second MAC path comprises a newly added multiplier along with the original ALU block. Regarding the data-flow consideration, a delay register is added between the single MAC path and the second MAC path to create the data source. This approach can save data access requests where the coefficient remains the same for each arm (Table 2 ). This architecture can be used to obtain two output samples simultaneously. Therefore, only around N/2 instruction cycles are required to complete the same operations in the single MAC architecture. Meanwhile, the dual MAC unit also reduces memory access power consumption. The single MAC unit needs 2N memory accesses, while the dual MAC unit only requires N memory accesses [15] . The dual MAC architecture is an optional special function. In our dual MAC architecture, the hardware overhead is only one delay register and one multiplier (MPY2). The critical delay path of dual MAC structure is the same with the single MAC architecture. The user can select the function as optional. Table 3 lists the overheads of additional multipliers in different technologies.
Subword MAC
The subword process architecture can partition an n-bit data into two n/2-bit data so that data processing can be accelerated, as in the I/Q channel data processing of the communication system. Furthermore, in certain cases, parts of the system do not need to operate at high resolution, meaning data can be expressed using a half-word length. Based on the half-word-length representation, a set of parallel subword process paths can be designed rather than a full-word process path. Subword parallelism process is also highly efficient for application-specific data processors [16, 17] . For example, the subword MAC unit can reduce the complex MAC operation [17] . The complex vector of operations includes real and image parts. Multiplying complex numbers requires four multiplication operations. Notably, the subword MAC unit achieved four MAC operations in a single cycle. The subword process can be further divided into two parts, namely, the subword multiplier and the subword accumulator.
A subword multiplier is designed to complete three different types of multiplications: subword multiplication, conventional full-word multiplication, and complex-word multiplication, as illustrated in Figure 8 . The first mode, namely, the subword mode, is designed to multiply the upper and lower half of operands, respectively. Moreover, the second mode, conventional full-word multiplication, is implemented to help the subword multiplier maintain the capability to perform a full-word process. Finally, the third mode, complex-word multiplication, assumes that a full-word comprises both real-part and image-part subwords.
This design assumes that both full-word and subword data are coded in the two's complement system. This work uses AH to indicate the upper half and AL to indicate the lower half of a word; "AH@AL" represents "AH × 2 Nsub + AL," where N sub is the number of bits in a subword.
The multiplier mainly comprises four subword multipliers (with outputs of carry and summation words to avoid the requirement of carry-propagation adder) followed by a carry-save-adder (CSA) tree, as shown in Figure 9 . Each subword multiplier is designed as a booth multiplier, meaning that it only deals with signed data. In the subword multiplication mode, operands need to be sent to the multiplier, and then the corresponding results are selected from subword multipliers.
Regarding the second mode, the conventional full-word multiplication, the arrangement displayed in Figure 8b is impractical, and thus a compensation term is required to correct the computation results. This situation exists because the operand A in the two's complement number system cannot be represented using AH@AL directly. The problem in fullword multiplication can be expressed as follows:
According to booth multiplier characteristic, the operand A which acts as the multiplicand should be modified as
Thus, A × B can be expressed as
The term A × B N sub −1 × 2 Nsub is the compensation term that should be implemented. The subword multiplier developed here can compensate this term in the CSA tree following the multipliers. Notably, the compensation term exists because the critical path presented here is located on the MAC path. The MAC function must be balanced between EX1 and EX2. The compensation term of the multiplier is left to the next stage, EX2. Figure 9 also illustrates that the CSA tree is in the EX2 stage. Figure 10 shows the basic data arrangement in the case of complex mode. A special arrangement occurs in the subtraction in the real-part computation. The subtraction in the two's complement must perform the one's complement of the subtraction first, and then add the complement and compensation terms to the minuend. Similarly, the addition of the compensation term is implemented in the CSA tree. The word length of the subword MAC structure can be selected by the user and parameterized from 8 to 32 bits. The subword resolution ranges from 4 to 16 bits, respectively. In [17, 18] the MAC data path is accomplished in one pipeline stage. In our design, it is arranged across two pipeline stages. Each multiplier has two outputs to avoid carrying propagation in the final stage of multiplier. The multiplier outputs, compensation term, and accumulation output are summed by CSA tree to speed up the computation. Moreover, in the full-word multiplication mode, due to the compensationterm arrangement, we do not have to cascade two multipliers operation as those used in [18] . The subword MAC and non-subword MAC are both synthesized and evaluated. The area of 0.35 µm design (16 × 16) is approximately 12132 gate counts (subword) and 10736 gate counts (nonsubword). The delay times of both cases are synthesized to meet 5.56 nanoseconds. The overhead is 1396 gate counts, approximately 13% compared to the nonsubword MAC. In the 0.25 µm technology design, the subword and non-subword MAC were synthesized to meet the 5 nanoseconds delay time. The area of subword MAC (16×16) is about 8669 gate counts, while that of non-subword MAC is around 7000 gate counts. The overhead of the subword MAC is approximately 23.8% with respect to the non-subword MAC. The subword MAC generally consumes 20% more power than the non-subword MAC.
Optional special functional blocks and parameters
The special function blocks are merged into the NCU-DSP described here for two important reasons. First, in some applications with high sampling rate, special functional blocks represent the only reasonable approach. If the DSP processor can provide special data paths that comprise these functional blocks and do not increase overheads significantly, then the provision of these paths is worthwhile. Second, communication systems usually use some special function units with a small area compared to the overall DSP gate counts. For example, the multilevel slicer unit can reduce the instruction cycles of a symbol mapper operation in communication system. It can reduce the symbol mapper operation from 2N, N = log(symbol level), to just one instruction cycle. The circuit area overheads of the functional block are only 0.13% (0.35 µm) and 0.28% (0.25 µm) of the whole DSP core (excluding memory). For reasons of performance and flexibility, these blocks are also merged in our NCU-DSP. Based on the above two reasons, some special function circuits are offered for selection, as listed in Table 4 . Table 3 lists the hardware overheads and acceleration factors of these circuits.
Recently, a more flexible DSP core has been proposed, namely, the so-called parameterized DSP core [20] . The parameterized DSP core is parameterized using several independent parameters. Table 5 lists the parameters of NCU DSP. The most important parameter in the table is the "data word." This parameter exerts the biggest influence on the chip size and performance of the NCU-DSP. For users to whom chip area is important, care must be taken regarding the parameters data address length (DAL) and program address length (PAL). Care is necessary because memory generally occupies a large part of the total area of the DSP processor. Some parameters are related to one another. For example, ALU is used to calculate the operands from the multiplier or accumulator. Consequently, the word length of ALU must be related to the multiplier and accumulator. The related functional blocks must have the same data length.
LOW-POWER DESIGN
Various methods of saving power have been proposed for use in the design of DSP. These methods include bus segmentation, data access reduction, program memory access reduction, gray-code addressing, and pipeline register reduction [21, 22] . The following sections address some key low-power design methods used in the DSP presented here.
Gray-code addressing
The advantage of gray code compared to straight binary code is that gray code changes by only one bit while changing from one number to the next number. That is, if the memory access pattern is a sequence of consecutive address, each memory access changes by only one bit at its address bits. Owing to instruction locality during program execution, the program memory accesses in DSP applications are mostly sequential. Therefore a significant number of bit switching can be eliminated via gray-code addressing [21] . For example, the sequence of number from 0 to 15 are 26 bits switched when the number is encoded in binary representation, and are only 15 bits switched when the number is encoded in gray-code representation. This arrangement reduces the switching activity of the bus and thus also reduces the power consumption of the bus driver. Figure 11a displays the block diagram of the binary-togray (B2G) coding circuit [22] . The hardware of the conversion circuit is approximately 21 gates, each loading capacitor of standard gate is about 15 fF. The loading capacitor of the program bus line driving from PAGU to the program memory (0.5 K word) is about 0.32 pF, totally about 2.88 pF. Our design discards the gray-to-binary (G2B) circuit, which consumes twice the power of the B2G circuit, to increase power savings. The program instructions in the program memory are stored using a gray-coding arrangement. Thus, the PAGU to program-memory interface is shown in Figure 11b . The switching activity of gray coding is about half of the binary coding in sequential memory access [22] . The power consumption (P) is proportional to the switched capacitor, P = αC f V 2 , where α is a switching probability, C is capacitance of circuit, f is frequency, V is supply voltage. In our design, the bus loading capacitor and B2G-circuit loading are 2.88 pF. Thus, the power saving in this case is about (0.315 + 1.44)/2.88 = 60.9%.
Advanced hardware looping
The hardware looping circuit can reduce program size and execution cycles [9] . The hardware looping circuit reduces the number of instructions and clock cycles by using a hardware circuit instead of software instructions for the looping. Table 6 shows the processing sequences that distinguish hardware looping from software looping. However, the DSP processor still needs to fetch the program memory for each instruction, despite the instruction having already been fetched in the last execution of looping time. Each IF needs to pass signals through memory and interconnect system elements, buses, multiplexers, and buffers, consuming a significant percentage of total power [23] . Accordingly, this work designs an advanced hardware looping circuit.
The key objective of the advanced hardware looping is to save the repetition of instructions in the instruction register or instruction buffer (IB). Accordingly, the program memory is not accessed while instructions are repeated, and the value on the bus connected to program memory remains MSB LSB Gray code unchanged. This approach can reduce the power consumption of the program memory and related buses. The operation of repeating a block of instructions with IB can be divided into three phases, as displayed in Figure 12 . Phase ST0 means that the hardware looping is inactive, and thus no instructions need to be repeated. Meanwhile, in phase ST1, the hardware looping is active and IB receives instructions from the program memory. Simultaneously, the instructions are stored in the IB. But when the circuit is in phase ST2, the program memory is switched off and IR accesses instructions from IB until the content of block-repeat counter (BRC) becomes zero. This scheme means that program memory only needs to be accessed once.
To implement nested loop, this work adds a loop stack to store the repeat-start address (RSA) register, repeat-end address (REA) register, and BRC of the current loop. This work focuses on the nested loop with the form illustrated in Figure 13a , and creates a new instruction, RPTBX. In case of other forms, nested loop still can be implemented using extra instructions such as PUSHHW and POPHW, as shown in Figure 13b . Since some applications may be concerned with chip area rather than power consumption, the nested loop circuit and IB are regarded as an optional module. Furthermore, the size of IB is also parameterized. Users can select the size of IB. The design in our DSP differs from the popular so-called IB in [24, 25, 26] . The key difference is that IB does not work if the instruction is not looping. Moreover, IB only stores the instructions contained in the loop. Additionally, in our design the IB involves no hitting rate or instruction cycle penalties. Furthermore, the structure has negligible overheads compared to hardware looping without IB in other DSPs. The control circuit of this advanced hardware looping is only 1.6% overhead compared with the whole DSP area. IB size is a parameter that can be varied according to application demands. 
Pipeline sharing
In pipeline architecture, the pipeline registers contribute significantly to area and power consumption. Some signals simply pass through the pipeline stages without being used. Therefore, the pipeline sharing technique was adopted here to reduce the number of pipeline registers and thus reduce power and area. Figure 14 shows the block diagram of pipeline sharing. Table 7 lists instructions that do not use the data address (ARi) and program address (PCi) until they are transmitted to the last pipeline stage. Therefore, these data occupy many unnecessary pipeline registers. For example, the instruction ADDM performs the addition of two memory operands and then stores the result in the memory that holds the value of ARi until the final pipeline stage (WB). On the other hand, the instruction CC, conditional call, maintains the value of PCi plus one until the final stage. The values of PCi and ARi share the same buses and pipeline registers. The multiplexer determines which data are loaded into the shared bus. If some instructions do not use the shared bus and associated pipeline registers, the value of buses and pipeline registers can be held without passing through. The unpassing signals contribute zero transition on the registers and buses to reduce power consumption. The area overhead associated with the pipeline sharing technique is a multiplexer and increases the complexity of the instruction decoder. In this parameterized DSP, the size of the program and data memory may differ. Accordingly, the length of the shared bus should be the maximum of the address bus in terms of program and data memory. The pipeline sharing method can be considered as a direct and simple way to save power consumption in the data path circuit. The bus segment method performs well in saving power [27] which is dealing with data bus and address bus. The example in [27] requires a more complicated control circuit than pipeline sharing. This pipeline sharing approach reduced four 16-bit pipeline registers and 64 wires out of eight 16-bit pipeline registers and 128 wires in the example with a 16-bit word structure. The overhead associated with this approach include a multiplexer and a slight increase in the complexity of the instruction decoder.
IMPLEMENTATION RESULTS AND EXAMPLE
FIR filter function example
Since the proposed dual MAC architecture, Figure 7 , supports two parallel operation of MAC, it can accelerate FIR operation by a factor of two. Table 8 displays the example of assembly code. The instructions #14∼#15 (address d and address e) in Table 8 are an example of data forwarding for two NOP, saving. Significantly, the dual MAC structure requires only 18 instructions to complete the example. In contrast, if only one MAC is used, it requires 35 instructions to complete the function.
Chip verification
To verify the NCU DSP, a 16-bit DSP core with an instruction set of 24-bits word is designed. This architecture contains three memory blocks on chip, one 24-bit * 512-word two-port RAM for the program memory, one 16-bit * 512-word dual-port SRAM for the data memory, and one 16-bits * 64-word dual-port SRAM for the HPI memory. The word length of the accumulator is 40 bits, and the guard bits are relatively eight. The synthesis result demonstrates that the maximum frequency is 140 MHz with 0.25 µm celllibrary implementation, and the critical path is the EX2 stage. library. Table 9 lists the features in the first (0.35 µm) and second (0.25 µm) versions of NCU DSP. This work uses the cellbased design flow to implement the DSP core. The 0.35 µm has been taped out and the post-layout simulation reveals that it operates effectively at 100 MHz with 75 mW. Figure 17 shows the die photo of our design in 0.35 µm.
CONCLUSIONS
This work presented a parameterized embedded DSP core for demodulation/synchronization in a communication system. The parameterized structure is easily embedded in systems with different system requirements. The special functional blocks of this DSP core can achieve improved performance and flexibility with minimum area overhead. Furthermore, NCU DSP is designed using several low-power methods to reduce power consumption. The proposed DSP core can meet the cost/performance in mostly DSP-based applications. 
