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We give a new proof of the linearity of the Segre locus, that is, the
locus of points from which a variety is projected non-birationally.
Our proof works in the case where the characteristic is zero or
large enough. For small characteristics, we give an example of
a variety whose Segre locus is non-linear. To show these results,
we explicitly give a method to compute polynomials generating
the deﬁning ideal of the Segre locus, for a variety embedded in
projective space, in arbitrary characteristic.
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1. Introduction
B. Segre [8] studied the locus of points from which X is projected non-birationally, for a variety X
embedded in PN . We rigorously deﬁne as follows:
Sout(X) := {z ∈ PN \ X ∣∣ πz|X : X → πz(X) is not birational},
Sinn(X) := {z ∈ X ∣∣ πz|X : X \ {z} → πz(X \ {z}) is not birational},
where πz :PN \ {z} → PN−1 is the projection from a point z ∈ PN . As an essential result, B. Segre
proved that Sout(X) is a union of ﬁnitely many linear subspaces of PN in characteristic zero case [8],
[2, Thm. 1]. After him, Sout(X) is called the Segre locus. Recently, the study of Sout(X) and Sinn(X)
has been developed by several authors (A. Calabri and C. Ciliberto [2], E. Ballico [1], A. Noma [7]). We
denote by Stot(X) :=Sout(X) ∪Sinn(X), and call this the total Segre locus of X . Our main result is:
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an algebraically closed ﬁeld k of characteristic p. If either p  deg(X) or p = 0, then the total Segre locus
Stot(X) is equal to a union of ﬁnitely many linear subspaces of PN .
For the case of p < deg(X), we give an example of X such that Stot(X) is non-linear (see Exam-
ple 3.1). Note that the linearity of Sout(X) follows from Theorem 1.1 (Remark 3.11).
In this paper, we propose a new approach to investigate the total Segre locus, working in arbitrary
characteristic. In Section 2, we give a method to calculate polynomials generating the deﬁning ideal
of Stot(X). In Section 3, by using this method, we determine the total Segre locus of Example 3.1, and
next give the proof of Theorem 1.1 (Theorems 3.2 and 3.8).
2. Calculation of the deﬁning ideal of the total Segre locus
Let X ⊂ PN be as in Theorem 1.1. We assume that X is of codimension  2, because if X is
a hypersurface, then the total Segre locus is determined immediately.
We set XL := πL(X \ L), the closure of the image in PN−dim(L)−1, where πL :PN \ L → PN−dim(L)−1
is the projection from a linear subspace L ⊂ PN . In particular, we set xL := πL(x) for a point x ∈ PN \ L.
The cone ConeL(X) of X with vertex L is given by the closure of the preimage π
−1
L (XL) ⊂ PN , where
we have deg(XL) = deg(ConeL(X)).
Deﬁnition 2.1. We set Loce(X) := {z ∈ PN | deg(Xz) e} for an integer e.
Here Stot(X) is contained in Loce(X) for some e < deg(X) in the case when X is not a cone. This
is because if z ∈ PN satisﬁes that πz|X is generically ﬁnite and is not birational onto its image, then
we have deg(Xz) < deg(X).
In Section 2.1, we construct a matrix Λ(e) consisting of iterative higher derivations D i , which
deﬁnes Loce(X) set-theoretically as a determinant variety if codim(X,PN) = 2 (Theorem 2.7). In addi-
tion, we see examples of actual calculation of the matrix Λ(e) (Examples 2.4 and 2.9). In Section 2.2,
we show that each irreducible component of Stot(X) is equal to an irreducible component of Loce(X)
with some e < deg(X) (Proposition 2.10). In Section 2.3, we generalize the argument of Section 2.1
for the case of codim(X,PN ) 2 (Theorem 2.13).
2.1. Determinantal ideal deﬁning Loce(X) set-theoretically for X of codimension two
We use the following notation: Let x0, x1, . . . , xN be a set of homogeneous coordinates on PN . We
denote by xi = xi00 xi11 · · · xiNN the monomial of multidegree i = (i0, i1, . . . , iN ) ∈ ZN+10 , by |i| :=
∑N
l=0 il ,
and by
I s :=
{
i ∈ ZN+10
∣∣ |i| = s}.
For each integer l with 0 l N , we set ωl = (ωl,0,ωl,1, . . . ,ωl,N ) ∈ I1 to satisfy ωl,l = 1 and ωl,m = 0
if m = l. In arbitrary characteristic, the iterative higher derivation [5, p. 209] of polynomials is deﬁned
as the operator induced by
D ix
j :=
(
j
i
)
x j−i, (1)
where
( j
i
)= ( j0i0
)( j1
i1
) · · · ( jNiN
)
. Note that, in the characteristic zero case, we have
D i f = 1
i0!i1! · · · iN !
(
∂
∂x0
)i0( ∂
∂x1
)i1
· · ·
(
∂
∂xN
)iN
( f )
for a polynomial f .
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for an integer s e, we set the following column vector,
λe−s( f ) :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
D(e−s)ω0 f
D(e−s−1)ω0+ω1 f
...
D i f
...
D(e−s)ωN f
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
(i ∈ Ie−s).
Note that λ0( f ) = D0( f ) = f . In addition, we set the following column vector,
λ(e)( f ) := λe−1( f ), if p > e or p = 0,
λ(e)( f ) :=
⎡
⎢⎢⎢⎢⎣
λe−1( f )
λe−p( f )
λe−2p( f )
...
λe−e/p·p( f )
⎤
⎥⎥⎥⎥⎦ , if p  e.
Here p is the characteristic of the base ﬁeld k, and e/p := max{α ∈ Z | α  e/p}.
For a variety Y ⊂ PN , we denote by Vert(Y ) ⊂ PN the maximal vertex of Y , which is the locus of
points z ∈ Y such that πz|Y is not generically ﬁnite.
Lemma 2.3. Let F := ( f = 0) ⊂ PN be a hypersurface of degree e deﬁned by f ∈ H0(PN ,O(e)). Then Vert(F )
is equal to the locus {z ∈ PN | λ(e)( f )|z = 0}, where 0 is the zero vector.
Example 2.4. We see what Lemma 2.3 means, by considering an example that F ⊂ P3 is a hypersur-
face of degree e deﬁned by a polynomial f = xe1 − x2xe−13 . Here Vert(F ) must be equal to a point
P = (1,0,0,0) since f does not have the variable x0.
In characteristic zero, the vector λ(e)( f ) is deﬁned by λe−1( f ), which consists of linear polynomi-
als D(e−1)ω0 f , D(e−2)ω0+ω1 f , . . . , D(e−1)ωN f . Here we have
D(e−1)ω1 f = ex1, Dω2+(e−2)ω3 f = −(e − 1)x3, D(e−1)ω3 = −x2, (2)
and D i f = 0 for other i ∈ Ie−1. Thus, by Lemma 2.3, we can compute that Vert(F ) is equal to (x1 =
x3 = x2 = 0) = {P }.
Next we study the positive characteristic case. Here λ(e)( f ) is given by λe−1( f ) and λe−αp( f )
with 1  α  e/p. If p  e − 1 and p  e, then we can calculate Vert(F ) in the same way as above.
If p | e − 1, then the polynomial −(e − 1)x3 in (2) vanishes. To complete this polynomial, we focus
on λ1( f ), which is a sub-vector of λ(e)( f ) because of e − ((e − 1)/p)p = 1. Here λ1( f ) gives a poly-
nomial
Dω2 f = −xe−13 .
Thus, Lemma 2.3 implies that Vert(F ) is equal to (xe−13 = x1 = x2 = 0) = {P }. If p | e, then ex1 in (2)
vanishes. On the other hand, λ(e)( f ) has a sub-vector λ0( f ) consisting of the polynomial
D0 f = f .
Thus, Vert(F ) is again equal to ( f = x3 = x2 = 0) = {P }.
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have D i f =∑Ns=0(is + 1) f i+ωs xs for each i ∈ Ie−1 .
Proof. We have D i f =∑ j∈Ie f jD ix j =∑Ns=0 f i+ωs D ixi+ωs . Since D ixi+ωs is equal to (is + 1)xs , we
get the assertion. 
Proof of Lemma 2.3. Let z ∈ PN . By a suitable coordinate change on PN , we may assume z =
(1,0, . . . ,0). If z ∈ Vert(F ), then f does not have the variable x0. Hence D i f |z = 0 for each i, that
is to say, λ(e)( f )|z = 0.
Conversely, suppose that λ(e)( f )|z = 0, and let f = ∑ j∈Ie f jx j with f j ∈ k. For each i ∈ Ie−1,
Lemma 2.5 implies that
(i0 + 1) f i+ω0 |z = D i f |z = 0.
Hence if p  (i0 + 1), then we have f i+ω0 |z = 0. Therefore f j |z = 0 if j ∈ Ie satisﬁes j0 > 0 and p  j0.
On the other hand, for i ∈ Ie−αp satisfying i0 = 0, we have D i f =∑u∈Iαp f i+uD ixi+u , and hence
f i+αpω0 |z = D i f |z = 0.
This implies that f j |z = 0 if j ∈ Ie satisﬁes j0 > 0 and p | j0. Therefore f does not have the vari-
able x0, that is to say, z ∈ Vert(F ). 
Deﬁnition 2.6. Let {h1, . . . ,hr} be a basis of the k-vector space H0(PN , IX (e)), where IX ⊂ OPN is the
ideal sheaf of X ⊂ PN . For s e, we set the following matrix:
Λe−s :=
[
λe−s(h1) λe−s(h2) · · · λe−s(hr)
]
=
⎡
⎢⎢⎢⎢⎢⎣
D(e−s)ω0h1 D(e−s)ω0h2 · · · D(e−s)ω0hr
D(e−s−1)ω0+ω1h1 D(e−s−1)ω0+ω1h2 · · · D(e−s−1)ω0+ω1hr
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
D ih1 D ih2 · · · D ihr
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
D(e−s)ωN h1 D(e−s)ωN h2 · · · D(e−s)ωN hr
⎤
⎥⎥⎥⎥⎥⎦
(i ∈ Ie−s).
In addition, we set Λ(e) := [λ(e)(h1) λ(e)(h2) · · · λ(e)(hr) ]. In this setting, it follows that
Λ(e) = Λe−1 if either p > e or p = 0, and that
Λ(e) =
⎡
⎢⎢⎢⎢⎣
Λe−1
Λe−p
Λe−2p
...
Λe−e/p·p
⎤
⎥⎥⎥⎥⎦ if p  e.
Now we denote by Zs(Λ(e)) the zero set of the s × s minors of Λ(e) for an integer s.
Theorem 2.7. Let X ⊂ PN be a non-degenerate projective variety of codimension  2, and let r :=
h0(PN , IX (e)) as above. Then we have Loce(X) ⊂ Zr(Λ(e)). Moreover, the equality holds if X is of codi-
mension 2 in PN and is not a cone.
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where Λe−1 consists of linear polynomials. In the positive characteristic case, some entries of Λe−1
may vanish. Then, instead of these entries, we focus on polynomials of degree > 1 appeared in sub-
matrices {Λe−αp} (see Examples 2.4 and 2.9).
In the following example, we see how Theorem 2.7 is used to calculate Loce(X).
Example 2.9. Let X ⊂ P3 be a space rational curve of degree e2 deﬁned by two polynomials,
h1 = xe1 − x2xe−13 and h2 = xe0 − x1xe−13 .
Note that X is parametrized by a morphism P1 → P3 : (s,1) 	→ (s, se, se2 ,1). Here we have:
(a) Loce(X) = {(1,0,0,0), (0,0,1,0)} if either p  e or p = 0,
(b) Loce(X) = (x3 = xe0x2 − xe+11 = 0) if p | e.
Proof. Here, the polynomials h1 and h2 give a basis of H0(PN , IX (e)). Note that h1 is the polyno-
mial f studied in Example 2.4. From Theorem 2.7, the locus Loce(X) is equal to Z2(Λ(e)), the zero
set of 2× 2 minors of Λ(e). The submatrix corresponding to the non-zero part of Λe−1 is equal to
A1 :=
⎡
⎢⎢⎢⎢⎣
D(e−1)ω0h1 D(e−1)ω0h2
D(e−1)ω1h1 D(e−1)ω1h2
Dω1+(e−2)ω3h1 Dω1+(e−2)ω3h2
Dω2+(e−2)ω3h1 Dω2+(e−2)ω3h2
D(e−1)ω3h1 D(e−1)ω3h2
⎤
⎥⎥⎥⎥⎦=
⎡
⎢⎢⎢⎢⎣
0 ex0
ex1 0
0 −(e − 1)x3
−(e − 1)x3 0
−x2 −x1
⎤
⎥⎥⎥⎥⎦ .
(a) Suppose p  e and p  e − 1. Then A1 gives three non-zero minors:
∣∣∣∣ 0 −(e − 1)x3−(e − 1)x3 0
∣∣∣∣ ,
∣∣∣∣ ex1 0−x2 −x1
∣∣∣∣ ,
∣∣∣∣ 0 ex0−x2 −x1
∣∣∣∣ ,
which are equal to −(e − 1)2x23, −ex21, ex0x2. Thus we ﬁnd that Z2(Λ(e)) is contained in Z2(A1) ={(1,0,0,0), (0,0,1,0)}.
Suppose p  e and p | e − 1. Then the minor −(e − 1)2x23 of the matrix A1 vanishes. Instead of this,
we consider Λ1, which is a submatrix of Λ(e) because of e − ((e − 1)/p) · p = 1. Here Λ1 contains
a submatrix
A2 :=
[
Dω1h1 Dω1h2
Dω2h1 Dω2h2
]
=
[
exe−11 −xe−13
−xe−13 0
]
,
which gives a minor −x2(e−1)3 . Combining A2 and A1, we ﬁnd that Z2(Λ(e)) is contained in the set{(1,0,0,0), (0,0,1,0)} as above.
In addition, the opposite inclusion holds, as follows: For each i, D ih1 does not have the variable x0
since so is h1. This implies that D ih1|(1,0,0,0) = 0. Hence every 2× 2 minor of Λ(e)|(1,0,0,0) is equal to
zero, that is, (1,0,0,0) ∈ Z2(Λ(e)). In a similar way, we have D ih2|(0,0,1,0) = 0 and have (0,0,1,0) ∈
Z2(Λ(e)).
(b) Suppose p | e. Then entries ex0 and ex1 of A1 vanish. Instead of these, we focus on Λ0, which
is a submatrix of Λ(e) because of e − (e/p) · p = 0. Here Λ0 consists of D0hi = hi with i = 1,2. Thus
A1 and Λ0 give the following submatrix of Λ(e):
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⎡
⎢⎢⎣
Dω1+(e−2)ω3h1 Dω1+(e−2)ω3h2
Dω2+(e−2)ω3h1 Dω2+(e−2)ω3h2
D(e−1)ω3h1 D(e−1)ω3h2
D0h1 D0h2
⎤
⎥⎥⎦=
⎡
⎢⎢⎣
0 −(e − 1)x3
−(e − 1)x3 0
−x2 −x1
xe1 − x2xe−13 xe0 − x1xe−13
⎤
⎥⎥⎦ .
Therefore Z2(Λ(e)) is contained in Z2(A3) = (x3 = xe0x2 − xe+11 = 0). In addition, the opposite in-
clusion holds, as follows: For i = 0 with |i| < e, the polynomial D ih1 (resp. D ih2) does not have
the variable x1 (resp. x0) because of p | e. Thus, on the locus (x3 = 0), the non-zero entries of
Λ(e)|(x3=0) are given by the third and fourth row vectors of A3|(x3=0) . This implies that Z2(Λ(e)) =
Z2(Λ(e)) ∩ (x3 = 0) is equal to (x3 = xe0x2 − xe+11 = 0). 
Proof of Theorem 2.7. Suppose z ∈ Loce(X). Then Xz ⊂ PN−1 is a variety of degree  e. Thus there
exists a polynomial f ∈ π∗z H0(PN−1, IXz (e)) ⊂ H0(PN , IX (e)). Here we have f =
∑r
j=1 a jh j with some
a1, . . . ,ar ∈ k. It follows from Lemma 2.3 that
r∑
j=1
a jλ(e)(h j)|z = λ(e)( f )|z = 0.
Since the r column vectors of Λ(e)|z are linearly dependent, every r × r minor of Λ(e)|z is equal to
zero, i.e., z ∈ Zr(Λ(e)).
Suppose codim(X,PN ) = 2, and let z ∈ Zr(Λ(e)). Then there exist a1, . . . ,ar ∈ k such that∑r
j=1 a jλ(e)(h j)|z = 0. Setting f =
∑r
j=1 a jh j ∈ H0(PN , IX (e)), we have λ(e)( f )|z = 0. From Lem-
ma 2.3, the hypersurface F := ( f = 0) ⊂ PN is a cone with vertex z. Since Xz ⊂ PN−1 coincides with
an irreducible component of Fz , we obtain deg(Xz) e; hence z ∈ Loce(X). 
2.2. Irreducible component of the total Segre locus
We denote by μz,X the multiplicity of X at a point z ∈ PN , i.e., the intersection multiplicity of X ∩ L
along z for a general linear subspace L  Pcodim(X) containing z. Here we set μz,X = 0 if z /∈ X .
Proposition 2.10. Let X ⊂ PN be as in Theorem 1.1, and assume that X is not a cone. For an irreducible
component Z ofStot(X), there exist integers e,m < deg(X) such that deg(Xz) = e and μz,X =m for general
z ∈ Z and that Z is an irreducible component of Loce(X).
In order to prove Proposition 2.10, we need two basic lemmas.
Lemma 2.11. Let X ⊂ PN be a non-degenerate projective variety. For a point z ∈ PN \ Vert(X), the following
hold.
(a) We have deg(X) − μz,X = deg(πz|X ) · deg(Xz).
(b) Let w ∈ PN \ Conez(X) satisfy that πw|X is birational. Then we have μzw ,Xw = μz,X .
(c) For an integer m, the set of points z ∈ PN satisfying μz,X m is open in PN .
Proof. (a) Let c := codim(X,PN ). We ﬁx a general (c − 2)-dimensional linear subspace L1 ⊂ PN−1
such that L1 ∩ Xz = ∅, and set L := π−1z (L1) ⊂ PN . Then the projection πL|X : X  PN−c factors into
πz|X : X  Xz ⊂ PN−1 followed by πL1|Xz : Xz  PN−c . Therefore we have
deg(πL|X ) = deg(πz|X ) · deg(πL1|X ) and deg(πL1|X ) = deg(Xz).z z
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that π−1L|X (x) = X ∩ Mx \ {z}. Since X ∩ Mx \ {z} has length deg(X) − μz,X , we obtain deg(πL|X ) =
deg(X) − μz,X . Thus the result follows.
(b) From (a), it follows that
deg(X) − μz,X = deg(πz|X ) · deg(Xz) and deg(Xw) − μzw ,Xw = deg(πzw |Xw ) · deg(Xzw).
Since wz /∈ Xz , we have deg(Xz) = deg(πwz |Xz ) · deg(Xzw). Since πw|X is birational, we have deg(X) =
deg(Xw) and deg(πzw |Xw ) = deg(πz|X ) · deg(πwz |Xz ). Hence we obtain μzw ,Xw = μz,X .
(c) We show the result by induction on c = codim(X,PN). Suppose c = 1. For each z ∈ PN , chang-
ing coordinates, we may assume z = (1,0, . . . ,0). For the deﬁning equation f ∈ H0(PN ,O(e)) of X
with e = deg(X), we have f = xe−s0 f s+xe−s−10 f s+1+· · ·+ fe with s e, f j ∈ k[x1, . . . , xN ] j , and f s = 0.
Then it follows μz,X = s; hence we have the result by using D i deﬁned in Eq. (1) in Section 2.1. Sup-
pose c > 1, and let z ∈ PN satisfy μz,X  m. We show that there exists an open neighborhood U
of z such that every x ∈ U satisﬁes μx,X m. Let w ∈ PN \ Conez(X) be a general point such that
πw|X : X → Xw ⊂ PN−1 is birational. Let V ⊂ PN−1 be the set of points y ∈ PN−1 such that μy,Xw m.
By induction hypothesis, the subset V is open in PN−1. From (b), it follows that μzw ,Xw = μz,X ; thus
we have zw ∈ V . Let
U ′ := PN \ {x ∈ PN ∣∣ w ∈ Conex(X)}.
Again from (b), we have μxw ,Xw = μx,X for each x ∈ U ′ . Let U := π−1w (V ) ∩ U ′ , which contains the
point z and satisﬁes that μx,X m for any x ∈ U . 
Lemma 2.12. Let X be as in Lemma 2.11 and assume that X is not a cone. Then the subset Loce(X) is closed
in PN .
Proof. We prove the result by induction on c = codim(X,PN). Suppose c = 2. Then it follows from
Theorem 2.7 that Loce(X) coincides with a determinantal variety, thus is closed in PN .
Suppose c > 2. For each z ∈ PN with deg(Xz) > e, it is suﬃcient to show that there exists an open
neighborhood U of z such that deg(Xx) > e for all x ∈ U . For a point
w ∈ PN \ (Conez(X) ∪Sout(X) ∪ π−1z Sout(Xz)),
we have birational projections πw|X and πwz |Xz . Then deg(X) = deg(Xw) and deg(πz|X ) = deg(πzw |Xw ).
By induction hypothesis, the subset V = PN−1 \ Loce(Xw) is open. Let U := π−1w (V ), where we
have deg(Xx)  deg(Xxw) > e for any x ∈ U . From Lemma 2.11(b), we have μz,X = μzw ,Xw . From
Lemma 2.11(a), we have deg(Xzw) = (deg(Xw) − μzw ,Xw )/deg(πzw |Xw ) = deg(Xz) > e. Thus z ∈ U ,
and hence the assertion follows. 
Proof of Proposition 2.10. For an irreducible component Z of Stot(X), we take m to be the largest
integer such that μz,X m for any z ∈ Z , and take e to be the smallest integer such that Z ⊂ Loce(X).
Let z ∈ Z be a general point. From Lemma 2.11(c), we have μz,X = m. From Lemma 2.12, we have
deg(Xz) = e. Note that (deg(X) −m)/e = deg(πz|X ) > 1 due to Lemma 2.11(a).
Let Z ′ be an irreducible component of Loce(X) containing Z , and let m′ be the largest integer
such that μz′,X m′ for any z′ ∈ Z ′ . For general z′ ∈ Z ′ , Lemma 2.11(c) implies that μz′,X =m′ . Since
m′ m, it follows from Lemma 2.11(a) that
deg(πz′ |X )
(
deg X −m′)/e  (deg X −m)/e > 1.
Hence Z ′ ⊂Stot(X), which implies Z = Z ′ . 
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Let X ⊂ PN be a non-degenerate projective variety of codimension  2, and assume that X is not
a cone. For an irreducible subvariety Z ⊂ PN and for an integer e, we deﬁne r¯(Z , e) as the integer
satisfying that h0(PN−1, IXz (e)) = r¯(Z , e) for general z ∈ Z . We also set r(e) := h0(PN , IX (e)).
Recall that, from Lemma 2.12, the locus Loce0(X) with an integer e0 is a closed subset of P
N . Now,
we show the following generalized result of Theorem 2.7.
Theorem 2.13. Let X ⊂ PN be as above, let e0 be an integer, and let {Z j} j0j=1 be the irreducible components
of Loce0(X). Then we have
Loce0(X) =
⋃
1 j j0
⋂
e∈N
Zr(e)−r¯(Z j ,e)+1
(
Λ(e)
)
.
In addition, there exist integers j1 and e1 with 1  j1  j0 and e1 > 0 such that Loce0(X) is equal to⋂
ee1 Zr(e)−r¯(Z j1 ,e)+1(Λ(e)).
Remark 2.14. The integer r¯(Z , e) is obtained as follows: Note that the Euler sequence 0 → Ω1
PN
→
V ⊗k OPN (−1) → OPN → 0 with V := H0(PN ,O(1)) induces P(V )×PN  P(Ω1PN (1)), a rational map
of projective bundles over PN which gives the projection
πz :P
N  P(V )  PN−1  P(Ω1
PN
(1) ⊗ k(z))
for each z ∈ PN . Let us consider φ : Se(Ω1
PN
(1)) → Se(V ) ⊗k OPN , an injective homomorphism
of e-th symmetric products. We regard H0(PN , IX (e)) as a subspace of Se(V ), and set JeX :=
φ−1(H0(PN , IX (e)) ⊗k OPN ). Then JeX ⊗ k(z) is isomorphic to H0(PN−1, IXz (e)) for each z ∈ PN .
Applying the semi-continuity theorem to the sheaf JeX |Z on Z , we ﬁnd r¯(Z , e) satisfying that
h0(PN−1, IXz (e)) is greater than or equal to r¯(Z , e) for any z ∈ Z and is equal to r¯(Z , e) for general
z ∈ Z .
Proposition 2.15. Let X ⊂ PN be as above, let e ∈ N, and let r := r(e). For an integer r¯, we have
Zr−r¯+1
(
Λ(e)
)= {z ∈ PN ∣∣ h0(PN−1, IXz (e)) r¯}.
Proof. We show the inclusion “⊃”. Let z ∈ PN satisfy h0(PN−1, IXz (e))  r¯. Then we ﬁnd r¯ polyno-
mials f1, f2, . . . , f r¯ ∈ π∗z H0(PN−1, IXz (e)) ⊂ H0(PN , IX (e)) which are linearly independent. Here, the
hypersurface in PN deﬁned by f s is a cone with vertex z. Thus Lemma 2.3 implies that λ(e)( f s)|z = 0
for each 1 s r¯. It follows that the matrix Λ(e)|z is of rank  r − r¯, as in the proof of Theorem 2.7.
Hence z ∈ Zr−r¯+1(Λ(e)). Conversely, “⊂” can be shown in a similar way. 
Corollary 2.16. Let Z ⊂ PN be an irreducible subvariety, and let r¯ := r¯(Z , e). Then we have Z ⊂ Zr−r¯+1(Λ(e)).
Lemma 2.17. Let Z ⊂ PN be an irreducible subvariety. (a) Then there exists a numeric polynomial P such that
P = P Xz for general z ∈ Z , where P Xz is the Hilbert polynomial of the subvariety Xz ⊂ PN−1 . (b) In addition,
r¯(Z , e) = h0(PN−1,O(e)) − P (e) for e  0.
Proof. (a) As in Remark 2.14, regarding X as a subvariety of P(V ), we have the rational map
π : X × Z  P(Ω1
PN
(1)|Z ) which gives the projection πz|X : X \ {z} → PN−1 for each z ∈ Z . Let
X := im(π) ⊂ P(Ω1N (1)|Z ) and let q :X → Z be the projection. Then we have q−1(z) = Xz for eachP
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is ﬂat. Thus we have a polynomial P such that P = P Xz for each z ∈ Z0.
(b) From (a), the polynomial Q (e) := h0(PN−1,O(e)) − P (e) ∈ Q[e] is equal to χ(IXz (e)) for any
z ∈ Z0. Thus, from [6, p. 101, Thm.], there exists an integer m depending only on Q such that Xz is
m-regular in the sense of Castelnuovo–Mumford for any z ∈ Z0. Then Q (e) = h0(PN−1, IXz (e)) for any
e m − 1 and for any z ∈ Z0. On the other hand, for each integer e, we have a general point z ∈ Z
such that r¯(Z , e) = h0(PN−1, IXz (e)). As a result, we have Q (e) = r¯(Z , e) for any e m − 1. 
Proof of Theorem 2.13. Let Z ′j :=
⋂
e∈N Zr(e)−r¯(Z j ,e)+1(Λ(e)). From Corollary 2.16, we have that
Z j ⊂ Z ′j . Conversely, let us take a point z ∈ Z ′j . Then, from Proposition 2.15, we have h0(PN−1,
IXz (e))  r¯(Z j, e) for e  0. From Lemma 2.17(a), there exists a polynomial P j such that P j = P Xw
for general w ∈ Z j . For e  0, it follows P Xz (e) = h0(PN−1,O(e)) − h0(PN−1, IXz (e)), and hence
Lemma 2.17(b) implies P Xz (e)  P j(e) = P Xw (e). Thus deg(Xz)  deg(Xw)  e0. Therefore we have
Z ′j ⊂ Loce0(X), and the ﬁrst assertion follows.
Let j1 be an integer such that P j1 (e)  P j(e) for 1  j  j0 and e  0. Then there exists
an integer e1 such that P j1 (e)  P j(e) and r¯(Z j1 , e)  r¯(Z j, e) for 1  j  j0 and e  e1, due
to Lemma 2.17(b). We set Z ′′ := ⋂ee1 Zr(e)−r¯(Z j1 ,e)+1(Λ(e)). Then Proposition 2.15 implies that
Z ′′ contains Z ′j with 1  j  j0. Hence it follows Loce0 (X) ⊂ Z ′′ . Next, we take z ∈ Z ′′ . Then
h0(PN−1, IXz (e))  r¯(Z j, e) for e  e1. Thus, in the same way as above, by taking general w ∈ Z j1 ,
we have deg(Xz) deg(Xw) e0. This implies Z ′′ = Loce0 (X). 
Corollary 2.16 and the following two related lemmas will be applied in the proof of Theorem 3.2.
Lemma 2.18. Let Y ⊂ PN be a projective variety of degree e, and let f1, f2, . . . , f s0 be a basis of
H0(PN , IY (e)). Then Y coincides with
⋂s0
s=1( f s = 0) ⊂ PN , the intersection of hypersurfaces deﬁned by fs .
Proof. We immediately have Y ⊂⋂s0s=1( f s = 0). Conversely, let x ∈ PN \ Y . We take a general linear
subspace L ⊂ PN \ Conex(Y ) of dimension N − dim(Y ) − 2. Then we have x /∈ ConeL(Y ). Since L is
general, ConeL(Y ) is a hypersurface of degree e, and hence its deﬁning polynomial is contained in
H0(PN , IY (e)). Thus it follows
⋂s0
s=1( f s = 0) ⊂ ConeL(Y ), which implies that x /∈
⋂s0
s=1( f s = 0). 
Lemma 2.19. Let Y ⊂ PN be a cone with the maximal vertex M := Vert(Y ), and let {Fs}s0s=1 be hypersurfaces
in PN such that M ⊂⋂s0s=1 Vert(Fs) and Y =⋂s0s=1 Fs. Then M =⋂s0s=1 Vert(Fs).
Proof. Let z ∈⋂s0s=1 Vert(Fs). For any y ∈ Y and for each s, since y ∈ Fs , the line yz is contained in Fs .
This implies yz ⊂ Y , which means z ∈ M . Thus the assertion follows. 
3. Linearity of the total Segre locus
3.1. Example of a non-linear total Segre locus
The following example shows that the linearity of Stot(X) does not hold in general if the charac-
teristic p is small.
Example 3.1. (See [4].) Let  be a prime number, and let X ⊂ P3 be a space rational curve of de-
gree 2 deﬁned by h1 = x1 − x2x−13 and h2 = x0 − x1x−13 , which is parametrized by a morphism
P1 → P3 : (s,1) 	→ (s, s, s2 ,1). Then the following holds:
(a) Suppose that either p =  or p = 0. Then we have Sout(X) = {(1,0,0,0)}. Moreover we have
Sinn(X) = {(0,0,0,1)} if  3.
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Sinn(X) is equal to the non-linear curve X if  3.
(c) If  = 2, then it follows Sinn(X) = ∅ in arbitrary characteristic.
Proof. By using our method (Section 2), we determine the locus Sout(X) in the cases (a)–(b). Let
z ∈ PN \ X be a point. It follows from deg(X) = 2 and Lemma 2.11(a) that we have deg(Xz) =  if
and only if z ∈Sout(X). This implies that Sout(X) is equal to the closure of Loc(X) \ X , where we
already calculated Loc(X) in Example 2.9.
(a) Suppose p = . Then we have Loc(X) = {(1,0,0,0), (0,0,1,0)}. Since (0,0,1,0) ∈ X , it follows
Sout(X) = {(1,0,0,0)}.
(b) Suppose p = . Then we have Loc(X) = (x3 = x0x2 − x+11 = 0), which is irreducible and not
contained in X ; hence Sout(X) = Loc(X).
In a similar way, we can calculate the deﬁning ideal of Sinn(X) in the case (a). In the case (b), since
dim(Sout(X)) = 1, we have Xz = πz(Sout(X)) ⊂ P2 for general z ∈ X . Since deg(πz(Sout(X))) = + 1,
we have X =Sinn(X) if  3. 
3.2. Proof of linearity of the total Segre locus
Let X ⊂ PN be a non-degenerate projective variety of codimension  2. We denote by Str(X) ⊂ PN
the intersection of all the embedded tangent spaces to X at smooth points. Here each point of Str(X)
is called a strange point of X . We have z ∈ Str(X) if and only if either z ∈ Vert(X) or πz|X is inseparable.
Hence Str(X) is a linear subspace of dimension < dim(X) contained in Stot(X).
Theorem 3.2. Assume that X is not a cone, let e0 ∈ N, and let Z be an irreducible closed subset of Stot(X),
such that Z ⊂ Str(X) and that deg(Xz) = e0 for general z ∈ Z . Suppose either p > e0 or p = 0. Then there
exists a (dim(X) + 1)-dimensional variety Y ⊂ PN of degree e0 which contains X and satisﬁes
Z ⊂ Vert(Y ) ⊂Stot(X).
In particular, if Z is an irreducible component ofStot(X), then Z is linear, and moreover is equal to Vert(Y ).
For the proof, we maintain the following notations. We ﬁx a general point z ∈ Z \ Str(X) such that
h0(PN−1, IXz (e)) = r¯(Z , e) for each e  e0, where r¯(Z , e) is the integer stated in Remark 2.14. Let us
consider the cone
Y := Conez(X) ⊂ PN
and the maximal vertex M := Vert(Y ), where we have deg(Y ) = e0.
We denote by S(PN ) the homogeneous coordinate ring of PN , by I(V ) the homogeneous ideal of
a subvariety V , and by I(V )d the set of polynomials of degree d in I(V ). We denote by lex the lex-
icographical order of monomials, and by mdeg = mdeglex the multidegree of a polynomial [3, Ch. 2,
§2, Def. 3 and 7].
Before giving the detail, in an example below, we see how our proof of “Z ⊂ M” works:
Example 3.3. Let X ⊂ P3 be the curve deﬁned by h1 and h2 given in Example 3.1. We set f = h1. For
z = (1,0,0,0), we have Y = Conez(X) = ( f = 0) ⊂ P3. Suppose p >  and suppose that Z ⊂Sout(X)
is an irreducible component containing z. Then we can show that Z is contained in (hence is equal
to) M = Vert(Y ) = {z}, in the following way.
We have that Z is contained in Loc(X), since so is Sout(X) as in the proof of Example 3.1. Here,
Theorem 2.7 implies that Loc(X) is equal to Z2(Λ−1), the zero set of 2 × 2 minors of Λ−1. For
the index ( − 1)ω0 = mdeg(h2) − ω0, we have D(−1)ω0 f = 0 and D(−1)ω0h2 = x0. Thus, for each
i ∈ I−1, we have a 2× 2 minor of Λ−1,
94 K. Furukawa / Journal of Algebra 336 (2011) 84–98∣∣∣∣ D i f D ih2D(−1)ω0 f D(−1)ω0h2
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∣∣∣∣ D i f D ih20 x0
∣∣∣∣= D i f · x0.
It follows D i f ·x0 ∈ I(Z). Since x0 /∈ I(Z), we obtain D i f ∈ I(Z). Therefore it follows from Lemma 2.3
that we have Z ⊂ M .
In order to prove Theorem 3.2, it is essential to show the following result.
Proposition 3.4. For each point w ∈ PN \ Y , there exists a hypersurface F ⊂ PN deﬁned by f ∈ π∗M I(YM)
such that w /∈ F and Z ⊂ Vert(F ).
Remark 3.5. A polynomial f is contained in π∗M I(YM) if and only if F = ( f = 0) ⊂ PN is a cone
which contains X and satisﬁes M ⊂ Vert(F ). In other word, π∗M I(YM) = I(X) ∩ π∗M S(PN−m−1), where
m := dimM .
First, we show two preparation lemmas.
Lemma 3.6. Let F ⊂ PN be a hypersurface of degree e  e0 deﬁned by f ∈ π∗M I(YM), and let hr¯+1, . . . ,hr ∈
I(X)e be polynomials giving a basis of the quotient space I(X)e/π∗z I(Xz)e , where r := h0(PN , IX (e)) and by
r¯ := h0(PN−1, IXz (e)). Suppose that there exist multi-indices ir¯+1, . . . , ir ∈ Ie−1 such that the column vector
E = t [ D ir¯+1 D ir¯+2 · · · D ir ]
satisﬁes the following condition:
det
(
E · [hr¯+1 hr¯+2 · · · hr ]
)
/∈ I(Z) and E · f = 0. (3)
Then we have Z ⊂ Vert(F ).
Proof. By the choice of z ∈ Z , it follows from e  e0 that we have r¯ = r¯(Z , e). Since f /∈ π∗z I(Xz)e , we
can regard { f ,hr¯+1, . . . ,hr} as a subset of a basis of I(X)e . We set ξ to be the determinant of the
matrix E · [hr¯+1 hr¯+2 · · · hr ]. For each i ∈ Ie−1, since E · f = 0, we have
D i f · ξ = det
([
D i
E
]
· [ f hr¯+1 hr¯+2 · · · hr ]
)
,
which is an (r − r¯ + 1) × (r − r¯ + 1) minor of Λ(e) = Λe−1. Thus Corollary 2.16 implies that D i f · ξ ∈
I(Z). Since ξ /∈ I(Z), we obtain D i f ∈ I(Z). Hence, from Lemma 2.3, we have Z ⊂ Vert(F ). 
By changing coordinates (x0, x1, . . . , xN ) on PN , we may assume z = (1,0, . . . ,0). We denote by
deg(h, x0) the degree of h for one variable x0.
Lemma 3.7. Let h be a homogeneous polynomial of degree e.
(a) Let i ∈ Ie−1 be a multi-index. Then the linear polynomial D ih has the variable x0 (i.e., D ih /∈
(x1, . . . , xN )), only if i lex mdeg(h)−ω0 . In particular, if h is monic, then Dmdeg(h)−ω0h is expressed as
deg(h, x0) · x0 + g with g ∈ (x1, . . . , xN ).
(b) Recall that z = (1,0, . . . ,0) satisﬁes that z /∈ Str(X) and thatπz|X is not birational onto its image. Assume
deg(h, x0) = 1. Then h is equal to x0h′ + h′′ with some h′,h′′ ∈ π∗z I(Xz).
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that i +ω0 lex mdeg(h).
(b) Let H ⊂ PN be the hypersurface of degree e deﬁned by h. Since deg(h, x0) = 1, we have μz,H =
e − 1. Hence πz|H is birational, and moreover, for each point x ∈ PN−1, it follows that either the
intersection π−1z (x) ∩ (H \ {z}) consists of one point, or the line π−1z (x) is contained in H . Suppose
that Y ⊂ H . Then π−1z (x) ⊂ H for general x ∈ Xz , and then π−1z (x) ∩ (X \ {z}) consists of one point
since so is π−1z (x)∩(H \{z}). Thus πz|X is purely inseparable, which implies z ∈ Str(X), a contradiction.
Hence Y is contained in H . Since I(Y ) = S(PN ) · π∗z I(Xz) and since deg(h, x0) = 1, we obtain that
h =
∑
j
(φ j,1x0 + φ j,2)ψ j =
(∑
j
φ j,1ψ j
)
x0 +
(∑
j
φ j,2ψ j
)
with φ j,1, φ j,2 ∈ π∗z S(PN−1) and ψ j ∈ π∗z I(Xz); hence the assertion follows. 
Now we come to the proof of the proposition, where recall that Y := Conez(X) ⊂ PN , a cone of
degree e0 with maximal vertex M .
Proof of Proposition 3.4. Let w ∈ PN be a point with w /∈ Y (equivalently, w /∈ M and wM /∈ YM ).
Then, from Lemma 2.18, there exists a polynomial f ∈ π∗M I(YM)e0 such that w /∈ F (equivalently,
wM /∈ FM ), where F := ( f = 0) ⊂ PN .
Let e  e0 be the smallest integer such that there exists a polynomial f ∈ π∗M I(YM)e satisfy-
ing w /∈ F . We take such a polynomial f of degree e. In the following steps (i)–(ii), by modifying
f ∈ π∗M I(YM)e with keeping the property w /∈ F , we will ﬁnd polynomials hr¯+1, . . . ,hr and indices
ir¯+1, . . . , ir satisfying the property (3) in Lemma 3.6.
By changing coordinates (x0, x1, . . . , xN ) on PN , we may assume that
z = (1,0, . . . ,0) and M = (xm+1 = · · · = xN = 0) in PN
with m = dimM . Here a polynomial h is contained in π∗M S(PN−m−1) if and only if h is of multidegree
lex deg(h) ·ωm+1. By changing coordinates (xm+1, . . . , xN ) on PN−m−1, we may assume that
wM = (xm+2 = · · · = xN = 0) in PN−m−1.
Since wM /∈ FM , we have mdeg( f ) = eωm+1.
Step (i). Let hr¯+1, . . . ,hr ∈ I(X)e be homogeneous polynomials which give a basis of the quotient
space I(X)e/π∗z I(Xz)e , where r := h0(PN , IX (e)) and by r¯ := h0(PN−1, IXz (e)). Since hi /∈ π∗z I(Xz), we
have deg(hi, x0) > 0. By replacing hi , we can assume that hr¯+1, . . . ,hr are monic polynomials satisfy-
ing the following strictly descending sequence:
mdeg(hr¯+1) >lex mdeg(hr¯+2) >lex · · · >lex mdeg(hr). (4)
Now we set is :=mdeg(hs) −ω0, and set the column vector
E := t [ Dmdeg(hr¯+1)−ω0 Dmdeg(hr¯+2)−ω0 · · · Dmdeg(hr)−ω0 ] .
Then the determinant
ξ := det(E · [hr¯+1 hr¯+2 · · · hr ])
is equal to
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deg(hr¯+1, x0) · x0 +   · · ·  
∗ deg(hr¯+2, x0) · x0 +  · · ·  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∗ ∗ · · · deg(hr−1, x0) · x0 +  
∗ ∗ · · · ∗ deg(hr, x0) · x0 + 
∣∣∣∣∣∣∣∣∣
,
where linear polynomials () are in (x1, . . . , xN ), and (∗) are in (x0, . . . , xN ). This is because, it follows
from mdeg(hr¯+1) >lex mdeg(hr¯+2) that we have Dmdeg(hr¯+1)−ω0hr¯+2 ∈ (x1, . . . , xN) as in Lemma 3.7(a);
similarly, each polynomial in the part () is contained in (x1, . . . , xN ).
Thus ξ is equal to αxr¯−r0 + ξ ′ with
α := deg(hr¯+1, x0) · deg(hr¯+2, x0) · · ·deg(hr−1, x0) · deg(hr, x0)
and ξ ′ ∈ (x1, . . . , xN ), where we obtain α = 0 by e  e0 and by the assumption of the characteristic p.
Since ξ /∈ I(z) = (x1, . . . , xN ) and since I(Z) ⊂ I(z), we have ξ /∈ I(Z).
Step (ii). Next, let r1 be the largest integer with r¯ + 1  r1  r such that the following inequality
holds:
mdeg(hr1) >lex ω0 + (e − 1)ωm+1.
Then, since f ∈ π∗M S(PN−m−1) (i.e., f does not have the variables x0, . . . , xm), we ﬁnd that
Dmdeg(hi)−ω0 f = 0 for i  r1. In order to obtain Dmdeg(hi)−ω0 f = 0 for i > r1, by Lemma 2.5, we
need to show
coefmdeg(hi)−ω0+ω j ( f ) = 0 (5)
for each 0  j  N , where we denote by coefi( f ) the coeﬃcient of monomial xi in f . Since f ∈
π∗M S(PN−m−1), we immediately have that (5) holds for j m. In the following, by modifying f and hi
with i > r1, we ﬁnd a new polynomial which satisﬁes (5) for j >m.
For i > r1, since mdeg(hi) lex ω0 + (e − 1)ωm+1, we have deg(hi, x0)  1, which implies
deg(hi, x0) = 1. Thus Lemma 3.7(b) implies that hi is equal to x0h′i + h′′i with some h′i,h′′i ∈ π∗z I(Xz).
Here the multidegrees of hi and x0h′i coincide. By removing h
′′
i for i > r1, we can assume that
hi = x0h′i with h′i ∈ π∗z I(Xz) (i > r1).
Then, polynomials hr¯+1, . . . ,hr1 and new polynomials hr1+1, . . . ,hr give a basis of I(X)e/π∗z I(Xz)e ,
and satisfy the condition (4). Therefore ξ /∈ I(Z) still holds.
For each i > r1, since hi is of multidegree lex ω0+(e−1)ωm+1, it follows that h′i is of multidegree
lex (e − 1)ωm+1, i.e., h′i ∈ π∗M S(PN−m−1). This leads to h′i ∈ π∗M I(YM)e−1 as in Remark 3.5. By the
assumption of the degree e, the point w is contained in the hypersurface of degree e − 1 in PN
deﬁned by h′i , that is to say, mdeg(h
′
i) <lex (e − 1)ωm+1.
Let {gk}1kk0 be a maximal subset of {x jh′i}m+1 jN, r1+1ir which satisﬁes the following
strictly descending sequence:
mdeg(g1) >lex mdeg(g2) >lex · · · >lex mdeg(gk0).
Here gk is contained in π∗M I(YM), since so is h′i with r1 + 1 i  r. In addition, it follows that
mdeg(gk) <lex eωm+1. Inductively, we set φ0 := f and set φk := φk−1 − coefmdeg(gk)(φk−1) · gk for
each k with 0< k k0.
We replace f with φk0 . Then we still have f ∈ π∗M I(YM)e and mdeg( f ) = eωm+1, i.e., w /∈ F .
Moreover, we have coefmdeg(gk)( f ) = 0 for any 1  k  k0. This implies that (5) holds for any i > r1
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some gk . Thus Dmdeg(hi)−ω0 f = 0 for i > r1. As a result, we have E · f = 0.
Now, the assumption of Lemma 3.6 is satisﬁed. Hence Z ⊂ Vert(F ). 
Proof of Theorem 3.2. For general x ∈ M , we have μx,X  μz,X due to Lemma 2.11(c). Since
deg(Xx) = deg(Yx) = e0, Lemma 2.11(a) implies deg(πx|X ) = (deg(X) − μx,X )/e0  deg(πz|X ) > 1, that
is, x ∈Stot(X). Hence we have M ⊂Stot(X).
From Proposition 3.4, there exist polynomials { f s}s0s=1 ⊂ π∗M I(YM) such that Y =
⋂s0
s=1 Fs and that
Z ⊂ Vert(Fs) for every s, where Fs := ( f s = 0) ⊂ PN . Then, it follows from Lemma 2.19 that we have
Z ⊂ M . 
Here, we have the following result, which is a speciﬁc version of Theorem 1.1.
Theorem 3.8. Let X ⊂ PN be as in Theorem 1.1, and let n := dim(X) < N − 1.
(a) Assume either p  deg(X) or p = 0. Then every irreducible component Z ofStot(X) is a linear subspace of
dimension < n. Moreover, the component Z coincides with the maximal vertex of an (n+ 1)-dimensional
cone containing X, except when X satisﬁesSout(X) = ∅ andSinn(X) = Vert(X).
(b) Now let p  0 be arbitrary. Let Z ⊂ PN be a linear subspace not contained in X, and assume dim(Z) 
dim(Z ∩ Vert(X)) + 2, where we regard dim(∅) = −1. Suppose that X lies on an (n + 1)-dimensional
cone with vertex Z . Then we have Z ⊂Sout(X). In addition, if Z is the maximal vertex of the cone, then
Z coincides with an irreducible component ofSout(X).
Lemma 3.9. (Cf. [2, Lemma 4(v)].) Let X ⊂ PN be a cone with maximal vertex M = Vert(X). ThenStot(X) is
equal to the closure of π−1M (Stot(XM)).
Proof. Let z ∈ PN \ M . Then μz,X = μzM ,XM and deg(X) = deg(XM). Let M ′ ⊂ PN be the linear sub-
space spanned by M and z. Since Mz ⊂ Vert(Xz) and (Xz)Mz = XM′ , we have deg(Xz) = deg(XM′ ).
Hence it follows from Lemma 2.11(a) that deg(πz|X ) = deg(πzM |XM ). In particular, πz|X is birational if
and only if πzM |XM is so. 
Proof of Theorem 3.8. (a) From Lemma 3.9, we may assume that X is not a cone. Now we show
Str(X) = ∅, as follows: Suppose z ∈ Str(X). Then it follows that p > 0 and that πz|X is inseparable.
Since deg(πz|X )  p and p  deg(X), we have deg(πz|X ) = deg(X). Then Xz ⊂ PN−1 is linear, which
contradicts that X is non-degenerate and of codimension  2.
Therefore, the result follows from Proposition 2.10 and Theorem 3.2.
(b) Let Z ⊂ PN be a linear subspace not contained in X with dim(Z) dim(Vert(X)∩ Z)+2. Let Y
be the (n+ 1)-dimensional cone with vertex Z such that X ⊂ Y . For general z ∈ Z \ X , we have a line
L ⊂ Z such that z ∈ L and L ∩ Vert(X) = ∅. Here we ﬁnd that Xz = Yz ⊂ PN−1 is a cone with vertex
v1 := Lz .
Suppose that πz|X : X → Xz is birational. Then there exists an open subset U1 ⊂ Xz such that
U := π−1z|X (U1) → U1 is bijective. For general line M1 ⊂ Xz containing v1, the subvariety
M := π−1z|X (M1 ∩ U1) ⊂ X
is a line, because of z /∈ X . Since L intersects M for inﬁnitely many lines M1, and since #(L ∩ X) < ∞,
we ﬁnd a point v ∈ L ∩ X such that v ∈ M for general M1; hence X is a cone with vertex v , which
contradicts L ∩ Vert(X) = ∅. Hence z ∈Sout(X). 
Remark 3.10. For the locus Sout(X), we can show the linearity under an assumption weaker than
p  deg(X), as follows: Let e < deg(X) be the largest integer such that e | deg(X). Since deg(X) =
98 K. Furukawa / Journal of Algebra 336 (2011) 84–98deg(πz|X ) ·deg(Xz) and deg(πz|X ) > 1 for general z ∈Sout(X), we have Sout(X) ⊂ Loce(X). Thus, from
Theorem 3.2, the linearity of Sout(X) holds in the case p > e.
Remark 3.11. The linearity of Stot(X) implies that of Sout(X), since we ﬁnd that every irreducible
component Z of Sout(X) is equal to an irreducible component of Stot(X), as follows: Let Z ′ be an
irreducible component of Stot(X) containing Z . Then, since Z is not contained in X , so is Z ′ . Hence
a general point z ∈ Z ′ satisﬁes that z /∈ X and that πz is not birational. Thus Z ′ ⊂ Sout(X), which
implies Z = Z ′ .
In the following, we check the sharpness of Theorem 3.8(b). Here, Example 3.12(a) shows that
the assumption of inequality “dim(Z)  dim(Vert(X) ∩ Z) + 2” is necessary. And (b) shows that, for
a linear subspace Z ⊂ X satisfying that X lies on an (n + 1)-dimensional cone with vertex Z , the
inclusion “Z ⊂Sinn(X)” does not hold in general.
Example 3.12. (a) Let X ⊂ PN be an n-dimensional cone with vertex x, and let z ∈ PN \ X be a point
such that πz|X is birational. Then the line Z := xz is equal to a vertex of the (n+ 1)-dimensional cone
Conez(X), and is not contained in Sout(X).
(b) Let X = (x0x1 − x22 = x1x3 − x2x4 = x0x4 − x2x3 = 0) ⊂ P4, a surface of degree 3 parametrized by
P2  P4 : (1, s, t) 	→ (1, s2, s, t, st). Then the line Z = (x0 = x1 = x2 = 0) ⊂ X is equal to the maximal
vertex of the 3-dimensional cone (x0x1 − x22 = 0), and is not contained in Sinn(X).
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