We investigate two density questions for Sobolev, Besov and Triebel-Lizorkin spaces on rough sets. Our main results, stated in the simplest Sobolev space setting, are that: (i) for an open set Ω ⊂ R n , D(Ω) is dense in {u ∈ H s (R n ) : supp u ⊂ Ω} whenever ∂Ω has zero Lebesgue measure and Ω is "thick" (in the sense of Triebel); and
Introduction
Consider the following two density questions for the classical Hilbert Sobolev spaces H s (R n ): Γ for s 1 > s 2 and Γ ⊂ R n a closed set with empty interior?
Here, following the notational conventions in [20] , for an open set Ω ⊂ R n and a closed set Γ ⊂ R n the spaces H s (Ω) and H s Γ are the closed subspaces of H s (R n ), s ∈ R, defined in the following way:
One can also consider the analogous questions in the much more general setting of Besov and Triebel-Lizorkin spaces, which we shall do in the main body of the paper. But to make our initial discussions as accessible as possible, we focus in this introductory section on the special case of H s (R n ). Our particular interest in this case stems from the second two authors' recent investigations into wave scattering by fractal screens [9, 11] , in which questions Q1 and Q2 arise quite naturally. We shall say more about the connection with this motivating application in §2.
The answer to questions Q1 and Q2 obviously depends on both the regularity parameter s and the type of domain considered. One classical result relating to Q1, appearing for example in McLean's book [20, Thm. 3.29] , is that H s (Ω) = H
s Ω for all s ∈ R whenever Ω is C 0 , in the sense that for every point x ∈ ∂Ω there exists a neighbourhood U of x and a Cartesian coordinate system in which Ω ∩ U coincides with the hypograph of some continuous function from R n−1 to R. This result was extended by Chandler-Wilde, Hewett and Moiola in [11, Thm. 3.24] to domains that are C 0 except at a countable set of points P ⊂ ∂Ω, such that P has a finite number of limit points in each bounded subset of ∂Ω, albeit for a limited range of s, namely |s| ≤ 1 for n ≥ 2 and |s| ≤ 1/2 for n = 1. This includes domains formed as unions of polygons/polyhedra touching at vertices, the "double brick" domain, curved cusp domains, spiral domains, and Fraenkel's "rooms and passages" domain -for illustrations see [11, Fig. 4 [33] , which concerned the case where Ω = R n . It also facilitates the construction of counterexamples for which the answer to Q1 is negative [11, §3.5] . . As a somewhat extreme example, one can take Γ to be the "Swiss cheese" set defined by Polking in [23] , for which H This includes in particular the classical Koch snowflake domain and some of its generalisations (see §5), which fail to be C 0 at any of its boundary points. Our proof uses duality arguments and the identification of H s Ω with a certain space of distributions on Ω (see Lemma 4.4) , for which a wavelet decomposition is available (see Theorem 4.11, which follows from [34, Thm. 3.13] ).
Regarding Q2, in certain special cases it is possible to give a complete answer using known results. For instance, if Γ = R n−1 ×{0} is a (n−1)-dimensional hyperplane then the standard decomposition H s Γ = 0≤j<−s−1/2 H s+j+1/2 (R n−1 ) ⊗ δ (j) , δ (j) being the jth derivative of the one-dimensional delta function in the variable perpendicular to Γ, (see e.g. [20, Lem. 3 .39]) implies that H s 1 Γ is non-trivial and dense in H s 2 Γ if and only if −3/2 − m ≤ s 2 ≤ s 1 < −1/2 − m for some m ∈ N 0 (for the "only if" part, see a detailed proof of a related result in Remark 6.19) . By standard arguments involving coordinate charts, analogous results hold for smooth (n − 1)-dimensional submanifolds of R n . On the other hand, the only existing results we know of applicable to completely general Γ are negative, coming from the fact that [15, Prop. 2.4] for every closed Γ ⊂ R n with empty interior there exists s Γ ∈ [−n/2, n/2] (termed the "nullity threshold" in [15] ) such that H s Γ = {0} for s < s Γ and H s Γ = {0} for s > s Γ . Hence if s < s Γ < t then H t Γ = {0} cannot be dense in H s Γ = {0}. Our main contribution in this paper to the study of Q2, presented in §6, is to generalise, except for the limit case s 2 = −3/2 − m, the "if" part of the hyperplane result mentioned above to the case where Γ is a d-set (intuitively, a closed set with the same Hausdorff dimension d in a neighbourhood of each of its points, see Definition 3.9 below) for some 0 < d < n. In particular, Theorem 6.14 implies that if Γ ⊂ R n is a d-set for some 0 < d < n
A key tool used to prove this fact is Proposition 6.7, a consequence of a result due to Netrusov, which states in particular that if
is the kernel of a trace operator Tr Γ,m (defined on H s (R n )) involving partial derivatives of order at most m. Theorem 6.13 shows that, under the same conditions on s and m, the adjoint of the trace operator Tr Γ,m provides a natural identification of the space of distributions H −s Γ defined on R n and supported in the d-set Γ with the dual of the trace space Tr Γ,m (H s (R n )). We also provide counterexamples showing that the assumptions made on the indices (e.g. on s 1 and s 2 above) are close to optimal; see Proposition 6.1 and Remarks 6.19-6.20.
As already mentioned, the results in the following sections will be presented in the wider generality of quasi-Banach Besov and Triebel-Lizorkin spaces.
2 Motivation: scattering by fractal screens
As mentioned above, our study is motivated by recent work by two of the authors into boundary integral equation (BIE) formulations of wave scattering by fractal screens [9, 11] , where the questions Q1 and Q2 arise naturally in the study of well-posedness and BIE solution regularity. To give context to the current study we now briefly explain this connection.
Consider the problem of time-harmonic acoustic scattering (governed by the Helmholtz equation
, by a planar screen, a bounded set S ⊂ R n embedded in the hyperplane {x ∈ R n+1 : x n+1 = 0}. When S = Ω for Ω ⊂ R n a bounded open set, it was shown in [9] that the classical Dirichlet and Neumann scattering problems (as stated in [27] , and see [9, Defs. 3.10 and 3.11] ) are well-posed (and equivalent to the weak formulations in [22, 36] , which view the screen as the closed set S = Ω) if and only if H s (Ω) = H
s Ω and H −s ∂Ω = {0}, with s = −1/2 for the Dirichlet case and s = +1/2 for the Neumann case. The unknown Cauchy data φ satisfies an associated BIE Lφ = f , where the data f depends on the incident (source) wave field and L is a bounded linear integral operator mapping bijectively between the space H s (Ω) = H s Ω and the space
One corollary of our results in the current paper is that the classical Dirichlet screen problem is well-posed whenever Ω ⊂ R n is a thick domain with |∂Ω| = 0. In particular this holds for the Koch snowflake screen, for which well-posedness was raised as an open question in [9, Examp. 8.7] . On the other hand, the classical Neumann problem is not well-posed for the Koch snowflake since H −1/2 ∂Ω = {0} [9, Examp. 8.7] . When S = Γ for a compact set Γ ⊂ R n with empty interior, it is also possible to formulate wellposed scattering problems, with the associated BIE posed in the space H s Γ , with data in ( H −s (Γ c )) ⊥ , again with s = −1/2 for the Dirichlet case and s = +1/2 for the Neumann case [9, 10] . Accordingly, the BIE solution (and hence the corresponding scattered wavefield) is non-zero if and only if the space H s Γ is non-trivial. Furthermore, when H s Γ is non-trivial and the BIE solution φ is non-zero, it is important to know whether φ possesses any extra smoothness (beyond membership of H s Γ ) that can be exploited, for instance, to prove approximation error estimates for numerical discretizations. A natural question is whether φ lies in H t Γ for some t > s. To our knowledge this question is almost completely open, with the only results we know of being negative, namely that if s < s Γ (where s Γ is the nullity threshold defined at the end of §1) then a non-zero BIE solution 0 = φ ∈ H s Γ cannot lie in H t Γ for any t > s Γ because H t Γ = {0}. A satisfactory answer to the question of solution regularity will necessitate a study of the relevant boundary integral operators, which we do not want to go into here. The density question Q2, however, is a weaker condition that can be investigated purely using function space theory. It represents a necessary condition for increased solution regularity, in the sense that if the BIE solution were known to lie in H t Γ for all data f in some dense subspace of the range of L (for example, plane incident waves, see [8] ), then the boundedness of L −1 would imply that H t Γ is dense in H s Γ . Question Q2 also provides a pathway to proving convergence of numerical discretizations: if approximation error estimates can be proved for elements of H t Γ for some t > s, and H t Γ is dense in H s Γ , then one can prove convergence of the numerical discretization, by first approximating φ ∈ H s Γ by someφ ∈ H t Γ and then applying the numerical approximation theory toφ ∈ H t Γ -for details see [10] .
Preliminaries
In this paper we are concerned with finding sufficient conditions under which the answers to Q1 and Q2 are affirmative. While Q1 and Q2 were posed in the context of the Sobolev spaces H s (R n ), the approach to be used relies on results available in the more general framework of Triebel-Lizorkin spaces F s p,q (R n ) and Besov spaces B s p,q (R n ), where s ∈ R and 0 < p, q < ∞. Hence, whenever it does not complicate the argument we work in this more general setting. Furthermore, we adopt the convention of using the letter A instead of F or B in our notation when we want to mention both cases, so that statements can be read either by replacing A by F all over or by replacing A by B all over. With this convention we define the spaces
for open Ω ⊂ R n and closed Γ ⊂ R n . We note that A s p,q,Ω is denoted A s p,q (Ω) by Triebel in [34, Def. 2.1(ii)]; our notation is an extension of that used in [9, 11, 15] .
As for the definition of the Triebel-Lizorkin and Besov spaces themselves, they are quite standard and can be found in several reference works of Triebel, e.g. in [29, §2.3.1] 
between the Bessel-potential Sobolev spaces and the Triebel-Lizorkin spaces. The reader who is not familiar with such spaces might also want to consult [29, §2.3.2, §2.3.3] , where some of their basic properties are presented, which we may use without further warning. We note that the spaces H s (R n ) considered above are, by definition, the same as H s 2 (R n ). We emphasize that the equality relation in (3) indicates equality as sets but in general only equivalence of norms. In other words, it says that the identity operator is a linear and topological isomorphism between the two spaces.
We will make frequent use of the following standard duality result 1 . Here and henceforth the numbers p and q stand for the conjugate exponents of p and q respectively. We denote by S(R n ) the Schwartz space and by S (R n ) its dual, the space of tempered distributions. Given any s ∈ R and 1 < p, q < ∞, the operator
where ·, · is the dual pairing on 
This, together with the density of the embedding 
, and write
The first and last terms on the right-hand side clearly tend to 0 when k goes to ∞, by definition of the operators I −s,A p ,q and I s,A p,q . That the same happens to the middle terms follows from (4) and the hypotheses considered here. Of course, we are using the facts −(−s) = s, (p ) = p and (q ) = q. 
Therefore it is common to continue writing f, g instead of (I −s,A p ,q f )(g) even when g ∈ S(R n ). In particular, with this convention the identity (5) can be written as f, g = g, f .
The following proposition provides an important connection between the "tilde" and "subscript" spaces introduced in (1) and (2) . Here, and henceforth, the superscript "a" stands for annihilator. We note that this result was proved for the special case of
Proposition 3.5. Given a closed set Γ ⊂ R n , s ∈ R and 1 < p, q < ∞,
Proof. For the first identity, by the continuity of ·, · and the density of
For the second identity, replacing (s, p, q) by (−s, p , q ) in the first identity gives ( 
A key concept arising in our study of both Q1 and Q2 is that of "A s p,q -nullity". Proposition 3.7. Let Γ ⊂ R n be non-empty and closed with |Γ| = 0, and define d := dim H (Γ) ∈ [0, n], where dim H (·) denotes the Hausdorff dimension. Then, for any 0 < q < ∞, 
(If d = 0 this is trivially true for all 1 <p < ∞.) Thens := s + n
and, arguing as above, we have that Bs p,q,Γ = {0} and Fs p,q,Γ = {0} for 0 < q < ∞. 
The concept of a "d-set", already mentioned in the previous remark, will play an important role in our later considerations. We give a definition here.
Definition 3.9. Let Γ be a non-empty closed subset of R n and 0 ≤ d ≤ n. Γ is said to be a d-set if there exist c 1 , c 2 > 0 such that
where B(γ, r) is the closed ball of radius r with centre at γ and H d stands for the d-dimensional Hausdorff measure on R n .
As we shall show in Propositions 5.3 and 5.6, the boundaries of the snowflake domains considered in §5 are all examples of (compact) d-sets in R 
where Ω ⊂ R n is a domain (non-empty open set) and A are defined as in (1)- (2). Since (6) holds trivially when Ω = R n , our interest is in the case where Ω is a proper domain, i.e. Ω = R n . We start by remarking that the inclusion
and the latter is a closed subspace of A s p,q (R n ). Therefore, to prove (6) we shall be merely concerned with proving that A
. We deal first with the simplest case where A = F , s = 0, 1 < p < ∞ and q = 2. By (3) this means the setting of
the proof works also when p = 1, we include this case in the following proposition. Here L p (Ω) and L p,Ω are defined in the obvious way, and
Proposition 4.1. Let Ω be a domain in R n and let
As mentioned above, we shall make frequent reference to some results of Triebel in [34] . However, there is an an unfortunate clash between the notation in [34] and some of the notation introduced above, which follows the conventions adopted in the second two authors' previous papers [9, 11, 15] . We already pointed out immediately after (2) 
1(ii)]).
Let Ω be a domain in R n . Let s ∈ R and 0 < p, q < ∞.
where the infimum is taken over all g ∈ A s p,q,Ω with g| Ω = f . 
i.e. ∂Ω is A s p,q -null. Indeed, using standard arguments from the theory of distributions we can be more precise and state the following:
, (8) holds), then the restriction operator
is an isometric isomorphism; in particular,
The importance of this result is the following: there are some results for RA ; this is possible whenever the above lemma applies. In particular, by Proposition 3.7 this holds for Ω = R n whenever |∂Ω| = 0 and either
In order to state the main results of this section later on, we shall need the following notions from [34, Def. 3.1(ii)-(iv), Rmk. 3.2]. Here, and henceforth, for a set S ⊂ R n , we denote by Q(S) the set of the (open) cubes contained in S and with the edges parallel to the Cartesian axes; and for any Q ∈ Q(S) we denote by l(Q) the length of its edges. (i) Ω is said to be E-thick (exterior thick) if for any choice of c 1 , c 2 , c 3 , c 4 > 0 and j 0 ∈ N there are c 5 , c 6 , c 7 , c 8 > 0 such that for any j ∈ N, j ≥ j 0 , and any interior cube Q i ∈ Q(Ω) with
there exists an exterior cube Q e ∈ Q(Ω c ) with
(ii) Ω is said to be I-thick (interior thick) if for any choice of c 1 , c 2 , c 3 , c 4 > 0 and j 0 ∈ N there are c 5 , c 6 , c 7 , c 8 > 0 such that for any j ∈ N, j ≥ j 0 , and any exterior cube Q e ∈ Q(Ω c ) with
there exists an interior cube Q i ∈ Q(Ω) with
(iii) Ω is said to be thick if it is both E-thick and I-thick.
Remark 4.6. It is easily seen that:
1. Once the definition of E-thickness (or I-thickness) has been checked for some j 0 ∈ N then it automatically holds for all j 0 ;
2. The definitions of E-thickness and I-thickness can be equivalently stated with 2 −j replaced throughout by ξ j for any 0 < ξ < 1.
In [34, Prop. 3.6(i)-(iv), Prop. 3.8(i),(iii)], some relations with well-known concepts are presented:
Proposition 4.7.
(iii) The classical Koch snowflake domain as per [34, Fig. 3.5 
if, and only if, (Ω)
We shall also need to use wavelet representations of some spaces, needing in particular to consider so-called orthonormal u-wavelet basis in L 2 (Ω). However, we don't want to go into details, so we shall keep things at the bare minimum.
if it is both an u-wavelet system according to [34, Def. 2.4] and an orthonormal basis in L 2 (Ω).
Remark 4.9. We do not go deeper into the long definition of what an u-wavelet system is because, in addition to what we are going to write down below, we shall only need the following two properties: for all j and r as above,
From these two properties it follows that Φ j r ∈ A 
33]).
Let Ω be a proper domain in R n . For any u ∈ N there exist orthonormal u-wavelet bases in L 2 (Ω).
The next result, which will be crucial for our intentions, follows from [34, Def. 3.11, Thm. 3.13]:
Let u > s be a natural number and {Φ
We can now prove one of the main results in this section: , wheref N is the extension of f N to R n by zero. Hence from (9) we get that
, which tends to 0 when N goes to ∞, so we conclude that
Proof. The case s > 0 follows from (3) and the above theorem. The case s = 0 follows from Proposition 4.1 (and in this case we don't even need the domain Ω to be E-thick).
For completeness we remark that for some parameters p and q and with some extra conditions on ∂Ω it is possible to get the conclusion of Theorem 4.12 for some negative values of s. This follows by conjugating [34 Lemma 4.14. Let Ω be a domain in R n . Let s ∈ R and 1 < p, q < ∞. Then If we specialize the above result to the case A = F and p = q = 2 we recover [11, Lem. 3.26] . One immediate corollary of Lemma 4.14 is the second part of the following lemma, which provides another connection between density results and A 
Proof. (i) First note that the assumptions on s, p and q imply that
. Then by Proposition 4.1 (recall (7) for the definition of 
Note that the statement of Lemma 4.15 does not extend to s < 0; counterexamples for n = 2 include the thick domains considered in §5
We now proceed to another of the main results in this section. Proof. According to Lemma 4.14, it is enough to show that
Since Ω = R n , the assumption (Ω) • = Ω implies that also Ω = R n . Then since Ω is I-thick, from Proposition 4.7(vi) it follows that Ω c is E-thick. Furthermore, since |∂Ω| = 0 it follows by Due to Proposition 4.7, both corollaries above apply to the case when Ω is the classical Koch snowflake domain in R 2 . We shall consider some further examples in the next section. 
Examples of thick domains
In the previous section we proved that a sufficient condition for the equality H
is that Ω is a thick domain with |∂Ω| = 0. In this section we prove thickness for a general class of domains (possibly with fractal boundaries) formed as the limit of a sequence of smoother ("prefractal") domains. This includes a family of generalisations of the classical Koch snowflake domain, for which a proof of thickness was sketched in [34, Prop. 3.8(iii)], and the "square snowflake" domain considered in [25] .
Our general result is Proposition 5.1. Before stating this result we need to describe the framework we have in mind. Suppose we have a nested increasing sequence (Γ Then Γ − is non-empty and open and Γ + is non-empty and compact, with
Furthermore, defining the compact set
it holds that
We are now ready to state our general result concerning thickness. Note that conditions (11), (12) and (13) in Proposition 5.1 are statements about fixed order approximations Γ ± j , and do not involve the limiting objects Γ ± . One can think of (12) and (13) as "j-uniform" thickness estimates on the sequence of approximations Γ ± j . We remark that a necessary condition for (11) 
and
Then Γ − is thick, with Γ − = Γ + and 
Proof. The fact that Γ − = Γ
+ is an obvious consequence of (11), since if x ∈ Γ + \ Γ − then x ∈ ∆ j for every j, and by (11) there exists a sequence of points x j ∈ ∂Γ − j ⊂ Γ − converging to x, so that x ∈ Γ − . Similarly, it's easy to check that ∂Γ − = ∂Γ + = ∞ j=0 ∆ j and hence that Γ − = (Γ + )
• . In proving thickness we recall from Remark 4.6 that it is enough to verify the conditions of Definition 4.5 for a single value of j 0 and with 2 −j replaced by ξ j throughout. To prove I-thickness for Γ − , fix c 1 , c 2 , c 3 , c 4 > 0 and let
, we see that the definition of I-thickness for Γ − is satisfied with c 5 = c 
, we see that the definition of E-thickness for Γ We now apply Proposition 5.1 to prove thickness for some concrete examples.
The classical snowflakes
We first consider the family of "classical snowflakes" studied in [12] , which generalise the standard Koch snowflake. These snowflakes are open subsets of R 2 , defined as limits of nested (increasing) sequences of open polygonal prefractals. In order to apply Proposition 5.1 and deduce thickness, we need to introduce a sequence of nested (decreasing) closed prefractals, which generalise those considered in [3] for the standard Koch snowflake. The interior and exterior prefractals for three examples (including the Koch snowflake) are shown in Figure 1 . The snowflakes are parametrised by a number 0 < β < π/2, which represents half the width of each convex angle of the interior prefractals (except possibly the three angles of the first interior prefractal). Given 0 < β < and represents the ratio of the side lengths of two successive prefractals. The standard Koch snowflake corresponds to the choice β = π/6, so that ξ = 1/3. We note that ξ is denoted α for all s ∈ R and 1 < p < ∞.
Proof. We prove that the sequences Γ ± j satisfy the assumptions of Proposition 5.1. We first note that since ∂Γ − ⊂ ∆ j and |∆ j | = 4ξ
, we have |∂Γ − | = 0. Next we verify the three conditions (11), (12) and (13) . To that end we choose ξ in (11)- (13) 
j , so that (12) as before.
Proof. Let β, ξ and d be as in the statement of the proposition.
Step 1. Since a finite union of d-sets is clearly still a d-set, it is enough to prove that the part of the boundary built over each one of the three legs of the initial equilateral triangle is a d-set. And since the Hausdorff measure is invariant under translations and rotations, we shall do the forthcoming analysis after a rigid motion has been performed in such a way that each leg of the initial triangle coincides with the segment [(0, 0), (1, 0)] in R 2 and the corresponding part of the boundary lies above it. Our objective is then to prove that this is a d-set.
Step 2. We shall use the same notation as before, except that we prepend the fraction 1 3 to it. So, the part of the boundary to be considered is denoted 
The second inequality is due to the fact that in the isosceles triangle T mentioned in the proof the end points of the base belong to 1 3 ∆ j for every j , and therefore to 
in the Hausdorff metric in the space of non-empty compact subsets of R 2 .
Step 3. We are going to show now that 1 3 
∂Γ
− is also the fractal (invariant set) determined by four contractions ψ i , i = 1, . . . , 4, in R 2 according to [31, Thm. 4.2] and that these contractions are indeed similarities (similitudes) with contraction ratio equal to ξ and satisfy the open set condition of [31, Def. 4.5(ii)]. Afterwards, by [31, Thm. 4.7] we can conclude that The mentioned contractions are defined as follows, where H(ξ) denotes the homothety with centre at the origin and ratio ξ, R(θ) denotes counterclockwise rotation through angle θ about the origin, and T (x, y) denotes translation by a vector (x, y):
These are, clearly, similarities of ratio ξ and determine, according to [31, Thm. 4.2] , the unique non-empty compact set K in R 2 such that
Still according to [31, Thm. 4.2] , K can be obtained as
for any non-empty compact subset Λ of R 2 , the limit being taken in the metric space of all nonempty compact sets in R 2 equipped with the Hausdorff metric. Since each ψ i maps an edge of (14) and (15), we get that
In order to finish the proof, it only remains to exhibit a non-empty open set O in R 2 such that
It is easily seen that we can take for O the interior of
Remark 5.4. Combining the above result with the information given after Definition 3.9, we have that the Hausdorff dimension of ∂Γ − is − log 4/ log ξ, with the boundary of the standard Koch snowflake (β = ), we have produced a class of domains in R 2 whose boundaries have Hausdorff dimensions ranging over all values in (1, 2).
The square snowflake
We now consider the "square snowflake" studied in [25] (see also [14, §7.6 ] and the references therein). Like the classical snowflakes studied in the previous section, this is an open set Γ − ⊂ R Figure 3 : The first five prefractals Γ 0 , . . . , Γ 4 of the square snowflake.
with fractal boundary. The starting point for the definition of Γ − is a sequence of non-nested polygonal prefractals Γ j , j ∈ N 0 , the first five of which are shown in Figure 3 .
The sequence of prefractals Γ j ⊂ R 2 , j = 0, 1, . . . is defined as follows. Each prefractal Γ j is a polygon whose boundary is the union of N j := 4 · 8 j segments of length j := 4 −j aligned to the Cartesian axes. Let Γ 0 = (0, 1) 2 be the unit open square. For j ∈ N, ∂Γ j is constructed by replacing each horizontal edge [(x, y), (x + j−1 , y)] and each vertical edge [(x , y ), (x , y + j−1 )] of ∂Γ j−1 respectively by the following polygonal lines composed of 8 edges each:
(Note that the fourth and the fifth segments obtained are aligned; in the following however we count them as two different edges of Γ j .) Each polygonal path ∂Γ j constructed with this procedure is the boundary of a simply connected polygon Γ j of unit area, composed of 16 j squares of side length j . We note that the closures of the prefractals tile the plane:
. The resulting sequence of prefractals (Γ j ) j∈N 0 is not nested: for each j ∈ N neither Γ j ⊂ Γ j−1 nor Γ j ⊃ Γ j−1 . Indeed, the two set differences Γ j \Γ j−1 and Γ j−1 \Γ j are made of 4·8 j−1 = 2 3j−1 disjoint squares of side length j . Thus the limit set Γ − cannot be defined simply as the infinite union or intersection of the prefractals defined above. However, we are going to construct, as before, two nested sequences (Γ ± j ) j of open and closed prefractals approximating monotonically an open set Γ − and its closure, as in Proposition 5.1, such that the boundary ∂Γ − of Γ − is the limit, in the Hausdorff metric, of the non-nested prefractal boundaries (∂Γ j ) j (cf. eq. (17) and Proposition 5.6).
We first denote by E j,k , k = 1, . . . , N j , the sides of ∂Γ j , each of which has length j . Then let S j,k , k = 1, . . . , N j , be the closed squares with diagonals E j,k , respectively; they have disjoint interiors and are tilted at 45 degrees to the Cartesian axes. We then define the set ∆ j := N j k=1 S j,k , which is compact with Lebesgue measure equal to 4 · 8 j · 1 2 2 j = 2 1−j . The relevance of this construction is the following: given an edge E j,k = [(x, y), (x + j , y)] (or E j,k = [(x, y), (x, y + j )]) of ∂Γ j , its "evolution", i.e. all the segments obtained from the successive applications of the rules in (16) , are contained in the closed square S j,k with vertices (x, y),
, which is one of the squares composing ∆ j . This implies that these sets are nested and contain the boundaries of the prefractals of higher order: ∂Γ j ⊂ ∆ j ⊂ ∆ j for all j ≥ j. Figure 4 : The non-monotonic square snowflake prefractals Γ j (union of the blue and red parts), the boundary approximations ∆ j (union of the blue and pink parts), the inner prefractals Γ − j (red part only), and the outer prefractals Γ + j (union of the red, blue and pink parts), for j = 0, 1, 2, 3.
We now define two sequences of open and closed polygons, respectively:
The open inner prefractals Γ − j are nested and increasing, the closed outer prefractals Γ + j are nested and decreasing, and they approximate from inside and outside the non-monotonic prefractals Γ j :
This monotonicity implies that we can define two limits Γ − := j∈N 0 Γ Proof. Again, we show that the sequences Γ ± j satisfy the assumptions of Proposition 5.1. First we note that since ∂Γ − ⊂ ∆ j and |∆ j | = 2 1−j for all j ∈ N, we have |∂Γ − | = 0. Next we verify the three conditions (11) , (12) and (13) . To that end we set ξ = 1/4 and j 0 = 1. Figure 5 : A schematic representation of the proof of conditions (12) and (13) for the square snowflake Γ − in the proof of Proposition 5.5. Given
This illustration shows the case j = 1.
To prove (11), take any x ∈ ∆ j . By the definition of ∆ j , x ∈ S j,k , for some k ∈ {1, . . . , N j }. At least one vertex of the tilted square S j,k belongs to ∂Γ Step 2. We shall use the notation that has been used already in this subsection, except that we prepend the fraction 1 4 to it. In particular, 1 4 ∆ j := ∆ j ∩ Π and the part of the boundary to be considered is 1 4 ∂Γ − := ∂Γ − ∩ Π, so that clearly
∆ j . From the way (11) is proved in Proposition 5.5, we see that also the following holds:
The first inequality comes from the fact that, in the square S j,k mentioned in the proof, the whole diagonal E j,k belongs to 1 4 ∂Γ j . The second inequality is due to the fact that the endpoints of E j,k belong to 1 4 ∆ j for all j , and therefore to
Step 3. We are going to show now that 1 4 ∂Γ − is also the fractal determined by eight contractions ψ i , i = 1, . . . , 8, in R 2 and that these contractions are indeed similarities with contraction ratio equal to ξ and satisfy the open set condition. Then we can conclude, as in Step 3 of the proof of Proposition 5.3, that The mentioned contractions are defined in the following way, using the notation from the proof of Proposition 5.3:
These are, clearly, similarities of ratio ξ. They determine the unique non-empty compact set K in
and which can be obtained as (15) (with ψ as just defined) for any non-empty compact Λ ⊂ R 2 , the limit being taken in the sense of the Hausdorff metric. ∂Γ j , j ∈ N. Combining this with (17) and (15) (with ψ as defined above), we get that K = 
∂Γ
− . The proof finishes by observing that the similarities above satisfy the open set condition, for which we can take the interior of 1 4 ∆ 0 as the required open set.
Interior regular domains
Since in Corollary 6.10 below we give a result concerning interior regular domains (see Definition 5.7) the boundary of which are d-sets with 0 < d < n (see Definition 3.9), we would like to show here that all the snowflakes considered in this section 5 are examples of such domains. And since we have already proved in Propositions 5.3 and 5.6 that their boundaries are d-sets with 0 < d < n, it only remains to show that such domains are interior regular.
Actually, we are going to prove something more general, namely that any I-thick domain whose boundary satisfies the ball condition (see Definition 5.8) is interior regular. This applies to our snowflakes because, on the one hand, we have already proved in Propositions 5.2 and 5.5 that they are I-thick (and even thick) domains and, on the other hand, all d-sets with 0 ≤ d < n satisfy the ball condition (cf. [6, Prop. 4.3] for the case d = 0; the case d = 0 is trivial).
n is said to be interior regular 2 if there is a constant c > 0 such that |Ω ∩ Q| ≥ c |Q| for any cube Q with side length at most 1 centered at any point in ∂Ω. One of the following two situations must happen:
In the first case we have that
as required. In the second case, start by considering a cube Q(y, ηc / √ n) ∈ Q(B(y, ηc )) ⊂ Q(Ω c ) and j ∈ N such that 2 −j < c ≤ 2 −(j−1) and observe that
for the constants c 1 , c 2 , c 3 and c 4 given above. Then such Q(y, ηc / √ n) is an exterior cube with respect to the I-thick domain Ω, therefore there exists an interior cube Q i ∈ Q(Ω) such that
For z ∈ Q i it holds by the choice of c that
which finishes the proof. A sketch of the construction of the cubes and the balls involved in the proof is shown in Figure 6 .
To summarise: all snowflakes introduced in this section, either classical or square, are interior regular, thick domains whose boundaries are compact d-sets satisfying the ball condition. (2) , and that Proposition 3.7 provides necessary and sufficient conditions on s, p, q and Γ for A s p,q,Γ to be non-trivial. Our main focus is on the case where Γ is a d-set for some 0 < d < n, which allows us to connect the spaces A s p,q,Γ to certain trace spaces on Γ. We remind the reader that d-sets were defined in Definition 3.9. Before tackling the density question for the A s p,q,Γ spaces on d-sets with 0 < d < n, it is instructive to consider the limit case d = 0, for which the spaces A s p,q,Γ have a simple and explicit characterization. This allows us to give a rather complete answer to the density question, which provides a foretaste of the results obtained for the case 0 < d < n later in the section. In particular, we note that, for d = 0, A s+1 p,q,Γ is never dense in A s p,q,Γ provided the latter is non-trivial. Proposition 6.1. Let Γ ⊂ R n be a non-empty compact d-set for d = 0. Then Γ is a finite set and, for all 0 < p 1 , p 2 , q 1 , q 2 < ∞ and s 1 , s 2 ∈ R, with · denoting the integer part,
and the inclusion is not dense.
Proof. The fact that any compact 0-set is finite follows trivially from the fact that H 0 is the counting measure. Without loss of generality it suffices to consider a set containing a single point, e.g. Γ = {0}, for which A s p,q,Γ = A s p,q,{0} , the subspace of A s p,q (R n ) of the elements supported at the origin. It is a standard result in distribution theory (see e.g. [20, Thm. 3.9] ) that the only elements of S (R n ) supported in {0} are finite linear combinations of the delta function δ and its derivatives. Reasoning for higher order derivatives of δ similarly as in [24 
)}, from which the basic statements of parts (i) and (ii) of the proposition follow immediately. The statement about equivalent quasi-norms in (ii) follows because A
is finite-dimensional. For part (iii), density fails because the two spaces A To study the case 0 < d < n we need to consider traces on d-sets. The following proposition is a consequence of [31, §18.5 and Cor. 18.12(i)] and the fact that any d-set with 0 < d < n satisfies the ball condition (recall Definition 5.8) -see, e.g., [6, Prop. 4.3] . We mention also the important monograph [17] , which contains many further results about traces on d-sets. Here, and henceforth, given p ∈ (0, ∞), we denote by
where the last identity holds because the support of
and hence by completion there exists a unique continuous linear operator tr Γ :
Moreover, tr Γ is surjective and there exist c 1 , c 2 > 0 such that
where the infimum runs, for each fixed f ∈ L p (Γ), over all g ∈ B n−d p p,min{1,p} (R n ) such that tr Γ g = f .
Having defined tr Γ on B 
where [g] stands for the equivalence class containing all g ∈ A s p,q (R n ) such that Tr Γ,m g = (f β ) 0≤|β|≤m .
Naturally, when A = B or A = F , A should be replaced by B or F respectively, and H 
is continuous and surjective, and by the density of the embedding (18) (which follows because S(R n ) is dense in both spaces), 
In the following remark, and henceforth, the notation f g indicates that there exists a constant c > 0 (independent of f, g) such that f ≤ c g . (R n ) . The required dense embedding of X in Y is provided by (21) (specialised to the case 1 < p < ∞), and the reflexivity of X follows from the reflexivity of A 
The following proposition, which identifies ker(Tr Γ,m | A s p,q ), is a generalisation of Triebel's [32, Prop. 19.5] , which considered only the case m = 0 and Γ compact. Our arguments here, even in the case m = 0, differ in some parts from Triebel's, since we consider that Triebel's proof does not provide enough evidence for the statement of [32, Prop. 19.5] . Specifically, it appears to presume that D β f (x) = 0 µ-a.e. on Γ implies that D β f (x) = 0 (s−|β|, p)-q.e. on Γ for 0 ≤ |β| ≤ m (cf. Eqns (28) and (30) below), which a priori is not obvious to us (though it comes as a consequence for the functions f in the spaces H Proof. Since the inclusion ⊃ is clear, we concentrate on proving the reverse one.
Step 
