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Introduction
Tungsten (symbol W, nuclear charge Z=74) has been chosen as one of the plasma-facing materials in the divertor, a region of high predicted heat load in the ITER tokamak currently under construction in Cadarache, France. In preparation, other large-scale tokamak experiments such as JET have also adopted tungsten within their configuration in order to provide insight to projected ITER operational plasma conditions. Tungsten has several appealing characteristics as a plasma-facing material which include good heat conductivity, a high melting temperature, resistance to erosion and low affinity for tritium [1] . However, as a plasma impurity even highly charged tungsten ions in the core region of the tokamak may not be fully stripped of electrons and consequently radiation will constitute an important energy loss mechanism. [2, 3] . Therefore, characterisation of this problem requires accurate collisional and radiative data for many ion stages and remains an issue of the utmost importance for the fusion community.
In magnetically-confined fusion the ionization balance is dominated by several competing electron-impact driven processes. On one hand we have direct ionization/excitation-autoionization and on the other we have recombination.
Recombination may occur by either radiative recombination (RR) and/or dielectronic recombination (DR). it can be very computationally intensive to calculate certain ion stages using perturbative distorted-wave methods and therefore our review sometimes includes DR results from simpler empirical or semi-empirical models.
For plasma modeling of magnetically-confined plasmas valuable impurity influx data can be expressed in terms of effective rate coefficients for ionization and recombination from which the radiative power loss for each charge state may be calculated (assuming a Maxwellian plasma). These data are sufficient to calculate the collisional-ionization equilibrium and, in conjunction with a model inclusive of impurity source terms and impurity transport, to simulate the profile of an impurity charge state distribution for a given background plasma. This ultimately allows us to simulate the impurity effects on the radiative power balance. In general, effective rate coefficients are functions of electron temperature and density, but under certain low density conditions the coronal approximation may be appropriate.
In our following discussions and presentation of tables, we shall be referring to the following original sources. These are a mixture of semi-empirical formulae such as the Burgess General Formula through to distorted-wave methods as implemented within the HULLAC, FAC and AUTOSTRUCTURE codes, as well as selected R-matrix calculations.
Distorted-wave methods provide the bulk of new calculations carried out in preparation of this paper.
The first comprehensive set of recombination rate coefficients for tungsten (and many other impurity ions) in fusion plasma DR was developed in 1976 at Princeton and Livermore [2, 4] . These rate coefficients for dielectronic recombination were based on the Burgess general formula [5] . An average-ion model [4] , was used as the basis for the computed rate coefficients, but the data that were published are derived quantities: average charge Z , squared charge Z 2 , and radiative cooling rates as a function of electron temperature in a low density plasma. The rate coefficients themselves became widely used in fusion plasma modeling through the ADPAK set of subroutines that were included in the MultiIon Species Transport (MIST) code [6] and in several other transport codes; therefore the rate coefficients described originally in [4] are often called the ADPAK rates. In [4] the authors estimate their rate coefficients to be uncertain by a factor of 2-4, and especially uncertain for high-Z impurities.
A detailed comparison with EUV emissions in ASDEX-U pointed to problems with the ADPAK rates for tungsten.
As expressed in [7] : "To obtain agreement between spectroscopic observations and predictions, the ionization rates for W ions with charge numbers larger than 30 had to be increased by a factor of up to 3. The same result could have been obtained by reducing the recombination rates by the same factor". Asmussen et al. [7] chose to adjust the ionization rate coefficients because they conjectured that the original ADPAK rates had underestimated the effect of excitationautoionization. They provided a set of empirically adjusted rate coefficients (modified ADPAK) for ionization and recombination of W q+ (q = 21 − 55).
The ADPAK rate coefficients were also the basis for the work of Ref. [8] . In their simulations of emission spectra on ASDEX-U they at first compared use of the original ADPAK data, the ADPAK data as modified by Asmussen, and the modified ADPAK recombination data with improved theoretical ionization rate coefficients obtained from the Configuration-Average Distorted-Wave (CADW) [9] method. Finally, their recommendation was to use the improved theoretical ionization data and the modified ADPAK recombination data incorporating an empirical scaling for each charge state. These recommended data were adopted by the Atomic Data and Analysis Structure (ADAS) database [10] and are therefore called either modified ADPAK rates with reference to [8] or simply as the ADAS rates.
We find that tungsten DR rates, which are dominant over RR process for the majority of the temperature range of tokamak operation (except for some extremely highly charged tungsten ions), are more scarce than the rates for RR in the literature. Although there is a complete set of recombination data within the ADAS database [10] it is currently derived from a simple semi-empirical formula based on the half-century-old Burgess general formula [4, 5, 8] as described above.
The remainder of this paper is organized as follows. In section 2 we review the theoretical methods to obtain DR rate coefficients. The details of the recommended data for the compiled ion stages of W such as considered channels, methodologies, uncertainties, and comparison with other available data for DR rate coefficient are described. The recommended total DR rate coefficients are plotted together with the ADAS DR rate coefficients at the lowest electron density of 10 11 cm −3 for the represented set of W ions in section 3. The ADAS DR rate coefficients are obtained by subtracting RR rate coefficients from the total recombination rate coefficients in "adf11/acd50/acd50 w.dat" of the OPEN ADAS [13] . Along with the DR rate coefficients, the change of temperature range where the ion forms is presented from a calculation of the fractional abundance of W ions using recommended DR rate coefficients assuming a collisional ionization equilibrium [14] . For convenience of plasma modeling a set of fit parameters are also provided in section 3.
Current issues concerning DR that require further verification beyond the sharp resonance approximation, low electron density, and collisional ionization equilibrium are discussed in section 4. Lastly, we summarize our results and state future work in section 5.
Theoretical methods for DR calculation
The (e − + ion) recombination process can occur directly by radiative recombination (RR) :
and also indirectly via intermediate autoionizing resonance levels by dielectronic recombination (DR) :
The RR and DR processes, although they can share the initial and final levels, are often considered independently using theoretical semi-empirical or perturbative methods. The unified treatment of the RR and DR has been sought by some authors using non-perturbative methods [15] [16] [17] , and by others using perturbative methods [18, 19] . However, this treatment makes a negligible difference for the total recombination rates. Therefore, simpler and faster perturbative methods are preferred when the total rates are the main objective, such as in the present case.
Neglecting the interference between radiative recombination and dielectronic recombination as well as between DR resonances, the energy averaged DR cross section in an independent process, isolated resonance and distorted-wave (DW) approximation can be expressed in atomic units asσ
which is the product of the dielectronic capture cross sectionσ DC ij for the recombining level i to the intermediate resonance level j and the radiative stabilizing branching ratio B j for the resonance level j. The dielectronic capture cross section σ DC ij can be written byσ
where g i and g j are the statistical weights of the levels i and j, respectively, E ij is the resonance energy, A a ji is the autoionization rate from the level j to i, and the total resonance width Γ j given by Γ j = k A a jk + f A r jf for autoionization rate A a jk and radiative decay rate A r jf from the level j to any autoionization level k and any radiative decay level f is assumed to be much smaller than the resonance energy E ij i.e. Γ j ≪ E ij and the narrow Lorentzian profile is replaced with the Dirac delta function.
The radiative stabilizing branching ratio B j is given by
where A a jk is the autoionization rate from the level j to any ionized k level, A r jf is the radiative decay rate from the level j to any radiatively decayed level f , the radiatively decayed levels t and t ′ are below and above the ionization threshold, respectively, and B t ′ is the branching ratio for radiative stabilization of the level t ′ . For a detailed treatment of decays to autoionizing levels (t ′ ) and their potential contribution to the DR rate, see Ref. [20] .
In the sharp resonance approximation the DR rate coefficient averaged over a Maxwellian electron energy distribution at temperature T e is given by [15, 21] 
The more rigorous unified approach to recombination would be to treat RR and DR concurrently, such as in R-matrix codes. Rydberg resonances are inherently included within the R-matrix method [22] and an R-matrix DR code is a simple extension of the photoionization work [23, 24] , which generates the bound-free matrix elements. By detailed balance arguments (the Milne relation) recombination rates can be calculated employing the same bound-free matrix elements.
The distinction is that for recombination we have hundreds or thousands of bound (recombined) levels to consider while there is typically a single initial level to consider for photoionization. For highly charged levels, the R-matrix approach is significantly more computationally demanding as opposed to distorted-wave methods, as it implicitly assumes that the Rydberg resonances are fully resolved in R-matrix DR cross sections, which in turn implies a very fine energy mesh of approximately 10 −6 Rydbergs. Although aggressive code parallelization of the R-matrix method has largely addressed this issue, the distorted-wave methods are more efficient for these systems. The strength of the R-matrix method returns for the near-neutral systems of W, where the precise position of resonances is determined from a large scale matrix diagonalization , which allows for the interference between resonances along the entire Rydberg sequence.
Atomic codes such as the Cowan code [25] , AUTOSTRUCTURE [26] , HULLAC [12] , and FAC [27] have been adopted for the level-by-level DR calculations based on DW approximation for W ions. Configuration-average calculations with Dielectronic Recombination Average Configuration Using Local Approximation (DRACULA) code [28] has also been employed in the frame work of DW approximation. DARC [29] based on the R-matrix close-coupling approximation has been used to benchmark DR calculation for such a complex W ion system [30] .
The branching ratio approach encapsulated by Eqs. (3)- (5), as well as the RM method, assumes that the plasma density is sufficiently low that the population of the autoionization levels are relatively small compared to those associated with the ground and low-lying metastable levels, i.e. the autoionization populations correspond to their coronalequilibrium values. For sufficiently high densities, the CR modeling approach (see, for example, [31, 32] ) can be used to obtain density-dependent autoionization populations that are accurate beyond the coronal limit. In this case, levelresolved and total DR rate coefficients can be obtained by modifying the branching ratio in Eq. (5) 
, and 4f → 5d, and ∆n c = 2 channels of 4f → 6d core excitations where n c denotes the principal quantum number of the core electron.
The captured electron nl level is explicitly calculated for n = 5 − 7 and l ≤ 5. For higher n (n = 8 − 100), the 1/n 3 scaling law for A a and A r and an asymptotic formula [33] for resonance energies were used. The calculated lower temperatures and about a factor of 2 for T e > 25 eV [33] .
For the [Kr]4d 10 4f 14 5s 2 5p 6 ground level of W 6+ , similar approaches were used to compute the total DR rate coeffi-
core excitations were included in the total DR rate coefficient. The captured electron levels were treated with the same method as mentioned above. The accuracy of the total rate coefficient for W 6+ is estimated to be about 25 − 55 % for small temperatures and about a factor of 2 for T e > 8 eV [34] . about a factor of 1-3 at low temperatures (below ∼ 100 eV), but at higher temperatures (over ∼ 100 eV) the experimental and theoretical results were in good agreement [37] . The AUTOSTRUCTURE calculations are an extension of the approach used for W 20+ [40] and include ∆n c = 0 and ∆n c = 1 core excitations of 4d and 4f electrons from the ground level [Kr]4d 10 4f 10 . The total experimental rate coefficient was reported for temperatures from 1 eV to 1000 eV and the estimated total relative uncertainty of the experimentally derived rate coefficient (including the missing resonance strength from high n levels above 300 eV) is around 37 % at a temperature of 150 eV. The contribution of the missing resonances to the total DR rate coefficient is less than 5 % at 1000 eV and no more than 1 % at 1 eV. The estimated total relative uncertainty at a temperature of 10 eV is 10 %. The red line in figure 2 represents the total rate coefficient, which combines the experimental total rate coefficient with FLYCHK [41] scaling of the total rate coefficient at temperatures over 1000 eV. It is noted that for W 19+ the experimental data and the theoretical calculations performed using the configurationaverage AUTOSTRUCTURE method, combined with the partitioned damped approach considering Breit-Wigner statistical redistribution for autoionizing widths, exhibit good agreement [38] . The partitioned damped approach will be described in more detail in section 4.
For W 27+ , which has a ground level [Kr]4d 10 4f , relativistic jj-coupling FAC calculations were performed as discussed in detail by [43] and the cyan line in figure 2 represents the result [44] . The calculations include the autoionizing innershell excited configuration complexes: 4d
and 4p 5 4d 10 4f 2 nl (4p − 4f ) (n ≤ 18, l ≤ 5). These resonant configurations are associated with ∆n c = 0 excitations from the 4p and 4d subshells, ∆n c = 1 excitations from the 4d and 4f subshells as well as ∆n c = 2 core excitations from the 4f subshells. Energy levels, radiative transition probabilities and autoionization rates were calculated using the FAC code up to n ≤ 18 and l ≤ 5, and the contributions from higher-n levels were extrapolated up to n = 1000. Based on previous studies it was estimated that contributions from 4p − 5l ′ , 4d − 6l ′ , and 4p − 6l ′ complexes are small and may be neglected [44] . 10 , FAC calculations were also performed by [43] and the red line in figure 3 represents the result [44] . The doubly excited configurations 4d 9 4f nl (4d − 4f ), 4d 9 5l ′ nl (4d − 5l ′ ) and 4d 9 6l ′ nl (4d − 6l ′ ) as well as 4p 5 4d 10 4f nl (4p − 4f ) and 4p 5 4d 10 5l ′ nl (4p − 5l ′ ) were included in the calculations. Energy levels, radiative transition probabilities and autoionization rates were calculated up to n ≤ 18 and l ≤ 6, and the contributions from higher-n levels were extrapolated up to n = 1000. An ab-initio calculation by Safronova et al. [45] using the HFR method via the Cowan code is also available, but the total rate coefficient predicted from this calculation is about ten times smaller than that of ADAS, FLYCHK, and other predictions from CR modeling, as well as the FAC calculation at temperatures over 500 eV. This is most likely due to omission of significant resonances [44] . Thus the FAC data, since it agrees well with the other predictions at high temperatures, is recommended.
For W 29+ , ∆n c = 0, 1, 2 core excitations of 4d and 4p electrons from the ground level [Kr]4d 9 were included in the FAC calculations of [43] . The captured electron nl level is explicitly calculated up to n = 18 and l ≤ 5, and for higher n (n = 19 − 1000) a simple scaling law [45] was used. The blue line in figure 3 represents recently updated data [43] , where in addition to earlier calculations, the rate coefficient close to the near-threshold region was also determined. nl level is explicitly calculated up to n = 18 and l ≤ 12 for the core excitation of the 4l electrons and n = 16 and l ≤ 9 for the core excitation of the 3l electrons, respectively. For the higher n values a simple extrapolation [47] of the 1/n 3 scaling law was used. The cyan line of figure 3 represents the total rate coefficient for this ion. The promotion of an inner-shell 3l electron and ∆n c = 2 core excitations of 3l and 4l electrons have negligible contributions to the rate coefficient at temperatures below ∼ 100 eV, but become significant at higher temperatures over ∼ 1000 eV. figure 4 by colored solid lines which are compared with the available data from the ADAS data set (indicated by short-dashed colored lines). The captured electron levels are explicitly calculated up to n = 18 for the core excitation of the 4l electrons, and n = 16 for the core excitation of the 3l electrons. For the higher n levels, an extrapolation formula of the 1/n 3 scaling law was applied.
For the W 38+ and W 39+ ions, the 4p electron excitation has the largest contribution to the total DR coefficient, but the contributions from 3d and 3p electron excitations should be retained, especially in the high temperature region above 500 eV [49] . of the 4s electron and ∆n c = 1, 2 core excitations of the 3l (3s, 3p, and 3d) electrons are included in the total rate coefficient. The captured electron levels were explicitly calculated up to n = 7 and for the higher n > 7 contributions an extrapolation by the 1/n 3 scaling law for A a and A r was used [48] . A more sophisticated calculation, which considered configuration mixing (CM, or so called configuration-interaction) involving double core excitations for ∆n c = 0, 1 and Decays to Autoionizing levels, possibly followed by Cascades (DAC, see Ref. [20] ) was also carried out [51] . The CM and DAC effects on the total rate coefficient are around ∼ 30%. The red line in figure 5 represents the rate coefficient from the FAC calculations [48] .
For W 45+ partial DR rate coefficients via the 3p 6 3d 9 4l4l ′ 4l ′′ and 3p 5 3d 10 4l4l ′ 4l ′′ configurations are available from HULLAC calculations [54] . The total rate coefficient was subsequently obtained [51] [52] [53] and these partial DR rates coefficients agree with the former results [54] . The data by Kwon & Lee [51, 52] at low temperatures below 2000 eV and by Nakano [53] at temperatures over 2000 eV was used for the recommended dataset, since ∆n c = 0 core excitation of the 4s electron, which dominates the low temperature DR region, was treated more accurately by Kwon & Lee [51, 52] .
The ∆n c > 2 core excitations of the 3l and 4l electrons are non-negligible at high temperatures and were included by Nakano [53] . The blue line in figure 5 represents the rate coefficient from the two FAC calculations [51] [52] [53] . It is noted that the total DR rate coefficient for W 45+ was obtained in a similar manner to that of W 5+ and W 6+ by Safronova et al. [55] . Again, these rate coefficients are much smaller than the recommended dataset since some significant DR channels for ∆n c = 0, 1 core excitations appear to have been omitted [52] . [56] . ∆n c = 1 core excitations of the 3l (3s, 3p, and 3d) electrons from the ground level
[Ar]3d 10 are included in the total rate coefficient. The captured electron nl ′ levels were explicitly calculated up to n = 9
for the 3d core excitation and n = 5 for the 3s and 3p core excitations. For the higher n values an extrapolation by 1/n 3 scaling law was used [57] . The total rate coefficient agrees well with those from Cowan calculations [58] and from FAC calculations [51] , except at low temperatures below 10 eV. At low temperatures, the DR rate coefficient is very sensitive to resonance structure, depending on CM and the detailed wavefunctions, leading to a very large uncertainty in the result [51] . The red line in figure 6 represents the total rate coefficient obtained from HULLAC [56] . For W 47+ (ground level [Ar]3d 9 ) the total rate coefficient is available from FAC calculations [47] and includes ∆n c = 0 and 1 core excitations of the 3l (3s, 3p, and 3d) electrons and ∆n c = 2 core excitation of 3d electron from the ground level. The captured electron nl ′ levels were explicitly calculated up to n = 9 for the ∆n c = 2 core excitations and n = 25
for the ∆n c = 0 and 1 core excitations. l ′ ≤ 12 for the ∆n c = 0 core excitation and l ′ ≤ 8 for ∆n c = 1 and 2 core excitations were included. The DAC process was also considered. For the higher n values an extrapolation treating the DAC process was used [47] . The blue line in figure 6 represents the total rate coefficient from the FAC calculations [47] . [59] . Core excitations with ∆n c = 0, 1, and 2 were included in the total DR rate coefficient for these ionization stages. For ∆n c = 0, excitations of 3s → 3l and 3p → 3l were included. For ∆n c = 1, excitations of 2p → 3l, 3s → 4l, and 3p → 4l were included. Finally, for ∆n c = 2, excitations of 3s → 5l and 3p → 5l were included. For all of these core excitations, configurations that strongly mix were included in the structure and DR calculations through the "one up-one down" rule. For example, the "one up-one down" configurations for 3s3p 4 3d will be 3s 2 3p 2 3d 2 and 3p 6 . For each core excitation, DR rate coefficients were calculated explicitly up to n = 25, and then for quasi-logarithmic values of n up to n = 1000. Interpolation was then used to generate the intermediate n values. l values were included so as to numerically converge the total DR rate coefficient for each core excitation to < 1% over the ADAS temperature range (10z 2 − 10 6 z 2 , where z is the residual charge).
For W 56+ the total rate coefficient computed using HULLAC is also available [60] . ∆n c = 0 and 1 core excitations of 3s and 3p electrons, ∆n c = 1 core excitations of 2s and 2p electrons, and ∆n c = 2 core excitation of the 3p electron from the ground level [Ne]3s 2 3p 6 are included in the total rate coefficient. The captured electron nl ′ levels were explicitly calculated up to n = 18, 17, 12, 8, and 5 for the ∆n c = 0 core excitations of 3s and 3p electrons, 3p → 4l core excitation, 3s → 4l core excitation, 2p → 3d core excitation, 2s → 3d core excitation, and 3p → 5l core excitation, respectively, all with l ′ ≤ 8. DAC is negligible and was not included in the DR calculation. For the higher n values an extrapolation using 1/n 3 scaling and constant law mixture [57] considering slow convergence was used [60] except for the 3p → 5l core excitation. For this 3p → 5l core excitation only 5l ′ captured electron levels were included in the total DR rate, because the higher nl ′ level contribution is negligible. The total rate coefficient for W 56+ using AUTOSTRUCTURE [59] agrees well with the HULLAC calculation, except for some deviation in the low-temperature region below 100 eV. The colored lines in figure 7 represent the total rate coefficients for W q+ (q = 56 − 61) computed using AUTOSTRUCTURE [59] . The total rate coefficient for W q+ (q = 62 − 63) has also been computed using AUTOSTRUCTURE [59] . The total DR rate coefficients for 3s m were calculated in a similar manner to that described in Section 3.7. Core excitations with ∆n c = 0, 1, and 2 were included in the total DR rate coefficients. For ∆n c = 0, excitations of 3s → 3l were included.
For ∆n c = 1, core excitations of 2p → 3l and 3s → 4l were included. For ∆n c = 2, core excitations of 3s → 5l were included. As in Section 3.7, one up-one down mixing configurations were included for each core excitation, and the nl values computed were as described in Section 3.7. Numerical convergence of the DR rate total to < 1% was again achieved for the ADAS temperature range. For W 63+ the total rate coefficient was also computed using the HFR Cowan calculation [61] but is much smaller than the AUTOSTRUCTURE calculation at temperatures below 1000 eV. The red and blue lines in figure 8 represent the total rate coefficients for W 62+ and W 63+ computed using AUTOSTRUCTURE. The total rate coefficient for W q+ (q = 64 − 69) has been computed using AUTOSTRUCTURE [59] . For the 2p m configurations, core excitations with ∆n c = 0, 1 were included in the total DR rate coefficient calculation with the exception of 2p 6 , where ∆n c = 1, 2 were included. For ∆n c = 0, core excitations of 2s → 2l and 2p → 2l were included.
For ∆n c = 1, core excitations of 2s → 3l and 2p → 3l. Lastly, for ∆n c = 2, core excitations of 2s → 4l and 2p → 4l
were included for W 64+ . Numerical convergence, and the nl values included in the calculations, are as described in Sections 3.7 and 3.8. For W 64+ the total rate coefficient computed using HULLAC is also available [62] . ∆n c = 1 and 2 core excitations of 2s and 2p electrons and ∆n c = 2 core excitations of the 1s electron from the ground level
[He]2s 2 2p 6 are included in the total rate coefficient. The captured electron nl ′ levels were explicitly calculated up to n = 13 for the ∆n c = 1, 2 core excitations of 2s and 2p electrons and l ′ ≤ 5. DAC is negligible and was not included in the DR calculation. For the higher n values an extrapolation using 1/n 3 scaling and constant law mixture considering slow convergence [57] was used [60] . For 1s → 3l core excitation only the 3l ′ captured electron level was included in the total DR because the higher nl ′ level contribution is negligible. The total rate coefficient for W 64+ computed using AUTOSTRUCTURE [59] agrees well with a HULLAC calculation [62] . The total rate coefficient for W 64+ computed using a HFR Cowan calculation [63] is smaller than both the AUTOSTRUCTURE and HULLAC calculations over the entire temperature range, due to a smaller maximum n (n ≤ 7) value for which the captured electron level nl ′ was calculated explicitly. The colored lines in figure 9 represent the total rate coefficients for W q+ (q = 64 − 69) computed using AUTOSTRUCTURE [59] .
The total rate coefficient for W q+ (q = 70 − 71) has been computed using AUTOSTRUCTURE [59] . ∆n c = 0, 1, 2 core excitations were included for the 2s m total DR rate coefficients. For ∆n c = 0, the 2s → 2l core excitation was included. For ∆n c = 1, the 2s → 3l core excitation was included. Finally, for ∆n c = 2, the 2s → 4l core excitation was included. Numerical convergence, and nl values calculated are as described in Sections 3.7-3.9. The red and blue lines in figure 10 represent the total rate coefficients for W 70+ and W 71+ , respectively.
3.11. W q+ (q = 72 − 73) of 1s m ground configuration
The total rate coefficient for W q+ (q = 72 − 73) has been computed using AUTOSTRUCTURE [59] . Core excitations of ∆n c = 1 and 2 were included for these highly charged ions, i.e., the 1s → 2l and 1s → 3l excitations were retained.
Numerical convergence, and nl values calculated are as described in Sections 3.7-3.10. The red and blue lines in figure   11 represent the total rate coefficients for W 72+ and W 73+ , respectively.
Fit parameters for the recommended rate coefficients
We have fitted the recommended total DR rate coefficients for convenience in plasma modeling with the formula , respectively, and the 3.0% fit accuracy corresponds to these temperature ranges.
The total rate coefficient generated from the fit parameters listed in table 1 is a smooth function without any deviation in the temperature range from 1 eV to over 100 keV, except for some extremely highly-charged ions of W q+ (q ≥ 61).
The total rate coefficient from the fit parameters has a smooth form after ∼ 10 eV, ∼ 50 eV, ∼ 500 eV, ∼ 5000 eV, [38] and they reproduce the experimentally derived rate coefficient with an accuracy better than 2% at temperatures 1 eV-1000 eV.
Fractional abundances
Often, the plasma in a tokamak is optically thin, low-density, dust-free, in steady-or quasi-steady state. The effects of three-body recombination, radiation field, density, and charge exchange can be neglected and most ions have the majority of their population in the ground level under these conditions. The charge state distribution is determined by the balance of electron-impact ionization with recombination. This plasma state is typically called collisional ionization 
where n e is electron density, α q I denotes the total ionization rate coefficient from charge state q to q + 1 and α q R represent the total recombination rate coefficient from charge state q to q − 1. f q should be normalized such that
The total ionization rate coefficients available on the ADAS database for all charge states of W come from CADW calculations [9] , and are used for the fractional abundance calculation. The total recombination (RR+DR) rate coefficients in the ADAS database are replaced with our recommended total DR rate coefficients for ion stages available in the present recommended data set, except for W q+ (q = 64 − 73), since recombination is due primarily to DR in the temperature range relevant to tokamak plasma for most ion stages. For W q+ (q = 64 − 73) RR can be comparable to DR or even the dominant contribution to the total recombination, as shown in [59] . The temperature range where the fractional abundance is over 1% is displayed with a horizontal bar for the calculated temperature range 1-37936 eV in
It is worth mentioning that the new recommended DR rate coefficients vary monotonically, while the previous ADAS DR rate coefficients exhibit a threshold at low temperatures as shown in Figs. 2-10 . This behavior can be explained by the fact that the DR resonances of recombined ions are taken into account in the new recommended DR rate coefficients from ab-initio calculations and experiments explicitly, while the previous ADAS DR rate coefficients are based on the simple Burgess formula, which gives the DR rate coefficients through an extrapolation of excitation cross sections of recombining ion to energies slightly below the excitation threshold [5] . This approximation within the Burgess formula for high-energy resonances without description of low energy DR resonances, leads to a much lower DR rate and a much lower resulting RR+DR rate coefficients than the present recommended DR rate coefficients at low temperatures. This modification in the recombination rate coefficient is the main reason for the change in fractional abundances of the W ions.
Discussions

Resonance width at low energies: Chaotic mixing vs partitioned and damped approach
Flambaum et al. [64] offer an alternative approach to explicit (and computationally intensive) calculations involving billions of autoionization and radiative rates as implemented within perturbative codes such as HULLAC, AUTOSTRUC-TURE and FAC. For highly complex multi-electron systems, such as W 20+ , traditional approaches of including correlations via ever increasing configuration-interaction expansions cannot be applied to the extent necessary to obtain a converged theoretical result. Therefore, this results in traditional intermediate-coupling calculations having smaller resonance strengths compared to measured ones at low collision energies. Flambaum et al. adopt a statistical theory framework [64] to account for the apparent reduced recombination resonance at low energies. This theory provides a better description of the highly mixed dielectronic capture processes via a Breit-Wigner redistribution, which leads to a much better agreement with rates derived from merged-beam experiments. This theoretical idea has been used in recent papers by Spruck et al. [37] , and implemented within the AUTOSTRUCTURE code.
Collisional (density) effect on DR
Electron-impact collisions, beyond the dielectronic capture process, can affect the total DR rate in several ways. As collisional processes compete with radiative decays, the modifications to the DR rates have an increasing effect with density (more rapid collisions) and a decreasing effect with temperature, or ionic charge (stronger radiative decays).
At moderate densities, both collisions from the ground level as well as radiative decays from doubly-excited levels can populate metastable levels. This reduces the DR rate from the ground level, but can open new DR channels from these excited levels [65, 66] . At even higher densities these levels are de-populated by collisions, but generally the population of excited levels increases.
The main influence of electron collisions on the DR rates is through the altering of the population of autoionizing levels. Three collisional processes play a role here: collisional transitions between autoionizing levels (sometimes referred to as collisional mixing), collisional stabilization to non-autoionizing levels, and collisional ionization from autoionizing levels. Collisional mixing starts to be effective at lower densities, especially for low-n levels that contribute the most to the total DR rate. This re-distribution of level populations affects the total DR rate mostly by shifting ions from strongly autoionizing levels where capture occurs (σ DC ∝ A a in Eq. 4) to levels that favor more stabilization over autoionization.
Hence, DR rates are enhanced. The other two effects act in opposite directions on the branching ratio, as collisional stabilization enhances recombination, while collisional ionization reduces it. The former dominates at lower levels, while the latter dominates at higher ones.
Although the density effect on DR was studied already by Burgess & Summers in 1969 [67] , very few works followed, obviously owing to the complexity of the problem. As a result, we are not able to provide definitive corrections to the recommended low-density DR rates under fusion plasma conditions. The following is only suggestive of the qualitative guidelines for such corrections. Collisional ionization of high-n levels is probably the easiest to include. It should be possible to estimate for each ion some critical principal quantum number n c , as a function of density and temperature, above which collisional ionization dominates, and the levels are effectively no longer bound. These high-n levels can then be excluded from the DR calculations. However, the more important effect in fusion plasmas (lower densities) is likely that of collisional mixing, since lower-n configurations have the dominant contribution to the DR rates. At the highest densities approaching local thermodynamic equilibrium (LTE), one may assume statistical populations. However in fusion plasma this is not a good approximation for most levels (except very high-n). The first attempt to properly model collisional mixing in the context of DR was done by Jacobs and co-workers [68, 69] . The density effect on DR of closed-shell Ne-like ions was studied in Ref. [70] , where Ne-like W 64+ was also included. The density effect on the DR rates of W 64+ was found to be negligible up to densities of n e > 10 22 cm −3 , so clearly irrelevant for fusion plasmas.
However, it is expected that the effect on DR will be stronger for lower charge states, and in particular for open-shell ions.
Consequently, the DR rates of these ions will suffer the most from the lack of density-dependent rates. We encourage researchers to carry out more case studies, in order to obtain a better idea of the importance of the collisional effect in the density regime of fusion plasmas.
DR data generated in CR modeling codes
When studying high-density plasmas with CR modeling, the use of level-resolved or total DR rate coefficients is typically abandoned in favor of the autoionization levels being treated on an equal footing with the bound levels. In this way, the deviation of autoionization populations from their coronal values can be taken into account in a natural way, resulting in a more accurate charge state distribution and producing the appropriate limiting behavior, i.e. collisiondominated LTE. Additionally, satellite emission lines that originate from autoionization levels can be calculated in a straightforward manner. This CR approach is employed, for example, in the majority of code submissions to the series of Non-LTE Code Comparison Workshops [71] [72] [73] [74] [75] [76] [77] [78] , at which tungsten has been featured as a test case a number of times.
Despite this explicit treatment of autoionization levels, total (effective) DR rate coefficients can be obtained after the entire set of level populations has been calculated for a given temperature and density by summing over the autoionization populations in a manner similar to that used in the branching-ratio method. As an illustrative example, we present in figure 12 the total DR rate coefficient for W 64+ at a typical tokamak electron density of n e = 10 14 cm −3 . These data were calculated with the semi-relativistic option of the Los Alamos suite of codes [79] for two different models: one with maximum principal quantum n max = 10 and a larger model with n max = 15. Results are presented for the limited temperature range of 10-20 keV, as it can be numerically challenging to solve the CR equations for ion stages that have a very small fractional population for a given set of plasma conditions.
Increasing the atomic physics model from n max = 10 to 15 produces an increase in the rate coefficients of ∼ 10% over this temperature range. The n max = 15 data are comparable to, or slightly larger than, the corresponding W 64+ zero-density data displayed in figure 9 , suggesting that density effects are not too significant in this case, which agrees with the discussion in the previous section. Similar, reasonable agreement is observed when comparing other ion stages, although the CR-modeling data is sometimes lower than the branching-ratio results by as much as 20% when moving away from the closed-shell, Ne-like case discussed above. These discrepancies could be due to density effects or to the fact that the recommended data include contributions from very high-lying autoionization levels via the 1/n 3 scaling law.
Summary and outlook
We have compiled recent state-of-the art theoretical and experimental DR data for the iso-nuclear tungsten sequence.
The calculated data have been assessed by examining the included resonance channels and the extrapolation methods for high-energy DR, and by comparing it with the data generated in CR modeling codes and available experiments. A set of recommended DR data for tungsten ionization stages has been obtained and presented together with the previous ADAS DR recombination data (obtained through a simple semi-empirical formula based on the Burgess general formula).
The charge state distribution for iso-nuclear tungsten in collisional ionization equilibrium has been calculated using the new recommended DR data instead of the ADAS data for available ion stages. The W fractional abundances change significantly when the new recommended DR data set is used compared to when the previous ADAS recombination set is used. This change in the fractional abundance is mainly due to the large enhancement of the new recommended DR data set at low electron energies, below the peak abundance region, compared with the previous ADAS recombination data.
The enhancement leads to a shift of the peak abundance electron energies towards a lower value and a large difference in the peak abundance. This demonstrates that the accuracy of DR data at low temperatures, where atomic physics plays an important role, is crucial for fusion plasma modeling and additional ab-initio calculations (and experiments) for ion stages not yet examined would be highly beneficial. Also, we have discussed more sophisticated treatments of calculations of the DR rates, such as through statistical chaotic mixing of resonance states near the threshold energy, and population of excited levels and collisional transitions (so called mixing) between resonance levels in a high electron density plasma.
For impurity transport modelling in fusion plasmas isonuclear sets of data are required. A systematic effort, "the tungsten project", announced in [59] will apply AUTOSTRUCTURE to calculate dielectronic and radiative recombination for all ionization stages of tungsten. The ionization data of [9] will be used with a modest revision taking into account higher nl contributions [80] . A revision of the radiated power is also underway to complete the set of data required for modelling. This review has highlighted the importance of benchmarking such systematic efforts against independent calculations and experiment. [48] . The solid and dotted horizontal bars represent the same as in figure 1 . 
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