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Se presenta una adaptación de algoritmos de reconstrucción 3D en escenarios multi-cámara a 
un entorno multiprocesador que permita aprovechar la capacidad de cálculo de los nuevos 
procesadores gráficos (GPUs), con el objetivo de lograr velocidades de proceso adecuadas para 
aplicaciones en tiempo real.  
El caso de estudio recoge el proceso que va desde la captura de imágenes de las diversas 
cámaras hasta la reconstrucción 3D de los objetos de interés en la escena, mediante 
algoritmos de Foreground Segmentation, Shape from Silhouette y Space Carving.  
En este documento, se propone adaptar dichos algoritmos para que sean procesados 
mediante paralelización en una GPU. La tecnología CUDA, desarrollada por un fabricante de 
procesadores gráficos, permite alcanzar este objetivo y lograr tiempos de ejecución muy 
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Las exigencias actuales de videojuegos y entornos de diseño gráfico han llevado a los 
fabricantes de tarjetas gráficas a aumentar drásticamente su capacidad de cálculo. Dado que el 
tratamiento gráfico en general no está ligado a demasiadas exigencias de procesado 
secuencial, los fabricantes han evolucionado hacia la paralelización de su hardware, diseñando 
dispositivos con un número cada vez más elevado de procesadores. Explotar el procesado 
paralelo sobre la tarjeta gráfica se presenta como una buena solución para evitar las 
limitaciones en el aumento de velocidad de los procesadores que dicta la ley de Moore. 
Las tarjetas gráficas de última generación se han convertido en verdaderos 
supercomputadores a un precio razonablemente asequible. Aprovechando esta ventaja de sus 
dispositivos, varios fabricantes de procesadores gráficos han diseñado métodos para 
programar sobre su hardware. Es el caso de Nvidia, que ha creado un conjunto de 
herramientas de desarrollo y una arquitectura basada en lenguaje C, denominada CUDA 
(Compute Unified Device Architecture), con el propósito de facilitar la programación de 
carácter paralelo para sus GPUs, sin la necesidad de aprender un lenguaje completamente 
nuevo desde cero. Por otro lado, la similitud que presenta con el estándar de computación 
paralela OpenCL (Open Computing Language) [ 1] en desarrollo, convierten a CUDA en un paso 
intermedio muy cómodo para quienes pretenden llegar a esta última tecnología de software 
abierto. 
 
1.1 Entendiendo la paralelización 
La siguiente observación permite hacernos una idea de las mejoras que implica trabajar sobre 
estos dispositivos. Mientras una CPU típica Intel Core 2 Duo logra entre 15 y 25 Gflop/s, una 
GPU actual de gama alta como la GeForce GTX 295 ofrece cerca de 1788 Gflop/s. Es decir, una 
capacidad de cálculo 70 veces superior a la de una CPU, y sólo unas 10 veces inferior al sistema 
que ocupa el último puesto en la lista de los 500 supercomputadores más potentes del mundo 
[ 2 ]. 
Con la tecnología CUDA se pretende aprovechar la arquitectura multiprocesador de estas 
tarjetas para realizar de forma masivamente paralela cálculos idénticos que hasta el momento 
se han realizado de forma secuencial. Para ilustrar el tipo de cálculos que son susceptibles de 
aprovechar esta arquitectura, podemos pensar en un procesado de imagen elemental a nivel 
de pixel, como pueda ser la inversión de colores o negativo. Pongamos por caso que queremos 
invertir una imagen de 1200x800=960.000 pixels. El procedimiento consiste en reemplazar el 
valor de cada pixel por la resta de éste al máximo. Es decir, en RGB con 8 bits por pixel 
necesitaríamos calcular (1) para cada pixel: 
 𝑝𝑖𝑥𝑒𝑙𝑛𝑒𝑤 =  255, 255, 255 −  𝑝𝑖𝑥𝑒𝑙𝑜𝑙𝑑  (1) 
La diferencia entre el caso secuencial y el paralelo radica en que mientras el primero realizaría 
960.000 veces el mismo cálculo en un único procesador (para simplificar), el segundo podría 
realizar, por ejemplo, el mismo cálculo sólo 2000 veces por procesador pero en 480 
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procesadores a la vez (GTX 295). Cuando el volumen de los datos aumenta, la computación 
paralela se perfila como una solución mucho más rápida que su análogo secuencial. 
 
1.2 Caso de estudio 
Una vez determinada la naturaleza y los beneficios de la tecnología que proponemos utilizar, 
veamos cómo puede ayudar en la situación que se estudia. El escenario en el que 
pretendemos aplicar esta tecnología es el de una sala equipada con múltiples cámaras y 
micrófonos como la que podemos ver en la Figura 1, cuyo objetivo es el análisis, por parte de 
un sistema cognitivo, de las acciones que se desarrollan en la sala. La parte de este sistema en 
la que trabajaremos es la encargada de procesar los datos visuales capturados por las cámaras 
previamente calibradas. Existen dos metodologías para trabajar con datos multi-cámara: por 
un lado, existe la posibilidad de  analizar el contenido de la escena sobre cada una de las 
imágenes y validar los resultados a partir de las redundancias presentes entre vistas. La 
alternativa, con la que trabajaremos, es la fusión de los datos multi-cámara en un soporte 
común, obtenida mediante la reconstrucción 3D a partir del contenido de las imágenes de 
cada cámara. 
 
Figura 1: Esquema de la SmartRoom, sala inteligente de la UPC 
 
Dado que el objetivo es analizar las interacciones entre personas y objetos utilizados por éstas 
en el entorno controlado de la sala, nuestro sistema, que se corresponde con la etapa inicial 
(extracción de características), se divide en dos bloques diferenciados: el primero dedicado a la 
detección de personas y objetos utilizados mediante la segmentación de primer plano 
(foreground segmentation) y el segundo encargado de obtener la reconstrucción volumétrica a 
partir de estos elementos de primer plano. Sería necesario añadir una etapa de seguimiento 
(body tracking) y otra de detección gestual para completar el sistema interactivo, aunque eso 
ya queda fuera del objetivo que se establece en el presente documento. 
En primer lugar, determinaremos las zonas de interés en cada imagen; es decir, aquellas zonas 
en las que la cámara ve un objeto que se quiere representar. Para ello, se realiza una 
extracción de elementos de primer plano, o foreground segmentation. Considerando un 
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modelo de fondo de la escena (Staufer&Grimson [ 3 ]) obtenido a partir de una secuencia de 
imágenes de entrenamiento sin objetos en la sala, se detectan las siluetas de los objetos de 
primer plano en aquellas áreas de la imagen que no se ajustan a dicho modelo.  
A continuación, podemos estimar la ocupación volumétrica fusionando los datos de partida 
(siluetas de cada cámara) en un marco común que nos proporciona una información más 
completa -y en métrica a escala real- que denominamos Visual Hull [ 4 ] .  
Para lograr este objetivo aplicamos un algoritmo de Shape from Silhouette [ 5 ] sobre un 
espacio voxelizado. La idea básica de este algoritmo consiste en dividir el espacio 3D a 
representar en una matriz tridimensional de pequeños cubos (voxels) a analizar, determinando 
su ocupación en función de que visto desde la perspectiva de cada cámara se corresponda con 
pixels de primer plano o no. En la Figura 2 podemos ver un ejemplo de la reconstrucción de un 
volumen obtenida mediante este algoritmo. 
 
Figura 2: Captura de reconstrucción mediante Shape from Silhouette 
 
Un método más costoso, pero que nos permite mejorar en precisión la ocupación de los voxels 
es el análisis de foto-consistencia (Space Carving [ 6 ]), que se puede aplicar sobre la 
estimación del Visual Hull obtenida anteriormente. A grandes rasgos, este algoritmo tiene un 
funcionamiento similar al anterior, con la diferencia de que ahora para cada voxel del Visual 
Hull se comprueba si  el color con que se ve desde cada una de las cámaras es similar, 
descartándolo en caso contrario. El ejemplo de la Figura 3 muestra las posibilidades de esta 
técnica de reconstrucción, eliminando la mayoría de voxels detectados erróneamente en el 
Shape from Silhouette, como vemos en la mano del centro de la imagen. No obstante tiene 
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limitaciones, impidiéndonos analizar aquellos voxels que quedan ocultos por otros elementos 
(voxels en verde). 
 
Figura 3: Captura de reconstrucción mediante Space Carving 
 
1.2.1 Evolución hacia CUDA 
Los algoritmos con que se pretende trabajar tienen un alto componente de procesos que se 
ejecutarán de forma iterativa e independiente por un gran volumen de datos, sea un trabajo 
pixel a pixel o voxel a voxel. Esta propiedad permite modificar los algoritmos con facilidad para 
poder paralelizar dichos procesos. 
Por otro lado, las implementaciones actuales sobre CPU de estos algoritmos que se utilizan en 
la Smart Room necesitan un tiempo de proceso elevado, limitando la tasa de actualización a 1 
frame por segundo, y provocando por tanto una representación incómoda donde los 
movimientos del sujeto representado son claramente discontinuos. Además, para esta tasa de 
refresco, la resolución de los voxels  también es excesiva -27 cm3-, resultando en una 
representación pobre de la escena. 
Dado que el objetivo final de las aplicaciones que se desarrollan en salas inteligentes está 
orientado a su uso a tiempo real y los algoritmos que se han enunciado logran unos resultados 
limitados sobre CPU, se pretende dar un salto cualitativo con la adaptación de éstos a la 
tecnología CUDA para aprovechar la potencia computacional que ofrecen las GPUs, logrando 
frame-rates más próximos al tiempo real así como una mayor calidad de la representación. 
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Por este motivo, se analizará el esquema de trabajo para algoritmos en CUDA, se estudiará la 
mejor manera de adaptar las implementaciones secuenciales a GPU y, tras su implementación, 
se compararán las mejoras obtenidas considerando el binomio resolución / tiempo de 
ejecución. 
 
1.3 Estructura del documento 
La estructura que se ha seguido en este informe consta de cinco partes diferenciadas:  
 Una profunda introducción a CUDA, dado que es la primera vez que se utiliza en el 
grupo de Procesado de Imagen de la UPC. En este apartado se desgranará la 
arquitectura que utiliza el sistema tanto a nivel hardware como software, una primera 
aproximación a como programar para CUDA y, finalmente, un estudio detallado de los 
elementos que nos permitirán optimizar al máximo el código. 
 
 Un apartado con la descripción de los algoritmos utilizados en cada parte del proceso, 
sus diagramas de flujo tanto en CPU como en GPU  así como diversas 
implementaciones en CUDA, haciendo hincapié en distintos aspectos que se pretenden 
estudiar para ver que elección es la más adecuada. 
 
 Un análisis de resultados, donde se compararán, para cada etapa, los tiempos de 
ejecución de las diversas implementaciones en CUDA, así como la mejora entre las 
ejecuciones de GPU frente a las de CPU. 
 
 Las conclusiones a las que se ha llegado acerca de la usabilidad de la paralelización de 
algoritmos sobre GPU para incrementar su rendimiento. 
 
 Finalmente, a tenor de los resultados obtenidos, un apartado con posibles líneas de 








2.1 Características de CUDA1 
 
CUDA es una extensión del lenguaje de programación C que permite aprovechar la capacidad 
de procesado paralelo de las GPU multi-núcleo de Nvidia con el objetivo de resolver problemas 
computacionalmente complejos y acelerar aquellas aplicaciones de propósito general que son 
paralelizables. 
2.1.1 Características 
El objetivo que persigue la programación en CUDA es sustituir los grandes bucles con los que 
se trabaja en algoritmos secuenciales, siempre que permitan una estructura de ejecución 
simultánea. Estos bucles son sustituidos por la ejecución masivamente paralela de su 
contenido en una GPU. A partir de ahora denominaremos kernels a las funciones que realizan 
este cometido.  
El primer rasgo característico de CUDA es la existencia de dos entornos de ejecución 
diferenciados:  
 Device: se corresponde con el lado de la GPU y es donde se ejecutarán los kernels. 
 Host: se corresponde con el lado de la CPU y es desde donde se llamará a dichos 
kernels. 
Por otro lado, dado que pretendemos sustituir un bucle de muchas iteraciones por un número 
equivalente de ejecuciones paralelas, se necesita algún tipo de control en cuanto a la relación 
entre ejecuciones. Esto lo obtenemos gracias a los denominados Grid, Block y thread: 
 Thread: es el hilo básico de ejecución, equivalente a una iteración del bucle en el caso 
serializado. 
 Block: matriz de una a tres dimensiones cuyo contenido son threads. 
 Grid: array de blocks. Consta de hasta dos dimensiones. 
La ejecución de un kernel se lleva a cabo, por tanto,  por un conjunto numerado de threads, 
ordenados dentro de Blocks, que a su vez estarán contenidos dentro del Grid. De esta manera, 
a través de la posición del thread dentro de su block y de éste dentro del Grid, podremos 
identificar el hilo de forma única, como se ve en la Figura 4. 
                                                          
1
 Toda la información relativa a CUDA se ha extraído de la guía de programación de CUDA [ 8 ], así como 




Figura 4: Ordenación de la ejecución en el kernel mediante bloques. 
El tipo de programación con que se trabaja en CUDA se denomina Single Instruction Multiple 
Thread (SIMT), es decir, el mismo código sirve para todos los threads, con la excepción de que 
podemos introducir mediante condiciones “if” ramas que afecten únicamente a unos 
determinados threads. Por este motivo es importante entender que cada uno de los threads se 
procesa de forma independiente, aunque se ejecuten en grupos de 32 threads consecutivos 
denominados warp, como se verá más adelante. 
Adelantando que los accesos a memoria, como se verá  en el apartado 2.1.1, introducen una 
cierta latencia, otro detalle de vital importancia para comprender la potencia de CUDA  será el 
siguiente: cuando un thread se queda bloqueado esperando a leer o escribir en un espacio de 
memoria, otro thread ocupa su lugar en el procesador para realizar sus operaciones, con lo 
que con un número elevado de threads y de operaciones en el kernel, conseguiremos ocultar 
al menos parcialmente las latencias asociadas a accesos a memoria. 
 
2.1.2 Aplicaciones típicas 
 
Como se ha comentado anteriormente, CUDA está especialmente indicado para aplicaciones 
que no requieren un cálculo estrictamente secuencial y por tanto se puede paralelizar. Como 
ejemplo inmediato está el procesado de imagen de bajo nivel. De hecho, la evolución de las 
GPUs hacia la tecnología multi-núcleo se ha visto impulsada precisamente por este motivo. 
Prácticamente toda aplicación de procesado de imagen pensada para trabajar pixel a pixel, es  
susceptible de beneficiarse de esta tecnología. Así mismo lo serán las aplicaciones que 
trabajen de la misma forma con un alto número de elementos, sean segmentos de imagen, del 
espacio 3D o simplemente grupos de células en una simulación. En la página web de Nvidia 
CUDA [ 7 ] se puede ver numerosos ejemplos de esta tecnología en el ámbito del procesado de 
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imagen, como correlaciones e histogramas, pero también en otros ámbitos como la dinámica 
de fluidos o la medicina. 
 
2.2 Conceptos básicos 
2.2.1 Hardware 
Las tarjetas gráficas aptas para CUDA disponen de un conjunto de multiprocesadores cuya 
cantidad viene determinada por el modelo. Cada uno de estos multiprocesadores dispone a su 
vez de 8 procesadores simples, que se encargan de procesar los threads. Habitualmente las 
tarjetas disponen de entre 12 y 16 multiprocesadores, pudiendo llegar a 30 en algunos 
modelos. Además la tecnología es escalable, pudiendo agrupar varias tarjetas para conseguir 
mayores prestaciones. Esta idea también se integra en algunos modelos disponibles como en 
el Tesla S1070, que internamente está estructurado en 4 dispositivos de 30 multiprocesadores. 
A efectos prácticos, lo que nos interesa es saber de cuántos procesadores disponemos en la 
tarjeta, y vemos que se traduce en tener entre 96 y 960 en los modelos habituales, aunque 
como ya se ha dicho, disponiendo varias tarjetas en paralelo podemos aumentar estas cifras. 
No obstante, tampoco debemos pensar que estas son las cifras por las que multiplicaremos el 
rendimiento de nuestras aplicaciones respecto a su análogo serializado. Los procesadores de 
los que hablamos no son tan potentes como los procesadores de CPUs actuales, teniendo 
valores medios de 1,3 Ghz. En cualquier caso, sí es determinante la capacidad de cálculo total 
de estos dispositivos, estando en unos 400 GFLOPS para tarjetas de gama media y pudiendo 
llegar a 4,1 TFLOPS en los modelos más extremos. 
En cuanto a cómo afecta el hardware a la ejecución del código, podemos decir que cada thread 
cuenta con un procesador asignado, y todo su bloque trabaja en un mismo multiprocesador. 
De esta manera, también cada warp trabaja en un mismo multiprocesador y por tanto, como 
dispone de 8 procesadores simples, la ejecución de una instrucción máquina para todo un 
warp (recordemos que son 32 threads) necesitará 4 ciclos de reloj para completarse.   
 
Por otro lado, el ancho de banda de memoria también es sensiblemente superior al que se 
ofrece en una CPU. No obstante, los accesos a memoria se podrían considerar como 
elementos críticos dado que las GPUs no disponen de una gran caché, a diferencia de las CPUs.  
Como se dispone de dos entornos de ejecución diferenciados, por norma general tendremos 
un duplicado de los datos de trabajo en la tarjeta gráfica, pero la memoria del device es un 
recurso muy preciado y variado. Cuanto más escaso es el tipo de memoria (empezando por los 
registros) más rápido es el acceso a ésta. Disponemos de las siguientes tipologías: 
 Memoria global: Es la más abundante de la GPU (entre 0,5 y 4 GB). Su alta latencia, 
pese a ser inferior que en CPU,  suele orientar el estilo de programación y es el punto 
más importante a optimizar ya que es un factor determinante en el tiempo de 
ejecución del código.  
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 Registros: También son un elemento clave, dado que cuantos más registros necesite 
un kernel para su ejecución, menor será el tamaño de los bloques que se podrán 
ejecutar en el multiprocesador. Dicho de otro modo, si no hay suficientes registros en 
un multiprocesador para todos los threads de al menos un bloque, el compilador 
lanzará un mensaje de error. 
 Memoria compartida: es local en el multiprocesador y su acceso tiene un coste 
equivalente al de los registros, con la contrapartida de una serie de requisitos además 
de su escasez. 
 Memoria constante: dispone de una pequeña caché a nivel de multiprocesador desde 
la que su acceso es muy ágil. En caso de no disponer del dato en caché, el coste de 
acceso es idéntico al de memoria global. 
 Memoria de textura: de la misma forma que la anterior, dispone de una pequeña 
caché cuyo acceso será muy rápido. Además, ordenado los datos por localidad 
espacial. 
 Memoria local: En realidad es un espacio de la memoria global que se dedica en 
exclusiva a cada thread en casos concretos donde el compilador decide que las 
estructuras utilizadas a nivel de registros son demasiado grandes. Debe evitarse a toda 
costa, pues su acceso no tiene el coste de los registros sino el de la memoria global. 
Podemos ver un esquema de la estructura hardware del device en la Figura 5. 
 




Finalmente, cabe comentar que con el tiempo han evolucionado las características internas del 
hardware de estas tarjetas, pudiendo agruparlas en dos grupos diferenciados en función de lo 
que denominaremos “Compute Capability”. Así pues, disponemos de: 
 Compute Capability 1.0 y 1.1: 
o  Sus accesos a memoria son extremadamente restrictivos. 
o Sólo soportan operaciones con números en coma flotante de precisión simple 
 Compute Capability 1.2 y 1.3: 
o Sus accesos a memoria están más optimizados 
o Disponen del doble de registros por multiprocesador 
 
2.2.2 Device & Host 
Ya hemos dicho que al haber dos entornos de trabajo diferenciados, tendremos un duplicado 
de la memoria de la CPU en la GPU. No obstante todo el código de programación de CUDA 
puede ir en el mismo fichero, por lo que será necesario utilizar distintos atributos para 
clasificar el espacio de trabajo de las funciones y las variables. Son de especial relevancia los 
atributos de funciones: 
 __device__: Función que se llama y se ejecuta en el device (GPU). 
 __host__: Función que se llama y ejecuta desde el host (CPU). Equivale a no usar 
atributo. 
 __global__: Función que se llama desde el host pero se ejecuta en el device. Todos los 
kernels utilizan éste atributo. 
 
Además de atributos, CUDA también dispone de algunos tipos de vectores predefinidos. De 
especial relevancia es el tipo dim3. Al declarar una variable de este tipo, que se corresponde 
con un vector de dimensión 3, todos aquellos valores que no se especifiquen, serán 
inicializados a 1. Además, se puede acceder a su contenido mediante los campos x, y, z como si 
fueran variables de un struct. 
Finalmente cabe recordar que, al llamar a un kernel para su ejecución, habrá que especificar 
previamente en el host, los tamaños del Grid y de los Blocks para poder decirle al kernel 
cuantos threads deben ejecutarlo. Como veremos más adelante, elegir unas dimensiones 
correctas en este punto puede influir notablemente en los tiempos de ejecución, al estar 
estrechamente relacionadas con los accesos a memoria.  
 
2.2.3 Kernels 
Los kernels tienen una sintaxis diferenciada del resto de funciones en CUDA, que mantienen la 
formulación de C. 
Como acabamos de ver, la declaración requerirá el atributo __global__, aunque además se 
especificará como void, dado que estas funciones no pueden devolver ningún resultado. No 
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obstante, la gran diferencia respecto de una función en C viene dada en la forma de llamarla 
desde el host. Se utiliza la siguiente estructura: 
 nombre_del_kernel <<< dim_grid, dim_block >>>(/*arguments*/); 
Donde nombre_del_kernel es el nombre con el que habremos declarado la función, dim_grid y 
dim_block son las dimensiones del Grid y del Block, pasadas como variables del tipo dim3, y 
entre paréntesis pasaríamos los argumentos propiamente dichos de la función. 
Una vez hemos declarado el kernel, con toda seguridad necesitaremos saber de alguna forma 
con qué thread estamos trabajando. Esto lo obtendremos mediante las variables internas de 
tipo dim3 con que trabaja el kernel: 
 gridDim: nos devolverá las dimensiones del Grid en número de bloques. 
 blockDim: de forma análoga, nos devuelve las dimensiones del Block en threads. 
 blockIdx: nos sirve para identificar el bloque en el que se encuentra nuestro thread. 
 threadIdx: nos sirve para identificar el thread en que nos encontramos, referido a su 
bloque. 
Mediante estas variables podemos identificar de forma única el thread de trabajo, como 
vemos en la Figura 6, y por tanto diferenciar por ejemplo, a qué espacio de memoria de un 
puntero debe acceder este determinado thread. 
 
Figura 6: Variables internas del thread 
2.2.4 Estructura básica 
La forma básica de ejecutar un programa en CUDA es siempre la misma. Una vez escritas todas 
las funciones que trabajaran en el kernel, se requerirá también una función de inicio en el host 
de tipo main o bien de tipo extern “C” que se pueda llamar desde otro programa. En dicha 
función, se reservará la memoria necesaria para trabajar, teniendo en cuenta el duplicado de 
datos que hemos explicado en el punto 2.2.1. La memoria en CPU se puede reservar de forma 
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tradicional, mientras que para la memoria del device declararemos los punteros necesarios y 
acto seguido se reservará con funciones específicas de CUDA. Tras tener la memoria declarada 
se copiará, si es necesario, la memoria del lado del host en el lado del device. Posteriormente 
se ejecuta el kernel con las dimensiones apropiadas, se copian los datos de vuelta del device al 
host, se liberará la memoria del device y se hará en CPU lo que se estime oportuno con el 
resultado obtenido. 
 
2.3 CUDA avanzado 
Como ya se ha comentado, la memoria representa el punto crítico a la hora de optimizar el 
código. Esto se debe a que la memoria de trabajo que nos ofrecen estos dispositivos, la 
memoria global, tiene una cierta latencia en sus accesos (aproximadamente 600 ciclos). La 
solución para evitar este inconveniente pasa por uno de los siguientes puntos. O bien utilizar 
otro tipo de memoria como pueda ser la compartida la constante o la de texturas, o bien 
ocultar dicha latencia con un alto número de threads y un gran volumen computacional, o 
finalmente utilizar la memoria global pero con una serie de restricciones que nos permitan 
realizar accesos de forma conjunta. 
2.3.1 Memoria global 
En caso de que por volumen de datos no nos quede más remedio que usar la memoria global, 
podemos intentar organizarlos de forma que se realicen coalesced access, o accesos conjuntos. 
La ejecución de threads dentro de un kernel se realiza por grupos de 32 threads consecutivos 
denominados warps, aunque en términos prácticos, las operaciones se dividen en dos mitades 
de 16 threads, trabajando primero con el half-warp inferior y luego con el superior. Gracias a 
su arquitectura, CUDA está preparado para, cumpliendo unas ciertas condiciones, hacer un 
único acceso a memoria para cargar los datos de un half-warp entero, en vez de realizar 16 
accesos individuales. Los requisitos que se deben cumplir dependen del tipo de arquitectura 
del dispositivo, es decir, de su Compute Capability. 
2.3.1.1 Compute Capability 1.0 y 1.1 
Como hemos adelantado, se trata del caso más restrictivo. En primer lugar, el tipo de dato a 
acceder de forma conjunta debe ser de tamaño igual o superior a 32 bits. Esto descarta la 
posibilidad de beneficiarnos de este método al trabajar con datos de tamaño inferior, como 
por ejemplo los chars. 
Concretamente, según el tipo de dato se hará uno o dos accesos a memoria: 
 Datos 32-bit: 1 única transacción de 64 bytes 
 Datos 64-bit: 1 única transacción de 128 bytes 
 Datos 128-bit: 2 transacciones de 128 bytes 
 Además, los datos deberán estar en 1 segmento (o 2 para datos de 128 bits) de tamaño igual 
al de la transacción.  
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Finalmente, será necesario que los threads accedan de forma ordenada y alineada. Esto 
significa que threads consecutivos que acceden a memoria, lo hagan a espacios de memoria 
consecutivos y que además se correspondan con un módulo de memoria de 64 o 128 bytes. 
Para ganar en flexibilidad, se permite  que no todos los threads requieran el acceso. Si de los 
16 threads que componen un half-warp, hay alguno que por alguna condición no accede a la 
memoria, se lee el bloque entero igualmente. 
Las figuras Figura 7 y Figura 8 ilustran las fuertes restricciones a las que están sometidos los 
accesos conjuntos en esta arquitectura.  
 





Figura 8: Accesos desalineados en Compute Capability 1.0 y 1.1 
 
 
2.3.1.2 Compute Capability 1.2 y 1.3 
Estos dispositivos disponen de mayor libertad en el contenido y en las formas. 
En primer lugar, se pueden realizar accesos conjuntos a partir de datos de 8 bits. De esta 
forma, las transacciones quedan de la siguiente manera: 
 Datos 8-bit: 1 única transacción de 32 bytes 
 Datos 16-bit: 1 única transacción de 64 bytes 
 Datos 32-bit: 1 única transacción de 128 bytes 
 Datos 64-bit: 1 única transacción de 128 bytes 
 Datos 128-bit: 2 transacciones de 128 bytes 
Por otro lado, no se requiere un acceso ordenado, es decir, los accesos no tienen por qué ser 
consecutivos para threads consecutivos. En cuanto al espacio de memoria al que se accede, es 
preferible que pertenezca a un mismo módulo de memoria, aunque esta arquitectura dispone 
de un algoritmo de minimización de accesos, de forma que sólo se realizarán tantos accesos 




Figura 9: Ejemplos de acceso alineado en Compute Capability 1.2 y 1.3 
Como vemos en la Figura 9, en el caso de la izquierda, se realiza un único acceso a memoria de 
64 bytes, a pesar de ser accesos desordenados dentro del segmento. En el caso central, vemos 
como la falta de alineación con un bloque de memoria de 64 bytes obliga a realizar un acceso 
de 128 bytes. Finalmente, en el caso de la derecha vemos como la falta de alineación con un 
bloque de 64 y 128 bytes, obliga a realizar dos accesos lo más pequeño posibles, en este caso 
de 32 y 128 bytes. 
Es de destacar que aunque inicialmente vemos que los accesos a datos de 32 bits se realizan 
con transferencias de 128 bytes, el doble que en las arquitecturas anteriores a 1.2, el algoritmo 
de esta arquitectura es capaz de detectar si se está utilizando únicamente la mitad inferior o 
superior y en ese caso, reduce el acceso a dicho segmento, como se ve en el primer caso de la 




2.3.1.3 Forzar los accesos conjuntos 
Aunque nuestra tipología de datos nos permita cumplir los requisitos anteriores, aún hay que 
tener en cuenta otros parámetros para conseguir accesos conjuntos para todos los half-warps. 
En primer lugar, es imprescindible que todos los threads del half-warp se encuentren en el 
mismo punto de ejecución. Es decir, todos deben acceder a memoria al mismo tiempo, si no, 
perderíamos la posibilidad de realizar el acceso de forma conjunta. El problema es que cada 
thread tiene su propio puntero a la pila de instrucciones y en caso de haber elementos 
condicionales en el kernel, podrían divergir sus caminos. En ese caso, debemos utilizar la 
función de sincronización que nos ofrece CUDA, __synchtrheads(), con el objetivo de retener a 
los threads hasta que todos se encuentren en el mismo punto de ejecución. 
Además, en CUDA generalmente se tiende a organizar los espacios de memoria con los que se 
trabaja  en, al menos, una estructura de dimensión 2. Esto es debido a que la misma 
organización de threads está obligada a ocupar al menos dos dimensiones cuando se trabaja 
con un gran volumen de datos. Aunque no sea cierto, facilitará la comprensión de los puntos 
siguientes imaginar que los datos guardados en memoria se corresponden con los pixels de 
una imagen. 
Debido a este razonamiento, la anchura de Block debe ser múltiple del tamaño del half-warp 
(16 threads). En caso contrario, cuando nuestro bloque llegue a un “salto de línea” habrá, en el 
mismo half-warp, threads de dos filas consecutivas (variará su blockIdx.y) y eso significa que el 
half-warp accederá a dos segmentos de memoria correspondientes con dos filas de datos 
distintas, con una separación entre ellas de exactamente el ancho de memoria de nuestra 
reserva. La Figura 10 ilustra claramente este concepto. 
 
Figura 10: Accesos desalineado y alineado en función del ancho de bloque 
 
No obstante, esto no es suficiente. Asimismo es necesario que el ancho del espacio de 
memoria reservado sea múltiplo de 16 (un half-warp). Este requisito está basado en la misma 
premisa que el anterior. Si los bloques tienen el ancho adecuado, habrá accesos alineados a lo 
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largo de la primera fila de memoria, pero por motivos similares, al llegar a un salto de línea en 
el espacio de memoria (recordemos que físicamente la memoria está organizada direcciones 
consecutivas), si el ancho de la imagen no coincide con un múltiplo de medio warp, las 
siguientes filas de memoria a las que accedamos quedarán desalineadas con los bloques, 
obligando a accesos individuales en el caso de usar una arquitectura 1.0 o 1.1, y a accesos 
menos óptimos para las arquitecturas superiores. Podemos observar este fenómeno en la  
Figura 11. 
 
Figura 11: Acceso desalineado y alineado en función del ancho de memoria 
Por otro lado, es habitual que no se cumpla este requisito dado que el tamaño reservado en 
memoria para datos responde únicamente a las características de dichos datos, como por 
ejemplo el ancho de una imagen o de una matriz con la que necesitamos trabajar. Para 
solucionar este inconveniente, CUDA propone la utilización de unas funciones especiales para 
reservar memoria, en formato 2D y 3D, que aseguran un ancho adecuado. El inconveniente de 
estas funciones es que, si el espacio que necesitamos tiene una anchura inadecuada, se 
reservará una ancho mayor, con lo que estaremos ocupando más memoria de la necesaria. En 
la Figura 12 podemos ver como un ancho de memoria múltiplo de 16 nos permite mantener la  
alineación. 
 




Desafortunadamente, cuando nuestros accesos a memoria no pueden cumplir estas 
características, nos vemos obligados a sufrir la latencia asociada en cada uno de los accesos, o 
intentar salvar el obstáculo mediante el uso de otro tipo de memoria. 
 
2.3.2 Memoria compartida 
Este tipo de memoria, aunque escasa, nos permite un tipo de acceso mucho más veloz y 
menos restrictivo que la memoria global. No obstante, su vida útil es la del bloque dentro del 
kernel, por lo que si necesitamos cargar datos del disco deberemos hacerlo previamente 
mediante accesos a memoria global y, antes de finalizar el kernel, deberemos volver a 
transmitir los datos de memoria compartida a memoria global para usarlos posteriormente. 
Entonces, si debemos leer y escribir de memoria global, ¿qué ventaja nos ofrece la memoria 
compartida? La respuesta es inmediata: una vez cargados los datos de memoria global a 
memoria compartida, nos permite acceder múltiples veces a ellos, casi sin restricciones y a 
velocidad de registros.  
Volviendo a usar imágenes como ejemplo, esta memoria nos permitiría, por ejemplo, cargar 
para cada bloque los pixels que le están asociados mediante accesos conjuntos, y 
posteriormente desde cada thread leer los pixels de su vecindario como si de registros propios 
se tratara para practicar algún tipo de filtrado. Si en lugar de usar memoria compartida, 
pretendiéramos hacer esto únicamente con memoria global, en el mejor de los casos 
estaríamos haciendo tantos accesos conjuntos como pixels del vecindario quisiéramos leer. En 
el peor, nos veríamos sometidos a grandes latencias asociadas a las lecturas de los pixels 
vecinos por no poderlas hacer conjuntamente. 
No obstante, la memoria compartida también tiene sus limitaciones. Está estructurada en 16 
bancos de memoria de 32 bits. Para conseguir que los accesos sean equivalentes a acceder a 
un registro, es necesario que en un acceso cada thread del half-warp lea datos de un banco 
diferente. Los accesos que se realicen a un mismo banco serán serializados, perdiendo algo de 
eficiencia. En caso de que todo el half-warp lea un mismo dato, se hará un broadcast del 
mismo, consiguiendo por tanto un tiempo de acceso equivalente, de nuevo, al de un registro. 
Por último, cabe destacar que los argumentos que se pasan al kernel, exceptuando 
obviamente el contenido de los punteros, son considerados como memoria compartida, y por 
tanto, cuando se accede a alguno de ellos, dado que todos los threads tratarán con el mismo 
argumento, el acceso tendrá velocidad de registro. 
2.3.3 Memoria de textura 
Otra solución, especialmente interesante cuando se trata de trabajar con espacios de memoria 
relativos a un cierto vecindario, en 2 o 3 dimensiones, son las texturas. 
La memoria de texturas dispone de una pequeña caché por multiprocesador, además de un 
espacio de memoria global, de forma que cuando se accede a datos que no están en caché, la 
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latencia es la misma que con memoria global, pero cuando los datos están en caché, el tiempo 
de lectura es equivalente al de registros. 
Por otro lado, los datos se ordenan por cercanía, siguiendo lo que se denomina “curva-Z”, de 
forma que cuando más cercanos sean los accesos, más posibilidades hay de que estén 
contenidos en la caché de datos. 
Como contrapartida, la memoria de textura es únicamente de lectura. Los datos se deben 
escribir desde el host, por lo que para actualizarlos tras su procesado en el kernel se deberán 
escribir previamente en memoria global para, posteriormente, copiarlos en la textura. 
Otras características que nos ofrece la memoria de texturas son las siguientes: 
 Permite normalizar el rango de acceso a [0.0 – 1.0] o a [-1.0 – 1.0]. 
 Permite leer los datos tras un filtrado (bi)linear, siempre y cuando los datos sean del 
tipo float. 
 Permite la conversión automática de los datos a float. 
 Permite definir el comportamiento frente a accesos out-of-range (wrapping o 
clamping)  
 
2.3.4 Memoria constante 
La memoria constante también dispone de una pequeña caché que resulta muy útil cuando se 
trata de almacenar variables que serán usadas por todos los threads de forma simultánea, ya 
que al acceder todo el half-warp a un mismo dato, se realiza un broadcast de éste, 
consiguiendo velocidades de registro. En caso de tratarse de datos distintos, las lecturas se 
serializarán, aumentando su coste de forma lineal. 
No obstante, si el dato a leer no se encuentra en la caché, de la misma forma que sucede con 
las texturas, la latencia de la lectura será equivalente a la de memoria global. De igual forma, la 
memoria constante se escribe únicamente desde el host, con el inconveniente de que no se 
puede actualizar dentro del kernel. 
 
2.3.5 Resumen de las tipologías de memoria 
En la Tabla 1 se muestra un resumen de los tipos de memoria comentados en los apartados  







Tipo  Cantidad  Acceso adecuado  Acceso inadecuado  Tiempo mejor 
caso  
Global  Abundante  -Alineado  -Desalineado  600 ciclos  




-Bancos comunes  1 ciclo  
Texture  Escasa (8KB/ 
multiproc.)  
-Vecindario -Lejanía  1 ciclo ( caché ) 
600 c. ( !caché )  
Constant  Escasa (8KB/ 
multiproc.)  
-Broadcast  - No broadcast  1 ciclo ( caché ) 
600 c. ( !caché ) 
Registro  Muy escasa (8192 – 
16384) / multiproc.  
  1 ciclo  
Tabla 1 
 
2.3.6 Dimensionar Grid y Block 
Unas correctas dimensiones de Grid y de Block son determinantes para la optimización de 
nuestro código. Debido al número de registros por multiprocesador, así como a 
consideraciones de volumen computacional y ocultación de posibles latencias, el número de 
threads que se ejecutan en un bloque es ciertamente importante. 
En primer lugar ya hemos visto que lo más indicado es que el ancho de Block sea múltiplo de 
16.  Además hay que tener en cuenta el número de registros que utiliza nuestro kernel. Si los 
bloques son lo suficientemente pequeños y no se usan demasiados registros por bloque, podrá 
haber más de un bloque activos por multiprocesador, que nos permitirá aprovechar los 
tiempos muertos en etapas de sincronización de threads. Si por el contrario, se usan bastantes 
registros, habrá que cuidar de que el tamaño de Block no sea excesivo para que el procesador 
tenga suficientes recursos para éste y podamos ejecutar el código. En cualquier caso, es 
importante que al menos haya tantos bloques como multiprocesadores, para poder 
aprovechar todo el hardware disponible en el device. 
 Existe una utilidad de Nvidia (CUDA Occupancy Calculator) que presenta diversas gráficas de la 
ocupación del multiprocesador en función del número de threads que haya en un Block, el 
número de registros por kernel o la memoria compartida en éste. Es útil para hacerse a la idea 
de qué dimensiones serán las más indicadas. Generalmente, será apropiado disponer de unas 
dimensiones de Block lo mayor posibles, aunque a la hora de la verdad el tamaño óptimo suele 
ser ligeramente inferior. Esto se debe, entre otras cosas, a que es más eficiente que el total de 
threads por bloque sea múltiplo del tamaño total de warp -32 threads-, y eso no tiene por qué 
coincidir con el tamaño de bloque que nos da una máxima ocupación de los procesadores. 
Por otro lado, siempre hay que tener en cuenta el tipo de memoria con la que trabajaremos. 
En el caso de trabajar con texturas, por ejemplo, puede ser beneficioso trabajar con bloques 





Por último existe otra posibilidad a considerar a la hora de optimizar el código, los 
denominados streams. 
Ejecutar un kernel mediante streams significa dividir su ejecución en fragmentos más 
pequeños  que se ejecutarán uno detrás de otro, y obviamente trabajarán con espacios de 
memoria diferentes. La ventaja es que mientras se ejecuta uno de estos fragmentos, se puede 
transferir la memoria necesaria para el siguiente de host a device de forma paralela, como 
podemos ver en la Figura 13. 
No obstante también tiene sus inconvenientes. Para este tipo de transferencias hay que 
declarar la memoria como “page-locked”, es decir, siempre están presentes en el paginado de 
memoria y el O.S (Operating Sistem). no cambiará su dirección. No solo se trata de un recurso 
escaso, sino que dedicar demasiada memoria a este tipo puede reducir las capacidades del 
sistema. 
 
Figura 13: Comparativa de tiempo de ejecución en función del uso de streams 
 
 
2.3.8 Comunicación con OpenGL  
En muchos aspectos, CUDA es una alternativa de programación general a OpenGL. Hasta hace 
poco, la única forma de utilizar la potencia computacional de la tarjeta gráfica era mediante el 
uso de OpenGL. El problema es que OpenGL está orientado al tratamiento de gráficos para 
mostrarlos por pantalla y por lo tanto es algo ineficiente usarlo para otro tipo de aplicaciones. 
No obstante, no es descabellado pensar en una cierta comunicación entre OpenGL y CUDA 
puesto que ambos trabajan en la tarjeta gráfica, compartiendo su hardware. De este modo, 
empieza a ser habitual la aparición de aplicaciones de OpenGL que a su vez hacen uso de CUDA 
para el procesado de las imágenes que posteriormente se presentarán por pantalla. 
El uso de esta comunicación se hace mediante los buffers de datos de los que dispone OpenGL, 
sean del tipo Vertex Buffer Object, orientados a geometría, o Pixel Buffer Object, orientados a 
imágenes. CUDA dispone de una serie de funciones para habilitar o deshabilitar estos buffers. 





3 Algoritmos implementados 
 
Para justificar la necesidad de implementar los algoritmos que se exponen a continuación, es 
interesante observar el esquema -Figura 14- que engloba el proceso global que queremos 
conseguir. Para cada cámara de la sala (en amarillo en el esquema) necesitamos eliminar la 
distorsión en la imagen ocasionada por la lente, antes de proceder a la extracción de primer 
plano. Acto seguido se obtiene el Visual Hull a partir de todas las siluetas adquiridas. 
Finalmente, con dicho resultado y las imágenes sin distorsión obtenidas en primer lugar, se 
aplica el algoritmo de Space Carving para conseguir el Photo Hull. Todos estos procesos 
contienen operaciones muy repetitivas y son por tanto susceptibles de paralelizar en la GPU. 
Finalmente, solo necesitaremos implementar una aplicación que permita visualizar por 
pantalla el resultado obtenido. 
 
Figura 14: Esquema del proceso global, desde obtención de datos a representación 
 
Cabe destacar que el uso de un cancelador de distorsión tras la adquisición de las imágenes 
está presente únicamente en las implementaciones sobre GPU. El proceso global ejecutado 
sobre CPU no necesita esta etapa puesto que inicialmente calcula la distorsión sobre cada 
voxel de la escena y la guarda en memoria, para utilizar cuando necesite. Como se explicará en 
profundidad más adelante, las limitaciones de memoria de las tarjetas gráficas impiden utilizar 
esta metodología, obligándonos a modificar el esquema tal como vemos en la Figura 14. 
Por otro lado también es necesario mencionar que para cada algoritmo se han realizado 
diversas implementaciones, comentando en éste documento las más interesantes, con el 
objetivo de determinar la forma idónea de acceder a memoria en cada uno de los casos y 




3.1 Segmentación de primer plano 
 
El objetivo de este algoritmo es determinar las zonas de interés en cada imagen, es decir, 
aquellas zonas en las que la cámara ve un objeto que se quiere representar (de primer plano). 
Para ello, haremos una extracción de elementos de primer plano, o foreground segmentation, 
respecto a un fondo conocido, utilizando el algoritmo propuesto por Stauffer & Grimson [ 3 ].  
Dado que el proceso de eliminación de distorsión es muy sencillo, lo englobaremos en el 
mismo algoritmo de extracción de primer plano. 
3.1.1 Eliminación de distorsión 
La lente de la cámara añade una cierta distorsión a la imagen, especialmente las lentes de gran 
angular. Para que, más adelante, en las etapas de Shape from Silhouette y Space Carving, las 
coordenadas de trabajo en 3D se retro-proyecten correctamente sobre la imagen y su silueta,  
es necesario eliminar esta distorsión. En la Figura 15 podemos ver un ejemplo de la distorsión 
introducida por la lente de una cámara. Los extremos de la imagen son los más afectados, 
como podemos ver en la línea donde se juntan la pared y el suelo, así como en los pixels del 
brazo derecho del sujeto, claramente desplazados de su posición real. De no cancelar la 
distorsión, al retro-proyectar esos pixels estaríamos haciéndolo sobre un espacio del volumen 
equivocado, y que no tendría por qué coincidir con las proyecciones del resto de cámaras para 
esa zona.  
 
Figura 15: Distorsión ocasionada por la lente de la cámara y su corrección 
 
Dado que las cámaras son fijas y las tenemos perfectamente caracterizadas, esto es, calibradas 
tanto en sus parámetros intrínsecos (relacionados con el proceso de proyección y la distorsión 
de las lentes) como en sus extrínsecos (relacionados con la posición de la cámara en relación 
con el espacio 3D en el que sucede la escena), disponemos de los datos necesarios eliminar la 
distorsión. Para ello, utilizaremos el modelo representado en (2). 
  
𝐱 = 𝐩𝐱 + 𝐋 𝐫  𝐱 − 𝐩𝐱 + 𝐏𝟏 𝟐  𝐱 − 𝐩𝐱 
𝟐 +  𝐫𝟐  + 𝟐𝐏𝟐(𝐱 − 𝐩𝐱)(𝐲 − 𝐩𝐲)
𝐲 = 𝐩𝐲 + 𝐋 𝐫  𝐲 − 𝐩𝐲 + 𝐏𝟐  𝟐  𝐲 − 𝐩𝐲 
𝟐
+ 𝐫𝟐 + 𝟐𝐏𝟏(𝐱 − 𝐩𝐱)(𝐲 − 𝐩𝐲)
         (2) 
Donde (x,̌ y)̌ son las coordenadas de la imagen  distorsionada, (x, y) las coordenadas ideales de 
la imagen, (px, py) es el centro de distorsión de la imagen, r es el radio de distorsión en el punto 
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(x, y), P1 y P2 son los coeficientes de distorsión de descentrado, y finalmente L(r) es la función 
de distorsión radial que vemos en (3). 
 𝐋 𝐫 =  𝟏 + 𝐤𝟐𝐫
𝟐 + 𝐤𝟒𝐫
𝟒  (3) 
Donde k2 y k4 son los dos primeros coeficientes de distorsión radial de la cámara, que veremos 
más detalladamente en el apartado 3.2. La base de estas ecuaciones se puede ver en 
profundidad en [ 10 ]. 
En la práctica, eliminar la distorsión para un pixel se traducirá en calcular las coordenadas 
distorsionadas que le corresponden, y asignarle al pixel no distorsionado el valor promediado 
de los 4 pixels más cercanos a las coordenadas distorsionadas. Esto se realizará mediante las 
opciones que ofrece CUDA, cargando inicialmente la imagen distorsionada en memoria de 
textura y aplicando el filtrado bilineal que permiten éstas. 
 
3.1.2 Descripción del algoritmo Stauffer & Grimson 
A partir de una secuencia de imágenes de entrenamiento donde la sala está completamente 
vacía, se modela la estadística del fondo visto por cada cámara. Con el objetivo de no ser 
sensibles a las fluctuaciones introducidas por la luz, tanto eléctrica como ambiental, a las 
sombras provocadas por los futuros objetos en la sala, etc. se caracterizará el fondo como un 
conjunto de Gaussianas tridimensionales en el espacio RGB, una por pixel, con una cierta 
varianza. 
En la secuencia de entrenamiento, sencillamente se elegirá la imagen de fondo de cada cámara 
con el valor medio de color RGB de sus pixels, así como la varianza de éste.   
Una vez tenemos la media y la varianza, lo que haremos es comprobar para cada nueva 
imagen, si los colores de sus pixels, tras pasar una cierta corrección en la distorsión de brillo y 
color, tienen un valor cercano al de la media o no. Para cada pixel, se comprobará si la 
distancia respecto a su media supera un cierto umbral o no. En caso negativo, se incorporará el 
pixel al fondo, modificando la estadística de éste ya que se trata de un algoritmo adaptativo. 
En caso contrario, deberemos aplicar una cierta corrección sobre la distorsión de brillo y tono 
del pixel para asegurarnos de que no se trata de un reflejo o una sombra introducida por otro 
objeto en la sala y de que la detección es correcta. Para analizar el brillo aplicamos (4), donde 
ref es el pixel de referencia o media, y pix es el pixel de la imagen. 
 𝑏𝑟𝑖𝑔𝑕𝑡𝑑𝑖𝑠𝑡𝑜𝑟𝑡 =  
𝑟𝑒𝑓 ·𝑝𝑖𝑥
 𝑟𝑒𝑓  
2 =  
𝑟𝑒𝑓 .𝑟∗𝑝𝑖𝑥 .𝑟+𝑟𝑒𝑓 .𝑔∗𝑝𝑖𝑥 .𝑔+𝑟𝑒𝑓 .𝑏∗𝑝𝑖𝑥 .𝑏
𝑟𝑒𝑓 .𝑟2+𝑟𝑒𝑓 .𝑔2+𝑟𝑒𝑓 .𝑏2
 (4) 
 
Visto desde un punto de visto meramente geométrico, lo que hacemos es proyectar el vector 
RGB del pixel sobre el vector RGB de la media, y después normalizarlo por éste para tener, en 
el caso ideal (ref = pix), un valor brightdistort de 1. Debemos recordar que los fundamentos de 
este cálculo se basan en que trabajando en el espacio RGB, una variación en el brillo del color 
significa variar el módulo de su vector, como vemos en la Figura 16, de forma que nuestro 
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interés se centrará en comprobar si el valor de  brightdistort está acotado dentro de un cierto 
intervalo. En este caso, se comprobará también la distorsión en el tono tras corregir la 
diferencia de brillo como vemos en (5). 
 𝑐𝑜𝑙𝑜𝑟𝑑𝑖𝑠𝑡𝑜𝑟𝑡 =  𝑟𝑒𝑓  −  𝑏𝑟𝑖𝑔𝑕𝑡𝑑𝑖𝑠𝑡 ∗ 𝑝𝑖𝑥  (5) 
Si la distorsión en el tono resultara inferior a un nuevo umbral, se decide que el pixel en 
realidad forma parte del fondo, aunque su valor haya cambiado sensiblemente en brillo o tono 
debido probablemente a la interacción entre la luz y otro objeto de la sala. En este caso se 
modificaría también la estadística del fondo. No obstante, en caso de que la diferencia de brillo 
esté fuera del margen propuesto, o la distorsión del tono tras su corrección, esté por encima 
del máximo permitido, se decide que el pixel no forma parte del fondo, si no que pertenece a 
una figura de primer plano. 
 
Figura 16: Incremento del brillo en el espacio RGB 
Podemos ver el resultado final de este proceso de extracción en la Figura 17. 
 
Figura 17: Extracción de primer plano 
Como se avanzaba en la introducción, esta operación repetitiva e independiente a nivel de 
pixel puede ser implementada eficientemente mediante CUDA, realizando la misma operación 
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3.1.3 Implementaciones en CUDA 
En este apartado describimos distintos experimentos realizados, variando los tipos de 
memoria utilizada así como la forma de acceder a ésta, para comprobar que caso es el más 
eficiente. Las diferencias entre tipos de memoria se demuestran con resultados en el apartado 
de optimización. Así mismo, se diseñan las implementaciones con la capacidad de habilitar o 
no la fase de cancelación de distorsión, con el objetivo de poder comparar el algoritmo 
paralelizado y el secuencial en igualdad de condiciones. 
A nivel general, podemos apreciar las diferencias de programación con el algoritmo secuencial 
en la Figura 19, que radican, básicamente, en un procesado a nivel de pixel de forma 
completamente paralela.  
 
Figura 19: Diagrama de flujo de Foreground Segmentation paralelizado 
while ( run )
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La estructura paralela que se elige es, pues, un Grid de ejecución bidimensional, de forma que 
la estructura en threads sea equivalente a las dimensiones de la imagen y podamos acceder a 
ésta ordenadamente, fila por fila. 
 
3.1.3.1 Memoria de Textura 
La primera propuesta es disponer las imágenes RGB capturadas por la cámara de la que se 
quiere extraer el primer plano en memoria de textura, al igual que las matrices con la media y 
la varianza de cada pixel de su fondo. La declaración de texturas se hace especificando el 
espacio en que se estructura la textura (1, 2 o 3 dimensiones) y el tipo de dato que contendrá, 
con posibilidades de usar vectores autodefinidos de 1, 2 y 4 dimensiones. Por lo tanto, 
declararemos las texturas en un espacio de dimensión 2, ya que se trata de imágenes y, ante la 
imposibilidad de declarar su contenido como vectores de tres posiciones (que sería lo ideal, 
tratándose de contener 3 valores: R, G y B), usaremos vectores de tamaño 4. 
Para paliar en parte la ineficacia que esto representa, ya que ocupamos más memoria de la 
necesaria, agruparemos en la misma textura la media y la varianza. Así, habremos definido una 
textura para la imagen RGB de entrada, y otra para la media RGB y su varianza. 
Tras comprobar que el mayor de los kernels requiere 14 registros y dado que no hacemos uso 
de la memoria compartida, observamos gracias al CUDA Occupancy Calculator, que 
obtendremos la máxima ocupación con Blocks de 256 threads, así como de 512. Finalmente 
tras verificar experimentalmente que es una buena configuración, ajustamos el tamaño de 
bloque para contener 512 threads. No obstante, esta etapa no es especialmente crítica en la 
implementación actual, dado que la memoria de texturas no requiere acceso ordenado. 
En cualquier caso, como se verificará en los resultados, hay otras opciones mejores que usar 
memoria de texturas para este algoritmo concreto. En primer lugar, al leer las imágenes de 
forma ordenada, se podrá hacer un uso perfecto de los accesos conjuntos de memoria global 
que hemos comentado. Además, el uso de texturas tiene el inconveniente de que no permite 
escribir en ellas dentro del kernel. Por este motivo, a la hora de actualizar la media RGB y la 
varianza del fondo, dentro del kernel escribiremos en un puntero a memoria global, y no será 
hasta el momento en que salgamos del kernel, cuando podremos transferir estos datos en 
memoria global a la memoria de textura. Esto es a todas luces ineficiente, obligándonos a una 
doble transferencia de datos que de otro modo no sería necesaria. 
 
3.1.3.2 Memoria global 
Con objetivo de ilustrar, además de las diferencias en cuanto al tipo de memoria, las 
diferencias relativas modo de acceso, se han implementado dos versiones que hacen uso de la 
memoria global para almacenar imágenes de entrada, media y varianza. 
3.1.3.2.1 Primera versión, accesos no conjuntos: 
Podríamos decir que se trata de una versión óptima desde el punto de vista de ocupación de 
memoria aunque, como contrapartida, no nos preocupamos especialmente por su alineación, 
almacenando las imágenes sin tener en cuenta si sus dimensiones son las más apropiadas de 
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cara a su acceso. Además, en cuanto a la estructura de datos, accederemos a las imágenes de 
entrada mediante un puntero a datos tipo char de dimensión 3 para contener los canales R, G 
y B, mientras que declararemos un puntero a floats (serán valores en coma flotante) de 
dimensión 4 para contener los canales R, G y B de la media y la varianza. De este modo, las 
transferencias de memoria serán lo más pequeñas posibles. El lado negativo de ocupar la 
mínima memoria posible es que el rendimiento en la ejecución de los cálculos se ve 
ligeramente perjudicado por la latencia en los accesos. 
De esta forma, definimos el tamaño de los bloques acorde con el tamaño de la imagen, con la 
excepción de cuidar que el ancho de bloque sea múltiplo de 16. Tras diversas pruebas, en este 
caso resulta óptimo utilizar 320 threads por bloque, organizados en estructuras 2D de  16x20. 
En este caso sí que se presenta más variación al modificar el tamaño de Block, ya que en 
función de la configuración y el tamaño de la imagen, habrá más o menos accesos que se 
hagan de forma alineada. 
 
3.1.3.2.2 Segunda versión: Accesos conjuntos 
Antes de empezar cabe destacar que se espera de esta versión que sea la más efectiva ya que, 
en este caso, el acceso a memoria se ha estudiado cuidadosamente con el objetivo de hacerlo 
de forma óptima. 
Para la correcta reserva de memoria se ha utilizado la función de CUDA cudaMallocPitch, la 
cual devuelve el valor PITCH que nos servirá para desplazarnos entre distintas filas de la 
imagen, reemplazando el ancho real de la imagen por uno igual o superior, múltiplo de 16 y 
que, junto con una anchura de bloque múltiple de un half-warp, garantiza que todos los 
accesos que se hacen por parte de los threads a posiciones consecutivas, son conjuntos. 
 Tanto en las imágenes de entrada como en las de media se ha reservado cada canal por 
separado con el objetivo de que los datos del mismo canal estén en posiciones consecutivas de 
memoria. Dado que accederán simultáneamente todos los threads del half-warp al mismo 
canal, solo así conseguimos una lectura alineada en dispositivos tipo 1.0 y 1.1, y que el 
segmento sea lo menor posible para dispositivos 1.2 o superior. Por otro lado, todos los datos 
se definen como floats para poder aprovechar los accesos conjuntos en los dispositivos del 
primer tipo. Esto significa que al ejecutar el código en un dispositivo más moderno, no solo se 
vería mejorado por un incremento en el número de multiprocesadores o registros por 
procesador, si no que se podría mejorar el código para que los datos de la imagen de entrada 
ocuparan una cuarta parte y se necesitaran transferencias de memoria menores, definiéndolos 
como char. 
Como contrapartida, necesitaremos usar más memoria en el dispositivo, por lo que las 
transferencias de datos entre host y device serán más costosas. 
Observamos mediante la herramienta para calcular la ocupación, que llegaríamos a la máxima 
posible con bloques de 256 o 512 threads. Tras algunas pruebas, se constata que en este caso 




3.2 Reconstrucción 3D 
Una vez disponemos de las siluetas de las distintas cámaras, nuestro objetivo es estimar el 
volumen ocupado. Como aproximación al volumen real, obtendremos el Visual Hull [ 4 ], que 
consiste en el máximo volumen posible contenido por la intersección de la retro-proyección, 
sobre el espacio 3D, de las siluetas extraídas por cada cámara. 
La opción más viable en cuanto a eficiencia temporal y también en cuanto a posibilidades de 
paralelización es, en este caso, un proceso de Shape from Silhouette voxelizado [ 5 ], que 
consiste en analizar un conjunto ordenado de cubos o voxels en que dividiremos el espacio, 
para determinar si todas las cámaras los consideran ocupados o no. La idea será repetir el 
mismo procedimiento de trabajo para cada cubo y con cada una de las cámaras. Como 
consecuencia, obtendremos el Visual Hull, que se corresponde con el mayor volumen posible 
asociado a las siluetas de las distintas vistas. Para reforzar el concepto, en la Figura 20 
podemos observar la vista cenital de un entorno voxelizado con dos cámaras (a izquierda y 
derecha) donde se obtiene el Visual Hull (zona anaranjada) de un objeto (recuadro azul). 
 
Figura 20: Visual Hull en escenario voxelizado 
 
Para poder obtener el Visual Hull, antes es necesario definir con que parámetros se modelará 
la cámara, y tenerlas correctamente calibradas. Solo así podremos saber con qué partes del 
volumen se corresponde cada punto de la imagen. 
 
3.2.1 Calibración de cámara – modelo pin-hole 
La práctica más habitual en Computer Vision es caracterizar las cámaras siguiendo el modelo 
sin distorsión (recordemos que ya se ha eliminado) “pin-hole” [ 10 ], donde se considera la 
proyección de puntos del espacio sobre un plano, siguiendo un único centro de proyección (C), 




Figura 21: Modelo de cámara pin-hole y sistemas de coordenadas, general y adaptado, de la imagen 
De esta forma, para caracterizar la cámara a nivel intrínseco, solo necesitaremos conocer la 
distancia del centro de proyección al plano proyectivo (distancia focal f) y la adaptación del 
punto principal del plano (p) a nuestro sistema de coordenadas deseado (ejes en rojo, origen 
en la esquina inferior izquierda de la imagen). Esto es suficiente para definir la matriz de 
calibración K –ver (6)-, que nos permite pasar de coordenadas del espacio (Xc) según la cámara 
a coordenadas de la imagen (xi). 




  (6) 
Por otro lado, independientemente de las características de la cámara, habrá que transformar 
las coordenadas de los objetos del sistema de referencia utilizado en la sala, al sistema de 
referencia de la cámara, como ilustra la Figura 22. Para eso aplicamos una matriz de rotación 
R, junto con una translación t, (parámetros extrínsecos) antes de aplicar la matriz fundamental 
para obtener las coordenadas del pixel.  
 
Figura 22: Rotación y traslación de la cámara 
De este modo, podemos pasar de las coordenadas de un objeto en el sistema de referencia 
global, Xg,  a las coordenadas Xi de la proyección del voxel en la imagen salvo por un factor de 
escalado, siguiendo (7). Podemos englobar todo el proceso de transformación en una única 
matriz P, denominada matriz de proyección, con la que caracterizamos perfectamente la 
cámara, bajo condiciones de no distorsión. 
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 𝑿𝒊 = 𝑷 · 𝑿𝒈 = 𝑲 ·  𝑹|𝒕 · 𝑿𝒈 (7) 
Dado que las cámaras tienen una posición fija en la sala, no hay que calibrarlas 
constantemente, sino que se cargarán directamente los parámetros necesarios de un fichero 
almacenado en el ordenador. El método de calibración para obtener la matriz P [ 10 ],  se 




3.2.2 Descripción del algoritmo – Visual Hull voxelizado [ 5 ] 
En primer lugar, a partir de las coordenadas del voxel y de la cámara, se determina a qué pixel 
de su imagen corresponde. Es importante recordar en este punto que cada pixel de la imagen 
no se corresponde con un único voxel del espacio, sino con todos los que son atravesados por 
el rayo que se retro-proyecta desde el centro de proyecciones de la cámara y pasa por el pixel 
en cuestión. Ilustra este concepto la Figura 23, donde las líneas roja y verde representan los 
rayos retro-proyectados sobre el espacio 3D correspondientes a dos pixels de la imagen. En la 
cuadrícula de voxels, vemos  iluminados de sus respectivos colores los voxels ocupados que 
atraviesan dichos rayos. Además, para reforzar el concepto de que, debido a esta relación, 
unos quedarán ocultos por otros, los voxels visibles se pueden ver de un color más claro.  
 
 
Figura 23: Relación pixel - voxels 
Dado que la cámara está calibrada, para obtener las coordenadas de la proyección de un punto 
3D sobre la imagen 2D, lo único que debemos hacer es multiplicar la matriz de proyección P  
de la cámara, por las coordenadas en el espacio 3D X=(X,Y,Z,1)T y normalizar el factor de 
escalado z en el resultado para obtener el punto 2D x=(x,y,1)T, como se ve en (8). 
 𝐱′ = 𝐏 ·  𝐗  ;   𝐱 =
𝟏
𝐳
𝐱′   (8) 
Cuando determinamos la correspondencia entre el voxel y la imagen de la cámara, 
comprobamos si el pixel que resulta forma parte de una silueta o no.  Si para todas las cámaras 
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que ven dicho voxel, su proyección sobre el plano de la imagen se corresponde con un pixel de 
silueta, decidimos que dicho voxel está ocupado. 
En la Figura 25 se muestra el algoritmo secuencial del que disponemos, que rige este proceso y 
con el cual compararemos las implementaciones en CUDA. 
Dado que la intención es repetir este algoritmo, para todos los frames de la secuencia de 
trabajo, hay que remarcar la existencia de dos partes diferenciadas. El algoritmo previo que 
podemos ver en la Figura 24, sólo se ejecuta la primera vez. Se trata de crear un espacio en 
memoria con la correspondencia entre puntos del espacio real 3D, y los pixels de las imágenes 
vistas por las distintas cámaras. De esta forma, para las siguientes ejecuciones del algoritmo, 
dado que esta correspondencia siempre se mantiene, no hace falta realizar dicho cálculo. 
Únicamente hay que leer el pixel destino del espacio de memoria generado previamente, que 
denominamos Look Up Table. 
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Figura 25: Diagrama de flujo de algoritmo Shape from Silhouette secuencial 
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3.2.3 Implementaciones en CUDA 
Antes de nada, debemos destacar que la optimización que se hace en el código secuencial, 
ahorrando cálculos con la creación de una Look Up Table, es prácticamente inviable en la 
implementación con CUDA, o en su defecto nos limitaría bastante en cuanto a las dimensiones 
de la sala, de los voxels utilizados y de resolución de la imagen. 
Para justificar esta afirmación, nos plantearemos una realización típica. Pongamos que las 
dimensiones de la sala son 5x4x2 metros y queremos trabajar con voxels de 1cm3.  Esto nos 
daría un total de 40 millones de voxels en que estaría divida la sala. Ahora bien, para 
almacenar las coordenadas de los pixels correspondientes a cada uno de estos voxels para las 
distintas cámaras, pongamos 5, necesitamos 2 posiciones de memoria por cámara, que hacen 
un total de 10. No obstante, suponiendo unas imágenes cuyas dimensiones de alto y ancho no 
superen los 512 pixels, necesitaremos 2 Bytes para cada posición de memoria. En total 
requeriríamos 800 MB de memoria, almacenados de forma permanente en el dispositivo. El 
problema reside en que la mayoría de GPUs, disponen únicamente de entre 512 MB y 1GB de 
memoria global, llegando a 4GB de memoria en los dispositivos más extremos. 
En cualquier caso, en las tarjetas con las que trabajaremos, este derroche de memoria no tiene 
cabida e incluso disponiendo de una de las más potentes, aumentar la resolución de las 
imágenes de trabajo o el tamaño de la sala, o disminuir el tamaño de los voxels nos llevaría a 
consumos aun más excesivos de memoria de los que difícilmente nos podríamos hacer cargo. 
No hay que olvidar que, de todas formas, el consumo mínimo de memoria que haremos para 
determinar si los voxels de la sala están ocupados o no ya de por sí será elevado (solo hay que 
mirar los números anteriores para hacerse a la idea) y también será dependiente de las 
dimensiones de la sala y el voxel. 
Así pues, la implementación en CUDA realizará esta proyección para cada voxel de la sala con 
el objetivo de   determinar qué pixels se corresponden realmente con cada voxel.  
De forma similar al primer algoritmo, ejecutaremos estas operaciones con kernels numerados 
y ordenados ahora en las tres dimensiones del espacio, para poder acceder a la memoria 
donde guardaremos los datos del volumen en forma de voxels. Es preciso hacer una 
matización llegado este punto. Dado que el Grid solo dispone de dos dimensiones y no nos 
parece una estructura óptima forzar al bloque a tener dimensiones (1, 1, Nvoxels_Z), además de 
que según la versión del dispositivo y las dimensiones de sala y voxel, los límites en el tamaño 
de Block no permitirán representar entera esta tercera dimensión, se ha optado por emularla 
en el Grid. De esta forma, se ha decidido juntar las coordenadas X e Y del espacio en el eje X 
del Grid, cediendo el eje Y del Grid para la coordenada Z del espacio, como se esquematiza en 




Figura 26: Adaptación del espacio a analizar a las posibilidades del Grid 
Por tanto, para un corte vertical del espacio real, las distintas filas de voxels se escribirán una al 
lado de otra. En cualquier caso esta consideración es sólo a nivel conceptual, pero se deberá 
tener en cuenta a la hora de identificar la correspondencia entre threads y voxels y así calcular 
las correctas coordenadas del espacio real. 
El algoritmo que describe a nivel general las implementaciones en CUDA se puede ver, a 
continuación, en la Figura 27. 
Antes de pasar a comentar las diferencias más notables entre las distintas implementaciones 
que se han hecho, hay que destacar que, de todos los accesos a memoria que se hacen en este 
algoritmo, hay uno de ellos que no puede, de ninguna de las maneras, hacerse con accesos 
conjuntos a memoria global. Se trata del acceso al valor del pixel proyectado sobre la imagen. 
Dado que se desconoce previamente la correspondencia entre los voxels de cada half-warp y 
los pixels en las imágenes, no es posible cargar estos datos de forma conjunta ya que 
presumiblemente se encontrarán en posiciones disjuntas de memoria. Hay que interpretar 
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3.2.3.1 Memoria global sin alinear 
3.2.3.1.1 Primera implementación, estructura simple 
En este primer caso se hace un uso mínimo aunque ineficiente de la memoria. Se reserva 
espacio para los datos de ocupación y visibilidad de los voxels sin ningún tipo de consideración 
en cuanto al acceso, dedicando un byte para cada variable, pues solamente contendrán un 
valor entre 0 y el número de cámaras disponibles, típicamente inferior a 10. 
Tal y como podemos ver en los resultados, ésta es la menos eficiente, en tiempo de ejecución, 
de todas las opciones. No obstante, nos servirá para ilustrar la importancia de una correcta 
consideración de la memoria. 
3.2.3.1.2 Segunda implementación, uso de memoria constante para la ordenación de 
bloques 
En esta versión se hace una primera concesión a los beneficios de la memoria constante, con 
buenos resultados.  
Como se puede apreciar en la Figura 26, la estructura de Grid que decidimos, nos obliga a 
realizar unos cálculos extra para determinar las coordenadas unitarias del voxel en el espacio 
3D a partir de las variables internas del thread. Concretamente, considerando que nuestros 
bloques tienen tres dimensiones, las determinaríamos siguiendo la formulación de (9): 
  
𝑡𝑕𝑟𝑒𝑎𝑑𝑥 = 𝑏𝑙𝑜𝑐𝑘𝐷𝑖𝑚. 𝑥 ∗ (𝒃𝒍𝒐𝒄𝒌𝑰𝒅𝒙. 𝒙  𝒎𝒐𝒅 𝒃𝒍𝒐𝒄𝒌𝒔𝒙 ) + 𝑡𝑕𝑟𝑒𝑎𝑑𝐼𝑑𝑥. 𝑥
𝑡𝑕𝑟𝑒𝑎𝑑𝑦 = 𝑏𝑙𝑜𝑐𝑘𝐷𝑖𝑚. 𝑥 ∗  𝒃𝒍𝒐𝒄𝒌𝑰𝒅𝒙. 𝒙 𝒃𝒍𝒐𝒄𝒌𝒔𝒙  + 𝑡𝑕𝑟𝑒𝑎𝑑𝐼𝑑𝑥. 𝑥             
𝑡𝑕𝑟𝑒𝑎𝑑𝑧 = 𝑏𝑙𝑜𝑐𝑘𝐷𝑖𝑚. 𝑧 ∗ 𝑏𝑙𝑜𝑐𝑘𝐼𝑑𝑥. 𝑥 + 𝑡𝑕𝑟𝑒𝑎𝑑𝐼𝑑𝑥. 𝑧                                      
  (9) 
Donde blocksx es el número de bloques necesarios en el eje X del espacio 3D, y los cálculos en 
negrita son los que debemos hacer debido a que la estructura del Grid solo puede ser 2D. Así 
mismo, son estos cálculos los que se pueden ahorrar en multitud de ocasiones, debido a que 
no varían en función del thread, sino que lo hacen solamente en función del bloque al que 
pertenezcan. Así, todos los threads de un mismo bloque tendrán el mismo valor para dichos 
cálculos pues indican, en definitiva, el índice de bloque en los ejes X e Y del espacio 3D. 
Siguiendo con este razonamiento, se genera un primer kernel muy sencillo que genera estos 
cálculos para cada uno de los bloques que utilizaremos más adelante y, tras su ejecución, 
copiamos estos datos a memoria constante. Así pues, tendremos en memoria constante un 
array a vectores de dimensión 2, donde introduciendo el identificador de bloque, obtenemos 
los índices X e Y de éste en el espacio 3D. Dado que se accederá al mismo espacio de memoria 
constante por todos los threads de un bloque, se hará un broadcast del valor, logrando un 
tiempo de acceso a memoria equivalente al de registros en caso de disponer del valor en la 
memoria caché. El método para obtener los índices del thread en el espacio 3D quedaría como 
vemos en (10): 
  
𝑡𝑕𝑟𝑒𝑎𝑑𝑥 = 𝑏𝑙𝑜𝑐𝑘𝐷𝑖𝑚. 𝑥 ∗ 𝑏𝑙𝑜𝑐𝑘𝑠𝐼𝐷 𝑏𝑙𝑜𝑐𝑘𝑠𝐼𝑑𝑥. 𝑥 . 𝑥 + 𝑡𝑕𝑟𝑒𝑎𝑑𝐼𝑑𝑥. 𝑥 
𝑡𝑕𝑟𝑒𝑎𝑑𝑦 = 𝑏𝑙𝑜𝑐𝑘𝐷𝑖𝑚. 𝑥 ∗ 𝑏𝑙𝑜𝑐𝑘𝑠𝐼𝐷 𝑏𝑙𝑜𝑐𝑘𝑠𝐼𝑑𝑥. 𝑥 . 𝑦 + 𝑡𝑕𝑟𝑒𝑎𝑑𝐼𝑑𝑥. 𝑥
𝑡𝑕𝑟𝑒𝑎𝑑𝑧 = 𝑏𝑙𝑜𝑐𝑘𝐷𝑖𝑚. 𝑧 ∗ 𝑏𝑙𝑜𝑐𝑘𝐼𝑑𝑥. 𝑥 + 𝑡𝑕𝑟𝑒𝑎𝑑𝐼𝑑𝑥. 𝑧                             




Donde blocksID es el array en memoria constante. No debemos subestimar los beneficios de 
este método, pues aunque se trate de eliminar únicamente dos operaciones por thread y por 
iteración, es importante tener en cuenta que se trata de dos de las operaciones más costosas 
en cuanto a cálculos internos, especialmente la función módulo. 
Dado que los resultados que obtenemos con esta versión son mejores que los anteriores, 
incorporaremos esta característica a las siguientes versiones. 
 
3.2.3.2 Memoria global alineada 
El inconveniente de este método es claro en los dispositivos de tipo 1.0 y 1.1 ya que el tipo de 
datos más ligero con que permiten los accesos conjuntos es de 4 bytes, algo claramente 
ineficiente en cuanto a memoria cuando queremos almacenar valores enteros tan pequeños. 
Aunque a la vista de los resultados las ventajas en tiempo de ejecución sean evidentes, este 
inconveniente acarrea una limitación: cuando reducimos lo suficiente el tamaño de los voxels 
crece el número de datos a almacenar hasta el punto de agotar la memoria del dispositivo. 
3.2.3.2.1 Primera implementación 
En este caso, adaptamos el código de la anterior implementación (uso de memoria constante 
incluido) para que el acceso a las variables que determinan la ocupación y visibilidad de cada 
uno de los voxels se haga de forma adecuada. 
Para ello, y como se trata de almacenar memoria orientada a una estructura tridimensional, 
hacemos uso de la función de CUDA cudaMalloc3D, mediante la cual el sistema se asegura de 
que el ancho de cada fila de memoria sea múltiplo de 16 y de que ésto se respete en cada 
momento, devolviéndonos la variable PITCH para desplazarnos entre filas para un mismo 
plano del eje Z, así como la variable SLICE_PITCH, para desplazarnos por distintos planos del 
eje Z, como se puede ver en la Figura 28. 
Como los valores de PITCH y SLICE_PITCH serán comunes para todos los threads, también se 
opta por almacenarlos en memoria constante. 
Como se analizará en los resultados, esta implementación mejora sustancialmente respecto a 
las dos anteriores. 
 
Figura 28: Distribución de memoria alineada en 3D mediante cudaMalloc3D 
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3.2.3.2.2 Segunda implementación, uso de texturas para las imágenes de siluetas 
Aunque los accesos a los punteros de ocupación y visibilidad de los voxels se realicen de forma 
conjunta, ya se ha comentado que no podemos aplicar la misma técnica para determinar si el 
pixel correspondiente a un determinado voxel se considera o no silueta para cada cámara. Por 
lo tanto, hasta el momento se habían almacenado las imágenes en memoria global, sin más 
consideraciones que utilizar datos más ligeros, 1 byte, por no poder optar a los accesos 
alineados. En esta versión se declaran dichas imágenes como texturas, con el objetivo de 
comprobar si hay una mejora en cuando a los tiempos de acceso bajo la sospecha de que las 
proyecciones de voxels de un mismo bloque recaerán en un espacio relativamente acotado de 
la imagen y por tanto, tras una latencia similar a la de memoria global para importar una 
región de la imagen a la caché de textura, los accesos deberían ser más rápidos. 
No obstante, pese a esperar mejores resultados, esta implementación no reacciona tan bien 
como la anterior, que resulta más eficaz. En el fondo no es de extrañar, puesto que en realidad 
es difícil que los centros de dos voxels de un mismo bloque se proyecten exactamente sobre el 
mismo pixel, de manera que la reutilización de datos en caché es prácticamente nula, siendo la 
mayoría de accesos a memoria global. Además, reordenar los datos por localidad espacial debe 
incluir un cierto coste,  lo que justifica que el resultado final sea más lento que la 
implementación anterior, teniendo accesos a memoria, en definitiva, similares.  
Así pues, nos quedamos como implementación definitiva la versión con memoria global 
alineada para lograr accesos conjuntos (3.2.3.2.1), pues es la que mejor rendimiento ha 
demostrado. 
 
3.3 Análisis de foto-consistencia 
Este algoritmo, denominado también Space Carving [ 6 ], es sin duda y a pesar de sus 
similitudes con el Shape From Silhouette, el que supone mayor carga computacional, dado que 
se necesitan varias iteraciones sobre el conjunto de voxels para obtener el resultado final. 
Además, también requiere de más memoria dado que necesitaremos 3 nuevos canales de 
salida para poder extraer los colores RGB correspondientes a cada voxel ocupado del volumen, 
así como algún mecanismo de memoria para almacenar la distancia entre los voxels y las 
cámaras, puesto que sólo trabajaremos con los que se encuentran en la superficie del 
volumen. Denominaremos Photo Hull al resultado obtenido, que será el máximo volumen foto-
consistente dado de un conjunto de imágenes. A modo de ilustración, se ha tomado como 
partida la Figura 20 donde se representaba el Visual Hull y se ha eliminado aquellos voxels que 
no resultaban foto-consistentes (en gris) tal y como muestra el procedimiento con el voxel en 





Figura 29: Photo Hull en escenario voxelizado 
 
 
3.3.1 Descripción del algoritmo 
El análisis de foto-consistencia se podría considerar como una extensión del algoritmo 
anterior. En definitiva se trata de mejorar el Visual Hull que hemos obtenido mediante Shape 
From Silhouette comprobando si el color con que cada cámara ve a cada uno de los voxels 
ocupados es similar para todas las cámaras, descartándolo en caso contrario para repetir de 
nuevo la operación con los voxels restantes, eliminando de esta forma falsos positivos que 
habían pasado inadvertidos en el Shape From Silhouette. 
El primer paso es, por tanto, obtener el Visual Hull. Una vez disponemos de él, también 
necesitamos conocer el mapa de profundidad observado por cada cámara para poder 
determinar qué voxels son visibles para una determinada cámara, y cuales se encuentran 
ocultos por otros voxels (recordemos la Figura 23). Para simplificar el esquema de Space 
Carving de la Figura 30 y por la similitud de esta parte con el diagrama de SFS expuesto en la 
Figura 25, aunque con el añadido de recorrer todos los voxels para guardar sus respectivas 
distancias, lo hemos agrupado en un único concepto denominado “Shape from Silhouette & 
distances”. 
Una vez disponemos de estos datos, comprobaremos para cada voxel que consideramos 
ocupado, si hay alguna cámara que lo vea a distancia mínima, es decir, si alguna cámara ve 
dicho voxel en la superficie del volumen ocupado. Recordando que sobre cada pixel se 
proyectan todos los voxels que hay en su trayectoria, solo así podemos saber cuál de los voxels 
es el que se ve en la imagen. El mecanismo utilizado en la implementación secuencial para este 
propósito se basa en almacenar para cada imagen qué voxels se proyectan sobre cada pixel y 
su distancia, en lo que denominamos distance_LUT. De este modo solo hay que comprobar si 
la distancia del voxel a su pixel es menor que para el resto de voxels que recaen sobre éste. De 
forma similar a lo ocurrido con la LUT de SFS, la distance_LUT supone un ahorro de cálculos, 
pues solo se realizaría una única vez para todos los frames analizados. No obstante, por las 
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mismas consideraciones de memoria, no será posible utilizar esta técnica en las versiones 
sobre GPU.  
En cualquier caso, si el voxel se encuentra a distancia mínima de alguna cámara, también 
almacenaremos el color RGB con que ésta lo ve. 
Una vez realizada la comprobación para todas las cámaras, nos preguntaremos para cuantas se 
ve un voxel en la superficie. De no ser ninguna, esto es, el voxel se encuentra en el interior del 
volumen, oculto por otros, sencillamente saltaremos al siguiente, pero sin descartar éste para 
una próxima iteración. En caso de verlo una única cámara en la superficie, deberemos creernos 
el color que indica ésta, considerando el voxel como consistente, y pasar a analizar el siguiente. 
No obstante, en caso de haber más de una cámara que lo consideren a distancia mínima, 
habrá que analizar su foto-consistencia. 
Llegado este punto, comprobaremos que la distancia euclídea entre los distintos valores RGB 
obtenidos para un mismo voxel es menor, en todos los casos, a un cierto umbral. En caso de 
estar por debajo de éste, podemos considerar que los colores son similares y por tanto supera 
el test de foto-consistencia.  
No obstante, dado que podemos suponer unas condiciones de iluminación distintas para cada 
cámara en función de cómo estén distribuidos los puntos de luz en la sala, así como las 
ventanas u otros elementos de influencia, será necesario ofrecer una cierta tolerancia a las 
variaciones en brillo y tono de los pixels. De esta forma, aplicaremos los mismos conceptos que 
se han visto en el apartado de Foreground Segmentation para calcular las distorsiones de brillo 
y tono, esta vez comparando uno a uno los distintos valores observados para el voxel. De 
forma análoga, si la distorsión de brillo supera en algún caso el margen establecido, se 
descartará el voxel, marcándolo como no ocupado. También actuaremos de esta forma si tras 
obtener una distorsión de brillo válida, la distorsión en el tono corregido de algún par de pixels, 
está fuera del umbral permitido. Finalmente, si los colores están dentro de los umbrales 
permitidos para ambos tipos de distorsión, se considera superado el test de foto-consistencia y 
por tanto se acepta el voxel como ocupado, se guarda su valor RGB (tomamos como criterio 
guardar el de mayor saturación) y se procede a trabajar con el siguiente voxel. 
Una vez se ha realizado este proceso para todos los voxels, si se ha descartado alguno se 
considera que aún no ha alcanzado el punto de estabilidad dado que han quedado nuevos 
voxels al descubierto para analizar, y por tanto habrá que hacer una nueva iteración, a menos 
que lleguemos al límite de iteraciones propuesto. Podemos ver el diagrama que rige este 





Figura 30: Diagrama de flujo de algoritmo Spatial Carving secuencial 
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3.3.2 Implementaciones en CUDA 
De la misma forma que en las implementaciones de SFS se anunciaba la no utilización de una 
Look-Up-Table para almacenar los pixels sobre los que se proyectaba cada voxel, debemos 
recordar que en este algoritmo no se hará uso de memoria ni para este cometido, ni para crear 
una tabla con las distancias de cada voxel a sus respectivos pixels. Esto último requeriría 
almacenar para cada pixel de cada imagen, un array de tamaño indeterminado con tantos 
elementos como voxels se proyectaran sobre éste, y donde la estructura del elemento 
constaría de las coordenadas x, y, z del voxel proyectado, junto con su distancia. Podemos 
intuir que el volumen que ésta implementación ocuparía en memoria no sería adecuado para 
el tamaño disponible en las GPU actuales.  No obstante, como necesitamos algún dato que nos 
permita determinar si un voxel se encuentra en la superficie del volumen, crearemos un mapa 
de profundidad por imagen, que contendrá la distancia de cada pixel a su correspondiente 
voxel más cercano. Esto se traducirá en un incremento del uso de memoria equivalente al 
volumen de tantas imágenes de 4 bytes por pixel –usaremos valores en coma flotante para 
precisar las distancias- como cámaras haya.  
En cuanto a la estructura de Grid y Block, será la misma que la utilizada en el algoritmo de SFS. 
La única diferencia radicará en que esta vez habrá grandes divergencias dentro los warps, dado 
que las instrucciones a realizar entre threads de un voxel ocupado y uno desocupado son 
realmente diferentes, y por tanto no siempre se logrará que los accesos a memoria de la 
estructura de voxels se hagan de forma conjunta. Del mismo modo que antes, los accesos a 
datos de la imagen de siluetas o a los mapas de profundidad se realizarán de forma aleatoria, 
con el añadido de que esta vez habrá que ejecutar varias realizaciones para obtener un 
resultado adecuado.  
Se trata sin duda del algoritmo que menos puede aprovechar las capacidades de las GPUs y, sin 
embargo, dado su gran volumen computacional, los resultados siguen siendo exitosos en 
comparación con los obtenidos sobre CPU. 
En cuanto a las implementaciones, ya ha quedado patente de los algoritmos anteriores qué 
usos de memoria serán los más adecuados,  por lo que aquí, lo que proponemos son tres 
alternativas con variaciones mucho más sustanciales, intentando aprovechar un recurso del 
que hasta ahora no hemos hecho uso. En la primera se pretende determinar las distancias 
mínimas con un kernel específico diseñado en CUDA. En la segunda se propone lo mismo pero 
haciendo uso de escrituras atómicas para asegurar la coherencia del mapa de profundidad. 
Finalmente, el tercer caso propone integrar CUDA con OpenGL y obtener mediante este último 
el mapa de profundidad, pasándole la geometría a dibujar y recuperando el Z-buffer que se 
genera al representar dicha geometría. 
3.3.2.1 Memoria global + test de profundidad en CUDA con vecindario 
La estructura de esta implementación es idéntica a la del SFS definitivo en cuanto al uso de 
memoria constante para identificar las coordenadas de los bloques en el espacio 3D, así como 
del uso de memoria alineada y estructurada en 3 dimensiones.  
No obstante aparece un nuevo elemento, que es el kernel con el que calcularemos las 
distancias mínimas a cada iteración, y que será el elemento de diferenciación con la otra 
implementación que haremos. 
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Para simplificar el entendimiento del algoritmo de Space Carving, se ha detallado en un primer 
esquema la función que determina los mapas de profundidad en CUDA, y se ha agrupado 
posteriormente en el esquema completo bajo el concepto “Set min_distances”.  
Podemos ver ambos esquemas en las figuras Figura 32 y Figura 33 respectivamente. 
Como podemos observar en la primera figura, no solo se comprueba la distancia para el pixel 
correspondiente a la proyección del centro del voxel, sino también para los pixels que tiene 
alrededor, reforzando la idea de que unos voxels tapan a otros dado que ocupan un cierto 
volumen. De lo contrario, se podría dar el caso que la proyección del centro de un voxel que en 
realidad se haya oculto tras otros fuera a parar a un pixel que los otros voxels no hubieran 
“marcado” con su distancia, y por tanto llegar a la errónea conclusión de que dicho voxel está a 
distancia mínima y es, por tanto, visible, como se ilustra en la Figura 31 (el voxel oculto esta 
sombreado). Esta consideración también se tiene en cuenta en el caso de CPU, si bien no se ha 
explicado dado que en su caso, el cálculo de distancias mínimas se realiza una única vez y no es 
una parte de código que vayamos a considerar de cara a comparar ambos algoritmos. 
 
 
Figura 31: Diferencias entre mapa de distancia simple y con vecindario 
 
Para agilizar al máximo este algoritmo, se ha propuesto generar los mapas de profundidad sin 
un estricto control que garantice el correcto resultado con independencia del orden de 
ejecución de los threads.  
Dado que los threads se ejecutan de forma paralela, esto significa que si se analiza a la vez dos 
voxels que se proyecten sobre un mismo pixel de la imagen y cuyas distancias son menores a la 
almacenada en dicho pixel, puede ocurrir que el más cercano escriba en el mapa de 
profundidad después de que el más lejano haya leído la distancia y antes de que escriba la 
suya. De hecho, en situaciones de accesos simultáneos CUDA garantiza la lectura por todos los 
threads en conflicto, pero no garantiza la escritura de todos ellos en memoria, aunque sí 
garantiza al menos una escritura. En estas condiciones, el mapa de profundidad podría ser 
impreciso, y por tanto llevaría a un vaciado del volumen de menor calidad que el esperado. 
La solución a este inconveniente, que veremos en la siguiente implementación (apartado 
3.3.2.2), pasa por serializar -y por tanto ralentizar- los accesos a un mismo pixel de la imagen 
para threads simultáneos, es decir, usar instrucciones atómicas para acceder al mapa de 
profundidad. Por el contrario, en esta implementación se parte de la hipótesis de que es poco 
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probable que dos voxels que se analicen simultáneamente se proyecten sobre el mismo pixel. 
Como se verá en los experimentos, el resultado obtenido es aceptable y en cambio se logra la 
máxima eficiencia temporal. 
 
Figura 32: kernel para el cálculo de distancias mínimas 
Podemos ver también que se ha eliminado el concepto de estabilidad del algoritmo, 
limitándonos únicamente a fijar un número determinado de iteraciones antes de finalizar. Esto 
se debe a que dicho concepto implicaría serializar y atomizar los accesos a esta variable, y el 
único beneficio que reporta es, en caso de que el algoritmo se vuelva estable rápidamente, 
reducir el número de iteraciones. No obstante, como lo que nos interesa es aplicar este 
algoritmo en situaciones a tiempo real, el número de iteraciones que fijaremos será reducido, 
pues aunque no se llegue a eliminar todos los falsos positivos detectados en el SFS nos parece 
suficiente eliminar la mayoría de ellos y ganar en velocidad, y por tanto difícilmente llegaremos 
a esa situación.  
El número de iteraciones que se fijará, será en todos los casos, inversamente proporcional al 
tamaño del voxel dado que a menores dimensiones de éste, mayor número de voxels habrá y 
por tanto encontraremos también más capas de superficie con voxels no foto-consistentes. 
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3.3.2.2 Memoria global + test de profundidad atómico en CUDA con vecindario 
Como ya se ha explicado, el esquema utilizado en esta implementación es exactamente el 
mismo que en la anterior, con la diferencia de que el mapa de profundidad se obtiene, en este 
caso, mediante instrucciones atómicas. El claro inconveniente que tiene el uso de 
instrucciones atómicas es que los accesos serán perfectamente serializados y por tanto, la 
escritura del mapa de profundidad será más lenta. 
Las operaciones atómicas (con 32-bits) se permiten en CUDA para dispositivos de Compute 
Capability 1.1 y superior. Además, las gamas superiores también pueden ejecutar instrucciones 
atómicas de 64-bits. Por otro lado, la API de CUDA ofrece un amplio abanico de operaciones 
atómicas, por lo que no será necesario implementar un mecanismo de concurrencia.  
Concretamente, utilizaremos la instrucción atomicMin, que se encarga de leer el valor de una 
dirección, compararlo con el que se la ha pasado como argumento, y escribir el menor de 
ambos en la misma dirección, todo de forma atómica. Desafortunadamente, la mayoría de 
instrucciones atómicas de CUDA, y esta no es una excepción, solo funcionan con números 
enteros, por lo que nos vemos obligados a adaptar las distancias obtenidas, que se encuentran 
en formato decimal.  
Para no perder precisión entre distancias de distintos voxels, se opta por multiplicar por un 
factor elevado (1000) la distancia decimal, antes de convertirla a entero. Dado que las 
distancias originales están en centímetros, de esta forma se garantiza una resolución de 0,1 
mm, en las distancias, suficientes para distinguir entre voxels adyacentes que, en los 
experimentos realizados, tendrán un volumen de entre 8 y 0,35 cm3.  
 
3.3.2.3 Memoria global + test de profundidad en OpenGL 
Una de las opciones que nos ofrece CUDA es intercambiar información con OpenGL mediante 
los buffers de datos de éste último, sin necesidad de salir de la memoria de la tarjeta gráfica 
dado que ambos lenguajes trabajan sobre ésta. 
Así pues, y debido al compromiso entre eficiencia y concurrencia que encontramos en CUDA a 
la hora de determinar los mapas de profundidad, parecía interesante comprobar hasta qué 
punto era ágil la interacción entre CUDA y OpenGL [ 11 ] para ver si podíamos leer los mapas 
de profundidad de este último. 
En el apartado 3.4.1 se introduce de forma más extensa OpenGL, centrándonos ahora  
únicamente en la parte de esta tecnología que interacciona con CUDA. No obstante, para el 
que no esté familiarizado con OpenGL, cabe recordar que es un estándar de programación 
orientado a soluciones gráficas que trabaja sobre la GPU. Por norma general se utiliza para 
representar una cierta geometría y visualizarla, siendo muy eficiente a la hora de modificar 
dicha geometría respecto a un determinado punto de vista y proyectarla en nuestras pantallas. 
Para ello, dispone de una serie de buffers englobados dentro de lo que se denomina Frame-
buffer, entre los que se incluye un buffer de profundidad (o Z-buffer) que permite determinar 
qué elementos del espacio quedan ocultos por otros para una cierta perspectiva. Así mismo, 
ofrece ciertas funciones para leer y escribir datos del Frame-buffer a unos buffers de datos más 
generales denominados Pixel-buffer, para imágenes, y Vertex-buffer para geometría. Las 
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ventajas de usar este método es que el Z-buffer está determinado con total exactitud y se 
genera de forma automática. Los inconvenientes, en primer lugar, que la única función que 
nos permite copiar datos del Frame-buffer a un Pixel-buffer no es tan rápida como cabía 
esperar. A la latencia que implica esta transferencia de memoria, aunque sea dentro de la 
misma GPU, hay que sumar que para obtener los Z-buffers de todas las cámaras en cada 
iteración del Space Carving, la GPU debe procesar toda la geometría recibida y disponerla en el 
espacio una vez para cada cámara, obligando esto a un overhead de cálculos que impedirá 
obtener unos tiempos similares a la implementación anterior. Además, no hay que olvidar que 
será necesario adaptar las distancias que se calculan en CUDA al mecanismo de Z-buffer de 
OpenGL, según (11), para poderlas comparar en el algoritmo. De la ecuación, destacan los 
valores far y near, que son parámetros de proyección de OpenGL. El esquema de OpenGL para 
obtener el mapa de distancia mínima se puede ver en la Figura 34. 
 𝑍𝑟𝑒𝑎𝑙 =
𝑓𝑎𝑟 ·𝑛𝑒𝑎𝑟
𝑓𝑎𝑟 −𝑍𝑂𝑝𝑒𝑛𝐺𝐿 ·(𝑓𝑎𝑟 −𝑛𝑒𝑎𝑟 )
 (11) 
No obstante, faltaría añadir un pequeño detalle en cuanto al resto de código y es que, desde 
CUDA necesitaremos obtener la geometría a representar. El formato que se usa en un Vertex-
buffer de OpenGL es guardar de forma consecutiva para todos los puntos a representar sus 
coordenadas y la escala: (x, y, z, escala). Como en C no se pueden crear clases, el trabajo con 
arrays es de lo más básico y obliga a especificar siempre el índice de elemento al que se va a 
acceder. Por este motivo, no se puede elegir en el código paralelizado en qué posición del 
array deben escribir los threads que consideren ocupado su voxel sin serializar el acceso. La 
solución que encontramos a esta problemática es simple. Todos los threads, estén sus voxels 
ocupados o no, escribirán en el Vertex-buffer, con la diferencia de que los que estén ocupados 
asignarán una escala de 1, y los que no lo estén asignarán una escala de 0, que en términos 
prácticos significa que no se pintarán. Podemos ver el esquema completo de esta 





Figura 34: Diagrama de flujo para obtención de mapa de profundidad con OpenGL 
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3.4 Visualización 3D 
En los apartados anteriores se han detallado los mecanismos para almacenar en memoria la 
ocupación y color de los voxels, pero se hace necesario diseñar alguna herramienta para poder 
apreciar los resultados visualmente. 
Bajo este objetivo, se decide implementar una aplicación en OpenGL donde se pueda ver el 
resultado desde las perspectivas de las distintas cámaras que se dispone, así como desde 
cualquier otra, permitiendo variar la distancia y los ángulos con que se ve el volumen 
representado. Debemos recordar que el uso de OpenGL viene motivado por tratarse de un 
motor 3D estandarizado cuyas rutinas están integradas en las tarjetas gráficas, cosa que lo 
hace ideal para representar por computador escenas 3D.  
3.4.1 Introduciendo OpenGL [ 11 ] 
Antes de nada, cabe destacar que OpenGL funciona como una máquina de estados. Cuando se 
activan distintos estados de la máquina, sus efectos permanecen hasta que son desactivados. 
Por otro lado, la finalidad habitual en OpenGL es disponer en el espacio 3D (sistema de 
coordenadas global) una cierta geometría (que dispondrá de su propio sistema de referencia) y 
posteriormente proyectarla sobre un plano 2D -nuestra pantalla- (sistema de coordenadas de 
la cámara), para lo que dispone del Rendering Pipeline. 
El Rendering Pipeline es el conjunto de plataformas de proceso que se utilizan en la mayoría de 
implementaciones de OpenGL, desde que se define el contenido de la escena hasta que se 
representa. Como se puede observar en la   
Figura 36, tanto los objetos de nuestra escena -vertex data- como las propiedades de la escena 
que se aplicarán sobre la imagen en su representación -pixel data- son procesados por la 
pipeline, combinados y finalmente almacenados en el Frame Buffer.  
  
Figura 36: Esquema de procesos que componen el rendering pipeline 
Por el camino podemos almacenar dichos datos como un conjunto de operaciones Display List 
que se pueden ejecutar en cualquier momento. En la sección Vertex Operations se 
transforman las coordenadas de los vértices en primitivas (punto, línea y polígono), 
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aplicándoles las transformaciones geométricas de rotación y traslación definidas por la matriz 
de transformación GL_MODELVIEW, así como los cambios de color pertinentes en los vértices 
en caso de que las condiciones de iluminación estén activadas. Además, en la sección Primitive 
Assembly se transforman de nuevo estas primitivas mediante la matriz de proyección 
GL_PROJECTION, haciendo clipping, por ejemplo, de lo que queda fuera del plano de 
proyección. Paralelamente, en la etapa Pixel Transfer Operations, se desempaquetan los pixels 
provenientes de algún array de datos, por ejemplo el Frame Buffer, se tratan (escalado, sesgo, 
etc.) y finalmente se pueden almacenar en una textura o rasterizar directamente como 
fragmentos en la etapa de Rasterization. Es justamente en esta última etapa donde se juntan 
los datos de pixels y geometría para generar los fragmento -uno por pixel-, que son arrays 
rectangulares que contienen color, profundidad, ancho de línea o tamaño de punto, así como 
los cálculos antialiasing activados. Finalmente los fragmentos pasan por la etapa de Fragment 
Operation, donde se genera un elemento de textura o texel por cada fragmento y se realizan 
una serie de pruebas, como el test de profundidad, para determinar los pixels que se 
almacenarán en el Frame Buffer. 
No obstante, OpenGL nos permite abstraernos prácticamente todo el proceso anterior, que 
funcionará de forma predeterminada, limitándonos a trabajar únicamente con las matrices de 
modelado y proyección, que serán determinantes a la hora de representar la escena. 
 
3.4.2 Implementación del visor en OpenGL 
Los datos de geometría que pasaremos serán los centros de los voxels y su color, solicitando a 
OpenGL que para cada uno, dibuje un cubo sólido de mismas dimensiones que el voxel y 
modifique su posición en función de cámara o la perspectiva con que lo queremos ver. Para 
ello, necesitamos definir las matrices de transformación, equivalentes a las que se ha explicado 
en el apartado de calibración de cámara 3.2.1. 
La matriz GL_MODELVIEW hace referencia a la transformación de vista (posición de la cámara) 
o modelo (posición del objeto en la escena) y, salvo conceptualmente, se traducen en lo 
mismo, es decir, pasar de coordenadas del objeto a coordenadas de la vista o cámara. Por ello, 
para cada una de las cámaras almacenamos una matriz tipo GL_MODELVIEW con sus 
parámetros de rotación y translación, vistos en (7) (reordenados para adaptar las diferencias 
entre el sistema de coordenadas right-hand con el que trabajamos siempre y el sistema left-
hand con que trabaja OpenGL).  
En cambio, la matriz GL_PROJECTION sirve para pasar de las coordenadas 3D de la vista a las 
coordenadas 2D de la pantalla, de forma similar a la matriz fundamental de calibración K que 
veíamos en (6). No obstante, en este caso se elimina todo aquello que quede fuera de la 
perspectiva y profundidad escogidas, pasando de las coordenadas 3D a las coordenadas 2D del 
clip de representación, que tras leves modificaciones se convertirán en las de la pantalla.  
De forma análoga a la etapa anterior, definimos para cada cámara una matriz GL_PROJECTION 




Para poder visualizar la escena desde un punto de vista arbitrario, se ha añadido una serie de 
funcionalidades para desplazar la cámara según sus tres ejes (traslación horizontal, vertical y 
zoom), así como para rotar el volumen observado respecto a dos ejes. 
Cabe destacar que OpenGL dispone de una pila de matrices [ 11 ], un array donde se acumulan 
las matrices declaradas y que finalmente se aplica a la geometría en forma inversa a su 
declaración, es decir, la última transformación declarada es la primera que se multiplica con 
cada vértice. De este modo, para representar nuestra geometría desde el punto de vista 
deseado, aplicaremos las transformaciones como se ve en (12). 
 𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 · 𝑇𝑟𝑎𝑠𝑙𝑎𝑐𝑖 ó𝑛 · 𝑀𝑜𝑑𝑒𝑙𝑉𝑖𝑒𝑤 · 𝐷𝑒𝑠𝑐𝑒𝑛𝑡𝑟𝑎𝑑𝑜 · 𝑅𝑜𝑡𝑎𝑐𝑖 ó𝑛 · 𝐶𝑒𝑛𝑡𝑟𝑎𝑑𝑜 · 𝑉𝑒𝑟𝑡𝑖𝑐𝑒  (12) 
Donde las matrices Projection y ModelView son las que hemos declarado en OpenGL y ya contienen 
los datos que posicionarán nuestros vértices en el punto que les corresponde de la escena 
según la cámara que los proyecte. La matriz Rotación aplica la transformación que hayamos 
introducido sobre el ángulo de la perspectiva, aunque para ello primero hay que desplazar el 
centro de referencia de las coordenadas del vértice al centro de referencia global mediante la 
matriz Centrado, puesto que la rotación se efectúa sobre este último sistema. Tras aplicar la 
transformación, desharemos este centrado mediante la matriz Descentrado dado que la matriz 
que se multiplicará a continuación ya contiene, de nuevo, los datos necesarios para hacer 
coincidir los centros de referencia. La matriz Traslación se encarga de modificar la posición del 
objeto respecto los ejes de la cámara, según se solicite. En la Figura 37 podemos ver una 
descripción esquemática de la secuencia de transformaciones que se aplican sobre el volumen 
para su representación desde una perspectiva arbitraria. 
 




Cabe destacar que a diferencia de la matriz Rotación,  la matriz Translación se aplica sobre el sistema 
de referencia de la cámara, pues se limita a indicar cuanto nos queremos desplazar en estos 
ejes, equivalentes a los ejes vertical y horizontal de la pantalla, así como la distancia respecto a 
la escena. De lo contrario, nos veríamos obligados a hacer un cambio de base para adaptar 
este desplazamiento al sistema de coordenadas de la escena. 
En cuanto a la matriz Rotación, su complejidad reside en determinar sobre que ejes queremos 
rotar la escena. De cara a la visualización, se ha considerado intuitivo asociar el movimiento 
del mouse con un empujón virtual que daríamos con el dedo al volumen siguiendo la misma 
trayectoria. De esta forma, al desplazar el mouse en sentido vertical, la rotación  será respecto 
al eje horizontal de la pantalla, (eje X del sistema de la cámara). Por el contrario, al desplazar el 
mouse en horizontal, la rotación será horizontal tomando como referencia el suelo de la 
escena, es decir, se hará respecto al eje vertical del sistema global (Z). Así conseguimos un 
efecto de realismo que no se lograría tomando el eje vertical de la cámara, dado que al no 
estar colocada perpendicular al suelo, se voltea el volumen generando un efecto poco 
intuitivo. Dado que esta matriz actúa sobre el sistema de referencia de la escena, está última 
rotación se limita a indicar cuántos grados hay que girar respecto al eje Z, mientras que para la 
rotación asociada al movimiento vertical, necesitamos las coordenadas del eje X de la cámara 
en el sistema global, que obtenemos a partir de la primera fila de la matriz de rotación R de la 
cámara vista en (7). La Figura 38 esquematiza las rotaciones para ambos movimientos 
(desplazamiento de mouse horizontal en rojo, y vertical en azul). 
 
Figura 38: Rotaciones sobre eje Z de sistema global y eje x de cámara 
 
El resultado obtenido mediante la inserción de estas funcionalidades es que la aplicación 
diseñada permite representar el volumen variando el punto de vista con facilidad, aplicando 






4 Análisis de resultados 
 
La tarjeta gráfica con la que se ha trabajado es una Nvidia Quadro FX 3700 (112 procesadores a 
1,3 GHz, 512 MB de memoria, Compute Capability 1.1). Pese a no ser una de las tarjetas más 
indicadas para supercomputación, ni por cantidad de procesadores ni por memoria debido a 
un tiempo de existencia relativamente largo en el mercado, los resultados son suficientemente 
significativos como para apreciar el beneficio de la tecnología propuesta. Las comparaciones 
con CPU han sido ejecutadas sobre un procesador Intel Core 2 Duo E7300 (2.66 GHz). El 
entorno de trabajo es una sala equipada con un total de 5 cámaras: una en cada esquina y la 
última en posición cenital. 
Cabe destacar, también, que las funciones que ofrece C para determinar el tiempo de 
ejecución son distintas de las que ofrece CUDA, dotando estas últimas de una mayor precisión. 
Por este motivo, el código secuencial presentará una escala de 10 ms, mientras que el código 
paralelo podrá distinguir valores inferiores a 1 ms. 
4.1 Análisis de Foreground Segmentation 
Para comparar la rapidez de las distintas implementaciones propuestas con el algoritmo de 
segmentación de primer plano se propone trabajar con una secuencia de 300 imágenes, donde 
las 10 primeras son de entrenamiento y servirán para generar el modelo del fondo. Se 
determinará el tiempo necesario para procesar el total de las imágenes y se dividirá por el 
número de imágenes procesadas para obtener un promediado del tiempo de ejecución por 
imagen. El mismo proceso se repetirá con imágenes de proporciones diferentes para ver como 
varía el tiempo de ejecución en función del volumen de datos. 
Además, para comprender mejor los resultados obtenidos se propone el análisis de dichas 
implementaciones tanto haciendo uso del código para eliminar la distorsión, como sin él. Este 
estudio es necesario puesto que hay una sutil diferencia entre ambos casos: al usar el 
cancelador de distorsión, guardamos de nuevo la imagen corregida, lo que provoca un 
overload importante a cada iteración que será determinante en la comparativa. 
4.1.1 Mejor implementación paralela sin tratar la distorsión 
En primer lugar analizamos las diferencias entre las distintas implementaciones en CUDA, sin 
cancelar distorsión, para determinar cuál de ellas nos ofrece mejores resultados.  
En la Figura 39 podemos observar la gráfica que resulta del experimento realizado. Como era 
de esperar, el mejor comportamiento lo muestra la implementación que hace uso de accesos 
conjuntos mediante una correcta alineación de memoria, aún a pesar de requerir unos datos 
de mayor tamaño (recordemos que con Compute Capability 1.0 y 1.1 se impone el uso de 
palabras de 4 bytes como mínimo para los accesos conjuntos) y por tanto acceder a un espacio 
de memoria 4 veces mayor que en las otras implementaciones. Este comportamiento tan 




Por otro lado, vemos que la implementación más lenta es la de memoria global desalineada, y 
que la memoria de textura ofrece unos resultados ligeramente superiores a esta, debido a la 
eficacia de la gestión interna que hace CUDA con este tipo de memoria. 
 
Figura 39:Tiempos de ejecución para foreground segmentation en GPU, sin cancelar distorsión 
Dejando de lado las consideraciones de qué algoritmo es mejor, en la Figura 39 hay un 
comportamiento que llama la atención. Para imágenes de 1024x768 pixels, el tiempo de 
ejecución en todos los algoritmos es superior a la tendencia que se espera de las gráficas, e 
incluso mayor que el tiempo de ejecución con el siguiente tamaño de imagen (1280x800).  
Para el primer comportamiento, la respuesta es inmediata al pensar en el número de pixels 
que contiene cada uno de los formatos de imagen propuestos. Como vemos en Figura 40, no 
existe la misma proporción de un par de formatos al siguiente, por lo que no se debe esperar 
una progresión lineal del primer al último formato de imagen. 
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Respecto al segundo comportamiento observado, dado que al aumentar el tamaño de imagen, 
aumenta forzosamente el número de pixels y por tanto los threads de proceso, el resultado 
esperado sería un aumento en el tiempo de ejecución total, en contra de lo observado. 
Descartado un decremento en el tiempo de proceso de los algoritmos, hay que considerar la 
posibilidad de que esta situación anormal se deba a los tiempos de transferencia de memoria, 
siendo una consecuencia de algún mecanismo interno del dispositivo que otorgue más 
prioridad a transferencias de memoria a partir de un cierto tamaño. 
Para comprobar si se trata de esta situación, hacemos un experimento en que sólo se 
considere en tiempo de carga y adaptación a textura (para eliminar la distorsión) de las 
imágenes del host al device, cuyos resultados podemos ver en la Figura 41.  
 
Figura 41: Tiempos de transferencia host a device de la imagen 
Tal y como se especulaba, el tiempo de carga para las dos últimas imágenes, las más grandes, 
es inferior al de la antepenúltima, confirmando que para facilitar la carga de imágenes 
pesadas, el binomio  host-device destina más recursos a su transferencia. 
El tiempo de carga y adaptación de las tres versiones es similar, ya que el código para esta 
acción es prácticamente idéntico en los tres casos: se trata de pasar las imágenes RGB de 
formatos unsigned char en el host a formato de textura en el device. 
 
4.1.2 Mejor implementación paralela eliminando distorsión 
La cancelación de distorsión en las imágenes no solo es útil para obtener las siluetas sin 
distorsión. También se hará uso de las imágenes originales sin distorsionar en el apartado de 
Space Carving. Por este motivo, es importante guardar de nuevo en memoria las imágenes 
rectificadas, cosa que influirá notablemente en los resultados, como vemos en la Figura 42. 
Esta operación añadida, comporta un importante tráfico de datos del device al host. Dado que 
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que el de accesos no alineados, sus transferencias de memoria también son más lentas, por lo 
que la implementación favorita del apartado anterior queda relegada al peor caso. 
Por el contrario, la implementación que ocupa menos memoria se perfila como la mejor, 
aunque la implementación con texturas también da buen resultado, a pesar de usar datos tipo 
float, gracias a su gestión interna de memoria. 
 
Figura 42: Tiempos de ejecución de foreground segmentation en CUDA eliminando distorsión 
 
 
4.1.3 Comparativa paralelo – serializado 
Una vez hemos seleccionado las mejores implementaciones sobre GPU -memoria global en 
ambos casos, alineada en el primero y no alineada en el segundo-,  procedemos a compararlas 
con la versión serializada sobre CPU. Como ya se ha comentado, la versión sobre CPU no 
necesita cancelar la distorsión de la imagen, pues se generan unas tablas con la corrección de 
distorsión que permanecen siempre en memoria, ahorrando dichos cálculos. No obstante, se 
considera oportuno comparar el algoritmo en CPU con las dos versiones sobre GPU. Por un 
lado, para comparar la potencia bruta que ofrece la paralelización del algoritmo en igualdad de 
condiciones. Por otro, para comparar los algoritmos que se usarán definitivamente en el 
conjunto de nuestro proceso de reconstrucción. 
En realidad, como podemos observar en los resultados del experimento en la Figura 43, la 
mejora que ofrece la paralelización del algoritmo es considerable, independientemente de si 
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Figura 43: Comparativa de tiempos de ejecución entre CPU y GPU 
Comparando la mejora que ofrece el mismo algoritmo de CPU a GPU, observamos que oscila 
entre un factor de decremento del tiempo de ejecución de 18, hasta de 28 en el caso de mayor 
volumen computacional. Por otro lado si comparamos el algoritmo en CPU con el que 
usaríamos para nuestro proceso en GPU (con cancelador de distorsión), oscilaríamos entre un 
factor de decremento del tiempo de 5 a 7,5 aproximadamente, cosa que sigue siendo 
satisfactoria. 
En cualquier caso hay que extraer una conclusión evidente y es que, como se esperaba, a 
mayor volumen computacional, mayor es la diferencia que encontramos entre el caso paralelo 
y el serializado, aún en el caso de que el algoritmo serializado sea más liviano al no cancelar la 
distorsión. Esto se debe a que la potencia que ofrecen las GPUs radica precisamente en la 
capacidad para procesar grandes volúmenes de datos de forma paralela, siendo menos 
eficiente para cálculos ligeros, donde las transferencias extra de memoria entre host y device 
tienen mayor peso en el tiempo de proceso. 
 
4.2 Análisis de Shape from Silhouette 
Se propone comparar la agilidad de las diversas implementaciones a partir de un conjunto de 
ejecuciones en que se aumentará de forma progresiva el volumen de trabajo. De esta manera, 
se analiza siempre un espacio de 8 metros cúbicos (dos metros por lado) utilizando voxels cada 
vez más pequeños, empezando por cubos de 4 cm por lado (125 mil voxels) y llegando a voxels 
de 0,5 cm de lado (64 millones de voxels), en pasos de 0,1 cm.  
A diferencia del análisis en el punto 4.1, aquí no se hace un promediado, puesto que los 
tiempos de ejecución son suficientemente grandes como para oscilar siempre cerca de los 
mismos valores, independientemente de la resolución con que trabajemos. Además se trata de 
un análisis más cualitativo que cuantitativo, donde lo importante es esclarecer si hay un claro 
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4.2.1 Mejor implementación paralela 
Si ejecutamos las realizaciones propuestas con las diversas implementaciones programadas en 
CUDA, observaremos - Figura 44 - que el margen de diferencia temporal entre algoritmos es 
bastante pequeño, aunque se marca una clara separación entre el uso de memoria global 
correctamente alineada para realizar accesos conjuntos, y el caso opuesto. 
 
Figura 44: Tiempos de ejecución para implementaciones en GPU de Shape from Silhouette 
La separación entre ambos grupos, aunque poco apreciable en el gráfico se traduce en un 10% 
de diferencia entre ambos tiempos para la mayor parte de las ejecuciones, llegando al 30% en 
algún punto de la zona intermedia (voxels de entre 2 y 1 cm por lado). En cambio, entre los dos 
casos de memoria alineada la diferencia es solo de entre el 1 y el 15%.  
El código añadido para calcular previamente las correspondencias entre threads y bloques que 
aplicamos a partir de 3.2.3.2.2 está justificado, como demuestra el hecho de que en las 
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que hace uso de esta memoria es entre un 5 y un 25% más rápida que la otra en las 
ejecuciones. 
Dicho esto, también hay que comentar que el uso de memoria de texturas para almacenar las 
imágenes de siluetas no parece surtir ningún efecto beneficioso, como tal vez se esperaba, 
sino que incluso ralentiza, muy ligeramente, la ejecución. Esto se debe a que en general no se 
está haciendo uso de la memoria caché que se dispone, puesto que es poco probable que los 
centros de voxels cercanos se proyecten sobre un mismo pixel, reutilizando su valor. No 
debemos olvidar que en el caso de texturas se organizan los arrays por localidad espacial, con 
el consiguiente sobrecargo. 
En cualquier caso, se demuestra que la mejor opción es utilizar accesos conjuntos para analizar 
el volumen, aún teniendo que utilizar 4 veces más memoria que en el resto de casos. No 
obstante, las diferencias no se hacen latentes hasta disponer de un volumen computacional 
elevado. Dado que el crecimiento de las curvas en la Figura 44 es bastante exponencial 
(comportamiento inducido también por el incremento cúbico de los valores en el eje de 
abscisas), las diferencias de tiempo entre distintas implementaciones se acentúan 
progresivamente. De este modo, mientras para voxels de 8 cm3 logramos 27 ms en la mejor 
versión,  10 ms menos que en la peor, cuando los voxels son de 1cm3 la diferencia entre ambos 
casos ya asciende a 85ms.  
A la vista de estos resultados, concluimos que la elección en materia de memoria y usabilidad 
es finalmente relevante, puesto que el tiempo que se llega a ganar resulta considerable, 
especialmente si tenemos en cuenta que nuestras aplicaciones trabajarán a tiempo real. 
4.2.2 Comparativa paralelo – serializado 
Se contrapondrá la mejor versión paralela sobre GPU -3.2.3.2.1, primera implementación con 
memoria correctamente alineada- con la versión de CPU utilizando la misma progresión en el 
aumento del volumen de datos que hemos utilizado en el apartado anterior. 
Atendiendo a los resultados que observamos en la Figura 45, vemos que, aunque la mejora al 
utilizar la versión paralela es ciertamente relevante, no alcanza las cotas obtenidas con el 
algoritmo de Foreground Segmentation. La explicación de este comportamiento la hallamos en 
la cantidad de accesos aleatorios que debe realizar el algoritmo a cada imagen. Aunque leemos 
y escribimos el volumen de datos de forma ordenada, la proyección de cada uno de estos 
voxels sobre las imágenes de siluetas, obliga a separar los accesos a éstas. Esta situación se 
traduce también en que  la mejora porcentual que observamos decrece con el aumento del 
volumen de datos. No obstante se puede considerar el resultado como un éxito: en los 
primeros casos el algoritmo sobre GPU tiene un coste temporal de entre el 3,5 y el 10% del 
algoritmo sobre CPU (hasta trabajar con voxels de 5,8 cm3), en el caso de máximo volumen 
computacional, el tiempo del algoritmo sobre GPU solo representa un 28% de su análogo 
serializado que, aproximadamente, significa una mejora de 5 segundos en la extracción de 
primer plano de un único frame. 
Finalmente debemos analizar las mejoras que se han obtenido de cara a la ejecución del 
algoritmo en tiempo real. En este contexto, consideraremos tiempo real aquella aplicación en 
la cual la respuesta obtenida evoluciona paralela a nuestro sistema temporal, es decir, no hay 
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un retraso acumulativo en dicha respuesta, lo que limita su tiempo de proceso. Por otro lado, 
al ser un sistema visual deseamos que haya una cierta continuidad entre realizaciones 
sucesivas, por lo que estableceremos una tasa de actualización mínima. Si consideramos que la 
mínima tasa de refresco aceptable para tiempo real es de unos 5 frames por segundo, el 
algoritmo sobre CPU se vería desbordado al trabajar con voxels menores de 9 cm3. En cambio, 
el algoritmo sobre GPU trabajaría cómodamente hasta volúmenes de 1 cm3. 
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4.3 Análisis de Space Carving 
Dada la similitud estructural de este algoritmo con el algoritmo de Shape from Silhouette, se ha 
optado por utilizar el mismo mecanismo para comparar los tiempos de ejecución de las 
distintas implementaciones. No obstante, en este caso se ha optado inicialmente por 
presentar juntos todos los resultados, dada la relevancia que puede tener la comparativa entre 
el algoritmo en GPU con operaciones atómicas y el algoritmo en CPU. 
4.3.1 Comparativa CPU - GPU 
Como vemos en la Figura 46, el algoritmo que trabaja sobre GPU con operaciones atómicas se 
distancia sensiblemente de sus implementaciones alternativas e incluso, para volúmenes muy 
elevados, llega a superar el tiempo de ejecución de la versión sobre CPU. 
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No es de extrañar el comportamiento obtenido, puesto que las operaciones atómicas obligan a 
hacer una secuenciación de los accesos a memoria, que por otro lado ya han destacado por 
relevancia en el tiempo de ejecución. Así pues, cuando el volumen computacional es 
realmente elevado, el conjunto de operaciones atómicas en que cada voxel compara su 
distancia al centro de la cámara con la distancia mínima en los 9 pixels de su área de influencia, 
se vuelve completamente insostenible. No debemos olvidar que en el caso de CPU al disponer 
de mayor cantidad de memoria todo este procedimiento se realiza de forma muy diferente, 
existiendo una lista de voxels proyectados sobre cada pixel, ordenada por distancia, de forma 
que es muy sencillo determinar si el voxel es visible o no. 
En cualquier caso, sí podemos apreciar una gran mejora de las otras dos implementaciones en 
GPU frente a la versión secuencial. En el mejor caso en GPU, se observa para cualquier 
volumen una mejora superior al 80%. En cambio, en la versión que calcula el mapa de 
profundidad mediante OpenGL, la mejora respecto al algoritmo secuencial es del 20% para 
volúmenes pequeños, pero aumenta al incrementar la cantidad de datos, llegando a más de un 
75% de reducción en el tiempo de ejecución. 
4.3.2 Consideraciones en las implementaciones sobre GPU 
Para comparar las implementaciones en GPU, descartaremos el análisis de la que hace uso de 
instrucciones atómicas, pues los resultados se alejan mucho de lo esperado. Nos limitaremos a 
comparar las dos mejores implementaciones, que contraponen calidad del resultado con 
tiempo de ejecución. 
Como podemos observar en la Figura 47, la diferencia que en el apartado anterior nos podía 
parecer poco determinante, en realidad supone un cambio en el tiempo de ejecución del 40% 
en los casos de mayor volumen, pero del 75% en los casos iniciales.  
El coste que supone la transferencia de información de CUDA a OpenGL, la generación en éste 
último de la geometría necesaria, y la lectura de su Z-buffer para transferir de nuevo la 
información a CUDA es sustancial, y hace que su implementación, aunque más exacta, no sea 
quizá la más indicada para el tipo de aplicaciones a las que estamos orientados, es decir, 
aquellas que funcionan a tiempo real. Dicho de otro modo, si trabajamos con voxels de 8 cm3, 
mientras que con la implementación simple lograríamos rates de más de 6 frames/s, en el 
umbral de lo aceptable, con la implementación de OpenGL no llegaríamos a 3,5 frames/s, que 
se podría considerar visualmente incómodo. 
Por otro lado, la calidad de la reconstrucción mejora, pero no demasiado. Es poco frecuente, 
para voxels que se analizan simultáneamente, que sus proyecciones coincidan en algún pixel.  
Además, al realizar varias iteraciones, es poco probable que se repita el error. 
En las representaciones, se ha decidido mostrar en verde aquellos voxels que han quedado al 
descubierto en la última iteración, sin llegar a evaluar su foto-consistencia. Comparando los 
resultados de ambas implementaciones en las figuras Figura 48 y Figura 49, constatamos que 
la primera deja más vacios, debido a un peor análisis. No obstante, se interpreta 
perfectamente el volumen representado, a pesar de estos voxels no analizados.  
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En definitiva, el resultado obtenido mediante el método más rápido, realizando un mapa de 
profundidad simple en CUDA (3.3.2.1), se puede considerar la mejor opción para ejecuciones a 
tiempo real. 
Finalmente cabe destacar una última observación y es, de nuevo, la limitación inducida por 
falta de memoria en las GPUs. El algoritmo que hacía uso de OpenGL, no podía trabajar con 15 
millones de voxels (0,8 cm por lado) debido al uso añadido de memoria en buffers para el 
intercambio de datos. El resto de implementaciones en GPU tampoco pueden salvar esta 
limitación, imposibilitando la ejecución para voxels de caras inferiores a 0,7cm. 
 
 













Volúmen de datos (voxels)
















Se ha implementado 3 algoritmos, con los siguientes resultados: 
 Foreground Segmentation: Es el que aporta una mayor mejora al paralelizarlo al poder 
alinear perfectamente la memoria. Aún tratándose de una adaptación que implica 
aumentar el coste computacional por tener que eliminar la distorsión en el caso de la 
GPU, los resultados son positivos, en función de las dimensiones de la imagen de 
trabajo el tiempo de ejecución se reduce entre 5 y 7,5 veces. 
 Shape from Silhouette: Dado que los accesos a memoria no siempre son de la manera 
idónea, vemos como los resultados no son tan buenos como en el caso anterior para 
tratarse de una comparación CPU-GPU en igualdad de condiciones. No obstante, el 
tiempo de proceso en GPU para voxels de 8 cm3, por ejemplo, representa solo un 10% 
de los que se tarda sobre CPU. 
 Space Carving: Es el algoritmo más afectado por las limitaciones en los accesos a 
memoria de CUDA puesto que realiza varias iteraciones. La mejor implementación 
reduce el tiempo de ejecución a un 20%. 
 
A la vista de estos resultados, podemos afirmar, sin ánimo de generalizar, que los presentes 
algoritmos mejoran en gran medida su rendimiento al paralelizarlos y ejecutarlos en una 
tarjeta gráfica, en lugar de en la CPU del ordenador. Esto nos permite, por tanto, ejecutar 
sobre una GPU todo el sistema de reconstrucción 3D con foto-consistencia desde el momento 
de la adquisición y hasta la visualización, especialmente teniendo en cuenta que la tarjeta con 
la que se ha trabajado tiene una cuarta parte del potencial de trabajo de las GPU actuales 
orientadas a cálculo paralelo. 
Mientras que el sistema actual  sobre CPU desarrollado para la smart room de la UPC logra un 
Shape from Silhouette con 1 frame/s escaso para voxels de 3 cm por lado (27 cm3), con el 
sistema desarrollado sobre GPU, explicado en el presente documento, se espera lograr una 
representación en tiempo real mediante Space Carving (reconstrucción foto-consistente), de al 
menos 5 frames/s con voxels de 2 cm por lado (8cm3). De esta forma, paralelizar los algoritmos 
sobre GPU no sólo nos permite incrementar la frecuencia de refresco de los datos de entrada, 
sino también la calidad y la resolución de la reconstrucción obtenida. Por otro lado, se espera 
que al reemplazar la tarjeta gráfica actual por una más moderna como está previsto, con 2 
módulos de 240 procesadores, la tasa de refresco ascienda lo suficiente como para eliminar la 
sensación de discontinuidad en los movimientos que probablemente aún se perciba con la 
GPU actual. 
Extrapolando los resultados a un perfil algorítmico más general, podemos decir que mientras 
se mantenga la facilidad para paralelizar el algoritmo, es decir, no haya dependencia entre 
distintos threads, no se requiera un uso excesivo de recursos, y haya suficiente volumen 
computacional, con total probabilidad observaremos una mejora al adaptar el algoritmo para 
su ejecución en GPUs multi-thread. 
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No obstante, cabe destacar algunas de las limitaciones que implica desarrollar software en 
estos sistemas: 
 Las GPU actuales disponen de una cantidad “escasa” de memoria, que típicamente se 
encuentra entre 0,5 y 1 GB para las tarjetas asequibles orientadas a supercomputación. 
Descartamos de este grupo a las tarjetas Nvidia Tesla cuya memoria puede ascender a 4 
GB y cuyo precio es un orden de magnitud superior a otras tarjetas, pese a disponer de la 
misma cantidad de procesadores. Paradójicamente, al trabajar con grandes volúmenes de 
datos, que es lo que se espera, es fácil que esta memoria se agote. 
 La estructura de acceso a memoria que se usa es determinante en la mejora que ofrece 
CUDA, requiriendo una especial dedicación a este campo para poder aprovechar al 
máximo las capacidades de la GPU. El mejor de los casos es el de memoria perfectamente 
ordenada y alineada con los threads que nos permite realizar  accesos conjuntos. 
 Las tarjetas cuya Device Capability es inferior a 1.2, como la que se ha utilizado en el 
análisis de resultados, son extremadamente restrictivas a la hora de optimizar los accesos 
a memoria. Es recomendable utilizar tarjetas cuya versión sea 1.2 o superior, con las que 
esperamos obtener mejoras por el simple hecho de optimizar dichos accesos. 
Finalmente, queda concluir que CUDA es un sistema propietario de Nvidia, y aunque sea 
cómodo para trabajar, por su similitud con C y por su madurez respecto a la alternativa libre 
OpenCL, quizá no es lo más indicado para el desarrollo a largo plazo en el ámbito universitario. 
Además, las guerras comerciales que se esperan en este frente, con una contundente 
respuesta orientada al multiprocesador por parte de los fabricantes tradicionales de CPUs 
como Intel, puede apartar a CUDA de la posición favorable en la que se encuentra, al servir 
únicamente para los dispositivos de Nvidia. Dado que se ha demostrado la utilidad de la 
paralelización de estos algoritmos, lo más prudente sería quizá, una migración al estándar 
abierto una vez se consolide, para asegurar la usabilidad de la herramienta desarrollada sobre 
múltiples plataformas. 
Además, un buen desarrollo en CUDA requiere de un período considerable de formación para 
sacar el máximo rendimiento de las especificaciones propias de una tarjeta gráfica, así como 
de una adaptación muy exhaustiva a dicho hardware, mientras que en un futuro los 
compiladores de OpenCL deberían permitir que el algoritmo diseñado se adaptara de forma 
inteligente al tipo de hardware destino sin tener que alejarse demasiado de la implementación 
secuencial original. 
 
5.1 Líneas de desarrollo futuro 
 
Dado que el presente documento se ha centrado en demostrar la mejora que ofrece la 
paralelización de determinados algoritmos secuenciales, las líneas de desarrollo se centran en 




 En primer lugar, se espera una mejora en los algoritmos presentados al adaptar el 
código para ser más eficiente sobre tarjetas de Compute Capability 1.2 y superior 
(reemplazar el uso en memoria de elementos de 4 bytes por elementos de 1 byte, 
manteniendo accesos conjuntos). De este modo no solo se dispondrá de más memoria 
de trabajo si no que las transferencias de memoria serán más pequeñas y también se 
utilizará un número menor de registros en kernel.  
 
 Por otro lado, puesto que se espera disponer de varias GPU actuales para procesar los 
datos de la smart room de la UPC, aumentan las posibilidades de extender a GPU 
distintos algoritmos en los que trabaja el grupo de procesado de imagen. 
Especialmente en el campo de la reconstrucción 3D, se espera poder adaptar 
algoritmos similares al Space Carving pero todavía más costosos en términos 
computacionales como los nuevos métodos de reconstrucción de superficies basados 
en puntos que se encuentran actualmente en desarrollo en el grupo de Procesado de 
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