Abstract Let B n denote the centralizer of a fixed-point free involution in the symmetric group S 2n . Each of the four one-dimensional representations of B n induces a multiplicity-free representation of S 2n , and thus the corresponding Hecke algebra is commutative in each case. We prove that in two of the cases, the primitive idempotents can be obtained from the power-sum expansion of Schur's Q-functions, from which follows the surprising corollary that the character tables of these two Hecke algebras are, aside from scalar multiples, the same as the nontrivial part of the character table of the spin representations of S n .
Schur's Q-functions are a family of symmetric polynomials Q L (x 1 , x 2 ,...) indexed by partitions A with distinct parts. They were originally defined in Schur's 1911 paper [16] as the Pfaffians of certain skew-symmetric matrices. The main point of Schur's paper was to prove that the Q-functions "encode" the characters of the irreducible projective representations of symmetric groups, in the same sense that Schur's S-functions encode the ordinary irreducible characters of symmetric groups.
In the past 10 years, there have been a number of developments showing that Schur's Q-functions arise naturally in several seemingly unrelated areas, just as Schur's S-functions arise as the answer to a number of natural algebraic and geometric questions. In particular, (1) Sergeev [17] has proved that the Q-functions Q L (x 1 ,...,x m ) are (aside from scalar factors) the characters of the irreducible tensor representations of a certain Lie superalgebra Q(m); (2) Pragacz [15] has proved that the cohomology ring of the isotropic Grassmanian Sp 2n /U n is a homomorphic image of the ring generated by Q-functions, and furthermore, this homomorphism maps Q-functions to Schubert cycles; and (3) You [22] has proved that the Q-functions are the polynomial solutions of the BKP hierarchy *Partially supported by NSF Grants DMS-8807279 and DMS-9057192.
Introduction
of partial differential equations.
Thus, including Schur's original analysis of the characters of projective representations of symmetric groups, there are at least four "natural" settings where the Q-functions arise. The purpose of this paper is to introduce a fifth setting for Q-functions involving the primitive idempotents of a certain commutative Hecke algebra.
To be more explicit, consider the hyperoctahedral group B n (the Weyl group of the root system of the same name), embedded in the symmetric group S 2n as the centralizer of a fixed-point free involution. Let p be one of the four one-dimensional representations of B n ; i.e., 1, d, e, or de, where 1 denotes the trivial representation, d the restriction to B n of the sign character of S 2n , and e the composition of the sign character of S n with the homomorphism B n -> S n . In each of these four cases, the induction of p to S 2n is multiplicity free, and so the centralizer of this induced representation in the group algebra of S 2n is a commutative Hecke algebra H n . Among these four Hecke algebras there are two isomorphisms: H For the case p = 1, the commutativity of H n = H 1 is equivalent to the well-known fact that (S 2n , B n ) is a Gelfand pair. Furthermore, the primitive idempotents of this algebra (or equivalently, the spherical functions of (S 2n , B n )) are known by a theorem of James [6] to be "encoded" by the power-sum expansion of the zonal polynomials of the real symmetric matrices (see Section 7). Since H n = H d , it follows that the primitive idempotents for the case p = d are essentially the same as for the case p = 1; however, we should note that Macdonald has shown that the idempotents for this case are closely related to the Jack symmetric functions with parameter a = 1/2 [12, §5] .
The remaining pair of Hecke algebras, H e n and H de , are the subject of this paper.
Since the two Hecke algebras are isomorphic, it suffices to restrict our attention to the case p = e. We prove (Corollary 3.2) that the dimension of H e is the number of partitions of n into odd parts, and that the primitive idempotents of H n , say E L , are naturally indexed by partitions A of n into distinct parts (see Section 4). The main result (Theorem 5.2) shows that the expansion of Q L (x 1 , x 2 ,...) into power-sum symmetric functions is essentially the same as the expansion E L = E wes2n E L (w)w of E L as a member of the group algebra of S 2n . Since Schur proved that the irreducible projective characters of S n also occur as coefficients in the power-sum expansion of the Q-functions, we thus obtain the surprising conclusion (Corollary 6.2) that aside from scalar factors, the character table of projective representations of S n is essentially the same as the character table of H c n . The remainder of the paper is organized as follows. In Section 1, we give a brief survey of the general theory of Hecke algebras, with special emphasis on commutative Hecke algebras induced by one-dimensional representations of the base group. We refer to these as "twisted Gelfand pairs" because they enjoy a theory quite similar to the theory of Gelfand pairs (cf. [3] ). In Section 2, we analyze the combinatorial structure of double cosets B n \S 2n /B n ; much of the material in this section can be found in equivalent forms elsewhere (e.g., [1] , [12, §5] ). In the seventh and final section, we rederive the connection between zonal polynomials and the spherical functions of the Gelfand pair (S 2n , B n ), in order to contrast this with the twisted case we analyze in Sections 3 to 6.
Hecke Algebras
Let G be a finite group, H a subgroup of G, and e an idempotent of the complex group algebra CH. The Hecke algebra of the triple (G, H, e) is the CG-subalgebra
The Hecke algebra H is also isomorphic to the (opposite) algebra of endomorphisms of CGe that commute with the action of G [2, §11D] .
In the following, let e denote the character of CHe as a representation of H, and let £ G denote the induced G-character; i.e., the character of CGe. For each irreducible character x of G, let e x denote the primitive central idempotent of CG indexed by x, so that is the Wedderburn decomposition of CG as a direct sum of simple algebras. By Schur's lemma, the centralizer of CGe is the direct sum of its projections onto the Wedderburn components of CG, and these projections are matrix algebras of degrees equal to the multiplicities in e G of each irreducible character x. It follows that the Wedderburn decomposition of H is given by where I £ (G) = {x 6 Irr(G): (e G ,x) = 0}. In particular, the primitive central idempotents of H are of the form for x € I e (G). If x is not a constituent of £ G (i.e., x & I e (G)), then the projection of H onto CGe x will be zero, and thus A further consequence of (1.1) is the fact that the irreducible characters of H are restrictions of those of CG (cf. Theorem 11.25 of [2] ); thus for w e G, is the trace of ewe in the representation of H afforded by eCGe x e. Note that since it follows that so one may determine d x from E x , and vice-versa. Remark 1.1. If 8 is a linear character of G, then there is an automorphism a -> a' of CG in which w -> d(w)w. By restricting this automorphism to H = H(e), we obtain an isomorphism H(e) -> H(e') of Hecke algebras. Thus, it follows that if the CH-modules generated by two idempotents e and e' differ only by the action of a linear G-character 6, then the idempotents, characters, and representations of either Hecke algebra can be easily obtained from those of the other.
For the remainder of this section, we will assume that e is a linear character of H, and that e is the corresponding primitive idempotent; i.e., e = |H| - The following result will be used in Sections 6 and 7 to prove the nonnegativity of certain structure constants. Proof. The idempotents {E x : x 6 I e (G)} form a basis for H, so efe is certainly in their linear span. Since e G must be multiplicity free, it follows that E x acts as a rank-one idempotent in the xth Wedderburn component of CG, and as zero on the other components. Thus, C x = x(efe) = x(ef). Apply Lemma 1.2.
On the Gelfand Pair (S 2n , B n )
Let B n denote the hyperoctahedral group, embedded in S 2n as the centralizer of the involution (1, 2) (3, 4) • • • (2n-1, 2n). Let T n denote the subgroup (isomorphic to Z n ) generated by (1, 2) ,...,(2n -1, 2n), and let E n denote the subgroup (isomorphic to S n ) generated by the "double transpositions" (2i-1, 2j-1)(2i, 2j) for 1 < i < j < n. Note that B n is the semidirect product of T n and S n .
There is a simple way to describe the double cosets of B n in S 2n (cf. [12, §5] 
Proof.
(a) For t e T n , the operations w -> tw and w -> wt correspond to the interchanging of identified vertices, and thus have no effect on G(w). Conversely, if
, it is easy to see that one can find t 1 , t 2 E T n such that
(b) For any double transposition x e S n , the operations w -> xw and w -> wx correspond to interchanging two vertices in the same half of the bipartition of F(w), and thus do not affect the isomorphism class of F(w). Conversely, since every permutation of the vertices (within a given half of the bipartition) can be obtained by the interchanging of pairs of vertices, it follows that if F(w 1 ) = G(w 2 ), then we can find x 1 , x 2 € S n such that F(x 1 w 1 x 2 ) = G(w 2 ).
The result now follows from a.
From this result it follows that the double cosets B n \S 2n /B n are in one-to-one correspondence with the isomorphism classes of 2-regular bipartite graphs on 2n vertices. Such graphs are disjoint unions of even-length cycles, and are thus indexed by partitions of n. More precisely, we will say that w has coset-type v = (v 1 , v 2 ,...) if the cycles of F(w) are of length 2v = (2v 1 , 2v 2 ,...).
A further consequence of Proposition 2.1 is the fact that the double cosets B n \S 2n /B n are invariant under the map w -> w -1 , and so by Gelfand's lemma (e.g., [3] ), we have
Proof. Let e 0 = |B n | -1 S xeBn x denote the idempotent associated with the trivial character of B n . Since G(w) = G(w -1 ), it follows that e 0 we 0 = e 0 w -1 e 0 for all w e S 2n . Therefore, since the set of inverses of w 1 B n w 2 is w -1 B n W -1 , we have for all w 1 , w 2 € S 2n . Thus, the Hecke algebra e 0 CS 2n e 0 is commutative. Proof. First consider the case w = (1, 2,..., 2n). Note that w has coset-type (n).
It is easy to see that T n n wT n w -1 = {id} (provided that n > 1), so \T n wT n \ = 2 2n . By Proposition 2.1a, it follows that for any bipartite 2n-cycle F, there are 2 2n permutations in S 2n whose graph is F. Since there are a total of n!(n -1)!/2 bipartite 2n-cycles, we may conclude that there are 2 2n-1 n!(n -1)! = \B n \ 2 /2n permutations with coset-type (n). This argument breaks down when n = 1, but the formula \B n \ 2 /2n remains correct. Now in the general case, let X U Y denote the bipartition of the vertices in G(w). Define a partition P of X by declaring two members of X to be in the same block of P if they belong to the same cycle of F(w). Similarly define a partition a of Y. Second, define a bijection between the blocks of P and a by declaring A <-> B if A and B share vertices of the same cycle of F(w). Note that any bijection between P and a that preserves the cardinality of blocks could arise in this manner. 
A twisted Gelfand pair
Let e denote the linear character of B n whose restriction to E n is the sign character, and whose restriction to T n is trivial. Let e = \B n \ -1 E xEBn e(x)x € CB n denote the corresponding primitive idempotent.
In the following, we will need to specify representatives w v for each of the double cosets of B n in S 2n . In order to avoid awkward developments later on, these choices cannot be entirely arbitrary. First, for the case v = (n), we define where the operation xoy (for x e S 2i , y € S 2j ) denotes the embedding of S 2i x S 2j in S 2i+2j with S 2i acting on {1,...,2i} and S 2j acting on {2i + l,...,2i + 2j}.
Following the notation of Section 2, let XUY denote the bipartition of F(w). By a well-known fact from graph theory, every regular bipartite graph on X U Y can be partitioned into disjoint perfect matchings of X and Y (i.e., 1-regular graphs). Furthermore, since \X\ = \Y\ = n, any perfect matching of X and Y can be regarded as a permutation of n objects. In particular, any perfect matching M has a well-defined sign sgn(M), relative to the "identity matching" that arises from F(id).
In the following, OP n denotes the set of partitions of n into odd parts. (a) In the special case w = W (n) , there is only one way to partition P(w) (a 2n-cycle) into two perfect matchings; these two matchings are displayed in Figure 1 . Note that the permutations defined by these matchings are the identity permutation and an n-cycle. Assuming that n is odd, then both of these are even permutations. Therefore, if v e OP n , then every partition of r(w v ) into two perfect matchings M 1 and M 2 yields two permutations that are products of odd-length cycles and thus sgn(M 1 ) = sgn(M 2 ) = 1. Now suppose that w = x 1 W v X 2 for some x 1 ,x 2 € B n . Note that replacing w with t 1 wt 2 , x 1 with t 1 x 1 , and x 2 with x 2 t 2 (with t 1 , t 2 e T n ) has no effect on F(w) (Proposition 2.1.a) or e(x 1 x 2 ), so it suffices to assume that x 1 , x 2 £ £ n . 
The twisted spherical functions of (S 2n , B n , e)
Let DP (resp., DP n ) denote the set of partitions (resp., partitions of n) with distinct parts. For each A 6 DP n , there is a corresponding partition A* of 2n whose definition is best explained in terms of Young diagrams. The partitions A* occur in the following symmetric function identity due to Littlewood [10, 
. (c) Apply Proposition 4.1 and part (a).
In terms of the twisted spherical functions E L , the orthogonality of the E\'s can be equivalently expressed as
We remark that the product-of-hook-lengths H L . can also be expressed in terms of shifted hook lengths. To be more precise, choose some A e DP n with l parts, let D denote the shifted diagram of A (as defined at the beginning of 
The main result
Let A = x n>0 A n denote the graded C-algebra of symmetric functions in the variables x 1 , x 2 ... [11] , and let p r = p r (x 1 There is another useful set of generators q 1 (1) as generating functions for a certain type of shifted tableaux [19] , (2) as HallLittlewood symmetric functions Q L (x;t) with parameter t = -1 [11] , (3) as Pfaffians of certain skew-symmetric matrices defined over O [16] , [20] , and (4) as ratios of certain Pfaffians defined over Z[x 1 ,...,x m ] [14] .
For our purposes, we prefer to adopt the following definition of the Qfunctions; it is analogous to the definition of the Jack symmetric functions [12] [18]. It is also similar to the definition of Q-functions used by Hoffman and Humphreys [4] . 
It is clear that this result determines the Q-functions. Indeed, if there were another basis Q' A with these properties, then the transition matrix between the two bases would have to be unitary (by (a)) and triangular (by (b)), and thus Q' L = c L Q L for some c L e C with \c L \ = 1. Part (c) then forces c L = 1. It is also clear that this result provides a simple algorithm for constructing the Q-functions: one starts with the O-basis {q u : u e DP}, linearly ordered in a fashion compatible with the dominance order, and then one applies the Gram-Schmidt algorithm to create an orthogonal basis. What is not clear a priori is that the resulting orthogonal basis has a transition matrix with respect to {q u : u e DP} that is not merely triangular, but in fact satisfies the much stronger hypotheses of (b).
For a proof that the tableaux definition of the Q-functions satisfies Theorem 5.1, see Section 6 of [19] ; for a proof starting from the Hall-Littlewood definition, see Chapter III of [11] .
We now define the characteristic map ch:H E -> O n to be the unique linear isomorphism satisfying for all v € OP n . This map is analogous to the Frobenius characteristic map between the class functions on S n and symmetric functions of degree n [11, §7] . Since z 2a = 2 l(a) z a , Proposition 4.2.a implies that this map is essentially an isometry; i.e., for all a, b e H e . It is also possible to impose a graded algebra structure on the space so that the characteristic map is an algebra isomorphism. For this, it is convenient to first extend the operation x o y of Section 3 bilinearly so as to define an embedding of CS 2i X CS 2j in CS 2i+2j . Also, to avoid ambiguity in what follows, we write e n for e, to emphasize the dependence on n. In these terms, one may define the algebra structure of As the first step towards the proof, we need to explicitly evaluate the twisted spherical function E A in the case A = (n).
LEMMA 5.3. For v e OP n , we have £
.
Proof. If A = (n), the L* = (n + 1,1 n-1 ). Furthermore, the partition (n,1 n ) is not of the form A* for any A € DP n , so the restriction of x (n,1n) to H n is zero. Thus we have e (n) (w) = x(ewe) = x(ew), where
By the Littlewood-Richardson rule [7] [11], one knows that x is the induction of the outer tensor product of the trivial and sign characters from S n x S n to S 2n , or equivalently, the character of /\ n (C 2n ), where S 2n acts on C 
Ramifications
Following [19] , let S n denote the double cover of S n generated by elements s 1 ,...,s n-1 and a central involution -1, subject to the relations Let X n denote the subgroup of S n that doubly covers the alternating group.
The irreducible representations of S n can be divided into two families; one consisting of representations in which -1 acts trivially (these are essentially equivalent to representations of S n ), and the other consisting of representations in which -1 acts as scalar multiplication by -1. The latter are known as the spin representations of S n , and were first considered by Schur in 1911 [16] . We will briefly summarize here a few aspects of spin representations; for details and proofs, see [19] . (Other sources include [4] , [8] .)
For each partition v of n, choose an element a v e S n whose S n -image is of cycle-type v. Every a e S n will be conjugate to ±S v for some v, so the character p of any spin representation of S n is completely determined by the values p(a v ).
It turns out that a v is conjugate to -a v (and therefore P(S v ) = -P(S v ) = 0) unless either v e OP n , or else n -l(v) is odd and v e DP n . Note that, in the former case, one has a v e A n , whereas in the latter case, one has a v e S n -A n .
The irreducible spin characters of S n can be indexed by partitions A e DP n , although the indexing is not entirely one to one. When n -l(X) is even, A indexes a single-spin character p L ; it is invariant under multiplication by the sign character. In such cases one therefore has p L (a) = 0 for a g A n , and p x (S v ) = 0 only if v e OP n . When n -l(L) is odd, there are two characters indexed by A; they differ only by multiplication by the sign character. Thus for v 6 OP n , we may unambiguously write P A (S v ) for the common value of these two characters at a v . For v e DP n with n -l(v) odd, the two characters are both zero at a v unless v -A; in that case, the two values are
The main result of Schur's paper [16] is the following theorem, which shows that the representatives a v can be chosen so that the nontrivial part of the character table of S n (i.e., the values p x (S v ) for L € DP n and v e OP n ) is encoded by the transition matrix between the Q-functions and the power sums. There is a combinatorial rule for explicitly evaluating the scalar products [Q L , P v ], and hence, for evaluating both spin characters and twisted spherical functions. The first version of this rule was given by Morris [13] , although the formulation we will describe here is taken from [21] .
Let D'(L) denote the shifted diagram of any A € DP, as in Section 4. A cell A proof can be found in Section 5 of [21] . As a second remark, we mention that there is an analogue of the LittlewoodRichardson rule for the multiplication of Q-functions [19] ; i.e., there is a combinatorial rule for evaluating the structure constants [Q u Q V ,Q L ], where A e DP n , H e DP k , and v e DP n-k . In the context of spin characters, this amounts to a rule for specifying the irreducible decomposition of the restriction of P A from S n to a double cover of S k x S n-k . 
Remarks on zonal polynomials
The spherical functions for the Gelfand pair (S 2n , B n ) have been analyzed via techniques similar to those we developed in Sections 3-5 (see especially [1] , [6] , and [12, §5] ). For the sake of comparison, we describe here the principal features of this analysis; the details are somewhat simpler than the twisted case.
In the following, 1 Bn denotes the trivial character of B n , e 0 = \B n \ -1 E x€Bn x denotes the corresponding idempotent of CB n , and H n = e 0 CS 2n e 0 denotes the Hecke algebra of the triple (S 2n , B n ,e 0 ).
Let P n denote the set of partitions of n. The elements C v : = e 0 w v e 0 € H n (v € P n ) clearly form a basis of H n . On the other hand, the following well-known Schur function identity due to Littlewood [10, p. 238] (cf. also [11] One may define a characteristic map ch:H-> A by setting By (7.2), this map is an isomorphism of graded algebras, and by (7.3a) one has where {.,.} 2 denotes the inner product on A defined by
The subscript "2" here is used to distinguish this from the usual inner product on A in which (p a , P B ) = 2 a d a,B .
The characteristics of the idempotents F L are the symmetric functions known to statisticians as zonal polynomials. To be more explicit, let us define for all partitions A of n. We may regard Z L as a polynomial function of an m x m symmetric matrix A by treating Z L (A) as the value of Z\ at the eigenvalues x 1 ,..., x m of A (or equivalently, by identifying the power sum p T with the matrix function tr(A r )). On the other hand, the action A -> XAX t of GL m (R) on symmetric matrices extends to an action of GL m (R) on polynomial functions of symmetric matrices. In these terms, the zonal polynomials Z L for l(L) < m are the unique polynomials (up to scalar multiplication) that (1) are invariant under the action of the orthogonal group, and (2) generate irreducible GL m (R)-modules. This is essentially the content of Theorem 4 of [6] .
There is also a characterization of the zonal polynomials analogous to Theorem 5.1; it is a consequence of the fact that zonal polynomials are the special case a = 2 of the Jack polynomials [12] and [18] . Indeed, this was presumably one of the motivations for the original definition of Jack polynomials [5] .
To describe this characterization, let us first define and more generally, C u : = C u1 C u2 ... for any partition u. Alternatively, one may define C n (x 1 , x 2 ,...) as the coefficient of t n in P i>1 (1 -x i t) -1/2 . It is not difficult to show that {C n : n > 1} is an algebraically independent set of generators for A, so that {C u : n € P n } is a basis of A Proof. Part (a) is a consequence of (7.3b) and the fact that the characteristic map is (essentially) an isometry. For (b), observe that in the special case A = (n), x 2A is the trivial character of S 2n , so x 2x (C v ) = 1 for all v e P n , and hence
Since the characteristic map is an algebra isomorphism, it follows that for any partition u = (u 1 ,..., u l ) of n. Therefore, to prove (b) it suffices to show that unless A > u. For this, let K a,B denote the multiplicity of x a in the induction of the trivial character from S B1 x S B2 x • • • to S 2n . It is well-known (e.g., [11, p. 57]) that K a,B = 0 unless a > B. Thus by (1.2), we have (e (2u1) o • • oe (2u1) )e 2L = 0 unless 2A > 2u (or equivalently, A > u), and therefore, unless A > u. Finally, to prove (c), note that by (7.3c), Since (a) and (b) uniquely determine the zonal polynomials up to a linear transformation that is both triangular and unitary, there can be only one basis that also satisfies (c).
Unlike the twisted case discussed in Section 6, there is no known combinatorial rule for the explicit evaluation of the spherical functions 6 L (or equivalently, for evaluating (Z l , p v )2), nor is there any known rule for evaluating (Z u Z v , Z L ) 2 , although Stanley has a conjecture about Jack symmetric functions [18, §8] that would imply that (Z u Z V , Z L )2 is a nonnegative integer.
We remark that the same reasoning used in Section 6 does show that (Z u , Z V , Z L )2 is nonnegative. Indeed, aside from a (positive) scalar multiple, these quantities also arise as the structure constants in the expansion by Corollary 1.3, these must be nonnegative.
We should note that the nonnegativity of (Z u Z v , Z L )2 is also a direct consequence of the interpretation of Z\ as a spherical function for the Gelfand pair (GL m (R), O m (R)) [9] .
