Abstract Is emission intensity of carbon dioxide (CO 2 ) spatially correlated? What determines the CO 2 intensity at a provincial level? More importantly, what climate and economic policy decisions should the China's central and local governments make to reduce the CO 2 intensity and prevent the environmental pollution given that China has been the largest emitter of CO 2 ? We aim to address these questions in this study by applying a dynamic spatial system generalized method of moment technique. Our analysis suggests that provinces are influenced by their neighbours. In addition, CO 2 intensities are relatively higher in the western and middle areas, and that the spatial agglomeration effect of the provincial CO 2 intensity is obvious. Our analysis also shows that CO 2 intensity is nonlinearly related to gross domestic product, positively associated with secondary-sector share and foreign direct investment, and negatively associated with population size. Important policy implications are drawn on reducing carbon intensity.
Introduction
Economists, ecologists, private industries and government decision-makers have long been interested in the relationship between economic growth and environmental quality (Burnett and Bergstrom 2010) . China has experienced a consistent and rapid economic growth since the economic reforms started in 1978. However, the pressure from energy constraints and environmental pollution has been increasingly serious over the same time period. In recent years, scholars have extended the study of pollutants from the regular pollutants [say, sulphur dioxide (SO 2 ), nitrogen dioxide (NO 2 ), carbon monoxide (CO), and particulate matters] to carbon dioxide (CO 2 ), which has become the main driving force of global climate changes. Especially, the increased demand for energy in China has generated concomitant increase of carbon emissions, mainly measured by CO 2 emissions in this study, which poses an unprecedented challenge to China's, and even global, environment and sustainable development (Liu et al. 2010) . China has been one of bigger contributors to the rapid growth of global CO 2 emissions, accounting for 44 % of the increase in global CO 2 emissions in 1990-2004 (Kahrl and Roland-Holst 2006) . In 2007, the CO 2 emissions ratio in China (defined as the total CO 2 emissions of China to that of the world) hit the historical highest level of 21.01 % and simultaneously, China surpassed the United States for the first time to become the largest CO 2 emitter in the world with total CO 2 emissions of 6.28 billion metric tons . The IPCC (2007) report indicates the fact that the most important environmental problem of our ages is global warming. The predicted effects of global warming include melting of the polar ice caps, flooding of coastlines, severe storms, changes in precipitation patterns, and widespread changes in the existing ecological balance (Lindsay 2001) . The ever increasing amount of CO 2 emissions seems to be intensifying this problem (Soytas and Sari 2009; Narayan and Narayan 2010) .
To resolve the contradictions between economic development and the above mentioned energy consumption and environmental pollution problems, the 18th National Congress' report includes three important development concepts: the green development, the circular development, and the low-carbon development. One effective way to achieve the goal of low-carbon development in China is to reduce the industrial CO 2 intensity (CO 2 emissions per unit of gross domestic product (GDP). This raises the following question: what factors determine the CO 2 emission and its change? After reviewing a bunch of literature, Liu et al. (2010) concluded that China's economic growth and energy intensity are two important factors to affect the change of China's carbon emissions or carbon intensity. Besides, average labour productivity in the industrial sectors (Wu et al. 2005) , economic scale (Wu et al. 2006) , fuel mix (Wang et al. 2005; Wu et al. 2006 ), renewable energy penetration (Wang et al. 2005) , final-energy-mix, and industry structure (Fan et al. 2007 ) are also important contributors to CO 2 emissions and CO 2 intensity.
Existing studies on CO 2 intensity are mainly based on the environmental Kuznets curve (EKC) model, which focuses on the relationship between pollutant emissions and income/GDP (Grossman and Krueger 1991; Panayotou 1993; Schmalensee et al. 1998; Friedl and Getzner 2003; Cai 2008; Lin and Jiang 2009 ). Roberts and Grimes (1997) and Costantini and Martini (2006) modified the EKC model and analysed the evolution and determinants of CO 2 intensity across countries with different income levels. However, the classic EKC model has been criticized because of the following drawbacks: first, it does not consider the impacts of factors other than the economic growth on the pollutant emissions, so it fails to explain the CO 2 intensity comprehensively. Dasgupta et al. (2002) , Dinda (2004), and Stern (2004) pointed out that more explanatory variables and policies should be included when studying how to reduce CO 2 emissions. Thus, the aforementioned studies in the first paragraph have considered quite a few other determinants besides the economic growth. Second, the hypothesis of the EKC model ignores the spatial-temporal characteristics within the data. By ignoring the temporal aspect, spurious results or misleading conclusions (misspecified t and F statistics) could be generated. By ignoring the spatial aspects, biased or inconsistent estimators could be generated because the existence of transboundary CO 2 emissions between neighbours (Burnett and Bergstrom 2010) .
Studies on Chinese CO 2 intensity at national, regional or sector level are few. At sector level, Chen (2011) decomposed the CO 2 intensity changes using 2-digit industry data in China and found that first, the main and direct reason for the downward fluctuation of CO 2 intensity is the reduction in energy intensity or the improvement in energy productivity and second, energy structure and industrial composition have positive effects on CO 2 intensity reduction. At provincial level, Zeng and Pang (2009) found that the ranking of the provinces in terms of total CO 2 emissions did not change much between 2000 and 2007. They pointed out that the provinces whose economic transition starts relatively earlier attain better effects from CO 2 emission reduction, and that CO 2 emissions in some provinces have a low total amount whilst with a rising trend. By estimating the CO 2 emissions from fossil energy consumption in 30 provincial units in China between 1997 , Du et al. (2010 found that 29 provinces, except Beijing, show an increasing trend in per capita CO 2 intensity. Yue et al. (2010) analysed the provincial CO 2 emissions, per capita CO 2 emissions and CO 2 intensity in China between 1995 and 2007 and found that CO 2 intensity in the middle and western areas is far higher than that in the eastern areas. Yu et al. (2011) studied the determinants of CO 2 intensity in China using a panel data set of 29 provincial units from 1995 to 2007. Using a feasible generalized least squares (FGLS) method, they find that there exists a nonlinear, inverted N relationship between CO 2 emission and GDP. However, their model contains only two explanatory variables: economic scale (i.e., per capita GDP) and economic structure (i.e., added value of secondary industry to GDP ratio).
At regional level, Liu and Zhao (2012) pointed out that the regional distribution of CO 2 intensity is obviously unbalanced and the regional differences in CO 2 intensity have been increasing slightly overtime. Fan and Liu (2012) analysed the regional distribution of CO 2 intensity between 1997 and 2008. They found that CO 2 intensity is directly related to the degree of industrialization and the adjustment in industrial composition in each province, and that the CO 2 intensity in eastern developed areas is much lower than that in other areas. Applying the Theil index and the spatial autocorrelation method, Zhao et al. (2011) found that the CO 2 intensity in eight comprehensive economic zones from 1999 to 2007 can be classified into three clusters: eastern and southern areas have the lowest level of CO 2 intensity; north-eastern areas, the middle reach of the Yellow River, and north-western areas have the highest level of carbon intensity; and the CO 2 intensity of the middle reach of the Yangtze River and the south-western areas is in the middle level. The aforementioned studies analyse the issue of CO 2 emissions in terms of provincial level, but they fail to take into account the potential spatial dependence, i.e., neighbouring areas' CO 2 intensity could impact on the local CO 2 intensity.
Spatial dependence may occur in CO 2 intensities for at least three reasons. First, almost all spatial data have the characteristic of spatial dependence (Anselin 1991) , so do the provincial CO 2 emission intensity data. Second, in normal temperature and pressure, the mobility nature of CO 2 (as one kind of gas) makes it spread through the atmosphere, especially in the wind seasons, which determines the spatial dependence of CO 2 intensity. Third, as China has been speeding up the regional integration process, which promotes the communication and cooperation between regions. Driving by the catch-up effect and attracting by the lower cost, provinces get to learn from advanced provinces, especially those from their neighbouring areas. As a result, the industrial structures across regions that are geographically proximate to each other get greater similar and the technologies attainable to them tend to be the same. The environmental quality, specifically the CO 2 intensity, has largely depended on the proportion of industrial products in the gross provincial products and the technical levels applied in industrial production. Thus, if the spatial nexus is ignored, the coefficient estimates of the EKC model can be biased and inconsistent due to omitted variable bias.
The objective of this paper is to empirically examine the spatial nexus of provincial CO 2 intensity in China and the driving forces of it when the spatial nexus effect is controlled, using a panel data set of 30 provincial units from 1998 to 2010. Our primary interest lies in addressing the following questions: (1) Is the provincial CO 2 intensity spatially correlated? (2) what are the determinants of CO 2 intensity when the spatial dependence is taken into account? These questions are important for China's policy makers to understand better about the characteristics of provincial carbon emissions as well as CO 2 intensity, but the more important question is (3) what climate and economic policy decisions should the central and local governments draw up to reduce the CO 2 intensity and prevent the environmental pollution?
This study contributes to the existing literature in two respects. First, different from most of the existing studies which focus on CO 2 density (i.e., per capita CO 2 emissions), total emissions, or ambient levels of CO 2 , we study the association between CO 2 emissions and economic development in China from the perspective of CO 2 intensity [CO 2 emissions per GDP]. Tisdell (2001) pointed out that total emissions can still increase even when emissions per unit of GDP deceases, indicating that the scale effect of economic growth outweighs the composition effect and the technological effect due to higher productive efficiency (Panayotou 2000) . It is well recognised that the reduction in total CO 2 emissions or per capita CO 2 emissions is an important environmental indicator. However, China is a developing country in the period of high-speed industrialization development. Although China has engaged in adjusting industrial composition and transiting to the tertiarisation production, such fact cannot be ignored. As most developed economies has suffered, developing countries in this stage have to face a dilemma whether to maintain a high-speed economic growth and endure a certain degree of environmental degradation or to slow down economic development and concentrate on environmental pollution. There is no standard correct answer to this problem. It is necessary to protect the environment, but development and employment are also tasks of top priority in current China. Thus, considering the special stage where China stays, we propose that governments should pay more attention to the CO 2 emissions per unit of GDP besides the reduction of total CO 2 emissions or per capita CO 2 emissions. Moreover, China's central government targets the reduction of CO 2 intensity as the medium-term environmental protection mission. It announced a binding target in 2009 to reduce its carbon intensity by 40-45 % by the end of 2020 compared to that in 2005. However, the relationship between economic growth and CO 2 intensity has rarely been analysed by previous studies, recognizing that Roberts and Grimes (1997) is the only work we know that studies the connection of carbon intensity and economic development during 1962-1991 for over 100 countries. This paper aims at filling in this gap. Second, to the best of our knowledge, this is the first study attempts to examine the driving forces and spatial nexus of CO 2 intensity using the dynamic spatial panel data model, which differs from the traditional static or dynamic panel data model by taking into account both the dynamic and spatial effects of CO 2 intensity. Elhorst (2012) pointed out that either the dynamic but non-spatial or spatial but non-dynamic panel data models produce biased estimates.
The paper is organized as follows. Section 2 presents some stylized facts about the regional distribution of CO 2 emissions in China; Sect. 3 specifies a dynamic spatial econometric model of CO 2 intensity where some potential key explanatory variables, such as economic development, industrial composition, and technology, are identified. In addition, diagnostic tests and estimation strategies that help to choose the most appropriate model are introduced; Sect. 4 describes the data sources; Sect. 5 reports the empirical results; Finally, the last section summarizes the main findings and draws policy implications.
Stylized facts
As a participant in the Copenhagen Accord, China announced a binding target in 2009 to reduce its carbon intensity by 40-45 % by the end of 2020 compared to that in 2005. To achieve this goal, all provinces in China should dedicate to saving energy and reducing CO 2 emissions. However, natural resources are distributed unevenly across provinces. Various resource endowments together with regional variations in social-economic conditions and unbalanced regional economic development lead to different levels of CO 2 intensity across provinces. Descriptive statistics show that the regional distribution of CO 2 intensity in China is dramatically uneven. Generally speaking, from 1998 to 2010, CO 2 intensity increases sharply from the eastern coastal areas to the middle and western areas (Fig. 1) . In detail, six provinces with the lowest CO 2 intensities were Guangdong (0.111 tons/billion yuan), Hainan (0.115 tons/billion yuan), Fujian (0.116 tons/billion yuan), Beijing (0.134 tons/billion yuan), Guangxi (0.153 tons/billion yuan), and Zhejiang (0.158 tons/billion yuan); whereas six provinces with the highest CO 2 intensities were Gansu (0.533 tons/billion yuan), Qinghai (0.536 tons/ billion yuan), Inner Mongolia (0.565 tons/billion yuan), Ningxia (0.664 tons/billion yuan), Guizhou (0.706 tons/ billion yuan), and Shanxi (1.034 tons/billion yuan). Hence, examining the provincial variations of CO 2 intensity and identifying its driving forces are necessary to make and implement effective and appropriate CO 2 reduction policies.
Observing Fig. 2 that shows the changes in provincial CO 2 intensities in China during the same time period from 1998 to 2010, five patterns can be summarized. First, the CO 2 intensity was unevenly distributed across regions. It was relatively higher in the western and middle areas than in the eastern areas, partly because most of the high energy-intensive industries were located in the western and middle areas.
Second, the CO 2 intensity evolved over time. Third, CO 2 intensity was diversified across provinces and the diversification was relatively greater in the periods of 1995-2002 and 2003-2007 Fourth, CO 2 intensity was spatially agglomerated. It can be seen that the differences in CO 2 intensity across the eastern provinces were shrinking, indicating a pattern of agglomeration of low energy-intensive industries there. There being far more highly energy-intensive industries agglomerated in the middle/western regions than in the eastern region, thus the middle/western regions have a much higher level of CO 2 intensity than the eastern region.
Last, although the differences in CO 2 intensities across the western provinces were still large in general, the CO 2 intensity in some western provinces, which are geographically close to the eastern areas, has been approaching that of nearby eastern provinces, while this trend was not apparent in the western provinces that are far away from the eastern provinces. This finding confirms our hypothesis of spatial dependence.
Model
This study uses the dynamic spatial panel data model, which differs from the traditional panel data model by taking into account both dynamic and spatial effects of provincial CO 2 intensity. This model has become popular in the last decade since it combines time series econometrics, spatial econometrics, and panel econometrics. Elhorst (2012) points out that methods developed either for dynamic but non-spatial or for spatial but non-dynamic panel data models all produced biased estimates.
The dynamic spatial lag panel data model is traditionally specified as follows (Elhorst 2010; Lee and Yu 2010; Zheng et al. 2013) ,
where y it is the dependent variable representing CO 2 emissions intensity in province i at time t. W is a nonstochastic, predetermined, contiguity-based binary matrix in which each element w ij is set to be one if provinces i and j (i = j) share a common border, and zero otherwise. In addition, the matrix W is commonly row-standardized such that the elements of each row sum to one. x it is a k 9 1 vector of independent variables. h reflects the dynamic effects of CO 2 intensity. q is the main concern of this study and represents the spatial lag parameter that characterizes the strength of contemporaneous spatial correlation between one province and other geographically proximate provinces. l i is the provincial fixed effect, t t is the fixed temporal effect, and e it is the idiosyncratic disturbance term assumed to be standard normal, independent of each other and everything else. When q = 0, Eq. (3) reduces to the traditional dynamic panel setting, while h = 0 will reduce the model to the static spatial econometric model. In terms of econometric estimation, the most parsimonious panel model, or the static panel data model which has neither dynamic effects nor spatial effects, can be estimated by the least-squares dummy variables (LSDV) estimator if the spatial-specific effects can be considered as fixed effects, or by the generalized lest-squares (GLS) estimator if the spatial-specific effects can be considered as random effects (Hsiao 2003; Baltagi 2008) . Extension of the static panel data model with a dependent variable lagged in time (Y t-1 ) formulates a dynamic panel data model. The LSDV and GLS estimators to estimate the dynamic panel data model become inconsistent if T is fixed, regardless of the size of N (Arellano 2003; Baltagi 2008) , which is because the lagged dependent term Y t-1 is correlated with the spatial-specific effect.
The most popular approach to remove this inconsistency is generalized method of moments (GMM). By creating a set of estimating equations for the parameters by making sample moments match the population moments, one derives the estimators from the moment conditions, and also a set exogenous variables (i.e., correlated with Y t-1 but uncorrelated with the errors) that can be used to instrument Y t-1 . The Anderson-Hsiao (1982) or Arellano and Bond (1991) difference GMM rests on the idea that using first differencing to eliminate the unobserved spatial effects, and then lags two and beyond (Y 1 , … , Y t-2 , t C 3) are used as instrumental variables for the differenced lagged dependent variable (DY t-1 ). While the difference GMM approach can correct for the dynamic panel bias or Nickell (1981) caused by the least squares regression that includes spatial-specific effects or the LSDV model, it may suffer Identifying the determinants and spatial nexus 1655 from finite sample bias and precision problems when the data series are persistent or are close to a random walk (Blundell and Bond 1998) , as the instruments (i.e., Y 1 , … , Y t-2 ) are weak predictors of the endogenous changes (i.e., DY t-1 ).
To overcome the drawbacks of the difference GMM approach, a closely related but improved GMM dynamic panel approach, named system GMM, was proposed by Arellano and Bover (1995) and later developed by Blundell and Bond (1998) , which uses extra moment conditions that rely on certain stationarity conditions of the initial observation. In other words, the system GMM approach also uses lagged first differences for the equation in levels (i.e., the system GMM estimator also instruments Y t-1 by the variables DY 1 , … , DY t-2 , DX 1 , … , DX t-1 ). Blundell and Bond (1998) argue that the system GMM estimator performs better than the difference GMM estimator because of the following properties: (1) increased efficiency; (2) less finite sample bias; (3) the instruments used in the level equation model remain good predictors for the endogenous variables even when the series are very persistent. Because of the good performance of the system GMM estimator compared with the difference GMM estimator, it has become more popularly used in the panel data settings.
Ten years after the paper of Blundell and Bond (1998) , several studies such as Kukenova and Monteiro (2009) and Jacobs et al. (2009) extended the system GMM estimator of Blundell and Bond (1998) to account for the spatial effects. The spatial system GMM is known to have the advantage on avoiding the bias problem (especially with respect to the spatial autoregressive parameter, q) from the spatial difference GMM estimator (Kukenova and Monteiro 2009; Jacobs et al., 2009; Elhorst, 2010) , and over traditional spatial maximum likelihood estimation (MLE) in that the system GMM estimators can also be used to instrument endogenous explanatory variables (other than Y t-1 and WY t ). For this reason, we will use the latter approach in this empirical study.
A few remarks are needed to better understand the spatial system-GMM estimator. First, the number of sample observations is relatively large and the time span of interest is relatively short, as a long time span would easily cause the over-identification problem of instrumental variables. The sample in this study covers 30 provincial units from 1998 to 2010, so the first prerequisite could be satisfied, but it should be mentioned also that dynamic panel is designed for micro-level panel data large N and small T. The available sample we have has only N = 30, which may be worrisome.
Second, the consistency of the system GMM estimator (and difference GMM estimator as well) rests on the assumption that there is no first-order serial autocorrelation (i.e., AR(1) = 0) in the error terms of the level equation, or equivalently, there is no second-order serial autocorrelation (i.e., AR(2) = 0) in the first-differenced errors. The Arellano and Bond (1991) test is used in this empirical work. If the above assumption is violated, the instrumental variables can be highly correlated to the endogenous variables and the model might not be specified correctly. One way to tackle this issue is to add dependent variables of more than one lag in the model. Third, the instrumental variables have to be relevant and valid, which implies that the following two requirements have to be satisfied: (1) instrument relevance, under which the chosen instruments have to be highly correlated with the endogenous regressors even after controlling for the exogenous regressors. This requirement can be empirically tested in the first stage regression using a joint F test of whether all excluded instruments are statistically significant, and (2) instrument exogeneity, which can be tested using the Sargan (1958) or Hansen (1982) over-identification test in case there are more excluded instruments than the number of endogenous variables.
Fourth, before implementing the spatial dynamic Blundell-Bond-type system-GMM regression, it is necessary to test for the spatial interaction effects. In a cross-sectional setting, Anselin et al. (1996) , where the symbol denotes the Kronecker product, I denotes the identity matrix, T is the order of the matrix, and e denotes the estimated residual from the non-spatial dynamic panel model. J and T W are defined as follows: Debarsy and Ertur (2010) . Under the null hypothesis, these tests follow a Chi squared distribution with one degree of freedom.
Data
We used a panel data set of 30 provincial units (22 provinces, 4 municipalities, and 4 autonomous regions) from 1998 to 2010 (Tibet is excluded from the sample because of the lack of data). The dependent variable is the CO 2 intensity, which is defined as the provincial CO 2 emissions divided by provincial GDP. Data on the provincial CO 2 emissions during the sample period are available from the Energy Economic Center at Renmin University of China (http://rucee.ruc.edu.cn), where the CO 2 emissions are calculated based on the method offered by the Intergovernmental Panel on Climate Change (IPCC), and on other information, such as total consumption of various energies, the heat content, the carbon content, and the carbon oxidation rate of each energy, and so on.
The potential independent variables are identified as follows. GDP is an important factor that affects CO 2 intensity. Some empirical studies found that there exists a non-linear relationship between GDP and the CO 2 intensity. For instance, Roberts and Grimes (1997) found that the CO 2 intensity and per-capita GDP have an inverted Ushaped relationship, which indicates that CO 2 intensity would fall eventually as the economy develops even without any external reduction policies. Other studies also found that the relationship can be N-shaped (Moomaw and Unruh 1997; Friedl and Getzner 2003; Millimet et al. 2003; Galeotti and Lanza 2005; Yu et al. 2011) . POP, indicating population size, is another important factor that affects CO 2 intensity. The larger the population size, the more direct and indirect is energy consumption, and the greater the CO 2 emissions. Historical data show that the population and CO 2 intensity are positively related. FDI measures foreign direct investment. The relation between FDI and the CO 2 intensity is ambiguous. On the one side, inward FDI takes into account not only capitals but also advanced technologies, equipment, and management experience invested in China. These investments help to improve the efficiency of energy consumption and reduce pollution. Hence, FDI, to some extent, contributes to the decline of CO 2 intensity in China. On the other hand, the rise in exports due to FDI leads to the growth in implicit energy consumption and hence CO 2 emissions. Moreover, a large amount of FDI went into pollution-intensive industries, which would result in an increase in CO 2 intensity. Therefore, the relationship between FDI and CO 2 intensity is not clear and deserves further empirical analysis.
SEC is measured as the ratio of value-added from the secondary industries to the total industry value-added. Currently, the ratio of the primary, secondary, and tertiary industries in China is 1:5:4 ) and the growth in the economy is heavily dependent on the secondary industries, especially on the industries with high-energy consumption and high pollution. The CO 2 emissions of the secondary industries are much more than those of the primary and tertiary industries. Therefore, we expect the coefficient of this variable to be negative. RD is defined as the ratio of research and development (R&D) expenditure to GDP. R&D inputs can affect CO 2 intensity in two respects. On the one side, based on the endogenous growth theory, the advancement of technology (say, low-carbon technology) improves the utilization of natural resources, so the resources could be saved and recycled. From this point of view, science and technology innovation has a positive effect on the reduction in CO 2 intensity. On the other side, R&D expenditure might increase CO 2 emissions because the main concern of science and technology innovation is to increase output rather than to reduce CO 2 emissions. Therefore, the relationship between R&D and CO 2 intensity is also ambiguous.
The data on the aforementioned variables, including GDP, POP, and SEC, are obtained from the China Statistical Yearbook which is compiled by China Statistical Press. The FDI data come from the Database of CEIC, which is an euromoney institutional investor company that provides the most expansive and accurate data insights into both developed and developing economies around the world. The R&D expenditure data are taken from China Statistical Yearbook on Science and Technology. The variables used in the empirical model and their summary statistics are presented in Table 1 .
Findings
Before reporting the base empirical results are shown in Table 2 , we conducted the panel unit root tests [Levin et al. 2002 , Im et al. (2003 , and Phillips and Perron (1988) ] for the explanatory variables in this study. We found in general that GDP and FDI are I(1) processes, while SEC and RD are I(0) processes. So eventually we assumed all variables are generated by a stationary process in time given these mixed results and to avoid complications. Beginning with the static panel regressions in Table 2 , the Hausman test Identifying the determinants and spatial nexus 1657 statistics (21.38, p = 0.000) indicates that fixed effects model (FEM) is preferred to the random effects model. The coefficient regression results show that the coefficients of GDP, GDP squared (GDP2), and GDP cubed (GDP3) are, respectively, negative, positive, and negative. Besides, all estimates are statistically significant at the level of 1 %.
This result suggests that CO 2 emission intensity and GDP are nonlinearly related, which is expected. Specifically, they have an inverted N-shaped relationship rather than an inverted U-shaped relationship or a linear relationship. Yet, population size and R&D are found to have neither positive nor negative effects on CO 2 emission intensity. Besides, a higher share of the secondary industry is negatively associated with CO 2 emission intensity. Certainly, this conflicts with theory. This is because the FEM model does not take into account the endogeneity and dynamic attributes of the data. Turning attention to the dynamic panel model (i.e., the system-GMM model) in Table 2 , the system GMM model accounts for endogeneity, but ignores spatial interactions across jurisdictional CO 2 emission intensities. The system GMM results are generally more plausible than those from FEM, as evidenced by diagnostic tests for autocorrelation and Hansen test for over-identification. Furthermore, the lagged parameter of CO 2 emission intensity is positive and statistically significant, suggesting evidence of dynamic nature of CO 2 emission. GDP terms now have smaller (in absolute value) relationship with CO 2 emission intensity than was suggested by the FEM estimates. In addition, share of the secondary industry is positively associated with emission intensity, R&D is negatively related to emission intensity. These results are expected, while the negative and statistically significant coefficient estimate for population size seems unexpected. Yet, like the FEM model, the system-GMM model has problems of model specification. Particularly, the system-GMM estimates suffer from omitted variable bias due to ignorance of spatial spillovers effect (or spatially lagged dependent variable), as evidenced by Moran's I Moran (1950) and robust LM tests for spatial autocorrelation ( Table 2) .
The last column of Table 2 shows the fully-specified spatial system-GMM results, which are obtained using the STATA modules written by Emad Shehata (http://emad stat.110mb.com/ stata.htm). The error term's first-order serial correlation test, second-order serial correlation test, and Hansen over-identification test indicate that the system-GMM does not have the misspecification problem and that the instrumental variables selected are indeed exogenous. Meanwhile, economic theory rarely gives us information about the lag length (Y t-1 , Y t-2 ), which is usually determined empirically. Since our diagnostic test statistics indicate we pass all the tests, specification of a lag = 1 is sufficient to give us consistent estimators. Indeed, the likelihood-ratio test result (not shown) shows that the likelihood value of the model specification with lag = 1 is slightly larger than that with lag = 2, which again confirms our choice of lag length. The coefficient estimates for the CO 2 emission intensity equation now reflect some major Absolute t values are in parentheses. The corresponding p values are in square brackets. ***, **, and * stand for the statistical significance at the level of 1, 5, and 10 %, respectively. Spatial fixed or random effects are compared using Hausman's specification test that is developed by Lee and Yu (2010) changes from non-spatial system-GMM and some main results are summarized as follows. First, the spatial lagged coefficient q is positive and statistically significant at the 1 % level, which indicates that the CO 2 intensities in the neighbouring provinces have a positive impact on one's own province's CO 2 intensity. Specifically, as the CO 2 intensity in the neighbouring provinces rises on (spatial) average by 1 %, ceteris paribus, the CO 2 intensity in the province of interest would rise by 0.03 %.
Second, the inverted N-shaped relationship remains valid between CO 2 intensity and GDP. Such finding is not in line with the EKC literature, but is consistent with Moomaw and Unruh (1997) , , and Yu et al. (2011) . Yet, a noteworthy change from the non-spatial model (FEM, or system GMM) to the spatial system-GMM model is that GDP terms now have smaller (in absolute value) relationships with CO 2 emission intensity than was suggested by the FEM or system GMM estimates.
Third, like the system-GMM estimate, a higher share of the secondary industry is positively associated with CO 2 emission intensity. This finding is predicted by theory as China's economy is heavily dependent on secondary industries, such as steel and iron, aluminium smelting, cement, chemicals, and transportation industries, and these industries are also the ones that emit the most CO 2 .
Fourth, R&D remains to be statistically insignificant at the 10 % level, implying that technological innovation has no obvious effect on provincial CO 2 intensities. This result is beyond our expectation. The potential reasons can be threefold: first, all levels of government are the leading forces of R&D investment in China, some so-called 'science and technology achievements' fail to be converted into production; second, the ratio of R&D expenditure to GDP may not be a good measurement of technological innovations; and third, in the extensive economic growth stage, R&D expenditure in China increased the CO 2 emissions because the main concern of science and technology innovation is to increase output rather than to reduce CO 2 emissions. Hence, these factors combined make the overall effect of R&D on provincial CO 2 intensities insignificant.
Fourth, population size remains to be negative and statistically significant at 1 % level. The negative effect of population size, which seems puzzling at a first glance since it is usually believed that more population leads to more energy consumption direct or indirectly and hence more CO2 emission (intensity), could imply that population size is associated with some agglomeration force that could improve the production efficiency which leads to a reduction in emission intensity of carbon dioxide. However, another noteworthy change is that the coefficient on population size from the spatial system-GMM estimation decreases by almost three fold (from -3.54 to -1.28), suggesting that system GMM without accounting for spatial dependence overestimates the population effect.
Last, most notably, FDI is now inversely related to CO 2 intensity. As mentioned, the effect of FDI on CO 2 intensity is theoretically ambiguous, as, on the one side, FDI may reduce local CO 2 intensity by introducing advanced technologies which help to improve the efficiency of energy consumption; whereas, on the other side, FDI transfers some overseas high energy consumption industries to China, which increases the overall consumption of energy and raises CO 2 intensity. The empirical findings show that the latter effect of FDI on CO 2 intensity dominates the former. This result is consistent with Yu (2012) .
The striking changes from the FEM and system-GMM to the spatial system-GMM model point to the adequacy of accounting for dynamic factor, endogeneity, spatial autocorrelation, and spatial heterogeneity jointly.
Conclusions
Using a panel data set of 30 provincial units from 1998 to 2010, this study examined the determinants and spatial nexus of the provincial CO 2 intensities in China by estimating a spatial dynamic panel (system-GMM) model. The dynamic factor, spatial dependence, and spatial heterogeneity of the provincial CO 2 intensities are rarely examined together in the existing literature. In this paper, we found that provincial CO 2 intensities are spatially dependent, CO 2 intensity is increasing from the eastern regions to the western regions, and the spatial agglomeration effects are obvious. In particular, we found that CO 2 intensities are spatially correlated across provinces, and the correlation tends to increase over time. The Moran's scatterplot shows that most provinces appeared in the first (HH) and the third (LL) quadrants, which also reveals the spatial dependence, as it can be seen that provinces in the same quadrant are the ones that are geographically proximate to each other (e.g., provinces in the Yangtze River Delta region, provinces in the Pearl River Delta region, and Gansu, Ningxia, Inner Mongolia, and Xinjiang provinces).
China's CO 2 intensity target that reducing the carbon emission by 40-45 % in 2020 compared to 2005 is a big step in the right direction and it provides the right incentives for future improvements in reducing emissions. Several policy suggestions on reducing CO 2 intensity can be drawn based on our empirical results. First, imposing a pollutant tax. Although energy or carbon tax is suggested by numerous literatures, it can be a two-edged sword. On one hand, it contributes to reducing the demand of coal and other energies that helps to cut down the CO 2 emissions. On the other hand, it has negative impact on energy-intensive industries as well as the macro-economy. Wei and Glomsrod (2002) pointed out that if the government levy USD5 per ton of carbon as tax, the CO 2 emission would be reduced by 0.21 billion; meanwhile, the GDP would drop by 29 billion Chinese yuan in 2020. In other words, the cost of reducing one ton of carbon emission is about 496 Chinese yuan (USD82.67) which is much higher than USD5 0 s tax. Our finding of inverted N-shaped relationship between CO2 intensity and GDP shows that the environment can actually benefit from the growth of GDP. Thus, it is preferable to levy tax based on pollutant directly, which is more efficient and relatively less harmful to the economy. Also, we consider a progressive tax rate increment with a low initial tax rate will mitigate the negative effects of tax on the economy. Furthermore, to compensate for the loss in GDP resulted from pollutant tax, we suggest the central and local governments recycle the tax revenue by cutting down energy-intensive industry's production tax. In this case, pollutant tax brings a ''double dividend'' (improvement both in environment and economic efficiency).
Second, the spatial dependence found in the study implies that transboundary pollution associated with CO 2 emissions is potentially a real issue. This regional pollution problem is further complicated by the fact that the coal consumed in some provinces is imported from other provinces. The regional plans to reduce emissions then must inevitably involve energy trading. It is possible that neighbouring provinces may develop cooperative initiatives to reduce emissions. Taking the CO 2 emission quota as an example, central government should allocate the quota across provinces based on the provincial factor endowments and allow for quota transactions among provinces. The western/middle provinces have relatively larger CO 2 emissions because most of the energy-intensive industries are located there, so those provinces should have more quotas. Local governments should make good use of their comparative advantages to improve energy utilization, which can not only lower the local CO 2 intensity, but also achieve extra benefits by selling unused quotas.
Third, optimizing the industrial composition by enhancing the development of green industries and constraining the development of high-carbon consumption industries. Meanwhile, positively developing the environmental friendly alternative energy sources, such as solar energy, wind energy, and hydro energy.
Fourth, enlarging the R&D investment aiming at recycling CO 2 emissions besides improving energy efficiency and reducing CO 2 emission. We suggest governments of all levels earmark the pollutant tax revenue as the R&D fund that is used exclusively for CO 2 emission recycling and reduction. We also recommend that governments should facilitate the cooperation between energy-intensive industry and local universities as well as other research agencies to make a fully use of their comparative advantage in research. Besides, governments should set up a supervision division to guarantee the transfer of the research achievements into productivity.
Last but not least, fostering enterprises' low-carbon production and creation consciousness. Using proper policies to guide the enterprises to make correct choice between the low-carbon technique and traditional business, as well as between the short-run profits and long-run development. Moreover, encouraging the citizens to engage in energy-saving and emission-reduction activities and constructing an intensive, economical, and ecological development trajectory. The bottom line is that these policies, regulations or initiatives need to start being developed soon. Nonetheless, China's carbon intensity target still leaves room for even more ambitious action.
