Now-a-days Cluster computing has become a crying need for the processing of large scale data. For computing large amount of data, which need huge execution time, the run time can be reduced using multiple processors and task distribution through cluster computing. It is the technique of sharing two or more computers' resources through a network (usually through a local area network) in order to take advantage of the parallel processing power of those computers. Clusters of computers are usually deployed to improve processing speed and/or reliability and scalability over that provided by a single computer. In this paper we proposed a High Performance computing approach on Linux platform (Ubuntu) using Parallel Programming environment with the collaboration of multiple nodes for large scale computational work.
INTRODUCTION
Cluster computing is very useful not only in the large scientific and engineering projects but also in various business and commercial use. A large number of research organization and communities using cluster computing environment to carry out their sheared data resource out come. Clustered computer is a set of computers dedicated to a network designed to capture their cumulative processing power for running parallel-processing applications.
In cluster system there is a server node and one or more client nodes. Clustered computers are specifically designed to take large programs and sets of data and subdivide them into component parts, thereby allowing the individual nodes of the cluster to process their own individual chunks of the program and finally collecting the result as a whole. However the use of the processing power of clustered computers remains to be as a challenge for the users due to the complexity involved in the creation of the application and deployment of distributed computational resources.
Here we present a computational environment, where we can use any number of processing resource extensively and thus can improve the performance. Since we are talking about the speed and scalability, we can use a diskless clustered environment with the collaboration of message passing interface (MPI) through which we can add as many diskless node (a computer with no hard disk) as we can and maintain them centrally through a root node for getting more processing speed. Hence we can improve processing speed as well as scalability and have the parallel programming scope with the use of MPI. This paper is organized as follows: section 2 discusses the related works and section 3 shortly discusses Diskless Cluster architecture, section 4 describes the problem scope of programs that require huge computational power, section 5 discusses the proposed solution, section 6 illustrates the experimental evaluation and performance analysis with some examples. We conclude in section 7.
RELATED WORKS
In our short survey we found several projects that are related to the work described in this paper. The Kerrighed [14] Cluster, Mosix [13] cluster, Beowulf [14] cluster, Clustermatic [15] efforts, Warewulf [20] project and so on.
In the online documentation of Kerrighed cluster they showed the way to build a diskless environment in Linux. But it does not include any way to parallel processing.
On the other hand in the online documentation of Warewulf project they showed how to best build a disk-less cluster. But it also does not include any documentation or experiment done with parallel programming.
The Clustermatic efforts, at Los Alamos National Labs (LANL) showed a way of minimizing the system environment that runs on the compute nodes. It requires kernel modifications and uses a static ram-disk for shared libraries.
Beowulf is a programming model for parallel computation. It needs distributed application programming environments such as PVM (Parallel Virtual Machine) or MPI (Message Passing Interface).
MOSIX is a software package that was specifically designed to enhance the Linux kernel with cluster computing capabilities. It is a kernel implementation of process migration. It runs best when running plenty of separate CPU intensive tasks. But its big drawback is shared memory, like Beowulf. For applications running they use shared memory. So there will not be any benefit from Mosix and Beowulf because all processes accessing said shared memory must resided on the same node.
Clusters are used where tremendous raw processing power is. Clusters use parallel computing to reduce the time required for a CPU intensive job. The workload is distributed among the nodes that make up the clusters and the instructions are executed in parallel. More nodes mean faster execution and less time taken. But no one projects that we found during our survey shows an experimental results of MPI implementation on a diskless cluster. They didn't show how to combine a parallel processing implementation to a diskless cluster server to gain processing in parallel and what is the result or performance of those. In our work we tried to give an overview of how a high performance diskless cluster system works with an MPI implementation on Linux (Ubuntu) by showing the comparisons of execution times with different numbers of processes on different number of nodes.
DISKLESS CLUSTER OVERVIEW
The architecture of the cluster computing system is shown in Figure 1 . A cluster consists of a collection of interconnected stand-alone computers working together as a single, integrated computing resource. A computer node can be a single or multiprocessor system PCs, workstations, I/O facilities, and an operating system. A cluster generally refers to two or more computers nodes connected together. The nodes can exist in a single cabinet or be physically separated and connected via a LAN. An interconnected LAN-based cluster of computers can appear as a single system to users and applications.
Fig 1: Cluster computing architecture
Such a system can provide a cost effective way to gain features and benefits fast and reliable services that have historically been found only on more expensive proprietary shared memory systems.
In Diskless cluster system client systems do not need a local file system or any storage device to boot and run. This system consists of a cluster server and one or more cluster clients all attached to a network. Each computer in the cluster is referred to as a cluster node or cluster member. The client nodes boot and load their operating system from the cluster server and obtain their root file systems from their server. Figure 2 shows a diskless cluster system scenario.
Fig 2: Diskless cluster system
The simplest way to achieve this is to use a NFS server with the collaboration of PXE, DHCP, TFTP and SSH server configured to host the generic boot image for the single system image cluster nodes.
NFS (Network File Sharing) is a distributed file system protocol allowing a user on a client computer to access files over a network in a manner similar to how local storage is accessed. Since it is completely diskless boot, the client computer must have a network-bootable (PXE) network card. Wireless will not work, with exception of a wireless-toEthernet external bridge. Many motherboards have a PXEcompatible Ethernet card built in, but you will need to enable support in the BIOS.
PXE (Preboot Execution Environment) allows computers to boot up remotely through a network interface. PXE enables a client machine to boot from a server independent of the hard disks and installed operating system. TFTP (Trivial File Transfer Protocol) is intended to be used when bootstrapping diskless systems. The virtual machine running Linux listens on TFTP and NFS servers to provide a bootable kernel image and a mounted root file system respectively for the diskless client. The development time is reduced as we need not reinstall the kernel and/or root file system every time on the target. We develop device drivers and kernel code on the host and simply reboot the target to load and test. To allow multiple clients to bootstrap at the same time, a TFTP server needs to provide some form of concurrency. Because UDP does not provide a unique connection between a client and server (as does TCP), the TFTP server provides concurrency by creating a new UDP port for each client. This allows different client input datagram to be demultiplexed by the server's UDP module, based on destination port numbers, instead of doing this in the server itself.
DHCP (Dynamic Host Configuration Protocol) is a network configuration protocol for hosts on Internet Protocol (IP) networks. Computers that are connected to IP networks must be configured before they can communicate with other hosts. The most essential information needed is an IP address, and a default route and routing prefix. DHCP eliminates the manual task by a network administrator. It also provides a central 
PROBLEM SCOPE OF PROGRAMS THAT REQUIRE HUGE COMPUTATIONAL POWER
Now a day, for research purpose and providing upgraded technology we need high computing performance. For various scientific calculations and bioinformatics research, we need high performance computing system.
Bioinformatics is a great upcoming research area which needs a huge processing of data. In this field of computation researchers take a very large sequence of data like gene sequence or other features of any species or organ as input.
Then process them and have the desired output, which takes a long time to execute and give the total result.
On the other hand in case of security issue prime numbers are used in a large scale. But producing a random prime number of a large length is very time consuming through a single computer.
For searching a data in a huge database, it takes huge time for executing a single query while traversing through the whole large database.
For various scientific research issues, huge calculation is needed. These types of calculation needs large scale data processing which leads to the need for large amount of processing power.
The above computation programs don't need huge storage capacity. It only needs a large and fast processing of data. A Diskless cluster computing environment can give one the facility of having the above types of computation. The advantages of this type of system are: ease of administration, efficient sharing of resources, power saving and so on. Physically-unsecured systems contain no data after they are powered off. Diskless operation ensures this element of security. Diskless computer's booting from the same file system makes homogenous computing environment which is suitable for cooperative computation. It has centralized storage and control. It is easy to install, update and reconfigure. Diskless nodes are typically ordinary personal computers or workstations with no hard drives supplied, which means the usual large variety of peripherals can be added. For distributed load and peripheral support this system is very comfortable.
PROPOSED SOLUTION
Among many parallel computational models, message-passing has proven to be an effective one. This approach is used in today's most demanding scientific and engineering application related to modeling, simulation, design, and signal processing, bioinformatics and many more scientific research works. Message Passing Interface is a standardized and portable message-passing system designed to function on a wide variety of parallel computers. The standard defines the syntax and semantics of library routines and allows users to write portable programs in various programming languages like C, C++, Perl, Python etc.
MPI provides a simple-to-use portable interface for the user. It is a communication protocol used to program parallel computations on different computers. It is a messagepassing application programmer interface, together with protocol and semantic specifications for how its features must behave in any implementation. MPI's goals are high performance, scalability, and portability. MPI remains the dominant model used in high-performance computing today.
So we can use MPI implementation for distributed parallel programming on two or more diskless nodes. We can use it for dividing the computational task or data or program into different chunks called process and collecting the results from those processes and finally having the total desired result. MPI does the inter communication among various processes and combine the outcome from different processes running on different nodes.
So the combination of Diskless cluster computer and MPI gives us the opportunity to have the high performance computing environment. Diskless cluster system provides two or more processors with centralized file system booted from the root or cluster server to have large processing power and MPI gives the facility to have the parallel programming capacity to use the processing power of those attached nodes by dividing the task into different processors. Diskless cluster server allows us to add as many nodes as we wish since the boot file system is centralized on the server and nodes are being booted from that file system. Hence we can have the high performance computing system with speed-up and scalability option.
EXPERIMENTAL RESULT AND PERFORMANCE ANALYSIS
An experiment environment has been setup with 16 nodes. The configuration of the server computer is given in Figure 3 and the configuration of connected nodes is given in Figure 4 .
Three different application programs written in python have been used to evaluate the performance comparison. In our implementation, all the applications take an integer as input and give a number of integers as output. At first, we developed each program with normal syntax of python. Then we apply MPI with every program. We use mpi4py-1.3 with the collaboration of openmpi-1.4.3(a MPI2 implementation) to make a normal python program MPI enabled.
In all applications, same input is used to compare between them. We will show the performance comparisons in the context of a multiple process and also in the context of multiple nodes. These cases will give us an overview of how diskless cluster with parallel processing approach effects in case of a process and in case of nodes. Here we have shown different performance comparisons where our proposed approach gives fruitful performance in almost every case.
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In the context of Multiple Process
This section gives an overview how the MPI improves performance by decomposing a task into several small segments. Here we give the comparisons between the performance of a normal application program with no MPI enabled and the modified MPI enabled implementation with various numbers of processes.
Message Passing Interface (MPI) divides the computational task into several chunks called process so that the total computation can be divided into several segments and each process can be computed independently and at last MPI collects the results from different processes and give the outcome as a whole.
Test case 1
In this test module we used our first program. We showed how much time our first normal regular syntax program with no MPI enabled takes to finish in the Server computer and how much time that program with MPI enabled takes to finish in the same Server computer. This section also shows the comparisons between the times taken by the MPI implementation with multiple processes. 
In the context of Multiple Nodes
This section gives an overview how multiple nodes improve performance with the collaboration of MPI. Here we give the comparisons among the performance of a modified MPI enabled program implementation with various numbers of processes on various numbers of nodes. Here we use number of node=number of process and "Head node" to indicate the server node.
Message Passing Interface (MPI) divides processes into different nodes so that the total computation can be divided into several processors. Here our nodes are different CPU with no storage system attached.
Test case 1
In this test module we used our first program. The following table shows comparison of execution times for different numbers of processes being processed on different processors. This paper focused on the high performance computing architecture of the Diskless Cluster system. It also focused on the parallel processing on multiple processors/nodes via the master node and ability to have higher performance through MPI. This paper shows the comparison of execution times taken to execute a program between a single computer and multiple nodes attached, through parallel processing. It focused to the easy way to do the parallel computing of large scale data with diskless cluster computing environment.
As we get better performance by using diskless approach with the collaboration of MPI, so we can propose that this mechanism can be used to compute large scale data which needs huge processing power. Thus it can push the Cluster computing one step further.
Our future plan is to modify this high performance system to a high availability cluster system, so that power failure to any of the node or any kind of hardware failure can be recovered and the other nodes can complete the incomplete task of the dead node.
