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Introduction
Let Ω ⊂ R N be a bounded smooth domain. Consider the following non-autonomous nonlinear reaction-diffusion equation (1.4) where > 0, X α is the fractional power space associated to the operator . This type of solution is also called an -regular mild solution in [6] .
Elliptic and parabolic problems with the nonlinearity analogous with the one of (1.1) have drawn much attention. After the work [5] , authors in [20] studied the existence, nonexistence and multiplicity of solutions for the problem (1.5) where Ω is a bounded domain in R N , λ is a parameter and the exponents p and q satisfy 0 q < 1 < p with p 2 * − 1 if N 3, p < ∞ if n = 1 or 2. Here 2 * := 2N/(N − 2). Let σ q = (
) ,
) . With some assumptions, they proved that if a(x) ∈ L τ q (Ω) with τ q > σ q and b(x) ∈ L τ p (Ω) with τ p > σ p , then (1.5) has at least two solutions v and w; and if a(x) ∈ L σ q (Ω) and b(x) ∈ L σ p (Ω), then (1.5) has no solution. For the parabolic problem, authors in [1] 
and u 0 0, the estimates of positive solutions of (1.6) with a(x) ∈ C (Ω) and the blow-up of solutions of (1.6) with a(x) ∈ C 2 (Ω) have been studied respectively in [36] .
it has been proved in [28] that there exists a unique positive solution
( 1.7) of (1.6) with u 0 ∈ L r (Ω), 1 r < ∞, and u 0 γ d Ω , where γ is a positive constant, d Ω = dist(x, ∂Ω).
Authors in [38] analyze the dynamics of the following non-autonomous nonlinear parabolic model problem
u(s) = u s , (1.8) where Ω is a bounded domain in R N and f (t, x, u) : [38] . For other studies, see [4, 37, 42] . It is natural to consider problem (1.1) with general nonlinearity satisfying (1.2)-(1.3).
To investigate the behavior of solutions of (1.1) when time tends to infinity, the first task is to study the well-posedness of the problem. The autonomous case, study has been considered extensively.
When the initial data u(0) ∈ L r (Ω) and − f (x, u) = |u| ρ−1 u, after the work of [34, 46, 47] , authors in [13] obtained the local existence and uniqueness of the solution of (1.6) in the sense of (1.7). In [6] , authors studied the abstract parabolic problem [7, 8, 23, 24, 37, 42] .
To obtain the existence of uniform attractors in L r (Ω) for the family of processes corresponding to (1.1), higher regularity of solutions of (1.1) than the results in [13, 28] is needed. Since the nonlinearity f (x, u) and external force g(x, t) of (1.1) depend on x, and g(x, t) belongs to L p loc (R; X), which is equipped with the local p-power mean convergence topology different from the topology of X α associated to linear operator , − f (x, u) + g(x, t) is not an -regular map, and the abstract results for (1.10) in [6] cannot be applied directly to system (1.1). To overcome this, we decompose system (1.1) into a linear system and an autonomous nonlinear system. Using some estimates for the solution of the linear systems, we show that there exists a unique -regular solution for the nonlinear system, and get the local existence and regularity of solutions of (1.1) when the initial data belongs to L r (Ω) and W 1,r (Ω), respectively.
There are papers both on the existence of attractors for autonomous evolution equations, e.g. [9] [10] [11] [12] 22, 25, 32, [39] [40] [41] 43, 44, 48] , and on the existence of uniform attractors for non-autonomous evolution equations, e.g. [16] [17] [18] [19] [29] [30] [31] 33, 45] This paper is organized as follows: in next section, we give some definitions and recall some results which will be used in the following sections; in Section 3, we consider the well-posedness of ( 
Preliminaries
Let Ω be a bounded smooth domain. Denote by H s q (Ω) the Bessel potential spaces and
, the standard SobolevSlobodeckii spaces, whenever q = 2 and s ∈ R, or q > 1 and s is an integer. See details in [2, 3] .
We summarize some well-known embeddings as follows: 
See details in [26, 35, 41] . We recall the following compactness theorem (see [16, 
with the norm
Then the following embedding is compact: 
Consider a non-autonomous evolution equation of the type We supplement Eq. (2.4) with an initial data at t = τ , τ ∈ R:
where E is a Banach space, E 1 ⊆ E ⊆ E 0 . Assume that for any symbol σ (s) ∈ Σ , Σ ⊂ Ξ is a parameter set, problem (2.4)-(2.5) is uniquely solvable for each τ ∈ R and arbitrary u τ ∈ E. Let also u(t) ∈ E for any t τ . Thus, u(t) can be represented in the form 
Note that the following translation identity is valid for the family of processes U σ (t, τ ), σ ∈ Σ , generated by a problem, which is uniquely solvable, and for the translation semigroup {T (h) | h 0}: For its properties, see details in [21] . Let B t
Definition 2.3. A family of processes {U σ (t, τ )}, σ ∈ Σ , is said to be uniformly (with respect to (w.r.t.) σ ∈ Σ ) ω-limit compact if for any τ ∈ R and B ∈ B(E), B t is bounded for every t and lim t→∞ κ(B t ) =
0.
A set B 0 belonging to E is said to be uniformly (w.r.t. σ ∈ Σ ) absorbing for the family of processes {U σ (t, τ )}, σ ∈ Σ , if for any τ ∈ R and every B ∈ B(E), there exists t 0 = t 0 (τ , B) τ such that
A set P belonging to E is said to be uniformly (w.r.t. σ ∈ Σ ) attracting for the family of processes {U σ (t, τ )}, σ ∈ Σ , if for an arbitrary fixed τ ∈ R and any B ∈ B(E),
Here dist E (X, Y ) denotes the Hausdorff distance from the set X to the set Y in the space E:
We now introduce the notion of the uniform attractor A Σ .
Definition 2.4.
A closed set A Σ is said to be the uniform (w.r.t. σ ∈ Σ ) attractor of a family of processes {U σ (t, τ )}, σ ∈ Σ , if it is uniformly (w.r.t. σ ∈ Σ ) attracting (attracting property) and is contained in any closed uniformly (w.r.t. σ ∈ Σ ) attracting set A of the family of processes {U σ (t, τ )}, σ ∈ Σ : A Σ ⊆ A (minimality property).
To describe the general structure of the uniform attractor of a family of processes, we need the notion of the kernel of a process. A curve u(s), s ∈ R, is said to be a complete trajectory of the process
(2.6) Definition 2.5. The kernel K σ of the process {U σ (t, τ )} consists of all bounded complete trajectories of the process {U σ (t, τ )}:
The set
is called the kernel section at time t.
The following existence result for uniform attractors can be founded in [31] .
Theorem 2.3. Let Σ be a subset of some Banach space, and let T (t) be a continuous invariant (T (t)Σ
= Σ ) semigroup on Σ satisfying the translation identity. A family of processes {U σ (t, τ )}, σ ∈ Σ , possesses a com- pact uniform (w.r.t. σ ∈ Σ ) attractor A Σ satisfying A Σ = ω 0,Σ (B 0 ) = ω τ ,Σ (B 0 ), ∀τ ∈ R if and only if it (i) has a bounded uniformly (w.r.t. σ ∈ Σ ) absorbing set B 0 ; and (ii) is uniformly (w.r.t. σ ∈ Σ ) ω-limit compact.
Moreover, if Σ is a weakly compact set, the family of processes
Here, Σ 0 is the weak closure of Σ and
3. Well-posedness of (1.1)
The linear operator A =
with Dirichlet boundary conditions in a bounded and smooth domain 
By the standard duality arguments, (2.1) and (3.2) imply that
which is the unique solution of (1.1) in the sense of (1.4) . This solution is a classical solution and satisfies
Furthermore, the time of existence is uniform on any bounded set (resp. compact set) S of L r (Ω).
We first establish the following two claims.
Proof of Claim 1. Since
, we know that there exists γ ( ) such that (3.10) holds and
Choosing m > 1 such that
From (3.9) and (3.13) we have (3.14) which implies that (3.11) holds.
By similar arguments, we get (3.12). 2
Claim 2. For any t
Proof of Claim 2. From (2.2) we get that
−qθ e qs ds
Note that the solution u(t) of (1.1) can be decomposed into the sum
where v(t) and w(t) solve the problems
and
respectively, where
By Claim 2, as in the proof of Theorem 1 of [6] , the linear equation (3.15) has a unique solution v(t) in the sense of (1.4) such that
with 0 < θ < 
for some satisfying (3.5). Therefore,
and u(t) is the unique solution of (1.1) in the sense of (1.4).
By Claim 2 and Theorem 1 of [6] , we obtain (3.6)-(3.8). This completes the proof. 2
Local existence of solutions of (
resp., 
, (3.21) which is the unique solution of (1.1) in the sense of (1.4) . This solution is a classical solution and satisfies
Furthermore, the time of existence is uniform on any bounded set (resp. compact set) S of W 1,r (Ω). 
The rest of the proof is similar to that of Theorem 3.1. The proof is completed. 2
, and for u 1τ , u 2τ ∈ B(u τ , R),
. Similar dissipative conditions are also introduced in [7, 22, 44, 48] , specially in [7] .
Existence of attractors in
For a fixed external force g 0 (t) :
(R; X), consider the following translation:
where T (h), h ∈ R, is the translation operator. Denote by Using the fact that p > 2 and Young's inequality we obtain Thus, the family of process {U g (t, τ )}:
g(x, t), u(t) g(x, t) u(t)
is well defined, where u(t) is the solution of (1.1). Let
(4.7) also implies that the family of processes possesses a uniformly absorbing set
Since p > 2, by the regularity of solutions of (1.1) obtained in Theorem 3.1, we can choose θ = 1 2 such that
is also a uniformly absorbing set and bounded in V . By standard Sobolev compact embedding, we know that the family of processes {U g (t, τ )}, g ∈ H H (g 0 ), is ω-limit compact in H and possesses a compact uniform (w.r.t.
be the solutions of the equation 
(4.12)
Since the operator A is an isometry between V and V , from (4.11) and (4.12) we have
Similar to the derivation of (4.7), together with (4.12)-(4.13), we obtain that (4.14) where R τ = [τ , ∞). Using Theorem 2.1, we know that
Therefore, by taking, if necessary, a subsequence (which we still denote by u n (t)), In particularly, as n → ∞,
(4.17)
Taking n → ∞, we obtain the equality
in the distribution sense of the space D (R τ ; V ). Thanks to (4.15), using Theorem II.1.8 of [16] , we get that u(t) ∈ C ([τ , T 0 ]; H) for any T 0 > 0, which implies that u(τ ) = u τ , since u τ n → u τ strongly in H . Now, we show that w(t) = f (x, u(t)), which implies that u(t) is the solution of (1.1), and by uniqueness, u(t) = u(t). Due to the strong convergence in (4.16), we can extract a subsequence of {u n (t)} (which we still denote by u n (t)) such that
where C 11 is independent on n. Similar to the proof of Lemma I.1.3 in [27] , we obtain that
Finally, by the strong convergence of (4.15), we get that for almost every t τ , u n (t) converges strongly to u(t) in H . Therefore,
It follows from (4.15) that { u n (t), υ } is uniformly bounded. For all υ ∈ C ∞ 0 (Ω) and t 1 0, by (4.17)
we have
which implies that { u n (t), υ } is locally equicontinuous. Thus, by (4.15) again, 
In this case, the theory of Hilbert spaces cannot be used. We need other dissipative conditions instead of (4.1). Assume that Using (4.19), we have
Using Lemma 2.2 and (4.2), we obtain that
2 r(t−τ )
Therefore, problem (1.1) generates a family of processes
Moreover, let
, (4.24) where B 0 is the uniformly (w.
Proof. By the fact that p > 2 and the regularity of solutions of (1.1), choosing θ = , we know that
is also a uniformly absorbing set and bounded in W 
acting in L r (Ω). This implies that the family of processes {U g (t, τ )} possesses a uniform attractor
To show (4.24), by Theorem 2.3, we only need to check the weak continuity of the family of processes
Let u n (t) and u(t) be the solutions of (4.10) and (1.1), respectively. Choosing 0 < 1 2 and γ ( ) 1 2 as in Claim 1 of the proof of Theorem 3.1, we have
(4.27) By (4.25)-(4.27), we obtain that
Thus, by the fact
we obtain that 
Suppose that the nonlinear function f satisfies the following conditions:
where c 1 is a positive constant such that c 1 < Therefore, this brings some difficulties in priori estimates on solutions. To overcome this, using standard Faedo-Galerkin method, we first show that there exists a new type of solutions of (1.1).
) is a solution of (1.1) in the sense of (1.4), and
is the weak solution of (1.1). 
Proof of Claim
(5.5)
Note that the third term on the left-hand side of (5.5) can be rewritten as 6) and by (5.1),
The term on the right-hand side of (5.5) satisfies
(5.8)
(5.10)
Thus, applying Gronwall's inequality to (5.10) and integrating (5.9) from τ to T , respectively, we obtain
Similar to the proof of (4.8), we obtain the result.
The proof is similar to Lemma 3.1 in [31] . 
, (5.11) where B 0 is the uniformly (w.r.t. g ∈ H H (g 0 )) absorbing set in V .
Proof. Taking the scalar product in H of (1.1) with − u, we have that 
Thus, the family of processes {U g (t, τ )}, g ∈ H H (g 0 ), acting in V is well defined. This estimate also implies that the set
is the uniformly (w.r.t. H H (g 0 )) absorbing set, where
Taking the scalar product in H of (1.1) with − u 2 , proceeding as in the derivation of (5.12), we have
(5.13)
(5.14)
By (5.1) and (5.14), proceeding as in the derivation of (5.9), from (5.13) we get that 
Using the properties of the Kuratowski measure of non-compactness and Theorem 2.4, we know that the family of processes {U g (t, τ )}, g ∈ H H (g 0 ), corresponding to problem (1.1) has the uniform (w.r.t.
To show (5.11), according to Theorem 2.3, we only need to verify the weak continuity of the 
is the uniformly (w.r.t. g ∈ H W 1,r (Ω) (g 0 )) absorbing set for the family of processes {U g (t, τ )}.
We know from Remark 3.1 that the solutions of (1.1) cannot enter in W 2,r (Ω). However, we can obtain the existence of uniform attractor in the weakly topological space W −1,r (Ω). 
Properties of attractors
In this section, we investigate the relationship between pullback, forward attractors corresponding to problem (1.1) and uniform attractors obtained in Theorems 4.1, 4.2 and 5.2. Lots of work have been done on studying the existence of pullback attractors for non-autonomous dynamical systems, e.g. [13] [14] [15] 38, 45, 49] . Non-autonomous dynamical systems can often be formulated in terms of a cocycle mapping φ on a state space E for the dynamics in E that is driven by an autonomous dynamical system {θ t } t∈R in what is called a parameter space Σ . Let Σ be a metric space and {θ t } t∈R be a group acting on Σ satisfying:
(1) θ 0 (σ ) = σ for all σ ∈ Σ ; (2) θ t+s (σ ) = θ t (θ s (σ )) for all t, s ∈ R; (3) the mapping (t, σ ) → θ t (σ ) is continuous.
A mapping φ : R + × Σ × E → E is called a cocycle on E if it satisfies:
(1) φ(0, σ , x) = x for all (σ , x) ∈ Σ × E; (2) 
