On an Effective Class of Ballistic Random Walks in Mixing Random
  Environments by Guerra, Enrique et al.
arXiv: arXiv:0000.0000
On an Effective Class of Ballistic
Random Walks in Mixing Random
Environments
Enrique Guerra∗
Pontificia Universidad Cato´lica de Chile
e-mail: eaguerra@mat.puc.cl
Glauco Valle†
Universidade Federal do Rio de Janeiro
e-mail: glauco.valle@im.ufrj.br
Maria E. Vares‡
Universidade Federal do Rio de Janeiro
e-mail: eulalia@im.ufrj.br
Abstract: We prove ballistic behaviour as well as an annealed functional
central limit theorem for random walks in mixing random environments
(RWRE). The ballistic hypothesis will be an effective polynomial condition
as the one introduced by Berger, Drewitz, and Ramı´rez (Comm. Pure Appl.
Math, 67, (2014) 1947–1973). The novel idea therein was the construction
of several simultaneous renormalization steps, providing more flexibility for
seed estimates. For our proof, we indeed follow a similar path, and introduce
a new mixing effective criterion which will be implied by the polynomial
condition. This allows us to prove, in a mixing framework, the RWRE
conjecture concerning the equivalence between each condition (T γ)|`, for
γ ∈ (0, 1) and ` ∈ Sd−1. This work complements the previous work of
Guerra (Ann. Probab. 47 (2019) 3003–3054) and completes the answer
about the meaning of condition (T ′)|` in a mixing setting, an open question
posed by Comets and Zeitouni (Ann. Probab. 32 (2004) 880–914).
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1. Introduction
Random walk in random environment (RWRE) is a widely-studied stochastic
model. However, its asymptotic behaviour is still poorly understood when the
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underlying dimension d of the walk is larger than one, especially for the non-
i.i.d. random environment case. The article [Gue17] arose while the authors
were holding weekly seminars and opened a path to study ballistic properties of
the random walk process under weaker assumptions than the usual Kalikow’s
condition. This condition intrinsically implies ballistic nature (cf. Lemma 2.2
in[SZ99]) for the walk and was the standing assumption in previous works as
[CZ01], [CZ02] and [RA03], among others. The i.i.d. random environment case
has shown that Kalikow’s condition is not the appropriate criterion in order to
detect ballistic behaviour, indeed is stronger.
The main issue to establish a precise relation connecting local conditions on the
environment law and a given asymptotic behaviour (which might be considered
the main objective in this field) comes from the fact that under the annealed
measure the random walk process is not Markovian. The non-Markovian char-
acter, already even when the environment is endowed with an i.i.d. structure,
makes harder to use ergodic devices to handle its asymptotic laws in terms
of conditions on the random environment distribution. In turn, the loss of
Markovian property is associated to the very definition of the annealed law
as the semidirect product between quenched and environment laws. Indeed
this semidirect measure does not inherit the Markov property coming from its
quenched factor. As a result of this increasing complexity, when the environment
has a mixing-type of structure, the random walk process loses further properties.
For instance, one can show that the multidimensional i.i.d. renewal structure of
[SZ99] fails to be a regeneration in mixing environments.
Our main objectives in this article are firstly to provide an effective condition
under which ballistic behaviour is fulfilled. Secondly we derive a proof which
extends the i.i.d. conjecture in RWRE, regarding the equivalence between all of
the ballisticity conditions (T γ)|`, for γ ∈ (0, 1) and ` ∈ Sd−1, where as a matter
of definition
Sd−1 := {x ∈ Rd :
d∑
i=1
x2i = 1}.
The former aim will be essentially accomplished using diffusive controls on the
orthogonal fluctuation to the quasi-asymptotic direction of the walk process;
these controls are provided under stretched exponential upper bounds of the
unlikely walk exit from large boxes. Renormalization procedures under those
diffusive controls yield sharp inequalities for the environmental probability of
unlikely quenched events. Following Sznitman’s construction [Sz00] in a mixing
setting (cf. Section 5 in [Gue17]), these suffice to get appropriate estimates
for renewal time tails. The proof will be concluded in these terms after an
application of the functional CLT of [CZ02], which in turn, once the integrability
conditions are fulfilled, depends only on the theory of Markov chains with infinite
connections [IG80].
For the second aim we will strongly follow the proof argument given in [BDR14],
where the authors proved the so-called effective criterion starting from a class of
polynomial condition. Indeed a first target for us shall be to construct a mixing
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effective criterion, which will imply condition (T ′)|`. Afterwards, an exhaustive
use of renormalization schemes shall produce the decay required by our mixing
effective criterion, under an effective polynomial condition introduced in Section
5. Alongside, the big picture behind the proof strategy in [BDR14] is right for
our purposes, nevertheless we must be apart of their proof argument owed to
minor problems related to split quasi independent environmental events. We
present an appropriate version of that argument within the framework of mixing
random environments as it shall be explained in the corresponding section. We
start with formal developments in the next paragraph.
A d-dimensional random walk in a random environment (RWRE) evolves on the
lattice Zd, where the environmnet is specified by random transitions to nearest
neighbors at each lattice site. More precisely, let d ≥ 2 (case d = 1 is well
understood and we recommend the survey [Ze04]) be the underlying dimension,
κ ∈ (0, 1/(4d)) and consider the (2d− 1)-dimensional simplex Pκ defined by
Pκ :=
{
x ∈ R2d :
2d∑
i=1
xi = 1, xi ≥ 2κ, for i ∈ [1, 2d]
}
. (1.1)
Consider the product space Ω := PZdκ which denotes the set of environments,
endowed with the canonical product σ-algebra FΩ and fix an ergodic probability
measure P on FΩ. We use the notation | · |1 and | · |2 to denote the `1 and
`2-distance on Rd respectively; and furthermore, for A,B ⊂ Zd, i ∈ {1, 2},
the notation di(A,B) stands for the canonical `i-distance between sets A, B,
i.e. di(A,B) := inf{|x − y|i, x ∈ A, y ∈ B}. For a given environment ω :=
(ω(y, e))y∈Zd,e∈Zd,|e|1=1 ∈ Ω, x ∈ Zd, the quenched law Px,ω is defined as the
law of the canonical Markov chain (Xn)n≥0 with state space in Zd, starting from
x ∈ Zd and stationary transition probabilities given by the environment ω, i.e.
Px,ω[X0 = x] = 1
Px,ω[Xn+1 = Xn + e|Xn] = ω(Xn, e), |e|1 = 1.
The annealed law Px is defined as the semidirect product probability measure
P ⊗ Px,ω on the product space Ω × (Zd)N. With some abuse of notation we
call as well Px the marginal law under this measure of the random walk pro-
cess (Xn)n≥0. Before introducing the class of mixing assumptions that will be
considered, we recall the definition of r-Markovian field:
Definition 1.1. For r ≥ 1, let ∂rV = {z ∈ Z \ V : d1(z, V ) ≤ r} be the
r−boundary of the set V ⊂ Z. A random environment (P,FΩ) on Zd is called
r-Markovian if for any finite V ⊂ Zd,
P[(ωx)x∈V ∈ ·|FV c ] = P[(ωx)x∈V ∈ ·|F∂rV ], P− a.s.,
where FΛ = σ(ωx, x ∈ Λ).
We can now introduce two types of randomness on the environment to be
used throughout this article as standing assumptions:
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Definition 1.2. Let C and g be positive real numbers. We will say that an
r-Markovian field (P,FΩ) satisfies the strong mixing condition (SM)C,g if for
all finite subsets ∆ ⊂ V ⊂ Zd with d1(∆, V c) ≥ r, and A ⊂ V c,
dP[(ωx)x∈∆ ∈ ·|η]
dP[(ωx)x∈∆ ∈ ·|η′] ≤ exp
C ∑
x∈∂r∆,y∈∂rA
e−g|x−y|1
 (1.2)
for P−a.s. all pairs of configurations η, η′ ∈ PZdκ which agree over the set V c\A.
Here we have used the notation
P[(ωx)x∈∆ ∈ ·|η] = P[(ωx)x∈∆ ∈ ·|FV c ]|(ωx)x∈V c=η.
Definition 1.3. Let C and g be positive real numbers. We say an r-Markovian
field (P,FΩ) satisfies Guo’s strong mixing condition (SMG)C,g if for all finite
subsets ∆ ⊂ V ⊂ Zd with d1(∆, V c) ≥ r, and A ⊂ V c,
dP[(ωx)x∈∆ ∈ ·|η]
dP[(ωx)x∈∆ ∈ ·|η′] ≤ exp
C ∑
x∈∆,y∈A
e−g|x−y|1
 (1.3)
for P−a.s. all pairs of configurations η, η′ ∈ PZdκ which agree over the set V c\A.
The first condition (SM)C,g is in the spirit of the one introduced by Do-
brushin and Shlosman in [DS85]; the second one (SMG)C,g is motivated by the
work of Guo [Guo14].
It is straightforward to see that the random walk process (Xn)n≥0 under the
annealed law P0 is not Markovian (think about the first return time to the
initial position). In this framework, worst things happen under either (SM)C,g
or (SM)C,g. For instance it is direct to see that the renewal structure introduced
in [SZ99] fails to be a regeneration if g is finite, indeed it is unknown if any
regeneration structure exists at all.
For a subset A ⊂ Zd we introduce its boundary ∂A := ∂1A and the random
variable TA to denote:
TA := inf{n ≥ 0 : Xn /∈ A}.
Following the original formulations in [Sz02] for i.i.d. random environments and
as a result of Lemma 2.2, for γ ∈ (0, 1] and ` ∈ Sd−1 we can and do define the
so-called ballisticity conditions as follows.
Definition 1.4. We say that condition (T γ)|` holds, if for any positive number
b, there exists some neighborhood U ⊂ Sd−1 of `, such that
lim sup
L→∞
L−γ ln
(
P0
[
T˜ `
′
−bL < T
`′
L
])
< 0
holds, for each `′ ∈ U , where we have used the standard notation (in the RWRE
literature): for c ∈ R and u ∈ Sd−1,
Tuc := inf{n ≥ 0 : Xn · u ≥ c}, along with (1.4)
T˜uc := inf{n ≥ 0 : Xn · u ≤ c}. (1.5)
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One then defines (T ′)|` as the requirement that (T γ)|` holds, for all γ ∈ (0, 1).
Conditions that require weaker decays than the previous ones are useful in this
work.
Definition 1.5. For M > 0 we say that condition (P )M |` holds, if for all b > 0
there exists some neighborhood U ⊂ Sd−1 of ` such that
lim
L→∞
LMP0
[
T˜ `
′
−bL < T
`′
L
]
= 0, (1.6)
for all `′ ∈ U . Furthermore, for a given rotation R of Rd with R(e1) = `, real
numbers L,L′, L˜ > 3
√
d we denote a box specifications by B := B(R,L,L′, L˜) to
which we attach the box BB defined by:
BB := R
(
(−L,L′)× (−L˜, L˜)d−1
)
along with its frontal boundary part defined by
∂+BB := ∂BB ∩ {z : z · ` ≥ L′, |z ·R(ej)| < L˜∀j ∈ [2, d]}.
We further introduce and attach to B random variables:
qB := P0,ω
[
XTBB /∈ ∂+BB
]
= 1− pB and
ρB :=
qB
pB
.
We then say that the mixing effective criterion in direction ` holds and denoted
this by (EC)|` holds, if
inf
B,a
c11L˜
d−1L4(d−1)+1E [ρaB] < 1,
where the infimum runs over a ∈ (0, 1], all the box specifications B(R,L−2, L+
2, L˜) with R(e1) = `, L
4 > L˜ > L, L > c10, and where in turn c10, c11 > 3
√
d
are certain prescribed dimensional constants. As it was anticipated one of the
advantage of this criterion is its effective character, i.e. it can be checked by
inspection on a finite box.
Remark 1.6. • Notice that in Definition 1.5, the polynomial decay required
therein and the condition itself is not effective. That condition is only in-
strumental and will imply our effective polynomial condition of Definition
5.1. We would rather define this asymptotic condition instead of the effec-
tive one because is simpler and displays better the connection with condi-
tions (T γ)|`.
• We observe that in our mixing effective criterion we allow to orthogonal
dimensions be of order L4 and not L3 as usual. That flexibility was dis-
posed and will be proven (cf. Section 4) in this form to simplify the proof
of Theorem 1.7.
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Our first result is a proof of the RWRE conjecture of Sznitman [Sz02] in the
present mixing setting.
Theorem 1.7. Let M > 9d, γ ∈ (0, 1), C, g > 0 and ` ∈ Sd−1. Then the
following statements are equivalent under either (SMG)C,g or (SM)C,g:
• (T γ)|` holds.
• (T ′)|` holds.
• (P )M |` holds.
• (EC)|` holds.
Comment. The question concerning the validity of extended RWRE conjecture
on the equivalence between condition (T )|` and any of the above ballisticity
conditions, proved in [GR18] for i.i.d. environments, remains unanswered in the
mixing framework.
We now state the result regarding the annealed invariance principle.
Theorem 1.8. Let C, g,> 0, M > 9d, ` ∈ Sd−1 with g > 2 ln(1/κ) and assume
that the RWRE satisfies conditions: (P )M |`, and either: (SMG)C,g or (SM)C,g
hold. Then there exist a deterministic non-degenerate covariance matrix R and
a deterministic vector v with v · ` > 0, such that under P0; denoting by
Sn(t) :=
X[nt] − vt√
n
,
the path Sn(t) taking values in the space of right continuous functions possessing
left limits endowed with the supremum norm, converges in law to a standard
Brownian motion with covariance matrix R.
Notice that Theorem 1.7 requires an assumption concerning the mixing strength:
g > 2 ln(1/κ). Of course g can be taken arbitrary large under the assumption of
i.i.d. environment. To some extent the proof will display the minimality of this
requirement if we assume the step involved in Proposition 6.1 is an unescapable
step into the proof. On the other hand, we remark that at the same time of
our definition of scales and good boxes was made, a lesser requirement for the
polynomial condition was needed. Indeed a detailed analysis of the proof makes
us see that it actually requires a little more than M = 9d− 1.
Let us explain the structure of this work. Section 2 introduces primary prop-
erties about (T γ)|` conditions, in particular there we prove that a box version
is equivalent to the slab version given here. It is introduced as well in Section
2 the approximate renewal structure of Comets and Zeitouni [CZ01]. Further-
more, at the end of the section we lay out the schedule to follow for the main
proof. Section 3 shows that stretched exponential moments are fulfilled under
corresponding stretched exponential decays of unlikely exit events. Section 4 will
provide a construction of a mixing effective criterion implying condition (T ′)|`.
Section 5 has the purpose of introducing a polynomial effective condition, under
which the effective criterion holds, besides a proof for Theorem 1.7 is disposed
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at the end of that section. Finally in Section 6 is developed appropriate machin-
ery to get estimates for the approximate renewal time tails, and also is proven
therein Theorem 1.8.
2. Preliminaries: Basic fact about (T γ) and Approximate Renewal
Structure in Mixing Environments
2.1. On equivalent formulations for (T γ)
The target of this subsection will be to provide different formulations of the
condition (T γ)|l, for parameters l ∈ Sd−1 and γ ∈ (0, 1). This section follows
a similar analysis to Section 2.1 in [Gue17]. We begin with the definition of
directed systems of slabs.
Definition 2.1. We say that l0, l1, . . . , lk ∈ Sd−1, a0 = 1, a1, a2, . . . , ak > 0,
b0, b1, . . . , bk > 0 generate an l0-directed system of slabs of order γ, when
• l0, l1 . . . , lk generate Rd
• D = {x ∈ Rd : x · l0 ∈ [−b0, 1], li · x ≥ −bi, i ∈ [0, k]} ⊂ {x ∈ Rd : li · x <
ai, i ∈ [1, d]}
• lim supL→∞ L−γ lnP0
[
T˜ li−biL < T
li
aiL
]
< 0, for i ∈ [0, k].
For positive numbers L and L′, we introduce the notation BL,L′,l(x) to denote
the box
BL,L′,l(x) := x+R
(
(−L,L)× (−L′, L′)d−1
)
∩ Zd, (2.1)
where R is a rotation on Rd, x ∈ Zd and l ∈ Sd−1 so that R satisfies R(e1) = l
(the specific form of such a rotation is immaterial for our purposes).
Let γ ∈ (0, 1), we can prove then
Lemma 2.2. The following assertions are equivalents (the proof is given in the
Appendix):
(i) The data l0, l1, . . . , lk ∈ Sd−1, a0 = 1, a1, a2, . . . , ak > 0, b0, b1, . . . , bk > 0
generate an l0-directed system of slabs of order γ.
(ii) For some positive constants b and rˆ, and large L, there are finite subsets
∆L ⊂ Zd, with 0 ∈ ∆L ⊂ {x ∈ Zd : x · l0 ≥ −bL} ∩ {x ∈ Rd : |x|2 ≤ rˆL}
and
lim sup
L→∞
L−γ lnP0
[
XT∆L /∈ ∂+∆L
]
< 0,
where ∂+∆L = ∂∆ ∩ {x ∈ Rd : x · l ≥ L}.
(iii) For some c > 0, one has
lim sup
L→∞
L−γ lnP0
[
XTBL,cL,l0 (0)
/∈ ∂+BL,cl,l0(0)
]
< 0. (2.2)
Furthermore, as easily seen any of these conditions is equivalent to the previously
defined condition (T γ)|l0 in Definition 1.4.
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2.2. Approximate Renewal Structure
We recall the approximate renewal structure of F. Comets and O. Zeitouni (cf.
[CZ01]). We state results without proofs, the great majority of them can be
found in Section 2.2 of [Gue17].
Throughout this section we assume that condition (T γ)|` holds, for some
γ ∈ (0, 1) and a fixed ` ∈ Sd−1. Observe that one can assume direction ` is such
that there exists number h ∈ (0,∞) with
l := h` ∈ Zd. (2.3)
As it was argued in [Gue17], this is not a further restriction. Denoting the
canonical orthonormal basis of Rd by {ei, i ∈ [1, d]}, we consider the probability
measure P 0 be defined by
P 0 := P⊗Q⊗ P 0ω,ε on Ω× (W)N × (Zd)N,
where W = {z : z = ±ei, for some i ∈ [1, d]} ∪ {0}, which is defined as
follows: Q is a product probability measure such that with each sequence ε =
(ε1, ε2, . . .) ∈ (W)N, for i ∈ [1, d] we have Q[ε1 = ±ei] = κ and Q[ε1 = 0] =
1 − 2dκ. Then for fixed random elements ε ∈ (W)N and ω ∈ Ω, we define P 0ω,ε
as the law of the Markov chain (Xn)n≥0 with state space in Zd, starting from
0 ∈ Rd and transition probabilities
P 0ω,ε[Xn+1 = Xn + e|Xn] = 1{εn+1=e} +
1{εn+1=0}
1− 2dκ (ω(Xn, e)− κ) ,
where e is an element of the unit sphere in the lattice: {y ∈ Zd : |y|2 = 1}. An
important property of this auxiliary probability space stems from the easy fact
to verify fact that the law of (Xn)n≥0 under Q ⊗ P 0ω,ε coincides with the law
under P0,ω, while the law under P⊗ P 0ω,ε coincides with P0.
Define now the sequence ε¯ of length |l|1 ∈ N in the following form: ε¯1 =
ε¯2 = . . . = ε¯|l1| = sign(l1)e1, ε¯|l1|+1 = ε¯|l1|+2 = . . . = ε¯|l1|+|l2| = sign(l2)e2,
. . . , , ε¯|l|1−|ld|+1 = . . . = ε¯|l|1 = sign(ld)ed. Notice that li := ` · ei for i ∈ [1, d].
For ζ > 0 small, x ∈ Zd, the cone C(x, l, ζ) ⊂ Zd will be given by
C(x, l, ζ) := {y ∈ Zd : (y − x) · l ≥ ζ|l|2|y − x|2}. (2.4)
We will assume that ζ is small enough in order to satisfy the following require-
ment:
ε¯1, ε¯1 + ε¯2, . . . , ε¯1 + ε¯2 + . . .+ ε¯|l|1 ∈ C(0, l, ζ).
For L ∈ |l|1N we will denote by ε¯(L) the vector
ε¯(L) =
L/|l|1−times︷ ︸︸ ︷
(ε¯, ε¯, . . . , ε¯, ε¯)
of length equal to L. Setting
D′ := inf{n ≥ 0 : Xn /∈ C(X0, l, ζ)},
we have:
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Lemma 2.3. Assume condition (T γ)|` holds for some γ ∈ (0, 1), and fix a
constant r and a rotation R as in item iii) of Lemma 2.2. Then there exists
c1 > 0 such that if ζ < min
{
1
9d ,
1
3dr
}
, then
P0[D
′ =∞] ≥ c1.
The proof is given in Lemma 2.3 of [Gue17] which uses a previous result,
Proposition 5.1 in [GR17].
We choose ζ > 0 satisfying the hypotheses of Lemma 2.3. For each L ∈ |l|1N,
we define S0 = 0, and denoting by θ the canonical time shift, we set
S1 = inf{n ≥ L : Xn−L · l > max
0≤j<n−L
{Xj · l}, (εn−L, . . . , εn−1) = ε¯(L)},
R1 = D
′ ◦ θS1 + S1,
and for n > 1
Sn = inf{n > Rn−1 : Xn−L · l > max
0≤j<n−L
{Xj · l}, (εn−L, . . . , εn−1) = ε¯(L)},
Rn = D
′ ◦ θSn + Sn.
For given L as above, these random variables are stopping times for the canonical
filtration of the pair (Xn, εn)n≥0. Notice also that the chain of inequalities
S0 = 0 < S1 ≤ R1 ≤ . . . ≤ Sn ≤ Rn . . . ≤ ∞
is satisfied, with strict inequality if the left member is finite. Setting
K := inf{n ≥ 1 : Sn <∞, Rn =∞},
one defines the first time of asymptotic regeneration τ1 := τ
(L)
1 = SK ≤ ∞. We
get rid the dependence on L from τ1 when there is not risk of confusion, notice
also that τ1 depends on direction `. A qualitative characterization of the time
τ1 = n is as follows: the first time n that the walk takes a strict record level
in direction l at time n − L, after this the walk is pushed through direction l
by unit steps on the lattice Zd just owed to the action of ε¯(L) sequence in the
probability space (Q, (W)N), independently on the environment, and finally for
any future j > n the walk remains forever inside the cone C(Xn, l, ζ).
The next lemma shows that the construction makes sense.
Lemma 2.4. Assume (T γ)|` holds for some γ ∈ (0, 1). Then P0−a.s. (recall
(2.3))
lim
n→∞ Xn · l =∞. (2.5)
and there exists a deterministic L0 > 0, so that for each L ≥ L0, with L ∈ |l|1N,
one has P 0−a.s.
τ
(L)
1 <∞. (2.6)
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The claim (2.6) is a straightforward application of Lemma 2.3, see Lemma 6.2
of [GR17] for details. As for the proof of claim (2.5), see Lemma 6.1 of [GR17]
and page 517 of [Sz02].
Choosing L and ζ as prescribed by Lemmas 2.3-2.4, one has that P 0−a.s. {Rk <
∞} = {Sk+1 <∞} and S1 <∞ by (2.5).
Let us now define the iterated regeneration times of τ1 via:
τn = τ1 ◦ θτn−1 + τn−1
for n > 1 (by convention τ0 = 0). It is routine to verify that for any k ∈ N,
P 0−a.s. τk <∞.
2.3. On the Almost Renewal Structure for Random Walks in Strong
Mixing Environments
Our mixing assumptions provide an approximate renewal structure when one
considers the increments of the τ1 iterates. More precisely, we define the σ-
algebra G1 by
σ (ω(y, ·) : y · l < Xτ1 · l − (L|l|2)/(|l|1), (εi)0≤i≤τ1 , (Xi)0≤i≤τ1) , (2.7)
and for xZd and L ∈ |l|1N we introduce the σ−algebra
Fx,L := σ(ω(y, ·) : (y − x) · l ≤ −(L|l|2)/|l|1). (2.8)
An important technical fact is the content of the next proposition whose proof
is in Proposition 3.1 of [Gue17].
Proposition 2.5 (Under either: (SM)C,g or (SMG)C,g ). For each t ∈ (0, 1)
there exists L0 := L0(C, g, κ, l, d, r), such that P 0−a.s.
exp
(−e−g tL)P 0[(Xn −X0)n≥0 ∈ · |D′ =∞] (2.9)
≤ P 0[(Xτ1+n −Xτ1)n≥0 ∈ · | G1]
≤ exp (e−g tL)P 0[(Xn −X0)n≥0 ∈ · |D′ =∞]
holds, for all L ≥ L0 with L ∈ |l|1N.
We close this subsection with a straightforward extension of the previous
proposition which will be stated in the next corollary, for reference purposes.
As a natural extension to G1, we define the sigma-algebra Gi, where i ∈ N, by
Gi = σ (ω(y, ·) : y · l < Xτi · l − (L|l|2)/(|l|1), (εi)0≤j≤τi , (Xj)0≤j≤τi) ,
then an induction argument makes us conclude:
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Corollary 2.6. Assume either: (SM)C,g or (SMG)C,g and let j ∈ N, t ∈
(0, 1). Then there exists L0 = L0(C, g, κ, l, d, r) such that P 0−a.s.
exp
(−e−g tL)P 0[(Xn −X0)n≥0 ∈ · |D′ =∞]
≤ P 0[(Xτj+n −Xτj )n≥0 ∈ · | Gj ]
≤ exp (e−g tL)P 0[(Xn −X0)n≥0 ∈ · |D′ =∞]
holds, for all L ≥ L0 with L ∈ |l|1N.
2.4. Overview of the Proof
We shall explain the general strategy to prove Theorems 1.7 and 1.8. This
subsection has an informal character and we refer to corresponding sections for
mathematical developments, nevertheless we describe here some auxiliary results
needed which might help to understand the general idea behind our proof and
avoid to focus on cumbersome computations. The rough plan is easy to explain:
1. (P )M |` implies an effective polynomial effective condition (PM )|`.
2. Using condition (PM )|` we prove an effective criterion (EC)|` in mixing
random environments.
3. The mixing effective criterion (EC)|` implies condition (T ′). On the other
hand, from the very definitions is straightforward the converse implication:
(T ′)|` implies (P )M |`. This proves Theorem 1.7.
4. Using condition (T ′)|` we obtain several controls that at the end they will
provide suitable estimates for tails of the approximate regeneration time
of Subsection 2.3. The result is proven after an application of the CLT
given in [CZ02].
We shall explain quickly each point at the outline above.
• The statement in (1) is a geometric fact. Indeed proceeding with similar
analysis as in proof of Lemma 2.2, the very definition of condition (P )M |`
in (1.5) implies an analogous statement in terms of boxes with linear
dimensions at each coordinate, and this provides the proof (cf. end of
Section 5 for further details or [Li16] for an alternative argument).
• The strategy to prove (PM )|` ⇒ (EC)|` is split into prove in turn Lemma
5.5 and Proposition 5.6. Combination of this two results makes us see E[ρaB]
(recall notation in (1.5)) decays faster than any polynomial function on
L, with a box specification B := B(R,L − 2, L + 2, 4L3) and a ∈ (0, 1)
depends on L. This is the content of Section 5.
• The effective criterion defined in (1.5) by a similar analysis as the one in
[Sz02] will imply condition (T ′)|`. Several steps will be extended in order
to separate sites where transitions depends, because in this mixing setting
we need more than disjointness for those sets of sites. We shall develop
the formal procedure in Section 4.
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• Under (T ′)|` we prove diffusive type of controls on the orthogonal fluctu-
ation to the approximate asymptotic direction of the walk path in Propo-
sition 6.1. Renormalization schemes using as seed estimate the one dis-
played in Proposition 6.4 dispose us to prove a sharp-inequality of super-
exponential character concerning the estimation of the P− probability of
an atypical quenched event. That is Proposition 6.4, which combined with
Lemma 6.3 proves finite moments for arbitrary finite powers of the ap-
proximate regeneration time τ
(L)
1 . This will be the content of Section 6.
3. Further estimates under (T γ) in mixing environments
Throughout this section, we let γ ∈ (0, 1) along with ` ∈ Sd−1. The subject of
this section is to establish that under (T γ)|` one obtains the existence of some
finite stretched exponential moments for the regeneration position.
Following argument in Section 4 of [Gue17], we first pick h ∈ (0,∞) so that
(2.3) is satisfied. Thus denoting l = h`, it is possible to construct regeneration
times τ
(L)
1 along vector l, which depend on L ∈ |l|1N and we further assume
that L ≥ L0, where L0 is as in Proposition 2.5. For the construction of τ (L)1 , it
is also needed a cone through l (cf. 2.4), which in turn is determined by a cone
angle ζ > 0 and it shall be convenient to take that angle as any positive number
satisfying:
ζ < min
{
1
9d
,
1
3dr
, cos
(pi
2
− arctan(3r)
)}
. (3.1)
Furthermore, we choose a constant r > 0 such that (2.2) in item iii) of Lemma
2.2 is fulfilled.
Proposition 3.1. Assume that (T γ)|` and either: (SM)C,g or (SMG)C,g hold.
Then there exist positive constants c2, c3 and L0, such that for all L ≥ L0, with
L ∈ |l|1N we have that
E0[exp
(
c2
(
κLXτ1 · l
)γ)
] < c3 (3.2)
holds.
Proof. Under either mixing assumption: (SM)C,g or (SMG)C,g, the procedure
to derive Proposition 4.1 in [Gue17] leads us to the existence of c˜ := c˜(C, g) > 0
and L0 > 0 such that for any c > 0, γ > 0 (notice that c˜ and L0 do not depend
on c, γ) and L ∈ |l|1N, with L ≥ L0 one has:
E0
[
exp
(
c
(
κLXτ1 · l
)γ)] ≤ (3.3)∑
k≥1
E0
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞
] (
exp
(
e−c˜L
)
P0 [D
′ =∞]
)
.
E. Guerra, G. Valle and M. E. Vares/A mixing effective criterion 13
For k ≥ 0 we define random variables Mk along with M as follows
M0 := 0, for k ≥ 1 Mk := sup
0≤n≤Rk
{Xn · l} and M := sup
0≤n≤D′
{Xn · l} .
As was proven in [Gue17], it is possible to get a further decomposition for the
series term in (3.3). More precisely, we use inequality (a + b)γ ≤ aγ + bγ for
a, b > 0, to conclude that there exist constants c˜2, L˜0 and a further constant
c := c(c˜2, L˜0) > 0, such that for L ≥ L˜0 and c ≤ c˜2 we have (by convention
R0 := 0) ∑
k≥1
E0
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞
]
(3.4)
≤ E0
[
exp
(
c
(
κLXS1 · l
)γ)
, S1 <∞
]
+ c×
∑
k≥2
E0
[
exp
(
c
(
κLMk−1
)γ)
, Rk−1 <∞
]
.
We claim that for k ≥ 1
E0
[
exp
(
c
(
κLMk
)γ)
, Rk <∞
]
≤ E0
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞
]
×
(
exp
(
e−c˜L
)
E0
[
exp
(
c
(
κLM
)γ)
, D′ <∞
])
, (3.5)
and we claim as well that:
E0
[
exp
(
c
(
κLXS1 · l
)γ)
, S1 <∞
]
≤ c. (3.6)
Indeed, using once again the inequality (a + b)γ ≤ aγ + bγ for a, b > 0, we get
(with the hopeful clear notation)
E0
[
exp
(
c
(
κLMk
)γ)
, Rk <∞
]
≤
E0
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞;
× exp
(
c
(
κL(Mk −XSk · l)
)γ)
, D′ ◦ θSk <∞
]
.
On the other hand, observe that on the event {Sk = n, XSk = x} for given n ∈ N
and x ∈ Zd, the random variables:
S1,n,x := EQ⊗P 0,ω
[
exp
(
c
(
κLXSk · l
)γ)
, Sk = n, Xn = x
]
and (3.7)
S2,n,x := EQ⊗P 0thetan,θxω
[
exp
(
c
(
κLM
)γ)
, D′ ◦ θn <∞
]
(3.8)
are
σ
(
i, i < n, ω(y, ·), y · l < xl˙ − L|l|2/|l|1 ∈
)
and,
σ (i, i ≥ n, ω(z, ·), z ∈ C(x, l, ζ))
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measurable respectively. Furthermore, the two terms (3.7)-(3.8) satisfy
EQ⊗P 0,ω
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞;
exp
(
c
(
κL(Mk −XSk · l)
)γ)
, D′ ◦ θSk <∞
]
= S1,n,x S2,n,x.
Hence after decomposing the event {Sk <∞}, one can and do apply the mixing
assumptions (SM)C,g or (SMG)C , g to find that
E0
[
exp
(
c
(
κLMk
)γ)
, Rk <∞
]
≤ E0
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞
]
×
exp
(
e−c˜L
)
E0
[
exp
(
c
(
κLM
)γ)
, D′ =∞
]
,
which ends the proof of the first claim in (3.5).
The second part of the claim can be derived with same type of argument as
above (4.11) in [Gue17], therefore the proof will be omitted.
In view of claims (3.5) and (3.6), an induction argument makes us conclude that
for k ≥ 1
E0
[
exp
(
c
(
κLXSk · l
)γ)
, Sk <∞
]
≤
c
(
exp
(
e−c˜L
)(
E0
[
c exp
(
c
(
κLM
)γ)
, D′ <∞
])k−1)
,
and hence going back to (3.4) and appealing to (3.3), we get the inequality:
E0
[
exp
(
c
(
κLXτ1 · l
)γ)] ≤ (exp(e−c˜L)P0 [D′ =∞])×∑
k≥1
c
(
cE0
[
exp
(
c
(
κLM
)γ)
, D′ <∞
])k−1
. (3.9)
In virtue of Lemma 2.3, the next lemma ends the proof Proposition 3.1.
Lemma 3.2. There exist constants c4, c5 > 0, such that
E0
[
exp
(
c4
(
M
)γ)
, D′ <∞
]
< c5. (3.10)
Proof. It will be sufficient to prove that for some c > 0, there exists finite c′ > 0
such that
E0
[
exp
(
c (M ′)γ
)
, D′ <∞] < c′,
where as a matter of definition (recall (2.3)):
M ′ := sup
0≤n≤D′
{(Xn −X0) · `}.
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Notice that
E0[exp
(
c (M ′)γ
)
, D′ <∞] ≤ ecP0[D′ <∞]+∑
m≥0
exp
(
c2(m+1)γ
)
P0[2
m ≤M ′ < 2m+1, D′ <∞]. (3.11)
As a result of the above inequality, it suffices to get γ−stretched exponential
controls for large m on the probability:
P0[2
m ≤M ′ < 2m+1, D′ <∞].
To this end, it will be convenient to introduce the following stopping time for
the canonical filtration of the walk:
D′(0) := inf{n ≥ 0 : Xn /∈ C(0, l, ζ)} (3.12)
Plainly, using the notation of (1.4) and recalling that we chose r > 0 satisfying
(2.2), we have
P0[2
m ≤M ′ < 2m+1, D′ <∞] (3.13)
≤ P0[T `2m ≤ D′ <∞, T `2m+1 ◦ θT `2m > D
′(0) ◦ θT `
2m
]
≤ P0[XT `
2m
6∈ ∂+B2m,r2m,`(0), T `2m ≤ D′ <∞]
+ P0[XT `
2m
∈ ∂+B2m,r2m,`(0), T `2m+1 ◦ θT `2m > D
′(0) ◦ θT `
2m
].
Notice that on the event of the first probability on the right most expression in
(3.13), P0−a.s. one has
XTB2m,r2m,`(0) /∈ ∂
+B2m,r2m,`(0). (3.14)
Therefore, with the help of item iii) in Lemma 2.2 we get for large m,
P0[XT `
2m
6∈ ∂+B2m,r2m,`(0), T `2m ≤ D′ <∞]
≤ exp (−c2mγ) (3.15)
for some suitable c > 0. As for the second term on the right most expression of
(3.13), for m ∈ N we introduce the box frontal boundary Fm via:
Fm = ∂
+B2m,r2m,`(0).
Applying the strong Markov property we find that
P0[XT `
2m
∈ ∂+B2m,r2m,u(0), T `2m+1 ◦ θT `2m > D
′(0) ◦ θT `
2m
] ≤∑
y∈Fm
Py[T
`
2m+1 > D
′(0)]. (3.16)
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In order to find un upper bound for the last probability entering at (3.16), we
will bound from below the probability of its complement. We define for x ∈ Zd,
the box
Bx := B2m−1,r2m−1,`(x), (3.17)
and notice that under assumption (3.1)
r
(
2m + 2m−1
) ≤ tan(pi
2
− arccos(ζ)
)
2m−1.
Thus, for any y ∈ Fm and z ∈ ∂+By both boxes By and Bz are inside of the
cone C(0, l, ζ) (see Figure 1).
π
2 − arccos(ζ)
By
Bz
C(0, ℓ, ζ)
B2m,r2m,ℓ(0) ℓ
Fig 1. The boxes By and Bz are inside of C(0, l, ζ).
Consequently for y ∈ Fm, we get:
Py[T
`
2m+1 < D
′(0)] ≥∑
z∈∂+By
E[Py,ω[XTBy ∈ ∂+By, XTBy = z, (XTBz ∈ ∂+Bz) ◦ θTBy ]]. (3.18)
It will be now convenient to introduce for m ∈ N a second boundary set, denoted
by F¯m and given by
F¯m := ∂[∪y∈FmBy] ∩R([2m−1 + 2m,∞)× Rd−1),
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In turn, we introduce good environment events GF¯m via:
GF¯m :=
{
ω ∈ Ω : sup
z∈F¯m
Pz,ω[XTBz ∈ ∂+Bz] > 1− exp(−c2(m−1)γ),
}
,
where the constant c > 0 will be chosen later on. We use the Markov property
to get that the right most hand probability in inequality (3.18) is greater or
equal to(
1− exp(−c2γ(m−1))
)(
Py[XTBy ∈ ∂+By]− Py[(GF¯m)c]
)
, (3.19)
where (E)c denotes the complement of set E.
Furthermore, using stationarity of P0 and (2.2) we have that for x ∈ Rd and
large m
Px[XTBx 6∈ ∂+Bx] = P0[XTB0 6∈ ∂+B0] ≤
exp
(
−w2(m−1)γ
)
, (3.20)
for certain constant w > 0.
Thus we see that (3.19) is greater than(
1− exp
(
−c2(m−1)γ
))(
1− exp
(
−w2(m−1)γ
)
− Py[(GF¯m)c]
)
. (3.21)
We choose c = w/2 to get as a result of (3.20) and Chevyshev’s inequality
Py[(GF¯m)
c] ≤ (3.22)
|F¯m| exp
(
c2(m−1)γ
)
sup
x∈F¯m
Px[XTBx 6∈ ∂+Bx] ≤ exp
(
−t2(m−1)γ
)
,
for suitable t > 0, where we have used that
max
{|F¯m|, |Fm|} ≤ (6r2m)d−1 .
Consequently, for large m we can find a further positive constant c˜ such that:
Py[T
`
2m+1 ≤ D′(0)] ≥ 1− exp (−c˜2mγ) (3.23)
for all y ∈ F¯m.
In view of (3.15), (3.16) and (3.23), the claim (3.10) follows.
The next proposition will be used to prove Proposition 6.1. We first define
the random variable
Y := sup
0≤n≤τ1
|Xn|2. (3.24)
We close this section with the following reinforcement to Theorem 3.1:
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Corollary 3.3. Assume (T γ)|` and either: (SM)C,g or (SMG)C,g. Then there
exist positive constants c6, c7 and L0 such that
E0[e
c6(κLY )
γ
] ≤ c7. (3.25)
for all L ≥ L0 with L ∈ |l|1N.
Proof. We have for large u
P 0 [Y ≥ u] = P 0
[
sup
0≤n≤τ1
|Xn|2 ≥ u
]
≤ P 0
[
T∆ u
2rˆ
< τ1
]
≤ P 0
[
Xτ1 · l ≥
u
2rˆ
]
+ P 0
[
Xτ1 · l <
u
2rˆ
, T∆ u
2rˆ
< τ1
]
exp
(
−c2
(
κL
u
2r
)γ)
E¯0
[
exp
(
c2
(
κLXτ1 · l
)γ)]
+ P0
[
XT∆ u
2rˆ
/∈ ∂+∆ u
2rˆ
]
,
where in the last step we have used that for integer m ≥ 0 by definition Xm ·
l < Xτ1 · l, when 0 ≤ m < τ1. Keeping in mind the layer cake decomposition
(cf. [Ru87], Chapter8, Theorem 8.16), the claim of the corollary follows after
applying Lemma 2.2 and Proposition 3.1.
4. An effective Criterion for Mixing Environments
Let us introduce in this section a mixing effective criterion, extending the ef-
fective criterion of [Sz02]. This criterion will be equivalent to (T ′)|` and it is
effective because it can be checked by inspection at the environment on a fi-
nite box, as opposed to the asymptotic character of the definition for (T ′)|`.
Our method shall fallow a closer analysis to the argument presented by A-S.
Sznitman in Section 2 in [Sz02]. For reference purposes we recall the notation
introduced in Definition 1.5.
Let ` ∈ Sd−1 be a direction and consider boxes transversal to that direction
encoded by box specifications B(R,L,L′, L˜), where R is a rotation of Rd with
R(e1) = ` and L,L
′, L˜ are positive numbers. Then, the box attached to this box
specification is:
B := R
(
(−L,L′)× (−L˜, L˜)d−1
)
∩ Zd (4.1)
and its positive boundary will be defined by:
∂+B := ∂B ∩ {x ∈ Zd : x · ` ≥ L′, |x ·R(ei)| < L˜, i ∈ [2, d]} (4.2)
It will be also attached to B(R,L,L′, L˜), random variables:
ρB(ω) :=
qB(ω)
pB(ω)
∈ [0,∞], where
qB(ω) := P0,ω
[
XTB /∈ ∂+B
]
= 1− pB(ω). (4.3)
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Consider now a rotation R with R(e1) = `, positive numbers L0, L1, L˜0 and L˜1
satisfying:
3
√
d < L0 < L1, 3
√
d < L˜0 < L˜1, (4.4)
and the box specification B0(R,L0−1, L0 +1, L˜0) and B1(R,L0−1, L0 +1, L˜0).
Whenever there is not risk of confusion, we shall drop the dependence on the
environment of the random variables attached to this box specifications (cf.
4.3). Let us add a basic remark which will be used throughout this and the next
sections.
Remark 4.1. Note that by Cauchy-Schwarz inequality, for a sequence of real
numbers (xi)1≤i≤d we have
d∑
i=1
|xi| ≤
√
d
√√√√ d∑
i=1
x2i =: c1
√√√√ d∑
i=1
x2i .
Therefore defining c1 :=
√
d, we have that for any pair of points x, y ∈ Rd such
that |x − y|2 ≤ η, there exists a self voiding and nearest neighbour path [[x, y]]
of length less or equal to c1η.
The next proposition provides an appropriate mixing estimate for moments of
the random variable ρ1 in terms of random variable ρ0 moments.
Proposition 4.2. There exist c2 > 3
√
d, c3(d), c4(d), c5(d), c6(d) > 1, such that
when N0 := L1/L0 ≥ 3, L0 ≥ c2, L˜1 ≥ 48N0L˜0, one has for any a ∈ (0, 1]:
E
[
ρ
a/4
1
]
≤ c3
(2κ)−10c1L1
(
c4L˜
d−2
1
L31
L20
L˜0FSME [q0]
) L˜1
16N0L˜0
+
∑
0≤k≤N0+1
(
FSM c4L˜
d−1
1 E [ρ
a
0 ]
)N0+m−1
4
 , (4.5)
where FSM and FSM are positive functions that depends on L0, L˜0, L1 and L˜1.
In fact they are bounded from above as follows:
FSM ≤ exp
(
c5(L˜1)
2(L1)
2(L˜1)
2(d−2) exp
(
−2gN0L˜0
))
and
FSM ≤ exp
(
c6(L˜1)
2d−1(L0)2N0 exp
(
−3gL0
2
))
.
Proof. It will be convenient to introduce thin slabs transversal to direction `.
More precisely, for i ∈ Zd, we define the set Hi by:
Hi :=
{
y ∈ Zd : ∃x ∈ Zd, |x− y|1 = 1, (x · `− iL0)(y − iL0) ≤ 0
}
, (4.6)
and the function I : Zd → Z so that:
I(z) = i ∈ Z, onz ∈ {y ∈ Zd : y · ` ∈ [iL0 − L0/2, iL0 + L0/2)} . (4.7)
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We note that I(Hi) = i since L0 > 2. We then the successive visit times to the
slabs Hi are defined through the recursion:
V0 = 0, V1 = inf{n ≥ 0, Xn ∈ HI(X0)+1 ∪HI(X0)−1}, and
Vi = V1 ◦ θVi−1 + Vi−1, for i > 1. (4.8)
For a given environment ω ∈ Ω and x ∈ Zd, let us introduce random variables
qx,ω and px,ω as
q̂x,ω = Px,ω
[
XV1 ∈ HI(X0)−1
]
= 1− p̂x,ω, (4.9)
together with the random variable:
ρ̂i,ω := sup
{
q̂x,ω
p̂x,ω
, x ∈ Hi, |x ·R(ej)| < L˜1, j ∈ [2, d]
}
, (4.10)
for i ∈ Z. We denote by n0 := [N0] and consider the nonnegative function f on
{n0 + 2, n0 + 1, . . .} × Ω defined by:
f(n0 + 2, ω) = 0, and
f(i, ω) =
∑
i≤j≤n0+1
∏
j<m≤n0+1
(ρ̂m,ω)
−1, for i ≥ n0 + 1. (4.11)
We shall drop the ω-dependence from these random variables when it is fixed
in the estimates. Introducing the stopping time T˜ via:
T˜ := inf{n ≥ 0, |Xn ·R(ej)| ≥ L˜1, for some j ∈ [2, d]} (4.12)
one has the quenched estimate:
P0,ω
[
T˜ `−L1+1 < T˜ ∧ T `L1+1
]
≤ f(0)
f(−n0 + 1) . (4.13)
We will quickly prove claim (4.13) only for later reference purposes in the next
section. Indeed for the original proof see [Sz02], pages 523-524. We will first
prove that the quenched random function
η(m) := E0,ω
[
f(I(XVm∧τ )), Vm∧τ ≤ T˜
]
is decreasing in m. In fact, we have:
η(m+ 1) ≤E0,ω
[
f(I(XV(m)∧τ )), V(m+1)∧τ ≤ T˜ , τ ≤ m
]
(4.14)
+ E0,ω
[
f(I(XV(m+1)∧τ )), V(m+1)∧τ ≤ T˜ , τ > m
]
(4.15)
≤E0,ω
[
f(I(XV(m)∧τ )), Vm∧τ ≤ T˜ , τ ≤ m
]
(4.16)
+ E0,ω
[
τ > m, Vm∧τ ≤ T˜ , EXVm ,ω [f(I(XV1))]
]
. (4.17)
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where we have applied the strong Markov property in the last step. On the other
hand, notice that P0,ω−a.s. on the event {τ > m, Vm∧τ ≤ T˜} we have
EXVm ,ω [f(I(XV1))] =f(IXVm ) + p̂XVm ,ω
(
f(I(XVm) + 1)− f(IXVm )
)
(4.18)
+ qXVm ,ω
(
f(I(XVm)− 1)− f(IXVm )
)
. (4.19)
However, the expression
p̂XVm ,ω
(
f(I(XVm) + 1)− f(IXVm )
)
+ qXVm ,ω
(
f(I(XVm)− 1)− f(IXVm )
)
.
is less than 0 since P0,ω−a.s. XVm ∈ HI(XVm ) and definitions (4.10)-(4.11).
Therefore η(m) is decreasing and then applying Fatou’s lemma we get the proof
of claim (4.13).
The next step shall be derive a mixing estimate for the annealed probability
P0[T˜ < T˜
`
−L1+1 ∧ T `L1+1]. For this end, we introduce for z ∈ Rd the semi-norm
|z|⊥ := sup{z ·R(ej), j ∈ [2, d]}
as well as the stopping times for j ∈ [2, d], u ∈ R
σj,+u = inf {n ≥ 0, Xn ·R(ej) ≥ u} and
σj,−u = inf {n ≥ 0, Xn ·R(ej) ≤ −u} . (4.20)
We set
J =
[
N˜0
2(n0 + 1)
]
, with N˜0 =
L˜1
L˜0
, and L0 = 2(n0 + 1)L˜0. (4.21)
By virtue of our hypotheses, one has that J ≥ [24N0/(n0 + 1)] ≥ 18. Since
JL0 < L˜1, on the event {T˜ ≤ T˜ `−L1+1 ∧ T `L1+1}, one gets P0-a.s. there exists
some n ∈ N, so that |Xn · R(ej)| ≥ JL0 for some j ∈ 2, d and for all i < n the
walk is inside of the B1-box. Thus:
P0[T˜ ≤ T˜ `−L1+1 ∧ T `L1+1] ≤
∑
2≤j≤d
P0[σ
+,j
JL0
≤ TB1 ] + P0[σ−,jJL0 ≤ TB1 ]. (4.22)
Let us simply write σu by σ
+,2
u and prove an estimate for the probability
P0[σJL0 ≤ TB1 ], the other terms entering at (4.22) can be treated in a similar
fashion with analogous bounds. We let k ∈ Z and define the cylinder
c⊥(k) = {w ∈ Rd, w ·R(e2) ∈ L0[k, k + 1), |w ·R(ei)| < L˜1, ∀i ∈ [3, d]} (4.23)
together with a discrete cylinder c(k) made from c⊥(k), via:
c(k) = {x ∈ Zd, inf
w∈c⊥(k)
|x−w| ≤ (2n0 +1)L˜0, x · l ∈ (−L1 +1, L1 +1)}. (4.24)
As an application of the strong Markov property on the quenched probabilty
measure P0,ω, we have
P0[σJL0 ≤ TB1 ] ≤ E0[σ(J−2)L0 < TB1 , PXσ(J−2)L0 ,ω[σJL0 ≤ TB1 ]]. (4.25)
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As a result of the choices (4.21) and the definitions (4.23)-(4.24), on the event
{σ(J−2)L0 < TB1}, one has P0−a.s the random variable Xσ(J−2)L0 is in c(J − 2),
since 2n0+1 < 2(n0+1). Denoting by H
i, with i ≥ 0 the iterates of the stopping
time H1 = TB1 ∧ TX0+B0 and defining the stopping time
S = inf{k ≥ 0, (Xk −X0)` ≤ −L0 + 1 or |(Xk −X0) ·R(ej))| ≥ L˜0,
for some j ∈ [2, d]},
we note that when y ∈ c⊥(J − 2) ∩B1, one has for ω ∈ Ω
Py,ω-a.s.
2n0+1⋂
i=0
θ−1Hi{H1 < S} → {TB1 < σJL0}
and the path X· described for the event of the left above Py,ω-a.s. remains into
c(J − 2).
Therefore, using the notations attached to the box specification B0 as well as
denoting by t the space shift on the environment Ω, for ωinΩ, y ∈ c(J − 2)
one has Py,ω-a.s. for any i ∈ [0, 2n0 + 1] the inequality PXHi ,ω[H1 < S] ≥
infx∈c(J−2) pB0 ◦ tx(ω). Thus an application of the strong Markov property gives
P0-a.s. on the event {σ(J−2)L0 < TB1},
PXσ
(J−2)L0
,ω[TB1 < σJL0 ] ≥
{
inf
x∈c(J−2)
pB0 ◦ tx(ω)
}2(n0+1)
def
= ϕ(J − 2, ω).
Inserting the previous estimate into (4.25), we have
P0[σJL0 ≤ TB1 ] ≤ E[P0,ω[σ(J−4)L0 < TB1 ](1− ϕ(J − 2), ω)].
A crucial point in our mixing case stems from the fact that the random variable
P0,ω[σ(J−4)L0 < TB1 ] is
σ
(
ω(y, ·), y ·R(e2) < (J − 4)L0, y ∈ B1(R,L1 − 1, L1 + 1, L˜1)
)
measurable, while the random variable (1−ϕ(J−2), ω) is measurable according
to the σ-algebra given by
σ
(
ω(y, ·), (J − 3)L0 ≤ y ·R(e2) < JL0, y · ` ∈ (−(L1 + L0) + 2,
(L1 + L0) + 2) , and for all i ∈ [3, d] |y ·R(ei)| < L˜1 + L0
)
.
Writing as A,B ⊂ Zd the sets of sites on which the transitions need to be known
to determined the measurability of P0,ω[σ(J−4)L0 < TB1 ] and (1− ϕ(J − 2), ω)
respectively, when L0 > 3r we have (recall the definitions of constants C and g
in (1.2)-(1.3)) ∑
x∈A,y∈B
C exp(−g|x− y|1) ≤ C|A||B| exp
(−gL0)
≤ c(d)(JL0)2(L1)2(L˜1)2(d−2) exp
(−gL0)
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for some suitable d-dependent constant c(d). Analogously one gets∑
x∈∂rA,y∈∂rB
C exp(−g|x− y|1) ≤ c(d)(JL0)2(L1)2(L˜1)2(d−2) exp
(−gL0)
We choose the function FSM as
max
{
e
∑
x∈∂rA,y∈∂rB C exp(−g|x−y|1), e
∑
x∈A,y∈B C exp(−g|x−y|1)
}
.
Thus, applying either of our mixing assumptions: (SMG)C,g or (SM)C,g we
get
P0[σJL0 ≤ TB1 ] ≤ P0[σ(J−4)L0 < TB1 ]
E[(1− ϕ(J − 2), ω)]×FSM .
On the other hand, it can be seen that the next upper bound (cf. [Sz02] page
526):
E[(1− ϕ(J − 2, ω))] ≤ c˜(d)L˜(d−2)1
L31
L20
L˜0E[q0]
holds, for a suitable constant c˜(d) > 0. Therefore, going back to (4.25) we get
P0[σJL0 < TB1 ] ≤ P0[σ(J−4)L0 < TB1 ]
FSM c˜(d)L˜(d−2)1
L31
L20
L˜0E[q0]
and furthermore, an induction argument lead us to
P0[σJL0 < TB1 ] ≤(
FSM c˜(d)L˜(d−2)1
L31
L20
L˜0E[q0]
)m
,
for any 0 ≤ m ≤ [J/4]. Since [J/4] ≥ L˜1/(16N0L˜0) by hypothesis and using
the remark above 4.23 about similar estimates for the other dimensions, we find
that
P0[T˜ < T˜
`
−L1+1 ∧ T `L1+1] ≤ 2(d− 1)×(
FSM c˜(d)L˜(d−2)1
L31
L20
L˜0E[q0]
) L˜1
16N0L˜0
. (4.26)
In virtue of our choice for the constant κ in (1.1), with the notation of (4.3), we
have ρ1 ≤ (2κ)−2c1L1 . We denote by T the random variable
P0,ω[T˜
`
−L1+1 < T˜ ∧ T `L1+1] + P0,ω[T˜ < T˜ `−L1+1 ∧ T `L1+1]
and now consider the event
G = {ω ∈ Ω : P0,ω[T˜ < T˜ `−L1+1 ∧ T `L1+1] ≤ (2κ)9c1L1}.
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We then note that on that event we find
ρ1 ≤ T
(1− T )+
(4.13)
≤ f(0) + f(−n0 + 1)(2κ)
9c1L1
(f(−n0 + 1)− f(0)− f(−n0 + 1)(2κ)9c1L1)+
. (4.27)
Besides switching the constants κ by 2κ, the same argument as the one given
in [Sz02], page 527 makes us conclude that on the event G
ρ1(ω) ≤ 2
∑
0≤m≤n0+1
∏
−n0+1<j≤m
ρ̂j,ω, (4.28)
provided L0 ≥ c2, where c2 is a suitable dimensional dependent positive con-
stant. Notice that when i ∈ Z, we have for any x ∈ Hi the inequality (see
(4.3)-(4.9) for notation):
q̂x,ω
px,ω
≤ ρ0 ◦ tx.
As a result for i ∈ Zd recalling the definition (4.10) and writing Yi the set
{x : ∀ j ∈ [2, d] |x ·R(ej)| < L˜1} ∩ Hi, we obtain
ρ̂i ≤ sup
z∈Yi
ρ0 ◦ tz def= ρi,ω. (4.29)
A further step in the proof will be to insert the above estimate 4.29 into (4.28).
Once we have done that, using the inequality (a+ b)γ ≤ aγ + bγ for a, b ≥ 0 and
γ ∈ (0, 1) we obtain
E
[
(ρ1)
a
4 (ω),G] ≤ 2 ∑
0≤m≤n0+1
E
 ∏
−n0+1<j≤m
(ρj,ω)
a
4
 . (4.30)
We now split each product entering at (4.30) into four groups depending on the
residues modulo 4. For integer j ∈ [0, 3] we call Mj = {i ∈ Z : i = j (mod 4)}
and integer m ∈ [0, n0 + 1], applying Bunyakovsky-Cauchy-Shuarz inequality
twice we find that:
E
 ∏
−n0+1<j≤m
(ρj,ω)
a
4
 ≤ E 12
 ∏
−n0+1<j≤m
j∈M0∪M1
(ρj,ω)
a
2
 E 12
 ∏
−n0+1<j≤m
j∈M2∪M3
(ρj,ω)
a
2

≤
∏
0≤i≤3
E
1
4
 ∏
−n0+1<j≤m
j∈Mi
(ρj,ω)
a
 . (4.31)
Observe that for given i ∈ [0, 3], when j1, j2 ∈ Mi with j1 < j2 using either
(SM)C,g or (SMG)C,g of our mixing assumptions, if L0 ≥ 3r, arguing with a
closer analysis as the one before (4.26), we obtain
E
[
(ρj1,ω)
a (ρj2,ω)
a
] ≤ E [(ρj1,ω)a] (FSME [(ρj2,ω)a]) , (4.32)
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provided we first set j = max{k : k ∈ Mi ∩ (−n0 + 1, n0 + 1]} and define sets
Ai,j1 , Bi (recall we have fixed the integer i ∈ [0, 3]) as follows
Ai,j1 :={z ∈ Zd : ∀i ∈ [2, d] |z ·R(ei)| < L˜1 + L˜0, z · ` ∈
(−L0 + j1L0, L0 + 3 + j1L0)},
BI :=
⋃
j′∈Mi∩(−n0+1,n0+1]\{j}
Ai,j′
and then in these terms the mixing factor FSM is given by:
FSM := max
{
e
∑
x∈Ai,j,y∈Bi C exp(−g|x−y|1), e
∑
x∈∂rAi,j ,y∈∂rBi C exp(−g|x−y|1)
}
(4.33)
≤ exp
(
c(d)(L˜1)
2d−1(L0)2N0 exp
(
−3gL0
2
))
for certain dimensional constant c > 0.
Therefore for i ∈ [0, 3] and m ∈ (−n0 + 1, n0 + 1], successive conditioning in
each term on the right of (4.31) from the biggest j afterwards along direction `,
turns out
E
1
4
 ∏
−n0+1<j≤m
j∈Mi
(ρj,ω)
a
 ≤ ∏
−n0+1<j≤m
j∈Mi
(
FSME[(ρj,ω)a]
) 1
4
Combining this last inequality in (4.31) and the bound in (4.26) with the help
of Chevyshev’s inequality we get
E[(ρ1)
a
4 ] ≤ (2κ)−ac1L1P[Gc] + 2
∑
0≤m≤n0+1
∏
−n0+1<j≤m
(
FSM E[(ρj,ω)a]
) 1
4
(4.26)
≤ (2κ)−10c1L1
(
c˜L˜d−21
L31
L20
L˜0FSM E[q0]
) L˜1
16N0L˜0
+
2
∑
0≤m≤n0+1
∏
−n0+1<j≤m
(
FSMcL˜
d−1
1 E[ρ
a
0 ]
) 1
4
, (4.34)
for some c > 0. The claim of the proposition follows in virtue of the right most
term in (4.34).
The precedent proposition will be instrumental to apply recursively a proce-
dure along fast growing scales. We need to introduce some further defintions in
order to explain that procedure. We let
u0 ∈ (0, 1), v = 16, α = 320 (4.35)
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and consider sequences of positive numbers (Lk)k≥0 together with (L˜k)k≥0 en-
coding box specifications Bk(Lk − 1, Lk + 1, L˜k) and satisfying:
L0 ≥ c2, L0 ≤ L˜0 ≤ L40, and when k ≥ 0
Lk+1 = NkLk with Nk =
αc1
u0
vk (4.36)
L˜k+1 = N
4
k L˜k.
Notice that from the definitions (4.36), one has for k ≥ 0
Lk =
(
αc1
u0
)k
v
k(k−1)
2 and L˜k =
(
Lk
L0
)4
L˜0. (4.37)
Let us obtain appropriate upper bounds under scales of display (4.36) for both
functions: FSM and FSM , provided that L0 ≥ c for a suitable constant c > 0
to be determined. Observe that as a result of both expressions in (4.37), letting
k play the role of 0 for the box specifications involved in Proposition 4.2, it is
clear that for some constant c7(d,C, g), c8(d,C, g) > 0 and c9(d,C, g) > 0, when
L0 ≥ c9 for all k ≥ 1:
c4FSM (k) ≤ c7, and c4FSM (k) ≤ c8,
where we have written FSM (k) and FSM (k) to stress that these functions depend
on scales (Lk)k≥0 and (L˜k)k≥0. Furthermore, notice that for k = 0 we have
FSM (0) ≤ exp
(
c5
(
αc1L0
u0
)8d+2
e
−2g
(
αc1
u0
)
L0
)
≤ c7,
whenever L0 ≥ c9 for a suitable constant c9 > 0. On the other hand, an upper
bound for the function FSM (0) can be obtained as follows
FSM ≤ exp
(
c6
(
αc1
u0
)8d−3
L8d−20 e
− 3gL02
)
≤ exp
(
u
−(8d−3)
0 e
−gL0
)
≤ c8,
provided that L0 ≥ c˜(d) and u0 ∈ [e−
gL0
8d−3 , 1]. Thus we can and do define the
constant
c = max {c9, c9, c˜} . (4.38)
As a result, under the choice of scales given in (4.36), Proposition 4.2 can be
reformulated to get rid the mixing terms :FSM and FSM . More precisely, when
L0 ≥ c and k ≥ 0,
E
[
ρ
a/4
k+1
]
≤ c3
(2κ)−10c1Lk+1
(
c7L˜
d−2
k+1
L3k+1
L2k
L˜kE [qk]
) L˜k+1
16NkL˜k
+
∑
0≤k≤Nk+1
(
c8L˜
d−1
k+1E [ρ
a
k]
)Nk+m−1
4
 . (4.39)
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The next lemma provides a recursion to obtain controls of stretched exponential
type on certain moments of ρk, k ≥ 0. The main assumption will be the seed
estimate, as we shall see soon that estimate is what we will call effective criterion.
Keeping in mind scales (Lk)k≥0, (L˜k)k≥0 satisfying (4.36) we have
Lemma 4.3. There exists a positive constant c9(d) ≥ max{c, c2}, so that when-
ever L0 ≥ c9 along with L0 ≤ L˜0 ≤ L40 and for some a0 ∈ (0, 1], u0 ∈
[max{e− gL08d−3 , (2κ) 7L04d−1 }, 1], the inequality
ϕ0
def
= (c7 ∨ c8)L˜(d−1)1 L0E[ρa00 ] ≤ (2κ)u0L0 (4.40)
holds, then for all k ≥ 0 one has that
ϕk
def
= (c7 ∨ c8)L˜(d−1)k+1 LkE[ρakk ] ≤ (2κ)ukLk , (4.41)
where
ak = a04
−k, and uk = u0v−k. (4.42)
Proof. We argue by induction following a similar procedure of [Sz02], Lemma2.2.
Consider the set
A := {k ≥ 0 : ϕk > (2κ)ukLk}
and notice that the claim of the lemma follows once we have proven that for
some constant c9, L0 ≥ c9 implies A = ∅. Assume that A 6= ∅ and we will
derive a contradiction. By hypothesis 0 /∈ A and thus denoting by k + 1 the
minimal natural number in A, we apply inequality (4.39) to get
ϕk+1 ≤ c3(c7 ∨ c8)L˜(d−1)k+2 Lk+1
(2κ)−10c1Lk+1ϕN
3
k
16
k +
∑
0≤m≤Nk+1
ϕ
[Nk+m−1]
4
k
 .
(4.43)
Since k /∈ A we have:
(2κ)−10c1Lk+1ϕ
N3k
32
k ≤ (2κ)−10c1Lk+1(2κ)
ukLk+1N
2
k
32
(4.35)−(4.36)
≤ 1.
Using [Nk]− 1 ≥ Nk/2 and k /∈ A once again, we have
ϕk+1 ≤ c3(c7 ∨ c8)L˜(d−1)k+2 Lk+1
{
ϕ
N3k
32
k + Lk+1ϕ
Nk
8
k
}
≤ 2c3(c7 ∨ c8)L˜(d−1)k+2 L2k+1ϕ
Nk
16
k (2κ)
uk+1Lk+1 . (4.44)
The rest of the proof will consist in finding a constant c9 > 0 so that whenever
L0 ≥ c9 one has
2c3(c7 ∨ c8)L˜(d−1)k+2 L2k+1ϕ
Nk
16
k ≤ 1, (4.45)
which produces the contradiction. For this end, we observe that in view of (4.36),
after performing some basic estimations using L˜0 ≤ L40, we get
2c3(c7 ∨ c8)L˜(d−1)k+2 L2k+1ϕ
Nk
16
k ≤ 2c3(c7 ∨ c8)L4d−2k v4(d−1)N4d−1k (2κ)20c1Lk
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Since κ ≤ 1/4, it is clear that by inspection at (4.37) one can find a constant
c˜(d) so that whenever L0 ≥ c˜,
2c3(c7 ∨ c8)L4d−2k v4(d−1)(2κ)c1Lk ≤ 1.
As a result,
2c3(c7 ∨ c8)L˜(d−1)k+2 L2k+1ϕ
Nk
16
k ≤ N4d−1k κ19c1Lk
=
(
αc1
u0
)4d−1
v(4d−1)k(2κ)19c1(
αc1
u0
)kv
k(k−1)
2
. (4.46)
In order to finish the proof we observe that one can choose ĉ(d) such that when
L0 ≥ ĉ, the right most expression in (4.46) is smaller than 1 for all k ≥ 1. On
the other hand, notice that for k = 0, since u0 ∈ [(2κ)
7L0
4d−1 , 1] by choosing a
further positive constant c(d), for L0 ≥ c one has(
αc1
u0
)4d−1
(2κ)19c1(
αc1
u0
)kv
k(k−1)
2 ≤ u−4d+10 (2κ)7L0 ≤ 1. (4.47)
As was mentioned the claim (4.45) turns out a contradiction with the assumption
A 6= ∅ and ends the proof.
A crucial point shall be to prove that under an appropriate version of a seed
condition as in (4.40), condition (T ′)|` holds, however we shall first introduce
some further notations and remarks. We are looking for a nice expression for ϕ0
of Lemma 4.3. Notice that in virtue of (4.36), ϕ0 in (4.40) equals:
(c7 ∨ c8)
(
αc1
u0
)4(d−1)
L˜d−10 L0.
It will be also convenient to consider the function
λ := [max{e− gL08d−3 , (2κ) 7L04d−1 }, 1]→ [0,∞], λ(u) = u4(d−1)(2κ)uL0
which has its maximum value:(
4(d− 1)
e ln
(
1
2κL0
))4(d−1) ,
at point u0 =
4(d−1)
L0 ln(1/(2κ))
, with 1 > u0 > max{e−
gL0
8d−3 , (2κ)
7L0
4d−1 } provided that
L0 ≥ c10 for a suitable constant c10(d, g, C) > 0.
We define the constant c10 := c10(d,C, g) > 0 via:
c10 = max {c10, c9} (4.48)
as well as the constant c11 := c11(d,C, g) > 0
c11 = 2
d−1
(
e ln( 12κ )
4(d− 1)
)4(d−1)
(c7 ∨ c8)αc1 (4.49)
then, we proceed to state the main theorem of this section:
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Theorem 4.4. Assume that:
inf
B(R,L−2,L+2,L˜),a∈[0,1]
(
c11L˜
d−1L4(d−1)+1E [ρaB]
)
< 1, (4.50)
where the infimum runs over all the box specifications B(R,L−2, L+2, L˜) where
R is a rotation with R(e1) = `, L ≥ c10 and L ≤ L˜ < L4. Then condition (T ′)|`
is satisfied.
Proof. In virtue of hypothesis (4.50), setting L˜′ = (L˜ + 1) ∧ L4 (> L˜), there
exist some a ∈ [0, 1] and a box specification B(R,L− 2, L+ 2, L˜′) such that
c112
−(d−1)L˜′
d−1
L4(d−1)+1E
[
ρaB(R,L−2,L+2,L˜′)
]
< 1, (4.51)
since
E
[
ρaB(R,L−2,L+2,L˜′)
]
≤ E
[
ρaB(R,L−2,L+2,L˜)
]
,
for a ∈ [0, 1]. We take a rotation R′ near enough R so that R′(e1) = `′ and (cf.
(4.3) for notation)
pB(R,L−2,L+2,L˜′) ≤ pB′ (4.52)
where we denote by B′ the box specification B(R′, L− 1, L+ 1, L˜′). Hence using
inequality (4.52) one gets
c112
−(d−1)L˜′
d−1
L4(d−1)+1E [ρaB′ ] < 1,
which is in the spirit as the expression for ϕ0 of Lemma 4.3, provided that
we replace L0 by L, L˜0 by L˜′, ` by R′(e1) and u0 = 4(d − 1)/(ln(1/(2κ))L).
Therefore letting L play the role of L0, we can apply Lemma 4.3 under scales
given in (4.36)-(4.37). For this end, for large M , b, b˜ > 0 we take k ≥ 0 so that
Lk < b˜M ≤ Lk+1 and notice that defining the cylinder set C by
C =
{
x ∈ Zd : |x|⊥ ≤ bM
Lk
, x · `′ ∈ (−b˜M, bM)
}
,
as a result of applying first Chevyshev’s inequality and then E[qk] ≤ E[ρakk ], we
have
P[H] ≤ |C|κukLk2 ,
where in the notations of Lemma 4.3 we have set
H =
{
ω ∈ Ω, ∃x ∈ C : qk ◦ tx ≥ κ
ukLk
2
}
.
On the other hand, the strong Markov property implies that on the event Ω\H,
P0[T
`′
bM < T˜
`′
−b˜M ] ≥
(
1− κukLk2
)[ bM
Lk
]
+1
Therefore we can find some suitable constant c > 0, so that for large M :
P0[T
`′
bM > T˜
`′
−b˜M ] ≤ exp
(
−b˜L e−c
√
ln(˜bL)
)
holds. It is clear now using Lemma 2.2 the required claim follows.
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It is possible to prove within the framework of this new effective criterion a
decay nearer exponential than the previous one, however we will not need such
improvement here (see [GR15] for details).
5. Polynomial Mixing Condition: Proof of Theorem 1.7
It is our main concern here to prove that a polynomial condition to be introduced
in Definition 5.1, implies the mixing effective criterion previously introduced in
Section 4. As mentioned in the introduction, we follow a similar analysis as the
one in [BDR14], with a slight modification of their Definition 3.6 and a different
choice of growth for the scales. This will be clearer after Remark 5.3.
We start with the choice of scales and then we shall introduce our mixing poly-
nomial condition. We set v := 44 and consider for given k ∈ N, positive numbers
Nk satisfying for k ≥ 0:
Nk+1 =
([
15c1N0 ln(1/κ)
2 ln(N0)
]
+ 1
)
vk+1Nk, with N0 ≥ 3
√
d, (5.1)
later on further restriction on N0 will be required.
We let k be a nonnegative integer, ` ∈ Sd−1 be fixed and we fix as well, a rotation
denoted R of Rd such that R(e1) = `. For z ∈ NkZ ×N3kZd−1 we define boxes
B˜1,k(z), ˙B1,k(z), B2,k(z), along with the frontal boundary part ∂
+B2,k(z) of the
last box, as follows
B˜1,k(z) :=R
(
z + [0, Nk]× [0, N3k ]d−1
) ∩ Zd (5.2)
B2,k(z) :=R
(
z +
(
−Nk
11
, Nk +
Nk
11
)
×
(
−N
3
k
10
, N3k +
N3k
10
)d−1)
∩ Zd,
B˙1,k(z) :=R
(
z + (0, Nk)× (0, N3k )d−1
) ∩ Zd and,
∂+B2,k(z) :=∂B2(z) ∩
{
y ∈ Zd : (y − z) · ` ≥ Nk,
∀i ∈ [2, d] − N
3
k
10
< (y − z)R(ei) < 11N
3
k
10
}
.
Although the choice of numbers above seems in part arbitrary, we actually need
for instance in the `−direction add a (here add means add a times Nk to the
corresponding length of the box B2,k(0) in relation to the same length of B˜1,k(0))
number a ∈ (0, 1) such that the relation: Nk−(4aNk) = something proportional
to Nk holds (cf. Remark 5.3 for a further explanation). Any number less than
1/4 does this, we have chosen a = 1/11, therefore along direction ` points out
the box dimensions at level k are Nk + (1/11)Nk.
For integer k ≥ 0, let us denote by Bk the set of boxes of scale k:
Bk := {B2,k(z), z ∈ NkZ×N3kZd−1}, (5.3)
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and we also denote by Lk the subset of Rd:
Lk := NkZ×N3kZd−1. (5.4)
The upcoming renormalization procedure requires the following: for each box
B2,k(x) ∈ Bk where k ≥ 1 and x ∈ Lk, the boxes B˙1,k−1(z), z ∈ Lk−1 such that
B˙1,k−1(z) ⊂ B2,k(x) form a quasi-covering of B2,k(x), in the following sense:
B2,k(x) ⊂
⋃
t∈Nk−1Z×N3k−1Zd−1
B˙1,k−1(t)⊂B2,k(x)
B˜1,k−1(t). (5.5)
This is satisfied if N0 is such that for any k ≥ 1 we have
Nk/Nk−1 ∈ 110N. (5.6)
It will be convenient to assume that N0 is a fixed number satisfying the previous
requirement. We do introduce now our mixing polynomial condition.
Definition 5.1. For M > 0 and ` ∈ Sd−1 we say that the mixing polynomial
condition (PM )|` holds if for some N0 large enough and satisfying (5.6) we have
sup
x∈B˜1,0(0)
Px
[
XTB2,0(0) /∈ ∂+B2,0(0)
]
<
1
NM0
(5.7)
holds.
Roughly speaking, the main idea behind the next renormalization procedure
is: consider for large L a box of order B2,L(0), and consider as well the first k
such that Nk ≤ L < Nk+1. Then we will approximate with k−multiple renor-
malization procedures the unlikely walk exit probability from B2,L(0) and not
only one as usual. In formal terms we need to introduce the notion of good box
suitable into this polynomial framework.
Definition 5.2. Consider z ∈ Lk, then for k = 0 we say that box B2,0(z) ∈ B0
is N0−Good if
inf
x∈B˜1,0(z)
Px,ω[XTB2,0(z) ∈ ∂+B2,0(z)] > 1−
1
N50
, (5.8)
otherwise we say that box B2,0(z) is N0−Bad.
Inductively, for k ≥ 1 and z ∈ Lk we say that box B2,k(z) ∈ Bk is Nk−Good
if there exists t ∈ Lk−1 with B˙2,k−1(t) ∈ Bk−1, B˙1,k−1(t) ⊂ B2,k(z) such that
for each another y ∈ Lk−1, with B2,k−1(y) ∈ Bk−1, B˙1,k−1(y) ⊂ B2,k(z) and
B2,k−1(y) ∩B2,k−1(t) = ∅, implies that the box B2,k−1(y) is Nk−1−Good.
Otherwise, we say that box B2,k(z) is Nk−Bad.
Several remarks are needed for reference purposes later on.
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Remark 5.3. • Informally for a given k ≥ 1, a box B2,k(0) is good if there
exists at most one bad box B2,k−1(y), y ∈ Lk−1 of scale k − 1 inside of
B2,k(0). We actually might have more than only one, indeed all of those
boxes intersecting B2,k−1(y) might be bad, but not more. We neither have
all the boxes inside of scale k − 1 inside of B2,k(0), we have rather all of
the their frontal parts: B˙1,k−1 inside of B2,k(0).
• Notice that the property of being ”Good” for a box B2,k(x), with x ∈
Lk, k ≥ 0 under this definition, depends at most on transitions at sites
of the set Bk,x defined by:
Bk,k :=
{
z ∈ Zdz ∈ R
(
x+ (
k∑
i=0
−Ni
11
, (1 + 1/11)Nk +
k−1∑
i=0
Ni
11
)× (5.9)
(−
k∑
i=0
N3i
10
, (1 + 1/10)N3k +
k−1∑
i=0
N3i
10
)d−1
)}
,
which is straightforward to prove by induction. We further observe that
k−1∑
i=0
N3i
10
≤ N
3
k
10
and
k−1∑
i=0
Ni
11
≤ Nk
11
.
• We note as well that a given box B2,k(z), with fixed z ∈ Lk and k ≥ 0,
the number of boxes in Bk intersecting B2,k(z) along a given fixed di-
rection ±R(ei), i ∈ [1, d] is at most three (if we include the box itself).
Furthermore, along a given direction we have nonconsecutive boxes are
disjoint, indeed they are separated at least a distance 9Nk/11 in terms
of the `1−norm. Consequently along a fixed direction ±R(ei), i ∈ [1, d]
disjoint boxes have attached boxes of the type (5.9) separated in `1−norm
7N0/11 and thus the present choice of scales makes capable to apply mixing
conditions on renormalization schemes.
The next objective is to get doubly exponential upper bounds in k for the
probability of a given box in Bk to be Nk−Bad, we begin with case k = 0.
Lemma 5.4. Assume (PM )|` to be fulfilled for given M > 0 and ` ∈ Sd−1.
Then for any z ∈ L0
P[B2,0(z) is N0 − Bad] ≤ 1
N
M−3(d+1)
0
(5.10)
holds.
Proof. Let M , ` and z be as in the statement of lemma. Then from the very
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Definition 5.2 we have
P[B2,0(z) is N0 − Bad ] = P[ sup
x∈B˜1,0(z)
Px,ω[XTB2,0(z) /∈ ∂+B2,0(z)] ≥
1
N50
]
≤ N50
∑
x∈B˜1,0(z)
Px[XTB2,0(z) /∈ ∂+B2,0(z)]
≤ N50 |B˜1,0(z)| sup
x∈B˜1,0(z)
Px[XTB2,0(z) /∈ ∂+B2,0(z)]
≤ N50 |B˜1,0(z)|
1
NM0
≤ 1
NM−5−3d+20
,
where we have used Chevyshev’s inequality in the first inequality and the hy-
pothesis (PM )|` in the penultimate inequality above, the proof is complete.
We continue with the estimates for general k ≥ 1 in the following:
Proposition 5.5. Assume (PM )|` to be fulfilled for M > 9d and given ` ∈ Sd−1.
For k ≥ 0 we let z ∈ Lk be fixed, then there exists positive constants η1 := η1(d)
and η2 := η2(η1, d) such that whenever N0 ≥ η1 and N0 satisfies (5.6) we have
P[B2,k(z) is Nk − Bad] ≤ exp
(−η22k) (5.11)
holds.
Proof. Let M , ` and z be as in the statement of this proposition. Consider a
sequence of positive constants (cj)j≥0 defined by (recall Definition 1.2 and 1.3
for notation)
c0 =(M − 3(d+ 1)) ln(N0), and for k ≥ 0 (5.12)
ck+1 =ck −
ln
(
12
10
([
15c1N0 ln(1/κ)
2 ln(N0)
]
+ 1
)
vk+1
)6d−4
2k+1
−
ln
(
2C|B2,k|2e−
gNk
4
)
2k+1
.
We shall prove by induction the following claim: for any k ≥ 0, the inequality
P[B2,k(z) is Nk − Bad ] ≤ exp
(−ck2k) (5.13)
holds. Later on we shall prove that infk≥0 ck ≥ 1 for some choice of N0 large
enough, and thus we will eventually finish the proof.
We first focus on the case k = 0 in (5.11). Using Lemma 5.4 one can rewrite
(5.10) as
P[B2,0(z) is N0 − Bad ] ≤ exp ((−M + 3d+ 3) ln(N0)) . (5.14)
Hence, it suffices to prove the induction step k to k + 1. For this end, we now
assume inequality (5.13) holds for some k ≥ 0, we shall prove that claim (5.13)
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holds when k is replaced by k + 1. Indeed, let z ∈ Lk+1 be fixed and con-
sider the environmental event: z−Bad:=”B2,k+1(z) is Nk+1−Bad”. Using Def-
inition 5.2 one sees z−Bad is a subset of the event: ”there exist two disjoint
boxes B2,k(t1), B2,t2(t2) of scale k such that B˙1,k(t1), B˙1,t2(t2) are contained
in B2,k+1(z) and B2,k(t1), B2,t2(t2) are Nk−Bad”. Therefore, introducing for
k ≥ 0, the set:
Λk :={(t1, t2) ∈ Lk × Lk : B2,k(t1) ∩B2,k(t2) = ∅,
B˙1,k(t1), B˙1,k(t2) ⊂ B2,k+1(z)},
we have
P[z − Bad] ≤P[∃(t1, t2) ∈ Λk : B2,k(t1), B2,k(t2) are Nk − Bad ]
≤
∑
(t1,t2)∈Λk
P[B2,k(t1), B2,k(t2) are Nk − Bad]. (5.15)
Observe that by the third item in Remark 5.3 disjoint boxes of same scale k
depends on transition prescribed by sets separated in `1−norm at least 7Nk/11.
As a result, using either: (SMG)C,g or (SM)C,g the last probability inside the
sum in (5.15) splits into a product of two factors up to a mixing correction.
More precisely, we introduce for k ≥ 0 and (t1, t2) ∈ Λk the mixing factor
(under notation of Remark 5.3):
Γk := max
exp
 ∑
x∈Bk,t1 ,y∈Bk,t2
Ce−g|x−y|1
 ,
exp
 ∑
x∈∂rBk,t1 ,y∈∂rBk,t2
Ce−g|x−y|1
 ,
then under the previous notation and either: (SMG)C,g or (SM)C,g we have
P[B2,k(t1), B2,k(t2) are Nk − Bad] ≤
Γk × P[B2,k(t1) is Nk − Bad ]× P[B2,k(t2) is Nk − Bad ].
Going back to (5.15) together with induction hypothesis (5.13) we have the
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probability P[z − Bad] is less than
|(t1, t2) ∈ Λk| × Γk × e−ck2−(k+1)
≤
(
12
10
([
15c1N0 ln(1/κ)
2 ln(N0)
]
+ 1
)
vk+1
)6d−4
× exp
(
−
(
ck − ln(Γk)
2k+1
)
2k+1
)
≤ exp
−2k+1
ck − ln
(
12
10
([
15c1N0 ln(1/κ)
2 ln(N0)
]
+ 1
)
vk+1
)6d−4
2k+1
−
ln
(
2C|B2,k|2e−
gNk
4
)
2k+1
 . (5.16)
We have used in the previous chain of inequalities (5.16) a non-sharp estimate:
Γk ≤ e2C|B2,k|2e
− gNk
4 ,
together with the very construction prescribed by (5.1), recall also the discussion
after (5.5) and in (5.6).
We now use definitions given in (5.12) to get that
P[z − Bad] ≤ exp (−ck+12k+1)
provided N0 ≥ η. The induction is finished, therefore as was mentioned it suffices
to prove at this point the claim: there exists constant η′(d) ≥ η such that the
inequality:
inf
j≥0
cj ≥ 1
holds, provided that N0 ≥ η′. However a rough counting argument gives
lim
k→∞
ck − c0
is smaller than
∑
j≥0
ln
(
12
10
([
15c1N0 ln(1/κ)
2 ln(N0)
]
+ 1
)
vj+1
)6d−4
2j+1
+
ln
(
2C|B2,j |2e−
gNj
4
)
2j+1
≤(6d− 4) ln
(
12
10
([
15c1N0 ln(1/κ)
2 ln(N0)
]
+ 1
))
+ (6d− 4)2 ln(v) + 1.
It is now straightforward to verify infk≥0 ck ≥ 1 using that c0 = (M − 3(d +
1)) ln(N0) provided N0 be large but fixed, which ends the proof.
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We now take a further step into the proof of Theorem 1.7. Similarly as the
argument given in [BDR14], quenched exponential bounds for the unlikely exit
event from a Good box will be needed. Notice that we will have a weaker decay
in the quenched estimate than in the similar result stated in Proposition 3.9 of
[BDR14]. It is mostly owed to the present choice of scales (5.1) and definition of
good boxes in Definition 5.2, which were introduced in that form to clearly avoid
any intersection problem. Roughly speaking under our scaling construction, for
a given box of scale k we have less boxes of scale k−1 intersecting it. The formal
statement is as follows in the next proposition.
Proposition 5.6. For integer k ≥ 0 we let z ∈ Lk and B2,k(z) ∈ Bk be
Nk−Good. Then there exist positive constants η3 := η3(d) and η4 := η4(η3, d)
such that whenever N0 ≥ η3 and N0 satisfies (5.6) we have
sup
x∈B˜1,k(z)
Px,ω
[
XTB2,k(z) /∈ ∂
+B2,k(z)
]
≤ e−
η4Nk
vk+1 (5.17)
holds.
Proof. By stationarity under spatial shifts of the probability measure P, it is
enough to prove the proposition for general k ≥ 0 and z = 0. Henceforth we
assume that z = 0 along with B2,k(0) is Nk−Good for given k ≥ 0.
We will first prove by induction the statement: for each k ≥ 0 there exists a
sequence of positive numbers (ck)k≥0 such that whenever N0 ≥ ζ1
sup
x∈B˜1,k
Px,ω
[
XTB2,k /∈ ∂+B2,k
]
≤ e−ckNk (5.18)
holds.
Where the sequence (ck)k≥0 can be derived along the proof of the induction,
however we keep the convention as in the previous proposition of defining them
here:
c0 :=
5 lnN0
N0
, and by for k ≥ 1 (5.19)
ck :=
5 lnN0
(44)kN0
.
Our method to prove inequality (5.18) will follow a similar analysis as the one
given in Section 4, whose argument was originally owed to Sznitman [Sz02].
Let us start with k = 0, in this case we observe that whenever Bk,2 is Nk−Good
by Definition 5.2 we have
sup
x∈B˜1
Px[XTB2,0 /∈ ∂+B2,0] ≤
1
N50
= e−5
lnN0
N0
N0 . (5.20)
Hence we have (5.18) holds from the very definition of c0 in (5.19).
We now proceed to prove the induction step for k ≥ 1. it amounts to prove the
statement of (5.18) for k assuming that (5.18) is satisfied for k replaced by k−1.
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For this purpose, we introduce for k ≥ 0, u ∈ R and i ∈ [2, d] the Fn−stopping
times σ+iu and σ
−i
u defined by
σ+iu := inf{n ≥ 0 : (Xn −X0) ·R(ei) ≥ u} and (5.21)
σ−iu := inf{n ≥ 0 : (Xn −X0) ·R(ei) ≤ u}. (5.22)
Let i ∈ [2, d] and denote by ϑ+ik and ϑ−ik the stopping times
σ+i
N3
k
10
and σ−i
−N
3
k
10
respectively. Before formal developments, notice that levels ±N3k entering at the
σ’s stopping times above, we say ϑ+2k leave out the event where walk starts from
any point in B˜1,k(0) exits box B2,k(0) before that stopping time when the walk
exit is known through direction +R(e2). It will be useful to introduce as well,
the path event Ik for k ≥ 1
Ik := {∃i ∈ [2, d] : ϑ+ik−1 ≤ TB2,k(0) or ϑ−ik−1 ≤ B2,k(0)}.
In order to simplify notation, we shall drop the dependence of 0 ∈ Rd from the
boxes B˜1,k := B˜1,k(0) and B2,k := B2,k(0).
Plainly letting x ∈ B˜1,k be arbitrary and observing that the following decom-
position
Px,ω
[
XTB2,k /∈ ∂+B2,k
]
≤Px,ω[Ik]+ (5.23)
Px,ω
[
(Zd)N \ Ik, XTB2,k · ` ≤ −Nk(1 + 1/11)
]
holds. In virtue of this last inequality, we will get upper bounds for the terms
on the right most hand of inequality (5.23). Let us start with bounding from
above the first one of them.
Thus, we further decompose the first term on the right hand side of inequality
(5.23), indeed we have
Px,ω [Ik] ≤
d∑
i=2
(
Px,ω
[
ϑ+ik−1 ≤ TB2,k
]
+ Px,ω
[
ϑ−ik−1 ≤ TB2,k
])
. (5.24)
As a result it suffices to prove an upper bound in the spirit of the one in (5.18)
for a single stopping time of the ϑ−type, we say stopping time ϑ+2k−1, the others
cases are analogous and the general procedure to be displayed below will provide
the same upper bound for them.
Define the orthogonal norm | · |⊥ by
|z|⊥ := sup
i∈[2,d]
|z ·R(ei)|
for z ∈ Rd (this semi-norm was already introduced, we repeat here for reader
convenience).
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For easy of notation we set
nk−1 :=
1
2
(
13Nk
11Nk−1
+ 1
)
∈ N (by construction),
and note 2nk−1 − 1 is the number of consecutive boxes B2,k−1(t), t ∈ Lk−1
of scale k − 1 along direction R(e1) = ` such that B˙1,k−1(t) ⊂ B2,k (recall
comments after (5.5)).
In these terms, it will be convenient to define for the fixed integer k ≥ 1, numbers
Jk−1 and Lk−1 by (recall [ · ] denotes the integer part function)
Jk−1 :=
10N3k
220N3k−1nk−1
and
Lk−1 :=
22nk−1N3k−1
10
. (5.25)
Note that for any x ∈ B˜1,k we have Px,ω−a.s.{
ϑ+2k ≥ σ+2Jk−1Lk
}
.
It will be useful to introduce sets c⊥(j) for integer j to determine levels along
direction R(e2) as follows:
c⊥(j) :=
{
z ∈ Zd : z ·R(e2) ∈ Lk−1[j, j + 1),
−1/10N3k < z ·R(ei) < 11/10N3k
}
together with the discrete truncated cylinder c(j) defined by
c(j) :=
{
z ∈ Zd : inf
w∈c⊥(z)
|z − w|⊥ ≤ 2nk−1,
z · ` ∈ (−(1/11)Nk, (12/11)Nk)} .
Let us further introduce for technical matters to be clarify soon, the stopping
time σ2xu depending on u ∈ R and x ∈ B˜1,k, defined by
σ2xu := inf{n ≥ 0 : (Xn − x)R(e2) ≥ u}.
We now observe that using the strong Markov property for arbitrary x ∈ B˜1,k,
one gets
Px,ω
[
ϑ+2k−1 ≤ TB2,k
] ≤ Px,ω [σ+2Jk−1Lk−1 ≤ TB2,k] = (5.26)
Ex,ω
[
σ+2
(Jk−1−2)Lk−1 < TB2,k , PXσ+2
(Jk−1−2)Lk−1
,ω
[
σ2x
Jk−1Lk−1
≤ TB2,k
]]
.
Plainly we have Px,ω−a.s. on the event {σ+2(Jk−1−2)Lk−1 < TB2,k}, the random
variable
Xσ+2
(Jk−1−2)Lk−1
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belongs to c⊥(Jk−1 − 2). The strategy to prescribe on the walk path is going
to bound from below the probability of the complementary event {σ2x
Jk−1Lk−1
≤
TB2,k}, for paths starting from arbitrary y ∈ c⊥(Jk−1− 2). Indeed, the strategy
consists in pushing the walk successively (2nk−1 − 1)−times to exit boxes of
scale k − 1 inside of B2,k by their boundary side where ` points out. This will
be fulfilled with relatively high probability since B2,k is Nk −Good.
Formally to prescribe the strategy we introduce a sequence of stopping times
(Hi)i≥0 along with two sequences of successive random positions (Yi)i≥0, (Zi)i≥0,
which are recursively defined via:
H0 = 0, Y0 = X0, Z0 ∈ {z ∈ Lk−1 : Y0 ∈ B˜1,k−1(z)}, ,
H1 = TB2,k ∧ TB2,k−1(Z0), and for i > 1,
Yi−1 = XHi−1 , Zi−1 ∈ {z ∈ Lk−1 : Yi−1 ∈ B˜1,k−1(z)},
Hi = Hi−1 +H1 ◦ θHi−1 .
Notice that the construction of sequence (Zi)i≥0 makes use of finite arbitrary
choices.
One also defines the stopping time S to indicate a wrong exit from box B2,k−1,
defined by
S := inf
{
n ≥ 0 : Xn ∈ ∂B2,k−1(Z0) \ ∂+B2,k−1(Z0)
}
.
For any y ∈ c⊥(Jk−1 − 2), since (5.5) one has Py,ω−a.s. on the event
2nk−1−2⋂
i=0
θ−1Hi{S > H1}
the walk exits B2,k before time σ
2x
Jk−1Lk−1
. We need to introduce some further
definitions in order to get estimates under this strategy.
Let us first define for i ∈ [0, 2nk−1 − 2] and j ∈ Z the set:
Θi,j−2 :={z ∈ Zd : ∃w ∈ Lk−1, z ∈ B˜1,k−1(w),
w · ` = −
(
1
11
Nk − iNk−1
)
, B2,k−1(w) ⊂ c (j − 2)}
and then we introduce the random variable
ψi,j−2 := inf
h∈Θi,j−2
Ph,ω[S > H1].
As a result of applying the strong Markov property successively many times, we
get
Py,ω[TB2,k < σ
2x
Jk−1Lk−1
] ≥
2nk−1−2∏
i=0
ψi,Jk−1−2 =: ϕ(Jk−1 − 2). (5.27)
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Hence in virtue of (5.26), for any x ∈ B˜1,k we have got the estimate
Px,ω[σ
+2
Jk−1Lk−1
≤ TB2,k ] ≤ (5.28)
Px,ω
[
σ+2
(Jk−1−2)Lk−1 ≤ TB2,k
]
(1− ϕ(Jk−1 − 2)) .
In turn, let us further decompose part of the most right hand term in (5.28), in
order to iterate the given process up to this point, to be precise:
Px,ω
[
σ+2
(Jk−1−2)Lk−1 ≤ TB2,k
]
≤ (5.29)
Ex,ω
[
σ+2
(Jk−1−5)Lk−1 ≤ TB2,k , PXσ+2
(Jk−1−5)Lk−1
[
σ2x
(Jk−1−3)Lk−1
]]
.
We observe that using (5.29), the same procedure applied at level :
Xσ+2
(Jk−1−5)Lk−1
instead of
Xσ+2
(Jk−1−2)Lk−1
will turn out a strategy for any y in c⊥((Jk−1 − 5)Lk−1) which will force
the walk successively (2n0 − 1)−times through direction `, to exit successive
boxes B2,k−1(t′), t′ ∈ Lk−1, such that B˙1,k−1(t′) ⊂ B2,k by their boundary side
∂+B2,k−1(t′).
Thus for any y ∈ c(Jk−1 − 5) we have Py,ω−a.s. on event outlying above the
walk exit B2,k before getting level Jk−1 − 3)Lk−1 along direction R(e2), i.e.:
2nk−1−2⋂
i=0
θ−1Hi{S > H1} ⊂ (5.30)
{σ2x
(Jk−1−3)Lk−1 > TB2,k}.
It will be useful stress that the event on the left hand of (5.30) in this case,
makes use of disjoint boxes of the ones previously used. Therefore for arbitrary
x ∈ B˜1,k one obtains by induction
Px,ω
[
ϑ+2k−1 ≤ TB2,k
] ≤ [Jk−1/3−2/3]∏
i=1
(1− ϕ(Jk−1 − 3i− 2)) . (5.31)
Moreover, by assumption B2,k is Nk−Good, hence one sees in virtue of remark
above about the disjointness of the boxes involved in the events into product
terms in (5.31), we have that there exist at most three Nk−1−Bad boxes in at
most one of the events involved in ϕ(Jk−1 − 3i), for (we have used here as well,
Remark 5.3 about number of intersection of boxes along a fixed direction).
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Thus for any x ∈ B˜1,k we will bound from above by one the eventual level
i ∈ [1, [(Jk−1 − 2)/3]] containing the bad box, recalling (5.26) and applying the
induction hypothesis to each besides one term inside of product (5.31), we see
Px,ω
[
ϑ+2k−1 ≤ T2,k
] ≤ (1− (1− e−ck−1Nk−1)2nk−1−1)[(Jk−1−2)/3]−1
≤ ((2nk−1 − 1)e−ck−1Nk−1)[(Jk−1−2)/3]−1
≤e−ck−1Nk−1Jk−1/6+ln(2nk−1−1)Jk−1/6
which is satisfied provided that N0 ≥ η for certain positive constant η. As was
mentioned, similar bounds satisfy for others bounds in (5.24), hence for arbitrary
x ∈ B˜1,k
Px,ω [Ik] ≤ e−ck−1Nk−1Jk−1/6+ln(2nk−1−1)Jk−1/6+ln(2d−2). (5.32)
We now treat the second term on the right most hand of inequality (5.23). Our
procedure will be similar as the one given in the previous section, in fact we try
to emulate one dimensional computation with the use of quasi-martingales. We
define for i ∈ Z, the strip Hi via
Hi :=
{
z ∈ Zd : ∃z′ ∈ Z, |z − z′|1 = 1, (z · `− iNk−1) · (z′ · `− iNk−1) ≤ 0
}
.
Recall that we have fixed x ∈ B˜1,k, which in turn amount to fix the integer
k ≥ 1. For later purposes, we further define the set Ĥ0 by
Ĥ0 := H0 ∩ {z ∈ Rd : |(z − x) ·R(ej)| < N
3
k
10
},
and throughout this part of the proof we are going to let x1 ∈ Ĥ0 be arbitrary.
Furthermore, we also define the function I(·) on Rd such that I(z) = i whenever
z · ` ∈ [iLk−1 − Lk−12 , iLk−1 + Lk−12 ). If N0 ≥ η′ for certain constant, then
I(Hi) = i for each i ∈ Z. We introduce a sequence (Vj)j≥0 the successive times
of visits to different strips Hi, i ∈ Z recursively via:
V0 = 0, V1 = inf{n ≥ 0 : Xn ∈ HI(X0)−1 ∪HI(X0)+1}, (5.33)
and for n ≥ 1 Vn = Vn−1 + V1 ◦ θVi−1 .
Let us also define, for ω ∈ Ω and y ∈ Zd random variables q(y, ω), p(y, ω) and
ρ(y, ω), as follows:
q(y, ω) :=Py,ω
[
XV1 ∈ HI(X0)−1
]
=: 1− p(y, ω),
ρ(y, ω) :=
q(y, ω)
p(y, ω)
.
In these terms for i ∈ Z we further define the random variable ρ(i) := ρω(i)
given by
ρ(i) := sup
y∈H˜i
q(y, ω)
p(y, ω)
,
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where in turn for i ∈ Z, the truncated strip H˜i is defined by
H˜i = Hi ∩B2,k.
It will be useful to introduce an environmental random function fω : Z ⇀ R
defined as
fω(j) = 0, for j ≥ 12Nk11Nk−1 + 1 =: mk−1 ∈ N,
fω(j) =
∑
j≤m≤mk−1−1
∏
m<i≤mk−1−1
ρ−1(i) for j < mk−1.
For simplicity we drop the freezing variable ω when there is not risk of confusion.
We set
wk−1 :=
Nk
11Nk−1
(∈ N by construction cf. (5.6)),
and then we assert that claim (recall x1 ∈ Ĥ0)
Px1,ω
[
XTB2,k · ` ≤
−Nk
11
, (Zd)N \ Ik
]
≤ f(0)
f(−wk−1) (5.34)
holds.
Indeed the proof of claim (5.34) is similar as the one after (4.13), therefore we
omit it. We continue with estimating the right most term in (5.34) as follows
f(0)
f(−wk−1) ≤
∑
0≤m≤mk−1−1
∏
m<j≤mk−1−1 ρ
−1(j)∏
−wk−1<j≤mk−1−1 ρ
−1(j)
. (5.35)
On the other hand, recall that by Remark 5.3, for a Nk− Good box B2,k the
maximum number of bad boxes inside along direction `, is three. We also observe
that when z ∈ H˜i ∩ B2,k, for some i ∈ Z, there exists a point y := y(z) ∈
B˜1,k−1(t) for some t ∈ L such that |z − y|1 = 1, together with y · ` ≥ iNk−1. As
a result of uniform ellipticity (1.1) we have
ρ(i) ≤ sup
z∈⋃t∈Lk−1 B˜1,k−1(t)∩H˜i
1
κPz,ω
[
XTB2,k /∈ ∂+B2,k
]
1− 1κP
[
XTB2,k /∈ ∂+B2,k
] .
Using the last estimate, uniform ellipticity again for those eventually bad boxes
and applying the induction hypothesis into (5.35), we get that
Px,ω
[
XTB2,k · ` ≤
−Nk
11
, (Zd)N \ Ik
]
≤ (5.36)
e3c1 ln(1/κ)Nk−1
mk−1−1∑
i=wk−1
(
e−ck−1Nk−1+ln(1/κ)−ln(1−(1/κ)e
−ck−1Nk−1)
)i−3
.
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It was assumed that x1 ∈ Ĥ0 to obtain (5.36), however for z ∈ B˜1,k one has
Pz,ω−a.s. on the event
{XTB2,k · ` ≤
−Nk
11
, (Zd)N \ Ik},
the random time Ĥ := inf{n ≥ 0 : Xn ∈ Ĥ0} is finite and Ĥ ≤ TB2,k . Thus
applying the Markov property
Pz,ω
[
XTB2,k · ` ≤
−Nk
11
, (Zd)N \ Ik
]
≤
∑
x1∈Ĥ0
Pz,ω[XĤ = x1]Px1,ω[XTB2,k · ` ≤
−Nk
11
, (Zd)N \ Ik]
≤ sup
x1∈Ĥ0
Px1,ω[XTB2,k · ` ≤
−Nk
11
, (Zd)N \ Ik].
which proves that estimate (5.36) holds for any x ∈ B˜1,k.
In view of (5.23), estimate (5.32) and inequality (5.36), for arbitrary x ∈ B˜1,k
under B2,k is Nk−Good we have that Px,ω[XTB2,k /∈ ∂+B2,k] is less than:
2e3c1 ln(1/(2κ))Nk−1 (5.37)
×
mk−1−1∑
i=wk−1
(
e−ck−1Nk−1+ln(1/(2κ))−ln(1−(1/(2κ))e
−ck−1Nk−1 )
)i−3
≤ 2e
3c1 ln(1/2κ)Nk−1
1− e−ck−1Nk−1+ln(1/(2κ)−ln(1−(1/(2κ))e−ck−1Nk−1)
× e−ck−1Nk−1(wk−1−3)+ln(1/(2κ))(wk−1−3)−ln(1−(1/(2κ))e−ck−1Nk−1 )(wk−1−3).
Using wk−1 − 3 ≤ wk−1/2 for large but fixed N0, we get in turn that the last
expression in inequality (5.37) is less than
≤e6c1 ln(1/(2κ))Nk−1−ck−1Nk−1( 12wk−1)+2 ln(1/(2κ))( 12wk−1) (5.38)
≤e6c1 ln(1/(2κ))Nk−1−
ck−1Nk−1Nk
33Nk−1
≤e−
ck−1Nk−1Nk
44Nk−1 (cf. definition (5.19))
≤e−ckNk ,
provided that N0 ≥ ζ, for some constant ζ. Thus (5.38) completes the induction
and the proof as well.
The previous Lemma 5.5 along with Proposition 5.6 makes us able to prove
a stronger decay for the probability of an unlikely exit. In order to develop
the formal setting to state the next proposition we introduce the condition
representing a stronger decay as the one represented by Definition 5.1.
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Definition 5.7. Recall that we have fixed ` ∈ Sd−1 and a rotation R of Rd such
that R(e1) = `. We define the box B̂N for N ≥ 3
√
d by
B̂N := R
(
(−N,N + 1)×
(
−21N
3
10
,
21N3
10
)d−1)
∩ Zd
together with its frontal boundary part ∂+B̂N defined by
∂+B̂N := ∂B̂ ∩ {z ∈ Zd : z · ` ≥ 10N}.
Setting Γ : 3
√
d ⇀ (0, 1), so that N ⇀ 1/(ln(N))
1
2 .
We let N ≥ 3√d , ` ∈ Sd−1 and R be a rotation as above. We say that condition
(TΓ(N))|` holds, if there exist N0 ≥ 3
√
d and a constant c > 0 such that for all
N ≥ N0 one has
P0
[
XTB̂N
/∈ ∂+B̂N
]
≤ e−cN
c
(lnN)1/2
.
Throughout the remaining of this section we let ` ∈ Sd−1, R a rotation of
RRd such that R(e1) = ` , Γ be the function of Definition 5.7 and M > 9d.
Proposition 5.8. Assume condition (PM )|`, then condition (TΓ(N))|` holds.
Proof. Since assumption (PM )|` holds, we can and do consider the construction
of scales and boxes of (5.1). We also use Lemma 5.5 together with Proposition
5.6 along this proof. Thus we consider for large N the first natural k such that
Nk ≤ N < Nk+1. We let G be the environmental event defined by
G := {ω ∈ Ω : B2,k(z) ∈ Bk, z ∈ Lk is Nk −Good, if B2,k ∩ B̂N 6= ∅}.
We next decompose the underlying probability through the event G as follows
(under notation as in Definition 5.7):
P0
[
XTB̂N
/∈ ∂+B̂N
]
≤E
[
1GP0,ω[XTB̂N
/∈ ∂+B̂N ]
]
+ E
[
1Ω\GP0,ω[XTB̂N /∈ ∂
+B̂N ]
]
.
On the other hand, using Lemma 5.5 and a rough counting argument, we have
E
[
1Ω\GP0,ω[XTB̂N /∈ ∂
+B̂N ]
]
(5.39)
≤ E [Ω \G]
(5.5)
≤
(
13Nk+1
11Nk
+ 2
)
×
(
12N3k+1
10N3k
+ 2
)d−1
e−2
k
≤ c(d)e−2k+(3d−2)(k+1) ln v.
Following the proof method developed to prove Proposition 5.6 and under no-
tation therein, we define a sequence of stopping times (Hi)i≥0 as well as two
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sequences of random positions (Yi)i≥0 and (Zi)i≥0 given by:
H0 := 0, Y0 = X0, Z0 ∈ {z ∈ Lk : Y0 ∈ B˜1,k(z)}
H1 = TB̂N ∧ TB2,k(z), and for i > 1
Yi−1 = XHi−1 , Zi−1 ∈ {z ∈ Lk : Yi−1 ∈ B˜1,k(z)}, Hi = Hi−1 +H1 ◦ θHi−1 .
We stress again that the construction of sequence (Zi)i≥0 makes use of finite
arbitrary choices in virtue of (5.1) and (5.5). We also define the stopping time
S by
S := inf
{
n ≥ 0 : Xn ∈ ∂B2,k−1(Z0) \ ∂+B2,k−1(Z0)
}
Thus we can see by a similar argument as the one established in the proof of
Proposition 5.6, P0,ω−a.s.
[N/Nk]+1⋂
i=0
θ−1Hi{S > H1} ⊂
{
XTB2,k+1(0) ∈ ∂
+B2,k+1(0)
}
.
It is now straightforward to verify that the following chain of inequalities:
E
[
1GP0,ω[XTB̂N
/∈ ∂+B̂N ]
]
≤ 1−
(
1− e−
c0Nk
vk
)[N/Nk]+1
(5.40)
≤ (N/Nk + 1)e−
c0Nk
vk (5.41)
holds, where c0 is as in (5.19). We combine the last estimates (5.40)-(5.39), to
get the existence of a constant c˜ > 0 such that for large N ,
P0
[
XTB̂N
/∈ ∂+B̂N
]
≤ 2c(d)e−2k+(3d−2)(k+1) ln v ≤ exp
{
−c˜N
c˜
(lnN)1/2
}
.
This finishes the proof.
The next technical tool needed to prove the effective criterion under our poly-
nomial condition, is an estimate for the P−probability of a quenched atypical
event. Notice that the result will be weaker than similar estimates, for instance
the one to be established in Proposition 6.4.
We keep notation as in Definition 5.7. We observe that condition (TΓ(N))|` is
weaker than the natural extension of the definition in the spirit of Lemma 2.2
for Γ(N)−stretched exponential decay. The crucial point here is that in order
to (T γ)|` holds, for γ ∈ (0, 1] is required (as Lemma 2.2 precisely says) to have
linear growth for the underlying box along the orthogonal space to direction `.
Indeed, it is straightforward using Lemma 2.2 to see that (TΓ(N))|` is implied by
the corresponding extension of (T γ) in direction ` as in Lemma 2.2, but there
is not direct proof to derive the converse implication. We will follow a proof
argument close to [BDR14] in order to overcome this issue.
Proposition 5.9. Let (TΓ(N))|` be fulfilled. We let UN ⊂ Zd be a box defined
by
UN := R
(
N − 2, N + 2)× (−N3 + 1, N3 − 1)d−1) ∩ Zd
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and we also define their frontal boundary part ∂+UN by
∂+UN := ∂UN ∩ {z ∈ Zd : z · ` ≥ N + 2}.
We set the function  : [3
√
d,∞) ⇀ [0, 1] defined by (N) = 1
(lnN)
3
4
.
Then for each function β : [3
√
d,∞) ⇀ [0, 1] such that limM→∞ (M)/β(M) <
1, we have for large N ,
P
[
P0,ω
[
XTUN ∈ ∂+UN
]
≤ e
−2c1 ln(1/κ)Nβ
2
]
≤ 4e× 6
d−1(
Nβ(N)
4×6d−1
)
!
. (5.42)
Remark 5.10. Observe that UN is within the class of boxes entering in the
infimum of (4.50).
Proof. Under notation of the statement of this proposition we assume (T γ(N )|`
holds and let β be any function with the prescribed assumptions. We need
to establish a one-step renormalization scheme which turns out the prescribed
decay by (5.42). To this end, we consider N0 := N
(N) for large N ≥ 3√d and
define the set LN0 via:
LN0 := N0Z×N30Zd−1.
We introduce for z ∈ LN0 boxes widetildeB1(z), B2(z) as well as its frontal
boundary part ∂+B2(z) defined by:
B˜1(z) := R
(
z + [0, N0]× [0, N30 ]d−1
) ∩ Zd,
B2(z) := R
(
z + (−N0, N0 + 1)× (−21N0
10
,
31N30
10
)
)
∩ Zd and
∂+B2(z)∂B2(z) ∩ {y ∈ Zd : (y − z) · ` ≥ N0 + 1}
It is then convenient to define Good boxes: for z ∈ LN0 box B2(z) is N0−Good
if
inf
y∈B˜1(z)
Py,ω
[
XTB2(z) ∈ ∂+B2(z)
]
> 1− 1
N −1
.
We say that box B2(z) is N0−Bad otherwise.
We are going to bound from above the environmental probability of a box B2(z)
to be N0−Bad. We observe that for arbitrary z ∈ LN0 using Proposition 5.8, we
have that
P [B2(z) is N0 − Bad ] = P
[
sup
y∈B˜1(z)
Py,ω[XTB2(z) /∈ ∂+B2(z)] ≥
1
N −1
]
≤ N −1 |B˜1(z)|e−c˜N
c˜
(lnN0)
1/2
0
≤ e−c˜N
c˜(N)
(lnN)7/8 +(−1(N)+3d(N)) ln(N)
≤ e−ĉN
ĉ
(lnN)7/8
(5.43)
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holds, for certain positive dimensional constants c˜ and ĉ.
We need to introduce the already well-known strategy to exit from box UN
starting at 0 ∈ Rd. Further definitions will be required so as to describe the
environmental event where the strategy fails. We define the set of boxes involved
in the forthcoming strategy GN by
GN :={B2(z), z ∈ LN0 , z · e1 = jN0, j ∈ [0, [N/N0] + 1], and for i ∈ [2, d]
z · ei = jN30 , j ∈ [−[N/N0]− 1, ([N/N0] + 1)]}.
Define as well, the environmental event Gβ(N) via
Gβ(N) :=
 ∑
B2(z)∈GN ,z∈LN0
1{B2(z) is N0−Bad } ≤ Nβ
 .
Analogously as in cases of Proposition 5.6 and Proposition 5.8 we introduce
the strategy of successive exits from boxes of type B2(z), z ∈ LN0 by their
frontal boundary part, afterwards we shall see that on event Gβ(N), the strategy
shall imply the complementary event involved in the probability (5.42), and
then prove Gβ(N) has high P− probability. Despite overcharged notation, with
the purpose of completeness we introduce again sequences of random positions
(Yi)i≥0, (Zi)i≥0 together with stopping times (Hi)i≥0 defined as follows:
H0 = 0, Y0 = X0, Z0 ∈ {z ∈ LN0 : Y0 ∈ B˜1(z)}
H1 = TUN ∧ TB2(Z0), and for i > 1
Yi−1 = XHi−1 , Zi−1 ∈ {z ∈ LN0 : Yi−1 ∈ B˜1(z)}, Hi = Hi−1 +H1 ◦ θHi−1 .
We define as well the stopping time S via:
S = inf{n ≥ 0 : Xn ∈ ∂B2(Z0) \ ∂+B2(z)}.
It is routine using uniform ellipticity (1.1) to see that for large N on the event
Gβ(N) one has P−a.s.
P0,ω
[
XTUN ∈ ∂+UN
]
> P0,ω
 ⋂
0≤i≤ NN0
θ−1Hi
{
S > H1
}
≥ (2κ)L(N)+β(N)
(
1− 1
N −1(N)
)[N/N0]+1
≥ 1
2
e2 ln(2κ)β(N). (5.44)
It is our purpose now, to decompose the set GN into smaller sets which would
have boxes elements with appropriate disjointness so as to apply mixing condi-
tions. Keeping that purpose in mind, we introduce for integer i ∈ [0, 3] subsets
GN,i,e1 of GN defined by
GN,i,e1 := {B2(z) ∈ GN : z ∈ LN0 ,
z · e1
N0
= i mod 4}.
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Next, we further decompose each one of the four GN,i,e1 , i ∈ [0, 3] along the
orthogonal space to `. For this end, fix the integer i ∈ [0, 3], and define for
j2, . . . , jd ∈ [0, 5] subsets GN,i,j2,...,jd of GN,i,e1 given by:
GN,i,j2,...,jd := {B2(z) ∈ GN,i,e1 : z ∈ LN0 ,
z · ek
N30
= jk mod 6 ∀k ∈ [2, d]}.
Thus we have constructed 4× 6d−1 subsets GN,i,j1,...,jd−1 of GN , where i ∈ [0, 3]
and j2, . . . , jd ∈ [0, 5] such that each pair of boxes B2(z1), B2(z2) ∈ GN,i,j2,...,jd
with z1, z2 ∈ LN0 are at least 2N0 = 2N (N) separated in terms of `1−distance.
We plainly have as well, ⋃
i,j2,...,jd∈[0,3]×[0,5]d−1
GN,i,j2,...,jd = GN .
Under these terms, we can rewrite event Gβ(N) in the form:
Gβ(N) =
∑
i,j2,...,jd∈[0,3]×[0,5]d−1
∑
B2(z)∈GN,i,j2,...,jd ,
z∈LN0
1{B2(z) is N0−Bad} > N
β(N)

and then it is clear that
Ω \Gβ(N) (5.45)
⊂
⋃
i,j2,...,jd∈[0,3]×[0,5]d−1

∑
B2(z)∈GN,i,j2,...,jd
z∈LN0
1{B2(z) is N0−Bad} >
Nβ(N)
4× 6d−1
 .
On the other hand notice that using remark above, for given integers i, j2, . . . , jd
and any integer number
k ∈
[
0,
([N/N0] + 1)× (2([N/N0] + 1))d−1
4× 6d−1
]
=: [0, N ′]
(the last number represents an upper bound for the amount of elements in
GN,i,j2,...,jd ), using either (SM)C,g or (SMG)C,g, and a counting argument we
have for large N ,
P [B2(z1), B2(z2), . . . , B2(zk) ∈ GN,i,j2,...,jd are (and not more) N0 − Bad ]
(5.43)
≤
exp
k−1∑
j=0
(2Cj)× 3d(2N0)(6N30 )d−1e−2gN0
 exp(−ĉ k eĉ(lnN)1/8) .
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Hence for large N there exists a dimensional dependent constant c˘ > 0, such
that
P
 ∑
B2(z)∈GN,i,j2,...,jd
z∈LN0
1{B2(z) is N0−Bad} = k
 ≤
(
N ′
k
)
exp
(
−c˘ k ec˘(lnN)1/8
)
.
holds. As a result of combining this last estimate with (5.45), together with
some basic estimates one sees
P[Gβ(N)]
≤
∑
i,j2,...,jd∈[0,3]×[0,5]d−1
P
[
1{B2(z)GN,i,i,j2,...,jd ,B2(z) is N0−Bad}
>
Nβ(N)
4× 6d−1
]
≤ 4× 6d−1
∑
j≥ Nβ(N)
4×6d−1
(
N ′
j
)
exp
(
−c˘ k ec˘(lnN)1/8
)
≤ 4× 6d−1
∑
j≥ Nβ(N)
4×6d−1
(
N ′
j
)
1
(N ′)j
≤ 4× 6d−1 e(
Nβ(N)
4×6d−1
)
!
. (5.46)
The claim involved in the statement of this proposition is proven in virtue of
(5.44) and (5.46).
The last step required in order to get the effective criterion of Section 4
starting from a polynomial condition as in Definition 5.1, will be to integrate
the random variable ρ given in (4.3). The formal statement comes in the next:
Theorem 5.11. Assume (PM )|` be fulfilled for M > 9d and ` ∈ Sd−1 (for some
N0 large enough but fixed, see Definition 5.1). Then (EC)|` holds (cf. Definition
1.5).
Proof. Assume condition (PM )|` be fulfilled for some N0 large enough. Consider
large N and recall the notation introduced for a box specification B := B(R,N−
2, N + 2, 4N3) in Section 4, where the rotation R satisfies R(e1) = ` and we set
B for the box attached to B. In virtue of Proposition 5.8 there exists a constant
c˜ > 0 such that for large N (see (4.3) for notation)
E [pB(ω)] ≤ e−c˜N
c˜
(lnN)1/2
. (5.47)
In order to apply inequality (5.47) and Proposition 5.9, we define parameters:
β1 :=
c˜
2(lnN)1/2
α :=
c˜
3(lnN)1/2
a :=
1
Nα
(5.48)
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Following the proof argument of Section 2.2 in [BDR14] we split the expectation
E [ρaB] into L terms, where
L :=
[
2(1− β1)
β1
]
+ 1.
Indeed, the decomposition split the underlying denominator in the expectation
into terms given by
E0 := E
[
ρaB, P0,ω
[
XTB ∈ ∂+B
]
>
e−2c1 ln(1/(2κ))N
β1
2
]
,
for j ∈ {1, . . . , L− 1} we define:
Ej := E
[
ρaB,
e−2c1 ln(1/(2κ))N
βj+1
2
< P0,ω
[
XTB ∈ ∂+B
] ≤ e−2c1 ln(1/(2κ))Nβj
2
]
and the last term is
EL := E
[
ρaB, P0,ω
[
XTB ∈ ∂+B
] ≤ e−2c1 ln(1/(2κ))NβL
2
]
,
where in turn the numbers βj for j ∈ {1, . . . , L} are prescribed by
βj := β1 + (j − 1)β1
2
.
Notice that using uniform ellipticity (1.1) one sees that EL = 0 since βL ≥ 1
and P−a.s. one has
P0,ω
[
XTB ∈ ∂+B
]
> e−2c1 ln(1/(2κ))N .
On the other hand an application of Jensen’s inequality first and then (5.47) we
have
E0 ≤ 2ae2c1 ln(1/(2κ))Nβ1−αe−c˜N−α+c˜(lnN)
−1/2
≤ 2ae2c1 ln(1/(2κ))N
c˜
6(lnN)1/2
e−c˜N
2c˜
3(lnN)1/2
. (5.49)
Furthermore, we use the atypical quenched estimate provided by Proposition
5.9 to get that for j ∈ {1, . . . , L−1} there exist positive constants ĉ, c˘ such that
Ej ≤2 exp(Nβj+1−α)P
[
P0,ω[XTB ∈ ∂+B] ≤
e2c1 ln(1/(2κ))N
βj
2
]
≤ĉ 2 exp (2c1 ln(1/(2κ))Nβj+1−α) exp (−c˘Nβj ln(Nβj ))
≤ĉ 2 exp
(
2c1 ln(1/(2κ))N
βj+(β1/2)−2β1/3
)
exp
(−c˘Nβj ln(Nβj )) . (5.50)
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Combining inequalities (5.49) and (5.50) we see that E[ρaB] is less than any
polynomial function in N , therefore the proof is complete.
It is now straightforward to prove Theorem 1.7.
Proof of Theorem 1.7. It is a geometric fact to prove the implication: (P )M |` ⇒
(PM )|`, we provide a proof here. We let boxes B˜1,0 and B2,0 be defined as in (5.2)
for large N0. Consider Definition 1.5 for the polynomial asymptotic condition;
then setting b = 1/13 we can find a neighborhood U` ⊂ Sd−1 such that ` ∈ U`
and
lim
N→∞
NMP0
[
T˜ `
′
−bN < T
`
N
]
= 0
for each `′ ∈ U`. Thus in particular taking  = 12(d−1) there exist a large L0
together with a neighborhood U` ⊂ Sd−1 of ` such that
P0
[
T˜ `
′
−bL0 < T
`
L0
]
<
1
2(d− 1)LM0
, (5.51)
for all `′ ∈ U`. We take
N0 =
11L0
12.5
,
and we keep in mind the box involved in Definition 5.1. Since U` is open con-
taining ` there exists a strictly positive number α such that the following re-
quirements are satisfied:
• the vectors `±i := `±αR(ei)/|`±αR(ei)|2 ∈ U` for each i ∈ [2, d]. We stress
that there are 2(d− 1) vectors `±i , i.e. the symbol ± is an abbreviation.
• α is small enough such that
cos(arctan(α)) ≤ min
{
12N0
11L0
,
11L0
13N0
}
holds.
Consider now the set D ⊂ Zd defined by:
D := {x ∈ Rd : x · ` ∈ (−N0
11
,
12N0
11
), ∀i ∈ [2, d]x · `±i > −
L0
13
}.
Observe that for any x ∈ B˜1,0(0) we have
x+D ∩ Zd ⊂ B2,0(0).
For a set A ⊂ Rd we define its boundary ∂A in Zd by
∂A := {z ∈ Zd : z /∈ A, ∃z′ ∈ A ∩ Zd |z − z′|1 = 1}.
We then introduce the frontal part of the boundary for set D, denoted by ∂+D
and defined as follows:
∂+D := {z ∈ Zd : z ∈ ∂D, z · ∀i ∈ [2, d]x · `±i > −
L0
13
},
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and therefore we note that for any x ∈ B˜1,0(0) we have Px−a.s. one has
TX0+∂D\∂+D ≤ TB2,0(0).
By stationarity of the probability space (Ω,FΩ,P) and using (5.51), we get for
arbitrary x ∈ B˜1,0(0)
Px[XTB2,0(0) /∈ ∂+B2,0(0)] ≤ Px[XHx+∂D /∈ x+ ∂+D]
≤ P0[XH∂D /∈ ∂+D]
≤
d∑
i=2
P0[T˜
`+i
−bL0 < T
`+i
L0
] + P0[T˜
`−i
−bL0 < T
`−i
L0
]
(5.51)
<
1
NM0
,
which ends the proof.
On the other hand, the previous theorem in conjunction with Theorem 4.4
proves that (PM )|` implies (T ′)|`. Finally, it is clear using any of the equivalent
definitions contained in statement of Lemma 2.2, the implication (T γ)|` ⇒
(PM )|` holds, for any γ > 0.
6. Estimates for tails of regeneration times: Proof of Theorem 1.8
We shall prove the main Theorem 1.8 in this section. Roughly speaking, the
objective will be to start assuming condition (PM )|` and as a result of Theorem
1.7 we have that condition (T ′)|` holds. Next, assuming condition (T ′)|` we pro-
vide several auxiliary results leading up to bound from above the annealed tails
of the regeneration times in such a form that the random variable τ1 will pos-
sess arbitrary finite order moments. We end the proof by applying the annealed
central limit theorem of F. Comets and O. Zeitouni [CZ02].
Henceforward, we will assume (T ′)|` with h` = l ∈ Zd for some h > 0 (cf. (2.3)),
either of the mixing conditions: (SM)C,g or (SMG)C,g and g > 2 ln(1/κ) (cf.
Definitions 1.2-1.3), where C, g > 0 and 2κ > 0 is the uniform elliptic constant
prescribed by (1.1). Furthermore, we introduce for L ∈ |l|1N the approximate
regeneration time τ
(L)
1 as in Section 2.3, as well as the approximate asymptotic
direction vˆL := E0[Xτ(L)1
|D′ = ∞]/|E0[Xτ(L)1 |D
′ = ∞]|2. It is convenient to
define the orthogonal projector ΠvˆL : Zd → Zd which projects vectors onto the
orthogonal subspace to direction vˆL by:
ΠvˆL(z) = z − (z · vL)vL. (6.1)
We introduce for M > 0 the time LM of last visit to the half space HM = {z ∈
Zd : z · l ≤M} by:
sup{n ≥ 0 : Xn · l ≤M}. (6.2)
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Furthermore, we let
t =
2 ln( 1κ )
g + 1
2
. (6.3)
The next proposition will be fundamental to apply renormalization schemes,
indeed the given estimate will be used in order to get seed control.
Proposition 6.1. Let η > 0 and
ρ ∈
(
gt+ 2 ln
(
1
κ
)
2gt
, 1
)
, (6.4)
noting that the interval above is nonempty under assumption (R)C,g. For large
M > 0, we let L ∈ |l|1N be the least integer of the set
A =
{
L ∈ |l|1N : e−gtL ≤M2ρ−2−
}
,
where
 :=
(2 ln(1/κ)(2− 2ρ))
(gt− 2 ln(1/κ)) > 0. (6.5)
Then there exists c12 > 0 such that for large M
P0
[
sup
0≤n≤LM
|ΠvˆL(Xn)|2 > ηMρ
]
≤
exp
(
−c12M (2ρ−1)−
)
(6.6)
holds.
Remark 6.2. Observe that under such a ρ above, we have that (2ρ− 1)−  > 0
holds. Moreover, it is a matter of taking limits when g → ∞ to see that we
recover Sznitman’s result for i.i.d. random environments. The proof is based on
a combination of Theorems A.1-A.2 of [Sz02] and Proposition 4.5 of [Gue17].
Proof of Proposition 6.1. We let ρ and η > 0 as in the statement of the propo-
sition. Notice that since 2ρ − 1 < ρ together with (T ′)|` holds, we can and do
choose γ ∈ (0, 1), with 2ρ−1 < γρ such that (T γ)|` holds. We take M > 0 large
enough so that the least integer L of the set (recall definition in (6.5))
A =
{
L ∈ |l|1N : e−gtL ≤M2ρ−2−
}
fulfills the following requirements:
L ≥ c10 (cf. Proposition 3.1 for notation) and (6.7)
L ≥ 16 |l|1|l|23
(
2(c11/c
2
10) + 1
)
. (6.8)
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Observe now that in order to prove claim (6.6) we can and do replace
sup
0≤n≤LM
|Π(Xn)|2
by sup0≤n≤LM Xn · w, where w ∈ Sd−1 and w · vˆL = 0. We consider the regen-
eration time τ
(L)
1 constructed as in Section 2.3 along direction l and define for
n ≥ 0 (recall convention τ (L)0 := 0):
Kn = sup{k ≥ 0 : τ (L)k ≤ n}
Setting cl = |l|1/|l|2, we see by the very definition of τ (L)1 that P 0-a.s. on the
event 0 ≤ n ≤ LM one has Kn ≤ (clM)/L. As a result of that upper bound for
Kn, writing Xn ·w = (Xn −XτKn ) ·w+XτKn ·w, recalling notation (3.24), we
set Y = X∗ to get
P0
[
sup
0≤n≤LM
Xn · w > ηMρ
]
≤
∑
0≤k≤ clML
P 0
[
X ∗ ◦θτk >
ηMρ
3
]
+
P 0
[
Xτ1 · w >
ηMρ
3
]
+
∑
2≤k≤ clML
P 0
[
(Xτk −Xτ1) · w >
ηMρ
3
]
. (6.9)
The first two terms on the right hand side of inequality (6.9) can be bounded
from above using condition (T γ)|`. More precisely, we first introduce constants
b and φ via:
b =
2 ln(1/κ)
gt− 2 ln(1/κ) and
φ = e−
bgt|l|1
2(b+1) , (6.10)
then applying for integer k ∈ [0, clM/L] Corollary 2.6 in combination with
Chevyshev’s inequality to get
P 0
[
X ∗ ◦θτk >
ηMρ
3
]
= P 0
[
c10(φM
−X ∗ ◦θτk)γ >
c10(ηφ)
γMγ(ρ−)
3
]
≤ exp
(
−c10(ηφ)
γMγ(ρ−)
3γ
)
E0
[
exp
(
c10(φM
−X ∗ ◦θτk)γ
)]
≤ eexp(−gtL) exp
(
−c10(ηφ)
γMγ(ρ−)
3γ
)
E0
[
exp
(
c10(φM
−X∗)γ) |D′ =∞] .
Plainly, the same upper bound holds for the second term on the right most hand
of inequality (6.9). Thus∑
0≤k≤ clML
P 0
[
X ∗ ◦θτk >
ηMρ
3
]
+ P 0
[
Xτ1 · w >
ηMρ
3
]
≤
(
4Mcl
L
)
exp
(
−c10(ηφ)
γMγ(ρ−)
3γ
)
E0
[
exp
(
c10(φM
−X∗)γ) |D′ =∞] .
(6.11)
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Let us now proceed by examining the order of the last term on right most
expression inside of the sum in (6.9). For this end, we let 2 ≤ k ≤ (clM)/L and
notice that defining Hk,M := {∃j ∈ [2, k] : |(Xτj − Xτj−1) · w| ≥ δM
2ρ−1
γ } for
δ > 0 to be chosen later on, we have
P 0
[
(Xτk −Xτ1) · w >
ηMρ
3
]
≤
P 0 [Hk,M ] + P 0
[
(Xτk −Xτ1) · w >
ηMρ
3
, (Hk,M )c
]
. (6.12)
We first bound from above the left term on the right most expression entering
at inequality (6.12). Observe that a close argument to the given to get estimate
in (6.11) turns out:
P 0 [Hk,M ] ≤
∑
2≤j≤k
P 0
[
|(Xτj −Xτj−1) · w| ≥ δM
M2ρ−1
γ
]
≤
∑
2≤j≤k
2 exp
(−(δφ)γc10M2ρ−1−γ)E0 [exp (c10(φM−X∗)γ) |D′ =∞]
≤ 2k exp (−c10(δφ)γM2ρ−1−γ)E0 [exp (c10(φM−X∗)γ) |D′ =∞] . (6.13)
We now turn to bound the remaining and hardest to handle term, however we
must keep in mind the estimate in (6.13) and continue fixing k ∈ [2, (clM)/L].
For that purpose, we fix some ζ ∈ (1/2, 1] and apply exponential Chevyshev’s
inequality to the second term on right most hand of inequality (6.12) to get
P 0
[
(Xτk −Xτ1) · w >
ηMρ
3
, (Hk,M )c
]
≤ e−ζ ηM
ρ
M(1−ρ)+× (6.14)(
E0
[
e
ζ
∑
2≤j≤k(Xτj−Xτj−1 )·w
M(1−ρ)+ ,∀i ∈ [2, k], |(Xτi −Xτi−1) · w| < δM
2ρ−1
γ
])
.
On the other hand, either of our mixing hypotheses: (SM)C,g or (SMG)C,g
along with Lemma 2.5 and successive conditioning lead us to:(
E0
[
e
ζ
∑
2≤j≤k(Xτj−Xτj−1 )·w
M(1−ρ)+ ,∀i ∈ [2, k], |(Xτi −Xτi−1) · w| < δM
2ρ−1
γ
])
≤
(
exp
(
e−gtL
)
E0
[
exp
(
ζXτ1 · w
M1−ρ+
)
, |Xτ1 · w| < δM
2ρ−1
γ |D′ =∞
]) clM
L
,
for 2 ≤ k ≤ (clM)/L. Using that for |u| ≤ 1 one can find some ν ∈ (1/2, 1] so
that
|eu − 1− u| < νu2,
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and choosing α > /2, with α < (2ρ− 1)/γ ∧ (1− ρ+ ),
E0
[
exp
(
ζXτ1 · w
M1−ρ+
)
, |Xτ1 · w| < δM
2ρ−1
γ |D′ =∞
]
≤ E0
[
1 +
ζXτ1 · w
M (1−ρ)+
+ ν
ζ2(Xτ1 · w)2
M (2−2ρ)+2
, |Xτ1 · w| ≤Mα|D′ =∞
]
+E0
[
exp
(
ζXτ1 · w
M1−ρ+
)
,Mα < |Xτ1 · w| < δM
2ρ−1
γ |D′ =∞
]
≤ 1 + ν ζ
2
M2−2ρ+
E0
[(
M−

2Xτ1 · w
)2 |D′ =∞]− ζ
M1−ρ+(/2)
×
E0
[
M−

2Xτ1 · w, |Xτ1 · w| > Mα|D′ =∞
]
+E0
[
exp
(
ζXτ1 · w
M1−ρ+
)
,Mα < |Xτ1 · w| < δM
2ρ−1
γ |D′ =∞
]
. (6.15)
Applying Cauchy-Schwarz inequality together with assumption (T ′)|`, we have
E0
[
M−

2Xτ1 · w, |Xτ1 · w| > Mα|D′ =∞
] ≤
E0
[(
M−

2Xτ1 · w
)2 |D′ =∞] 12 (P 0 [|Xτ1 · w| > Mα|D′ =∞])
≤ E0
[(
M−

2Xτ1 · w
)2 |D′ =∞] 12
× exp(−c10φγMγ(α−/2)E0
[
exp
(
c10(φM
− 2X∗)γ) |D′ =∞] , (6.16)
where we have proceeded as in (6.11)-(6.13)-(6.16). At this point we are go-
ing to leave the main proof subject to prove that the expectations entering at
inequalities (6.11)-(6.13) are bounded. From the very definition of L one has
e−
bgt|l|1
2(b+1)M−

2 = e−
bgt|l|1
2(b+1)M−
b(2−2ρ)
2 < e−
bgtL
2(b+1) = κL.
As a result, by (6.11)-(6.13)-(6.16) we can rewrite them as∑
0≤k≤ clML
P 0
[
X ∗ ◦θτk >
ηMρ
3
]
+ P 0
[
Xτ1 · w >
ηMρ
3
]
≤
(
4Mcl
L
)
exp
(
−c10(ηφ)
γMγ(ρ−)
3γ
)
c11,
P 0 [Hk,M ] ≤
∑
2≤j≤k
P 0
[
|(Xτj −Xτj−1) · w| ≥ δM
M2ρ−1
γ
]
≤ 2k exp (−c10(δφ)γM2ρ−1−γ) c11 and
E0
[
M−

2Xτ1 · w, |Xτ1 · w| > Mα|D′ =∞
] ≤
exp(−c10φγMγ(α−/2)(c11/c10φ). (6.17)
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We now go back to the last expression of the right most hand in inequality
(6.15), notice that
E0
[
exp
(
ζXτ1 · w
M1−ρ+
)
,Mα < |Xτ1 · w| < δM
2ρ−1
γ |D′ =∞
]
≤ exp (−ξMγα) + ζ
M1−ρ+(/2)
×
∫ δM 2ρ−1γ −(/2)
Mα−(/2)
exp
(
ζ
u
M1−ρ+(/2)
)
P 0[M
− 2Xτ1 · w > u|D′ =∞]du
≤ exp (−ξMγα) + ζ
′
M1−ρ+(/2)
∫ δM 2ρ−1γ −(/2)
Mα−(/2)
exp
(
ζ
u
M1−ρ+(/2)
− ξuγ
)
du,
(6.18)
where ξ = c10φ
γ and ζ ′ = ζE0
[
ec10(φM
− 
2Xτ1 ·w)γ
]
. Observe now that (2ρ −
1)/γ + (ρ− 1)−  < γρ, since 2ρ− 1 < γρ. Using this we get
ζ ′
M1−ρ+(/2)
∫ ∞
Mα−(/2)
exp
(
−ξu
γ
2
)
du ≤ exp
(
−ξM
γ(α−(/2))
3
)
Therefore, in virtue of this last inequality and going back to (6.15), for large M
we have found
E0
[
exp
(
ζXτ1 · w
M1−ρ+
)
, |Xτ1 · w| < δM
2ρ−1
γ |D′ =∞
]
≤ exp(2νζ2(c11/c210)M2ρ−2−).
Hence, under our choice of L ∈ |l|1N given by the property (6.8) one has that
−ζµ+ (2νζ2c11/(c10)2 + 1) cl
L
< −(ζµ)/4.
As a result of applying this inequality into (6.14) and using that in (6.12), we
have ∑
2≤k≤clM/L
P 0
[
(Xτk −Xτ1) · w >
ηMρ
3
]
≤ exp
(
−ζηM
2ρ−1−
8
)
. (6.19)
Thus, we have ended the proof provided that we combine (6.17)-(6.19) with
(6.9).
In order to bound tails for L ∈ |l|1N of the random variable τ1(L) under
assumption (T ′)|`, we shall follow Section 5 of [Gue17] (see also Section III
of [Sz00] for the original argument in i.i.d. terms). The next lemma is a first
connection between condition (T ′)|` and tails of regeneration times. We fix a
rotation R of Rd with R(e1) = ` and as in Section 2 we choose r so that (2.2)
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is satisfied. We define for M > 0 the hypercube (cf. Lemma 2.2 which uses the
underline rotation R):
CM := BM.rM,`(0) (6.20)
and we then prove:
Lemma 6.3. There exist c16 = c16(d, κ, g) > 0 and L0 > 0 with L0 ∈ |l|1N
so that for each L ≥ L0 with L ≥∈ |l|1N and any function M : R+ 7→ R+,
satisfying limu→∞ M(u) =∞ we have that for large u and γ ∈ (0, 1)
P 0 [τ1 > u] ≤ P0
[
TCM = T
`
M(u) > u
]
+ e−c16(κ
LM(u))
γ
. (6.21)
Proof. For large u, using Proposition 3.1 we have
P 0 [τ1 > u] ≤
P 0 [τ1 > u, Xτ1 · l < |l|2M(u)] + P 0 [Xτ1 · l ≥ |l|2M(u)] ≤
P 0 [τ1 > u, Xτ1 · l < |l|2M(u)] + e−
c2|l|γ2 (κLM(u))
γ
2 .
On the other hand, using that τ1 = T
l
Xτ1 ·l we find that:
P 0 [τ1 > u, Xτ1 · l < |l|2M(u)] ≤ P0
[
T `M(u) > u
]
.
We now decompose the previous last probability to get:
P0
[
T `M(u) > u
]
≤
P0
[
T `M(u) = TCM(u) > u
]
+ P0
[
XTCM(u) /∈ ∂+CM(u)
]
.
Using (T ′)|` we obtain
P0
[
XTCM(u) /∈ ∂+CM(u)
]
≤ e−c˜(M(u))γ
where c˜ > 0 is certain constant. Thus the requirement (6.21) follows.
We continue with a version of the so-called atypical quenched estimate. Its
construction strongly depends on Proposition 6.1. Furthermore, the next result
shall be the cornerstone to get the final estimate in combination with Lemma
6.3. We first introduce the set
UM =
{
x ∈ Zd : |x · `| < M} (6.22)
for M > 0. Then we have (under the notation introduced in (6.3)):
Proposition 6.4. For β ∈ (0, 1) and c > 0
lim sup
M→∞
M−χ lnP
[
P0,ω
[
XTUM · ` > 0
]
≤ e−cMβ
]
< 0, (6.23)
where either χ ∈ (0, 1) or χ < d
(
3gt
gt−2 ln(1/κ)β − 2gtgt−2 ln(1/κ)
)
if β > 2gt3gt−2 ln(1κ) .
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Proof. We observe that for any β ∈ (0, 1) and c > 0 using condition (T ′)|`
one can take χ := γ ∈ (0, 1) such that (T γ)|` holds. Thus as an application of
Chevyshev’s inequality we can find c˜ > 0 such that
P
[
P0,ω
[
XTUM · ` > 0
]
≤ e−cMβ
]
≤ e
−c˜Mγ
1− e−cMβ
holds. As a result independently of β ∈ (0, 1) and c > 0 we have that (6.23)
holds with χ ∈ (0, 1). Hence we restrict ourself to the case β ∈ (0, 1) satisfying
β >
2gt
3gt− 2 ln(1κ) .. (6.24)
Notice that if β satisfies (6.24), then β > (2d+1)gt−2 ln(1/κ)3dgt and therefore
d
(
3gt
gt− 2 ln(1/κ)β −
2gt
gt− 2 ln(1/κ)
)
> 1.
We shall now follow closely the proof argument of Proposition 5.2 in [Gue17]
with the help of Proposition 6.1. For large M , we shall construct strategies
which will happen with high probability on the environment law ensuring that
the walks escapes from slab UM by the boundary side
∂+UM := ∂UM ∩ {z : z · ` ≥M}
with quenched probability bigger than e−cM
β
. Recall definitions (6.3)-(6.5) and
let γ be a real number in the interval:(
gt+ 2 ln(1/κ)
2gt
, 1
)
.
We pick M0 > 3
√
d so that the natural L ∈ |l|1N defined by
L := min
{
L : e−gtL ≤M2γ−2−}
is such that L ≥ L0 (where L0 is the maximum between the ones of Corollary
2.6 and Corollary 3.3) and with the purpose of using Proposition 6.1, we ask
L ≥ 16|l|1(2c11 + c
2
10)
3|l|2c210
as well. For that given L one then choose a rotation R̂ of Rd with
R̂(e1) = v̂L =
E0 [Xτ1 |D′ =∞]
|E0 [Xτ1 |D′ =∞] |2
as was introduced before Proposition 6.1.
We now introduce for z ∈M0 Zd the following blocks:
B˜1(z) := R̂
(
z + (0,M0)
d
) ∩ Zd and (6.25)
B˜2(z) := R̂
(
z + (−Mγ0 ,M0 +Mγ0 )d
) ∩ Zd. (6.26)
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We further define the frontal part of the boundary of B˜2(z) by
∂+B˜2(z) := ∂B˜2(z) ∩ {y : y · v˜ ≥ z · v˜ +M0 +Mγ0 } (6.27)
The aforementioned strategies involve the definition of good and bad boxes. We
say that site z ∈M0 Zd is M0-good if
sup
x∈B˜1(z)
Px,ω
[
XTB2(z) ≥ ∂+B2(z)
]
≥ 1
2
(6.28)
and M0-bad otherwise.
Lemma 6.5. Let γ ∈
(
gt+2 ln(1/κ)
2gt , 1
)
. Then one has that
lim sup
M0→∞
M−(2γ−1−) sup
z∈M0 Zd
lnP [z is M0 − bad] < 0. (6.29)
Proof. For z ∈M0 Zd,
P [z is M0 − bad] ≤ 2|B˜1(z)| sup
x∈B˜1(z)
Px
[
XTB˜2(z)
/∈ ∂+B˜2(z)
]
.
Observe now that for arbitrary x ∈ B˜1(z), the block B˜2(z) is included in a ball
of radius 3
√
dM0 centered at x. Thus one has that Px-a.s
TB˜2(z) ≤ T `x·`+3√dM0 ,
and moreover, notice that on the event
{
XTB˜2(z)
/∈ ∂+B˜2(z)
}
we have Px-a.s.
either: (
XTB˜2(z)
− x
)
≤ −M
γ
0
2
or
∣∣∣Πv̂ (XTB˜2(z) − x)∣∣∣2 ≥ Mγ02 ,
where the notations as in the beginning of this section. Consequently as in the
proof of Lemma 5.3 of [Gue17] for a suitable constant c(d) we find
P [z is M0 − bad] ≤ (6.30)
c(d)Md0
P0
 sup
0≤n≤T `
3
√
dM0
Πv̂ (Xn) ≥ v̂ · `M
γ
0
4
+ P0 [T˜ `− v̂·`Mγ04 <∞
] .
We construct the random variable τ1 := τ1(L0) along direction ` with L0 as in
Proposition 3.2, and using that
P0
[
T˜ `
− v̂·`M
γ
0
4
<∞
]
≤ P 0
[
Xτ1 · ` ≥
v̂ · `Mγ0
4
]
,
the assertion (6.29) follows since the existence of non-dependent on L constants
k1 > 0 and k2 > 0 (with same argument as in Remark 4.4 in [Gue17]) so that
k1 ≤ v̂L · ` ≤ k2
together with applying Proposition 6.1.
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It is convenient to introduce some further terminology. Consider M > 0 and
M0 as above, and attach to each site z ∈M0 Zd the column
Col(z) :=
{
z′ ∈M0 Zd : ∃j ∈ [0, J ] with z′ = z + jM0e1
}
, (6.31)
where J is the smallest integer satisfying JM0v̂L ·` ≥ 3M . We choose M1 > 0 an
integer multiple of M0 and we also define the tube attached to site z ∈M0 Zd,
Tube(z) :=
{
z′ ∈M0 Zd : ∃j1, . . . , jd ∈
[
0,
M1
M0
]
, z′ = z +
d∑
i=1
jiM0ei
}
.
(6.32)
The crucial point of the strategy is that one way for the walk starting from 0
to escape from UM by ∂
+UM is to get to one of the bottom block in Tube(0)
containing the largest amount of good boxes, and then moving along this column
up to its top. Thus, defining:
Top(z) :=
⋃
z′∈Tube(z)
∂+B˜2(z
′ + JM0e1), (6.33)
together with the neighbourhood of a tube,
V (z) :=
x ∈ Zd : ∃y ∈
⋃
z′∈Tube(z)
0≤j≤J
B˜1(z
′ + jM0e1), |x− y|1 ≤ 3dM1
 . (6.34)
One has the following:
Lemma 6.6. For z ∈M0 Zd, we let n(z, w) be the random variable:
min
z′∈Tube(z)

J∑
j=0
1
z′+jM0e1 is M0−bad
 . (6.35)
There exists c10 > 0 such that for any z ∈M0 Zd and any x ∈ D(z) where
D(z) :=
⋃
z′∈Tube(z)
0≤j≤J
B˜1(z
′ + jM0e1),
we have
Px,ω
[
HTop(z) < TV (z)
]
> (2κ)c10(M1+JM
γ
0 +n(z,ω)M0) 1
2J+1
. (6.36)
Proof. It is easy to see that replacing κ by 2κ in virtue of (1.1) the proof of
Lemma 3.3 in [Sz00] provides the claim (6.36).
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Keeping in mind Lemma 6.5, we choose γ ∈ ((gt+ 2 ln(1/κ))/2gt, 1) so that
ξ :=
1− β
1− γ < β < 1, (6.37)
Let us note that the choice of γ is possible under assumption (6.24), since:
β >
2gt
3gt− 2 ln(1/κ) ⇔
2β − 1
β
>
gt+ 2 ln(1/κ)
2gt
.
We then choose
ν > 1− γ,
along with for large M > 0:
M0 = ρ1M
ξ, M1 =
[
ρ2M
β−ξ]M0, N0 = [ρ3Mβ−ξ] ,
where the constants ρ1, ρ2, ρ3 possibly depend on the constant of the model
and c in (6.36). They are chosen so that for large M :
(2κ)c10JM
γ
0 , (2κ)c10M1 , (2κ)c10N0M0 ,
(
1
2
)J+1
> exp
(
− c
5
Mβ
)
. (6.38)
N0
3
> (J + 1)
(e2 − 1)
Mν0
, and (6.39)
any nearest neighbor path within V (0), between 0 and Top(0), (6.40)
first exits UM through ∂
+UM .
That choice is possible because in order to satisfy 6.38 and 6.39 it is sufficient
to take ρ1 large enough and then ρ2 = ρ3 = c(10c10ρ1 ln
1
2κ )
−1. We also note
that (6.40) is fulfilled since β < 1 implies β − ξ > 1− (1 + ν)ξ. We now borrow
the last arguments in proof of Proposition 5.2 [Gue17] to conclude that
lim sup
M
Md(β−ξ) lnP
[
P0,ω
[
XTUM ·
l
|l|2 ≥M
]
≤ e−cLβ
]
< 0,
which ends the proof of claim (6.23) provided we vary γ according to (6.37).
We finally finish the procedure to bound tails of regenerations times τ1(L),
for L ∈ |l|1N. Roughly speaking, it is a Markov chain argument which links
Proposition 6.4 and Lemma 6.3 with the upper bound. More precisely, recalling
definition (6.3) one has:
Theorem 6.7. Let
σ = min
{
gt− 2 ln(1/κ)
3gt− 2 ln(1/κ) ,
(d− 1)gt+ 2 ln(1/κ)
(3d+ 1)gt− 2 ln(1/κ)
}
,
and notice that σ > 0. There exist positive constants c11, c12 and L0 ∈ |l|1N
such that for each L ≥ L0 with L ∈ |l|1N and α ∈ (1, 1 + σ),
P 0
[
τ
(L)
1 > u
]
≤ e−c11κL(ln(u))α + e−c12(ln(u))α . (6.41)
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Proof. Let α ∈ (1, 1 + σ) and for large u define
∆(u) =
1
10
√
d
ln(u)
ln
(
1
κ
) and M(u) = N(u)∆(u),
where N(u) =
[
(ln(u))α−1
]
. (6.42)
For the rest of the proof we shall drop u in M, ∆ and N . We apply Lemma 6.3
with the function M above to get
P 0
[
τ
(L)
1 > u
]
≤ e−c11κL(ln(u))γα + P0 [TCM > u] .
Since γ can be done close to 1 and the upper bound for α is not reached, it
suffices to prove
lim sup
M→∞
ln(u)−α ln (P0 [TCM > u]) < 0. (6.43)
We decompose as follows
P0 [TCM > u] ≤ E
[
P0,ω [TCM > u] , ∀x ∈ CM Px,ω
[
TCM >
u
(ln(u))α
]
≤ 1
2
]
+
E
[
P0,ω [TCM > u] , ∃x1 ∈ CM Px1,ω
[
TCM >
u
(ln(u))α
]
>
1
2
]
. (6.44)
The first term on the right most expression in (6.44), as a result of the strong
Markov property is smaller than (
1
2
)[ln(u)α]
.
We turn to bound the second term on the right most hand in (6.44). It was
shown in the proof of Proposition 5.5 [Gue17] the assertion:{
ω ∈ Ω : ∃x1 ∈ CM Px1,ω
[
TCM >
u
(ln(u))α
]
>
1
2
}
⊂{
ω ∈ Ω : ∃x2 ∈ CM Px2,ω
[
H˜x2 > TCM
]
≤ 2|CM |(ln(u))
α
u
}
, (6.45)
holds, where as a matter of definition, for x ∈ Zd
H˜x := inf{n ≥ 1 : Xn = x}.
Moreover, observe that on the environment event on the right in (6.45), we take
y := x2 ∈ CM satisfying
Py,ω
[
H˜y > TCM
]
≤ 2|CM |(ln(u))
α
u
(6.46)
and choose x ∈ Zd a closest lattice point to y + `K ∈ Rd, where
K ≤
[
lnu
3 ln(1/(2κ))
]
.
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Thus we can take a nearest neighbours and self avoiding path on Zd starting
from y and ending at x of length at most
[
lnu
3 ln(1/(2κ))
]
. In virtue of uniform
ellipticity (cf. (1.1)), we get
Py,ω
[
H˜y > TCM
]
≥ u− 13Px,ω [Hy > TCM ] , (6.47)
and notice that x ∈ CM by (6.46). Therefore, considering for i ∈ Z strips
Gi := ∂{z : z · ` < ∆i},
then for a given y ∈ CM satisfying (6.46), since
[
lnu
3 ln(1/(2κ))
]
> 2∆ + d move
y to x along direction ` and inside of {z : (i − 2)∆ ≤ z ˙` ≤ i∆}, for some
i ∈ [−N + 2, N − 1] requires less than lnu3 ln(1/(2κ)) steps, we can find a further
site x ∈ CM ∩ Gi, for some integer i such that for large u:
Px,ω
[
T˜ `(i−1)∆ > CM
]
≤ Px,ω [Hy > TCM ]
(6.46)−(6.47)
≤ 1√
u
. (6.48)
As a result, for large u
R :=
{
ω ∈ Ω : ∃x1 ∈ CM Px1,ω
[
TCM >
u
(ln(u))α
]
>
1
2
}
⊂
{ω ∈ Ω : ∃x, i : i ∈∈ [−N + 2, N − 1], x ∈ CM ∩ Gi with (6.49)
Px,ω
[
T˜ `(i−1)∆ > TCM
]
≤ 1√
u
}
.
For i ∈ Z, we define random variables
Xi :=
{
− ln
(
infx∈CM∩Gi Px,ω
[
T˜ `(i−1)∆ > T
`
(i+1)∆
])
if CM ∩ Gi 6= ∅,
0 if CM ∩ Gi = ∅.
For i ∈ [−N + 1, N ] and x ∈ Gi, a standard application of the strong Markov
property provides us with
Px,ω
[
T˜(i−1)∆ > TCM
]
≥ exp
− N∑
j=i
Xi
 .
Therefore,
P [R] ≤ P
[
N∑
i=−N+1
Xi ≥ ln(u)
2
]
≤ 2N sup
i∈[−N+1,N ]
P
[
Xi ≥ ln(u)
4N
]
. (6.50)
On the other hand, observe that for arbitrary i ∈ Z and ϑ > 0 we have (see 6.22
for notation)
P [Xi > ϑ] ≤ |CM |P
[
P0,ω
[
XTUδ · ` ≥ ∆
]
≤ e−ϑ
]
. (6.51)
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Hence, we apply (6.51) into inequalities (6.50) and then we use Proposition (6.4)
to conclude that for large u there exists a suitable constant c˜ such that (cf. (6.3)
for notation)
P [R] ≤ exp (−c˜ ln(u)χ) , (6.52)
where χ < d
(
3gt
gt−2 ln(1/κ) (2− α)− 2gtgt−2 ln(1/κ)
)
and whenever:
2− α > 2gt
3gt− 2 ln(1/κ) ⇔ α < 1 +
gt− 2 ln(1/κ)
3gt− 2 ln(1/κ) . (6.53)
In turn, we require that
α < d
(
3gt
gt− 2 ln(1/κ) (2− α)−
2gt
gt− 2 ln(1/κ)
)
⇔
α < 1 +
(d− 1)gt+ 2 ln(1/κ)
(3d+ 1)gt− 2 ln(1/κ) . (6.54)
The claim of the theorem follows since requirements (6.53)-(6.54)
As a result of Theorem 6.7 and the standard analysis result (cf. [Ru87],
Chapter 8, Theorem 8.16), for L ≥ L0 with L ∈ |l|1N there exists a constant
M = M(L) such that
P
E0
[(
κLτ1(L)
)3
, D′ =∞|L0,L
]
P0 [D′ =∞|L0,L] > M
 = 0. (6.55)
The result of Theorem 1.8 follows from equation (6.55) after applying Theorem
2 in [CZ02].
Appendix
We give a proof of Lemma 2.2, which is very similar to that in [Gue17], subsec-
tion 6.1. However in the last reference was missing a proof for the last equiv-
alence, thus by completeness we provide a proof here for case γ < 1 and the
equivalence with the statement of Definition 1.4.
Proof of Lemma 2.2. The proof of (i)⇒ (ii) can be found in [Sz02], pages 516-
517. Therefore, we turn to prove (ii) ⇒ (iii). By (ii), there exist b, rˆ > 0 , so
that for large L there are finite subsets ∆L with 0 ∈ ∆L ⊂ {x ∈ Zd : x · l0 ≥
−bL} ∩ {x ∈ Rd : |x|2 ≤ rˆL} and
lim sup
L→∞
L−γ lnP0
[
XT∆L /∈ ∂+∆L
]
< 0.
Therefore, one can find a positive constant c˜ so that for large L:
P0
[
XT∆L /∈ ∂+∆L
]
< e−c˜L
γ
.
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Furthermore, by taking the intersection of the set ∆L with {x ∈ Zd : x · l0 < L},
without loss of generality we can and do assume that ∆L ⊂ {x ∈ Zd : x·l0 < L}.
Consider box BL,rˆ,b,l0(0) defined by
BL,rˆ,b,l0(0) := R˜
(
(−bL, L)× (−rˆL, rˆL)d−1) ,
where R˜ is a rotation on Rd with R˜(l0) = e1. We also define its frontal boundary
part by
∂+BL,rˆ,b,l0(0) := ∂BL,rˆ,b,l0(0) ∩ {z ∈ Zd : z · l0 ≥ L}.
We then have that ∆L ⊂ B˜L,rˆ,b,l0(0), and consequently for large L,
P0
[
XTBL,rˆ,b,l0 (0)
∈ ∂+BL,rˆ,b,l0(0)
]
≥ P0
[
XT∆L ∈ ∂+∆L
]
> 1− e−c˜Lγ .
Notice that if b ≤ 1, we choose c in (iii) as rˆ, and we finish the proof. Otherwise,
we can proceed as follows: we take N = bL and consider now box
BN,rˆ([b]+1)N,l0(0)
defined according (2.1). We introduce for integer i ∈ [1, [b]] a sequence (Ti)1≤i≤[b]
of (Fn)n≥0−stopping times via
T1 = TB˜L,rˆ,b,l0 (X0)
, and for i > 1
Ti = T1 ◦ θTi−1 + Ti−1. (6.56)
We also introduce the stopping time S which codifies the unlikely walk exit from
box B˜L,rˆ,b,l0(X0) and is defined by:
S := inf
n≥0
{n ≥ 0 : Xn ∈ ∂B˜L,rˆ,b,l0(X0) \ ∂+B˜L,rˆ,b,l0(X0)}.
As a result of terminology above, we have
P0
[
XTBN,rˆ([b]+1)N,l0 (0)
∈ ∂+BN,rˆ([b]+1)N,l0(0)
]
≥
P0
[
T1 < S, (T1 < S) ◦ θT1 , . . . , (T1 < S) ◦ θT[b]
]
. (6.57)
It is convenient at this point to introduce boundary sets Fi, i ∈ [1, [b]] as follows
F1 = ∂
+BL,rˆ,b,l0(0) and for i > 1
Fi =
⋃
y∈Fi−1
∂+BL,rˆ,b,l0(y),
where BL,rˆ,b,l0(y) = y+BL,rˆ,b,l0(0). We also define for i ∈ [1, [b]], good environ-
mental events Gi via
Gi =
{
ω ∈ Ω : Py,ω [T1 < S] ≥ 1− e− c˜L
γ
2 , ∀y ∈ Fi
}
.
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Observe that the left hand of inequality (6.57) is greater than
E
[
P0, ω
[
T1 < S, (T1 < S) ◦ θT1 , . . . , (T1 < S) ◦ θT[b]
]
1G[b]
]
.
In turn, writing for simplicity BL,rˆ,b,l0(y) as B(y) for y ∈ Zd, the last expression
equals ∑
y∈F[b]
E
[
P0,ω
[
T1 < S, . . . ,XT[b] = y
]
Py,ω
[
XTB(y) ∈ ∂+B(y)
]
1G[b]
]
≥
(
1− e− c˜2Lγ
) (
P0
[
T1 < S, . . . , (T1 < S) ◦ θT[b]−1
]− P[(G[b])c]) ,
where we have made use of the Markov property to obtain the last inequality.
We iterate this process to see
P0
[
XTBN,rˆ([b]+1)N,l0 (0)
∈ ∂+BN,rˆ([b]+1)N,l0(0)
]
≥
(
1− e− c˜L
γ
2
)[b]+1
−
[b]∑
i=1
(
1− e− c˜L
γ
2
)[b]−i
P[Gci ]. (6.58)
Notice that using Chebysev’s inequality, we have for i ∈ [1, [b]] and large L,
P[Gci ] ≤
∑
y∈Fi
P
[
Py,ω
[
XTB(y) /∈ ∂+B(y)
]
> e−
c˜Lγ
2
]
≤ e− c˜L
γ
4 . (6.59)
From (6.58), the fact that b is finite and independent of L and the estimate
(6.59); there exists a constant η > 0, so that for large N
P0
[
XTBN,rˆ([b]+1)N,l0 (0)
∈ ∂+BN,rˆ([b]+1)N,l0(0)
]
≥ 1− e−ηNγ
and this ends the proof of the required implication.
To prove the implication (iii)⇒ (i), we fix a rotation R on Rd, with R(e1) = l0
and such that R is the underlying rotation of hypothesis in (iii). For small α
we define 2(d− 1)-directions l+i and l−i, i ∈ [2, d]
l+i =
l0 + αR(ei)
|l0 + αR(ei)|2 and l−i =
l0 − αR(ei)
|l0 − αR(ei)|2 .
Following a similar argument as the one in [GR17], Proposition 4.2, pages 13-15;
but using γ−stretched exponential decay instead of polynomial one; we conclude
that there exists a small and positive α, so that for each i ∈ [2, d] there are some
ri > 0, with
lim sup
L→∞
L−γ lnP0
[
XTBL,riL,l±i (0)
/∈ ∂+BL,riL,l±i(0)
]
< 0, (6.60)
Observe that the requirements prescribed in (6.60) finish the proof of (iii) im-
plies (i) by taking
a0 = 1, a1 = a2 = . . . = a2(d−1) =
1
2
,
b0 = b1 = . . . = b2(d−1) = 1,
l0, l1 = l+1, l2 = l−1, . . . , l2(d−1)−1 = l+(d−1), l2(d−1) = l−(d−1),
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and then observing that for i ∈ [0, 2(d− 1)] we have
P0
[
T˜ l−biL < T
l
aiL
]
≤ P0
[
XTBL,riL,li (0)
/∈ ∂+BL,riL,li(0)
]
.
Finally, it is straightforward by the same argument to see that (iii) implies
Definition 1.4, indeed for α as above, the set
Aα := {` ∈ Sd−1 : ` = l0 + α
′R(ei)
|l0 + α′R(ei)|2 , α
′ ∈ (−α, α), i ∈ [2, d]}
is open in Sd−1 and contains l0. Furthermore, for any positive number b we have
lim sup
L→∞
L−γ lnP0[T˜ `−bL < T
`
L] < 0,
for each direction ` ∈ Aα, an thus we prove the statement in Definition 1.4.
Conversely, assume that statement of Definition 1.4 holds for direction l0, then
there exits a positive number ε such that
lim sup
L→∞
L−γ lnP0[T˜ `−bL < T
`
L] < 0,
for each direction ` ∈ (l0 + {x ∈ Rd : |x|2 < ε}) ∩ Sd−1 =: B˜(ε). Since the set
B˜(ε) is not plane and in fact has curvature!, any d− different elements l1, l2,
. . . , ld of B˜(ε) are linearly independents and thus they span Rd. Take data: l0,
l1, . . . , ld, a0 = 1, a1 = 1, . . . , ad = 0 and arbitrary positive numbers b0, b1, . . . ,
bd and it is clear that they generate an l0− directed system of slabs of order γ,
which ends the proof.
Acknowledgments
Enrique Guerra thanks his wife: Stephanie Alfaro, his sister: Edith Guerra and
his mother: Patricia Aguilar, for taking care of him during a treatment for a
disease that he had between May and August of 2019.
References
[BDR14] N. Berger, A. Drewitz and A.F. Ramı´rez. Effective Polynomial Ballis-
ticity Conditions for Random Walk in Random Environment. Comm. Pure
Appl. Math., 67, pp 19471973, (2014).
[DS85] R. Dobrushin and S. Shlosman. Constructive criterion for the unique-
ness of Gibbs fields. Statistical Physics and Dynamical Systems (J. Fritz,
A. Jaffe and D. Szs eds.) Birkh/iuser, Basel, pp 347-370, (1985).
[CZ01] F. Comets and O. Zeitouni. A law of large numbers for random walks
in random mixing environments. Ann. Probab. 32 , no. 1B, pp 880-914,
(2004).
E. Guerra, G. Valle and M. E. Vares/A mixing effective criterion 69
[CZ02] F. Comets and O. Zeitouni. Gaussian fluctuations for random walks in
random mixing environments. Probability in mathematics. Israel J. Math.
148, pp 87-113, (2005).
[Gue17] E. Guerra. On the transient (T) condition for random walk in strong
mixing environment. Ann. Probab., Volume 47, Number 5 (2019), 3003-
3054.
[GR15] E. Guerra and A. F. Ramı´rez. Almost exponential decay for the exit
probability from slabs of ballistic RWRE. Electron. J. Probab. 20, paper
no. 24, 17 pp, (2015).
[GR17] E. Guerra and A. F. Ramı´rez. Asymptotic direction for random walks
in mixing random environments. Electron. J. Probab. 22, paper no. 92, 41
pp, (2017).
[GR18] E. Guerra and A. F. Ramı´rez. A proof of Sznitman’s conjecture about
ballistic RWRE to appear in Comm. Pure Appl. Math. (2019-2020).
[Guo14] X. Guo. On the limiting velocity of random walks in mixing random
environment Ann. Inst. H. Poincar Probab. Statist., 50 (2) , pp 375-402,
(2014).
[IG80] M. Iosifescu and S. Grigorescu. Dependence with Complete Connections
and its Applications. Cambridge University Press, (1990).
[Ka81] S. Kalikow. Generalized random walks in random environment. Ann.
Probab. 9, pp 753-768, (1981).
[Li16] Matthias Liesenfeld Ballistizittsbedingungen fr Irrfahrten in zuflliger
Umgebung. Master Thesis at Johannes Gutenberg Universita¨t Mainz,
(2016).
[RA03] F. Rassoul-Agha. The point of view of the particle on the law of large
numbers for random walks in a mixing random environment. Ann. Probab.
31 , no. 3, pp 1441-1463, (2003).
[Ru87] W. Rudin. Real and Complex Analysis. McGRAW-HILL International
Editions, (1987).
[Si82] Y. S. Sinai. The limiting behavior of a one-dimensional random walk in
a random envrionment. Theory Prob. Appl. 27, no. 2, pp 247-258, (1982).
[So75] F. Solomon. Random walks in random environment. Ann. Probab. 3,
1-31, (1975).
[Sz00] A.S. Sznitman. Slowdown estimates and central limit theorem for random
walks in random environment. J. Eur. Math. Soc. 2, no. 2, pp 93-143,
(2000).
[Sz01] A.S. Sznitman. On a class of transient random walks in random environ-
ment. Ann. Probab. 29 (2), pp 724-765, (2001).
[Sz02] A.S. Sznitman. An effective criterion for ballistic behavior of random
walks in random environment. Probab. Theory Related Fields 122, no. 4,
pp 509-544, (2002).
[Sz03] A.S, Sznitman. On new examples of ballistic random walks in random
environment. Ann. Probab. 31, no. 1, pp 285-322, (2003).
[SZ99] A.S. Sznitman and M. Zerner. A law of large numbers for random walks
in random environment. Ann. Probab. 27 , no. 4, pp 1851-1869, (1999)
[Ze04] O. Zeitouni. Random walks in random environment. Lectures on prob-
E. Guerra, G. Valle and M. E. Vares/A mixing effective criterion 70
ability theory and statistics, pp 189312, Lecture Notes in Math., 1837,
Springer, Berlin, (2004).
