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Real Elliptically Skewed Distributions and Their
Application to Robust Cluster Analysis
Christian A. Schroth and Michael Muma, Member, IEEE
Abstract—This article proposes a new class of Real Elliptically
Skewed (RESK) distributions and associated clustering algo-
rithms that allow for integrating robustness and skewness into
a single unified cluster analysis framework. Non-symmetrically
distributed and heavy-tailed data clusters have been reported in a
variety of real-world applications. Robustness is essential because
a few outlying observations can severely obscure the cluster
structure. The RESK distributions are a generalization of the
Real Elliptically Symmetric (RES) distributions. To estimate the
cluster parameters and memberships, we derive an expectation
maximization (EM) algorithm for arbitrary RESK distribu-
tions. Special attention is given to a new robust skew-Huber
M-estimator, which is also the maximum likelihood estimator
(MLE) for the skew-Huber distribution that belongs to the RESK
class. Numerical experiments on simulated and real-world data
confirm the usefulness of the proposed methods for skewed and
heavy-tailed data sets.
Index Terms—robust cluster analysis, real elliptically skewed
distributions, EM algorithm, heavy-tailed mixture models, mul-
tivariate RES distributions, M-estimator, robust data science,
unsupervised learning, skew-Gaussian, skew-t, skew-Huber
I. INTRODUCTION
F INITE mixture models have been extensively used incluster analysis to estimate the probability density func-
tion (pdf) of a given data set [1]–[5]. It is well-known
that estimators that assume a Gaussian data distribution are
strongly affected by outliers, which frequently occur in real-
world applications [6]–[8]. A popular remedy is, to choose a
heavy-tailed finite mixture model, such as, a member of the
real elliptically symmetric (RES) family of distributions. The
associated maximum-likelihood-estimators (MLE) can handle
outliers and heavy-tailed noise. M-estimators provide further
robustness, as they decouple the estimation from a specific
distribution by replacing the negative log-likelihood function
by a robustness inducing objective function [9]–[12].
While the RES distributions offer a high degree of flexibility
in modeling different types of heavy-tailedness in the data
distribution, they depend on the assumption that the data is
symmetrically distributed. However, in medical [13], [14],
localization [15], [16] or financial [17] applications, it is often
the case that the data is heavy-tailed and non-symmetrically
distributed. The focus of this work, therefore, lies on robust
mixture models for skewed distributions. The proposed cluster-
ing algorithms should provide reliable results, even if the data
distribution is skewed, heavy-tailed, and if the data set contains
outliers. A widely used estimation algorithm for mixture
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models is the expectation maximization (EM) algorithm [1].
The standard EM algorithm is based on a Gaussian assumption
[18], hence, it is not robust against outliers. Some efforts were
made to robustify the EM by outlier detection and removal
[19]–[22], assuming t-distributed/heavy-tailed data [23]–[25],
using an additional component in a mixture model [26], [27],
including contaminated Gaussian distributions [28] or robusti-
fying the estimation of the cluster centers and covariances [29].
Recently, an EM algorithm has been derived that is applicable
to any RES distribution [30]. An important member of the
RES family, is the so-called Huber distribution, for which the
popular Huber M-estimator is the MLE.
Multivariate skewed distributions include the skew-Gaussian
distribution [31], [32], the skew-t distribution [33] and skew-
Laplace distribution [34]. A summary of different skewed
distributions can be found in [35], [36]. In contrast to RES dis-
tributions, there are multiple formulations for skewed distribu-
tions and, generally speaking, none of the specific formulations
seems to be preferable over the others [37], [38]. In this work,
we are using the formulation introduced by [39] because it will
allow us to derive an EM algorithm with explicit solutions for
the model parameters. This does not seem to be possible, for
example, for the generalized multivariate skewed distributions
introduced in [40], [41].
EM algorithms are available for a wide range of specific
skewed distributions, e.g., for the skew-Gaussian [39], [42]–
[47], the skew-t [45], [46], [48], [49], the skew power expo-
nential [50] and the generalized hyperbolic [51]. Nevertheless
to the best of our knowledge, a unified estimation framework
for a broad class of skewed distributions has not yet been
developed.
To fit a finite mixture model to a given data set, the EM
algorithm requires the number of clusters to be known, or
estimated. A popular strategy is to use model selection criteria,
such as, the Bayesian Information Criterion (BIC) derived
by Schwarz [52], [53]. Alternatively, a Bayesian cluster enu-
meration approach that selects the model that is maximum a
posteriori most probable [54], [55] may be beneficial, because
it accounts for the structure of the clustering problem in the
penalty term.
Based on [39], [45]–[47], our main contribution is to
propose a formulation for Real Elliptically Skewed (RESK)
distributions and to derive the EM algorithm for such distri-
butions. The RESK family of distributions is a generalization
of the RES family of distributions, which are included within
the RESK class by choosing an appropriate value for the
skewness factor. For robustness purposes, our framework is
then generalized to include asymmetric M-estimators, where
special attention is given to a new skew-Huber’s M-estimator.
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Numerical experiments demonstrate increased parameter esti-
mation and cluster enumeration performance for skewed and
heavy-tailed data.
The paper is organized as follows. Section II briefly revisits
RES distributions and loss functions. Section III introduces the
proposed RESK family of distributions with special attention
given to the robust skew-Huber distribution. Section IV derives
the proposed EM algorithm for RESK distributions and Sec-
tion V gives a short overview of the used BICs. Simulations
and real-world examples are provided in Section VI. Finally,
conclusions are drawn in Section VII. Further details on the
derivation of the EM algorithm can be found in the online
supplementary material.
Notation: Normal-font letters (a,A) denote a scalar, bold
lowercase (a) a vector and bold uppercase (A) a matrix;
calligraphic letters (A) denote a set, with the exception of L,
which is used for the likelihood function; R is the set of real
numbers and Rr×1, Rr×r the set of column vectors of size
r × 1, matrices of size r × r, respectively; A−1 is the matrix
inverse; A> is the matrix transpose; |a| is the absolute value
of a scalar; |A| is the determinant of a matrix; ⊗ represents
the Kronecker product; vec(·) is the vectorization operator, D
is the duplication matrix and vech(·) is the vector half operator
as defined in [56]. The vech operator takes a symmetric r× r
matrix and stacks the lower/upper triangular half into a single
vector of length r2 (r + 1).
II. RES DISTRIBUTIONS & LOSS FUNCTIONS
A. RES Distributions
Assuming that the observed data x ∈ Rr×1 follows a RES
distribution, with centroid µ ∈ Rr×1 and positive definite
symmetric scatter matrix S ∈ Rr×r the pdf of x is given
by
f(x|µ,S, g) = |S|− 12 g (t) , (1)
where t = (x− µ)> S−1 (x− µ) is the squared Mahalanobis
distance, see [7, p. 109] and [41]. The function g, often
referred to as the density generator, is defined by
g(t) =
Γ
(
r
2
)
pir/2
(∫ ∞
0
ur/2−1h(u; r)du
)−1
h(t; r), (2)
where h(t; r) is a function for which∫ ∞
0
ur/2−1h(u; r)du <∞ (3)
holds. Note, that h(t; r) can be a function of multiple param-
eters, not only of r.
B. Loss Functions
Assuming an observation of N independent and identically
distributed (iid) random variables X = [x1, . . . ,xN ]
>, the
likelihood function is given by
L(µ,S|X) =
N∏
n=1
∣∣∣S−1∣∣∣ 12 g (tn) (4)
with tn = (xn − µ)> S−1 (xn − µ) and the ML estimator
minimizes the negative log-likelihood function
− ln (L(µ,S|X)) =− ln
(
N∏
n=1
∣∣∣S−1∣∣∣ 12 g (tn)
)
=
N∑
n=1
− ln (g(tn))−
N
2
ln
(∣∣∣S−1∣∣∣)
=
N∑
n=1
ρML(tn) +
N
2
ln (|S|) (5)
with the associated ML loss function [7, p. 109]
ρML(tn) = − ln (g(tn)) . (6)
The corresponding first and second derivatives are denoted,
respectively, by
ψML(tn) =
∂ρML(tn)
∂tn
, ηML(tn) =
∂ψML(tn)
∂tn
. (7)
The basic idea of M-estimation [9] is to replace the ML loss
function ρML(tn) in Eq. (6) with a more general loss function
ρ(tn) that may not correspond to an ML estimator. A Non-
ML loss function is not based on a specific distribution, but
can be designed to downweight outlying data points according
to desired robustness characteristics, e.g. completely ignore
outliers beyond a certain Mahalanobis distance. An overview
of some exemplary loss functions and their derivatives can
be found in Tables I and II. Since the Gaussian and t
distribution are well-known they will not be further discussed,
but for the Huber distribution a brief discussion is provided in
Section III-B.
III. RESK DISTRIBUTIONS
This section proposes the RESK distribution, based on the
notation from [45], [46]. The formulation will allow for the
derivation of an explicit solution for the EM algorithm.
Assuming that the observed data x ∈ Rr×1 follows a RESK
distribution, let ξ ∈ Rr×1 be the ’centroid’, λ ∈ Rr×1 the
skewness factor and let S ∈ Rr×r be the positive definite
symmetric covariance matrix. Then, it is possible to define
the RESK distribution as a RES distribution multiplied with
its univariate cdf
fs(x|ξ,S,λ, g) = 2 |Ω|−
1
2 g (t)F (κ) (8)
with the skewed covariance matrix
Ω = S + λλ>, (9)
the skewed squared Mahalanobis distance
t = (x− ξ)>Ω−1 (x− ξ) (10)
and
κ =
η
τ
√
2ψ (t) (11)
with ψ (t) from Table I. To simplify the notation, the following
scalar variables are introduced:
η =
λ>S−1 (x− ξ)
1 + λ>S−1λ
, τ2 =
1
1 + λ>S−1λ
(12)
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The RESK distribution has the property that for λ = 0 it is
equal to a standard RES distribution from Eq. (1), hence it
can also be seen as a generalization of the RES distribution.
We next briefly revisit the skew-Gaussian and skew-t distri-
bution from [14], [41], [45]–[47] before introducing the skew-
Huber distribution. All required functions are summarized in
Tables I and II.
A. Examples for Existing RESK Distributions
1) Skew-Gaussian Distribution: The pdf is defined by
φs(x|ξ,S,λ) = 2φ(x|ξ,Ω)Φ
(η
τ
)
(13)
with φ(x|µ,Σ) being the multivariate pdf and Φ(x) being the
univariate cdf of the Gaussian distribution.
2) Skew-t Distribution: The pdf is defined by
ts(x|ξ,S,λ, ν) = 2t(x|ξ,Ω, ν)Tν+r (κ) (14)
where t(x|µ,Ψ, ν) is the multivariate pdf and Tν(x) is
the univariate cdf of a t distribution with associated degree
of freedom parameter ν. During our work with the skew-t
distribution we came across some inconsistencies regarding
the definition of t and ητ of the skew-t distribution between
[46] and [47]. These inconsistencies are corrected here and
the correct expressions are given in Eqs. (10) and (12).
B. Proposed Skew-Huber Distribution
Based on the definition in Eq. (8), the robust skew-Huber
distribution can now be introduced as
hs(x|ξ,S,λ, c) = 2h(x|ξ,Ω, c)Hc (κ) (15)
with the multivariate Huber pdf from Eq. (22) and the uni-
variate Huber cdf from Eq. (24), which are derived in the
following.
1) Multivariate pdf of Huber Distribution: Huber’s M-
estimator can be seen as a ML estimator for a RES distribution
(the Huber distribution) [7, p. 115], [57, p. 8]. It is defined by
h(t; r, c) = exp
(
−1
2
ρH(t; c)
)
(16)
with some tuning constant c ≥ 0 and
ρH(t; c) =

t
b
, t ≤ c2
c2
b
(
ln
(
t
c2
)
+ 1
)
, t > c2
(17)
and to obtain Fisher consistency
b = F
χ
2
r+2
(
c2
)
+
c2
r
(
1− F
χ
2
r
(
c2
))
, (18)
where F
χ
2
r
(·) is the Chi-square cumulative distribution func-
tion with degree of freedom r. To obtain a valid pdf the
normalization factor, according to [41], has to be calculated
as∫ ∞
0
ur/2−1h(u; r, c)du
=
∫ c2
0
ur/2−1e−
u
2b du+
∫ ∞
c
2
ur/2−1
(
eu
c2
)− c22b
du
=(2b)r/2
(
Γ
(r
2
)
− Γ
(
r
2
,
c2
2b
))
+
2bcr exp
(
− c22b
)
c2 − br ,
(19)
with the gamma function Γ(·), the upper incomplete gamma
function Γ(·, ·) and Euler’s number e. We can now write the
density generator, see Eq. (1), of a Huber distribution as
g(t) =

AH exp
(
− t
2b
)
, t ≤ c2
AH
(
et
c2
)− c22b
, t > c2
, (20)
with
AH =
Γ( r2 )
pi
r/2
(
(2b)
r
2
(
Γ
(
r
2
)− Γ( r2 , c22b))+ 2bcre− c22bc2−br
)−1
.
(21)
Then, the multivariate Huber pdf is obtained as
h(x|µ,S, c) =

|S|− 12 AH exp
(
− t
2b
)
, t ≤ c2
|S|− 12 AH
(
et
c2
)− c22b
, t > c2
(22)
2) Univariate cdf of Huber Distribution: We start with the
univariate pdf
h(x|µ, s, c) =

AH
s
e
− (x−µ)
2
2bs
2 ,
∣∣∣∣x− µs
∣∣∣∣ ≤ c
AH
s
(
e(x− µ)2
c2s2
)− c22b
,
∣∣∣∣x− µs
∣∣∣∣ > c
(23)
and integrate it
Hc (z) =
AHbz
b− c2
(
ez2
c2
)− c22b
, z < −c
−AHbc
b− c2 e
− c22b
+AH
√
pib
2
(
erf
(
z√
2b
)
+ erf
(
c√
2b
)) , |z| ≤ c
−AHbc
b− c2 e
− c22b +AH
√
2pib erf
(
c√
2b
)
+
AHb
b− c2
(
e
c2
)− c22b (
z
(
z2
)− c22b − c1− c2b ) , z > c
(24)
with z = x−µs and the integrals∫ z
−∞
AH
(
eu2
c2
)− c22b
du
=AH
(
e
c2
)− c22b b
b− c2
[
u
(
u2
)− c22b ]z
−∞
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=AH
(
e
c2
)− c22b b
b− c2
(
z
(
z2
)− c22b − lim
u→−∞u
(
u2
)− c22b)
=AH
(
e
c2
)− c22b b
b− c2 z
(
z2
)− c22b
(25)
with the constraint c
2
2b > 1 and∫ z
−c
AH exp
(
−u
2
2b
)
du
=AH
√
pib
2
(
erf
(
z√
2b
)
+ erf
(
c√
2b
))
. (26)
IV. PROPOSED EXPECTATION MAXIMIZATION
ALGORITHM FOR A MIXTURE OF RESK DISTRIBUTIONS
In this section, we derive an EM algorithm to estimate the
RESK mixture model parameters and the cluster memberships
of the data vectors xn. The proposed approach is summarized
in Algorithm 1, where we provide a unified framework for
estimating the parameters of any RESK distribution. Comput-
ing the EM algorithm, requires the values from Tables I and
II. The parameter vector, for each cluster m = 1, . . . , l, is
defined as θˆm =
[
µˆ>m, λˆ
>
m, vech(Sˆm)
>
]>
∈ Rq×1, where l
is the number of clusters and q = r2 (r + 5) is the number of
parameters per cluster. Because Sˆm is symmetric, it has only
r
2 (r+1) unique elements. Therefore, vech(Sˆm) has to be used
in the estimation step [58, p. 367]. Accordingly, we derive an
EM algorithm for RESK distributions in the following.
Based on Equation (8), the log-likelihood function of a
mixture of l RESK distributions follows as
ln (L(Φl|X )) =
N∑
n=1
ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
(27)
with γm being the mixing coefficient and Φl = [γl,Θ
>
l ] with
γl = [γ1, . . . , γl]
> and Θl = [θ1, . . . ,θl] ∈ Rq×l.
Using the matrix calculus rules from [56], [58], we define
F as a 1 × 1 scalar function of the r × 1 vector ξm. Hence,
the resulting Jacobian matrix is of size 1× r. Setting F equal
to (27), i.e.,
F (ξm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
(28)
and applying the differential leads to
dF (ξm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
=
N∑
n=1
γm2
∣∣∣Ω−1m ∣∣∣ 12∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj)
× [dg (tnm)F (κnm) + g (tnm) dF (κnm)] .
(29)
Both differentials are calculated separately as
dg (tnm) =− g′ (tnm) 2 (xn − ξm)>Ω−1m dξm
=g (tnm)ψ (tnm) 2
×
(
(xn − ξm)> S−1m − ηnmλ>mS−1m
)
dξm
(30)
with
g′ (tnm) = −ψ (tnm) g (tnm) , (31)
the Sherman-Morrison formula [59](
A+ bc>
)−1
= A−1 − A
−1bc>A−1
1 + c>A−1b
(32)
and
dF (κnm)
=F ′ (κnm) d
(
ηnm
τm
√
2ψ(tnm)
)
=− F ′ (κnm)
[
λ>mS
−1
m dξm√
1 + λ>mS
−1
m λm
√
2ψ(tnm)
+ 2
ηnm
τm
η(tnm)√
2ψ(tnm)
(xn − ξm)>Ω−1m dξm
]
=F (κnm) Ψ (κnm)
[
τm
√
2ψ(tnm)λ
>
mS
−1
m
+ 2
ηnm
τm
η(tnm)√
2ψ(tnm)
(xn − ξm)> S−1m
− 2η
2
nm
τm
η(tnm)√
2ψ(tnm)
λ>mS
−1
m
]
dξm
(33)
with
F ′(x) = −Ψ(x)F (x). (34)
Using
vnm =
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj) (35)
and the scalar values
e0,nm = 2ψ (tnm) + 2Ψ (κnm)
ηnm
τm
η(tnm)√
2ψ(tnm)
, (36)
e1,nm =2ψ (tnm) ηnm −Ψ (κnm) τm
√
2ψ(tnm)
+ Ψ (κnm) 2
η2nm
τm
η(tnm)√
2ψ(tnm)
(37)
the differentials can be combined to the Jacobian matrix as
follows
DF (ξm) =
N∑
n=1
vnm
(
e0,nm (xn − ξm)> − e1,nmλ>m
)
S−1m .
(38)
The ML estimate is obtained by setting the Jacobian matrix
to zero
ξˆm =
∑N
n=1 vnm
(
e0,nmxn − e1,nmλm
)∑N
n=1 vnme0,nm
. (39)
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TABLE I
OVERVIEW OF g(tn), ρ(tn) AND ψ(tn) FUNCTIONS
g(tn) ρ(tn) ψ(tn)
Gaussian (2pi)−
r
2 exp
(− 1
2
tn
)
1
2
tn +
r
2
ln (2pi) 1
2
t Γ((ν+r)/2)
Γ(ν/2)(piν)
r/2
(
1 +
tn
ν
)−(ν+r)/2 − ln( Γ((ν+r)/2)
Γ(ν/2)(piν)
r/2
)
+ ν+r
2
ln
(
1 +
tn
ν
)
1
2
· ν+r
ν+tn
Huber

AH exp
(
− tn
2b
)
, tn ≤ c2
AH
(
tn
c
2
)− c2
2b
exp
(
− c
2
2b
)
, tn > c
2

− ln (AH) +
tn
2b
, tn ≤ c2
− ln (AH) +
c
2
2b
(
ln
(
tn
c
2
)
+ 1
)
, tn > c
2

1
2b
, tn ≤ c2
c
2
2btn
, tn > c
2
TABLE II
OVERVIEW OF η(tn) AND Ψ(x) FUNCTIONS
η(tn) Ψ(x)
Gaussian 0 −φ(x|0,1)
Φ(x)
*
t − 1
2
· ν+r
(ν+tn)
2 − t(x|0,1,ν+r)Tν+r(x)
Huber

0 , tn ≤ c2
− c
2
2bt
2
n
, tn > c
2 −h(x|0,1,c)Hc(x)
* The calculation of Ψ(x) can be numerically unstable,
due to the fact that Φ(x) tends to zero for x < −37.
An approximation for these values can be found in
[46, p. 29].
Now, F is defined as a 1 × 1 scalar function of the r × 1
vector λm. Hence, the resulting Jacobian matrix is of size
1 × r. Setting F equal to (27) and applying the differential
gives
dF (λm) =
N∑
n=1
d ln
(
l∑
m=1
γm2 |Ωm|−
1
2 g (tnm)F (κnm)
)
=
N∑
n=1
2γm∑l
j=1 γj2
∣∣Ωj∣∣− 12 g (tnj)F (κnj)[
d
(
|Ωm|−
1
2
)
g (tnm)F (κnm)
+ |Ωm|−
1
2 dg (tnm)F (κnm)
+ |Ωm|−
1
2 g (tnm) dF (κnm)
]
.
(40)
Again, the occurring differentials are calculated separately.
Firstly,
d(|Ωm|−
1
2 )
=− 1
2
|Ωm|−
1
2 |Ωm|−1 |Ωm|Tr
(
Ω−1m dΩm
)
=− 1
2
|Ωm|−
1
2
× Tr
((
S−1m −
S−1m λmλ
>
mS
−1
m
1 + λ>mS
−1
m λm
)
d
(
λmλ
>
m
))
=− 1
2
|Ωm|−
1
2
[
vec
(
S−1m
)>
− τ2mvec
(
S−1m λmλ
>
mS
−1
m
)>]
dvec
(
λmλ
>
m
)
=− 1
2
|Ωm|−
1
2
[
vec
(
S−1m λm
)>
+ vec
(
λ>mS
−1
m
)>
− τ2m
[
λ>mS
−1
m λm ⊗ λ>mS−1m
+ λ>mS
−1
m ⊗ λ>mS−1m λm
]]
dλm
=− |Ωm|−
1
2 τ2mλ
>
mS
−1
m dλm, (41)
with
dvec
(
λmλ
>
m
)
= ((λm ⊗ Ir) + (Ir ⊗ λm)) dλm. (42)
Secondly,
dg (tnm) =g
′ (tnm) x˜
>
n d
(
Ω−1m
)
x˜n
=− g′ (tnm) x˜>n
(
Sm + λmλ
>
m
)−1
× d
(
Sm + λmλ
>
m
)(
Sm + λmλ
>
m
)−1
x˜n
=− g′ (tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
× d
(
λmλ
>
m
)(
x˜>nS
−1
m − ηnmλ>mS−1m
) (43)
with vectorization
dvec (g (tnm))
=− g′ (tnm)
[(
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
)]
dvec
(
λmλ
>
m
)
=g (tnm)ψ (tnm) 2
(
ηnmx˜
>
nS
−1
m − η2nmλ>mS−1m
)
dλm
(44)
and thirdly
dF (κnm)
=F ′ (κnm) d
 λ>mS−1m x˜n√
1 + λ>mS
−1
m λm
√
2ψ(tnm)

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=F ′ (κnm)
[
τm
√
2ψ(tnm)d
(
λ>m
)
S−1m x˜n
− ηnm
τ2m
√
2ψ(tnm)τ
2
m
d
(
1 + λ>mS
−1
m λm
)
2
√
1 + λ>mS
−1
m λm
+
ηnm
τm
η(tnm)√
2ψ(tnm)
x˜>n d
(
Ω−1m
)
x˜n
]
=F ′ (κnm)
[
τm
√
2ψ(tnm)d
(
λ>m
)
S−1m x˜n
− 1
2
ηnmτm
√
2ψ(tnm)d
(
λ>mS
−1
m λm
)
− ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
× d
(
λmλ
>
m
)(
S−1m x˜n − ηnmS−1m λm
)]
(45)
with vectorization
dvec (F (κnm))
=F ′ (κnm)
[
τm
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ I1
)
dλ>m
− 1
2
ηnmτm
√
2ψ(tnm)dvec
(
λ>mS
−1
m λm
)
− ηnm
τm
η(tnm)√
2ψ(tnm)
((
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
))
dvec
(
λmλ
>
m
)]
=− F (κnm) Ψ (κnm)
[
τm
√
2ψ(tnm)x˜
>
nS
−1
m
− ηnmτm
√
2ψ(tnm)λ
>
mS
−1
m −
η2nm
τm
2η(tnm)√
2ψ(tnm)
x˜>nS
−1
m
+
η3nm
τm
2η(tnm)√
2ψ(tnm)
λ>nS
−1
m
]
dλm.
(46)
Combining the differentials with
e2,nm =τ
2
m + ψ (tnm) 2η
2
nm −Ψ (κnm) ηnmτm
√
2ψ(tnm)
+ Ψ (κnm) 2
η3nm
τm
η(tnm)√
2ψ(tnm)
(47)
the Jacobian matrix becomes
DF (λm) =
N∑
n=1
vnm
(
e1,nmx˜
>
nS
−1
m − e2,nmλ>mS−1m
)
(48)
and it is set to zero to obtain the ML estimate as
λˆm =
∑N
n=1 vnme1,nmx˜n∑N
n=1 vnme2,nm
. (49)
Lastly, F is defined as a 1× 1 scalar function of the r× r
matrix Sm. Hence, the resulting Jacobian matrix is of size
1× r2. Setting F equal to (27) and applying the differential
dF (Sm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
=
N∑
n=1
2γm∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj)[
d
(∣∣∣Ω−1m ∣∣∣ 12) g (tnm)F (κnm)
+
∣∣∣Ω−1m ∣∣∣ 12 dg (tnm)F (κnm)
+
∣∣∣Ω−1m ∣∣∣ 12 g (tnm) dF (κnm)
]
,
(50)
again, leads to three differentials that are calculated separately.
Starting with
d(|Ωm|−
1
2 )
=− 1
2
|Ωm|−
1
2 |Ωm|−1 |Ωm|Tr
(
Ω−1m dΩm
)
=− 1
2
|Ωm|−
1
2 Tr
[
S−1m d (Sm)
− τ2mS−1m λmλ>mS−1m d (Sm)
]
=− 1
2
|Ωm|−
1
2
[
vec
(
S−1m
)>
− τ2mvec
(
S−1m λmλ
>
mS
−1
m
)>]
dvec (Sm)
=− 1
2
|Ωm|−
1
2
[
vec
(
S−1m
)>
− τ2m
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Dr dvech (Sm)
(51)
followed by
dg (tnm) =g
′ (tnm) x˜
>
n d
(
Ω−1m
)
x˜n
=− g′ (tnm) x˜>n
(
Sm + λmλ
>
m
)−1
× d (Sm)
(
Sm + λmλ
>
m
)−1
x˜n
=− g′ (tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
× d (Sm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
) (52)
with the vectorization
dvec (g (tnm))
=− g′ (tnm)
[(
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
)]
dvec (Sm)
=g (tnm)ψ (tnm)
[(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
−
(
x˜>nS
−1
m ⊗ ηnmλ>mS−1m
)
−
(
ηnmλ
>
mS
−1
m ⊗ x˜>nS−1m
)
+
(
η2nmλ
>
mS
−1
m ⊗ λ>mS−1m
)]
Dr dvech (Sm)
(53)
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and finally
dF (κnm) =F
′ (κnm) d
λ>mS−1m (xn − ξm)√
1 + λ>mS
−1
m λm
√
2ψ(tnm)

=F ′ (κnm)
[
τm
√
2ψ(tnm)λ
>
md
(
S−1m
)
x˜n
− ηnm
τ2m
√
2ψ(tnm)τ
2
m
λ>md
(
S−1m
)
λm
2
√
1 + λ>mS
−1
m λm
+
ηnm
τm
η(tnm)√
2ψ(tnm)
x˜>n d
(
Ω−1m
)
x˜n
]
=F ′ (κnm)
[
−τm
√
2ψ(tnm)λ
>
mS
−1
m d (Sm)S
−1
m x˜n
+
1
2
ηnmτm
√
2ψ(tnm)λ
>
mS
−1
m d (Sm)S
−1
m λm
− ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
× d (Sm)
(
S−1m x˜n − ηnmS−1m λm
)]
(54)
with vectorization
dvec (F (κnm))
=F ′ (κnm)
[
−τm
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
+
1
2
ηnmτm
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)
− ηnm
τm
η(tnm)√
2ψ(tnm)
[(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
−
(
x˜>nS
−1
m ⊗ ηnmλ>mS−1m
)
−
(
ηnmλ
>
mS
−1
m ⊗ x˜>nS−1m
)
+
(
η2nmλ
>
mS
−1
m ⊗ λ>mS−1m
)]]
Drdvech (Sm)
=F (κnm) Ψ (κnm)
[
τm
2
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
τm
2
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− 1
2
ηnmτm
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)
+
ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
− η
2
nm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− η
2
nm
τm
η(tnm)√
2ψ(tnm)
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
η3nm
τm
η(tnm)√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Drdvech (Sm) .
(55)
Here, we used the following properties of the commutation
and duplication matrix
Kn,n = Kn, KnDn = Dn (56)
(A⊗ b>)Kn,p = (b> ⊗A), (57)
where A ∈ Rm×n, B ∈ Rp×q , Km,n ∈ Rmn×mn and
b ∈ Rp×1. Combining the results leads to the Jacobian matrix
DF (Sm) =
N∑
n=1
vnm
[
−1
2
vec
(
S−1m
)>
+
e0,nm
2
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
− e1,nm
2
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− e1,nm
2
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
e2,nm
2
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Dr.
(58)
Setting the Jacobian matrix to zero yields
Sˆm =
[
N∑
n=1
vnm
(
e0,nmx˜nx˜
>
n − e1,nmx˜nλ>m
− e1,nmλmx˜>n + e2,nmλmλ>m
)] / N∑
n=1
vnm.
(59)
Finally, we have to maximize with regard to the mixing
coefficients γm. Because they have the constraint
l∑
m=1
γm = 1 (60)
a Lagrange multiplier is used
dF (γm) =
N∑
n=1
d ln
(
l∑
m=1
γm2 |Ωm|−
1
2 g (tnm)F (κnm)
)
+ λd
(
l∑
m=1
γm − 1
)
=
N∑
n=1
2 |Ωm|−
1
2 g (tnm)F (κnm)∑l
j=1 γj2
∣∣Ωj∣∣− 12 g (tnj)F (κnj) + λ.
(61)
First, we solve for λ
0
!
=
N∑
n=1
2 |Ωm|−
1
2 g (tnm)F (κnm)∑l
j=1 γj2
∣∣Ωj∣∣− 12 g (tnj)F (κnj) + λ
⇒ 0 =
N∑
n=1
l∑
m=1
γm2 |Ωm|−
1
2 g (tnm)F (κnm)∑l
j=1 γj2
∣∣Ωj∣∣− 12 g (tnj)F (κnj) + λ
l∑
m=1
γm
⇒ 0 =
N∑
n=1
1 + λ
⇒ λ =−N (62)
and, after the elimination of λ, we find
γˆm =
1
N
N∑
n=1
vnm. (63)
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Algorithm 1: EM algorithm for RESK distribution
Input: X , imax, l, g(t), ψ(t)
Output: ξˆm, Sˆm, λˆm, γˆm
for m = 1, . . . , l do
Initialize ξˆ(0)m , e.g. with K-means or K-medoids
Initialize λˆ(0)m = 1
Sˆ(0)m =
1
Nm
∑
xn∈Xm
(
xn − ξˆ(0)m
)(
xn − ξˆ(0)m
)>
γˆ(0)m =
Nm
N
for i = 1, . . . , imax do
E-step:
for m = 1, . . . , l do
for n = 1, . . . , N do
Calculate vˆ(i)nm, eˆ
(i)
0,nm, eˆ
(i)
1,nm and eˆ
(i)
2,nm with
Eqs. (35), (36), (37) and (47) using the
estimates from the previous iteration
M-Step:
for m = 1, . . . , l do
ξˆ(i)m =
∑N
n=1 vˆ
(i)
nm
(
eˆ
(i)
0,nmxn − eˆ(i)1,nmλˆ(i−1)m
)
∑N
n=1 vˆ
(i)
nmeˆ
(i)
0,nm
λˆ(i)m =
∑N
n=1 vˆ
(i)
nmeˆ
(i)
1,nm
(
xn − ξˆ(i)m
)
∑N
n=1 vˆ
(i)
nmeˆ
(i)
2,nm
Sˆm =
[
N∑
n=1
vnm
(
e0,nmx˜nx˜
>
n − e1,nmx˜nλ>m
− e1,nmλmx˜>n + e2,nmλmλ>m
)] / N∑
n=1
vnm
γˆ(i)m =
1
N
N∑
n=1
vˆ(i)nm
Calculate log-likelihood:
ln(L(Φˆ(i)l |X )) =
N∑
n=1
ln
( l∑
m=1
γˆ(i)m 2
∣∣∣Ωˆ(i)m ∣∣∣− 12
× g
(
tˆ
(i)
nm
)
F
(
κˆ(i)nm
))
if
∣∣∣ln(L(Φˆ(i)l |X))− ln(L(Φˆ(i−1)l |X))∣∣∣ < δ
then
break loop
V. CLUSTER ENUMERATION
This section gives a brief overview of the Schwarz BIC
[52], [53], which we will use to estimate the number of
clusters. There exist alternative criteria, e.g. [30], [60], [61],
but in this paper the focus does not lie on cluster enumeration.
Hence, we will only adapt the log-likelihood function to RESK
distributions and apply the Schwarz BIC defined as
BICo(Ml) =
l∑
m=1
ln
(
L
(
θˆm|Xm
))
− ql
2
ln (N) (64)
For the RES case the log-likelihood function is
ln
(
L(θˆm|Xm)
)
=−
∑
xn∈Xm
ρ(tˆnm) +Nm ln
(
Nm
N
)
− Nm
2
ln
(∣∣∣Sˆm∣∣∣) .
(65)
For the RESK case we derive the log-likelihood function as
ln(L(θˆm|Xm))
=−
∑
xn∈Xm
ρ(tˆnm) +Nm ln
(
Nm
N
)
+Nm ln (2)
− Nm
2
ln
(∣∣∣Ωˆm∣∣∣)+ ∑
xn∈Xm
ln (F (κˆnm)) .
(66)
VI. EXPERIMENTAL RESULTS
The proposed EM algorithm is applicable to a wide
range of different distributions, including the known skew-
Gaussian and skew-t [46], which we will compare to
the newly proposed skew-Huber distribution. An imple-
mentation of the proposed EM algorithm and the con-
ducted simulations is available at: https://github.com/schrchr/
Real-Elliptically-Skewed-Distributions.
The data is generated with the algorithm from [46, p. 23]
as a skew-Gaussian distribution with xk ∼ Ns (ξk,Σk,λk),
k = 1, 2, 3, the cluster centroids ξ1 = [2, 3.5]
>, ξ2 = [6, 2]
>
and ξ3 = [10, 3]
>, the skewness factors λ1 = [10, 4]
>, λ2 =
[1,−2]> and λ3 = [2, 1]> and the covariance matrices
Σ1 =
[
0.2 0.1
0.1 0.75
]
,Σ2 =
[
0.5 0.25
0.25 0.5
]
,Σ3 =
[
1 0.5
0.5 1
]
.
The number of data points per cluster is specified as N1 =
5 × Nk, N2 = 4 × Nk and N3 = 1 × Nk. An exemplary
realization is given in Figure 1a. The outliers are replacement
outliers where  denotes the percentage of replaced data points.
These replacements are uniformly distributed in the range of
[-15, 45], [-20, 30] in x, y-dimension. A uniform distribution
is chosen as outlier generating model to avoid outlier clusters.
For the Huber distribution, [7, p. 116] suggest to choose c2 as
the qthH upper quantile of a χ
2
r distribution
c2 = F−1
χ
2
r
(qH) , 0 < qH < 1. (67)
From c
2
2b > 1 in Eq. (25), we have the constraint qH > 0.703.
Based on [7, p. 121], we choose a value of qH = 0.8, for all
our simulations, which leads to c = 1.282. Additionally, all
t-distributions, used in the simulation section, have the degree
of freedom ν = 3, which is a common choice to trade-off
robustness against outliers and efficiency for Gaussian data.
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Fig. 1. Exemplary realizations of the simulated data set and the wine data
set.
To evaluate the performance of our proposed method we
will use the Kullback-Leibler (KL) divergence, which mea-
sures the difference between two pdfs [62, p. 34]. It is defined
as
DKL(p||q) =
N∑
i=1
p(xi) ln
(
p(xi)
q(xi)
)
(68)
with p(xi) representing the true pdf and q(xi) representing
the estimated pdf. In Figure 2, we report the KL divergences
over different amounts of outlier contamination, averaged over
500 Monte Carlo iterations. In the first row, the number of
clusters is estimated with the Schwarz BIC from Eq. (64) and
in the second row the true number of clusters is assumed to
be known. By comparing the first column (RES model) with
the second column (RESK model), it becomes clear that, for
this simulation, the proposed skew-Huber model consistently
performs better than all other RES and RESK models. Until
approximately 3% of outliers, the KL divergence for the
true and estimated number of clusters is almost constant and
similar. This is the case, because in this range the Schwarz
BIC has a very high empirical probability to detect the correct
number of clusters, as shown in Figure 3b. When using RES
distributions, such a high empirical probability of detection
cannot be reached, see Figure 3a. As the amount of outliers
increases and the performance of the Schwarz BIC starts to
deteriorate, the KL divergence remains lower than in the case
with the true number of clusters. This can be explained by
the degree of freedom to open up an additional cluster for the
outliers, which leads to a better data fit.
To evaluate the sensitivity of the KL divergence to the
position of a single outlier, the sensitivity curves (also known
and empirical influence functions [7]), are calculated as fol-
lows. The KL divergences are averaged over 200 Monte Carlo
iterations with Nk = 50 and one randomly chosen data point is
replaced with an outlier from the range [-15, 45], [-20, 30] in
x, y-dimension. The number of clusters is estimated with the
Schwarz/skew-Schwarz BIC. In Figure 4, six exemplary results
are shown. We report three general observations: Firstly,
the overall KL divergence decreases significantly for robust
estimators. Secondly, the introduction of skewed estimators
further decreases the KL divergence and, thirdly, the depen-
dence on the position of the outlier is reduced. Generally
speaking, for this example, the skew-Huber estimator has the
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(d) K = 3 assumed to be known
Fig. 2. KullbackLeibler divergences between estimated and true pdfs for
Nk = 50, over different amounts of outliers. A lower KL divergence value
indicates better performance.
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(b) skew-Schwarz BIC
Fig. 3. Empirical probability of detection for the correct number of clusters
over different amount of outliers, for Nk = 50 samples per cluster.
lowest KL divergence and is almost not influenced by the
position of the outlier.
Tables III and IV show the confusion matrices with 0%
and 2% of outliers. In the 0% case, all methods have a
very high probability of assigning the data points to the
correct cluster, with the best result for both Huber (RES
and RESK) estimators. For 2% of outlier contamination, both
Gaussian estimators break down, whereas the t and Huber
based estimators are able to maintain the high performance
from the 0% case, again, with the best result for the skew-
Huber distribution based estimator.
A. Real Data Simulations
1) Wine Data: The wine quality data set from the UCI
Machine Learning Repository (https://archive.ics.uci.edu/ml/
datasets/wine+quality), is composed of 12 different attributes.
To distinguish between red and white wine samples, we chose
four attributes: volatile acidity, residual sugar, chlorides and
total sulfur dioxide, from the data set. The first three attributes
REFERENCES 10
TABLE III
CONFUSION MATRICES FOR SIMULATED DATA WITH  = 0%
 = 0% Gau t Huber skew-Gau skew-t skew-Huber
1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3
tr
ue
1 87.2 1.5 11.3 95.6 2.6 1.8 95.4 1.9 2.7 94.9 1 4.1 93 1.5 5.5 97.4 1.4 1.2
2 0.1 98.8 1.1 0 99.8 0.2 0 99.7 0.3 0.1 98.9 1 0 99.8 0.2 0 99.9 0.1
3 3.2 1.1 95.7 3.7 2 94.3 3 1.9 95.1 1.9 1.3 96.8 3.1 4.6 92.3 2.1 3.5 94.4
Ø 93.9 96.5 96.7 96.9 95.1 97.2
TABLE IV
CONFUSION MATRICES FOR SIMULATED DATA WITH  = 2%
 = 2% Gau t Huber skew-Gau skew-t skew-Huber
1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 1 2 3
tr
ue
1 96 2.3 1.7 94.9 2.8 2.3 94.2 1.9 3.9 98.1 1.2 0.7 89 1.7 9.3 96.4 1.4 2.2
2 1.1 98.5 0.4 0 99.8 0.2 0.1 99.6 0.3 1.9 97.7 0.4 0.1 99.7 0.2 0 99.8 0.2
3 83.3 3.8 12.9 4.1 2 93.9 3.7 1.9 94.4 76.9 11.5 11.6 4.5 5 90.5 2.4 3.4 94.2
Ø 69.1 96.1 96 69.1 93.1 96.8
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Fig. 4. Sensitivity curves for Nk = 50 that show six exemplary results for the
KL divergence, while estimating K with the Schwarz/skew-Schwarz BIC, as
a function of the single replacement outlier position. A lower KL divergence
value indicates better performance.
are visualized in Figure 1b. We assumed K = 2 to be
known and, to increase the difficulty, we added  = 3% of
uniformly distributed replacement outliers in every dimension.
From Table V we can observe, that the modeling of skewness
increases the probability of assigning a data point to the correct
cluster. Again, the skew-Huber shows the best results.
2) Crabs Data: The crab data set was first used by [63] and
can be downloaded at https://doi.org/10.24097/wolfram.70344.
data. It is composed of five different length measurements on
Leptograpsus crabs, of which all five were used to distinguish
between blue/orange and male/female crabs. The number of
clusters K = 4 was assumed to be known and we did
not add any additional outliers. Table VI and VII show,
that the modeling of skewness, again, increases the overall
performance. For this data set, the skew-t distribution based
estimator showed best overall performance.
VII. CONCLUSION
We have presented a finite mixture model based on the
proposed family of RESK distributions which is capable of
integrating robustness and skewness into a single framework.
Special attention was given to a newly proposed skew-Huber
distribution. Then, we derived an EM algorithm to estimate
the cluster parameters and memberships. The performance was
evaluated numerically on simulated and real-world examples.
The provided framework could be useful in a variety of
cluster analysis applications where the data may be skewed
and heavy-tailed. Future work may consider robust cluster
enumeration and other skewed M-estimators.
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Supplementary Information: Real Elliptically
Skewed Distributions and Their Application to
Robust Cluster Analysis
Christian A. Schroth and Michael Muma, Member, IEEE
I. STRUCTURE
This Supplementary Information for the paper Real Elliptically Skewed Distributions and Their Application to Robust Cluster
Analysis is organized as follows: In Appendix A the detailed derivation for a mixture of RESK distributions is shown and in
Appendix B the according matrix calculus rules are denoted.
APPENDIX A
EXPECTATION MAXIMIZATION ALGORITHM FOR A MIXTURE OF RESK DISTRIBUTIONS
The log-likelihood function of a mixture of l-components follows as
L(Φl|X ) =
N∏
n=1
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
⇒ ln (L(Φl|X )) =
N∑
n=1
ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
. (1)
We define F as a 1× 1 scalar function of the r× 1 vector ξm. Hence, the resulting Jacobian matrix is of size 1× r. Setting
F equal to (1), i.e.,
F (ξm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
(2)
and applying the differential leads to
dF (ξm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
=
N∑
n=1
γm2
∣∣∣Ω−1m ∣∣∣ 12∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj) [dg (tnm)F (κnm) + g (tnm) dF (κnm)] . (3)
The first differential in (3) is
dg (tnm) =− g′ (tnm) 2 (xn − ξm)>Ω−1m dξm
=g (tnm)ψ (tnm) 2
(
(xn − ξm)> S−1m − ηnmλ>mS−1m
)
dξm (4)
and the second differential can be evaluated as
dF (κnm) =F
′ (κnm) d
(
ηnm
τm
√
2ψ(tnm)
)
=− F ′ (κnm)
 λ>mS−1m dξm√
1 + λ>mS
−1
m λm
√
2ψ(tnm) + 2
ηnm
τm
η(tnm)√
2ψ(tnm)
(xn − ξm)>Ω−1m dξm

with F ′(x) = −Ψ(x)F (x)
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=F (κnm) Ψ (κnm)
[
τm
√
2ψ(tnm)λ
>
mS
−1
m + 2
ηnm
τm
η(tnm)√
2ψ(tnm)
(xn − ξm)> S−1m
− 2η
2
nm
τm
η(tnm)√
2ψ(tnm)
λ>mS
−1
m
]
dξm.
(5)
Using
vnm =
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj) (6)
and recombining the differentials leads to
dF (ξm) =
N∑
n=1
vnm
[
ψ (tnm) 2
(
(xn − ξm)> S−1m − ηnmλ>mS−1m
)
+ Ψ (κnm)
(
τm
√
2ψ(tnm)λ
>
mS
−1
m
+ 2
ηnm
τm
η(tnm)√
2ψ(tnm)
(xn − ξm)> S−1m − 2
η2nm
τm
η(tnm)√
2ψ(tnm)
λ>mS
−1
m
)]
dξm
=
N∑
n=1
vnm
[(
2ψ (tnm) + 2Ψ (κnm)
ηnm
τm
η(tnm)√
2ψ(tnm)
)
(xn − ξm)>
−
(
2ψ (tnm) ηnm −Ψ (κnm) τm
√
2ψ(tnm) + Ψ (κnm) 2
η2nm
τm
η(tnm)√
2ψ(tnm)
)
λ>m
]
S−1m dξm
(7)
with the scalar values
e0,nm = 2ψ (tnm) + 2Ψ (κnm)
ηnm
τm
η(tnm)√
2ψ(tnm)
(8)
and
e1,nm = 2ψ (tnm) ηnm −Ψ (κnm) τm
√
2ψ(tnm) + Ψ (κnm) 2
η2nm
τm
η(tnm)√
2ψ(tnm)
, (9)
the Jacobian matrix follows as
DF (ξm) =
N∑
n=1
vnm
(
e0,nm (xn − ξm)> − e1,nmλ>m
)
S−1m . (10)
The ML estimate is obtained by setting the Jacobian matrix to zero
N∑
n=1
vnm
(
e0,nm (xn − ξm)> − e1,nmλ>m
)
S−1m
!
= 0
⇒
N∑
n=1
vnm
(
e0,nm (xn − ξm)− e1,nmλm
)
= 0
⇒ξˆm =
∑N
n=1 vnm
(
e0,nmxn − e1,nmλm
)∑N
n=1 vnme0,nm
. (11)
Now, F is defined as a 1 × 1 scalar function of the r × 1 vector λm. Hence, the resulting Jacobian matrix is of size 1 × r.
Setting F equal to (1) and applying the differential gives
dF (λm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
=
N∑
n=1
2γm∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj)
(
d
(∣∣∣Ω−1m ∣∣∣ 12) g (tnm)F (κnm)
+
∣∣∣Ω−1m ∣∣∣ 12 dg (tnm)F (κnm) + ∣∣∣Ω−1m ∣∣∣ 12 g (tnm) dF (κnm)
)
.
(12)
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Again, the occurring differentials are calculated separately. Firstly,
d
(∣∣∣Ω−1m ∣∣∣ 12) =− 12 |Ωm|− 12−1 d (|Ωm|)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 |Ωm|−1 |Ωm|Tr(Ω−1m dΩm)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 Tr
((
S−1m −
S−1m λmλ
>
mS
−1
m
1 + λ>mS
−1
m λm
)
d
(
λmλ
>
m
))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 Tr(S−1m d(λmλ>m)− τ2mS−1m λmλ>mS−1m d(λmλ>m))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 (Tr(S−1m d(λmλ>m))− τ2m Tr(S−1m λmλ>mS−1m d(λmλ>m)))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 (vec(S−1m )> dvec(λmλ>m)− τ2mvec(S−1m λmλ>mS−1m )> dvec(λmλ>m))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 [vec(S−1m )> ((λm ⊗ Ir) + (Ir ⊗ λm))
− τ2mvec
(
S−1m λmλ
>
mS
−1
m
)>
((λm ⊗ Ir) + (Ir ⊗ λm))
]
dvec (λm)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 [vec(S−1m )> (λm ⊗ Ir) + vec(S−1m )> (Ir ⊗ λm)
− τ2m
((
λ>mS
−1
m ⊗ λ>mS−1m
)
(λm ⊗ Ir) +
(
λ>mS
−1
m ⊗ λ>mS−1m
)
(Ir ⊗ λm)
)]
dvec (λm)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 [vec(S−1m λm)> + vec(λ>mS−1m )>
− τ2m
((
λ>mS
−1
m λm ⊗ λ>mS−1m
)
+
(
λ>mS
−1
m ⊗ λ>mS−1m λm
))]
dλm
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 [λ>mS−1m + λ>mS−1m − τ2m ((τ−2m − 1)λ>mS−1m + λ>mS−1m (τ−2m − 1))]dλm
=−
∣∣∣Ω−1m ∣∣∣ 12 τ2mλ>mS−1m dλm, (13)
secondly
dg (tnm) =g
′ (tnm) x˜
>
n d
(
Ω−1m
)
x˜n
=− g′ (tnm) x˜>n
(
Sm + λmλ
>
m
)−1
d
(
Sm + λmλ
>
m
)(
Sm + λmλ
>
m
)−1
x˜n
with (31)
=− g′ (tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
d
(
λmλ
>
m
)(
x˜>nS
−1
m − ηnmλ>mS−1m
)
(14)
with vectorization
dvec (g (tnm))
=− g′ (tnm)
((
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
))
dvec
(
λmλ
>
m
)
=− g′ (tnm)
((
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
))
((λm ⊗ Ir) + (Ir ⊗ λm)) dλm
=− g′ (tnm)
[(
x˜>nS
−1
m λm − ηnmλ>mS−1m λm
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
+
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m λm − ηnmλ>mS−1m λm
)]
dλm
=− g′ (tnm)
[(
ηnmτ
−2
m − ηnm
(
τ−2m − 1
))(
x˜>nS
−1
m − ηnmλ>mS−1m
)
+
(
x˜>nS
−1
m − ηnmλ>mS−1m
)(
ηnmτ
−2
m − ηnm
(
τ−2m − 1
))]
dλm
=g (tnm)ψ (tnm) 2
(
ηnmx˜
>
nS
−1
m − η2nmλ>mS−1m
)
dλm (15)
and thirdly
dF (κnm) =F
′ (κnm) d
 λ>mS−1m x˜n√
1 + λ>mS
−1
m λm
√
2ψ(tnm)

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=F ′ (κnm)
[
τm
√
2ψ(tnm)d
(
λ>mS
−1
m x˜n
)
+
ηnm
τ2m
√
2ψ(tnm)d
 1√
1 + λ>mS
−1
m λm

+
ηnm
τm
d
(√
2ψ(tnm)
)]
=F ′ (κnm)
[
τm
√
2ψ(tnm)d
(
λ>m
)
S−1m x˜n +
ηnm
τ2m
√
2ψ(tnm)
−1
1 + λ>mS
−1
m λm
·
d
(
1 + λ>mS
−1
m λm
)
2
√
1 + λ>mS
−1
m λm
+
ηnm
τm
η(tnm)√
2ψ(tnm)
x˜>n d
(
Ω−1m
)
x˜n
]
=F ′ (κnm)
(
τm
√
2ψ(tnm)d
(
λ>m
)
S−1m x˜n −
1
2
ηnmτm
√
2ψ(tnm)d
(
λ>mS
−1
m λm
)
− ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
d
(
λmλ
>
m
)(
S−1m x˜n − ηnmS−1m λm
)) (16)
with vectorization
dvec (F (κnm))
=F ′ (κnm)
(
τm
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ I1
)
dvec
(
λ>m
)
− 1
2
ηnmτm
√
2ψ(tnm)dvec
(
λ>mS
−1
m λm
)
− ηnm
τm
η(tnm)√
2ψ(tnm)
((
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
))
dvec
(
λmλ
>
m
))
=F ′ (κnm)
(
τm
√
2ψ(tnm)x˜
>
nS
−1
m −
1
2
ηnmτm2
√
2ψ(tnm)λ
>
mS
−1
m
− ηnm
τm
2η(tnm)√
2ψ(tnm)
(
ηnmx˜
>
nS
−1
m − η2nmλ>nS−1m
))
dvec (λm)
=− F (κnm) Ψ (κnm)
(
τm
√
2ψ(tnm)x˜
>
nS
−1
m − ηnmτm
√
2ψ(tnm)λ
>
mS
−1
m
− η
2
nm
τm
2η(tnm)√
2ψ(tnm)
x˜>nS
−1
m +
η3nm
τm
2η(tnm)√
2ψ(tnm)
λ>nS
−1
m
)
d (λm) .
(17)
The final differential becomes
dF (λm) =
N∑
n=1
vnm
[
−τ2mλ>mS−1m + ψ (tnm) 2ηnmx˜>nS−1m − ψ (tnm) 2η2nmλ>mS−1m
−Ψ (κnm) τm
√
2ψ(tnm)x˜
>
nS
−1
m + Ψ (κnm) ηnmτm
√
2ψ(tnm)λ
>
mS
−1
m
+ Ψ (κnm)
η2nm
τm
2η(tnm)√
2ψ(tnm)
x˜>nS
−1
m −Ψ (κnm)
η3nm
τm
2η(tnm)√
2ψ(tnm)
λ>nS
−1
m
]
dλm
=
N∑
n=1
vnm
[(
ψ (tnm) 2ηnm −Ψ (κnm) τm
√
2ψ(tnm) + Ψ (κnm)
η2nm
τm
2η(tnm)√
2ψ(tnm)
)
x˜>nS
−1
m
−
(
τ2m + ψ (tnm) 2η
2
nm −Ψ (κnm) ηnmτm
√
2ψ(tnm) + Ψ (κnm)
η3nm
τm
2η(tnm)√
2ψ(tnm)
)
λ>nS
−1
m
]
dλm
(18)
with
e2,nm = τ
2
m + ψ (tnm) 2η
2
nm −Ψ (κnm) ηnmτm
√
2ψ(tnm) + Ψ (κnm) 2
η3nm
τm
η(tnm)√
2ψ(tnm)
. (19)
The Jacobian matrix
DF (λm) =
N∑
n=1
vnm
(
e1,nmx˜
>
nS
−1
m − e2,nmλ>mS−1m
)
(20)
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is set to zero to obtain the ML estimate
N∑
n=1
vnm
(
e1,nmx˜
>
nS
−1
m − e2,nmλ>mS−1m
)
!
= 0
⇒λm =
∑N
n=1 vnme1,nmx˜n∑N
n=1 vnme2,nm
. (21)
F is defined as a 1 × 1 scalar function of the r × r matrix Sm. Hence, the resulting Jacobian matrix is of size 1 × r2.
Setting F equal to (1) and applying the differential
dF (Sm) =
N∑
n=1
d ln
(
l∑
m=1
γm2
∣∣∣Ω−1m ∣∣∣ 12 g (tnm)F (κnm)
)
=
N∑
n=1
2γm∑l
j=1 γj2
∣∣∣Ω−1j ∣∣∣ 12 g (tnj)F (κnj)
(
d
(∣∣∣Ω−1m ∣∣∣ 12) g (tnm)F (κnm)
+
∣∣∣Ω−1m ∣∣∣ 12 dg (tnm)F (κnm) + ∣∣∣Ω−1m ∣∣∣ 12 g (tnm) dF (κnm)
) (22)
again, leads to three differentials, which are calculated separately. Starting with
d
(∣∣∣Ω−1m ∣∣∣ 12) =− 12 |Ωm|− 12−1 d (|Ωm|)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 |Ωm|−1 |Ωm|Tr(Ω−1m dΩm)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 Tr
((
S−1m −
S−1m λmλ
>
mS
−1
m
1 + λ>mS
−1
m λm
)
d (Sm)
)
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 Tr(S−1m d (Sm)− τ2mS−1m λmλ>mS−1m d (Sm))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 (Tr(S−1m d (Sm))− τ2m Tr(S−1m λmλ>mS−1m d (Sm)))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 (vec(S−1m )> dvec (Sm)− τ2mvec(S−1m λmλ>mS−1m )> dvec (Sm))
=− 1
2
∣∣∣Ω−1m ∣∣∣ 12 (vec(S−1m )> − τ2m (λ>mS−1m ⊗ λ>mS−1m ))Dr dvech (Sm) (23)
followed by
dg (tnm) =g
′ (tnm) x˜
>
n d
(
Ω−1m
)
x˜n
=− g′ (tnm) x˜>n
(
Sm + λmλ
>
m
)−1
d
(
Sm + λmλ
>
m
)(
Sm + λmλ
>
m
)−1
x˜n
=− g′ (tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
d (Sm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
(24)
with the vectorization
dvec (g (tnm)) =− g′ (tnm)
((
x˜>nS
−1
m − ηnmλ>mS−1m
)
⊗
(
x˜>nS
−1
m − ηnmλ>mS−1m
))
dvec (Sm)
=g (tnm)ψ (tnm)
[(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
−
(
x˜>nS
−1
m ⊗ ηnmλ>mS−1m
)
−
(
ηnmλ
>
mS
−1
m ⊗ x˜>nS−1m
)
+
(
η2nmλ
>
mS
−1
m ⊗ λ>mS−1m
)]
Dr dvech (Sm)
(25)
and finally
dF (κnm) =F
′ (κnm) d
λ>mS−1m (xn − ξm)√
1 + λ>mS
−1
m λm
√
2ψ(tnm)

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=F ′ (κnm)
[
τm
√
2ψ(tnm)d
(
λ>mS
−1
m x˜n
)
+
ηnm
τ2m
√
2ψ(tnm)d
 1√
1 + λ>mS
−1
m λm

+
ηnm
τm
√
2ψ(tnm)d
(√
2ψ(tnm)
)]
=F ′ (κnm)
[
τm
√
2ψ(tnm)λ
>
md
(
S−1m
)
x˜n +
ηnm
τ2m
√
2ψ(tnm)
−1
1 + λ>mS
−1
m λm
·
λ>md
(
S−1m
)
λm
2
√
1 + λ>mS
−1
m λm
+
ηnm
τm
η(tnm)√
2ψ(tnm)
x˜>n d
(
Ω−1m
)
x˜n
]
=F ′ (κnm)
[
−τm
√
2ψ(tnm)λ
>
mS
−1
m d (Sm)S
−1
m x˜n +
1
2
ηnmτm
√
2ψ(tnm)λ
>
mS
−1
m d (Sm)S
−1
m λm
− ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m − ηnmλ>mS−1m
)
d (Sm)
(
S−1m x˜n − ηnmS−1m λm
)] (26)
with vectorization
dvec (F (κnm))
=F ′ (κnm)
[
−τm
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
+
1
2
ηnmτm
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)
− ηnm
τm
η(tnm)√
2ψ(tnm)
((
x˜>nS
−1
m ⊗ x˜>nS−1m
)
−
(
x˜>nS
−1
m ⊗ ηnmλ>mS−1m
)
−
(
ηnmλ
>
mS
−1
m ⊗ x˜>nS−1m
)
+
(
η2nmλ
>
mS
−1
m ⊗ λ>mS−1m
))]
Drdvech (Sm)
with (74) and (77)
=F (κnm) Ψ (κnm)
[
τm
2
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
τm
2
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− 1
2
ηnmτm
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)
+
ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
− η
2
nm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− η
2
nm
τm
η(tnm)√
2ψ(tnm)
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
η3nm
τm
η(tnm)√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Drdvech (Sm)
(27)
Combining the results leads to
dF (Sm)
=
N∑
n=1
vnm
[
−1
2
vec
(
S−1m
)>
+
τ2m
2
(
λ>mS
−1
m ⊗ λ>mS−1m
)
+ ψ (tnm)
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
− ψ (tnm) ηnm
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− ψ (tnm) ηnm
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+ ψ (tnm) η
2
nm
(
λ>mS
−1
m ⊗ λ>mS−1m
)
+ Ψ (κnm)
τm
2
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+ Ψ (κnm)
τm
2
√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
−Ψ (κnm)
1
2
ηnmτm
√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)
+ Ψ (κnm)
ηnm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
−Ψ (κnm)
η2nm
τm
η(tnm)√
2ψ(tnm)
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
−Ψ (κnm)
η2nm
τm
η(tnm)√
2ψ(tnm)
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+ Ψ (κnm)
η3nm
τm
η(tnm)√
2ψ(tnm)
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Drdvech (Sm)
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=
N∑
n=1
vnm
[
−1
2
vec
(
S−1m
)>
+
(
ψ (tnm) + Ψ (κnm)
ηnm
τm
η(tnm)√
2ψ(tnm)
)(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
−
(
ψ (tnm) ηnm −Ψ (κnm)
τm
2
√
2ψ(tnm) + Ψ (κnm)
η2nm
τm
η(tnm)√
2ψ(tnm)
)(
x˜>nS
−1
m ⊗ λ>mS−1m
)
−
(
ψ (tnm) ηnm −Ψ (κnm)
τm
2
√
2ψ(tnm) + Ψ (κnm)
η2nm
τm
η(tnm)√
2ψ(tnm)
)(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
(
τ2m
2
+ ψ (tnm) η
2
nm −
1
2
Ψ (κnm) ηnmτm
√
2ψ(tnm) + Ψ (κnm)
η3nm
τm
η(tnm)√
2ψ(tnm)
)
·
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Drdvech (Sm)
(28)
with the Jacobian matrix
DF (Sm) =
N∑
n=1
vnm
[
−1
2
vec
(
S−1m
)>
+
e0,nm
2
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
− e1,nm
2
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− e1,nm
2
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
e2,nm
2
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Dr
(29)
set to zero
N∑
n=1
vnm
[
−1
2
vec
(
S−1m
)>
+
e0,nm
2
(
x˜>nS
−1
m ⊗ x˜>nS−1m
)
− e1,nm
2
(
x˜>nS
−1
m ⊗ λ>mS−1m
)
− e1,nm
2
(
λ>mS
−1
m ⊗ x˜>nS−1m
)
+
e2,nm
2
(
λ>mS
−1
m ⊗ λ>mS−1m
)]
Dr
!
= 0
⇒
N∑
n=1
vnmvec
(
S−1m
)>
(Sm ⊗ Sm) =
N∑
n=1
vnm2
[
e0,nm
2
(
x˜>n ⊗ x˜>n
)
− e1,nm
2
(
x˜>n ⊗ λ>m
)
− e1,nm
2
(
λ>m ⊗ x˜>n
)
+
e2,nm
2
(
λ>m ⊗ λ>m
)]
⇒vec (Sm) =
[
N∑
n=1
vnm
[
e0,nm (x˜n ⊗ x˜n)− e1,nm (x˜n ⊗ λm)
− e1,nm (λm ⊗ x˜n) + e2,nm (λm ⊗ λm)
]] / N∑
n=1
vnm
⇒Sm =
[
N∑
n=1
vnm
(
e0,nmx˜nx˜
>
n − e1,nmx˜nλ>m − e1,nmλmx˜>n + e2,nmλmλ>m
)] / N∑
n=1
vnm (30)
APPENDIX B
MATRIX CALCULUS
In this Appendix, a brief overview of the used matrix calculus is given. Most of the formulae can be found in [1], [2] and
[3] with some additions from [4], [5] and [6].
A. General
Sherman-Morrison formula (
A+ bc>
)−1
= A−1 − A
−1bc>A−1
1 + c>A−1b
(31)
Sylvester’s determinant theorem ∣∣∣A+ bb>∣∣∣ = |A|(1 + b>A−1b) (32)
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B. vec-Operator and inverse vec-Operator
a is a m× 1 column vector
vec(a) = vec
(
a>
)
= a (33)
vec
(
ab>
)
= b⊗ a (34)
A = [a1 · · ·an] is a m× n matrix
vec (A) =
a1...
an
 , mn× 1 column vector (35)
vec−1m×n(vec (A)) = A (36)
vec−1m×n(a) =
(
vec(In)
> ⊗ Im
)
(In ⊗ a) (37)
vec(ABC) =
(
C> ⊗A
)
vec(B) (38)
B is a n× q matrix
vec(AB) =
(
B> ⊗ Im
)
vec(A)
=
(
Iq ⊗A
)
vec(B) (39)
X is a n× q and Y is a p× r matrix
vec (X ⊗ Y ) = (Iq ⊗Kr,n ⊗ Ip) (vec(X)⊗ vec(Y )) (40)
C. Trace
Tr
(
A>B
)
= vec (A)> vec (B) (41)
Tr (A+B) = Tr (A) + Tr (B) (42)
Tr (αA) = αTr (A) (43)
D. Kronecker Product
a> ⊗ b = b⊗ a> = ba> (44)
A⊗B ⊗C = (A⊗B)⊗C = A⊗ (B ⊗C) (45)
(A+B)⊗ (C +D) = A⊗C +A⊗D +B ⊗C +B ⊗D (46)
N∑
n=1
(A⊗Bn) = (A⊗B1) + · · ·+ (A⊗BN ) = A⊗
N∑
n=1
Bn (47)
(A⊗B)(C ⊗D) = AC ⊗BD (48)
α⊗A = αA = Aα = A⊗ α (49)
α(A⊗B) = (αA)⊗B = A⊗ (αB) (50)
(A⊗B)> = A> ⊗B> (51)
(A⊗B)−1 = A−1 ⊗B−1 (52)
E. Definition of the Matrix Derivative
F is a differentiable m× p matrix function of a n× q matrix X . Then, the Jacobian matrix of F at X is a mp×nq matrix
DF (X) =
∂vec(F (X))
∂(vec(X))>
. (53)
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F. Differentials
d
(
X>
)
= (dX)> (54)
dvec (X) = vec (dX) (55)
d Tr (X) = Tr (dX) (56)
φ is a scalar function
d (φα) = αφα−1dφ (57)
dX−1 = −X−1dXX−1 (58)
d |X| = |X|Tr
(
X−1dX
)
(59)
d ln (|X|) = Tr
(
X−1dX
)
(60)
d (X ⊗ Y ) = dX ⊗ Y +X ⊗ dY (61)
x is a n× 1 vector
dvec
(
xx>
)
= ((x⊗ In) + (In ⊗ x)) dvec (x) (62)
A is symmetric
dvec
(
x>Ax
)
= 2x>A dvec (x) (63)
X is a n× q and Y is a p× r matrix
dvec (X ⊗ Y ) = (Iq ⊗Kr,n ⊗ Ip) [(Inq ⊗ vec(Y )) dvec (X) + (vec(X)⊗ Ipr) dvec (Y )] (64)
G. Commutation Matrix
A is a m× n matrix, Km,n is a mn×mn matrix such that
Km,nvec (A) = vec
(
A>
)
(65)
with the properties
K>m,n = K
−1
m,n = Kn,m (66)
Kn,n = Kn (67)
Kn,mKm,n = In (68)
Kn,1 = K1,n = In (69)
B is a p× q matrix, b is a p× 1 vector
Kp,m(A⊗B) = (B ⊗A)Kq,n (70)
Kp,m(A⊗B)Kn,q = (B ⊗A) (71)
Kp,m(A⊗ b) = (b⊗A) (72)
Km,p(b⊗A) = (A⊗ b) (73)
(A⊗ b>)Kn,p = (b> ⊗A) (74)
(b> ⊗A)Kp,n = (A⊗ b>) (75)
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H. Duplication Matrix
A is a symmetric n× n matrix with 12n(n+ 1) unique elements, Dn is a n2 × 12n(n+ 1) matrix, such that
vec (A) = Dnvech (A) , A = A
> (76)
KnDn = Dn (77)
D+n =
(
D>nDn
)−1
D>n (78)
D+nDn = I 1
2n(n+1)
(79)
DnD
+
n =
1
2
(
I
n
2 +Kn
)
(80)
b is a n× 1 vector
DnD
+
n (b⊗A) =
1
2
(b⊗A+A⊗ b) (81)
Why are we using the duplication matrix for derivatives with respect to symmetric matrices?
Remark 1. Since A is symmetric, say of order n, its n2 elements cannot move independently. The symmetry imposes n(n−1)/2
restrictions. The free elements are precisely the n(n + 1)/2 elements in vech(A), and the derivative is therefore defined by
considering F as a function of vech(A) and not as a function of vec(A). ([1, p. 367])
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