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Abstract
Grothendieck has proved that each class in the de Rham cohomology of
a smooth complex affine variety can be represented by a differential form
with polynomial coefficients. We prove a single exponential bound on the
degrees of these polynomials for varieties of arbitrary dimension. More
precisely, we show that the p-th de Rham cohomology of a smooth affine
variety of dimension m and degree D can be represented by differential
forms of degree (pD)O(pm). This result is relevant for the algorithmic
computation of the cohomology, but is also motivated by questions in
the theory of ordinary differential equations related to the infinitesimal
Hilbert 16th problem.
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secondary 68W30, 34C07
Keywords: algebraic de Rham Cohomology, effective degree bound, differen-
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1 Introduction
Let X be a smooth variety in Cn. A fundamental result of Grothendieck says
that the cohomology of X can be described in terms of algebraic differential
forms on X [18]. More precisely, he proved that the singular cohomology of X
is isomorphic to the algebraic de Rham cohomology H•dR(X), which is defined
as the cohomology of the complex of algebraic differential forms on X . Hence,
each cohomology class in HpdR(X) can be represented by a p-form
ω =
∑
i1<···<ip
ωi1···ipdXi1 ∧ · · · ∧ dXip , (1)
where the ωi1···ip are polynomial functions on X . However, Grothendieck’s
proof is not effective, i.e., it gives no information about the degrees of the
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polynomials ωi1···ip , say in terms of defining equations for X . In [36] we proved
a single exponential bound on their degrees in the case that X is a hypersurface.
In particular, if X ⊆ Cn is a smooth hypersurface of degree D, then each
cohomology class in HpdR(X) can be represented by a differential form ω as
in (1), where the ωi1···ip are polynomials of degree D
O(pn). The present paper
generalizes this result to smooth varieties of arbitrary dimension.
1.1 Motivation
It is a long standing open question in algorithmic real algebraic geometry to
find a single exponential time algorithm for computing the Betti numbers of
a semialgebraic set. Single exponential time algorithms are known, e.g., for
counting the connected components and computing the Euler characteristic of a
semialgebraic set (for an overview see [2], for details and exhaustive bibliography
see [3]). The best result in this direction states that for fixed ℓ one can compute
the first ℓ Betti numbers of a semialgebraic set in single exponential time [1].
Over the complex numbers, one approach for computing Betti numbers is to
compute the algebraic de Rham cohomology. In [30, 37] the de Rham cohomol-
ogy of the complement of a complex affine variety is computed using Gro¨bner
bases for D-modules. This algorithm is extended in [38] to compute the coho-
mology of a projective variety. However, the complexity of these algorithms is
not analyzed, and due to their use of Gro¨bner bases a good worst-case com-
plexity is not to be expected. In [7] a single exponential time (in fact, parallel
polynomial time) algorithm is given for counting the connected components, i.e.,
computing the zeroth de Rham cohomology, of a (possibly singular) complex
variety. This algorithm is extended in [34] to one with the same asymptotic
complexity for computing equations for the components. The first single expo-
nential time algorithm for computing all Betti numbers of an interesting class
of varieties is given in [35]. Namely, this paper shows how to compute the de
Rham cohomology of a smooth projective variety in parallel polynomial time.
In terms of structural complexity in the Turing model, these results are the best
one can hope for, since the problem of computing a fixed Betti number (e.g.,
deciding connectedness) of a complex affine or projective variety defined over
the integers is PSPACE-hard [33].
Besides being relevant for algorithms, our question also has connections to
the theory of ordinary differential equations. The long standing infinitesimal
Hilbert 16th problem has been solved in [5]. The authors derive a bound on
the number of limit cycles generated from nonsingular energy level ovals (iso-
lated periodic trajectories) in a non-conservative perturbation of a Hamiltonian
polynomial vector field in the plane. It seems that their proof can be consid-
erably generalized to solutions of certain linear systems of Pfaffian differential
equations. Examples of such systems are provided by period matrices of poly-
nomial maps, once the corresponding Gauss-Manin connexion can be explicitly
constructed. For this construction one needs degree bounds for generators of
the cohomology of the generic fibers of the polynomial map.
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1.2 Known Cases
We have shown in [7, Theorem 3.3] that the zeroth de Rham cohomology of X is
isomorphic to its zeroth singular cohomology even when X is singular, and that
this cohomology has a basis of degree dO(n
2), if X is defined by polynomials of
degree ≤ d.
It follows from the results of [35] that if X has no singularities at infinity,
i.e., the projective closure of X in Pn is smooth, then each class in H•dR(X)
can be represented by a differential form of degree at most m(em+1)D, where
m = dimX , D = degX , and e is the maximal codimension of the irreducible
components of X . However, in general X does have singularities at infinity, and
resolution of singularities has a very bad worst-case complexity [4].
Another special case with known degree bounds is the complement of a
projective hypersurface, which we will actually use in this paper (see the proof of
Theorem 7.1). The statement follows essentially from [9] and [10], the argument
can be found in [12, Corollary 6.1.32], see also [11]. Let f ∈ C[X0, . . . , Xn] be a
homogeneous polynomial, and consider U := Pn\Z(f), which is an affine variety.
Then, each class in HpdR(U) is represented by a (homogeneous) differential form
α/fp with degα = p deg f
(see §2.1 for the definition of the degree of a differential form). Since this result
was already proved by Griffiths in a special case [16], we call it the Griffiths-
Deligne-Dimca (GDD) bound.
1.3 Main Result
The main result of this paper is that the algebraic de Rham cohomology of a
smooth affine variety can be represented by differential forms of single exponen-
tial degree. More precisely, we prove the following.
Theorem 1.1. Let k be an algebraically closed field of characteristic zero, and
let X be a smooth affine m-dimensional variety of degree D over k. Then each
cohomology class in HpdR(X) can be represented by a differential p-form of degree
at most
22pm+6m+2p2pm+6m+1D4pm+10m+1 +Dm+1 = (pD)O(pm).
Remark 1.2. (i) Note that we kept the additive termDm+1, so that the bound
is valid for p = 0 as well (cf. Proposition 3.1).
(ii) If X ⊆ An, then the term Dm+1 can be replaced by (n+ 1)D2/4 (Corol-
lary 4.1).
(iii) For a hypersurfaceX , the slightly better bound of DO(pn) is proved in [36].
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1.4 Proof Ideas
The proof of Theorem 1.1 consists of two major steps. In a first step we reduce
the question to the case of an irreducible locally closed hypersurface, and in a
second step we prove a bound for this special case (Theorem 7.1).
The reduction to irreducible X (Corollary 4.1) is an easy consequence of our
characterization of the zeroth de Rham cohomology and the bound from [7]. In
the present paper, using newer versions of the effective Nullstellensatz due to
Kolla´r [26] and Jelonek [24], we improve this bound in two directions (Proposi-
tions 3.1 and 3.2). We also give an example showing that the second version is
sharp up to a factor of n+ 1, where n is the ambient dimension.
Then, if X is irreducible of dimension m, a generic projection to a linear
subspace of dimension m + 1 restricts to a birational map from X to a hyper-
surface Y . By Zariski’s Main Theorem, there exist open dense subsets U ⊆ X
and V ⊆ Y , such that the projection maps U isomorphically onto V . Using
a geometric resolution of X [14, 31], we construct these locally closed sets ef-
fectively. More precisely, there exists a polynomial f of degree ≤ D in m + 1
variables, such that U = X \ Z(g) and V = Z(f) \ Z(g), where g is a partial
derivative of f (Lemma 4.2). It follows that a degree bound for H•dR(V ) implies
a degree bound for H•dR(U) (Corollary 4.4). Moreover, it is also not difficult to
see that one can cover X by such principal open subsets Ui (Corollary 4.5). To
finish the first major step, it remains to show how degree bounds for the open
patches yield a bound for H•dR(X) (Theorem 5.3). This is done using the con-
cept of hypercohomology, which through a spectral sequence immediately yields
an effective description of H•dR(X) (Lemma 5.2) in terms of the total complex
of the Cˇech-de Rham double complex. In order to derive a bound for the usual
description in terms of global sections, we make the Cˇech cohomology effective
(Lemma 5.1). In this construction we make essential use of Jelonek’s effective
Nullstellensatz [24].
The main idea for the treatment of the locally closed hypersurface V is the
same as in [36], namely to prove an effective version of the Gysin sequence
(Theorem 6.1) and use the GDD bound for complements of hypersurfaces men-
tioned in §1.2. However, in [36] we considered the case of a closed hyper-
surface X ⊆ An, in which case the Gysin sequence yields an isomorphism
HpdR(A
n \ X)
∼
→ Hp−1dR (X), which we made effective. Here, we have only a
locally closed subset V = Z(f) \ Z(g) of An. One idea is to treat V as a closed
subset of An \ Z(g). Though we are able to construct an effective residue map
in this setting, this map may not be surjective, since the surrounding space
An \ Z(g) has non-trivial cohomology in general. Our solution is to consider V
as a codimension 2 complete intersection Z ⊆ An+1 through the isomorphism
An \Z(g) ≃ Z(gY − 1) ⊆ An+1. Since the Gysin sequence in the version of [19]
does not hinge on codimension 1, we get an isomorphismHp+1dR (W )
∼
→ Hp−2dR (Z),
whereW := An+1 \Z (Corollary 6.2). Luckily, while the general complete inter-
section case seems considerably more difficult, we are able to prove the crucial
Lemma (Lemma 6.4) exactly in this special case and obtain an effective Gysin
sequence (Theorem 6.3).
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However, the price to pay is that now the complement W is not affine any-
more, so we need hypercohomology also to realize the de Rham cohomology
of W , and a spectral sequence argument (Lemma 5.2) to apply the GDD bound
(Lemma 5.4). Using local cohomology and another spectral sequence argument,
we get a more succinct description of H•dR(W ) in terms of sheaf cohomology
(Lemma 5.5).
2 Preliminaries
2.1 Basic Notations and Facts
Throughout this paper, let k be an algebraically closed field of characteristic
zero, and R := k[X1, . . . , Xn]. An algebraic set or closed variety is the common
zero set of polynomials f1, . . . , fr ∈ R in the affine space An = kn, i.e.,
X = Z(f1, . . . , fr) = {x ∈ k
n | f1(x) = · · · = fr(x) = 0}.
Note that X may be reducible. More generally, the term variety will refer to a
locally closed set, i.e., a Zariski open subset X ⊆ Y of a closed variety Y ⊆ An.
A variety X is called affine iff it is a principal open subset of Y , i.e.,
X = Y \ Z(g) = Z(f1, . . . , fr) \ Z(g), f1, . . . , fr, g ∈ R.
Indeed, these are exactly the varieties which are isomorphic to a closed variety,
namely Z(f1, . . . , fr, Xn+1g − 1) ⊆ An+1. The (vanishing) ideal of an affine
variety X is defined as I(X) = {f ∈ R | f(x) = 0 ∀x ∈ X}. By Hilbert’s
Nullstellensatz, I(X) is the radical of the ideal (f1, . . . , fr) : (g). The coordinate
ring A = k[X ] of X is the localization (R/I(X))g. Such a ring A will be called
a (reduced) affine k-algebra.
In general, a variety is not affine. However, if X = Y \ Z(g1, . . . , gr) with
affine Y , thenX is covered by the affine open subsets Ui := X\Z(gi) = Y \Z(gi),
1 ≤ i ≤ r.
The dimension dimX is the Krull dimension of X ⊆ An in the Zariski
topology. In the case dimX = n − 1 we call X a hypersurface. The degree
degX of an irreducible varietyX ⊆ An of dimensionm is defined as the maximal
cardinality of X ∩ L over all affine linear subspaces L ⊆ An of dimension n −
m [29, §5A]. We define the (cumulative) degree degX of a reducible variety X
to be the sum of the degrees of all irreducible components of X . It follows
essentially from Be´zout’s Theorem that if X ⊆ An is closed and defined by
polynomials of degree ≤ d, then degX ≤ dn [8].
An important ingredient of our work is the effective Nullstellensatz, which
was first proved in [6, 25]. A recent version of Jelonek [24] generalizes the
statement to polynomials on general affine varieties.
Theorem 2.1. Let X ⊆ An be a closed subvariety of dimension m and degree D,
and let g1, . . . , gt ∈ R be polynomials of degree at most d ≥ 1 without common
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zeros in X. Then there exist polynomials hi ∈ R with 1 ≡
∑
i higi mod I(X)
and
deg(higi) ≤

Ddt if t ≤ m,
Ddm if t > m, d ≥ 3, m ≥ n− 1,
2Ddm − 1 else.
Proof. The first and the last case is due to [24]. The slightly better bound in
the middle case follows from [25].
There is another version of the effective Nullstellensatz for arbitrary ideals
due to Kolla´r [26]. We note a variant which follows easily from Theorem 6.2 in
that paper.
Theorem 2.2. Let X1, . . . , Xt ⊆ An be closed varieties with X1 ∩ · · · ∩Xt = ∅.
Then there exist fi ∈ I(Xi) such that∑
i
fi = 1 and deg fi ≤ (n+ 1)
∏
i
degXi.
2.2 Completions
In our proof we will also use the process of completion [13, Chapter 7]. Let A be
an affine algebra and I an ideal in A. The completion Â = ÂI of A with respect
to I is defined as the inverse limit of the factor rings A/Iν , ν ≥ 0. There
is a canonical map A → Â, whose kernel is
⋂
ν I
ν , thus it is injective in our
case. Alternatively, if I = (f1, . . . , fr), one can define Â as A[[T1, . . . , Tr]]/(T1−
f1, . . . , Tr− fr), so its elements are power series in f1, . . . , fr [13, Exercise 7.11].
For instance, if A = B[T ] and I = (T ), then Â = B[[T ]] is the ring of formal
power series in T with coefficients in B.
2.3 Coherent Sheaves and Differential Forms
Let X be an affine variety. Then every k[X ]-module M gives rise to a sheaf M˜
on X such that, on a principal open subset U = X \ Z(g), the sections of M˜
are given by Γ(U, M˜) = Mg, the localization of M at g [22, Proposition II.5.1].
Moreover, Γ(U, M˜) is a k[X ]g-module which is compatible with restrictions. A
sheaf F on X is called coherent iff F = M˜ with a finitely generated k[X ]-
module M . An important example is the structure sheaf OX = k˜[X ].
More generally, a sheaf F on a locally closed set X is called coherent iff X
can be covered by affine open subsets Ui such that all the restrictions F|Ui are
coherent. In particular, if F is a coherent sheaf on Y and X ⊆ Y is an open
subset, then F|X is a coherent sheaf on X .
Now let A be a k-algebra (commutative, with 1). The module of Ka¨hler
differentials ΩA := ΩA/k is defined as the A-module generated by symbols df for
all f ∈ A, modulo the relations of Leibniz’ rule and k-linearity of the universal
derivation d: A → ΩA. For instance, for the polynomial ring R, the module
6
ΩR is free with basis dX1, . . . , dXn, and the universal derivation is given by
df =
∑
i
∂f
∂Xi
dXi. Now let Ω
p
A :=
∧p
ΩA be the p-th exterior power of the
A-module ΩA. We define the exterior differential d: Ω
p
A → Ω
p+1
A by setting
d(fdg1 ∧ · · · ∧ dgp) := df ∧ g1 ∧ · · · ∧ dgp for all f, gi ∈ A. It is easy to check
that d satisfies the graded Leibniz’ rule and d ◦ d = 0. This way we obtain the
de Rham complex
Ω•A : A = Ω
0
A
d
−→ Ω1A
d
−→ · · ·
d
−→ ΩpA −→ · · ·
of the algebra A.
Now let Y be an affine variety with coordinate ring A = k[Y ]. Then the
sheaf of regular differential p-forms on Y is defined as ΩpY := Ω˜
p
A. The exterior
differentials glue together to maps of sheaves d: ΩpY → Ω
p+1
Y . More generally, if
X ⊆ Y is an open subset of an affine variety Y , then ΩpX := Ω
p
Y |X . This way
we obtain the (algebraic) de Rham complex
Ω•X : OX = Ω
0
X
d
−→ Ω1X
d
−→ · · ·
d
−→ ΩpX −→ · · ·
of the variety X . We say that X is smooth at x ∈ X iff the stalk ΩX,x is a free
OX,x-module of rank m, where m is the maximal dimension of all irreducible
components of X through x. In fact, in this case there is only one such compo-
nent. We say that X is smooth iff it is smooth at all its points. Note that in
this case ΩpX = 0 for p > m.
The module of Ka¨hler differentials of a complete ring may not be finitely
generated (see, e.g., [13, Exercise 16.14]). In these cases we use the universally
finite module of differentials, which is always finitely generated (see [27, §11–
12]). Let A be an affine algebra, I an ideal in A, and Â the completion of A with
respect to I. The completion of ΩA with respect to I is Ω̂Â = Â⊗A ΩA and is
called the universally finite module of differentials of Â. There is a universally
finite derivation d: Â→ Ω̂Â which is continuous, i.e., it commutes with infinite
sums. For instance, for an affine algebra B we have
Ω̂B[[T ]] = B[[T ]]⊗B[[T ]] ΩB[T ] = B[[T ]]dT ⊕ ΩB,
and the universally finite derivation is given by df = ∂f∂T dT+dBf for f ∈ B[[T ]],
where ∂f∂T denotes the formal partial derivative with respect to T , and dBf is
coefficient-wise application of the differential of B [27, Example 12.7].
2.4 Sheaf and Local Cohomology
Let X be a variety. Formally, the q-th sheaf cohomology functor Hq(X, ·) from
the category of sheaves of abelian groups on X to the category of abelian groups
is defined as the q-th right derived functor of the global section functor Γ(X, ·),
Hq(X, ·) = RqΓ(X, ·).
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Since this definition is computationally quite inconvenient, we prefer a dif-
ferent description. Let F be a coherent sheaf and U := {Ui | 0 ≤ i ≤ t} an affine
open cover of X . The sheaf cohomology of F can be computed as the Cˇech
cohomology with respect to U , which is defined as follows. For a set of indices
0 ≤ i0, . . . , iq ≤ t denote Ui0···iq := Ui0 ∩ · · · ∩ Uiq . We define the vector spaces
Cq := Cq(U ,F) :=
⊕
0≤i0<···<iq≤t
F(Ui0···iq )
and the linear maps δq : Cq −→ Cq+1,
δq(ω)i0···iq+1 :=
q+1∑
ν=0
(−1)νωi0···îν ···iq+1 |Ui0···iq+1 . (2)
Then one checks that δq+1 ◦ δq = 0 for all q ≥ 0, so that (C•(U ,F), δ•) is
a complex called the Cˇech complex. Its cohomology defines the cohomology
H•(U ,F), i.e.,
Hq(U ,F) :=
ker δq
im δq−1
, q ≥ 0.
By [22, Theorem III.4.5] there is a natural isomorphism
Hq(X,F) ≃ Hq(U ,F) for all q ≥ 0.
Generally, H0(X,F) is isomorphic to the space of global sections Γ(X,F).
Moreover, if X is affine, the higher cohomology of F vanishes, i.e.,
Hq(X,F) = 0 for q > 0.
A relative variant of sheaf cohomology is local cohomology. Let X be a
variety and Y ⊆ X a closed subset of X . For a sheaf of abelian groups F on X
let ΓY (X,F) be the subgroup of Γ(X,F) consisting of all sections s whose
support is in Y , i.e.,
{sx 6= 0} ⊆ Y,
where sx denotes the germ of s in the stalk Fx. The q-th local cohomology
functor with supports in Y from the category of sheaves of abelian groups on X
to the category of abelian groups is defined as the q-th right derived functor of
the functor ΓY (X, ·),
HqY (X, ·) = R
qΓY (X, ·).
Note that, if X is irreducible and Y 6= X , then ΓY (X,F) = 0 for all coherent
sheaves F on X . Nevertheless, the definition gives non-trivial local cohomology
groups also in this case! There is an explicit description of local cohomology
in terms of Koszul cohomology, which can also be interpreted as Cˇech coho-
mology [19, Theorem 2.3]. We will use this interpretation in a special case in
the proof of Lemma 5.5, see (13). What makes local cohomology particularly
useful, is the following long exact sequence [19, Corollary 1.9]. Let Y ⊆ X be
closed and U := X \ Y . Then there is an exact sequence
· · · → Hq−1(X,F)→ Hq−1(U,F|U)→ HqY (X,F)→ H
q(X,F)→ · · · .
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2.5 Hypercohomology and de Rham Cohomology
Let X be a variety and consider a complex of coherent sheaves (F•, d) on X
with Fp = 0 for p < 0. Then, for an affine open cover U , the Cˇech complexes
C•(U ,Fp) as defined in §2.4 fit together to the Cˇech double complex C•,• :=
C•,•(U ,F•) by setting
Cp,q(U ,F•) =
⊕
i0<···<iq
Fp(Ui0···iq ) for all p, q ≥ 0.
The two differentials are the one induced by the differential d of F and the Cˇech
differential δ• defined by (2). Define the total complex of C•,• by
totℓ(C•,•) :=
⊕
p+q=ℓ
Cp,q, dtot := δq + (−1)qd on Cp,q.
Since the two differentials commute, one easily checks that dtot ◦ dtot = 0. The
hypercohomology of the complex of sheaves F• is defined as the cohomology of
the total complex
Hℓ(X,F•) := Hℓ(tot•(C•,•)) for ℓ ≥ 0.
As for any double complex [28, §2.4], there are two spectral sequences
IE
p,q
2 = H
p(Hq(X,F•), d) ⇒ Hp+q(X,F•) and
IIE
p,q
2 = H
q(Hp(C•,•, d), δ•) ⇒ Hp+q(X,F•).
If X is affine, then Hq(X,F•) = 0 for all q > 0. Consequently, the first spectral
sequence implies that H•(X,F•) ≃ H•(Γ(X,F•)).
The algebraic de Rham cohomology of a variety X is defined as the hyperco-
homology of the algebraic de Rham complex
H•dR(X) := H
•(X,Ω•X).
The corresponding double complex is called Cˇech-de Rham double complex. In
particular, if X is affine, then we have
H•dR(X) = H
•(Ω•A), where A = k[X ].
In general, since the Ui0···iq are affine, the last equation implies that the first
term of the second spectral sequence of the Cˇech-de Rham double complex is
IIE
p,q
1 =
⊕
i0<···<iq
HpdR(Ui0···iq ) ⇒ H
p+q
dR (X),
even when X is not affine.
Fundamental for us is the result of [18] stating that if k = C, then the de
Rham cohomology H•dR(X) of a smooth variety X is naturally isomorphic to
the singular cohomology of X .
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2.6 Filtrations
We are mainly interested in degree bounds for the de Rham cohomology a closed
variety X ⊆ An, but in the course of the proof we also work with principal open
subsets of the form U = X \Z(g). The regular functions on U have a power of g
as denominator, so also their order becomes important. To define the notions
of degree and order in a precise and convenient way, we use the language of
(double-)filtrations.
Let A = R/I be the coordinate ring of a closed variety X ⊆ An. For f ∈ R
we denote by f its residue class in A. We set
deg f := min{deg h |h ∈ R, h = f},
where deg h denotes the total degree of h. We have deg(fg) ≤ deg f + deg g,
but note that this inequality may be strict. We have the filtration by degree
k = D0A ⊆ · · · ⊆ DdA ⊆ Dd+1A ⊆ · · · ⊆ A
on A given by
DdA := {f ∈ A | deg f ≤ d} ,
which satisfies
DdA ·DeA ⊆ Dd+eA for all d, e ∈ Z.
We also consider modules M over A equipped with a filtration
· · · ⊆ F dM ⊆ F d+1M ⊆ · · · ⊆M,
which we assume to be compatible with D•A, i.e., DdA ·F eM ⊆ F d+eM for all
d, e ∈ Z. Given such a filtraton, one can define a degree by setting
deg x := min{d |x ∈ F dM} ∈ Z for x ∈M.
For a complex of A-modules C•, all equipped with a filtration F •C•, we define
the induced filtration on the cohomology Hp(C•) by setting
F dHp(C•) := im (F dCp ∩ ker d→ Hp(C•)), (3)
where d: Cp → Cp+1 denotes the differential of the complex. For a filtered
k-vector space F •M we define
deg(M) := inf{d ∈ Z |F dM =M}.
Note that deg(M) =∞ if no such d exists.
Now let g ∈ R be a non-zerodivisor on A and consider the localization Ag.
The order of h ∈ Ag with respect to g is defined by
ordgh := min{s ∈ N | ∃f ∈ A : h =
f
gs
}.
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Sometimes we drop the index g, if it is clear from the context. We have the
filtration by order
A = P 0Ag ⊆ · · · ⊆ P
sAg ⊆ P
s+1Ag ⊆ · · · ⊆ Ag,
where
P sAg :=
1
gs
A = {h ∈ Ag | ordgh ≤ s} .
The definition of a convenient notion of degree in Ag is problematic. We illus-
trate this in an
Example 2.3. Let A = k[X1, X2, X3]/(X
d
1X2 − X3), g = X2, and consider the
element
a := X3/g ∈ Ag.
When we account for the denominator as negative degree, then a should have
degree zero. On the other hand we have
a = X1
d
∈ Ag,
which is of degree d. We see that the degree depends on the representation of
the element. Furthermore, in this example, decreasing the order by 1 increases
the degree of the numerator arbitrarily.
However, on a localization Rg of the polynomial ring, we define the degree
of h ∈ Rg by
deg h := deg f − s deg g, where h =
f
gs
, f ∈ R, s ∈ N. (4)
Note that the degree can be arbitrarily small, so it induces an unbounded fil-
tration by degree D•Rg. In Rg we define the double filtration F
•,•Rg by
F s,dRg := {h ∈ Rg | ordgh ≤ s, deg h ≤ d}
Now, on Ag we define
F s,dAg := π(F
s,dRg),
where π : Rg → Ag is the natural projection. Note that this double filtration
depends on the representative g ∈ R of g ∈ A. In our applications, we will
always consider a fixed representative. We have
F s,dAg ⊆ F
s+1,dAg ∩ F
s,d+1Ag and F
s,dAg · F
s′,d′Ag ⊆ F
s+s′,d+d′Ag.
Now let M be an Ag-module equipped with a double filtration F
•,•M , i.e.,
vector subspaces F s,dM ⊆ M for s, d ∈ Z such that F s,dM ⊆ F s+1,dM ∩
F s,d+1M for all s, d ∈ Z. We assume that it is compatible with the filtra-
tion F •,•Ag, i.e.,
F s,dAg · F
s′,d′M ⊆ F s+s
′,d+d′M for all s, s′, d, d′ ∈ Z.
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Then we define the set
B(F •,•M) := {(s, d) ∈ Z2 |F s,dM =M}. (5)
If the double filtration is understood from the context, we also simply write
B(M). Note that with (s, d) ∈ B(F •,•M) we have (s, d) + N2 ⊆ B(F •,•M).
A natural example is the localization M = Ng of an A-module N . If N has a
compatible filtration F •N , thenM carries a compatible double filtration F •,•M
by setting
F s,dM :=
1
gs
F d+sdeg gN. (6)
Similarly as in (3), a double filtration on a complex induces a double filtration
on its cohomology. A double filtration on a double complex induces in a natural
way a double filtation on its total complex.
Particularly important for us are the modules of Ka¨hler differential forms.
The Ag-module Ω
p
Ag
is the localization ΩpAg = (Ω
p
A)g of the A-module Ω
p
A [13,
Proposition 16.9]. We first define the filtration by degree on ΩpA by
DdΩpA :=
 ∑
i1<···<ip
fi1···ipdXi1 ∧ · · · ∧ dXip | fi1···ip ∈ D
d−pA

and note that it is compatible with the filtration D•A. We account for the
differentials in this definition of the degree, so that the differential map has
degree zero, i.e.,
d(DdΩpA) ⊆ D
dΩp+1A .
We have an induced degree function satisfying
deg fdXi1 ∧ · · · ∧ dXip = deg f + p for f ∈ A.
Now, according to (6), the filtration D•ΩpA induces a compatible double
filtration on the localization ΩpAg . We have
F s,dΩpAg =
1
gs
Dd+sdeg gΩpA
=
 ∑
i1<···<ip
fi1···ipdXi1 ∧ · · · ∧ dXip | fi1···ip ∈ F
s,d−pAg
 ,
and call it the standard double filtration. We also have an order function on ΩpAg
satisfying
ordgfdXi1 ∧ · · · ∧ dXip = ordgf for f ∈ Ag.
With these definitions, the differential d: ΩpAg → Ω
p+1
Ag
satisfies
d(F s,dΩpAg ) ⊆ F
s+1,dΩp+1Ag . (7)
Using these notations and conventions, we formulate an affine version of the
GDD bound.
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Lemma 2.4. Let f ∈ R and U := An\Z(f). Then, with respect to the standard
double filtration, we have
p · (1, 1) ∈ B(HpdR(U)).
Proof. Denote by f˜ the generous homogenization Xd+10 f(X/X0), where d :=
deg f . Then we have U = Pn \ Z(f˜). As stated in §1.2, each cohomology class
in HpdR(U) is represented by a differential form α˜/f˜
p, where α˜ is a homogeneous
p-form on An+1 of degree deg α˜ = p(d + 1). Dehomogenizing yields a form
ω = α/fp with degα ≤ p(d+ 1), hence ω ∈ F p,pΩpRf .
3 Zeroth Cohomology
In this section we discuss old and new results about the zeroth de Rham co-
homology of a closed variety X ⊆ An. This is a somewhat special case, since
H0dR(X) characterizes the connected components of X even if X is singular.
We fix the notation for this section. Let X = Z1∪· · ·∪Zt be the decomposi-
tion of X into connected components, set D := degX and Di := degZi. By the
results of [7, §3.1.2], there is a direct product decomposition of the coordinate
ring
k[X ] ≃
t∏
i=1
k[Zi],
which corresponds to a maximal complete set of pairwise orthogonal idempo-
tents e1, . . . , et ∈ k[X ]. Here, ei is the function which is equal to 1 on Zi and
vanishes on X \Zi. Furthermore, we have proved in [7] that e1, . . . , et is a basis
of H0dR(X) and that deg ei ≤ d
O(n2), if X is given by polynomials of degree ≤ d.
Due to Jelonek’s version of the effective Nullstellensatz, we are able to improve
this bound.
Proposition 3.1. Let X ⊆ An be a closed variety of dimension m and degree D.
Then X has dimH0dR(X) connected components, and
deg(H0dR(X)) ≤ D
m+1.
Proof. The result is known for m = 0, so assume m ≥ 1. We construct the
idempotents ei as follows. According to [7, Proposition 2.1], each Zi can be
defined by (many) polynomials fiν of degree at most Di. For i 6= j we have
Zi ∩ Zj = ∅, hence the fjν have no common zero in Zi. By Theorem 2.1 there
exist polynomials gν with deg(gνfjν) ≤ 2DiDmj such that
ϕij :=
∑
ν
gνfjν = 1 on Zi.
It is easy to see that the desired idempotents can be defined as
ei :=
∏
j<i
ϕij ·
∏
j>i
ϕij .
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Their degrees satisfy
deg ei ≤ 2Di
∑
j 6=i
Dmj ≤ 2Di
(∑
j 6=i
Dj
)m
= 2Di(D −Di)
m.
A small curve discussion shows that the last expression, as a function of Di, is
maximal for Di =
D
m+1 , which implies deg ei ≤
2
m+1
(
m
m+1
)m
Dm+1 ≤ Dm+1 for
m ≥ 1.
This result gives a very good bound for small dimensions, say for curves.
However, Kolla´r’s effective Nullstellensatz for arbitrary ideals implies a bound
which is quadratic in the degree and therefore gives better results for larger
dimensions.
Proposition 3.2. Let X ⊆ An be a closed variety of degree D. Then
deg(H0dR(X)) ≤
n+ 1
4
D2. (8)
Proof. By Theorem 2.2 there exist polynomials ϕij ∈ I(Zi) and ψij ∈ I(Zj) for
i 6= j such that
deg(ϕij), deg(ψij) ≤ (n+ 1)DiDj and ϕij + ψij = 1.
Now the desired idempotents can be defined as
ei :=
∏
j<i
ϕji ·
∏
j>i
ψij .
Their degrees satisfy
deg ei ≤ (n+ 1)Di
∑
j 6=i
Dj = (n+ 1)Di(D −Di) ≤ (n+ 1) (D/2)
2
.
Remark 3.3. In [34] we have proved that for a hypersurface X the factor n+ 1
in (8) can be dropped.
Example 3.4. This example shows that the bound (8) is sharp up to the factor
n + 1. It is derived from Example 2.3 of [25], which goes back to Masser,
Philippon, and Brownawell [6].
Let d ≥ 1. Consider the polynomials
f1 := X1, f2 := X2X
d−1
3 − 1, f3 := X1X
d−1
3 −X
d
2 ,
and set Z1 := Z(f1, f2) and Z2 := Z(f3) in A3. Clearly, both Z1 and Z2 are
smooth irreducible varieties of degree d that do not intersect. Consequently,
they are the connected components of X := Z1 ∪ Z2, and D := degX = 2d.
Now consider the projective closureX = Z1∪Z2. Let Fi ∈ k[X0, . . . , X3] denote
the homogenization of fi, i.e,
F1 = X1, F2 := X2X
d−1
3 −X
d
0 , F3 = X1X
d−1
3 −X
d
2 .
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One easily checks that I(Z1) = (F1, F2) and I(Z2) = (F3). Now let e1, e2 ∈
k[X1, X2, X3] denote the idempotents of Z1 and Z2, δ := max{deg e1, deg e2},
and E1, E2 their homogenizations w.r.t. degree δ, i.e., Ei = X
δ
0ei(X/X0). Then
we have
E1 + E2 = X
δ
0 on X, E1 = 0 on Z2, E2 = 0 on Z1,
hence Xδ0 ∈ I(Z1) + I(Z2). It follows that its image in
k[X0, . . . , X3]/(F1, F2, F3, X3 − 1) ≃ k[X0]/(X
d2
0 )
is also zero, so that
max{deg e1, deg e2} = δ ≥ d
2 = D2/4.
4 Some Reductions
Our aim is to show that it is sufficient to prove the claimed bounds for certain
irreducible hypersurfaces. In this section we first reduce to the irreducible case,
and then effectively construct a cover of X by affine open patches which are
isomorphic to hypersurfaces. In the next section, we will show how degree
bounds on those patches yield a bound for H•dR(X).
The reduction to the irreducible case follows from the effective characteriza-
tion of the connected components discussed in §3.
Corollary 4.1. If X ⊆ An is a smooth closed variety of degree D with irre-
ducible components Zi and N := min
{
(n+ 1)D2/4, Dm+1
}
, then
deg(H•dR(X)) ≤ max
i
{deg(H•dR(Zi))}+N.
Proof. Since the irreducible components of X coincide with its connected com-
ponents, the restrictions of differential forms to the Zi induce an isomorphism
H•dR(X) ≃
⊕
i
H•dR(Zi)). (9)
Let ei ∈ k[X ] denote the idempotent corresponding to Zi. Since ei is 1 on Zi
and 0 on X \ Zi, the embedding H•dR(Zi) →֒ H
•
dR(X) is induced by the map
ω 7→ eiω, so that Propositions 3.1 and 3.2 imply the claim.
It is well known that each irreducible variety X is birational to a hyper-
surface Y . By Zariski’s Main Theorem, there exist open dense subsets U ⊆ X
and V ⊆ Y which are isomorphic. Now we make this construction effective and
obtain the result that degree and order bounds for H•dR(V ) imply such bounds
for H•dR(U).
The following lemma essentially consists of the construction of a geometric
resolution [14, 31].
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Lemma 4.2. Let X ⊆ An be a closed irreducible subvariety of dimension m < n
and Ξ ⊆ X be a finite subset. Then there exists a linear coordinate transforma-
tion after which X is in Noether normal position with algebraically independent
variables X1, . . . , Xm and a polynomial f ∈ k[X1, . . . , Xm+1] such that
(i) f is irreducible and monic in Xm+1,
(ii) deg f ≤ degX,
(iii) Y := Z(f) ⊆ Am+1 is the closure of the image of X under the projection
π : An → Am+1, (x1, . . . , xn) 7→ (x1, . . . , xm+1),
(iv) with g := ∂f∂Xm+1 the projection π restricts to an isomorphism
U := X \ Z(g)
≃
−→ V := Y \ Z(g), and
(v) g(ξ) 6= 0 for all ξ ∈ Ξ.
Proof. Let A = R/I(X) be the coordinate ring of X . A linear coordinate
transformation brings X into Noether normal position, i.e., we assume that
the ring extension k[X1, . . . , Xm] →֒ A is integral. Let r := n − m. For
λ = (λ1, . . . , λr) ∈ kr let uλ := λ1Xm+1 + · · · + λrXn. Then there exists a
monic polynomial fλ ∈ k[X1, . . . , Xm][T ] with fλ(uλ) = 0 in A. Since A is
a domain, we can assume fλ to be irreducible. Let πλ : X → Am+1 be the
map (x1, . . . , xn) 7→ (x1, . . . , xm, uλ). Obviously, fλ vanishes on the irreducible
hypersurface πλ(X) of A
m+1, so it is a reduced equation for it. It follows
deg fλ = deg πλ(X) ≤ degX [23, Lemma 2]. Now we consider λ1, . . . , λr as
variables and argue as above over the field kλ := k(λ1, . . . , λr). It is shown
in [15, 32] that fλ ∈ k[λ,X1, . . . , Xm, T ]. Now set gλ :=
∂fλ
∂T . Differentiating
the equation fλ(uλ) = 0 with respect to λi, the chain rule yields
∂fλ
∂λi
(uλ) +
∂fλ
∂T
(uλ)
∂uλ
∂λi
=
∂fλ
∂λi
(uλ) + gλ(uλ)Xm+i = 0, 1 ≤ i ≤ r.
We choose λ ∈ kr such that gλ(ξ1, . . . , ξm, uλ(ξ)) 6= 0 for all ξ = (ξ1, . . . , ξn) ∈
Ξ and denote f := fλ, g := gλ, wi :=
∂fλ
∂λi
. By another linear coordinate
transformation we can assume uλ = Xm+1. It follows that the map
Z(f) \ Z(g)→ X \ Z(g), x = (x1, . . . , xm+1) 7→
(
x,−
w2(x)
g(x)
, . . . ,−
wr(x)
g(x)
)
is an inverse of the projection, which concludes the proof.
Remark 4.3. If X ⊆ An is smooth, then V from Lemma 4.2 is also smooth.
Corollary 4.4. In the situation of Lemma 4.2, consider the open subsets U ′ :=
U \ Z(h) ⊆ X, where h ∈ R, and V ′ := π(U ′) ⊆ Y . Then there exists
H ∈ k[X1, . . . , Xm+1] with degH ≤ deg h degX such that k[V ′] = k[Y ]gH .
Moreover, the isomorphism ϕ : k[Y ]gH = k[V
′]
≃
→ k[U ′] = k[X ]gh satisfies
ϕ(F s,dk[Y ]gH) ⊆ F
s(degh+1),dk[X ]gh.
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Proof. By the proof of Lemma 4.2, there exist wi ∈ k[X1, . . . , Xm+1] of degree
at most deg f such that
Xm+i = −wi/g in k[X ]g for 1 ≤ i ≤ r = n−m.
Thus, the preimage of h under the isomorphism k[Y ]g
≃
−→ k[X ]g is the residue
class of the rational function
h˜ := h(X1, . . . , Xm,−
w1
g
, . . . ,−
wr
g
) = H(X1, . . . , Xm+1)/g
degh,
where H ∈ k[X1, . . . , Xm+1]. It follows k[V
′] = k[Y ]gH . Since deg(
wi
g ) ≤ 1, we
have
degH = deg h˜+ deg h deg g ≤ deg h(1 + deg g) = deg h deg f ≤ deg h degX.
An element of F s,dk[Y ]gH is the residue class of a rational function
a
(gH)s , where
a ∈ k[X1, . . . , Xm+1] with deg a ≤ d + s(deg g + degH). The isomorphism ϕ
identifies H with gdeghh, so in k[X ]gh we have
a
(gH)s
≡
a
(g · gdeghh)s
=
ahs degh
(gh)s(degh+1)
.
Since
deg
(
a
(g · gdeghh)s
)
= deg a− s(deg h+ (deg h+ 1) deg g)
≤ d+ s(deg g + deg h deg f − deg h− deg h deg g − deg g)
≤ d+ s deg h (deg f − 1− deg g)︸ ︷︷ ︸
=0
= d,
we have ϕ( a(gH)s ) ∈ F
s(deg h+1),dk[X ]gh.
Corollary 4.5. Let X ⊆ An be a closed irreducible variety of dimension m.
Then there exist principal open subsets U0, . . . , Um covering X, such that each Ui
is isomorphic to an open subset of a hypersurface described as in Lemma 4.2.
Proof. We apply Lemma 4.2 successively to construct the Ui. We start with
an arbitrary one-point set Ξ0 = {ξ} ⊆ X to obtain U0. Having constructed
U0, . . . , Ui−1, let Ξi contain a point from each irreducible component of X \⋃
0≤j<i Uj , so that one obtains Ui with
dim
(
X \
i−1⋃
j=0
Uj
)
> dim
(
X \
i⋃
j=0
Uj
)
.
It follows that dimX \
⋃
0≤j≤m Uj = −1, hence
⋃m
i=0 Ui = X .
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5 Effective Cˇech and Hypercohomology
In this section we show how the cohomologies of the open patches of Corol-
lary 4.5 fit together to give effective descriptions of the cohomology of X . This
is done via effective hypercohomology, for which we first need to make Cˇech
cohomology effective.
So let X ⊆ An be a closed variety, and let F be a coherent sheaf on X .
Since X is affine, we have
H0(X,F) = Γ(X,F), Hq(X,F) = 0 for q > 0. (10)
Now let A := k[X ] be the coordinate ring ofX , and letM be a finitely generated
A-module such that F = M˜ . Furthermore, let U = {Ui | 0 ≤ i ≤ t} be a cover of
X by principal open subsets Ui = X \ Z(gi), where gi ∈ R is a non-zerodivisor
on A. By §2.4, the sheaf cohomology of F can be computed as the Cˇech co-
homology with respect to U . Using §2.3, the Cˇech complex C• = C•(U ,F)
can be explicitly descibed as follows. For a set of indices 0 ≤ i0, . . . , iq ≤ t set
gi0···iq := gi0 · · · giq . Then
Cq =
⊕
0≤i0<...<iq≤t
Mgi0···iq , 0 ≤ q ≤ t.
The properties (10) mean that the augmented complex
0 −→ C−1 :=M
δ−1
−→ C0
δ0
−→ C1
δ1
−→ · · ·
δt−1
−→ Ct −→ 0
is exact, where δ−1 is induced by the restriction. Note that δ−1 yields the
isomorphism M ≃ H0(X,F).
The point of this section is to study degree and order bounds for a preimage
under δ•. So we consider a filtration
· · · ⊆ F dM ⊆ F d+1M ⊆ · · · ⊆M
on M which is compatible with D•A. Recall from §2.1 that there is an induced
double filtration F •,•Mgi0···iq . These double filtrations extend to the spaces C
q
by setting
F s,dCq :=
⊕
0≤i0<···<iq≤t
F s,dMgi0 ···giq
Since the restriction does increase neither degree nor order, we have δq(F s,dCq) ⊆
F s,dCq+1.
Lemma 5.1. Let degX = D, deg gi ≤ d1, and N := 2D(sd1)m. Then
F s,dCq ∩ ker δq ⊆ δq−1(F s,d+NCq−1) for all 0 ≤ q ≤ t.
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Proof. For ω = (ωi0···iq )i0<···<iq ∈ F
s,dCq ∩ ker δq we write ωi0···iq =
αi0···iq
gs
i0···iq
,
where αi0···iq ∈M with degαi0···iq ≤ d+s deg gi0···iq . The assumption δ
q(ω) = 0
implies ∑
ν
(−1)νgsiναi0···îν ···iq+1 = 0 for all 0 ≤ i0 < · · · < iq+1 ≤ t. (11)
Since U is a cover of X , the gs0, . . . , g
s
t have no common zero in X . Thus, by
Theorem 2.1 there are h0, . . . , ht ∈ A with
∑
i hig
s
i = 1 and deg(hig
s
i ) ≤ N .
Now we let η = (ηi0···iq−1 ) ∈ C
q−1 with
ηi0···iq−1 :=
1
gsi0···iq−1
t∑
i=0
hiαi,i0···iq−1 for all 0 ≤ i0 < · · · < iq−1 ≤ t.
Here we define αi,i0···iq−1 to be zero, if i ∈ {i0 · · · iq−1}, and εαj0···jq otherwise,
where {i0, . . . , iq−1, i} = {j0 < · · · < jq} and ε is the sign of the permutation
sorting (i0, . . . , iq−1, i). Obviously, we have ordηi0···iq−1 ≤ s. To bound its
degree, note that for all i
deg(hiαi,i0···iq−1) ≤ N − s deg gi + d+ s deg gi,i0···iq−1 = N + d+ s deg gi0···iq−1 ,
which implies deg η ≤ N + d.
Finally, we have
δq−1(η)i0···iq =
q∑
ν=0
(−1)νηi0···îν ···iq |Ui0···iq
=
q∑
ν=0
(−1)ν
1
gs
i0···îν ···iq
t∑
i=0
hiαi,i0···îν ···iq
=
1
gsi0···iq
t∑
i=0
hi
q∑
ν=0
(−1)νgsiναi,i0···îν ···iq
(11)
=
1
gsi0···iq
t∑
i=0
hig
s
iαi0···iq
= ωi0···iq ,
hence δq−1(η) = ω.
Next we will bound the degree and order of the hypercohomology of a com-
plex of coherent sheaves, given that we have degree and order bounds for the
cohomologies of the open patches. This can be formulated in a general setting.
Lemma 5.2. Let C•,• be a first quadrant double complex, where each Cp,q is
equipped with a double filtration F •,•Cp,q. Then we have⋂
p+q=ℓ
B(F •,•Hp(C•,q)) ⊆ B(Hℓ(tot•(C•,•))) for all ℓ ≥ 0.
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Proof. The second spectral sequence IIEr of the double complex C
•,• has first
term
IIE
p,q
1 = H
p(C•,q).
Note that the double filtration on C•,• induces a double filtration on the spectral
sequence. Each term of the spectral sequence is a cohomology of the previous
one realized as a subquotient, thus
B(F •,•IIE
p,q
r ) ⊆ B(F
•,•
IIE
p,q
r+1) for all r ≥ 1.
Moreover, since the double complex is bounded, the spectral sequence collapses
at a finite level, i.e., there exists r such that IIEr = IIE∞. By convergence we
have
Hℓ(tot•(C•,•)) ≃
⊕
p+q=ℓ
IIE
p,q
∞ .
Finally, since this isomorphism respects the double filtrations F •,•Cp,q, we con-
clude
B(Hℓ(tot•(C•,•))) =
⋂
p+q=ℓ
B(F •,•IIE
p,q
∞ ),
which implies the claim.
Now consider a bounded complex of coherent sheaves
F• : 0 −→ F0
d
−→ F1
d
−→ · · ·
d
−→ Fu −→ 0
onX , and letMp be finitely generated A-modules with Fp = M˜p. Furthermore,
let U = {Ui | 0 ≤ i ≤ t} be a cover of X by principal open subsets Ui =
X \ Z(gi) as above. Recall from §2.5 that the hypercohomology Hℓ(X,F•)
can be computed in two ways, namely as the cohomology of the total complex
tot•(C•,•(U ,F)), and as the cohomology of the complex of global sections M•.
Of course, the latter is much simpler, which is usually taken as an argument
that one does not need hypercohomology in the affine setting. However, we
want to go through these arguments to bound degrees. Assume that we have
filtrations
· · · ⊆ F dMp ⊆ F d+1Mp ⊆ · · · ⊆Mp,
such that the differential d satisfies
d(F s,dMpg ) ⊆ F
s+1,dMpg
with respect to the induced double filtration on the local sections. As above,
the Cˇech double complex and its total complex inherit this double filtration.
Theorem 5.3. Let degX = D and deg gi ≤ d1. Then for all ℓ and all
(s, d) ∈
⋂
p+q=ℓ
⋂
i0<···<iq
B(Hp(M•gi0···iq ))
we have
deg(Hℓ(M•)) ≤ d+ 2D(ℓ+ 1)(s+ ℓ)mdm1 .
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Proof. Fix ℓ and set N := 2D(s+ ℓ)mdm1 . By Lemma 5.2 each cohomology class
c ∈ Hℓ(tot•(C•,•)) can be represented by an element ω = (ω0,ℓ, ω1,ℓ−1, . . . , ωℓ,0),
where
ωp,q ∈ F
s,dCp,q for all p+ q = ℓ.
Since dtot(ω) = 0, we have in particular δℓ(ω0,ℓ) = 0, so ω0,ℓ defines an element
in Hℓ(X,F0). By Lemma 5.1 there exists
η ∈ F s,d+NC0,ℓ−1
with δℓ−1(η) = ω0,ℓ. Consider
ω′ := (0, ω1,ℓ−1 + (−1)
ℓdη, ω2,ℓ−2, . . . , ωℓ,0).
Since ω − ω′ = (ω0,ℓ, (−1)
ℓ−1dη, 0, . . . , 0) = dtot(η, 0, . . . , 0), ω and ω′ define
the same cohomology class c. Note that ω1,ℓ−1 + (−1)ℓdη ∈ F s+1,d+NC1,ℓ−1.
Continuing this way, after ℓ steps we have a representative of c of the form
ω′′ = (0, . . . , 0, ω′′ℓ,0), where
ω′′ℓ,0 ∈ F
s+ℓ,d+ℓNCℓ,0.
The closedness of ω′′ means that δ0(ω′′ℓ,0) = 0 and d(ω
′′
ℓ,0) = 0. Applying
Lemma 5.1 once more yields α ∈ F d+(ℓ+1)NM ℓ with δ−1(α) = ω′′ℓ,0. Moreover,
d(α) = 0, hence α defines a class in Hℓ(M•), which is the image of c under the
isomorphism Hℓ(tot•(C•,•)) ≃ Hℓ(M•).
We close this section by discussing the case of an open subset of X := An.
Let Z = Z(f0, . . . , fr) ⊆ X be a closed subvariety and consider its complement
W := X \ Z. If r > 0, then W is not affine, and as a result its de Rham
cohomology H•dR(W ) cannot be computed by global sections, so we have to use
hypercohomology instead. The open subsets Ui := X \ Z(fi), 0 ≤ i ≤ r, form
an open cover of W with corresponding Cˇech-de Rham double complex
Cp,q =
⊕
i0<···<iq
ΩpW (Ui0···iq ) for all p, q ≥ 0,
where Ui0···iq = Ui0 ∩ · · · ∩ Uiq . The differentials d: C
p,q → Cp+1,q are induced
by the exterior derivatives, and the differentials δq : Cp,q → Cp,q+1 are the Cˇech
differentials. The de Rham cohomology of W is the cohomology of the total
complex tot•(C•,•), i.e.,
HℓdR(W ) = H
ℓ(W,Ω•W ) = H
ℓ(tot•(C•,•)).
Lemma 5.4. Equip each Cp,q with the shifted double filtration Ss,dCp,q :=
F s−q,d−qCp,q for s, d ∈ N. Then, with respect to the induced double filtration
on the total complex, we have
ℓ · (1, 1) ∈ B(S•,•HℓdR(W )).
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Proof. By Lemma 2.4 we have with respect to the shifted double filtration
ℓ · (1, 1) ∈ B(S•,•HpdR(Ui0···iq )) for all p+ q = ℓ, 0 ≤ i0 < · · · < iq ≤ r.
Applying Lemma 5.2 implies the claim.
In the case of a complete intersection we are able to give a more succinct
description of H•dR(W ) using sheaf cohomology as follows.
Lemma 5.5. Let dimZ = n− r − 1. Then, for ℓ > 0, the projection map
totℓ(C•,•) = Cℓ−r,r ⊕ · · · ⊕ Cℓ,0 ։ Cℓ−r,r = Ωℓ−rAf0···fr
induces an isomorphism
HℓdR(W )
≃
−→ Hℓ−r(Hr(W,Ω•W )). (12)
Proof. Let F be a locally free sheaf on X . The long exact sequence of local
cohomology is
· · · → Hq−1(X,F)→ Hq−1(W,F|W )→ HqZ(X,F)→ H
q(X,F)→ · · · .
Since Hq−1(X,F) = 0 for q > 1, we conclude
Hq−1(W,F|W ) ≃ HqZ(X,F) for q > 1. (13)
Since Z is a complete intersection of codimenion r + 1, it follows from [19,
Theorem 3.8], that HqZ(X,F) = 0 for q < r + 1. Furthermore, since W =
X \ Z can be covered by r + 1 affine open subsets, Cˇech cohomology implies
HqZ(X,F) = H
q−1(W,F|W ) = 0 for q > r + 1. Thus
HqZ(X,F) = 0 for q 6= r + 1. (14)
The beginning of the long exact sequence together with (14) implies
H0(W,F|W ) = H0(X,F). (15)
Now, the first spectral sequence of hypercohomology has first term
IE
pq
1 = H
q(W,ΩpW ) ⇒ H
p+q
dR (W ).
By (13), (14), and (15) we have
IE
pq
1 =

H0(X,ΩpX) if q = 0,
Hr(W,ΩpW ) if q = r,
0 otherwise.
Since HpdR(X) = H
p(H0(X,ΩpX)) = 0 for p > 0, the second page IE2 has
differential zero, hence IE2 = IE∞, and we conclude
HℓdR(W ) = IE
ℓ−r,r
2 = H
ℓ−r(Hr(W,Ω•W )) for ℓ > 0.
Lemmas 5.4 and 5.5 imply
Corollary 5.6.
(ℓ− r) · (1, 1) ∈ B(Hℓ−r(Hr(W,Ω•W ))).
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6 Effective Gysin Sequence
The main tool in our proof is the Gysin sequence which is the following
Theorem 6.1. Let X be a smooth irreducible variety and Z ⊆ X a smooth
closed equidimensional subvariety of codimension r. Then there is an exact
sequence
· · · → HpdR(X)→ H
p
dR(X \ Z)
Res
→ Hp−2r+1dR (Z)→ H
p+1
dR (X)→ · · ·
Let us first record an easy consequence of the Gysin sequence for the case
that X is the affine space An. Since HpdR(X) = 0 for p > 0, Theorem 6.1 implies
Corollary 6.2. For a smooth closed equidimensional variety Z ⊆ An of codi-
mension r the residue map
Res: HpdR(A
n \ Z)
≃
→ Hp−2r+1dR (Z)
is an isomorphism for all p > 0.
An algebraic proof of Theorem 6.1 is given in [20]. Using this idea we will
prove an effective version of it, i.e., we will describe the map Res explicitly on
the level of differential forms, so that we can control its effect on their degrees.
However, our version only deals with the case of a smooth codimension 2
complete intersection of a very special type. In particular, we will study the
following case. Denote A := k[X0, . . . , Xn], let f, g ∈ R := k[X1, . . . , Xn],
and consider the regular sequence f0 := gX0 − 1, f1 := f . Set X := An+1,
Z := Z(f0, f1) and denote its coordinate ring by B := k[Z]. Assume that f
is irreducible and that ∂f∂Xn |g. Note that these assumptions imply that Z is a
smooth complete intersection in X of codimension 2, and its vanishing ideal is
I := I(Z) = (f0, f1), hence B = A/(f0, f1).
Since in our case the complement W := X \Z is not affine, its de Rham co-
homology H•dR(W ) is described as in the last section. Recall that by Lemma 5.5
we have an isomorphism
Hp+1dR (W )
≃
−→ Hp(H1(W,Ω•W )) = H
p
(
Ω•Af0f1
Ω•Af0
+Ω•Af1
)
for p ≥ 0. (16)
The main result of this section is
Theorem 6.3. Let f0, f1 ∈ A be as above, and denote d0 := deg f0, d1 := deg f1.
Then, under the identification (16), the map
Res: Hp+1dR (W )→ H
p−2
dR (Z) for p ≥ 0
is induced by a map ΩpAf0f1
→ Ωp−2B which takes a p-form ω =
α
(f0f1)s
to a
(p− 2)-form Res(ω) with
deg Res(ω) ≤ (2d0 − d1 + 1)
2s−1 degα. (17)
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We fix the notations and assumptions of this theorem for the rest of the
section. For its proof we will need the completion Â = ÂI of A with respect
to I. Recall from §2.2 that Â ≃ A[[T0, T1]]/(T0−f0, T1−f1), so its elements are
power series in f0, f1. Note, however, that these power series are not unique.
E.g., f0 ∈ A can be represented by the constant power series f0 or by T0. The
crucial result for us is a lemma of Grothendieck stating that there is an alge-
bra isomorphism B[[T0, T1]] → Â (cf. [21, Lemma II,1.2]), which establishes a
unique power series representation for the completion. We need to construct
this isomorphism explicitly in order to bound degrees. The technical construc-
tion is in the following statement, which is a consequence of the fact that B is
a formally smooth k-algebra [17, Definition 19.3.1].
For a tuple x = (x1, . . . , xn) over an affine algebra C we write deg(x) :=
maxj deg(xj) and use an analogous notation for the order. If ψ : C → D is a
homomorphism, we write ψ(x) := (ψ(x1), . . . , ψ(xn)). For x ∈ C we denote
by x its image in any factor algebra of C.
Lemma 6.4. Let N ∈ N and ψ : B → A/IN be an algebra homomorphism that
lifts the identity B → B, i.e., the composition B → A/IN ։ B is the identity.
Then ψ can be lifted to an algebra homomorphism ψ˜ : B → A/IN+1, i.e., the
diagram
A/IN+1
π

B
ψ
//
ψ˜
<<①
①
①
①
①
A/IN
commutes.
Proof. Since the k-algebraB is generated byX0, . . . , Xn, it is sufficient to define
ψ˜ on these elements. Choose Y0, . . . , Yn ∈ A such that ψ(X i) = Y i in A/IN for
all 0 ≤ i ≤ n. Our aim is to define
ψ˜(Xi) := Yi +
∑
µ+ν=N
a
(i)
µνf
µ
0 f
ν
1 for 0 ≤ i ≤ n, (18)
with suitably chosen a
(i)
µν ∈ A. Then it is clear that π ◦ ψ˜ = ψ. It remains to
show that one can define ψ˜ unambigously by (18). This means that we have to
find a
(i)
µν such that f0, f1 are mapped to zero in A/I
N+1. Set Y := (Y0, . . . , Yn),
aµν := (a
(0)
µν , . . . , a
(n)
µν ), and look at the first condition
f0 7→ f0(Y +
∑
µ+ν=N
aµνf
µ
0 f
ν
1 ) = 0 in A/I
N+1. (19)
By the Taylor formula we have
f0
(
Y +
∑
µ+ν=N
aµνf
µ
0 f
ν
1
)
≡ f0(Y )+
n∑
i=0
∂f
∂Xi
(Y )
∑
µ+ν=N
a(i)µνf
µ
0 f
ν
1 (mod I
N+1).
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Since f0(Y ) = ψ(f0) = 0 in A/I
N and IN = (fN0 , f
N−1
0 f1, . . . , f0f
N−1
1 , f
N
1 ),
there exist pµν ∈ A, µ + ν = N , such that f0(Y ) =
∑
µ+ν=N pµνf
µ
0 f
ν
1 in A.
Furthermore, since Y i = Xi in B, condition (19) is satisfied if
pµν +
n∑
i=0
∂f0
∂Xi
a(i)µν ≡ 0 (mod I). (20)
Similarly, there exist qµν ∈ A, µ+ ν = N , such that f1(Y ) =
∑
µ+ν=N qµνf
µ
0 f
ν
1
in A, and f1 is mapped to zero if
qµν +
n∑
i=0
∂f1
∂Xi
a(i)µν ≡ 0 (mod I). (21)
In order to get very efficient degree bounds, we use the special form of the
defining equations f0, f1. In particular, recall that there exists h ∈ A such that
∂f0
∂X0
= g = h ∂f1∂Xn . Also, note that
∂f1
∂X0
= 0. This allows us to solve the linear
system of equations over B consisting of (20) and (21) as follows:
a(n)µν := −qµνhX0,
a(i)µν := 0 for 1 ≤ i < n, (22)
a(0)µν := −X0
(
pµν +
∂f0
∂Xn
a(n)µν
)
.
We check that these settings actually solve the system:
qµν +
n∑
i=0
∂f1
∂Xi
a(i)µν ≡ qµν −
∂f1
∂Xn
qµνhX0 ≡ −qµνf0 ≡ 0 (mod I). (23)
Moreover, we have
pµν +
n∑
i=0
∂f0
∂Xi
a(i)µν ≡ pµν −
∂f0
∂X0
X0
(
pµν +
∂f0
∂Xn
a(n)µν
)
+
∂f0
∂Xn
a(n)µν
≡ −
(
pµν +
∂f0
∂Xn
a(n)µν
)
f0 ≡ 0 (mod I), (24)
which concludes the proof.
Corollary 6.5. There exists an embedding ψ : B →֒ Â such that ψ(Xi) =∑∞
µ,ν=0 a
(i)
µνf
µ
0 f
ν
1 , where a
(i)
µν ∈ A with
deg a(i)µν ≤ 2d0 − d1 + 1 for all µ, ν ∈ N, 0 ≤ i ≤ n.
Proof. We start with ψ1 := idB and apply Lemma 6.4 successively to construct
the homomorphisms ψN : B → A/IN , N ∈ N. Together they define a homo-
morphism ψ : B → Â, which is clearly injective. To prove the degree bound,
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denote by Y (N) = (Y
(N)
0 , . . . , Y
(N)
n ) ∈ An+1 representatives of ψN (X i) = Y
(N)
i
in A/IN . Furthermore, let p
(N)
µν , q
(N)
µν ∈ A with
f0(Y
(N)) =
∑
µ+ν=N
p(N)µν f
µ
0 f
ν
1 , f1(Y
(N)) =
∑
µ+ν=N
q(N)µν f
µ
0 f
ν
1 .
Then, equation (23) shows that
deg q(N+1)µν ≤ deg q
(N)
µ−1,ν for all N ≥ 1.
Since q
(1)
01 = 1 and q
(1)
10 = 0, we conclude inductively that
deg q(N)µν ≤ 0 for all N ≥ 1.
Moreover, by (24) we have
deg p(N+1)µν ≤ max{deg p
(N)
µ−1,ν , d0 − 1 + deg h+ 1}.
Using p
(1)
01 = 0 and p
(1)
10 = 1, an induction proves
deg p(N)µν ≤ d0 + deg h = 2d0 − d1 for all N ≥ 1.
The solution (22) implies deg a
(n)
µν = d0 − d1 + 1, and hence for all i
deg a(i)µν ≤ 1 + max{2d0 − d1, d0 − 1 + d0 − d1 + 1} = 2d0 − d1 + 1.
For a ∈ Â we write degµν a ≤ δµν , if there exists a representation a =∑
µ,ν≥0 aµνf
µ
0 f
ν
1 with deg aµν ≤ δµν for all µ, ν ∈ N. Denote ξi := ψ(X i) and
ξ := (ξ0, . . . , ξn). Then the degree bound of the previous corollary reads in this
notation degµν(ξ) ≤ 2d0 − d1 + 1 =: γ.
Remark 6.6. A straight-forward induction with respect to the degree of p shows
degµν p(ξ) ≤ γ deg p for all p ∈ A. (25)
Corollary 6.7. For all a =
∑
µ,ν≥0 aµνf
µ
0 f
ν
1 ∈ Â there exist unique b ∈ B and
c ∈ Î = IÂ with a = ψ(b) + c. Furthermore, we have
deg b ≤ deg a00, (26)
and there exist d, e ∈ Â with c = df0 + ef1 and
degµν d ≤ max{deg aµ+1,ν , γ deg a00},
degµν e ≤ max{deg aµ,ν+1, γ deg a00}.
(27)
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Proof. We have the exact sequence of Â-modules
0 −→ Î −→ Â
π
−→ B −→ 0,
which splits by the homomorphism ψ. For this reason, Â ≃ B ⊕ Î, and the
existence and uniqueness of the claimed representation follows. Note that if
a = ψ(b) + c, then b = π(a) = π(a00). This implies (26).
Since ψ and π are k-algebra homomorphisms and a00 is a polynomial, we
have ψ(b) = ψ(π(a00)) = a00(ξ), thus c = a−a00(ξ), and using (25) we conclude
degµ,ν c ≤ max{deg aµν , γ deg a00}, which yields (27).
Now we define the homomorphism
ψ̂ : B[[T0, T1]]→ Â,
∑
µ,ν≥0
bµνT
µ
0 T
ν
1 7→
∑
µ,ν≥0
ψ(bµν)f
µ
0 f
ν
1 .
Lemma 6.8. The homomorphism ψ̂ is an isomorphism. For a ∈ A we have
degµν ψ̂
−1(a) ≤ γµ+ν deg a for µ, ν ≥ 0.
Proof. We first prove that ψ̂ is injective. It is clear that ψN : B → A/IN =
Â/ÎN is injective for all N ≥ 1. Note also, that by construction the diagram
B //
ψ
//
!!
ψN
!!❉
❉❉
❉❉
❉❉
❉ Â

Â/ÎN
commutes. We show that for all N ≥ 1 and all bµν ∈ B, µ+ ν = N − 1, we have∑
µ+ν=N−1
ψ(bµν)f
µ
0 f
ν
1 ≡ 0 (mod Î
N ) ⇒ bµν = 0 for all µ, ν. (28)
For N = 1 we have 0 ≡ ψ(b00) ≡ ψ1(b00) (mod Î), hence b00 = 0 by the
injectivity of ψ1. Now assume that (28) is true for some N ≥ 1, and assume that∑
µ+ν=N ψ(bµν)f
µ
0 f
ν
1 ≡ 0 (mod Î
N+1). Reducing mod (f0) yields ψ(b0,N )f
N
1 ≡
0 (mod (f0)). Since f1 is a non-zerodivisor mod (f0), we conclude ψ(b0,N ) ≡ 0
(mod (f0)), thus 0 ≡ ψ(b0,N ) ≡ ψ1(b0,N ) (mod Î). Injectivity of ψ1 implies
b0,N = 0. Now we write
ψ(bN,0)f
N
0 + ψ(bN−1,1)f
N−1
0 f1 + · · ·+ ψ(b1,N−1)f0f
N−1
1 = f0 · a,
where a ∈ Â has the form of the assumption in (28). Since f0a ≡ 0 (mod ÎN+1),
there exist gλη ∈ Â with f0a =
∑
λ+η=N+1 gληf
λ
0 f
η
1 . Since f1 is a non-
zerodivisor mod (f0), we have g0,N+1 ≡ 0 (mod (f0)), and since f0 is a non-
zerodivisor, we infer a ≡ 0 (mod ÎN ). The induction hypothesis implies bµν = 0
for all µ, ν with µ+ ν = N and µ > 0, which completes the proof of (28).
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Now let b =
∑
µ,ν≥0 bµνT
µ
0 T
ν
1 ∈ B[[T0, T1]] with ψ̂(b) = 0. We apply (28)
inductively to conclude that b = 0.
To show surjectivity, let a ∈ Â and construct a preimage
∑
µ,ν bµνT
µ
0 T
ν
1 ∈
B[[T0, T1]] of a under ψ̂. We find the bµν successively by applying Corollary 6.7.
Let b00 ∈ B and d10, d01 ∈ Â with a = ψ(b00) + d10f0 + d01f1. Assume induc-
tively, that for some N ≥ 1 we have constructed bµν ∈ B for µ + ν < N , and
dµν ∈ Â for µ+ ν = N , such that
a =
∑
µ+ν<N
ψ(bµν)f
µ
0 f
ν
1 +
∑
µ+ν=N
dµνf
µ
0 f
ν
1 . (29)
Then, for all µ, ν with µ + ν = N we obtain from Corollary 6.7 elements
bµν ∈ B and d0µν , d
1
µν ∈ Â such that
dµν = ψ(bµν) + d
0
µνf0 + d
1
µνf1.
Plugging into (29) yields
a =
∑
µ+ν≤N
ψ(bµν)f
µ
0 f
ν
1 +
∑
µ+ν=N
(d0µνf0 + d
1
µνf1)f
µ
0 f
ν
1 ,
which is of the form (29) for N +1 and hence completes the induction. We have∑
µ,ν≥0 ψ(bµν)f
µ
0 f
ν
1 = a, since this equality holds modulo Î
N for all N ≥ 1.
Now assume that a ∈ A. Then we claim
degλη(dµν) ≤ γ
µ+ν deg a for all µ+ ν = N, (30)
which for N = 1 follows directly from (27). Assuming (30) for some N ≥ 1,
(27) implies
degλη d
0
µν ≤ max{degλ+1,η dµν , γ deg00 dµν} ≤ γ
µ+ν+1 deg a,
and d0µν contributes to dµ+1,ν . A similar estimate holds for d
1
µν , which completes
the proof of (30).
Finally, (30) and (26) yield
deg(bµν) ≤ deg00 dµν ≤ γ
µ+ν deg a for all µ, ν ∈ N.
Proof of Theorem 6.3. We prove the Theorem from scratch by constructing the
residue map and checking that it is an isomorphism.
W.l.o.g. we can assume p ≥ 2. As stated in the Theorem, we identify
Hp+1dR (W ) ≃ H
p
(
Ω•Af0f1
Ω•Af0
+Ω•Af1
)
.
Consider the map
λ : Hp−2dR (Z)→ H
p
(
Ω•Af0f1
Ω•Af0
+Ω•Af1
)
, [ω] 7→
[
df0
f0
∧
df1
f1
∧ ω
]
,
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where ω ∈ Ωp−2A , ω denotes its image in Ω
p−2
B , and [ω] the cohomology class in
Hp−2dR (Z) it represents. A similar notation is used on the right hand side.
We first show that the map λ is well-defined. If ω ∈ Ωp−2A represents the
zero cohomology class in Hp−2dR (Z), then ω = dη for some η ∈ Ω
p−3
A . This means
that ω − dη is contained in the differential graded ideal generated by I and dI.
Using the formula dfi ∧ α = d(fiα) − fidα, we can assume that there exist
α, β ∈ Ωp−2A with ω − dη = f0α+ f1β. Then
df0
f0
∧
df1
f1
∧ ω = df0 ∧
df1
f1
∧ α+
df0
f0
∧ df1 ∧ β +
df0
f0
∧
df1
f1
∧ dη
≡ d
(
df0
f0
∧
df1
f1
∧ η
)
mod
(
Ω•Af0 +Ω
•
Af1
)
,
so it maps to zero in the cohomology on the right hand side. Furthermore, since
dfi/fi is exact, one easily checks that λ sends closed (exact) forms to closed
(exact) ones.
The residue map will be the inverse of λ. To construct it, note that the
isomorphism of Lemma 6.8 induces a homomorphism Ω•Af0f1
→֒ Ω̂•
Âf0f1
≃
−→
Ω•B[[T0,T1]]T0T1
and as a result an isomorphism
ϑ :
Ω•Af0f1
Ω•Af0
+Ω•Af1
≃
Ω̂•
Âf0f1
Ω̂•
Âf0
+ Ω̂•
Âf1
≃
−→
Ω̂•B[[T0,T1]]T0T1
Ω̂•B[[T0,T1]]T0
+ Ω̂•B[[T0,T1]]T1
.
Define
Res : Hp
(
Ω•Af0f1
Ω•Af0
+Ω•Af1
)
−→ Hp−2dR (Z)
as follows. For a form ω ∈ ΩpAf0f1
write
ϑ(ω) =
∑
µ,ν≥1
(αµν + βµν ∧ dT0 + γµν ∧ dT1 + δµν ∧ dT0 ∧ dT1)T
−µ
0 T
−ν
1 (31)
with αµν , βµν , γµν , δµν ∈ Ω•B, only finitely many non-zero, and map Res([ω]) :=
[δ1,1]. For the proof that this maps closed forms to closed forms, see below.
To prove that this defines the inverse of λ, it suffices to show Res ◦ λ = id
and λ ◦ Res = id (in particular, this implies well-definedness). First, for [ω] ∈
Hp−2dR (Z) we have
Res ◦ λ([ω]) = Res
([
df0
f0
∧
df1
f1
∧ ω
])
= [ω],
since ϑ(df0f0 ∧
df1
f1
∧ ω) = dT0T0 ∧
dT1
T1
∧ ω.
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On the other hand, let ω ∈ ΩpAf0f1
be a form with dω ∈ ΩpAf0
+ΩpAf1
. Writing
ϑ(ω) in the form (31) and differentiating yields
dϑ(ω) =
∑
µ,ν≥1
(
(dαµν + dβµν ∧ dT0 + dγµν ∧ dT1 + dδµν ∧ dT0 ∧ dT1)T
−µ
0 T
−ν
1
− (−1)pµ(αµν + γµν ∧ dT1)T
−µ−1
0 T
−ν
1 dT0
− (−1)pν(αµν + βµν ∧ dT0)T
−µ
0 T
−ν−1
1 dT1
)
=
∑
µ,ν≥1
T−µ0 T
−ν
1
(
dαµν + (dβµν + (−1)
p+1(µ− 1)αµ−1,ν) ∧ dT0
+ (dγµν + (−1)
p+1(ν − 1)αµ,ν−1) ∧ dT1
+ (dδµν + (−1)
p(µ− 1)γµ−1,ν + (−1)
p+1(ν − 1)βµ,ν−1) ∧ dT0 ∧ dT1
)
.
Since in all terms of this expression both T0 and T1 have negative exponents and
are contained in Ω̂pB[[T0,T1]]T0
+Ω̂pB[[T0,T1]]T1
, they must be zero in Ω̂pB[[T0,T1]]T0T1
.
Among others, this implies the relations
dβµν + (−1)
p+1(µ− 1)αµ−1,ν = 0, (32)
dδµν + (−1)
p(µ− 1)γµ−1,ν + (−1)
p+1(ν − 1)βµ,ν−1 = 0 (33)
for all µ, ν ≥ 1. In particular, (33) shows that δ1,1 is closed. We have to show
that all other terms of ω can be integrated. To do so, define
η :=
∑
µ≥2
∑
ν≥1
(−1)p
T 1−µ0
1− µ
T−ν1 (−βµν+δµν∧dT1)+
∑
ν≥2
(−1)p+1T−10
T 1−ν1
1− ν
δ1,ν∧dT0.
We check
dη =
∑
µ≥2
∑
ν≥1
(−1)p
(
(T−µ0 T
−ν
1 dT0 −
T 1−µ0
1− µ
νT−ν−11 dT1) ∧ (−βµν + δµν ∧ dT1)
+
T 1−µ0
1− µ
T−ν1 (−dβµν + dδµν ∧ dT1)
)
+
∑
ν≥2
(−1)p+1
(
(−T−20
T 1−ν1
1− ν
dT0 + T
−1
0 T
−ν
1 dT1) ∧ δ1,ν ∧ dT0
+ T−10
T 1−ν1
1− ν
dδ1,ν ∧ dT0
)
=
∑
µ≥2
∑
ν≥1
(
(−1)p+1
T 1−µ0
1− µ
T−ν1 dβµν + T
−µ
0 T
−ν
1 βµν ∧ dT0
+
T 1−µ0
1− µ
(−νT−ν−11 βµν + (−1)
pT−ν1 dδµν) ∧ dT1 + T
−µ
0 T
−ν
1 δµνdT0 ∧ dT1
)
+
∑
ν≥2
T−10
(
T−ν1 δ1,ν ∧ dT0 ∧ dT1 + (−1)
p+1 T
1−ν
1
1− ν
dδ1,ν ∧ dT0
)
.
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Using (32) and (33) for µ = 1 we obtain
dη =
∑
µ≥2
∑
ν≥1
(
T 1−µ0 T
−ν
1 αµ−1,ν + T
−µ
0 T
−ν
1 βµν ∧ dT0
+
T 1−µ0
1− µ
T−ν1 (−(ν − 1)βµ,ν−1 + (−1)
pdδµν) ∧ dT1
)
+
∑
µ,ν≥1
(µ,ν) 6=(1,1)
T−µ0 T
−ν
1 δµνdT0 ∧ dT1 +
∑
ν≥2
T−10 T
1−ν
1 β1,ν−1 ∧ dT0
(33)
=
∑
µ≥1
s∑
ν=1
T−µ0 T
−ν
1 (αµ,ν + βµν ∧ dT0) +
∑
µ≥2
∑
ν≥1
T 1−µ0 T
−ν
1 γµ−1,ν ∧ dT1
+
∑
µ,ν≥1
(µ,ν) 6=(1,1)
T−µ0 T
−ν
1 δµνdT0 ∧ dT1
= ϑ(ω)− T−10 T
−1
1 δ1,1dT0 ∧ dT1,
thus λ ◦ Res([ω]) = [ω].
In order to prove (17), we have to bound the degree of δ1,1 in (31). Note
that by linearity it suffices to consider terms of the form
ω =
a
(f0f1)s
dXi1 ∧ · · · ∧ dXip , a ∈ A, 0 ≤ i1 < · · · < ip ≤ n, s ≥ 1.
By Lemma 6.8 we have
b :=ψ̂−1(a) =
∑
µ,ν≥0
bµνT
µ
0 T
ν
1 ,
Ξi :=ψ̂
−1(Xi) =
∑
µ,ν≥0
b(i)µνT
µ
0 T
ν
1 ∈ B[[T0, T1]],
where
deg bµν ≤ γ
µ+ν deg a, deg b(i)µν ≤ γ
µ+ν . (34)
It follows
ϑ(ω) =
b
(T0T1)s
dΞi1 ∧ · · · ∧ dΞip .
Moreover, we have
dΞi =
∑
µ,ν≥0
(db(i)µνT
µ
0 T
ν
1 + b
(i)
µνµT
µ−1
0 T
ν
1 dT0 + b
(i)
µννT
µ
0 T
ν−1
1 dT1)
=
∑
µ,ν≥0
(db(i)µν + (µ+ 1)b
(i)
µ+1,νdT0 + (ν + 1)b
(i)
µ,ν+1dT1)T
µ
0 T
ν
1 .
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The terms of ϑ(ω) involving dT0 ∧ dT1 are of the form
± (µ1 + 1)(ν2 + 1)bµνb
(i)
µ1+1,ν1
b
(j)
µ2,ν2+1
T
µ+µ1+···+µp−s
0 T
ν+ν1+···+νp−s
1
· dT0 ∧ dT1 ∧ dBb
(j1)
µ3,ν3 ∧ · · · ∧ dBb
(jp−2)
µp,νp
with some 0 ≤ i, j, j1, . . . , jp−2 ≤ n and µ, ν, µ1, ν1, . . . , µp, νp ≥ 0. To get the
coefficient δ1,1 of dT0/T0∧dT1/T1, we have to consider the case µ+µ1+· · ·+µp =
s− 1 and ν + ν1 + · · ·+ νp = s− 1. Using that dB is of degree 0 together with
the estimate (34), it follows that δ1,1 is of degree
≤ deg bµν + deg b
(i)
µ1+1,ν1
+ deg b
(j)
µ2,ν2+1
+ deg b(j1)µ3,ν3 + · · ·+ deg b
(jp−2)
µp,νp
≤ γµ+ν deg a+ γµ1+ν1+1 + γµ2+ν2+1 + γµ3+ν3 + · · ·++γµp+νp
≤ γ2s−1(deg a+ p).
7 Proof of the Main Theorem
The effective Gysin sequence yields degree and order bounds for the de Rham
cohomology of a smooth hypersurface.
Theorem 7.1. Let f, g ∈ R = k[X1, . . . , Xn] with d := deg f and d′ := deg g,
such that f is irreducible and ∂f∂Xn |g, and consider the smooth hypersurface
V := Z(f) \ Z(g) ⊆ An. Then we have
(p+ 2)(d+ d′ + 2)(2d′ − d+ 3)2p+3 · (1, 1) ∈ B(HpdR(V )).
for all p ∈ N.
Proof. Putting f0 := gX0 − 1, f1 := f , we have the isomorphism
V
≃
−→ Z := Z(f0, f1) ⊆ A
n+1, x 7→ (1/g(x), x),
and the pull-back of differential forms shows
deg(HpdR(Z)) · (1, 1) ∈ B(H
p
dR(V )).
Thus, we have reduced to the setting of Theorem 6.3. Note that d0 := deg f0 =
d′ + 1 and d1 := deg f1 = d. By Corollary 5.6 we have
p · (1, 1) ∈ B
(
Hp
(
Ω•Af0f1
Ω•Af0
+Ω•Af1
))
.
Theorem 6.3 implies
deg(Hp−2dR (Z)) ≤ (2d0−d1+1)
2p−1p(d0+d1+1) = p(d+d
′+2)(2d′−d+3)2p−1,
which implies the claim.
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Proof of Theorem 1.1. Let X ⊆ An be a smooth closed variety. The zeroth
cohomology is treated in §3, and the case D = 1 is trivial, so we assume n >
m ≥ 1 and D ≥ 2.
First assume thatX is irreducible. Then, by Corollary 4.5 and Lemma 4.2 we
can write X =
⋃m
i=0 Ui, where Ui = X \Z(gi) is isomorphic to Vi = Yi \Z(gi) ⊆
Am+1. Furthermore, in suitable coordinates X1, . . . , Xn of A
n, the isomorphism
is given by the projection π : Ui → Vi onto the first m+ 1 coordinates, and we
have Yi = Z(fi), where fi ∈ k[X1, . . . , Xm+1] is irreducible and monic in Xm+1,
gi =
∂fi
∂Xm+1
, and deg fi ≤ D. Now fix 1 ≤ ℓ ≤ m. For p, q ∈ N with p + q = ℓ
consider a multi-index 0 ≤ i0 < · · · < iq ≤ m. Set i := i0, U
′ := Ui0···iq , and
V ′ := π(U ′). Note that U ′ = Ui \Z(h) with h := gi1 · · · giq . From Corollary 4.4
we obtain H ∈ k[Yi] with degH ≤ D deg h such that k[V ′] = k[Yi]giH . We can
assume d := deg fi ≥ 2, and with g := giH we have d − 1 ≤ d′ := deg g ≤
d− 1 + degH ≤ (D − 1)(qD + 1) ≤ ℓD2 +D − 2. Theorem 7.1 implies
(p+ 2)(d+ d′ + 2)(2d′ − d+ 3)2p+3 · (1, 1) ∈ B(HpdR(Vi)).
Moreover,
(p+ 2)(d+ d′ + 2)(2d′ − d+ 3)2p+3
≤ (p+ 2)
(
D + (D − 1)(qD + 1)
)(
2(D − 1)(qD + 1) + 1
)2p+3
≤ (p+ 2)
(
ℓD2 + 2D
)(
2D(q(D − 1) + 1)
)2p+3
≤ 6ℓ2D2(2ℓD2)2ℓ+3 = 3 · 22ℓ+4ℓ2ℓ+5D4ℓ+8.
Using Corollary 4.4 we conclude
(s, d) := 3 · 22ℓ+4ℓ2ℓ+5D4ℓ+8 · (ℓD, 1) ∈ B(HpdR(Ui0···iq )), (35)
Since this holds for all p+ q = ℓ and all i0 < · · · < iq, Theorem 5.3 shows that
degHℓdR(X) ≤ d+ 2D(ℓ+ 1)(s+ ℓ)
m(D − 1)m
≤ 2D(ℓ+ 1)(ℓDd+ ℓ)mDm
≤ 4ℓm+1(Dd+ 1)mDm+1
(35)
≤ 4ℓm+1(22ℓ+6ℓ2ℓ+5D4ℓ+9)mDm+1
= 22ℓm+6m+2ℓ2ℓm+6m+1D4ℓm+10m+1.
Finally, for reducible X , Corollary 4.1 implies the claim.
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