Post-processing can alleviate or remove artifacts introduced by compression. However without a priori information, image enhancement schemes may fail. What is noise in one image may be important data in another. Fortunately, in image compression, we have an advantage. Before an image is stored or transmitted, we have access to the original and the distorted versions. The enhanced codec is compared to the original block by block to determine which blocks have been improved by the enhancement. These blocks are then flagged for post-processing in a way that is compliant with the JPEG standard and adds nothing to the compressed images' bandwidth. A single JPEG coefficient is adjusted so that the sum of the coefficients contains the flag for post-processing as the parity of the block. Half of the blocks already have the correct parity. In the other blocks, a coefficient that is close to being half way between two values will be chosen and rounded in the other direction. This distorts the image by a very tiny amount. The end result is a compressed image that can be decompressed on any standard JPEG decompressor, but that can be enhanced by a sophisticated decompressor.
INTRODUCTION
An image that has been compressed and decompressed (codec) by a lossy method becomes distorted. In this paper we focus on the Joint Photographic Experts Group (JPEG) compression system1 . The JPEG compression algorithm often introduces a high-frequency 'ringing' artifact around high contrast edges. There are algorithms for removing this edge artifact, but sometimes the algorithm can remove thin lines and smooth over important texture. Often there are errors between adjacent 8x8 pixel image blocks created by opposite signed round-off errors in adjacent blocks. A quick and easy way to remove these errors to large extent is by simply low pass filtering the image. However, image regions that contain important high frequency information will suffer a loss in fidelity. Likewise, many other post-processing algorithms are most effective when they are selectively applied only to certain regions of an image. This paper describes a method for including a map in a JPEG image file that will guide an enhancer. Before the image is stored or transmitted, a map that shows where the enhancement scheme will fail is produced. The map is used to mark each 8x8 pixel block of the image for enhancement. Deciding which blocks to mark is either achieved directly by a theory of where the enhancement will provide improvement or by a feedback loop that tries the enhancement system and judges its efficacy with a human operator or a model of human vision. The image file can be decompressed either with an ordinary JPEG decompressor or with a special decompressor. The latter can take advantage of the post-processing map.
The compressor I decompressor consists of three more stages than the ordinary JPEG compressor; a mapping stage, a marking stage and an enhancing stage. This paper is mostly concerned with the marking stage. For simplicity, we used a low pass Gaussian filter as the enhancement system. We used an edge detection algorithm to predict areas where the enhancement system would fail. These steps have been used to illustrate how the marking step could function in a full system. In future research we will make these stages more sophisticated. Despite the simplicity of our enhancement and prediction steps, our algorithm is quite successful.
The results of our process are shown in figure 1 . Figure 1A shows the original Lenna image used throughout this paper. It consists of 512x512 pixels digitized to 256 levels of gray. Since this paper is mostly concerned with the block Figure 1 .
A. The original image used throughout this paper. it consisted of 512x512 8 bit pixels. B. The end result of our processing scheme. B was produced by selectivly enhancing D. C. A standard JPEG codec.
D. The file from our special compression system after it has been decompressed by a standard JPEG decompressor. Images B, C and D are all at .2 bits / pixel. marking method, the choice of a test image is not critical at this stage of our research. Image 1C and 1D show a standard JPEG file and our marked file respectively. Both have been compressed using a quantization matrix 8 times the example matrix in the JPEG standard1 . Figure lB shows our marked file after it has been decompressed and enhanced. The enhancement stage was guided by the map that was included with the JPEG file. Images B, C and D are all .2 bits I pixel.
CONSTRUCTING THE MAP
Our first goal is to produce a map that shows where an enhancement scheme will succeed or fail. If we have such a map and a codec image, we can improve the fidelity of the codec image. First, we produce two images, an unenhanced codec image (Ii) and an enhanced codec image ('2). We then produce a composite image by using the map. The map indicates which regions of the composite should be taken from I and which regions should be taken from 12.
The map can be constructed by comparing the original image to I and 12 over every region of the image. Which of the two has higher fidelity to the original is marked on the map. The comparison can either be made by a human operator or by a model of human vision. For more sophisticated enhancement schemes, it would be best if the efficacy of the enhancement could be estimated automatically by a human vision model. A number of researchers2'3'4 have been developing systems to automatically assess the visual fidelity of distorted images with varying degrees of success. A future research goal of ours is to develop an improved fidelity metric that is specifically tailored for the detection of errors that occur in a single JPEG codec block, or between two JPEG codec blocks.
Alternatively, for simple enhancement schemes it is sometimes possible to predict where the enhancement scheme will succeed through analysis of the original image. For example, if it is known that the processing scheme blurs edges, an edge detection algorithm can find edges in the original that should not be later "enhanced" away. In this paper we use this method.
HIDING THE MAP IN THE IMAGE BY MARKING BLOCKS
After we have constructed a map, it can be included in the JPEG image file in a way that is easily reconstructed, transparent to the standard decompressor, does not increase bandwidth and does not distort the image significantly. JPEG achieves compression by dividing an image into 8x8 pixel blocks. Each of these image blocks is then transformed with the Discrete Cosine Transform (DCT)5 into a matrix of frequency coefficients. The DCT matrix is then divided by a quantization matrix, and each coefficient is rounded off to the nearest value. At this point information is lost. For example, a DCT coefficient may have a value of 7.3 before rounding off. After rounding to 7 it will have .3 of a quantization level of error.
We can use the round-off step to hide an additional bit of information in each block. A single DCT coefficient can be adjusted so that the sum of the coefficients contains the additional bit as the parity of the block. For example, coefficients that sum to an even number can represent a 0 and coefficients that sum to an odd number can represent a 1.
Whenever there are round-off errors, some bits represent more information than others. Consider the distortion produced by rounding the numbers 6.2 and 2.4 to integer values. When we round 6.2, the least significant bit lets us choose between 6 (a .2 error) and 7 (a .8 error). This bit conveys more "information" (in terms of error reduction) than the least significant bit in the second case, which lets us choose between 2 (a .4 error) and 3 (a .6 error). If we rounded a number that was half way between two integers, the least significant bit could be chosen arbitrarily. When rounding 4.5, the least significant bit lets use choose between 4 (a .5 error) and 5 (a .5 error), so this bit does not contain any information about the number.
When using JPEG, each DCT coefficient is divided by a user-specified number and then rounded to the nearest integer number. One of these coefficients is closer to being half way between two levels than the others. This coefficient's least significant bit contains less information than the other bits, and the bit rate of the image can be reduced by not sending this bit. For example, say we have coefficients with values 22.3 1 12.42 7.51 6.70. Normally, we would round these numbers to: 22 12 8 7. However, we can save a bit by forcing the sum of all of the coefficients to be even for each block. The last coefficient can be sent with one less bit, because we know that the sum of all the coefficients must be even. In this case, we A. The original image. B. A prediction of where the image enhancement scheme will fail. C. The map after B has been thresholded and rasterized to 8x8 pixel blocks. D. The image file after it has been decompressed by a standard JPEG decompressor. The map shown in C is invisibly encoded into the image.
round the coefficient that is closest to the half way point to force the sum to be even and send the last coefficient with one less bit: 22 12 7 (6 or 7). By using the parity to reconstruct the coefficients, we save one bit for the cost of anadditional error of .02 in the coefficient that was rounded to 7 instead of 8.
For an image block with n non-zero coefficients, on the average there will be a coefficient 1/(2n+2) of a level away from the nearest level*. The least significant bit of the coefficient closest to the halfway point conveys the least information. We can use this wasted bit to represent important data such as the map. To use this bit, we force the parity of the block to be either even or odd. The coefficient nearest to being halfway between two levels is either rounded up or down. The bit of data is encoded in the parity of the block. Half of the blocks already have the correct parity. Many blocks may not be significantly improved or degraded by the enhancement routine and therefore can be left with whatever parity they happen to have. Blocks which are significantly improved or degraded by the enhancement routine and are the wrong parity are marked by increasing or decreasing one coefficient by 1.
One parity code that we could use would mark all blocks needing post-processing as having even parity. However, in very low bit rate images with very few non-zero DCT coefficients this can lead to low frequency blocking artifacts where a component slowly changes levels over several blocks that are all marked with the same parity. For example, a row of 6 blocks may be quantized so severely that only the DC coefficient is non-zero in each block. If this level slowly changed from level 10 to level 8, normal JPEG would have blocks with DC levels: 10 10 9 9 8 8 . If the blocks all had the even forced parity they would have DC levels of: 10 10 10 1088.
To eliminate the 2 level jump from 10 to 8, we can use a dithered parity scheme. We divide the image blocks up in checkerboard fashion and on every other check we reverse the meaning of even and odd parity. This gives us DC levels: 109 10 9 8 9. The 10-8 jump is removed at the cost of an overall slight checkerboarding of the severely quantized areas. The error is distributed more evenly across the image and allows some post-processing schemes (e.g. blurring) to be more effective.
If there are too few DCT components in some blocks, we will have a large average error if we mark these blocks. Instead of marking them, we can require blocks to have at least some number of coefficients to be markable. Other blocks will be unmarkable. The decoder will then need to decide what to do with unmarkable blocks, but this will be an easy decision to make with most post-processing schemes. For example, if we decide that we do not want to tolerate a .5 quantization round-off error in the DC components, we can require that only blocks with at least 2 DCT components can be marked. This will give us a .33 quantization level average round-off error in blocks with 2 coefficients, but no error in blocks with only one coefficient.
There are several ways to choose the correct coefficient to adjust that will cause the slightest distortion. The simplest way is to find the coefficient that is the closest to being rounded up or down. In JPEG, each DCT value is divided by a quantization coefficient and rounded to the nearest integer. For non-zero coefficients, before the value is rounded off, there is a nearly even distribution of values -.5and .5. Given n non-zero coefficients in a block, the average error will be 11(n+1)of a quantization unit larger in magnitude than it would have been otherwise. Since each quantization unit is usually set to approximately a JND for that component, this will be a very small amount of error. For large amounts of compression the introduced error will be larger due to the smaller number of non-zero coefficients.
A more sophisticated method would be to use the vision model to predict the visibility of the round-off error if it were in each frequency component. If we had a good model of masking6, we could place the error in a component that was well masked by the other components. We could search some or all of the components by applying the round-off to that coefficient and then estimate the distortion in the resulting codec with the model. Figure 2 illustrates the marking procedure. A prediction is made (2B) where an enhancement scheme will reduce the fidelity to the original image (2A) . In our example, the enhancement scheme is low pass filtering, and the prediction of failure is edge detection (from Adobe Photoshop7). We chose these methods simply to illustrate the marking technique. Other systems will undoubtedly be more effective. In the lower left is the thresholded edge map. Each white 8x8 pixel region is marked to be enhanced. The black areas in 2B are where we have predicted failure of the enhancement scheme. The map 2C is hidden in a JPEG file, shown decompressed with an ordinary decompressor in 2D, The bit rate is .2 bits/pixel.
If there are many DCT coefficients, more elaborate maps can be included. By using a 2 way parity scheme more bits can be hidden. The least two significant bits of the sum of all coefficients in a block could be used as a map for two separate A. The 3 level map used for compositing the CODEC ( figure 2D ) with the two processed images B and C to produce the fmal image D, B. The CODEC after it has been severely low pass filtered to eliminate edges between the blocks with only DC coefficients. C. The enhanced version of CODEC. In this example, our enhancement was simply a less severe low-pass filtering. D. The final image is composited according to the map in A. Image D consists of B wherever the map is white, C wherever the map is gray and the CODEC wherever the map is black. enhancement schemes. An enhancement scheme that smoothes the boundaries between blocks could also use two bits to indicate which edges of each block need smoothing. One bit can indicate the edge to the right and the other bit can indicate the bottom edge. Alternatively, one could have several enhancement schemes. To hide bits for two enhancement schemes, instead of using parity as the hidden bit (modulo 2), we could use modulo 3. If the sum of the coefficients modulo 3 was equal to 0, it would indicate no enhancement If it was equal to 1 or 2, we use enhancement schemes 1 or 2 respectively. In general, we can indicate n different schemes by using the sum of the coefficients modulo n+1.
RECONSTRUCTION
The final image will be a composite of three images. The first image is the unenhanced codec shown in 2D. The second image is processed to enhance the unmarkable blocks. As discussed before, we may set a limit on the fewest number of coefficients that a block must have before we use the marking scheme, to reduce the magnitude of the errors. In this example, if a block had only one DCT coefficient, it was considered unmarkable. Since these blocks only have a DC level, we used a severe low pass filter (a Gaussian filter with a standard deviation of 8 pixels) to smooth together these blocks (shown in 3B). The third image is processed with the enhancement scheme for the marked blocks. In this case, we simply used another low-pass filtering (a Gaussian filter with a standard deviation of 3 pixels) ,but since it only served to smooth together the higher frequency components it did not need to be as severe as the DC only block lowpass filter ( figure 3C ).
The final reconstructed image ( figure 3D ) is composed of these three images mixed according to the map encoded in the image blocks. We have three different kinds of blocks; marked, unmarked and unmarkable. For each different type of block, we use a block from one of the three different images in the composite. First, we extract the two level map of marked and unmarked areas from the parity code. We made a composite image by taking marked areas on the map from 3C and unmarked areas from 2D. Instead of using the map in two levels, we low-pass filtered the map with a Gaussian filter with a standard deviation of 3 pixels so it smoothly varied from 0 to 1 and used this as the proportions of the two images in the composite. This smoothed the transition between processed and unprocessed areas.
Likewise, we constructed a map of unmarkable and markable areas by counting the number of coefficients in each block, We low-pass filtered this map, and used it as the proportion of 3B to add the composite discussed in the preceding paragraph, thus producing the final reconstructed image 3D. The two maps are shown superimposed in 3A. White areas are taken from 3B, gray areas from 3C and black areas from 2D to produce the final image 3D.
S. RESULTS Figure 1 shows a comparison of our method and standard JPEG. 1A is the original. lB shows the final output of our algorithm. Figure 1C is a codec from a standard JPEG compressor and unmarked file and Figure 1D is our marked file decompressed with the standard JPEG decompressor. The original was digitized at 8 bits per pixel. All of the other images are .2 bits per pixel.
By comparing lB and 1C it can be seen that even at this very severe compression rate, the map can be concealed in a standard JPEG file with very little visible difference from an ordinary JPEG file and nearly the same fidelity to the original image. At higher bit rates, our method works even better and more information can be hidden in the JPEG file without adding visible distortion. Figure 4 shows the marked file using a quantization matrix 8 times the JPEG example matrix on the left and at 1 times the example matrix on the right. Above each codec image is a plot of how many non-zero coefficients are in each block. White has been normalized to DC only and black to 25 coefficients. As can be seen in 4B, there are far more coefficients in each block when less severe quantization is used, and therefore more chances for a coefficient close to the 50% point in round-off. Whenever we change the parity we add a fraction of a quantization level of additional error to the block. The fractions will be smaller with more coefficients and the size of a level will be closer to a JND, so the perceptibility of the added error gets much smaller as the quantization gets less severe.
A. A density plot of the number of DCT coefficients that remain after quantization with a matrix 8 times the JPEG example matrix. B. The same plot when the matrix is equal to the JPEG example matrix. 
CONCLUSIONS
The end result is a compressed image that can be decompressed on any standard JPEG decompresser. A decompresser that knows about the parity code can generate a superior image by applying an enhancement algorithm to the blocks that have been labeled for post-processing. A full compression system will require three parts; an enhancement scheme, an algorithm that can predict or measure where the enhancement scheme will fail, and a system for including this information with the image file. Here we have described the last step, and we have used simple algorithms for the first two steps. In future research, we will replace our simple enhancement scheme with the more sophisticated methods currently being developed by other researchers8. We are also currently developing a model for fidelity estimation, which can be used to measure the success of the enhancement scheme to provide an improved map. By combining these techniques with our marking system, we will be able to produce a superior compression system.
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