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A GENERALIZED CUNTZ-KRIEGER UNIQUENESS THEOREM
FOR HIGHER RANK GRAPHS
JONATHAN H. BROWN, GABRIEL NAGY, AND SARAH REZNIKOFF
Abstract. We present a uniqueness theorem for k-graph C*-algebras that re-
quires neither an aperiodicity nor a gauge invariance assumption. Specifically,
we prove that for the injectivity of a representation of a k-graph C*-algebra,
it is sufficient that the representation be injective on a distinguished abelian
C*-subalgebra. A crucial part of the proof is the application of an abstract
uniqueness theorem, which says that such a uniqueness property follows from
the existence of a jointly faithful collection of states on the ambient C*-algebra,
each of which is the unique extension of a state on the distinguished abelian
C*-subalgebra.
1. Introduction
A higher-rank graph of dimension k or a k-graph is a generalization of a di-
rected graph where paths “look like” convex subsets of the coordinate lattice in
Rk; directed graphs are canonically identified with 1-graphs. Kumjian and Pask
introduced higher-rank graphs in 2000 [3] and associated to a k-graph Λ (row-finite
and with no sources), a C∗-algebra C∗(Λ), which is universal for certain relations
encoded in the k-graph. Kumjian and Pask developed higher-rank graph graph al-
gebras to simultaneously generalize graph algebras [5] and the higher-rank Cuntz-
Kreiger algebras constructed by Robertson and Steger [12]. Higher-rank graph
algebras extend the class of C∗-algebras that can be studied by the combinatorial
methods developed in the graph algebra literature. For example, Pask, Raeburn,
Rørdam and A. Sims ([6]) use higher-rank graphs to construct AT algebras which
are simple but neither AF nor purely infinite, and thus can not be realized as
1-graph C∗-algebras [4]. But the path structure of the higher-rank graph still re-
veals when the resulting algebra is simple [11] or purely-infinite [13] and determines
the (gauge-invariant) ideal structure [3] in much the same way it does for graph
algebras.
In this paper we study representations of higher-rank graph algebras. For a k-
graph Λ the universality of C∗(Λ) states that a map from a higher-rank graph Λ to
a C∗-algebra B that respects the Cuntz-Kreiger relations (see Definition 2.5 below)
gives a unique algebra homomorphism C∗(Λ) → B. This makes representations
of graph algebras particularly easy to construct and shows C∗(Λ) is generated by
partial isometries of {Sα |α ∈ Λ}. Kumjian and Pask [3] provide two uniqueness
theorems that guarantee a representation is injective: the gauge invariant unique-
ness theorem and the Cuntz-Krieger uniqueness theorem. The former requires that
the representation transfer an action of Tk on the graph algebra to a well-defined
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action on the range space, the latter requires a fairly stringent condition (aperiod-
icity) on the graph itself. Once these conditions are satisfied then both theorems
say representations π : C∗(Λ)→ B that are injective on a certain canonical abelian
subalgebra, D = C∗({SαS
∗
α |α ∈ Λ}) are injective.
As Szyman´ski points out [14], both the Cuntz-Krieger and gauge invariant u-
niqueness theorems are not applicable in certain situations; he then goes on to
prove a more general version of these theorems in the context of 1-graphs. In this
vein the second and third named authors [7] prove a uniqueness theorem for 1-
graphs by relating the injectivity of a representation to injectivity of its restriction
to a certain canonical abelian subalgebra. In this paper, we prove a uniqueness
theorem (Theorem 7.10) for higher-rank graphs, in which the aperiodicity condition
is removed, thus going beyond the uniqueness theorems of Kumjian and Pask. For
a row finite k-graph Λ with no sources, we identify an abelian subalgebra M of
C∗(Λ) such that, for a homomorphism π : C∗(Λ)→ B, the injectivity of π
∣∣
M
forces
the injectivity of π. In general, the abelian subalgebra M used in Theorem 7.10
contains D and this containment is strict unless D is maximal abelian. The algebra
M is generated by elements of the form SαS
∗
β with (α, β) ∈ Λ × Λ cycline (See
Definition 4.3). Cycline pairs are related to the generalized cycles without entry of
Evans and Sims [2].
Theorem 7.10 extends the result of the second and third named authors [7,
Theorem 3.13], and some steps are inspired by their proof, as well as by [8],
where a framework for “abstract” uniqueness theorems is introduced. As in the
proof of the above mentioned result, we identify a dense subset of infinite paths
T (see Definition 5.2) of Λ and construct an injective representation of C∗(Λ) on
C(Tk) ⊗ B(ℓ2(T)). As cycles in higher-rank graphs are more complicated than
those in 1-graph algebras, identifying a suitable T is far more subtle in our situa-
tion; in particular it requires the use of the Baire Category Theorem. Furthermore
unlike the proof [7, Theorem 3.13], the uniqueness theorem from [8], as well as
of the uniqueness theorems of Kumjian and Pask [3], whose proofs required the
construction of a (unique) conditional expectation from the algebra to the abelian
subalgebra, our proof eliminates the need for conditional expectations. Instead,
we analyze the states with unique extension property on M (Theorem 7.9), and
generalize the uniqueness theorem from [8]. It would be useful to know whether
there exists a conditional expection of C∗(Λ) onto M but we were unable to find a
candidate.
2. Preliminaries
For any subset D ⊂ X of a topological space X we denote its closure by D, its
interior by Int(D) and its boundary by ∂D.
2.1. Higher rank graphs. We recall the basic definitions and terminology from
[3]. For any category C there exist two maps r, s from the morphisms in C to its
objects, so that for any morphism c, r(c) is the range of the morphism and s(c) is
the source (or domain) of the morphism. We identify the objects in all categories
with their identity morphisms.
Let k ∈ N. A k-graph Λ is a countable category along with a degree map
dΛ : Λ→ Nk that satisfies
(a) dΛ(µν) = dΛ(µ) + dΛ(ν) for all µ, ν ∈ Λ with r(ν) = s(µ) and
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(b) the unique factorization property: For any λ ∈ Λ such that dΛ(λ) = m+ n
there exists unique µ, ν ∈ Λ with λ = µν and dΛ(µ) = m and dΛ(ν) = n.
We denote dΛ by d when the k-graph is clear from context. We refer to objects
(equivalently identity morphisms) in Λ as vertices and morphisms as paths. For
n ∈ Nk define Λn = d−1{n}; by unique factorization Λ0 is the set of vertices in Λ.
For any v ∈ Λ0 we denote vΛ := {λ | r(λ) = v}. The sets Λv, vΛn and Λnv are
defined analogously. A k-graph Λ has no sources if vΛn is nonempty for all v ∈ Λ0
and n ∈ Nk; Λ is row-finite if for all v ∈ Λ0 and n ∈ Nk, the set vΛn is finite.
Let Ωk := {(m,n) ∈ Nk × Nk |m ≤ n}. (The order relation on Nk is the
coordinate-wise order, that is, for m = (m1, . . . ,mk) and n = (n1, . . . , nk), m ≤ n
means mj ≤ nj , ∀ j = 1, . . . , k.) Then Ωk is a category with objects Nk and
composition given by (m,n)(n, r) = (n, r); it becomes a k-graph with degree map
dΩ(m,n) = n−m. The infinite path space Λ∞ of Λ is the set of all degree-preserving
covariant functors x : Ωk → Λ. By unique factorization infinite paths are completely
determined by any sequence in Nk that is unbounded in every component direction.
For µ ∈ Λ, define
Z(µ) := {x ∈ Λ∞ |x(0, d(µ)) = µ}.
The sets {Z(µ)}µ∈Λ define a basis for a totally disconnected second countable locally
compact Hausdorff topology topology on Λ∞.
For α ∈ Λ and x ∈ s(α)Λ∞, define αx to be the unique infinite path such that
for any n ≥ d(α), (αx)(0, n) = α(x(0, n− d(α))).
For any p ∈ Nk, define σp : Λ∞ → Λ∞ by:
σp(x)(m,n) = x(m+ p, n+ p), ∀x ∈ Λ∞, (m,n) ∈ Ωk.
Equivalently (by unique factorization), for x ∈ Λ∞, σp(x) ∈ Λ∞ is the unique
infinite path such that x(0, p)σp(x) = x.
An infinite path x ∈ Λ∞ is periodic if there exists n 6= m ∈ Nk such that
σn(x) = σm(x); x is aperiodic otherwise. Note that if there exists α 6= β and
y ∈ Λ∞ such that αy = βy then αy is periodic. A k-graph Λ is aperiodic if for
every v ∈ Λ0, the set vΛ∞ contains an aperiodic path.
Example 2.1. Let E be a directed graph. If e1, . . . en are edges in E then e1e2 · · · en
is a path of length n in E if r(ei) = s(ei−1). We denote the set of finite paths in E
by E∗. When equipped with the degree map into N given by the length function,
E∗ becomes a 1-graph. In a slight abuse of notation we denote this 1-graph by E.
Example 2.2. Suppose E is a 1-graph and f : Nk → N is a nonzero monoid homo-
morphism. Then the set Λ = f∗E := {(µ,m) : µ ∈ E, m ∈ Nk, and f(m) =
dE(µ)} with degree map d(µ,m) = m is a k-graph.
For use later we show that for Λ = f∗E, the space Λ∞ can be identified with
E∞.
Proposition 2.3. Let E is a 1-graph and f : Nk → N is a nonzero monoid homo-
morphism and Λ = f∗E. Let p1 : Λ → E be the projection onto the first factor.
Then p1 induces a homeomorphism from Λ
∞ to E∞.
First we need the following claim.
Claim 2.4. Let x ∈ Λ∞ and m,n ∈ Nk with f(m) = f(n). Then p1x(0,m) =
p1x(0, n).
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Proof. p1(x(0,m))p1(x(m,m+ n)) = p1(x(0,m+ n)) = p1(x(0, n))p1(x(n, n+m)).
Now dE(p1(x(0,m))) = f(m) = f(n) = dE(p1(x(0, n))) so by unique factorization
p1(x(0,m)) = p1(x(0, n)) as desired. 
Proof of Proposition 2.3. Since f is nonzero there exists an n ∈ Nk with f(n) 6=
0. For x ∈ Λ∞ take p1x to be the unique infinite path in E
∞ characterized by
(p1x)(0, t(f(n))) = p1(x(0, tn)) for all t ∈ N. By Claim 2.4 this does not depend on
the choice of n. By a slight abuse of notation we denote the map x 7→ p1x by p1.
Since x(0,m) = (p1(x(0,m)),m), if p1x = p1y then x = y: that is p1 is injective.
For z 7→ ((p, q) 7→ (z(f(p), f(q)), q − p) is an inverse to p1 so p1 is surjective. By
Claim 2.4 we also have p1(Z(α)) = Z(p1(α)), so that p1 is continuous and open
and hence a homeomorphism. 
2.2. k-graph C∗-algebras.
Definition 2.5. Let Λ be a row-finite k-graph with no sources, and let A be a
C∗-algebra. A Cuntz-Krieger Λ-family in A is a functor λ 7→ Tλ from Λ into the
set of partial isometries of A such that:
(CK1) T ∗µTν = δµ,νTs(µ)T
∗
s(µ), for any n ∈ N
k and µ, ν ∈ Λn; and
(CK2) T ∗v Tv =
∑
λ∈vΛn TλT
∗
λ , for any n ∈ N
k and v ∈ Λ0.
A quick computation taking n = 0 in (CK2) and using functoriality shows Tv is
a projection (i.e. T 2v = T
∗
v = Tv) for all v ∈ Λ
0. Further, by taking n = 0 in (CK1),
it follows that that Tv and Tw are orthogonal for v 6= w ∈ Λ
0. Thus the relations
presented here are equivalent to those given in [3].
The C∗-algebra of Λ, denoted C∗(Λ), is the unique (up to isomorphism) C∗-
algebra generated by a universal Cuntz-Krieger Λ-family S. That is if T is a
Cuntz-Krieger Λ-family in A then Sλ 7→ Tλ induces a unique ∗-homomorphism
from C∗(Λ) to A.
Using (CK1) and (CK2) it follows immediately that
C∗(Λ) = span{SµS
∗
ν : µ, ν ∈ Λ, s(µ) = s(ν)}.
The elements SµS
∗
ν in the above list are referred to as the standard generators.
(The list does not contain the products SµS
∗
ν with s(µ) 6= s(ν), because all such
products are zero.) For convenience for each λ ∈ Λ we denote Pλ := SλS
∗
λ. Observe
that for v ∈ Λ0, Pv = Sv. Define
D := C∗({Pµ |µ ∈ Λ}).
The subalgebra D is abelian with spectrum Λ∞: that is, D ∼= C0(Λ
∞). Under this
isomorphism Pµ is taken to the characteristic function on Z(µ).
Definition 2.6. Consider the compact abelian group Tk, which has Zk as its
character group, identified as follows. For any n = (n1, . . . , nk) ∈ Zk, the associated
character is the map hn : T
k → T, defined by hn(z) = z
n1
1 · · · z
nk
k , for all z =
(z1, . . . , zk) ∈ Tk.
Since for any z ∈ Tk, the correspondence Λ ∋ λ 7→ hd(λ)(z)Sλ ∈ C
∗(Λ) is another
Cuntz-Krieger Λ-family in C∗(Λ), it induces an automorphism of C∗(Λ). This gives
an action of Tk on C∗(Λ), which is referred to as the gauge action.
The gauge invariant uniqueness theorem of Kumjian and Pask [3, Theorem 3.4]
states that, if A is a C*-algebra with an action of Tk, and Φ : C∗(Λ) → A is a
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Tk-equivariant ∗-homomorphism such that Φ(Pv) 6= 0 for all v ∈ Λ
0, then Φ is
injective.
2.3. States and Representations. For any C∗-algebra A, we denote its state
space by S(A), the set of all pure states on A by P (A), and the set of quasi states
by Q(A): that is, Q(A) = {φ |φ positive, ‖φ‖ ≤ 1}. Recall Q(A) is a w∗-compact
convex set.
If x is some point in X , we denote the evaluation map C0(X) ∋ f 7→ f(x) ∈ C
by evx, so that the correspondence x 7→ evx establishes a homeomorphism X ≃
P (C0(X)), when we equip the range space with the w
∗-topology. For each x ∈ X ,
the maximal ideal ker(evx) will be denoted by C
x
0 (X).
For future use we record here three easy technical results; the first two are well-
known, but we supply the proofs for the non-expert reader convenience.
Proposition 2.7. Let A be a C*-algebra and φ ∈ S(A). If b ≥ 0 is an element in
A with φ(b) = 1 = ‖b‖, then φ(a) = φ(ba) = φ(ab), for all a ∈ A.
Proof. By extending φ to a state on the unitization A˜, we can assume A is unital.
Since 0 ≤ b ≤ 1, we have 0 ≤ (1−b)2 ≤ 1−b and thus 0 ≤ φ((1−b)2) ≤ φ(1−b) = 0.
Applying Cauchy-Schwartz, we have |φ(a(1 − b))|2 ≤ φ(aa∗)φ((1 − b)2), and so
φ(a)− φ(ab) = φ(a(1 − b)) = 0. 
Proposition 2.8. Let K be a compact Hausdorff space. If ψ is a pure state on
C(K)⊗A, then there exists an x ∈ K and a pure state φ on A such that ψ = evx⊗φ.
Proof. Consider the map
Φ : K ×Q(A)→ Q(C(K)⊗A), given by
(x, φ) 7→ evx⊗φ.
It is easy to see that Φ is w∗-continuous. Since Q(A) is w∗-compact, the set
F = Φ(K ×Q(A)) is w∗-compact in Q(C(K)⊗A).
We claim that the w∗-closure of conv(F ) is Q(C(K) ⊗ A). Indeed, if we had a
strict inclusion conv(F )
w∗
( Q(C(K)⊗A) we could find some φ0 ∈ Q(C(K)⊗A),
a self-adjoint element a ∈ C(K) ⊗ A and an α ∈ R such that φ(a) ≤ α < φ0(a)
for all φ ∈ F . If we think of a as a function a : K → A, the first inequality tells
us that φ(a(x)) ≤ α for all x ∈ K, φ ∈ Q(A), which forces a ≤ α1, contradicting
φ0(a) > α.
Using the claim and Milman’s Theorem, it follows that all pure states ψ on
C(K) ⊗ A (which are automatically extreme points in Q(C(K) ⊗ A))) are in F .
Thus, any such ψ can be written as ψ = evx⊗φ for some x ∈ K and φ ∈ Q(A).
Since ψ is pure, φ must be pure as well. 
Proposition 2.9. Let K be a compact Hausdorff space, D be an abelian subalgebra
of a C∗-algebra A and φ be a pure state on D with unique extension to a (necessarily
pure) state ψ on A. Consider the inclusion C⊗D ⊂ C(K)⊗A and the pure state
1⊗φ on C⊗D. If η is a pure state on C(K)⊗A that extends 1⊗φ, then η = evx⊗ψ
for some x ∈ K.
Proof. By Proposition 2.8, η = evx⊗ξ for some pure state ξ on A. Restricting η
to C ⊗D we see that ψ(a) = η(1 ⊗ a) = ξ(a) for all a ∈ D. Thus by uniqueness
ξ = ψ. 
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3. “Abstract” uniqueness
This section is devoted to a uniqueness result (Theorem 3.3), which provides a
generalization of a certain “abstract” uniqueness result found in [8]. Its proof relies
on the following.
Lemma 3.1. Let A be a C∗-algebra. Assume M ⊂ A is an abelian C∗-subalgebra,
and φ ∈ P (M) is a pure state that extends uniquely to a (necessarily pure) state ψ
on A. Let πψ : A→ B(L2(A,ψ)) denote the GNS representation associated with ψ.
(a) If ρ : A→ B(H) is a ∗-representation such that ker ρ
∣∣
M
⊆ kerφ, then there
exists a net of vectors (ξλ)λ in H, ‖ξλ‖ = 1 such that
ψ(a) = lim
λ
〈ρ(a)ξλ|ξλ〉, ∀ a ∈ A. (1)
In particular, we have the inclusion:
ker ρ ⊂ kerπψ . (2)
(b) If M is contained in the center of A, i.e. ab = ba, ∀ a ∈ A, b ∈M , then:
πψ(a) = ψ(a)I, ∀ a ∈ A, (3)
so in particular ψ is a ∗-homomorphism.
Proof. Identify M = C0(X) and φ = evx, for some x ∈ X , so kerφ = Cx0 (X).
(a) Fix f ∈ C0(X) with 0 ≤ f ≤ 1 and f(x) = 1. Since ‖(f mod Cx0 (X))‖ =
‖f‖ = 1, it follows that
‖f‖ ≥ ‖(f mod ker ρ)‖ = ‖(f mod Cx0 (X))‖ = 1,
so ‖ρ(f)‖ = 1.
In particular, for every ǫ ∈ (0, 1), there is some vector v = v(f,ǫ) ∈ H with
‖v(f,ǫ)‖ = 1 and 1− ǫ
2 ≤ 〈ρ(f)v|v〉 ≤ 1.
Consider now (v(f,ǫ)) as a net, where f decreases to δx and ǫ decreases to 0.
Since we have 〈(I − ρ(f))v(f,ǫ)|v(f,ǫ)〉 ≤ ǫ
2, we also have ‖(I − ρ(f))v(f,ǫ)‖ < ǫ. By
noting that lim
(f,ǫ)
‖fg − g(x)f‖ = 0 for all g ∈ C0(X), it follows immediately that
lim
(f,ǫ)
〈ρ(g)v(f,ǫ)|v(f,ǫ)〉 = g(x), ∀ g ∈ C0(X).
Consider the states ω(f,ǫ) ∈ S(A) given by ω(f,ǫ)(a) = 〈ρ(a)v(f,ǫ)|v(f,ǫ)〉 and
extract a w∗-convergent subnet ω(fλ,ǫλ) → ω ∈ Q(A). In other words, if we let
ξλ = v(fλ,ǫλ), we have ω(a) = limλ〈ρ(a)ξλ|ξλ〉. Since ω(g) = g(x) = evx(g) = φ(g)
for all g ∈ C0(X), it follows that ω = ψ, so (1) holds.
To prove the inclusion (2), let η ∈ L2(A,ψ) denote the standard cyclic vector for
πψ, so that πψ(A)η is dense in L
2(A,ψ), and
〈πψ(a)πψ(a1)η|πψ(a2)η〉 = ψ(a
∗
2aa1), ∀ a, a1, a2 ∈ A. (4)
Observe now that, if we start with some element a ∈ ker ρ, then by (1) we imme-
diately get
ψ(a∗2aa1) = lim
λ
〈ρ(a∗2aa1)ξλ|ξλ〉 = 0, ∀ a1, a2 ∈ A,
which by (4) and the density of πψ(A)η in L
2(A,ψ) forces πψ(a) = 0.
(b) Assume now that M is contained in the center of A. Observe first that, for
any a = a∗ ∈ A, the subalgebra M(a) = C∗({a} ∪M) ⊂ A is abelian, and by the
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unique extension, φ extends uniquely to a pure state on M(a), namely ψ
∣∣
M(a)
; in
particular it follows that ψ is multiplicative on M(a), so
ψ(ab) = ψ(ba) = ψ(a)φ(b), ∀ b ∈M. (5)
Since (5) holds for all self-adjoint elements, it also holds for all a ∈ A.
Note that, for b ∈M , using (5) and (4), we get
〈πψ(b)πψ(a1)η|πψ(a2)η〉 = φ(b)〈πψ(a1)η|πψ(a2)η〉, ∀ a1, a2 ∈ A,
so by the density of πψ(A)η in L
2(A,ψ), it follows that
πψ(b) = φ(b)I, ∀ b ∈M ; (6)
in other words, (3) holds, if a ∈M .
To finish observe that it suffices to show πψ(a) is a scalar multiple of the identity
for all a ∈ A. (For if πψ(a) = λaI then a 7→ λa is a state on A which extends φ by
(6). So by uniqueness ψ(a) = λa for all a ∈ A.) In fact it suffices to show for a0 ∈ A
positive. It is enough to show the numerical range, {〈πψ(a0)η|η〉|‖η‖ = 1}, of πψ(a0)
is a singleton. By contradiction assume there exist two vectors η1, η2 ∈ L2(A,ψ),
with ‖η1‖ = ‖η2‖ = 1, such that 〈πψ(a0)η1|η1〉 6= 〈πψ(a0)η2|η2〉. But then by (6),
the functionals ψi given by ψi(·) = 〈πψ(·)ηi|ηi〉 for i = 1, 2, are two different states
on A extending φ. 
Definition 3.2. We say a collection W = {ρi : A→ Bi}i∈I of positive linear maps
on a C∗-algebra A (the Bi’s are also assumed to be C
∗-algebras) is jointly faithful
if whenever a ∈ A is such that ρi(a∗a) = 0, for all i ∈ I, it follows that a = 0.
Using this terminology, we have the following “abstract” uniqueness result. (In
the applications we have in mind in this article, only part B of the Theorem will
be used.)
Theorem 3.3. Let A be a C∗-algebra, and let M ⊂ A be an abelian C∗-subalgebra.
Suppose F is a nonempty subset of P (M) is such that every φ ∈ F extends uniquely
to a state φA on A (which is necessarily pure).
I. If the family of GNS representations {πφA}φ∈F is faithful on A, then the
following uniqueness statement is true.
(i) A ∗-homomorphism ρ : A→ B is injective, if and only if its restriction
ρ
∣∣
M
is injective.
II. If the family {φA}φ∈F is jointly faithful on A, then, in addition to statement
(i) above, the following are also true.
(ii) The commutant of M in A, that is, the set
M ′ = {a ∈ A | ab = ba, ∀ b ∈M},
is a maximal abelian subalgebra (MASA) in A.
(iii) For any intermediary abelian C∗-subalgebra M ⊂ N ⊂ A, the set
{φA
∣∣
N
}φ∈F is w
∗-dense in P (N).
Proof. (I) If ρ
∣∣
M
is injective, then for every φ ∈ F , we have the inclusions {0} =
ker(ρ
∣∣
M
) ⊂ ker(φ). Thus by Lemma 3.1 we get
ker(ρ) ⊂
⋂
φ∈F
ker(πφA) = {0}. (7)
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(II) First note that Hypothesis (II) implies hypothesis (I) and hence statement
(i). Indeed, if ψ is a state on A and πψ is the associated GNS representation then
πψ(a) = 0 implies ψ(a
∗a) = 0. So if {φA}φ∈F is jointly faithful on A then {πφA}φ∈F
is too.
To show (ii), note that the unique extension property and joint faithfullness of
state extensions pass to subalgebras containing M . Hence we can assume A =M ′.
(The reader is cautioned that this reduction cannot be performed under hypothesis
(I). In particular, statements (ii) and (iii) do not follow if only hypothesis (I) is
assumed.) Under this assumption we show A is abelian. Consider the direct sum
representation
π =
⊕
φ∈F
πφA : A→ B
(⊕
φ∈F
L2(A, φA)
)
.
Since the family {πφA}φ∈F is jointly faithful, (I) shows π is injective. Now A =M
′
so Lemma 3.1 (b) shows that
π(a) =
⊕
φ∈F
φA(a)IL2(A,φA), ∀ a ∈ A.
So π(A) is abelian and since π is injective, A is abelian too.
To prove (iii), as in part (ii), we can assume with out loss of generality that
A = N is abelian. Then A = C0(X) for some locally compact Hausdorff space
X . By Lemma 3.1 (b) the set S = {φA}φ∈F consists of ∗-homomorphisms so we
can identify S with a subset of X . By the hypothesis (II), {evs}s∈S is faithful on
C0(X), so S must be dense in X = P (A). 
Comment. In [8] the second and third named authors introduced a certain class of
abelian C∗-subalgebras, termed pseudo-diagonals, for which the uniqueness prop-
erty (i) does hold. These are precisely those abelian subalgebras M ⊂ A which
possess a conditional expectation E : A → M in addition to the main hypothesis
and hypothesis (II) in the preceding theorem. As is turns out (see [8]), if M is a
pseudo-diagonal in A, then M must be a MASA in A, that is, M ′ =M . However,
if the conditional expectation assumption is removed, then M ⊂ M ′ may be a
strict inclusion. (For example, by identifying the endpoints, one has an inclusion
M = C(T) ⊂ C[0, 1] = A, which does satisfy the required hypothesis; since A is
abelian, M cannot be a MASA in A.) Nevertheless, by property (iii) applied to
N = M ′, we see that M is “almost a MASA,” at least from a spectral point of
view. Note also that, if M ⊂ A satisfies the main hypothesis and hypothesis II,
then so will M ′ ⊂ A, thus M ′ has a “better chance” of being a pseudo-diagonal.
Presently we do not know whether this is the case in general. However, if the ambi-
ent C∗-algebra A is “large enough,” (e.g. a von Neumann algebra), then averaging
over unitaries in M will produce a conditional expectation of A onto M ′. More
generally, if one has an injective ∗-representation ρ : A → B(H) (for which the
injectivity of ρ
∣∣
M
suffices), such that ρ(M ′) ⊂ B(H) is a von Neumann subalgebra
(abelian, thus injective), then there exists a conditional expectation of B(H) onto
ρ(M ′), which will clearly produce a conditional expectation of A onto M ′.
4. The cycline subalgebra
In this section we study a special class of standard generators for C∗(Λ), which
will are used in the construction a distinguished C∗-subalgebra M ⊂ C∗(Λ).
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As in Subsection 2.2, for every α ∈ Λ we denote the projection SαS
∗
α ∈ C
∗(Λ)
by Pα.
Observe that Pα = Pβ if and only if Z(α) = Z(β) and that
PαγSαS
∗
βPβη = SαγS
∗
γSηS
∗
βη.
In particular if d(γ) = d(η) then
PαγSαS
∗
βPβη =
{
SαγS
∗
βγ if γ = η
0 otherwise
(8)
Proposition 4.1. For (α, β) ∈ Λ×Λ with s(α) = s(β), the following are equivalent:
(a) Pαγ = Pβγ for all γ ∈ s(α)Λ.
(b) SαS
∗
β is normal and commutes with D = C
∗({Pµ |µ ∈ Λ}).
(c) αy = βy for all y ∈ s(α)Λ∞.
Proof. (a)⇒ (b) Consider µ ∈ Λ, and we prove that SαS
∗
β commutes with Pµ. Since
Pµ =
∑
η∈s(µ)Λn Pµη, without loss of generality we can assume d(µ) > d(α) + d(β).
There are two cases. Case 1: suppose µ = αγ or βγ for some γ. By part (a)
Pαγ = Pβγ , so
PµSαS
∗
β = PαγSαSβ = SαγS
∗
βγ = SαS
∗
βPβγ = SαS
∗
βPµ.
For case 2, assume µ is neither βγ nor αγ for any γ ∈ Λ. Then PµSαS
∗
β = 0 =
SαS
∗
βPµ. Thus SαS
∗
β commutes with D . Further (SαS
∗
β)
∗ = SβS
∗
α, so
SαS
∗
β(SαS
∗
β)
∗ = Pα = Pβ = (SαS
∗
β)
∗SαS
∗
β.
Therefore SαS
∗
β is normal, giving (b).
(b)⇒ (a) Let γ ∈ s(α)Λ. Since SαS
∗
β is normal and commutes with the projec-
tion Pαγ it follows that PαγSαS
∗
β = SαγS
∗
βγ is normal too. Now
Pαγ = SαγS
∗
βγ(SαγS
∗
βγ)
∗ = (SαγS
∗
βγ)
∗SαγS
∗
βγ = Pβγ
giving (a).
(a) ⇒ (c). Pick y ∈ s(α)Λ∞. By (a), Pα(y(0,n)) = Pβ(y(0,n)) for all n: thus
Z(α(y(0, n))) = Z(β(y(0, n))) for all n. Therefore
{αy} =
⋂
n∈Zk
Z(α(y(0, n)) =
⋂
n∈Zk
Z(β(y(0, n))) = {βy}
and so αy = βy giving (c).
(c) ⇒ (a). Let γ ∈ s(α)Λ be given. Since γz ∈ s(α)Λ∞ for all z ∈ s(γ)Λ∞, by
(c), αγz = βγz for all z ∈ s(γ)Λ∞. Thus Z(αγ) = Z(βγ) and so Pαγ = Pβγ giving
(a). 
Remark 4.2. In [1], Carlsen-Kang-Shotwell and Sims say α, β ∈ Λ are equivalent if
they satisfy (c) in Proposition 4.1. They observe that this is indeed an equivalence
relation on paths.
Definition 4.3. A cycline pair is a pair (α, β) ∈ Λ×Λ with s(α) = s(β) satisfying
the equivalent conditions of Proposition 4.1.
Observe that (α, β) is cycline if and only if (β, α) is. In this case, call the element
SαS
∗
β a cycline generator. The C
∗-subalgebra
M = C∗{SαS
∗
β | (α, β) cycline} ⊂ C
∗(Λ)
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will be referred to as the cycline subalgebra of C∗(Λ). If we denote by D ′ the
commutant of D in C∗(Λ), that is
D
′ = {a ∈ C∗(Λ) | aPµ = Pµa, ∀µ ∈ Λ},
then by construction we have the inclusions D ⊂ M ⊂ D ′.
Remark 4.4. If Λ is aperiodic, then D is a MASA. Therefore D ′ = D and hence
D = M .
Remark 4.5. By a direct computation on the generators, it can be shown that M
is abelian. Alternatively, this property also follows from the more general state-
ment that D ′ is abelian, which will be proved in Section 7. (See Remark 7.2 and
Proposition 7.3.)
Remark 4.6. The subalgebra M is equal to span{SαS
∗
β | (α, β) cycline}. Indeed,
for (α, β), (µ, ν) then there exists an n ∈ Nk with
SαS
∗
βSµS
∗
ν =
∑
γ,η∈Λ
βγ=µη
d(βγ)=n
SαγS
∗
νη. (9)
If (α, β), (µ, ν) are cycline and λ ∈ s(γ)Λ then
Pνηλ = Pµηλ = Pβγλ = Pαγλ.
The first and last equalities hold because (µ, ν) and (α, β) are cycline and the middle
equality holds because µηλ = βγλ. Thus for (α, β), (µ, ν) cycline each term on the
right-hand side of (9) is given by a cycline pair.
Proposition 4.7. Let Λ be a k-graph, and (α, β) ∈ Λ× Λ such that s(α) = s(β).
(a) If α 6= β and there exists an aperiodic path x ∈ s(α)Λ∞, then (α, β) is not
a cycline pair.
(b) If Λ is aperiodic then (α, β) is a cycline pair if and only if α = β.
Proof. For (a), let (α, β) ∈ Σ with α 6= β and suppose x ∈ s(α)Λ∞ is aperiodic.
Then both αx and βx are aperiodic, so α 6= β implies αx 6= βx. Thus for all
n ∈ Nk sufficiently large (αx)(0, n) 6= (βx)(0, n). Pick n large and γ = x(0, n).
Then PαγS(βx)(0,n) = SαγS
∗
αγS(βx)(0,n) = SαγS
∗
(αx)(n,d(αγ))S
∗
(αx)(0,n)S(βx)(0,n) = 0.
But PβγS(βx)(0,n) = SβγS
∗
(βx)(n,d(βγ))S
∗
(βx)(0,n)S(βx)(0,n) = SβγS
∗
(βx)(n,d(βγ)) 6= 0.
Thus Pαγ 6= Pβγ and so (α, β) is not cycline.
Now (b) follows from (a) by the definition of aperiodicity. 
Remark 4.8. By [2, Lemma 3.7], a standard generator SαS
∗
β with α 6= β is cycline
if and only if (αγ, βγ) are generalized cycles without entry in the sense of [2] for all
γ ∈ s(α)Λ.
Example 4.9. Let E be a 1-graph. We say a finite path e1 · · · en is a return path
if r(e1) = s(en); it has an entry if there exists an i and an edge f ∈ r(ei)E1
with f 6= ei. We claim that a standard generator SαS
∗
β is cycline if and only
if α = β, α = βc or β = αc for some c ∈ s(α)Es(α) without entry. By [7,
Proposition-Definition 3.1] SαS
∗
β is normal if and only if α = β, α = βc or β = αc
for some c ∈ s(α)Es(α) without entry. Clearly SαS
∗
α is cycline; so it remains to
show for α 6= β. Let y be βccc · · · if α = βc and αcc · · · if β = αc. In either case
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{y} = Z(α) = Z(β) = Z(αγ) = Z(βγ) for any γ ∈ s(α)E. Thus Pαγ = Pβγ for all
γ ∈ s(α)E and so SαS
∗
β is cycline.
Example 4.10. Let E be a 1-graph, f : Nk → N and Λ = f∗E, as in Example 2.2.
Then a standard generator SαS
∗
β in C
∗(Λ) is cycline if and only if p1α = p1β,
p1α = p1(β)c, or p1β = p1(α)c for some c ∈ s(α)Es(α) without entry. Indeed
since p1Z(µ) = Z(p1µ) we get Pαγ = Pβγ if and only if Pp1(αγ) = Pp1(βγ) and so
the result follows from Example 4.9.
Remark 4.11. Kumjian and Pask construct for a row-finite k-graph Λ with no
sources an e´tale groupoid GΛ = {(x, n−m, y) ∈ Λ∞ × Zk × Λ∞ |σn(x) = σm(y)}
and show C∗(Λ) ∼= C∗(GΛ) [3, Corollary 3.5]. A basis for a totally disconnected
locally compact Hausdorff topology on GΛ is given by the cylinder sets
Z(α, β) = {(αx, d(α) − d(β), βx) |x ∈ s(α)Λ∞} for α, β ∈ Λ with s(α) = s(β).
The sets Z(α, β) are compact open. The isomorphism of Kumjian and Pask is
characterized by SαS
∗
β 7→ χZ(α,β) where χZ(α,β) is the characteristic function on
Z(α, β). Let Iso(GΛ) := {(x, p, y) ∈ GΛ|x = y}. Then Int(Iso(GΛ)) is also an
e´tale groupoid1 and C∗(Int(Iso(GΛ))) ⊂ C∗(GΛ). Since (α, β) cycline if and only
if Z(α, β) ⊂ Iso(GΛ), the isomorphism of C∗(Λ) to C∗(GΛ) restricts to an isomor-
phism of M with C∗(Int(Iso(GΛ))). We suspect that we can use this groupoid
formulation to show M = M ′ but have yet to find a proof.
5. The “aperiodic representation”
Define Σ = {(α, β) ∈ Λ× Λ|s(α) = s(β), α 6= β}. Note that Σ is countable since
Λ is. For all (α, β) ∈ Σ let
Fα,β := {x ∈ Λ
∞ |x(0, d(α)) = α, x(0, d(β)) = β, σd(α)(x) = σd(β)(x)}
Note that Fα,β = Fβ,α.
Remark 5.1. Fα,β is closed for all (α, β) ∈ Σ. Indeed, if xi → x in Λ∞ and n ∈ Nk
then σn(xi)→ σn(x). In particular, if xi ∈ Fα,β then x(0, d(α)) = α, x(0, d(β)) = β
and σd(α)(x) = σd(β)(x) so that x ∈ Fα,β .
As a consequence, ∂Fα,β ⊂ Fα,β . Note also that ∂Fα,β is closed and meager.
Definition 5.2. For a k-graph Λ, we define the set of regular paths to be
TΛ = Λ
∞ −
⋃
(α,β)∈Σ
∂Fα,β .
We denote TΛ by T when the graph is clear from context.
Remark 5.3. Features of T
(a) T is dense in Λ∞ by the Baire Category Theorem. In particular for every
v ∈ Λ0 there exists an x ∈ Z(v) ∩ T, that is, vT 6= ∅.
(b) T ∩ Fα,β ⊂ Int(Fα,β).
(c) For x ∈ T and ν ∈ Λr(x) we have νx ∈ T.
(d) For x ∈ T and n ∈ Nk we have σn(x) ∈ T.
For items (c) and (d) we use that νZ(µ) = Z(νµ) and the equivalence Z(µ) ⊂ Fα,β
if and only if Z(νµ) ⊂ Fνα,νβ .
1Note Iso(GΛ) typically is not e´tale
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Example 5.4. Suppose E is a 1-graph. Then TE = E
∞ −
⋃
Σ ∂Fα,β is the set
of aperiodic infinite paths along with those infinite paths that begin with a return
path without entry: that is, TE consists precisely of the infinite essentially aperiodic
paths described in [7, Definition 2.5 (D)].
To see this, first suppose x ∈ E∞ is aperiodic. Then x /∈ Fα,β for any choice
of (α, β) ∈ Σ. Since the Fα,β are closed, x /∈ ∂Fα,β and so aperiodic paths are in
T. Next suppose that x is periodic. Then there exists some (α, β) ∈ Σ such that
x ∈ Fα,β . Without loss of generality we can assume d(β) > d(α) so that β = αc for
some c ∈ s(α)Es(α). So x = αccc · · · . In fact Fα,β = {x}. If c has an entry, then for
any k ≥ 1, the set Z(αck) contains a path of the form z = αcky where y(0, d(c)) 6= c.
We have σd(α)(z)((k− 1)d(c), kd(c)) = c 6= y(0, d(c)) = σd(β)(z)((k− 1)d(c), kd(c)).
Thus z ∈ Z(αck) ∩ (Λ∞ − Fα,β). Since k was arbitrary, x ∈ ∂Fα,β . Thus periodic
paths with entries are not in TE . If c has no entry then Z(αc) = {x} = Fα,β so
that Fα,β is clopen and so ∂Fα,β = ∅. That is periodic paths without entries are in
TE.
Example 5.5. Let Λ be as in Example 2.2. Recall the definition of the map p1 :
Λ∗ → E∗ given in Claim 2.4. Then
TΛ = {x ∈ Λ
∞ : p1x is aperiodic or begins with a return path without entry}.
This follows from the observation that x ∈ Fα,β if and only if p1x ∈ Fp1α,p1β and
Example 5.4 above.2
Consider T as in Definition 5.2. Our goal is to define a representation of C∗(Λ)
on ℓ2(T). Let {δx|x ∈ T} be the canonical basis for ℓ2(T). For each α ∈ Λ and
x ∈ ℓ2(T) we put
Tαδx =
{
δαx if x ∈ s(α)Λ∞
0 otherwise.
(10)
Remark 5.3 shows that αx is indeed in T. Note that
T ∗αδx =
{
δσd(α)(x) if x ∈ Z(α)
0 otherwise.
and α 7→ Tα gives a Cuntz-Kreiger Λ-family in B(ℓ2(T)). Put Qα = TαT ∗α. By the
universal property of C∗(Λ) the correspondences Sα 7→ Tα and Pα 7→ Qα give a
∗-representation υ : C∗(Λ)→ B(ℓ2(T)).
Definition 5.6. For Λ a k-graph and T the set of regular paths in Λ∞. The
aperiodic representation is the map υ : C∗(Λ) → B(ℓ2(T)) characterized by Sα 7→
Tα for all α ∈ Λ.
Definition 5.7. Call a cycline pair (α, β) special if Tα = Tβ. In this case Qα = Qβ.
We use the following to characterize special cycline pairs.
Lemma 5.8. For (α, β) ∈ Σ and x ∈ T we have
(a) If x /∈ Fα,β, then there exists µ, ν ∈ Λ such that
x ∈ Z(µ) ∩ Z(ν), and
PµSαS
∗
βPν = 0.
2Caution: p1α can equal p1β.
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(b) If x ∈ Fα,β, then there exists γ ∈ Λ with
x ∈ Z(αγ) ∩ Z(βγ),
PαγSαS
∗
βPβγ = SαγS
∗
βγ , and
(αγ, βγ) special cycline.
Proof. For (a) first suppose that x(0, d(α)) 6= α or x(0, d(β)) 6= β. Then with
µ = x(0, d(α)) and ν = x(0, d(β)) we have PµSαS
∗
βPν = 0.
Now suppose that x(0, d(α)) = α and x(0, d(β)) = β. The condition x /∈ Fα,β
means that
σd(α)(x) 6= σd(β)(x)
so there exists an n ∈ Nk such that γ := x(d(α), d(α)+n) 6= x(d(β), d(β)+n) =: η.
Put µ = αγ and ν = βη. By definition x ∈ Z(µ) ∩ Z(ν) and
PµSαS
∗
βPν = 0
as desired.
For (b), assume x ∈ Fα,β . By Remark 5.3, T∩Fα,β = IntFα,β . Thus there exists
ǫ ∈ Λ such that x ∈ Z(ǫ) ⊂ Fα,β . Put
α′ = x(d(ǫ), d(ǫ) + d(α)),
β′ = x(d(ǫ), d(ǫ) + d(β)),
and µ = ǫα′, ν = ǫβ′. By definition x ∈ Z(µ) ∩ Z(ν). Since x is also in
Z(α) ∩ Z(β), by unique factorization we can write µ = αγ and ν = βγ′ where
γ = σd(α)(x)(0, d(ǫ)) and γ′ = σd(β)(x)(0, d(ǫ)). Since x ∈ Fα,β , σd(α)(x) = σd(β)(x)
and so γ = γ′.
Next we show (αγ, βγ) is cycline. For this it suffices to show that Pαγη = Pβγη
for all η ∈ s(γ)Λ or equivalently Z(αγη) = Z(βγη). Let y ∈ Z(αγη) so that
y = αγηz = ǫα′ηz for some z ∈ Λ∞. So y ∈ Z(ǫ) ⊂ Fα,β . Thus there exists
z′ ∈ Λ∞ such that y = αz′ = βz′. By unique factorization z′ = γηz so we also have
y = βγηz ∈ Z(βγη). That is Z(αγη) ⊂ Z(βγη) and by symmetry they are equal.
Finally we show that (αγ, βγ) is special. It suffices to show
T ∗αγδy = T
∗
βγδy ∀ y ∈ T.
We already know that Z(αγ) = Z(βγ). Thus if y /∈ Z(αγ) then T ∗αγδy = 0 = T
∗
βγδy.
Now assume y ∈ Z(αγ) = Z(βγ). Then since αγ = ǫα′ we have y ∈ Z(ǫ) and so
y ∈ Fα,β . Thus σd(α)y = σd(β)y and so
T ∗αδy = δσd(α)y = δσd(β)y = T
∗
β δy.
Therefore T ∗αγδy = T
∗
βγδy as well. 
6. States arising from the aperiodic representation
We begin by setting up notation:
A := υ(C∗(Λ)) ⊂ B(ℓ2(T))
D := υ(D) = C∗({Qα}α∈Λ}) ⊂ A
M := υ(M ) = υ(C∗({SαS
∗
β | (α, β) cycline})).
Notice that
• υ(D ′) ⊂ A ∩D′
• υ|D is a ∗-isomorphism from D to D
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Remark 6.1. Every x ∈ T determines a pure state evDx on D and thus also a pure
state evDx on D.
Remark 6.2. For any x ∈ T the net {Qx(0,n)}n∈Nk ⊂ B(ℓ
2(T)) converges in the
strong operator topology to the orthogonal projection px onto Cδx. In particular,
if T ∈ B(ℓ2(T)) commutes with D, then T commutes with the all of the projections
px and so T ∈ ℓ∞(T). In other words, the commutant D′ of D in B(ℓ2(T)) is
simply ℓ∞(T). It then follows that both M and D′ ∩ A are abelian since both are
subalgebras of the abelian C∗-algebra D′.
Proposition 6.3. For each x ∈ T the pure state evDx on D has a unique extension
to a pure state φx on A. In particular,
φ(TαT
∗
β ) =
{
1 if x ∈ Fα,β
0 if x /∈ Fα,β .
(11)
Proof. Fix some state φ on A with φ|D = evDx . We show the values φ(TαT
∗
β ) for
α, β ∈ Λ with s(α) = s(β) depend only on α, β and x.
First note that if α = β then
φ(TαT
∗
β ) = φ(Qα) = ev
D
x (Qα) =
{
1 if x ∈ Z(α)
0 otherwise.
(12)
Now suppose α 6= β, that is (α, β) ∈ Σ. Equation (12) shows φ(Qµ) = 1 = φ(Qν)
whenever x ∈ Z(µ) ∩ Z(ν) so in this case Proposition 2.7 gives that φ(TαT ∗β ) =
φ(QµTαT
∗
βQν). Now using Lemma 5.8 it follows that there exists µ, ν so that
x ∈ Z(µ) ∩ Z(ν) with
φ(TαT
∗
β ) = φ(QµTαT
∗
βQν) =
{
1 if x ∈ Fα,β
0 if x /∈ Fα,β .

Remark 6.4. The pure states evDx on D are distinct. Indeed, if x1 6= x2 then there
exists an n ∈ Nk such that x1(0, n) 6= x2(0, n). Thus for i, j ∈ {1, 2}, the projections
Pxi(0,n) are orthogonal and so ev
D
xi(Qxj(0,n)) = δi,j .
Remark 6.5. The state evMx := φx|M is pure. This follows since φx(T ) = 〈Tδx|δx〉
so in particular this equation holds for all T ∈ ℓ∞(T) (and thus evMx is a ∗-homo-
morphism).
Remark 6.6. The states {φx}x∈T are jointly faithful on A (thus by restriction they
are faithful on both D and M). Indeed, for a positive operator T ∈ A ∈ B(ℓ2(T))
we have φx(T ) = 〈Tδx|δx〉 so that if φx(T ) = 0 for all x ∈ T, T 1/2δx = 0 for all
x ∈ T. This gives T 1/2 = 0 and so T = 0.
Remark 6.7. Since M is abelian, M = C0(Ω) for some locally compact Hausdorff
space Ω. The correspondence x 7→ evMx yields an inclusion T ⊂ Ω. As observed
above, {evMx }x∈T is jointly faithful on M and so T is dense in Ω.
7. The Twisted aperiodic Representation
In this section we augment the aperiodic representation to get an injective rep-
resentation of C∗(Λ). We then use this representation to prove our main theorem.
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Definition 7.1. The twisted aperiodic representation of C∗(Λ) is the ∗-homomor-
phism
Υ : C∗(Λ)→ C(Tk)⊗B(ℓ2(T)) characterized by
Sα 7→ hd(α) ⊗ Tα
Pα 7→ 1⊗Qα.
There is an obvious gauge action on C(Tk)⊗B(ℓ2(T)) and Υ is equivariant with
respect to the gauge actions. Since Υ|D is injective the gauge invariant uniqueness
theorem [9, Theorem 4.1] gives that Υ is injective.
Remark 7.2. By construction Υ(C∗(Λ)) ⊂ C(Tk)⊗A and Υ(M ) ⊂ C(Tk)⊗M so
that Υ(M ) (thus also M ) is abelian.
As a quick consequence of the isomorphism Υ we are able to describe D ′ more
fully; we show that D ′ ⊂ C∗(Λ) is also abelian and that in fact D ′ = M ′.
Proposition 7.3. Let Λ be a row-finite k-graph with no sources, D = C∗({Pα}),
M = C∗({SαS
∗
β | (α, β) cycline}). Then
(a) D ′ is abelian.
(b) D ′ = M ′.
Proof. Let b ∈ D ′, then Υ(b) ∈ C(Tk) ⊗ A commutes with Υ(Pα) for all α ∈ Λ.
For z ∈ Tk let εz : C(Tk) ⊗ A → A be the evaluation map. Then the element
εz(Υ(b)) ∈ A commutes with all εz(Υ(Pα)) = Qα. So εz(Υ(b)) ∈ D′ = ℓ∞(T). In
other words
Υ(b) ∈ C(Tk)⊗ ℓ∞(T).
Firstly, Υ(D ′) is a subalgebra of an abelian C∗-algebra and hence abelian; since Υ
is an isomorphism, D ′ is abelian too giving (a). Secondly, since M ⊂ ℓ∞(T) we get
that Υ(b) commutes with C(Tk) ⊗M . In particular Υ(b) commutes with Υ(M ).
Hence D′ ⊂ M ′ ⊂ D ′, giving (b). 
Recall that for n ∈ Zk, we denote the associated character on Tk by hn, that is
hn(z1, ..., zk) = z
n1
1 · · · z
nk
k .
Lemma 7.4. For any x ∈ T, the following sets of functions in C(Tk) are all equal.
Hx := {1} ∪ {hd(α)−d(β) | (α, β) ∈ Σ, x ∈ Fα,β},
Hcx := {1} ∪ {hd(α)−d(β) | (α, β) ∈ Σ with (α, β) cycline, x ∈ Fα,β},
Hsx := {1} ∪ {hd(α)−d(β) | (α, β) ∈ Σ with (α, β) special cycline, x ∈ Fα,β}.
Remark 7.5. In [1] Carlsen, Kang, Shotwell and Sims define
Per(Λ) := {d(α)− d(β) | (α, β) cycline}.
They show that if for every v1, v2 ∈ Λ0 there exists λ1, λ2 ∈ Λ such that s(λ1) =
s(λ2) and r(λi) = vi i ∈ {1, 2} then Per(Λ) is a group [1, Theorem 4.2]. The same
proof shows that in this case Hcx
∼= Per(Λ) for every x ∈ T and thus they are all
isomorphic as groups.
Proof of Lemma 7.4: By definition Hsx ⊂ H
c
x ⊂ Hx, so it suffices to show Hx ⊂ H
s
x.
If g ∈ Hx − {1}, then g = hd(α)−d(β) for some (α, β) ∈ Σ with x ∈ Fα,β . By
Lemma 5.8 (b), there exists γ such that (αγ, βγ) special cycline, x ∈ Z(αγ)∩Z(βγ)
and
PµSαS
∗
βPν = SαγSβγ .
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We still have x ∈ Fαγ,βγ and d(αγ) − d(βγ) = d(α) − d(β) so g = hd(αγ)−d(βγ)
proving g ∈ Hsx. 
For every (z, x) ∈ Tk × T, by Proposition 2.8 we have that evz ⊗φx is a pure
state on C(Tk)⊗A. Consider the following states
ψz,x = evz ⊗φx|Υ(C∗(Λ))
ez,x = ψz,x|Υ(M ).
Since Υ(M ) ⊂ C(Tk)⊗M ⊂ C(Tk)⊗A we can also write ez,x = (evz ⊗ evMx )|Υ(M ).
Remark 7.6. We should caution the reader that the maps from Tk ×T to states on
Υ(C∗(Λ)) and Υ(M ) given by
(z, x) 7→ ψz,x
(z, x) 7→ ez,x
are not injective in general (See Lemma 7.8).
Let Y be the collection of states on Υ(C∗(Λ)) and X be the collection of pure
states on Υ(M ) given by
Y = {ψz,x|(z, x) ∈ T
k × T} (13)
X = {ez,x|(z, x) ∈ T
k × T}.
Lemma 7.7. (a) Y is a jointly faithful set of states on Υ(C∗(Λ)).
(b) X is a jointly faithful set of states on Υ(M ).
Proof. Since the restriction map ψ 7→ ψ|Υ(M ) maps Y onto X it suffices to prove (a).
But this is trivial since {evz ⊗φx} is a jointly faithful collection of states on C(Tk)⊗
A (see Remark 6.6). 
Before getting to our next theorem we need a lemma that relates the kernels of
the maps in Remark 7.6.
Lemma 7.8. For z1, z2 ∈ Tk and x ∈ T, the following are equivalent:
(a) ez1,x = ez2,x;
(b) ψz1,x = ψz2,x;
(c) h(z1) = h(z2) for all h ∈ Hx.
Proof. For (a)⇒ (c), suppose ez1,x = ez2,x and let h ∈ Hx be given. Since Hx = H
s
x
there exists (α, β) ∈ Σ cycline with x ∈ Fα,β and h = hd(α)−d(β). Then SαS
∗
β ∈ M
and so Υ(SαS
∗
β) = h⊗ TαT
∗
β with TαT
∗
β ∈M . Now
h(z1) = h(z1)φx(TαT
∗
β ) = ez1,x(Υ(SαS
∗
β))
= ez2,x(Υ(SαS
∗
β)) = h(z2)φx(TαT
∗
β ) = h(z2)
giving (c).
For (c)⇒ (b), suppose h(z1) = h(z2) for all h ∈ Hx. Since
ψz,x = evx⊗φx|(Υ(C∗(Λ))),
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by Proposition 6.3 it follows that
ψzi,x(Υ(SαS
∗
β)) =


1 if α = β and x ∈ Z(α)
0 if α = β and x /∈ Z(α)
hd(α)−d(β)(zi) if (α, β) ∈ Σ and x ∈ Fα,β
0 if (α, β) ∈ Σ and x /∈ Fα,β .
But by (c) we have hd(α)−d(β)(z1) = hd(α)−d(β)(z2), therefore ψz1,x(Υ(SαS
∗
β)) =
ψz2,x(Υ(SαS
∗
β)).
Since ezi,x = ψzi,x|Υ(M ), (b) =⇒ (a) is trivial. 
Theorem 7.9. Let Λ be a row-finite k-graph with no sources, T be the set of regular
paths in Λ∞ and X be as in (13). Then every state in X extends uniquely to a
state on Υ(C∗(Λ)). Specifically, if ρ ∈ X is presented as ρ = ez,x for some pair
(z, x) ∈ Tk × T, then its unique extension is ψz,x.
3
Proof. Fix ρ = ez0,x0 for some (z0, x0) ∈ T
k × T. By way of contradiction, assume
there are two distinct pure states ξ1, ξ2 on Υ(C
∗(Λ)) such that ξ1|Υ(M ) = ξ2|Υ(M ) =
ρ. For each i ∈ {1, 2} extend ξi to a pure state ζi on C(Tk) ⊗ A. Observe that
when restricted to Υ(D) = C⊗D ⊂ Υ(M ) ⊂ Υ(C∗(Λ)) we have for all α ∈ Λ
ζ1(1⊗Qα) = ξ1(1⊗Qα) = ρ(1⊗Qα) = ξ2(1 ⊗Qα) = ζ2(1⊗Qα).
By Proposition 6.3, evDx0 extends uniquely to φx0 . Hence Proposition 2.9 shows
there exist z1, z2 ∈ Tk such that
ζi = evzi ⊗φx0 .
By restricting to Υ(C∗(Λ)) we have
ξi = (evzi ⊗φx0)|Υ(C∗(Λ)) = ψzi,x0 .
So now we have z1, z2 ∈ Tk such that ψz1,x0 and ψz2,x0 are distinct states on
Υ(C∗(Λ)) but ez1,x0 = ez2,x0 = ρ. This contradicts Lemma 7.8. 
Theorem 7.9 along with Proposition 3.3 now conspire to obtain a uniqueness
theorem for higher-rank graphs.
Theorem 7.10. Let Λ be a row-finite k-graph with no sources. If B is a C∗-
algebra and π : C∗(Λ)→ B is a ∗-homomorphism that is injective when restricted
to M = C∗({SαS
∗
β | (α, β) cycline}), then π is injective.
Proof. By Remark 7.2 we have D ⊂ M are abelian subalgebras of C∗(Λ). Since
Υ : C∗(Λ) → Υ(C∗(Λ)) is an isomorphism we can pull back the pure states X on
Υ(M ) to get a set of pure states X on M . By Theorem 7.9 each of the pure states
in X has unique extension so the same is true for the states in X . Further, by
Lemma 7.7 we know X is jointly faithful on Υ(M ) so the set X is jointly faithful
on M . Thus Theorem 3.3 now gives that π is injective. 
Remark 7.11. Since M = D if Λ is aperiodic (see Remark 4.4), Theorem 7.10 re-
covers the usual Cuntz-Krieger uniqueness theorem for row-finite higher-rank graph
algebras [3, Theorem 4.6].
3Caution: ρ may be presented in many different ways!
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