This paper is devoted to the existence and properties of solutions of the following class of
Introduction
The aim of this paper is to answer the question when the problem u(x) + f x, u(x) + g x x · ∇u(x) = 0, for x ∈ Ω R , n , x > R} possesses a classical positive solution bounded by a given pre-specified number. We are also interested in the properties of solutions, namely we try to characterize more precisely their behavior at infinity. Problem (1.1) arises in many applications in physics and numerous problems posed in exterior domains and stem from ecology, river pollution. The model case g ≡ 0 corresponds to the classical Schrödinger equation which arises in physics, quantum mechanics and population genetics. Two main questions are then interesting from a mathematical point of view: the search for radial solutions and solutions that vanish at positive infinity, a phenomena called evanescence. Recently, we can observe an increasing interest in studying the existence of positive evanescent solutions of the nonlinear equations similar to (1.1) (see e.g. [1] [2] [3] [4] [5] [6] [7] [8] [9] and references therein). Throughout these papers, different methods have been employed: the fixed point theory, variational techniques, subsolution and supersolution method.
For the case g ≡ 0, Sugie and Yamoka [15] proved existence of positive solutions under the conditions 0 f (x, u) uϕ( x , u) and +∞ 1 rϕ(r, c) dr < ∞ for some positive c. In case n = 2, Wahlén [16] assumed a growth condition on the nonlinearity f , namely 0 f (x, u) F ( x , u) for x ∈ Ω R and u 0 and that for any {u ∈ C [R, ∞): 0 u(t) M, t R} (M > 0), In [8, 9] , it is shown that if f depends radially on its first argument and is nonincreasing in its second, boundary conditions force a unique solution to be radial.
When g ≡ 0, existence of positive radial solutions has also been investigated in [11] where duality and variational principle techniques have been used.
In [17] , the nonlinearity f is positive and dominated by a radial function f (r, s) nondecreasing in the second variable.
Existence of a bounded, positive solution u is obtained but the limit lim x →+∞ u(x) is not determined.
The case when f may change sign is considered by Deng in [4, 5] .
In [6] and [9] , Djebali et al. and Ehrnström and Mustafa showed that the conditions associated with the integrability of the function a like (1.5) are not necessary at all.
However as we can see, the crucial assumption which appears in many of these papers, apart from the cases g ≡ 0 [15] and n = 2 [16] , is the existence of constants M, ε > 0 such that
for a certain A > 0, where a satisfies the following condition (see e.g. [7] ) ∞ A ra(r) dr < ∞. (1.5) In this work, we consider the case when the following conditions hold: 
(A4) One of the following estimates holds (a) Notice that condition (A4), (1.8) is weaker than (A4), (1.7) with respect to the first variable. It is obvious that for large n, they are both not too restrictive as far as the second variable is concerned.
(b) We will obtain the existence of at least one positive solution for (1.1) also in the case when f (x, 0) = 0 for all x ∈ Ω.
(c) A part from positivity, we do not assume any additional estimates like in [1, 2, 9] on g.
The aim of this paper is to relax assumptions concerning the sublinear growth of the nonlinearity f with respect to its second argument. For this purpose, we investigate the case when either (A4), (1.7) or (A4), (1.8) hold. We have to admit at this point that e.g. (A4), (1.7) is stronger (with respect to the first variable) than (1.5), but our approach allows us to consider classes of problems (1.1) different than e.g. in [3] [4] [5] [6] [7] 9 ]. Moreover we do not assume that f (x, 0) ≡ 0 in (0, 1), while many other investigations require this condition. Example 1.1. Let us note that we can discuss functions which do not satisfy (1.4) like e.g. the radial nonlinearity
Then it is easy to show that f satisfies (A4), (1.7) for n = 3 and d = 2. Indeed
To sum up, in this approach we need information about the value of nonlinearity with respect to second variable in [0, d] while in the methods based on (1.4), the behavior of f (x, ·) at zero (sublinear or superlinear growth of the nonlinearity f ) is important.
Since we apply subsolution and supersolution method based on Noussair and Swanson lemma (see [10] ), we recall the following definition of subsolution and supersolution and the theorem which is our main tool in the proof of the solvability of problem (1.1).
As for a supersolution v of (1.1), the sign of the inequality should be reversed.
The following lemma will be needed in our investigation. 
It is clear that we can take zero as a trivial subsolution. Thus, to apply Noussair and Swanson lemma, it suffices to prove the existence of a positive supersolution. To this end, we shall look for a radial solution v of the PDE associated with the equation in (1.1) in the domain Ω. Associated with problem (1.1), we consider the following elliptic equation
(1.9) subject to the boundary conditions
Then, using the properties of such a v, we prove the existence of some R > 1 such that v is the supersolution of problem (1.1) for x ∈ Ω R . Moreover, the asymptotic behavior of the supersolution v gives us information about the speed of vanishing of solution u at positive infinity.
Existence result for a singular Dirichlet problem
It is obvious that the investigation of the existence of radial solution for the problem (1.9)-(1.11) leads, via a suitable transformation, to the solvability of the Dirichlet problem with singularity at the end-point 1:
Remark 2.1. This is due to the fact that if
Let us note that (A2)-(A4) make the nonlinear function h in (2.1) satisfy the following assumptions:
(G3) One of the following estimates holds
Next we describe some useful observations concerning properties of solution of (2.1).
Proposition 2.1. Assume that (G1)-(G3) hold and let z be a solution of
Proof. We start with a simply observation that according to (G2), z is not identically equal to zero in [0, 1]. Since z is a solution of (2.1), we infer that z is concave in (0, 1), thus z is positive in (0, 1). Now, taking into account the fact
Rolle's Theorem leads to the existence of t 0 ∈ (0, 1) such that z (t 0 ) = 0. Moreover, using again the concavity of z we infer that z is nonincreasing in (0, 1). Finally we can derive that z (t) z (t 0 ) = 0 for t ∈ (t 0 , 1). 2 Theorem 2.1. Assume that (G1)-(G3) hold. Then there exists a positive classical solution z 0 ∈ X of (2.1) where
(i) In the case when (G3), (2.3) holds, we have the asymptotic behavior
and
(ii) In the case when (G3), (2.4) (instead of (G3), (2.3)) holds, we have the same conclusion provided that max u∈ [0,d] 
Proof. Let us consider the integral operator
with Green's function
By (G1), (G3), we infer that operator A is well defined and maps C 0 ([0, 1]) into itself. As an immediate consequence of the definition of A we get Az(0) = Az(1) = 0. Our first task is to show that operator A is completely continuous in
We prove this fact using standard reasoning (see e.g. [14] ).
Step 1: continuity of A. Let us take some 
where the last equality is due to the definition of h. Moreover it is clear that by (G3)
Therefore, the Lebesgue dominated convergence theorem leads to the conclusion that
Thus, by (2.9)
Finally A is continuous at z 0 . Since z 0 was arbitrary, we can state that A is continuous as an operator from C 0 ([0, 1]) into itself.
Step 2 
G(s, t n
uniformly with respect to z 0 ∈ B. (Analogous, we obtain the same conclusion for t n → t − 0 .) Thus we can state that the family of functions from A(B) is equicontinuous.
To check that any family of functions from A(B) is equibounded, notice that by (G3) we have
(B). With Ascoli-Arzela lemma in mind, we conclude that A(B) is relatively compact in C 0 ([0, 1]).
Step 3: A( X) ⊂ X . Let z ∈ X be fixed and consider the case when (G3), (2. 
s(1 − s)h s, z(s) ds d,
and thus in both cases our claim follows. Summarizing, we have proved that A is a completely continuous operator which maps the nonempty, closed and convex
Thus Schauder's fixed point theorem [13] implies the existence of a solution z 0 ∈ X for (2.1). Taking into account assumption (G2) we state that z 0 is nontrivial one, and further by Proposition 2.1, z 0 > 0 in (0, 1).
Step 4: asymptotic behavior of z 0 . Fix φ ∈ C 1 (0, 1) such that lim t→1 − φ(t) = 0 and lim t→1 − φ (t) = +∞. Let us note that using (G3), (2.3) or (G3), (2.4) together with the integrability of the map u → max u∈ [0,d] 
Remark 2.2. In particular, Theorem 2.1 yields the following asymptotic behavior of solutions
Existence of evanescent solutions for (1.1)
We are now in position to state and prove our main result 
Proof. It is clear that (A2)-(A4) imply (G1)-(G3)
. Then, by Theorem 2.1, there exists a positive solution z 0 ∈ X for problem (2.1) satisfying the asymptotic estimates (2.6) and (2.5). By Remark 2.1, there exists a radial solution
Taking into account the behavior of z 0 (see (2.5)), using the substitution t = 1 − x 2−n and noting that x → +∞ if and only if t → 1 − , we find that
As a consequence
as x → +∞. 
Moreover the estimate on z 0 leads to the inequality
Now we have to show that there exists R > 1 such that u 0 is a supersolution of (1.1) in Ω R . Let z 0 ∈ X be a positive solution of problem (2.1) and let t 0 ∈ (0, 1) be given in the proof of Proposition 2.1 and such that z 0 is nonincreasing in (t 0 , 1). Thus, for x ∈ Ω R and R := (1
which implies, by the nonnegativity of g g x x · ∇u 0 (x) 0 for x ∈ Ω R .
It follows that 
Further results
First notice that the strong maximum principle leads to the conclusion that u is positive in Ω R (see e.g. in [1] [2] [3] [4] [5] [6] and a simple integration leads to the estimate
for y y 0 .
Our final additional result complements the one in Proposition 2.1. 
Proposition 4.2. Assume that (G1)-(G3) hold and let z be a solution of
, which is a contradiction to Proposition 2.1. The same schema leads to the conclusion that S := sup E < 1. Summarizing: E = [I, S] and z ≡ 0 only in E. Thus, by the fact that z is nonincreasing in (0, 1), we can derive that z (t) > 0 for all t ∈ (0, I) and z (t) < 0 for all t ∈ (S, 1), which gives the required conclusion. 2 Remark 4.1. Bearing in mind the relation z (t) = v (y), the equality (4.1) in the proof of Proposition 4.2 tells us that I = S may hold for instance when ψ is increasing. In the latter case, a solution z takes only one maximal value. This condition is reminiscent of similar conditions obtained in [7] [8] [9] 11] . Though the latter condition has been improved in [9] , we have focused in this paper on the nonlinear growth of f , including sub-linear and super-linear growths, with respect to its second argument which is the novelty of this work further to the fact that f (x, 0) does not need to be identically equal to 0. 
Concluding remarks

