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Abstract
In this paper we consider the multidimensional g-fraction which is generalization of the continued g-fraction.
We investigate the convergence of such fraction in the domain
⋃
∈(−=2;=2)
{
z = (z1; z2; : : : ; zN )∈CN :
N∑
k=1
(|zk | − Re(zke−2i))¡ 2 cos2 
}
:
We construct the algorithm for expansion of the formal N -multiple power series to the corresponding multi-
dimensional g-fraction and also established the conditions of existence of such algorithm.
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1. Introduction
1.1. The continued g-fractions and their application
Some types of functional continued fractions play an important role for the expansion of holo-
morphic function to continued fractions [12,14,19]. One of them is g-fraction
E-mail address: dmytryshynr@hotmail.com (R.I. Dmytryshyn).
0377-0427/$ - see front matter c© 2003 Published by Elsevier B.V.
doi:10.1016/S0377-0427(03)00642-3
266 R.I. Dmytryshyn / Journal of Computational and Applied Mathematics 164–165 (2004) 265–284
s0
(
1 +
∞
D
n=1
gn(1− gn−1)z
1
)−1
=
s0
1 +
g1z
1 +
g2(1− g1)z
1 +
g3(1− g2)z
1 +
. . .
;
where s0 ¿ 0, g0 = 0, 0¡gn ¡ 1, n= 1;∞, z ∈C.
A continued g-fraction always converges to a function f(z) holomorphic in the cut plane G =
{z ∈C: |arg(1+ z)|¡} [19]. Wall [19] showed that the class W of all functions that are presented
by g-fractions can be characterized by two methods:
(a) f(z)∈W if and only if f(z) is nonrational function which is holomorphic in G, which has
real values for real z and which satis@es condition Re(
√
1 + zf(z))¿ 0 for z ∈G (the principal
branch of the square root is assumed);
(b) f(z)∈W if and only if there exists a bounded nondecreasing function  (t) with in@nitely
many points of increase on (0; 1) such that
f(z) =
∫ 1
0
(1 + tz)−1 d (t) for z ∈G:
Gragg [11] has established that the g-fraction converges to a function f(z), which is holomorphic
in G, at least as fast as geometric series with ratio
(z) =
∣∣∣∣ 1−
√
1 + z
1 +
√
1 + z
∣∣∣∣ :
Thus
lim sup
n→∞
|fn(z)− f(z)|1=n6 (z);
where fn(z) is nth approximant of g-fraction.
The diCerent use of the g-fractions was considered in the works by Wall [19], Thale [18], Runckel
[16] and others. In particular, for analytic extension of functions, for the @nding of zeros, poles and
domains of univalent for some analytic and meromorphic functions, for solution of the power moment
problem.
2. Branched continued fractions
It is known that the branched continued fractions are multidimensional generalization of continued
fractions [6].
The expression
b0 +
∞
D
k=1
N∑
ik=1
ai(k)
bi(k)
= b0 +
N∑
i1=1
ai(1)
bi(1) +
∑N
i2=1
ai(2)
bi(2)+
. . .
;
where i(k) = i1; i2; : : : ; ik is multiindex, b0, ai(k), bi(k) are complex numbers, is called a branched
continued fraction (BCF).
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A BCF is said to converge, if there exists a @nite limit of its nth approximants fn for n → ∞,
where
fn = b0 +
n
D
k=1
N∑
ik=1
ai(k)
bi(k)
:
The @rst criteria for convergence of BCF were given in [6]. The basic idea applied in justifying
these criteria was borrowed from the theory of continued fractions, where the basic convergence
criteria are proved using linear recurrent formulas for the numerators and denominators of the ap-
proximants.
The methods applied in the study of the convergence of continued fractions do not carry over to the
multidimensional case. Formula for the diCerence of two approximants, proposed in [2], has formed
the basis for the development of the following methods of studying the convergence of BCF: the
method of majorants, the method of fundamental inequalities, and the method of inequalities of mean
harmonic type. The general method of studying the convergence of sequence of analytic functions,
based on the Stieltjes–Vitali theorem and its multidimensional generalizations [2], is also applied in
proving the convergence of branched continued fractions.
A survey of research on the theory of convergence of BCF was given in [4].
Functional BCF are being studied parallel to the studies of BCF of general form. The methods of
investigation of numbering BCF do carry over to the functional BCF.
The criteria of uniform convergence of the functional BCF of general form
b0(z) +
∞
D
k=1
N∑
ik=1
ai(k)(z)
bi(k)(z)
;
where b0(z), ai(k)(z), bi(k)(z) are multiple variables functions given in domain D ⊂ CN ,
z = (z1; z2; : : : ; zN )∈CN , were established in [2].
One of the methods of expansion of the multiple variables functions, given by multiple power
series, to the BCF is the construction of corresponding BCF: two-dimensional continued fractions
and BCF with inequivalent variables [7,13,15,17].
Let
fn(z) =
Pmn(z)
Qln(z)
; n= 1; 2; 3; : : : ;
where Pmn(z), Qln(z) are polynomials of degrees mn and ln, respectively, be a sequence of the
rational functions of multiple variables. The function fn(z) expands to the formal multiple power
series (FMPS) in neighborhood of zero, if the denominator Qln(z) is not equal to zero in the point
z = (0; : : : ; 0).
The rational function fn(z) is called corresponding to FMPS
f(z) =
∞∑
i1 ; i2 ;:::; iN=0
si1 ;i2 ;:::;iN z
i1
1 z
i2
2 : : : z
iN
N
with order of correspondence n, if the expansion fn(z) to FMPS converges with f(z) for all
homogeneous polynomials to the degree n − 1 inclusively. The sequence {fn(z)} corresponds to
FMPS, if limn→+∞ n =+∞.
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The correspondence BCF to FMPS f(z) means that the sequence of approximants of BCF corre-
sponds to f(z).
The coeHcients of functional BCF is said to satisfy condition (’), if the coeHcients of multiindices
diCer from each other only by permutation of indices are equal to one another.
We should remark that the condition (’) for coeHcients of functional BCF is connected with
mapping ’ that will be de@ned later.
The corresponding BCF with linear partial numerators
c0 +
∞
D
k=1
N∑
ik=1
ci(k)zik
1
;
where ci(k) are complex numbers, z∈CN , moreover the coeHcients ci(k) satisfy condition (’), is
constructed in [3].
For example, if N = 2, then the condition (’) for coeHcients ci(k) has the form
c12 = c21; c112 = c121 = c211; c122 = c212 = c221; : : : :
3. The multidimensional g-fraction
BCF of the form
s0
1 +
N∑
i1=1
gi(1)zi1
1 +
N∑
i2=1
(1− gi(1))gi(2)zi2
1 +
N∑
i3=1
(1− gi(2))gi(3)zi3
1 +
· · · ; (1)
where s0 ¿ 0, 0¡gi(k) ¡ 1, k=1;∞, ip=1; N , p=1; k, z∈CN , is called multidimensional g-fraction
[2].
The @rst criteria for convergence of multidimensional generalizations of g-fractions were given
in [2], where the circular domain of convergence for suggested generalization was investigated. In
particular, the convergence for multidimensional g-fractions in the domain
Q = {z∈CN : |zk |¡ 1=N; k = 1; N}
was investigated there. The convergence for multidimensional g-fractions in the domain
P; = {z∈CN : |zk | − Re(zke−2i)¡ 2N−1(1−  )2 cos2 ; k = 1; N};
where −=2¡¡=2, 0¡ ¡ 1, was investigated in [1].
By means of the properties of multidimensional linear fractional transformations, the following
statement is proved in [5].
Proposition 1. The even part of a multidimensional -fraction
0
1 +
∑N
i=1 zi −
N∑
i1=1
zi1
1 +
i(1)
1 +
∑N
i=1 zi −
N∑
i2=1
zi2
1 +
i(2)
1 +
∑N
i=1 zi −
· · · ; (2)
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where all i(k) ¿ 0, z∈CN ,
∑N
i=1 zi = −1, is the multidimensional g-fraction (1), where s0 = 0,
gi(k) = i(k)=(1 + i(k)), k = 1;∞, ip = 1; N , p= 1; k, z∈CN .
On the basis of Proposition 1 it is established that the multidimensional g-fraction (1) converges
to a function g(z), which is holomorphic in the domain Q1 ∩ Q2 [8], where
Q1 =
{
z∈CN :
N∑
k=1
|zk |¡ 4− 2T
N∑
k=1
(|zk | − Rezk)
}
;
Q2 =
{
z∈CN :
N∑
k=1
(|zk | − Rezk)¡ 2
}
;
T = sup
n∈N

1−
(
1 +
∞∑
r=n
#n#n+1 : : : #r
)−1
 ;
#r =max{gi(r)=(1− gi(r)): ip = 1; N ; p= 1; r}; (3)
at least as fast as a geometric series with q, where 0¡q¡ 1, q= q(K), K is an arbitrary compact
subset of this domain.
Let
A(z) =
∑
|m(N )|¿0
(−1)|m(N )|am(N )zm(N ) (4)
be a formal N -multiple power series, where m(N ) = m1; : : : ; mN is multiindex, mi ∈Z+, i = 1; N ,
|m(N )|= m1 + · · ·+ mN , z∈CN , zm(N ) = zm11 · : : : · zmNN , am(N ) ∈R, moreover a0(N ) = a0; :::;0 = s0.
The correspondence of the multidimensional g-fraction (1) to formal N -multiple power series (4)
means that the expansion of each nth approximant, n = 1; 2; : : : ; to formal N -multiple power series
converges with given series for all homogeneous polynomials to the degree n−1 inclusively (n=n).
The following statement is proved in [9].
Theorem 1. For the multidimensional g-fraction (1) there exists the unique formal N -multiple
power series of form (4), to which this fraction will correspond.
Also in this work it is established that the sum of formal N -multiple power series, which corre-
sponds to the multidimensional g-fraction, has the same value as this fraction in domain Q.
4. The convergence of the multidimensional g-fraction
The following theorem is about the convergence of multidimensional g-fraction (1) in domain
P =
⋃
∈(−=2;=2)
P; (5)
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where
P =
{
z∈CN :
N∑
k=1
(|zk | − Re(zke−2i))¡ 2 cos2 
}
:
Theorem 2. The multidimensional g-fraction (1) converges to a function g(z) in the domain (5),
moreover the convergence is uniform on each compact subset of this domain.
Proof. Let  be an arbitrary number in the interval (−=2; =2). We introduce the notation
F (s)i(s) = 1 +
N∑
i=1
zi;
F (s)i(p) = 1 +
N∑
i=1
zi −
N∑
ip+1=1
zip+1
1 +
i(p+1)
1 +
∑N
i=1 zi −
· · · −
N∑
is−1=1
zis−1
1 +
i(s−1)
1 +
∑N
i=1 zi −
N∑
is=1
zis
1
;
where s= 0;∞, p= 0; s− 1, ik = 1; N , k = 1; s, i(0) = 0,
G(s)i(s) = 1; G
(s)
i(p) = 1 +
i(p)
1 +
∑N
i=1 zi −
N∑
ip+1=1
zip+1
1 +
· · ·
+
i(s−1)
1 +
∑N
i=1 zi −
N∑
is=1
zis
1
;
where s=1;∞, p=1; s− 1, ik =1; N , k=1; s, for the remainders of the multidimensional -fraction
(2). Under this notation the following recurrent relations hold
F (s)i(p) = 1 +
N∑
i=1
zi −
N∑
ip+1=1
zip+1
G(s)i(p+1)
; (6)
where s= 0;∞, p= 0; s− 1, ik = 1; N , k = 1; s, i(0) = 0,
G(s)i(p) = 1 +
i(p)
F (s−1)i(p)
; (7)
where s= 1;∞, p= 1; s− 1, ik = 1; N , k = 1; s.
Using relations (6) and (7), by mathematical induction we show that the following inequalities
are valid:
Re(F (r)i(n)e
−i)¿Dr−1n+1(#; z) cos ¿ 0; r = 1;∞; n= 0; r − 1; ip = 1; N ; p= 1; n; (8)
where
Dmn (#; z) =


1 +
m
D
r=n
−#r
∑N
k=1 {((|zk | − Re(zke−2i))=2 cos2 )}
1 + #r
if n6m;
1 if n¿m;
#r is de@ned by (3).
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For n= r−1 relations (8) are obvious. By induction hypothesis that (8) hold for n=p+1, where
p+ 16 r − 1, we prove (8) for n= p. Indeed, the implement of the relations (6) and (7) lead to
F (r)i(p)e
−i =
(
1 +
N∑
i=1
zi
)
e−i −
N∑
ip+1=1
zip+1e
−i
G(r)i(p+1)
= e−i +
N∑
ip+1=1
i(p+1)zip+1e
−2i
(i(p+1) + F
(r)
i(p+1))e−i
:
In the proof of Lemma 4.41 [12] it is shown that for x¿ c¿ 0 and v26 4u+ 4
min−∞¡y¡∞Re
u+ iv
x + iy
=−
√
u2 + v2 − u
2x
: (9)
Using relation (9), where
u= Re(i(p+1)zip+1e
−2i); v= Im(i(p+1)zip+1e
−2i);
x = Re((i(p+1) + F
(r)
i(p+1))e
−i); y = Im((i(p+1) + F
(r)
i(p+1))e
−i);
and the induction hypothesis, we obtain
Re(F (r)i(p)e
−i)¿ cos −
N∑
ip+1=1
i(p+1)(|zip+1 | − Re(zip+1e−2i))
2(i(p+1) cos + Re(F
(r)
i(p+1)e−i))
¿
(
1−
N∑
k=1
#p+1(|zk | − Re(zke−2i))
2(#p+1 + Dr−1p+2(#; z)) cos2 
)
cos = Dr−1p+1(#; z) cos ¿ 0:
From relations (6)–(8) it follows, that F (r)i(n) = 0, G(r)i(n) = 0 for all indices.
By equivalent transformations we reduce the fraction D∞1 (#; z) to the form
1 +
∞
D
r=1
−dr(1− dr−1)
∑N
k=1{((|zk | − Re(zke−2i))=2 cos2 )}
1
; (10)
where d0 = 0, dr = #r=(1+ #r), r=1;∞. With the proof of Theorems 11.1–11.3 [19] it follows that
the continued fraction (10) converges unconditionally, its sequence of approximants is decreasing
monotonically and its value is not less than
1− T
N∑
k=1
|zk | − Re(zke−2i)
2 cos2 
:
Since according to Proposition 1 multidimensional g-fraction (1) is the even part of a multidi-
mensional -fraction (2), we write its nth approximant gn(z) in the form
gn(z) =
s0
F (n)0
:
Inequalities (8) imply that the approximants gn(z), n= 1;∞, of the multidimensional g-fraction (1)
form the sequence of functions holomorphic in domain (5).
Let P;C be a domain contained in P
P;C =
{
z∈CN :
N∑
n=1
(|zn| − Re(zne−2i))¡ 2C cos2 
}
; 0¡C ¡ 1: (11)
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Applying each
|Dmn (#; z)|¿ 1− CT
(see proof of Theorems 11.1–11.3 [19]) and inequalities (8), for the arbitrary z ∈P;C and gn(z),
n6 1, we obtain
|gn(z)|6 s0(1− CT ) cos  =M (P;C);
where the constant M (P;C) depends only on the domain P;C , i.e. the sequence {gn(z)} is uniformly
bounded in the domain of form (11).
Let K be an arbitrary compact subset of domain (5). Cover K with the domain of form (11).
From this cover we choose the @nite subcover {Pj;Cj}sj=1. Let
M (K) = max{M (Pj;Cj): j = 1;∞}:
Then for arbitrary z ∈K and gn(z), n¿ 1, we obtain
|gn(z)|6M (K);
i.e. the sequence {gn(z)} is uniformly bounded on each compact subset of the domain (5).
According to Theorem 1 [10] the multidimensional g-fraction (1) converges in the domain
0r =
{
z∈CN :
N∑
i=1
|zi|¡r¡ 1
}
:
Evidently 0r ⊂ P for each 0¡r¡ 1, in particular, say 01=2 ⊂ P. Applying Theorem 2.17 [2],
we come to the conclusion that the multidimensional g-fraction (1) converges uniformly on each
compact subset of domain (5). The theorem is now proved.
We should remark that the domain P will be identical to domain G, if N = 1.
5. The expansion the N -multiple power series to corresponding multidimensional g-fraction
We construct the algorithm of expansion the formal N -multiple power series to corresponding
multidimensional g-fraction.
With the condition of correspondence between multidimensional g-fraction and N -multiple power
series we come to the conclusion that the coeHcients of series (4) are uniquely determined by
the coeHcients of fraction (1) but not conversely. Let the coeHcients gi(k) of multidimensional
g-fraction (1) corresponding to given formal N -multiple power series (4) satisfy the condition (’).
Also without losing generality we put a0(N ) = s0 = 1.
Let us introduce the following sets of multiindices for writing of such fraction
I = {i(k) = i1; i2; : : : ; ik : k = 1;∞; ip = 1; N ; p= 1; k};
J= {j(N ): j(N ) = j1; j2; : : : ; jN ; jp ∈Z+; p= 1; N};
Jk = {j(N ): j(N )∈J; |j(N )|= k}; k = 0;∞:
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And now, let us de@ne arithmetical operations on the set J componentwise. If
r(N ) = r1; r2; : : : ; rN ∈J; s(N ) = s1; s2; : : : ; sN ∈J; k ∈Z+;
then
r(N ) + s(N ) = r1 + s2; r1 + s2; : : : ; rN + sN ; kr(N ) = kr1; kr2; : : : ; krN :
Let ek = 2k;1; : : : ; 2k;N be the elements of set J, k = 1; N , 2k;j be a Kronecker symbol, j = 1; N ,
and let i˜k = eik ,
i˜∗k = i˜1 + i˜2 + · · ·+ i˜k ; 16 ik6N; k ∈N; i˜0 = (0; : : : ; 0):
We consider a mapping ’ :I→ J such that
j(N ) = ’(i(k)) = i˜1 + · · ·+ i˜k = i˜∗k
for all i(k)∈I.
Let gi(k) = q˜i ∗k . Then we write the multidimensional g-fraction (1) with the coeHcients that satisfy
the condition (’) in the form(
1 +
∞
D
k=1
N∑
ik=1
q˜i ∗k (1− q˜i∗k−1)zik
1
)−1
; (12)
where q˜i∗0 = q0 = 0, 0¡q˜i ∗k ¡ 1, i˜
∗
k = ’(i(k)), i(k)∈I, z∈CN .
Let us consider the following problem. It consists of construction of the formal N -multiple power
series of form (4) corresponding to given multidimensional g-fraction (12) with coeHcients that
satisfy the condition (’).
Let j(N ) = i˜∗k be an element of set Jk . Let
Aj(N )(z) =
∑
|m(N )|¿0
(−1)|m(N )|aj(N )m(N )zm(N )
series corresponding to fraction 1=Gj(N )(z), where
Gj(N )(z) = 1 +
∞
D
r=k+1
N∑
ir=1
q˜i∗r (1− q˜i∗r−1)zir
1
; (13)
and let
Bj(N )(z) =
∑
|m(N )|¿0
(−1)|m(N )|bj(N )m(N )zm(N )
be reciprocal to series Aj(N )(z), i.e.
Aj(N )(z)Bj(N )(z) ≡ 1: (14)
We remark that the existence of the series Aj(N )(z) follows from the Theorem 1, and series Bj(N )(z)
follows from aj(N )0(N ) = b
j(N )
0(N ) = 1 .
The following lemma is about the corresponding of reciprocal series and fractions.
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Lemma 1. Let j(N ) be an element of set Jk . Let series Aj(N )(z) correspond to fraction 1=Gj(N )(z).
Then the series Bj(N )(z), which is reciprocal to series Aj(N )(z), correspond to fraction Gj(N )(z).
Proof. Let n be an arbitrary natural number. Let q(n)j(N )(z) be the nth approximant of BCF 1=Gj(N )(z).
Let
C(n)j(N )(z) =
∑
|m(N )|¿0
(−1)|m(N )|cj(N )m(N )(n)zm(N );
D(n)j(N )(z) =
∑
|m(N )|¿0
(−1)|m(N )|dj(N )m(N )(n)zm(N )
be the expansion of approximants of BCF 1=Gj(N )(z) and Gj(N )(z), respectively, to formal multiple
power series.
According to the de@nition of correspondence between BCF and multiple power series for |m(N )|6
n − 1 we have cj(N )m(N )(n) = aj(N )m(N ). Since (q(n)j(N )(z))−1q(n)j(N )(z) ≡ 1, then C(n)j(N )(z)D(n)j(N )(z) ≡ 1 in some
neighborhood of zero. As series Bj(N )(z) is reciprocal to series Aj(N )(z), we have d
j(N )
m(N )(n) = b
j(N )
m(N ),
if |m(N )|6 n − 1. By virtue of arbitrary n we come to the conclusion that the series Bj(N )(z) is
corresponding to fraction Gj(N )(z). The lemma is now proved.
Equating the coeHcients for identical degree zm(N ) in relation (14), we obtain
bj(N )m(N ) + a
j(N )
m(N ) + 2
j(N )
m(N ) = 0; (15)
where
2j(N )m(N ) =
∑
s(N )+r(N )=m(N )
bj(N )s(N )a
j(N )
r(N ); (16)
r(N ), s(N ), m(N )∈J, moreover |s(N )|¿ 1, |r(N )|¿ 1, |m(N )|¿ 2 and this sum is taken at all
possible s(N ), r(N ). If |m(N )|6 1, then 2j(N )m(N ) = 0.
We de@ne the following values:
#m(N ) =
N∑
i=1
qm(N )−ei(1− qm(N )−ei)#m(N )−ei ; |m(N )|¿ 2; (17)
with starting conditions: #ei = 1, i = 1; N , #n(N ) = qn(N ) = 0, if there exists an index nk , 16 k6N ,
of multiindex n(N ) such that nk ¡ 0. Let
0(r)m(N ) =
N∑
i1=1
q˜i1
N∑
i2=1
q˜i∗2 (1− q˜i1) : : :
N∑
ir=1
q˜i∗r (1− q˜i∗r−1)2
i˜∗r
m(N )−˜i∗r ; (18)
where |m(N )|¿ 3, r=1; |m(N )| − 2, the 2j(N )n(N ) are de@ned by (16), n(N )+j(N )=m(N ), 16 |j(N )|6
|m(N )| − 2.
The following lemma is about the relation between the coeHcients of multidimensional g-fraction
(12).
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Lemma 2. The following relations hold for the coe8cients of multidimensional g-fraction (12)
which satisfy the condition (’)
N∑
i=1
qp(N )−ei(1− qp(N )−ei)#p(N )−ei =
N∑
i1=1
q˜i1(1− q˜i1) : : :
N∑
ik−1=1
q˜i∗k−1(1− q˜i∗k−1)#p(N )−˜i∗k−1 ; (19)
where p(N )∈Jk , k = 2;∞, the #m(N ) are de9ned by (17).
Proof. Let p(N )∈J2. Then p(N ) = 2er or p(N ) = er + es for r and s, 16 r6N , 16 s6N ,
s = r. In the @rst case we have
N∑
i=1
q2er−ei(1− q2er−ei)#2er−ei = qer (1− qer) =
N∑
i1=1
q˜i1(1− q˜i1)#2er−˜i1 :
If p(N ) = er + es, then
N∑
i=1
qer+es−ei(1− qer+es−ei)#er+es−ei = qer (1− qer) + qes(1− qes) =
N∑
i1=1
q˜i1(1− q˜i1)#er+es−˜i1 :
Let relations (19) hold for each multiindex p(N ), |p(N )|= k. For an arbitrary multiindex p(N )∈
Jk+1 we have
N∑
i=1
qp(N )−ei(1− qp(N )−ei)#p(N )−ei
=
N∑
i=1
qp(N )−ei(1− qp(N )−ei)
N∑
i1=1
q˜i1(1− q˜i1) : : :
N∑
ik−1=1
q˜i∗k−1(1− q˜i∗k−1)#p(N )−ei−˜i∗k−1
=
N∑
i1=1
q˜i1(1− q˜i1) : : :
N∑
ik−1=1
q˜i∗k−1(1− q˜i∗k−1)
N∑
i=1
qp(N )−ei(1− qp(N )−ei)#p(N )−ei−˜i∗k−1 :
We show that the relation
N∑
i=1
qp(N )−ei(1− qp(N )−ei)#p(N )−ei−˜i∗k−1 =
N∑
ik=1
q˜i ∗k (1− q˜i ∗k )#p(N )−˜i ∗k (20)
holds for an arbitrary multiindex i˜∗k−1.
From formula (20) we obtain (19), if p(N )∈Jk+1.
Let p(N ) − i˜∗k−1 = n(N ). Since |p(N )| = k + 1, |˜i∗k−1| = k − 1 then for the multiindex n(N ) we
have the following cases:
(1) n(N ) = 2er for r, 16 r6N ;
(2) n(N ) = er + es for r and s, 16 r6N , 16 s6N , r = s;
(3) there exists an index np, 16p6N , of multiindex n(N ) such that np ¡ 0.
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In the @rst and second case, respectively, we have
N∑
i=1
qp(N )−ei(1− qp(N )−ei)#p(N )−ei−˜i∗k−1
= q˜i∗k−1+er (1− q˜i∗k−1+er) =
N∑
ik=1
q˜i ∗k (1− q˜i ∗k )#p(N )−˜i ∗k ;
N∑
i=1
qp(N )−ei(1− qp(N )−ei)#p(N )−ei−˜i∗k−1
= q˜i∗k−1+er (1− q˜i∗k−1+er) + q˜i∗k−1+es(1− q˜i∗k−1+es) =
N∑
ik=1
q˜i ∗k (1− q˜i ∗k )#p(N )−˜i ∗k :
Relation (20) is obvious in case (3). The lemma is now proved.
Remark 1. The following relations hold for the coeHcients of multidimensional g-fraction (12)
which satisfy the condition (’) and the coeHcients of formal N -multiple power series (4)
N∑
ik=1
q˜i ∗k a
i˜ ∗k
p(N )−˜i ∗k
= qp(N )#p(N )−˜i∗k−1 ;
where p(N )∈Jk , #m(N ) are de@ned by (17), ai˜
∗
k
0(N ) = 1, a
i˜ ∗k
r(N ) = 0, if there exists an index rk ,
16 k6N , of multiindex r(N ) such that rk ¡ 0.
The following theorem is the development of the algorithm for computing the coeHcients of
multiple power series of the corresponding BCF which is constructed in the work [3].
Theorem 3. The coe8cients am(N ) of formal N -multiple power series (4) corresponding to multidi-
mensional g-fraction (12) with coe8cients that satisfy the condition (’) are computed by formulas
a0(N ) = 1,
am(N ) = qm(N )#m(N ) −
|m(N )|−2∑
r=1
0(r)m(N ) − 2m(N ); (21)
where m(N )∈J, m(N ) = 0(N ), the #m(N ), 0(r)m(N ), 2m(N ) are de9ned by (17), (18) and (16),
respectively.
Proof. Let j(N ) be an arbitrary element of set J. Then, according to (13) we have
Gj(N )(z) = 1 +
N∑
i=1
qj(N )+ei(1− qj(N ))zi
Gj(N )+ei(z)
:
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According to Lemma 1 we obtain the analogical relations for the series corresponding to fractions
Gj(N )(z), Gj(N )+ei(z)
Bj(N )(z) = 1 +
N∑
i=1
qj(N )+ei(1− qj(N ))ziAj(N )+ei(z): (22)
Equating the coeHcients of identical degrees zm(N ), we obtain
bj(N )m(N ) =−
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+eim(N )−ei ; (23)
where bs(N )0(N ) = a
s(N )
0(N ) = 1, b
0(N )
s(N ) = bs(N ), a
0(N )
s(N ) = as(N ), s(N )∈J; as(N )r(N ) = 0 if there exists an index rk ,
16 k6N , of miltiindex r(N ) such that rk ¡ 0, s(N )∈J. By formula (15) we write the relation
(23) in the form
aj(N )m(N ) =
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+eim(N )−ei − 2
j(N )
m(N ): (24)
If j(N ) = 0(N ), then 2j(N )m(N ) = 2m(N ).
Using formulas (15)–(18) and (24) we compute the elements aj(N )m(N ), b
j(N )
m(N ), 2
j(N )
m(N ) for all possible
multiindices m(N ) = 0(N ), m(N )∈J, j(N )∈J. We shall compute these elements step by step. On
the kth step, k =1;∞, we @nd all aj(N )m(N ), bj(N )m(N ), 2j(N )m(N ) such that |m(N )+ j(N )|= k, m(N ); j(N )∈J,
m(N ) = 0(N ).
On the @rst step we have
20(N )m(N ) = 0; a
0(N )
m(N ) = am(N ) =−bm(N ) = qm(N ); |m(N )|= 1:
Let all the elements aj(N )m(N ), b
j(N )
m(N ), 2
j(N )
m(N ) such that |j(N ) + m(N )|6 k − 1, m(N ) = 0(N ) be
computed. We compute all the elements aj(N )m(N ), b
j(N )
m(N ), 2
j(N )
m(N ) for condition |j(N ) + m(N )|= k. Since
in formula (16) |s(N )|¿ 1, |r(N )|¿ 1, then |j(N )+s(N )|6 k−1, |j(N )+r(N )|6 k−1. Therefore
elements 2j(N )m(N ) are computed by b
j(N )
s(N ) and a
j(N )
r(N ), which were computed on the previous steps. From
relation (15) it follows that we may @nd the elements bj(N )m(N ), if elements a
j(N )
m(N ) are computed, since
2j(N )m(N ) are already computed. The elements a
j(N )
m(N ) we compute using recurrent formula (24).
If m(N )∈J1, then
aj(N )m(N ) = qm(N )+j(N )(1− qj(N )):
If m(N )∈J2, then
aj(N )m(N ) =
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+eim(N )−ei − 2
j(N )
m(N );
where the aj(N )+eim(N )−ei were computed on the previous steps, since (m(N )− ei)∈J1 or a
j(N )+ei
m(N )−ei = 0.
278 R.I. Dmytryshyn / Journal of Computational and Applied Mathematics 164–165 (2004) 265–284
Continuing the process of iteration for m(N )∈Jk we have
a0(N )m(N ) = am(N ) =
N∑
i=1
qeia
ei
m(N )−ei − 2m(N ):
We now show that from the last relation we obtain formula (21).
Let m(N ) be an arbitrary miltiindex of set Jk . Then
am(N ) =
N∑
i1=1
q˜i1a
i˜1
m(N )−˜i1 − 2m(N )
=
N∑
i1=1
q˜i1
(
N∑
i2=1
q˜i∗2 (1− q˜i1)a
i˜∗2
m(N )−˜i∗2
− 2i˜1
m(N )−˜i1
)
− 2m(N ):
Using notation (18) we obtain
am(N ) =
N∑
i1=1
q˜i1
N∑
i2=1
q˜i∗2 (1− q˜i1)a
i˜∗2
m(N )−˜i∗2
− 0(1)m(N ) − 2m(N )
=
N∑
i1=1
q˜i1
N∑
i2=1
q˜i∗2 (1− q˜i1)
(
N∑
i3=1
q˜i∗3 (1− q˜i∗2 )a
i˜∗3
m(N )−˜i∗3
− 2i˜∗2
m(N )−˜i∗2
)
− 0(1)m(N )
− 2m(N ) = · · ·=
N∑
i1=1
q˜i1
N∑
i2=1
q˜i∗2 (1− q˜i1) : : :
N∑
ik−1=1
q˜i∗k−1(1− q˜i∗k−2)a
i˜∗k−1
m(N )−˜i∗k−1
−
|m(N )|−2∑
r=1
0(r)m(N ) − 2m(N ):
According to Remark 1 and Lemma 2 we obtain formula (21). The theorem is now proved.
Now, let us consider the following problem. It consists of construction of multidimensional
g-fraction (12) with coeHcients that satisfy condition (’) corresponding to a given formal N -
multiple power series of the form (4), where a0(N ) = 1.
Using formulas (15)–(18), (21) and (24) we show that by putting some conditions on the co-
eHcients of formal N -multiple power series (4) we may compute the coeHcients of multidimen-
sional g-fraction (12). The coeHcients fraction (12) we shall compute step by step. On the kth step,
k=1;∞, we shall @nd all the coeHcients qm(N ), the elements aj(N )n(N ), bj(N )n(N ), 2j(N )n(N ) such that m(N )∈Jk
and n(N ); j(N )∈J, |n(N ) + j(N )|= k, n(N ) = 0(N ), j(N ) = 0(N ).
On the @rst step we have qm(N ) = am(N ), |m(N )| = 1. On the second step from formula (21) we
obtain
qm(N )#m(N ) = am(N ) + 2m(N )
R.I. Dmytryshyn / Journal of Computational and Applied Mathematics 164–165 (2004) 265–284 279
for m(N )∈J2. Since |m(N )| = 2, then m(N ) = 2˜i1 or m(N ) = i˜1 + i˜2 for i1 and i2, 16 ip6N ,
p= 1; 2, i1 = i2. Therefore
#2˜i1 = q˜i1(1− q˜i1) = a˜i1(1− a˜i1);
#˜i1+˜i2 = q˜i1(1− q˜i1) + q˜i2(1− q˜i2) = a˜i1(1− a˜i1) + a˜i2(1− a˜i2):
For elements 2m(N ) from relation (16) and (15) we @nd
22˜i1 = a˜i1 b˜i1 =−a2i˜1 ; 2˜i1+˜i2 = a˜i1 b˜i2 + a˜i2 b˜i1 =−2a˜i1 a˜i2
for j(N ) = 0(N ).
Let #m(N ) = 0 for m(N )∈J2. Then
qm(N ) =
am(N ) + 2m(N )
#m(N )
or
q2˜i1 =
a2˜i1 − a2i˜1
a˜i1(1− a˜i1)
; q˜i1+˜i2 =
a˜i1+˜i2 − 2a˜i1 a˜i2
a˜i1(1− a˜i1) + a˜i2(1− a˜i2)
;
where ip = 1; N , p= 1; 2, i1 = i2.
We compute all elements aj(N )n(N ), b
j(N )
n(N ), 2
j(N )
n(N ) such that |n(N ) + j(N )| = 2, n(N ) = 0(N ), j(N ) =
0(N ). From relation (15) it follows that we may @nd elements bj(N )n(N ), if elements a
j(N )
n(N ) are computed,
since 2j(N )n(N ) = 0 for |n(N ) + j(N )|= 2, n(N ) = 0(N ), j(N ) = 0(N ).
If n(N ) + j(N )∈J2 and n(N ) = 0(N ), j(N ) = 0(N ), then, using (24), we have
aj(N )n(N ) =
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+ein(N )−ei = qj(N )+n(N )(1− qj(N ));
where coeHcients qj(N )+n(N ) and qj(N ) are computed.
Let coeHcients qm(N ) and elements a
j(N )
n(N ), b
j(N )
n(N ), 2
j(N )
n(N ) such that |m(N )|6 k−1, |j(N )+n(N )|6 k−1,
n(N ) = 0(N ), j(N ) = 0(N ), and also that #m(N ) = 0, |m(N )|6 k−1, be computed. We compute all
elements qm(N ), a
j(N )
n(N ), b
j(N )
n(N ) and 2
j(N )
n(N ) for |m(N )|=k, |j(N )+n(N )|=k, n(N ) = 0(N ), j(N ) = 0(N ).
From formula (21), where m(N )∈Jk , we obtain
qm(N )#m(N ) = am(N ) +
|m(N )|−2∑
r=1
0(r)m(N ) + 2m(N ):
Let m(N ) be an arbitrary multiindex of set Jk . From relation (17) and according to Lemma 2 it
follows that
#m(N ) =
N∑
i1=1
q˜i1(1− q˜i1) : : :
N∑
ik−1=1
q˜i∗k−1(1− q˜i∗k−1)#m(N )−˜i∗k−1 :
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Since i˜∗k−1 ∈Jk−1, #m(N )−˜i∗k−1 is equal to zero or one then, according to hypothesis, all the coeHcients
q˜i∗p of the last relation are computed. Using (16) for j(N ) = 0(N ), we have
2m(N ) =
∑
s(N )+r(N )=m(N )
bs(N )ar(N ):
Therefore elements 2m(N ) are computed by coeHcients ar(N ) of given series (4) and coeHcients
bs(N ) reciprocal to it. Since in relation (16) |s(N )|¿ 1 and |r(N )|¿ 1, then |s(N ) + j(N )|6 k − 1,
|r(N ) + j(N )|6 k − 1 for |n(N ) + j(N )|= k, s(N ) + r(N ) = n(N ). Therefore all the elements 2j(N )n(N ),
|j(N ) + n(N )| = k, n(N ) = 0(N ), j(N ) = 0(N ), are computed by using bj(N )s(N ) and aj(N )r(N ), which are
computed on previous steps. Using (18) for an arbitrary r, 16 r6 |m(N )| − 2, we have
0(r)m(N ) =
N∑
i1=1
q˜i1
N∑
i2=1
q˜i∗2 (1− q˜i1) : : :
N∑
ir=1
q˜i∗r (1− q˜i∗r−1)2
i˜∗r
m(N )−˜i∗r :
All the coeHcients q˜i∗p , i˜
∗
p ∈Jp, 16p6 r, and elements 2i˜
∗
r
m(N )−˜i∗r of the last relation are computed,
since r ¡k, |m(N )− i˜∗r + i˜∗r |= k.
Let #m(N ) = 0. Then
qm(N ) =
am(N ) +
∑|m(N )|−2
r=1 0
(r)
m(N ) + 2m(N )
#m(N )
:
We compute all the elements aj(N )n(N ), b
j(N )
n(N ) for |n(N )+j(N )|=k, n(N ) = 0(N ), j(N ) = 0(N ). Using
relation (15), it is suHcient to @nd only all aj(N )n(N ), |n(N ) + j(N )|= k, n(N ) = 0(N ), j(N ) = 0(N ).
If n(N )∈J1, then
aj(N )n(N ) =
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+ein(N )−ei = qj(N )+n(N )(1− qj(N ));
where the coeHcients qj(N )+n(N ) and qj(N ) are computed since |n(N ) + j(N )|= k, |j(N )|= k − 1.
If n(N )∈J2, then
aj(N )n(N ) =
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+ein(N )−ei − 2
j(N )
n(N );
where elements qj(N )+ei , qj(N ), a
j(N )+ei
n(N )−ei , 2
j(N )
n(N ) are computed, since |j(N ) + ei|= k − 1, |j(N )|= k − 2
and (n(N )− ei)∈J1 or aj(N )+ein(N )−ei = 0.
Continuing process of iteration for n(N )∈Jk−1 we have
aj(N )n(N ) =
N∑
i=1
qj(N )+ei(1− qj(N ))aj(N )+ein(N )−ei − 2
j(N )
n(N );
where all values in the right part of relation are computed on previous steps, since |j(N ) + ei|= 2,
|j(N )|= 1 and (n(N )− ei)∈Jk−2 or aj(N )+ein(N )−ei = 0.
Thus we constructed the recurrent algorithm for computing coeHcients of multidimensional g-
fraction (12), which satisfy condition (’), corresponding to formal N -multiple power series (4).
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Remark 2. It follows from the constructed algorithm of coeHcients of multidimensional g-fraction
(12), which satisfy condition (’), corresponding to formal N -multiple power series (4), where
a0(N ) = 1, for an arbitrary multiindex m(N )∈J, m(N ) = 0(N ):
(1) values 2m(N ), #m(N ), 0
(r)
m(N ), r = 1; |m(N )| − 2, are functions of the coeHcients an(N ) of series
(4), where |n(N )|¡ |m(N )|, np6mp, p= 1; N , i.e.
2m(N ) = 2m(N )(: : : ; an(N ); : : :); n(N ) ≺ m(N ); (25)
#m(N ) = #m(N )(: : : ; an(N ); : : :); n(N ) ≺ m(N ); (26)
0(r)m(N ) = 0
(r)
m(N )(: : : ; an(N ); : : :); r = 1; |m(N )| − 2; n(N ) ≺ m(N ); (27)
(2) coeHcients qm(N ) of multidimensional g-fraction (12) are functions of the coeHcients an(N ) of
series (4), where |n(N )|6 |m(N )|, np6mp, p= 1; N , i.e.
qm(N ) = qm(N )(: : : ; an(N ); : : :); n(N )  m(N ):
Real formulas for functions (25)–(27) are inexpedient to be written in connection with their
complication.
We show that the constructed multidimensional g-fraction (12) correspond to formal N -multiple
power series (4), where a0(N ) =1. Let qk(z) be kth approximant of multidimensional g-fraction (12).
We have q1(z) = 1 and
qk(z) =
(
1 +
k−1
D
n=1
N∑
in=1
q˜i∗n (1− q˜i∗n−1)zin
1
)−1
for k¿ 2: (28)
From relation (23) for m(N ) = i˜∗n − i˜∗n−1, j(N ) = i˜∗n−1, n¿ 2, n∈N, we @nd
b
i˜∗n−1
i˜∗n −˜i∗n−1
=−q˜i∗n (1− q˜i∗n−1):
Convolving fraction (28) step by step from bottom to the top for an arbitrary multiindex i˜∗k−2 we
obtain
1 + N∑
ik−1=1
q˜i∗k−1(1− q˜i∗k−2)zik−1


−1
=

1− N∑
ik−1=1
b
i˜∗k−2
i˜∗k−1−˜i∗k−2
zik−1


−1
= 1−
N∑
ik−1=1
a
i˜∗k−2
i˜∗k−1−˜i∗k−2
zik + (z
2);
where (zp) is a symbolic mark for some formal multiple power series, the minimal degree of
homogeneous polynomials of which is not less then p, p= 2;∞.
Equating the homogeneous polynomials of order p+ 1, 0¡p¡∞, in relation (22) we obtain∑
|r(N )|=p+1
bi˜
∗
n
r(N )z
r(N ) =−
N∑
in+1=1
q˜i∗n+1(1− q˜i∗n )zin+1
∑
|s(N )|=p
a
i˜∗n+1
s(N )z
s(N ) (29)
for j(N ) = i˜∗n .
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From (29) for p = 1, n = k − 3 and for an arbitrary multiindex i˜∗k−3 on the second step we
have 
1 + N∑
ik−2=1
q˜i∗k−2(1− q˜i∗k−3)zik−2

1− N∑
ik−1=1
a
i˜∗k−2
i˜∗k−1−˜i∗k−2
zik + (z
2)




−1
=

1− N∑
ik−2=1
b
i˜∗k−3
i˜∗k−2−˜i∗k−3
zik−2 +
∑
|m(N )|=2
b
i˜∗k−3
m(N )z
m(N ) + (z3)


−1
=1 +
∑
16|m(N )|62
(−1)|m(N )|ai˜
∗
k−3
m(N )z
m(N ) + (z3):
By analogy we @nd
qk(z) =

1 + N∑
i1=1
q˜i1zi1

1 + ∑
16|m(N )|6k−2
(−1)|m(N )| ai˜1m(N )zm(N ) + (zk−1)




−1
=
∑
06|m(N )|6k−1
(−1)|m(N )|am(N )zm(N ) + (zk):
From this follows the correspondence of multidimensional g-fraction (12) to formal N -multiple
power series (4).
Hence we proved the following theorem:
Theorem 4. Let formal N -multiple power series (4), where a0(N )=1, be given. The multidimensional
g-fraction (12) with coe8cients that satisfy condition (’) corresponds to this series if and only if
coe8cients of series (4) satisfy inequalities
0¡am(N ) +
|m(N )|−2∑
r=1
0(r)m(N )(: : : ; an(N ); : : :) + 2m(N )(: : : ; an(N ); : : :)¡#m(N )(: : : ; an(N ); : : :);
where m(N )∈J, m(N ) = 0(N ), n(N ) ≺ m(N ), values
0(r)m(N )(: : : ; an(N ); : : :); 2m(N )(: : : ; an(N ); : : :); #m(N )(: : : ; an(N ); : : :)
are de9ned by (18), (16) and (17), respectively.
We give the computing formulas of coeHcients q˜i ∗k of multidimensional g-fraction (12), which
satisfy condition (’), corresponding to formal N -multiple power series (4) for N =2. Using relation
(16)–(18) and (21) for |˜i∗k |= 1; 2 we have
q1;0 = a1;0; q0;1 = a0;1;
q2;0 =
a2;0 + 22;0
#2;0
; q1;1 =
a1;1 + 21;1
#1;1
; q0;2 =
a0;2 + 20;2
#0;2
;
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where
22;0 =−a21;0; #2;0 = q1;0(1− q1;0);
21;1 =−2a1;0a0;1; #1;1 = q1;0(1− q1;0) + q0;1(1− q0;1);
20;2 =−a20;1; #0;2 = q0;1(1− q0;1):
For |˜i∗k |= 3 we obtain
q3;0 =
a3;0 + 0
(1)
3;0 + 23;0
#3;0
; q2;1 =
a2;1 + 0
(1)
2;1 + 22;1
#2;1
;
q1;2 =
a1;2 + 0
(1)
1;2 + 21;2
#1;2
; q0;3 =
a0;3 + 0
(1)
0;3 + 20;3
#0;3
;
where
0(1)3;0 =−q1;0q22;0(1− q1;0)2; 23;0 =−2a1;0a2;0 + a31;0;
#3;0 = q1;0(1− q1;0)q2;0(1− q2;0);
0(1)2;1 =−2q1;0q2;0q1;1(1− q1;0)2 − q0;1q21;1(1− q0;1)2;
22;1 =−2a1;0a1;1 − 2a0;1a2;0 + 3a21;0a0;1;
#2;1 = q1;0(1− q1;0)(q2;0(1− q2;0) + q1;1(1− q1;1)) + q0;1(1− q0;1)q1;1(1− q1;1);
0(1)1;2 =−2q0;1q0;2q1;1(1− q0;1)2 − q1;0q21;1(1− q1;0)2;
21;2 =−2a0;1a1;1 − 2a1;0a0;2 + 3a20;1a1;0;
#1;2 = q0;1(1− q0;1)(q0;2(1− q0;2) + q1;1(1− q1;1)) + q1;0(1− q1;0)q1;1(1− q1;1);
0(1)0;3 =−q0;1q20;2(1− q0;1)2; 20;3 =−2a0;1a0;2 + a30;1;
#0;3 = q0;1(1− q0;1)q0;2(1− q0;2):
Example 1. Let function
f(z1; z2) =
log(1 + z1 + z2)
z1 + z2
=
∑
|m(2)|¿0
(−1)|m(2)|
Cm1|m(2)|
|m(2)|+ 1 z
m(2)
= 1− 1
2
(z1 + z2) +
1
3
(z1 + z2)2 − 14 (z1 + z2)
3 + · · · (30)
be given. The coeHcients q˜i ∗k of multidimensional g-fraction (12), which satisfy condition (’),
corresponding to given series (30) are
q1;0 = q0;1 = 1=2; q2;0 = q0;2 = q1;1 = 1=3;
q3;0 = q0;3 = q2;1 = q1;2 = 1=2; : : : :
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Hence f(z1; z2) has the multidimensional g-fraction expansion (12) with
q˜i∗2k+1 =
1
2
; |˜i∗2k+1|¿ 0; q˜i∗2k =
k
2k + 1
; |˜i∗2k |¿ 1:
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