In this paper we present a new verification theorem for optimal stopping problems for Hunt processes. The approach is based on the Fukushima-Dynkin formula [5] and its advantage is that it allows us to verify that a given function is the value function without using the viscosity solution argument. Our verification theorem works in any dimension. We illustrate our results with some examples of optimal stopping of reflected diffusions and absorbed diffusions.
Introduction
Usually when solving optimal stopping problems it is assumed that the value function is twice continuously differentiable (C 2 ), and in order to find it we use the high contact principle. But in reality this is a strong condition and sometimes the high contact principle is not valid. Then one must use the viscosity solution approach to verify that a given function is indeed the value function. This is done in for example Dai & Menoukeu Pamen [2] , where the authors use a viscosity solution approach to study optimal stopping of some processes with reflection. More precisely, they prove that the value function is the unique viscosity solution of the HJB equation associated with the optimal stopping problem of reflected Feller processes.
In our paper we treat a more general case by considering the Hunt processes, i.e. strong Markov and quasi left continuous processes with respect a filtration {F t } t≥0 the natural filtration of the Hunt process. We come back later in the next section with more details about Hunt processes. Using the Fukushima-Dynkin formula [5] , we obtain a variational inequality verification theorem for optimal stopping of Hunt processes. Note that in this theorem we do not need the use of high contact principle, nor do we need the viscosity approach. Moreover, our theorem works for multidimensional case, i.e. our Hunt process X can take value in R d for any d ≥ 1.Therefore our work can be regarded as a generalisation of the result in the Mordecki & Salminen paper [3] , which is based on methods applicable only in the 1-dimensional case. This paper is organised as follow: In Section 2 we define the Hunt process, we present the Fukushima-Dynkin formula [5] then we make a connection between Fukushima-Dynkin formula and the Dynkin formula in Øksendal-Sulem formula [4] .
In Section 3 we introduce the optimal stopping problem for Hunt processes. We prove a verification theorem for this problem.
Finally in Section 4 we illustrate our method by applying it to some optimal stopping problems for reflected or absorbed Hunt processes.
Our main result:
Variational inequalities for optimal stopping
In the following we let {X t } 0≤t≤T be a given Hunt process with values in a closed subset K of R d . Our method and results are valid in any dimension, but for simplicity of notation we will in the following assume that d = 1. We let T be the set of stopping times τ ≤ T with respect to the filtration F = {F t } t≥0 generated by X. We refer to the book by Fukushima [5] for more information about Hunt processes and their associated Dirichlet forms and calculus.
We consider the following optimal stopping problem:
Problem 2.1 Given functions f and g and a constant α > 0, find Φ α (x) and τ
To study this problem we introduce the resolvent of X, defined by
for all functions ϕ such that the integral converges.
Recall that the Fukushima-Dynkin formula (see (4.2.6) p. 97 in [5] ), can be written
Using this, we obtain the following result, which is our main result. It can be regarded as a weak analogue of the variational inequality (4) of [1] . Note that a viscosity solution interpretation is not needed here:
Theorem 2.2 (Variational inequalities for optimal stopping)
Suppose there exists a measurable function ψ : K → R such that thew following hold:
is an optimal stopping time.
Proof. First we remark that for τ = 0 we have
Using (i),(ii) and the Fukushima-Dynkin formula we get that
Since this inequality holds for arbitrary τ ≤ T then we get
To prove the reverse inequality we consider two cases
Note that the last inequality of equation (2.10) comes from (2.7). Combining (2.9) and (2.10) we conclude that
Then by the Fukushima-Dynkin formula and (iv) we have
Using the uniform integrability of
Combining (2.9) and (2.13) we get
Then we conclude that
(2.17)
Examples
To illustrate our main result, we study some examples:
Example 3.1 Consider the following optimal stopping problem:
Find Φ α (x) and τ * such that
We want to solve this problem in two ways: (i) By using the classical variational inequality theorem approach in the SDE book (ii) By using Theorem 0.1 above.
The function φ α should verify the following PDE ∂φα ∂t
Put φ α (t, x) = φ 0 (x)e −αt then φ 0 verifies the following second order differential equation
The general solution of the equation (3.3) is given by
where C 1 and C 2 are constants.
Since we have
then only the first term depends on x and it grows at most linearly as x goes to +∞.
Using the continuity of φ α at x = x 0 we have φ 0 (x 0 ) = 0 then
Using now the high contact equation i.e, φ α is C 1 at x = x 0 we get the following equation
Then we deduce that
(ii)We now solve the problem using our approach. By condition (iii) of Theorem 2.2 we have ψ(
We distinguish two cases:
In this case we have from equation (3.17) that
where
By [?] we have the following result
From (3.28) we have
Derive equation (3.30) with respect to x we find:
Derive equation (3.31) with respect to α we get
Replacing equation(3.32) in (3.29) we get
Or we have
Let us derive (3.37) with respect to x, then we get
Let us now derive (3.39) with respect to α then we get:
{eq3.46b}
Substituting (3.41) into (3.38) we get
By continuity of R α ψ at x = x 0 and combining (3.42) with (3.33) at x = x 0 we get
Replacing the value of x 0 in (3.42) we get that
it is easy to check that
Next we consider the following example:
Again we want to solve this problem in two ways: (i) By using the classical variational inequality theorem approach in the SDE book (ii) By using Theorem 0.1 above.
By waiting long enough we can always get a payoff which is positive, because the exponential goes to 0 faster than the Brownian motion grows, eventually. Therefore it does not make sense to stop while B(t) < 0. So the continuation region should be of the form:
(3.47) −αt then φ 0 verifies the following second order differential equation
The general solution of the equation (3.48) is given by
Since φ α is bounded as x goes to −∞ so we must have C 2 = 0. Using the continuity of φ α at x = x 0 we have φ 0 (x 0 ) = x 0 then
(ii)By condition (iii) of Theorem 2.2 we have ψ(x) = f (x) on D. i:e ψ(x) = 0 on D. If x ≥ x 0 we have (α − A)φ(x) = αx. Then ψ gets the following expression
Using the same computation as in (3.10) we get that
Using the same calculus as in the first example we get that
{eq3.59}
{eq3.60}
we derive equation (3.58) first with respect to x then α then we get
{eq3.61}
Replacing (3.58) and (3.59) in equation (3.57) we get
{eq3.62}
• 2-By Theorem 2.2 we have that outside D i.e
Then by the continuity of R α ψ at x = x 0 and combining (3.61) and (3.60) at x = x 0 , we get
Example 3.3 Find Φ α (x) and τ * such that Put φ α (t, x) = φ 0 (x)e −αt then φ 0 verifies the following second order differential equation
The general solution of the equation (3.65) is given by
66)
where C 1 and C 2 are constants. Since we have φ 0 (0) = 0 then C 1 = C 2 and
Using the continuity of φ α at x = x 0 we have φ 0 (x 0 ) = x 0 then
Then the solution of (3.65) is given by
Using the high contact condition at x = x 0 we get that
The x 0 is a solution of the following equation
This equation has two solutions one negative and one positive.
(ii)By Theorem 2.2 we have that outside of D i.e
We have ψ(x) = f (x) = 0 for x < x 0 and for x ≥ x 0 , ψ(x) = (α − A)φ(x) = αx. Then we get that for all 
dy + te
+ te
dy}dt.
We study now the sum of the two integrals with respect to dy in the previous equation. We have
For 0 ≤ x < x 0 , we have that the last equation is equal to
Then we deduce that for 0 ≤ x < x 0
We derive the previous equation with respect to x, we get
We derive now with respect to α we get
Substituting (3.85) in (3.82) we get that
Let us now study R α ψ(x 0 ). Using the continuity of R α ψ at x 0 i.e combining the two expressions (3.72) and (3.86) of R α ψ at x = x 0 we get
Form this equation we get that
Replacing this in (3.86) we get
Developing equation (3.87) then multiplying it by e √ 2αx 0 , we get
Then we deduce that x 0 satisfies the following equation
To summarize, we have proved that
where x 0 satisfies the equation (3.91). The next step is to verify the assertion (ii) of Theorem 2.2 i.e that for all x ∈ R + we have R α ψ(x) ≥ x. In fact, consider the function
For 0 ≤ x < x 0 , we have
From equation (3.90), we have that x 0 satisfies
Then x 0 is the unique positive solution of f (x) = 0. Or we have that f is strictly decreasing on [0, x 0 [. In fact one can write f (x) in (3.94) as the following
Then f is strictly increasing in [0, x 0 [ with supremum f (x 0 ) = 0. Then we deduce that for
Then the assertions of the verification Theorem 2.2 are well satisfied.
Example 3.4 Find Φ α (x) and τ * such that
where B(t) is Brownian motion trapped when B(t)=0. More precisely, we consider
The Brownian motion process trapped at 0 is defined by
From now on we denote B 0 (t) by B(t).
(i)The function φ α should verify the following PDE
The general solution of the equation (3.103) is given by
(3.104)
where C 1 and C 2 are constants. Since we have φ 0 (0) = 0 then C 2 = −C 1 and
Using the continuity of φ 0 at x = x 0 we have φ 0 (x 0 ) = x 0 then
Then the solution of (3.103) is given by
This equation has two solutions one negative and one positive. For x 0 > 0 we have D = {0 < x < x 0 }.
We have ψ(x) = f (x) = 0 for 0 < x < x 0 and for x ≥ x 0 , ψ(x) = (α − A)φ(x) = αx. In addition the density of Brownian motion trapped at 0 is given by
Then we get that for all
− ye
dy − te
− te
We study now the sum of the two integrals with respect to dy in the previous equation.
We have
For 0 < x < x 0 , we have that the last equation is equal to
Then we deduce that for 0 < x < x 0
Substituting (3.124) in (3.121) we get that
Let us now study R α ψ(x 0 ). Using the continuity of R α ψ at x 0 i.e combining the two expressions (3.110) and (3.125) of R α ψ at x = x 0 we get
Replacing this in (3.125) we get
Developing equation (3.126) then multiplying it by e √ 2αx 0 , we get
To summarize, we have proved that R α ψ(x) = Indeed this result is expected because if B(t) is absorbed at 0 then the payoff is 0, and this is the worst that can happen. Therefore one is afraid to wait for large value of B(t) before stopping. For the reflected Brownian motion, however, there is no disaster if it hits 0 because it is just reflected back. Therefore one can wait for a large value of B(t) before stopping.
