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Abstract  With the increasing trends of mobile interactions, voice authentication applications are 
in a higher demand, giving rise to new rounds of research activities. Authentication is an important 
security mechanism that requires the intended communication parties to present valid credentials to 
the communication network. In a stronger sense, all the involved parties are required to be 
authenticated to one another (mutual authentication).  
In the voice authentication technique described in this paper, the voice characteristics of an 
intended individual wishing to take part in a communication channel will be classified and processed. 
This involves a low overhead voice authentication scheme, which features equalization and scaling of 
the voice frequency harmonics. The performance of this system is discussed in a Labview 8.5 visual 
development environment, following a complete security analysis. 
 
Index Terms  Harmonic-based Voice Authentication, Amplitude Equalizing, Frequency Scaling, 
VoIP, UDP, Security, Performance, Delay, Jitter, Throughput, Labview. 
 
I. INTRODUCTION 
Voice authentication schemes are used in variety of scenarios, including; Party A-to-database, Party A-
to-Party-B, and Party A-to-many (multicasting). The Party A-to-database scenario usually requires a 
simplex (one-way) or a half-duplex communication mechanism between Party A and the database, where 
Party A is either recording voice data and storing in the database and/or recalling voice data already saved 
in the database. The Party A-to-Party-B and Party A-to-many scenarios often require full-duplex 
(simultaneous bidirectional) communication capabilities. This paper is mostly biased towards the Part A-to-
database scenario, which can easily be expanded to cover Party A-to-Party-B scenario as well. In both 
scenarios, each party is required to be authenti
cases, mutual authentication is needed to reduce the chance of a Man-in-the-Middle (MitM) Attack. A 
MitM attack involves an illegitimate entity masquerading as a legitimate node, which may start a session or 
hijack an already progressed session ntials. Once the credentials 
of a legitimate node are acquired, the illegitimate node can start a new session and pose as the legitimate 
entity and engage in illegal activities. 
The contribution of this paper is in the design of a harmonic-based voice authentication system featuring 
a low overhead approach performing voice amplitude equalizing and frequency scaling. This system is 
being evaluated by LabView v8.5 followed by an analysis of the security system. The algorithms used in 
this paper are based on two patent applications published by the author (Sasan Adibi, PhD) [1, 2], which 
will be discussed in this paper. 
The organization of this paper is as followed: Section II contains literature review of the current 
implementations on the areas of voice authentication techniques. Section III lays the foundation for the 
voice sampling procedures and processes. Section IV aims at vocal waveform representations and 
classifications in the frequency domain. Section V is focused on the main contributions of this paper 
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including; amplitude equalization and frequency-domain scaling, and the digital voice authentication-ID 
output format. Section VI discusses the performance and security analyses, followed by conclusions and 
references.  
II. LITERATURE BACKGROUND 
In this section, existing solutions on the voice authentication concept will be discussed. Before that, it is 
imperative to introduce a few fundamental common concepts used in most of the voice authentication 
techniques. 
 
A. Speech Cepstrum and Homomorphic Filtering 
Homomorphic filtering is a generalized technique developed in the 1960s used in the signal processing 
techniques (mostly image and voice) [3]. This filtering technique involves a nonlinear mapping between 
two different domains and the remapping of the original domain, similar to the Fourier conversion process, 
where the signal is converted to the frequency domain from the time domain and the inverse Fourier 
conversion that reconverts the frequency domain signal back to the time domain signal. 
The cepstrum calculation is used in the homomorphic signal processing, which deals with a signal 
conversion combined with the signal convolution summing up to a linear separation. Power cepstrum is 
often used to represent human voices as vector representations. A cepstral calculation involves Fast Fourier 
Transform (FFT) calculations from a voice signal for voice recognition applications and transforming the 
voice data using the Mel (melody) scale. This sound processing system involving a Mel scale is called Mel 
Frequency Cepstrum (MFC), which is a short-term power spectrum representation of a sound spectrum 
based on linear cosine transform calculations. Mel Frequency Cepstral Coefficients (MFCCs) are collective 
coefficients of an MFC, which are normally calculated through the following steps [4]: 
1. FFT application on the voice signal 
2. Mapping the power spectral density (PSD) onto the Mel scale using triangular overlapping windowing   
3. Calculating each Mel frequency PSD log values  
4. Performing Discrete Cosine Transform (DCT) on the results in step 3 
5. The resulted spectrum amplitudes are the MFCCs. 
 
MFCC values are prone to room background noise, which requires modifications to withstand moderate 
amount of background noise levels. 
In the cepstral coefficient calculation process, speech linear prediction coefficient calculation is involved. 
A MFCC system involved in such a speech linear prediction is often called; Linear Prediction-based 
Cepstral Coefficient (LPCC). Other types of cepstral coefficient calculation include; the Perceptual Linear 
Prediction (PLP) and Linear Filter Cepstral Coefficient (LFCC) calculations. 
Both LPCC and MFCC are widely used for voice applications, which can form the LP-MFCC bundle 
(Linear Prediction-based, Mel Frequency Cepstral Coefficients) [5].  
 
B. Text-Independent Speaker Verification 
This reference [6] considers a speaker verification system that involves a speaker training and test phases. 
The speech parameterization, called; the cepstral analysis, is used for speaker verification. To create the 
speaker model, the speech parameters are applied to the statistical modeling module and the results are 
normalized and evaluated [6]. The speaker identification is based on two processes: Closed set and Open 
set. A closed set speaker identification is a references model of a nonexistent speaker and the nonexistent 
speaker does not match one of the existing models.  
The speech parameterization, the modular representation of the training phase, and the speaker 
verification mechanism are shown in Figures; 1, 2, and 3 respectively. 
The speech verification is done using likelihood ratio detection (Maximum Likelihood concept). For the 
speaker recognition, Gaussian Mixture Models (GMM) and for additional temporal knowledge, Hidden 
Markov Model (HMM) are used. 
 
 
 
C. Biometric Authentication using Voice 
This reference [7] discusses a voice authentication biometric system. The voice capture and detection are 
the first steps in the process (segmentation), which are accompanied with zero crossing rate and peak pitch 
height used with an autocorrelation function. This way a voice signal is distinguished from other types of 
signals and periodic signals are distinguished from non-periodic signals. The next phase includes voice 
feature extraction mechanism involving two main techniques: MFCC and RelAtiveSpecTrAl; Perceptual 
Linear Prediction (RAS-TA_PLP) techniques. This involves voice signal sampling at 8 kHz, filtration, and 
quantization. Voice samples are grouped in 10 milliseconds frames. Then FFT and DCT functions are 
applied to obtain cepstral parameters, attaining the voice vector coefficients.  
Reference [8] proposes a text dependent scheme, which uses a voice-based biometric authentication 
mechanism based on spectrum analysis. The propose scheme compares the graphical representation of the 
voice signal with a collection of 96 utterances collected in 4 different sessions and 40 utterances collected 
in 10 sessions from 138 speakers. Scalability is the main limitation of the system. 
Reference [9] provides another biometric-based voice recognition and authentication mechanism used for 
online examination sessions, where voice is taken as an input using a microphone and then 
used for the online examination registration. The proposed system uses FFT for voice authentication by 
comparing  template voice.  
the nationality and gender, which 
. The 
concepts used in this research work revolve around the deployment of MFCC, voice authentication, based 
 
 
D. Multi-Classifier Biometric Voice Authentication 
In reference [11], two identification classifiers and a verification mechanism are deployed. It incorporates 
user voice inputs based on two individual passwords, in which the first password contains three uniquely 
combined words out of a set of twenty-one possible words and the second password is based on the user 
name. 
The two identification classifiers are comprised of a speaker and isolated word identification systems. 
 architecture used in this 
article follows the system shown in Figure 4 (adapted from [11]). 
 
 
Fig. 1.Speech parameterization. 
 
Fig. 2.Speech data to speaker model flow. 
 
Fig. 3.Speaker verification system. 
 
The feature extraction transforms the input speech signal into sequential acoustic vectors using a signal-
time-division conversion function, relying on the cepstral representation. 
 
Fig. 4.The speaker recognition system architecture. 
 
 
Fig. 5.MFCC parameters extraction. 
 
 
This system also uses the MFCC and LFCC parameters, which involves Discrete Fourier Transform 
(DFT) to transform time-domain signals to frequency-domain signals. This is shown in Figure 5 (adapted 
from [11]) 
 
 
For the speaker model, both GMM and HMM statistical models are used based on Universal Background 
Model (UBM). Maximum likelihood is used to decide the user authentication accept/reject decision. 
The authors claim they have achieved an Equal Error Rates (EER) of 0.38% for the first step of the 
proposed system and 0.26% for the second step for a text independent verification and of 0.13% for a text 
dependent verification. 
  
 
E. Harmonic Decomposition Voice Recognition 
This reference [12] considers a harmonic decomposition technique for speech signal and speaker 
verification using Pitch-Scaled Harmonic Filter (PSHF) [13]. PSHF is an algorithm that decomposes 
speech signals into periodic and non-periodic parts and tries to optimize the vocal frequency initial 
estimation using a DFT calculation [12]. The system then performs a feature extraction technique based on 
MFCC feature vectors. 
 
F. Discrete Fourier Transform Voice Recognition 
This reference [13] has implemented a speaker identification system using DFT processing applied to the 
voice signals, which are mixed with background noise. Then ten frequencies with highest Power Spectral 
Density (PSD) are chosen to represent the speech pattern. For pattern recognition, Euclidean distance and 
Template matching mechanisms are then applied. This system can identify fifty utterances with the 
accuracy measures of 90% or more. Figure 6 (adapted from [13]) shows the speaker identification system 
design. 
 
 
Fig. 6.Speaker identification system design 
 
III. VOICE SAMPLE PROCESS AND DIGITIZATION 
 
In this section a novel voice authentication solution is proposed. The system process starts from the voice 
sampling. The sound sampling is an embedded operation in the Windows 32-bit environment [14]. The 
operation starts when Microsoft Windows detects incoming voice and then signals the sound card to start 
sampling the input signal generated by the microphone. These samples are then stored in a local data 
memory (buffer). The process continues until the buffer reaches certain limit, then the stored samples are 
processed. 
The sound sampling can also be performed using Labview [15]. Labview is capable of capturing live 
voice signals from the microphone and carrying out DFT (FFT) on the stored data. To capture voice data, 
signals from the microphone, b). Mono-phone (1 channel only), c). Resolution: 16 bits, d). Duration: 2 
seconds, e). Sampling rate: 22050 Hz, suitable for signals with limited bandwidth (voice). The sampling 
period is set to 2 seconds so to capture a phrase or a word spoken by Party A. This sampled voice is then 
stored in a file saved by Labview. Labview then recalls the file and performs FFT (using DFT) on the voice 
data. FFT module is under the Transforms and Signal Processing category. Labview, as mentioned, can be 
used for quantization, sampling, and coding of the voice signals.  
The Analog to Digital (A/D) conversion scheme creates Pulse Code Modulation (PCM) data, which is 
used in Labview. PCM can be configured in terms of the number of bits (16 being the default value) and 
sampling rate (22050 Hz as the default value). However as the number of bits and sampling rate increases, 
the accuracy also increases. For human voice, there is no need for a high accuracy, as the bandwidth is 
limited (often less than 11 kHz), thus most often an 8 bit scheme is sufficient. 
The next process is the FFT calculation. FFT has been used for an efficient DFT calculation 
[16,17,18,19]. 
Once the voice signal is digitized, continuous Fourier equations are no more applicable since we are 
 
 
dealing with discrete values. At this point, Discrete Fourier Transform (DFT); X(n), is used. 
 
 
 
Fig. 7. Labview FFT module 
 
 
Fig. 8. Labview 8.5 sender user interface. 
 
The input X takes a real input vector containing sampled voice data (Figure 7). Shift input signifies 
whether there is a DC component present in the sampled data. FFT size is the number N, the length of the 
FFT operation [20, 21]. FFT{X} is the outcome of the FFT operation based on the vector input of X. Error, 
which appears in almost all Labview modules, returns any error or warning caused by the current module 
that can be used in the next modules. Figure 8 shows the user interface of the sender under Labview 8.5, 
where the sender is set to transmit video traffic on top of UDP and simultaneously transmitting DSA for 
Digital Signature and SHA 256 for hashing schemes.  
Figures 9 and 10 show the block diagram and functional flow-chart of the proposed system. Figure 9 
depicts the voice authentication scheme, which is based on either Frequency-Domain Voice Authentication 
(FDVA, taking frequency response of the voice into consideration for the voice authentication scheme) [1] 
or Time-Domain Voice Authentication (TDVA, taking time-response of the voice into consideration for the 
voice authentication scheme) [2] mechanisms. The voice authentication mechanism in this paper (based 
either on FDVA only) is assisted by a strong signature encryption (for accountability) and a multi-level 
password scheme (for added security feature). 
Figure 10 provi
voice capture, DFT calculation, harmonic filtering, frequency scaling, amplitude equalization, and digital 
ID output all happen at the application layer, and UDP, IP, and IEEE 802.11 handling take place at the 
transport, network, and MAC/PHY layers. 
 
 
 
Fig. 9. Voice Authentication System. 
 
Fig.10. The system block diagram. 
 
IV. VOICE WAVEFORMS COLLECTION CLASSIFICATIONS  
 
To characterize the voice recognition, each person records samples of his/her voice using the 
microphone. Vowels when sustained, result periodic waveforms. Note that the frequency-domain graphs 
have been clipped below the 0.1 (10%) ratio limit of the normalized maximum values. Figures 11, 12, and 
13 present both the time-domain and frequency-
[22]).  
The 0.1 clipping limit is chosen to clip away back-ground noises. This may not be effective against burst 
and sudden loud noises. The choice of 0.1 (10%) clipping limit is an alignment to the Dolby noise 
reduction mechanism [23], which is being adopted for the proposed system. 
Therefore we classify the voices used for authentica
m [22]). 
Figure 14 
vocal frequencies. As you may notice, due to the periodic nature of the voice, there are noticeable spectral 
densities around the harmonic areas. 
Creating digital IDs from FFT voice samples requires characterization [24]. The program in reference 
 
 
[24] takes the voice signals from a microphone, samples the signals (sampling frequency of 11kHz, 22kHz, 
or 44kHz), calculates the FFT (256, 512, 1024, 
second speed (5 to 172), setting 8 or 16 bits per sample. In this experiment, our parameters are: 16 bits per 
orm. 
do not recommend using this voice due to such noticeable difference. 
The functional flowchart of the system has been shown in Figure 15. 
 
Fig. 11. Time-frequency-  
 
 
 
 
 
 
Fig. 12. Time-frequency-  
 
 
 
 
 
 
Fig. 13. Time-frequency-domai  
 
 
V. AMPLITUDE EQUALIZATION AND FREQUENCY SCALING 
 
The DFT calculation of voice signals converts continuous signals to frequency and amplitude 
components. Since we are dealing mostly with periodic vocal signals (i.e., continuou
etc), the resulted frequency domains spectral densities are mostly centered around the first and consecutive 
harmonics. In most cases, the spectral densities around non harmonic frequencies are low and often 
negligible. For example 14 has the first harmonic 
at 130 Hz, the second at 260 Hz, third at 390 Hz, fourth at 520 Hz, and so on. The highest amplitude is 
related to the first harmonic (130 Hz) and for the consecutive harmonics; the amplitude drops.  
A. Automatic Amplitude Equalization (AAE) 
The DFT output representations are set maximally to 5 Volts. However the average volume levels of 
ed millivolts 
to a few volts. This mismatch in the average volume levels interfere with the comparison of the sampled 
voices. In order to reduce such a mismatch and have an apple-to-apple comparison scheme, all the voice 
DFT sample amplitudes of the first harmonics are equalized to 1 volt. That means the first harmonic, which 
has the largest amplitude amongst all other harmonics in one voice sample is set to 1 Volt (Figure 16). 
Therefore as a consequence, all other harmonic amplitudes will be resized accordingly to values less than 1 
volt. 
B. Frequency Scaling Adjustment (FSA) 
An observation on Figure 14 reveals that the frequency spectral density has values only around specific 
frequency components (harmonics). Since we are only interested in identification of the person and the 
actual voice samples are not required to be stored, the extra redundancy and the disused frequency 
components can easily be discarded without affecting the performance of the voice authentication system. 
For this we use a frequency scal
 
 
harmonic components are then located at the following frequency points: 200 Hz, 300 Hz, up to 1 kHz (if 
available) (Figure 16). Once amplitude and frequency adjustments are performed, the results are used to 
create digital IDs. These digital IDs are used for voice authentication purposes and they can be included in 
a Voice over IP (VoIP) payloads.  
 
Fig.14. Time- and frequency-domain representations of Party A 
 
Fig. 15. The functional flowchart of the voice authentication system 
 
Fig. 16.Frequency scaling and Amplitude equalization. 
 
To create digital IDs, the amplitudes of these lines are to be converted to digits. There are a maximum 
number of 10 harmonics (100 Hz to 1 kHz) and the each amplitude is digitized using 16 bits. Therefore 1 
Volt is divided to 216 = 65,536 quantized values, which equals 0.015 millivolts of precision. 
The location of the first harmonic is also required for proper digital ID creation. For this we use 8 bits 
(256 frequency location points) to locate the first harmonic and since the probability of having the first 
harmonic around 100 Hz  200 Hz is higher than having the first harmonic in above 200 Hz region (200 Hz 
 1000 Hz), therefore we use a nonlinear (tangent) scale function to quantize the frequency locations 
accordingly Equation (1). Such a nonlinear mapping is shown in Figure 17 and the quantized frequency 
population mappings are indicated in Table I. 
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The maximum total number of bits used in this scheme is 160 bits (10 harmonics each represented by 16 
for the first harmonic 
identification, which adds up to 172 bits. 
 
 
 
TABLE I 
QUANTIZED FREQUENCY MAPPING POPULATION 
Horizontal 
Frequency 
Range (Hz) 
Vertical 
Frequency 
Mapping (Hz) 
Quantization 
Density Ratio Quantization Points 
100  200 100  116 6.25 121 points 
200  300 117  136  5.26 53 points 
300  400 137  160 4.35 29 points 
400  500  161  190 3.45 18 points 
500  600  191  231  2.50 12 points 
600  700  232  290 1.72 9 points 
700  800  291  380 1.12 7 points 
800  900  381  548 0.60 5 points 
900  1000  549  951  0.25 2 points 
 
 
Therefore the total number of bits required to represent the individual frequency domain voice 
characteristic is 172 bits, which is considered to be a low overhead, however based on a discussion on 

