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Preface
This thesis was submitted at the Department of Applied Mathematics and
Computer Science (DTU Compute, formerly known as DTU Informatics) at
the Technical University of Denmark in partial fulfilment of the requirements
for acquiring the PhD degree in engineering. The project was funded by the
Southern Denmark Growth Forum and the European Regional Development
Fund in the project “Smart & Cool” (ERDFD-10-0083) started up in 2011.
Smart & Cool is a co-operation between DTU Informatics and public as well
as private companies: European Union, Region Syddanmark, Aalborg Univer-
sity (AAU), Dong Energy, Danfoss and KVCA. The advisor of the thesis are
the associate professors John Bagterp Jørgensen and Niels Kjølstad Poulsen.
The thesis deals with control of the future power systems often referred to as
Smart Grids. We propose Economic Model Predictive Control (MPC) as a
control strategy. In addition, we tailored the control problem for the imple-
mentation of specific decomposition technique aimed to fasten the algorithm,
hence, to increase its applicability in industrial applications. Along the way,
we present numerical simulations alongside case studies as well as validated
models in realistic scenarios.
The thesis consists of a summary report and a collection of 11 research papers
and technical reports written during the period September 2011 to November
2014. Eight papers were published in international peer-reviewed scientific
conferences, one is published at peer-reviewed scientific journals and two are
technical reports.
”Fatti non foste a viver come bruti, ma per seguir virtute e canoscenza.”
(Ye were not made to live like unto brutes,
but for pursuit of virtue and of knowledge.)
Dante Alighieri, The Divine Comedy, 26.120
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Summary (in English)
In this thesis, we consider control strategies for large and distributed energy
systems that are important for the implementation of smart grid technologies.
An electrical grid has to ensure reliability and avoid long-term interruptions in
the power supply. Moreover, the share of Renewable Energy Sources (RESs)
in the smart grids is increasing. These energy sources bring uncertainty to the
production due to their fluctuations. Hence, smart grids need suitable control
systems that are able to continuously balance power production and consump-
tion. We apply the Economic Model Predictive Control (EMPC) strategy to
optimise the economic performances of the energy systems and to balance the
power production and consumption. In the case of large-scale energy systems,
the electrical grid connects a high number of power units. Because of this, the
related control problem involves a high number of variables and constraints
and its solution requires high computational times. Energy systems have a hi-
erarchical control framework and the controllers have to work in the time-scale
required by their hierarchy level. Dedicated optimisation techniques efficiently
solve the control problem and reduce computational time. We implement the
Dantzig-Wolfe decomposition technique to efficiently solve the EMPC prob-
lem.
The contributions of this thesis are primarily on:
Large-scale energy system
Smart-grids connect a high number of energy units. In such a large-scale
scenario the energy units are independent and dynamically decoupled.
The mathematical model of the large-scale energy system embodies the
decoupled dynamics of each power units. Moreover, all units of the grid
contribute to the overall power production.
Economic Model Predictive Control (EMPC)
This control strategy is an extension of the Model Predictive Control
(MPC) strategy. Energy systems often involve stochastic variables due
to the share of fluctuating Renewable Energy Sources (RESs). Moreover,
the related control problems are multi variables and they are hard, or im-
possible, to split into single-input-single-output control systems. MPC
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strategy can handle multi variables control problems and it can embody
stochastic variables. The Economic MPC (EMPC) policy optimises the
economic performances of the process. In this work, we apply the EMPC
to energy systems and it computes the control trajectory for each en-
ergy unit. This control policy minimises production costs and ensures
that the power production satisfies the customers’ demand. The EMPC
designs a linear control problem that has a block-angular constraints
matrix and it has two sets of constraints. The independent dynamics of
the energy units define the decoupling constraints sited on the diagonal.
The coupling constraints represent the common goal of all power units
in the energy system and this is to satisfy the customers’ demand. The
Dantzig-Wolfe optimisation technique applies to this structure of the
constraints matrix in the view of fastening the control algorithm and
increase its applicability.
Dantzig-Wolfe decomposition
The Dantzig-Wolfe decomposition solves the EMPC problem through a
distributed optimisation technique. The EMPC problem via Dantzig-
Wolfe decomposition algorithm computes the optimal input trajectory
for each energy unit and reduces the computation times. Moreover, such
a control algorithm applies to large-scale energy systems and the number
of energy units does not affect the performances of the controller. In this
thesis, we also investigate suboptimal solutions of the EMPC problem
via modified versions of the Dantzig-Wolfe decomposition algorithms.
The feasibility of the suboptimal solutions suffices for stability. The goal
of these modified Dantzig-Wolfe decomposition algorithms is to reduce
computation time in the solution of the EMPC problem.
Resume´
I denne afhandling, analyserer vi strategier for store og distribuerede ener-
gisystemer, der er vigtige for implementationen af smart grid-teknologier.
Elnettet skal sikre p˚alidelighed og undg˚a langvarige afbrydelser i strømforsynin-
gen. Desuden er andelen af vedvarende energikilder i de intelligente elnet sti-
gende. Disse energikilder bringer usikkerhed for produktionen p˚a grund af
deres udsving. Derfor har de intelligente elnet brug for passende kontrolsys-
temer, der er i stand til at afbalancere løbende elproduktion og forbrug. Vi
anvender den økonomiske modelprædiktiv reguleringsstrategi (EMPC) for at
optimere de økonomiske resultater fra energisystemerne og for at skabe bal-
ance i elproduktion og -forbrug. I store energisystemer forbinder elnettet et
stort antal kraftenheder. P˚a grund af dette har det tilhørende kontrol prob-
lem et stort antal variabler og begrænsninger, og dets løsning kræver lange
beregningstider. Energisystemer har en hierarkisk kontrol struktur, og regu-
latorerne skal arbejde p˚a den tid skala, der kræves af deres hierarkiske niveau.
Dedikerede optimeringsteknikker løser effektivt kontrol problemet og reducerer
beregningstiden. Vi implementerer Dantzig-Wolfe dekompositionstekniken til
effektivt at løse EMPC problemet.
Denne afhandling har primært bidraget inden for:
Storskala Energisystemer
Det intelligente elnet forbinder et stort antal energienheder. I et s˚a-
dant storskala scenario er de enkelte enheder uafhængige og dynamisk
afkoblede. Den matematiske model af et stort energisystem inkluderer
de enkelte enheders dynamik p˚a afkoblet vis. Desuden bidrager alle
enheder p˚a nettet til den samlede elproduktion.
Økonomisk Modelprædiktiv Regulering (EMPC)
Denne kontrolstrategi er en udvidelse af den modelprædiktive reguler-
ingsstrategi (MPC). Energisystemer involverer ofte stokastiske variable
p˚a grund af andelen af fluktuerende vedvarende energikilder. Yder-
mere er de tilhørende kontrolproblemer multivariable, og de er svære
eller umulige at opsplitte i single-input-single-output kontrolsystemer.
MPC-strategien kan h˚andtere multivariable kontrolproblemer, og den
kan inkludere stokastiske variable. Den Økonomiske MPC strategi (EMPC)
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optimerer de økonomiske resultater i processen. I denne afhandling an-
vender vi EMPC til energisystemer, og beregner derved styringen for
hver energienhed. Denne kontrolstrategi minimerer produktionsomkost-
ningerne og sikrer, at elproduktion opfylder kundernes efterspørgsel.
Ved EMPC designes et lineært kontrolproblem, der har en blok-angulær
begrænsningsmatrix, og det har to sæt begrænsninger. De uafhængige
dynamikker af energienhederne definere afkoblingsbegrænsningerne er
placerede p˚a diagonalen. Sammenkoblingsbegrænsningerne repræsen-
terer det fælles m˚al for alle kraftenheder i energisystemet, hvilket er at
tilfredsstille kundernes efterspørgsel. Dantzig-Wolfe optimeringsteknikken
kan anvendes p˚a denne struktur af begrænsningsmatricen med henblik
p˚a at gøre styringsalgoritmen hurtigere og øge dens anvendelighed.
Dantzig-Wolfe Dekomposition
Dantzig-Wolfe dekompositionen løser EMPC problemmet ved hjælp af
en distribueret optimeringsteknik. Via Danzig-Wolfe dekompositionsal-
goritmem beregner EMPC problemet det optimale regulatorinput for
hver energienhed og reducerer beregningstiden. Desuden kan en s˚a-
dan en kontrolalgoritme anvendes p˚a store energisystemer, og antallet
af energienheder p˚avirker ikke regulatorens effektivitet. I denne afhan-
dling undersøger vi ogs˚a suboptimale løsninger af EMPC problemet via
modificerede versioner af Danzig-Wolfe dekompositionsalgoritmen. Ek-
sistensen af suboptimale løsninger er tilstrækkeligt for at garantere sta-
bilitet. Ma˚let med disse modificerede Danzig-Wolfe dekompositionsalgo-
ritmer er at reducere beregningstiden ved løsningen af EMPC problemet.
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Introduction and Background
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CHAPTER 1
Introduction
In this chapter, we explore and motivate this work. We define the current
energy scenario, then we briefly describe its components and their organisation
in an energy system. In addition, we introduce the Economic Model Predictive
Control (EMPC) strategy. We present an overview of the state-of-the-art
and give some references to important literature in the different fields that
we address in this thesis: EMPC applied to energy systems, strategies to
fasten the control algorithm and the Dantzig-Wolfe decomposition. Finally,
we outline the main objectives of this thesis.
1.1 The energy revolution
All of us have experienced the effects of global climate change. Trees are
flowering sooner, heat waves are more intense, plant and animal ranges have
shifted [1]. In the same way, there is loss of sea ice and glaciers have shrunk.
Scientists believe that global temperatures are meant to rise for decades to
come, largely due to greenhouse gasses produced by human activities [2]. Fig-
ure 1.1 describes that, among these activities, the generation of electricity and
the heating sector represent the largest sources of emissions.
In the long term, the limited fossil fuel resources and the continuous hike in
oil price cause the need of alternative energy sources. Moreover, according to
the World Energy Outlook 2012, by 2035, the demand for electricity will be
more than 70% higher than the current demand [2]. This is one of the reasons
for including innovative energy sources in the current energy scenario.
The energy revolution, also known as third industrial revolution, is the result
of renewable energy meeting Information and Communication Technologies
(ICT). Renewable Energy Sources (RESs) have the potential to replace fossil
fuels, but in this transition, politics and technology are fundamental.
3
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Figure 1.1: World CO2 emissions by sector in 2010. *Other includes commer-
cial/public services, agriculture/forestry, fishing, energy industries other than
electricity and heat generation, and other emissions not specified elsewhere
[2].
Regarding politics, many countries are contributing in different ways [3]. Czech
Republic, Germany, Netherlands, Canada, and United States have recently an-
nounced innovative energy policies [3]. Turkey, Portugal, and New Zeeland are
focusing on delivering energy efficiency [3]. Similarly, UK, Germany, Hungary,
Australia, Greece, and Korea are seeking ways to increase customer partic-
ipation and to keep prices down [3]. The increasing share of renewables is
happening in countries like Sweden, Norway, Netherlands, Spain, Denmark,
and Austria [3]. Moreover, Italy, Japan and Austria are reviewing their gas
infrastructure, while Ireland and Norway are focusing on safe and environ-
mentally safe production of oil [3]. Let us consider Denmark, which aims to
have its energy system fully based on Renewable Energy Sources (RESs) by
2050, while by 2035, to have RESs cover the energy consumption for power
and heat [4].
1.2 Energy systems
In the context of energy supply and consumption, the term energy usually
denotes the electrical energy produced by electric power generators through
conversion of primary energy sources [5]. Over the last decades, solar and
wind have been considered as primary energy sources.
This inevitable transition to alternative energy sources affects the energy pro-
duction, distribution, conversion, consumption and also the technologies in-
volved.
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Recently, commercial and political interests in energy systems have generated
changes regarding energy structure and energy markets: the share of decen-
tralised and distributed energy producers is increasing and electricity markets
introduce liberalisation and create markets for each time scale.
Operating energy systems requires complex control techniques because these
systems are responsible for generating, transmitting, and delivering the energy
[6]. As a consequence, a hierarchical control structure comprises hardware
and software for monitoring and controlling the energy systems [6]. However,
developing suitable controllers to operate energy systems in an economical and
a reliable way is a challenge.
Chapter 2 examines the current and future energy systems.
1.3 Economic Model Predictive Control (EMPC)
Nowadays, Model Predictive Control (MPC) is ubiquitous and its applications
are multiple, e.g. chemical plants, food processing and automotive industries
[7–9].
The MPC controller is implemented in a receding horizon manner and it solves
an Optimal Control Problem (OCP) over a given horizon. The OCP computes
the optimal control input sequence in open-loop based on the current estimated
state of the system, the explicit process model and the desired reference tra-
jectory. Only the first value of the input sequence is implemented and, at the
next iteration, the new measurements build the new OCP.
One of the objectives in the synthesis of a control structure is to include eco-
nomic objectives into process control objectives [10]. In general, efficiency,
profitability, capacity, sustainability, and variability are the economic objec-
tives [11]. In the Economic MPC policy the objective function of the control
problem is the economic objective. As a consequence, the controller optimises
the economic performances of the process, rather than tracking a setpoint
[12]. Moreover, the EMPC ensures that the economic and the process per-
formances are improved by consistently dynamic, transient or time-varying
operation without forcing the process [11].
Chapter 3 examines the Economic MPC control strategy.
1.4 State-of-the-art
In this section we provide a brief overview of important literature related to
the main topics that this thesis addresses. The following chapters focus on
these topics.
5
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1.4.1 Economic MPC and energy systems
In the context of energy systems, the Economic MPC has been utilised in
numerous applications.
The increasing share of renewable energy sources requires flexibility in the
energy consumption. The Economic MPC strategy utilises the flexibility in
refrigeration systems to counteract fluctuations in the balance between power
consumption and production [13–15].
Building climate control is another application of EMPC strategy. In this
case, the proposed control algorithm brings flexibility and cost savings by
a pre-cooling effect during off-peak period and a cooling discharge from the
building thermal mass during on-peak period [16, 17]. Similarly, the EMPC
strategy applies floor heating control via heat pumps [18].
Moreover, the Economic MPC applies to distributed structures, such as dis-
tributed energy resources as micro-CHP systems [19] and thermal power plants
[20].
1.4.2 Speed-up MPC Solution
Limited computational resources often restrict the applicability of MPC-based
controllers. Numerous investigations have focused on speeding-up the solution
of the MPC control problem. Suboptimal solutions and warm-start techniques
offer new possibilities in the applicability of MPC to real problems due to their
benefits on computation times and storage [21]. Even if the solutions are not
optimal, they are feasible and this suffices for stability [22].
Decomposition techniques are powerful tools to compute robust and efficient
optimal control sequences by exploiting the structure of the MPC control
problem [23]. Often, control problems have two specific structures: compli-
cating constraints and complicating variables. The former structure is tailored
for the Dantzig-Wolfe decomposition technique. While the latter structure is
suitable for applying the Benders decomposition [23].
Due to the complicating constraints structure of our control problem, in this
work we apply the Dantzig-Wolfe decomposition.
1.4.3 Dantzig-Wolfe decomposition
The Dantzig-Wolfe algorithm has been extensively used in many MPC ap-
plications, for instance refinery-planning [24], production optimisation in an
oil field [25] and industrial process control [26]. Similarly, building tempera-
ture control problem [27] and power plant portfolio management [20] based on
an `1-penalty function have implemented the Dantzig-Wolfe decomposition to
efficiently solve the MPC control problem.
This decomposition algorithm efficiently applies to integer problems, such as
packing problems and stochastic capacity planning [28–30]. In addition, a
6
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hybrid Dantzig-Wolfe algorithm has been implemented in mixed integer pro-
gramming for security-constrained unit commitment (SCUC) problem [31].
A part of the Dantzig-Wolfe decomposition can be solved via parallel comput-
ing and this has been implemented in integer and binary problems for oil field
[32] and air traffic flow problems [33].
The Dantzig-Wolfe decomposition has been applied to partition a Quadratic
Programming problem (QP) into a master problem, which uses Lemke’s method
and a subproblem to solve alternately [34]. Moreover, an interior-point method
has been implemented in the Dantzig-Wolfe decomposition to compute the op-
timal trajectory [35]. An alternative version of the Dantzig-Wolfe algorithm
distributes the master problem to local agents that exchange only primal in-
formation [36].
Computational strategies, i.e. partial cycles and multi-proposal generation,
demonstrate that these strategies accelerate the Dantzig-Wolfe algorithm for
LPs [37]. An extension of this decomposition technique proposes an alternative
master problem other than the standard one in which there is a variable for
each of the extreme points and extreme rays of the corresponding polyhedron
[38]. This strategy improves computational performances of the decomposi-
tion technique. Finally, a chronological and critical survey of computational
experience with Dantzig-Wolfe decomposition is crucial for further advances
[39].
1.5 Objective and main contributions
The approach we adopt in this work aims to develop controller algorithms
for future energy systems, which are commonly known as smart grids. We
consider these energy systems as comprising independent and dynamically
decoupled power consumers and producers. We address the Economic MPC
strategy aimed to coordinate and control the power units and optimise the
economic objective of the energy system. Our main research contributions
formulate, model and rephrase theoretic results and methods in the view of
extending those to control real-life problems:
• We model large and distributed energy systems as comprising multiple
and independent energy units that are dynamically decoupled. These
energy units represent power consumers and producers connected to the
electrical grid. All units in the energy system cooperate to satisfy cus-
tomers’ demand. The electrical grid embodies renewable energy sources
that cause the need of flexible consumption.
• We propose an Economic MPC (EMPC) strategy to balance power pro-
duction and consumption in large and distributed energy systems. Lin-
ear models of energy units, linear constraints and linear cost function
define a linear control problem. Additionally, the decoupled dynamics
7
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of the units and their cooperation affect the constraints matrix that has
a block-angular structure.
• Operating large ad distributed energy systems involves a high number
of variables and constraints. Hence, the limits on computation times
might prevent the solution of such a control problem. In order to reduce
computation times, we apply the Dantzig-Wolfe decomposition to solve
the linear EMPC problem and compute the optimal input trajectories
for each energy unit.
• We investigate strategies aimed to fasten the Dantzig-Wolfe decompo-
sition. We consider that their suboptimal solutions ensure feasibility
which suffices for stability. Moreover, we inspect the effects of these
strategies such as reduction in computation times and deterioration in
objective functions optimal values.
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CHAPTER 2
Future energy systems
This chapter outlines the future energy systems also known as smart grids.
Firstly, we compare the current electrical energy system to the future one.
Then we describe Distributed Energy Sources (DESs) and the key role that
they are predicted to play in the future energy systems. Subsequently, we
illustrate the power systems structure and the models of some of the energy
units involved. Finally, we present the control hierarchy of the power systems.
2.1 Smart grids
Smart grids represent the combination of Information and Communication
Technology (ICT) and energy systems. Digital communication, control tech-
nologies, electricity generators, consumers, and grid operators are connected in
one large grid. This innovative structure has multiple benefits; among those,
reduced environmental impact, cheaper supply of electricity and greater sys-
tem reliability [40]. In the future systems a proportion of the electricity gener-
ated by large conventional power plants will be displaced by RESs (Renewable
Energy Sources) and DERs (Distributed Energy Resources) [41].
This revolution in the current energy scenario will introduce the demand-
response strategy in the energy management system aimed to balance sup-
ply and demand. The demand-response enables consumers to reduce or shift
their electricity usage during peak periods in response to time-based rates or
other forms of financial incentives. This strategy requires continuous, fast,
and reliable communications in order to regularly satisfy customers’ demand.
Therefore, ICT are fundamental in such a scenario.
Clearly, smart grids embody a wide variety of power generation options, e.g.
central, distributed, and mobile. The pervasive control and the intelligence of
the grids must reside across all geographies, components, and functions of the
9
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system engineering, assisted by an array of new approaches, 
technologies and applications, allows the existing grid to tra-
verse the complex yet staged trajectory of architecture, proto-
cols, and standards towards the smart grid. 
Smart Grid Drivers
As the backbone of the power industry, the electricity grid is 
now the focus of assorted technological innovations. Utilities 
in North America and across the world are taking solid steps 
towards incorporating new technologies in many aspects of 
their operations and infrastructure. At the core of this trans-
formation is the need to make more effi cient use of current 
assets. Figure 4 shows a typical utility pyramid in which 
asset management is at the base of smart grid development. 
It is on this base that utilities build a foundation for the smart 
grid through a careful overhaul of their IT, communication, 
and circuit infrastructure. 
As discussed, the organic growth of this well-designed 
layer of intelligence over utility assets enables the smart 
grid’s fundamental applications to emerge. It is interesting 
to note that although the foundation of the smart grid is built 
on a lateral integration of these basic ingredients, true smart 
grid capabilities will be built on vertical integration of the 
upper-layer applications. As an example, a critical capability 
such as demand response may not be feasible without tight 
integration of smart meters and home area networks.
As such, one may argue that given the size and the value 
of utility assets, the emergence of the smart grid will be more 
likely to follow an evolutionary trajectory than to involve a 
drastic overhaul. The smart grid will therefore materialize 
through strategic implants of distributed control and moni-
toring systems within and alongside the existing electric-
ity grid. The functional and technological growth of these 
embryos over time helps them emerge as large pockets of 
distributed intelligent systems across diverse geographies. 
This organic growth will allow the utilities to shift more of 
the old grid’s load and functions onto the new grid and so to 
improve and enhance their critical services.
These smart grid embryos will facilitate the distributed 
generation and cogeneration of energy. They will also pro-
vide for the integration of alternative sources of energy and 
the management of a system’s emissions and carbon foot-
print. And last but not least, they will enable utilities to make 
more effi cient use of their existing assets through demand 
response, peak shaving, and service quality control.
The problem that most utility providers across the globe 
face, however, is how to get to where they need to be as soon 
as possible, at the minimum cost, and without jeopardizing the 
critical services they are currently providing. Moreover, utilities 
must decide which strategies and what road map they should 
pursue to ensure that they achieve the highest possible return 
on the required investments for such major undertakings.
As is the case with any new technology, the utilities in the 
developing world have a clear advantage over their counter-
parts in the developed world. The former have fewer legacy 
issues to grapple with and so may be able to leap forward 
without the need for backward compatibility with their exist-
ing systems.
Intelligent Grid
Digital
Two-Way Communication
Distributed Generation
Network
Sensors Throughout
Self-Monitoring
Self-Healing
Adaptive and Islanding
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Pervasive Control
Many Customer Choices
Existing Grid
Electromechanical
One-Way Communication
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Blind
Manual Restoration
Failures and Blackouts
Manual Check/Test
Limited Control
Few Customer Choices
figure 1. The smart grid compared with the existing grid.
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figure 2. Utility-desired capabilities.
Regardless of how quickly various utilities embrace smart grid 
concepts, technologies, and systems, they all agree on 
the inevitability of this massive transformation. 
Figure 2.1: Differences in the current grid and the future intelligent grid [42].
Figure 2.2: Distributed Energy System (DES).
system. The need of fast and reliable communications usually limits the appli-
cability of centralised control strategies. Instead, distributed control strategies
are commonly preferred because of they provide fast control signals across the
entire grid [42]. Consequently, future energy networks are and will be large-
scale, complex and seen as interconnected systems that require controllers and
coordination all the way from the production to the consumption [4]. Figure
2.1 compares the main features of the existing grid and the intelligent grid.
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2.2 Distributed Energy Systems (DESs)
A Distributed Energy System (DES) consists of small and local power suppliers
and consumers that are connected to the electrical grid [43]. Figure 2.2 shows
a DES that involves localised energy producers as well as Renewable Energy
Sources (RESs) connected to one operations centre.
A Smart Grid has the potential to embody DESs and this has multiple benefits
[44, 45]. First, one of the benefits is environmental due to the share of RESs.
Local power suppliers require shorter transport pipelines for district heating
and there is less energy loss. Furthermore, small and local producers need
shorter plant implementation times. Finally, such a structure causes flexibility
in the production given by the small and local power generators.
Over the past few years, Distributed Energy Resources (DERs) have attracted
much attention and they have become constituents of DESs. Clearly, many
technical issues need to be investigated in order to guarantee the efficiency of
such an innovative energy system [46].
One of the most important technological aspects in the context of future en-
ergy systems is to design suitable control frameworks that continuously ensure
system performances and take advantage of the inherent scalability and ro-
bustness benefits of DERs [47]. Commonly, the control strategies can have
decentralised or centralised framework. While decentralised control structure
computes the optimal control signal locally with each energy unit, these lo-
cal optima do not guarantee the best solution for the overall energy system.
However, the distributed control framework increases the scalability and the
flexibility of the energy system. Additionally, including power sources into
the energy systems to meet the increasing demand is easier in a decentralised
structure than in the traditional centralised control framework [48].
2.3 Models of energy units
DESs comprise independent and dynamically decoupled energy units. All
these units cooperate to achieve one common goal which is to satisfy cus-
tomers’ consumption of electricity. Furthermore, the dynamic of one unit
does not affect the dynamics of the other energy systems. The energy units
are multiple and they are characterised by different time scales.
2.3.1 Power plant
Thermal power plants can be modelled as a third order system [49, 50]
Zp(s) = Gp(s)(Up(s) +Dp(s)) Gp(s) =
1
(τps+ 1)3
(2.1)
where zp(t) denotes the power produced by the power plant p, up(t) is the
corresponding reference signal and dp(t) represents the non-controllable input
11
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(a) Thermal power plant (b) Diesel generator (c) Gas turbine
Figure 2.3: Power plant models.
as a disturbance. The cost of operating the unit p at time t is cp(t). By varying
the time constant value τp, the model (2.1) designs three kinds of power units:
central thermal power plants, diesel generators and gas turbines in Figure 2.3.
Furthermore, the discrete reference signal, up,k, is subject to input and rate
of movement constraints (2.2) that are hard constraints
umin,k,p ≤uk,p ≤ umax,k,p (2.2a)
∆umin,k,p ≤∆uk,p ≤ ∆umax,k,p (2.2b)
2.3.2 Wind farm
A wind farm consists of multiple wind turbines w and it produces the power
zw(t) based only on the wind speed dw(t) and the reference signal uw(t) [49, 50]
Zw(s) = Hw(s)(Uw(s) +Dw(s)) (2.3a)
Hw(s) =
1
τws+ 1
(2.3b)
zw(t) is the produced power. The manipulated variable, uw(t), is subject to
the following hard constraints
−dw(t) ≤uw(t) ≤ 0 (2.4)
∆umin,w ≤∆uw ≤ ∆umax,w (2.5)
Likewise, the power produced is subject to soft constraints related to its me-
chanics and grid specifications
0 ≤zw(t) ≤ zmax,w (2.6)
∆zmin,w ≤∆zw ≤ ∆zmax,w (2.7)
12
2.3. Models of energy units
2.3.3 Refrigeration system
Cooling systems are attracting much attention as they can be used to balance
power consumption and production due to their inner cooling capacity. The
food temperature can vary within an interval and this may be used in balancing
supply and demand of power in electrical systems Figure 2.4 shows the three
main types of cold room modelled: milk cooler, vertical display and frost
room [51–56]. Additionally, one unique model fits all these three types and
parameters have different values.
The energy balance for a cold room in a refrigeration system is
mfoodcp,foodT˙food = Qfood−air (2.8)
mfood is the mass of food stored in the cold room, cp,food denotes the constant
specific heat capacity of the foods and Tfood is the temperature of goods.
Qfood−air represents the energy flows from the air in the cold room to the
food stored. The cold room dynamics include also
maircp,airT˙air = Qload −Qfood−air −Qe (2.9)
where mair is the mass of air in the cold room and cp,air is the constant specific
heat capacity of air. Tair is the temperature of the air in the cold room, Qload
represents the heat transfer from the surrounding to the air, and Qe is the
energy absorbed in the evaporator.
The heat transfer from the food to the air and from the cold room to the
supermarket is described by
Qfood−air = kfood−air(Tair − Tfood) (2.10a)
Qload = kamb−cr(Tamb − Tair) +Qdist (2.10b)
Qe = Kevap(Tair − Te) (2.10c)
Qdist is the injection of heat into the cold room and it can be considered as a
disturbance to the load. kfood−air and kamb−cr represent the constant overall
heat transfer coefficient between two media, while kevap is the heat transfer
coefficient of the evaporator. The work done in the compressor is Wc and this
represents the power consumption in the refrigeration system
Wc = ηQe (2.11)
where η is the coefficient of performance.
This model has constraints related to the refrigerant used (2.12a), the energy
consumption of the compressor (2.12b) and the temperature of food stored in
the cold room (2.12c)
0 ≤Qe ≤ kevap,max(Tair − Te) (2.12a)
0 ≤Wc ≤Wc,max (2.12b)
Tfood,min ≤Tfood ≤ Tfood,max (2.12c)
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(a) Milk cooler (b) Vertical display (c) Frost room
Figure 2.4: Refrigeration systems.
where kevap,max is the constant overall heat transfer coefficient from the refrig-
erant to the air when the evaporator is completely full and Wc,max represents
the constant limit on the energy consumption of the compressor.
Supermarkets usually comprise multiple cold rooms with one common com-
pressor rack and one condensing unit. Figure 2.5 shows a refrigeration system
with R cold rooms, one compressor rack and one common condenser unit.
Accordingly, the overall power consumption is given by
Wc = η
R∑
i
Qe,i (2.13)
Wc denotes the manipulated variable. Its contribution to the overall power
balance is given by z(t) = −u(t) = −Wc(t). To summarise, a refrigeration
system output zp(t) = −Wc absorbs power from the electrical grid that it is
connected to.
2.3.4 Heat pump and floor heating system
Heat pumps supply heating to buildings. Their thermal capacities effect the
power consumption in a flexible way. Figure 2.6 shows a house floor heating
system connected to a ground source based heat pump. Energy balances and
heat dynamics, both in the room and in the heat pump, yield to the model
[18]
Cp,rT˙r = (UA)fr(Tf − Tr)− (UA)ra(Tr − Ta) + φs (2.14a)
Cp,f T˙f = (UA)wf (Tw − Tf )− (UA)fr(Tf − Tr) (2.14b)
Cp,wT˙w = ηWc − (UA)wf (Tw − Tf ) (2.14c)
where Cp defines the heat capacity, Tr is the temperature of the air in the
room, Tf denotes the floor temperature. Tw is the temperature of the water
14
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Common 
compressor 
rack
Cold room 1
Cold room R
Common condensing unit
condenser + surroundings
...
Figure 2.5: Refrigeration system with two cold rooms.
Ta
Tr
Tf
T ￿a
φs
Cp,r
Cp,f
Wc
(UA)ra (UA)fr
Cp,w (UA)wfTw
Condenser tank
Heat Pump
Figure 2.6: Heat pump and floor heating system in a building [18].
in the floor pipes, while Ta is the ambient temperature outside the house.
(UA) is a product of the heat conductivity and the surface area of the layer
between two heat exchanging media, while φs denotes the solar radiation on
the building. Equations (2.14) define a linear model that represents a heat
pump for residential heating. Moreover, the power absorbed by such a system
is defined as zp(t) = −Wc whereWc is the power for the heat pump compressor.
Finally, the temperatures and the compressor power are subject to the follow-
15
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ing constraints [18]
0 ≤Wc ≤Wc,max (2.15a)
Tr,min ≤Tr ≤ Tr,max (2.15b)
Tf,min ≤Tf ≤ Tf,max (2.15c)
Tw,min ≤Tw ≤ Tw,max (2.15d)
The interval (2.15b) for the room temperature Tr has time varying set-points
because consumers can define their desirable temperature.
The manipualted variable is u(t) = Wc(t).
2.3.5 Smart solar tank
The combination of solar heated roof-top collectors and storage tank provides
a heating building system. A smart solar tank system consists of solar heated
roof-top collectors and electrical heating in combination with a storage tank.
Figure 2.7 depicts the heat storage tank.
The heat dynamics of the smart solar tank can be described as a simple first
order differential equation [57]
CtT˙t = Qe +Qs −Qc − UA(Tt − Ta) (2.16)
where Ct represents the specific heat capacity of the tank and Qe is the heat
provided to the tank by conversion of power Wc with efficiency η. Qs is
the energy contribution from the solar collector and Qc denotes the house
consumption.
The ambient temperature is Ta while Tt denotes the tank temperature. The
system consisting of a smart solar tank is subject to the following constraints
0 ≤Wc ≤Wc,max (2.17a)
Tt,min ≤Tt ≤ Tt,max (2.17b)
0 ≤Qe ≤ Qe,max (2.17c)
where the constraint (2.17a) refers to the power necessary to heat the tank; the
tank temperature is subject to the soft constraint (2.17b). The heat transfer
from the tank to the heating pipes is subject to the hard constraint (2.17c).
The manipulated variable for the heat tank system is u(t) = Wc(t). Ac-
cordingly, the contribution of this system to the overall power balance is
z(t) = −u(t) = −Wc.
2.3.6 Electric Vehicle (EV)
Electric vehicles can be seen as flexible storage resources capable of exchanging
power with the electrical grid. Figure 2.8 shows an electric vehicle that is
16
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Figure 2.7: Heat storage tank in a smart solar tank system connected to solar
thermal collector on building roof.
charging in a dedicated parking area. Its battery is modelled by considering
the State Of Charge (SOC) ζ ∈ [0; 1] as a state variable [58, 59]
ζ˙ =
1
Qn
(η+P+c −
1
η−
P−c ) (2.18)
P+c represents the power flowing into the battery during the charging while P
−
c
is the power transferred during the discharging. Accordingly, η+ and η− are
the efficiency of charging and discharging. Usually, η+ ≤ η− and the vehicle
can exchange power to the grid only when it is plugged in.
The SOC of the battery is subject to soft constraints (2.19c), similarly, the
power transferred in and out of the battery is limited by hard constraints
(2.19a)-(2.19b)
0 ≤ u+(t) ≤ P+c,max (2.19a)
0 ≤ u−(t) ≤ P−c,max (2.19b)
ηmin ≤ η ≤ ηmax (2.19c)
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Figure 2.8: Electric car charging stations.
The manipulated variables for the battery are the charging and discharging
power, u = [u+;u−]. As a result, the contribution of the battery operation to
the power balance is z(t) = [−1 1]u(t) = −u+(t) + u−(t).
2.4 Power systems
The current power systems present inefficiencies. For instance, about 8%
of the electrical power produced is lost during transmission. Moreover, the
current electrical grid has a hierarchical structure, which can bring cascading
failures and faults [42]. An example of the domino-effects is the Italian and
Swiss blackout in 2003. In this case, a failure in the Swiss distribution system
propagated and, ultimately, caused the separation of the Italian system from
the rest of the European grid [60].
We consider a power system as a variety of power producers and consumers
connect to the same electrical grid.
In the view of assessing power systems performance, we consider four main
criteria [61]. The first concerns reliability because power systems operation is
supposed to be ensured with few interruptions over a long time period and the
electric service provided is on a nearly continuous basis. The second criterion
is about minimising production costs, i.e. economy. Quality represents the
third criterion as the differences of current and voltage waveform from the
regular sinusoidal shape define the quality of the power supplied. Lastly, the
power systems operation should be eco-friendly reducing pollution, noise and
radiation.
2.4.1 Structure of power systems
Typically, the structure of the power systems is characterised by two groups of
components: primary equipment and secondary equipment. Primary equip-
ment is responsible for transferring energy. In comparison, the secondary
18
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Figure 1.5: Traditional organizational structure of power systems.
Liberalization4 of electric industry has brought changes into the organiza-
tional framework of power systems, which principle scheme is shown in figure
1.6.
Regulator remains, however, its role is different. Now, instead of directly
influencing final price, regulator’s task is to create a fair and sustainable en-
vironment for the electricity market. This is done by approving transmission
pricing policies and long-term monitoring of the market so that a manipulation
and misuse of the market by market participants do not take place.
A new entity, not possessing any physical assets, are traders. Trading com-
panies either participate in a power trading (mostly in cross-border trading) or
provide financial services, such as electricity price hedging.
In order to introduce competition, Vertically Integrated Utility is split (fre-
quently referred to as unbundling) to several parts - generation, transmission
and distribution.
Generation companies (GENCOs) own power plants.
Responsibility for the security of power systems lies then on the System Op-
erator (SO) operating the transmission system. There is no uniform electricity
market design. In different power markets the entity bearing responsibility for
the system operation have different names, such as Transmission System Oper-
ator (TSO), Independent System Operator (ISO), Transmission System Coordi-
nator (TSC), related mainly to the fact if it owns, or only operates transmission
assets.
The main complication, brought by the separation of ownership of generation
and transmission, is the lack of coordination in the long-term system expansion
4The first country undergoing liberalization of its electricity sector in Europe has been
United Kingdom (or more specifically only England and Wales) in 1990.
Figure 2.9: Power system seen as a vertical integrated utility [61].
equipment consists of those components and systems for monitoring, protec-
tion and control [61].
Figure 2.9 illustrates the organisational structure of power systems, which has
been traditionally seen as a vertical integrated utility whi includes pr duc-
tion, transmission and distribution. The company that administers the entire
power system determines the final price of the electricity and it is approved by
the regulator. Usually, the regulator is an entity controlled by the government.
Figure 2.10 illustrates the actual organisational structure of power systems
where generation, transmission and distribution are three different units. In
this structure the regulator has to guarantee the balance in the electricity
market.
Trad rs represent articipants in a power trading or provid rs of financial ser-
vices. Usually, traders have the power to increase competition in the electricity
market and they might be subject to large economical risks [62]. The split in
the organisational structure of power systems has implied the need of multiple
suppliers in the view of introducing competition [61].
The generation unit consists of GENCO (GENeration COmpany) [61]. In
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Figure 1.6: Recent organizational structure of power systems.
planning. This results in the very reduced predictability of utilization of trans-
mission assets and correct allocation of controls.
Involvement of many parties in generation and distribution of energy creates
a more complex economical environment - many more economical links and large
volatility of economical factors. This in turn introduces a strong variation of
power flow patterns. Interconnecting links (frequently called tie-lines) , which
were originally built for power exchange under emergency conditions, are now
used for regular electricity trading over long distances, resulting in that tie-lines
are often the most stressed/loaded elements in transmission systems.
1.4 Interconnected power systems
Previous sections described power system as an independent self-sufficient sys-
tem, which is typically covering a country. But most of power systems are
interconnected with their neighboring systems. These connections are mostly
established on transmission system level. Incentives for interconnection are of
both security and economical nature:
1. Coordinated use of power plants
2. Sharing of emergency reserves
3. Higher system security
4. Possibility for energy trading
Figure 2.10: Recent organisational structure of power systems [61].
this part of the structure, conventional producers like power plants and wind
turbines are connected through a high voltage transmission system [59].
In the distribution part, low voltage distribution grids transp rt the power
produced to the consumers. Distribution companies ensure the supply of elec-
tricity to the consumers through contracts [59]. The distribution companies
buy electricity either at a power exchange market or from a producer or from
a third party trader[59]. In this thesis, we assume that we have a forecast of
the electricity price available.
In addition, the transmission unit consists of the TSO (Transmission System
Operator) or the ISO (Independent System Operator). This unit operates
transmission assets and it can have different names as the electricity markets
might have different layouts [61]. The TSO owns the high-voltage grid and it
is responsible for operating and guaranteeing the supply of electricity in the
country. Due to its role, the TSO must be a non-commercial organisation,
20
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Figure 2.11: Electricity markets and time scales [59].
neutral and independent of commercial players.
2.4.2 Electricity market
In the organisational structure of power systems, the electricity market in-
volves transmission, distribution, retail activities and generation [59]. Such a
structure of power systems requires new electricity markets. The grid must
balance continuously power consumption and production and this involves
fast dynamics in real-time. As a result, electricity market involves trading
performed in trading periods [63]. Figure 2.11 shows that each time scale of
operation corresponds to a related market [59]. Daily transactions belong to
a day-ahead market. Intra-day and regulating power markets are responsible
for adjustments in energy needs [59]. The power can be sold or purchased in
the view of balancing the system [63]. Additionally, the increasing share of
renewable energy systems creates a new business of selling flexibility to the
grid. Therefore, a suitable market strategy is an opportunity for making profit
and reducing costs [56].
2.4.2.1 Regulating power
The standard frequency in Europe’s electricity grid is 50 Hz and Figure 2.12
shows the regulating power services to balance the power grid in West Den-
mark [56, 59].
• Primary
This regulation is automatic and it applies to frequency deviations of
between 20 and 200 mHz from the 50 Hz. Its time scale is about 15-30
seconds and the regulation lasts 15 minutes. This primary service has
to be active until the secondary takes over.
• Secondary
The TSO activates the secondary service and then it releases the primary
service. The secondary reserve has to restore any imbalances caused by
operational disturbances. The time scale is around 15 minutes.
• Manual
This service restore power grid balance in the long term in order to
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Figure 2.3: Regulating power services in West Denmark.
to restore any imbalances caused by major operational disturbances that cannot be
handled by the primary reserves. Secondary reserve regulation is also automatic
and provided by production or consumption units. It must be possible to supply
the reserve requested within 15 minutes and maintain the regulation continuously.
Alternatively, continuous reserve can be supplied by a combination of units. The
manual reserve is used to restore system balance on the longer time scale. The
reserve is activated from the TSO's control center by manually ordering upward
and downward regulation from the relevant suppliers, primarily production units.
Primary reserves get a payment for being available while other regulating services are
paid according to the actual amounts that are activated. In some of our studies, we
explicitly consider primary regulating power by letting the supermarket refrigeration
system prepare itself for automatic activation.
Figure 2.12: Power balance in West Denmark [56, 59].
release the primary and the secondary reserves. The TSO manually
activates this service and orders suppliers to do upward and downward
regulation. The manual, or tertiary, service requires 15 minutes for
activation.
2.5 Control hierarchy f r a power system
The current control hierarchy of the power systems can be seen in Figure
2.13. The lower the position of he block is in the hierarchy, the faster is the
executi . Furthermore, the co trol framework can b divided in th e main
blocks:
* Business planning. This part of the control system has the longest time
horizon that is from months to years. For example, this section of the
controller includes production planning and maintenance scheduling.
* Energy management. In this block of the control system the time scale is
from days to hours as it ensures the power supply on a daily and hourly
basis. Energy management is responsible for planning the production
processes in the most economical way, satisfying energy consumption.
The day-ahead or hour-ahead predictions of the future demand for the
markets in Figure (2.11) are processed by this unit.
* Power management. In this unit of the control system, there are two
time horizons. Optimal Power Flow (OPF) works on the order of min-
utes. It optimises the operation of the electric power systems and the
power transmission and distribution. In addition, voltage and frequency
controls work on the order of seconds as they need to stabilise continu-
ously the power in the electrical grid.
In this thesis, we address control strategies that work on hour-minute scale.
Accordingly to Figure 2.13, such a controller is applicable to power and energy
22
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Figure 2.13: Control framework of the current power system.
scheduling. Moreover, in this work we assume sufficient capacity and disregard
both frequency and voltage control. Figure 2.14 shows the control framework
that we consider. Let us consider an electrical grid that comprises P energy
units. The unit commitment provides a reference for the Model Predictive
Control (MPC), which computes the optimal input signal for each energy unit
in the grid. The measured portfolio power production is the feedback signal.
Chapter 5 describes such a control framework.
2.6 Control for Smart Grids
Future energy systems require dedicated control systems in the view of enhanc-
ing the potential of the smart grid technology. Smart grids require innovative
control systems characterised by the following features:
23
2. Future energy systems
Portfolio
MPC
Unit Commitment
Reference
Coordinator
Unit 1
u1
u2
uP
Measured portfolio power production
Unit 2
Unit P
Figure 2.14: Control framework considered in this thesis.
Scalability
Smart grids require control systems that are able to coordinate and
control power generators of various types, such as wind farms, thermal
power plants, heat pumps, solar tanks, EVs. All these units have differ-
ent dynamics and the electricity grid must be able to efficiently include
these power sources. Therefore, the new controllers must be scalable in
terms of computational complexity because they are supposed to coor-
dinate and control multiple energy units [20].
Balance production & consumption
The introduction of renewables into the grids brings a rise of prediction
uncertainty and this yields to the need of regulating power reserves. One
of the control task in a power system is to maintain the balance between
the power produced by generators and the power consumed by loads,
including network losses, at all-time instants [64].
Satisfy quality criteria
Voltage magnitude, frequency and wave shape must be maintained within
specified limits in order to guarantee reliability of the power system [64].
Information and Communication Technology (ICT)
Future smart-grids require modern communication and information tech-
nologies to ensure that the IT infrastructure efficiently coordinates, mon-
itors and controls the grid. Communication needs to be bilateral and
nearly instantaneous among all devices of the grids. At the same time,
this has to be secure and to ensure privacy, thus, this involves modern
cybersecurity [65].
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2.6.1 Control and Optimisation for Smart Grids
Recently, optimisation and control theory have attracted much attention in
smart grid applications [66]. Residential-level energy management, smart me-
tering, power markets, and portfolio management are problems that require
control and optimisation theory in order to be solved efficiently [67].
In this thesis, we implement an optimisation based control strategy in order
to efficiently balance power production and consumption.
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CHAPTER 3
Economic Model Predictive
Control
In this chapter, we discuss the Economic Model Predictive Control (EMPC)
policy. We outline this control strategy as a special case of the Model Predic-
tive Control (MPC) policy. Moreover, we introduce the general formulation
of the Economic Model Predictive Control and we describe its stability.
3.1 Choice of Economic Model Predictive Control
In the previous sections we introduce energy systems and their mathematical
models. In the synthesis of control structures for energy systems we need to
consider that:
* Energy system models have constraints due to physical and mechanical
limitations. In addition, the desired control performances define con-
straints for the system variables. Accordingly, the control systems are
multi variables and they are hard, or impossible, to split into single-
input-single-output control problems.
* Energy systems might require predictions and forecasts related, for in-
stance, to electricity prices and weather, e.g. wind speed and sun radi-
ation. Therefore, the control systems must incorporate these variables.
The Model Predictive Control (MPC) strategy overcomes these two issues.
MPC policy applies to multi variable constrained optimal control problems
and it can easily incorporate forecasts in the control formulation [56].
In addition, in the synthesis of control structures for energy systems, we need
to define control objectives. One category of control objectives is related
27
3. Economic Model Predictive Control
RTO
Steady State Economic Optimisation
Advanced Process Control System
MPC
Optimal Set-point
Planning and Scheduling
Plant
Figure 3.1: Two-layers structure framework for economic optimisation and
control of industrial processes [12].
to operational feasibility [10]. In this case, the goal of the controller is to
track certain set-points or trajectories [56]. The second category of control
objectives are economic [10]. The standard practice is to deploy a hierarchical
control structure in the view of achieving overall economic objectives [11].
Typically, this structure consists of two layers [12] and Figure 3.1 illustrates
such a control framework.
First layer: RTO
The first layer consists of Real-Time Optimisation (RTO). It performs a
steady-state economic optimisation of the plant’s variables. Its timescale
is relatively long, typically, hours or days. This optimisation is static as
it determines the set-points with the minimal costs among all feasible
steady-state plant operating conditions [68]. The RTO computes the
optimal set-points and it sends the solution to the second layer.
Second layer: Process control
This layer computes the desired dynamic control actions. These actions
guide the plant’s operation to the desired set-points computed by the
RTO in an optimal way. The Model Predictive Control (MPC) is located
in this layer where this controller accounts for process constraints and
coupling of variables. Furthermore, the MPC needs measurements for
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the predicted deviation of the error of the states and the inputs from
the corresponding steady-state values sent by the RTO.
In such a two-layers structure, oﬄine economic objectives lead to an optimal
trajectory, which correspond to the tracking controller’s goal.
The Economic MPC (EMPC) formulation merges this hierarchical structure
into only one layer. The EMPC performs a dynamic economic optimisation
of the process performances directly, without reference to any steady-state
[12]. Consequently, the controller forces the process to the economical optimal
steady-state. Moreover, such a control system can include stochastic elements
of the system due to its closed-loop optimisation [56].
3.2 Economic MPC formulation
The EMPC is a special case of MPC, which is the receding horizon tech-
nique that Figure 3.2 illustrates [11]. The Economic MPC embodies economic
objectives into the control system [12, 69, 70].
In general, we consider the discrete system for k = 0, . . . , N − 1
xk+1 = f(xk, uk, dk) (3.1)
where xk denotes the dynamical state of the system, uk the manipulated
variable, and dk is a predictable disturbance. Moreover, the system is subject
to a set of constraints
h(xk, uk, dk) ≤ 0 (3.2)
The system dynamics f and the set of constraints h might be either linear or
non-linear. Furthermore, the EMPC presents an economic stage cost function
that is different from the function φT,k in MPC tracking problems
φT,k =
1
2
N−1∑
k=0
‖xk − xsp‖2Q + ‖uk − usp‖2R (3.3)
where (xsp, usp) denote the set-points and Q and R are constant weights. In
particular, R defines the regularisation term that penalises the control action.
In the EMPC formulation, the cost function is economic and it can be either
linear or non-linear.
In this work, we consider a linear economic stage cost function; additionally,
both functions f and h are linear. Because of this, our formulation of the
EMPC problem is linear.
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Figure 3.2: Receding horizon technique.
3.2.1 Linear EMPC formulation
Let us consider a linear discrete system
xk+1 = Axk +Buk + Edk (3.4a)
yk = Cxk (3.4b)
xk denotes the state variable and dk represents a process noise given by ex-
ternal forecasting systems. The output, yk, and the manipulated variable, uk,
are subject to the following constraints due to the dynamics of the system and
the control performances
ymink ≤yk ≤ ymaxk (3.5a)
umink ≤uk ≤ umaxk (3.5b)
∆umink ≤∆uk ≤ ∆umaxk ,∆uk = uk−1 − uk (3.5c)
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The Economic MPC performs a direct, dynamic and economic optimisation
of the process performances. Its formulation for the discrete and constrained
system (3.4)-(3.5) is
min
{uk,xk}N−1k=0
φ =
N−1∑
k=0
cTk uk (3.6a)
s.t. xk+1 = Axk +Buk + Edk (3.6b)
yk = Cxk (3.6c)
ymink ≤ yk ≤ ymaxk (3.6d)
umink ≤ uk ≤ umaxk (3.6e)
∆umink ≤ ∆uk ≤ ∆umaxk (3.6f)
The linear objective function (3.6a) includes the cost ck for operating the
process following the optimal trajectory uk. The constraints (3.6b)-(3.6c)
represent the state-space representation of the system. In addition, the system
variables have to satisfy the constraints (3.5) that correspond to the constraint
(3.6d)-(3.6f).
In this thesis, we add the slack variables, sk, to the EMPC formulation (3.6).
Accordingly, the objective function is
φ =
N−1∑
k=0
cTk uk + ρ
T
k sk (3.7)
ρk is the penalty to pay every time the slack variable sk is non-zero. Usually,
in energy system applications the manipulated variable, uk, is subject to hard
constraints while the constraints for the output variable, yk, (3.6d) can include
the slack variable
ymink − sk ≤yk ≤ ymaxk + sk (3.8)
sk ≥ 0 (3.9)
3.3 Stability
EMPC formulation usually includes terminal conditions, i.e. terminal con-
straints and terminal costs in order to ensure stability and average perfor-
mances [11, 12, 68, 71]. At each sampling time, the receding horizon problem
solves the finite horizon optimal control problem that implements the opti-
mal equilibrium of the infinite horizon problem as a terminal constraint. It is
worth noticing that adding terminal conditions to the control problem causes
disadvantages as it limits the operating regions [72]. Similarly, the Lyapunov
techniques apply to the EMPC in order to prove steady-state stability and the
performances of such a controller [68, 71].
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EMPC formulation, without terminal conditions, reduces the computation
time because it does not require the optimal solution for an initial analysis.
In addition, the feasible regions increase and this yields to a larger operating
region of the controller. However, removing terminal conditions causes the
need of stronger assumptions on the finite horizon problem in order to assure
asymptotic stability and transient optimality for the infinite horizon [72, 73].
In this work, we do not consider the steady-states or the target set-points
because we aim at minimising production costs. Moreover, we implement
long prediction and control horizon in order to overcome stability issues in
our formulation [56].
32
CHAPTER 4
Dantzig-Wolfe decomposition
for Linear Programs
The central theme of this chapter is the Dantzig-Wolfe decomposition tech-
nique. We introduce the block-angular Linear Programming problems (LPs)
and we consider these particular LPs to describe the Dantzig-Wolfe decom-
position. Finally, we outline how to initialise the proposed Dantzig-Wolfe
algorithm.
4.1 Decomposition techniques
Nowadays many engineering applications define optimisation problems that
involve a high number of variables and constraints. Decomposition techniques
efficiently solve these problems, especially if they have appropriate structures.
In practice, two specific structures can be often seen in real-world problems:
complicating constraints and complicating variables. In both of these two
structures either a block of constraints or variables complicates and prevents
a straightforward solution of the problem [23].
George Dantzig and Philip Wolfe introduced this decomposition technique
in 1960-1961 for those systems with complicating constraints [74]-[75]. This
structure drastically complicates the solution of the problem and prevents its
solution by blocks.
4.2 Block-angular LPs
A block-angular system is a Linear Programming problem (LP) characterised
by two types of constraints: coupling and decoupling constraints. Thus, this
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class of LPs presents complicating constraints that correspond to the above-
mentioned coupling constraints.
Let us consider the block-angular LP (4.1), where i ∈M = {1, 2, . . . ,M}
min
xi
φ = (c1)
Tx1 + (c2)
Tx2 + . . . + (cM )
TxM (4.1a)
s.t. G1x1 + G2x2 + . . . + GMxM = g (4.1b)
F1x1 = f1 (4.1c)
F2x2 = f2 (4.1d)
. . . =
... (4.1e)
FMxM = fM (4.1f)
xi ≥ 0 (4.1g)
xi ∈ Rn denotes the optimisation variable and ci ∈ Rn represents the objec-
tive cost coefficient. Gi ∈ Rng×n and g ∈ Rng define the set of coupling or
complicating constraints (4.1b). In the same way, Fi ∈ Rnf×n and f ∈ Rnf
denote the set of decoupling constraints (4.1c)-(4.1f).
Potential applications of the block-angular systems are in those areas where
multiple units are independent and, at the same time, these units cooperate
in achieving a common goal [76].
4.3 Dantzig-Wolfe Transformation
The Dantzig-Wolfe transformation represents the core of the Dantzig-Wolfe
decomposition technique.
Theorem 4.3.1 (Dantzig-Wolfe transformation). Let us consider the
block-angular LP (4.1). Given a convex polyhedral set in Rn
Xi = {xi|Fixi = fi}, i ∈M = {1, ...,M} (4.2)
every point xi can be expressed as a convex linear combination of the V extreme
points vji and a non-negative linear combination of the Z extreme rays z
k
i
xi =
V∑
j=1
αjiv
j
i +
Z∑
k=1
βki z
k
i ,
V∑
j=1
αji = 1 (4.3)
with αji , β
k
i ≥ 0 and i ∈M.
Proof. See [76].
The extreme points vji and the extreme rays z
k
i in Theorem 4.3.1 represent,
respectively, the basic feasible solutions and the normalised extreme homoge-
neous solutions of the block-angular problem (4.1).
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The Dantzig-Wolfe transformation provides an equivalent formulation of the
optimisation variable xi (4.3) and this forms the basis of the Dantzig-Wolfe
decomposition technique.
4.4 Master Problem (MP)
Substituting the formulation of the optimisation variable xi (4.3) into the
block-angular system (4.1) yields to a LP named Master Problem (MP) or
full extremal problem (4.4) [76]
min
αji ,β
k
i
φ =
M∑
i=1
 V∑
j=1
pjiα
j
i +
Z∑
k=1
qki β
k
i
 (4.4a)
s.t.
M∑
i=1
 V∑
j=1
hjiα
j
i +
Z∑
k=1
rki β
k
i
 = g (4.4b)
V∑
j=1
αji = 1 i = 1, ...,M (4.4c)
αji ≥ 0 i = 1, ...,M, j = 1, ..., V (4.4d)
βki ≥ 0 i = 1, ...,M, k = 1, ..., Z (4.4e)
Where the coefficients pji , q
k
i , q
k
i and r
k
i are defined as
pji = civ
j
i h
j
i = Fiv
j
i i = 1, ...,M, j = 1, ..., V (4.5a)
qki = ciz
k
i r
k
i = Fiz
k
i i = 1, ...,M, k = 1, ..., Z (4.5b)
The master problem (4.4) is equivalent to the original block-angular problem
(4.1). Moreover, the MP has fewer number of constraints but it includes more
variables due to the extreme points vji and rays z
k
i of each polyhedron Xi (4.2),
with i ∈M.
4.5 Reduced Master Problem (RMP)
In practice, the full MP is never implemented because solving it usually re-
quires high computational time due to the large number of optimisation vari-
ables. Consequently, the Dantzig-Wolfe decomposition introduces a Reduced
Master Problem (RMP) that includes a reduced number of variables.
A subset V¯ and Z¯ of the, respectively, V and Z columns associated to the
decision variables αji and β
j
i of the MP (4.4) designs a linear programming
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problem named Reduced, or Restricted, Master Problem (RMP)
min
αji ,β
k
i
φ =
M∑
i=1
 V¯∑
j=1
pjiα
j
i +
Z¯∑
k=1
qki β
k
i
 (4.6a)
s.t.
M∑
i=1
 V¯∑
j=1
hjiα
j
i +
Z¯∑
k=1
rki β
k
i
 = g (4.6b)
V¯∑
j=1
αji = 1 i = 1, ...,M (4.6c)
αji ≥ 0 i = 1, ...,M, j = 1, ..., V¯ (4.6d)
βki ≥ 0 i = 1, ...,M, k = 1, ..., Z¯ (4.6e)
The coefficients of the RMP pji , q
k
i , h
j
i and r
k
i are obtained as expressed in
(4.5) with j = 1, ..., V¯ and k = 1, ..., Z¯.
Simplex multipliers pi obtained from the constraints (4.6b) and γi from the
convexity constraints (4.6c) are crucial to the Dantzig-Wolfe decomposition.
4.6 Subproblems
The Dantzig-Wolfe technique populates the two subsets V¯ and Z¯ of the RMP
(4.6) at each iteration of the Simplex algorithm by adding just those columns
of the MP (4.4) selected. The columns of the RMP correspond to a basic
feasible solution of the full MP and the Dantzig-Wolfe algorithm includes into
basis only those columns that have the most negative reduced cost.
Let us consider the simplex multipliers pi and γi. By definition, these are the
multiples of their set of constraints such that the simplex multipliers are mul-
tiplied by their respective equations and subtracted from the initial objective
function [77]. Therefore, for the RMP (4.6) the simplex multipliers satisfy, for
i = 1, ...,M
γi + (h
j
i )
Tpi = pji j = 1, .., V¯ (4.7a)
(rki )
Tpi = qki k = 1, .., Z¯ (4.7b)
Assuming that j∗ and k∗ define the indices at which the minima is achieved
with i ∈M
pj
∗
i − γj
∗
i − (hj
∗
i )
Tpi = min
j=1,..,V¯
{
pji − (hji )Tpi
}
− γji (4.8a)
qk
∗
i − (rk
∗
i )
Tpi = min
k=1,..,Z¯
{
qki − (rki )Tpi
}
(4.8b)
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The optimal solution of (4.8) defines the indices j and k of the columns to
introduce into basis for i = 1, ...,M . Accordingly, let us reformulate (4.7a)
and (4.8a) for the extreme points vji
min
j=1,..,V¯
{
pji − (hji )Tpi
}
− γji (4.9a)
= min
j=1,..,V¯
{
(ci)
T vji − (F Ti vji )Tpi
}
− γji (4.9b)
= min
j=1,..,V¯
{(
ci − F Ti pi
)T
vji
}
− γji (4.9c)
= min
j=1,..,V¯
{
ρTi v
j
i
}
− γji (4.9d)
Complementary to the optimisation problem in (4.9) we reformulate (4.7b)
and (4.8b) for the extreme rays zki
min
k=1,..,Z¯
{
qki − (rki )Tpi
}
(4.10a)
= min
k=1,..,Z¯
{
(ci)
T zki − (F Ti zki )Tpi
}
(4.10b)
= min
k=1,..,Z¯
{(
ci − F Ti pi
)T
zki
}
(4.10c)
= min
k=1,..,Z¯
{
ρTi z
k
i
}
(4.10d)
In the optimisation problems (4.9) and (4.10) ρi represents the adjust costs
with i ∈ M. Let us focus on the vertices vji . Solving the optimisation prob-
lem (4.9) involves all the V¯ extreme points in order to evaluate which prices
out negative. Instead, the Dantzig-Wolfe decomposition selects only the ex-
treme points that give the most negative reduced costs by solving the following
optimisation problem at iteration j
ψi = min
xi
ρTi xi + γi (4.11a)
s.t Gixi = gi (4.11b)
xi ≥ 0 (4.11c)
It is evident that the subproblems (4.11) are independent and decoupled.
Hence, these can be solved via parallel computing.
ψj
∗
i and v
j∗
i are the optimal objective function value and the basic feasible
solution of the subproblem (4.11). If
ψj
∗
i − γi ≥ 0 ∀i ∈M (4.12)
then all the reduced costs for the MP are non-negative. Hence, the Dantzig-
Wolfe algorithm has an optimal solution to the MP and, consequently, to the
original block-angular problem (4.1) through the convex combination (4.3).
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If the optimality condition (4.12) is not satisfied then the Dantzig-Wolfe de-
composition augments the columns of the RMP byhj+1ipj+1i
1
 =
Fivj∗icT vj∗i
1
 (4.13)
where vj
∗
i = x
j∗
i is the optimal basic feasible solution of (4.11) at iteration j.
In comparison, let us assume that the optimisation problem (4.11) provides an
extreme homogeneous solution xk
∗
i = z
k
i . The Dantzig-Wolfe decomposition
requires the best normalised extreme homogeneous solution, thus, the algo-
rithm does not evaluate all the extreme rays that prices out negative in the
optimisation problem (4.10). Instead, the best extreme homogeneous solution
xk
∗
i = z
k∗
i is the solution of the problem (4.14)
ϕi = min
xi
ρTi xi (4.14a)
s.t Gixi = 0 (4.14b)
eTx = 1 (4.14c)
xi ≥ 0 (4.14d)
where e = (1, 1, . . . , 1)T and ϕk
∗
i is the optimal objective function value asso-
ciated to the normalised homogeneous solution at iteration k. In practice the
optimisation problem (4.14) is never solved and the Dantzig-Wolfe algorithm
accepts any homogeneous solution of the problem (4.11) without normalising
it. Consequently, the columns of the RMP are augmented byrk+1iqk+1i
0
 =
Fizk∗icT zk∗i
0
 (4.15)
where xk
∗
i = z
k
i . As a result, the RMP includes into basis new columns given
by (4.13)-(4.15) and then it is re-optimised.
Figure 4.1 shows a schematic representation of the Dantzig-Wolfe decomposi-
tion algorithm.
4.7 Optimality
The Dantzig-Wolfe decomposition efficiently solves the block-angular LP (4.1)
and computes the optimal solution that satisfies the following properties.
Theorem 4.7.1 (Feasible and Optimal Solution). Any αji and β
k
i solutions of
the MP (4.4), determine an x as feasible solution to the block-angular problem
(4.1) by convex combination (4.3). Likewise, if φ∗ is the minimum of MP
(4.4) for αji
∗ and βki
∗, then (4.3) provides an optimal feasible solution x∗ to
the original LP (4.1).
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Initialisation Solve RMP (4.6)
Solve subproblems (4.11)
Opt. cond. (4.12)?Opt. solution
Augument RMP by (4.13)-(4.15)
j = 1, k = 1
αji , β
k
i , pi, γi , ∀i ∈M
ψi,∀i ∈M
Yes
No
Figure 4.1: Dantzig-Wolfe algorithm described as a flowchart.
Proof. See [76].
Theorem 4.7.2 (Optimality and Finiteness under Nondegeneracy). An opti-
mal basic feasible solution to the RMP (4.6) is also optimal for the MP (4.4)
if
ψi = γi ∀i ∈M (4.16)
In case of nondegenerate RMP the algorithm computes such an optimum in a
finite number of iterations.
Proof. See [76].
Corollary 1 (Optimality and Finiteness under degeneracy). Theorem 4.7.2
holds if the RMP is degenerate in the case of some anti cycling scheme is used.
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4.8 Initialisation
The Reduced Master Problem (RMP) requires an initial feasible solution to
solve the RMP coefficients. Commonly, the Phase I procedure computes an
initial feasible solution by including the artificial variables κi, ∀i ∈ M in the
RMP
min
αi,κi
M∑
i=1
κi (4.17a)
s.t.
M∑
i=1
Fiviαi ± eiκi = fi (4.17b)
αi = 1 ∀i = 1, . . . ,M (4.17c)
αi ≥ 0, κi ≥ 0, ∀i = 1, . . . ,M (4.17d)
where ei is the column of an identity matrix with i ∈ M. In addition, feasi-
bility is guaranteed with
fi − Fi ≥ 0 ⇒ +ei (4.18a)
fi − Fi < 0 ⇒ −ei (4.18b)
The variables αi, κi for i ∈ M constitute a basic set of variables for the
optimisation problem (4.17). If Phase I computes a feasible solution, then
all nonbasic artificial variables are dropped and the basic artificial variables
are set equal to 0. Alternatively, if no feasible solution is computed, then the
problem is infeasible and the Dantzig-Wolfe cannot be applied to solve the
block-angular problem (4.1) [76].
Clearly, this way of initialising the RMP is equivalent to solving a block-
angular LP and this requires high computation times. In this thesis, we intro-
duce an alternative initialisation strategy for the Dantzig-Wolfe decomposition
when it is used in a MPC controller. The proposed strategy does not solve
any block-angular LP in order to find an initial feasible solution for the RMP.
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41

CHAPTER 5
Linear Economic MPC for
Power Plant Portfolio via
Dantzig-Wolfe Decomposition
In this Chapter, we highlight the scientific contributions related to the im-
plementation of the Dantzig-Wolfe decomposition algorithm to solve the Eco-
nomic Model Predictive Control (EMPC) problem. Firstly, we illustrate a
linear formulation of the EMPC strategy for power plant portfolio manage-
ment. Secondly, we apply the Dantzig-Wolfe decomposition to such a linear
control problem. Thirdly, we explore the warm-start strategy to initialise the
Dantzig-Wolfe algorithm. Finally, we test the proposed controller in simula-
tions and we consider a scenario that consists of multiple and dynamically
decoupled power plants.
5.1 Scientific contribution
The work presented in Papers B, D, G, H, I and K investigates the Economic
MPC controller to operate power units in large and distributed energy systems.
In addition, in these papers, we implement the Dantzig-Wolfe decomposition
to efficiently compute the optimal input signals for each power unit.
Power system operation includes energy and power management. The former
works on a day-minute scale, the latter on a minute-second scale. The energy
management includes the Unit Commitment problem (UC) that is usually
defined as a Mixed Integer Linear Programming problem (MILP). In this thesis
we propose a controller for power units that have already been committed,
however, we reassign more precise and updated forecasts related to the system
variables. The Economic MPC recomputes the power production plan more
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Figure 5.1: Future energy systems.
frequently than the UC and based on updated prognosis. In order to increase
the applicability of such a controller, we formulate the EMPC problem as a
LP and we solve it via the Dantzig-Wolfe decomposition. It is worth noticing
that we address neither frequency nor voltage control.
5.2 Power plant portfolio management
In this work, we formulate the EMPC problem for a power plant portfolio.
The EMPC provides the optimal power production set-point for each power
plant. Moreover, we assume that the running power plants have already been
committed by the Unit Commitment (UC) problem. The EMPC strategy
minimises production costs and satisfies customers’ demand of electricity.
5.2.1 Energy Units
Figure 5.1 shows an energy system where multiple independent power units
are connected to one common operation centre. In this work, we consider
such a scenario. These power units generate and consume electricity and they
can include Renewable Energy Systems (RESs). The operation centre must
coordinate and control all these power units in a way such that the produc-
tion costs are minimised and the portfolio production of electricity satisfies
customers’ demand.
An energy unit is assumed to be represented by a linear stochastic discrete
time state-space model
xk+1 = Axk +Buk + Edk (5.1a)
yk = Cxk + vk (5.1b)
zk = Czxk +Dzuk + Fzdk (5.1c)
The initial state is distributed as x0 ∼ N(xˆ0|−1, P0|−1), the measurement
noise is vk ∼ Niid(0, Rvv), and dk ∼ N(d¯k, Rdd,k) is predicted by an external
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prognosis system [78]. In addition, xk denotes the state, uk the manipulated
variable, yk represents the measurement used for feedback, and zk is the output
variable. We assume that the process disturbance, dk, can be predicted by
some realization Idk of a stochastic information vector Idk . We assume that the
conditional variable has the distribution
dk+j|k = (dk+j |Idk = Idk ) ∼ N(dˆk+j|k, Rdd,k+j|k) (5.2)
In the future energy systems, the disturbance dk might represent wind speed,
outdoor temperature or sun radiation. Consequently, the forecast dk+j|k is the
result of a weather prognosis and the mean value is given by
Dk = {dˆk+j|k}N−1j=0 (5.3)
The manipulated variable, uk, is a stochastic variable. This implies that uk :
Ω 7→ Rnu , i.e. uk = uk(ω) for ω ∈ Ω and (Ω,G, P ) is an associated probability
field [79]. The manipulated variable, uk, is subject to the following hard
constraints
umink ≤uk ≤ umaxk (5.4a)
∆umink ≤∆uk ≤ ∆umaxk (5.4b)
The system output, zk, must be within an interval [r
min
k , r
max
k ] where r
min
k ∼
F(r¯mink , R(rmin,rmin),k) and rmaxk ∼ F(r¯maxk , R(rmax,rmax),k) are stochastic vari-
ables stemming from some distribution. The forecasts, Rk, of the interval
[rmink , r
max
k ] are available and used by the controller. Let
rmink+j|k = (r
min
k+j |Irk = Irk) ∼ F(rˆmink+j|k, R(rmin,rmin),k+j|k) (5.5a)
rmaxk+j|k = (r
max
k+j |Irk = Irk) ∼ F(rˆmaxk+j|k, R(rmax,rmax),k+j|k) (5.5b)
such that the mean of the forecast, Rk, may be denoted as
Rk = {rˆmink+j|k, rˆmaxk+j|k}Nj=1 (5.6)
This interval is a reference zone and it may represent the electricity demand
forecast, the indoor temperature in a building, the temperature in a refrig-
eration system or the state-of-charge of a battery. However, due to some
disturbances or in some scenarios, it may be impossible to obtain and main-
tain zk within the defined interval. Therefore, the constraints on the output
variable include the slack variables, sk, which represent violations of tempera-
ture limits, or violations of state-of-charge limits. Every time sk is non-zero, a
penalty cost, i.e. the cost of buying or selling power on the short-term market
must be paid. Accordingly, the output variable, zk, is subject to
rmink − sk ≤zk ≤ rmaxk + sk (5.7a)
sk ≥ 0 (5.7b)
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The average cost of operating the system in a period [0, . . . , N ] is the stochastic
variable
ψ = lim
N→∞
1
N
N∑
k=0
c′kuk + ρ
′
ksk (5.8)
with ck ∼ F(c¯k, Rcc,k) and ρk ∼ F(ρ¯k, Rρρ,k) being unit costs. The unit price
forecasts are the conditional stochastic variables
ck+j|k = (ck+j |Ick = Ick) ∼ N(cˆk+j|k, Rcc,k+j|k) (5.9)
ρk+j|k = (ρk+j |Iρk = Iρk ) ∼ N(ρˆk+j|k, Rρρ,k+j|k) (5.10)
The mean of the forecasts, Fk, is denoted as
Fk = {cˆk+j|k, ρˆk+j|k}Nj=0 (5.11)
5.2.2 Filtering, Prediction and Certainty Equivalence
We introduce a Kalman filter in order to estimate the state variable, xk, of
(5.1) [80–83]
xˆk|k = E{xk|Yk = Yk} (5.12)
and the innovation, ek, is given by
ek = yk − yˆk|k−1 = yk − Cxˆk|k−1 (5.13)
The standard Kalman filter values, for instance, the innovation covariance,
Re,k, the filter gain, Kfx,k, and the filtered state covariance, Pk|k, are computed
as
Re,k = Rvv + CPk|k−1C ′ (5.14a)
Kfx,k = Pk|k−1C ′R−1e,k (5.14b)
Pk|k = Pk|k−1 −Kfx,kRe,kK ′fx,k (5.14c)
while the filtered state can be computed by
xˆk|k = xˆk|k−1 +Kfx,kek (5.15)
Given the conditional predictions of the external disturbance, dˆk+j|k, and the
manipulated variables, uˆk+j|k, the conditional predictions of the states and
the outputs are
xˆk+1+j|k = Axˆk+j|k +Buˆk+j|k + Edˆk+j|k (5.16a)
yˆk+j+1|k = Cxˆk+1+j|k (5.16b)
zˆk+j+1|k = Czxˆk+1+j|k +Dzuˆk+j|k + Fzdˆk+j|k (5.16c)
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for j = 0, 1, . . . , N − 1 and all k ≥ 0. The corresponding covariances of the
predicted states are
Pk+j+1|k = APk+j|kA′ +GRww,k+jG′ + ERdd,k+j|kE′ (5.17)
The Kalman filter minimises the errors from measurements noise, process noise
and model mismatch [84].
5.2.3 Portfolio Energy Production
In this work, the scenario is a large and distributed energy system consisting
of multiple power units, each of these is modelled as a stochastic linear state-
space representation (5.1). The Economic MPC strategy aims to minimise
production costs and satisfy customers’ demand. For this purpose, the over-
all portfolio energy production needs to be included in the control problem
formulation.
Let us consider an energy system consisting of M power units modelled as
(5.1). Accordingly, the overall energy production is defined as
y˜k =
M∑
i=1
Cixi,k + vk (5.18a)
z˜k =
M∑
i=1
Cz,ixi,k +Dz,iui,k (5.18b)
(5.18) defines a set of coupling constraints connecting the produced and the
consumed power from all M units indexed i.
Therefore, considering the output constraints (5.7), the portfolio energy pro-
duction, z˜k, must be within the interval
ˆ˜rmink+j+1|k − ˆ˜sk+j+1|k ≤ˆ˜zk+j+1|k ≤ ˆ˜rmaxk+j+1|k + ˆ˜sk+j+1|k (5.19a)
ˆ˜sk+j+1|k ≥ 0 (5.19b)
where the bounds ˆ˜rmin and ˆ˜rmax are the mean value of the customers’ demand
forecasts Rk given by external forecasting systems
Rk = {ˆ˜rmink+j+1|k, ˆ˜rmaxk+j+1|k}Nj=1 (5.20)
s˜k+j+1|k is the slack-variable for the overall power portfolio production.
Then, the cost of operating the power portfolio is
φk =
M∑
i=1
ψi,k +
N−1∑
j=0
ˆ˜ρ
′
k+j+1|k ˆ˜sk+j+1|k (5.21)
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and
ψi,k =
N−1∑
j=0
(cˆ
′
i,k+j|kuˆi,k+j|k + ρˆ
′
i,k+j+1|ksˆi,k+j+1|k) (5.22)
5.2.4 Certainty Equivalence Economic MPC
The certainty equivalence principle allows the substitution of all stochastic
variables with their mean value predictions Dk, Rk, and Fk. Therefore, given
the mean value of the forecasts, i.e. Dk (5.3), Fk (5.11) and Rk (5.20), the
filtered state, xˆk|k, from (5.15), the previous input, uk−1, as well as the predic-
tions (5.16) and the objective function (5.21), we compute the optimal trajec-
tories of the predicted manipulated variables, uˆi,k+j|k, and the slack variables,
sˆi,k+j+1|k and ˆ˜sk+j+1|k, by the solution of the linear program
min
uˆi,sˆi,ˆ˜s
φ = φ({uˆi,k+j|k, sˆi,k+j+1|k, ˆ˜sk+j+1|k}N−1j=0 ) (5.23a)
s.t. xˆi,k+1+j|k = Aixˆi,k+j|k +Biuˆi,k+j|k + Eidˆi,k+j|k (5.23b)
yˆi,k+j+1|k = Cixˆi,k+1+j|k (5.23c)
zˆi,k+j+1|k = Ci,zxˆi,k+1+j|k +Di,zuˆi,k+j|k + Fzdˆi,k+j|k (5.23d)
umini,k+j+1|k ≤ uˆi,k+j|k ≤ umaxi,k+j+1|k (5.23e)
∆umini,k+j+1|k ≤ ∆uˆi,k+j|k ≤ ∆umaxi,k+j+1|k (5.23f)
zˆi,k+j+1|k + sˆi,k+j+1|k ≥ rˆmini,k+j+1|k (5.23g)
zˆi,k+j+1|k − sˆi,k+j+1|k ≤ rˆmaxi,k+j+1|k (5.23h)
sˆi,k+j+1|k ≥ 0 (5.23i)
ˆ˜zk+j+1|k + ˆ˜sk+j+1|k ≥ ˆ˜rmink+j+1|k (5.23j)
ˆ˜zk+j+1|k − ˆ˜sk+j+1|k ≤ ˆ˜rmaxk+j+1|k (5.23k)
ˆ˜sk+j+1|k ≥ 0 (5.23l)
N is the prediction horizon, which is normally chosen quite large in order to
capture the dominating dynamics of the systems. The linear program (5.23)
is based on the certainty equivalence assumption. Furthermore, due to the
receding horizon strategy, only the first input uˆk|k of this control sequence is
implemented. The function involving the solution of (5.23) and selecting uˆk|k
is denoted as
uk = uˆk|k = µ(xˆk|k, uk−1,Dk,Rk,Fk) (5.24)
Figure 5.2 shows the overall control framework. The Economic MPC unit
consists of the Kalman filter and the regulator that is the Optimal Control
Problem (OCP).
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Figure 5.2: Forecast based Certainty Equivalent MPC Algorithm.
Algorithm 1 outlines the certainty equivalent Economic MPC developed. It
computes the manipulated variable, uk, based on the current measurement, yk,
the previous input, uk−1, the forecasts, (Dk,Rk,Fk), and the smoothed mean-
covariance estimate, (dˆk−1|k, Rdd,k−1|k). The smoothed estimate, (dˆk−1|k, Rdd,k−1|k),
is needed because we do the one-step prediction of the states, xˆk|k−1 = E{xk|Yk−1 =
Yk−1}, at the time k when the information vector Idk = Idk has been realized
and is known. These information availability considerations are the reason
that the one-step predictions in Algorithm 1 must be expressed as (5.26a) and
(5.28a).
The main computational load in Algorithm 1 is the solution of the linear
program (5.23).
In this work, we omit the local output constraints (5.23g)-(5.23i) and the local
slack variables si,k. This is due to the simulations scenario that consists of
power plants described in Chapter 2, (2.1). Moreover, our goal is to balance
the overall portfolio power production.
5.2.5 Condensing and Economic MPC as LP
In this work, we implement the state elimination strategy by condensing the
state space to a Finite Impulse Response (FIR) model [85–87]. Consequently,
considering an energy system consisting of M energy units modelled as (5.1),
the output variable, zi,k of each unit i with i = 1, 2, ...,M , can be expressed
in the matrix form
Zi = Γu,iUi + Φix0,i + Γd,iDz,i (5.30)
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Algorithm 1 Certainty equivalent Economic MPC with external forecasts
Require: yk, uk−1,xˆk−1|k−1, Pk−1|k−1 and forecasts:
Dk = {dˆk+j|k}N−1j=0 (5.25a)
Rk = {rˆmin,k+j+1|k, rˆmax,k+j+1|k}N−1j=0 (5.25b)
Fk = {cˆk+j|k, ρˆk+j+1|k}N−1j=0 (5.25c)
One-step predictor and filter
xˆk|k−1 = Axˆk−1|k−1 +Buk−1 + Edˆk−1|k (5.26a)
yˆk|k−1 = Cxˆk|k−1 (5.26b)
zˆk+j+1|k = Czxˆk+1+j|k +Dzuˆk+j|k + Fzdˆk+j|k (5.26c)
Compute the innovation
ek = yk − yˆk|k−1 (5.27)
Compute
Pk|k−1 = APk−1|k−1A′ +GRww,k−1G′ + ERdd,k−1|kE′ (5.28a)
Re,k = Rvv + CPk|k−1C ′ (5.28b)
Kfx,k = Pk|k−1C ′R−1e,k (5.28c)
Pk|k = Pk|k−1 −Kfx,kRe,kK ′fx,k (5.28d)
Compute the filtered state
xˆk|k = xˆk|k−1 +Kfx,kek (5.29)
Compute uk = µ(xˆk|k, uk−1,Dk,Rk,Fk) (5.23).
return uk, xˆk|k, Pk|k
where the vectors and matrices are defined as
Zi,k =

zi,k|k
zi,k+1|k
...
zi,k+N |k
 Ui,k =

ui,k|k
ui,k+1|k
...
ui,k+N−1|k
 (5.31a)
Di,k =

di,k|k
di,k+1|k
...
di,k+N−1|k
 Φi =

Cz,i
Cz,iAi
Cz,iA
2
i
...
Cz,iA
N
i
 (5.31b)
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Γu,i =

Dz,i 0 . . . 0
Hu1,i 0 . . . 0
Hu2,i H
u
1,i . . . 0
...
...
...
HuN,i H
u
N−1,i . . . H
u
1,i
 Γ,i =

Fz,i 0 . . . 0
Hd1,i 0 . . . 0
Hd2,i H
d
1,i . . . 0
...
...
...
HdN,i H
d
N−1,i . . . H
d
1,i

(5.32a)
The impulse response coefficients, also known as Markov parameters, are
Huj,i = CiA
j−1
i Bi H
d
j,i = Cz,iA
j−1
i Ei j = 1, 2, .., N (5.33)
Eliminating the states using (5.30) transforms the Economic MPC problem
(5.23) into
min
U,S
∑
i∈M
cTi Ui + ρ
TS (5.34a)
s.t. Rmin − S ≤
∑
i∈M
Zi ≤ Rmax + S (5.34b)
∆Umini ≤ ∆Ui ≤ ∆Umaxi (5.34c)
Umini ≤ Ui ≤ Umaxi (5.34d)
S ≥ 0 (5.34e)
cTi defines the production costs for operating the energy unit i, ρ
T represents
the penalty to pay every time that the slack variable sk is non-zero
cTi =
[
ci,j ci,j+1 . . . ci,j+N
]
ρT =
[
ρj ρj+1 . . . ρj+N
]
(5.35)
The constraint (5.34b) links all energy units output Zi into the overall portfolio
energy production, which must satisfy customers’ consumption. Usually, this
type of constraint is named coupling or connecting constraints.
At the time j, if the variable sj+n, with n = 0, . . . , N , is non-zero then the
overall energy production does not satisfy customers’ demand interval defined
by Rmin and Rmax
S =

sj
sj+1
...
sj+N
 Rmin =

rmin,j
rmin,j+1
...
rmin,j+N
 Rmax =

rmax,j
rmax,j+1
...
rmax,j+N
 (5.36)
In our scenario, Rmin and Rmax represent a customers’ demand forecast in
advance by external forecasting systems defined in (5.20).
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Constraints (5.34c)-(5.34d) are named decoupling constraints because they
represent an independent set of constraints for each energy unit i, with i ∈
M = {1, 2, ...,M}, and they are defined as
∆ui,j = ui,j − ui,j−1 ∆Ui =

∆ui,j
∆ui,j+1
...
∆ui,j+N−1
 (5.37a)
∆Umini =

∆umini,j
∆umini,j+1
...
∆umini,j+N−1
 ∆Umaxi =

∆umaxi,j
∆umaxi,j+1
...
∆umaxi,j+N−1
 (5.37b)
Umini =

umini,j
umini,j+1
...
umini,j+N−1
 Umaxi =

umaxi,j
umaxi,j+1
...
umaxi,j+N−1
 (5.37c)
5.2.6 Block-angular Economic MPC
Let us define the set M¯ = {1, . . . ,M, M¯} which is equivalent to M+ 1. The
EMPC problem (5.23) corresponds to the LP (5.34) and it can be expressed
as
min
qi
%T1 q1 + ...+ %
T
M¯qM¯ (5.38a)
s.t. F1q1 + ...+ FM¯qM¯ ≥ f (5.38b)
Giqi ≥ gi (5.38c)
The coefficients and the optimisation vector qi ∈ Rn are defined as
%i = ci i ∈M, %i = ρ i = M¯ (5.39)
qi = ui i ∈M, qi = s i = M¯ (5.40)
The coupling constraints (5.34c)-(5.34d) define the set of matrices Fi ∈ Rnf×n
and f ∈ Rnf expressed as
Fi =
[
Γu,i
−Γu,i
]
i ∈M , Fi =
[
I
−I
]
i = M¯ (5.41)
f =
[
Rmin −
∑
i∈M(Φix0,i − Γd,iDi)
−Rmax +
∑
i∈M(Φix0,i + Γd,iDi)
]
(5.42)
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The decoupling constraints matrices are Gi ∈ Rngi×n and gi ∈ Rngi defined as
for i ∈M
Gi =

I
−I
Λ
−Λ
 Λ = [IT0Λd
]
I0 =

I
0
...
0
 (5.43)
Λd = diag(
[
Id Id . . . Id
]
) Id =
[−I I] (5.44)
In addition
∆U = ΛU − I0u−1 (5.45)
gi =

Umin,i
−Umax,i
∆Umin,i + Iou−1,i
−∆Umax,i − Iou−1,i
 i ∈M (5.46)
Similarly, for i = M¯
GM¯ =
[
I
]
(5.47)
gM¯ =
[
0
]
(5.48)
The Economic MPC problem (5.23) designs a control problem formulated as a
block-angular LP (5.38) and its solution provides the optimal input signal for
each energy unit of the energy system. A block-angular LP is characterised by
two sets of constraints: coupling (5.38b) and decoupling (5.38c) constraints.
As a consequence, the LP has a block-angular constraints matrix. Decom-
position techniques easily apply to LPs with such a specific structure. It is
worth noticing that the solution of LPs via decomposition techniques is fast,
especially when the number of constraints and variables is high. Accordingly,
a fast solution of the Economic MPC problem speeds up the entire control
framework shown in Figure 5.2 because the main computational load is the
solution of the control problem (5.23) which corresponds to the block-angular
LP (5.38).
5.3 Dantzig-Wolfe decomposition
In this work, we apply the Dantzig-Wolfe decomposition technique to effi-
ciently solve the Economic MPC LP (5.38). Chapter 4 outlines this decom-
position technique.
The Dantzig-Wolfe decomposition algorithm is based on the theorem of convex
combination expressed in Theorem 4.3.1.
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The control problem (5.38) defines a set of feasible polyhedron Qi, with i ∈ M¯ ,
that are bounded, closed and non-empty. Thus, we only include the extreme
points in the convex combination and omit the extreme rays [26]. This yields
to expressing the optimisation variable, qi, as a convex combination of the
vertices vji of the polyhedron Qi, ∀i ∈ M¯
qi =
V∑
j=1
αijv
j
i
V∑
j=1
αij = 1 αij ≥ 0 ∀i ∈ M¯ (5.49)
The Master Problem (MP), defined in (4.4), is obtained by substituting the
notation (5.49) for the optimisation variable qi into the block-angular LP
(5.38), which represents the Economic MPC control problem. However, it
is not practical to solve the entire MP. Because of this, the Dantzig-Wolfe
decomposition introduces a Reduced Master Problem RMP (5.50) including
L ≤ V vertices of each polyhedron Qi with i ∈ M¯
min
αij
φ =
M¯∑
i=1
L∑
j=1
pjiαij (5.50a)
s.t.
M¯∑
i=1
L∑
j=1
hjiαij ≥ f (5.50b)
L∑
j=1
αij = 1 i = 1, ..., M¯ (5.50c)
αij ≥ 0 i = 1, ..., M¯ , j = 1, ..., L (5.50d)
αij is the optimisation variable, φ is the objective function, while the cost
coefficients and the inequality constraints coefficients are
pji = %
′
iv
j
i h
j
i = Fiv
j
i i ∈ M¯, j = 1, ..., L (5.51)
Let us assume to have the initial feasible vertex v0i available ∀i ∈ M¯. Section
5.3.1 addresses how to efficiently initialise the Dantzig-Wolfe algorithm. The
initial feasible vertices are necessary to compute the RMP coefficients (5.51)
and solve the related LP (5.50).
Additionally, the RMP (5.50) provides the simplex multipliers pi and γi from
the inequality constraints (5.50b) and the convexity constraints (5.50c). These
simplex multipliers are sent from the RMP (5.50) and used to update the cost
coefficients of the subproblems (5.52) ∀i ∈ M¯
min
qi
ξi =
[
%i − F ′ipi
]′
qi (5.52a)
s.t Giqi ≥ gi (5.52b)
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π, γ2 π, 𝛾𝛾𝑀𝑀�  π, γ1 ξ 2
*, v2* 𝜉𝜉𝑀𝑀�
∗  , 𝑣𝑣𝑀𝑀�∗  ξ1*, v1*  Master Problem (RMP) 
Subproblem 1 … Subproblem 2 Subproblem 𝑀𝑀� 
Figure 5.3: Dantzig-Wolfe decomposition framework.
ξi denotes the objective function for the subproblem i. Let ξ
∗
i denote the
optimal value of the objective function ξ in (5.52) and q∗i = v
∗
i the optimal
solution. If the optimality condition
ξ∗i − γi ≥ 0 ∀i ∈ M¯ (5.53)
is satisfied, the solution q∗i = v
∗
i provides the optimal solution for the MP
through the convex combination (5.49). The optimal solution for the block-
angular LP (5.38) is given by
q∗i =
V∑
j=1
αijv
j∗
i (5.54)
If the optimality condition (5.53) is not satisfied, then the Dantzig-Wolfe de-
composition adds columns into basis by augmenting the columns of the RMP
hj+1i = Fiv
j∗
i p
j+1
i = %
T vj
∗
i ∀i ∈ M¯ (5.55)
Figure 5.3 represents the Dantzig-Wolfe framework. The RMP (5.50) sends
its simplex multipliers pi and γi to the subproblems (5.52). These LPs update
their coefficients and send the optimal solution v∗i , in order to update the coef-
ficients (5.55) of the RMP for the next iteration. In addition, the subproblems
(5.52) send the optimal value of the objective functions ξ∗i , in order to check
the optimality condition (5.53).
Algorithm 2 summarises the Dantzig-Wolfe algorithm that we utilise to effi-
ciently solve the Economic MPC block-angular LP (5.38).
5.3.1 Warm-Start
In our work, the Dantzig-Wolfe algorithm is part of a MPC controller. As
a consequence, the previous solution is always available and it can be used
to compute the initial feasible vertex. In the Dantzig-Wolfe decomposition,
the initial solution is necessary to compute the coefficients (5.51) in the RMP
(5.50).
We derive a warm-start strategy from the constraints on the portfolio energy
production (5.19) as Algorithm 3 illustrates. The solution of the EMPC is
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Algorithm 2 Classic Dantzig-Wolfe decomposition
Require: Initial feasible vertex for the RMP (5.50).
if No points are found then
Stop.
else
L=1
while Converged == false do
Solve the L− th RMP (5.50).
Solve subproblem i (5.52).
if Optimality condition (5.53) is satisfied then
Converged == true.
Optimal solution is given by (5.54).
else
Compute RMP coefficients (5.55).
end if
L = L+ 1
end while
end if
feasible and it satisfies the dynamic of the systems through the constraints
(5.23b)-(5.23d). In the warm-start strategy, we use the previous optimal solu-
tion to estimate the power production for each power unit, zˆi,k+j+1|k, and the
overall energy system production, ˆ˜zk+j+1|k. Moreover, we use these values to
determine an initial vertex for the slack variable, s˜k+j+1|k, through the soft
constraints related to the output variables (5.23j)-(5.23l).
Accordingly, all the required initial feasible vertices are found without solving
any LPs and this yields a reduction in computation time.
5.4 MATLAB Simulations
In Papers B, D, G, H, I and K we present our work where we propose the
Dantzig-Wolfe decomposition algorithm to efficiently solve the Economic MPC
control problem (5.38) to control large and distributed energy systems. In
general, we apply the EMPC strategy to large and distributed energy systems
that consist of multiple and independent energy units modelled in Chapter 2,
(2.1).
Our intention is to show the benefits of implementing the Dantzig-Wolfe de-
composition to the linear Economic MPC problem. The proposed controller
satisfies customers’ demand and reduces computation times even in large scale
scenarios. For this purpose, we divide numerical results into two parts: power
production and computational time. In the former part, we focus on the
energy system power production and customers’ consumption. In the latter
56
5.4. MATLAB Simulations
Algorithm 3 Initialisation technique for a Dantzig-Wolfe algorithm in a linear
Economic MPC
Require: uˆi,k+j|k.
if j = 0 then
uˆi,k|k = umini
end if
Estimate the system outputs, zˆi,k+j+1|k (5.26c) and ˆ˜zk+j+1|k for the whole
energy system.
Compute the initial feasible vertices for the next iteration from the global
constraints (5.19)
s˜k+j+1|k,min = max
{
ˆ˜rk+j+1|k,min − ˆ˜zk+j+1|k, 0
}
(5.56a)
s˜k+j+1|k,max = max
{
ˆ˜zk+j+1|k − ˆ˜rk+j+1|k,max, 0
}
(5.56b)
s˜k+j+1|k = max(s˜k+j+1|k,min, s˜k+j+1|k,max) (5.56c)
return s˜k+j+1|k.
part of the results we present the computational performances of the proposed
control algorithm.
It is worth noticing that we implement the warm-start strategy in Algorithm
3 in order to initialise the Dantzig-Wolfe decomposition.
5.4.1 Power production
The work in Paper H includes a scenario consisting of two power units. One of
these has slow dynamic, τ1 = 15. The other power unit has fast dynamic, τ2 =
5. The manipulated variable of each power plant is subject to the following
hard constraints
0 ≤u1 ≤ 12 − 1 ≤ ∆u1 ≤ 1
0 ≤u2 ≤ 12 − 3 ≤ ∆u2 ≤ 3
Furthermore, the sampling time Ts is 1 s and the time horizon is N = 100.
The noise wk and dk are normally distributed pseudorandom generated with
the variance equal to 0.1.
Figure 5.4 shows the performances of the EMPC strategy on such an energy
system in closed-loop simulations. The overall power produced by the energy
system satisfies the energy consumption reference. The Dantzig-Wolfe decom-
position algorithm computes, for each power plant, the reference signal, which
is the magenta line visible in Figure 5.4. Figure 5.4 also displays the system
output and its predicted value.
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Figure 5.4: Energy production and consumption in closed-loop simulation
with a scenario consisting of two power plants. PP1 denotes the performances
of the slowest power plant, while PP2 is related to the fastest one.
In Paper K we analyse the performances of an energy system that consists
of five power units modelled as (2.1), where the time constants are randomly
generated over the interval [5, 30], the sampling time is 1 s and time horizon
is 50. The input bounds are set as
0 ≤ui ≤ 15 − 5 ≤ ∆u1 ≤ 5 i = 1, . . . , 5
The noise wk and dk variance is 0.1 and both variables are normally dis-
tributed pseudorandom generated. Figure 5.5 shows closed-loop simulations.
The power produced by the energy system is within the customers’ demand
interval.
Deterministic simulations are in Paper D and G. The scenario includes three
power plants and the system is noise free. Figure 5.6 contains simulation
results with sampling time Ts = 5 s and time horizon is equal to 50. The time
constants are τ1 = 40, τ2 = 90 and τ3 = 1000, while inputs bounds are defined
as
0 ≤u1 ≤ 50 − 30 ≤ ∆u1 ≤ 30
0 ≤u2 ≤ 100 − 20 ≤ ∆u2 ≤ 20
0 ≤u3 ≤ 200 − 5 ≤ ∆u3 ≤ 5
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Figure 5.5: Power demand interval and overall power production of an energy
system consisting of five power units in closed-loop simulation.
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Figure 5.6: Closed-loop simulations noise free. Power demand interval and
overall power production for an energy system consisting of three power units.
5.4.2 Computation time
In Paper H, we utilise the MATLAB solver linprog to solve the block-angular
LP control problem (5.38). In this work, the time constants τ are randomly
generated within the interval [2, 20]. Figure 5.7 shows that the considered
number of power units in the energy system limits the solution of the con-
trol problem in a centralised way. A high number of units involves a high
number of variables and constraints. This does not affect the performances of
the proposed EMPC controller that implements the Dantzig-Wolfe decompo-
sition algorithm. Figure 5.7 displays that the proposed controller computes
the optimal input signals for all the case studies considered. With regard
to computation times, the Dantzig-Wolfe decomposition outperforms the cen-
tralised solution of the control problem. In addition, solving in parallel the
subproblems (5.52) yields to a substantial reduction in computation time.
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Figure 5.7: Centralized MPC and Dantzig-Wolfe computational times.
Papers B, D, G and K compare the performances of the proposed controller
with the state-of-the-art LP solvers. Figure 5.8 reports that the solution of
the control problem (5.38) in a distributed way via the Dantzig-Wolfe decom-
position overcomes the state-of-the-art LP solvers. Interior Point (IP) and
Active Search (AS) strategies applied to specific solvers, e.g. MOSEK, Gurobi
and CPLEX solve the control problem (5.38) in a centralised way.
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Figure 5.8: Dantzig-Wolfe vs. State-of-the-art LP solvers.
The work in Paper B investigates the performances of the Dantzig-Wolfe de-
composition compared to the ADMM strategy. Figure 5.9 reveals that the
Dantzig-Wolfe decomposition outperforms both centralised solution of the lin-
ear EMPC problem (5.38) and the distributed solution via ADMM.
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Figure 5.9: Dantzig-Wolfe vs. ADMM and State-of-the-art LP solvers.
5.5 Summary
In this chapter, we apply the Economic Model Predictive Control (EMPC)
strategy to power systems operation. Moreover, we describe such a control
problem as a LP with a block-angular constraint matrix. In order to make
the EMPC problem computationally feasible we implement the Dantzig-Wolfe
decomposition. We test the proposed algorithm in simulation and we use
validated mathematical models of power plants in our scenario.
On the whole, the proposed algorithm provides the optimal control trajectories
to each power unit in the energy system. As a result, the overall portfolio
power production satisfies the consumption. Additionally, it is apparent in
all the cases that the proposed control algorithm outperforms the other LP
solvers and the decomposition techniques considered. The number of power
units considered in the case study does not affect the performances of the
Dantzig-Wolfe decomposition algorithm.
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CHAPTER 6
Early Termination in
Dantzig-Wolfe Decomposition
for EMPC
In this chapter, we outline the early termination strategy applied to the
Dantzig-Wolfe decomposition technique for the Economic Model Predictive
Control (EMPC) problem. We introduce the feasibility of the solution given
by such a strategy and we define the consequent stability. Then, we investi-
gate the early termination performances in simulations. We apply the EMPC
strategy to operate large and distributed energy systems. Simulations reveal
that the early termination strategy causes a decrease in computation times
and it affects optimality.
6.1 Early termination in Dantzig-Wolfe
decomposition
The Economic Model Predictive Control (EMPC) strategy applies to large
and distributed energy systems consisting of multiple and dynamically decou-
pled power units. These power systems are defined by linear models, process
variables are subject to linear constraints, and the objective function is lin-
ear. Accordingly, the EMPC formulation is linear and it has a block-angular
constraints matrix. Because of this, we implement the Dantzig-Wolfe decom-
position in order to efficiently compute the optimal control trajectory for each
power unit.
We extensively describe the Dantzig-Wolfe algorithm in Chapter 4 and in
Chapter 5. In this work, we consider bounded, non-empty and closed polyhe-
dra. Therefore, the optimisation variable, qi, of the block-angular LP can be
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expressed as the convex combination of the extreme points, vji , of the related
polyhedra
qi =
V∑
j=1
αijv
j
i
V∑
j=1
αij = 1 αij ≥ 0 ∀i ∈ M¯ (6.1)
The early termination strategy in the Dantzig-Wolfe decomposition limits the
number of iterations.
At each iteration, the Dantzig-Wolfe decomposition adds columns into basis
while the optimality condition is not satisfied. The columns of the Reduced
Master Problem (RMP) correspond to the basis and the optimisation variable
of the RMP is αij (6.1). As a result, the number of variables of the RMP
increases by adding columns into basis. However, the extreme points of the
polyhedra and the variables of the RMP constitute the convex combinations
(6.1). Hence, the increase in the number of variables of the RMP yields to an
increase in the number of extreme points of the polyhedra.
Accordingly, the limit on the number of iterations implicitly limits the number
of extreme points considered.
The early termination strategy does not guarantee optimality because the
limit on the number of iterations might stop the algorithm prematurely and
before the optimality condition is satisfied.
6.1.1 Feasibility
The early termination strategy in the Dantzig-Wolfe decomposition provides a
solution that is not optimal but it is feasible. In Chapter 4 we introduce The-
orem 4.7.1 about the feasibility and optimality of the solution in the Dantzig-
Wolfe decomposition technique.
We recall this theorem considering only the feasibility. We omit the extreme
rays and we consider only the extreme points because we work with bounded,
non-empty and closed polyhedra.
Theorem 6.1.1 (Feasible solution with closed, bounded and non-empty poly-
hedra). Any solution of the MP determines a feasible solution to the block-
angular LP by convex combination.
Proof. See [76].
Furthermore, the feasibility of the solution ensures stability of the algorithm
developed.
The early termination strategy in the Dantzig-Wolfe decomposition technique
is explained in Figure 6.1 where Υ denotes the maximum number of iterations.
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Figure 6.1: Early termination of Dantzig-Wolfe decomposition.
6.2 MATLAB simulations
Papers C, E and F investigate the performances of the early termination strat-
egy in the Dantzig-Wolfe decomposition to operate power systems via the Eco-
nomic Model Predictive Control (EMPC). The goal of our investigation is to
show how the early termination strategy affects both the computational time
and the optimality.
The scenario in Paper C includes large and distributed energy systems con-
sisting of four multiple power units (2.1) with τ1 = 20, τ2 = 10, τ3 = 18 and
τ4 = 9. The input bounds are subject to the hard constraints
0 ≤u1,...,4 ≤ 10
−1 ≤ ∆u1,3 ≤ 1, − 3 ≤ ∆u2,4 ≤ 3
The time horizon is N = 70 and sampling time Ts = 1 s. Additionally, we
implement the warm-start strategy explained in Section 5.3.1 in the view of ini-
tialising the Dantzig-Wolfe algorithm. Moreover, simulations are closed-loop
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and the noise wk and dk are normally distributed pseudorandom generated
with the variance equal to 0.1. .
Figure 6.2 provides the performances of the early termination in the Dantzig-
Wolfe algorithm. The results are divided into two parts as follows: CPU times,
in Figure 6.2a, and costs, in Figure 6.2b. Figure 6.2a reveals that, in general,
bounds on the number of iterations reduce computation times. Low bounds
on the number of iterations yield to a left shift of the CPU time distributions,
so computation times are decreasing. On the contrary, a right shift of the cost
distributions can be identified in Figure 6.2b. Our investigations show that
the limits on the number of iteration might stop the Dantzig-Wolfe algorithm
prematurely and yield to extra costs. This is due to the number of extreme
points of the feasible polyhedra included.
The early termination stops the Dantzig-Wolfe decomposition algorithm with-
out considering the optimality condition. If the algorithm stops before the
optimality condition is satisfied, then the solution is feasible and non-optimal.
As a result, the non-optimality causes deterioration in the optimal values of
the objective functions and this corresponds to extra costs.
In Papers E and F, the scenario is slightly different. We consider an energy
system that consists of five power plants modelled as in Section 2.3.1 with
τ1 = 8, τ2 = 20, τ3 = 10, τ4 = 8 and τ5 = 4. The input bounds are
0 ≤ u1,...,5 ≤ 10 − 2 ≤ ∆u1,...,5 ≤ 2
In addition, the time horizon is N = 50 and sampling time is 1s. Figure 6.3
reports the decrease in computation time, blue bar, given by the early termi-
nation strategy. However, this strategy causes extra costs that the magenta
bars represent. Consequently, a low number of extreme points of the feasible
polyhedra leads to a decrease in CPU time and, at the same time, extra costs
to pay. Stopping the Dantzig-Wolfe algorithm after 16 iterations causes a de-
crease of 50% in the CPU time and 20% of extra costs to pay. Similarly, a
limit of four iterations reduces computation times up to 90% and leads to an
increase of 50% in costs.
6.3 Summary
In this Chapter, we introduce the early termination strategy in the Dantzig-
Wolfe decomposition to operate power systems via the Economic Model Pre-
dictive Control (EMPC). We prove that this approach ensures feasibility of
the solution and this suffices for stability.
Moreover, we investigate the affects of the early termination strategy on com-
putation times and optimality. In the main, this strategy causes reduction in
the computation times. However, stopping the Dantzig-Wolfe algorithm pre-
maturely affects the optimality and deterioration in the optimal values of the
objective function occurs. Due to the implementation of the Dantzig-Wolfe
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Figure 6.2: CPU time and costs distributions based on 20 stochastic simula-
tions. Blue distribution is for Economic MPC solved via exact Dantzig-Wolfe
algorithm. Green distribution is for an early termination strategy with 15
vertices. Magenta distribution is for an early termination strategy with 10
vertices. Black distribution is for an early termination strategy with five ver-
tices.
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Figure 6.3: CPU time, blue bars vs. Extra Costs, magenta bars in the early
termination strategy.
decomposition in the EMPC framework, deterioration in the optimal values
corresponds to extra costs.
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CHAPTER 7
Reduced Dantzig-Wolfe
Decomposition and Partial
Cycling Strategies for Linear
EMPC
In this chapter, we outline the reduced version of the Dantzig-Wolfe decompo-
sition aimed to fasten the algorithm. Moreover, we examine that this reduced
decomposition technique computes a feasible and non-optimal solution. We
describe that feasibility suffices for stability. Then, we implement the re-
duced Dantzig-Wolfe decomposition to the Economic Model Predictive Con-
trol (EMPC) problem for operating large and distributed energy systems. We
provide numerical results from closed-loop simulations. In addition, we inves-
tigate the performances of the partial cycling strategies for the Dantzig-Wolfe
decomposition in simulation.
7.1 Reduced Dantzig-Wolfe decomposition
In Paper A, we investigate a reduced version of the Dantzig-Wolfe decom-
position technique. Similarly to the classic Dantzig-Wolfe algorithm, the re-
duced version applies to the LPs that have a block-angular constraints matrix.
Chapter 5 outlines that such a LP represents the Economic Model Predictive
Control (EMPC) problem to operate large and distributed energy systems.
The reduced Dantzig-Wolfe decomposition changes the optimality condition
of the classic decomposition technique.
Let ξ∗i denote the optimal value of the objective function of a subproblem
i (5.52), γi the simplex multipliers given by the RMP (5.50), i ∈ M¯. If a
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subproblem i satisfies the condition
ξ∗i − γi ≥ 0 (7.1)
then the related reduced cost is non-negative. The classic Dantzig-Wolfe de-
composition adds columns into basis until the condition (7.1) is not satisfied
∀i ∈ M¯.
The reduced Dantzig-Wolfe algorithm introduces a set S ∈ M¯ and this set S
includes those subproblems i that satisfy the condition (7.1).
The Dantzig-Wolfe decomposition requires the column with the most negative
reduced cost to add into basis. When a subproblem i satisfies the condition
(7.1) then the related reduced cost is non-negative and the Dantzig-Wolfe
algorithm will not select the subproblem i to come into basis at the next
iteration. Because of this, the reduced Dantzig-Wolfe decomposition includes
the subproblem i into a set S ⊂M. The reduced Dantzig-Wolfe decomposition
does not add columns to the RMP for those subproblem in the set S because
their reduced costs are non-negative. Therefore, solving these subproblems at
the next iteration is not necessary.
The reduced Dantzig-Wolfe decomposition provides the solution for the block-
angular LP if
ξ∗i − γi ≥ 0 i ∈ S ≡ M¯ (7.2)
and the solution is given by
q∗i =
L∑
j=1
α∗ijv
j
i i ∈ M¯ ≡ S (7.3)
where vji = q
∗
i is the optimal solution of the subproblem (5.52) and αij is the
optimisation variable of the RMP.
We recall the optimality condition in the traditional Dantzig-Wolfe decompo-
sition
ξ∗i − γi ≥ 0 ∀i ∈ M¯ (7.4)
It is evident that the traditional Dantzig-Wolfe decomposition requires that
all subproblems i, ∀i ∈ M¯, satisfy the condition (7.4) at the same time. In
comparison, the reduced Dantzig-Wolfe decomposition modifies the previous
optimality condition (7.4) into (7.2) where all subproblems i, ∀i ∈ M¯, must
satisfy the condition but not at the same time.
The reduced Dantzig-Wolfe decomposition is described in Algorithm 4 and in
Figure 7.1.
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Algorithm 4 Reduced Dantzig-Wolfe decomposition
Require: Initial feasible vertex v0i for the RMP (5.50).
if No points are found then
Stop.
else
S = {∅}
L=1
while Converged == false do
Solve the L− th RMP (5.50).
Solve subproblem i (5.52), for i ∈ M¯\S.
if S ≡ M¯ then
Converged == true
else
if a subproblem i, i ∈ M¯\S, satisfies the optimality condition (7.1)
then
S = {i} ,S ⊂ M¯.
end if
Compute RMP coefficients (5.55) ∀i ∈ M¯\S.
end if
L = L+ 1
end while
end if
7.1.1 Suboptimality and stability in linear MPC via reduced
Dantzig-Wolfe decomposition
The reduced Dantzig-Wolfe decomposition changes the optimality condition
(7.4) of the traditional decomposition technique into a condition that does
not ensure optimality. As a result, the reduced Dantzig-Wolfe decomposition
computes a suboptimal and feasible solution of the block-angular LP (5.38).
In order to explain the suboptimality of the solution, we refer to Theorem
4.7.2. Refer to Corollary 1 in case of degeneracy in the block-angular LP.
The reduced Dantzig-Wolfe decomposition does not require all subproblems
to satisfy the optimality condition at the same time and, because of this,
it does not satisfy Theorem 4.7.2. Accordingly, the reduced Dantzig-Wolfe
decomposition does not provide an optimal solution.
With reference to the feasibility of the solution, we recall Theorem 4.7.1. In
this work, its formulation is different because we consider bounded, closed and
non-empty polyhedra, hence, we consider exclusively extreme vertices and we
omit extreme rays.
Theorem 7.1.1 (Feasible and optimal solution with bounded, closed and
non-empty polyhedra). Any αij solutions of the MP (5.50), determine an x
as feasible solution to the block-angular problem (5.38) by convex combination
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Figure 7.1: Reduced Dantzig-Wolfe decomposition.
(5.49). Likewise, if φ∗ is the minimum of MP (5.50) for α∗ij, then (5.49)
provides an optimal feasible solution x∗ to the original LP (5.38).
Proof. See [76].
Consequently, the reduced Dantzig-Wolfe decomposition computes a subopti-
mal solution for the block-angular LP, however the solution is feasible. Numer-
ous studies have established that feasibility suffices for stability when achieving
optimality is not required [22, 88–91].
7.1.2 MATLAB simulations: traditional DW vs. reduced DW
In Paper A, we investigate the performances of the reduced Dantzig-Wolfe
decomposition on six case studies consisting of, respectively, 25, 50, 75, 100,
125 and 150 power units modelled in Chapter 2, (2.1). Time constants are
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randomly selected inside the range [8, 25], the time horizon is N = 70 and
the sampling time is Ts = 1 s. Simulations are closed-loop and the noise
wk and dk are normally distributed pseudorandomly generated with variance
equal to 0.1. Moreover, the control variables are subject to the following hard
constraints 0 ≤ uk ≤ 10 and −2 ≤ ∆uk ≤ 2. The customers’ demand is taken
from the Nordic Electricity Market NordPool [92].
We investigate the performances of both traditional and reduced Dantzig-
Wolfe decomposition applied to the Economic Model Predictive Control (EMPC)
problem for operating a large and distributed energy system.
Figure 7.2 displays the performances in closed-loop simulations of both decom-
position techniques applied to the Economic Model Control (EMPC) problem
for operating an energy system consisting of 75 power units. It is evident
in Figure 7.2a that the overall power production satisfies the customers’ de-
mand interval for both traditional and reduced Dantzig-Wolfe decomposition.
Furthermore, 7.2b shows that the suboptimality of the solution causes the de-
terioration in the objective function optimal value. Figure 7.2b contains the
total production costs and it reveals that the reduced Dantzig-Wolfe decom-
position involves higher costs.
We consider all six case studies in order to illustrate the performances of
the reduced Dantzig-Wolfe decomposition on large-scale energy systems. This
decomposition technique, as expected, reduces computational times for all six
case studies, according to Figure 7.3a. In addition, Figure 7.3b illustrates
that objective function optimal values given by the reduced decomposition
technique are higher than the traditional Dantzig-Wolfe. This is due to the
non-optimality of the solutions.
Additionally, Figure 7.4 shows the percent decreases in the computational
time and the percent changes in the optimal values of the objective function.
The computation times decrease up to 80%, while the deteriorations in the
objective function optimal values exceed 20% (upper dashed line) for only
one case study. Moreover, the percent deterioration in the optimal value of
the objective function is often below 10% (lower dashed line), even when the
number of power units in the case study increases.
The overall response is that the reduced Dantzig-Wolfe decomposition causes
reduction in the computation times. Closed-loop simulations show its stabil-
ity. Moreover, we investigate the extra costs related to the deteriorations in
the optimal values of the objective function due to the non-optimality in the
reduced Dantzig-Wolfe algorithm.
7.2 Partial cycling strategies in Dantzig-Wolfe
decomposition
In Paper J, we investigate two partial cycling strategies applied to the Dantzig-
Wolfe decomposition. The aim of these strategies is to fasten the solution
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Figure 7.2: Closed-loop simulations run both the classic Dantzig-Wolfe, blue
graph, and the novel reduced decomposition, red plot, on an energy system
consisting of 75 power units.
of the Economic Model Predictive Control (EMPC) problem. The two par-
tial cycling strategies modify the optimality condition (7.4) of the traditional
Dantzig-Wolfe decomposition and introduce two different cycling schemes. Ac-
cordingly, these strategies compute suboptimal solutions, but they ensure fea-
sibility.
The traditional Dantzig-Wolfe decomposition adds columns to the Reduced
Master Problem (RMP) (5.50) until all subproblems i ∈ M¯ satisfy the opti-
mality condition (7.1).
Partial Strategy A If a subproblem (5.52) i ∈ M¯ satisfies the optimality
condition (7.1) of the Dantzig-Wolfe algorithm, then the partial cycling
strategy A does not add columns to the RMP related to subproblem i.
The subproblem i is then included in a set A ⊂ M¯. If all subproblems
have satisfied the optimality condition, then, A ≡ M¯ and the partial
cycling strategy has the solution to the block-angular LP. The partial
cycling strategy A is described in Figure 7.5 and Algorithm 5.
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Figure 7.3: Computation time and objective function optimal values for the
classic Dantzig-Wolfe, blue line, and for the reduced version, red plot, vs. The
number of power units in the energy system.
Partial Strategy B If a subproblem (5.52) i ∈ M¯ has a decreasing objective
function, then this problem will not be solved at the next iteration. The
partial cycling strategy B is described in Figure 7.6 and in Algorithm 6.
In this thesis, the number of extreme points L˜ is heuristically defined.
Theorem 4.7.1 ensures the feasibility and the non-optimality of the so-
lution given by both partial cycling strategies A and B.
It is worth noticing that when the subproblem i satisfies the optimal-
ity condition (7.1), then the related polytope Qi may attain the same
local optimum given by the traditional implementation of the Dantzig-
Wolfe algorithm. However, the partial strategies omit the contributions
of the subproblem solutions to the coupling constraints and objective
costs coefficients (5.51). Because of this, the solution cannot be optimal.
Moreover, the lack of persistence of LPs influences the non-optimality of
the solution. In particular, it is important to point out that, in general,
the fact that a subproblem did not lead to the generation of a column
75
7. Reduced Dantzig-Wolfe Decomposition and Partial Cycling
Strategies for Linear EMPC
25 50 75 100 125 150
0
10
20
30
40
50
60
70
80
90
Power units
[%
]
 
 
Comp. time decrease
Obj. func. deterioration
Figure 7.4: Percent changes, vs. Number of power units in the energy system.
Black bars denote percent decrease in computation time, while grey bars de-
note percent change in objective function optimal values. These reductions in
computational time and optimal values are the reductions compared with the
classic Dantzig-Wolfe algorithm.
in one iteration does not imply that there will be no column generated
in the next iteration.
7.2.1 MATLAB simulations
We compare the two partial cycling strategies to the classic and the reduced
Dantzig-Wolfe decomposition. Simulations are open-loop, the time horizon is
N = 100 and the sampling time is Ts = 1 s. We consider five case studies
that represent large and distributed energy systems and they consist of, re-
spectively, 10, 50, 100, 150 and 200 power units, modelled in Chapter 2, (2.1).
Furthermore, external forecasting systems provide customers’ demand from
the Nordic Electricity Market NordPool [92].
The partial cycling strategy B requires the number of iterations L˜ a priori.
In these simulations, L˜ is heuristically chosen and set to 15. This value set
a priori limits the applicability of the strategy because a wrong value of L˜
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ξ∗i − ρi ≥ 0 ∀i ∈ M¯\A?
A = {i}
Subopt. solution
vj+1i , ∀i ∈ M¯\A
j = 1
ξ∗i ,∀i ∈ M¯\A
Yes
No
pj+1i , h
j+1
i
A ≡ M¯
Figure 7.5: Partial cycling strategy A.
causes bad performances of the algorithm. However, in this work, we have not
investigated methodologies on how to set efficiently this value L˜. Our choice
is motivated by our knowledge of the case studies considered.
We investigate the performances of these partial strategies and we divide the
numerical results into three parts: computation times, performances and data
storage.
With reference to computation time, Figure 7.7a indicates that the partial
cycling strategies reduce computation times for all five case studies. Fur-
thermore, we measure the performances of the partial cycling strategies by
considering the optimal value of the objective function. Figure 7.7b shows
the deterioration of the partial cycling strategy B in the optimal value of the
objective function is up to 12% in open-loop simulations.
In addition, we investigate the reduction in data storage that result from the
two partial cycling strategies. The Dantzig-Wolfe algorithm includes columns
into basis and this causes extra columns to the RMP. Therefore, most of the
data storage is related to this part of the algorithm. Table 7.1 reports the
number of columns of the RMP related to the number of power units included
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Iterate traditional Dantzig-Wolfe, B = {∅}
Solve RMP
Solve subproblem i, ∀i ∈ M¯\B
ξ∗ji − ξ∗j−1i
ξi∗j < 0 ∀i ∈ M¯\B?
B = {i}
Subopt. solution
vj+1i , ∀i ∈ M¯\B
j = L˜
ξ∗i ,∀i ∈ M¯\B
Yes
No
pj+1i , h
j+1
i
B ≡ M¯
Figure 7.6: Partial cycling strategy B.
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Algorithm 5 Partial Cycling A
Initialise the traditional Dantzig-Wolfe algorithm.
Solve the RMP (5.50).
A = {∅}.
while Not Converged do
Solve subproblem i ∈ M¯.
if a subproblem i ∈ M¯ satisfies the optimality condition (7.1) then
The subproblem i is included in the set A ⊂ M¯.
else
Add more extreme points to the polytope Qi for all the subproblem
∀i ∈ M¯ \ A.
end if
if A ≡ M¯ then
Converged = true.
end if
end while
in the case study. We note that the classic Dantzig-Wolfe implementation
requires the highest number of columns. As expected, the proposed partial
cycling strategies cause reduction in the number of columns of the RMP.
Number of Units DW Strategy A Reduced DW Strategy B
10 1365 334 266 294
50 4750 916 1139 785
100 9500 3015 3285 2792
150 13500 3038 3315 2488
200 18400 6629 8117 6556
Table 7.1: Number of columns in RMP.
In all cases, the partial cycling strategies fasten the Dantzig-Wolfe algorithm.
However, our investigations reveal that this causes deteriorations in the opti-
mal value of the objective functions due to the non-optimality of the solutions.
7.3 Summary
In this Chapter, we explore techniques aimed to fasten the Dantzig-Wolfe
algorithm. We apply these strategies to the Dantzig-Wolfe decomposition to
operate the large and distributed energy systems via the Economic Model
Predictive Control (EMPC) strategy.
First, we introduce a reduced Dantzig-Wolfe decomposition that ensures fea-
sibility rather than optimality of the solution. We prove that the feasibility
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Algorithm 6 Partial Cycling B
Iterate the Dantzig-Wolfe algorithm for L˜ iterations.
j = L˜.
B = {∅}.
while Not Converged do
Solve RMP (5.50).
if i /∈ B then
Solve subproblem i.
end if
if
ξ∗ji − ξ∗j−1i
ξi∗j < 0 ∀i ∈ M¯ \ B is decreasing then
The subproblem i is included in the set B ⊂ M¯.
else
Add more extreme points to the polytope Qi for all the subproblem
∀i ∈ M¯ \ B.
end if
if B ≡ M¯ then
Converged = true.
end if
end while
is sufficient for stability in closed-loop simulations. Our investigations reveal
that the reduced Dantzig-Wolfe decomposition reduces computation times.
However, the suboptimality of its solution yields to deterioration of the opti-
mal values of the objective functions.
In addition, we investigate partial cycling strategies for the Dantzig-Wolfe
decomposition. These strategies compute feasible but non-optimal solutions.
We explore the performances of the partial cycling strategies in open-loop
simulations and we compare their performances to the classic and the re-
duced Dantzig-Wolfe algorithm. We prove that they fasten the solution of
the block-angular LP. However, these strategies cause extra costs due to the
non-optimality of the solutions.
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Figure 7.7: CPU times and objective function optimal values vs. the num-
ber of power generator units in the energy system. The objective functions
are provided by the implementation of: classic Dantzig-Wolfe (black), partial
cycling strategy A (green), reduced Dantzig-Wolfe decomposition (red) and
partial cycling strategy B (blue).
81

CHAPTER 8
Conclusions and Perspectives
In this thesis, we have provided insights into the design and the implementa-
tion of the Economic Model Predictive Control (EMPC) policy for operating
the future power systems. We have outlined the current power systems and
we have described their units, structures and control systems. In addition, we
have offered an understanding of the future smart grids and their features. One
of the key aspects discussed has been the Economic Model Predictive Control
as a control strategy to coordinate and control large and distributed energy
systems consisting of multiple and independent power units. We have revealed
that the Dantzig-Wolfe decomposition technique efficiently solves the EMPC
problem and outperforms the centralized solution of the control problem.
8.1 Large and distributed energy systems
In this thesis, we define smart grids as characterised by large and distributed
energy systems. These embody various power units, e.g. thermal power plants,
diesel generators, solar tanks, electric vehicles, wind farms, refrigeration sys-
tems and heat pumps for heating buildings. In Chapter 2, we provide realistic
linear dynamical models of these flexible units. Moreover, we derive the re-
lated time space models and the linear constraints to fit into a predictive
control framework. As a result, in Chapter 5, we include these linear models
of the power units into the power plant portfolio. We consider these power
units independent and with decoupled dynamics. However, in a power system
operation, the power units cooperate to meet one common goal, which is to
the satisfy customers’ demand. Additionally, we utilise the Finite Impulse
Response (FIR) models of the system. Accordingly, we enable the Economic
Model Predictive Control for power plant management. In particular, we
choose the certainty equivalent MPC and we include the Kalman filter in the
control framework. We also formulate the control problem as a LP due to the
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linear models of power units, their linear constraints and the linear economic
objective function.
8.2 Dantzig-Wolfe decomposition to solve linear
EMPC
In Chapter 2, we reveal that the EMPC problem has two types of constraints:
coupling and decoupling. The former type of constraints links all the power
units of the energy system. The decoupling constraints refer to each power
unit. As a result, the EMPC problem is expressed as a LP with a block-
angular constraints matrix and this enables the implementation of a specific
decomposition technique. Thus, we facilitate the solution of such an EMPC
linear problem through the implementation of the Dantzig-Wolfe decomposi-
tion. This decomposition solves the control problem in a distributed way and
computes the optimal input signals for each power unit in the energy system.
In Chapter 2 and in Papers B, D, G, H, I and K, we ensure that the Economic
MPC successfully coordinates the power units and the portfolio power produc-
tion satisfies the customers’ demand. Furthermore, we show that the Dantzig-
Wolfe decomposition outperforms the state-of-the-art LP solvers. Also, we
enhance the Dantzig-Wolfe decomposition performances by implementing par-
allel computing.
8.3 How to fasten the Dantzig-Wolfe
decomposition
We provide insight into feasible and non-optimal solutions of the Dantzig-
Wolfe algorithm in the EMPC problem to operate large and distributed energy
systems. Moreover, we investigate their economic effects.
* In Chapter 6 and in Papers C, E and F, we explore the early termination
strategy in the view of fastening the Dantzig-Wolfe algorithm. We prove
that this strategy provides feasible solutions of the EMPC problem and it
ensures stability. We efficiently solve the EMPC problem and we explore
the performances of the early termination given an a priori limit on the
number of iterations. The proposed strategy causes deterioration in the
optimal values of the objective functions that corresponds to extra costs.
* In Chapter 7 and in Paper A, we investigate the reduced version of the
Dantzig-Wolfe decomposition. This reduced technique does not require
an a priori information. We prove that the reduced Dantzig-Wolfe de-
composition ensures the feasibility that suffices for the stability. We
investigate the performances of the proposed algorithm in closed-loop
simulations. We succeed in reducing computation times up to 85% for
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solving the EMPC problem. Our investigations reveal that this reduced
version causes deterioration in the optimal values up to 20%.
* In Chapter 6 and in Paper J, we explore two partial cycling strategies for
the Dantzig-Wolfe decomposition. These strategies do not compute the
optimal input trajectories, but the solutions are suboptimal and feasible.
We compare these strategies to the traditional Dantzig-Wolfe decompo-
sition and to the reduced version. With reference to the computation
times and the data storage, simulations reveal that the partial strate-
gies outperform the traditional Dantzig-Wolfe decomposition. Instead,
we investigate the effects of these strategies about deteriorations in the
optimal values and the related extra costs.
8.4 Contributions
The scientific contributions in this thesis are:
• Mathematical models for large and distributed energy systems consisting
of multiple power units that are dynamically decoupled.
• Economic MPC as a control strategy to coordinate and control all power
units in large and distributed energy systems.
• Linear control problem tailored for the implementation of decomposition
techniques aimed to fasten its solution.
• Efficient solution of the EMPC LP through Dantzig-Wolfe decomposi-
tion technique.
• Warm-start strategy for initialising the Dantzig-Wolfe algorithm applied
to the EMPC problem.
• Investigations into suboptimal solutions of the EMPC problem through
modified versions of the Dantzig-Wolfe algorithm.
8.5 Perspectives and future works
While governments, industries and academia are trying to enable the employ-
ment of the smart grid technologies, we are facing the fact that the gap be-
tween research and practice in such a technology is huge. For example, in this
thesis we develop efficient control algorithms for large and distributed energy
systems. In reality, the launch of large-scale demonstration projects is a chal-
lenge. Furthermore, the full deployment of smart grid technologies requires
modern and adapted infrastructures. In my opinion, smart grids employed on
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a small scale scenario represent the starting point of the energy revolution. A
building, an apartment, a city, a district: all these systems comprise multiple
energy units, such as heat pumps, ventilation systems, etc. Therefore, the
control algorithm that we have developed in this work easily applies to these
small scale implementation of the smart grid technologies as well.
In this thesis, we prove that the Economic Model Predictive Control (EMPC)
policy is a potentially good control strategy for the future energy systems
that implement smart grid technologies. Moreover, we succeed in efficiently
solving the control problem via the Dantzig-Wolfe decomposition. This finding
is promising and future studies should focus on massively parallel computing in
the Dantzig-Wolfe decomposition for LPs. In addition, it would be beneficial
to formulate the EMPC problem as a mixed-integer problem and solve it
via the Dantzig-Wolfe decomposition. Another important question for future
studies is to determine if the extra costs linked to the suboptimal solutions
can be reduced.
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Abstract: Linear Model Predictive Control (MPC) is an efficient control technique that
repeatedly solves online constrained linear programs. In this work we propose an economic
linear MPC strategy for operation of energy systems consisting of multiple and independent
power units. These systems cooperate to meet the supply of power demand by minimizing
production costs. The control problem can be formulated as a linear program with block-angular
structure. To speed-up the solution of the optimization control problem, we propose a reduced
Dantzig-Wolfe decomposition. This decomposition algorithm computes a suboptimal solution
to the economic linear MPC control problem and guarantees feasibility and stability. Finally,
six scenarios are performed to show the decrease in computation time in comparison with the
classic Dantzig-Wolfe algorithm.
1. INTRODUCTION
Recently, energy systems have evolved into highly inte-
grated systems that deliver energy services to our homes
and businesses. Electric power networks, also known as
smart-grids, connect renewable energy sources (RES) to
traditional power plants, cooling networks, as well as
to other infrastructures. Increased reliability and perfor-
mance, cost reduction, and minimized environmental im-
pacts are the main benefits of the new energy systems.
However, a major issue is the design of the controllers
that coordinate and control the units of these energy
systems to ensure that total energy production satisfies
customer demand. Uncontrollable availability of renewable
energy sources (RES), as well as fluctuations in consumer
demand, yield power companies to utilizes dynamic control
of energy systems in the view of handling such variabilities.
This paper focuses on the design of a distributed algorithm
to compute optimal control sequences for a centralized
controller. We propose a Linear Economic Model Predic-
tive Control (MPC) strategy to coordinate and control the
independent and controllable units of energy systems in
the most economic way. Linear Economic MPC requires
repeated online solution of constrained linear optimization
problems. Therefore, the computational speed limits the
application of such a controller. Energy systems have inde-
pendent units, so the control problem has a block-angular
structure and the Dantzig-Wolfe distributed optimization
efficiently solves this class of linear programs. With re-
gard to speeding up the controller, we outline a reduced
Dantzig-Wolfe decomposition that reduces computation
times and guarantees feasibility and stability. This reduced
Dantzig-Wolfe decomposition can be applied to the Linear
? This work is supported by the Southern Denmark Growth Forum
and the European Regional Development Fund under the project
Smart & Cool.
Economic MPC controller and calculates suboptimal local
solutions.
MPC is a well-known control strategy that has been ex-
tensively used in several applications. Distributed model
predictive control structures have attracted much atten-
tion, as shown in Scattolini (2009). Powerful tools to
compute robust and efficient optimal control sequences
were introduced by Conejo et al. (2006), who described
how decomposition techniques can be applied to the con-
trol problems by exploiting their structures and efficiently
solving the optimization problem. Sokoler et al. (2013)
compared the Dantzig-Wolfe decentralized linear MPC
with a centralized controller for large-scale systems and
Standardi et al. (2013) introduced an early termination
strategy to speed up the online computations; however,
this approach involved unavoidable extra costs. With the
aim of speeding up the control algorithms, suboptimal
approaches were developed, guaranteeing feasibility and
stability as reported in Scokaert et al. (1999); Zeilinger
et al. (2008); Pannocchia et al. (2011). Rawlings et al.
(2012) introduced the fundamentals of Economic MPC,
the closed-loop properties that can be achieved, such as
stability and convergence. However, few studies have ad-
dressed computational aspects of the Dantzig-Wolfe de-
composition, and most of these works are about mixed
integer and binary problems, see Kavinesh et al. (2009);
Klein and Young (1999); Rios. and Ross (2014). Little work
has been done on speeding up Dantzig-Wolfe decomposi-
tion for LPs. Burger et al. (2012) developed a distributed
simplex algorithm for degenerate LPs, while Frangioni
and Gendron (2013) introduced a stabilized Dantzig-Wolfe
decomposition subject to several assumptions.
The outline of this paper is as follows. Section 2 introduces
Linear Economic MPC. Dantzig-Wolfe decomposition and
its novel reduced version are formulated in Section 3.
Suboptimality and stability of the proposed algorithm are
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illustrated in Section 4. We show the performances of our
approach using numerical examples in Section 5, while
conclusions are in Section 6.
2. LINEAR ECONOMIC MPC COORDINATION OF
ENERGY SYSTEMS
The new energy systems are built by connecting individual
and controllable power units that need a controller to
satisfy the customer demand. The control problem must
compute for each power unit the most economic and
optimal production plan. We introduce the Economic
MPC strategy that balances power supply and demand
for such energy systems.
The following stochastic discrete state-space model de-
scribes a power unit in energy systems
xk+1 = Axk +Buk +Gwk + Edk (1a)
yk = Cxk + vk (1b)
zk = Czxk. (1c)
xk denotes the state variable and yk is the measurement.
Moreover, Standardi et al. (2012) includes process and
measurement noises, respectively wk and vk, being dis-
tributed as ∼ Niid(0, Rww) and ∼ Niid(0, Rvv). Due to the
large shares of renewable energy sources (RES), the model
needs to consider weather forecasts dk ∼ N(d¯k, Rdd,k)
predicted by external prognosis systems. The manipulated
variable, uk, denotes the input signal and it is subject to
hard constraints
umin ≤uk ≤ umax (2a)
∆umin ≤∆uk ≤ ∆umax (2b)
zk indicates the system output and it must be within the
interval [rmin,k, rmax,k]; this interval may represent fore-
cast consumer demand, or it can define indoor temperature
in a building, or temperatures in a refrigeration system, or
state-of-charge of a battery
rmin,k ≤zk ≤ rmax,k (3)
A decoupled Kalman filter estimates the state and the
output variables, while the certainty equivalence principle
substitutes all the variables with their mean values as
described in Standardi et al. (2012). It is worth noting
that this observer works locally for each unit and does not
involve the entire energy system.
The control strategy computes the control trajectory in the
most economic way, thus minimizing the production costs.
For each power unit, the cost of following the production
plan uk is
φi,k =
N−1∑
j=0
cˆ′i,k+j|kuˆi,k+j|k (4)
where cˆi,k+j|k denotes the production costs and is forecast
by external systems.
Altogether, the control problem is a linear problem be-
cause it applies to linear systems (1) subject to linear
constraints (2)-(3) and it minimizes a linear cost function
(4). Due to this economic objective, the controller opti-
mizes directly online the economic performances of the
energy systems computing the control sequences for each
power unit. Therefore, the Economic MPC policy applied
to an energy system consisting of P power units (1) can
be expressed as
min
uˆi,k+j|k,ˆ˜sk+j+1|k
φk =
P∑
i=1
φi,k +
N−1∑
j=0
ˆ˜ρ′k+j+1|k ˆ˜sk+j+1|k (5)
subject to the local constraints ∀i ∈ P and ∀j ∈ N
xˆi,k+j+1|k = Aixˆi,k+j|k +Biuˆi,k+j|k + Eidˆi,k+j|k (6a)
zˆi,k+j+1|k = Cz,ixˆi,k+j+1|k (6b)
umin,i ≤ uˆi,k+j|k ≤ umax,i (6c)
∆umin,i ≤ ∆uˆi,k+j|k ≤ ∆umax,i (6d)
rˆmin,i,k+j+1|k ≤ zˆi,k+j+1|k ≤ rˆmax,i,k+j+1|k (6e)
and subject to the following connecting constraints ∀j ∈ N
and ∀i ∈ P
ˆ˜zk+j+1|k =
P∑
i=1
C˜z,ixˆi,k+j+1|k (7a)
ˆ˜zk+j+1|k + ˆ˜sk+j+1|k ≥ ˆ˜rmin,k+j+1|k (7b)
ˆ˜zk+j+1|k − ˆ˜sk+j+1|k ≤ ˆ˜rmax,k+j+1|k (7c)
ˆ˜sk+j+1|k ≥ 0 (7d)
where ˆ˜zk+j+1|k denotes the overall power production, and
ˆ˜rmin,k and ˆ˜rmax,k define customer demand forecasts. The
connecting constraints include slack variables ˆ˜sk+j+1|k;
non-zero slack variables involve penalties ˆ˜ρk+j+1|k to pay,
as expressed in the objective function (5).
For large-scale energy systems consisting of multiple power
units, the control problem (5)-(7) includes several variables
and constraints; for this reason, decomposition techniques
are investigated to efficiently compute the optimal control
trajectories. Furthermore, the optimization control prob-
lem (5)-(7) consists of two sets of constraints: local con-
straints (6) for each power unit, and connecting constraints
(7) for the overall energy system. This linear programming
problem has a block-angular structure tailored for the
implementation of the Dantzig-Wolfe decomposition to
solve the control linear program. Section 3 introduces the
Dantzig-Wolfe decomposition technique.
3. THE REDUCED DANTZIG-WOLFE
DECOMPOSITION
The Dantzig-Wolfe decomposition is a specialized version
of the Simplex Method to solve linear programming prob-
lems that have a block-matrix structure, see Dantzig and
Thapa (2003). Among these systems, the block-angular
systems have independent blocks defining local constraints
and one set of coupling constraints. The linear program-
ming problem (5)-(7) has a block-angular structure that
defines local constraints (6) and a set of global constraints
(7).
We consider the linear program (8) with the block-angular
structure for i ∈M, where M = {1, ...,M}
min
qi
c′1q1 + ...+ c
′
MqM (8a)
s.t. F1q1 + ...+ FMqM ≥ f (8b)
Giqi ≥ gi (8c)
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This LP has i ∈ M, with M = {1, ...,M}, blocks and
each block defines a set of local constraints (8c) coupled
through the connecting constraints (8b). Moreover, qi ∈
Rn defines the vector of variables to be determined and
ci ∈ Rn is the vector of objective function coefficients. The
block-angular constraints matrix consists of Fi ∈ Rnf×n,
representing the coupling constraints, and Gi ∈ Rngi×n,
denoting the local constraints; moreover, f ∈ Rnf and gi ∈
Rngi are involved in the connecting and local constraints,
respectively.
We briefly outline the classic Dantzig-Wolfe in Section 3.1
and the novel reduced form is introduced in Section 3.2.
3.1 Dantzig-Wolfe decomposition
The Dantzig-Wolfe algorithm is applied to the block-
angular linear program (8), in which each column of
coefficients can be freely chosen as any point from a convex
set Q as stated in the Theorem 1 of convex combination.
Theorem 1. Let Qi = {qi|Giqi ≥ gi}, with i ∈ M and
M = {1, ...,M}, be a polyhedral set in Rn. Every point
qi in the polyhedral set Qi can be expressed as a convex
combination of the finite set V = {1, ..., V } of its extreme
points vji and a non-negative linear combination of the
finite set K = {1, ...,K} of extreme rays rki
qi =
V∑
j=1
αijv
j
i +
K∑
k=1
βikr
k
i ,
V∑
j=1
αij = 1 (9)
with αij , βik ≥ 0.
Proof. See Dantzig and Thapa, 2003.
For the block-angular LP (8), each set of feasible polyhedra
Qi is bounded, closed and non-empty, thus we only include
the extreme points in the problem formulation as in Cheng
et al. (2008). However, Dantzig and Thapa (2003) included
the extreme rays in the problem formulation.
Substituting the convex combination (9) into the block-
angular LP (8) formulates the master problem (MP) or
extremal problem. It is worth noting that the MP has fewer
rows in the coefficients matrix than the original block-
angular program (8). However, the number of columns,
and therefore also the number of variables, in the MP is
larger, corresponding to all V extreme points of all M
polyhedra.
The Dantzig-Wolfe does not solve the impractical full MP
and generates at each iteration of the Simplex algorithm
only the column of the MP that has been selected to
come into basis. As a result, the algorithm formulates the
reduced master problem (RMP) (10) for L vertices of the
polyhedra, where L ≤ V
min
αij
γ =
M∑
i=1
L∑
j=1
pjiαij (10a)
s.t.
M∑
i=1
hjiαij ≥ f (10b)
L∑
j=1
αij = 1 i = 1, ...,M (10c)
αij ≥ 0 i = 1, ...,M, j = 1, ..., L (10d)
where αij is the optimization variable, γ is the objective
function, and pji = civ
j
i and h
j
i = Fiv
j
i denote the cost and
the inequality constraints coefficients. However, in order to
select which column has to come into basis, the RMP needs
an initial basic feasible solution v0i . Dantzig and Thapa
(2003) proposed an algorithm to obtain such a starting
basic solution via Simplex Phase I. Similarly, Standardi
et al. (2012) introduced a warm-start strategy specialized
to the MPC strategy that provides initial basic feasible
solutions without solving any linear problems.
Let us assume that the initial extreme points v0i are avail-
able for each polyhedron i ∈M. Thus, the RMP provides
the dual variables pi and µ, respectively, for linking (10b)
and convexity constraints (10c). The algorithm utilizes
these dual variables to generate only the column having
the most negative reduced cost without having to generate
all the remaining columns of the MP. This pricing problem
is expressed in the following subproblems
min
qi
ξi =
[
ci − F ′i pi
]′
qi (11a)
s.t Giqi ≥ gi (11b)
where ξi denotes objective function for the subproblem i. It
is evident that each subproblem i ∈M (11) is independent
and decoupled; hence, parallel computing techniques can
efficiently compute these i optimal solutions. The optimal
solution of the subproblem (11) identifies which column
has the smallest reduced cost for the MP. Thus, if the
optimal objective function value ξ∗i satisfies the following
condition
ξ∗i − µi ≥ 0 ∀i ∈M (12)
then all the reduced costs for the MP will be non-negative.
Hence, the Dantzig-Wolfe algorithm has an optimal solu-
tion to the MP and, consequently, to the original block-
angular problem (8) through convex combination (9).
In contrast, if ξ∗i − µi < 0, then we augment the columns
of the RMP by
pj+1i = civ
j
i h
j+1
i = Fiv
j
i (13)
where vji = q
j
i is the optimal basic feasible solution of (11).
The classic Dantzig-Wolfe decomposition is illustrated in
Algorithm 1.
3.2 Reduced Dantzig-Wolfe decomposition
In this work, we propose a reduced version of the Dantzig-
Wolfe decomposition.
At each iteration of the Simplex algorithm, the Dantzig-
Wolfe decomposition computes only the column of the
RMP (10), which has to come into basis. This column has
the most negative reduced cost. Moreover, let us assume
that at iteration t, only a set of subproblems S ⊂ M
satisfies the optimality condition (12)
ξ∗s − µs ≥ 0 s ∈ S ⊂M (14)
In such a scenario, the classic Dantzig-Wolfe brings vari-
ables into basis by adding columns to the RMP (10) for
every subproblem i ∈ M, hence even for the set S of
subproblems.
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Algorithm 1 Classic Dantzig-Wolfe
Require: Initial feasible vertex for the RMP (10), see
Section 3.1.
if Any points are found then
Stop.
else
L=1
while Converged == false do
Solve the L− th RMP (10).
Solve subproblem i (11), ∀i ∈M.
if optimality condition (12) is satisfied ∀i ∈ M
then
Converged == true
else
Compute RMP coefficients ∀i ∈M (13).
end if
L = L+ 1
end while
end if
In contrast, if condition (14) holds, then the reduced
Dantzig-Wolfe does not add columns to the RMP (10)
for the set S of subproblems; this yields to update the
coefficients od the RMP as
pt+1i = civ
t
i h
t+1
i = Fiv
t
i , i ∈M\S (15)
At iteration t + 1, the reduced Dantzig-Wolfe solves the
following subproblems
min
qi
ξi =
[
ci − F ′i pi
]′
qi i ∈M\S (16a)
s.t Giqi ≥ gi (16b)
Consequently, the Dantzig-Wolfe applies the pricing prob-
lem on a reduced set of subproblems S. As a result, by
applying this reduced Dantzig-Wolfe decomposition, the
number of iterations decreases. Algorithm 2 illustrates the
reduced Dantzig-Wolfe decomposition.
4. SUBOPTIMALITY AND STABILITY IN LINEAR
MPC VIA REDUCED DANTZIG-WOLFE
The reduced Dantzig-Wolfe decomposition computes a so-
lution to the block-angular problem (8) that is not optimal
but it is feasible. In this Section we illustrate suboptimality
of the reduced Dantzig-Wolfe decomposition; moreover,
we demonstrate that this decomposition technique does
not affect the convergence, thereby it guarantees feasibility
and stability.
Subptimality The reduced Dantzig-Wolfe computes a
suboptimal solution to the block-angular problem (8). In
order to explain this suboptimality, we introduce Theorem
2 that provides the optimal solution for the MP in the
Dantzig-Wolfe decomposition.
Theorem 2. An optimal basic feasible solution of the RMP
(10) is also optimal for the MP if
ξ∗i = µi ∀i ∈M (17)
Then the algorithm computes the optimum in a finite
number of iterations.
Proof. See Dantzig and Thapa, 2003.
Algorithm 2 Reduced Dantzig-Wolfe
Require: Initial feasible vertex for the RMP (10), see
Section 3.1.
if Any points are found then
Stop.
else
S = {∅}
L=1
while Converged == false do
Solve the L− th RMP (10).
Solve subproblem i (16), for i ∈M\S.
if optimality condition (12) is satisfied ∀i ∈ M
then
Converged == true
else
if a subproblem s, s ∈M, satisfies the optimality
condition (12) then
S = {s} ,S ⊂M.
Compute RMP coefficients ∀i ∈M\S.
else
Compute RMP coefficients (13) ∀i ∈M\S.
end if
end if
L = L+ 1
end while
end if
Theorem 2 states that the optimal basic feasible solution
of the MP is given when every subproblem i, i ∈ M,
satisfies the condition (17). The reduced Dantzig-Wolfe
decomposition does not compute the optimality condition
(17) for every subproblem at the same time. Instead, this
reduced version stops computing the optimal solution for
a subproblem when this satisfies the optimality condition
(12), even if the other subproblems do not provide an
optimal solution. Accordingly, the reduced Dantzig-Wolfe
decomposition does not provide an optimal solution, as
Theorem 2 is not satisfied; thus, the solution is suboptimal,
however feasible.
Feasibility and stability Scokaert et al. (1999); Muske
and Rawlings (1993); Mayne et al. (2000); Chisci et al.
(1996) demonstrated how feasibility implies stability for
a linear MPC strategy. Because of this, the following
theorem illustrates the feasibility of the reduced Dantzig-
Wolfe decomposition.
Theorem 3. Any αij that solves the RMP (10) determines
a feasible solution qi for the block-angular program (8) by
the convex combination (9). Moreover, if γ has the mini-
mum of the RMP (10) for α∗i , then the convex combination
(9) generates an optimal feasible solution q∗i to the original
problem (8).
Proof. See Dantzig and Thapa, 2003.
Therefore, the reduced Dantzig-Wolfe decomposition guar-
antees feasibility that suffices for stability.
5. COMPUTATIONAL RESULTS
As mentioned previously, our intention is to show that
the novel reduced Dantzig-Wolfe decomposition speeds up
the algorithm, guaranteeing feasibility and stability. In
this section, we compare the performances of both classic
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Fig. 1. Overall power production of energy system con-
sisting of 75 power units in closed-loop simulations.
The grey area defines the customer demand interval.
The control problem is solved applying both classic
Dantzig-Wolfe, blue graph, and novel reduced decom-
position, red plot.
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Fig. 2. Objective function (total production costs) of en-
ergy system consisting of 75 power units in closed-loop
simulations. Simulations run both classic Dantzig-
Wolfe, blue graph, and novel reduced decomposition,
red plot.
and reduced Dantzig-Wolfe decomposition, as described in
the previous section. These are implemented in MATLAB in
closed-loop simulations. Section 3.1 introduces the need of
initial basic feasible solutions for the RMP. We apply the
warm-start technique described in Standardi et al. (2012).
Moreover, as mentioned in Section 2, we assume to have
the forecasts for weather dk, costs cˆi,k and penalties ˆ˜ρ.
The output bounds rˆmin,k and rˆmax,k represent customer
demand interval; these power consumption forecasts are
taken from the Nord Pool Spot Power Market and the
bounds are derived according to real data from Nord Pool
Spot (2012).
Our case studies are energy systems consisting of multiple
power units. In particular, these controllable units might
represent thermal power plants, gas turbines and diesel
generators. We model these units as described in Edlund
et al. (2010)
Zi(s) =
1
(τis+ 1)3
(Ui(s) +Di(s)) (18)
where Ui(s) denotes the control signal, Di(s) is the process
noise, and Zi(s) is the power produced. We consider six
energy systems consisting of: 25, 50, 75, 100, 125 and 150
power units. Furthermore, the time horizon is N = 70,
sampling time is 1 second and time steps are 100. The re-
duced Dantzig-Wolfe decomposition computes the control
trajectories for each power units of the energy system con-
sidered. We observe from Figure 1 that the overall power
production given by the implementation of the classic
Dantzig-Wolfe decomposition satisfies customer demand
as well. As expected, the suboptimal control sequence
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Fig. 3. Computation time for the classic Dantzig-Wolfe,
blue graph, and for the reduced version, red plot, Vs.
Number of power units in the energy system.
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Fig. 4. Objective function optimal values for the classic
Dantzig-Wolfe, blue plot, and for the reduced version,
red plot, Vs. Number of power units in the energy
system.
given by the reduced Dantzig-Wolfe decomposition makes
the overall power production meet the customer demand.
For the sake of completeness, results show the effect of sub
optimality in the deterioration of the objective function.
Figure 2 shows the objective function values of this case
study including 75 power units. The reduced Dantzig-
Wolfe decomposition is more expensive as it has higher
costs (red graph in the plot) than the classic Dantzig-Wolfe
decomposition (blue graph).
Let us consider all six case studies. Figure 3 shows that
the reduced Dantzig-Wolfe decomposition quickens the
controller, reducing computation times for all the study
cases. Moreover, Figure 4 illustrates the objective function
optimal values given by the reduced Dantzig-Wolfe decom-
position and the classic algorithm. In order to examine
the algorithm performances, Figure 5 shows the percent
decrease in the computational time and the percent change
in the optimal values of the objective function. The com-
putation times decrease up to 80%, while the deterioration
in the objective function optimal value exceeds 20% (upper
dashed line) for only 1 case study. Moreover, the percent
deterioration of the objective function is often below 10%
(lower dashed line), even when the number of power unit
in the case study increases.
6. CONCLUSIONS
In this paper we have introduced a reduced Dantzig-
Wolfe decomposition for linear Economic MPC controllers.
The problem formulation has been formulated as a lin-
ear economic MPC strategy to control energy systems
consisting of multiple independent units. We have briefly
described the classic Dantzig-Wolfe optimization and then
derived the reduced version. We have demonstrated how
the novel reduced Dantzig-Wolfe decomposition supports
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Fig. 5. Percent changes, Vs. Number of power units in
the energy system. Black bars denote percent decrease
in computation time, while grey bars denote percent
change in objective function optimal values. These
reductions in computational time and optimal values
are the reductions compared with the classic Dantzig-
Wolfe algorithm.
suboptimal and feasible solution for LPs; moreover, we
have illustrated the stability of the proposed algorithm. We
have collected the reduced Dantzig-Wolfe decomposition
computation results for six case studies in closed-loop
simulations. Results have demonstrated that the proposed
reduced Dantzig-Wolfe decomposition speeds up the algo-
rithm. Our study represents a new approach to the solution
of linear MPC and improves its applicability. The proposed
algorithm guarantees feasibility and stability computing a
suboptimal solution. The reduced Dantzig-Wolfe decom-
position can be applied to a wide range of systems and it
has potential in areas such as independent units building
up a larger system.
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a  b  s  t  r  a  c  t
This  paper  presents  a warm-started  Dantzig–Wolfe  decomposition  algorithm  tailored  to economic  model
predictive  control  of  dynamically  decoupled  subsystems.  We  formulate  the constrained  optimal  control
problem  solved  at each  sampling  instant  as a linear  program  with  state  space  constraints,  input limits,
input  rate  limits,  and  soft  output  limits.  The  objective  function  of the  linear  program  is  related  directly  to
the cost  of operating  the  subsystems,  and  the  cost  of  violating  the  soft  output  constraints.  Simulations  for
large-scale  economic  power  dispatch  problems  show  that  the  proposed  algorithm  is signiﬁcantly  faster
than  both  state-of-the-art  linear  programming  solvers,  and  a  structure  exploiting  implementation  of  the
alternating  direction  method  of  multipliers.  It is also  demonstrated  that  the  control  strategy  presented  in
this  paper  can be tuned  using  a weighted  1-regularization  term.  In  the  presence  of process  and  measure-
ment  noise,  such  a  regularization  term  is  critical  for achieving  a  well-behaved  closed-loop  performance.
©  2014  Elsevier  Ltd. All rights  reserved.
1. Introduction
Conventionally, the optimal control problem (OCP) solved in
model predictive control (MPC) is formulated as a convex pro-
gram that penalizes deviations between the controlled output and
a setpoint [1–4]. While this approach ensures that the setpoint is
reached in a reasonable amount of time, it does not guarantee that
the transition between setpoints is performed in an economically
efﬁcient way. To overcome this problem, MPC  has been extended to
solve OCPs with more general cost functions, providing a system-
atic method for optimizing economic performance [5–11]. Stability
and other properties of such economic MPC  (EMPC) schemes have
been addressed in [5–9,12–14].
The main contribution of this paper is a Dantzig–Wolfe decom-
position algorithm for EMPC of dynamically decoupled subsystems
that solves the OCP in an efﬁcient and reliable way. As the con-
trol law is computed in real-time, such an algorithm allows EMPC
to be employed even for applications with thousands of sub-
systems. In particular, we consider an 1-regularized linear type
of OCP with input constraints, input rate constraints and soft
∗ Corresponding author. Tel.: +45 45253088.
E-mail addresses: leso@dtu.dk (L.E. Sokoler), laus@dtu.dk (L. Standardi),
kried@dongenergy.dk (K. Edlund), nkpo@dtu.dk (N.K. Poulsen), hmad@dtu.dk
(H. Madsen), jbjo@dtu.dk (J.B. Jørgensen).
output constraints. Each subsystem is governed by a discrete state
space model. The coupling of the subsystems occurs through a set
of aggregated variables.
The Dantzig–Wolfe decomposition algorithm, presented in this
paper, exploits that dynamically decoupled subsystems give rise to
a block-angular structure in the OCP constraint matrix. This allows
the OCP to be decomposed into a master problem and a number of
subproblems [15–17]. The master problem includes a set of linking
constraints which couples the subsystems, whereas the subprob-
lems are concerned only with the individual subsystems. Using an
iterative approach illustrated in Fig. 1, the decomposed problem can
be solved via a delayed column generation procedure. Such tech-
niques have previously been applied to conventional norm-based
MPC  in [18–20].
The block-angular constraint matrix structure appears for
dynamically decoupled subsystems with linking constraints [21].
Dynamic multi-plant models as well as dynamic multi-product
models are examples of such models [22]. Dynamic multi-plant
models occur e.g. in the production planning for multiple reﬁner-
ies [23]. For process systems, dynamically decoupled systems with
linking constraints occur when independent units are connected
to shared process equipment such as pipes. A boiler-turbine sys-
tem producing high pressure (HP), middle pressure (MP) and low
pressure (LP) steam as well as electricity is a common example of
a system that can be modeled as dynamically decoupled subsys-
tems (the boilers) that have linking constraints (the demand for
http://dx.doi.org/10.1016/j.jprocont.2014.05.013
0959-1524/© 2014 Elsevier Ltd. All rights reserved.
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Fig. 1. Flowchart of the delayed column generation procedure used in the
Dantzig–Wolfe decomposition algorithm for EMPC of dynamically decoupled sub-
systems with linking constraints. In each iteration, dual prices associated with the
linking constraints are obtained by solving the master problem. These prices are
used by the subsystems to compute an updated solution that improves the overall
objective function.
various steam qualities and electrical power) [18,24]. In upstream
offshore oil production, the compressors and pumps of a number
of production wells share the pipeline, separators and compressors
to bring the oil onshore [25,26]. This is also an example of a system
that can be modeled as dynamically decoupled subsystems with
linking constraints. Smart Grid systems in which a number of inde-
pendent energy producers and consumers are controlled to balance
power production and consumption represent yet another instance
of dynamically decoupled systems with linking constraints [20,27].
The temperature regulation of multi-room buildings can also be
formulated as dynamically decoupled subsystems with linking con-
straints [28]. As is evident by this list of examples, dynamically
decoupled subsystems with linking constraints are common in pro-
cess systems.
To test a MATLAB implementation of the Dantzig–Wolfe decom-
position algorithm, denoted DWempc, a simple energy systems
management case study is presented. We  show that as more units
are added to a network of controllable generators, DWempc becomes
increasingly favorable over state-of-the-art sparse linear program-
ming solvers provided by Gurobi, CPLEX,  and MOSEK.  It is further
demonstrated that a nearly optimal solution can be acquired, even
if DWempc is terminated early. This is an attractive property in real-
time applications such as EMPC, since only a limited amount of time
is available for solving the OCP.
In addition to the general purpose solvers, DWempc is compared
to a structure exploiting implementation of the alternating direc-
tion method of multipliers (ADMM)  [29–32], denoted ADMMempc,
with similar parallelization capabilities to DWempc. Simulations
illustrate that unless a highly suboptimal control performance is
tolerated, DWempc outperforms ADMMempc with a signiﬁcant mar-
gin. Results also show that for both algorithms, a simple warm-start
strategy yields a substantial improvement over cold start, and that
the performance of this strategy increases with the weights on the
1-regularization term. Inclusion of the regularization term is crit-
ical for the controller performance in the face of stochastic process
and measurement noise as well as model-plant mismatch.
1.1. Paper organization
We  have organized the paper as follows. In Section 2, the OCP
solved in this paper is introduced. We  decompose the problem
using Dantzig–Wolfe decomposition in Section 3, and a column
generation procedure for solving the decomposed problem is pre-
sented. Section 4 describes a distributed implementation of ADMM
for solving the OCP. Section 5 reports performance indicators for
the proposed algorithms. These performance indicators are com-
puted using a conceptual energy systems management case study.
Concluding remarks are given in Section 6.
2. Problem deﬁnition
We  consider M dynamically decoupled discrete state space
models in the form
xj,k+1 = Ajxj,k + Bjuj,k, j ∈ M, (1a)
yj,k = Cjxj,k, j ∈ M, (1b)
where M = {1, 2, . . .,  M}.  The state space matrices are denoted by
(Aj, Bj, Cj), the states by xj,k ∈ Rnx(j), the inputs by uj,k ∈ Rnu(j), and
the outputs by yj,k ∈ Rny(j). Moreover, we deﬁne the aggregated
variables
yT,k =
∑
j∈M
jyj,k =
∑
j∈M
jCjxj,k, (2)
in which j ∈ RnyT ×ny(j) are subsystem multipliers.
The OCP deﬁning the EMPC control law for the subsystems (1),
is in this paper deﬁned as
min
u,x,y,yT ,,
  = eco + reg, (3a)
with
 eco =
∑
k∈N0
⎛⎝qTk+1k+1 +∑
j∈M
pTj,kuj,k + rTj,k+1j,k+1
⎞⎠ , (3b)
 reg =
∑
k∈N0
∑
j∈M
wj,k||uj,k||1, (3c)
and subject to the constraints
xj,k+1 = Ajxj,k + Bjuj,k, k ∈ N0, j ∈ M, (3d)
yj,k = Cjxj,k, k ∈ N1, j ∈ M, (3e)
yT,k =
∑
j∈M
jCjxj,k, k ∈ N1, (3f)
uj,k ≤ uj,k ≤ uj,k, k ∈ N0, j ∈ M, (3g)
uj,k ≤ uj,k ≤ uj,k, k ∈ N0, j ∈ M, (3h)
y
j,k
− j,k ≤ yj,k ≤ yj,k + j,k, k ∈ N1, j ∈ M, (3i)
0 ≤ j,k ≤ j,k, k ∈ N1, j ∈ M, (3j)
y
T,k
− k ≤ yT,k ≤ yT,k + k, k ∈ N1, (3k)
0 ≤ k ≤ k, k ∈ N1, (3l)
where ≤ and ≥ denote element-wise inequalities. The input rate is
deﬁned as uk = uk − uk−1 and Ni = {0 + i, 1 + i, . . ., N − 1 + i}, with
N being the length of the control and prediction horizon.
The input data to (3) are the input limits, (uj,k, uj,k), the input
rate limits, (uj,k, uj,k), the subsystem output limits, (yj,k, yj,k),
the aggregated variable limits, (y
T,k
, yT,k), the input prices, pj,k, the
price for violating the subsystem output limits, rj,k, and the price for
violating the aggregated variable limits, qk. The slack variables,  j,k
and k, account for the violation of the soft output constraints. We
impose upper limits, (j,k, k), on these variables, as this simpliﬁes
later computations considerably.
L.E. Sokoler et al. / Journal of Process Control 24 (2014) 1225–1236 1227
The objective function (3a) consists of an economic term (3b)
and a regularization term (3c). The economic term (3b) represents
the cost of operating the subsystems and the cost of violating the
soft output constraints. The regularization term (3c) is included
to obtain a well behaved solution. In our paper, the regularization
term is formulated as a weighted 1-penalty on the input rate. Using
an 1-penalty ensures that the resulting OCP is a linear program that
can be solved using Dantzig–Wolfe decomposition.
Remark 1. An alternative way of expressing the OCP objective
function (3a) is as a trade-off between the economic term and the
regularization term, such that
  = ˛ eco + (1 − ˛) reg,  ˛ ∈ [0,  1], (4)
where  ˛ is a user-deﬁned parameter. Amrit et al. [12] discuss the
trade-off between the economic term and an 2-regularization
term.
The regularization term (3c) is a special case of
 reg =
∑
k∈N0
⎛⎝∑
j∈M
wxj,k+1||xj,k+1 − xj,k+1||1
+
∑
j∈M
wuj,k||uj,k − uj,k||1 + wuj,k ||uj,k||1
⎞⎠ , (5)
in which {xj,k+1, uj,k}k∈N0,j∈M are target values that may  be com-
puted by a target calculator or a real-time optimization layer. An
objective function consisting only of (5) corresponds to conven-
tional 1 norm-based MPC. Edlund et al. [20] solves such problems
using Dantzig–Wolfe decomposition.
Remark 2. The objective function (4) is similar to the mean-
variance-based economic objective function introduced in [33] for
production optimization in an oil ﬁeld. For a random cost variable,
 eco, the mean-variance optimization criterion is
 MV = ˛E[ eco] + (1 − ˛)V [ eco].
E[ eco] is the cost expectation and V[ eco] is the cost variance.
In (4),  eco can be interpreted as a certainty-equivalent approxi-
mation of the mean of the random cost variable,  eco, while the
regularization term,  reg, is included to make the controller less
sensitive to noise. The key advantage in using the deterministic for-
mulation (4) is that the computational load is signiﬁcantly reduced
compared to a mean-variance approach based on Monte Carlo
simulations. Other measures of risk than the mean-variance formu-
lation that can be used to regularize the solution are Value-at-Risk
(VaR) and Conditional Value-at-Risk (CVaR) [34].
Remark 3. The Dantzig–Wolfe decomposition algorithm is an
algorithm for solving linear programs. Consequently, the approach
described in this paper is limited to solve OCPs with a linear objec-
tive function, linear dynamics, and linear constraints. Rao and
Rawlings [35] provide a number of penalty functions that can be
expressed as linear programs. Penalty functions based on 1 norms,
such as (3c) and (5), as well as ∞ norms can be expressed as linear
programs. Piecewise linear approximations accommodate the need
for solving OCPs with more general convex economic cost functions
[26,36,37]. The disadvantage of using piecewise linear approxima-
tions is that the size of the resulting linear program may  increase
considerably.
Remark 4. The expression (2) for the aggregated variables is
tailored to dynamically decoupled subsystems that collaborate to
meet a common objective. The expression (2) is a special case of
the more general expression
yT,k =
∑
j∈M
y
j
yj,k + uj uj,k, k ∈ N1, (6)
for the aggregated variables. The general expression (6) may
be used to describe couplings between subsystems (e.g. interac-
tions between 1) process units in a process system; and 2) the
transmission lines coupling producers and consumers in a power
system) [18]. When the number of aggregated variables increases,
the number of linking constraints increases. The Dantzig–Wolfe
decomposition algorithm is most efﬁcient when the number of
linking constraints is small compared to the total number of con-
straints.
2.1. Compact formulation
By eliminating the states using Eq. (1a), we  can write the output
Eq. (1b), as
yj,k = CjAkj xj,0 +
∑
i∈N0
Hj,k−iuj,i, j ∈ M, k ∈ N1,
where the impulse response coefﬁcients are given by
Hj,k = CjAk−1j Bj, j ∈ M, k ∈ N1.
Consequently
yT,k =
∑
j∈M
⎛⎝jCjAkj xj,0 +∑
i∈N0
jHj,k−iuj,i
⎞⎠ , k ∈ N1.
Deﬁne the vectors
yj =
[
yT
j,1 y
T
j,2 · · · yTj,N
]T
, j ∈ M, (7a)
uj =
[
uT
j,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈ M, (7b)
and the matrices
j =
⎡⎢⎢⎢⎢⎣
Hj,1 0 · · · 0
Hj,2 Hj,1
...
...
. . .
Hj,N Hj,N−1 · · · Hj,1
⎤⎥⎥⎥⎥⎦ , ˚j =
⎡⎢⎢⎢⎢⎢⎣
CjAj
CjA
2
j
...
CjA
N−1
j
⎤⎥⎥⎥⎥⎥⎦ ,
for j ∈ M. Then, for each of the subsystems (7a)
yj = juj + ˚jxj,0, j ∈ M. (8)
By introducing ˜j and ˜˚ j accordingly, it follows that yT =∑
j∈M˜juj + ˜˚ jxj,0.
The notation is simpliﬁed further with
uj =
[
uT
j,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈ M,
uj =
[
uTj,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈ M,
and similarly we  deﬁne uj , uj , yj , yj , yT , yT , j , , , j , j, q, pj,
rj, wj and  j. Using these deﬁnitions, the OCP (3) may  be written in
the form
min
u,,,
  = qT +
∑
j∈M
pTj uj + rTj j + wTj j (9a)
subject to a set of decoupled constraints
uj ≤ uj ≤ uj, j ∈ M, (9b)
uj − I0uj,−1 ≤ 	uj ≤ uj − I0uj,−1, j ∈ M, (9c)
1228 L.E. Sokoler et al. / Journal of Process Control 24 (2014) 1225–1236
Fig. 2. The block-angular structure of the constraint matrix in (9). The efﬁciency of
the Dantzig–Wolfe decomposition method depends on this structure.
y
j
− j ≤ juj + ˚jxj,0 ≤ yj + j, j ∈ M, (9d)
I0uj,−1 − j ≤ 	uj ≤ I0uj,−1 + j, j ∈ M, (9e)
0 ≤ j ≤ , j ∈ M, (9f)
0 ≤ j ≤ , j ∈ M, (9g)
and a set of linking constraints
y
T
−  ≤
∑
j∈M
˜juj + ˜˚ jxj,0 ≤ yT + . (9h)
0 ≤  ≤ , (9i)
where 	 and I0 are deﬁned as
	j =
⎡⎢⎢⎢⎣
I
−I I
. . .
. . .
−I I
⎤⎥⎥⎥⎦ , I0 =
⎡⎢⎢⎢⎣
I
0
...
0
⎤⎥⎥⎥⎦ .
We  remark that (9e) and (9f) imply that j,k ≥ |uj,k|. Note also,
that the structure of the constraint matrix in (9), can be stated in
the block-angular form illustrated in Fig. 2.
In particular, (9) is written as
min
z
  =
∑
j∈M
cTj zj, (10a)
s.t. Gjzj≥gj, j ∈ M, (10b)∑
j∈M
Hjzj≥h, (10c)
with M = 1, 2, . . .,  M + 1, and
zj =
[
uT
j
T
j
T
j
]T
, cj =
[
pT
j
rT
j
wT
j
]T
, j ∈ M,
zM+1 = T , cM+1 = qT .
(10b) represents the decoupled constraints (9b)–(9g), and (10c)
represents the linking constraints (9h) and (9i).
The data structures in (10) are deﬁned as
Gj =
[
Gj
−Gj
]
, gj =
[
g
j
−gj
]
, Hj =
[
Hj
−Hj
]
, h =
[
h
−h
]
,
in which
[
Gj gj gj
]
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 uj uj
	 0 0 u∼ j u˜j
j I 0 y∼ j
∞
j −I 0 −∞ y˜j
0 I 0 0 j
−	 0 I −I0uj,−1 ∞
	 0 I I0uj,−1 ∞
0 0 I 0 j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
[
Hj h h
]
=
[
˜j 0 y∼T
∞
˜j 0 −∞ y˜T
]
,
for j ∈ M, with
y
∼T
= y
T
−
∑
j∈M
˜˚
jxj,0, y˜T = yT −
∑
j∈M
˜˚
jxj,0,
y
∼ j
= y
j
− ˚jxj,0, y˜j = yj − ˚jxj,0, j ∈ M,
u∼ j = uj + I0uj,−1, u˜j = uj + I0uj,−1, j ∈ M,
In the special case j = M + 1[
GM+1 gM+1 gM+1
]
=
[
I 0 
]
,
HM+1 =
[
I −I
]T
.
Remark 5. We  only use (10) to have a convenient notation. In the
actual solution of all the linear and quadratic programs reported in
this paper, the bound constraints are exploited.
3. Dantzig–Wolfe decomposition
Dantzig–Wolfe decomposition utilizes the fact that a convex set
can be characterized by its extreme points and its extreme rays
[15–17]. In particular, for each j ∈ M, the set of points satisfying
the decoupled constraints (10b) may  be written as
Gj = {zj|Gjzj≥gj} =
{
zj|zj =
∑
i∈P

ijz
i
j,
∑
i∈P

ij = 1, 
ij≥0 ∀i ∈ P
}
,
(11)
where zi
j
are the extreme points of Gj , and 
ij are convex combina-
tion multipliers. Note that since each of the sets Gj are bounded,
extreme rays are not needed in their representation. P is a set
deﬁned such that all extreme points of the set deﬁned by (10b) can
be represented as zi = [zi
j
]
j∈M = [z
i
1; z
i
2; . . .;  z
i
|M|] for i ∈ P. Note that
with this deﬁnition, the same extreme point, zi
j
, may  appear several
times in (11). This mathematical representation, with the possi-
bility that the same subproblem extreme point, zi
j
, is represented
several times, facilitates a computationally efﬁcient implementa-
tion of the Dantzig–Wolfe decomposition algorithm.
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By replacing the decision variables in (10) by convex combina-
tion multipliers, we obtain the master problem formulation
min


  =
∑
j∈M
∑
i∈P
cij

i
j, (12a)
s.t.
∑
j∈M
∑
i∈P
Hij

i
j≥h, (12b)
∑
i∈P

ij = 1, j ∈ M, (12c)

ij≥0, j ∈ M, i ∈ P, (12d)
where we have deﬁned
Hij = Hjzij, j ∈ M, i ∈ P, (13a)
cij = cTj zij, j ∈ M, i ∈ P. (13b)
Given a solution, 
*, to the master problem (12), a solution to the
original problem (10) can be obtained as
z∗j =
∑
i∈P
(
∗)ijz
i
j , j ∈ M.
The number of extreme points, |P|, can increase exponentially with
the size of the original problem. In such cases, it is computationally
inefﬁcient to solve the master problem directly. In the following
section, we overcome this issue by employing a column generation
procedure that replaces P by a subset P˜.
3.1. Column generation procedure
The dual linear program of (12) may  be stated as
max
˛,ˇ
 = ˛Th +
∑
j∈M
ˇj, (14a)
s.t. (Hij)
T
 ˛ + ˇj ≤ cij, j ∈ M, i ∈ P, (14b)
˛≥0. (14c)
 ˛ ∈ R4N and  ˇ ∈ RM+1 are the Lagrange multipliers associated with
the linking constraints (12b) and the convexity constraints (12c),
respectively.
The necessary and sufﬁcient optimality conditions for (12) and
(14) are∑
j∈M
∑
i∈P
Hij

i
j≥h, (15a)
∑
i∈P

ij = 1, j ∈ M, (15b)

ij≥0, j ∈ M, i ∈ P, (15c)
cij − (Hij)
T
 ˛ − ˇj≥0, j ∈ M, i ∈ P, (15d)
˛≥0, (15e)

ij(c
i
j − (Hij)
T
 ˛ − ˇj) = 0, j ∈ M, i ∈ P, (15f)
Proposition 1 shows that a solution to the master problem (12) can
be obtained by solving a restricted master problem in which P in
(12) is replaced by P˜ ⊆ P. This implies that a solution to (12) can
be obtained by solving a linear program that is often much smaller
than (12).
Proposition 1. Let P˜ ⊆ P and deﬁne (
˜, ˜˛ , ˜ˇ )  as a primal-dual solu-
tion to (12) and (14) with P replaced by P˜.  Deﬁne (
*, ˛*, ˇ*) as
˛∗ = ˛,
ˇ∗
j
= ˇj, j ∈ M,
(
∗)ij =
{

˜i
j
if i ∈ P˜
0  if i ∈ P \ P˜ , j ∈ M, i ∈ P.
If the optimal objective value of the subproblem
min
z˜j
ϕj = (cj − HTj ˛∗)
T
z˜j − ˇ∗j (16a)
s.t. Gjz˜j≥gj, (16b)
is non-negative for each j ∈ M, i.e. ϕ∗
j
≥0 ∀j ∈ M, then (
*, ˛*, ˇ*) sat-
isﬁes the necessary and sufﬁcient optimality conditions (15), 
* is a
minimizer of (12), and (˛*, ˇ*) is a maximizer of (14).
Proof. The solution (
*, ˛*, ˇ*) satisﬁes (15a) since∑
j∈M
∑
i∈P
Hij(

∗)ij =
∑
j∈M
∑
i∈P˜
Hij 
˜
i
j≥h,
which follows from the deﬁnition of (
˜, ˜˛ , ˜ˇ ). Similarly, it can be
veriﬁed that the conditions (15b), (15c), (15e) and (15f) are fulﬁlled.
Provided that (
*, ˛*, ˇ*) is optimal, (15d) yields
cij − (Hij)
T
˛∗ − ˇ∗j = (cj − HTj ˛∗)
T
zij − ˇ∗j ≥0, (17)
for all j ∈ M and i ∈ P. By construction of (
*, ˛*, ˇ*), (17) is satisﬁed
for all i ∈ P˜. To check that the condition holds for all i ∈ P \ P˜,  we
consider the optimization problem (16). Since this linear program
minimizes the left hand side of (17) over all possible extreme points,
z˜j , of Gj , (
*, ˛*, ˇ*) also satisﬁes the remaining optimality condition
(17) if ϕj is non-negative for all j ∈ M. 
Algorithm 1 summarizes a column generation procedure based on
Proposition 1.
Remark 6. The problem (16) is an OCP with linear constraints and
a linear objective function. Refs. [10,11,38,39] provide an efﬁcient
Algorithm 1. Column generation procedure for solution of (12).
Require: (imax, ε), {z0j }j∈M
i = 0, converged = false
while not converged and i < imax do
P˜ = {0, 1, . . .,  i}
COMPUTE PROBLEM DATA
for j ∈ M do
Hi
j
= Hjzij
ci
j
= cT
j
zi
j
end for
SOLVE RESTRICTED MASTER PROBLEM
(*, 
*, ˛*, ˇ*)← solve (12) with P = P˜
SOLVE SUBPROBLEMS
for j ∈ M do
(ϕ∗
j
, z˜∗
j
) ← solve (16)
end for
CHECK IF CONVERGED
if |ϕj |≥ε ∀j ∈ M then
converged = true
else
UPDATE EXTREME POINTS
for j ∈ M do
zi+1
j
= z˜∗
j
end for
end if
i = i + 1
end while
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Riccati-based homogeneous and self-dual interior-point linear pro-
gramming algorithm for such problems. Using the optimal interior
point solution found by this algorithm, crossover methods can be
applied to obtain an optimal extreme point for the column gener-
ation procedure [17].
3.2. Warm-start
A sequence of closely related OCPs are solved in a moving hori-
zon implementation of EMPC. Therefore, in Algorithm 1 the feasible
initial guess of the solution, {z0
j
}
j∈M, at the current sampling instant
is constructed from the solution at the previous sampling instant.
Given the solution to (16)
u∗
j
=
[
u∗T
j,0 · · · u∗Tj,N−1
]T
, j ∈ M,
∗
j
=
[
∗T
j,1 · · · ∗Tj,N
]T
, j ∈ M,
∗
j
=
[
∗T
j,0 · · · ∗Tj,N−1
]T
, j ∈ M,
∗ =
[
∗T1 · · · ∗TN
]T
,
we construct an initial point for the following sampling instant as
z0j =
[
(u0
j
)
T
(0
j
)
T
(0
j
)
T
]T
, j ∈ M,
where
u0
j
=
[
u∗T
j,1 · · · u∗Tj,N−1 (u0j,N)
T
]T
, j ∈ M,
0
j
=
[
∗T
j,2 · · · ∗Tj,N (0)
T
j,N+1
]T
, j ∈ M,
0
j
=
[
∗T
j,1 · · · ∗Tj,N−1 (0)
T
j,N
]T
, j ∈ M.
Finally
z0M+1 = 0 =
[
∗T2 · · · ∗TN (0)
T
N+1
]T
.
The original solution values are thus shifted forward in time, and
u0
j,N
, 0
j,N+1, 
0
j,N
and 0N+1 are appended to the resulting initial point.
In our implementation, we use
u0
j,N
= u∗
j,N−1, j ∈ M,
0
j,N
= 0, j ∈ M.
We  use the state space equations (1) and (2) to compute y0
j,N+1 and
y0T,N+1 associated with the input sequence {u0j }j∈M. We  construct
the initial slack values as
0j,N+1 = max(yj,N+1 − y
0
j,N+1, 0) + max(y0j,N+1 − yj,N+1, 0),
for each j ∈ M, and
0N+1 = max(yT,N+1 − y
0
T,N+1, 0) + max(y0T,N+1 − yT,N+1, 0).
As the solution to the OCP often only differs slightly between
successive sampling instants, the initial point generated as above
provides a warm-start for Algorithm 1.
3.3. Cold-start
In the case that no previous solution is available for generat-
ing a warm start, a feasible initial guess of the solution, {z0
j
}
j∈M, in
Algorithm 1 can be constructed by adjusting the slack variables, 0
j
and 0. Let {u0
j
}
j∈M be feasible with respect to the input constraints
and the input-rate constraints. Such a point is easily obtained in
practice. As an example consider u0
j
= uj for each j ∈ M. Then, in a
similar way  as for the warm-start strategy, we compute
0j,k = max(yj,k − y
0
j,k, 0) + max(y0j,k − yj,k, 0),
0k = max(yT,k − y
0
T,k, 0) + max(y0T,k − yT,k, 0),
where k ∈ N1, j ∈ M. The values, y0j,k and y0T,k are the subsystem
outputs and the aggregated variables associated with the inputs,
{u0
j
}
j∈M, computed via (1) and (2). Finally, 
0
j
= u0
j
for each j ∈ M.
4. The alternating direction method of multipliers
ADMM has been demonstrated as a powerful algorithm for solv-
ing large-scale structured convex optimization problems [29]. The
problems successfully solved by ADMM includes a range of OCPs
arising in MPC  applications [30–32]. In this section, we present a
distributed ADMM scheme for solving the OCP (10) that exploits
the block-angular structure of (10). We refer to [29] for details and
proofs related to ADDM.
To solve (10) via ADMM,  we ﬁrst introduce the auxiliary vari-
ables vj ∈ R4NnyT for j = 1, 2, . . .,  M and vM+1 ∈ R4N , and write the
OCP as
min
z,v
  =
∑
j∈M
cTj zj,
s.t. Gjzj≥gj, j ∈ M,
Hjzj = vj, j ∈ M,∑
j∈M
vj≥h,
Using indicator functions, this problem can be stated in the
standard ADMM form
min
z,v
  =
∑
j∈M
(
cTj zj + IZj (zj)
)
+ IV(v), (18a)
s.t. Hjzj = vj, j ∈ M (18b)
where Zj =
{
zj|Gjzj≥gj
}
, V =
{
v|
∑
j∈Mvj≥h
}
, and IA is the indicator
function of a set A  deﬁned as
IA(x) =
{
0 if x ∈ A,
∞ otherwise.
For the problem (18), the ADMM recursions described in [29]
becomes
zi+1
j
= argmin
zj∈Zj
cTj zj +

2
||Hjzj − vij + uij||
2
2
, j ∈ M, (19a)
vi+1 = argmin
v∈V

2
∑
j∈M
||Hjzi+1j − vj + uij||
2
2
, (19b)
ui+1
j
= uij + Hjzi+1j − vi+1j , j ∈ M, (19c)
where ui is a scaled dual variable.
The update of zj, (19a), thus consists of solving the constrained
quadratic program
min
zj

2
zTj H
T
j Hjzj + (cj + (−vij + uij)
T
Hj)
T
zj, (20a)
s.t. Gjzj≥gj (20b)
for each j ∈ M.
The update for v, (19b), yields the explicit solution
vi+1
j
= Hjzi+1j + uij + max(l/(M + 1),  0),  j ∈ M,
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Algorithm 2. ADMM algorithm for the solution of (10)
Require: (, ˛, imax, P , D), (v0, u0), (P , D)
i  = 0, converged = false
while converged = false and i < imax do
UPDATE VARIABLES
for j ∈ M do
zi+1
j
= argmin
zj∈Zj
cT
j
zj + 2 ||Hjzj − vij + uij ||
2
2
end for
l = h −
∑
j∈M˛Hjz
i+1 − (1 − ˛)(−vi
j
) + ui
j
for j ∈ M do
vi+1
j
= ˛Hjzi+1 − (1 − ˛)(−vij) + uij + max(l/(M + 1),  0)
ui+1
j
= ui
j
+ ˛Hjzi+1 − (1 − ˛)(−vij) − vi+1j
end for
COMPUTE RESIDUALS
for j ∈ M do
ri+1
j
= Hjzi+1j − vi+1j
si+1
j
= −HT
j
(vi+1 − vi)
end for
CHECK IF CONVERGED
if  ||ri+1||2 ≤ P and ||si+1||2 ≤ D then
converged = true
end if
i ← i + 1
end while
where l = h −
∑
j∈MHjz
i+1
j
+ ui
j
. Each subsystem can thus perform
its own update of zj. Having computed l with a contribution from
all the subsystems, vj and uj can be determined individually as well.
Algorithm 2 provides an overview of the ADMM steps described
above. Under mild assumptions, the ADMM algorithm converges
with a linear convergence rate to the optimal solution of the OCP
[29,40]. Note that we have replaced Hjz
i+1
j
with ˛Hjzi+1 − (1 −
˛)(−vi
j
) in the recursions for vj and uj. As described in [29,41] such a
relaxation often speeds up convergence. The relaxation parameter
 ˛ ∈ [0, 2] is tuned to the particular application.
To detect an optimal solution in Algorithm 2, we have adopted
the stopping criteria proposed in [29]. For the speciﬁc problem
formulation (18), these criteria can be written as
||ri||2 ≤ p, ||si||2 ≤ d,
in which
si+1
j
= −HTj (vi+1 − vi), ri+1j = Hjzi+1j − vi+1j ,
measure the primal and dual residual. These stopping criteria may
be extended to include a relative measure as well [29].
As for the Dantzig–Wolfe decomposition algorithm, a warm
start for Algorithm 2 can be constructed by shifting the closed-
loop solution values, v∗ and u*, forward in time. If such a solution
is not available, the standard cold-starting point (v0, u0) = (0, 0) is
used. We  remark that in comparison to the Dantzig–Wolfe decom-
position algorithm, the initial point does not need to be feasible.
Moreover, the extensions of Algorithm 2 are not restricted only
to linear programming [30–32]. One could consider more general
regularization terms in (4), e.g. 2-regularization terms.
Remark 7. The optimization problem (20) is an OCP with a
quadratic cost function and linear constraints. Efﬁcient algo-
rithms for such structured QPs include active-set methods [42–44],
interior-point methods [10,45–50] and ﬁrst-order methods [49,51].
5. Smart energy systems case study
To handle the volatile and unpredictable power generation asso-
ciated with technologies such as wind, solar and wave power,
energy systems management has emerged as a promising appli-
cation area for EMPC. In EMPC of energy systems, the power
Fig. 3. EMPC diagram for the Dantzig–Wolfe decomposition algorithm for a dynamic
multi-plant system with linking constraints.
production planning is handled in real-time by computing an
optimal production plan based on the most recent information
available such as forecasts of energy prices, wind power production,
and district heating consumption [52–57].
In this section we  use a conceptual energy systems manage-
ment case study to test a MATLAB implementation of Algorithm 1,
DWempc, and a MATLAB implementation of Algorithm 2, ADMMempc.
The energy system considered, consists of a collection of power
generating units in the form
Yj(s) =
1
(js + 1)3
(Uj(s) + Dj(s)) + Ej(s), j ∈ M, (21)
where Dj(s) is the process noise, Ej(s) is the measurement noise,
Uj(s) is the input (power production setpoint) to the jth power
unit and Yj(s) is its power production. The third order model,
(21), has been validated against actual measurement data in [58].
This system is a dynamic multi-plant system. Fig. 3 illustrates the
Dantzig–Wolfe decomposition algorithm for a dynamic multi-plant
system.
To represent different types of power generating units, we vary
the time constants, j; values in the range 40–80 are associated with
slow units such as centralized thermal power plants, while values
in the range 20–40 represent units with faster dynamics such as
diesel generators and gas turbines.
In the case study, the controller must compute the most cost-
efﬁcient feasible power setpoint for each power generating unit
such that the total power production satisﬁes the time varying
power demand.
The total power produced by the M generating units is
YT (s) =
M∑
j=1
1
(js + 1)3
(Uj(s) + Dj(s)). (22)
Using a discrete state space representation, (21) and (22) may  be
expressed as
xj,k+1 = Ajxj,k + Bjuj,k + Ejdj,k, j ∈ M, (23a)
yj,k = Cjxj,k + ej,k, j ∈ M, (23b)
yT,k =
∑
j∈M
Cjxj,k, (23c)
In the resulting model structure, uj,k ∈ R  is the unit input (power
setpoint), yj,k ∈ R  is the unit power production, and yT,k ∈ R  is
the total power production. We  assume that xj,0∼N(xˆj,0, Pj,0),
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dj,k ∼ N(0, Rj,d), and that ej,k ∼ N(0, Rj,e). By employing the Kalman
ﬁlter, the separation principle, and the certainty equivalence prin-
ciple, the OCP in EMPC for (23) can be stated in the form (3) with
 j = 1 for all j ∈ M, see e.g. [38].
5.1. Suboptimality measure
The Dantzig–Wolfe decomposition algorithm and the ADMM
algorithm satisfy the subsystem constraints (10b) in every itera-
tion. Therefore, a set of feasible but not necessarily optimal inputs,
{uˆj}Mj=1, is available for the power generating units at each iteration
of the algorithms. Consequently, the algorithms may  be terminated
early and still provide a feasible suboptimal solution. Using (9), we
can compute the cost associated with the suboptimal inputs as
 ˆ = qT ˆ +
∑
j∈M
pTj uˆj + rTj ˆj + wTj ˆ,
where ˆ, ˆj and ˆj are completely determined by uˆj . Based on  ˆ and
the optimal value *, we deﬁne the level of suboptimality as
ω = 100  ˆ − 
∗
max(| ∗|, 1) .  (24)
This deﬁnition of suboptimality provides a quality measure of the
current available inputs.
Remark 8. In Dantzig–Wolfe decomposition, the solution to the
restricted master problem, (12) with P replaced by P˜ ⊂ P, pro-
vides an upper bound on the optimal objective value. Moreover,
a lower bound can be determined without much extra work via
the Lagrangian relaxation techniques described in [59]. Therefore,
a bound on (24) can be computed in each iteration of Algorithm 1.
5.2. Simulation parameters
In the simulations presented below, the control and predic-
tion horizon is N = 60 time steps, and a sampling time of Ts = 5 s
is used. Each generating unit is represented by a system in the
form (21) with a time constant, j, sampled from the uniform dis-
tribution over the interval [20, 80]. For simplicity, it is assumed
that dj,k ∼ N(0, (10)2I), ej,k ∼ N(0, 2I), and that full initial state
information is given such that xj,0 ∼ (0, 0).
The power generating unit input price is pj,k = 1/j. This implies
that fast units are more expensive to use than slow units. The
conﬂict between response time and operating costs represents a
common situation in the power industry: Large thermal power
plants often produce a majority of the electricity, while the use
of units with faster dynamics such as diesel generators and gas
turbines are limited to critical peak periods.
We deﬁne the input limits and the input rate limits as
(uj,k, uj,k, uj,k, uj,k) = (0,  8/M,  −M/4, M/4).
In this way, the possible contribution from each unit to the overall
power production diminishes as the number of units is increased.
Local output constraints in the form (3i) and (3j) are not present.
The local output variables, yj,k, and the local slack variables,  j,k, are
thus excluded from the optimization problem.
The penalty for not satisfying the electricity demand (3k) is
ﬁxed to k = 10. For ADMMmpc, we use the algorithm parameters
 = 1 and  ˛ = 1.8. These parameters have been carefully tuned to
this particular application. The tolerance parameter for DWempc is
set to ε = 1e − 4. ADMMmpc uses the following primal and dual tol-
erance speciﬁcation: P = D = 1e − 2. Both DWempc and ADMMempc
use CPLEX for solving the subproblems. Although the subproblems
are solved sequentially, we refer to their effective CPU time in this
paper, assuming that the subproblems are solved in parallel. The
Table 1
Case study simulation and controller parameters.
 i pk uk uk uk uk
Generating Unit 1 65 1/65 0 4 −1 1
Generating Unit 2 75 1/75 0 4 −1 1
reason for this is to report the full potential of the distributed opti-
mization algorithms.
5.3. Closed-loop simulations
We  ﬁrst consider an example with M = 2 power generating units.
Table 1 lists the system and controller parameters.
Fig. 4 illustrates closed-loop simulations for different values of
the noise parameter, , and the regularization weights, w = wj,k.
As indicated in Fig. 4(b), the closed-loop input variance increases
signiﬁcantly if no penalty is imposed on the input rate. This hap-
pens even for small values of the noise parameter. By assigning a
penalty to the input-rate, the solution becomes more well-behaved
and better suited for practical applications. Table 2 shows that
the addition of regularization also reduces the computing time for
DWempc as well as for ADMMempc.  E.g. for scenario s6, corresponding
to  = 0.01 and w = 0.1, the average number of iterations performed
by DWempc is reduced by more than 40% compared to the case with-
out regularization, i.e. the case with w = 0. Also observe that while
warm-start only leads to a marginal improvement in the itera-
tion count for DWempc, a substantial reduction in the number of
iterations is achieved for ADMMempc.
Fig. 5 shows the level of suboptimality, ω, computed via (24), for
scenario s5 when the run time of DWempc and ADMMempc is limited
to 0.01 s.
We  observe that DWempc is up to approximately 30% suboptimal
when cold-started, and not more than 5% suboptimal when warm-
started. Hence, although the number of iterations only decreases
slightly when DWempc is warm-started, the quality of the solu-
tion obtained after terminating early improves signiﬁcantly. By
the same token, warm-start reduces the level of suboptimality for
ADMMempc by several orders of magnitude.
Provided that the number of iterations is small, the effort per
iteration is approximately equal for DWempc and ADMMempc.  Table 2
reports that ADMMempc requires many more iterations than DWempc.
Accordingly, we  expect DWempc to provide a more accurate solu-
tion than ADMMempc within the same time frame. This is conﬁrmed
by Fig. 5. Note however, that the computing time per iteration is
constant for ADMMempc,  while each iteration of DWempc requires
an increasing work-load since extreme points are added to the
restricted master problem on the ﬂy. Nonetheless, in all our simu-
lations DWempc outperforms ADMMempc by a signiﬁcant margin.
Fig. 6 depicts the level of suboptimality as a function of the CPU
time for DWempc and ADMMempc.  A single instance of the OCP with
128 generating units is solved.
Table 2
Iteration information table for the closed-loop simulation scenarios depicted in
Fig. 4. The minimum, maximum and average number of iterations is listed for both
cold start and for warm start (in parentheses).
 w DWempc ADMMempc
s1 0 0 [6(2), 16(17), 12(11)] [47(2), 485(410), 097(66)]
s2 0 0.01 [6(2), 15(18), 10(09)] [35(3), 469(410), 088(56)]
s3 0 0.1 [5(2), 15(17), 07(07)] [33(6), 359(280), 149(48)]
s4 0.01 0 [7(2), 18(19), 13(11)] [47(2), 485(410), 094(65)]
s5 0.01 0.01 [6(2), 17(17), 10(09)] [35(2), 469(410), 088(58)]
s6 0.01 0.1 [5(2), 13(16), 07(06)] [32(6), 380(290), 145(50)]
s7 0.1 0 [7(2), 17(20), 12(11)] [46(2), 485(410), 091(66)]
s8 0.1 0.01 [6(2), 17(16), 09(09)] [35(2), 469(410), 084(60)]
s9 0.1 0.1 [5(2), 14(14), 07(06)] [32(6), 359(279), 144(47)]
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Fig. 4. Closed-loop simulations of the system (23) controlled by EMPC. The OCP (3) representing the EMPC is solved to a speciﬁed tolerance using CPLEX. The ﬁgures illustrate
the  total output and the inputs for different values of the noise parameter, , and the regularization weights, w. The effect of the regularization is most clearly observed in
the  inputs. At the expense of slightly less tight control on the total power output, the inputs become less volatile when the regularization weight is increased.
Fig. 5. Suboptimality level of the closed-loop solution obtained by DWempc and
ADMMempc when terminated after 0.01 s.
Initially, ADMMempc ﬁnds the best solution. The quality of this
solution is however far from optimal, making it economically very
inefﬁcient. For DWempc, fast convergence is observed after 0.2 s, and
at 0.3 s a solution which is less than 1% suboptimal is found. More-
over, while DWempc keeps improving until a highly accurate solution
is found, ADMMempc suffers from a much slower convergence rate.
Only after 10 s is a solution with a suboptimality level of 1% found
by this algorithm.
5.4. Large-scale simulations
We compare the performance of the algorithms presented in
this paper to the performance of Gurobi, CPLEX and MOSEK.  These
state-of-the-art linear programming solvers are invoked via a
Fig. 6. Level of suboptimality as a function of the CPU time, for a single instance of
the  OCP with 128 generating units.
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Table 3
Tolerance speciﬁcations for DWempc and ADMMempc.
Accuracy ε P D
High (h) 1e−6 1e−4 1e−4
Medium (m) 1e−5 1e−3 1e−3
Low  (l) 1e−4 1e−2 1e−2
MEX  interface in MATLAB. We  use their default tolerance settings.
The algorithms are run on an Intel(R) Core(TM) i7-4770K CPU @
3.50 GHz with 16 GB RAM running a 64-bit Windows 8.1 Pro oper-
ating system. For each solver, the computation time of solving the
OCP (3) is reported as a function of the number of generating units.
Table 3 lists the different accuracy settings used by DWempc and
ADMMempc in our benchmarks.
Fig. 7 and Table 4 report the CPU time of solving the OCP for
different number of generating units and optimization algorithms.
For large problems, ADMMempc does not converge to high accuracy
solutions within a reasonable amount of time. Therefore, Table 4 is
incomplete.
For large problems, DWempc is faster than all other solvers tested
in our case study. Observe also that Gurobi, CPLEX and MOSEK
perform almost as well as DWempc in terms of CPU time. For high
accuracy solutions, DWempc is 2 times faster than CPLEX and 5 times
faster than Gurobi. DWempc and ADMMempc can easily accommodate
very large problems in memory while Gurobi, CPLEX and MOSEK fail
due to insufﬁcient memory. The threshold when memory becomes
an issue is around M = 3000 generating units. Consequently, when
considering both CPU time and memory requirements, DWempc is
Fig. 7. CPU time for the different solvers as a function of the number of power
generating units, M.
an attractive optimization algorithm for large scale dynamically
decoupled energy management problems.
Note from Fig. 6 that ADMMempc needs many more iterations to
converge than DWempc for the high accuracy tolerance speciﬁcation,
(h). Table 5 further shows that the number of iterations increases
with the problem size for ADMMempc.  Therefore, ADMMempc is less
attractive from a scalability point of view. Apparently, the number
of iterations used by DWempc does not depend on the number of
generating units, M.
Table 6 lists the suboptimality level of the solution determined
by DWempc and ADMMempc for different values of M.  As observed from
Table 6, DWempc is not only faster than ADMMempc for the tolerance
speciﬁcations listed in Table 3, but the solution accuracy is also
signiﬁcantly better.
Table 4
CPU time for solving (3) with an increasing number of generating units, M.
solver/M 16 32 64 128 256 512 1024 2048
Gurobi 1.16e−1 2.93e−1 8.22e−1 1.85 3.94 9.76 2.49e1 5.00e1
CPLEX  1.73e−1 3.49e−1 1.86 9.54e−1 1.83 4.02 8.28 1.83e1
MOSEK  1.60e−1 4.14e−1 8.66e−1 2.23 3.59 7.96 2.19e1 4.54e1
DWempc(l) 4.70e−2 6.25e−2 9.04e−2 1.83e−1 2.94e−1 6.78e−1 1.22 3.54
DWempc(m) 4.95e−2 7.20e−2 1.54e−1 2.61e−1 4.59e−1 1.28 2.78 5.20
DWempc(h) 6.48e−2 9.48e−2 2.03e−1 3.58e−1 6.74e−1 1.80 4.91 9.61
ADMMempc(l) 9.13e−1 1.65 3.38 4.50 6.44 1.16e1 2.32e1 5.70e1
ADMMempc(m) 1.76 3.06 4.28 1.03e1 2.45e1 7.76e1 2.58e2 –
ADMMempc(h) 8.49 7.88e1 5.59e2 – – – – –
Table 5
The number of iterations performed by DWempc and ADMMempc in solving (3) for an increasing number of generating units, M.
solver/M 16 32 64 128 256 512 1024 2048
DWempc(l) 9 8 7 7 6 6 5 5
DWempc(m) 10 9 10 9 8 9 8 6
DWempc(h) 12 12 11 12 11 10 11 11
ADMMempc(l) 93 157 303 352 395 436 530 615
ADMMempc(m) 178 286 370 705 1,284 2,520 4,994 –
ADMMempc(h) 865 7,468 50,000 – – – – –
Table 6
Suboptimality level of DWempc and ADMMempc in the solution of (3) for an increasing number of generating units, M.
solver/M 16 32 64 128 256 512 1024 2048
DWempc(l) 2.08e−2 1.67e−2 1.53e−1 1.86e−1 9.65e−1 9.44e−1 3.18 3.13
DWempc(m) 1.66e−5 3.87e−3 7.40e−3 1.94e−2 4.74e−2 5.29e−2 1.63e−1 9.37e−1
DWempc(h) −2.46e−10 −1.13e−9 6.46e−6 1.98e−4 7.55e−4 1.06e−3 2.32e−3 4.82e−2
ADMMempc(l) 4.58e−1 6.65e−1 7.92e1 2.09e2 2.84e2 5.50e2 8.13e2 1.33e3
ADMMempc(m) 8.16e−2 8.36e−2 9.97 1.38e−1 1.53e1 6.62e−1 6.96 –
ADMMempc(h) 1.87e−1 1.86e−2 3.36e−5 – – – – –
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6. Conclusions
In this paper, we developed and presented a warm-started pos-
sibly early terminated Dantzig–Wolfe decomposition algorithm
for 1-regularized linear EMPC of dynamically decoupled sub-
systems. Simulations show that a MATLAB implementation of
the proposed algorithm, denoted DWempc, is faster than CPLEX,
Gurobi and MOSEK,  as well as a special-purpose implementation
of ADMM denoted ADMMempc.  Both DWempc and ADMMempc have
similar parallelization capabilities. They are able to handle much
larger problems than the general purpose solvers. The simulations
also demonstrate that in combination with warm-start, early ter-
mination of DWempc yields a highly accurate solution after only a
few iterations. In contrast to ADMMempc,  the number of iterations
required by DWempc to achieve a certain tolerance level does not
grow with the problem size.
For cases when the number of DWempc iterations is large, DWempc
may  be slower than ADMMempc.  The reason is that the comput-
ing time per iteration of DWempc grows with the iteration number.
Conversely, the time spent per iteration by ADMMempc is constant.
Although this is a potential drawback of the Dantzig–Wolfe decom-
position algorithm that favors the ADMM algorithm, we have not
observed this being the case in any of our simulations. In all our sim-
ulations, DWempc outperforms ADMMempc;  in some cases by several
orders of magnitude.
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Abstract—In this work, we propose an Economic Model
Predictive Control (MPC) strategy to operate power systems that
consist of independent power units. The controller balances the
power supply and demand, minimizing production costs. The
control problem is formulated as a linear program that is solved
by a computationally efﬁcient implementation of the Dantzig-
Wolfe decomposition. To make the controller suitable for real-
time applications, we investigate a suboptimal MPC scheme,
introducing an early termination strategy to the Dantzig-Wolfe
algorithm. Simulations demonstrate that the early termination
technique substantially reduces the computation time.
I. INTRODUCTION
For the last two centuries, mankind has depended on fossil
fuel. The consequences of the extensive use of these fuels,
i.e. global warming and rising costs of fossil fuels, affect
our life. Furthermore, the greatest source of CO2 emissions
is the combustion of fossil fuels to generate electricity. A
change in energy systems is clearly necessary if we are to
become free of dependence on fossil fuels. The introduction
of Smart Grids is crucial for future energy systems, as these
grids will connect consumers and producers through, for
example, renewable energy sources (RES). This innovative
scenario requires control actions to ensure that the total energy
production can satisfy customer demand.
In this paper we propose an optimization-based controller
for dynamic load balancing of a power system consisting of
multiple power units that are dynamically decoupled. The
control strategy is an Economic MPC strategy that is used
to balance power supply and demand in the most economical
way. The control problem may be expressed as a linear pro-
gram tailored for the Dantzig-Wolfe decomposition technique.
However, real-time applications require fast computation of the
optimal control trajectory; because of this, an early termina-
tion strategy is applied to the Dantzig-Wolfe decomposition
algorithm. Such early termination signiﬁcantly reduces the
computational time for the MPC at the cost of obtaining only
a suboptimal solution.
Economic MPC operates many energy systems, for example
refrigeration systems, heat pumps for residential buildings,
solar-heated water tanks and batteries in electric vehicles.
However, with regard to large-scale systems, a distributed
controller to overcome the communication limitation and
computational complexity is a better choice [1]. Distributed
MPC successfully applies decomposition techniques, i.e. the
Dantzig-Wolfe decomposition [2], [3]. Such a decomposition
algorithm has been utilized in several applications, including
power balancing based on an `1-penalty function [4] and
to operate large-scale power systems [5]. To strengthen the
applicability of the controller to real-time applications, this
work introduces a suboptimal MPC strategy [6]–[10].
The outline of this paper is as follows: Section II introduces
power systems and formulates a linear Economic MPC for
linear power systems. Section III describes the Dantzig-Wolfe
decomposition algorithm. The early termination strategy is
explained in Section IV. Section V-A proposes a model for
the power generators included in the power system; Section
V-B reports simulation results and, ﬁnally, the conclusion and
suggestions for future work are presented in Section VI.
II. POWER SYSTEMS AND ECONOMIC MPC
Future power systems will consist of independent power
units connected to one common operation center that must
control and coordinate such power units, balancing power
production and consumption in an economical and realiable
way. Operating such a power system means making real-time
decisions such as planning the power production in response to
customer demand and unpredicted production variations from
renewable energy producers, e.g. wind turbines.
A power unit is assumed to be described as a linear
stochastic discrete time state space model
xk+1 = Axk +Buk + Edk (1a)
yk = Cxk + vk (1b)
zk = Czxk. (1c)
The measurement noise, vk ∼ Niid(0, Rvv), and dk ∼
N(d¯k, Rdd,k) are predicted by external prognosis systems [5];
in many power applications dk might represent wind speed or
sun radiation. While xk denotes the states, uk the manipulated
variables (MVs), yk denotes the measurement used for feed-
back, and zk is the output variable. The manipulated variable,
uk, is subject to hard constraints
umin ≤uk ≤ umax (2a)
Δumin ≤Δuk ≤ Δumax (2b)
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The system output zk must be within an interval
[rmin,k, rmax,k]; such interval may represent electricity de-
mand forecast in advance, or it can deﬁne indoor temperature
in a building, or temperatures in a refrigeration system or state-
of-charge of a battery. However, due to some disturbances or in
a speciﬁc scenario, it might be impossible to obtain zk within
the deﬁned interval; therefore, the constraints on the output
variable include slack variables sk. The slack variables, sk,
may represent selling or buying power from the short-term
market, violation of temperature limits, or violation of state-
of-charge limits. Every time sk is non-zero, a penalty cost, e.g.
the cost of buying or selling power on the short-term market
must be paid.
rmin,k − sk ≤zk ≤ rmax,k + sk (3a)
sk ≥ 0 (3b)
In order to deal with the stochasticity of the power units,
we apply the certainty equivalence principle: in this way,
all variables are replaced by their conditional mean values
[5]. Furthermore, we implement a Kalman ﬁlter to predict
xˆk+1+j|k ∀j ∈ N looking N periods ahead [5]. Consider
a power system consisting of P power units (1), the cost of
producing power for a power generator is φi,k, ∀i ∈ P . This
economic cost, φi,k, consists of the cost of operating the power
unit, cˆi,k+j|k, and the penalties, ρˆi,k+j+1|k, related to the use
of slack variables, sˆi,k+j+1|k
φi,k =
N−1∑
j=0
cˆ′i,k+j|kuˆi,k+j|k + ρˆ
′
i,k+j+1|ksˆi,k+j+1|k (4)
These unit prices are provided by external forecasting systems.
The linear constraints and the linear objective functions lead
to the formulation of the control problem as a linear program;
accordingly, the Linear Economic MPC to operate a power
system of P power units is formulated as
minφk =
P∑
i=1
φi,k +
N−1∑
j=0
ˆ˜ρ′k+j+1|k ˆ˜sk+j+1|k (5)
subject to the local constraints ∀i ∈ P and ∀j ∈ N
xˆi,k+j+1|k = Aixˆi,k+j|k +Biuˆi,k+j|k + Eidˆi,k+j|k (6a)
zˆi,k+j+1|k = Cz,ixˆi,k+j+1|k (6b)
umin,i ≤ uˆi,k+j|k ≤ umax,i (6c)
Δumin,i ≤ Δuˆi,k+j|k ≤ Δumax,i (6d)
zˆi,k+j+1|k + sˆi,k+j+1|k ≥ rˆmin,i,k+j+1|k (6e)
zˆi,k+j+1|k − sˆi,k+j+1|k ≤ rˆmax,i,k+j+1|k (6f)
sˆi,k+j+1|k ≥ 0 (6g)
and subject to the following connecting constraints ∀j ∈ N
and ∀i ∈ P , where ˆ˜zk+j+1|k denotes the supply constraints
connecting the produced and requested power, ˆ˜rmin,k and
Master Problem 
Subproblem 1 … Subproblem 2 Subproblem M 
1 2 M 1, v1  2, v2  M, vM 
Fig. 1: Dantzig-Wolfe structure. Each subproblem comunicates
exclusively with the master problem (MP).
ˆ˜rmax,k are provided by external forecasts
ˆ˜zk+j+1|k =
P∑
i=1
C˜z,ixˆi,k+j+1|k + D˜z,iuˆi,k+j|k (7a)
ˆ˜zk+j+1|k + ˆ˜sk+j+1|k ≥ ˆ˜rmin,k+j+1|k (7b)
ˆ˜zk+j+1|k − ˆ˜sk+j+1|k ≤ ˆ˜rmax,k+j+1|k (7c)
ˆ˜sk+j+1|k ≥ 0 (7d)
The optimization control problem (5)-(7) has a block-
angular structure tailored for the implementation of Dantzig-
Wolfe decomposition to solve efﬁciently the control linear
program.
III. DANTZIG-WOLFE DECOMPOSITION TECHNIQUE
The Dantzig-Wolfe decomposition algorithm is a decom-
position technique to solve efﬁciently linear programs that
have a block-angular structure, such as (5)-(7), [2], [3]. The
Economic MPC expressed, as a linear program in (5)-(7), can
be formulated as
min
{wi,k}Mi=1
ϕ =
M∑
i=1
e′iwi,k (8a)
s.t.
⎡⎢⎢⎢⎢⎢⎣
F1 F2 . . . FM
G1
G2
. . .
GM
⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎣
w1
w2
...
wM
⎤⎥⎥⎥⎦ ≥
⎡⎢⎢⎢⎢⎢⎣
g
h1
h2
...
hM
⎤⎥⎥⎥⎥⎥⎦ (8b)
where i ∈ M = {1, ..., P, P + 1} as the slack variables
ˆ˜sk+j+1|k in (5) and (7) are considered as an independent unit.
In this decomposition approach, the linear programming
problem can be separated into independent subproblems,
which are coordinated by a master problem (MP), as depicted
in Figure 1. Within each iteration, the MP sends its Lagrange
multipliers to all the subproblems to update their objective
function. Then, the subproblems are solved and they send
their solutions and objective function values to the MP. The
solution to the original problem can be shown to be equivalent
to solving the subproblems and the MP through a ﬁnite number
of iterations [11].
When describing the Dantzig-Wolfe decomposition, it is
necessary to introduce the theorem of convex combination,
or Dantzig-Wolfe transformation [11], [12].
Theorem 1 (Convex Combination): Consider W =
{w | Gw ≥ h} is a nonempty, bounded and closed set,
i.e. a polytope. vj denotes the extreme point of W with
2
j ∈ {1, 2, ..., V }.
Then any point w in the polytope W can be written as a convex
combination of its extreme points
w =
V∑
j=1
λjv
j (9a)
s.t λj ≥ 0, j = 1, 2, ..., V (9b)
V∑
j=1
λj = 1 (9c)
Proof: See [11].
Via the theorem of convex combination (9), the MPC can be
formulated as follows, assuming that the feasible regions of
subproblems are bounded
min
λ
ϕ =
M∑
i=1
Vi∑
j=1
fijλij (10a)
s.t
M∑
i=1
Vi∑
j=1
pijλij ≥ g (10b)
Vi∑
j=1
λij = 1, i = 1, 2, ...,M (10c)
λij ≥ 0, i = 1, 2, ...,M ; j = 1, 2, ..., Vi
(10d)
where the coefﬁcients are
fij = e
′
iv
j
i , pij = Fiv
j
i (11)
The linear program (10), known as master problem (MP), is
equivalent to the block-angular linear problem (8). It is worth
noting that (10) has fewer rows in the coefﬁcient matrix than
the original problem (8). However, in the MP the number of
columns is larger due to an increase in the number of variables
with the extreme points of all subproblems.
If the MP is solved via the Simplex method, then only
the basic set is needed and it has the same number of basic
variables as the number of rows. Hence, not all the extreme
points are necessary to be known. This yields to the reduced
master problem (RMP), dynamically constructed at a ﬁxed size
by incorporating column generation techniques
min
λ
ϕ =
M∑
i=1
l∑
j=1
fijλij (12a)
s.t
M∑
i=1
l∑
j=1
pijλij ≥ g (12b)
l∑
j=1
λij = 1, i = 1, 2, ...,M (12c)
λij ≥ 0, i = 1, 2, ...,M ; j = 1, 2, ..., l
(12d)
where l ≤ Vi for all i ∈ {1, 2, ...,M}. Solving the RMP pro-
vides the Lagrange multipliers π associated with the inequality
constraint (12b), the Lagrange multipliers ρ, associated with
equalities (12c), and the Lagrange multipliers κ for the posi-
tivity constraints (12d). As depicted in Figure 1, the MP sends
the Lagrange multipliers to each subproblem.
The Lagrangian associated to the MP (10) yields to the
following necessary and sufﬁcient optimality conditions, for
i = 1, 2, . . . ,M and j = 1, 2, . . . , Vi
∇λijL = fij − p′ijπ − ρi − κij = 0 (13a)
M∑
i=1
Vi∑
j=1
pijλij − g ≥ 0 ⊥ π ≥ 0 (13b)
Vi∑
j=1
λij − 1 = 0 (13c)
λij ≥ 0 ⊥ κij ≥ 0 (13d)
The conditions (13a) and (13d) yield to
κij = fij − p′ijπ − ρi = [ei − F ′iπ]′ vji − ρi ≥ 0 (14)
The Karush-Kuhn-Tucker conditions (KKT-conditions) for
(10) are for i = 1, 2, . . . ,M and j = 1, 2, . . . , Vi
M∑
i=1
Vi∑
j=1
pijλij − g ≥ 0 ⊥ π ≥ 0 (15a)
Vi∑
j=1
λij − 1 = 0 (15b)
λij ≥ 0 ⊥ κij = [ei − F ′iπ]′ vji − ρi ≥ 0 (15c)
Initially, a feasible extreme point to the MP is necessary;
we adopt an initialization technique that uses the previous
optimal solution and the output constraints (3)-(7) to compute
the initial vertex [5]. This initial point is then used to form
the RMP (12) considering l = 1. Assuming λRMPij to be a
solution of RMP, so that a feasible solution to MP (10) is
λij = λ
RMP
ij i = 1, 2, . . . ,M ; j = 1, 2, . . . , l (16a)
λij = 0 i = 1, 2, . . . ,M ; j = l + 1, l + 2, . . . , Vi
(16b)
λRMPij satisﬁes the KKT-conditions for i = 1, 2, . . . ,M
and j = 1, 2, . . . , l; however, the optimal solution needs
to satisfy these conditions for all i = 1, 2, . . . ,M and
j = l + 1, l + 2, . . . , Vi. We only know the extreme points,
vji for i = 1, 2, . . . ,M and j = 1, 2, . . . , l. Because of this
the KKT-conditions are satisﬁed for i = 1, 2, . . . ,M and
j = 1, 2, . . . , Vi if mini ψi − ρi ≥ 0 where
ψi = min
vj
i
[ei − F ′iπ]′vji (17)
vji is an extreme point of the polytope Wi. Then, we form the
following linear program to solve (17)
ψi = min
wi
ϕ = [ei − F ′iπ]′wi (18a)
s.t Giwi ≥ hi (18b)
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These linear programs are called subproblems and can be
solved via either parallel or sequential computation. This
possible parallel computation of the subproblems represents
one of the advantages of the Dantzig-Wolfe decomposition
algorithm. Let (ψi, wi) be the optimal value-minimizer pair
for the linear problem (18); an optimal solution is reached if
the following condition is satisﬁed
ψi − ρi ≥ 0 i ∈ {1, 2, ...,M} (19)
Therefore the solution of the original control problem (8) is
given by
w∗i =
l∑
j=1
vjiλij i ∈ {1, 2, ...,M} (20)
When condition (19) is not satisﬁed, the number of extreme
points considered, l, is not enough to satisfy the KKT-
conditions and a new vertex vl+1i needs to be included.
IV. SUBOPTIMAL MPC STRATEGY
Real-time applications may restrict the applicability of the
Economic MPC, especially because of the limits on the
storage space and the computation time. Real-time MPC
applications often involve warm-start, explicit MPC and early
termination techniques to speed up the online computation
[7], [8]; these approaches compute suboptimal solutions. The
warm-start technique is used to initialize the Dantzig-Wolfe
decomposition algorithm, as described in Section III and [5].
The novel step of this paper is the introduction of the early
termination strategy to reduce computation time in the solution
of the optimal control trajectory. Section III introduces the
RMP (12): the algorithm adds a vertex of the polytope (9) to
the RMP as long as the stopping criteria (19) is not satisﬁed.
In a real-time scenario, the Dantzig-Wolfe algorithm tries to
compute the optimal solution within a given sampling time.
However, if too many vertices of the polytope (9) are necessary
to get from the solution of the previous control problem to that
of the current one, then the algorithm can be stopped. With
regard to the early termination strategy, the CPU time can be
limited [9]; for this purpose, in this work we use as heuristic
a limit on the number of vertices of the polytope to include
in the Dantzig-Wolfe algorithm. It is worth noting that, in
the Dantzig-Wolfe algorithm, the suproblem (18) always has
a feasible solution if the original linear program (8) does [13];
moreover, each polytope is assumed to be nonempty (9). As a
result, the suboptimal solution obtained by early termination is
feasible and the resulting MPC is both feasible and, therefore,
stable [7], [8].
V. APPLICATION TO A POWER SYSTEM
In this section we apply the Economic MPC controller to
a power system consisting of power plants, and the Dantzig-
Wolfe decomposition computes the optimal control trajectory.
In addition, we implement the early termination strategy in
order to reduce computational times.
0 5 10 15 20 25 30 35
106
108
Obj. Func. (time step 1)
0 5 10 15 20 25 30 35
102
104
Number of extreme points l
Obj. Func. (time step 100)
Fig. 2: Master problem (10) objective function and number of
extreme points of the polytope (9) at each time step.
As a case study we consider a power system consisting of
four power units, described below. Simulations are carried out
for 120 time steps with time horizon T = 70.
A. Power Units
As a case study we consider a power system that consists of
power generators. The individual power units are independent
systems, and they can be modeled separately, as the actions
in one of them do not directly affect the other units. They
are coupled through the objective to follow the overall power
system reference and activate secondary resources. Power units
are modeled as in (21) [14]; in this way we address three kinds
of power units: central thermal power plants, diesel generators
and gas turbines. The ﬁrst kind of power generator has a slow
dynamic, while the remaining two show fast dynamics.
Zi(s) = Gi(s)Ui(s) Gi(s) =
1
(τis+ 1)
(21)
where zi(t) is the produced power at unit i, while ui(t) is
the corresponding reference signal.
B. Simulations Results
The controller developed in this work implements an Eco-
nomic MPC policy, where the Dantzig-Wolfe decomposition
technique computes the optimal control sequence. Section
IV introduces the early termination strategy that leads to a
subpoptimal MPC. Simulation reveals that ten vertices of the
feasible polytope (9) provide the optimal value of the objective
function, as shown in Figure 2: the algorithm reduces the
objective function until it reaches the minimum. However, the
Dantzig-Wolfe algorithm takes 32 extreme points to satisfy
the stopping criteria (19). As a result, the controller can
terminate iteration before the stopping criterion is satisﬁed and
the solution obtained is, therefore, suboptimal. Furthermore,
at each time step, the Dantzig-Wolfe algorithm implements
the warm-start described in Section III; because of this, the
algorithm has a better initial point and the optimal value of
the objective function decreases at each time step, see Figure 2.
In order to demonstrate the early termination effectiveness, we
simulate four different scenarios: the ﬁrst is the exact Dantzig-
Wolfe algorithm, while the remaining three include limits on
the number of vertices of the polytope, respectively 15, 10 and
4
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Fig. 3: CPU time and cost distributions based on 20 stochastic simulations. Blue distribution is for Economic MPC solved via
exact Dantzig-Wolfe algorithm. Green distribution is for an early termination strategy with 15 vertices. Magenta distribution
is for an early termination strategy with 10 vertices. Black distribution is for an early termination strategy with ﬁve vertices.
5. Figure 3a reports the CPU time for closed-loop simulations:
the early termination technique substantially reduces the com-
putational time by comparison with the implementation of the
exact Dantzig-Wolfe algorithm. It should, however, be noted
that the decrease in computational time is linked to an increase
in the production costs, see Figure 3b.
VI. CONCLUSION
In this work we have proposed a subotpimal Economic MPC
to operate power systems. We have introduced power systems
and their independent power units; consequently, we have
deﬁned the control problem as a linear program tailored for the
Dantzig-Wolfe decomposition technique. After the description
of the Dantzig-Wolfe algorithm, we have introduced the early
termination strategy that provides a suboptimal solution of the
control problem. Closed loop simulations have demonstrated
that the algorithm developed noticeably decreases compu-
tational times. On the other hand, such reductions cause
unavoidable extra costs. This ﬁnding should be explored in
future work.
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Abstract—In economic model predictive control of distributed
energy systems, the constrained optimal control problem can be
expressed as a linear program with a block-angular structure. In
this paper, we present an efficient Dantzig-Wolfe decomposition
algorithm specifically tailored to problems of this type. Simula-
tions show that a MATLAB implementation of the algorithm is
significantly faster than several state-of-the-art linear program-
ming solvers and that it scales in a favorable way.
I. INTRODUCTION
Due to global concerns related to environmental issues
and security of supply, an increasing share of electricity is
being produced by renewable energy sources. Accordingly,
methods for power production planning that can handle the
volatile and unpredictable power generation associated with
technologies such as wind, solar and wave power are required.
For this reason, energy systems management has emerged as
a promising application area for economic model predictive
control (MPC).
In economic MPC of energy systems, the power production
planning is handled in real-time by an optimization algorithm
that computes an optimal production plan based on the most
recent information available such as forecasts of energy prices,
wind power production, and district heating consumption.
Examples of economic MPC in energy systems manage-
ment include cost-efficient control of refrigeration systems
[1], building climate control [2], [3], and optimal charging
strategies for batteries in electric vehicles [4].
Economic MPC requires the solution of a linear program
at every sampling instant. In energy systems management,
the solution to this linear problem, known as the optimal
control problem, provides a sequence of control moves that
yields the most cost-efficient power generation, with respect
to a process model of the power system. To compensate for
non-predictable disturbances and discrepancies between the
process model and the true system, only the first input in the
sequence of control moves is applied to the system, and the
optimization procedure is repeated using updated information
at the following sampling instant.
As the control moves are computed in real-time, one of
the key challenges in economic MPC is to solve the optimal
control problem in an efficient and reliable way. The main
contribution of this paper is an algorithm for control of
distributed energy systems that satisfies these criteria. Our
algorithm exploits that the units in a distributed energy system
are dynamically decoupled. This gives rise to a block-angular
structure in the optimal control problem, that allows it to
be decomposed into a master problem and a number of
subproblems, using Dantzig-Wolfe decomposition [5], [6]. To
solve the decomposed problem efficiently we use a column
generation procedure, which is warm-started by a strategy
that utilizes problem specific features. Similar algorithms
have been applied to coordinate the target calculation in set-
point based MPC [7], [8], building climate control [9], and
hierarchical MPC-based control [10].
A. Paper Organization
This paper is organized as follows. In Section II, we
introduce the optimal control problem solved in economic
MPC and a compact problem formulation is derived. We
decompose the problem using Dantzig-Wolfe decomposition in
Section III, and optimality conditions are derived in Section
IV. In this section we also present a warm-started column
generation procedure for solving the optimization problem.
Performance benchmarks for the proposed algorithm based
on a conceptual energy systems management case study are
provided in Section V. We give concluding remarks in Section
VI.
II. PROBLEM DEFINITION
We consider an electrical grid with M dynamically decou-
pled power generating units. The units are modelled as discrete
state space systems in the form
x j,k+1 = A jx j,k +B ju j,k, j ∈M , (1a)
y j,k =C jx j,k, j ∈M , (1b)
where M = {1,2, . . . ,M}. The state space matrices are de-
noted as (A j,B j,C j), the states as x j,k ∈ Rnx( j), the inputs as
u j,k ∈ Rnu( j), and the outputs as y j,k ∈ Rny( j).
Assuming that the power production is available as a linear
combination of the outputs in (1), the total power production
can be written as
yT,k = ∑
j∈M
ϒ jy j,k = ∑
j∈M
ϒ jC jx j,k, (2)
in which ϒ j ∈ R1×ny( j) is a row vector such that ϒ jC jx j,k is
the power production of unit j at time step k.
Economic MPC defines a control law for the generating
units (1), that optimizes the inputs (control moves) with
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respect to an economic objective function, input limits, input
rate limits and soft output limits. Evaluating this control law
requires the solution to the minimization problem
min
u,x,y,yT ,ρ,γ
∑
k∈N0
qTk+1ρk+1 + ∑
j∈M
pTj,ku j,k + r
T
j,k+1γ j,k+1, (3a)
subject to the constraints
x j,k+1 = A jx j,k +B ju j,k, k ∈N0, j ∈M , (3b)
y j,k =C jx j,k, k ∈N1, j ∈M , (3c)
yT,k = ∑
j∈M
ϒ jC jx j,k, k ∈N1, (3d)
u j,k ≤ u j,k ≤ u j,k, k ∈N0, j ∈M , (3e)
∆u j,k ≤ u j,k−u j,k−1 ≤ ∆u j,k, k ∈N0, j ∈M , (3f)
y j,k− γ j,k ≤ y j,k ≤ y j,k + γ j,k, k ∈N1, j ∈M , (3g)
0≤ γ j,k ≤ γ j,k, k ∈N1, j ∈M , (3h)
yT,k−ρk ≤ yT,k ≤ yT,k +ρk, k ∈N1, (3i)
0≤ ρk ≤ ρk, k ∈N1, (3j)
where Ni = {0 + i,1 + i, . . . ,N − 1 + i}, with N being the
length of the prediction horizon. The input data are the
input limits, (u j,k,u j,k), the input rate limits, (∆u j,k,∆u j,k), the
output limits associated with the generating units, (y j,k,y j,k),
the output limits associated with the total power production,
(yT,k,yT,k), the input prices, p j,k, the price for violating the
output limits associated with the generating units, r j,k, and
the price for violating the output limits associated with the
total power production qk. The slack variables γ j,k and ρk
represent the violation of the output constraints. We include
upper limits, (γ j,k,ρk), on these variables, as this simplifies
later computations considerably.
A. Compact Formulation
By eliminating the states using equation (1a), we can write
the output equation, (1b), as
y j,k =C jAkjx j,0 + ∑
i∈N0
H j,k−iu j,i, j ∈M ,
where the impulse response coefficients are given by
H j,k =C jAk−1j B j, j ∈M .
Consequently
yT,k = ∑
j∈M
(
ϒ jC jAkjx j,0 + ∑
i∈N0
ϒ jH j,k−iu j,i
)
.
Define the vectors
y j =
[
yTj,1 y
T
j,2 · · · yTj,N
]T
, j ∈M , (4a)
u j =
[
uTj,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈M , (4b)
and the matrices
Γ j =

H j,1 0 · · · 0
H j,2 H j,1
...
...
. . .
H j,N H j,N−1 · · · H j,1
 , Φ j =

C jA j
C jA2j
...
C jAN−1j
 ,
for j ∈M .
We can then write the outputs, (4a), for each of the
generating units as
y j = Γ ju j +Φ jx j,0, j ∈M . (5)
Moreover, by introducing Γ˜ j and Φ˜ j accordingly, it follows
that yT =∑ j∈M Γ˜ ju j+Φ˜ jx j,0. We simplify the notation further
by introducing
u j =
[
uTj,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈M ,
u j =
[
uTj,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈M ,
and similarly we define ∆u j, ∆u j, y j, y j, yT , yT , γ¯ j, ρ¯ , ρ , q,
p j, r j and γ j. Using this notation, the optimal control problem,
(3), can be written as
min
u,ρ,γ
qTρ+ ∑
j∈M
pTj u j + r
T
j γ j, (6a)
subject to a set of decoupled constraints
u j ≤ u j ≤ u j, j ∈M , (6b)
∆u j ≤ ∆u j ≤ ∆u j, j ∈M , (6c)
y j− γ j ≤ Γ ju j +Φ jx j,0 ≤ y j + γ j, j ∈M , (6d)
0≤ γ j ≤ γ, j ∈M , (6e)
0≤ ρ ≤ ρ, (6f)
and a set of linking constraints
yT −ρ ≤ ∑
j∈M
Γ˜ ju j + Φ˜ jx j,0 ≤ yT +ρ. (6g)
In a compact form, (6) can be stated by
min
z ∑
j∈M¯
cTj z j, (7a)
s.t. G jz j ≥ g j, j ∈ M¯ , (7b)
∑
j∈M¯
H jz j ≥ h, (7c)
where M¯ = 1,2, . . . ,M +1 and
z j =
[
uTj γTj
]T
, c j =
[
pTj r
T
j
]T
, j ∈M
zM+1 = ρT , cM+1 =qT .
In (7), (7b) represents the decoupled constraints (6b)-(6f), and
(7c) represents the linking constraints (6g). The data structures
in (7) are defined as
G j =
[
G¯ j
−G¯ j
]
, g j =
[
g j
−g j
]
, H j =
[
H¯ j
−H¯ j
]
, h =
[
h
−h
]
,
where
[
G¯ j g j g j
]
=

I 0 u j u j
Λ 0 ∆u˜ j ∆u˜ jΓ j I y˜j ∞Γ j −I −∞ y˜ j
0 I 0 γ j
 ,
[
H¯ j h h
]
=
[
Γ˜ j 0 y˜T ∞Γ˜ j 0 −∞ y˜T
]
,
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for j ∈M , with
y˜T = yT − ∑j∈M Φ˜ jx j,0, y˜T = yT − ∑j∈M Φ˜ jx j,0,
y˜j = y j−Φ jx j,0, y˜ j = y j−Φ jx j,0, j ∈M ,
∆u˜ j = ∆u j + I0u j,−1, ∆u˜ j = ∆u j + I0u j,−1, j ∈M ,
and Λ and I0 defined as
Λ j =

I
−I I
. . . . . .
−I I
 , I0 =

I
0
...
0
 .
In the special case j = M +1, H¯M+1 =
[
I −I]T and[
G¯M+1 gM+1 gM+1
]
=
[
I 0 ρ
]
.
III. DANTZIG-WOLFE DECOMPOSITION
Dantzig-Wolfe decomposition exploits that a convex set can
be characterized by its extreme points and its extreme rays [5],
[6]. For each j ∈ M¯ , the set of points satisfying the decoupled
constraints (7b), G j = {z j|G jz j ≥ g j}, may be written as
G j =
{
z j|z j = ∑
i∈P
λ ijz
i
j, ∑
i∈P
λ ij = 1,λ
i
j ≥ 0 ∀i ∈P
}
,
where zij are the extreme points of G j, and λ ij are convex com-
bination multipliers. Notice that since each of the sets G j are
bounded, extreme rays are not needed in their representation.
By replacing the decision variables in (7) by convex combi-
nation multipliers, we obtain the master problem formulation
min
λ≥0
φ = ∑
j∈M¯
∑
i∈P
cijλ
i
j, (8a)
s.t. ∑
j∈M¯
∑
i∈P
H ijλ
i
j ≥ h, (8b)
∑
i∈P
λ ij = 1, j ∈ M¯ , (8c)
where we have defined H ij = H jz
i
j and c
i
j = c
T
j z
i
j for each j ∈
M¯ and i ∈P .
Given a solution, λ ∗, to the master problem (8), a solution
to the original problem, (7), can be obtained as
z∗j = ∑
i∈P
(λ ∗)ijz
i
j, j ∈ M¯ .
Since the number of extreme points, |P|, can increase ex-
ponentially with the size of the original problem, solving
the master problem directly is inefficient. As demonstrated
in the following section however, the problem can be solved
efficiently using a column generation procedure that replaces
P by a subset P˜ .
IV. COLUMN GENERATION PROCEDURE
The dual linear program of (8) can be stated as
max
α≥0,β
hTα+ ∑
j∈M¯
β j, (9a)
s.t. (H ij)
Tα+β j ≤ cij, j ∈ M¯ , i ∈P, (9b)
in which α ∈R4N and β ∈RM+1 are the Lagrange multipliers
associated with the linking constraints, (8b), and the convexity
constraints, (8c), respectively. The necessary and sufficient
optimality conditions for (8) and (9) are
∑
j∈M¯
∑
i∈P
H ijλ
i
j ≥ h, (10a)
∑
i∈P
λ ij = 1, j ∈ M¯ , (10b)
λ ij ≥ 0, j ∈ M¯ , i ∈P, (10c)
cij− (H ij)Tα−β j ≥ 0, j ∈ M¯ , i ∈P, (10d)
α ≥ 0, (10e)
λ ij(c
i
j− (H ij)Tα−β j) = 0, j ∈ M¯ , i ∈P, (10f)
In Proposition 1 we derive conditions for which a solution
satisfying this set of optimality conditions, can be obtained by
solving the master problem (8) over a subset of the original
variables.
Proposition 1: Let P˜ ⊆P , and define (λ˜ , α˜, β˜ ) as a primal-
dual solution to (8) and (9) restricted to the subset P˜ . Then
the solution
α∗ = α˜,
β ∗j = β˜ j, j ∈ M¯ ,
(λ ∗)ij =
{
λ˜ ij if i ∈ P˜
0 if i ∈P \P˜ , j ∈ M¯ , i ∈P,
satisfies the conditions, (10), if the optimal objective value of
the subproblem
ϕ j = min
z˜ j
{(c j−HTj α∗)T z˜ j−β ∗j |G j z˜ j ≥ g j}, (11)
is non-negative for each j ∈ M¯ .
Proof The solution (λ ∗,α∗,β ∗) satisfies (10a) since
∑
j∈M¯
∑
i∈P
H ij(λ
∗)ij = ∑
j∈M¯
∑
i∈P˜
H ijλ˜
i
j ≥ h,
which follows from the definition of (λ˜ , α˜, β˜ ). Similarly, it is
easy to verify that the conditions (10c), (10b), (10e) and (10f)
are fulfilled.
Provided that (λ ∗,α∗,β ∗) is optimal, (10d) yields
cij− (H ij)Tα∗−β ∗j = (c j−HTj α∗)T zij−β ∗j ≥ 0, (12)
for all j ∈ M¯ and i ∈P . By construction of the solution,
(12) is satisfied for all i ∈ P˜ . To check that the condition
holds for all i∈P \P˜ , we consider the optimization problem
(11). Since this linear program minimizes the left hand side
of (12) over all possible extreme points, z˜ j, of G j, the solution
3
(λ ∗,α∗,β ∗) also satisfies the remaining optimality condition
(12) if ϕ j is non-negative for all j ∈ M¯ . 
In Algorithm 1, we have outlined a column generation pro-
cedure based on Proposition 1. The algorithm exploits that if
(12) is violated, then the solution to the subproblems, (11),
provides a set of extreme points that can be added to the
master problem. Notice that whenP is restricted to the subset
P˜ , the master problem (8) is much smaller than the original
problem. Therefore, the column generation procedure requires
less memory than conventional linear programming methods.
Moreover, solving the subproblems is computationally inex-
pensive as they do not grow with the number of units M. We
remark that this step may be performed in parallel.
Algorithm 1 Column generation procedure for solving (8).
Require: {z0j}M¯j=1
i = 0, converged = false
while not converged do
P˜ = {0,1, . . . , i}
for j ∈ M¯ , i ∈ P˜ do
H ij = H jz
i
j, c
i
j = c
T
j z
i
j
end for
(φ ∗,λ ∗,α∗,β ∗)← solve (8) with P = P˜
for j ∈ M¯ do
(ϕ∗j , z˜∗j)← solve (11)
end for
if ϕ j ≥ 0∀ j ∈ M¯ then
converged = true
else
for j ∈ M¯ do
zi+1j = z˜
∗
j
end for
i = i+1
end if
end while
A. Warm-Starting
Algorithm 1 requires a set of initial points {z0j}M¯j=1 that
are feasible for both the subproblems (11) and the original
problem (7). As economic MPC is a receding horizon strategy,
we can generate such a set of points by exploiting the solution
from a previous time step.
Given the solution to (11)
z∗j =
[
u∗Tj,0 · · · u∗Tj,N−1 γ∗Tj,1 · · · γ∗Tj,N
]T
,
z∗M+1 =
[
ρ∗T1 · · · ρ∗TN
]T
,
we build a set of initial points in the following sampling instant
as
z0j =
[
u∗Tj,1 · · · u∗Tj,N−1 uˇTj γ∗Tj,2 · · · γ∗Tj,N γˇTj
]T
,
z0M+1 =
[
ρ∗T2 · · · ρ∗TN ρˇT
]T
,
for each j ∈M . Hence, the original solution values are shifted
forward in time, and the variables uˇ j, γˇ j and ρˇ are appended
to the initial points. In our implementation, we let
uˇ j = u∗j,N−1, j ∈M , (13)
which leads to an initial input sequence with constant input
in the two final sampling intervals. Using the state space
equations (1)-(2), we compute the outputs yˇ j,N and yˇT,N
associated with this input sequence. Based on these values
we let
γˇ j = max(y j,N− yˇ j,N ,0)+max(yˇ j,N− y j,N ,0),
ρˇ = max(yT,N − yˇT,N ,0)+max(yˇT,N− yT,N ,0),
where the maximum function is evaluated element-wise.
Assuming that the inputs (13) satisfy the input constraints
for the updated problem data, and that the upper limits on
γ j and ρ are sufficiently large, the strategy above yields a
set of feasible initial points for Algorithm 1, {z0j}M¯j=1, which
exploits the solution obtained in the previous time step. As
the solution in successive time steps are closely related in
MPC applications, this approach provides a warm-start for
Algorithm 1. In case no previous solution is available, a
similar strategy can be used to adjust the slack variables for
an arbitrary feasible input sequence.
V. RESULTS
In this section, we compare a MATLAB implementation of
Algorithm 1, denoted DWempc, to linear programming solvers
from the following software packages: CPLEX, Gurobi and
MOSEK. The algorithms are run on an Intel(R) Core(TM) i5-
2520M CPU @ 2.50GHz with 4 GB RAM running a 64-
bit Windows 7 Enterprise operating system. In DWempc, the
restricted master problem and the subproblems are solved
using CPLEX.
As a conceptual case study, we consider a collection of
power generating units in the form
Yj(s) = 1/(τ js+1)3U j(s), j ∈M , (14)
where U j(s) is the fuel input and the Yj(s) is the power
production. The third order model, (14), has been validated
against actual measurement data in [11]. In our study, we
vary the time constant, τ j, to represent different types of
power generating units. Time constants in the range 80-120
are associated with slow units, such as centralized thermal
power plants, while time constants in the range 20-60 represent
units with faster dynamics such as diesel generators and gas
turbines. To control the units, (14), using economic MPC,
we realize the system in the discrete state space form (1)-
(2) using a sampling time of Ts = 5 seconds. In the resulting
model structure, u j,k ∈ R is fuel input, y j,k ∈ R is the power
production, and yT,k ∈ R is the total power production. Thus,
ϒ j = 1, for all j ∈M . Fig. 1 demonstrates the production
plan obtained using economic MPC in a case study with
M = 3 power generating units. The graphs show the individual
outputs, as well as the output limits for the total power
production. The case study parameters are listed in Table I. All
parameters listed in the table, are kept constant over the entire
4
Fig. 1. Closed-loop simulation study of economic MPC.
TABLE I
CASE STUDY PARAMETERS
τ j p j,k u j,k u j,k ∆u j,k ∆u j,k
Generating Unit 1 40 24 0 50 -30 30
Generating Unit 2 90 12 0 100 -20 20
Generating Unit 3 100 6 0 200 -5 5
Fig. 2. CPU-time for solving (3) as a function of the number of power
generating units, and fixed N = 50. Active-set methods are denoted by (AS)
and interior-point methods are denoted by (IPM).
horizon. The values, p j,k, are the prices pr. unit of fuel (e.g oil,
natural gas or coal). We have defined these parameters such
that the fuel price for fast units is higher than the fuel price for
slow units. The price for imbalances is fixed to qk = 10000.
Based on a similar case study as above, we have solved the
constrained optimal control problem, (3), for an increasing
number of generating units. The computation time is depicted
in Fig. 2. In the simulations DWempc outperforms conven-
tional linear programming solvers with a significant margin,
and the difference in computing time grows with the number of
units controlled. As the subproblems are solved sequentially
in our implementation, the performance of DWempc can be
improved even further using parallel computing. To make a
fair comparison, we have initialized all algorithms using their
default cold-starting point. For DWempc we define such a cold-
starting point by setting all inputs, u j,k to zero, and increase
the slack variables, γ j,k and ρk, to their upper bounds. In
Table II, we have listed the iteration numbers associated with
Figure 2. For DWempc, increasing the number of generating
TABLE II
COMPARISON OF THE NUMBER OF ITERATIONS
M MOS GUR GUR CPL CPL DWempc
[IPM] [AS] [IPM] [AS] [IPM]
16 19 692 22 590 20 30
32 33 700 49 486 44 31
64 34 902 55 559 43 25
128 36 1452 46 1058 40 24
256 36 2221 60 1168 47 23
512 42 3087 65 1737 62 20
units decreases the number of iterations, while for all other
solvers the number of iterations increases. We expect that the
number of iterations can be reduced additionally in closed-loop
by employing the warm-starting strategy proposed in Section
IV-A.
VI. CONCLUSIONS
In this paper, we have presented a warm-started Dantzig-
Wolfe decomposition algorithm for economic MPC of dis-
tributed energy systems. Our results show that a MATLAB
implementation of the algorithm is significantly faster than
both active-set methods and interior-point methods, provided
by MOSEK, CPLEX and Gurobi. Moreover, DWempc has
several desirable features, such as low memory costs and
parallelization capabilities, which makes it favorable for real-
time applications such as economic MPC.
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Economic MPC to Operate Power Systems via
Dantzig-Wolfe Decomposition
Laura Standardi1, Leo Emil Sokoler2, Niels Kjølstad Poulsen1 and
John Bagterp Jørgensen1
DTU International Energy Conference 2013
Introduction
• Future power systems will consist of a large number of independent power units.
•New control algorithms are necessary to control and coordinate the power production in order to
satisfy the customers’ demand, minimizing production costs.
Economic Model Predictive Control
• Consider a power system consisting of P power units.
• The regulator computes the optimal production plan for each power unit.
• Therefore, the total power production satisfy the customers’ demand and minimizes the production
costs.
• The production costs and the power demand are assumed to be available, provided by external
forecasting systems.
• The control linear problem is, therefore, formulated as
minφk =
P∑
i=1
N−1∑
j=0
c′i,kui,k + ρ
′
i,ksi,k + ρ˜
′
ks˜k (1a)
s.t. xi,k+1 = Aixi,k + Biui,k + Eidi,k (1b)
zi,k = Cz,ixi,k (1c)
umin,i ≤ ui,k ≤ umax,i (1d)
∆umin,i ≤ ∆ui,k ≤ ∆umax,i (1e)
zi,k + si,k ≥ rmin,i,k, zi,k − si,k ≤ rmax,i,k, si,k ≥ 0 (1f)
z˜k =
P∑
i=1
C˜z,ixi,k + D˜z,iui,k (1g)
z˜k + s˜k ≥ r˜min,k, z˜k − s˜k ≤ r˜max,k, s˜k ≥ 0. (1h)
Dantzig-Wolfe Decomposition
• The control linear problem has the following block-angular structure
min
{wi,k}Mi=1
ϕ =
M∑
i=1
e′iwi,k (2a)
s.t.

F1 F2 . . . FM
G1
G2
. . .
GM


w1
w2
...
wM
 ≥

g
h1
h2
...
hM
 (2b)
where M = 1, ..., P, P + 1 as the global slack variables s˜k are considered as an independent unit.
• Early Termination:
– This strategy stops the Dantzig-Wolfe algorithm after a fixed number of iteration: in this way the
solution is not optimal but still feasible.
– Furthermore, the number of iterations is reduced.
Case Study
Zi(s) =
1
(τis + 1)3
Ui(s) (3)
• The case study is a power system including power units modelled as (3), representing
– central thermal,
– diesel generators,
– power plants,
– gas turbines.
Power Production & Customers’ Demand Interval [2]
• The control algorithm coordinates and controls the power units keeping the overall power produc-
tion inside the demand interval.
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• The Dantzig-Wolfe decomposition provides a decentralized controller that computes the optimal
trajectories even when the centralized one fails.
• Parallel computing highly reduces computation times.
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• The early termination technique substantially reduces computation times (blue bars). However, it
yields to unavoidable extra costs (magenta bars).
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Conclusions
• The algorithm proposed operates large-scale power systems.
•Out strategy overcomes the computation time issues by the implementation of parallel computing
and early termination strategy.
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Abstract: In this paper we apply the Economic Model Predictive Control (MPC) for balancing
the power supply and demand in the future power systems in the most economic way. The
control problem is formulated as a linear program, having a block-angular structure solved by
the implementation of the Dantzig-Wolfe decomposition. For real-time applications we introduce
an early termination technique. Simulations demonstrate that the algorithm developed operates
efficiently a power system, reducing significantly computational time.
Keywords: Economic Model Predictive Control, Linear Programming, Distributed
Optimization, Power Systems
1. INTRODUCTION
During the past decades climate has dramatically changed.
Scientists define the recent global warming as unprece-
dented and emphasize the need of accellerated and urgent
actions (Vidal, 2013). CO2 emissions and other pollutants
are collecting in the atmosphere like a thickening blanket,
trapping the sun’s heat and causing the planet to warm
up. The combustion of fossil fuels to generate electricity
is one of the largest source of CO2 emissions (United
States Enviromental Protection Agency, 2013). Hence, a
transistion from fossil to non-fossil fuels plays a key role
in our future, leading to a new electricity system. Future
electric grids will consist of independent energy sources
and customers; these are characteristics of Smart Grids
(European Technology Platform SmartGrids, 2012; The
Danish Energy Agreement of March 2012 , Ministry of
Climate, Energy and Building, 2012). Renewable energy
sources (RES) take part in the Smart Grids with their
intermittent energy production. This innovative scenario
requires control actions so as to ensure the total energy
production satisfies customers’ demands.
We propose an optimization-based controller to balance
power production and consumption in an economically effi-
cient way. As a case study we consider a large scale system
in which multiple power generators that are dynamically
decoupled, operate in a coordinated way to serve as a
single power portfolio. We address two issues related to
the power management in a large scale scenario. The first
issue concerns minimizing the cost of producing enough
power to meet the market demand. The second issue con-
cerns providing supply security. Our control strategy is an
Economic MPC applied to a power portfolio in a large scale
scenario. The optimization problem of the proposed con-
troller shows a block-angular constraints matrix; because
of this, we solve the control problem by using Dantzig-
Wolfe decomposition. However, real-time applications re-
quire fast computation of the optimal control sequence:
because of this, an early termination strategy is applied
on the Dantzig-Wolfe decomposition algorithm. Such early
termination provides a suboptimal solution of MPC and
reduces significantly computational times.
Recent applications for energy systems have included the
Economic MPC: refrigeration systems (Hovgaard et al.,
2010, 2011, 2012a,b), heat pumps for residential build-
ings (Halvgaard et al., 2012c), solar-heated water tanks
(Halvgaard et al., 2012a), and batteries in electrical ve-
hicles (Halvgaard et al., 2012b). Due to computational
complexity and the communication bandwidth limitation,
distributed control structures have been developed for
large-scale systems (Scattolini, 2009). The interest in dis-
tributed MPC has led to the use of decomposition tech-
niques applied to large-scale linear programs, (Lasdon,
1970; Chvatal, 1983; Nazareth, 1987; Dantzig and Thapa,
2003; Conejo et al., 2006). The Dantzig-Wolfe decompo-
sition algorithm for large linear programs was first intro-
duced in 1960 (Dantzig and Wolfe, 1960, 1961). However,
recently, the Dantzig-Wolfe algorithm has been used in
a number application connected to the MPC: in an oil
field by (Gunnerud and Foss, 2010; Gunnerud et al., 2010),
control of building temperature (Morsan et al., 2011) and
power balancing (Edlund et al., 2011). Suboptimal MPC
controllers are stabilizing and guarantee feasibility and sta-
bility of the controller (Pannocchia et al., 2010). However,
often real-time suboptimal MPC is a combination of oﬄine
and online optimization (Scokaert et al., 1999; Zeilinger
et al., 2008). Other strategies involve online active set and
bounds on the CPU time (Ferreau et al., 2008) and early
termination approach for interior point methods (Wang
and Boyd, 2010).
The outline of the paper is as follows: Section 2 introduces
power systems. Section 3 formulates a linear Economic
MPC for linear power systems. Section 4 describes the
Dantzig-Wolfe decomposition algorithm. The early ter-
mination strategy is explained in Section 5. Section 6.1
proposes a model for the power generators included in
the portfolio; Section 6.2 reports simulation results and,
finally, the conclusion and suggestions for future work are
presented in Section 7.
2. POWER SYSTEMS
Power system consists of a number of independent power
units, such as power producers and consumers. Figure 1
depicts a generic power system, where power units are
connected only with operation center. The total power
supply includes the production from each of these indepen-
dent power producers. Such power systems are also called
Distributed Energy Sources (DES). Moreover, power units
are independent and dynamically decoupled systems; such
decoupled models are ubiquitous in power systems. Ac-
cordingly, the energy units considered in this paper can be
described as a linear discrete time state space model
xk+1 = Axk +Buk, (1a)
yk = Cxk, (1b)
zk = Czxk. (1c)
xk denotes the states, uk the manipulated variables (MVs),
yk denotes the measurement used for feedback, and zk is
output variables.
The manipulated variable, uk, is subject to bounds and
rate-of-movements constraints
umin ≤uk ≤ umax (2a)
∆umin ≤∆uk ≤ ∆umax (2b)
These are hard constraints and not mean-value con-
straints.
The system output zk denotes the power produced by
the generator and it must satisfy the customers’ demand,
r. Often the electricity demand is forecast in advance
and defined by an interval as [rmin,k, rmax,k]; we assume
to have such demand interval from external forecasts.
However, due to the manifold power units involved, it
might be impossible to have the total power production zk
within the demand interval; because of this, the constraints
on the power produced include slack variables sk. The slack
variables, sk, may represent selling or buying power from
the short-term market, violation of temperature limits, or
violation of state-of-charge limits. Every time sk is non-
zero, a penalty cost, e.g. the cost of buying or selling power
on the short-term market must be paid.
rmin,k − sk ≤zk ≤ rmax,k + sk (3a)
sk ≥ 0 (3b)
The cost of producing power over a period of time, is φk.
This economic cost, φk, consists of the cost of operating a
power generator, ck, and the penalties, ρk, related to the
use of slack variables, sk
φk =
N−1∑
j=0
c′kuk +
N−1∑
j=0
ρ′ksk. (4)
3. ECONOMIC MPC FOR OPERATIONS
Figure 1 illustrates a power system where the operations
center has the task to coordinate and control power untis.
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Fig. 1. A generic future power system. Power producers
and consumers are independent units, and Opera-
tions coordinates and controls these power units to
guarantee power supply in response to the customers’
demand.
Operating such power system means making real-time
decisions as planning the power production in response to
the customers’ demand. This section introduces Economic
Model Predictive Control (MPC) to operate a power
system as the one in Figure 1 balancing power supply nad
demand in the most economic way.
Consider a power system, as described in Section 2, which
consists of P power producers. These power generators
collectively produce the total portfolio power production
ˆ˜zk+j+1|k subject to the following connecting constraints
zˆk+j+1|k =
P∑
i=1
C˜ixˆi,k+j+1|k, (5a)
zˆk+j+1|k + sk+j+1|k ≥ rˆmin,k+j+1|k, (5b)
zˆk+j+1|k − sk+j+1|k ≤ rˆmax,k+j+1|k, (5c)
sk+j+1|k ≥ 0. (5d)
Constraints (5b)-(5d) are equivalent to the constraints (3)
but referring to the total power produced by the power
system.
The Economic MPC is formulated as a linear program
because of the linear dynamics of the power units (1),
linear cost functions (4), and linear constraints (2)-(3)
and (5). In addition, a Kalman filter predicts xˆk+1+j|k.
Accordingly, the Linear Economic MPC to operate a power
system of P power units, is formulated as
min φk =
P∑
i=1
φi,k +
N−1∑
j=0
ρˆ′k+j+1|ksk+j+1|k (6)
subject to the local constraints ∀i ∈ P and ∀j ∈ N
xˆi,k+j+1|k = Aixˆi,k+j|k +Biui,k+j|k (7a)
zˆi,k+j+1|k = Cz,ixˆi,k+j+1|k (7b)
umin,i ≤ ui,k+j|k ≤ umax,i (7c)
∆umin,i ≤ ∆ui,k+j|k ≤ ∆umax,i (7d)
zˆi,k+j+1|k + si,k+j+1|k ≥ rˆmin,i,k+j+1|k (7e)
zˆi,k+j+1|k − si,k+j+1|k ≤ rˆmax,i,k+j+1|k (7f)
si,k+j+1|k ≥ 0 (7g)
and subject to the connecting constraints ∀j ∈ N in (5).
The optimization control problem (5)-(7) has a block-
angular structure that is suitable for the implementation
of Dantzig-Wolfe decomposition to solve efficiently the
control linear program.
 Master Problem 
Subproblem 1 … Subproblem 2 Subproblem M 
Fig. 2. Dantzig-Wolfe structure. Each subproblem comuni-
cates exclusively with the master problem that must
coordinate such units.
4. DANTZIG-WOLFE DECOMPOSITION
TECHNIQUE
The Dantzig-Wolfe decomposition algorithm is a decompo-
sition technique to solve efficiently linear programs having
a block-angular structure, as (5)-(7), (Dantzig and Wolfe,
1960, 1961). The Economic MPC expressed as a linear
program in (5)-(7), can be formulated as
min
qi,kMi=1
ϕ =
M∑
i=1
e′iqi,k (8a)
s.t.

F1 F2 . . . FM
G1
G2
. . .
GM


q1
q2
...
qM
 ≥

g
h1
h2
...
hM
 (8b)
where i ∈ M = {1, ..., P, P + 1} as the slack variables
sk+j+1|k in (5) and (6) are considered as an extra unit.
Therefore,
e′j =
[
p′j,0 . . . p
′
j,N ρˆ
′
N
]
, q′j =
[
u¯′j,0 . . . u¯
′
j,N s
′
N
]
where the variables p′k and u¯
′
k are from the objective
function (4)
φk =
N−1∑
j=0
c′kuk +
N−1∑
j=0
ρ′ksk =
N−1∑
j=0
p′ku¯k
The M diagonal blocks in the linear program (8) denotes
M subproblems having their own set of constraints. More-
over, a master problem coordinates such subproblems as
Figure 2 shows. From here on we assume that the feasible
region of each subproblems is closed and bounded.
In a view of describing the Dantzig-Wolfe decomposition
technique, it is necessary to introduce the convex combi-
nation theorem (Dantzig and Thapa, 2003).
Theorem 1. (Convex Combination). Consider Q =
{q | Gq ≥ h} be nonempty, bounded and closed set, i.e.
a polytope. vj denotes the extreme point of Q with j ∈
{1, 2, ..., V }.
Then any point q in the polytope Q can be written as a
convex combination of its extreme points
q =
V∑
j=1
λjv
j (9a)
s.t λj ≥ 0, j = 1, 2, ..., V (9b)
V∑
j=1
λj = 1 (9c)
Proof. See (Dantzig and Thapa, 2003).
Substituting (9) into (8) yields to the following linear
program
min
λ
ϕ =
M∑
i=1
Vi∑
j=1
fijλij (10a)
s.t
M∑
i=1
Vi∑
j=1
pijλij ≥ g (10b)
Vi∑
j=1
λij = 1, i = 1, 2, ...,M (10c)
λij ≥ 0, i = 1, 2, ...,M ; j = 1, 2, ..., Vi
(10d)
where the coefficients are
fij = e
′
iv
j
i , pij = Fiv
j
i (11)
The linear program (10), known as Master Problem (MP),
is equivalent to the block-angular linear problem (8).
It is worth noting that (10) has fewer constraints than
the original problem (8). However the MP considers the
extreme points of each subproblem, thus the number of
variables is larger than in the original problem (8). The
Dantzig-Wolfe decomposition algorithm overcomes this
problem by including a reduced number of extreme points,
and adding new vertices when needed. As a result, the
Reduced Master Problem (RMP) is defined as
min
λ
ϕ =
M∑
i=1
l∑
j=1
fijλij (12a)
s.t
M∑
i=1
l∑
j=1
pijλij ≥ g (12b)
l∑
j=1
λij = 1, i = 1, 2, ...,M (12c)
λij ≥ 0, i = 1, 2, ...,M ; j = 1, 2, ..., l
(12d)
where l ≤ Vi for all i ∈ {1, 2, ...,M}. Solving the RMP
provides the Lagrangian multipliers pi associated with the
inequality constraint (12b), the Lagrangian multipliers
ρ, associated with equalities (12c), and the Lagrange
multipliers κ for the positivity constraints (12d). These are
playing a key role in the Dantzig-Wolfe algorithm as they
represent the information sent from the Master Problem
to each subproblem. The Lagrangian associated to the
Master Problem (10) yields to the following necessary and
sufficient optimality conditions, for i = 1, 2, . . . ,M and
j = 1, 2, . . . , Vi
∇λijL = fij − p′ijpi − ρi − κij = 0 (13a)
M∑
i=1
Vi∑
j=1
pijλij − g ≥ 0 ⊥ pi ≥ 0 (13b)
Vi∑
j=1
λij − 1 = 0 (13c)
λij ≥ 0 ⊥ κij ≥ 0 (13d)
We notice that the conditions (13a) and (13d) imply
κij = fij − p′ijpi − ρi = [ei − F ′ipi]′ vji − ρi ≥ 0 (14)
such that the KKT-conditions for (10) may be stated as
for i = 1, 2, . . . ,M and j = 1, 2, . . . , Vi
M∑
i=1
Vi∑
j=1
pijλij − g ≥ 0 ⊥ pi ≥ 0 (15a)
Vi∑
j=1
λij − 1 = 0 (15b)
λij ≥ 0 ⊥ κij = [ei − F ′ipi]′ vji − ρi ≥ 0 (15c)
An optimal solution must satisfy the KKT conditions (15).
We denote λRMPij a solution of RMP, such that a feasible
solution to Master Problem (10) is
λij = λ
RMP
ij i = 1, 2, . . . ,M ; j = 1, 2, . . . , l (16a)
λij = 0 i = 1, 2, . . . ,M ; j = l + 1, l + 2, . . . , Vi
(16b)
This solution satisfies (15a) and (15b). To be optimal it
also needs to satisfy (15c). These conditions are already
satisfied for i = 1, 2, . . . ,M and j = 1, 2, . . . , l. We need to
verify whether they are satisfied for all i = 1, 2, . . . ,M and
j = l+1, l+2, . . . , Vi. This is complicated by the fact that
we only know the extreme points, vji for i = 1, 2, . . . ,M
and j = 1, 2, . . . , l. An efficient initialization technique is
introduced in (Standardi et al., 2012). Condition (15c)
is satisfied for all i = 1, 2, . . . ,M and j = 1, 2, . . . , Vi if
mini ψi − ρi ≥ 0 where
ψi = min
vj
i
[ei − F ′ipi]′vji (17)
vji is an extreme point of the polytope Qi = {qi | Giqi ≥
hi}. Therefore, using the Simplex Algorithm we compute
the solution of (17) as a solution of the following linear
program
ψi = min
qi
ϕ = [ei − F ′ipi]′qi (18a)
s.t Giqi ≥ hi (18b)
These linear programs are called subproblems and can
be solved via either parallel or sequential computation;
this possible parallel computation of the subproblems
represents one of the advantages of the Dantzig-Wolfe
decomposition algorithm. Let (ψi, qi) be the optimal value-
minimizer pair for the linear problem (18); then if
ψi − ρi ≥ 0 ∀i ∈ {1, 2, ...,M} (19)
is satisfied, then the solution computed from the RMP
is optimal. Therefore the solution of the original control
problem (8) is given by
q∗i =
l∑
j=1
vjiλij i ∈ {1, 2, ...,M} (20)
Otherwise, if (19) is not satisfied, then the number of
extreme points considered, l , is not enough and a new
vertex vl+1i needs to be included.
The Dantzig-Wolfe algorithm needs an initial feasible solu-
tion. As this decomposition agorithm solves an Economic
MPC, the previous solution is available and utilized as
initial value at the next sampling time. To initialize the
slack variables in the control problem (5)-(7) the output
constraints (3) are utilized.
5. EARLY TERMINATION
The Dantzig-Wolfe decomposition solves the control prob-
lem reducing computational times (Standardi et al., 2012).
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Fig. 3. Master Problem (10) objective function Vs. number
of extreme points of the polytope (9).
However, many real-time applications include limits on
the computational time that restrict the applicability of
the MPC; real-time constraints and high-speed applica-
tion may prevent the computation of the optimal con-
troller as well. Early termination strategy and suboptimal
MPC mantain feasibility and stability, as demonstrated in
(Zeilinger et al., 2008; Scokaert et al., 1999; Pannocchia
et al., 2010; Wang and Boyd, 2010). Section 4 illustrates
that l extreme points of the feasible polytope are necessary
to compute the optimal solution q∗i (20); the Dantzig-
Wolfe algorithm includes one vertex of the polytope at
each iteration until the stopping criteria (19) is not satis-
fied. However, a smaller number of vertices can compute
a solution that is not optimal but feasible though. The
computation of such suboptimal solution reduces the num-
ber of iterations in the Dantzig-Wolfe algorithm, hence,
reduces the computational time.
6. APPLICATION TO A POWER SYSTEM
In this section we apply the Economic MPC controller to a
power system consisting of power plants, and the Dantzig-
Wolfe decomposition computes the optimal control tra-
jectory. In addition, we implement the early termination
strategy in order to reduce computational times.
6.1 Boiler Load Generators
Section 2 introduces power units as independent and dy-
namically decoupled systems; these power units are cou-
pled only through the objective to follow the customers’
demand. This work includes boiler load units as power unit
and the models are (Edlund et al., 2009)
Zi(s) = Gi(s)Ui(s) Gi(s) =
1
(τis+ 1)
(21)
where zi(t) is the produced power at unit i, while ui(t) is
the corresponding reference signal.
6.2 Simulations Results
We apply the algorithm developed in this paper on a
power system consisting of five power plants as described
in Section 6.1. Open-loop simulation provides Figure 3
that illustrates the reason of early termination effective-
ness. Section 4 describes that the Dantzig-Wolfe algorithm
computes the optimal solution considering a certain num-
ber of extreme points of the feasible polytope (9). With
reference to the number of extreme points necessary to
compute the optimal solution, Section 5 introduces the
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Fig. 4. Closed-loop simulations results. The total power
production is within the customers’ demand interval.
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Fig. 5. CPU time vs. Extra Costs. The early termination
strategy decreases CPU time, blu bars. However, such
strategy leads to extra costs shown in the magenta
bars. Consequently, a smaller number of extreme
points of the feasible polytope yields to a decrease
of the CPU time and extra costs to pay. For instance,
if we set 16 as upper bound on the number of extreme
points, then there is a decrease of 50% on the CPU
time and 20% of extra costs to pay.
early termination strategy. Accordingly, Figure 3 shows
that the master problem objective function ϕ (10) reaches
its optimal value before the stopping criteria (19) of the
Dantzig-Wolfe algorithm is satisfied.
The Economic MPC strategy controls a power system,
and the Dantzig-Wolfe decomposition solves efficiently the
control linear problem. The controller performances are in
Figure 4, where the power system output is kept within
the interval demand for the entire closed-loop simulation.
Figure 5 reports the early termination effects. In closed-
loop simulation the Dantzig-Wolfe algorithm computes
the optimal control trajectory at each sampling time; in
average, the decomposition algorithm takes 25 extreme
points of the feasible polytope. The early termination
utilizes fewer extreme points by setting bounds on these
vertices. Such strategy reduces the computational time
appreaciably even higher that 50%. Whereas, the early
termiantion leads to extra costs upwards of 10%.
7. CONCLUSION
Future power systems need new control algorithms to
balance power supply and demand efficiently. The Eco-
nomic MPC can operate power systems efficiently. The
work of this paper differs from the recent applications of
Economic MPC to energy systems because we compute the
optimal control trajectory implementing a decomposition
technique, known as Dantzig-Wolfe. Moreover, the early
termination approach provides valuable results reducing
substantially computational times. The controller devel-
oped coordinates the power production of a power sys-
tem consisting of several power generators, i.e. boiler load
units. Future work should focus on the early termination
in order to minimize the associated extra costs.
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Abstract: In economic model predictive control of energy systems with a large share of
distributed generation and consumption, the constrained optimal control problem can be
expressed as a linear program with a block-angular structure. In this paper, we present an
efficient Dantzig-Wolfe decomposition algorithm specifically tailored to problems of this type.
Simulations show that a MATLAB implementation of the algorithm is significantly faster than
several state-of-the-art linear programming solvers and that it scales in a favorable way.
Keywords: Predictive control, Decomposition methods, Renewable energy systems
1. INTRODUCTION
Due to global concerns related to environmental issues
and security of supply, an increasing amount of renew-
able energy sources is being integrated in the power grid.
Accordingly, methods for power production planning that
can handle the volatile and unpredictable power genera-
tion associated with technologies such as wind, solar and
hydropower are required. For this reason, energy systems
management has emerged as a promising application area
for economic model predictive control (MPC). In economic
MPC of energy systems, the power production planning is
handled in real-time by an optimization algorithm that
computes an optimal production plan based on the most
recent information available such as forecasts of energy
prices, wind power production, and district heating con-
sumption. Examples of economic MPC in energy systems
management include cost-efficient control of refrigeration
systems (Hovgaard et al., 2011), building climate control
(Ma et al., 2011; Halvgaard et al., 2012a), and optimal
charging strategies for batteries in electric vehicles (Halv-
gaard et al., 2012b).
Economic MPC is a receding horizon control strategy, and
requires the solution of a linear program in every sampling
instant. In energy systems management, the solution to
this linear problem, known as the optimal control prob-
lem, provides a sequence of control moves that yields the
most cost-efficient power generation respecting system dy-
namics, capacity constraints and electricity demand, with
respect to a process model of the power system. To com-
pensate for non-predictable disturbances and discrepancies
between the process model and the true system only the
first input in the sequence of control moves is applied to the
system, and the optimization procedure is repeated using
updated information at the following sampling instant. As
the control moves are computed in real-time, one of the key
challenges in economic MPC is to solve the optimal control
problem in an efficient an reliable way. The main contribu-
tion of this paper is an algorithm for control of distributed
energy systems that satisfies these criteria. Our algorithm
exploits that the units in a distributed energy system are
dynamically decoupled. This gives rise to a block-angular
structure in the optimal control problem that allows it to
be decomposed, into a master problem and a number of
subproblems, using Dantzig-Wolfe decomposition (Dantzig
and Wolfe, 1960, 1961). To solve the decomposed problem
efficiently, we use a column generation procedure, which is
warm-started by a strategy that utilizes problem specific
features.
Previously, Dantzig-Wolfe decomposition algorithms have
been applied to MPC applications in Edlund et al. (2011);
Cheng et al. (2008, 2007); Morosan et al. (2011). The work
Cheng et al. (2008) uses Dantzig-Wolfe decomposition
to coordinate the target calculation in set-point based
MPC with `1-penalty, and similar work for `2-penalty is
conducted in Cheng et al. (2007). Examples in energy
systems management are provided in e.g. Edlund et al.
(2011) in which a hierarchical control structure based on
Dantzig-Wolfe decomposition is proposed, and in Morosan
et al. (2011) that applies a Dantzig-Wolfe decomposition
algorithm for building climate control.
1.1 Paper Organization
This paper is organized as follows. In Section 2, we in-
troduce the optimal control problem solved in economic
MPC, and a compact problem formulation is derived. We
apply Dantzig-Wolfe decomposition to this problem in
Section 3. In Section 4, we present optimality conditions
for the decomposed problem, and we propose a warm-
started column generation procedure for solving the prob-
lem. Performance benchmarks for the proposed algorithm,
based on a conceptual energy systems management case
study, is provided in Section 5. We give concluding remarks
in Section 6.
2. PROBLEM DEFINITION
We consider an electrical grid with M distributed power
generating units. The units are modelled as discrete state
space systems in the form
xj,k+1 = Ajxj,k +Bjuj,k, j ∈M, (1a)
yj,k = Cjxj,k, j ∈M, (1b)
where M = {1, 2, . . . ,M}. The state space matrices are
denoted as (Aj , Bj , Cj), the states as xj,k ∈ Rnx(j), the
inputs as uj,k ∈ Rnu(j), and the outputs as yj,k ∈ Rny(j).
For non-linear systems, the description (1) can be obtained
by linearization about an equilibrium point.
Assuming that the power production is available as a
linear combination of the outputs in (1), the total power
production can be written as
yT,k =
∑
j∈M
Υjyj,k =
∑
j∈M
ΥjCjxj,k, (2)
in which Υj ∈ R1×ny(j) is a row vector such that ΥjCjxj,k
is the power production of unit j at time step k.
Economic MPC defines a control law for the generating
units (1), that optimizes the inputs (control moves) with
respect to an economic objective function, input limits,
input rate limits and soft output limits. Evaluating this
control law requires the solution to the minimization
problem
min
u,x,y,yT ,ρ,γ
∑
k∈N0
qTk+1ρk+1 +
∑
j∈M
pTj,kuj,k + r
T
j,k+1γj,k+1,
(3a)
subject to the constraints
xj,k+1 = Ajxj,k +Bjuj,k, k ∈ N0, j ∈M, (3b)
yj,k = Cjxj,k, k ∈ N1, j ∈M, (3c)
yT,k =
∑
j∈M
ΥjCjxj,k, k ∈ N1, (3d)
uj,k ≤ uj,k ≤ uj,k, k ∈ N0, j ∈M, (3e)
∆uj,k ≤ uj,k − uj,k−1 ≤ ∆uj,k, k ∈ N0, j ∈M, (3f)
y
j,k
− γj,k ≤ yj,k ≤ yj,k + γj,k, k ∈ N1, j ∈M, (3g)
0 ≤ γj,k ≤ γj,k, k ∈ N1, j ∈M, (3h)
y
T,k
− ρk ≤ yT,k ≤ yT,k + ρk, k ∈ N1, (3i)
0 ≤ ρk ≤ ρ, k ∈ N1, (3j)
where Ni = {0 + i, 1 + i, . . . , N − 1 + i}, with N being the
length of the prediction horizon. The input data are the in-
put limits, (uj,k, uj,k), the input rate limits, (∆uj,k,∆uj,k),
the output limits associated with the generating units,
(y
j,k
, yj,k), the output limits associated with the total
power production, (y
T,k
, yT,k), the input prices, pj,k, the
price for violating the output constraints associated with
the generating units, rj,k, and the price for violating the
output constraints associated with the total power produc-
tion qk. We also include upper limits on the variables γj,k
and ρk, as this simplifies later computations considerably.
Notice that if process noise or measurement noise is
present in the model (1), an optimization problem in the
form (3) can be derived using the Kalman filter under the
certainty equivalence assumption.
2.1 Compact Formulation
By eliminating the states using equation (1a), we can write
the output equation, (1b), as
yj,k = CjA
k
jxj,0 +
∑
i∈N0
Hj,k−iuj,i, j ∈M,
where the impulse response coefficients are given by
Hj,k = CjA
k−1
j Bj , j ∈M.
Consequently
yT,k =
∑
j∈M
(
ΥjCjA
k
jxj,0 +
∑
i∈N0
ΥjHj,k−iuj,i
)
.
Define the vectors
yj =
[
yTj,1 y
T
j,2 · · · yTj,N
]T
, j ∈M, (4a)
uj =
[
uTj,0 u
T
j,1 · · · uTj,N−1
]T
, j ∈M, (4b)
and the matrices
Γj =

Hj,1 0 · · · 0
Hj,2 Hj,1
...
...
. . .
Hj,N Hj,N−1 · · · Hj,1
 , Φj =

CjAj
CjA
2
j
...
CjA
N−1
j
 ,
for j ∈M.
We can then write the outputs, (4a), for each of the
generating units as
yj = Γjuj + Φjxj,0, j ∈M. (5)
Moreover, by introducing Γ˜j and Φ˜j accordingly, it follows
that
yT =
∑
j∈M
Γ˜juj + Φ˜jxj,0. (6)
We simplify the notation further by introducing
uj =

uj,0
uj,1
...
uj,N−1
 , uj =

uj,0
uj,1
...
uj,N−1
 , j ∈M,
and similarly we define ∆uj , ∆uj , yj , yj , yT , yT , γ¯j , ρ¯, ρ,
q, pj , rj and γj . Using this notation, the optimal control
problem, (3), can be written as
min
u,ρ,γ
qT ρ+
∑
j∈M
pTj uj + r
T
j γj , (7a)
subject to a set of decoupled constraints
uj ≤ uj ≤ uj , j ∈M, (7b)
∆uj ≤ ∆uj ≤ ∆uj , j ∈M, (7c)
y
j
− γj ≤ Γjuj + Φjxj,0 ≤ yj + γj , j ∈M, (7d)
0 ≤ γj ≤ γ, j ∈M, (7e)
0 ≤ ρ ≤ ρ, (7f)
and a set of linking constraints
y
T
− ρ ≤
∑
j∈M
Γ˜juj + Φ˜jxj,0 ≤ yT + ρ. (7g)
In a compact form, (7) can be stated by
min
z
∑
j∈M¯
cTj zj , (8a)
s.t. Gjzj ≥ gj , j ∈ M¯, (8b)∑
j∈M¯
Hjzj ≥ h, (8c)
where M¯ = 1, 2, . . . ,M + 1 and
c =
[
cT1 · · · cTM cTM+1
]T
=
[
pT1 r
T
1 · · · pTM rTM qT
]T
,
z =
[
zT1 · · · zTM zTM+1
]T
=
[
uT1 γ
T
1 · · · uTM γTM ρT
]T
.
In (8), (8b) represents the decoupled constraints (7b)-(7f),
and (8c) represents the linking constraints (7g). The data
structures in (8) are defined as
Gj =
[
G¯j
−G¯j
]
, gj =
[
g
j
−gj
]
, Hj =
[
H¯j
−H¯j
]
, h =
[
h
−h
]
,
where
[
G¯j gj gj
]
=

I 0 uj uj
Λ 0 ∆uj + I0uj,−1 ∆uj + I0uj,−1
Γj I yj − Φjxj,0 ∞
Γj −I −∞ yj − Φjxj,0
0 I 0 γj
 ,
[
H¯j h h
]
=

Γ˜j 0 yT −
∑
j∈M
Φ˜jxj,0 ∞
Γ˜j 0 −∞ yT −
∑
j∈M
Φ˜jxj,0
 ,
for j ∈M, with Λ and I0 defined as
Λj =

I
−I I
. . .
. . .
−I I
 , I0 =

I
0
...
0
 .
In the special case j = M + 1[
G¯M+1 gM+1 gM+1
]
= [ I 0 ρ ] .
H¯M+1 = [I −I]T .
3. DANTZIG WOLFE DECOMPOSITION
Dantzig-Wolfe decomposition (Dantzig and Wolfe, 1960,
1961; Nemhauser and Wolsey, 1988; Martin, 1999; Ladson,
2002) exploits that a convex set can be characterized by
its extreme points and its extreme rays. In particular, for
each j ∈ M¯, the set of points satisfying the decoupled
constraints (8b) may be written as
Gj = {zj |Gjzj ≥ gj},
=
{
zj |zj =
∑
i∈P
λijz
i
j ,
∑
i∈P
λij = 1, λ
i
j ≥ 0 ∀i ∈ P
}
,
where zij are the extreme points of Gj , and λij are convex
combination multipliers. Notice that since each of the
sets, Gj , are bounded, extreme rays are not needed to
characterize the sets.
By replacing the decision variables in (8) by convex com-
bination multipliers, we obtain the master problem formu-
lation
Original Problem
#constraints 6N +N
∑
j∈M (4nu(j) + 6ny(j))
#variables N +N
∑
j∈M (nu(j) + ny(j))
Master Problem
#constraints 4N +M + 1 +
∑
j∈M¯ |P|
#variables
∑
j∈M¯ |P|
Table 1. Dimensions of the original problem,
(8), and the master problem (9).
min
λ
φ =
∑
j∈M¯
∑
i∈P
cijλ
i
j , (9a)
s.t.
∑
j∈M¯
∑
i∈P
Hijλ
i
j ≥ h, (9b)∑
i∈P
λij = 1, j ∈ M¯, (9c)
λij ≥ 0, j ∈ M¯, i ∈ P, (9d)
where we have defined
Hij = Hjz
i
j , j ∈ M¯, i ∈ P, (10a)
cij = c
T
j z
i
j , j ∈ M¯, i ∈ P. (10b)
Given a solution, λ∗, to the master problem (9), a solution
to the original problem, (8), can be obtained as
z∗j =
∑
i∈P
(λ∗)ijz
i
j , j ∈ M¯.
In Table 1, we have compared the dimensions of the orig-
inal problem, (8), and the master problem (9). Since the
number of extreme points, |P|, can increase exponentially
with the size of the original problem, solving the master
problem directly is inefficient. As demonstrated in the
following section, however, the problem can be solved in an
attractive way using a column generation procedure that
replaces P by a subset P˜.
4. COLUMN GENERATION
The dual linear program of (9) can be stated as
max
α,β
αTh+
∑
j∈M¯
βj , (11a)
s.t. (Hij)
Tα+ βj ≤ cij , j ∈ M¯, i ∈ P, (11b)
α ≥ 0, (11c)
in which α ∈ R4N and β ∈ RM+1 are the Lagrange mul-
tipliers associated with the linking constraints, (9b), and
the convexity constraints, (9c), respectively. The necessary
and sufficient optimality conditions for (9) and (11) are∑
j∈M¯
∑
i∈P
Hijλ
i
j ≥ h, (12a)∑
i∈P
λij = 1, j ∈ M¯, (12b)
λij ≥ 0, j ∈ M¯, i ∈ P, (12c)
cij − (Hij)Tα− βj ≥ 0, j ∈ M¯, i ∈ P, (12d)
α ≥ 0, (12e)
λij(c
i
j − (Hij)Tα− βj) = 0, j ∈ M¯, i ∈ P, (12f)
In Proposition 1 we derive conditions for which a solution
satisfying this set of optimality conditions, can be obtained
by solving the master problem (9) over a subset of the
original variables.
Proposition 1. Let P˜ ⊆ P for all j ∈ M¯, and define
(λ˜, α˜, β˜) as a primal-dual solution to (9) and (11) restricted
to the subset P˜. Then the solution
α∗ = α,
β∗j = βj , j ∈ M¯,
(λ∗)ij =
{
λ˜ij if i ∈ P˜
0 if i ∈ P \ P˜ , j ∈ M¯, i ∈ P,
satisfies the conditions, (12), if the optimal objective value
of the subproblem
min
z˜j
ϕj = (cj −HTj α∗)T z˜j − β∗j (13a)
s.t. Gj z˜j ≥ gj , (13b)
is non-negative for each j ∈ M¯.
Proof The solution (λ∗, α∗, β∗) satisfies (12a) since∑
j∈M¯
∑
i∈P
Hij(λ
∗)ij =
∑
j∈M¯
∑
i∈P˜
Hij λ˜
i
j ≥ h,
which follows from the definition of (λ˜, α˜, β˜). Similarly, it
is easy to verify that the conditions (12c), (12b), (12e) and
(12f) are fulfilled.
Provided that (λ∗, α∗, β∗) is optimal, (12d) yields
cij − (Hij)Tα∗ − β∗j = (cj −HTj α∗)T zij − β∗j ≥ 0, (14)
for all j ∈ M¯ and i ∈ P. By construction of the solution,
(14) is satisfied for all i ∈ P˜. To check that the condition
also holds for all i ∈ P \P˜, we consider the linear program
(13) which determines the extreme point, z˜j , of Gj that
minimizes the left hand side of the inequality in (14).
Therefore, if ϕj is non-negative for all j ∈ M¯, then
(λ∗, α∗, β∗) satisfies (14) for all i ∈ P, and it is therefore
optimal for the original problem. 
In Algorithm 1, we have outlined a column generation pro-
cedure based on Proposition 1. The algorithm exploits that
if (14) is violated, then the solution to the subproblems,
(13), provides a set of extreme points that can be added
to the master problem. As can be read in Table 1, the
master problem is much smaller than the original problem
when P is restricted to the subset P˜, as long as |P˜| is
small. Moreover, solving the subproblem is computational
inexpensive as it does not grow with the number of units
M . For large systems, we therefore expect Algorithm 1 to
outperform conventional linear programming solvers with
a significant margin.
4.1 Warm-Starting
Algorithm 1 requires a set of initial points {z0j }M¯j=1 that are
feasible for both the subproblems, (13), and the original
problem (8). As economic MPC requires running the
algorithm in a closed-loop fashion, we can generate such
a set of points by exploiting the solution from a previous
time step.
Given the solution to (13)
Algorithm 1 Column generation procedure for the solu-
tion of the master problem (9).
Require: {z0j }M¯j=1
i = 0, converged = 0
while not converged do
P˜ = {0, 1, . . . , i}
COMPUTE PROBLEM DATA
for j ∈ M¯ do
for i ∈ P˜ do
Hij = Hjz
i
j
cij = c
T
j z
i
j
end for
end for
SOLVE RESTRICTED MASTER PROBLEM
(φ∗, λ∗, α∗, β∗)← solve (9) with P = P˜
SOLVE SUBPROBLEMS
for j ∈ M¯ do
(ϕ∗j , z˜
∗
j )← solve (13)
end for
CHECK IF CONVERGED
if ϕj ≥ 0 ∀j ∈ M¯ then
converged = 1
else
UPDATE EXTREME POINTS
for j ∈ M¯ do
zi+1j = z˜
∗
j
i = i+ 1
end for
end if
end while
z∗j =
[
u∗Tj,0 · · · u∗Tj,N−1 γ∗Tj,1 · · · γ∗Tj,N
]T
, j ∈M,
z∗M+1 =
[
ρ∗T1 · · · ρ∗TN
]T
,
we build a set of initial points in the following sampling
instant as
z0j =
[
u∗Tj,1 · · · u∗Tj,N−1 uˇTj γ∗Tj,2 · · · γ∗Tj,N γˇTj
]T
, j ∈M
z0M+1 =
[
ρ∗T2 · · · ρ∗TN ρˇT
]T
.
Hence, the strategy shifts the original solution values
forward in time, and append the variables uˇj , γˇj and ρˇ
to the initial point. In our implementation, we have define
uˇj as
uˇj = u
∗
j,N−1, j ∈M. (15)
which leads to an initial input sequence with constant
input in the two final sampling intervals. Using the state
space equations (1)-(2), we compute the outputs yˇj,N and
yˇT,N associated with this input sequence. Based on these
values we let
γˇj = max(yj,N − yˇj,N , 0) + max(yˇj,N − yj,N , 0),
ρˇ = max(y
T,N
− yˇT,N , 0) + max(yˇT,N − yT,N , 0).
where the maximum function is evaluated element-wise.
Assuming that the inputs (15) satisfy the input constraints
for the updated problem data, and that the upper limits on
γj and ρ are sufficiently large, the strategy above yields a
set of feasible initial points for Algorithm 1, {z0j }M¯j=1, which
exploits the solution obtained in the previous time step.
As the solution in successive time steps are closely related
Fig. 1. Closed-loop simulation study of economic MPC.
The marginal price of using the units is decreasing
with the unit number.
in MPC applications, this approach provides a warm-start
for Algorithm 1. In case no previous solution is available,
a similar strategy can be used to adjust the slack variables
for an arbitrary feasible input sequence.
5. RESULTS
In this section, we compare a MATLAB implementa-
tion of Algorithm 1, denoted DWempc, to linear program-
ming solvers from the following software packages: CPLEX,
Gurobi and MOSEK. For each solver, the computation time
of solving the optimal control problem (3) is measured.
The algorithms are run on an Intel(R) Core(TM) i5-
2520M CPU @ 2.50GHz with 4 GB RAM running a 64-bit
Windows 7 Enterprise operating system. In DWempc, the
restricted master problem and the subproblems are solved
using CPLEX.
As a conceptual case study, we consider a collection of
power generating units in the form
Yj(s) =
1
(τjs+ 1)3
Uj(s), j ∈M, (16)
where Uj(s) is the fuel input and the Yj(s) is the power
production. The third order model, (16), has been vali-
dated against actual measurement data in Edlund et al.
(2010). In our study, we vary the time constant, τj , to
represent different types of power generating units. Time
constants in the range 80-120 are associated with slow
units such as centralized thermal power plants, while
time constants in the range 20-60 represent units with
faster dynamics such as diesel generators and gas tur-
bines. Although this system description is too simplified
for many practical purposes, it is convenient for computa-
tional benchmarks.
To control the units, (16), using economic MPC we realize
the system in the discrete state-space form (1)-(2). In the
resulting model structure, uj,k ∈ R is fuel input, yj,k ∈ R
is the power production, and yT,k ∈ R is the total power
production. Thus, in this case, Υj = 1, for all j ∈ M.
Fig. 1 depicts a closed-loop simulation with M = 3 power
generating units. The graphs show the individual outputs,
as well as the output limits for the total production.
Table 2. Case study parameters.
τj pj uj uj ∆uj ∆uj
Unit 1 40 24 0 50 -30 30
Unit 2 90 12 0 100 -20 20
Unit 3 100 6 0 200 -5 5
Fig. 2. CPU-time for solving (3) as a function of the
number of power generating units, and fixed N = 50.
Active-set methods are denoted by (AS) and interior-
point methods are denoted by (IPM).
The case study parameters are listed in Table 2. All the
parameters listed, are kept constant over the entire horizon
N0.
The values, pj , are the prices pr. unit of fuel (e.g oil,
natural gas or coal). We have defined these parameters
such that the fuel price for fast units is higher than
the fuel price for slow units. The price for imbalances is
fixed to qk = 10000. It can be read from Fig. 1, that in
the production plan obtained using economic MPC, the
cheapest plant accounts for the main load whereas the
more expensive plants compensate for its slow dynamics.
This represents a common situation in the power industry,
where large thermal power plants typically produce a
majority of the electricity, while units with faster dynamics
such as diesel generators are used only in critical peak
periods.
In Fig. 2 we have compared the computation time of
solving the constrained optimal control problem, (3), using
DWempc, CPLEX, Gurobi and DWempc for an increasing num-
ber of generating units. The problem data was generated
in a similar way as in the simulation presented above. Fig.
2 shows that DWempc is up to an order of magnitude faster
than all other solvers in the comparison, and that the
difference grows as the number of units is increased. This
demonstrates that the column generation procedure out-
lined in Algorithm 1 is a promising method for economic
MPC of distributed energy systems. We also notice that,
as an additional advantage over conventional algorithms,
the subproblems, (13), can be solved in parallel. Finally,
DWempc requires less memory, as the necessary data for
solving the master problem, (9), are generated on the fly.
6. CONCLUSION
In this paper, we have presented a detailed description of a
warm-started Dantzig-Wolfe decomposition algorithm for
economic MPC of distributed energy system. Our results
show that a MATLAB implementation of the algorithm,
denoted DWempc, is significantly faster than both active-set
methods and interior-point methods provided by MOSEK,
CPLEX and Gurobi. Moreover, DWempc, has several desir-
able features such as low memory costs and parallelization
capabilities, which makes it well suited for economic MPC
applications with a decentralized structured such as the
control of distributed energy systems.
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Abstract: Future power systems will consist of a large number of decentralized power producers
and a large number of controllable power consumers in addition to stochastic power producers
such as wind turbines and solar power plants. Control of such large scale systems requires new
control algorithms. In this paper, we formulate the control of such a system as an Economic
Model Predictive Control (MPC) problem. When the power producers and controllable power
consumers have linear dynamics, the Economic MPC may be expressed as a linear program and
we apply Dantzig-Wolfe decomposition for solution of this linear program. The Dantzig-Wolfe
decomposition algorithm for Economic MPC is tested on a simulated case study with a large
number of power producers. The Dantzig-Wolfe algorithm is compared to a standard linear
programming (LP) solver for the Economic MPC. Simulation results reveal that the Dantzig-
Wolfe algorithm is faster than the standard LP solver and enables solution of larger problems.
Keywords: Economic Model Predictive Control, Linear Programming, Distributed
Optimization, Power Systems
1. INTRODUCTION
Increasing prices of fossil fuels and climate concerns related
to CO2 have stimulated an increased political and techni-
cal interest in power systems that are not based on fossil
fuels (Gore, 2006, 2009; Friedman, 2009; Danish Energy
Agency, 2010; Danish Commission on Climate Change
Policy, 2010; European Technology Platform SmartGrids,
2012). The predominant renewable energy sources in such
a system are wind and solar energy. The power productions
from sources such as the sun and the wind are stochastic.
Inclusion of large shares of stochastic power producers in
the power system requires that the existing power system
is restructured such that they can quickly compensate
for variations in energy production from the stochastic
generators. Consequently, future power systems must in-
clude a large number of decentralized agile controllable
power producers and consumers to compensate for the
stochastic power production from wind turbines and solar
plants. Such an integration of a large number of new power
producers and consumers in the power system requires new
control algorithms for balancing their power production
and consumption.
In this paper, we present an optimization based controller
for balancing the power production and consumption in an
economic efficient way. The optimization based controller
is obtained by formulating the power balancing problem as
an Economic Model Predictive Control (MPC) problem.
Many energy system components can be approximated
well by linear models (Edlund et al., 2009). Accordingly,
the Economic MPC for power systems with a large number
of linear components results in large scale linear programs
that must be solved efficiently and reliable in real time.
Due to the decoupled dynamics of the energy components,
the linear program representing the Economic MPC has a
block angular structure that is utilized in the Dantzig-
Wolfe algorithm. The key contributions of this paper is
a Dantzig-Wolfe decomposition algorithm for Economic
MPC of linear systems and demonstration of this Eco-
nomic MPC to power systems with many power producers.
Previously, Economic MPC has been applied to smart
energy systems such as refrigeration systems (Hovgaard
et al., 2010, 2011, 2012a,b), heat pumps for residential
buildings (Halvgaard et al., 2012c), solar heated water
tanks (Halvgaard et al., 2012a), and batteries in electri-
cal vehicles (Halvgaard et al., 2012b). Scattolini (2009)
reviewed model predictive control for distributed systems.
Using the terminology in Scattolini (2009), the Dantzig-
Wolfe decomposition method presented in this paper is
a distributed optimization method for solution of the cen-
tralized MPC. Other well-known techniques for distributed
optimization that have been applied for MPC are Lagrange
dual decomposition (Rantzer, 2009) and Bender’s decom-
position (Morsan et al., 2011a). Dantzig and Wolfe (1960,
1961) introduced a decomposition algorithm for large lin-
ear programs. This decomposition algorithm is known
as the Dantzig-Wolge algorithm. Like Lagrange dual de-
composition, the Dantzig-Wolfe algorithm uses Lagrange
relaxation to decompose the large scale linear program
into smaller linear programs. However, in Dantzig-Wolfe
decomposition another linear program (the master prob-
lem) is used to compute the Lagrange multipliers, while
The 10th European Workshop on Advanced Control and Diagnosis (ACD 2012)
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Lagrange dual decomposition uses heuristics for updating
the Lagrange multipliers. Lasdon (1970), Chvatal (1983),
Nazareth (1987), Dantzig and Thapa (2003), and Conejo
et al. (2006) discuss decomposition algorithms for large
scale linear programs in a tutorial manner. Recently, the
Dantzig-Wolfe algorithm has been used in a number MPC-
like applications. Cheng et al. (2007, 2008) used Dantzig-
Wolfe decomposition in the steady-state target LP for a
two-layer MPC algorithm. Gunnerud and Foss (2010) and
Gunnerud et al. (2010) applied a Dantzig-Wolfe algorithm
for production optimization in an oil field. Morsan et al.
(2011b) studied a building temperature control problem
and solved the MPC for that problem using a Dantzig-
Wolfe decomposition algorithm. Based on an `1-penalty
function, Edlund et al. (2011) formulated the power bal-
ancing problem as an MPC and solved the resulting large
scale linear program using a Dantzig-Wolfe algorithm.
Bu¨rger et al. (2012) proposed an iterative algorithm re-
lated to the Dantzig-Wolfe algorithm that do not need a
master problem.
This paper is organized as follows. Section 2 introduces
Economic MPC for linear stochastic systems and show
that such problems can be solved by solution of linear
programs. Section 4 describes the Dantzig-Wolfe decompo-
sition algorithm for linear programs with a block-angular
structure. A power plant case study is introduced in Sec-
tion 5 to illustrate the Economic MPC based on Dantzig-
Wolfe decomposition. Conclusions are provided in Section
6.
2. ECONOMIC MPC FOR LINEAR SYSTEMS
This section is about the Economic Model Predictive
Control (MPC) stated for linear programs, where the
optimal solution is found minimizing an economic cost.
In this paper, the control problem is stated as a linear
program (Hovgaard et al., 2010). The slack variables are
introduced in the optimization problem to adjust in case
that the portfolio output fails in following the reference.
2.1 The Stochastic System
Consider the stochastic system
xk+1 = Axk +Buk +Gwk + Edk (1a)
yk = Cxk + vk (1b)
zk = Czxk (1c)
The initial state is distributed as x0 ∼ N(xˆ0|−1, P0|−1), the
process noise is distributed as wk ∼ Niid(0, Rww,k), and
the measurement noise is distributed as vk ∼ Niid(0, Rvv).
xk denotes the states, uk denotes the manipulated vari-
ables (MVs), yk denotes the measurement used for feed-
back, and zk denotes output variables. dk ∼ N(d¯k, Rdd,k)
denotes process noise that can be predicted by a prognosis
system and are predicted independently of the measure-
ments y. Accordingly, we consider a non-standard situa-
tion, in which the process disturbance dk can be predicted
by some realization Idk of a stochastic information vector
Idk . We assume that the conditional variable has the dis-
tribution
dk+j|k = (dk+j |Idk = Idk ) ∼ N(dˆk+j|k, Rdd,k+j|k) (2)
In many situations in smart energy systems, d involves
variables such as wind speed, temperature and sun radi-
ation. Accordingly, the forecast dk+j|k is the result of a
weather prognosis. We denote the mean of these forecasts
as
Dk =
{
dˆk+j|k
}N−1
j=0
(3)
The manipulated variable, uk, is a stochastic variable. For
the systems we consider, it is given by a function of the
form uk = µ(xˆk|k, uk−1,Dk,Fk,Rk) with xˆk|k being a
filtered state estimate depending on the current measure-
ment yk as well as the history of the system summarized
by the previous filtered state estimate, xˆk−1|k−1, and its
covariance, Pk−1|k−1. Fk and Rk are some forecasts to
be defined later. The fact that uk is a stochastic variable
implies that it is a function uk : Ω 7→ Rnu , i.e. uk = uk(ω)
for ω ∈ Ω and (Ω,G, P ) is an associated probability field
(Billingsley, 1995). The manipulated variables are limited
by bounds and rate-of-movement constraints
umin ≤ uk ≤ umax (4a)
∆umin ≤ ∆uk ≤ ∆umax (4b)
These constraints says, that uk = uk(ω) must satisfy
the constraints. Accordingly, uk cannot be normally dis-
tributed as the tails are removed by the constraints. It
should also be noticed that these constraints are differ-
ent from similar mean-value constraints and probabilistic
constraints.
The outputs, zk, should be in some interval [rmin,k, rmax,k]
where rmin,k ∼ F(r¯min,k, R(rmin,rmin),k) and rmax,k ∼
F(r¯max,k, R(rmax,rmax),k) are stochastic variables stemming
from some distribution. Forecasts, Rk, of the interval
[rmin,k, rmax,k] are available and used by the controller.
Let
rmin,k+j|k = (rmin,k+j |Irk = Irk)
∼ F(rˆmin,k+j|k, R(rmin,rmin),k+j|k)
(5a)
rmax,k+j|k = (rmax,k+j |Irk = Irk)
∼ F(rˆmax,k+j|k, R(rmax,rmax),k+j|k)
(5b)
such that the mean of the forecast, Rk, may be denoted
as
Rk =
{
rˆmin,k+j|k, rˆmax,k+j|k
}N
j=1
(6)
In energy systems, the interval [rmin,k, rmax,k] can be
related to the power consumption, indoor temperature in
a building, temperatures in a refrigeration system or some
desired state-of-charge of a battery. For some scenarios or
disturbances, it may be very expensive or even impossible
to keep the outputs zk in the interval [rmin,k, rmax,k]. For
such situations, we introduce slack variables defined by
sk = max {0, rmin,k − zk, zk − rmax,k} (7)
such that the possible interval for the outputs is expanded
to
rmin,k − sk ≤ zk ≤ rmax,k + sk (8)
with sk ≥ 0. The slack variables, sk, may represent selling
or buying power from the short-term market, violation of
temperature limits, or violation of state-of-charge limits.
Every time sk is non-zero, a penalty cost, e.g. the cost of
buying or selling power on the short-term market, must be
paid.
The average cost of operating the system in a period is the
stochastic variable
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ψ = lim
N→∞
1
N
N∑
k=0
b′kzk + c
′
kuk + ρ
′
ksk (9)
with bk ∼ F(b¯k, Rbb,k), ck ∼ F(c¯k, Rcc,k), and ρk ∼
F(ρ¯k, Rρρ,k) being unit costs. These unit costs are pre-
dicted by yet another forecasting system. The unit price
forecasts are the conditional stochastic variables
bk+j|k = (bk+j |Ipk = Ipk) ∼ F(bˆk+j|k, Rbb,k+j|k) (10a)
ck+j|k = (ck+j |Ipk = Ipk) ∼ F(cˆk+j|k, Rcc,k+j|k) (10b)
ρk+j|k = (ρk+j |Ipk = Ipk) ∼ F(ρˆk+j|k, Rρρ,k+j|k) (10c)
and we denote the unit price forecast as
Fk =
{
bˆk+j+1|k, cˆk+j|k, ρˆk+j+1|k
}N−1
j=0
(11)
2.2 Filtering and Prediction
The filtered estimate, xˆk|k = E {xk|Yk = Yk}, of a system
governed by (1) is computed using the Kalman filter
(Jazwinski, 1970; Kailath et al., 2000; Jørgensen and
Jørgensen, 2007; Jørgensen et al., 2011). The innovation is
computed as
ek = yk − yˆk|k−1 = yk − Cxˆk|k−1 (12)
The innovation covariance, Re,k, the filter gain, Kfx,k, and
the filtered state covariance, Pk|k, are computed as
Re,k = Rvv + CPk|k−1C ′ (13a)
Kfx,k = Pk|k−1C ′R
−1
e,k (13b)
Pk|k = Pk|k−1 −Kfx,kRe,kK ′fx,k (13c)
such that the filtered state can be computed by
xˆk|k = xˆk|k−1 +Kfx,kek (14)
Equations (12)-(14) are standard Kalman filter operations
for the measurement update. The predictions are slightly
different than the standard Kalman prediction due to
the forecasts of dk. Given the conditional predictions
of the exogenous variables, dˆk+j|k, and the manipulated
variables, uˆk+j|k, the conditional predictions of the states
and the outputs are
xˆk+1+j|k = Axˆk+j|k +Buˆk+j|k + Edˆk+j|k (15a)
zˆk+j+1|k = Czxˆk+1+j|k (15b)
for j = 0, 1, . . . , N − 1 and all k ≥ 0. The corresponding
covariances of the predicted states are
Pk+j+1|k = APk+j|kA′ +GRww,k+jG′ + ERdd,k+j|kE′
(16)
2.3 A Certainty Equivalent Regulator for Economic MPC
By now we have defined the stochastic system and estab-
lished the optimal filtering and prediction in this system.
Next we will describe our method for computing the ma-
nipulated variables, uk. We use a certainty equivalence
assumption such that the regulator uses mean value pre-
dictions for all variables. Consequently, at time k, the
predicted operating cost looking N periods ahead is
φ =
N−1∑
j=0
bˆ′k+j+1|kzˆk+j+1|k + cˆ
′
k+j|kuˆk+j|k
+
N−1∑
j=0
ρˆ′k+j+1|ksˆk+j+1|k
(17)
This cost function is linear in zˆk+j+1|k, uˆk+j|k, and
sˆk+j+1|k. This objective function is not necessarily an
exact penalty function that selects the slack variables as
defined by (7). It will be exact if the prices, ρˆk+j+1|k,
are larger than the corresponding Lagrange-multipliers for
output constraints of the form
rmin,k+j+1|k ≤ zˆk+j+1|k ≤ rmax,k+j+1|k (18)
In the case with an exact penalty function for the output
constraints (18), sˆk+j+1|k will only be non-zero if (18)
cannot be met.
Given the mean value of the forecasts, i.e. Dk, Rk, and Fk,
the filtered state, xˆk|k, from (14), the previous input, uk−1,
as well as the predictions (15) and the objective function
(17), the optimal trajectory of the predicted manipulated
variables and slack variables,
{
uˆk+j|k, sˆk+j+1|k
}N−1
j=0
, may
be computed by solution of the linear program
min
uˆ,sˆ
φ = φ(
{
uˆk+j|k, sˆk+j+1|k
}N−1
j=0
) (19a)
s.t. xˆk+1+j|k = Axˆk+j|k +Buˆk+j|k + Edˆk+j|k (19b)
zˆk+j+1|k = Czxˆk+1+j|k (19c)
umin ≤ uˆk+j|k ≤ umax (19d)
∆umin ≤ ∆uˆk+j|k ≤ ∆umax (19e)
zˆk+j+1|k + sˆk+j+1|k ≥ rˆmin,k+j+1|k (19f)
zˆk+j+1|k − sˆk+j+1|k ≤ rˆmax,k+j+1|k (19g)
sˆk+j+1|k ≥ 0 (19h)
This linear program is based on the certainty equivalence
assumption. Only the first input, uˆk|k, of this sequence is
implemented. The function involving solution of (19) and
selecting uˆk|k is denoted as
uk = uˆk|k = µ(xˆk|k, uk−1,Dk,Rk,Fk) (20)
2.4 Forecast based Certainty Equivalent MPC Algorithm
The certainty equivalent Economic MPC developed in
this section is listed in Algorithm 1. It computes the
manipulated variable, uk, based on the current mea-
surement, yk, the previous input, uk−1, the forecasts
(Dk,Rk,Fk), and the smoothed mean-covariance esti-
mate (dˆk−1|k, Rdd,k−1|k). The smoothed estimate, (dˆk−1|k,
Rdd,k−1|k), is needed because we do the one-step prediction
of the states, xˆk|k−1 = E {xk|Yk−1 = Yk−1} at time k
when the information vector Idk = Idk has been realized and
is known. These information availability considerations are
the reason that the one-step predictions in Algorithm 1
must be expressed as (22a) and (24a).
The main computational load in Algorithm 1 is solution
of the linear program (19).
3. DYNAMICALLY DECOUPLED SYSTEMS
In this section, we specialize the stochastic system (1) to
a dynamically decoupled system. Such decoupled models
are ubiquitous in energy systems. Furthermore, we demon-
strate how the linear program (19) for dynamically decou-
pled systems have a block angular structure. This block-
angular structure may be utilized for efficient solution of
(19) using decomposition algorithms such as the Dantzig-
Wolfe algorithm.
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Algorithm 1 Certainty equivalent Economic MPC with
external forecasts
Require:
Input: yk, uk−1
Memory: xˆk−1|k−1, Pk−1|k−1.
Forecasts:
Dk =
{
dˆk+j|k
}N−1
j=0
, (dˆk−1|k, Rdd,k−1|k) (21a)
Rk =
{
rˆmin,k+j+1|k, rˆmax,k+j+1|k
}N−1
j=0
(21b)
Fk =
{
bˆk+j+1|k, cˆk+j|k, ρˆk+j+1|k
}N−1
j=0
(21c)
One-step predictor and filter:
Compute the one-step prediction
xˆk|k−1 = Axˆk−1|k−1 +Buk−1 + Edˆk−1|k (22a)
yˆk|k−1 = Cxˆk|k−1 (22b)
Compute the innovation
ek = yk − yˆk|k−1 (23)
Compute
Pk|k−1 = APk−1|k−1A′
+GRww,k−1G′ + ERdd,k−1|kE′
(24a)
Re,k = Rvv + CPk|k−1C ′ (24b)
Kfx,k = Pk|k−1C ′R
−1
e,k (24c)
Pk|k = Pk|k−1 −Kfx,kRe,kK ′fx,k (24d)
Compute the filtered state
xˆk|k = xˆk|k−1 +Kfx,kek (25)
Regulator:
Compute uk = µ(xˆk|k, uk−1,Dk,Rk,Fk) by solution of
the linear program (19).
Return:
Manipulated variable: uk
Update the memory with: xˆk|k, Pk|k
Consider a set, P = {1, . . . , P}, of dynamically decoupled
systems
xi,k+1 = Aixi,k +Biui,k +Giwk + Eidk i ∈ P (26a)
yi,k = Cixi,k + vi,k i ∈ P (26b)
zi,k = Cz,ixi,k i ∈ P (26c)
that jointly create the following measurement, y˜k, and
output, z˜k:
y˜k =
P∑
i=1
C˜ixi,k + v˜k (27a)
z˜k =
P∑
i=1
C˜z,ixi,k (27b)
The dynamically decoupled system (26)-(27) is a special
case of (1) with the variables defined as
xk = [x1,k; x2,k; . . . ; xP,k]
uk = [u1,k; u2,k; . . . ; uP,k]
yk = [y1,k; y2,k; . . . ; yP,k; y˜k]
zk = [z1,k; z2,k; . . . ; zP,k; z˜k]
rmin,k = [rmin,1,k; rmin,2,k; . . . ; rmin,P,k; r˜min,k]
rmax,k = [rmax,1,k; rmax,2,k; . . . ; rmax,P,k; r˜max,k]
vk = [v1,k; v2,k; . . . ; vP,k; v˜k]
and the corresponding state space matrices defined as
A = block diag([A1 A2 . . . AP ])
B = block diag([B1 B2 . . . BP ])
G = [G1; G2; . . . ; GP ]
E = [E1; E2; . . . ; EP ]
C =

C1
C2
. . .
CP
C˜1 C˜2 . . . C˜P
Cz =

Cz,1
Cz,2
. . .
Cz,P
C˜z,1 C˜z,2 . . . C˜z,P

Eqs. (26)-(27) may be used to model the dynamics of
a system of P individual linear plants with local mea-
surements, yi,k, and outputs, zi,k. Collectively the system
generate the output signal, z˜k, and the measurement, y˜k.
For energy systems, the output signal z˜k may represent the
total net power generated by the P controllable plants.
For the dynamically decoupled system, the predicted cost
at time k (17) may be specialized to
φk =
P∑
i=1
N−1∑
j=0
bˆ′i,k+j+1|kzˆi,k+j+1|k + cˆ
′
i,k+j|kuˆi,k+j|k
+
P∑
i=1
N−1∑
j=0
ρˆ′i,k+j+1|ksˆi,k+j+1|k
+
N−1∑
j=0
ˆ˜ρ′k+j+1|k ˆ˜sk+j+1|k
=
P∑
i=1
φi,k +
N−1∑
j=0
ˆ˜ρ′k+j+1|k ˆ˜sk+j+1|k
(30)
with the local objective functions for i ∈ P
φi,k =
N−1∑
j=0
bˆ′i,k+j+1|kzˆi,k+j+1|k + cˆ
′
i,k+j|kuˆi,k+j|k
+
N−1∑
j=0
ρˆ′i,k+j+1|ksˆi,k+j+1|k
(31)
Consequently, the linear program (19) may be formulated
as the following linear program
min φk =
P∑
i=1
φi,k +
N−1∑
j=0
ˆ˜ρ′k+j+1|k ˆ˜sk+j+1|k (32)
subject to the local constraints ∀i ∈ P and ∀j ∈ N
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xˆi,k+j+1|k = Aixˆi,k+j|k +Biuˆi,k+j|k + Eidˆk+j|k (33a)
zˆi,k+j+1|k = Cz,ixˆi,k+j+1|k (33b)
umin,i ≤ uˆi,k+j|k ≤ umax,i (33c)
∆umin,i ≤ ∆uˆi,k+j|k ≤ ∆umax,i (33d)
zˆi,k+j+1|k + sˆi,k+j+1|k ≥ rˆmin,i,k+j+1|k (33e)
zˆi,k+j+1|k − sˆi,k+j+1|k ≤ rˆmax,i,k+j+1|k (33f)
sˆi,k+j+1|k ≥ 0 (33g)
as well as the connecting constraints ∀j ∈ N
ˆ˜zk+j+1|k =
P∑
i=1
C˜ixˆi,k+j+1|k (34a)
ˆ˜zk+j+1|k + ˆ˜sk+j+1|k ≥ ˆ˜rmin,k+j+1|k (34b)
ˆ˜zk+j+1|k − ˆ˜sk+j+1|k ≤ ˆ˜rmax,k+j+1|k (34c)
ˆ˜sk+j+1|k ≥ 0 (34d)
The linear program (32)-(34) has a block-angular structure
that may be used for its efficient solution using a Dantzig-
Wolfe decomposition algorithm.
4. THE DANTZIG-WOLFE ALGORITHM
The Dantzig-Wolfe algorithm is a decomposition algorithm
to solve large dimensions linear programming problems
which have a block diagonal structure, (Dantzig and Wolfe,
1961). This decomposition technique breaks the problem
into independent subproblems, which are coordinated by a
master problem (MP). The units communicate only with
the MP, exchanging Lagrange multipliers.
The optimization problem we investigate is a block-
angular structured linear problem (35), (Hovgaard et al.,
2010; Edlund et al., 2011), obtained from (32)-(33) and
(34)
min
{qi}Pi=1,s
φ =
P∑
i=1
c′iqi + d
′s (35a)
s.t.

F1 F2 . . . FP E
G1
G2
. . .
GP
I


q1
q2
...
qP
s
 ≥

g
h1
h2
...
hP
0
 (35b)
where Fi stands for the connecting constraints and Gi for
the decoupled constraints of each subsystem. The Fi are
obtained introducing the impulse response matrices into
(33).
Our optimization variables, qi and s, are related to (32).
It has to be noticed that while in the previous sections
we consider P subsystems, here the slack variables are
considered as an independent unit as well; therefore the
Dantzig-Wolfe decomposition splits the control problem
into P + 1 subsystems.
The key of this decomposition technique is the theorem of
convex combinations.
Theorem 1. Let Q = {q| Gq ≥ h} be nonempty, closed
and bounded, i.e. a polytope. The extreme points of Q are
denoted vj with j ∈ {1, 2, ...,M}.
Then any point q in the polytopic set Q can be written as
a convex combination of extreme points
q =
M∑
j=1
λjv
j (36a)
s.t. λj ≥ 0, j = 1, 2, ...,M (36b)
M∑
j=1
λj = 1 (36c)
Proof. See Dantzig and Thapa (2003).
As a decomposition algorithm, the first step is defining the
Master Problem, (Ho and Loute, 1981). Using the theorem
of convex combinations, the polytopes are defined by (37)
where vji are the vertices of Qi, (Dantzig and Wolfe, 1961).
Qi = {qi| Giqi ≥ hi} (37a)
qi =
Mi∑
j=1
λijv
j
i (37b)
Mi∑
j=1
λij = 1 (37c)
λij ≥ 0 j = 1, 2, . . . ,Mi (37d)
The linear block angular problem (35) can be then rewrit-
ten as the equivalent Master Problem (38) for P + 1
subproblems
min
λ
φ =
P+1∑
i=1
Mi∑
j=1
fijλij (38a)
s.t.
P+1∑
i=1
Mi∑
j=1
pijλij ≥ g (38b)
Mi∑
j=1
λij = 1, i = 1, 2, ..., P + 1 (38c)
λij ≥ 0, i = 1, 2, ..., P + 1; j = 1, 2, . . . ,Mi
(38d)
fij and pij are defined as
fij = c
′
iv
j
i (39a)
pij = Fiv
j
i (39b)
The (38) defines as well the Lagrange multipliers pi from
the coupling constraints (38b), ρ for (38c) and κij from
(38d). The Master Problem (38) has fewer constraints than
the original optimization problem (35), but more variables
as the vertices of each polytope are included. For this
reason the Reduced Master Problem is introduced as a
MP but with l number of vertices, where l ≤Mi:
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min
λ
φ =
P+1∑
i=1
l∑
j=1
fijλij (40a)
s.t.
P+1∑
i=1
l∑
j=1
pijλij ≥ g (40b)
l∑
j=1
λij = 1, i = 1, 2, ..., P + 1 (40c)
λij ≥ 0, i = 1, 2, ..., P + 1; j = 1, 2, . . . , l
(40d)
in which l ≤Mi for all i ∈ {1, 2, . . . , P + 1}. Obviously, the
Reduced Master Problem can be regarded as the Master
Problem with λi,j = 0 for j = l + 1, l + 2, . . . ,Mi and all
i ∈ {1, 2, . . . , P + 1}. Initially, a feasible extreme point to
the Master Problem (38) is needed. (4.1) addresses this
topic . We assume now that a feasible extreme point has
been computed. We can use this feasible extreme point to
form a Reduced Master Problem with l = 1.
We denote the solution to the Reduced Master Problem
(40) as λRMPij such that a feasible solution to Master
Problem (38) is
λij = λ
RMP
ij i = 1, 2, . . . , P ; j = 1, 2, . . . , l (41a)
λij = 0 i = 1, 2, . . . , P ; j = l + 1, l + 2, . . . ,Mi
(41b)
Analysing the Karush-Kuhn-Tucker conditions for the
(38), these are stated as
P+1∑
i=1
Mi∑
j=1
pijλij − g ≥ 0 ⊥ pi ≥ 0 (42a)
Mi∑
j=1
λij − 1 = 0 (42b)
λij ≥ 0 ⊥ κij = [ci − F ′ipi]′ vji − ρi ≥ 0 (42c)
They are already satisfied for i = 1, 2, . . . , P + 1 and
j = 1, 2, . . . , l. For all i = 1, 2, . . . , P + 1 and j = l+ 1, l+
2, . . . ,Mi instead, they are satisfied if mini ψi − ρi ≥ 0
where
ψi = min
vj
i
[ci − F ′ipi]′ vji i = 1, 2, . . . , P + 1 (43)
vji is an extreme point of the polytope Qi = {qi :
Giqi ≥ hi}. Therefore, using the Simplex Algorithm we
may compute the solution of (43) as the solution of the
linear program
ψi = min
qi
φ = [ci − F ′ipi]′ qi (44a)
s.t. Giqi ≥ hi (44b)
for i = 1, 2, . . . , P + 1. The programs (44) are called
subproblems.
If ψi − ρi ≥ 0 for all i = 1, 2, . . . , P + 1, the solution
generated by the Reduced Master Problem is optimal. We
can compute the solution to original problem (35) by
q∗i =
l∑
j=1
vjiλij i = 1, 2, . . . , P + 1 (45)
Instead if ψi − ρi < 0 for some i ∈ {1, 2, . . . , P +
1} then the KKT conditions are not satisfied and the
solution generated by the Reduced Master Problem is not
a solution to the Master Problem. In this case, we augment
the Reduced Master Problem with the new extreme points,
vl+1i , obtained by solution of the subproblems (44).
The next iteration of the algorithm starts with the solu-
tion of the new Reduced Master Problem. The algorithm
terminates in a finite number of iterations as there is a
finite number of extreme points in a polytope.
Algorithm 2 Dantzig-Wolfe
Compute the initial feasible vertex for the Master Prob-
lem (38).
If any points is found then stop.
l=1. Converged=false
while Converged == false do
Solve the l − th RMP (40)
Solve all the subproblems (i = 1, 2, ..., P + 1) (44)
considering the pi from (40b) and ρi from (40c).
if φi − ρi ≥ 0 ∀i ∈ {1, 2, ..., P + 1} then
Coverged = true
The optimal solution is given by (45)
else
Compute the coefficients for the new columns in
the RMP
fi,l+1 = c
′
iv
l+1
i
pi,l+1 = Fiv
l+1
i
l = l + 1
end if
end while
4.1 Initial feasible vertex
In (Dantzig and Thapa, 2003) the initial feasible solution
for the Master Problem is obtained by Phase I procedure.
A feasible vertex of the block angular linear program (35)
is identical to a feasible vertex of the Master Problem (38)
as these two linear programs are different representations
of the same problem. The initial feasible vertex of the Mas-
ter Problem (38) may be computed solving the following
linear program
min
α,{qi,βi}P+1i=1
φI = e
′
αα+
P+1∑
i=1
e′βiβi (46a)
s.t.
P+1∑
i=1
Fiqi +Rα ≥ g (46b)
Giqi + Siβi ≥ hi i = 1, 2, . . . , P + 1
(46c)
0 ≤ α ≤ |g| (46d)
0 ≤ βi ≤ |hi| i = 1, 2, . . . , P + 1
(46e)
with R and S diagonal matrices defined for i = j and p = q
as
Rij =
{
1 gi ≥ 0
−1 gi < 0 (Si)p,q =
{
1 (hi)p ≥ 0
−1 (hi)p < 0
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It should be noticed that the computation of a feasible
vertex of (38), i.e. solution of (46) by the Dantzig-Wolfe
algorithm, is of approximately the same computational
complexity as the computation of the optimal solution
when a feasible vertex is available. This means that we
can utilise the block-angular structure efficiently in the
computation of a feasible vertex. It also means that just
finding a feasible vertex may be just as expensive as
computing the optimal solution. Therefore, if a feasible
vertex is readily available, it should be used directly
instead of applying a phase I simplex procedure.
A feasible initial vertex for our problem (35) may be
defined as
{
q0i = qi,min
}P
i=1
s = max
{
g −
P∑
i=1
Fiq
0
i , 0
}
(47)
The Dantzig-Wolfe algorithm is a part of a MPC con-
troller, so the previous solution is always available and
it can be used to compute the initial vertex as well.
5. RESULTS
In this section we provide an example of a controller
which implements the Dantzig-Wolfe algorithm for energy
systems.
The algorithm developed is compared to a centralized
MPC controller. We consider a scenario of distributed
energy system (DES) with several power generators.
5.1 Closed-loop simulations
We implement the Dantzig-Wolfe decomposition in solving
the linear program (19) as described in Algorithm (1). The
simulation runs over an horizon of 100 time steps. Here the
benchmark is an energy system with two power plants,
where both process noise and measurements noise are
affecting the system. In this case Figure (1) demonstrates
that the total portfolio output follows the reference.
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Fig. 1. Closed loop simulation.
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5.2 Computational time
To investigate how the Dantzig-Wolfe perform in control-
ling large-scale energy systems, we compare it to a central-
ized MPC controller in open loop simulations. The latter
fails in solving the control problem where the number of
power units is high, i.e. more than 60 power generators due
to the large size of the problem, as depicted in Figure 2. It
appears that implementing the Dantzig-Wolfe algorithm,
solves quicker the control problem compared to a central-
ized MPC controller. Furthermore in the Dantzig-Wolfe
decomposition, the subproblems (44) can be solved in
parallel; such way of computing reduces the computational
time as Figure 2 demonstrates.
6. CONCLUSIONS
In this paper we have developed a controller for large
scale energy systems. All the power units are dynamically
decoupled. In this way, the control problem shows a block-
angular structure which allows the implementation of
decomposition techniques.
The controller obtained solves the control problem (35)
implementing the Dantzig-Wolfe decomposition algorithm.
Under such control action, the manipulated output follows
the reference even when noises are affecting the system.
This approach has potential in large-scale systems, as
the computational time taken is lower compared to a
centralized MPC controller. Furthermore the Dantzig-
Wolfe algorithm allows parallel computing which improves
speed of the algorithm.
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Abstract: Recently, the interest in renewable energy sources is increasing. In the short future,
their penetration in the power systems will be significantly higher than today. Denmark is
working on achieving its goal by 2020 of having 30% of the energy production provided by
renewable sources. 50% of the total power consumption is expected to stem from wind turbines.
Due to the inherent stochasticity in renewable energy systems (RES), their energy production
is usually complicated to forecast and control. The aim of the smart grid in which consumers
as well as producers are controlled is to allow for larger variation in the power production due
to the significant amount of renewable energy. The multiple power generators and consumers
must be coordinated to balance the supply and demand for power at all times.
The aim of this study is to examine a control technique for large scale distributed energy systems
(DES), where a significant amount of renewable energy sources are present. Economic Model
Predictive Control (MPC) is applied to control the power generators, minimizing the cost and
producing the amount of energy required. We examine the large scale scenario, where multiple
power generators and consumers such as e.g. electrical vehicles, heat pumps for domestic heating,
and refrigeration and cooling systems must be controlled to balance the supply and demand
for power. The system is very large scale. To address the large scale of the system and be able
to compute the control decisions within a sample period, Dantzig-Wolfe decomposition is used
for solution of the resulting linear program describing the Economic MPC of such systems. The
controller obtained has been tested by simulations of a power portfolio system.
Keywords: Decoupled subsystems, Model based control, Predictive control, Optimization,
Power system control, Decomposition
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Partial Cycling in Dantzig-Wolfe Optimization Applied to Linear MPC
for Power Plant Management*
Laura Standardi1, Niels Kjølstad Poulsen1 and John Bagterp Jørgensen1
Abstract— Computation time and storage space are the main
constraints for the applicability of the Model Predictive Control
(MPC) strategy to real-time problems. In this work we suggest
MPC as a strategy to control a large-scale energy system
consisting of independent power units. These units are seen as
linear models, subject to linear constraints and coupled through
a linear objective function: therefore, the control problem is a
linear program with a block-angular structure. The Dantzig-
Wolfe decomposition technique efficiently computes the optimal
control sequence. The novel features in this paper are the partial
cycling strategies applied to the Dantzig-Wolfe algorithm. These
strategies aim to speed up the Dantzig-Wolfe distributed opti-
mization technique applied to LPs, thus reducing data handling.
Simulations reveal that the computation time highly decreases
and the amount of data storage lessens. However, these changes
cause deterioration in the objective function.
I. INTRODUCTION
The continued burning of fossil fuels to run our cars, fac-
tories and electricity plants is now certain to induce serious
alterations to our climate and affect our lives. In regards
to electricity plants, a revolution is about to happen due to
the extensive use of renewable energy sources (RES) and to
the introduction of smart grids. These new energy systems
will connect power generators and customers to enhance the
performance, economics, and sustainability of the production
and distribution of electricity. However, re-engineering such
large-scale energy systems requires reliable controllers that
operate in real-time. Dynamic control of power plants is
becoming highly important as power companies need to
adapt their production at short notice to unavoidable and
uncontrollable fluctuations in consumer demand and in the
availability of production resources.
In our work we propose an Economic Model Predictive
Control (MPC) strategy for balancing power supply and
demand in future energy systems. The case study is a
large-scale energy system consisting of multiple independent
and dynamically decoupled power units that are coupled
only through the overall power production. We address
a power plant management problem, where the controller
must coordinate power generators in the view of producing
enough power to satisfy the customers’ demand. Moreover,
the power units are modelled as linear systems, subject to
linear constraints and minimizing a linear objective function;
hence, the control problem is linear and has a block-angular
structure. The Dantzig-Wolfe decomposition applies to this
*This work is supported by the Southern Denmark Growth Forum and
the European Regional Development Fund under the project Smart & Cool.
1DTU Compute, Department of Applied Mathematics and Computer
Science, Technical University of Denmark, 2800 Kgs. Lynbgy, Denmark
laus,nkpo,jbjo@dtu.dk
linear control problem and it efficiently computes the optimal
control trajectory. This paper presents a novel approach to the
Dantzig-Wolfe decomposition applied to linear programming
problems (LPs) aimed to speed up the algorithm as well
as to increase the applicability of such controller to real-
time applications. We introduce partial cycling strategies that
quicken the algorithm and reduce data storage.
The success of MPC as a control strategy is widely
recognized and it has been applied to several industrial
and smart-energy applications. Distributed control structures
have been developed especially when the systems are large
scale [1]; for this purpose, decomposition techniques are
often applied to distributed MPC regulators, i.e. the Dantzig-
Wolfe decomposition technique. Based on an `1-penalty
function, the power balancing problem is formulated as an
MPC and the resulting large scale linear program is solved
using a Dantzig-Wolfe algorithm [2]. The performances of a
centralized MPC controller have been compared to the im-
plementation of the Dantzig-Wolfe decomposition algorithm
[3]. Nevertheless, the computational aspect of the Dantzig-
Wolfe decomposition has been addressed mostly for mix
integer and binary problems [4], [5], [6]. In addition, the
computational aspects of Bender’s decomposition and its
dual Dantzig-Wolfe for stochastic programming are stud-
ied in [7]. Algorithms explicitly tailored for LP are rare
and distributed simplex algorithms have been tailored for
multi-agent assignments and degenerate LP [8]. Suboptimal
MPC has been applied successfully in many applications
ensuring feasibility and stability [9]; however, many works
have introduced a combination of explicit MPC and online
optimization as suboptimal MPC strategy [10], [11], [12],
[13]. An early termination approach has been applied to the
Dantzig-Wolfe decomposition algorithm yielding to highly
computational time decreases [14].
The paper is structured as follows. Section II introduces a
large-scale energy system and its power units and presents
the MPC control problem. Section III describes the Dantzig-
Wolfe decomposition algorithm. Section IV illustrates the
novel partial cycling strategies and the suboptimal MPC
approach. Section V shows the results obtained, while con-
clusions and future works are in Section VI.
II. DISTRIBUTED LINEAR ECONOMIC MPC
In a large-scale energy system the overall power produc-
tion includes the power produced by each independent power
unit. The power plant management problem requires taking
real-time decisions to plan power production in response
to the customer demand. This section introduces the power
generators units and the MPC controller that operates such
an energy system. We propose an Economic MPC policy that
balances power supply and demand, minimizing production
costs.
A. Power Systems
Let us consider a power system that consists of P power
units, each of those is modelled as a linear state space model
xi,k+1 = Aixi,k+Biui,k (1a)
zi,k =Cz,ixi,k (1b)
(1c)
where i = 1, . . . ,P, xi,k denotes the states, ui,k the ma-
nipulated variables (MVs) and zi,k is output variables. The
manipulated variable, ui,k, is limited by bounds and rate-of-
movement constraints
ui,min ≤ui,k ≤ ui,max (2a)
∆ui,min ≤∆ui,k ≤ ∆ui,max (2b)
These are hard constraints and not mean-value constraints.
The system output zi,k must be within a given interval
[ri,min,k, ri,max,k] where the bounds are provided by external
forecasting systems. However, for energy systems this inter-
val might represent the state of charge of a battery in an
electrical vehicle, or the temperature in a building, or the
electricity demand forecast in advance.
The cost of producing the power over a period of time N,
is
φi,k =
N−1
∑
k=0
c′i,kui,k (3)
where ci,k is the cost of operating the power plan uk.
B. Linear Economic Model Predictive Control (MPC)
Consider an energy system consisting of independent and
dynamically decoupled power units described in Section
II-A. In a set of power units P = {1, ...,P}, these are
coupled only through the overall portfolio power production
z˜k subject to the following coupling constraints
z˜k =
P
∑
i=1
Cz,ixi,k (4a)
r˜min,k− sk ≤z˜k ≤ r˜max,k+ sk (4b)
The interval
[
r˜min,k, r˜max,k
]
represents the customer de-
mand interval and the limits are forecast by external systems.
Slack variables sk are often introduced to these constraints.
Overall, linear models describe the single power unit (1),
which are subject to linear constraints (2),(4) and the ob-
jective function (3) to minimize is linear as well. Therefore,
the Economic Model Predictive Control to operate an energy
system consisting of P power units, for ∀k ∈ N , can be
formulated as
min φk =
P
∑
i=1
φi,k+ρ ′ksi,k (5)
subject to the local constraints ∀i ∈P and ∀k ∈N
xi,k+1 = Aixi,k+Biui,k (6a)
zi,k =Cz,ixi,k (6b)
umin,i ≤ ui,k ≤ umax,i (6c)
∆umin,i ≤ ∆ui,k ≤ ∆umax,i (6d)
zi,k+ si,k ≥ rmin,i,k (6e)
zi,k− si,k ≤ rmax,i,k (6f)
si,k ≥ 0 (6g)
and subject to the connecting constraints ∀k ∈N in (4).
si,k are slack variables and ρk is the penalty that must be
paid whenever the slack variables are non zero.
The linear program (4)-(6) has a block-angular structure:
the coupling constraints (4) define the blocks on the first row,
while the decoupling constraints (6) design the blocks on the
main diagonal. The Dantzig-Wolfe decomposition technique
efficiently solves linear programs having such block-angular
structure.
III. DANTZIG-WOLFE OPTIMIZATION
The Dantzig-Wolfe decomposition algorithm is an efficient
computational solution of linear programs that have a block-
angular structure. Such problems can be seen as generalized
linear programs in which the column of coefficients may be
freely chosen as any point from a convex set Q [15], [16].
A generalized linear program can be seen as
min
q
φ =
M
∑
i=1
d
′
iqi (7a)
s.t.
M
∑
i=1
Fiqi ≥ g (7b)
Giqi ≥ hi i ∈M . (7c)
where the slack variables in the global constraints (4) are
considered as an independent unit, hence M = {1, ...,P,P+
1}. This constitutes the set of subproblems that cooperate
through the joint constraints (7b), the set of constraints (7c)
is defined for each subproblem. Our MPC control problem
(4)-(6) can easily be related to this specific block-angular
problem (7).
The Dantzig-Wolfe decomposition hinges on the D-W
transformation, which states that every feasible solution of
a convex polyhedral set Qi in Rn can be represented as a
convex combination of a finite set of the extreme points, v ji ,
of Qi and a non-negative linear combination of the finite
set of homogeneous solutions (extreme rays), uki , of Qi.
Therefore, any feasible solution to (7) can be written as
qi =
L
∑
j=1
αi jv ji +
K
∑
k=1
βikuki (8a)
L
∑
j=1
αi, j = 1, i ∈M (8b)
L is the number of possible extreme points (basic feasible
solutions) and K denotes the possible normalized extreme
homogeneous solutions. In addition, αi j,βik ≥ 0, j = 1, ..,L,
k = 1, ..,K and i= 1, ...,M.
We assume a feasible, non-empty and bounded polytope,
therefore we can use the extreme points only; see [15] for
including the extreme rays in the problem.
A. Master Problem or Extremal Problem
Substituting (8) into (7) transforms the original block-
angular problem into an equivalent linear program with fewer
constraints but more variables. Such a problem is called
master problem (MP) or extremal problem, and it is defined
as
min
α
φ =
M
∑
i=1
Li
∑
j=1
fi jαi j (9a)
s.t.
M
∑
i=1
Li
∑
j=1
pi jαi j ≥ g (9b)
Li
∑
j=1
αi j = 1 i= 1, ..,M (9c)
αi j ≥ 0 i= 1, ..,M, j = 1, ...,Li (9d)
where
fi j = d′iv
j
i pi j = Fiv
j
i (10)
The MP (9) is equivalent to the block-angular program
(7). In practice it is impractical to generate a full MP: it is
worth noting that all the extreme points of each polytope
are included as variables. Through the wait-and-see column
generation procedure the Dantzig-Wolfe algorithm generates
only the column of the MP that is coming into the basis (see
[15]); in this way, the algorithm generates only the column
having the most negative reduced cost without having to
generate and price out all the remaining columns od the MP.
Therefore, at each iteration the algorithm solves a reduced
master problem (RMP).
B. Simplex Multipliers and Subproblems
Solving the RMP provides the simplex multiplier, pi and
ρi, respectively associated to the coupling (9b) and convex-
ity (9c) constraints. The Dantzig-Wolfe algorithm modifies
the subproblems and solves to find the priced-out column
associated with αi j; each subproblem is defined as
ψi =min
qi
φi = [di−Fipi]
′
qi (11a)
s.t. Giqi ≥ hi (11b)
The objective functions in (11) include an augmented term
for the information from the RMP; such functions are
called adjust costs. Moreover, the subproblems (11) can be
solved in parallel: this option might significantly affect the
computation time.
C. Optimality Condition
The solution is assumed to be optimal if the following
condition is satisfied
ψi−ρi ≥ 0 (12)
where ψi is the optimal objective function value for
the i subproblem (11), while ρi is the simplex multipliers
associated to the i column of the RMP.
Otherwise, if the optimality condition (12) is not satisfied,
the Dantzig-Wolfe algorithm augments the RMP by the i,
priced-out, column and reoptimizes the augmented RMP.
In summary, the Dantzig-Wolfe decomposition technique
formulates the original block-angular program into an equiv-
alent MP. In practice, the full MP is never generated and
the technique utilizes the MP reduced form. Then, at each
iteration, the RMP provides information to update the sub-
problems that are re-solved to provide the new incoming
column of the RMP for the next iteration. To summarise, if
the subproblem i does not satisfy the condition (12), then
the column i comes into basis by adding it to the RMP:
this process intends to include one extreme point to the
polytope Qi. On the contrary, if the subproblem i satisfies
the condition (12), then the number of extreme points of the
polytope Qi is enough to compute the optimal solution.
Algorithm 1 The Dantzig-Wolfe algorithm for block-angular
LP
Compute the coefficients (10) for the RMP using the initial
feasible vertex available.
l = 1. Converged=false
while Not Converged do
Solve the l− th RMP.
Solve all the subproblems (i = 1,2, ...,M) (11)with pi
and ρi, respectively associated to the coupling (9b) and
convexity (9c).
if ψi−ρi ≥ 0 ∀i ∈ {1,2, ...,M} then
Coverged = true
else
Compute the coefficients for the new columns in
the RMP
fi,l+1 = e′iv
l+1
i
pi,l+1 = Fivl+1i
l = l+1
end if
end while
D. Reduced Dantzig-Wolfe decomposition
In this work, we propose a reduced version of the Dantzig-
Wolfe decomposition.
At each iteration of the Simplex algorithm, the Dantzig-
Wolfe decomposition computes only the column of the
RMP, which has to come into basis. This column has the
most negative reduced cost. Moreover, let us assume that at
Algorithm 2 Reduced Dantzig-Wolfe algorithm for block-
angular LP
Initial feasible vertex for the RMP.
if Any points are found then
Stop.
else
S = {}
L=1
while Converged == f alse do
Solve the L− th RMP.
Solve subproblem i (15), for i ∈M \S .
if optimality condition (13) is satisfied ∀i ∈M
then
Converged == true
else
if a subproblem s, s∈M , satisfies the optimal-
ity condition (13) then
S = {s} ,S ⊂M .
Compute RMP coefficients ∀i ∈M \S .
else
Compute RMP coefficients (14) ∀i ∈
M \S .
end if
end if
L= L+1
end while
end if
iteration t, only a set of subproblems S ⊂M satisfies the
optimality condition (12)
ψ∗s −ρs ≥ 0 s ∈S ⊂M (13)
In such a scenario, the classic Dantzig-Wolfe brings variables
into basis by adding columns to the RMP for every subprob-
lem i ∈M , hence even for the set S of subproblems.
In contrast, if condition (13) holds, then the reduced
Dantzig-Wolfe does not add columns to the RMP for the
set S of subproblems; this yields to update the coefficients
of the RMP as
fi j = d′iv
j
i pi j = Fiv
j
i i ∈M \S (14)
At iteration t + 1, the reduced Dantzig-Wolfe solves the
following subproblems
ψi =min
qi
φi = [di−Fipi]
′
qi i ∈M \S (15a)
s.t. Giqi ≥ hi (15b)
Consequently, the Dantzig-Wolfe applies the pricing prob-
lem on a reduced set of subproblems S . As a result,
by applying this reduced Dantzig-Wolfe decomposition, the
number of iterations decreases. Algorithm 2 illustrates the
reduced Dantzig-Wolfe decomposition.
IV. PARTIAL CYCLING STRATEGIES
The main issues in real-time problems are limits on the
data storage or the computation time. In this work we
proposed three different approaches aimed at increasing the
applicability of MPC controllers in many real-time problems;
in particular, we address both issues, thus reducing the
amount of data storage and computation time.
In accordance with Section III, the Dantzig-Wolfe decom-
position technique includes new columns in the RMP at
each iteration. This process involves two important issues:
data storage and computational times. Adding a new column
to the RMP clearly increases the amount of data storage.
Moreover, a new column is added at each iteration, hence
this process affects the computational time.
A. Partial Cycling A
The Dantzig-Wolfe algorithm adds a new column to the
RMP if the optimality condition (12) is not satisfied, see
Section III-A. Let us assume that in the set M of the
subproblems, ∃ i ∈M such that the optimality condition
(12) is not satisfied: accordingly, a new column has to
be generated for the next iteration of the RMP. On the
contrary, ∃ h ∈M such that the optimality condition (12) is
satisfied; then the h subproblem has enough extreme points
of the polytope to compute the optimal solution, its objective
function is already nonnegative, therefore, it does not have
to add an extra column to the RMP.
In the following cycling strategies new columns of the
RMP are added only for those subproblems that do not
satisfy the optimal condition (12). This approach does not
affect the finite termination of the algorithm because of the
simplex property: the columns of any basis of the MP must
be generated from a finite class as the convex sets are defined
by a finite number of linear inequalities, so they can be
represented by a finite number of extreme points [15].
B. Partial Cycling B
In addition to the adding columns strategy of Section
IV-A, in this work we implement an heuristic in order to
reduce the number of subproblems to solve at every iteration.
Each subproblem (11) minimizes the objective function φi
adding extreme points in the polytope until the optimal
condition (12) is not satisfied. Nonetheless, if the Dantzig-
Wolfe algorithm provides a solution that does not satisfy the
optimality condition (12), but it is still feasible for the control
problem (7), then this solution is named to be suboptimal,
as the following theorem states.
Feasible and Optimal Solution 1: Any αi j satisfying (9),
determines a qi via (8) which is a feasible solution to (7).
Furthermore, if φi has a minimum value for α∗i j, then the q∗i
related via (8) is a feasible optimal solution for (7).
Proof: See [15].
We proposed a suboptimal MPC strategy based on the pre-
vious theorem. After a number of iterations, several extreme
points have been added to each polytope; if a subproblem
s∈M has a decreasing objective function, then this problem
will not be solved at the next iteration. Consequently, the
solution obtained is feasible and suboptimal, as it does not
satisfy the optimality condition.
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Fig. 1. Objective function for two power units
V. RESULTS
We conclude by presenting some computational results
of applying the partial cycling strategies to a case study.
Simulations are run in MATLAB R2013a on a standard
computing environment: an Intelr i7-2620 M Processor
and 8 GB memory. We do not exploit either parallelism
capabilities or specific solvers as the purpose of this work
is not to show how fast the Dantzig-Wolfe algorithm can
provide the optimal control trajectory; on the contrary we
want to illustrate how the performances of the algorithm
are improved by implementing the partial cycling strategies
proposed in this paper.
The time horizon is T = 100 and the simulations are open-
loop. Moreover, a warm-start is used to provide a feasible
initial vertex to the MP (9).
As a case study we proposed a large-scale energy system
including multiple power generator units, which represent
thermal power plants, diesel generator and gas turbines
[17]. We include five large-scale energy systems using the
following numbers of power generator units: 10, 50, 100,
150 and 200.
The production costs and the customer demand are as-
sumed to be provided by external forecast systems, as well
as the local output bounds rmin,i,k and rmax,i,k (6e)-(6f).
The number L in the partial strategy B is set equal to 15
due to the high number of constraints in the linear control
problems. However, an high value of L might not yield to a
substantial computational time decrease; on the contrary, a
small value of L might cause a deterioration in the objective
function optimal value. In this work, the value of L is set
running a small case study, i.e. just two power units. Figure
1 shows that the objective function obtained reaches the
minima after about 21 extreme points; therefore, we have set
L equals to 15 extreme points corresponding to a decrease
in the objective function.
A. Computational Time
One of the purposes of this work is to reduce the com-
putation times of the Dantzig-Wolfe distributed optimization
algorithm to solve an MPC control linear problem. Figure
2(a) shows computation times related to the number of
power units included in the case study. The partial strategy
highly speed up the Dantzig-Wolfe algorithm compared to
the traditional decomposition technique.
B. Data storage
In the paper we focus on the idea that to increase the
applicability of our controller to real-time problems, two
issues need to be solved: the limits on computation times
and on data storage. The previous results show the former
issue, while now we address the latter one.
The Dantzig-Wolfe algorithm adds one new column to
the RMP, as described in Section III and IV; therefore
most of the data storage is related to this part of the
algorithm. Table I reports the number of columns of the
RMP related to the number of power generator units included
in the case study. We note that the classic Dantzig-Wolfe
implementation requires the highest number of columns, and
hence, of variables.
TABLE I
NUMBER OF COLUMNS IN RMP.
Number of Units DW Strategy A Reduced DW Strategy B
10 1365 334 266 294
50 4750 916 1139 785
100 9500 3015 3285 2792
150 13500 3038 3315 2488
200 18400 6629 8117 6556
C. Performances
The purpose of this work is to increase the applicability
of our controller for real-time problems without affecting
the performance of the algorithm. Previous results show
the efficiency of the algorithm and of the other strategies
proposed in our work. However, such improvements must not
affect the algorithm performance. We measure this possible
influence considering the optimal value of the objective
function.
Figure 2(b) shows the objective function optimal value
for the four different implementations proposed: the classic
and the reduced Dantzig-Wolfe algorithm, the two partial
strategies.
VI. CONCLUSION AND FUTURE WORKS
In this paper we have proposed two different strategies to
reduce computational times and data storage. These strategies
are tailored for the Dantzig-Wolfe distributed optimization
algorithm applied to a linear economic MPC problem. We
have introduced five case studies: large-scale energy systems
consisting of multiple independent power generator units;
consequently, we have defined the control strategy as a
linear economic MPC problem. Because of the block-angular
structure of such control linear problems, we have applied
the Dantzig-Wolfe distributed optimization technique to effi-
ciently solve it. Simulations have revealed that the strategies
proposed in this paper significantly quicken the Dantzig-
Wolfe decomposition algorithm and reduce the amount of
data storage. Furthermore, simulations have demonstrated
that such improvements cause deteriorations in the optimal
values of the objective function. Future works will address
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Fig. 2. CPU time and objective function optimal values vs. Number of power generator units in the energy system. The objective functions are provided
by the implementation of: the classic Dantzig-Wolfe (black graph), the partial strategy A (green line), the reduced Dantzig-Wolfe (red graph) and the partial
cycling B (blue line).
an implementation of the Dantzig-Wolfe algorithm to solve a
linear economic MPC together with the strategies proposed
in this work including parallel computing and specific LPs
solvers.
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Operation of Power Systems via Dantzig-Wolfe Decomposition
Laura Standardi1, Leo Emil Sokoler2, Kristian Edlund2, Niels Kjølstad Poulsen1 and John Bagterp Jørgensen1
Abstract— Future power systems will include a large number
of decentralized and dynamically independent power producers
and consumers. In this paper we propose an Economic MPC
strategy for operation of such power systems. The dynamics
are linear, the cost function is linear and the constraints are
linear; as a result, the Economic MPC may be expressed as
a linear program. This linear program is large scale that
must be solved online with real-time constraints. To enable
the solution of such large scale linear program, we propose a
Dantzig-Wolfe algorithm tailored for the solution of Economic
MPC of dynamically independent linear systems. The novel
features of the Dantzig-Wolfe algorithm for solution of linear
Economic MPC are: an initialization technique, that efficiently
utilizes the slack variables of the power balancing problem, an
early termination strategy to decrease the computational time
and a computational efficient implementation that simulations
demonstrate is significantly faster than state of the art general
purpose LP solvers.
I. INTRODUCTION
There is an unquestionable need for a change in the
current landscape for energy production with the purpose of
achieving a sustainable production of energy. Rising global
temperatures have been accompanied by changes in weather
and climate. As these changes become more pronounced
in the coming decades, they will likely present challenges
to our society and our environment. It is well-know that
greenhouse gases are responsible for climate changes; how-
ever, it should be mentioned that the majority of greenhouse
gases come from burning fossil fuels to produce energy.
The rising prices of fossil fuels have led to the increase
of energy prices as well. These issues suggest that the
amount of renewable energy, such as solar power and wind
power, in the mix of energy sources is increased. The future
electricity delivery systems are so-called Smart Grids [1].
These networks connect from power plants, winds farms,
solar panels all the way to the consumers of electricity in
homes and businesses. The main purposes of Smart Grids is
to control production and consumption of electrical power in
an intelligent, reliable and cost efficient way [2], [3]. Future
power producers will be mainly renewable energy sources
(RES), characterized by stochastic predictions. Consequently,
future powers systems must include a large number of
decentralized agile controllable stochastic power producers
and consumers. Coordination and control are central for the
operation of the smart grids; i.e. control and coordination are
1L. Standardi, N.K. Poulsen and J.B. Jørgensen are with DTU Compute,
Technical University of Denmark, Richard Petersen Plads, DK-2800 Kgs.
Lyngby, Denmark ({laus,nkp,jbj} at dtu.dk)
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needed to balance demand and supply of power in a robust
and cost efficient manner.
In this paper we propose an Economic Model Predictive
Control strategy for balancing the supply and demand of
electrical power in a smart grid. We consider system with
a very large number of dynamically independent energy
components that must be operated in such a way that the
power supply and demand is balanced in the most economic
way. Power units dynamics are linear, costs functions are
linear as well as constraints; because of this, the Economic
MPC is expressed as a large scale linear program. The LP
constituting the Economic MPC for dynamically independent
energy components that must operated to balance supply and
demand has a block angular structure. Because of this prop-
erty, the Dantzig-Wolfe decomposition technique is applied.
Furthermore, we present a new technique to have an initial
solution for the Dantzig-Wolfe algorithm. We investigate
an early termination strategy to decrease the computational
time. The contribution of this paper is to use Dantzig-Wolfe
decomposition for computation of the dynamic calculations
of MPC and thereby reduce the computational complexity
compared to the centralized solution.
Model predictive Control (MPC) is widely recognized as
the most successful methodology for control of industrial
processes [4], [5]. Due to computational complexity and
due to the communication bandwidth limitation, distributed
control structures have been developed for large scale system
[6]. The Dantzig-Wolfe decomposition algorithm for large
linear programs was introduced [7], [8]. Recently, smart
energy systems as refrigeration systems, heat pumps for
residential buildings, solar heated water tanks and batteries
in electrical vehicles implemented Economic MPC [9]–
[15]. Based on an `1-penalty function, the power balancing
problem is formulated as an MPC and solved the resulting
large scale linear program using a Dantzig-Wolfe algorithm
[16]. However, in this paper an Economic MPC is applied
to the power balancing problem, minimizing economic costs
directly as opposed to minimizing the deviation from a set-
point in some norm.
This paper is organized as follows. Section II intro-
duces power systems and power units, these are modeled
as stochastic systems. Section III formulates the operation
problem for power systems as a linear Economic Model Pre-
dictive Control and Section IV describes the Dantzig-Wolfe
decomposition algorithm. A new initialization technique is
explained in Section V. Section VI proposes a case study
and illustrates the computational efficiency obtained by early
termination, while conclusions are provided in Section VII.
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Fig. 1. Future power systems will connect power users and consumers as
independent units; these power units can be expressed as stochastic systems.
Operations coordinates and controls these power units, to guarantee power
supply in response to the demand. Control of such large scale power systems
requires new control algorithms.
II. POWER SYSTEMS
Figure 1 shows a generic power system, where producers
and consumers are independent units. The operations has the
task to coordinate and control these power units, balancing
power supply and demand. In a power system as in Figure
1, the total power supply includes the power produced by
each independent producers. Such power systems are called
Distributed Energy Sources (DES). In this section we intro-
duce power units as independent stochastic and dynamically
decoupled systems; such decoupled models are ubiquitous in
power systems.
A. Power Unit
The energy units considered in this paper can be described
by the stochastic linear discrete time state space model
xk+1 = Axk+Buk+Edk (1a)
yk =Cxk+ vk (1b)
zk =Czxk (1c)
The measurement noise is distributed as vk ∼ Niid(0,Rvv).
xk denotes the states, uk the manipulated variables (MVs), yk
denotes the measurement used for feedback, and zk is output
variables. dk ∼ N(d¯k,Rdd,k) denotes process noise that can
be predicted by a prognosis system and independently of the
measurements yk [17]. In many power applications dk might
represents wind speed or sun radiation.
The manipulated variable, uk, is stochastic limited by the
bounds and rate-of-movements constraints
umin ≤uk ≤ umax (2a)
∆umin ≤∆uk ≤ ∆umax (2b)
These are hard constraints and not probabilistic, not mean-
value constraints.
The system output zk represents the power produced by the
generator; clearly the production has to satisfy the customers
demand, r. Energy consumption is usually forecast and
defined by an interval as [rmin,k, rmax,k], where the bounds are
stochastic variables stemming from some distribution. It is
worth noting that for some scenarios or disturbances, it may
be very expensive or even impossible to keep the outputs zk
within this interval. For such situations, we introduce slack
variables
rmin,k− sk ≤ zk ≤ rmax,k+ sk (3)
with sk ≥ 0. The slack variables, sk, may represent selling
or buying power from the short-term market, violation of
temperature limits, or violation of state-of-charge limits.
Every time sk is non-zero, a penalty cost, e.g. the cost of
buying or selling power on the short-term market, must be
paid.
The cost of producing the power over a period of time, is
φk. This economic cost, φk, consists of the cost of operating
a power generator, ck, and the penalties, ρk, related to the
use of slack variables, sk
φk =
N−1
∑
j=0
c′kuk+
N−1
∑
j=0
ρ ′ksk (4)
III. OPERATION
Operating a power system means making real-time de-
cisions as planning the power production in response to
the customers demand. In this section we introduce the
Economic MPC strategy to operate a power system as in
Figure 1. Such optimization based controller balances power
supply and demand in the most economic way. The control
strategy includes a Kalman filter and a Linear Economic
MPC regulator.
A. Kalman Filter and Certainty Equivalence
Predictions are necessary to compute the optimal trajectory
in our control problem. For this purpose a Kalman filter
[18]–[21] estimates the state xˆk+1+ j|k of a system like (1)
[17]. Using the certainty equivalence principle, all previous
variables are replaced by their conditional mean values [17].
B. Linear Economic Model Predictive Control (MPC)
A power system consists of independent and dynamically
decoupled power units, as described in Section II. Consider
a power system where a set, P = {1, ...,P}, of power units
jointly create the total portfolio power production ˆ˜zk+ j+1|k
subject to the following connecting constraints
ˆ˜zk+ j+1|k =
P
∑
i=1
C˜ixˆi,k+ j+1|k (5a)
ˆ˜zk+ j+1|k+ s˜k+ j+1|k ≥ ˆ˜rmin,k+ j+1|k (5b)
ˆ˜zk+ j+1|k− s˜k+ j+1|k ≤ ˆ˜rmax,k+ j+1|k (5c)
s˜k+ j+1|k ≥ 0 (5d)
As described in (3), as well the power system production
should be within an interval, extended by adding the slack
variable s˜.
The power units in a power system have linear dynamics,
costs functions are linear, constraints are linear; as a result,
the Economic MPC is formulated as a linear program. Given
the mean value of the forecasts in Section II and in Appendix
VIII, the predicted state xˆk+1+ j|k from the Kalman filter and
the previous input uk−1, the Linear Economic MPC for a
power system of P power units, is defined as
min φk =
P
∑
i=1
φi,k+
N−1
∑
j=0
ˆ˜ρ ′k+ j+1|k s˜k+ j+1|k (6)
subject to the local constraints ∀i ∈P and ∀ j ∈N
xˆi,k+ j+1|k = Aixˆi,k+ j|k+Biui,k+ j|k+Eidˆk+ j|k (7a)
zˆi,k+ j+1|k =Cz,ixˆi,k+ j+1|k (7b)
umin,i ≤ ui,k+ j|k ≤ umax,i (7c)
∆umin,i ≤ ∆ui,k+ j|k ≤ ∆umax,i (7d)
zˆi,k+ j+1|k+ si,k+ j+1|k ≥ rˆmin,i,k+ j+1|k (7e)
zˆi,k+ j+1|k− si,k+ j+1|k ≤ rˆmax,i,k+ j+1|k (7f)
si,k+ j+1|k ≥ 0 (7g)
and subject to the connecting constraints ∀ j ∈N in (5).
The linear program (5)-(7) has a block-angular structure
that may be used for its efficient solution using the Dantzig-
Wolfe decomposition algorithm.
IV. DANTZIG-WOLFE DECOMPOSITION
The Dantzig-Wolfe decomposition algorithm is an efficient
computational solution of linear programs having a block-
angular structure, as (5)-(7), [7], [8]. This decomposition
technique is a distributed optimization method for solution of
the centralized Economic MPC controller. In this section we
describe the Dantzig-Wolfe decomposition and we illustrate
the related algorithm.
A. Block-angular structure
Our control problem (8) obtained from (5)-(7) is, for i ∈
M ,
min
{qi,k}Mi=1
ϕ =
M
∑
i=1
e′iqi,k (8a)
s.t.

F1 F2 . . . FM
G1
G2
. . .
GM


q1
q2
...
qM
≥

g
h1
h2
...
hM
 (8b)
The Dantzig-Wolfe breaks the linear (8) into M independent
subproblems and a Master Problem (MP), that coordinates
these subproblems.
From here on we assume that the feasible region of each
subproblems is closed and bounded.
B. Master Problem
The convex combination theorem is the basis for the
Dantzig-Wolfe decomposition [22].
[Convex Combination] Consider Q = {q | Gq ≥ h} be
nonempty, bounded and closed set, i.e. a polytope. v j denotes
the extreme point of Q with j ∈ {1,2, ...,V}.
Then any point q in the polytope Q can be written as a
convex combination of its extreme points
q=
V
∑
j=1
λ jv j (9a)
s.t λ j ≥ 0, j = 1,2, ...,V (9b)
V
∑
j=1
λ j = 1 (9c)
See [22]. Substituting (9) into (8) yields to the following
linear program
min
λ
ϕ =
M
∑
i=1
Vi
∑
j=1
fi jλi j (10a)
s.t
M
∑
i=1
Vi
∑
j=1
pi jλi j ≥ g (10b)
Vi
∑
j=1
λi j = 1, i= 1,2, ...,M (10c)
λi j ≥ 0, i= 1,2, ...,M; j = 1,2, ...,Vi
(10d)
where the coefficients are
fi j = e′iv
j
i , pi j = Fiv
j
i (11)
The linear program (10), known as Master Problem (MP),
is equivalent to the block-angular linear problem (8). It is
worth noting that (10) has fewer constraints than the original
problem (8).
However the MP considers the extreme points of each
subproblem, thus the number of variables is larger than in
the original problem (8). The Dantzig-Wolfe decomposition
algorithm overcomes this problem by including a reduced
number of extreme points, and adding new vertices when
needed. As a result, the Reduced Master Problem (RMP) is
defined as
min
λ
ϕ =
M
∑
i=1
l
∑
j=1
fi jλi j (12a)
s.t
M
∑
i=1
l
∑
j=1
pi jλi j ≥ g (12b)
l
∑
j=1
λi j = 1, i= 1,2, ...,M (12c)
λi j ≥ 0, i= 1,2, ...,M; j = 1,2, ..., l (12d)
where l ≤Vi for all i ∈ {1,2, ...,M}.
Solving the RMP provides the Lagrangian multipliers
pi associated with the inequality constraint (12b), the La-
grangian multipliers ρ , associated with equalities (12c), and
the Lagrange multipliers κ for the positivity constraints
(12d). These are playing a key role in the Dantzig-Wolfe
algorithm as they represent the information sent from the
Master Problem to each subproblem.
C. Optimality Conditions
The Lagrangian associated to the Master Problem (10)
yields to the following necessary and sufficient optimality
conditions, for i= 1,2, . . . ,M and j = 1,2, . . . ,Vi
∇λi jL = fi j− p′i jpi−ρi−κi j = 0 (13a)
M
∑
i=1
Vi
∑
j=1
pi jλi j−g≥ 0 ⊥ pi ≥ 0 (13b)
Vi
∑
j=1
λi j−1 = 0 (13c)
λi j ≥ 0 ⊥ κi j ≥ 0 (13d)
We notice that the conditions (13a) and (13d) imply
κi j = fi j− p′i jpi−ρi =
[
ei−F ′i pi
]′ v ji −ρi ≥ 0 (14)
such that the KKT-conditions for (10) may be stated as for
i= 1,2, . . . ,M and j = 1,2, . . . ,Vi
M
∑
i=1
Vi
∑
j=1
pi jλi j−g≥ 0 ⊥ pi ≥ 0 (15a)
Vi
∑
j=1
λi j−1 = 0 (15b)
λi j ≥ 0 ⊥ κi j =
[
ei−F ′i pi
]′ v ji −ρi ≥ 0 (15c)
D. Suproblems
An optimal solution must satisfy the KKT conditions (15).
We denote λRMPi j a solution of RMP, such that a feasible
solution to Master Problem (10) is
λi j = λRMPi j i= 1,2, . . . ,M; j = 1,2, . . . , l (16a)
λi j = 0 i= 1,2, . . . ,M; j = l+1, l+2, . . . ,Vi (16b)
This solution satisfies (15a) and (15b). To be optimal it
also needs to satisfy (15c). These conditions are already
satisfied for i = 1,2, . . . ,M and j = 1,2, . . . , l. We need to
verify whether they are satisfied for all i = 1,2, . . . ,M and
j = l+ 1, l+ 2, . . . ,Vi. This is complicated by the fact that
we only know the extreme points, v ji for i = 1,2, . . . ,M
and j = 1,2, . . . , l. Section IV-E describes how to compute
efficiently an optimal initial solution for the Dantzig-Wolfe
algorithm.
Condition (15c) is satisfied for all i= 1,2, . . . ,M and j =
1,2, . . . ,Vi if mini ψi−ρi ≥ 0 where
ψi = min
v ji
[ei−F ′i pi]′v ji (17)
v ji is an extreme point of the polytope Qi = {qi | Giqi ≥
hi}. Therefore, using the Simplex Algorithm we compute the
solution of (17) as a solution of the following linear program
ψi = min
qi
ϕ = [ei−F ′i pi]′qi (18a)
s.t Giqi ≥ hi (18b)
These linear programs are called subproblems and can
be solved via either parallel or sequential computation; this
Algorithm 1 The Dantzig-Wolfe algorithm for block-angular
LP
Compute the coefficients (11) for the RMP using the initial
feasible vertex available, as described in Section (V).
l=1. Converged=false
while Not Converged do
Solve the l− th RMP (12).
Solve all the subproblems (i= 1,2, ...,M) (18) consid-
ering the pi from (12b) and ρi from (12c).
if ψi−ρi ≥ 0 ∀i ∈ {1,2, ...,M} then
Coverged = true
The optimal solution is given by (20).
else
Compute the coefficients for the new columns in
the RMP
fi,l+1 = e′iv
l+1
i
pi,l+1 = Fivl+1i
l = l+1
end if
end while
possible parallel computation of the subproblems represents
one of the advantages of the Dantzig-Wolfe decomposition
algorithm.
E. Optimal Solution
Let (ψi,qi) be the optimal value-minimizer pair for the
linear problem (18); then if
ψi−ρi ≥ 0 ∀i ∈ {1,2, ...,M} (19)
is satisfied, then the solution computed from the RMP
is optimal. Therefore the solution of the original control
problem (8) is given by
q∗i =
l
∑
j=1
v ji λi j i ∈ {1,2, ...,M} (20)
Otherwise, if (19) is not satisfied, then the number of
extreme points considered, l , is not enough and a new vertex
vl+1i needs to be included.
The Dantzig-Wolfe decomposition can be summarized in
Algorithm 1. Let us assume to have an initial feasible vertex
of the Master Problem (10); Section V is about finding such
initial solution.
V. INITIALIZATION TECHNIQUE
The Dantzig-Wolfe algorithm requires an initial feasible
vertex. In this section we describe how such a vertex can be
computed for the Economic MPC considered in this paper.
In general, the computation of an initial feasible vertex
requires the solution of an LP that has the same complexity
as the original LP. However, in the Economic MPC (5)-(7),
the initial feasible vertex can be computed by a significant
simpler method. At the beginning, the control sequence uk
and the power produced zk are equal to 0. The connecting
Algorithm 2 Initialization technique for a Dantzig-Wolfe
algorithm in an Economic MPC for LP
Obtain the ui,k+ j|k as a solution of the control problem
(5)-(7) via Dantzig-Wolfe algorithm.
Estimate the system outputs, zˆi,k+ j+1|k for the power
generators and ˆ˜zk+ j+1|k for the whole power system via
Kalman filter.
Compute the initial feasible verteces for the next
iteration as:
si,k+ j+1|k,min =max(0, rˆi,k+ j+1|k,min− zˆi,k+ j+1|k) (21a)
si,k+ j+1|k,max =max(0, zˆi,k+ j+1|k− rˆi,k+ j+1|k,max) (21b)
si,k+ j+1|k =max(si,k+ j+1|k,min,si,k+ j+1|k,max) (21c)
and for the global constraints
s˜k+ j+1|k,min =max
{
ˆ˜rk+ j+1|k,min− ˆ˜zk+ j+1|k,0
}
(22a)
s˜k+ j+1|k,max =max
{
ˆ˜zk+ j+1|k− ˆ˜rk+ j+1|k,max,0
}
(22b)
s˜k+ j+1|k =max(s˜k+ j+1|k,min, s˜k+ j+1|k,max) (22c)
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Fig. 2. Closed-loop simulation results. The total power production of the
power system is kept within the power demand interval.
constraints (5) and the local constraints (7) compute the ini-
tial values of the slack variables as described in Algorithm 2.
When the Economic MPC computes the optimal solution via
Dantzig-Wolfe algorithm, this value is used in the Kalman
filter to estimate xˆk+1+ j|k, in the Economic MPC as previous
input, and to obtain the systems outputs zˆi,k+ j+1|k. Such value
is then used to initialize the slack variables as described in
Algorithm 2.
VI. RESULTS
In this section, we apply the Dantzig-Wolfe algorithm for
an Economic MPC to a system with a large number of power
plants. Each power plant is modeled as a third order as
described by [23].
A. Closed-Loop simulations
For closed-loop simulations, the scenario includes five
power generators and the time horizon is set to N = 50. The
controller developed coordinates these power units, such that
the total power production is within the demand interval. This
is shown in Figure 2.
The Economic MPC provides the optimal trajectory by
solving the control problem via Dantzig-Wolfe decomposi-
tion algorithm. Algorithm 1 shows that l vertices of the poly-
tope are necessary to find the optimal solution. Therefore, at
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Fig. 3. Extra costs vs. Computational time. The Dantzig-Wolfe algorithm
starts by including l = 1 extreme point of the polytope, as described in
Algorithm 1. A bound can be set on the maximum number of vertices,
l, considered in the RMP. Because of this, the computational time is
significantly reduced. However such fixed number of extreme points might
not be enough to determine the solution in the algorithm. Consequently
extra costs must be paid as penalties due to the use of slack variables.
each sampling time, l extreme points are considered in the
RMP. Algorithm 1 shows that including l vertices means
solving l RMP, therefore, l iterations. In this simulation,
the controller needs, in average, 18.61 l extreme points to
solve the control linear program. An upper bound to l can
be set; as a result for the polytope only a fixed number of
vertices are considered to compute the solution. However, if l
extreme points are not enough then the slack variables assure
a feasible solution by paying penalty. A bound on the number
of vertices in the RMP reduce the number of iterations at
each sampling time, therefore, the computational time is
reduced. Figure 3 reports such relationship. The percentage
of extra costs and computational time are computed as
φl−φ ∗
φ ∗
·100 tl− t
∗
t∗
·100 (23)
where φl and tl denote costs and computational time when
a bound of the number of vertices l is set. φ ∗ and t∗
denote costs and computational time when the Dantzig-Wolfe
algorithm computes the solution with no bounds on the
number of vertices. The blue plot on the left shows the extra
costs to pay by setting a bound on the number of vertices l.
The green graph on the right reports how the computational
time is decreased. Without any bound, the controller spends,
in average, 18.61 l iterations to compute the solution, as
shown at the red square marker in Figure 3. Stopping the
Dantzig-Wolfe algorithm, for instance, when l is equal to 13
leads to reduce the computational time of about 40%, paying
about 20% more.
B. Comparison with other LP solvers
Typical power balancing problems in smart grids involve
a very large number of energy components. Consequently,
the associated LP of the Economic MPC is a large-scale
LP. In this section we compare the solution time of such
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Fig. 4. CPU time for solving the linear Economic MPC controller
via Dantzig-Wolfe distributed optimization algorithm, and a centralized
Economic MPC solved via several LP solvers. The case-study is a large-
scale scenario, with multiple units, i.e. controllable power plants. DW-DEC
is the decentralized controller developed in this paper, where the LP solver
is CPLEX. [IP] and [AS] denote interior-point and active-set approaches.
CPLEX, Gurobi and Mosek are the solvers used to solve the centralized
Economic MPC control problem.
LPs using the DW algorithm to the solution time of state
of the art LP solvers. Figure 4 shows the results of this
comparison. The Dantzig-Wolfe decomposition technique is
significantly faster than all the other solvers and scales in
a favorable way. Notice that both active-set methods and
interior-point methods are included in our benchmark for
CPLEX and Gurobi solvers.
VII. CONCLUSION
In this paper we have proposed an optimization based
controller to operate power systems. The linear Economic
MPC of linear systems can be used to balance the power
supply and demand in a smart grid.
We have presented a new efficient initialization technique
for the Economic MPC problem solved via Dantzig-Wolfe
decomposition algorithm.
An early termination has been demonstrated to reduce
computational times but with extra costs.
The Economic MPC controller solved via Dantzig-Wolfe
decomposition algorithm performs faster than the general
state of the art LP solvers.
VIII. APPENDIX
A. Forecasts
In Section II we have defined a power system as a
stochastic system including stochastic variables. These have
been assumed to be available and used by the controller.
In this subsection of the Appendix, we describe how these
stochastic variables are defined.
We assume that the process noise, dk, is predicted by some
realization Idk of a stochastic information vector I
d
k . As a
result, the distribution
dk+ j|k = (dk+ j|I dk = Idk )∼ N(dˆk+ j|k,Rdd,k+ j|k) (24)
and the mean of these forecasts is
Dk =
{
dˆk+ j|k
}N−1
j=0 (25)
Similarly, reference bounds are defined as
rmin,k+ j|k = (rmin,k+ j|I rk = Irk)
∼ F(rˆmin,k+ j|k,R(rmin,rmin),k+ j|k)
(26a)
rmax,k+ j|k = (rmax,k+ j|I rk = Irk)
∼ F(rˆmax,k+ j|k,R(rmax,rmax),k+ j|k)
(26b)
such that the mean of the forecast, Rk, is
Rk =
{
rˆmin,k+ j|k, rˆmax,k+ j|k
}N
j=1 (27)
Production costs are ck ∼ F(c¯k,Rcc,k), and ρk ∼
F(ρ¯k,Rρρ,k) as unit costs. The unit price forecasts are the
conditional stochastic variables
bk+ j|k = (bk+ j|I pk = Ipk )∼ F(bˆk+ j|k,Rbb,k+ j|k) (28a)
ck+ j|k = (ck+ j|I pk = Ipk )∼ F(cˆk+ j|k,Rcc,k+ j|k) (28b)
ρk+ j|k = (ρk+ j|I pk = Ipk )∼ F(ρˆk+ j|k,Rρρ,k+ j|k) (28c)
and we denote the unit price forecast as
Fk =
{
bˆk+ j+1|k, cˆk+ j|k, ρˆk+ j+1|k
}N−1
j=0 (29)
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