Abstract-In this technical note, we discuss the optimality properties of service rate control in closed Jackson networks. We prove that when the cost function is linear to a particular service rate, the system performance is monotonic w.r.t. (with respect to) that service rate and the optimal value of that service rate can be either maximum or minimum (we call it Max-Min optimality); When the second-order derivative of the cost function w.r.t. a particular service rate is always positive (negative), which makes the cost function strictly convex (concave), the optimal value of such service rate for the performance maximization (minimization) problem can be either maximum or minimum. To the best of our knowledge, this is the most general result for the optimality of service rates in closed Jackson networks and all the previous works only involve the first conclusion. Moreover, our result is also valid for both the state-dependent and load-dependent service rates, under both the time-average and customer-average performance criteria.
I. INTRODUCTION
Queueing model is an important modeling technique in stochastic processes and operations research. In this technical note, we study the optimal control of service rates in a closed Jackson network. The service rates of each server are adjustable according to the queue length of that server or the system state, which are called load-dependent service rates or state-dependent service rates, respectively. The cost function is determined by the system state and service rates. Each service rate has a certain value domain. Our objective is to identify a set of service rates which makes the system performance optimal under the criteria of time-average or customer-average.
The problem of service rate control of queueing networks has been richly studied in the literature. [7] studied the threshold optimality of service rates for a two-node cyclic network. [12] discussed a network where a number of queues are connected in a circle. Similar studies were also conducted on other simple queueing models, such as tandem queues and cyclic queues [11] . However, most of these studies are based on the optimality equation of Markov decision process (MDP) and use an inductive analysis to study the structure of optimal policies. Such method is difficult to be applied to a general queueing network (such as Jackson networks) because the associated optimality equation is too complex to analyze. For a closed Jackson network, [15] used linear programming to prove that the optimal service rates can be threshold-type when the cost function includes a holding cost determined by system state and an operating cost which is a linear summation of all the service rates. [8] to directly prove that when the cost function is linear to a service rate, the time-average cost is monotonic w.r.t. that service rate. The result obtained by [8] is considered more general compared to its previous studies. [14] proved that the system performance is monotonic to a service rate when the cost function is linear to that service rate under the criterion of customer-average performance.
In this technical note, we use the performance difference equation to study the service rate control problem. Difference equation is an important progress of perturbation analysis (PA) in the past decade [3] , [4] , [13] . It can obtain the performance difference of a Markov system under any two policies. This method provides a much clearer perspective to study the structure of optimal policies. Utilizing the property of the product-form solution of Jackson networks, we obtain a concise form of difference equation for the service rate control problem. Based on the difference equation, we further derive the first-order and second-order performance derivatives w.r.t. service rates. With these derivatives, we fold our new results in the following two aspects. First, when the cost function is linear to a service rate, the system performance will be monotonic w.r.t. that service rate. Therefore, that service rate has the Max-Min optimality, without considering any middle values. This result is equivalent to the most general results in the literature [8] . Second, when the second-order derivative of the cost function w.r.t. a service rate is always positive (negative), the optimal value of that service rate for the performance maximization (minimization) problem can be either maximum or minimum. The second condition requires the cost function be strictly convex (concave) w.r.t. that service rate. This second conclusion is a totally new progress compared with all of the previous works in the literature. Compared with the linear function, strictly convex (concave) function is also very common in the practice.
The contributions of this technical note are folded in the following three aspects. First, we extend the Max-Min optimality of service rates to a more general form of cost functions. That is, we extend the form of cost functions from linearity to strictly convexity (concavity). Second, we prove that our results are valid for both the load-dependent and state-dependent service rates, under both the time-average and customer-average criteria. Most of the previous studies focused on the load-dependent service rates with a time-average criterion. Finally, compared with the complicated proofs in the previous studies, our technical note presents straightforward proofs. This conciseness benefits from the performance difference equation which directly describes the change of system performance when the service rates change. This is a new and efficient approach to optimize the performance of queueing systems.
II. BACKGROUND OF PERTURBATION ANALYSIS
PA is an analytical methodology to optimize the performance of discrete event dynamic systems (DEDS) [1] . It aims to efficiently extract the performance sensitivity information from a single sample path by utilizing the special structure of systems [2] , [5] , [6] . In the past decade, PA has been extended from the original gradient-based optimization to the recent difference-based optimization [3] , [4] , [13] , which can provide more sensitivity information. In this section, we give a brief overview on PA theory, focusing on the recent progress on the difference-based optimization.
Consider a closed Jackson network with servers and customers. The service time of each server obeys an exponential distribution. When a customer completes its service at server , it will be transferred to server with a routing probability , , , and for all . The service discipline is FCFS (first come first serve) and the buffer of every server is 0018-9286/$31.00 © 2012 IEEE adequate. The queue length of server is and the system state is , , , and . The service rate of server is denoted as , and it can be further denoted as for load-dependent service rate or for state-dependent service rate. The cost function of the system is denoted as , , where is called the system state space. Note that for the service rate control problem in Section III, is related to service rates and can be further notated as . For simplicity, we assume that the network is strongly connected (any customer may visit every server in the network), which is true for most situations. Therefore, the stochastic process of such queueing network is ergodic. The customer-average performance of the system is defined as follows: (1) where is the time when the queueing network has exactly served customers, is the system state at time . The time-average performance is defined as (2) and has the following relationship:
where is a special case of when for all . Actually, the reciprocal of is the average throughput of the network which is denoted as . From (3), we observe that if the change of service rates affects both and , the optimal service rates for and are generally different [13] . Thus, it is necessary to discuss the optimization for time-average and customer-average, respectively.
The central idea of PA is to measure the effect of a single perturbation of system parameters on the whole system performance, and use such fundamental measurements as building blocks to study the performance sensitivity w.r.t. parameters. In queueing systems, perturbation realization factor is such a measurement and it quantifies the average effect of a unit delay of service time of server at state on the whole system performance. It is defined as follows: (4) where is the perturbed system process with delay and is the time when the perturbed system has served customers.
With the perturbation realization factor, PA gives the difference equation of customer-average performance of queueing systems. Consider state-dependent service rates are changed to , for all and , the change of can be measured by the following difference equation [13] : (5) where the parameters with superscript " " indicate the corresponding values of the system with changed service rates and denotes the steady-state probability at state .
The above introduction is mainly about PA for queueing models. As per [3] , [4] , this theory is also valid for Markov models.
Consider 
With the performance potentials as building blocks, PA gives the following difference equation of time-average performance when the policy is changed from to [3] , [4] (7)
where the superscript " " means the corresponding parameters under the policy .
In the next section, we use the difference (5) and (7) to discuss the optimality of service rates in closed Jackson networks.
III. OPTIMALITY PROPERTY OF SERVICE RATES
In this section, based on the difference equation of PA theory and the special structure of queueing networks, we discuss the problem of service rate control in closed Jackson networks. Our results cover both the load-dependent and state-dependent service rates under both the time-average and customer-average criteria. We first discuss the case with load-dependent service rates and time-average performance criterion. The other 3 cases will be briefly discussed later with similar analysis.
Suppose that the load-dependent service rate has a value domain denoted as , , ( is omitted since the corresponding is definitely 0). The cost function is determined by the state and service rates. Therefore, in (5) and (7) is further notated as and is notated as , where . The objective is to choose a set of proper service rates , , , which maximizes the system performance . This problem looks like an MDP. However, it is not a standard MDP because it violates the independent-action assumption in MDP theory [9] . That is, the actions cannot be chosen independently at different states in this problem. For example, in a closed Jackson network with 3 servers and 4 customers, the queue lengths of server 1 at two states and are identical. Thus, the service rates (actions) of server 1 at this two states should be the same as and they cannot be chosen independently. Therefore, we cannot use MDP approach to solve this problem.
Below, we derive a useful property of closed Jackson network based on its product-form solution to solve the aforementioned difficulty. In a load-dependent closed Jackson network, the visit ratio of server , , is determined as follows: (8) Let and (9) where and . We define (10) where and . It is well known that the steady-state distribution of closed Jackson networks has the following product-form solution: (11) With (11), we study the property of conditional probability , where , , and is the set of states where the number of customers at server is fixed as (12) From (12), we observe that the conditional probability has no relation with the service rates of server . Therefore, if we only change the service rates of a particular server from to , , and fix other servers' service rates, the conditional probability has the following property: (13) This property has a vital role in studying the optimality of service rates in closed Jackson networks. Consider a particular service rate is changed to and all the other service rates are fixed, the corresponding infinitesimal generator will also be changed to .
According to the structure of closed Jackson networks, we obtain the elements of matrix as follows. For each , we have ; for all ; and all the other elements of are 0, where is called the neighboring state of . For all the other , the elements of are always 0. Therefore, the difference (7) can be rewritten as follows: (14) where is the marginal probability that the number of customers at server is . Substituting (13) into (14), we obtain (15) Since and are only based on the current system behavior and not related to the perturbed system, we define (16) Difference (15) can be rewritten as follows: (17) Suppose that the current service rate is . With (17), we study the performance difference when the service rate is changed to a new value as . Equation (17) can be rewritten as follows:
Assuming that is differentiable w.r.t. , we use the Taylor Expansion to represent when . We obtain (19) Substituting (19) into (18) yields (20) Now, we study the first-order derivative of w.r.t. . Taking the derivative operation w.r.t.
on both sides of (20), we obtain the following equation (we assume that , , and are differentiable, which is true for common cases):
In the above analysis, note that and are independent of , so their derivatives are both 0. Let , ignore the infinitesimal terms including and (21) becomes (22) This is the first-order derivative at the current service rate . Furthermore, we study the second-order derivative. Taking the derivative operation again on both sides of (21) and letting , we omit the infinitesimal terms and obtain the following second-order derivative:
(23) Therefore, we have obtained the first-order and second-order derivatives at the current point and their formulas are (22) and (23), respectively. Further using the difference (18), we derive the following theorems.
Theorem 1: For a particular server and , if for all and , the system performance is monotonic w.r.t. and the optimal can be either or . Proof: Condition means that the cost function is linear to service rate and can be represented as , where , and are any functions. Therefore, the difference (18) can be rewritten as follows: (24) From (13), we know that is constant when only is varying. Thus, we define (25) where is a constant if we only change and fix other service rates. Therefore, the difference equation can be rewritten as (26) Exchanging the parameters and , (26) can be written as
Since the system process is ergodic, is always positive. Comparing (26) with (27), it is notable that the sign of and must be the same. That is, the sign of is fixed whatever is. Since , the first-order derivative (22) can be further rewritten as follows: (28) Therefore, the sign of the first-order derivative is also fixed if we only change the value of . The performance is monotonic w.r.t. the service rate and the optimal can be either or . The condition in Theorem 1 means that is linear to the service rate. One of the typical examples is or , where can be any function. Theorem 2: For a particular server and , if for all and , the optimal for can be either or . Proof: For a differentiable , the optimal must either make or be on the boundary of the value domain of . Below, we prove that the first situation, making , cannot obtain . Suppose when the service rate is . Then, with (22), we have (29) Since is always positive, (29) means that the term in the big bracket of (29) should equal 0. Substituting this conclusion into (23), we obtain (30) Since is always positive as a given condition and and are always positive, is also positive at any point which makes . We observe that such makes get the local minimum. We can further prove that such is unique and it makes obtain its global minimum. Therefore, is not the optimal for and must be on the boundary, i.e., or . We further observe that a cost function with for every and must be a strictly convex function w.r.t. , but the converse does not hold. One of the typical functions is , where or . Many other functions which are common in practice, such as exponential function , also satisfy this condition.
Theorem 3: For a particular server and , if for all and , the optimal for can be either or . Proof: The proof is similar to that of Theorem 2 with the notice that with . The detailed proof is omitted. We also conclude that letting is unique and it makes obtain its global maximum. We find that the cost function satisfying the condition in Theorem 3 should be strictly concave w.r.t.
. One of the typical functions is , where . It is worth mentioning that there are many other functions which satisfy the conditions in Theorem 2 or 3 to make the Max-Min optimality valid, besides what we have listed above. To the best of our knowledge, the most general results in the existing literature only derive Theorem 1 [8] , cannot obtain Theorem 2 and 3. Our results are more general than all of the previous studies.
For a special case where the minimal service rates are 0, i.e., , we further show that the optimal service rates may hold a threshold form. This is described by the following theorem.
Theorem 4:
If for all and , the optimal service rates in Theorem 1, 2, and 3 may hold a threshold form. That is, when , ; otherwise, , where is a constant and called the threshold of server , . Proof: The proof is similar to that of [8] , here we give a brief explanation to make this technical note self-contained. Suppose that for a particular , the optimal service rate is . We find that all the states in the set are transient states, because will definitely increase and never go down after the system state reaches . Since the transient states have no effect on the system average performance, the optimal service rates with may obviously be chosen as 0 and the total optimal policy for service rates holds a threshold form.
The threshold-type policy is very common in the practice, because it is easy to be employed in the real life operation. The optimality of threshold-type policies is of great significance for practical applications. The similar cases can be found in other research fields, such as the well known policy in the inventory management problem [10] . The optimality of those threshold-type policies is usually proved from the optimality equation and the structure of value functions in Markov models. Although we can also obtain the optimality equation for this service rate control problem, the form of optimality equations is very complicated and it is hard to obtain enough information to prove the properties of optimal policy. Here, we prove it based on the difference equation, which explores a new and effective way to study the performance optimization of queueing systems.
Until now, we have proved our main results for the load-dependent service rates under the time-average performance criterion. Below, we briefly prove that all the above results are still valid for both the load-dependent and state-dependent service rates under both the time-average and customer-average performance criteria.
For the load-dependent service rates with customer-average performance criterion, the difference (5) can be rewritten as follows:
The first-order and second-order derivatives of w.r.t. can be also derived with a similar analysis as (22) and (23). During the analysis, note that and are always positive. The details are omitted for the limit of space. With a similar proof as those for the previous theorems, we obtain the following corollary.
Corollary 1: The analogous results to Theorem 1, 2, 3, and 4 are also valid for the load-dependent service rates under customer-average performance criterion.
Furthermore, we discuss the optimization problem for state-dependent service rates under both the time-average and customer-average criteria. Each state-dependent service rate has a value domain, i.e., , , . Suppose that a particular service rate is changed to . We similarly analyze the change of the associated infinitesimal generator . For the time-average performance criterion, (7) can be rewritten as follows: (32) where and with a little abuse of notations. For the customer-average performance criterion, (5) can be rewritten as follows:
(33) Based on (32) and (33), we can also derive the first-order and second-order derivatives of system performance w.r.t. service rates. Similarly, the Max-Min optimality of service rates can be also proved. For the limit of space, we omit the details. However, the threshold-type optimality similar to Theorem 4 cannot be guaranteed. This is because a zero state-dependent service rate cannot induce a transient state, which is essential for the proof of Theorem 4. Therefore, we obtain the following corollary and it completes the main results of this technical note.
Corollary 2:
The analogous results to Theorem 1, 2, and 3 are also valid for the state-dependent service rates under both the time-average and customer-average performance criteria.
IV. CONCLUSION
In this technical note, we extend the Max-Min optimality of service rate control in closed Jackson networks to a much more general form of cost functions. This result is derived based on the difference equation for Markov systems. With this Max-Min optimality, optimization algorithms can focus on only the maximal and minimal values of service rates and it greatly reduces the optimization complexity.
