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SUMMARY 
The present thesis uses an approach which regards nonlinear systems 
as a pair (z(·),zf) trajectory-final state, for the case of contro1labi1i,ty 
or (zO,z(·)) initial state-trajectory, for the case of state estimation, 
in a space M which is the cross product 1x Z or Z x ~ between the 
space of trajectories r:r and the state space Z. In thi's setting some 
mappings F:M + M are constructed using projections P onto specific ' 
subsets S of M (i.e. p2 = P and Rep} = S) • The solution of the 
problems of nonlinear controllability, state estimati'on and state and 
parameter estimation are obtained via the fixed points of such F's. 
Fixed points theorems have been used in [8, 9, 25, 35 and 15] to 
provide global controllability, state estimation ,and joint state and 
parameter estimation. Some theoretical results are presented here, which 
show that it is possible to eliminate some of the assumptions which 
restricted the systems treated in these papers and at the same time to 
, obtain mappings with fixed points which contain all the possible solutions 
for the problem of nonlinear controllability, state estimation and the 
joint state and parameter estimation. Among the relaxations allowed now 
are, for example, in the problem of control, the possibility of a set of 
admissible controls Uad different from the set U of all input controls 
of the system. 
In order to obtain continuous projections P, S must be closed in 
M. This will occur naturally in the case of state estimation however, 
for the control case, in general, it will be nec~ssary to adjust the 
topologies of the spaces U and/or M in order to achieve this. 'A 
comprehensive theory which shows that this adjustment is always possible 
as well as a complete procedure for obta i ni ng the adjus ted spaces, U . and 
M are presented here. 
J.A.M. FELIPPE DE SOUZA 
. July 1983. 
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CHAPTER 1. 
INTRODUCTION. 
Fixed point theorems together with results pertaining to linear 
, 
system theory have been used in [8, 9, 25, 35 and 15J to obtain solutions 
for the problem of nonlinear controllability, state estimation and the 
joint problem state estimation and parameter identification. Here we 
. . 
introduce some concepts which will allow us to treat these problems, 
using again the approach via fixed points, with less restrictive conditions 
on the system. 
In the case of control we assume that a set of admissible input 
controls Uad , a desired final state zd and € ~ 0 are given and the 
problem is to determine the controls u* € Uad ' which drive the system 
from the initial state Zo at t = 0 to a final state zf at t = T 
such that 
In particular, if the given € is zero, the controls u* will drive the 
system to zd in time T 
systems have the form 
For the sake of simplicity we assume that 
i = Az + Bu + Nz, z(O) -~zO € Z (1 • 1 ) 
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where the linear operator A generates a strongly continuous semi group 
S(·)on a Banach space Z, the state space, B:U ~ Z and Nz denotes the 
nonlinearity. System (1.1) may, for instance, be derived from a 1inear-
isation of a system described by nonlinear evolution equations (see [9, 25 
and 35J) as for example 
i(t) = f(z,u,t) z(O) = zo ' 
where u € U
ad C U is the input of the system which is known and U -
is a space of functions from [O,TJ to a Banach space U. Results may 
also be obtained for more general types of systems and this is indicated 
in section 6.6. 
For the problem of state estimation a simplified structure is con-
si dered 
z = Az + Nz z(O) = zo € Z (1.2) -
ye(t) = Cz(t) (1 .3) 
where C €-~(Z, Y) the output space Y is a Banach space and it is 
assumed that the observation Ye belongs to a space Y of functions 
from [O,TJ to Y. Again, the results may be extended to more general 
- ~ 
systems. System (1.2)-(1.3) may be the 1inearisation o( a system described 
by nonlinear evolution equations (see [8, 9 . and 35J) as for example 
. 
z(t) = f(z,u,t) z(O) = zo 
- Ye(t) _ = _. h(z,u,t) 
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The problem of state estimation is to construct the state z*(t) , 
t E [O,TJ of the system when the observation Ye and a possible error 
e: ~ a are given so that the state will satisfy 
In particular, when the given e: is zero, the states z*(t) will satisfy 
the output equation (1.3). 
For the joint problem of parameter and state estimation we consider 
i = Az + Ala + N(z,a) , z(O) = Zo E Z (1 .4 ) 
where Al:Zl + Z, Zl· is the state of parameters, assumed to be finite 
dimensional and the observation process is described by (1.3) again. This 
system may be derived from a 1inearisation of a system described by (see 
[8, 9 and 35J) 
i(t) = f(z,u,a,t) z(O) = zo 
Ye(t) = h(z,u,a,t) 
Now the problem is to construct the state i(t), t E [0, TJ and identify 
the parameters a E Zl for system (1.4) when the observation Ye ;s given. 
In chapter 2 we present the main results of functional analysis, semi-
groups and fixed point theorems used ;n this thesis. Here is also intro-
- 4 -
duced the spaces M(O,T;Z) which allows us to view systems as a pair 
(z(.),zf)' trajectory-final state, for the case of control or 
(zO,z(.)) initial state-trajectory in the case of state estimation. 
In chapter 3 we introduce our approach to linear and nonlinear 
systems. Here we also present some results related to the joint proble~ 
of state and parameter estimation. Also, this problem is put in the same 
f~ame as the problem of state estimation. 
Chapter 4 presents some classical results about projections 
(idempotent operators) along side with some new results which are used 
in later chapters. Among the new concepts introduced here are: active 
mappings, characteristic and semi-characteristic functionals and uniform 
projections. 
In chapter 5 we develop a comprehensive theory on what we call primitive 
operators and matched sets. We consider linear operators T:U + X where 
-
U and X are inner product·spaces and show that it is always possible· 
to adjust the topologies of.U and/or X such that some desired 
topological properties of the operator T, for example, 
T is a bounded operator 
or 
T has closed range 
or 
T is completely continuous 
holds. Here is also presented a procedure to achieve this. 
Finally in chapters 6 and 7 we construct the mappings F which are 
to be used in the problemsof nonlinear controllability and state estimation 
respectively. The solution of these problems are obtained via the fixed 
points of F. 
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CHAPTER 2. 
FUNCTIONAL ANALYSIS. 
2.1 - FUNCTIONALS. 
Let X be a normed vector space over the field 1F(lR or <C) and 
f:X +1F a mapping. If f is continuous then f is said to be a 
continuous functional on X. If f is linear transformati"on then 
f is said to be a linear functional on X [18J. 
An important class of continuous functionals is given by C(XJF) , 
the set of all bounded continuous functions from X to 1F • 
* An important class of linear functionals is given by X = Jb(XJF) , 
the set of all bounded linear transfonmati"ons from X to 1F • 
If f € C(XJF) then 
o ~ If(x)1 ~ M ¥-x€X 
for some M < 00 • 
* If f € X then" f is a continuous functional but f i C(X,1F) . 
* Let X be a Hilbert space, then if f € X , there exists a unique 
vector y € X such that 
f(x) = <x,y> for all x € X • 
This resultJ~_~"~own as the Riesz Representation theorem [3,32,39J. 
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2.1.1 - Example. 
Here we present some types of functionals which will appear in 
chapters 6 and 7. Let Z be a normed vector space over F. For a 
given E ~ 0 and zd € Z we shall need a continuous functional 
q:Z +F on Z which has the property 
q(x) = 0 <=> (2.1.1) 
where BE(zd) is the closed ball of radius E and centred in zd. 
Some examples of functional q which satisfy (2.1.1) are: 
i ) if IJx - zdllZ > E 
if/I x - zd" Z ~ E 
i i ) q(x) = I E - II x - Z d /I Z I - E + II x - Z d II Z 
iii) q(x) m ( II x - Z d I I Z - E ) if II x-zd Ilz > E = II x-zd" Z + E 
o· if II xf-zd /lz ~ E 
for some m # 0 • 
The functional q in (2.1.4) satisfies 
o ~ 'q(x) 1< m 
. for any m<.co, i.e., q€C(X,lR) 
(2.1.2) 
(2.1.3) 
(2.1.4) 
o 
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2.2 - OPERATORS. 
There are numerous texts in functional analysis. For nonlinear 
operators we refer to [26 J and for linear operators we refer to 
[3,14,16,18,32,38,39J. 
Let U and X be two vector spaces over the field IF (1R orC!:) 
A function T from its domain V(T) c U into X is called an operator 
from U to X . The class of all operators from U to X is 
represented by Op(U,X) • 
T € Up(U,X) is said to be a linear operator (or linear transform-
ation) if V(T) is a vector subspace of U and 
T(ax+by) = aTx + bTy 
holds for all x,y € VeT) , a,b € IF • 
The class of all linear operators from U to X is denoted by 
LOp(U,X). If T € Op(U,X) but T, LOp(U,X) then T is called a' 
nonlinear operator from U to X . 
For T € Op(U ,X) , N(T) and R(T) are defi ned by 
N(T) =' {u € V(T) : 'Tu = 0 € X} 
R(T) = {Tu € X : u € VeT)} • 
If T € LOp(U,X) then N(T) , called the null space of T, and R(T) , 
- 8 -
called the range of T, are subspaces of U and X respectively. 
If U
ad c V(T) and SeX then T(Uad ) and T-l(S) are defined by 
and 
T- l (S) = {u € V (T) : Tu € S} • 
Some algebraic operations are also defined for operators: 
Let T, T' € Op(U,X). For a € F , aT € Op(U,X) is defined by 
(aT)u = aTu with V(aT) = V(T). Also, if VeT) n VeT') ~ ¢ (the empty 
set) then (T+T') € Op(U,X) is defined by (T+T')u = Tu + T'u with 
~(T+T') = VCT) n V(T'). Finally, if Y is a vector space over F and 
C € Op(X,Y) , CT € Op(U,Y) is defined by (CT)u = C(Tu) . and 
V(CT) = T-l(V(C)) • 
The notation Op(X) is used in cases U = X . 
The class of operators· T € Op(U,X) such that V(T) = D c U is 
represented by ~(D,X) • :F'(D,X) is closed under addition and scalar 
multiplication. In fact .r'(D,X) is a vector space over 1F. If 
Ls:'(D,X) is the subclass of all T €~(D,X) such that T € LOp(U,X) 
then L~(D,X) is a vector subspace of ~(D,X) . 
Now suppose that (U,f1· "U) and (X,II·lIx) are normed vector spaces. 
It is well known that for D S U, T € ~(D,X) and E a subset of X , 
if T i~ continuous, then 
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T-1(E) is open <=> E is open (2.2.1) 
T- 1(E) is closed <=> E is closed (2.2.2) 
and also, if Uad c D is a compact set, then 
T(Uad ) is compact. (2.2.3) 
By (2.2.2), N(T) is closed whenever T is continuous. 
If T E LOp(U,X) then T maps convex sets of VeT) into convex 
sets of X . 
2.2.1 - Completely continuous mappings. 
A mapping T:D 5 U + X is said to be compact if T(U
ad ) is 
a compact subset of X for any bounded set Uad cD. T is also said 
to be completely continuous if it is both compact and continuous. 
An equivalent definition of completely continuous mappings is: 
T is completely continuous if it maps weakly convergent sequences in 
D into strongly convergent sequences in X. 
Clearly if ReT) c E and E is compact-then T is compact. Also, 
if T E LOp(U,X) then T is compact if and only if T is completely 
continuous. If T has range R(T) c E and E is a finite dimensional 
subspace.of X then T is compact. 
- 10 -
Let q:X +F be any functional on X and Q:D + X , D S X , 
the mapping 
Q(x) = q(x)x (2.2.4) 
where x e X is a fixed element. Clearly Q is compact since R(Q) 
is a one-dimensional space. If q is a continuous functional then 
Q is completely continuous. 
2.2.2 - Some nonlinear operators. 
An important class of not necessarily linear operators is given 
by the L i'pschi tz opera tors from D to Y for X and Y normed vector 
spaces over F and ,D eX. These are the elements N e~(D,y) for which 
there is a number 2 ~ a such that 
II Nx - Ny" Y ~ 2 . II x - y II X for all x,y e D • 
Another important class of operators is given by the members 
N e ~(D,y) which satisfy the Lipschitz-type condition,' 
(2.2.5) 
II N x - Ny II Y ~ k (II x " X ,,, y "X) • "x -y " X J.J- x, yeO ( 2 . 2 . 6 ) 
where k(·,·) : m+ x m+ +m+ is continuous, symmetric and k(O,O) = a . 
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In this case we define the constants kN and KN by 
and 
Remark: 
KN = sup{k(lIxl/,O)} 
xED 
kN = sup {k(1I x II, Ily /I)} • 
x ,YED . 
(2.2.7) 
(2.2.8) 
In cases where X is a space of functions of the type ~(D',Z) 
(e.g. DI = [a,b] , X = LP(a,b;Z) or X = C(a,b;Z) , where Z is a 
normed vector space), then most non1inearities. map Z into a larger 
space. The class of operators N in (2.2.6) allows for a large number 
of such non1inearities to be considered. 
2.2.3 - Linear integral operators. 
An important class of linear operators is given by integral 
operators of both Fredholm-type and Volterra-type. Let X be a normed 
vector space of functions xC·) E ~(DI ,Z) with DI = [a,b] an interval 
of the real line and Z being a normed vector space (e.g., X = C(a,b;Z) 
or X = LP(a,b;Z)). Elements of X are called abstract functions which 
we shall often denote by x(·). Similarly, if Y is another space of 
abstract functions from D' to Z we denote elements of Y by y(.) . 
Let the integral operator T € LOp(Y,X) be given by TyCo) = xC·) 
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where 
b 
x(t) = fa K(s,t) y(s)ds (2.2.9) 
and Kis,t) € LOp(Y,X) for each (s,t) € [a,b] x [a,b]. T is an 
example of a Fredholm-type operator. In the particular case K(s,t) = 0 
for s > t, equation (2.2.9) becomes 
. ft 
xet) = a K(s,t) y(s)ds · (2.2.;0) 
In this case T is said to be a Volterra-type operator. 
Now let a = 0 , b = T and consider the Volterra-type operators 
(2.2.10) with 
K(s,t) = Set-s) 
where S(t) is a strongly continuous semigroup on Z (see section 2.3). In . 
this case we shall use the notation Le·) for the operator T and 
L(t) ye·) for (L(·)yC·))(t) , that is L(·) E LOp(Y,X) , LC·)y(·) = ·xC·) 
and LCt) E LOPCY,Z) for each t, L(t)y(·) = x(t} where 
x'tt) = JtS(t-s )y(s )ds . o . (2.2.11) 
. In particular, when t = T , L(T):Y ~ Z is given by L(T)y(·} = zl 
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(2.2. 12) 
This terminology will simplify the notation i.n later chapters. 
Suppose now that L(·) and L(T) satisfy 
(2.2.13) 
ane 
(IL(T)y(·)lI z ~ kZ !Iy(·)lI y (2e2.14) 
for some constants ki and kZ > o. This implies that if N satisfies 
(2.2.6) then L(·)N and L(T)N satisfy the following Lipschitz-type 
condition 
IIL(·)Nx(e) - L(·)NX ' (e)lI x ~ cl /Ix(·) - x1(·)ll x (2.2.15) 
and 
I\L(T)Nx(.) - L(T)Nx ' (·)lIz ~ c2 llx(·) - x 1(·)llx (2.2.16) 
for all x(·),x l (.) € D = V(N) eX, where c, = kNki' and c2 = kNk2 
Moreover, 
II L(·)Nx(e)l/x ~cl II x(·)lIx V-x(·) € D (2.2.17) 
and 
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IIL(T)Nx(·)/Iz ~ c2 II x(·)llx ¥- x( .) E D (2.2.18) 
2.2.4 - Bounded linear operators. 
Let U and X be normed vector spaces over W and ~(U,X) 
be the class of all T E LOp(U,X) such that V(T) = U and there is a 
real number m ~ 0 such that 
/I Tu lfx ~ m Ilullu Jf u E U • 
If U = X it i s usual to represent ~(X ,X) by ~(X) • 
A classical result in functional analysis is that if T E~(U,X) 
then T is continuous and vice-versa. That is, ~(U,X) is also the 
class of all continuous linear transformations from U to X- • 
The above definition says that a bounded (or continuous) linear 
transformation maps bounded sets into bounded sets. Another classical 
result is that ~(U,X) is a normed vector space over F with the norm 
given by 
If T E ct(U,X) and C E .;C(X,Y) then the composition CT Eb(U,Y) 
and satisfies 
- 15 -
II CT II ~ II C II • II Til· (2.2.19) 
Clearly if L(·) €~(Y,X) then L(·) satisfies (2.2.13) for any 
kl ~ IIL(·) II and similarly, if L(T) €;L(Y,Z) , L(T) satisfies 
( 2 • 2. 14) for any k 2 ~ II L ( T) 1\ • 
If T is a linear operator but T l i,(U,X) then T is said to 
be an unbounded operator from U to X . 
2.2.5 - Example: 
Let U and Z be normed vector spaces, B € LOp(U,~(OI ,Z)) , 
01 ~ [O,TJ, X and Y be two normed vector.spaces of abstract functions 
defined on 0 1 with values in Z, L(·) €.!,(Y,X) and L(T) €..t(y,Z) . 
If 
B € t,(U, Y) 
then, by (2.2.19), 
(2.2.20) 
and 
(2.2.21) 
'" '" for some k1,k2 > O. That is, L(o)B €'£,(U,X) and L(T)B € ~(U,Z) . 
Observe that the above condition on B may be weaker than 
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if for example Y is a larger space than X . That is, B:U ~ X 
may be unbounded but (2.2.20) and (2.2.21) still hold. o 
2.2.6 - The spaces M(a,b;Z) and M(a,b;Z) • 
Here we introduce the spaces X = M(a,b;Z) which will be 
vaguely defined as being the cross product between 3r(O',Z), 0' = [a,b] 
antl the normed vector space Z. The definition is rather loose since 
we admit X being either 
~(O' ,Z) x Z (2.2.22) 
or 
Z X ~(D' ,Z) • (2.2.23) 
When dealing with these spaces we shall always use the notation 
x, x', z, z*, etc., for elements of X ,x(·), Xl(.), z(-), z*(·), etc., 
for elements of r(D',Z) and xo' xo' zO' zO' xf ' xf' etc., for elements 
of Z ( e • g., x = ( x ( • ) , xf ) € X 0 r x '= ( Xo ' x ( • )) .€ X) • 
If 1(D',Z) = C(a,b;Z) we denote by MO(a,b;Z) the Banach space 
(X, II e II 0) where the norm II e /1 0 is given by 
M . M 
. (2 _ 2.24 ) 
for ~ither x = (x(-),xl ) € C(a,b;Z) x Z or x = (Xl,x(e)) € Z x C(a,b;Z) 
We recall that the norm in C(a,b;Z) is" given by 
- 17 -
II x(o) Ilc(a boZ) = sup {II x(t) liz} · 
, , a~t~b 
If 1(D ' ,Z) = LP(a,b;Z) , p ~ 1 , we denote by MP(a,b;Z) the 
Banach space (X,II ·11 p) where the norm 11·11 p is given by 
M M 
II x II p = (II x ( 0 ) '12p + Il xl 1I ~) ~ 
M L 
(2.2025) 
for either x = (x(0),x1) E LP(a,b;Z) x Z or x = (xl,x(.)) E Z x LP(a,b;Z). 
W~ recall that the norm in LP(a,b;Z) is defined by 
I/x(o) II p = (Jb ll x(t) II~ dt)l/p 
L a 
for 1 ~ P < 00 
and 
1/ x(·) II 00 = ess sup{ II x(t) II Z} 0' 
L a~t~b 
For 1 ~ p ~ q ~ 00, Mq is a subspace of MP. Also, MO is 
a subspace of MP for any P ~ loIn particular MO is a closed 
00 
subspace of M 0 
The space M2 is a Hilbert space with inner product given by 
<X,XI> 2 = <X(.),XI(o» 2 + <xl ,x,>Z 
M L 
for either x = (x(o),xl ) and Xl = (xl(·),x,) or x = (xl'x(o)) 
and Xl = (xl,xl(o)) • 
(2.2.26) 
Now suppose Z is a Hilbert space and consider the Sobo1ev spaces 
HS(O,T;Z) , S E lR (see [1,22. J)o We denote MS(O,T;Z) the Hilbert 
spaces HS(O,T;Z) x Z (or also Z x HS{O,T;Z)) with the norm given 
by , 
" 
.. ~ 
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for x = (x(-),x1) E HS(O,T;Z) x Z (or also x = (x1,x(-)) E Z x HS(O,T;Z)). 
Clearly ·the inner product in 'Ms is given by 
. 
for' x = (x(-),x1) and Xl = (Xl (.),xi) _ Also, the particular case 
s = ° gives 
2_2.7 - The operators Land S _ 
In applications of control it will be more convenient to use 
MS of the type (2_2_22), that is, if x E MS then x = (x(-),xf ) where 
x(-) E HS(O,T;Z) for some s E Rand xf E Z _ In this case we shall 
use the operators Land S defined as follows: Let X = HS(O,T;Z) 
for some s E Rand Y be a normed vector space of abstract functions 
from 01 = [O,T] to Z _ We define the linear operator L:Y + MS(O,T;Z) 
by 
Ly(-) = (L(-)y(-), L(T)y(·)) (2.2.27) 
where L(·):Y + X and L(T):Y + Z . were given respectively by (2.2.11) 
- 19 -
and (2.2.12) for a given strongly continuous semi group S(t). If 
L(·) and L(T) satisfy (2_2.13)-(2.2.14) then L €.t(Y,Ms ). If 
N:D -+- Y , o .s X , is a nonlinear operator which satisfies (2.2.2) 
then, LN maps 0 into MS and by (2.2.15)-(2.2.16) we have that 
for x = (x(.),xf ) € M
S and Xl = (XI(.),Xf) €.Ms , 
II LNx(·) - LNx l (-) II ~ c II x(·) - x l (.) IIx 
MS 
(2.2.28) 
122 where c = Ic1+c2 . Also, by (2.2.17) and (2.2.18) 
II LNx ( .) II s ~ ell x ( · ) II x 
M 
(2.2.29) 
- /-2 -2 where c = c1+c2 • If B €t(U,Y) then by (2.2.20) and (2.2.21) we 
have 
"" II LBul1 s ~ k II u1lu 
M 
(2.2.30) 
where "" .!J'V2 ""2 s k = k1+k2 • We also define the linear operator S:Z -+- M (O,T;Z) 
by 
. (2.2.31) 
In applications of state estimation we prefer to use MP of the 
type (2.2.23), that is, if x € MP then x = (xO,x(.)) where Xo € Z 
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and x(·) is either a continuous function (when p = 0) or a LP-
function (when p ~ 1) from DI = [a,b] to Z. In this case we define 
the operators Land S differently: 
Let p,X,Y,L(·) and S(·) as before. We define. L:Y + MP(O,T;Z) 
by 
Ly ( .) = (0, L ( · ) y ( · ) ) (2.2.32) 
and S:Z + MP{O,T;Z) by 
(2.2.33) 
In this case we have that if N:D + Y, D E X is a nonlinear operator 
, 
satisfying (2.2.6), then, by (2.2.l5) and (2.2.17), LN:D + MP{O,T;Z) 
satisfies (2.2.28) and (2.2.29) with x = (xo,x{.)) , Xl = (XO,XI(.)) , 
C = c1 and C = cl · 
2.2.8 - The extension principle. 
If T is a bounded linear operator from U to X, i.e., 
T € i,(U,X) ,and VeT) is dense in U, then there exists a unique 
~ ........ 
extension of T to T € ,t,(U;X) , with VeT) = U and IITI/ = IITII .. 
This result is known as the "extension principle". A common process to 
. . 
.... 
obtain T is known as "extension by continuity" [2, 3 J. 
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2.2.9 - Closed operators. 
A linear operator T:U + X is said to be closed if whenever 
{un} + u in U and {Tun} + x in X one has that u €-V(T) and 
x = Tu • 
If T € ~(U,X) , then T is closed. 
The following equivalent definition is given by some authors: 
T~U + X , linear, is closed if the graph of T, 
Graph(T) = {(u,Tu) u € V(T)} c U x X 
is a closed subspace of (UxX,/I·1I1), where. lI(u,x) 1/1 =II u li u +(lxllx . 
When U and X are Banach spaces one has the closed graph theorem 
[3~ which says that if T:U + X is a closed operator with V(T) = U , 
then T € iJ(U,X) • 
2.3 - SEMIGROUPS. 
In this section we give the definition and the main properties of 
semigroups of operators. Any of the following references [11,17,20] 
contain the present material. Here (Z,II·11) is a Banach space. 
2.3.1 - Semigroups and infinitesimal generators. 
S(.):1R +.;f,.(Z) is said to be a strongly continuous semigroup if 
i) S(t+s) = S(t)S(s) 0 ~ s ~ t 
ii) S(O) = I (identity on Z) 
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iii) IIS(t)zo - zoll-+- 0 as. t -+- 0+, If-zO € Z. 
If S(·) is a strongly continuous semigroup .then the set 
{/I S (t) IIi! Z ) t € [ 0 , T], T < oo} 
is bounded. 
Let A:V(A) -+- Z be defined by 
(2.3.1) 
where V(A) = {zO € Z: the limit in (2.3.l) exists}. The operator 
A is said to be the infinitesimal. generator of S(·} • The operator 
A is closed and densely defined in Z. Actually, 
n V(An} is dense in Z. 
n 
Also, if Zo € VeAl => S(t}zo € veAl ¥ t ~ 0 · 
A bounded operator A €~(Z) is the infinitesimal generator of 
the semigroup S(.) given by 
Set) At co (At)n = e = E r;;-
n=O 
(2.3.2) 
Observe that A in (2.3.1) can be equivalently expressed by 
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which resembles the familiar notion of derivative. We could inter-
pret A is this sense if we look to the following properties 
So, if we have the abstract evolution equation 
i(t) = ~ = Az(t) , z(O) = zo (2.3.3) 
where A is the infinitesimal generator of S(.) and Zo E V(A) , 
then the solution is given by 
z ( t) = S ( t) Zo • 
Clearly, from (2.3.2), if A E cL(Z) then A generates a semigroup·. 
The Hille-Yosida theorem is a classical result which determines the class 
of unbounded operators A whi~h generate strongly continuous semi group. 
Observe that A must be closed and V(A) dense in Z. For those 
operators A the Hille-Yosida theorem says: A generates a strongly 
continuou~ semigroup if and only if there exists M, W Ern such that 
~ A > W , A E R, one has that 
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.(AI - A)-l exists and (2.3.4). 
I -nl M , . ( A I - A) tt( z ) ::; n (A-w) ,n=1,2, ... (2.3.5) 
With the conditions of the above theorem the semigroup S(·) generated, 
by A satisfies 
IIS(t) I~(z) ~ Mewt • 
2.3.2 - Differential equations. 
If instead (2.3.3) one has the inhomogeneous differential 
equati on 
i(t) = Az(t) + f(t) z(O) = zo (2.3.6) 
then a solution of (2.3.6) satisfies 
z(t) = S(t)zO + J:S(t-S)f(S)dS • z(O) = Zo • (2.3.7) 
However, not every z(.) which satisfies (2.3.7) will be a solution of 
(2.3.6). Only under certain conditions, such·as for example f € C1 
and zo € V(A) , are (2.3.6) and (2.3.7) equivalent. To avoid this 
problem one often abandons the classical concept of solution and defines 
z(·). whi.ch satisfies (2.3.7) to be a IImild solution ll of (2.3.6). It can 
be shown that this concept is in agreement with the concept of IIweak 
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sol ution" in partial differential equations. From (2.2.11) we can 
express the mild solution (2.3.7) by 
z(t) = S(t)zO + L(t)f(·), z(O) = zo 
2.4 - INNER PRODUCT SPACES. 
(2.3.8) 
Here it is presented a collection of results from functional 
ana 1ys is and theory of 1 i ne,ar operators in inner product spaces. Any 
of the following texts [2,3,14,16,32,36,38,39J serves as reference. More 
specific reference is given in some paragraphs. 
In this section X denotes the inner product space (X,<,» over 
the field f"(~ or IR) and 11·11 denotes the nonn generated by <,>. 
We shall always assume that X is separable. 
2.4.1 - Orthonormal and complete orthonormal sets. 
It is well known that inner product spaces have a geometry much 
like the familiar Euclidean geometry mainly because the concepts of 
orthogonality and perpendicularity. Two vector x,y € X are said to b~ 
orthogonal if 
<x,y> = 0 • 
For each set SeX the orthogonal compi~ment S1 is defined by 
S~'=' {x € X X ~ Y for all ~ € S} 
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One can easily see that Si is a closed subspace of X . 
A set E is said to be an orthogonal set if for any pair x,y € E 
one has that x i y. Clearly the elements of an orthogonal set are 
linearly independent of each other. A classical result is that if X is 
separable then any orthogonal set in X is countable (s'ee §S.17 of [32J). 
Since we shall be dealing only with separable spaces, this justifies our 
nota tion 
(similar to the notation of sequences) to represent an orthogonal set. 
Sometimes, for clarity we denote 
where A is a countable set of indices. The particularization for cases 
where E has a finite number of elements is obvious. 
A set E is said to be orthonormal if E is orthogonal and each 
element cp € E has norm II cp " = 1 • An orthononnal set E is said to n n 
be complete if there is'no other orthonormal set E' F E such that 
E' :l E. It is easy to see th'at if E is a complete orthonormal set 
1 
then Ei =' {a} • Other standard results are: Any separable inner product 
space X has a complete orthononnal set E .=' {<P n}· If E =' {CPn} and 
E' ='{<p'} are two complete orthonormal sets for X then they have the n ,. 
same cardinality, that is 
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card(E) = card(E') • 
In particular, if X is finite dimension then 
card(E) = dim X • 
If E' = {~'} is an orthonormal set in X then there exists another 
.. n 
set E" such that E' u E" is a complete orthononnal set. (Clearly-
if E' is a complete orthonormal set then ~" = ~.) The proof of this 
last assertion uses Zorn's lemma (see §9.7 of [3 J). In section 5.4 we 
give a procedure for constructing E" = {~~'}, as above, when E' ~{~~} 
and a complete orthonormal set E =' {~n} are given. We shall call E" 
the completion of E' • 
If E = {~n} is a complete orthonormal set, we sometimes represent 
[X] = Span' {~n} 
We recall that Span(E) is the set of all linear combination of a finite 
number of elements of E (a pure algebraic concept).- The above definition 
depends on the complete orthonormal set {~n} ,. 
2.4.2 - Parseval's equality and Fourier series. 
Let E =' {~n} be a complete orthonormal set in X. Then, 
------ -- , 
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i) X = Span{~ } =" {E X ~ 
n n n n 
X € IF, E I x /2 < oo} 
n n n 
ii) The inner-product in X is given by the Parseval's equality: 
<x,y> = E <x,~ > <y,~ > • 
n n n (2.4. 1 ) 
iii) From the Parseval's equality one can express the norm of x by 
Ilxll = (E l<x'~n>12)~ 
n 
iv) Any x € X can be expressed by the convergent series 
x = E <x,~ > .~ 
n " n n 
which is called Fourier series expansion of x. The coefficients 
x = <x,~ > 
n n 
are called the Fourier-coefficients of x. 
2.4.3 - Orthonormal sets and closed subspaces. 
If S = Span{~k} '{~k} an orthonormal set in X, then 
i) S isa closed subspace of X and can be expressed by 
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iii) If x E X can be expressed by the convergent series 
2.4.4 - Orthonormal sets in dense subspace. 
Let S be a dense subspace of X and {~n} an orthonormal 
set in X. If the Parseva1 1s equality (2.4.1) holds for every XES 
then . {~n} is a complete orthonormal set. Also note that any complete 
orthonormal set in S is a complete orthonormal set in X. 
2.4.5 - Complete orthonormal sets for 2 L (O,l). 
If X = L2(O,l) over· R then the following sets {$n} 
complete orthonormal sets in X: 
"{~ } =" {Y'2 sin mrt} 
n n=1,2, ... 
{~ } =. {12 cos n1Tt} u" {1 }' 
n n=1,2, ... 
are 
"{~ } = {1} u {12 cos 2n1Tt} -1 2 u" {12 sin 2n1Tt} -1 2 " 
n n- , ,... n- , , ... 
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2.4.6 - The Gram-Schmidt orthogonalization process. 
Let E = {~n} be a countable set of linearly independent vectors 
in X. It is always possible to obtain an orthonormal set E' =" {~'} 
n 
from E. The Gram-Schmidt orthogonalization process is a well known 
procedure which accomplishes this. E' generated by this process has 
the property that for each k 
The Gram-Schmidt process can be described by: given E =" {~n} , 
the orthonormal set E' = {~'} is determined by 
n 
where 
tV 
~n ~' = n tV 
II ~n II 
tV 
~l = ~1 
n = 1,2, ..• 
k-1 
~k = ~k - E <~k' ~! >~ ~ , k > 1 • 
. i=l 1 1 
(2.4.2) 
In section 5.3 we present a generalization of this procedure to 
cases where E is not linearly independent. (We shall call it the 
"generalized Gram-Schmidt process".) 
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2.4.7 - Parallelogram law and Pythagoras theorem. 
Any two elements x,y € X satisfy 
" x+y 112 + II x-y /12 = 211 x 112 + 2/1y /12 
which is known as the parallelogram law. In the particular case x ~ y 
one has that 
(2.4.3) 
which is the generalization of Pythagoras theorem in geometry. 
2.4.8 - The structure of Hilbert spaces. 
If X is a finite dimension Hilbert space over IF then X is 
congruent (i .e., isometrically isomorphic) to Fn, where n. = dim(X) . 
If X is an infinite dimension Hilbert space over F , then X is 
congrue nt to 22 ove r IF • 
We recall that 22 is the space of all the sequences 
such that 
{x } 
n n=1,2, •.• 
L 
n=l 
X € IF 
n 
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The inner-product in 12 is given by 
00 
<x,y> = L Xn Yn n=l 
for x,y € 12 ' x = {x} 1 2 n n= , , ... and Y = {y } n ,n=l ,2, •.. 
2.4.9 - The weak limit. 
Weakly convergent sequences in a Hilbert space X h.ave a simpler 
representation: If' {x
n
} + x weakly, then 
<xn'y> + <x,y> for any y e: X • 
2.4.10 - The weak compactness property. 
Every bounded sequence in a Hilbert space has a weakly convergent 
subsequence. (Equivalently, every bounded set in a Hilbert space is 
weakly compact.) 
The above result is known as the weak compactness property and follows 
directly from the Bo1zano-Weierstrass theorem (see §27 of [2 ]). 
2.4.11 - Hilbert-Schmidt operators. 
Let X, be,a Hilbert space {~n} a complete orthonormal set in 
X and Te:!,(X) Th.e operator T is said to be a Hilbert-Schmidt 
operator if 
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It can be shown 04 ] that this definition does not depend on the 
choice of {~n} • 
If T:X + X is a Hilbert-Schmidt operator then T is completely 
continuous [14]. 
The Hilbert-Schmidt norm, IIIT/Il for a Hilbert-Schmidt operator 
T is defined by 
III T III = ( 1: "T ~ n 112 ) ~ 
n 
Every Hi 1 bert-Schmi dt opera tor T:X + Xis the 1 i.mi t (i n the topo 1 09Y 
induced by the Hi 1 bert-Schmi dt norm III· III ) of a sequence of operators 
Tn:X + X with R(Tn) finite dimensional. 
I fliT II denotes the norm of Tin the us ua 1 topo 1 09Y of ct(X) 
(see §2.2.4), then 
If T €L(U,X) and· {e.} is a complete orthonormal set in U then 
n 
T is said to be a Hilbert-Schmidt operator if 
1: liTe 112 < co 
n n. 
A Hilbert-Schmidt operator T:U + X is c6mpletely continuous [14]. 
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2.5 - CONTRACTIVE-TYPE MAPPINGS AND k-SET CONTRACTIONS. 
2.5.1 - Contractive-type mappings. 
The most popular mappings of contractive-type are the contractions 
which appear in the Banach contraction principle (see §2.6) and several 
other fixed point theorems. They are defined for mappings F:D c X + X 
by: F is a contraction (or a k-contraction)" in D if there exists 
k < .. 1 such that 
IIF(x)-F(y) II ~ k IIx-yl/ ¥ x,y € D. (2.5.1) 
Another class of contractive-type mappings also widely studied in 
fixed point theorems are the non-expansive mapping~ (which include the 
contractions). F is non-expansive in D if it satisfies (2.5.1) with 
k = 1 • Even more relaxed than non-expansive mappings are the so called 
locally almost non-expansive mappings. These were used by R.D: Nussbaum 
[33J also in the study of fixed-points. They are defined by: -given 
any xED and e > 0 one can find a weak neighbourhood Nx(e) of x 
in D such that F satisfies 
IIF(x)-F(y) fI $ Ilx-yll + £ (2.5.2) 
Generalised coritractions are another important class of contractive-
type." They were introduced by L.P. Be11uce and \4".A. Kirk in [6 1 and are 
defined by: F is a generalized contraction in D if for each xED 
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there exists k(x) < 1 such that 
IIF(x)-F(y),,:;;; k(x) IIx-yll for each y € 0 • (2.5.3) 
Kirk later showed that if F is continuously Frechet-differentiable in 
a bounded open convex set 0 then F is a generalized contraction in 
o if and only if II F ~ II < 1 for each x € 0, where F ~ represents the 
Fr~~het-derivative of F at x. 
Finally, we mention here nonlinear contractions, introduced by 
M.Z. Nashed and J.S.W. Wong in [30J for operators F:X + X. F is a 
nonlinear contraction on X if 
" F ( x ) -F (y) " :;;; k ell x -y fI) .JJ- x ,y € X (2.5.4) 
where now k(·) is a real-valued continuous function satisfying 
k(r) < r for r > 0 • 
2.5.2 - Measure of noncompactness. 
First we recall that the diameter of a set E eX, orE) , where 
X is a normed vector space, is defined by 
orE) = sup {/Ix-yll} 
x,y€X 
If E is~bounded then 0:;;; orE) < 00 and orE) = 0 if and only if 
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E = {xC} for some xo € X. We also recall the definitions of aE , 
a~ and El + E2 
Measure of noncompactness y(E) was defined by G. Darbo in [12 ] 
for bounded sets E as 
yeE) = inr{d>O:E can be covered by a finite number of sets 
of diameter ~ d}. 
Some properties, immediate from the properties of diameters are: 
i) yeE) = yet) 
ii) E c EI => yeE) ~ yeEI) 
iii) y(E) = 0 <=> E is relatively compact (i.e., r is compact). 
Darbo also showed some notso immediate properties which had application 
in fixed point theorems:(section 2.6)If X is a Banach space, then 
iv) y(El +E2) ~ y(El) + y(E2) 
v) y{aE) = lal y(E) 
vi) y{E) ~ y(convex closure of E) -
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vii) If En is a decreasing sequence of closed, nonempty sets with 
y(En) + 0 ,then nn~lEn is compact and nonempty. 
Some of these properties were crucial for the Darbo fixed point theorem 
(see section 2.6). 
2.5.3 - k-set contractions. 
Let F:D + X D S X, F. continuous. Darbo 02J introduced the 
following concept: F is a k-set contraction in D if 
y(F(E)) ~ k y(E) (2.5.5) 
for any bounded set E cD. 
Later other authors introduced other kinds of measure with similar 
properties also in the study of fixed point theorems. 
2.6 - FIXED POINT THEOREMS. 
One important tool in the study of the existence of a solution of 
a nonlinear operator equation is provided by the fixed p~int theorems. 
A classical result in this area is the Banach contraction principle presented 
by Banach in 1922 in his thesis [ 5 J where he-deals with complete normed 
spaces. It says that for some Banach space X of functions if D is 
the closure of an open bounded convex set_in X and F:D + X is a 
contraction mapping D into itself then there exists a unique solution 
x* of 
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x = F(x) (2.6.1) 
in D, called a fixed point of F. This principle also provides an 
iterative procedure for reaching the fixed point from any Xo ED: If 
'one takes the sequence' {x
n
} defined by 
then' {xn} + x*. This procedure is usually called successive 
a p pro x i rna t ion. ' 
(2.6.2) 
There have been many generalizations of this principle for mappings 
of contractive-type such as non-expansive mappings, generalized contractions, 
etc. '(See §2.5.l for definitions.) For' example, let F E op(X) , 
if F is a nonlinear contraction on X (see §2.5.l), then F has 
a unique fixed point x* E X and all successive approximations (2.6.2) 
converge to x*. Not all generalizations of the Banach contraction principle 
however provide an iterative procedure and some do not guarantee uniqueness 
of the fixed point either. 
Even before Banach, in 1910, the Dutch mathematician L.E.J. Brouwer 
had already obtai'ned another fixed point theorem which became the first 
of a series of results called topological fixed point'theorems. t (In 
general these fixed points the6rems do not offer uniqueness.) Brouwer's 
fixed point theorem [14] says that for X = lRn and D = Bl(O) in lRn , 
if F. maps D into itself then F has at least one fixed point. 
t ,They had this name because they were mainly for mappings F defined 
on a compact set D. 
- 39 -
Later, in 1930, the Polish mathematician P.J. Schauder developed 
the idea of Brouwer and established another classical result. Schauder's 
fixed point theorem [14J says that for X a Banach space, if F is 
completely continuous mapping 0 into itself then F has at least one 
fixed point. This theorem enabled Schauder and other contemporaneous 
mathematicians to prove existence of a solution of some differential 
equations which could not be proved using the contraction principle. 
We refer to the paper [21 J which is famous in this area. 
In 1955, the Italian mathematician G. Darbo defined the measure of 
noncompactness of a bounded set (see §2.5.2) as well as k-set 
contractions (see §2.5.3). Darbo's fixed point theorem [12 J 
says that for 0 a closed, bounded convex subset of Banach space X, 
if F is a k-set contraction in 0 with k < 1 , then F has a fixed 
point. 
After this many authors deduced a number of fixed point theorems 
for contractive type mappings with perturbations. These are mappings F 
of the type 
where F1 is a contractive type mapping (such.as a contraction, a non-
expansive mapping, etc) and F2 is either compact or completely continuous. 
Theorems of this kind usually require the satisfaction of a condition of 
the type 
JJ- x ,y € 0 
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or 
which is similar to the condition F(D) c D in the earlier theorems 
of Banach and Schauder. 
One typical result obtained from Darbo's theorem is: (see [ 33 ] 
If F = Fl +F2 maps D into D, Fl is either a contraction or a non-
expansive mapping and F2 is completely continuous, then F has a 
fixed point. It is nice to note that using this result one could deduce 
the Banach contraction principle (up to the existence of a fixed point), 
when F2 = 0, and Schauder fixed point theorem, when Fl = 0 . 
Among the numerous more recent papers which developed fixed point 
theorems from Darbo fixed point theorem we mention R.D. Nussbaum [ 33 ], 
L.P. Belluce and W.A. Kirk [6] and H.V. Petryshyn 134J. One could also 
find a good bibliography in the references of ~J. 
The Russian mathematician Petryshyn, who has papers in both fixed point 
theorems and iterative methods, obtained results which dropped 
the assumption F(D) cD, substituting for the condition: there exists 
a Xo E D such that if F(x) - xO= k. (x-xO) for some x E aD, then 
k ~ 1 . An example is the following theorem (see [34J): For X a uniformly 
convex Banach space, D a bounded open convex- subset of X and F:D + X 
satisfying the above condition, if F = F,+F2 ,F, a locally almost non-
expansive mapping and F2 a completely c?ntinuous mapping, then F has a 
fixed point. This is one of the most relaxed fixed point theorems not only 
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because it does not require F to map D into D but also because 
the condition on Fl is more relaxed than non-expansivity (see 
§2.5.1). However, the condition on F may be difficult to 
check which restricts the use of the theorem in practical applications. 
Apart from the method of successive approximations which is 
provided by some fixed point theorems there are numerous other numerical 
metQods developed to obtained fixed points [10,19J. 
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CHAPTER 3. 
SYSTEMS THEORY. 
Here (Z,II·llz) 1S a Banach space. called the state space. Elements 
of Z are called states and we denote them by zo' zf' zl' etc. 
3.1 - LINEAR SYSTEMS .. 
. 
The main.reference for this section is [11J. We consider linear 
systems in the canonical form: let U be a space of functions from the 
interval [O,TJ to a Banach space U, B:U + Z be a linear operator and 
A an operator which generates a strongly continuous se~igroup SC·) on 
Z. A linear system 1S usually represented in the form 
iCt) = Az(t) + Bu(t) , z(O} = Zo (3.1.1) 
which is called the dynamical equation of the system. The state Zo is 
called the initial state and u € U is called an input or control of the 
system. Sometimes only inputs u in a subset Uad of the space of input 
functions U are a11owed~ Uad is called the set of admissible controls. 
Let B € LOp(U,~(OI ,Z)} " 01 = [O,TJ be defined by 
(Bu}(t) = B u(t} 
By (2.3.8) the dynamical equation (3.1.l) in its mild form (usually 
referred to as the trajectory of the system) is given by 
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z(·) = S(·)zO + L(.)Bu , z(O) = Zo . (3.1.2) 
Sometimes the states z(t) , t € [O,T] are measured and the 
observation process is usually described in the following way: Let 
Y be a space of functions from [O,T] to a Banach space Y and 
C:Z + Y be a linear operator. The output 9f the system Ye € Y is 
Ye{t) = Cz{t) • (3.1.3) 
Now let C € LOp{~(DI,Z),Y) , DI = [O,TJ be given by 
(Cz{·)){t) = Cz{t) 
then the output equation (3.1.3) is equivalent to 
Ye = Cz (. ) • (3.1.4) 
3.1.1 - Controllability to a set E S Z • 
Let zf € Z be the final state of the system, . i.e., 
Zf = z{T) = S{T)zO + L{T)Bu (3.1.5) 
The dynamical equation (3.1.2) added .. with (3.1.5) may be represented 
in the compact form 
(3.1.6) 
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where Sand L are given by (2.2.3l) and (2.2.27) respectively and 
Z = (z{.),zf) is the pair trajectory-final state in the space of 
M{O,T;Z) type 
System (3.l.6) is said to be exactly controllable (in time T) to 
a set E S Z if for each state zd € E there is a control u € Uad 
such that (3.1.6) is satisfied with zf = zd. Clearly, exact 
controllability to E. is equivalent to 
E c S(T)zO + L(T)B{Uad ) • 
System (3.1.6) is said to be approximate controllable (in time T) to 
E if it is exactly controllable to a dense subs~t of E. Approximate 
controllability is equivalent to 
In the particular case Uad = U and E = Z, exact controllability 
to Z can be checked by the following condition: there'exists y > 0 
such that 
whereas approximate contro 11 abi 1 i ty to Z can be checked by the conditi on 
., * N[{L{T)B) ] =' {OJ • 
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* Note that (L(T)8) the adjoint of L(T)8 is given by 
* * * «L(T)8) z,)(t) = B S (T-t)z, 
The set 
R = S(T)zO + L(T)8(Uad ) 
is usually cal~ed the reachable set of the system. Setting E =' {zd} 
a .system is exactly controllable to zd if and only if zd E R • 
3.1.2 - Observabi1ity. 
Consider system (3.1.2) uncontrolled, that is, u = o. Then we 
have 
z(·) = S(·)zO z(O) = Zo 
and the output equation (3.1.3) becomes 
z(O) = Zo 
Note that equation (3.1.7) is the same as 
z - Sz 
- 0 z (0) = Zo ' 
for S given by (2.2.33) and z = (zo,z(.)) is the pair initial 
state-trajectory in the space 
~ ........ _~ ____ ,.0' _ 
(3.1.7) 
(3.1.8) 
(3.1.9) 
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M(O,T;Z) = Z X ~(D' ,Z) • 
System (3.1.9) is said to be initially observable if for each 
Ye E R(CS(.)) E Y there is only one Zo E Z such that (3.1.8) holds. 
Clearly in this case the initial state Zo and the trajectory z(·) = S~O 
can be determined uniquely from the observation Ye E Y. Initial 
observabi1ity is equivalent to 
N(CS(.)) = {a} • 
System (3.1.9) is said to be continuously initially observable if CS(·) 
has a continuous inverse (CS(.))-l defined on R(CS(·)). In this case 
small variation in the observation Ye will produce only small variations 
in the estimated initial state zO. Continuous initial observability 
is equivalent to the following condition: there exists y > 0 such that 
3.1.3 - Estimated States. 
For a given observation Ye E Y, we define z = (zO,z(.)) to 
be an estimated state if Zo satisfies (3.1.9) and 
which is the output equation (3.1.8). Clearly if system (3.1.9) is 
... 
initially observable and z* = (zO,z*(.)) is the estimated state for a 
given output ·Ye E Y then Zo is the initial state of the system and 
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z*(·) is the trajectory of the system. However, if (3.1.9) is not 
initially observable there may be more than' one estimated state for 
the same output y but only one of them will be the actual pair initial 
e 
state-trajectory. 
For a given £ ~ 0 ~nd Ye € Y we say that z = (zO,z(.)) is 
an £-estimated state if z satisfies (3.1.9) and 
C z ( .) = CS ( • ) Zo € B (y) i n Y. 
. £ e 
So, here we allow a possible error £ in the measurements. Clearly 
when we set £ = 0 the' definitions of £-estimated state and estimated 
state coincide. 
3.2 - NONLINEAR SYSTEMS. 
Let U, Uad and Y be as defined in section 3.1. A very general 
formulation of a nonlinear system may be given by the evolution equation 
i(t) = f{z,u,t) z(O) = zo (3.2.1 ) 
with output equation 
Ye(t) = h(z,u,t) (3.2.2) 
where u € U is an input (or control) and Ye € Y is an output {or 
.> 
observa ti on) . 
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Suppose that, for Zo = ZQ and u = U , z(.) is the solution of 
(3.2.1) on a time interval [O,TJ. Then, setting 
z(·) = z(.) + Zl(.) and u = U + ul 
one could obtain a linearised system of the type 
i ' (·) = A(t) Zl(t) + Bu'(t) + f'(z' (·),u 1 ,t) 
Y 1 (t) = y (t) - Cz ( t) = C Z 1 (t) + h 1 (z 1 , U 1 , t ) 
e e 
ZI(O) = Zl o 
which is time-varying in the linear part and therefore the mild solution 
would involve a mild evolution operator. Although it is possible to 
apply the techniques developed in chapters 6 and 7 to systems of the above 
type, technical details would mask the basic idea. For the sake of 
simplicity we consider in our analysis the simpler systems. 
z(t) = Az(t) + Bu(t) + Nz(t) , z(O) = Zo 
Ye = Cz(·) 
(3.2.3) 
(3.2.4) 
where the operators A,B and C are defined as in section 3.1 and N 
is a nonlinear operator in Op(~(OI ,Z)) , 01 = [O,TJ • 
C 1 ear 1 y th e mil d form 0 f (3. 2 . 3) i s 9 i ve n by 
z(·) = S(.)zO + L(·)Bu + L(·)Nz(·) , z(O) = zO. (3.2.5) 
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3.2.1 - Controllability. 
Let zf denote the final state, i.e. z(T). We can add 
(3.2.5) with the equation 
Zf = z(T) = S(T)zO + L(T)8u + L(T)Nz(·) 
and then write (3.2.5)-(3.2.6) in the more compact form 
(3.2.6) 
(3.2.7) 
where Sand L are given by (2.2.31) and (2.2.27) respectively and 
Z = (z(.),zf)' the pair trajectory-final state, lies in a space of 
M(O,T;Z) type. 
System (3.2.7) is said to be exactly controllable to a given 
desired state zd € Z if there is a control u € Uad such that (3.2.7) 
is satisfied with zf = zd. Clearly u drives the system from the 
initial state Zo at t = 0 to the final state zf = zd at t = T . 
Now consider the following more general definition of controllability 
to zd: Given e ~ 0 we say that system (3.2.7) is e-controllable to 
zd if there exists u €U ad such that (3.2.7) is satisf.ied with 
Clearly, if we set e = 0 then e-controllabi1ity to zd is equivalent 
to exact controllability to zd. 
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3.2.2 - Estimated states. 
Consider system (3.2.5) with u = 0, i.e., uncontrolled. Then 
(3.2.8) 
which can be written in the form 
z = SzO + LNz ( • ) z(O) = Zo (3.2.9) 
, where Land S are given by (2.2.32) and'(2.2.33) respectively and 
z = (zO,z(.)), the pair initial state-trajectory,lies in a space X of 
the type M(O,T;Z) (e.g., X = MP(O,T;Z) , P = 0 or 1 ~ p < ~) • 
The output equation is (3.2.4), namely 
y = Cz(·) 
e (3.2.10) 
Similarly to linear systems we define z = (zO,z(.)) € X to be 
an estimated state if z satisfies (3.2.9) and the output equation 
(3.2.10). For a given € ~ 0 we say that z = (zO,z(.)) € X is an 
€-estimated state if it satisfies (3.2.9) and 
Again, here we allow a possible error € in the measurements. Clearly, 
if we 'set '€ = 0 then 
z is an €-estimated state => z is an estimated state • 
. --- ---- .- . . 
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3.3 - STATE AND PARAMETER ESTIMATION. 
In this section we consider the joint problem of state estimation 
and parameter identification for a system 
i (t) = A z (t) + Ala + N (z (t) ,a), Z (0) = Zo € Z 
(3.3.1) 
Ye(t) = Cz(t) · 
where the operators A and C are defined as in section 3.1, A1 :Zl -+- Z , 
the nonlinearity N € Op(~(DI ,Z) x Zl ,~(DI ,Z» , DI = [O,T] and Zl 
is a finite dimensional Banach space of parameters a. with dim(Zl) = p 
(e.g., Zl = RP). System (3.3.1) may be derived from the 1inearisation 
of a system described by 
i(t) = f(z,u,a,t), z(O) = Zo 
y (t) = h(z,u,a,t) 
e 
The joint problem of state and parameter estimation is to construct 
the state z(t), t € [O,T] and identify the parameters a € Zl for 
system (3.3.1) when the observation Ye € Y is given. Observe that if 
we take system (3.3.1) without the nonlinearity N we have the system 
. 
z(t) =A z(t) + Ala z(O) = Zo € Z 
Ye(t) = Cz(t) (3.3.2) 
which has mild solution 
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(3.3.3) 
. Ye(t) = Cz(t) • 
Since the parameter a E Zl is assumed to be constant, the following 
equation can be added to (3.3.1) 
a = 0 
and hence (3.3.1) becomes 
which we call the overall system for (3.3.1). If we denote 
and 
c = [C OJ 
then the overall system (3.3.4) becomes 
........... - - _ .. - -~ .. 
• 
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z(t) = A z(t) + N z(t) , z(O) = zo € ""[ 
(3.3.5) 
and A generates the strongly continuous semigroup ~(.) given,by 
where 'I 1 
[ 
S(t) 
:S-(t)zO = 0 
is the identity on Zl and Ll(t) 
So the joint problem of state and parameter estimation of (3.3.1) 
is transformed in state estimation of (3.3.5) ?nd the techniques 
developed in chapter 7 for state estimation will then have an immediate 
extension for problems of state and parameter estimation of systems of 
this type'. 
In the sequel we present some results obtained for system (3.3.1) 
which will have some application in section 7.2. 
3.3.1 - Overall observabi1ity. 
Observe that'the linear part of (3.3.5) has the mild solution 
" z(t) = ~(t)zO ' z(O) = Zo € ""[ 
(3.3.6) 
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Basically equations (3.3.3) and (3.3.6) are the same, howevever 
when we refer to the overall system (3.3.6) we mean a system with state 
space I = Z x Zl whereas we regard (3.3.3) as a system with state 
space Z and a perturbation. ' 
We say that (3.3.3) is initially (continuously initially) overall 1 
observable if system (3.3.6) is initially (continuously initially) 
observable. 
Clearly if we have initial overall observability of (3.3.3) then 
~(·):7 ~ Y is a one-to-one mapping and this clearly implies that 
CS(o):Z ~ Y is also a one-to-one m~pping and therefore we have initial 
observability of (3.3.3). It is also immediate to verify that continuous 
initial overall observability of (3.3.3) implies continuous initial 
observability of (3.3.3). 
Suppose now that Al is not injective, i.e., N(Al)~' {O}. Thus 
we can find 00 € Zl ' 00 I 0 such that AloO = 0 and for ZQ = (0'00) F 0 
we have 
which implies that N(Cs"(o)) I'.{O} , that is, the overall system cannot 
be either initially nor continuously initially observable. 
Summarizing these two necessary conditions for overall observability 
we have 
3. 3. 2 - Lemma." 
If system (3.3.3) is initially (continuously initially) overall 
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obse rvab 1 e, then 
i) system (3.3.3) is initially (continuously initially) observable; 
ii) Al is a one-to-one mapping. (3.3.7) 
o 
. Actually if (3.3.7) does not hold we have more parameters than really 
needed in the model since we can redefine a in the new space of 
parameters Zl = Zl/N(Al ) of smaller dime~sion than Zl. If 
[aJ: Zl is the equivalent class of a + ~ for which Al(~) = 0 and 
Ao Ao 
Al : Zl + Z is defined by 
.... 
is a one-to-one mapping. We can easily give a norm to Zl 
such that it will also be a finite dimensional Banach space (e.g., 
take ~ = P(a) to be the representative of the class [a] € Zl- where 
P is any linear projection satisfying N(P) = N(Al ). Hence 
gi ves the wanted structure for (Zl ,II ·Ul )). 
. 1 
In the sequel we shall assume that Al satisfies (3.3.7), i.e., 
Consider now the following theorem which establishes another necessary 
.. ~ - - - - -~ . 
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condition for overall observabi1ity 
3.3.3 - Theorem. 
Let e € LOp(l,ZxY) be given by 
(3.3.8). 
If system (3.3.3) is initially overall observable then 
N(e) =" {OJ • (3.3.9) 
Proof. 
Assume that (3.3.3) is initially overall observable but (3.3.9) does 
not hold, that is N(e) f" {O}. Hence, there is (zO,a) € V(A) x Zl ' 
(zO,a) f 0, such that 
(3.3.10) 
= 0 • (3.3.11) 
Acting eS(·) on both sides of (3.3.10) and integrating on [O,t] , 
t ~ 0, we get 
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Thus, since Zo € D(A) we can write 
(3.3.12) 
and hence, substituting (3.3.11) in (3.3.12) we obtain 
JJ- t ~ 0 
and therefore, since D(A) is dense in Z, 
N(CS(·)) F 0 
which is a contradiction to the assumption of overall observabi1ity. 
So (3.3.9) must hold. Q.E.D. 
We shall now consider systems with finite dimensional state space 
Z. Suppose that dim(Z) = n (i.e. n states), dim(Zl) = p (i.e., 
p parameters) and dim (Y) = q (i.e., q outputs). We can assume, 
without loss of generality, that 
Also ,suppose that A, A, A1 and C are respectively the (n+p x n+p), 
.' 
(n x n), (p x n) and (n x q) matrices representation of these operators. 
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Now the concepts of initial (overall) observabi1ity and continuous 
initial (overall) observability coincide we shall call them both 
(overall) observabi1ity. 
Observe that 0 defined in (3.3.8) is now a (n+q x n+p) matrix. 
Consider the following theorem 
3.3.4 - Theorem. 
System (3.3.3) is overall observable if and only if 
(a) system (3.3.3) is observable; 
(b) rank (0) = n + p 
where 0 is given by (3.3.8). 
Proof. 
Necessity: Assume (3.3.3) is overall observable then, by lemma 
3.3.2 we have that (a) holds and by theorem 3.3.3 we have that (b) holds. 
Sufficiency: Assume that (a) and (b) hold but (3.3.3) is not overall 
observable. Thus, 
for s'ome(zO,a) =f (0,0), (zO,a) € Z x .~1 • Setting t = 0 we, 
have 
(3.3.13) 
Cz = 0 o 
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and from (3.3.13) we can also write 
and hence, 
(3.3.14) 
(3.3.15) 
By (a) we have that CS(·) has left inverse and therefore (3.3.15) 
becomes 
If we set z = (zO,a) then (3.3.14) and (3.3.16) 'imply that 
ez = 0 for some z f 0 
which is a contradiction to assumption (b). So, when (a) and (b) 
hold system (3.3.3) must be overall observable. This concludes the 
proof. 
Q.E.D. 
3.3.5 - Corollary. 
A. necessary condition for overall observability ;s 
q ~ p 
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(i.e., the number of outputs is not less than the number of parameters). 
Proof. 
Immediate from theorem 3.3.4. 
A standard result in finite dimensional linear system theory is 
that system (3.3.6) is observable if and only if 
rank (O) = n + p (3.3 •. 17) 
where 0 is the observability matrix for system (3.3.6) given by 
o = cr' A'G' ••• A' (n+p-1 )C'] .. (3 .. 3.18) 
Clearly (3.3.l7) gives necessary and sufficient conditions for overall 
observabi1ity of (3.3.3) which does not require to check observability 
of (3.3.3). We shall see in theorem 3.3.7 that condition (3.3~17) has 
a simpler form when 0 is given by (3.3.18). First we see the following 
resu1 t: 
3."3.6 - Lemma. 
Let 6A{A) be the characteristic polynomial of A, then 
A . A 6 (A) = 0 • 
Proof. 
Let Y1'Y2' ••. 'Yn be the coefficients of the characteristic 
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po1yno~ia1 of A i.e., 
(3.3.19) 
where In is the identity on IRn. Setting YO = 1 , (3.3.19) becomes, 
and hence 
n . 
= 1': y. A n-1 
. 0 1 1= 
A n. b. (A) = 1': y. An- 1 
. 0 1 1= 
--k = [A ok Ako-1 All Now, since A" 
~ = In+p = [~n I: 1 we obtain 
n An- i 
b.A(A) 1': 
y. 
i ==0 1 = 
0 
b.A(A) 
= 
0 
for all k ~ 1 and 
n-1 . 1 
(1': y.An- 1 - A ) 
. 0 1 1 1= 
YnIp 
n-1 . 
(1': y.An- 1 - 1)A 
. 0 1· 1 1= 
YnIp 
Therefore', computing Ab.A(A) we get 
--- -- " .. 
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o o 
and applying Cayley-Hamilton theorem (i .e., ~A(A) = 0) , we complete 
the proof. 
Q.E.D. 1 
3.3.7 - Theorem. 
System (3.3.3) is overall observable if and only if 
rank (7J) = n + p 
where 7J is the matrix formed by the first (n+1)q columns of the 
rna t ri x 0 i n (3 • 3. 18), th a tis 
. [C I 7J= 
o 
Proof. 
Using lemma 3.3.4 we can write 
where y. , 1 sis n are the coefficients of 6A(A) 
1 
polynomial of A. Thus, 
2 
+ y 1A + y it = 0 n- n 
the characteristic 
- 63 -
which means that xn+l , and so An+k for all k ~ 1 , can be 
expressed as a linear combination of xn , ~-l , •. ,A • Therefore 
the columns of the matrix 
(3.3.20) 
can be written as a linear combination of the columns of O. But 
matrix (3.3.20) are exactly the last q(p-l) columns of 0 defined 
in (3.2.18) and therefore condition (3.2.17) (i.e., rank 0 = n+p) 
can be relaxed to become rank 0 = n + p and we end the proof. 
Q.E.D. 
3.3.8 - Ending remark. 
Observe that 
(columns of 0) - (columns of 0) = (p-l)q. 
In the case p = 1 (only one parameter), 0 coincides with O. 
Otherwise 0 is a smaller matrix. 
o 
, 
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CHAPTER 4. 
PROJECTIONS. 
In this chapter we present some classical results about projections 
as well as bring some new concepts related with projections which will 
have applications in later chapters. Projection here has the broad 
definition of an idempotent operator and in our treatment we usually 
. 
associated a projection P with its range S = R(P) . Linear pro-
jections and orthogonal projections are particular cases treated in 
sections 4.2 and 4.3 respectively. 
Among the new concepts we have: "semi-characteristic" and 
"characteristic functional"for a set S, CPs (introduced in example 
4. 1 .8) , II acti ve mappi ngs II Q under a proj ecti on P (i ntroduced in 
section 4.5) and "uniform projections" (introduced in section 4.7). 
In section 4.4 we show that an orthogonal projection P maps 
open sets of X into open sets of R(P) as well as closed and bounded 
sets into closed and bounded sets. Unfortunately the author could not 
find reference for these two simple statements and the full proof is 
carried out here. These results will be extended to.linear operators 
with closed range in chapter 5, a result which will be used in applications 
to control theory in chapter 6. 
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4.1 - PROJECTIONS. 
In the present treatment we usually associated each projection 
P to a set S = R(P) • 
4.1.1 - Definition of Projection. 
A mapping p:X ~ X is said to be a projection onto S = R(P) 
if p2 = P (i.e., P is idempotent). 
We shall always assume that S is non-empty. Clearly any non-
empty set SeX has a projection P (e.g., P defined by Px = x 
if x € Sand Px = Xo for some Xo € S if x t S) , though P may 
be noncontinuous. Elementary examples of continuous projections Ponto 
S are: P = I (identity) for S = X and Px = Xo for S = {xC} 
We s hall call P a "1 i n ear p roj ec t i on II i f Pis a pro j e c t ion and 
a linear operator in X (see sections 4.2 and 4.3). In the particular 
case P is a closed linear operator densely defined in X (see §4.2.8) 
we call "closed projection". 
4.1.2 - A Property. 
Every projection Ponto SeX, independent of being linear 
or even continuous, satisfies. 
S = N(I ~ P) = {x € X Px = x} 
o 
4.1.3 - Theorem. 
If P:X ~ X is a continuous projection .(not necessarily linear) 
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onto SeX, then S is closed. 
Proof. 
Follows immediately from property 4.1.2 since P continuous 
implies (I-P) continuous. 
o 
This result is also valid in a more general context of topological 
ve~tor spaces (see [37J). 
The converse of this theorem is obviously not-true, however if 
S is compact we have the following result: 
4.1.4 - Theorem. 
If P is a projection onto a compact set SeX, then P is 
a compact operator. If in addition P is continuous, then P is 
completely continuous. 
Proof. 
Follows immediately from definitions of projection, compact operators 
and completely continuous operators (see §2.2.1). 
4.1.5 - Examples of projections. 
i) This is a classical example of a continuous projection 
P:X ~ X into S = Ba(O) = the closed ball of radius a centred at the 
origin: 
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x if II x II ~ a 
Px = (4.1.1)" 
ax 
N if "xII> a 
Observe that if x t 5 => Px € as = {x € X:llxll = a} . P in (4.1.1) 
is called a-radial retraction mapping [26]. 
ii) If 51 is a closed, convex subset of X such that· 0 € Int(SI) 
then a generalization of the a-radial retraction is given by the continuous 
mapping pl:X ~ X 
(4.1.2) 
where YS:X ~ R is given by 
1 if x € 5 
YS(x) = 
sup{k>O:kx € S} if x I- S • 
This is also a classical example. Observe that, similarly to (i), if 
x t S => piX € as • 0 
4. 1.6 - Projecti ons onto a closed and convex set of a u'ni formly convex 
Banach space. 
If X is a uniformly convex Banach space and SeX is a 
closed and convex set then a well defined projection onto S is giVen 
by P:X -+,.X 
; - - -- - - .-
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Px = the closest element to x in S (4.1.3). 
that is, Px € Sand 
Upx-xll < IIx-x l II ¥ Xl € S, Xl F Px . 
This follows since any closed and convex set in X has a unique 
element of minimal norm· [26J, a result which has been widely used in 
op~imization, specially in cases where X is a Hilbert space [4, 23J. 
Note that Px € as if xiS . 
4.1.7 - Theorem. 
P given by (4.1.3) is continuous. 
Proof. 
See §1.3 of [26J. 
o 
4.1.8 - More examples of projections. 
i) Let S be a closed and convex set with 0 € Int(S) and -Pi 
be the projection onto S given by either (4.1.2) or (4.1.3). Consider 
P:X + X given by 
piX 
Px = cf>s(x) (4.1.4) 
where cf>S(x) = 1 + IIx - plxl(. Clearly P is also a continuous projection 
onto S. Observe that now Px € Int(S) for any xiS. One can easily 
.------ .... 
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see that P in (4.1.4) has the property: the further x is from S, 
the closer Px is to the origin. 
ii) We can give a more general form for P in (4.1.4). Suppose 
~S:X ~R is a continuous functional with the properties 
(4.1.5) 
and 
~S{x) = 1 if x € S • (4.1.6) 
We shall call ~S a "semi-characteristic functional ll for S .. 
Let pl:X ~ X be any conti nuous. projecti.on onto SeX, then 
P:X ~ X given by either 
or Px = PI{~S{X)x) (4.1.7) 
are two new continuous projections onto S. If S is convex and 
o € S then, if x € S, kx € S for all 0 ~ k ~ 1 and we have that 
are also continuous projections onto S. Moreover, if S is a subspace 
of X then 
, Px = ~S(X)P'x , Px = ~S(X)P'(CPS(X)x), Px = CPS(X)PI(~S(X))' etc. 
(4.1.9) 
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are also continuous projections onto S. Further projections could 
still be found by using more than one semi-characteristic functional 
CPs • 
We call CPs a "characteristic functiona1" for S if (4.1.5) 
holds and 
CPS(x) = 1 <=> XES . 
Some examples of characteristic functiona1s are given by 
for any m > 1 and Ys given by (4.1.2), and"a1so by 
cP ( x ) = mIl p I X - x" + 1 
S IIplx-xll + 1 
for any m > 1 and any continuous projection pi onto S. 
Both CPs in (4.1.11) and (4.1.12) satisfy 
(4.1.10) 
(4.1.11) 
(4.1.12) 
This example shows the variety of projections onto S we can 
generate once we have one projection pi onto S. We shall see ~ore 
applications of cha~acteristic functiona1s in §4.2.7 and in section 4.7. 
Note that if CPs and CPs I are two semi-characteristic functiona1s 
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for S then so is ~S given by either 
~s (x) = ~S (x) ~S I (x)' 
or 
Also, ~S will be a characteristic functional for S if either 
~S or ~s I (or both) is a characteristic functional for S 
iii) Suppose that S is such that 
for some closed subspace Xs of X. This is the case if, for example, 
S c R(T) for some linear operator T:U + X which has closed range. 
If pi :XS + Xs and P:X + X are continuous projections onto Sand 
Xs respectively, then P:X + X defined by 
P = P 115" 
is clearly a continuous projection onto S · 
An application of P in (4.1.13) is in cases where 
S = T(U d) a 
(4.1.13) 
for some closed, convex and bounded subset Uad S U • We shall see 
in chapter 5 that if U is a Hilbert space, since Uad is closed and 
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bounded then 5 is closed (and bounded too). But Uad is also convex 
so 5 is closed and convex and therefore we could set PI:X5 + X5 ' 
X5 = R(T), the projection given by (4.1.3). 
If in addition Uad is symmetric (or any set which contains the 
origin of U in its interior), then 5 as a subset of (X5 ,II·Ux) will, 
contain the origin in its interior for some subspace X5 S R(T) and 
PI:X5 + X5 could also be the projection onto 5 given by (4.1.2). 
iv) If P1 and P2 are two continuous projections onto 5 then· 
it is easy to verify that 
(4.1.14) 
is also a continuous projection onto 5. 5imi1ar1y, if P1, ..• ,Pn 
are n continuous projections onto 5, then 
1 n 
P = - L P. (4.1.15) 
n i =1 1 
is a continuous projection onto 5 as well. 
o 
4.1.9 - Projection onto translated sets. 
If P:X + X is a continuous projection onto 5 and 51 l' th 
.s e 
set 
5' = x + 5 (4.1.16) 
for a fixed x EX, then pl:X + X given by 
-.. - ----' 
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piX = x + P(x - x) (4.1.17) 
is a continuous projection onto 51 . 
One application of pi in (4.1.17) is in cases where 0 t SI (or 
o t Int(5 1)) . Then, for some X € 51 = (respect; vely x € Int(5 I)) , 
we defi ne 
S = - x + SI 
Clearly, 0 € S (respectively 0 € Int(S)) and for any projection P . 
onto S, pI given by (4.1.17) with x = - x is a projection onto SI 
If P :X ~ X is any continuous projection onto the closed ball 
e: 
Be(O) (e.g. the e-radia1 retraction given by (4.1.1)) then, Pd:X ~ X 
is a continuous projection onto the closed ball Be:(xd). 
4.1.10 - Projections defined in 0 £ X 
In definition 4.1.1 a projection P is a mapping from a vector 
space X into itself. One could also consider projections P defined 
in 0 S X . 
A mapping p:o ~ 0, 0 £ X is said to be a projection onto 
S = R (P) if p2 = P • 
Note that if P:X ~ X is a projection onto S then P/O is not 
necessarily a projection. However, if P maps 0 into 0 then 
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P/D:D + D is a projection onto S n D. Also, if D ~ S then P/D:D + D 
maps D into D and is a projection onto S. 
4. 1 • 11 - Rema rk • 
If D n S is nonempty and also ! {xO} , that is, D n S has, 
more than one element, then a projection Ponto S cannot be a 
contraction in D since for x,y E D n S, with x F y, one has that 
IIPx" - pY11 = /Ix - yll. In particular, if S is a nonempty set with at 
least two elements, P is not a contraction in X. 
For the same reason P is never a generalized contraction, nor a 
nonlinear contraction either. 
In some cases P may be a non-expansive mapping and one example 
of this is the projection P in (4.1.3). Further examples will be 
provided by orthogonal projections in section 4.3. P can also be a 
locally almost non-expansive mapping (see definition in §2.5.l). 
4.1.12 - Example. 
o 
Let P:X + X be continuous projection onto SeX and suppose 
that for some p ~ 1 P satisfies 
for all x € X '. (4.1.19) 
(Obviously if S is nonempty, p could never be < 1). 
Now,~for some D such that SeD S X, let N:D + X be a nonlinear 
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mapping. It is easy to verify that the following relations hold: 
i) If N is a k-contraction in D and kp < 1 , then PN is 
a kp-contraction in D. 
ii) If N is a non-expansive mapping in D and p = 1 , then 
PN is non-expansive in D. 
Similar conditions could be obtained for PN to be a generalized 
co~traction, a nonlinear contraction, etc. 
4.2 - LINEAR PROJECTIONS IN NORMED VECTOR SPACES. 
Linear projections were defined in §4.1.1 as projections which 
are linear operators in X. This includes the cases where P is 
continuous (or bounded), completely continuous (or compact) and closed 
(densely defined) operators in X. 
4.2.1 - Properties of Linear Projections. 
If P:X + X is a linear projection onto S, then 
i) S is a subspace of X; 
ii) (I-P) is a linear projection onto S = R(I-P) 0; 
iii) N(P) = R{I-P) ; 
iv) S n N(P} = {O} 
If, in addition, P is continuous,then 
v) S + N{P) = X ; 
vi) S is a closed subspace of X • 
o 
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Proof. 
i) 'Ob vi 0 us . 
ii) Clearly (I-P) , is linear and (I_p)2 = (I-P) . 
iii) Immediate by applying property 4.1.2 to the projection (I-~) . 
iv) Follows since x € S n N(P) => x = Px and Px = 0 . 
v) For any x € X write x = Px + (I-P)x. Clearly Px € Sand 
(I-P)x € R(I-P) = N(P) by (iii). 
vi) This is a particular case of theorm 4.1.3. 
Q.E.D. 
4.2.2 - Complemented Subspaces. 
A closed subspace S in a Banach space X is said to be 
complemented if there exists a closed subspace SC of X such that 
S n SC = {a} 
and 
S + SC = X . 
In this case X is said to be the direct sum of Sand SC, 
represented by 
and every x € X can be uniquely expressed by 
c 
with' xl € Sand x2 € S · 
(4.2.1) 
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Observe that if X is complete and P:X + X is a continuous linear 
projection onto a set SeX then (by properties 4.2.1(iv) and (v)), 
S is complemented and 
X = S (B N(P) • 
Now let S be complemented and define P:X + X 
Px = xl (4.2.2) 
where xl is given by (4.2.1), P is a projection onto S . 
4.2.3 - Theorem. 
If S is a complemented subspace of a Banach space X then 
there exists a continuous linear projection Ponto S and is given 
by (4.2.2). 
Proof. 
The existence of P ;s obvious. To see that P in (4.2.2) is 
continuous we refer to §5.16 of [37J. 
4.2.4 - Corollary. 
o 
A closed subspace S of a Banach spac~ X is comp1ementeg if 
and only if there exists a continuous linear projection Ponto S. 
Proof. 
Follows from theorem 4.2.3 and properties 4.2.1(iv) and (v). 
o 
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4.2.5 - Theorem. 
If P is a linear projection onto a closed subspace S of a 
Banach space X and N(P) is closed, then P is continuous. 
Proof. 
See §4.8 of [38J. o 
4.2.6 - Theorem. 
A linear projection P:X + X onto S is completely continuous 
if and only if S is a finite dimensional subspace of X. 
Proof. 
Necessity. If P is completely continuous then S must be of 
finite dimension otherwise we could find an infinite set {en} of linearly 
independent elements of S = R(P) with lien" = 1 
P would not be completely continuous. 
and si nce Pe = e n n' 
Sufficiency. If S is a finite dimensional subspace of X, then 
P(E) is compact for any bounded set E eX. This implies that P is 
compact and therefore completely continuous since P is linear. 
Q.E.D. 
4.2.7 - Example. 
Here we show an example which will be useful in applications of 
state estimation in chapter 7. Let X = MO(O,T;Z) = C(O,T;Z) x Z (see 
§2.2.6)". S(.) and S as in (2.2.33) (see §2.2.7) and define j):X + X by 
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(4.2.3) 
Clearly P is a continuous linear projection onto S given by 
(4.2.4) 
This implies, by theorem 4.1.3, that S is a closed subspace of X. 
Observe that P does not take account of the component 
.. 
x(·) E C(O,T;Z). Now let ~S:X +R be the functional defined by 
(4.2.5) 
Clearly ~S satisfies (4.1.5) and (4.1.10) and hence it is a characteristic 
functional for S (see example 4.1.8(ii)). Take ~I : X + X 
(4.2.6) 
then pi is a continuous (nonlinear) projection onto S which takes 
account of the component x(·) E C(O,T;Z) • 
Let now X = MP(O,T;Z), 1 ~ p < ~. Again ~ in (4.2.3) and 
pi in (4.2.6) are two continuous projections (in X) ,onto S and by 
P theorem 4.1.3 S is closed in M (O,T;Z) • 
o 
4.2.8 - Closed Projections. 
Yncomplemented subspaces S do exist in some Banach spaces 
(which are not Hilbert spaces) and in these cases there will be no 
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continuous linear projection onto S. Examples of uncomp1emented 
subspaces of LP type spaces with p > 1 , p f 2 were first given 
by F.J. Murray [27] in 1937. Later, in his paper [28] of 1945, Murray 
defined the concept of IIquasi-complementsll. A'closed subspace SC is 
a quasi-complement of a closed subspace S if S n SC =' {OJ and 
S + SC is dense in X. 
Murray [28J showed that every closed subspace of a separable 
* reflexive Banach space X with X separable has a quasi-complement. 
Also, proper quasi-complements are not unique. That is, if SC is a 
quasi-complement which is not a complement then there is a proper subset 
S· c SC which is also a quasi complement and SC is itself a proper 
subset of a quasi-complement S·· . In other ~ords quasi-complements can 
be expanded or contracted to other quasi-complements. 
Clearly any x € S + SC where SC is a quasi-complement of S 
has the unique representation (4.2.1). The projection P:X + X onto S 
given by (4.2.2) is closed and densely defined in X with V(P) = S + S~ • 
G.W. Mackey [24] in 1946 generalized Murray's results to separable' 
normed vector space X. 
So, complemented subspaces are associated with continuous linear 
projections (see theorem 4.2.3) whereas uncomplemented subspaces are 
associated with closed projections. 
It can also be 'shown (see §4.8 of [38J) that if P is a closed 
projection onto S then S is closed. 
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4.2.9 - Remark. 
The following results from the above discussion: If S c Xs ' 
Xs is a subspace of X· and Xs is not dense in X then there exists 
X eX, X = N(P) for some linear projection Ponto XS ' such c c 
that Xs n Xc = {O} and 
Xs + Xc is dense in X if P is closed (4.2.7) 
or 
Xs + Xc = X if P is continuous. (4.2.8) 
Similarly, if P is any closed (respectively continuous) projection 
onto Xs then Xc = N(P) satisfies Xs n Xc = {O} and (4.2.7) 
(respectively (4.2.8)). 
o 
4.3 - LINEAR PROJECTIONS IN INNER PRODUCT SPACES. 
In this section X denotes the inner product space (X,<,» 
and 11·11 is the nonn generated by <,> • 
4.3.1 - Orthogonal Projection. 
J. Let S be a closed subspace of X and S the orthogonal 
complement of S (see §2.4.1Y. A linear projection Ponto S is 
called orthogonal projection onto S if 
J. N(P) = S • (4.3.1 ) 
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If (4.3.1) does not hold P is called an oblique (linear) projection. 
It can be shown that if P is an orthogonal projection onto S then 
* P = P i.e., P is self-adjoint (see [36,38, 39J). 
Consider the following example: S = Span{~t} where {~k} is an 
(infinite or finite) orthonormal set in X (see §2.4.3). S is a c10sep 
subspace of X. Take the projection P:X ~ X onto S 
(4.3.2) 
Observe that x € N(P) <=> Px = 0 <=> <x'~k> = 0 for all k <=> x € S~. 
So (4.3.1) holds and therefore P in (4.3.2) is an orthogonal projection 
onto S. By the next theorem if X is a Hilbert space then P is 
uni que. 
4.3.2 - The Projection Theorem. 
Let S be a closed subspace of a Hilbert space X. There is 
only one orthogonal projection Ponto S and it can be expressed by 
(4.1.3). S and S~ are both complemented and 
Proof. 
For a classical exposition of these results see any of the following 
references [2, 3, 4, 16, 23, 32, 36J. 
o 
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4.3.3 - Corollary. 
Let P be the orthogonal projection onto a closed subspace 
SeX. Then: 
i) (I-P) is the orthogonal projection onto Si 
i i ) Bo th P and (I -P) € t, (X) ; 
iii) IIPI~(x) = II (I-P)II.t(X) = 1 • 
Proof. 
i) Immediate by property (4.1.2) and definition of orthogonal 
projection. 
ii) Follows from the projection theorem and theorem 4.1.7. 
iii) See [32J. 
o 
4.3.4 - Theorem. 
Let U and X be two Hilbert spaces. If T:U + X is a 
linear transformation and P:U + U is the orthogonal projection onto 
S = N(T)i c U, then: 
i ) T = TP (4.3.3), 
IV IV ii) T:S + R(T) defined by Tu = Tu , U € S ,;s a bijection and 
therefore the inverse 
1-1 : R(T) + S (4.3.4) 
, exi 5 ts. 
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iii) S = N(T)~ = R(T*) . 
-- -- * 
iv) T(S) = R(T) = N(T )~ . 
Proof. 
Clearly 
u = Pu + (I-P)u 
Since (I-P) u E N(T) , (4.3.3) follows immediately and hence (i) is 
proved. This also implies that t is a surjection ~ince for x E R(T) 
~ ~ 
take u such that Tu = x => TPu = TPu = x. But T is also an 
~ ~ 
injection since for u1,u2 E S such that TU1 = TU 2 = x => (u1-u2) E N(T) = 
= S~ => (u1-u2) = 0 => u1 = u2 . So (ii) is proved. 
The proof of (iii) and (iv) can be found in any of the following 
references: [3, 23, 32]. 
Q.E.D. 
4.3.5 - Generalized Inverses. 
Let U and X be two Hilbert spaces. If T:U + X is a 
linear transformation such that R(T) is closed in X then the 
generalized inverse of . T, denoted by Tt , is the linear transform-
ation from X to U uniquely defined by the following three properties: 
(see [7, 13, 29]): 
t * ~ 
·i) T Tu = u for all u E R(T ) = N(T) 
* ~ for all x E N(T ) = R(T) 
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* .l iii) If xl € R(T) and x2 € N(T ) = R(T) then 
t t t T (x1+x2) = T xl + T x2 
The generalized inverse Tt:X + U of T' is an extension of 
'V-1 t -I T in (4.3.4) to all X. Moreover, T € Jv(X,U) (see [13, 23])~ 
One of the nicest properties of generalized inverse is that if 
x € R(T) , then u = Ttx is the element of minimal norm among all 
ul.€ U such that Tu l = x. If however x t R(T) then Xl = Tu = TTtx 
is the closest element to x in R(T) , that is flxl-xl! < II x" -xii , 
J.J- XII € R(T) , Xl f:. x" These properties follow from the fact that one 
can express the orthogonal projection P:U + U onto .l S = N(T) c U by 
t P = T T , 
and the orthogonal projection P:X + X onto T(S) = ~(T) c X by 
t 15" = TT . (4.3.5) 
4.3.6 - Example. 
Here we present an example which will be used in chapter 6., 
Let X = M~(O,T;Z) = HS(O,T;Z) x Z (see §2.2.6) and S the subspace 
of X given by 
S = R(LB) = {(L(·)Bu,L(T)Bu) € X : u € U} (4.3.6) 
and suppose S is closed. Then (LB)t:~ + U is a well defined bounded 
linear transformation and the orthogonal projection P:X + X onto S is 
. given by 
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p = (L8) (L8) t • 
Now suppose that R(L(.)8) is closed in HS[O,T;ZJ, then 
(L(· )8) t:Hs [0, T;ZJ + U is also well defined and pl:X + X 
is a continuous projection onto S • 
(4.3.7) 
(4.3.8) 
• The projections P and pi are different, that is, pi is ob1 ique. 
This follows since if Px = L8u for some u E U ,then u is such that 
is minimized whereas if ~IX = L8u l then u l is such that only the 
first summand IIL(·)8u ' - x(·)11 HS is minimized. In fact 
P'(x(·),xf ) =P'(x(.),O) , lJ-xf E Z. 
Now suppose R(L(T)8) is closed in Z, so (L(T)8)t is defined 
and consider the mapping II1:X + X 
(4.3.9) 
III is not a projection onto S since if we take x = ,(x( ·),xf ) E'S 
with x(-) f ° and, xf = ° we have II1X = ° f x. However, III is 
a continuous linear projection onto the closed subspace 51 c 5 
Sl =' {(L(-)8u,L(T)8u) E X U E N(L(T)8).L} c S • (4.3.10) 
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Now let P be any continuous projection onto S (e.g. P = ~ 
in (4.3.7) or P = pi in (4.3.8). We define n2:x + X by 
(4.3.11) 
, 2 
It is easy to check that (n2) = fi2 ' i.e., II2 is a continuous 
projection onto R(n2) . Moreover, n:X + X given by 
II = II1 + II2 (4.3.12) 
is a continuous projection onto S. If P is linear then II is also 
1 i near. 
o 
4.3.7 - Remark. 
By corollary 4.3.3(iii) if P is an orthogonal projection onto 
a closed subspace S of a Hilbert space then both P and (I~P) 
satisfy (4.1.19) with p = 1 and since orthogonal projections are 
linear, both P and (I-P) are non-expansive mappings. In fact 
orthogonal projections are the only non-expansive linear projections. 
Any oblique (linear) projection P has norm flpl! > 1 and therefore 
cannot be non-expansive. 
It is also clear that orthogonal projections are locally almost 
non-expansive mappings (see §2.5.1). 
o 
4.3.8 - Remark. 
If X. is the Hilbert space M2(O,!;Z) and P:X + X is given 
. ~-_..# ...... 
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by (4.2.3) then P is an oblique projection. 
To see this first take 
(4.3.13) 
for some xo € Z , Xo f O. Thus, for x = (xO,x(.)) as in (4.3.13) 
one has that the inner-product 
(4.3.14) 
Now suppose P is an orthogonal projection, thus 
«I-P)x, PX>X = 0 for all x € X. (4.3.15) 
But (4.3.15) is equivalent to 
and hence 
Now,taking x = (xO,x(.)). as in (4.3.13), equations (4.3.14) and (4.3.16) 
show a contradiction. So P is not orthogonal. 
o 
4.4 - TWO PROPERTIES OF ORTHOGONAL PROJECTIONS. 
" 
First we show that for an orthogonal projection Ponto S, if 
E c X is open then P(E) is open in S. Clearly since S is a closed 
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subspace of X, unless 5 = X, P(E) is never closed in X • 
4. 4. 1 - Th eo rem. 
If P is the orthogonal projection onto a closed' subspace S 
of a Hi 1 bert space X, then P maps open sets of (X,II·I/) into open 
sets of ( 5 ,II • 10 • 
Proof. 
Clearly we only need to show that for any Xo € X , 
where Be{xO) is the open ball in X of radius e and centred at 
'" Xo and Be(PxO) is the open ball in 5 of radius e and centred at 
PXO . First set Xo = (I-P)xO • Then we can write Xo in the unique 
decomposi ti on 
'" where PxO € Sand Xo € S~ . If we take x € Be(PxO) we have that 
Now set i = x + xO. 5ince x € 5 
x = pi 
~ 
and Xo € S , 
and Hi - xOII =' IIx+xo - (Pxo+xo)II = II x-Pxbli . 50, by (4.4.2) , 
(4.4.2) 
(4.4.3) 
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tha tis, 
Equations (4.4.3) and (4.4.5) imply that x € P(BE(xO)) . So, 
.. Now take x € BE(xO) => (4.4.4) holds. Set 
easy to check that 
and 
[(I-P)x - xC] = (I-P)(x - xC) € S~ • 
IV -X = Px + Xc . 
(4.4.4) 
(4.-4.5) 
(4.4.6) 
It is 
IV -So (x-xO) ~ [(I-P)x-xO] and using (2.4.3), Pythagoras theorem, we obtain 
and therefore, by (4.4.4), we get II')(-xolf < E which implies that 
IV IV -X € BE(xO). Clearly Px = Px so 
IV 
and hence Px € BE(PxO) , which implies 
(4.4.7) 
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Clearly (4.4.6) and (4.4.7) implies (4.4.1). 
Q.E.D. 
4.4.2 - Rema rk. 
Theorem 4.4.1 could suggest that P also maps closed sets into 
closed sets. This is not true and a simple counter-example is given in 
X = R2 by 
E ( ) -..! < X TI} ]R2 = { x, ta n x 2 < '2 c , 
and P ~he orthogonal projecti on onto S = x-axi s = {( x,D): x E"IR} • 
Clearly E is a closed set, however 
is not closed. Nevertheless taking a set E closed and bounded we shall 
see that peE) is closed and bounded. The proof is given in section 
4.4.4. First we show the following lemma: 
o 
4.4.3 - Lenrna. 
If P is the orthogonal projection onto a closed subspace S 
of a Hilbert space X, then" {x
n
} + x weakly => PX
n 
+ Px weakly. 
Proof. 
Take a sequence {x
n
} weakly convergent to x, thus 
<x ,y> + <x,y> 
n 
for all Y E X 
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tha tis 
<PXn ,y> + « I -P) xn",y> -+ <Px,y> + « I-P) x,Y> for all Y € X 
and then, since for y E S,[(I-P)x ] ~ y and [(I-P)xJ ~ y , 
n 
( 4 • 4 • 8) Y i e 1 ds 
<PX ,y> -+ <Px,y> for all y € S • 
n 
Now-let y' EX. Thus, y' = Py' + (I-P)y' which implies 
<PX ,y'> = <Px ,Py'> 
n n 
<Px,y'> = <Px,Py'> • 
Using (4.4.9) we have 
<PXn,Py'> -+ <Px,Py'> for all y € X • 
Substituting (4.4.10) and (4.4.11) in (4.4.12) we obtain 
<Px ,y'> -+ <Px,y'> for all y' € X 
n 
which is the same to say that 
{Px
n
} -+ Px weakly.· 
• 
4.4.4 - Theorem. 
(4.4.8) 
(4.4.9) 
(4.4.10) 
(4.4.11) 
(4.4.12) 
Q.E.D . 
If P is the orthogonal projection onto a closed subspace S 
of a Hilbert space then P maps closed and bounded sets into closed 
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and bounded sets. 
Proof. 
Take E any closed and bounded set of X . Let . {z } € P(E) c S 
. n 
be a convergent sequence with limit z, that is 
{Zn} + Z (strongly) and zn € P(E) C·S ~ n . 
First we prove that Z € P(E) which implies that P(E) is closed. 
To see this set xn E E with xn chosen such that 
Since E is bounded =>' {x
n
}. ;s a bounded sequence, by the weak 
compactness property (see §2.4.10), this implies that there exists a 
weakly convergent subsequence {xk} of' {xn}. Set Xl = the weak-limit 
of {xk}. Now, since the weak-closure of a set = closure of the set 
(see §3.12 of [37]), and since E is closed, one has that Xl € E = E 
and therefore, 
{ I} . w xk + Xl € E • 
-Since . {Pxk} is a subsequence of {Zn} , clearly 
. w 
. {Px II! + z • 
Applying lemma 4.4.3 to (4.4.13) and (4.4.14) we obtain, 
(4.4.13). 
(4.4.14) 
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Px l = Z 
and since Xl € E , Z € P(E). 50 P(E) is closed. 
Clearly P(E) is also bounded since P €~(X) and E is bounded. 
Q.E.D. 
4.5 - ACTIVE MAPPING UNDER A PROJECTION. 
Here we introduce the concept of lIactive mappingll under P where 
P:X + X is a projection onto a set 5 eX. We shall use these 
mappings in applications in chapters 6 and 7. 
4.5.1 - Definition of active mappings. 
Let D S X and Q:D + X be a mapping. We define Q an active 
mapping under (the action of) P if 
Q(x) F 0 => Q(x) ~ R(I-P) . 
If S is a subspace of X and P is linear, then two equivalent 
definitions could be given by: 
PQ(x) = 0 => Q(x) = 0 
or 
Q (x) :I 0 =>' PQ (x) F 0 • 
Also observe that Q is active under P if and only if R(Q) n R(I-P) 
is either {a} or 0 (the empty set). 
4.5.2 - Example. 
Let P:X + X be ali near proje~tion onto a closed subspace 
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S S X. Then, by property 4.2.1(ii) the range of (I-P) satisfies 
R(I-P) = N(P) 
which is a closed subspace of X. Clearly any mapping Q:D + X such 
that Q(x) t N(P) ~ X € D will be an active mapping under P . 
4.5.3 - Some properties of active mappings. 
Let Q:D + X, D S X 
i) Q is always active under P = I (the identity on X); 
ii) If Q = 0 then Q is active under any projection P; 
iii) If Q ~ 0 then Q is never active under P = 0 ; 
o 
iv) If R(I-P) = X then there is no mapping Q ~ 0 active under P • 
4.5.4 - Remark. 
We have seen in example 4.5.2 that it is very easy to find an 
active mapping Q under P if P is a linear projection. Unfortunately 
the situation is different when S is a bounded set and P is a 
continuous projection onto S. In this case, very ofte~ we have 
R{I-P) = X (4.5.1) 
and by property 4.5.3 (iv) this implies that we cannot find a mapping 
Q active under P. {Note that (4.5.1) holds for P in (4.1.1) and, 
when S ~s bounded, for P in (4.1.2) and (4.1.3)). 
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We could get an active mapping Q under P when S is bounded 
if P is non-continuous (e.g. If P is given by 
{
X if x I:: S 
Px = 
o if xis 
then R(I-P) = {a} u X\S and any mapping Q such that" Q(x) € S 
¥ x € D is active under such Pl. However in the applications of 
chapter 6 and 7 we shall be more interested in continuous projections 
ancltherefore we shall use Q = 0 in cases where P is not linear. 
o 
4.6 CHARACTERISTIC AND SEMI-CHARACTERISTIC FUNCTIONALS. 
Here we present some examples of characteristic and semi-characteristic 
functionals for two sets S which will have particular importance in 
applications in later chapters. 
4.6.1 - S = R(LB) . 
Consider the set S "given by (4.3.6), namely 
S = R(LB) =" {(L(·)8u,L(T)8u) € X : u I:: U} 
Let P:X...- X be any projectio.n onto S. (We have seen in example 
4.3.7 some examples of projections onto S.) Define L:X...-ffi by 
. -r(x) = "x - Pxllx • 
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By property 4.1.2 we have 
L(x) = 0 <=> X € S . 
Now define ~S:X +R 
~s (x) = 1 + T (x) 
then ~S satisfies both (4.1.5) and (4.1.10) and hence it is a characteristic 
fu~ctiona1 for S. Other examples are given by ~S:X +IR 
~s(x) = mL(x) + 1 
L(x) + 1 
for some m > 1. In this case ~S satisfies· 
1 ~ <l>S (x) < m • (4.6.1) 
IV IV Now consider the following notation: x(·) and xf repr~sent 
respectively the first and the second components of Px, i.e., 
IV IV IV 5 . IV . Px = (x(.),xf ), x(·) € H (O,T;Z) for some s € ffi and xf € Z for a~l 
s 
x = (x(·),xf ) € X = M (O,T;Z). Define e:X +R by 
. 2 
¥ x = (x(.),xf ) € X = M (O,T;Z) 
Then, ~S:X + lR and ~s:X + R given by 
IV ~S(x) = 1 + e(x) (4.6.2) 
~' (x) = me(x) + 1 
S e(x) + 1 
m > 1 (4.6.3) 
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are two examples of semi-characteristic functiona1s for S since ~S(x) and 
~s(x) = 1 if x € S. Moreover, ~S(x) = 1 
only if 
IV (or ~S(x) = 1) if and 
In the next section we shall see an application of these semi-characteristic 
functiona1s in the particular case P = f' given by (4.3.8). We shall 
assume that ~S is a semi-characteristic functional which satisfies 
~S (x. ( • ) , xf ) 
IV IV 
= 1 => xf = xf = x(T) (4.6.4) 
IV IV 1"'i' 2 
where x(·) and xf n6w denotes the components of r'x in L (O~T;Z) 
and Z respectively. That is 
Clearly, by (4.1.10), any characteristic functional ~S for S satisfies 
IV IV (4.6.4). Also, if P = 15"' , ~S = ~S in (4.6.2) and ~S = ~S in (4.6.3) 
both satisfy (4.6.4). 
4.6.2 - S = R(S). 
Consider the set S given by (4.2.4)~ namely 
We have seen in example 4.2.7 that ~S given by (4.2.5) is a characteristic 
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functional ·for S. Many other characteristic functionals for S could 
be easily found. For example, ~s:X +R 
mil x ( .) - S ( • ) Xo II + 1 
~I(X) = _______ _ 
S t I x ( .) - s ( . ) Xo II + 1 m > 1 (4.6.5) 
4.7 - UNIFORM PROJECTIONS. 
In most of the applications of projections in chapters 6 and 7 we 
are free to choose any projection P onto a given set, say Sad. 
However, in some cases we can obtain better results by using special type 
of projections which we·study here. 
In this section X denotes a vector space of the type 
where Xl and X2 are two vector spaces. 
We shall 
refer to Xl and x2 as, respectively, the first and the second component 
of X 
4.7.1 - Uniform projections in the first component. 
Here we introduce the concept of uniformity in the first component 
for projections P:X -+- X onto a subset 5 of X • 
We say that P is a uniform projection in the first component if it 
satisfies 
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(4.7.1) 
that is, whenever the first component of Px is the same as the first 
component of x then the second component of Px and x are also the 
same. 
Clearly if P is uniform in the first component then we have that 
X € S • 
We could also define, in a similar way, a uniform projection in the second 
component, however, the above definition is enough for our applications. 
4.7.2 - Applications inState Estimation. 
In chapter 7 we shall be interested in uniform projections in the 
first component onto S given by (4.2.4) when 
o X = M (O,T;Z) = Z x C(O,T;Z) 
or 
l~p<oo • 
We have seen in example 4.2.7 that ~ given by (4.2.3) and ~I given by· 
(4.2.6) are two continuous projections onto S. One can easily check 
that P is not uniform in the first component but pi is. This is 
achieved by the characteristic functional ~S in (4.2.5). In fact the 
result still holds if we replace ~S by any other characteristic 
functionaJ for S. That is, for ~S any characteristic functional 
onto S , P I:X -+ X 
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(4.7.2) 
is a uniform projection in the first component onto S. 
4.7.3 - Applications in Control. 
In our applications of control in chapter 6 we shall be interested 
in uniform projections in the first component onto the subspace S = R(LB) 
when X is a space of type M(O,T;Z) (see §2.2.6) such as for example 
. s s X = M (O,T;Z) = H (O,T;Z) x Z for some s Em. 
We have seen in example 4.3.6 that P, pi and IT given respectively by 
(4.3.7), (4.3.8) and (4.3.12) are three projections onto S. Generally 
neither P nor pi is uniform in the first component. However, we shall 
see in the sequel that IT is uniform in the first component and that we 
can also obtain such projections using semi-characteristic functionals 
for S • 
4.7.4 - Theorem. 
If R(L(T)B) = Z then we have that the projection IT given by 
(4.3.12), namely IT = IT1 + IT2 ' 
is a uniform projection in the first component onto S, independent of 
the choice of P. 
Proof. 
First note that, since R(L(T)8) = Z·, the following holds for all 
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Also, for u € U 
(I-IT 1)(L(·)8U,L(T)8u) = (L(·)8u·,O) for some u· € U 
Hence, since Px € 5 => Px = (L(·)8u,L(T)8u) for some u € U and 
therefore 
Equations (4.7.3) and (4.7.4) imply 
Now suppose that 
then, since (x(·)~f) € 5 , 'V 'V (x(·),xf ) = rr(x(·),xf ) and therefore 
(4.7.3) 
(4.7.4) 
(4.7.5) 
'V 
and by (4.7.5) we have that xf = xf . 50 rr is uniform in the first 
component. 
4.7.5 - A remark about IT • 
Consider the projection rr1 and~ IT2 (see example 4.3.6) and 
suppose that R(L(T)8) = Z. Note that 
Q.E.D. 
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for some u l E N(LB)i 
IT2(Z(.),Zf) = (L(·)Bu",O) for some u" E N(LB)i 
In other words, if Z = (z(·),zf) EX, the second component of IT1Z 
is the same as the second component of z and the second component of 
IT2Z is always O. Also, u
l and u" are such that 
Zf = L(T)Bu ' and L(T)Bu" = 0 . 
Clearly 
for some u E N(LB)i 
(namely u = ul + u"). That is, the second cO'!1ponent of Z is also the 
second component of ITz. In fact that is the reason why IT is a (linear) 
uniform projection (as we have seen in theorem 4.7.4). We can also have 
nonlinear uniform projections by using semi-characteristic functionals 
for S, as we shall see in the next two paragraphs: 
4.7.6 - Theorem. 
Let X, S and pi be as in example 4.3.6 and ~S be any semi-
characteristic functional for S which satisfies (4.6.4). (Note: this 
includes all characteristic-functionals for S.) The mapping ~:X ~ X 
given by 
. (~.7.6) 
is a continuous uniform projection in the first component onto S . 
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Proof. 
Clearly ~ is a continuous projection (see example 4.1.8(ii» 
onto S = R(LB) . 
thu~ 
Now suppose that 
L(.)B(L(.)B)tx(·) 
<PS(x) 
= x(.) 
which implies that x(·) € R(L(·)B) , x(·) = L(·)B(L(·)B)tx(·) and 
hence ,<PS(x) = 1. Therefore, by (4.6.4), xf = ~f and this implies 
that ~ is uniform in the first component.' 
- Q.E.D. 
4.7.7 - Theorem. 
,Let X,S,P' and <Ps as in lemma 4.7.5. The mapping ~':X ~ X 
given by 
IV _ 
piX = PI(~S(X)·x) (4.7.7) 
is a continuous uniform projection in the first component onto S. 
Proof. 
Analogous to theorem 4.7.6. 
o 
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4.7.8 - Uniform projections and bounded sets. 
Unfortunately, if S is a bounded subset of X uniform pro-
jections are not immediate and sometimes they do not even exist. Consider 
the following example 
Sis a compact subset of X = ~ x X2 
then, by theorem 4.1.4 any continuous projection Ponto S is completely 
continuous. Since S is bounded we can always find x2 € X2 such that 
(4.7.8) 
Now we define F:X ~ X by 
and suppose that P is also uniform in the first component. By Schauder's 
fixed point theorem (see section 2.6) F has a fixed point since it is 
·complete1y continuous. Set (xi,x2) a fixed point of F, this implies 
that 
and hence, since we assumed P to be uniform in the first component, 
which is a contradiction to (4.7.8). 
This example shows that if S ;s compact then there ;s no continuous 
projection uniform in the first component··onto S·. We shall restrict· 
our applications of uniform projections to the case S is a subspace 
of X • 
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CHAPTER 5. 
SOME ASPECTS OF LINEAR OPERATORS IN INNER-PRODUCT SPACES. 
In this chapter we only deal with inner-product spaces. For an 
inner-product space, say. X, sometimes we represent <,>X and 
"·lI x by just <,> and 11·/1 respectively. Similarly, for an operator 
T € .t(U,X) we shall sometimes use IITII for IIT/I;t(U,X) 
5.1 - INTRODUCTION. 
An immediate corollary of the closed graph theorem (see §2.2.9) 
is that if the linear operator T:U + X is un~ounded, then O(T) f U 
that is, (O(T), 1/·llu) is not a Hilbert space. We could however try to 
find another space (U' ,/I·lIu') such that the same operator T regarded 
now as being a transformation from U' to X is bounded and V(T) = U' . 
We illustrate this with the following example: Let U = X = L2 (0,1) and 
T:U + X be the differential operator Tu = Du , i.e., 
du (Tu)(t) = crt t € [0,1] . (5.1.1) 
Clearly T is unbounded (since it is not continuous) and V(T) which 
is the subspace 
is dense in U. Now let U' be the Sobo1ev space [1, 22] 
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which is the completion of C 1 (0,1) with respect to the norm /1.11 1 H 
The differential operator T in (5.1.1), regarded as being from U~ to 
X is a bounded linear transformation, i.e., T E ~(UI ,X) , and 
V(T) = UI • Alternatively, we could interpret the differentiation 
(5.1.1) in the distributional sense [36J and in this case we can maintain 
2 U =- L (0,1) and change X to' XI , the, space of distributions 
which is the dual space of H6(0,1) (see [22J). The operator T:U + XI 
defined by (5.1.1) is a bounded linear operator and V(T) = U . 
The above example shows only two possibilities of how to adjust the 
spaces U and X to obtain a bounded T. We shall see in section 5.6 
that there are an endless number of ways to choose UI and X~ such 
that T E .t;(U I ,XI) • We may however be interested in other topological 
properties of the operator T such as, for example, if the range of 
T:U + X is a closed subspace of X. Consider the following example: 
2 Let U = X = L (0,1) and T:U + X be the integral operator given by 
(Tu)(t) = I: u(s)ds t E [O,lJ .. (5.1.2) 
Although now T is a bounded operator, T does not have closed range, 
th at i s th e set 
R(~) =" {x(·) 
t 
x(t) = I u(s)ds for some u(·) ~ L2(O.1)} 
° . 
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is not a closed set in L2(0,1) • We could think of finding some spaces 
of functions UI and XI such that the operator T defined by (S.1.2) 
will have closed range when regarded as a linear transformation from 
UI to XI . We shall see in section S.6 that this is also possible and 
in fact there are an endless number of choices of such spaces UI and XI . 
In this chapter we shall see that if U and X are two inner 
product spaces and T:U ~ X a linear operator, then we can adjust the 
spaces U and X obtaining UI and XI such that some topological 
properties of the operator T , for example 
T is bounded, 
or 
T has closed range, 
or 
T is completely continuous, 
etc., h 0 1 ds for T: U I ~ X I • 
(S.1.3) 
(S.1.4) 
(S.l.S) 
As a matter of fact, in our applications, property (S.1.4) will be 
of even greater importance than (S.1.3) and we shall see that these two 
properties can hold independently of each other. If (S.l.S) holds then, 
obviously, (S.1.3) holds. However, we shall also see that (S.1.4) and 
(5.1.S) cannot hold simultaneously unless R(T) is finite dimensional. 
The method we develop here enables us to choose UI and XI 
according to the topological properties of T:U ' ~ XI we want and 
the flexibility of the problem to let U" and/or X be altered. 
If (S.1.4) holds for an operator T:U ' ~ XI , that is, if 
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R(T) is closed in X' 
then, we have seen in §4.3.5 that 
a) the generalized inverse Tt € L(X' ,U') (i.e. Tt is bounded). 
Also, we shall see in section 5.2 that if T is also bounded, then' 
b) T maps open sets of U' into open sets of R(T); and 
c) T maps closed and bounded sets of U' into closed and bounded 
sets of X' • 
Properties (a)-(c) will have applications in chapter 6 when we 
take T = LB for L as in (2.2.27) and B as in example 2.2.5. 
5.2 - BOUNDED OPERATORS AND OPERATORS OF CLOSED RANGE. 
In this section we study some properties of bounded operators as 
well as operators of closed range. First we introduce a test to verify 
if T has closed range: 
5 . 2 . 1 - Th eo re m .
Let T:U + X be a linear operator, U and X Hilbert spaces. 
R(T) is closed in X if and only if there exists Y1 > 0 such that 
II T u /Ix ~ Y 1 II u "U for all 
Proof. 
.L 
U € N(T) (5.2.1) 
Let ~-l:R(T) + N(T).L be given by i4.3.4). Clearly, since 
(N(T).L ,II ·I\u) is a Hilbert space and 1-1 is one-to-one, R(T) is 
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closed in X if and only if 
(R{T), II· !IX) is a Hilbert space 
which is the case if and only if 
1-1 is bounded 
which holds if and only if (5.2.1) holds. 
Q.E.D. 
We emphasize that equation (5.2.1) only holds for u E N{T)~ 
{ e . g • , ta k e UFO, u E N ( T) th en /I Tu II = 0 and II u 1/ > 0 ). A 1 so 
observe that T need not be a bounded operator to have closed range, 
that is (5.2.1) may hold independently of the existence of Y2 > 0 such 
that 
/I T u IIx ~ Y 2 II u lIu for all u E U • (5.2.2) 
In other words, we may have T unbounded of closed range or also T 
bounded with range not closed, etc. 
Let us now introduce a test to verify if T is bounded. 
5.2.2 - Theorem. 
Let T:U + X a linear operator, U and X Hilbert spaces. 
-
T E t{U,X) if and only if there exists. Y2 > 0 such that 
~ U E N{T) . (5.2.3) 
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Proof. 
We only need to show that (5.2.3) => (5.2.2). Take u E U and 
set u' = Pu, where P:U + U is the orthogonal projection onto 
N ( T ) .L. C 1 ear 1 y (5. 2 . 3) h old s for u • , th us 
Now, using (i) of theorem 4.3.4 (i.e., T = TP) and (iii) of corollary 
4. 1. 3 ( i • e., "P /I~( u ) = 1 ), we have th at 
and this concludes the proof. 
Q.E.D. 
5.2.3 - Corollary. 
Let U and X be Hilbert spaces. T E:t(U,X) and R(T) is 
closed if and only if there exists Y1'Y2 > 0 such that 
(5.2.4) 
Proof. 
Immediate from theorems 5.2.1 and 5.2.2 .. 
Q.E.D. 
Note that corollary 5.2.3 actually says that if T is bounded 
and has closed range then (N(T).L,II· /Iu) "and (R(T),/I • !Ix) are topologically 
isomorph;'c (i .e., T/N(T)1. is an isomorphism and a homeomorphism 
simul taneous1y). 
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In section 2.2 we have seen that any continuous function maps 
compact sets into compact sets. Any linear operator maps convex sets 
into convex sets and any bounded linear operator maps bounded sets into 
bounded sets. We showed in theorems 4.4.1 and 4.4.4 that in Hilbert 
spaces, orthogonal projections map open sets into open.sets of its 
range and closed and bounded sets into closed and bounded sets. We sha11 
now see that this result extends for any bounded linear operator with 
c1~sed range. {Also compare this result with equations (2.2.1) and (2.2.2) 
which say that for any continuous function, the inverse image of an open 
(respectively closed) set is open (respectively closed).) 
5.2.4 - Theorem. 
Let U and X be Hilbert spaces, T €~(U,X) and R(T) be 
closed in X. If U
ad is an open set in U then T(Uad ) is open 
in (R(T),II·lk) If however Uad C U is a closed and bounded set then 
T(U
ad ) is also closed and bounded. 
Proof. 
Let P be the orthogonal projection onto N(T)L, thus 
P(U
ad ) c N(T)L for any Uad cU. Using corollary 5.2.3, since T = TP 
by (i) of theorem 4.3.4, P(Uad ) is open (respectively closed) in 
( N (T).1 ," • IIu) i fan don 1 y i f T ( U ad) i sop en (re s p e c t i ve 1 y c los e d ) i n 
(R(T),II·I~). Now, by theorems 4.4.1 and 4.4.4 the result follows. 
Q.E.D. 
Remark. 
Since orthogonal projections have closed range (see section 4.3), 
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theorems 4.4.1 and 4.4.4 become particular cases of the above theorem. 
Now we present an almost immediate property of operators of closed 
range. Unlike some of the previous propositions, the following corollary 
has a generalization for Banach spaces. 
5.2.5 - Corollary (of theorem 5.2.1). 
Let U and X be Hilbert spaces. If T:U + X has closed range 
then T is completely continuous if and only if R(T) is finite 
dimensional. 
Proof. 
If R(T) has finite dimension then T is completely continuous 
(see §2.2.l). To see the converse when R(T) is closed in X let 
{en} be a complete orthonormal set in N(T)~. Then we can find a 
subsequence {el} of· {e} such that 
n n 
{Te~} is linearly independent 
Span{Te l} = R(T) 
n 
By (5.2.1), since T has closed range, there is Yl> a such that 
(5.2.5) 
Clearly (5.2.5) = > {Te~} has only a finite number of elements when T 
is completely continuous, otherwise . {Te~} would be a sequence in R(T) 
with no convergent subsequence. Q.E.D. 
The above result says that when R(T) is infinite dimensional we 
cannot have T completely continuous and R(T) closed at the same time. 
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5.3 - THE GENERALIZED GRAM-SCHMIDT PROCESS. 
We have seen in §2.4.6 that if we have a set of linearly independent 
vectors E =" {~n}' the Gram-Schmidt orthogona1ization process generates 
an orthonorma 1 set E' ~ {~ '} wi th the property tha t for each k, 
n 
Unfortunately if "{~n} is not a linearly independent set this process 
do~s not work. Here we present a generalization of this process which 
allows cases where "{~n} in any countable (finite or infinite) set of " 
elements in X. We show for the case " {~n} n=l ,2, ... is any sequence in X 
The particularization for the case {~n} is a finite set will be obvious. 
5.3.1 - Theorem (The generalized Gram-Schmidt process): 
Let E = {~ } -1 2 be a countable set in X. Define the sequence n n- , , ••• 
{~·}·-1 2 by 1 1- , , ••• 
o 
~k = tV 
~k 
--
II ~k )/ 
if l' - 0 
't'k -
if tV ~k f 0 
where 
1/ · " 
is the norm in X and 
tV 
~1 = ~1 
and 
" tV {~·}·-1 2 1 1- , , ••• is given by 
if k > 1 (5.3.1) 
If E' =~{~'} _ is the subsequence of {~·}·-l 2 obtained by n n-l,2,... 1 1- , , ••• 
"eliminating ~ll ~i such that ~i = 0, then E' is an orthonormal set. 
Moreover, if ni:~ + ~ is the mapping that sets n + ni where ni is the 
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original position of ~' in the sequence' {~·}·-1 2 then, for each 
n 1 1- , , ••• 
n = ',2, ... we have 
Spa·n{~," ••• ,~'} = Span{CP" ... ,CP } 
n n. 
1 
Proof: First we see that for any i ~ 1 
II~i" =1 
A' so no te th a t ~ , sat i sf i e s 
if l/J. F 0 · 1 (5.3.2) 
Now let Pi:X ~ X be the orthogonal projection onto Ei = Span{~" •.. '~i_'} 
and observe that the second part of the RHS of (5.3.1) is the action of 
P. on cpo • Therefore 
1 1 
tV ~. =~. - P.~. = (I-P.)~. 
1 1 1 1 1 1 
for any i > 1 . 
Thus, since is the orthogonal projection onto EJ.. tV EJ.. 1 ' ~i € 1 and 
this implies that for any i > 1 
tV ~. = ~. = 0 1 1 <=> ~. € E •• 1 1 . 
With the above results one can easily obtain,.by induction, that f9r a 
generic k ~ , 
(5.3.3) 
and 
for j F ~ , 1 ~ j,R. ~ k • (5.3.4) 
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By (5.3.2) and (5.3.4) the subsequence . {~~}n=1,2, ... ' obtained 
from {1jJ.}. 1 2 1 1= , , ••• 
(5.3.3) we have 
by taking only 1jJ. 1 0 , 
1 
is orthonormal. 
Span{~ll, .•. ,~I} = Span{1jJl, ••• ,1jJ } = Span{~l' .•. '~ } n . n. n. 
1 1 
and this completes the proof. 
5.4 - COMPLETION OF AN ORTHONORMAL SET. 
By 
In functional analysis "completeness" is widely used with two 
different meanings: 
Q.E.D. 
a) complete spaces [3], being spaces in which every Cauchy 
sequence converges. (This definition is valid in a general context of 
metric spaces.) 
b) complete orthonormal sets [3]: An orthonormal set E in 
an inner-product space X is said to be complete if there is no other 
orthonormal set EI FEin X such that EI ~ E 
only valid in the context of inner-product spaces.) 
(This definition is 
The concept of "completion" however, has always been used in the 
sense of defi ni ti on (a) (see p. 120 of [32.]).- In fact every metri c 
space has a unique completion (see p.121 of [32,]). In this section we 
shall. define "completion" with respect to orthonormal sets, that is, in 
the sense of definition "(b). Again, as in the case of completeness, the 
two concepts of completion will be distinct from each other. We remark 
that completion as defined here will not be unique. 
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5.4.1 - Definition of completion for orthonormal sets: 
We have seen in §2.4.1 that if E' = {¢~} is an orthonormal 
se tin X then there exi s ts a nother set E"S uch tha t 
E' u E" is a complete orthonormal set in X'. 
We shall call E" a completion for E' in X • 
Observe that if E' is a complete orthonormal set in X then 
E" = ~, the empty set, is the only completion for E' • In §5.4.4 we 
give a generalization of the above definition for any linearly independent 
set. We shall now present a procedure which generates E", a completion 
of E' in X ~ once E' and a complete orth,onormal set' {-;Pn} in X is 
given. 
5 • 4 . 2 - Th eo re m :
Let (~·n}n=i ,2,... be a complete orthonormal set in X- and 
E' = {¢I} _ an orthonormal set in X. Define the sequence 
n n-l,2, ... 
where 
lJl· 1 = 
, I'\" 
{<P"}·-l 2 1 1- , , ••• 
I'\" if <p. = 0 
1 
I'\" 
if <Pi' 0 
is given by 
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IV 
-f - L <cP <f> I><f> I <f>l - 1 l' n n 
n 
~. i-l -cP - L <<p. <f> I><f> I L <f. ,~ .>~ . if i > 1 . 1 - i l' n n 1 J J n j=l 
If E" =' {<f> "} 
n n=1,2, ••• is the subsequence of {llJ;} i=l ,2,... obtained , 
by eliminating all elements llJ i such that ~i = 0 then 
{<f>'} U {<f>"} is a complete orthonormal set ,in X • 
n n=1,2,... n n=1,2, ••• 
(i .e., E" is a completion for EI in X .) 
Proof: Set X' = Span(E') and X" = (X,).l th e n X = X I (9 X II 
Let pl:X ~ X and pll:X ~ X be the orthogonal projections onto X' and 
X" respectively. Clearly, since E' =' {<f> I} 
n n=1,2, ••• is a complete 
orthononna 1 set in X I , 
pli'". = L <~.,<f>I><f>' 
1 n 1 n n 
Thus, IV {<f>·}·-1 2 can be expressed by 1 1- , , ••• 
(5.4.1 ) 
i-1 
~i = (I -p I )~i - . L1 <<f>i' ~J.>~J. , 
, J= 
if i > 1 • (5.4.2) 
From (5.4".1), since (I-Pi) = p", ~1 EX" and, using property 4.1.2, 
,. IV 
~1 = <f> 1 = 0 <=> <f>1 E, X I • 
..... - ---
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This implies that 
and 
1jJ .L <pI 1 n for n = 1,2, ..• 
Now let P.:X + X be the 'orthogonal projection onto E. = Span{1jJ1,···,1jJ· 1} , 
1 1 1-
then the last part of the RHS of (5.4.2) represents the action of P. on 
1 
"f.: that is 
1 
~. = [I-(P I + P.)J~. 
111 
for i > 1 . 
Clearly E1 .l XI • One can easily show, by induction, that E . .l XI 
1 
each i = 1,2, .••. This implies that (Pi + P.) 1 is the orthogonal 
(5.4.3) 
for 
projection onto XI e Ei 
jection onto (XI ~ E.)~ 
1 
and hence I-(PI+P;) ;s the orthogonal pro-
Now, using (5.4.3), one can easily verify 
th a t 1jJ. € X II and 
1 
IV 1jJ. = <p. = 0 , <=> <p. € XI (i) E. for ; > 1 
1 1 
Therefore we have for any k ~ 1 
and 
By (5.4.5), since "II 1jJ; 'I = 1 
1 1 
for 1 ~ j, i ~ k . 
;f 1jJ. f 0, the subsequence 
1 
(5.4.4) 
(5.4.5) 
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E" = {<p"} _ 
n n-l,2, •.. generated from {$n} be eliminating all $i 
such that $. = 0, is orthonormal. By (5.4.4) we obtain 
1 
Spa n (E I u E") = Spa n ( E I u' {4>"" } ) 
n n=1,2, .•• 
C 1 ear 1 y th i s imp 1 i e s th atE I u E" = {<p I} _ u' {<p "} _ i s 
n n-l,2,... n n-l,2, ... 
complete since {4>"" }n=l 2 is complete. 
n " ••• 
Q.E.D. 
5.4.3 - Remarks: 
i) Theorem 5.4.2 presents a procedure for finding a completion 
E" for any orthonormal set EI in X. It is important to observe 
that if EI =' {<p~} ·is not orthonormal then theorem 5.4.2 will not hold. 
This follows since in this case pi will not be an orthogonal projection 
and therefore pi + P. in (5.4.3) will not be (in general) a projection 
1 
at all. 
i i ) 
sequence 
If EI =' {<pI} is a complete orthonormal set then the 
n 
{$.} generated by the above process will be 
1 
{$ .} =' {O, 0, ••• } 
1 . 
and therefore, as one would expect, E" = {£} , • the empty set. 
iii) If XII is.a finite dimensional space, then any completion 
for EI in X will have a finite number of elements. The particular-
ization of the process for this case is obvious. o 
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5.4.4 - Completion for linearly independent sets: 
Suppose we have EI = {e~} a linearly independent set in X 
and we want to find E" = {e"}, another set of linearly independent 
n 
vectors in X such that 
Span({e l} u {e"}) = X 
n n 
. 
Again in this sense we shall call E" a completion for EI in X . 
If EI is not orthonormal, it is necessary to obtain the 
orthonormalization of EI , say {en} , by using the Gram-Schmidt 
process and then apply the method of theorem 5.4.2 to obtain E" = {e~} , 
a completion for' {en} in X • Clearly, since 
Span{el} = Span{e} 
n n 
such E" will also be a completion for EI in X in the above sense. 
Moreover, 
Span{el} .1. Span{e"} 
n n (5.4.6) 
5.5 - PRIMITIVE OPERATORS AND COMPLETE MATCHED SETS. 
Let T:U + X be a linear operator densely defined, that is 
. V(T) = U or V(T) is dense in U 
Here"we shall abandon the topology given by <,>U and <,>X and 
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define vector subspaces [U] and [X] of U and X respectively, 
which will be called primitive subspaces of U and X • Then we 
consider the action of T algebraically between [U] and [X] 
In section 5.6 we introduce topologies to [U] and [X] in order to 
obtain new spaces (UI '<'>UI) and (XI '<'>XI) which will be Hilbert 
spaces and the operator T regarded as a transformation from UI to 
XI will have the desired topological properties. 
5.5.1 Primitive Subspaces: 
If {en} and {~n} are two complete orthonormal sets in U 
and X respectively, then clearly U ~ Span{e} and X ~ Span{~} and 
n n 
ifU and X are Hilbert spaces then 
U = Span{e } 
n 
and X = Span{~ } 
n 
where the bars over Span{en} and Span{~n} denote the completion of 
these vector spaces in the topology induced by <,>U and <,>X 
respectively. In particular, if U is finite dimensional then 
U = Span{e} and similarly if X is finite dimensional, X = Span{~ } • 
n n 
We define [U] to be a primitive subspace of U if [UJ is the 
vector space defined by 
for some ~omplete orthonormal set {en} in U. In other words, a 
primitive subspace [U] of U is the set of all linear combinations 
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of a finite number of elements of a complete orthonormal set in U. 
It is easy to verify that if U is finite dimensional, then 
U = [UJ = Span{e} , independent on the choice of the complete orthonormal 
n 
set' {e } 
n 
However, if U is infinite dimensional then [UJ is not 
unique since it depends on the choice of the complete orthonormal set 
{en} · As a matter of fact ([UJ,<,>u) is the smallest dense subspace 
of U which contains' {en} This follows since every subspace of U 
which contains {en} must also contain Span{e
n
} 
Suppose that r represents the set of indices of {en}. For a 
typical element u € [UJ we can always find a finite set J c r such 
that u can be expressed in the form. 
u = E' U e (5.5.1) 
n€J n n 
for some scalars un € F. That is, u is the linear combination of a 
finite number of elements of . {en} 
Similarly we can define a primitive subspace of X by 
for some complete orthonormal set . {~n} in X 
5.5.2 - Primitive operators: 
We shall call a primitive operator any linear transformation Tl 
from a primitive subspace [UJ of U to X In particular, if 
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for all u E [UJ 
then" we say that Tl is a primitive operator of T . 
Observe that a primitive operator Tl is only defined in [U] ". 
This implies that if Tl is the primitive operator of "T then Tl , 
regarded as a transformation from U to X , is densely defined. 
However, we shall not look at Tl as a transformation between the two 
normed vector spaces U and X but, instead (as in the above definition) 
as a linear transformation between the vector spaces [U] and X . So 
there is no sense in considering continuity of Tl or if the range of T' 
is closed, or any other topological property for T' 
If T':[U] + X is a ·primitive operator of T then, for a typical 
, , 
e' ement U E [U] gi ven by (5.5. 1 ) , T u has the form 
It is clear that the set T'([U]) is contained in some primitive subspace 
[X] of X 
5.5.3 - Matched sets: 
Let T':[U] + X be a primitive operator and the sets ~,r and" 
A be three countable sets satisfying 
~ s rnA 
~ is a nonempty set. 
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Also let {e} r be a sequence of linearly independent vectors such n nE 
that 
e E [U] 
n 
for all' n E r 
and {~} A be a sequence of linearly independent vectors such that for 
n nE 
some primitive subspace [X] of X , 
~ E [X] 
n 
for all n EA. 
We say that the quintuple 
is a matched set for T1 if 
for all n E fj, 
for all n E r\11 
We call a matched set M complete if 
so 
Span{e} r = [U] n nE 
We also use the notation 
r l = r\11 and 
that we have 
r = 11 u r l and 
A = fj, U AI and 
and 
AI 
fj, n 
fj, n 
Span{~} A = [X] n nE 
= A\11 
rl ~ 0 , 
AI = 0 
Observe that we allow the possibility of rl or AI (or both) being empty 
- • .....- - - # • 
sets. 
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5.5.4 - Examples of complete matched sets: 
i) Let T:U + X be the differential operator given by (5.1.1), 
namely 
du (Tu)(t) = dt 
where U = X = L 2(0,1) over 1R. Also let E and E' be 
and E' = {12 sin mrt}nu IN • 
Setting [U] = Span(E) and [X] = Span(E'), since E is a complete 
orthonormal set in U and EI is a complete orthonormal set in X, we 
obtain primitive subspaces [U] and [X] of U and X respectively. 
Clearly [U] and [X] can be expressed as 
[U] = Span{ sin mrt} IN and 
ne: 
[X] = Span({mr cos mr't} IN u {1}) 
ne: 
An element u € [U] can be expressed in the form (5.5.1) by 
'u = L un sin mrt (5,.5.2) 
ne:J 
for some' J c IN, J a fi ni te set, dependent on u. Now defi ne 
T 1: [U] + X by 
u n1T cos n1T t 
n (5.5.3) 
for any u given by (5.5.2). Clearly Tl is a primitive operator of T. 
- 127 -
Now ta ke r = /). = 1N = {1, 2 , ... } ,. A = {O, 1 ,2, .. J . Th us r I = 0 
and AI = {O}. Let the sets { en} tlEr ,. {<p n} nEA be defined by 
en (t) = sin mrt for all n E r = /). 
<Pn (t) = nrr cos mr t for all n E /). and 
<PO(t) = 1 
Since Ten = <Pn for all nEt:., Spa·n{en}nEr = [UJ , Span{<Pn}nEA = [X] 
and"both {e} rand· {<p} A are linearly independent sets, it is n nE n nE 
clear that M = ({en} nEr ' {<Pn} nEA ,/). ,r ,A) is a complete matched set 
for the primitive operator Tl given by (5.5.3). 
ii) Let T:U~ X be the integral operator given by (5.1.2), namely 
(Tu)(t) = JtU(S)dS 
o . 
where U = X = L2(O,1) over m. We have seen in section 5.1 that T is 
densely defined in U. Set 
and [U] = [X] = Span(E). Since E is a complete orthonormal set in . 
L2(O,1), [U] and [X]· are primitive subspaces of U and X respectively. 
Clearly we can write 
[U] = Span({2n~ cos 2n~t} IN u {-2n~ sin 2n~t} IN u {l}) nE n E 
[X] = Span({sin 2n~t}nE1N u {cos 2n~t}nE 1N u· {l}) 
An element u E [U] can be expressed in the form (5.5.1) by 
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u = ua + r 2nn(u' cos2nnt - Un
ll sin2nnt) 
ne:J n 
(5.5.4) 
where Ua e: lR , u' , U II e: IR for all n n n e: J and J eIN is a set wi th a 
finite number of elements, dependent on u. If we define T1: [X] + Y by 
1 T u = uat + r (u' sin2nt + ull cos 2nnt) 
ne:J n n (5.5.5) 
for any u given by (5.5.4), then T1 is clearly a primitive operator 
of T. Now set 
r = A = ~ = {a, ±1,±2, ... } 
so t hat r I = A' = ~ (the empty set). Defi ne the sequences . {e } 
JU n ne:r 
1 
en(t) = 2nn cos 2nnt 
2nn sin 21nlnt 
if 
if 
if 
if 
if 
if· 
n 
n 
n 
n 
n 
n 
= a 
= 1 ,2, •.• 
= -1,-2, •.. 
= a 
= 1 ,2, ••• 
= -1,-2, ..• 
Clearly we have Ten = ~n for all n e: ~ and both {en}ne:r and {<Pn}n·e:A. 
are linearly independent. Furthermore Span{e} r = [U] and n ne: 
Span{<Pn}ne:A = [X]. So M = ({en}ne:r ' {<Pn}ne:~ ,~,A,r) is a complete 
matched set for the primitive operator T1 defined by (5.5.5). 0 
5.5.5 - Remark: Clearly matched sets are not unique. For example, if 
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;s a (complete) matched set for some primitive operator T1 then, for 
any three scalars k, k1' k2 € ~ , 
. 'V 'V M = ({e} r'{~} A,~,A,r) n n€ n n€ll 
where 
and 
k1en 
;s also a (complete) matched set for Tl o 
5.6 - THE SPACES UI AND XI 
Here U and X are again separable inner-product spaces over ~ 
(which ;s either IR or a;), [U] and [X] are primitive spaces of 
U and X respectively, T1:[U] ~ X is a primitive operator and 
;s a complete matched set for Tl 
~ 
5 . 6. 1 - De fin it; 0 n 0 f th e spa c e SUI = U I ( en ,a n ' r) and X I = X I ( ~ n ~ S n ~ : 
Let an and Sn be real numbers satisfying 
a > a 
n 
S > a 
n 
for all n € r 
for all n € A • 
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We define the normed vector spaces UI = UI(e ,a ,r) by 
n n 
Let 
product in 
UI =' {u = L U e 
nEr n n 
by 
XI = {x = L X ~ 
nEA n n 
II X IIxl = ( L 
nEA 
u,v E UI U = L 
nEr 
UI by 
= L a U v 
U E F 
n 
and 
xn E 1F and 
S Ix 12)~ 
n n . 
u e v = L v e n n nEr n n 
<u,v>U I 
nEr n n n 
the 
Similarly, for x,y E XI 
inner product in XI by 
<x,y>X I = LeX y 
nEA n n n 
X = L x ~ 
nEA n n 
, y 
and define 
= L yn~n 
nEA 
the inner-
define 
It is easy to verify that If· lIu l is the norm induced by <'>U I and· 
similarly "·llxl is the norm induced by <'>X I , the spaces UI and 
XI are Hilbert spaces and the sets 
{ e '} 
n E I = -
,U , ran nEr 
and 
are complete orthonormal sets in UI and XI respectively. Also, 
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U' = [UJ = Spa n ( E U' ) 
and 
XI = [X] = Span(EX') 
where now the bars denote the completion of [U] and [X] in the topology 
given by ". IIu' and II· Ilx' respectively. 
Observe that for each· {an}n€r we have a different space U' , that 
is, UI ;s parametrized by the numbers an. Similarly, X' ;s para-
metrized by the numbers an. 
5.6.2 - The operator T: 
We shall now define a linear operator T:U' + X' • First suppose 
that we have started our problem with an.original operator ~:U + X and 
Tl:[U] + X is a primitive operator of T. We shall see that T:U' + X' 
tV 
defined here will be the same operator T:U + X but regarded as being a 
transformation from UI to XI 
Define the linear operator T:U I + XI by 
Tu = L u ~ 
nEll n n 
for u € V(T) , where V(T) ·is defined by 
V(T) = {u = L u e € UI 
. . n€r n n 
(5.6.1 ) 
(5.6.2) 
Sinc~ V(T):J [U] = Span(EU') , T is densely defined in U' . 
Moreover, it is easy to check that T is a closed operator and 
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for all u E [UJ 
Now suppose that T1 ;s a primitive operator of some linear operator 
IV 
from U to X , say T:U + X, then 
IV 
Tu = Tu 
IV 
for all u E [UJ 
that is, T and T coincide in a dense subset of their domains. In other 
IV 
words, T is the operator T regarded as a transformation from UI to XI • 
N(T) =' {u = 1: U e 
nEr l n n 
N(T)1.. =. {u = 1: u e 
nE~ n n 
R(T) =' {x = 1: X ~ 
nE~ n n 
R(T)L =' {x = 1: x ~ 
, nEAl n n 
Clearly we have that 
N(T) ID N(T)L = UI 
5.6.3,- The adjoint operator of T 
(1: ex lu 12) 
nEr l n n 
< co} (5.6.3) 
( 1: ex lu 12) 
nE~ n n 
< co} (5.6.4) 
(5.6.5) 
(5.6.6) 
and R(T) @ R(T)L = XI . 
It is not difficult to verify that the adjoint of T is the operator 
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* * T :O(T ) + U' given by 
(5.6.7) 
* * for x e: V(T ) where O(T) is defined by 
* V(T ) ~ {x = L x <P 
ne:A n n 
~ --- * Note that R(T.) = N(T)~ and R(T) = N(T)~ (c.f. theorem 4.3.4). 
5.6.4 - The generalized inverse of T: 
Again, one can easiJy check that the geriera1ized inverse of T 
(see 4.3.5) is given by Tt:O(Tt) + U' defined by 
(5.6.8) 
for x E V(Tt), where 
5.6.5 - Projections: 
The orthogonal projections P:U' + U' and P1:O' + U' onto 
respectively N(T)~ and N(T) are given by 
Pu = L u e 
ne:~ n n 
and P1u = (I-P)u = L u e (5.6.9) ne:r' n n 
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for u = rue E UI • The orthogonal projections P:X I + XI and 
nEr n n 
P1 :X I + XI onto respectively R(T) and R(T)~ are given by 
for 
fix = r x <p 
nEll n n 
x = r x <p E XI • 
nEA n n 
and 
5.6.6 - The conjugate spaces of UI and XI : 
* Let U denote the conjugate space of UI = Ul(e ,a. ,r) , 
n n 
* i.e., U =~(UIJR), the space consisting of all bounded linear 
* functiona1s defined on UI Similarly we denote X the conjugate 
space of 
and 
XI =XI(tk Q A) 
'l'n'lJn' · We have that 
* 1 U = Ul(e , -- , r) 
n a. 
n 
X* = XI (<p ,_1 ,A). 
n 13 n 
* * * * 
(5.6.10) 
Clearly (U) = UI and (X) = XI , as one would expect, since 
UI and XI are Hilbert space and therefore reflexive. 
5.7 - THREE THEOREMS ON COMPLETE MATCHED SETS. 
Here we consider T:U ' + XI , where .. the spaces UI = UI (e ,a. ,r) n n 
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and XI = XI(,!, a A) 
't' n' n' (dependent on the choice of an's and anls) 
were defined in section 5.6.1 and the densely defined operator Twas 
defined in section 5.6.2. We shall establish here some results which will 
allow us to choose the numbers a and a such that T, regarded as 
n n . 
a transformation from UI to XI , has some topological properties such 
as: T is a bounded operator or T has closed range, etc. 
5.7.1 - First theorem: 
T € i;(U' ,XI) if and only if there exists a real number M > 0 
such tha t 
13 
--.!!. ~ M 
a 
n 
for all n € !:::. • (5.7.1) 
Proof: First we see that for u € N(Tf (given by (5.6.4)), we have 
and II U II~, = 1: a lu 12 . (5.7.2) 
n€!:::. n n 
Thus, for u € N(T)L one can verify that (5.7.1) holds if and only if 
there exists M > 0 such that 
II Tx flx' ~ iN" X Ilu' . 
and therefore, by theorem 5.2.2, the result follows. Q.E.D. 
5.7.2 - Corollary: 
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Proof: Immediate by (5.7.1) since (3n ->0 for all 
an 
n € ~ • Q.E.D. 
Remark: Note tha t if T € t, (U I ,X I) then one can eas i 1y veri fy tha t 
* V(T) = UI. , N(T) = N(T) and T € L(XI ,UI) , which are well known 
results in functional analysis. Moreover, 
* . re; II T II t,( U I ,x ') = II T 1I.f.( X I • U ') = ~~f {~ ~} · 
5.7.3 - Second theorem: 
T:U I + X I has closed range if and only if there exi s ts areal. 
number m > 0 such that 
for all n € /:). • (5.7.3) 
Proof: Since for u € N(T).l II Tu Ilxl and II u Ilul are given.by (5.7.2), 
one can verify that (5.7.3) holds if and only if there exists m > 0 such 
that 
II Tu "XI ~ ImI1 U /lUI · 
Hence, using theorem 5.2.1, the result follows. Q.E.D. 
5.7.4 - Corollary: 
. T:U I + XI has closed range if and only if the set . {an/(3n}nE~ 
is bounded. 
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Proof: Clearly (5.7.3) holds if and only if the set· {a Ie} A is 
n n nEu 
bounded from above with an upper bound 11m. Since (an/en) > 0 for 
all n E /). then· {a Ie} A is also bounded from below and the result n n nEu 
follows. 
Remark: If T:UI + XI has closed range then, as one would expect, 
R(T) = R(T) , the generalized inverse Tt is bounded and 
5.7.5 - Corollary: 
Q.E.D. 
o 
T E!,(UI ,XI) and R(T) is closed in XI if and only if there 
exist real numbers M, m > 0 such that 
for all n E/).. (5.7.4) 
Moreover, (5.7.4) holds if and only if the sets' {a Ie} A and· {a la } n n nEu ~n nnE/). 
are both bounded. 
Proof: Immediate from theorems 5.7.1 and 5.7.3 and corollaries 5.7.2 
and 5.7.4. Q.E.D. 
Remark: If T E ~(UI ,XI) and has closed range then both T and Tt 
are continuous, the orthogonal projection .' P:U' + UI onto N(T)J. 
given by (5.6.9) can be expressed by (c.f. section 4.3.5) 
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and the orthogonal projection P:X· ~ X· onto R(T) given by (5.6.10) 
can be expressed by (c.f. section 4.3.5) 
P = TTt o 
5.7.6 - Third theorem: 
T:U' ~ X' is a Hilbert-Schmidt operator (and therefore completely 
continuous) if and only if 
(5.7.5) 
Proof: Since EU' - {en/~n}nEr is a complete orthonormal set in U' 
and 
T(;) <f>n = fa , n 
n 
if n E !:::. 
0 if n E r· = r\!:::. 
we have that 
(5.7.6) 
which implies that T is a Hilbert-Schmidt operator (see §2.4.11) if 
and only if (5.7.5) holds. Q.E.D. 
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Remark: Since (5.7.5) => (5.7.1), by theorems 5.7.1 and 5.7.6 this is 
equivalent to say that 
T is Hilbert-Schmidt operator =>' T is bounded 
which is a well known result (see §2.4.11). However, (5.7.5) and (5.7.3) 
hold together if and only if R(T) has finite dimension. By theorems 
5.7.3 and 5.7.6 this implies that a Hilbert-Schmidt operator T has 
.. 
closed range if and only if R(T) is a finite dimensional space. Indeed, 
we have seen this result in corollary 5.2.5. 0 
5.7.7 - Corollary: 
Let UI = UI (e ~ r) and XI = XI(~ S A) be as defined in n' n' ~n' n' 
§5.6.1. Suppose that r = A and for some cn E R , ¢n = cnenfor all 
n E r then we have the following result: UI = XI and II ·llul is 
equivalent to II· Ilxl if and only if both the sets 
} 
nEr 
and are bounded. (5.7.7) 
(In the sequel we shall use the notation UI ~ XI if UI = XI and 
II · !lUI is equivalent to II· ~IXI.) In other words this corollary says 
that if (5.7.7) holds UI and XI have the same elements, however the 
topology in UI is such that' {e lra}n r is a complete orthonormal nnE 
set whereas the topology in XI is such that' {cnen/l!3n}nEr is a 
complete orthonormal set. 
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Proof: Consider the identity operator I:U I + XI • Clearly, by corollary 
5.2.3, if we have I bounded with range closed in XI then the spaces 
U = N(I)~ and XI = R(I) will have equivalent topologies. Take 
u € U I => U = I: U e , II u II ~ I = I: I u 12ex Hence 
n€r n n n€r n n 
u u 
I - n n u- I: -c .ce = I:-4> 
nEr n n n nEr cn n 
and therefore 
2 I: lu 12 ~ II Iu fixi nEr n c 
lIull~1 = n (5.7~8) I: lu 12 ex 
nEr n n 
. By corollary 5.2.3 I:U I + XI is bounded a'nd has closed range if and 
only if 
for some Yl'Y2 > 0 
and by (5.7.8) this will be the case if and only if 
S 
m 5~ ~ M 
ex c 
n n 
for some M,m > 0 
which is the same as (5.7.7). This concludes the proof. 
5.7.8 ~ Corollary (IMBEDDINGS): 
Let XI = XI (4)n,Sn,A) be as defined in §5.6.l and H be a 
Hilbert space such that 4>n € H for all n EA. If the set 
,Q. E. D. 
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is bounded (5.7.9) 
then XI is continuously imbedded in H. 
In particular, if Span{~n} =H and both sets 
{ and 
II~ 112 , { __ n _H } are bounded 
nEA 
Sn 
,(5.7.10) 
then there exists a topological isomorphism I:XI + H. That is, there 
exists a linear bijective map I from XI to H such that for some Y1'Y2 > 0, 
In other words, if both sets' {S III <P IIH2} A and' {II <P II H2/S} A are n n nE n n n€ 
bounded and Span{<pn} = H then XI can be interpreted as being H with 
a topology in which <pn/lSn are the orthogonal 'elements with unitary norm. 
Remark: We shall also denote this topological isomorphism by 
XI ~ H • 
Also, we shall often set 
so that (5.7.10) will hold and I will be an isometry. 
Proof: First we see that if (5.7.9) holds.then, for some m > 0 
S ~ mil <P II~ n n for all n e: A . 
Take x E XI => X = 1: X <P , II X II~I =1: Ix ,213 . Then, 
ne:A n n nEA n n 
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So, II x I\H ~ II X Ilx' and hence the imbedding X' -+ H is continuous. 
Now suppose that (5.7.10) holds. Then, for some m,M > 0 
mil <P IIx2 ~ e ~ Mil <P IIx2 n n n for all n e: A • 
Also suppose that Span{<Pn}ne:A = H. Then we can take a c.o.s. 
(with the same countable set of indices A). Let I:X' -+ H be 
Ix = 1: X l/J 
ne:A n n 
Then, using (5.7.11), 
and therefore 
This concludes the proof. 
5.7.9 - Examples: 
for all 
i) Let U = U'(e ,a ,r) where 
. n n 
x = 1: X <P e: X' • 
ne:A n n 
e (t) = cos n'TT t, a = i and r = I'l = {1, 2, .•. } . 
n T n 
(5.7.11) 
By the imbedding corollary 5.7.8, since 2 II en ( .) rI 2 = ~ for all 
L (O,T) 
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n = 1,2, ..• , we have that U has an equivalent topology to L2(0,T) , 
however the following 
. . 2 does not hold because Span{e
n
} I Span{L (O,T)}. In fact 
. 2 Span({e
n
} u {1}) = Span{L (O,T)} 
So U here can be regarded as a closed subspace in L2(0,T) or as the 
subspace of L2(0,T) without the one-dimensional subspace of the constant 
functions. Also,' {cos (n-rr/T)t} n=l ,2,... form a complete orthonormal set 
in U whereas· {If cos(mr/T)t}n=1,2, ... u· {l} form a complete orthonormal 
set in L2(0,T) . 
ii) Let U = U1(e ,a ,r) where 
. n n 
(2n+ 1 ) 
By the imbedding corollary 5.7.8, since 
and + . r =ll = {0,1,2, ... } 
2 II en ( · ) II 2 = an ' 
L (O,T) 
we have that U ~ L2(0,T) In other words, here U is the L2(0,T) 
functions with a topology in which the functions 1,t,t2, ... are 
orthogonal. (Note that en(T) = Tn for all n-= 0,1,2, ..•• ) 
iii) 
. ~ .. 
Let U be as· in the previous example and U = UI(~ ,~ ,r) where 
n n 
. n 
~ t 
e (t) = -n ,0. n T 
~ T 
a =---
n (2n+ 1 ) and 
+ . 
r =71. = {0,1,2, .•. } 
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Clearly ~ = c e for c = l/Tn and e as in example (ii) above. 
n n n n n 
2 tV Since a c /a = 1 for all n = 0,1,2, ... , we have that, by corollary 
n n n 
tV 2 tV 5.7.7, U ~ U ~ L (O,T) . The only difference is that in U the 
. t t 2 functlons 1 , -, =z ' are orthogonal. (Note that ~(T) = 1 for 
T T 
all n = 0,1,2, ..•. ) We could also have deduced that· U ~ L2(0,T) 
by applying the imbedding corollary 5.7.8 directly. 
jv) Let T be the differential operator given by (5.1.1), namely 
du (Tu)(t) = dt 
where now we shall regard T as being a transformation between the spaces 
UI =UI (en,an,r) and XI = XI (~n,Bn,A) defined· in §5.6.1 using the 
complete matched set M = ({e} r·'{~} lI,ll,r,A) obtained in example n nE n nEil 
5.5.4(i). If we set 
a = a = constant 
n 
and 2 2 B = n 1T 
n 
for n=1,2, ... 
for n=1,2, ... 
·2 for all n EA. By corollary 5.7.8 we have that U' ~ L (0,1) and 
X,I ~ L 2(0,1) too. Now, since .. {B /a} ,,=" {n~1T2}n_1 2 is not a 
n n nEu - , , ... 
bounded set we have that (applying corollary 5.7.2), T I.~(UI,X') . 
In fact we already expected this result (see section 5.1). Now suppose 
we set 
an = a = constant 
Bn ~. B = constant 
for 
for 
n=1,2, ... 
n = 0, 1 ,2, ... 
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then, by corollary 5.7.8, we have that UI ~ L2(O,1) and XI ~ H-1(O,1) 
(since SIll <t> 112_1 = 2S for all n E A) • By corollary 5.7.5, 
n n H (0,1) 
since both sets . {a Is} A and· {S la} A are bounded, we have that 
n n nEu n n nEu 
T E!, (U I ,X I ) and R(T) is closed in XI. (5.7.;2) 
Also, II T Ilt(u, ,XI) = ISla and II Tt "L(X, ,UI) = {a/S . We obtained 
(5.7.12) by setting suitable values for Sn. The space XI = XI (<t>n,Sn,A) 
. 2 
is larger than the original space L (0,1) . We could also have obtained 
(5.7.12) by maintaining XI = L2(O,1) and setting suitable values for 
an. For example, let 
2 2 
a = n 1T 
n 
and 2 2 S = n 1T n 
for n = 1,2, ... 
for n = 1,2, ... 
then a I" e 1121 = 2n21T2 I (1 +n21T2) and hence bo th 
n n H (0,1) 
. {an/ll en 1121 } and· {If en 1121 Ian} are bounded and 
H (0,1) nEA H (0,1) nE/1 
therefore, by corollary 5.7.8, UI ~ H1(0,1). Also, X' ~ L2(O,1) 
Since a Is = 1 for n E /1 then, by corollary 5.7.5, we have that 
n n . 
(5.7.12) holds here too. Moreover, now II T 1I.t(·u"x:()= 1/ Tt Ilt(x, ,U l ) = 1. 
If however we want 
T is completely continuous (5.7.13) 
then we could set, for example 
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2 2 
a. = n 1T , 
n 
n=1,2, ... and en = e = constant, n = 0,1,2, ... 
in which case UI ~ Hl(O,l) and XI ~ H-1(0,1). By theorem 5.7.6, since 
L (e fa. ) < 00, we have that (5.7.13) holds. Alternatively, setting 
ne:fl n n 
we have 
v) 
a. = a. = constant 
n 
for 
for n = 1,2, ... 
n=1,2, •.• 
. 2 2 UI ~ L (0,1) , XI ~ H- (0,1) and again (5.7.13) holds. 
Let T be the integral operator given by (5.1.2), namely 
(Tu)(t) = f;U(S)dS 
where now we regard it as a transformation between the spaces 
UI = UI(e a. r) and XI = XI(~ ,e ,A) defined in §5.6.l using the 
n' n' n n -
complete matched set M = ({e} r~{~} A,fl,r,A) obtained in example n ne: n ne: 
5.5.4(ii). In this case if we set 
a. = 1 o and 
. 2 2 
a. = 4n 1T 
n 
en = e = constant 
we have 
a. 
. {-2!} is not bounded 
... en ne:fl 
for n = 1,2, ••. 
for n = 0,1,2, ••• 
- 2 2 Since (a. /e ) = (4n 1T )/e 
n n 
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and therefore, by corollary 5.7.4, T does not have closed range. 
2 2 However, (S /a ) = S/(4n TI) and hence 
n n 
S 
{...ll} 
an nE:~ 
is bounded 
which implies, by corollary 5.7.2, that T is bounded. In fact we 
already expected this result (see section 5.1). Also observe that 
I (~/a ) < 00, thus (using theorem 5.7.6) 
nE:~ n n 
T is completely continuous. 
Now suppose we set 
an = Sn = 1 = constant for all n = 0, 1 ,2, ... 
then (using the imbedding corollary 5.7.8) we now have 
and 
Clearly, by corollary 5.7.5, since 
for n E: ~ 
we have tha t 
T:U I -+- XI is bounded and has closed range. 
A 1 terna'ti ve ly, setting 
(5.7.14) 
(5.7.15) 
aO = So = 1 and 
2 2 for 1 ,2, ... an = Sn = 4n TI n = 
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we have (by applying the imbedding corollary 5.7.8 again) 
and 
Here again we have that (5.7.14) holds and hence (5.7.15) 
ho1 ds too. 
5.8 - THE GENERATION OF COMPLETE MATCHED SETS. 
In this section use the' abbreviation "C.O.S." for complete 
orthonormal sets. Suppose we have a linear operator T:U ~ X, densely 
defined, and a c.o.s. E =' {~} in V(T) . Clearly E is also a c.o.s. 
n 
in U and therefore [U] = Span(E) is a primitive subspace of U (see 
95.1.1) and a primitive operator T1:[U] ~ X of T can be easily defined 
by 
1 T u = Tu , U € [U] 
In this section we present two different methods for obtaining a 
complete matched set M for T1 • Both methods require that we have 
. {en} and' {~n}' c.o.s. in the spaces V(T) and X respectively. We 
have seen in sections 5.6 and 5.7 that once we have M we can define 
spaces U' = U'(en,an,r) and XI = XI(~n,Sn,A) by manipulating the 
numbers an and/or Sn' such that T regarded from U' to XI will 
have some desired topological properties. 
In the first method M = ({en}n€r " {~n}n€A ,~,r,A) is generated 
such that ~~n}n€A is a c.o.s. in X, so that we can obtain X' ~ X 
by setting 
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Sn = S = constant for all n € A 
(or also (XI,". "XI) = (X, " • fix) if we set Sn = 1 for all n € A) • 
A 
In the second method M = ({&} r'{~} A,6,r,A) is generated such n n€ n n€ 
that" {e} is a c.o.s. in U. In this case we can preserve the 
n 
original space U with an equivalent norm by setting 
a = a = constant 
n 
for all n € r 
(or also preserve U with its norm by setting an = 1 for all n € r) . 
5.8.1 - First method: 
Let T:U + X be linear and densely defined and" {e } and 
nn=1,2, ... 
{~ } -1 2 be c.o.s. in V(T) and X respectively. Set n n- , , .•• 
r = A =" {±1,±2, ... } and 
6=lN="{1,2, .•• } 
Clearly 6 ern A and the sets rl and AI become 
r I = A I = {-1, -2, ... } 
It is easy to verify that if we apply the generalized Gram-Schmidt 
process to the sequence {f; } n n=1,2, •.. given by 
for n = 1,2, •.. "" (5.8.1 ) 
then we obtain a c.o.s. in R(T)". In the following procedure we apply 
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the generalized Gram-Schmidt process to {~n}n=1,2, ... ' generating 
{~n}nE~ in X and at the same time we generate another sequence 
. {en}nE~ in U 
Def.ine . {l/l } _ k k-1,2, ••• by 
o if ~k = 0 0 if 1\.0 ~k = 0 
~k = fk = 
1\.0 
if ~k f 0 ek. if 1\.0 II~k"U ~k f 0 
where 
It is not difficult to verify that Tfk = l/lk for k = 1,2, ... 
Now take . {~n}nE~ the subsequence of {l/lk}k=1,2, ... obtained by 
eliminating all l/lk = 0 and similarly take . {en}nE~ the subsequence 
obtained from' {fk}k=1,2, ••• by also eliminating all .fk = o. It is 
clear that {en}ne:~ and {~n}nE~ satisfy 
Te = ~ for all n E ~ (5.8.2) n n 
{~n}nE~ is a c.o.s. in R(T) .. 
{en}nE~ is linearly independent and 
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(5.8.3) 
The next step is to find a comple~ion for {~n}n€fj. in X and a 
completion for {e} A in U (see section 5.4). Using' {~ } -1 2 ' n n €u n n- , , ... 
since '{~n}n€fj. is orthonormal, we can apply the method of theorem 5.4.2 
straight away obtaining a sequence, say' {T} IN' which is a completion n n€ 
~ ,= T for n E 1N 
-n n 
we get { ~} Clearly we now have that 
't'n nEAl 
is a c.o.s. in X (5.8.4) 
and this implies that 
(5.8.5) 
is a primitive subspace of X,. Similarly, using' {e } we can n n=1,2, ... 
obtain a completion, say' {9 n}n E IN' for the linearly independent set 
{en}n=1,2, ••• (see §5.4.2). Setting 
e = 9 
-n n 
for n E IN 
Equations (5.4.6) and (5.8.2) yield 
. which implies that 
and 
Te = 0 
n 
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for all n € r l = r\6 
is a primitive subspace of U. 
From (5.8.2) and (5.8.6) the set 
(5.8.6) 
. 1 is a matched set for the primitive operator T :[UJ ~ X of T given by 
1 T u = Tu , U E [UJ 
and by (5.8.5) and (5.8.7) M is complete. Moreover, M satisfies 
(5.8.4). 
5.8.2 - Second Method: 
Let T, . {e } -1 2 . {~ } -1 2 ' 6, ran dAb e as i n th e n n- , , ••• , n n- , , ••• 
first method. Suppose we have o~tained the sets {en}n€6 and {~n}n€A' 
as in the first method. Define· {~n}nEAI by 
A 
~n = ~n for all n E-AI = A\~ • (5.8.8) 
Clearly we have 
(5.8.9) 
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Applying the Gram-Schmidt process to {en}nE~ we obtain an ortho-
normal set' {en}nE~ which satisfies 
Now we obtain {e} IN' a completion for' {e} A , by applying n nE n nEu 
the method of theorem 5.4.2 straight away, using c.o.s. . {e } 
nn=1,2, ... 
.. 
Setting 
,. 
e = e 
-n n 
for all n E IN 
we get '{~n}nEr' '. an orthonormal set in N(T) which satisfies 
A 1 so, 
and 
Te = a 
n 
~ = Te 
'fin n 
is a c.o.s. in U 
for all n E r' = r\~ 
for all n E ~ . 
Then, by (5.8.10), it is easy to see that 
(5.8.11) 
(5.8.12) 
(5.8.13) . 
(5.8.14) 
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is a linearly independent set and Span{$} A = R(T) 
, n nEu 
and hence, by (5.8.9), 
[X] = Span{$} A 
n nE (5.8.15) 
is a primitive subspace of X. Similarly, by (5.8.10) and (5.8.11), 
(5.8.16) 
is a primitive subspace of U . "Clearly Tl:[U] + X given by 
1 T u = Tu , U E [U] 
is a primitive operator of T. By (5.8.13) and (5.8.14) 
1 is a matched set for T and, by (5.8.15) and (5.8.16), M is complete. 
Moreover, M satisfies (5.8.12). 
5.8.3 - Remarks: 
i) Clearly the approach "via the generalized Gram-Schmidt process 
was necessary since for a given c • 0 • s. "{ e} IN th e set " {~} IN 
n nE nnE 
defined in (5.8.1), namely 
is"not linearly independent in general. 
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ii) Roughly speaking both methods involve the same amount of 
computation. Whereas in the first method the completion of ' {~} A 
n n€u 
follows by applying the method of theorem 5.4.2 straight away, the 
completion of {en}n€~ in the second method follows by applying the 
same method straight away~ 
iii) There are a lot of obvious particularizations. Apart from the 
cases where either U or X (or both) are finite dimensional, there are 
also the cases 'where R(T) has finite dimension or finite co-dimension 
(i.e., dim(X \ R(T)) <~) and/or N(T)~ has finite dimension or 
finite co-dimension (i.e., dim(U \ N(T)~) < ~) • 
o 
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5.9 - SOME APPLICATIONS. 
We shall use the theory developed in this chapter in applications 
in control where U = Hr(O,T;U) for some r E R (or U = H~(O,T;U) 
for some r ~ 0) will be the space of input functions and 
x = MS(O,T;Z) = HS(O,T;Z) x Z will be the space which contains the 
pair (z(·),zf) consisting of the trajectory z(·) E HS(O,T;Z) and the 
fina~ state zf E Z (the state space). In section 5.10 we present some 
examples which show how the spaces U and X can be adjusted. More 
specific examples will be given in section 6.7. 
We shall again use the abbreviation c.o.s. for complete orthonormal 
set and the symbol II:::" (introduced in §5. 7.7) to write X::: x if /I • Ilx 
is equivalent to If· Ilx 
5.9.1 . r r The spaces U = H (O,T;U) and U = Ho(O,T;U): 
. Let {fn}n=1,2, ... be a c.o.s. in a Hilbert space U and 
consider the spaces 
where 
set 
U=U'(e r) nm ' <lnm' • 
e (t) = sin(mrrt).f 
nm .. T n 
<l > 0 nm 
(5.9.1 ) 
for all (n~m) E r . Let us first 
for all (n,m) E r =IN xlN • 
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Since {n sin(mrr/T)t}m=l ,2,... is a c.o.s. in L2(O,T) = HOeO,T) 
we can easily deduce, by the imbedding corollary 5.7.8, that for r ~ ° 
2r If Ct = m nm 
-2r If Ct nm = m 
For e.2(ample, 
if Ct nm = 1 
if 2 Ct = m nm 
if Ct nm = 11m 
2 
for all (n,m) € r , 
for all (n,m) € r , 
for all (n,m) € r 
for all (n,m) € r 
for all (n,m) € r 
then r U ~ HO(O,T;U) . 
then -r I U ~ H (O,T;U) . 
=> 
2 U = L (O,T;U) , 
=> 
1 U ~ HO(O,T;U) 
=> U ~ H-l(O,T;U) , 
etc. The symbol ~ must be used (except in the case s = ° where U 
coincide with L2 = HO) because in general {enm} will not be ortho-
1 · Hr ( Hr) F 1,· f 1 1 2 th norma,n or ° . or examp e Ct nm = men, 
-1 U ~ H (O,T;U) , {me
nm
} is a c.o.s. in U (since l/lanm = m) 
whereas {mrre
nm
} are the orthonormal elements with unitary norm in 
-1 H (O,T;U). Of course it is possible to choose the right Ct nm so that 
we have U = Hr for some r € R rather than U ~ Hr ~ 'however we shall 
not be worried with this here. For us U ~ Hr or U ~ H~ will be enough. 
Now consider another example. 
~+ = {O,1,2, ... } and set 
Let + r = lNx ~ , IN =' {l ,2, ••• } , 
for (n,m) € r 
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(Note that for m = 0 we have enmCt) = enoCt) = fn' independent on t.) 
Since {/2 cos(m~/T)t}m=1,2, ... u {1} is a c.o.s. in L2(O,T) = HO(O,T) 
we can deduce, using the imbedding corollary 5.7.a again, that for r ~ 0 
we have 
for all n E IN } 
for all (n,m)aN~ => r U ~ H (O,T;U) . 2r Ct nm = m 
Here again it is convenient to consider U ~ Hr rather than U = Hr . 
For example, if we want U = H2(O,T;U) we must set 
=l,nElN and 
whereas. if we accept U ~ H2(O,T;U) 
4 
Ct = m nm · 
for (n,m) ElNxlN 
is enough to set = 1 and 
Now suppose that Ct nm also depends on n. For example, for some 
constants Ct~ > 0, n E IN and some r ~ 0 set 
for all n E IN 
for all (n,m) E IN-x IN 
then U ~ Hr(O,T;U') where U' = U'(fn'Ct~~), i.e. 
00 
U' = {L unfn n=l 
2 
1/ u /1 U' 
00 2 
= ( L luni Ct') < oo} 
n=l n 
(5.9.2) 
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Also note that if a l ~ 1 for all n EIN ,then U1 c U 
n 
for all n Em, then U1 = U and if a l ~ 1 for all 
n 
if a l = 1 
n 
n E 1N , then 
Observe that, loosely speaking, the larger a
nm 
is the smoother 
the spaces U become. If anm = a~a~ then the larger a~ is the 
smoother (in t) U becomes. Also, if U is some space of functions 
with variable x E ffiN (e.g. U·= L2(n) , n cIRN , a case which arises 
in control of systems described by partial differential equations), then 
the larger a l is the smoother (in x) U becomes. These properties 
n 
will be useful in control applications where a smooth control u is 
desirable. 
Now let r =IN x7Z+ again and set 
e (t) = t m f 
nm · n 
for (n,m) E r 
and set 
all = 
m 
for m = 0, 1 ,2, . •. . 
By the imbedding corollary 5.7.8 we have that, for r ~ o· 
If - II then U r a 
- am ~ H (O,T;U) nm 
If· a = a I .a ll nm n m then U ~ Hr(O,T;U ' ) 
where U1 is given by (5.9.2). The difference is that now the functions 
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2 {fn' t f n, t ,fn, •.. }n=1,2, ••. is an orthogonal set in U 
A typical element (control) u E U here has the polynomial form 
00 00 00 
= L u f + u ltf + u 2t2f + 
n=l no n n n n ,n u(t) 
Similar results can be obtained with 
e = elf 
nm m n 
(n,m) E r (5.9.3) 
where '{e~} is some set of linearly independent functions in L2(O,T) • 
Finally, suppose that' {fn}n=l ,2, ... is now,a linearly independent 
set (not necessarily orthogonal) such that Span' {fn}n=1,2, ... = U and 
consider U' given by (5.9.2). By the imbedding corollary 5.7.8 we have 
that if (l' = II fn IIG for n = 1 ,2, .•. then U' ~ U ; if (l~ > II f n II G n 
(respectively 2 (l~ < II f n II U) for n=1,2, ..• then U' c U (respectively 
U' :::> U) . Here too we can obtain similar result as above. For e xa mp 1 e , 
let e
nm 
be given by (5.9.3) then, for r ~ 0 : 
II e' 112 II fn IIG r (lnm = => U ~ H (O,T;U) 
m Hr(O,T) 
and 
el = II e' 112 el' => U ~ Hr(O,T;U') . nm m Hr(O,T) · n 
The ab~ve examples show the flexibility we have to represent spaces 
of the type Hr and H~ in the form U' (enm,elnm,r) introduced in 
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§5.6.1. In the next paragraph we study the representation of spaces of 
the type MS (introduced in §2.2.6) in the form X'(~k,Sk,A) . 
5.9.2 - The spaces X = MS(O,T;Z): 
Consider the spaces MS(O,T;Z) introduced in §2.2.6, namely 
s s M. (O,T;Z) = H (O,T;Z) x Z , S € ffi 
Z Hilbert space (the state space) and 
We shall see here three examples of how to express these spaces in 
the form XI(~j,Sj,A). Here we use ~j'~nm' etc., to denote elements 
of MS ; ~j(.) , ~nm(·) , etc., to denote elements of HS and ~j'~nm' 
etc., to denote elements of Z. For example, 
s ~. = (~.(.),~.) € M (O,T;Z) 
J J J 
i) Let A1 and. A2 be two countable sets, . {~j(·)}j€Al 
{~n}n€A any two linearly independent sets such that 
2 
. {~.(.)}. A is complete in HS(O,T;Z) and 
J . J€ 1 
is complete in Z 
and 
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(see section 5.4 for definition of completeness in the above sense). 
For example, '{~n}nEA2 any c.o.s. in Z and' {~j(·)}jEAl such that 
Span{~.(·)}. A = HS(O,T;Z) 
J JE 1 
where the bar denotes completion with respect to the norm in HS(O,T;Z). 
m-l e~(t) c cos(mn/T)t or e~(t) = t ,etc. See §5.9.1.) Set 
and 
By the imbedding corollary 5.7.8 we have that: for s E R if 
and 
then 
s ' El ~ H (O,T;Z) x {OJ (5.9.4) 
s X ~ M (O,T;Z) 
Clearly, by (5.9.4), 
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and 
where sl and s2 are the submersions defined in X by 
sl(Z) = z(·) 
s2(z) = zf 
for z = (z(·),zf) E X 
for z = (z(O),zf) EX. 
s Summarizing, any z = (z(.),zf) E M (O,T;Z) can be writte.n as 
a.(<p.(·),O) + I: b (0,4> ) • J J n n nEA2 
i i), The above representa ti on of the spaces MS , though simp 1 e, wi 11 
not be the most suitable for applications in chapter 6. Here we present 
a different way to express MS(O,T;Z) . Let ~ be a countable set and 
suppose we have a linearly independent set R 
R =' {<p.}. A J JEu 
of elements S <P. = (<p.(.),4>.) E M (O,T;Z) J J J for some s E 1R . 
assume that 
'{<p·C·)}· A J JEu is linearly independent 
and 
4>. f O} 
J jE~ 
is bounded. 
(5.9.5) 
We first 
(5.9.6) 
(5.9.7) 
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(Observe that if (5.9.6) holds but (5.9.7) does not hold then we can 
easily redefine R as 
'k = {~.}. A J JEu 
where IV q,. = (q,.(.),c.~.) J J J J for jEt:. and 
With this definition 
IV 
if ~.IO 
J 
if ,4,. = 0 
't'J • 
Span(R) = Span(R) 
IV 
and R satisfies both (5.9.6) and (5.9.7).) 
AO = {j E t:.: ~j = O} 
Clearly R = RO u R, and t:. = AO U A, . Now set 
~O . ( .) = q,. ( · ) for j E AO J J 
q" • ( .) = q,. ( • ) and ~l j = ~ j for j E Al J J 
and take {q,2·(·)}· A J . JE 2 and {~4'}' A J JE 4 such that (see section 5.4) 
'0 __ ---
and 
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{~2·(·)}· A is a completion of . {~.(.)}. A in HS(O,T;Z) J JE 2 J JEu 
{¢4·}· A J JE 4 is a completion of {¢.}. A in Z. J JEu 
Clearly either. A2 or -A4 may be empty sets. Actually A2 will be 
empty if Span{~.(·)}. A = HS(O,T;Z) and similarly, A4 will be empty J JEu 
if Span{¢.}. A = Span{¢l .}. A = Z (see section 5.4). 
• J JEu J JE 1 
and 
and 
Now defi ne 
. A3 = A1 , 
~Oj = (~Oj ( · ) 0 ) 
~lj = (~lj(·) , ¢1 j) 
~2j = (~2j(·) , 0 ) 
~ 3j = (~1 j ( · ) , 0 ) 
~4j = ( 0 , ¢4j) 
. 2 
s.· = If~··11 , lJ lJ MS' 
Also set 
j E AO 
j E A " 
. 1 
j E A2 
j E A3 
j E A4 
j E A., i E {O,1,2,3,4} 
1 
E. = XI(~ .. , s .. , A.) 
1 lJ lJ 1 i E {O,1,2,3,4} 
(5.9.8) 
(5.9.9) 
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with norm defined by 
II z /Ix = {.i II zi /I~} (5.9.10) 
1 =0 1 
o 1 4 i for z = z + z + ••• + Z , Z E E., i = 0,1,2,3,4. It is easy to 
1 
verify (by the imbedding corollary 5.7.8) 
Moreover, 
E . .L E. 
1 J 
for i I j i,j E· {0,1,2,3,4} (5.9.11) 
and EO ~ E1 = Span(R). (5.9.12) 
Clearly 
s . EO ~ E2 ~ E3 = H (O,T;Z) x {OJ 
and therefore II· II HS ~ 1/ (. ~ 0) II X and 
Now let Zl ,Z2 and Z be the spaces 
A. 
Z2 = s2(E4) and Z = s2(E1@E4) = s2(X). (5.9.13) 
C1 early .. 
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Also note that 
L ~ Z 
since the sets 
and . {II <p.'. II Z2 Is . . }. A lJ lJ JE . 1 i = 1,4 
"" are a1] bounded, which is guaranteed by (5.9.7). As a matter of fact Z 
is the space Z with an equivalent topology such that 
'{<P •• I rs:-. j EA., i = 1,4} lJ lJ 1 
"" is a c.o.s. in Z 
Moreover, 
Note that if A4 = 0 (empty) then Z2 is empty. This will be the 
case if and only if Span{<pj }jE6 = span{<Plj}jEAl = Z. If Z2 1 0 then 
Z2 is the closed subspace of Z given by 
If 
{<p.}. A' is linearly independent 
J JE 1 
then Zl can also be expressed as 
Zl = X I (<p. , s·· , A1) . J lJ 
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s Summarizing, if z = (z(·),zf) € M (O,T;Z) for some s € ~ then 
z can be expressed as 
4 
z = l: l: 
i =0 j€Ai 
a.. q) •• lJ lJ 
where a .. € IF and q) •• 'is given by (5.9.8). If s .. is given by lJ lJ lJ 
(5.9.9) then the norm If· Ilx ' given by 
is equivalent to 1/. II s 
M 
q) •• 
2 I a .. I s.· lJ lJ 
Furthermore, 
. lJ {-
rs:-. 
j € A. 
1 
i ,= 0,1,2,3,4} is a c.o.s. in X, 
lJ 
the orthogonal projection P.:X + X onto E. is given by 
1 1 
P.z = l: a .. q).. , 1 . lJ lJ J€A. 
, 1 
i = 0,1,2,3,4 (5.9.14) 
and the orthogonal projection PR:X + X onto Span(R) = EO m E1 is 
given by 
a .. q) •• lJ lJ (5.9.15), 
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Finally, if (5.9.6) does not hold then we have to find' {<I>l' .(.)}. A 
J JE 3 
linearly independent such that 
Span{<I>l' .(.)}. A = Span{<I>l·(·)}· A 
J J€ 3 J. J€ 1 
This can be done by using the technique developed in section 5.3, the 
generaJized Gram-Schmidt process. If we replace <I>3j and S3j by 
then E3 becomes 
and the above results remain valid. 
s iii) Here we consider another way to express M (O,T;Z) . Let R be as 
defined in (5.9.5) but instead of conditions (5.9.6) and (5.9.7), here we 
assume 
and 
{~.}. A is linearly independent J JEu 
is bounded. 
(5.9.16) 
(5.9.17) 
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(Observe that if (5.9.16) holds but (5.9.17) does not hold then we can 
easily redefine R as 
where 
Clearly 
IV 
IV . IV 
R = {<I>.}. A J JEu 
IV 
<I>. = (c. <I>J' ( • ) ,<p • ) J J J 
c. = 
J 
o 
IV 
for j € b 
Span(R) = Span(R) 
and 
and R satisfies both (5.9.16) and (5.9.17).) 
Let AO ,Al ,RO and Rl be defined by 
<I>.(.) = O} 
J 
Al =. {j E b : <I> j ( .) f O} • 
Clearly R = RO u Rl and b = AO U Al . Now set 
for j E AO 
.. 
for j E Al 
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and take' {cI>2·(·)}· A and' {<I>4·}· A such that (see section 5.4) J JE 2" J JE 4 
" {cI>2·}·A is a completionof'{cI>.(·)}. A J JE 2 J JEu 
s in H (O,T;Z) 
and 
in Z. 
Clearly either A2 or" A4 (or both) may be empty (see section 5.4). 
Now define A3 = Al and 
and s .. as in (5.9.9), i.e., 
lJ 
(5.9.18) 
j E A. 
1 
4i E {0,1,2,3,4} (5.9.19) 
We also ~efine Ei and X similarly to example (ii), i.e., 
E., = XI (cI> .. , s .. , A.) i E {O,l ,2,3,4} 
1 lJ lJ 1 
4 
X =i~OEi = EO ~ El @ E2 @ E3 ID E4 
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with norm II ·ll x given by (5.9.10). Here too we have that 
and expressions (5.9.11) and (5.9.12) hold (i.e., Eo .l Eo, i f j and 
1 ,J 
;,j = 0,1,2,3,4; 
No~ let Fl ' F2 and F be the spaces 
and 
then 
and 
s F c: H (O,T;Z) . 
This follows since the sets 
'{So 0/ II ~o 0(·) 112 } 0 A 
1 J 1 J HS J EH; and {II ~ 0 0 ( .) 112s / So o} 0 A lJ H lJ JEHi i '= 1,2 
are all bounded, which ;s guaranteed by (5.9.17). As a matter of fact F 
is the space HS(O,T;Z) wi~h an equivalent topology such that 
'{~. 0(.) /.rs:-o j E Ao lJ lJ 1 i = 1,2} is a c.o.s. in F • 
Moreover' 
Il"z ( .) II F = II (z ( · ) , 0 ) /I X • 
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Observe now that 
and therefore we have 1/. II Z ~ II (0,·) II X and 
s Summarizing, if z = (z(.),zf) E M (O,T;Z) for some s Em then 
z can be expressed as 
4 
z = E E 
i =0 j EAi 
a .. ~ .. lJ lJ 
where a .. ElF and ~ .. is given by (5.9.18). If 8 .. is given lJ lJ lJ 
(5.9.19) then the norm 1/ • !Ix ,given by 
4 2 II zllx = L L la··1 8.· i=O jEA. lJ lJ 
1 
is equivalent to II· II s. Moreover, 
M 
~ .. { -.-!.J. j E A. ; i = 0,1,2,3,4} 
1 
is a c.o.s. in X • 
re-:- . lJ 
The orthogonal projections P.:X + X onto E. , ; = 0,1,2,3,4 are given 
1 1 
by 
p.z = L a .. ~ .. 
.J jEA. 1 J 1 J 
1 
(5.9.20) 
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and the orthogonal projection PR:X ~ X onto Span(R) = EO ffi E1 
is given by 
a .. ~ .. lJ lJ 
Finally, if (5.9.16) does not hold then we have to find 
{~1' .}. A linearly independent such that 
J JE .. 3 
Span{~l' .}. A = Span{~l .}. A 
. J JE 3 J JE 1 
(5.9.21) 
This can be done by applying the generalized Gram-Schmidt process (see 
section 5.3) to {~lj}jEA1 • Replacing ~3j and" S3j by 
E3 becomes 
and the above results still hold. 
Suppose now that T is some linear operator from 
(or H~(O,T;U),r ~ 0) to MS(O,T~Z) , s E IR and-
R = {Te .}. A J JEll 
j E. A3 
"r H (O,T;U) 
is linearly ~ndependent for some sequence {e.}. A J JEll 
r in H (O,T;U) 
rElR 
(or 
H~(O,T;U)) also linearly independent. The results of this paragraph 
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together with theorems 5.7.1 and 5.7.3 and corollary 5.7.5 allow us to 
deduce the following three theorems: 
5.9.3 - Theorem: 
r s Let T be a linear operator from H (O,T;U) to M (O,T;Z) forl 
some r E R , S E R, U be the space 
U = U1(e., <l., l\) J J 
for some linearly independent sequence 
§ 5.9. 1 ) . De fi ne 
R = {Te.}. A J JEu 
{e.}. A J JEu 
r in H (O,T;U) (see 
and suppose that R is linearly independent. Then we have 
a j :< I rr e j "~s 
a j = liTej "~s 
<l. s II Te.11 2 
J ' J MS 
5.9.4 - Theorem: 
for all j E l\ 
for all j E l\ 
for all j E, l\ 
=> 
s T E"L (u ,M )', 
{ 
T Et (U,Ms ) and 
=> R(T) is closed in MS 
=> R(T) is closed in MS • 
Let T be again a linear operator from Hr(O,T;U) to MS(O,T;Z) 
for some r E lR , S E lR 
R =' {Te .}. A J JEu 
Defi ne 
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for some linearly independent sequence {e.}. A in Hr(O,T;U) and J JELl 
suppose that R is linearly independent. Let X be as constructed 
in either example (ii) or (iii) in §5.9.2 and set 
if 
if 
Then, 
f3. ~ II e . f 12r 
J J H 
for all j E 11 
for all j E 11 
for all j E 11 
5.9.5 - Theorem: 
(5.9.22) 
=> 
=> {T .. E t(Hr ,X) and 
R(T) is closed in X 
=> R(T) is closed in X 
r s Let now T be a linear operator from HO(O,T;U) to M (O,T;Z) 
for some r ~ 0 and s E R. Define 
R =' {Te .}. A J JELl 
for some linearly independent sequence {e.}. A J JELl 
r in HO(O,T;U) and 
supposed that R is linearly independent. If X is as constructed in 
either example (ii) or (iiij of §5.9.2 and 'Sj,jEI1 as in (5.9.22), then 
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s. :::; II e j 1I 2r for all j E f1 => T E L(H~ ,X) 
. J HO 
S . = for all j E f1 => 
J II ej 112r HO 
{T €.t(H~,X) and 
R(T) is closed in X 
2 for all j R(T) S . ~ II e .. II r E fj, => is closed in X J lJ H I 
0 
5.10 - APPLICATION IN CONTROL 
Consider the nonlinear system (3.2.7), namely 
z = SzO + LBu(·) + LNz(·) 
and set 
where we consider two cases for Uad : 
U = U 
ad or Uad = closed subspace of U (5.10.1) 
or 
U
ad is a bounded, closed and convex subset of U. (5.10.2) 
In chapter 6 we shall develop some applications of the projections 
(which we studied in chapter 4) to' nonlinear controllability and we want 
to have a continuous projection Ponto S. Clearly, by theorem 4.1.3, 
this is only possible if 
S·· is closed. (5.10.3) 
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If U
ad is as in (5.10.1) then S = R(LB) and (5.10.3) is equivalent 
to 
LB has closed range. (5.10.4) 
If Uad is as in (5.10.2) then, by theorem 5.2.4, (5.10.3) also holds' 
if 
LB is bounded and has closed range. (5.10.5) 
Since LB is a linear operator from Hr(O,T;U) r EIR (or 
H~(O,T;U), r ~ 0) to MS(O,T;Z) , s E R we can apply the results of 
the previous section to determine spaces of input f.unctions U and X of 
the type M(O,T;Z) such that either condition (5.10.4) or (5.10.5) will 
hold. We shall see some specific examples in section 6.7. 
. -1 In general, large space of input functions (such as U = H (O,T;U)) 
-
are not desirable since it may contain distributions. Even the spaces 
U = L2(0,T;U) may sometimes be unsuitable for applications since it contains 
discontinuous functions. The results of the present chapter allow us to 
select spaces U and X such that either condition (5.10.4) or (5.10.5) 
(depending on the problem) will hold and U ~ to some smooth space of 
1 1 functions from [O,TJ to U (such as H (O,T;U) _ or HO(O,T;U)). 
Loosely speaking, the smoother we want U to be, the smoother X will 
have to be, that is, we shall have to restrict to smoother trajectories. 
This will be illustrated in examples in section 6.7. 
- 179 -
In the case of infinite dimensional systems the ou~put space U 
may be infinite dimensional (e.g. U = L2(n) , n cmn) and it may be 
2 interesting if we consider space of input functions U ~ L (O,T;U ' ) or 
U ~ Hl(O,T;U ' ) where U1 is a smoother space than U (e.g., U1 = Hl(n)). 
Again, the result of this chapter will allow us to do this too. Here 
however we may have to admit X ~ MS(O,T;ZI) with ZI smoother than Z. 
That is, a new state space ZI smoother than Z. 
5.10.1 - LB:U + X : 
The theorems of the previous section will be useful because in 
most cases, as we shall ·see in section 6.7, simple sequences of functions 
{e.}. A' (such as sines, cosines or monomials) will give J JEu 
R =' {L Be .}. A J JEu 
linearly independent. With R we can construct the space 
where 
E. = XI (<I> •• , B .. , A.) 
1 lJ lJ 1 
i = 0,1,2,3;4 
(5.10.6) 
and <1>.. is given by ei ther (5.9.8) (see example (ii) of §5.9.2) or 
lJ 
(5.9.18) (see example (iii) of §5.9.2). 
This representation of X has several advantages, for example, 
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R(LB) = EO @ El = Span(R) 
(5.10.7) 
and the orthogonal projection onto R(LB) = Span(R) is given by PR 
(see examples (ii) and (iii) of §5.9.2). 
then 
Let 
U = U'(e.,a.,ll) 
J J 
U = N(LB)J. 
(5.10.8) 
and N(LB) =' {OJ . 
The results of this chapter allow us to choose a
J
. and B.. such 
. lJ 
that either" LB € !,(U,X) or R(LB) is closed (in X) , or both. We 
shall return to this point in §§5.10.3 and 5.10.4. For the moment suppose 
that either condition (5.10.4) or (5.10.5) hold. 
Consider the projection IT defined by (4.3.12) (see example 4.3.6). 
Actually IT is a family of projectio~s since IT = ITl + IT2 , ITl given 
by (4.3.9) and rr2 = (I - rrl)p for any continuous projection Ponto 
R(LB). Set P = PR = orthogonal projection onto R(LB) given by (5.9.15) 
(see example (ii) of §5.9.2). Also consider the set Sl' given by (4.3.10), 
namely 
U € N(L(T)B)J.} c R(LB) 
It is easy to verify that, 
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ITl = Pl = orthogonal projection onto El = 51 
IT2 = Po = orthogonal projection onto EO 
and 
IT = Pl + Po = PR = orthogonal projection onto R(LB) = El ~ EO . 
Moreover, 
and 
Now consider the projection pI defined by (4.3.8) (see example 
4.3.6) and let PR = orthogonal projection onto R(LB) be given by 
(5.9.21) (see example (iii) of §5.9.2). Here we have 
pI = PR = orthogonal projection onto Span(R) = R(LB) 
and 
So the topologies of X constructed in examples (ii) and (iii) of §5.9.2 
are such that the orthogonal projections onto R(LB) are respectively IT 
and pI • 
These representations for U and X also allow us to write (LB)t, 
(L(·)B)t, (L(T)B)t , etc. in simple expressions.· For example, 
(LB)tz = I: I: a .. e. 
i=O,l jEA. lJ J 
1 
4 
for z = (I: I: 
i =0 jEAi 
a .. <1> •• ) EX. 
lJ lJ 
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5.10.2 - Remark: 
We shall see in section 6.7 that R =" {LBe.}. A will be linearly J JEll 
independent in several practical applications where" {e.}. A is a sequence J JEll 
of linearly independent functions ej:[O,TJ ~ U (such as sines, cosines 
or monomials, etc.). Howeyer, in general we can always find a complete' 
matched set 
M = ({e.}. r ,. {4>.}. A ,11,r,A) J JE J J E 
for the primitive operator of LB, by applying the techniques presented 
in section 5.8 (THE GENERATION OF COMPLETE MATCHED SETS) and, once we 
have M , the set 
R =" {4>.}. A =" {LBe.}. A J JEll J JEll 
is linearly independent, as well as 
5. 10.3 - First procedure: 
{e.}. A J JEll 
Here we suppose that U = Hr(O,T;U) for some r EIR (or 
U = H~(O,T;U) for some r ~ 0) is fixed and we have the linearly 
independent set 
R =" {L Be .}. A J JEll 
where e.:[O,TJ ~ U are linearly independent functions. Also let X 
J' 
"be given by (5.10.6). 
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In order to have either condition (5.10.4) or (5.10.5) holding it is 
clear, by (5.10.7), that only the values of SOj and Slj will matter 
since S.. for 2 ~ i ~ 4 will only alter the topology of R(LB)i . lJ 
Theorems 5.9.4 and 5.9.5 show one possible way to select these values 
of SOj and Slj. After this we can try to associate X with some 
s E IR s uc h th a t 
s X ~ M (O,T;Z) 
by using the imbedding corollary 5.7.8. That is, try to find for each 
value s the space R(LB) = EO ffi E1 is a closed subspace (imbedded) in 
MS(O,T;Z) • The larger r is, the larger s becomes, that is the smoother 
U is the smoother X will become. Actually we do not need to associate 
X with some MS , we can work with X itself. For example, after 
selecting SOj and Slj as indicated above we can choose any values for 
S2j , S3j and S4j , e.g., S2j = S3j = S4j = 1 or S .. lJ = ,,~ .. -11 2 lJ MS 
for 2 ~ i ~ 4 (in which case R(LB)i wi 11 be imbedded in MS) and 
then we have a full description of the space X given by (5.10.6). 
So, in the above procedure we set U = Hr (or H~) and constructed 
the spaces X (~Ms) which will contain the pair (z(·),zf) consisting 
of the trajectory and final state.- Let us now see an alternative procedure: 
5.10.4 - Second procedure: 
s Here we let X = M (O,T;Z) for some s E R , fixed and assume 
again that for the linearly independent sequence' {ej}jcl of functions from 
[O,TJ to U the set 
R =. {LBe.}. A J JEu 
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is linearly independent. Also set U as in (5.10.8), that is 
U =' {u = L u.e. 
jEI1 J J 
Theorem 5.9.3 shows one possible way to select a j in order to have 
condition (5.10.4) or (5.10.5) holding. After this we can try to associate 
U with some r E R for which 
by applying the imbedding corollary 5.7.8. We can also think of U as 
being our space of input functions (without having to associate with any 
r j. + . H ). For example, suppose U =1R and ej(t) = t , J E.11 =ll. = {0,1,2, ... }. 
-
In this case our space of input functions U will be polynomials of the 
form 
normalized by 
Also note that: the smoother we set X = MS, the smoother U will 
become. 
Observe that it makes no difference if we identify X here with 
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X in the more convenient form (5.10.6) as long as we set 
8 .. = I/~ .. 112 
1 J 1 J MS 
j E A., i E' {0,1,2,3,4} 
1 
since, by the imbedding corollary 5.7.8, these two spaces have equivalent 
topo logy. In the case i '= 0,1 t3.. becomes lJ 
8. . = II L ( • ) Be . 112s + II L (T) Be. "Z2 
lJ J H J j E A. 1 
Wh ere as' {e. / ra:}. A i sac. 0 • s . i n U,' {L Be. / IS.}. A for 8 . 
J J JEo J J JEo J 
defined by (5.9.22) is a c.o.s. in X. 
5.10.5 - A note on R(L(T)8) and the state space Z. 
Let U be given by (5.10.8) again, i.e., 
U = U1(e., a.., b.) 
J J 
and suppose that the functions in U have values in the input space ,U • 
Let R be as in example (ii) .of §5.9.2, i.e.; R is the linearly 
independent set 
Set' 
R = {L8 e.}. A J JEo 
v = R(L(T)B) (5.10.9) 
that is, "V is the reachable set from the origin of the system formed 
by the linear part of (3.2.7) (see section 3.1). 
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We have seen in theorem 5.9.3 that if 
Cl. ~ II LBe. 112 
J J MS for all j E 6 (5.10.10) 
then· {a. I II LBe.11 2 }. I::. is bounded and therefore (5 •. 10.4) holds, J J MS JE 
that is 
LB has closed range in X = MS(O,T;Z) • 
In particular, if 
2 
Cl. = " LBe. " J J MS for all j E 6 (5.10.11) 
thenboth·{a.1 I/LBe.I/ 2 }.1::. and·{IILBe.11 2 la.}. A are bounded J J MS JE J MS J JEu 
and therefore (5.10.5) holds, that is 
LB is bounded and has closed range in X = MS(O,T;Z) . 
So, by manipulating Cl j we can give the right topology to U in order. 
to either (5.10.4) or (5.10.5) be satisfied. Also, the smoother X is 
the smoother (in t) U becomes. (In other words, the larger s is 
the smoother U becomes.) 
It is interesting to note that if a. is such that LB has closed 
J . 
range in X = MS(O,T;Z) then, for Zl and Z2 defined by (5.9 .. 13) we 
have that 
and (5.10.12) 
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That is, the above manipulation of a. not only make R(LB) closed 
J 
in X , but also R(L(T)B) closed in Z. 
Actually, in cases where Z is infinite .dimensiona1 we shall often 
have 
v = Z and vl. =" {OJ • 
Also, i~ we take a smoother state space Z' c Z, redefine X = MS(O,T;Z') 
then the functions u in U will become smoother with respect to U • 
That is the functions u E U will now have values in a smoother space 
U' cU. We shall see this in examples in section 6.7. 
We have seen in §4.7.5 that if (5.10.13) holds, then the projections 
III ' II2 and II satisfy the following for any z = (z(·) ,zf) E MS(O, T;Z): 
(5.10.14) 
and 
for some u', ull , U E U such tha t u = U I + ull , 
L(T)Bu' = zf and L ( T ) B u-II = 0 • 
5.10.6 Examples of projections onto S = LB(Uad ): 
Let us first take Uad as in (5.10.1), i.e., Uad = U • Then 
S = R (LB) • 
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Once LB satisfies (5.9.6), (i.e., R(LB) is closed), we have that IT 
and pi are two examples of continuous linear projections onto S. If 
v = Z (i.e., if R(l(T)B) = Z) then IT is also uniform in the first 
~ 
component. Other examples of uniform projections are given by pi = P 
~ 
given by (4.7.6) and pi = pi given by (4.7.7), that is 
. P'z = ~I(Z) / ~S(z) (5.10.15) 
and 
plZ = PI(~S(Z).z) · (5.10.16) 
However, unlike IT, pi in either (5.10.15) or (5.10.16) is not linear. 
Now take U d C U as in (5.10.2), i.e., 
. a 
Uad is bounded, closed and convex. 
We have seen that if LB satisfies (5.10.4) (i.e., if LB is bounded 
and R(LB) ;s closed) then, by theorem 5.2.4, S = LB(Uad ) satisfies 
S is bounded, closed and convex. 
One natural choice of a continuous projection Ponto S of this type 
would certainly be the projection (4.1.3), namely 
PZ = the closest element to z in S .0 
Now observe that S c R(LB) and therefore we can find P':R(lB) ~ R(lB) 
a continuous projection onto S. Using the projection defined by (4.1.13) 
~ 
. (see example (iii) of §4.1.8), we have that 
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P = Pin and 
are two continuous projections onto S. Moreover, if Pad:U + U is 
a continuous projection onto Uad , then 
is also.a continuous projection onto S. 
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CHAPTER 6. 
NONLINEAR CONTROLLABILITY. 
6.1 - INTRODUCTION. 
6.1.1 - The problem of nonlinear controllability. 
The problem of nonlinear controllability which we study here is: 
for a given desired state zd € Z and a given e: ~ 0 we want to determine 
whether there is a control u* € Uad which drives the system from the 
initial state Zo at t = 0 to a final state zf ~ Be:(zd) at t = T . 
In the terminology of chapter 3 this is e:-contro11abi1ity to zd. In 
particular, since we admit the case of e: being null, the problem is 
equivalent to exact controllability when we set e: = o. We call u* a 
"wanted control". 
Consider the system described by (3.2.7), namely 
Z = SzO + LBu + LNz(·) (6.1.1) 
Z(O) = Zo and z(T) = zf 
where z = (~(.),zf) € X = a space of the type M(O,T;Z) (see §2.2.6). 
We shall first concentrate here mainly in two cases for the set of 
a~issible controls Uad . 
U
ad is bounded, closed and convex set in U (6.1.2) 
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and 
Uad = U or Uad = closed subspace of U. (6.1.3) 
In §6.4.10 we consider more general types of admissible controls. 
For the case (6.1.2) we assume that (5.10.5} holds (i .e., LB E ,t,(U ,X) 
and has closed range in X) and for the case (6.1.3) we assume that 
the weaker condition (5.10.4) holds (i .e., R(LB) is closed in X). 
We have seen in section 5. 10 how to adjus t the spaces U and X in order 
to have these conditions. More specific examples will be shown in 
section 6.7. Define 
. 
Clearly, by definition, system (6.1.1) is g-controllable to zd if 
and only if 
Z - S Zo - L N Z ( .) E S (6.1.4) 
and 
(6.1.5) 
for some Z EX. 
This statement would not be true if we substituted (6.1.4) by 
Z(·) - S(·)zO - L(·)NZ(.) E L(.)B(Yad ) 
"since in this case we would not necessarily have zf = z(T) . That is, 
in the present approach we must look at the pair (z(.),zf) trajectory-
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final state in a space X of the type M(O,T;Z) rather than the 
trajectory z(.) only. 
In the particular case of exact controllability to zd 
e = 0, (6.1.5) becomes 
i . e. , 
~'" 
(6.1.6) 
.. 
We denote by P and Pd the mappings P:X + X and Pd:Z + Z 
P = any continuous projection onto 5, and 
Pd = any continuous projection onto Be(zd) · 
Th~ simplest example of Pd is given by (4.1.18), the translated 
€-radial retraction. Examples of continuous projections Ponto 
5 = LB(Uad ) are given in §5~10.6~ for both cases Uad as in (6.1.2) 
and Uad as in (6.1.3). 
We also define ~:X + X by 
~(x) = x - SzO -LNx(·) , x = (x(·),xf ) € X (6.1.7) 
and hence we can write (6.1.4) as 
. ~(z) € S • (6.1.8) 
Now observe that z = z* satisfies (6.1.5) and (6.1.8) if and 
only'if there is a wanted control u~ given by 
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t 
u* = (lB) ~(z*) + u' 
for some u' € N(lS). We shall call z* a "wanted state". It is 
clear that to obtain one wanted control it is enough to have one 
wanted state and if we have the set of wanted states then we can 
determine the set of wanted controls. We denote 
WE = the set of all wanted states. 
s 
In the particular case of exact controllability, E = 0, the set of 
wanted states is then represented by W~. 
6.1.2 - The mappings F. 
In sections 6.2 and 6.4 we present some mappings F:X + X and 
i nforma ti on. about the fi xed poi nts of F wi 11 gi ve us knowl edge about 
the wanted states of the system. Each mapping F will have an 
operative function f:X + X and we also denote v(F) 
v(F) = the set of fixed points of F. 
If elements of v(F) can be obtained then elements of WE be s may 
obtained from the set 
f(v(F)) • 
In most of the cases f = I , the identity on X, so that we shall be 
able to obtain wanted states directly from the fixed points of F. 
- 194 -
The ideal mapping F would be such that 
tha tis 
wE: = f(v(F)) , 
s 
X € f ( v ( F )) < => X € W~ • 
In this case the mapping F provides necessary and sufficient 
conditions for. us to obtain the wanted states from its fixed points. 
Unfortunately this will not always be the case. We say that F has 
necessary conditions (to obtain the wanted states) if f(v(F)) c W~ , 
which is equivalent to 
X € f ( v ( F) ) . => X € W~ , 
and we say that F has sufficient conditions (to obtain the wanted 
states) if f(v{F)) ~ W~ , which is the same as 
X € f(v(F)) <= x € WE: 
S 
We shall see in the next section that some earlier attempts to 
use fixed points in nonlinear controllability used· mappings ~ which in 
some cases did not provide neither necessary nor sufficient conditions. 
Generally- speaking mappings F with necessary conditions are more 
difficult to be obtained than mappings F with sufficient conditions 
. so that we shall sometimes consider acceptable mappings F which do not 
- 195 -
have necessary conditions. In this case however, a test will be given 
to check each element of f(v(F)) whether it is a wanted state or not. 
We refe r to thi s tes t as the II a pos teri ori tes ttl . t 
Consider the following example of F: 
F(x) = SzO + LNx(·) + P~(x) (6.1.9) 
and set f = I • Clearly, since P~(x) = ~(x), for ~(x) € S, by 
(6.1.8),any wa~ted state is a fixed point of F and therefore F has 
sufficient conditions. However, F do not have necessary condition 
since each fixed point (x(.),xf ) of F will have ~o satisfy (6.1.5) 
to be a wanted state. Condition (6.1.5) can be regarded as the posteriori 
test in this case. 
So, we are interested in the set f(v(F)) n W~, the elements of the 
operative set f(v{F)) which satisfy the a posteriori test. The set 
(6.1.10) 
• 
represents all the wanted states which cannot be achieved by the fixed 
points of F. Clearly if F has sufficient conditions. ·Js(F) is empty. 
Similarly the set 
(6.1.11) 
t The author first used this name in [15] since it was meant to 
test each fixed point of F after v(F) had been obtairied. 
- 196 -
represents the elements of f(v(F)) which fail the a posteriori test 
and if F has necessary conditions IN(F) = ~ • When sufficiency is 
not possible for a particular mapping F, then we would like that 
IN(F) does not have many elements. For F in (6.1.9) there may be 
many elements in IN(F) , . since every mild solution of the dyn'amica1 
equation is a fixed point of F, and therefore we do not consider it 
suitableafor our purposes. We shall pursue mappings F with a more 
restricted set IN(F) . 
Every mapping F presented here will be continuous. This is 
essential for both the proof of existence of a fixed point as well as 
in the search for a fi~ed point of F • 
6.1.3 - Desired properties of F. 
The most obvious properties we want F to have are: 
(a) F has necessary conditions. 
(b) F has sufficient conditions. 
As mentioned in §6.l.2, if (a) does not hold there will be an a 
posteriori test provided. It is important to note that the big dis-
advantage of a mapping F which does not satisfy (a) is not the fact 
that a test will have to be applied to the elements of f(v(F)) but 
the fact that we cannot guarantee existence of wanted states ,(and 
therefore' exi s tence of wanted control s) by exi s tence of fi xed poi nts 
'of F (which may be determined by using the fixed point theorems we 
.. 
analysed in section 2.6). 
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It is also desirable that F includes our approach of 
€-contro11abi1ity rather than just exact controllability to zd' so 
that we want F to satisfy: 
(c) F is parametrized by €, € ~ 0 
We want to consider not only the case Uad = U but also the case 
Uad as' 4n (6.1.2). Therefore, the property 
(d) F admits Uad in both cases (6.1.2) and (6.1.3) 
is also desirable. 
Finally, observe that R(L(T)8) is a closed subspace of Z 
(see §5.10.5), .and the system formed by the linear part of 
(6.1.1) is 
z(·) = S(.)zO + L(·)8u , z (0) = Zo • (6.1.10) 
We have seen in §3.1.1 that the reachable set of system (6.1.10) is 
contained in the set 
S(T)zO + R(L(T)8) 
and this implies that, unless Uad = U and R(L(T)8) = Z, we 
cannot control the linear system (6.1.10) to the whole state space Z. 
However, for the nonlinear system (6.1.1) there is no reason for us to 
. think, a priori, that if 
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R(L(T)8 f Z 
(i.e., if R(L(T)8) is a proper subspace of Z) we cannot control 
the system to a particular desired state zd i S(T)zO + L(T)8u. So, 
when developing the mappings F we should bear in mind ·the possibility 
(e) F admits cases where R(L(T)8) f Z . 
Only few mappings which we obtain here will satisfy all the five 
properties (a)-(e). 
6.2 - HISTORICAL VIEW OF PREVIOUS WORK. 
Fixed point theorems have been used since the beginning of the 
century to show local existence theorems for differential equations. In 
nonlinear controllability the relevant papers which treated the problem 
by an approach via fixed points were [25,9,35,15J. In order to draw 
comparisons we write the results of each paper using our notation. In 
this section f = I so that the operative set 
f(v(F)) = v(F) . 
First we observe that these papers only considered the cases 
U d = U 
. a and E = 0 • 
. That is, the cases Uad f U and E-controllability are only being 
introduced in the present thesis. Also, the approach using the pair 
I .. 
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trajectory-final state was only introduced in [15J by the author. The 
first three papers [25,9, and 35J employed a map ~ to obtain the 
component z*(.) (i.e., the trajectory of the system) of the wanted 
state (z*(.),zf) . 
80th [25J and [9J utilized the mapping 
• ~z(.) = L(.)8G-1(Zd - L(T)Nz(·)) + L(·)Nz(·) (6.2.1) 
~ ~ 
., where G:U/N(G) + Z was defined by G[uJ = Gu for all equivalent 
classes ~uJ € U/N(G) and G is given by 
G = L(T)8 • 
It was assumed that Zo = a and R(G) = R(L(T)8) satisfied 
R(L(T)8) = Z (6.2.2) 
~ ~-l 
so that the inverse G of G always existed. Clearly for a fixed. 
point z*(·) of ~ (i.e., for 
z*(·) = ~z*(·) and if we set 
z*(·) € v(~)) , we have that 
z* = (z*(·),z*(T)) (6.2.3) 
z* satisfies (6.1.4) and (6.1.6) and hence is a wanted state (i.e., 
z* € W~) .' So, ~ in (6.2.1) has necessary conditions, in the sense 
of §6.1.2, foithe case zo = a , Uad = U and € = o. Now observe that 
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(~z(·) - LNz(·),(~z(·))(T)-L(T)Nz(·)) e Sl ¥ z(·) (6.2.4) 
where Sl is given by (4.3.10). But Sl is strictly contained in S 
(since N(L(T)B)L is strictly contained in N(L(·)B)L = N(LB)L) and 
hence there may be a wanted state z* e S\Sl. By (6.2.4) z* ¢ R(~) 
and this implies that z* t v(~). In other words, ~ does not have 
sufficient 'conditions. Summarizing, ~ in (6.2.1) satisfies (a) for 
.. 
the case Zo = 0, Uad = U and £ = 0 but it does not satisfy any 
of the conditions (b)-(e). 
In [35J A.J. Pritchard used the mapping 
The assumption (6.2.2) could be eliminated, that is ~ in (6.2.5) 
satisfies (e). Instead, the following condition was introduced: 
R(L(T)B) is closed in Z. 
(6.2.5) 
(6.2.6) 
It was assumed in [35J that U and/or Z could be adjusted in order 
to the operator G = L(T)B have closed range in Z so that (6.2.6) 
is satisfied and Gt is continuous. We mention at this'point that the 
author developed the results of chapter 5 after examining deeply the 
possibility of this adjustment being feasible. 
This improvement had a cost, the necessity that ~ in (6.2.1) 
satisfied was·lost and the following a posteriori test had to be 
satisfied by z*(·,) e v(~) 
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[zd - L(T)Nz*(·)J € R(L(T)B) (6.2.7) 
(Note: condition (6.2.7) was called in [35] "check of consistency" 
for each fixed point of ~). Now observe that (6.2.4) also holds for 
~ in (6.2.5) and therefore it does not have sufficient conditions either. 
Summarizing, ~ in (6.2.5) satisfies (e) but it does not satisfy (a)-(d). 
In [15J the author improved the above results by introducing linear 
projections and the space X = M2(0,T;Z) • Still in the case Uad = U 
and £ = a (but admitting za f 0), we presented in [15J the class of 
mappings F:X + X (parametrized by the projection P used) which not 
only eliminated the assumption (6.2.2) but also provided sufficient 
conditions. In other words F satisfied (b) and (~). These mapping 
F had .the form 
F(z) = ~ + (I-P)LNz(·) + pz - LBGtZf (6.2.8) 
where ~ € X is a fixed element in X given by 
t ~ = LBG zd + (I-P)SzO · 
Similarly to assumption (6.2.6) in [35J it was assumed that R(LB) is 
closed and that this could be achieved by adjusting U and/or Z. 
However, as in ~ of (6.2.5), the necessity does not hold for F in 
general. The following a posteriori test was given in [15] 
. [zd-- L(T)Nz*(·) - S(T)zaJ € R(L(T)B) (6.2.9) 
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which obviously is the same as, the check of consistency in [35J for 
cases where Zo = O. It was also shown in [15J and it is easy to verify 
that when Zo = 0 and P is the projection IT = IT1 + IT2 of (4.3.12), 
then 
F(z) = (~z(·),(~z(·))(T)) + IT2(z-LNz(·)) (6.2.10) 
where ~. is as in (6.2.5). That is, ~ is the particular case of this 
approach when ,P = IT. (The second summand of the LHS of (6.2.10) 
could be interpreted as the missing term in (6.2.5) which gives 
sufficiency.) Moreover, z*(·) E v(~) => (z*(·),z*(T)) E v(F) whereas 
the converse is not true. So, in general F satisfied (b) and (e) but 
it does not satisfy (a), (c) and (d). 
The author has also shown in [15J that if (6.2.9) holds for all 
z(·) E L2(0,T;Z), then F provides necessary and sufficient conditions. 
This included the cases where (6.2.2) holds (i.e., F generalizes ~ in 
(6.2.1) too, when the same assumptions were imposed) and also cases such 
as for example if Zo = 0, the desired state zd lies in R(L(T)8) 
and L(T)Nz(·) E R(L(T)8) for all z(·) E L2(0,T;Z) . 
6.3 - THE ANALYSIS OF ~ AND F 
Here we introduce a theorem which will help in the analysis of ~ 
and F of last section as well as to provide other improved mappings F . 
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6.3.1 - Theorem. 
Let X be a normed vector space, S· and S.. be two subsets 
of X, P:X + X be a projection onto S· , n:X + X be any mapping, 
Q:X + X be any active mapping under P and F:X + X be given by 
F(x) = x - n(x) + Pn(x) - Q(x) . 
i) a If ·S' c S", then we have 
{
Q(x*) = 0 
x* € v(F) => 
n (x*) € S· 
i i) If S· ::> S.. , . then we have 
x*· € v(F) { 
Q(x*) = 0 
<= n(x*) € S ... 
iii) If S· = S", then we have 
Proof: 
< 
_
 > {Q(x*) = 0 
x* € v(F) 
n (x*) € s.. • 
Clearly x* € v(F) if and only if 
n(x*) - Pn(x*) + Q(x*) = 0 • 
.' 
LetS' c S.. then, since Q is active under P, (6.3.5) 
. imp 1 i e s th at 
Q(x*) = 0 
(6.3.1) 
(6.3.2) 
(6.3.3) 
(6.3.4) 
(6.3.5) 
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and 
(I-P)n(x*) = 0 • (6.3.6) 
By property 4.1.2, (6.3.6) is equivalent to 
n(x*) E: S' c S" 
and therefore (6.3.2) holds. This proves (i). 
Now let S' ::> S.. then, for n(x*) E: S.. , Pn(x*) = n(x*) and 
.. if Q(x*) = 0 (6.3.1) becomes 
F(x*) = x* . 
This proves (ii). Clearly (i) and (ii) => (iii) . 
Q.E.D. 
6.3.2 - Remark. 
If Q = 0 then, since 0 is active under any projection (see 
§4.5.3), the theorem holds with F given by 
F(x) = x - n(x) + Pn(x) • (6.3.7) 
We shall only apply theorem 6.3.1 with P, Q.and n continuous, so 
that F will be continuous. Often we make Q = O~ and use the mapping 
F in (6.3.7). This is because active mappings Q I 0 might not exist 
in cases where S is bounded (see §4.5.4). 
," 
. 6.3.3 - The analysis of ~ 
Let Uad=U, e: = 0, Zo = 0, E;:X ~ X given by (6.1.7), 
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IT 1:X ~ X be given by (4.3.9), 51 given by (4.3.10) and 
S" = R(LB) • 
For ~ in (6.2.5) define ~:X ~ X by 
~(z) = (~z(·),(~z(·))(T)) . 
It is easy to verify that ~ can be expressed in the form of F in 
( 6 • 3. 1) with 
n = ~, p = IT1 ' 5' = 51 and 
Clearly Q is active under IT1 since both Q and ITl are linear and 
R(Q) c R(IT1) (see section 4.5). 
Applying theorem 6.3.1, since S1 is strictly contained in S.. ,. 
we obtain that (6.3.3) does not hold (which implies that ~ does not have 
sufficiency), but (6.3.2) does, that is 
_
_ >' {Q(Z*) = 0 . z* ~ ~(z*) 
~ (z*) € S • (6.3.9) 
Therefore .~ does not have necessary condition either (since Q(z*) = 0 
is not equivalent to (6.l.6)),but it is easy to see that the condition 
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together with the a posteriori test (6.2.7) do imply (6.1.6). 
The present analysis of the mapping ~ is different to the 
analysis made by the author in [15J and also much shorter, thanks to 
theorem 6.3.1 introduced here. 
6.3.4 - The analysis of F. 
. . 
Let us now take F in (6.2.8). Thanks to theorem 6.3.1 again 
the present analysis of F is shorter than the way F was first 
introduced by the author in [15J. Let Uad = U , € = 0 , ~:X ~ X be 
given by (6.1.7) and 
5 = R(LB) • 
Clearly F can be expressed in the form (6.3.1) with 
n = ~ p = p 5' = 5 
and Q as in (6.3.8) again, that is 
F(z) = SzO + LNz(·) + P~(z) - Q(z) . (6.3.10) 
Applying theorem 6.3.1, since· Q is active under P, we have 
that (6.3.4) holds which clearly implies that F has sufficient conditions 
and 
=> 
'{ Q(z*) = 0 
z* = F(z*) 
~ (z*) E 5 
which is similar to (6.3.9) for ~. Therefore F does not have 
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necessary conditions and the a posteriori test (6.2.9) had to be 
introduced. 
In the next section we apply theorem 6.3.1 to obtain new classes 
of mappings F. 
6.4 - NEW CLASSES OF MAPPINGS F • 
. 
Here we create new classes of mappings F and at the same time 
try to implement properties (a)-(e). Theorems 6.3.1 (from last section) 
and theorem 6.4.6 (introduced here) will play an important role. 
We recall, from §6.1.1 that system (6.1.1) is E-contro11ab1e to zd 
if 'and only if for Z EX, called wanted state, we have 
(6.4.1) 
and 
(6.4.2) 
where ~:X ~ X is defined for Z = (z(.),zf) E X by (6.1.7), namely 
~(Z) = Z - SzO - LNz(·) • 
Also, P and Pd represent any continuous projections onto Sand 
BE(zd) respectively. If E = 0, i.e., the case of exact contro11abi1ity~ 
(6.4.2) becomes' 
(6.4.3) 
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6.4.1 - Properties (a), (b), (c) and (e) satisfied. 
We have seen in §6.3.4 that the mapping F in (6.3.10) (with 
operative function f = I), satisfies (b) and (e). By theorem 6.3.1, 
an immediate generalization can be obtained if we replace Q in 
(6.3.8) by another Q which is active under P and satisfies 
Clearly this would give F necessary conditions, i.e. property (a), 
and property (c) as well. Also, with (a) holding there is no need for 
a posteriori test. ' 
If U
ad = U then we can easily obtain active mappings satisfying 
(6.4.4). For example, let Q:X ~ X be a mapping of the type (2.2.4), 
namely 
where x f 0 , XES = R(LB) is chosen arbitrarily and q:Z ~m is any 
functional. Then Q is active underanyprojection Ponto S (see 
example 4.5.2). Now, if the functional q satisfie.s 
(6.4.5) 
then (6.4.4) holds. We have seen in example (2.1.1) that q given by 
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(2.1.2)-(2.1.4) are continuous functiona1s satisfying (6.4.5). Other 
examples could be easily obtained using projections. For example, by 
property 4.1.2, the following functiona1s q are continuous 
and satisfy (6.4.5): 
and 
m F 0 . (6.4.6) 
For q in (6.4.6) we also have that 
(6.4.7) 
Also, in the case € = 0, exact controllability to zd' the 
functionals q have obvious particularizations, e.g. (6.4.6) becomes 
Summarizing, F:X + X 
satisfies (a), (b), (c) and (e) with operative function f = I . 
Moreover, the operative set f(v(F)) = v(F) = w~ and 
(6.4.8) 
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is a completely continuous mapping and this may help when applying 
fixed point theorems. 
We do not implement property (d), i.e., Uad F U, with this 
approach since it may be difficult (or even impossible) to obtain active 
mappings Q under P when S is not a subspace of X (see §4.5.4). 
6.4.2 - Properties (a), (b), (d) and (e) satisfied. 
l 
Now we want to consider the case U
ad F U too, that is, property 
(d). So here Uad satisfies either (6.1.2) or (6.1.3,). Let us, for the 
moment, abandon property (c) and consider € = 0 , exact controllability. 
Let 
Q=O, P=P, 
and 
then F given by (6.3.1) becomes 
(6.4.9) 
for z = (z(.),z,) € X. Now applying theorem .. 6.3., we obtain 
{z*{.},zf} € v{F} <=> t(z*{·},zd} € S . 
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Setting the operative function f:X ~ X 
we have that 
f(v(F)) = wO 
s 
and F of (6.4.9) satisfies all properties (a)-(e), except property 
(c) (since E = 0). 
Note that we only use the first component of the fixed point. In 
fact, F in (6.4.9) has the property that for any zl,z2 E Z , 
(z*(.),zl) E v(F) => (z*(·),z2) E v(F) 
This follows since the last three summands of the RHS of (6.4.9) do 
not depend on the component zl . This feature may help in the search for 
a fixed point of F. 
Summarizing, F in (6.4.9) satisfies properties (a), (b), (d) and (e). 
6.4.3 - All properties (a)-(e) satisfied. 
Let 
Q = 0, p = p 
and 
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then, F in (6.3.1) becomes 
(6.4.10) 
for Z = (z(·),zl) € X. Applying theorem 6.3.1 we obtain 
where zf rep~esents 
Clearly we have 
and therefore, setting the operative function f:X + X 
(6'.4.11) 
we have that the operative set 
f{v{F)) = W~ 
and F in'{6.4.10) satisfies all properties (a)-{e). 
6.4.4 - Properties (b)-{e) satisfied. 
Here we'consider an improvement in another direction. Suppose we 
- 213 -
want to eliminate: the first term of the RHS of (6.4.10) so that the 
mapping F would have the simpler form 
(6.4.12) 
Observe that we can rewrite (6.4.12) as 
.. Clearly if zf'€ Bg(zd) , Pdzf - zf = 0 and applying theorem 6.3.1 we 
get (by (6.3.3) with Q = 0) 
So, setting the operative function f = I " 
Z* € v(F) = f(v(F)) <= z* € w~ (6.4.13) 
. which is property (b), sufficient condition. Clearly F also satisfies 
(c), (d) and (e). However, the simpler form of F in (6.4.12) costs the 
loss of property (a), necessary conditions, since now the converse of 
(6.4.13) will not hold in general. Suppose however that for 
z* = (z*(.),z}) € f(v(F)), (6.4.2) holds, that is 
Z* € f (6.4.14) 
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then we have that 
e: 
z* € f{v(F)) => z* € W 
S (6.4.15) 
and therefore (6.4.14) can be regarded as an a posteriori test in this 
case. 
Observe that, in order to be a fixed point, a mild solution of the 
dynamical equation, say z* = (z*(·),z:f) , has to be such that 
z* - SZo - LNz*(.) is the action of P on ~(z*(.),Pdzf) , i.e., 
This includes all the wanted states and if z* t W: then z* is 
eliminated by the a posteriori test. 50, unlike F in (6.1.9) where any 
mild solution is a fixed point of F, here only mild solutions which 
happen to satisfy the above condition is a fixed point of F. It fs clear 
that the set IN{F) defined in (6.1.11) is expected to be much smaller 
than in the case of the mapping F in (6.1.9) and therefore we consider 
F in (6.4.12) acceptable in spite of having the a posteriori test (6.4.14) 
to be satisfied. 
5.ummarizing F in (6.4.12) satisfies properties (b)-{e). 
6.4.5 - Properties (a), (b), (c) and (e) satisfied using uniform projections. 
50 far we have been free to use any continuous projection Ponto 
5. Now suppose that Uad = U and pl:X + X is a continuous projection 
onto 5 = R(LB) wh1ch satisfies 
• 
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pi is uniform in the first component 
that is, (see §4.7.1) pi is a continuous projection onto Sand 
We have seen in section 4.7 that pi = IT given by (4.3.12) and also 
pi given by (5.10.12)or(5.l0.13) are some examples of continuous uniform 
projections in the first component onto S. 
We shall not implement property (d) in this approach since uniform 
projections are difficult (and sometimes impossible) to be obtained when 
S is bounded (see §4.7.8). However, all the other properties will hold. 
Let F:X + X as in (6.4.12) using P = pi , that is 
(6.4~16) 
and set the operative function f = I again. Now observe, if 
z* = (z*(.),z~) € W~ => Pdz; = z; => ~(z*(·),Pdz~) = ~(z*) and hence, 
since piX = x when x € S. This implies that z* € v(F} = f(v(F)) • 
Therefore, 
z* ~ v(F) = f{v(F)) <= z* € WE 
S 
that is, F satisfies sufficient conditions •. To see that F also 
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satisfies necessity we now suppose that z* is a fixed point of F, 
then 
and hence 
which implies that ~(z*) € S and therefore (6.4.1) is satisfied. 
Now observe that (6.4.17) is equivalent to 
(6.4.17) 
= (z*{·)-L{.)Nz*{.)-S{·)zo ' zf-L{T)Nz*{·)-S{T)zo) 
and, since pi is uniform in the first component, this implies that 
Pdzf = zf. Therefore (6.4.2) is also satisfied and z* is a wanted 
s ta te. So, 
z* € v{F) = f{v{F)) => z* € WE 
S 
i.e., F has necessary condition too. 
Summarizing, F in (6.4.16) satisfies properties (a), (b), (c) and 
(e) • 
.• 
6.4.6 - Theorem. 
Let X be"a normed vector space, SI be a convex subset of X 
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with 0 E S' , P:X + X be any projection onto S' , n:X + X any mapping, 
p:X + lR a functi ona 1 sa ti s fyi ng 
o < p(x) ~ 1 
and F:X + X given by 
F(x) = x - n(x) + p(x)Pn(x) . 
Then, n(x*) E.S' and p(x*) = 1 are sufficient conditions for 
x* € v(F) , that is 
< 
__ . {n (x*) E S' 
x* E v(F) 
p(x*) = 1 
Moreover, if 
(6.4.18) 
(6.4.19) 
(6.4.20) 
n{x*) ~ 0 (6.4.21) 
then n(x*) E Sand p(x*) = 1 are also necessary conditions for 
x* € v(F) , that is 
x* € V(F)} => j n(x*) € S' 
n(x*) F 0 l p(x*) ="1 (6.4.22) 
Furthermore, the result is also valid for F given by 
F(x) = x - n(x) + P(p(x)n(x)) . (6.4.23) 
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Proof. 
First consider the mapping F in (6.4.19). 
Necessity: Since S·' is convex and 0 € S· and p satisfies 
(6.4.18), 
p(x)Pn(x) E S· (6.4.24) 
Now.suppose x* E v{F) and n{x*) F 0, thus 
x* = F(x*) = x* - n(x*) + p(x*)Pn(x*) 
and hence 
n{x*) = p{x*)Pn{x*) (6.4.25) 
which implies that n(x*) E S· by (6.4.24). Therefore, n(x*) = Pn(x*) 
and (6.4.25) becomes 
n{x*) = p{x*)n{x*) (6.4.26) 
and, since n(x*) F 0, p(x*) = 1 . 
Sufficiency: Immediate since Pn(x*) = n(x*) when· n(x*) E S· • 
Now for F in (6.4.23) the proof i~ analogous. In the n'ecessity (6.4.25) 
;s replaced by 
'n(x*) = P{p(x*)n(x*)) . (6.4.27) 
Clearly (6.4.27) => n(x*) E S· => p{x*)n{x*) E S· => P(p(x*)n(x*)) = 
= p{x*)n{x*) => (6.4.26). 
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In the sufficiency the result follows since 
P(p(x*)n(x*)) = P(X*)n(X*) 
for p(x*) = 1 and n(x*) E S' • 
Q.E.D. 
Remark. 
In general F in (6.4.19) and F in (6.4.23) are two different 
mappings. 
6.4.7 - New mappings with properties (b)-(e) satisfied. 
Let q:Z ~m be given by either (2.1 .4) or (6.4.6) with m = 1 . 
Thus 
and 
o ~ q(zf) < 1 • 
Now set p:X ~R the functional 
Clearly p satisfies 
(6.4.28) 
and 
g < p(z) s; 1 • 
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Suppose that the control u = 0 is an admissible control, that is, 
o E Uad (which is obviously the case when Uad = U) , where Uad is 
assumed again to be either Uad = U or Uad as in (6.1.2). Clearly we 
have that 
o E S and S is convex 
and hence we can apply theorem 6.4.6 with 
S· = S, P = P and n = ~ 
The mappings F in (6.4.19) and (6.4.23) become 
F(z) = SzO + LNz(·) + p(z)P~(z) (6.4.29) 
and 
F(z) = SzO + LNz(. )+P(p(z)~ (z)} • (6.4.30) 
Set f = I. From (6.4.20), since p satisfies (6.4.28), we have 
which is the same as sufficient condition for F.· From (6.4.22) we have 
that 
.. z* E f(V(F))}=> 1~(Z*) E S 
~(z*) f 0 zf E B€(zd) 
(6.4.31 ) 
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Thus F does not have necessary condi tions. (6.4.31) cou1 d suggest 
us to consider the a posteriori test 
~(Z*) f 0 (6.4.32) 
since each fixed point z* € v(F) = f(v(F)) which satisfies (6.4.32) 
will be a wanted state. However, we must not forget that fixed points 
z* = (z*t·),zf) which do not satisfy (6.4.32) may also be a wanted state 
if p(z*) = 1 (i .e., if z'f € Be:(zd)). In fact the set of wanted states 
.. is given by 
e: . . 
Ws = {z* € v(F):~(z*) f O} u {z* € v(F):~(z*) = 0 and zf € Be:(zd)} . 
Clearly we can obtain the wanted states once we have obtained v(F) . For 
the a posteriori test we can set (6.4.2), that is, 
(6.4.33) 
since every fixed point z* will satisfy (6.4.1), independent of the value 
of ~(z*) . Observe however that we consider F (in either (6.4.29) or 
(6.4.30)) acceptable because the set of fixed points whi~h fail the a 
posteriori test, given by 
is much more restrictive than for the case of F in (6.1.9). 
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Summarizing, both mappings F given by (6.4.29) and (6.4.30) with 
a posteriori test (6.4.33) satisfy properties (b)-(e). 
6.4.B - Controllability to the origin. 
We shall see here that in the particular case zd = 0 we can 
obtain other classes of mappings F which are simpler than the ones we 
have seeD so far. Controllability to the origin often occurs in problems 
of s ta b; 1 ; ty • 
Fi rs t observe tha t when zd = 0 , 
and the projection Pd can now be the 
4.1 .5(;)). Set p:X ~ IR the functional 
the ball B (zd) becomes B (0) 
e: e: 
e:-radial retraction (see example 
fI p~ ( Z ) - ~ ( z) II 
p(z) = 1 - ------
1 + IIP~(z) - ~(z) 1\ 
Clearly p satisfies (6.4.1B), that is 
o < p(z) ~ 1 
and, by property 4.1.2, 
p(z) = 1 <=> ~(z) E S. (6.4.34) 
Now set 
Clearly 0 E S' and S' is convex. One of the simplest projections 
p:X ~ X onto S' is given by 
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We shall now apply theorem 6.4.6 with n = I = identity on X. 
The mapping F in (6.4.19) becomes 
(6.4.35) 
By (6.4.20), since p satisfies (6.4.34), 
z* € v(F) <= E 
{ 
zf € B (0) 
~ (z*) € S 
and hence F has suffi~ient conditions if we set the operative function 
f = I. Unfortunately F does not have necessary conditions because 
there is one case, and that is 
z* = (z*(.),zf) = 0 
in which z* € v(F) and z* may not be a wanted state. In all other 
cases we have 
z* € v{F) => z* €W~ . 
Now observe that for 0 € X, (assuming that the nonlinearity N 
satisfies N{O) = 0) 
. 0 € WE <=> Zo = 0 
.. s 
and therefore the set of wanted states is given by 
1 
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w£ 
s = 
{z* € v(F) z* f O} u n 
where n is the set 
0=1 
~ if Zo f 0 
{OJ if z - 0 o -
So !he a posteriori check here is to check if each fixed point is 
different from zero but do not eliminate z* = 0 if the initial state 
Zo = O. Summarizing F in (6.4.35) satisfies properties (b)-(e) and 
in the particular case Zo = 0, F satisfies all properties (a)-(e). 
6.4.9 - Property (b) dropped. 
If we drop property (b), that is, if we do not require F to 
have sufficient conditions, this only means that we cannot obtain all 
. 
the wanted states from the fixed points of F. Clearly if only one 
wanted control u* € Uad is required then it is enough to obtain one 
wanted state and in this case property (b) is no longer important. 
Let 51 be any closed and convex subset of Sand Pl:X + X 
Pl = any continuous projection onto Sl ~ (6.4.36) 
Apart from property (b), the results obtained for every mapping F 
in this se~tion continue valid if we replace - P by Pl. In fact, 
when P i~ replaced by P1 we reduce the set of wanted states which 
may be obtained fro~ f(v(F)) to the subset of w~ 
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and the set J5(F) defined in (6.1.10) becomes 
We can use the present approach in cases such as for example a 
projection Ponto 5 is not immediate. Then, with a suitable choice 
of the subset 51 c 5 (e.g. 51 = some ball in X), a more immediate 
projection Pl' onto 51 may be readily available. 
Another possible relaxation' when we drop property (b) is to consider 
the mapping F:D + X for some D eX, rather than F defined in the 
whole X • In this case we are only considering the wanted states 
z* € w~ which satisfy z* € D and J5(F) is the set 
Actually this approach has to be used when applying fixed point theorems 
\'1 hi c h are stated for mappings F:D + X with D bounded. 
6.4.10 -' More general set of admissible controls Uad .. 
The set of admissible controls Uad may not satisfy either the 
conditions (6.1.2) or (6.1.3). For example, the simple case of U = m , 
U = L2(0,T) = L2(0,T;U) and 
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If we can find a subset U1 c Uad such that 
,U1 is bounded, closed and convex 
then, setting 
and P1 .as in (6.4.36) we can extend the result obtained in the present 
section to this case with the sacrifice of property (b). (See §6.4.9.) 
6.5 - THE SEARCH FOR THE SOLUTIONS. 
6.5.1 - Fixed point theorems. 
When we want to determine the existence of a solution for our 
problem, i.e., the existence of wanted states, then the fixed point 
theorems (see section 2.6) play an important role by giving conditions 
in which F has fixed points. Obviously the choice of the fixed point 
theorem to apply will depend on the type of nonlinearity N. Also note 
that -~in'rr.(lst fixed point theorems it is necessary to consider 
F:D ~ X, with 0 being a bounded set where the conditions for the 
particular fixed point theorem used have to be satisfied.' That is, 
depending on the fixed point theorem employed, 0 has to be chosen 
accordingly. 
Some of the mappings F in section 6.4 had the form 
F{z) = SzO + LNz{.) + Pn{z) (6.5.1 ) 
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where n(z) is ~(z), ~(z(·),zd)' ~(z(.),Pdzf) , etc ... Suppose that 
the nonlinearity N satisfies (2.2.6) for some kN and kN and L 
satisfies (2.2.13) and (2.2.14) for some ki and k2 . This implies 
that LN satisfies (2.2.15)-(2.2.18) for the constants c1,c2,c1 and 
c2 given by (see §2.2.3) 
We have seen in section 2.6 that most fixed point theorems require 
that .F maps D into D. This could be achieved in several ways by 
a careful choice of D, for example, let Uad be bounded, as in the 
case (6.1.2), then S is bounded. Suppose that Zo = 0 and 
then 
" Pn ( z) II s ~ a ( 6 • 5 • 2 ) 
M 
In this case we have that, if for some r > a 
c ~ ~ and 1 r 
- r-a 
c ~-
.2 r' 
and 0 = Br(O) , then F maps D into D. 
To see this first note that for z € X , .. if Pn(z) 
then (6.5.2) implies that 
and hence 
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II F(z) 112 = II L(· )Nz(· )-~(.) 112 s + II L(T)Nz(· )-~fll~ 
MS H 
~ (c1r + a)2 + (c2r + a)2 
~ r2 
and therefore F(z) € Br(O) in X = ~.f(O,T;Z) • 
If Zo f 0 similar results could be obtained using D = Br(SzO) • 
.. In the case of the mapping F given by (6.4.35), namely 
we have that if rl > 0 and rl I > e and 
where the ball Br' (0) is in HS(O,T;Z) and the ball Br' I (0) is in 
Z, then F maps D into D. 
Now observe that F in (6.5.1) can be expressed in the form 
F = Fl +F2 where 
F1(z) = SzO + LNz(·) 
F2(z) = Pn(z)' 
which is particularly convenient for fixed points of contractive type with 
perturbation (see section 2.6) if 
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F1 is a contractive type mapping (6.5.3) 
F2 is completely continuous (6.5.4) 
F1 satisfies (6.5.3) if, for example k = .; c1+c2 ::; 1 . By theorem 
4.1.4, F2 will satisfy (6.5.4) if S is compact, which is the case 
if Uad is compact. If this is not the case however, we can take 
51 c 5 '. 51 compact and P = Pl = continuous projection onto 51 (see 
§6.4.9) and then F2 will satisfy (6.5.4). 
It is also possible to use the approach of projections in other 
standard procedures in numerical analysis, (such as for example, 
minimization of functionals or solving the operator .equation of the type 
G(x) = 0 , etc.) in order to find the set of wanted states W~. 
6.5.2 - Optimization of functionals. 
A well known result in functional analysis [10,23J is that if 
o is a compact set in X and g:X ~R is lower semi-continuous on 0 
then g achieves a minimum in D. We could use this result, for example, 
to seek the wanted states in D. There are well known methods, such as 
the steepest descent [23J, used in minimum norm problems. 
Let p:X ~ffi be a continuous functional which satisfies 
p(z) ~ 0 ¥ z € X 
. p(z) = 0 <=> ~(z) € 5 • 
Using any continuous projection Ponto 5 we have that the 
functional p given by 
(6.6.1) 
(6.6.2) 
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p(z) = 'IP~(z) - ~(z)lIx 
satisfies (6.6.1)-(6.6.2). Other p could be obtained similarly to 
p in §6.4.B. Now let q:Z ~ R be a continuous functional which 
satisfies 
We have already seen that for Pd any continuous projection onto 
B€(zd) , the functional q given by 
(6.6.3) 
(6.6.4) 
satisfies (6.6.3)-(6.6.4) and so does q in (6.4.6) and also q in 
(2.1.4). 
Setting g:X ~m 
we have that 9 is continuous (and hence lower semi-continuous too) 
and satisfies 
g(z) ~ 0 
€ g(z) = 0 <=> Z € Ws 
Clearly if z* is a wanted state then 9 achieves a minimum at z*. 
On the other hand, if 9 achieves a local minimum z* then, provided 
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z* is also a global minimal (i.e., g(z*) = 0), then z* is a 
wanted state. 
6.5.3 - The operator equation G(x) = 0 • 
There are some special iterative schemes [10,19,23] developed to 
find the solution of the operator equation 
• G(x) = 0 (6.6.5) 
where G E Op(X1,X2) for two metric spaces Xl and X2 . Among these 
schemes are the well known (classical) Newton's method [10,19,23] and the 
modified Newton-Kantorovic method [10,19]. 
Set Xl = X2 = X and let G:X + X be given by 
G(x) = F(x) - x 
for some mapping F:X + X of section 6.4. Clearly now we have that any 
solution x* of (6.6.5) is a fixed point of F. 
6.6 - MORE GENERAL TYPES OF SYSTEMS. 
The results of this chapter were developed for systems of the type 
i(t) = Az(t) + Bu + Nz(t), z(O) = zo 
where A generates a strongly continuous semigroup S(.) . This enabled 
us to see how the methods presented progressively improved since the first 
attempts to use fixed points in controllability. However the same approach 
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of projections could be applied to more general nonlinear systems. 
Consider for example the following system (in its mild form): 
z(t) = fo(zo,t) + J:f1(Z(0),s,t)dS + J:f2(Z(0),s,t,BU(0))dS (606 01) 
z(O) = Zo 
where the functions fO,f1 and f2 have their values in a space 1 of 
functions from [O,T] to Z (e.g. ~ = L2(0,T;Z)) and Z is the state 
space. 
If we defi ne 
z f = Z (T ) = f 0 ( zo' T) + J: f 1 (z ( 0 ) , 5 , T) ds .. 
T 
+ J
o
f2(Z(0),S,T,BU(0))dS (6.6.2) 
then (6.6.1)-(6e6.2) give us the pair (z(-),zf) , trajectory-final state 
which lies in X = ~ x Z _ Clearly the results of this chapter have a 
straightforward generalization for systems of the above type_ The operator 
LB:U + X is replaced by the operator T:U + X 
Tu = (J·f2(z(e),s,.,Bu(e))dS, I
T
f2(Z(0),S,T,BU(0))dS) o . 0 
and the set S becomes 
Moreover, the constant term SzO which appeared so often would be 
,substituted bi xo € X given by 
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6.7 - SOME EXAMPLES OF THE ADJUSTMENT OF THE SPACES U AND X • 
In this chapter we have assumed (see §6.l.1) that if U
ad = U (or 
Uad is a closed subspace of U) then (5.10.4) holds, that is 
LB has closed range, (6.7.1) 
whereas if Uad is a bounded, closed and convex set, then (5.10.5) holds, 
tha tis, .. 
LB ·is bounded and has closed range. (6.7.2) 
We have seen in section 5. 10 that the above conditions guarantee the 
existence of continuous· projections Ponto S = LB(Uad ). We have also 
seen in §§5.10.3 and 5.10.4 two different procedures to adjust the spaces 
U = Hr(O,T;U) for some r € R (or H~(O,T;U) for some r ~ 0) and/or 
s X = M (O,T;Z) for some s € R. Here we present some specific examples. 
As observed in section 5.10, in general a large space of input 
functions (such as U = L2(0~T;U) or U = H- 1(0,T;U)) is not desirable 
since it may contain discontinuous functions or even distributions, which 
are unsuitable for practical applications. We have also noted in section 
5.10 that we can have condition (6.7.1) or (6.7.2) satisfied for a smooth 
space U (such as U = H1(0,T;U) or U = H~(O,T;U)) by restricting the 
. space X to pairs of trajectory-final state which are even smoother 
s s ) (such as X = M (O,T;Z) = H (O,T;Z) x Z for some s > 1 • In fact the 
results of chapter 5 are a powerful tool in the construction of these 
·spaces U and X • 
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6.7.1 - First example: 
Consider the following nonlinear system on a Hilbert space Z 
dz dz dt(t) = f(dt' z(t), t) + u z(O) = zo (6.7.3) 
where the controls u E ~(O,T;Z) (i.e. u is a function from [O,T] 
to Z, .see page 8 for definition of 1(D,Z)). Set N the nonlinear 
operator z(.) ~ Nz(·) 
dz Nz(t) = f(dt' z(t), t) 
then we can write system (6.7.1) in the form (3.1.1), i.e., 
dz dt = Nz(.) + Bu z(O) = zo (6.7.4) 
where B = IU (identity on U = Z) and A = 0 (i.e., no linear part 
or linear part incorporated to the nonlinear part). This is a relatively 
simple example of nonlinear controllability, nevertheless it will be 
interesting to see how our approach can be used to solve it., 
Since B = IU ' B = I (identity on U) (see. section 3.1). Since 
A = 0, S(t)zo = Zo for all t and for L(·) defined by (2.2.11), 
L(·)B becomes the operator 
- u +'J~ u(s)ds 
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The mild form of (6.7.4) is given by (3~2.5), namely 
z(·) = zo + L(·)Nz(·) + L(·)Bu z(O) = Zo 
where here we i denti fy Zo wi th the functi on t -+- zo ' .. from [0, TJ 
s . 
to Z. Now set X = M (O,T;Z) , 
Zf = z(T) and 
Then we can write the system in the form (6.1.1) as 
Z (0) = Zo . (6.7.5) 
Let us now concentrate on the operator LB:U -+- X , 
T . . 
L B u = ( f ~ u (s ) ds, f 0 u ( s ) ds) • (6 • 7 • 6 ) 
First we want to have condition (6.7.2) satisfied, i.e., LB is bounded 
and has closed range. We shall use the second procedure (developed in 
§5.10.4) to achieve this. Take the following linearly independent set 
{e l( ) A of functions from [O,TJ to Z, ~=1Nx71. nm n,m Eu 
{
COS (2m7T/T)t.l/J 
. enm(t) = n 
sin(2I ml7T / T)t·l/Jn 
+ n E I'J , m E 7l. = {a, 1 ,2, ... } 
n E ~ m E {-1,-2, ... } 
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where {~n}nE ~ is any c.o.s. in Z. Then LBenm,(n,m) E 6 is 
given by 
( t for n E IN , m = 0 
LBe = 
nm 
( T . (2m1T) 2m1T .Sln T t for n E IN , m = 1,2, ... 
T 2mrr ( 2mrr • co s ( T) t , 0) • ~ n for. n E ~ , m = -1,-2, ... 
. , and therefore,· 
is linearly independent. Set U = UI(e ,a ,~), that is, the input 
nm nm , 
functions U E U are given by 
U = E (E U Cos(2Tm1T)t + E U Sin(2~1T)t)~ 
nE IN mEll+ nm . mE ~ nm n 
wi th nonn 
2 lui a • nm nm 
By theorem 5.9.3, condition (6.7.2)' is satisfied if we set 
a
nm 
= II LBe 1\2 
nm MS(O,T;Z) 
For example, for s = 0, X = MO(O,T;Z) = L2(O,T:Z) x Z and a nm 
becomes 
(6.7.7) 
- 237 -
and T2 <l =---,.~ 
nm 4 2 2 m 7T 
ne:IN, m=±1,±2, ••• 
and by the imbedding corollary 5.7.8 it is easy to verify that 
-1 U ~ H (O,T;Z). 
So LB is bounded and has closed range from H-1(0,T;Z) to MO(O,T;Z) 
Now suppose we set X a smoother space. For example, s = 1 and hence 
, -
1 1 X = M (O,T;Z) = H (O,T;Z) x Z. With <lnm defined by (6.7.7) U becomes 
a smoother space too. Actually, by the imbedding corollary 5.7.8, 
2 U ~ L (O,T;Z) . 
2 1 So LB:L (O,T;Z) ~ M (O,T;Z) is bounded and has closed range. 
Now set X even smoother. For example s = 2 and thus 
2 2 X = M (O,T;Z) = H (O,T;Z) x Z. With- <lnm defined by (6.7.7) again 
U becomes even smoother too. In fact we now have 
1 U ~ H (O,T;Z) . 
So LB:H1(0,T;Z) ~ M2(0,T;Z) is bounded and has closed range. It is easy 
to obtain the following generalization of this result: 
LB:Hs-1(0,T;Z) ~ MS(O,T;Z) is bounded and has closed range. 
This illustrates what we have already mentioned that we can obtain condition 
,., (6.7.2) satisfied for smooth spaces U by restricting X to smoother spaces. 
This will be a common pattern in every example shown here. 
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It is also easy to deduce that LB:U + X satisfies condition (6.7.1) 
for U = Hr(O,T;Z) and X = MS(O,T;Z) if r ~ s-l . This follows 
since, by theorem 5.9.3 again, if 
ex ~ II LBe IIx2 nm nm , for all (n,m) € 11 
then LB~U +'X has closed range. 
Note that in the present example we obtained spaces U and X for 
which conditions (6.7.1) or (6.7.2) hold by following, step by step, the 
second procedure (presented in §5~10.4). We could also have obtained the 
same results by following the first procedure (presented in §5.10.3). Also 
observe that, we did ~ot need to construct the representation of the space 
X, as shown in §5.9.2. However, such representation could be useful and 
therefore we present here how it would be for the present example: 
First, to ease the notation, let n: J.I +1Nx {?l \ {a}} be any bijective 
map whi ch sets 
j + (n.,m.) €1N x'{Zl \ {a}} 
J J 
for each j € ~ • 
Now set ~Oj(·) the sequence (of sinces and cosines) given by 
if mj = 1,2, •.. 
if mj = -1, -2, •.• 
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and ~lj(·) given by 
~l.(t) = t lJJ. J J for all j E IN • 
Now observe that, since . {~O·(·)}· 1N u· {~l·(·)}· "" is complete J J E , J J E .II't 
in HS(O,T;Z) and· {TlJJ} ~, is complete in Z, we have that 
n n J't 
and 
where 
E. = XI (~.. , 13.. , 1N) 
1 lJ lJ 
i =0,1,3 
~Oj = (~Oj ( · ) , 0 ) j E }\l 
~lj = (~lj(·) , TlJJ . J ) j E IN 
~ 3j = (~1 j ( · ) , 0 ) j E IN 
and 
j € IN 
j E 1'J 
j E 1N • 
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In other words, if Z E X = MS(O,T;Z) then Z can be expressed as 
z = l: l: a .. ~ .. 
i =0, 1 ,3 j E IN 1 J 1 J 
and 1/ ell S is equivalent to the following norm 
M 
la .. 12 a .. lJ lJ 
This representation of MS(O,T;Z) gives simple expressions for LB 
L(e)B and L(T)B as well as for (LB)t, the projections TI, TIl ' TI2 ' 
etc. For example 
TIz = l: l: a.. ~.. 
i =0, 1 j E lJ 1 J 1 J 
Now let us see a few remarks regarding this example before we move 
to further examplese 
Remark A:' 
Note that there would be several other options for l::. and' {enm} (n ,m)El::. . 
different from the one chosen here. For example, 
enm(t) = sin(m~/T)t ~n ( n ,m) E l::. =}! x IN 
or 
(n ,m) E l::. = N x 7l+ 
- 241 -
etc. Different choices of e will give different representation of 
nm 
the space of input functions U In any case, we must have 
LBe E MS(O,T;Z) 
nm (n ,m) E tJ. . (6.7.8) 
That is, when choosing e
nm 
we have to be careful since LBe
nm 
must 
belong to X for X = MS chosen for each (n,m) € tJ. so that we can 
ca 1 cul a te "nm = II LBenm II ~S' Thi s, i n general, will not bri ng any 
problem in the cases where enm is a sequence of sines, cosines or 
monomials such as the above ones. However, an arbitrary choice of e
nm 
could bring problems. For example, let {enm}(n,m)€tJ. be the sequence 
chosen for this example except for enO ' which we set 
n € IN • 
-Both' {e}( ) A and R = {LBe}( ) A are linearly independent if nm n,m Eu nm n,m Eu 
and only if f:[O,TJ ~ Z satisfies 
f
T . 
Of(t)dt"f ° (6.7.9) 
If we choose f such that 'f € HS(O,T) but f I Hs+l(O,T) then we 
. s 
shall not be able to have LBe nm € M (O,T;Z). If~the choice of f 
however is such that (6.7.9) is satisfied and f E Hs+l(O,T), then 
LBe
nm 
E MS(O,T;Z) for all (n,m) € tJ. . 
o 
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Remark B: 
If we define 
IV for all j ElN eOj = e n "m, 
J J 
IV for all j EIN elj = e n, ,0 
J 
r =' {O,'].} xlN and A =' {O,l ,2,3,4} xlN 
then 
, IV ' 
M = ({e, '}(' ') r ' {~, ,}(', ') A ,r,r,A) lJ 1,J E lJ 1,J EJl 
is a complete matched set for the primitive operator (LB)l:[UJ + 
X = MS(O,T;Z) of LB. So, we have actually constructed a complete 
matched set for (LB)l . The fact that R is linearly independent 
allowed us to obtain M ,without having to use any of the methods presented 
in section 5.8 (The generation of complete matched sets). 
We s hall see in the next examples that R =' {LBek} kE~ wi 11 ofte,n 
be linearly independent for some linearly independent sequence {ek}kE~ 
of functions ek:[O,TJ + U ., However, in general we can always generat~ 
a complete matched set, say 
for the primitive operator of LB by applying the techniques presented 
in section 5.8~ Once M is obtained, both {ek}kE~ and 
are linearly independent sets and (6.7.8) holds. o 
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Remark C: 
In this example we have that by setting X = MS , s = r+l and 
a nm as in (6.7.7) then 
for U = Z , 
that is, we can make U as smooth as we like (with respect to t) and 
as smooth as Z (with respect to U). 
In the next examples we shall also be able to make U as smooth 
as we like (in t) • However, here we could make U as smooth as Z 
(with respect to U) because 
L(T)B : L2(0,T;Z) + Z 
has closed range in Z. We shall see that if, for example" L(T)B, 
regarded as an operator from L2(0,T;Z) to· Z, has range dense i~ Z 
but 1 Z, i.e., 
R(L(T)B) = Z· c Z , Z' smoother than Z , 
then the space of input functions U ,constructed similarly to here, . 
will be smoother (in t) than L2(0,T;Z) but larger (in U) than Z . 
r - -That is U = some H (O,T;Z) , r > ° but Z ~ Z. Actually we should 
expect this since by setting a nm as in (6.7.7), not only 
LB:U + X = MS(O,T;Z) has closed range 
but also 
L(T)B:U + Z has closed range 
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(see §5.10.5). Clearly if 
L(T)B:L2(O,T;Z) ~ Z does not have closed range 
U will have to be large (with respect to U) than Z. 
In any case, if we take a new state space ZI c Z such that for 
some U ( e . g • U = Z) , 
L(T)B:L2(O,T;U) ~ ZI has closed range (6.7.10) 
and redefine a nm as 
a = 1/ LBe 112 
nm nm MS(O,T;ZI) = If L ( . ) Be nm 112 s + II L (T) Be '1
2
z I H (O,T;ZI) nm 
then we shall be able to obtain spaces of input functions U which are 
as smooth as we like (in t) and not larger than Z (with respect to U) . 
So, the adjustment will not be just of the spaces U and X but in 
fact of the spaces 
U , ZI and· X = MS (0, T; Z I ) 
Moreover, the nonlinearity N and the initial state zowi11 also have 
to be considered in the adjustment.· Additional co~ditions may have to 
be imposed in either N .or Zo in order to take X = MS smoother and 
smoother. (See Remarks E and F.) '0 
Remark D: 
Observe that,.a1though here B:U = Z ~ Z is bounded (since 
B = IU = IZ)' the operator 
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is not bounded if r > s . Nevertheless, if a 
nm is given by (6.7.7) 
then 
LB:U ~ X = MS(O,T;Z) is continuous (i.e. bounded) 
(and has closed range too). We have already seen in example 2.2.5 that 
... 
if B €!,(U,Y) for some space Y, possibly larger than X, and 
LB = (L(· )B,L(T)B) €.t (Y ,X), then LB € .l(U,X) , that is LB:U ~ X 
is continuous. 
Remark E: 
Similarly, we can have 
LN:HS(O,T;Z) ~ X = MS(O,T;Z) is continuous 
for non1inearities N which are continuous from HS(O,T;Z) to some 
larger space Y, as long as L(·) satisfies (2.2.13) and L(T) satisfies 
(2.2.14). In the present example the above condition holds for any con-
tinuous linear operator N from HS(O,T;Z) to Y = Hs-1(O,T;Z) • 
In the next examples, once we have selected U, Z' s and X = M (O,T;Z') 
(see Remark C), the nonlinear part must satisfy 
L(·)N:Hs(O,T;Z') ~ HS(O,T;Z') is continuous (6.7.11) 
then 
LN:Hs(O,T;Z') ~ MS(O,T;Z') is continuous 
and system (6.1.1) is well defined in the adjusted space X = MS(O,T;Z') . 
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Observe that (6.7.11) is a very loose condition. We only require 
continuity and N(O) is possibly f O. In the sequel, in some cases 
we shall not impose any additional conditions ,to the nonlinearity. 
Remark F: 
Finally note that,- in order to have system (6.1.1) well defined in 
the adj~sted space X = MS(O,T;Z') the initial state zo must satisfy 
so that SzO € X. Clearly this is the case in the ~resent example. 
Condition (6.7.10) is satisfied in several cases such as for example, 
if zo = 0; or if the state is finite dimensional; or also if A € t(Z') , 
since in this case we have that (see §2.3.1) 
for all zo € Z· , t > 0 , n = 1,2, ... 
and therefore S(·)zO € HS(O,T;Z') for any s . 
If A is unbounded however, then (6.7.12) holds for s sO. Also, 
for s = 1,2, ••. , (6.7.12) holds if 
s 
zo € V(A ) • 
6.7.2 - Second example: 
The example of the previous section has a straightforward 
'generalization for system described by 
o 
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k k d z _ f(d z dz (» () 
'dt'K - dtk ' ••. , dt ' z t,t + u t 
dz 1 dk k 
z(O) = Zo ' dt(O) = Zo , ••• , ~(O) = Zo ' 
dt 
on a Hilbert space Z again. Setting z(.) ~ Nz(·) analogous to 
§6.7.l, system (6.7.12) in the mild form is described by 
• 1 t 2 k t k 
z(t) = Zo + Zo T + ••• + Zo k! + L(t)Nz(t) + L(t)Bu 
where B = I (identity on U) again and L(·) is now given by 
t sk-l sl 
L(t)z(·) = I I ···f z(ds)ds dS1 '" dS k_1 a 0 o. 
If k is odd, then LBe = ~ , 
nm nm where 
( t k n e:IN , m = 0 
(6.7.12) 
~ 
nm = 
(AkTk/(2mn)k.sin(2mn/T)t 
, Tk) 1/J~' 
o ) 1/Jn n e: ~ , m = 1,2, ••. 
k k '(~kT /(2mw) .cos(2mw/T)t a ) lP n n EIN , m = -1,~2, ... 
and Ak = (~1)(k-l)/2. If k is even then 
defined above with. Ak = (_1)k/2 . 
LBe - ~ 
mn n,-m for ~ nm 
The results here follow analogous to the previous paragraph. Here 
too (6.7.8) holds for any s (see Remark A in §6.7.1), and (6.7.10) holds 
for Z' =,Z (c.f. Remark C in §6.7.l). So we can make U as smooth as 
., 
we like. Also note that (6.7.11) is satisfied for any nonlinearity 
dkz dz () ) z(·) 1+ f(~ , ••• , crt,z · ,t 
dt 
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which is continuous from HS(O,T;Z) to the larger space Hs-k(O,T;Z) . 
(c.f. Remark E.) 
6.7.3 - Third example: 
Consider the system 
z(t) = Az(t) + Nz(t) + u(t) z(O) = zo (6.7.13) 
where Z is a Hilbert space, A:V(A) -+ Z is a self-adjoint operator . 
with eigenvalues {An}nEr for some countable set rand u E 'f'(O,T;Z) 
(see page 8 for definition of ~(D,Z)). Clearly if Z is a finite 
dimensional space then dim(Z) =4Fr whereas if Z has infinite dimension 
then r will have infinite elements (e.g., r = ~ ) . 
If {w} r are the corresponding eigenvectors then, from the 
n nE 
expansion 
we have that for Zo E V(A) , Az is given by 
Also, if {A} r are bounded from above (i .e., if 3A E IR such that 
n nE 
A ~ A for all n E r) then A generates a strongly continuous semi-
n 
group S(·): IR -+~(Z) which is given by 
Ant 
S(t)zO"= E e <zO'~n>Z ~n • 
nEr 
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System (6.7.13) in the mild form becomes 
z(t) = S(t)zo + L(t)Nz(t) + L(t)8u z(o) = Zo (6.7.14) 
where the operator L(·) is defined by (2.2.11), namely 
t· 
L(t)z(") = fo S(t-s) z(s)ds • 
and B = I (identity on U). Set X = MS(O,T;Z) for some sand 
take the space of input functions U = U I (e ,a ,ll), where II = r x 71.+ , 
nm nm 
for all ( n ,m) € II 
and a > a are constarits which we can choose freely. For example, we 
m 
can set am = 1 for all (n,m) € II or, instead, anm = 1/T
m
, in which 
case 
for all (n,m) € II • 
Alternatively we could set am = [(2m+1)/T2m+1]i, in which case 
/I enm "L 2(0. T;Z) . = 1 
or a such that for some s 
m 
/I enm " s = 1 
,. H (0, T;Z) 
for all (n,m) € II , 
fa r a 11 ( n ,m) € II , 
etc.' So, the control action will be the functions u which have the form 
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with norm given by 
II u II ~ = E E.j. U nm /2 _ <l , 
nEr mE 7l.. am nm 
where the constants <l 
nm 
are sti 11 to be defi ne_ Since 
ftme tdt tmeAt m ftm-1eAtdt = -A A 
= eAt 
m (-1 ~m- j m! t j L j=O 01 Am- j +1 J -
we have that L(-)Benm is given by 
for all (n,m) E /). 
for all (n,m) E /). 
where Pnm(t) is the polynomial of degree m defined for each (n,m) E /). 
by 
m 
c otj Pnm(t) = L j=O nmJ 
(-1 )m- j m! am 
for all { cnmj = (-A )m- j + 1 0' J - . n 
andq (t) is given for each (n,m) E /). by 
nm 
n E r 
mE71. + 
o ~ j ~ m 
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Now set r nm {·) = (Pnm{·) - qnm{·)) and Cnm = rnm{T) = (Pnm{T)-qnm{T)) , 
then 
L(t)Benm = rnm(t)Wn 
L{T)Be m = C W n nm n 
It is clear that {L(.)Benm}(n,m)€l::. 
for all (n,m) € 11 
for all (n,m) € l::. • 
is linearly independent {since p 
nm 
has degree m for each (n,m) € 11 and' {w} r is a c.o.s.), and 
n n€ 
therefore, 
is linearly independent as well. For (n,m) l::. set 
a = II LBe ,,2 
nm nm MS(O,T;Z) 
then we obtain, by theorem 5.9.3, 
LB:U + MS(O,T;Z) is bounded and has closed range, 
that is, LB satisfies (6.7.2) when an ;s given as above. 
Note that anm ;s well defined for each (n,m) € l::. since 
L(·)Benm € HS{O,T;Z) and hence (6.7.8) holds. (See Remark A ;n §6.7.1.) 
Also observe that for r € lR , the range of 
L{T)B r H (O,T;U) + Z , U = Z 
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is dense in Z, i.e., R(L(T)B).L =" {a} , for any r. However, it 
is possible that, for r = 0 R(L(T)B) f Z, i.e., 
L(T)B : L2(O,T;Z) ~ Z 
does not have closed range (see Remark C in §6.7.l). In this case, 
although smoother spaces X = MS make U smoother and smoother (in t), 
. 
U will never be smoother than Z (with respect to U). To overcome 
this problem we set a new state space Z' c Z such that (6.7.10) holds, 
that is, for some U (e.g. U = Z) 
L(T)B : L2(O,T;U) ~ Z' has closed range~ 
We shall then be able to make U as smooth (in t) as we like, (and 
not larger than Z with respect to U), by setting a nm 
a = nm = II L ( • ) Be 112 " + II L (T ) Be nm II ~ I nm HS(O,T;Z') 
for all (n,m) ~ and s large enough. 
So, the adjustment of U and X is actually a compromise we have 
s " " 
to obtain between the spaces U, ·Z' and X = M (O,T;Z'). For example, 
consider the following particular case of the present example: 
2 ~~(x,t) = a~) + Nz(x,t) + u(x,t) 
ax 
z(O,t) = z(l,t) = 0 z(x,O) = zo(x) 
(6.7.15) 
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For the above system (nonlinear difusion equation) we have 
a A = -::-z 
ax 
2 2 A = -n 1T 
n 
l/J (x) = .f2 sin n1TX 
n 
Usually the state space Z taken for this system is 
However, when the space of input functions is L2(0,T;Z) 
. 
and r =:IN 
2 Z = L (0,1) 
the system 
formed by the linear part of (6.7.15) is only approximate controllable 
to Z (see page 58 of [11J). That is, for the operator 
L(T)8 222 L (O,T;L (0,1)) ~ L (0,1) 
v = R(L(T)8) is such that V = Z but V f Z (i.e., V is smoother 
than Z). In fact here we have that, for a nm as defined above, U 
will become smoother and smoother (in t) as s increases but larger 
than L2(0,1) (with respect to U). A function u(x,t) € U will be 
such that u(x,·) is smooth but u(·,t) may not be a L2(0,1) function. 
To overcome this problem we have to choose a new state space Z· smoother 
than L2(O,1) (c.f. Remark C of §6.7.1). 
If Z· = H6(0,1) then' (see page 59 of [llJ) the sy"stem fonned by' 
the linear part of (6.7.15) is exactly controllabl~ to Z when the 
2 
controls L (O,T;Z) are applied. That is, for the operator 
. 2 2 . 1 L(T)B : L (O,T;L (0,1)) ~ HO(O,l) ~ 
. V = R(L(T)8) = Z· So, if we set U = L2(0,1), our new state space 
ZI = H6(O,1) and redefine 
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a for all nm (n,m) € II by 
a 
nm = II LBe 112 nm MS(O,T;Z') = II L(· )Benm 112 s + II L (T)Benm 11 Z2 I H (O,T;Z') 
then 
LB:U + X = MS(O,T;Z'i is bounded and has closed range, 
U becomes smoother and smoother (in t) as s increases, and not 
larger than L2(O,1) (with respect to U). 
Here we make a remark: al though it .is true that by enlarging s 
U becomes smoother and. smoother, it is not tota lly true that U can be 
as smooth as we like (e.g. U Q: Hl , H2 , etc.). In fact, here U cannot 
be strictly smoother than 2 L (O,T;Z). To understand the situation, define 
U the subspace of U which contains all the polynomials of order up to 
m 
m, that is 
UJ.· {u = L L 
m j>m n€r 
What· really happens here is that for s ~ ° U is at least as smooth 
as L2(O,T;ZL. If s > m, then Urn is sm~other than L 2(O,T;Z) and 
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u~ is as smooth as L2(0,T;Z). So, by enlarging s we enlarge the 
subspace U c U which is smoother than L2(0,T;Z) 
m 
So we have obtained a space U and a new state space Z' for which 
(6.7.2) holds with X = MS(O,T;Z'). Here we followed the procedure of 
§5.10.4. As in the previous examples, we did not have to construct a 
representation for X, (as shown in §5.9.2), to determine U . However, 
since such representation is useful for expressing operators such as IT, LB," 
(LB)t , etc., we show it here: Fi~st note that 
Set 
AO =" {(n,m)e6 : ~nm = O} , and 
(Observe that. AO may be empty.) Now we can set ~inm' i = 0,1,3, 
(n,m) e 6, as defined in (5.9.8) for R =' {LBenm}(n,m)e6 . That is, 
~Onm = (L(·)B enm ' o ) (n ,m) € AO 
~'nm = (L(.)B enm ' L(T)B enm ) - (n,m) e A, 
~3nm = (L(·)B enm ' o 
and then we can write 
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where 
for; =0,1,3 
and 
for all (n,m) € A. , 
1 
1 i = 0,1,3. 
. 
Obviously if AO = ~ => EO = ~ => X = E1 (D. E3 • Now, since 
R(LB) = R(LB) = EO @ El and .1 R(LB) = E3 ' 
we shall group the spaces EO and E1 to give X a more compact 
representation in the form 
Clearly 
where 
X = R(LB) (D R(LB).l . 
R ( L B) = EO Q} E 1 = X I (~ , a , ll) , nm nm 
~Onm if (n,m) € AO 
~ = LBe = nm nm 
~lnm if (n,m) € A1 
So, if Z'e: X = MS(O,T;Z') then Z can be expressed in the form 
Z = L a ~ + (n,m)€ll nm nm 
and /I." sis equi va 1 ent to the fall owi ng norm 
M 
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t Now LB, (LB) , L(T)B, IT1, IT2, IT, etc.,' all have simple expressions 
too. For example 
and 
ITz = L a ~ nm nm (n,m)€fl 
LBu = L 
(n,m)€fl 
u ~ nm nm 
(LB)tz = L a e (n,m)€fl nm nm 
for any z € X 
for any u € U 
for any z. € X • 
This simple representation is due to the fact that 
is a complete matched set for the primitive operator (LB)l:[UJ ~ 
MS(O,T;Z') of LB. (c.f. Remark B in §6.7.1.) 
Suppose that L = (L(.),L(T» satisfies (2.2.13) and (2.2.14) for 
some space Y (see §2.2.3, page 13), then (6.7.11) holds for any non-
linearity N which is continuous from HS(O,T;Z')- to Y. (c.f. Remark E.) 
For instance, consider the system described by the nonlinear diffusion 
equation (6.7.15). If the state space Z' = ~6(O,1) then since the 
semigroup S(.) satisfies 
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for any small 0 > 0 , (6.7.11) is satisfied for non1inearities N 
which are continuous from H~(O,l) -1+0 to the larger space H (0,1). 
This allows for a large class of non1inearities to be considered. For 
4 az 2 az 2 dz 
example Nz = z , (ax) , z(a-x) , z (ax) , etc .. • 
6.7.4 - Fourth example: 
Consider the system 
i(t) = Az(t) + Nz(t) + bu(t) , z (0) = zo (6.7.16) 
where Z is a Hilbert space, A as is the previou~ paragraph, 
b € Z satisfy 
b = <b,l/J >z f 0 n n for all n € r 
and the control u(t) is a function from [O,T] to IR, that is 
U € Y(O,T;R) (see page 8 for definition of 't(D,lR)). 
Now let i be any element in r and set {,/of} 
'l'n n€r 
{ 
l/Jn 
1jJ~ = b 
if n f i, n € r 
(6.7.17) 
if n = i 
(6.7.18) 
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System (6.7.l6) can be expressed in the mild form (6.7.l4) with 
B:U +~(O,T;Z) being 
(Bu){t) = bu{t) for u € U 
(see Remark D of §6.7.l). 
It has been shown in §3.l3 of [llJ that the system formed by the 
linear part of (6.7.l6) (z = Az + bu , z{O) = zO) is approximately 
controllable to Z on [O,TJ when the input are the L2{0,T) functions. 
That is, the range of the operator 
2 L{T)B:L (O,T) + Z 
is dense in Z. Set V = R{L{T)B), then V = Z. However, V may 
be a smoother space than Z (i.e. V may be strictly contained in Z). 
We shall construct here a space U of input functions u(t) from 
[O,TJ to R. Similarly to the previous examples, U will be such that 
(6.7.2) holds, which implies that (see §5.l0.5) 
L(T)B :U + Z 
has closed range. From 'the above explanation it is clear that if V ~ Z 
(if V is strictly contained in Z), then pU will be larger than 
2 s L (O,T) , nO'matter how smooth we make X = M (O,T;Z) . 
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However, we shall be able to obtain smoother spaces U if we 
restrict the state space to some ZI c Z such that 
L(T)B: -+ ZI has closed range. 
So, the adjustment is in fact of the three spaces U 
X = MS ( 0, T; Z I) • 
, ZI and 
Let first X = MS(O,T;Z) for some S € m' and take the space of 
input functions U = UI(e ,a ,~) where ~ =~+ 
m m 
+ mE: ~ =7l , 
a > 0 being constants which we can choose freely and a are still m . m 
to be defined. So, the control action will be the functions u which 
have the polynomial form 
with norm given by 
-Let Pnm' qnm ' rn·m and cnm be as in the previous example. Then, 
for m € ~ = ll.+ 
L(T)Bem 
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= L b ~ (p (t) - qnm(t)) 
nEr n n nm 
= L r (t)b ~ 
nEr nm. n n 
= L 
nEr 
Since degree of p = m for each n E rand . {~} r is a 
nm n nE 
c.o.s. in Z we have that 
is linearly independent. 
a = m 
+ Now set for each m € t:. = 71. 
for all + mEa = Z then, by theorem 5.9.3, LB satisfies (6.7.2), 
i . e. , 
LB:U ~ MS(O,T;Z) is bounded and has closed range. 
Note that the following 
for all mEt:. (6.7.19) 
must hold in order to am be well defined for each m (c.f. Remark A 
.of §6.7.l). If s ~ 1 then (6.7.19) holds. This follows since 
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1 + bern E C (O,T;Z) , m E ~ = ~ and therefore (see theorem 2.21 of [ J) 
we have for m E ~ 
and 
dL(t)Bem = S(t):be (0) + L(t)Be I dt m m 
= 0 0 a S(t)b + L(t)Be ' m, m m 
where 
if m ~ 1 
if m < 1 
and o. k is the Kronecker delta (i.e., o. k = 1 if j = k and J, J. 
O. k = 0 if j F k). If we assume J, 
b E V(A) 
(rather than b E Z initially assumed) then (6.7.19) holds for s = 2 . 
This follows since now S(·)b E H1(0,T;Z) , ~ S(t)b = S(t)Ab and 
therefore, since e~ E C1(0,T;Z) , . we have for m~E ~ 
. 2 . 
L(.)Be
m 
E H (O,T;Z) 
d2 
--2L(t)Bem = 0 Oa S(t)Ab + 0 1 mamS(t)b + L(t)Bemll dt m, m m, 
where· 
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d2e (t) 
e"(t) = _ m = 
m dt2 
m(m-1)a tm-2 
m 
° 
if m ~ 2 
if m' < 2 • 
It is not difficult to obtain the generalization of this result: 
If s is an integer ~ 2 ' then (6.7.19) holds as long as 
s-2 b, Ab,.~.,A b E V(A) , which is equivalent to 
Clearly if Z is finite dimensional or' A is a bounded operator 
(which will be the case if and only if '{X} r is bounded), then 
n nE 
V(A) = Z and thus (6.7.19) holds for any s 
We illustrate the case A is unbounded with the following example: 
consider the system described by the nonlinear diffusion equation . 
2' ~~(x,t) = a z(x,t) + Nz(x,t) + b(x)u(t) 
ax 
(6.7.20) 
z(O,t) = z(l,t) = ° z(x,O) = zo(x) 
2 . 2 2 
where the state space Z = L (0,1) '. Here we have again A = a lax • 
So, if b E L2(O,1) then am is well defined for each m E 6 for s s 1 • 
For s = 2,,3, ••• am will be well defined for each m E 6 if, for example, 
b satisfies 
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Now we observe that even when (6.7.19) holds for a large s it is 
not clear whether our space of input (polynomials) functions U is 
smoother than L2(O,T) • However, if we consider a new state space 
ZI c Z such that (see Remark C of §6.7.1), 
L(T)B:L2(O,T) ~ ZI 
has closed range, and redefine am for all m € ~ =~+ 
a = m II LBe 112 m MS(O,T;Z') 
then we have that 
= 1/ L ( • ) Be 112 s + II L (T) Bern II ~ I 
m H (O,T;Z') 
LB:U ~ X = MS(O,T;Z') is bounded and has closed range, 
U becomes smoother and smoother as s increases and if s ~ ° U' is 
certainly not larger than L2(O,T). What really happens is that the 
larger s is the larger is the subspace of U which is smoother than 
L2(O,T) . We can represent this by setting Urn the subspace of U which 
contains all the polynomials of order up to m, 
m • 
U =" {u = E u.tJ € U} 
m j=O J 
which imp1ies that Uo c Ul C U2 c ••• and 
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If s > m, then Urn is smoother than L2(O,T) and U~ ~ L2(O,T) . 
So, by increasing s we enlarge the subspace U c U which is smoother 
m 
than L 2(0, T) . 
So, we have obtained a space U and a new state space ZI for 
which t6.7.2) holds for X = MS(O,T;ZI) • Observe that we did not have 
to construct any representation for X to obtain U. However, since 
such representation is useful we show it here: First note that E4 = ¢ . 
Now set 
g (t) = Wi r (t) for all n E r , m E 6 
nm n nm 
where w~ was defined in (6.7.17). Now, since wi = b for a fixed 
i E r , and using (6.7.18), we have that (see section 5.4) 
. {g nm ( -) } n E r I 
mE6 
where rl = r \ {A.} 
. 1 
is a completion for' {LBe} A in X t 
m mEu 
To ease the nota ti on 1 et n: IN ~ r x ZZ+ be any bi jecti ve mappi ng . 
which sets 
j ~ (n. ,m.) E r x 7l+ = r x 6 J J 
and set A2 = JJ and 
f.(-) :: 9 (-) J n.m. 
. J J 
for each j E IN 
for each j E A2 
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Also set 
AO ; {me6 : L(T)Be
m 
= O}" and 
(Observe that AO may be empty.) Now we can set ~. , i = 0,1,2,3,m E 6 
1m 
as defined in (5_9.8) for. R =' {LBem}me6 _ That is 
~Om = (L ( -) Bern ' 0 ) 
~ = 1m (L(·)Bem L(T)Bem ) 
~2m = ( fm(·) , 0 ) 
~3m = (L(-)Bem , 0 ) 
and then we can write 
where 
E. = X' (~. e., A.) 
1 1m 1m 1 
and 
and 
m e AO 
mEAl 
m e A2 
m A3 ' 
for i =0,1,2,3 
for all meA. , 
1 
; =0,1,2,3. 
In any case, since 
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we can group EO and El to give an even simpler representation. 
Let E = EO ffi E1 = X' (~m,am'~) where 
{ 
~O ~ = LBe = m 
m m 
~'m 
if m E AO 
if mEA, . 
Then 
that is, if Z E X = MS(O,T;Z') then z can be expressed as 
z = L a ~ + L a. ~l.m 
A m m . 231m mEu 1 = , 
and II· II s is equivalent to the following norm 
M 
Moreover, 
and 
IlZ = L a ~ mE~ m m 
LBu = L u ~ mE~ m m 
for any Z EX, 
for any U E U , 
for any .. Z E X 
As for the nonlinear part LN, we have again (as in the previous 
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example) that if L satisfies (2.2.13) and (2.2.14) for some space 
Y, then (6.7.11) holds for any continuous nonlinearity N from 
HS(O,T;Z') to Y. (c.f. Remark E of §6.7.1.) 
6.7.5 - Fifth example: 
Consider the system described by the nonlinear wave equation 
a
2
w(x,t) _ a2w(x,t) + Nw(x,t) + u(x,t) 
-;tz - ax2 
w(O,t) = w(l,O) = ° , w(x,O) = Yo(x) 
(6.7.21) 
If we set y = wand A the operator from V(A) c L2(O,1) to L2(O,1) 
then we can write (6.7.21) in the form (3.2.3), namely 
i = Az + Nz + Bu , z(O) = zo (6.7.22) 
Az = A(;) = [_~ ~] (;) 
. Nz = N(;) = (~w) and 
If we set the" state space Z 
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then the operator A:V(A) c Z + Z defined above generates the strongly 
continuous semigroup S(.) given by (see [llJ) 
S(t)z = S(t)(w) = 
Y 
L W ( 
nd-J n 
L W (-nn w sin nnt + 
ndJ n n 
where lJ1 n (x) = 12 sin nnx , n E IN , 
and 
y cos nnt) 
n 
w = <W,w > 2 
n n L (0,1) y = <y,W > 2 n n L (0,1) for a 11 n E IN • 
So, we can write (6.7.22) in the mild form 
(6. 7.,23) 
where the operator L(·) is again defined by (2.2.11) andB from the 
space of input functions U to 1(O,T;Z) as defined in section 3.1, 
i.e., (Bu)(t) = Bu(t) • 
It has been shown in §3.12 of [11] tha"t the system fonned by the 
, linear part ~'f (6.7.21) with input functions in L2(0,T;Z) is exactly 
- 270 -
controllable to Z on [O,TJ for any T > O. In other words, the 
range of 
L(T)B : L2(0,T;Z) ~ Z 
is Z. This will allow us to obtain spaces of input functions such 
that (6.7.2) holds for X = MS(O,T;Z) (i.e., without having to define 
a new state space Z' and U will become smoother if we increase s , 
though U may never be strictly contained in L2(0,T;Z) . See Remark E. 
in §6.7.l. 
Let X = MS(O,T;Z) for some s EIR and U = U' (enm,a ,I::.) where 
, nm 
here , + f:.=Nx71 , 
for all (n,m) E f:. 
and a > 0 are constants, which we can choose freely. So, the control 
m 
action is formed by the input functions u which have the form 
with norm defined by 
where the constant anm are still to be defined. Now, 
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1 Jt m W -- a s sin nn(t-s)ds 
n nn 0 m 
L(t)8e = 
nm 
Wn Jt amsm cos n~(t-s)ds 
o ' 
d 
", (p (t) - c cosnnt + nm sin nnt) 
'Yn nm nm nn . 
= 
where Pnm(t) is the polynomial of degree m defined for each 
+ (n ,m) E ~ = IN x 71. by 
[~m] ~ m-2j 
Pnm(t) = L C . t j=O nmJ 
'V 
C . 
nmJ -
(-l)j m! am 
(m-2j)! (-nn) 2j+2 {
(n,m) E ~ 
for all . m 
o ~ j ~ [2J 
(Cr] means greatest integer ~ r; e.g. [3~] = 3 , [~J = 0 , etc.), 
p~m(t) is the polynomial of degree (m-l) defined for each (n,m) E ~ 
by 
= [~~m-l)J (_2.)'V .tm- 2j - l 
m J cnmJ _ j=O -
if m f. 0 
o if m ='0 
IV . 
c = C 0 nm n,m,[~m] m,2.[;mJ (n,m) E ~ 
'V 
dnm = cn,m,[~(m-l)] O(m-l),2.[~(m-l)] (n,m) E: /). 
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(0. k represents the Kronecker delta, o. k = 1 if j = k and J, J, 
o. k = ° if j f k). Now set J, 
Then 
for all 
d 
r (t) = p m(t) - c m cos nTIt + nm sin nTIt 
nm n n nTI 
and r I = r I (T) nm nm 
L(T)Be= (r nm) t/J 
nm n y.1 
nm 
in L2(O,1) , degree of p = m 
nm 
and for m f 0, degree of P~m = (m-l) for each n € m, it is not 
difficult to verify that 
R =' {LBe } ( m) II. . nm n, €u 
is 1 i nearly independent. Now set· . 
. . 2 
a = II LBe 1\ . 
nm . nm MS(O,T;Z) = II L ( • ) Be m 112 s + II L ( T ) Be II ~ n H (O,T;Z) nm 
for each· (n,m) € /).. By theorem 5.9.3 again, LB satisfies (6.7.2), i.e., 
LB:U +.X = MS(O,T;Z) is bounded and has closed range. 
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s Note that, since L(·)Benm € H (O,T;Z) LBe € MS(O,T;Z) and nm 
hence a nm is well defined for each (n,m) € ~ (c.f. Remark A in 
§6.7.l). 
By making X = MS smoother, i . e. increasing s , a m 
. n 
increases 
and hence U becomes smoother. The larger s is the smoother U becomes. 
However, U can never be strictly smoother than· L2(0,T;Z). This is 
because, similarly to the two last examples, there will always be a 
subspace of U (which contains the polynomials of order ~ s only) whi~h 
2 
will be as smooth as L (O,T;Z). That is, for s ~ ° U is at least 
2 :: L (O,T;Z) and if s > m the subspace U of U (which contains the 
m 
polynomials of order up to m) , 
m 
U = {u = ~ ~ u .tj~ € U} 
m j=O n€r nJ n 
is certainly smoother than L2(O,T;Z) • 
So, here we have obtained the adjustment of U and s X = M (O,T;Z) 
without having to redefine the state space Z. Also, we did not have to 
construct a representation for X = MS (as in §5.9.2), though such 
representation would help to represent LB, L(T)B , IT, etc. 
The nonlinear part of (6.7.21') will satisfy (6.7.11), that is (see 
Remark E of §6.7.l) 
O· S 1 '2 s·· l( ) 2 L(N~ : H (O,T;HO(O,l) x L (0,1)) + M (O,T;HO 0,1 x L (0,1)) 
;s continuous, for a large class of nonlinearities N. e.g. Nw = w2 
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Nw = cos w , Nw = w cos w , Nw = a sin w (which appears in Gordon1s 
wave equation [41 ] , Nw = -lwlPw (which appears in applications 
of quantum mechanics [46]), etc. 
6.7.6 - Sixth example: 
Consider the hyperbolic system 
2 
= a z(x,t) + Nw(x,t) + b(x)u(t) 
ax 
w(O,t) = w(l,t) = 0, w(x,O) = wo(x), w(x,O) = Yo(x) 
where b € L2(O,1) and satisfy 
b = JT b(x) $ (x)dx = <b,$ > 2 Ian € rn 
non n L (0,1) 
for w (x) = /:2 sin nnx , n € ~; and u is a real valued function. 
n 
(6.7.24) 
If we set y = w, z = (w,y), Zo = (wo'YO)' the operators A, A, and. 
N and the state space Z as in the previous example we can write system 
(6.7.24) in the form (6.7.22) where B: R ~ Z is defined as follows 
and in the mild form (6.7.23) where B:U ~ X is 
(Bu)(t) 
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It has been shown by D.L. Russel in [47], that the system formed by 
the linear part of (6.7.21) is exactly controllable to 
on [O,T] if T ~ 2, the input of the system is the L2(O,T) fUnctions 
and b satisfy the additional condition 
.. 
(6.7.25) 
Russel obtained this result by expanding the state (w{·),y(·)) € Z = 
H~{O,l) x L2{O,1) in series of orthonormal functions and then showing 
the existence of solutions of (6.7.24) which are 0 at t = T > 2 for 
any initial state ( (wO(·) ,yO(·)) € V(A). Equivalently, L(T)8 regarded 
as an operator from L2(O,T) to V(A), i.e., 
satisfies 
R(L(T)8) = V(A) . 
We remark that in this thesis we also use expansion in series (for 
both the control u € U and the state z € Z), but in a differe~t way 
to Russel in his work. The framework constructed in the theory developed 
in chapt~r 5 allows us to expand in linearly independent fUnctions (such as 
1,t,t2, •.• ) rather than orthonormal functions only. Also, with the results 
of section 5.7 we··can give the right topology to the spaces U and X (of 
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these expanded functions) in order to certain properties for an operator' 
from U to X (e.g. LB:U + X) to satisfy. Moreover, our approach of 
the pair z = (z(.),zf) of trajectory-final state is unique. 
Since we already know that R(L(T)B) = V(A) when the input functions 
are L2(0,T) it is reasonable to set the new state space ZI 
x 
so that the space of input functions U here will not be larger than ' 
2 L (O,T) . 
Let X = MS(O,T;Z') 
+ now fl = 71. , 
for some s EIR and U = UI(e ,0 ,fl) where 
m m 
+ m E fl =71. 
and am > 0 are constants which we can choose freely. So, the input 
functions u are polynomials 
u(t) 
normed by 
-Let, rnm ' r~m ' rnm 
for m E fl = Z+, we have 
rl be as in the previous example. 
m Then, 
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-
, rnrn 
-I 
, rnm 
It is easy to verify that 
is a linearly independent set. So, if we set 
a = m = II L ( • ) Be 1/ 2s + II L (T) Bern II z2 1 rn H (O,T;ZI) 
+ for all m E ~ = ~ , we have that, by theorem 5.9.3, 
LB:U + MS{O,T;ZI) is bounded and has closed range. 
If s = ° am becomes 
a = m 
II LBe 112 
m MO{O,T;Z') = II L(·)Be 1122 + II L(T)Bem II~, m L (O,T;ZI) 
then (s i nce the set ' {I/ em ,,22 / a} 77+ is bou nded) we have tha't L (O,T) m mEL.£.. 
2 U :l: L (0, T) • 
However, for s > 0 am may be not well defined (see Remark A of 
§6.7.l). We would have to impose additional conditions to b (su~h as 
b E V(A;j) similarly to example 6.7.4 in order to condition (6.7.8) be 
satisfied (f.e., in order to am be well defined) for s > ° . 
Unfortunately, condition (6.7.25) does not allow us to do that here. 
- 278 -
For example, condition (6.7.25) and 
i 1 b € V(A ) = HO(O,l) 
cannot hold together. 
Unlike the previous examples, here we cannot make U smoother 
and smoother because we cannot set X = MS for large values of s . 
So, here we have obtained the adjustment of U, Z' and 
X = MO(O,T;Z') for which (6.1.2) is satisfied. Observe that we did 
not have to construct a representation for X = MS to obtain the 
adjustment. However, such representation could be obtained (see §5.9.2) 
and would give simple expressions for operators such as LB, L(T)B , 
the projection IT, etc. 
6.8 - SOME APPLICATIONS. 
In this section we show some examples which illustrate how one can 
apply the results of this chapter to solve the problem of nonlinear 
controllability as posed in §6.1.1. We shall see the utility of our 
approach which considers the pair (z(·),zf) trajectory-final state and 
the projections which were used to construct the mappings F in section 
6.4. 
First we consider the system (defined as~ in (3.2.3) with B = I) 
i(t) = Az(t) + Nz(t) + u(t) z(O) = Zo • (6.8.1) 
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This system includes system (6.7.3) of §6.7.1, system (6.7.12) of 
§6.7.2, and system (6.7.13) of §6.7.3. It also includes, as a particular 
case, the nonlinear diffusion equation (6.7.15), namely 
Zt = Z + Nz + u xx 
z(O,t) = z(l,t) = ° 
which has consistently been used as example in every previous paper 
which considered controllability via fixed point theorems (see examples 
in §3 of [ 9 J, §6 of [25J, §5 of [35 J and also in §l of [45 J). 
We shall assume that the space of input functions U, a possibly 
new state space ZI S Z and X, a space which.contains the pair 
z = (z(·),zf) trajectory-final state (e.g., X = MS(O,T;ZI)) have been 
adjusted such that (5.10.4) holds, that is 
LB:U + X has closed range, 
and that Uad = U. We have seen in section 5.10 two procedures to adjust 
these spaces. Also, unlike the papers mentioned above, where U d could 
. a 
only be taken. U d = L2(0,T,L2(O,1» or even larger spaces containing a . 
distributions (as it is the case in [35 J), we have seen in the last 
section that it is possible to take Uad very smooth by restricting X 
to smoother spaces~ Moreover, we do not need to construct a representation 
for X (as shown in §5.9.2) in order to make the adjustment, though of 
course it would help to express LB, L(T)B, the projections IT, pI , etc. 
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Observe that the theory developed in chapter 5 played an important role 
in both the adjustment and the representation of X 
we present some specific examples. 
In the last section 
The only condition we assume for the nonlinearity is (6.7.ll),"namely 
(see Remark E in §5.7.l). 
LN:Hs(O,T;Z') + X is continuous. (6.8.2) 
So, unlike those papers mentioned, here we only require continuity. We 
do not impose any additional condition on the nonlinearity, (such as N 
satisfies Lipschitz-type condition, or N is compact, etc.). 
We also admit 
N(O) F 0 , 
a relaxation which was not allowed in any of those papers mentione-d. 
Moreover, we also admit 
z(O) 'f 0 , 
another relaxation which would upset the treatment of everyone of those 
papers mentioned. 
Note that here we can talk about controllability to the origin, a 
case which does not make much sense in the approach of the previous papers 
where the initial state zo was always assumed to be zero. 
From the above explanation it is clear that the following theorem 
represents a considerable generalization of results from [9, 25 , 35 
and 45J. Observe that the proof involves results from chapter 4 (projections), 
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chapter 5 (matched sets theory) and the present chapter 6. 
6.8.1 - Theorem: 
Let U
ad = U Z' S Z and X be adjusted such that R(LB) is 
closed, TI be the projection onto R(LB) defined by (4.3.12), A and l 
N as defined in (3.2.3), SZO E X (see Remark F in §6.7.1) and B = I . 
If the linear system 
i(t) = Az(t) + Bu(t) , z(O) = Zo 
is approximately controllable to Z on [O,T] (i.e., if R(L(T)B)~ =" {O}) 
and (6.8.2) holds (i.e., LN is continuous), then system (6.8.1), namely 
i(t) = Az(t) + Nz(t) + Bu(t) z(O) = Zo 
is exactly controllable to Z· on [O,T] (or equivalently; approximately 
controllable to Z on [O,T]). 
Moreover, for any Z E Z· d let 
for any chosen trajectory t(·) (not necessari1y.such that t(T) = zd) 
and z* = (z*(·),z~) be given by 
~ 
z* = TIz + (I - TI)SzO • 
Then the control u* € Uad defined by 
u* = (LB)t (~ - LNz* - SZo) 
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drives the system from Zo at t = 0 to zd at t = T . 
Furthermore, 
z* = z f d 
and z* = (z*(·),zd) ;s the actual pair trajectory-final state when 
the control u* is applied. 
Remarks: 
i ) Observe tha t R(IT) ID R(I - IT) = X and 
IV 
where zl = rrz € R(rr) = R(LB) and z2 = (I - rr)SzO € R(I - rr). If 
we give X the topology where IT is an orthogonal projection (see 
§5.9.2), then 
is the closest trajectory to IV Z in R(LB) and 
z2 is the closest trajectory to SzO in R(LB)i 
ii) If, for the controls 2 L (O,T;U) , U = Z , the linear system 
is not exactly controllable to Z and we take Z' = Z then U will be 
a larger space than L2(O,T;U) with respect to U (and possibly in t 
as well). If however we take Z· such that the linear system is exactly 
controllable to Z· then U will be as smooth as (if not smoother) than 
2 .. 
L (O,T;U) when X is taken smooth enough. 
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Proof (of theorem 6.8.1): 
First we see that, by (6.8.2), LNz(·) € X for each (z(.),zf) € X 
and since IT is a projection onto S = LB(Uad ) = R(L) , 
nLNz(.) = LNz(·) (6.8.3) 
for all trajectories z(·) such that (z(·),zf) € X . 
Now observe that, by (5.10.14), since R(L(T)B)J. =' {a} , 
for some u € U 
and 
( I - IT)S Zo =' (z ( • ) , 0) (6.8.4) 
for some z(.) such that (i(·),O) € X • Hence, 
and therefore zf = zd. Now, for ~:X + X defined by (6.1.7), we haye 
~(z*) = z* - SzO - LNz*(·) 
IV 
= nz - nszO - LN~*(·) . (6.8.5) 
Thus, by (6.8.3) 
n~(z*) = ~(z*) = z* - SzO - LNz*(~) • (6.8.6) 
Now ,we see that z* = (z*(.),zf) = (z*(.),zd) is a wanted state if and 
only if z* is a' fi xed poi nt of some mappi ng Fin the fami ly defi ned 
- 284 -
by (6.4.9). Set P = IT, then 
F(z*) = SzO + LNz*(.) + IT;(z*) 
and by (6.8.6) we have that z* = F(z*). Finally, by (6.8.5), we can 
write u* as 
u* = (LB)t ~(z*) 
and this implies that u* is a wanted control for which z* is the pair 
trajectory-final state (see §6.1.1). This concludes the proof. 
Q.E.D. 
6.8.2 - Corollary: 
Let V = R(L(T)8) (see §5.10.5), A and B as in theorem 6.8.1. 
If the linear system 
i(t) = Az(t) + Bu(t) , z(O) = Zo 
is not approximately controllable to Z but 
S(T)zO € V 
(which obviously inclu~es the case Zo = 0), then the results of theorem 
6.8.1 still hold. 
Proof: 
Since S(T)zO € V, (6.8.4) still holds and the result here follows 
. analogous to theorem 6.8.1. 
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Next we consider systems of the type (3.2.3) 
i(t) = Az(t) + Nz(t) + Bu(t) , ,z (0) = Zo (6.8.7) 
where A:V(A) c Z + Z generates a strongly continuous semi group on the 
Hilbert space 
Z = Zl x Z2 
and the operators Band N can be expressed formally as 
and 
for some nonlinear operator N:Z' +~(O' ,Z') ,0' = [O,TJ 
This system includes, as a particular case, the nonlinear wave 
equa tion (6.7.21), namely 
Wtt = wxx + Nw + u 
w(O,t) = w(l,t) = ° 
w(x,O) = wO(x) , w(x,O) = YO(x) 
which, incidentally, was used as example in [45 ]~ 
We shall assume again that the space of input functions U and X 
(of the type M(O,T;Z)) have been adjusted such that (5.10.4) holds, i.e., 
LB:U + X has closed range 
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and Uad = U . We have seen in section 5.10 (and in example 6.7.5) 
that the adjustment can be made such that Uad is smoother and smoother, 
by restricting X to even smoother spaces. We can also give a represent-
ation to X (as shown in §5.9.2) in which LB, L(T)B, the projections 
IT , Pi , etc., will have simple expressions. However, such representation 
is not necessary for the above adjustment . 
. 
The only condition assumed for the nonlinearity is (6.7.11) again, 
namely (see Remark E in §6.7.1). 
LN:HS(O,T;ZI) ~ X is continuous. (6.8.8) 
That is, no additional condition (such as N satisfies a Lipschitz-type 
condition or, N is compact, etc.) is assumed for N . 
We also admit the following relaxations 
N(O) is possibly f 0 
and 
z(O) = Zo is possibly f 0 too. 
So, here we·can study the case of controllability to the·origin. 
None of the above generalizations were possible in the previous 
papers which treated nonlinear controllability via fixed point theorems 
since the,ir approach did not consider the pair trajectory-final state. 
6.8.3 - Theor~m: 
Let Uad = U , ZI S Z and X be adjusted such that R(LB) is 
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closed, IT be as defined by (4.3.12), SzO € X and A,B and N as 
defined above. 
If the linear system 
i(t) = Az(t) + Bu(t) z(O) = Zo (6.8.9) 
is approximately controllable to Z on [O,T] (i.e., if R(L(T)B)~ =" {OJ) 
and (6.8.8) holds (i.e., LN is continuous), then system (6.8.7), namely 
i(t) = Az(t) + Nz(t) + Bu(t) z(O) = Zo 
is exactly controllable to Z' on [O,T] (or equivalently, approximately 
controllable to Z on m,TJ). 
Moreover, for any Z € ZI d if we take 
for any chosen trajectory tV z( • ) (not necessarily such that ~(T) = zd) 
and z* = (z*(·),zf) given by 
" z* = IT~ - (I - IT )SzO ., 
then the control u* € Uad given by 
steers the system from Zo at t = 0 to zd at t = T. Furthermore, 
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and z* = (z*(·),zd) is the actual pair trajectory-final state when 
the control u* is applied. 
Proof: 
The proof follows analogous to theorem 6.8.1 since'(6.8.3) holds 
here too, that is, for (z(.),zf) € X 
Q.E.D. 
6.8.4 - Corollary: 
Let V = R(L(T)8) . The results of theorem 6.8.1 still hold when 
the linear system (6.8.9) is not approximately controllable to Z if 
S(T)zO € V • 
Proof: 
Since S(T)zO € V, (6.8.4) still holds and the result here follows 
analogous to theorem 6.8.1. 
Next we consider systems of the type (3.2.3)-
i(t) = Az(t) + Nz(t) + Bu(t) , z(O) = 0 (6.8.10) , 
for more gene'ra 1 types of opera tor· B • We sha 11 assume again tha t the 
space of input functions U, Z' and X = MS(O,T;Z') have been adjusted 
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such that (5.10.4) holds, i.e., 
LB:U ~ X has closed range. 
We have already discussed the fact that a nonlinearity N can map 
a space HS(O,T;Z') into a larger space Y and yet 
LN:Hs(O,T;Z') ~ MS(O,T;Z') be continuous (6.9.11) 
(see §2.2.3, §2.2.7 and Remark C of §6.7.1). This is due to the smoothing 
action of the semigroup S(·) and the integration (i.e., the convolution 
f:S(t-S)NZ(S)dS which makes L map Y into MS·· continuously. Also, if 
N satisfies the Lipschitz-type condition (2.2.6), namely 
for all z(·), Zl(.) € D' = Ba(O) in HS and L:Y ~ M~ satisfies (2.2.13) 
and (2.2.14), namely, 
II L ( • ) y ( .) II s S klll y ( .) \I Y 
. H . 
then (see §2.2.7) . LN:Hs ~ MS satisfies (2.2.28), namely 
11 LNz ( • ) -LNz 1 ( .) 1\ S c II x ( .) - Xl ( .) II s 
MS H 
(6.8.12) 
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for all z(o), z'(o) € 0' = Ba(O) in HS , where e = ;lei + e~ 
was defined in §2.2.7. 
The above Lipschitz-type condition for the nonlinearity has been 
used in [9, 25, 35J • In order to draw compari sons between the resul ts 
of those papers and here we shall also assume that 
N(O) = 0 and Z (0) = Zo = 0 • 
Also, similarly to [35], let fl.' > ° be such that 
1/ (L(T)B)tll£(U,X) S i' . (6.8.13) 
If the adjustment is made, as exemplified in section 6.7, with the 
space U of the type 
u = U I (e . ,II .,6) J J 
=. {u = E U .e. 
je:6 J J 
where e.(t) are linearly independent functions from [O,T] to U, J ' 
and II. given by 
J 
·2 
11· = II L Be ° II 
J J MS 
= II L ( • ) Be ° 112 s + II L (T) BeJo II ~ I J H 
then we have that 
. 2 2 2 
·11 LBu II ~.1: II u.LBe·1I = 1: lu·1 IlJo MS je:6 J J MS je:6 J . 
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So II LB \I = 1 and by (6.8.13) we have that for 1 = 1 + 11 
where IT1 is the projection defined in (4.3.9) (see example 4.3.6). 
6.8.5 J> Theorem: 
Let the system (6.8.10) be exactly controllable to ZI , the 
" s 
spaces U, ZI and X = M (O,T;ZI) be adjusted such that (5.10.4) holds 
and the nonlinearity satisfy the above Lipschitz-type condition on 01 • 
Define" 
K = 1c and r = a(17 K) 1 
If K < 1 and zd € 0" = Br(O) in ZI , then the mapping F:X +.X 
F(z) = LNz(·) + n~(z(·),zd) (6.8.14) 
has at least one fixed point z* € 0 1 X 0" • Moreover, if z* is any 
fixed point of F then z*" is a wanted control, that is, the control u* 
given by 
u* = (LB)t~(z*) 
drives the system to zd at t = T . 
." , 
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Proof: 
First observe that F in (6.8.14) is the same mapping F given 
by (6.4.16) with P = IT . and P d: ZI + ZI the projection zf~ zd onto 
the set {zd}. Thus, since IT is a uniform projection, any fixed 
point of F is a wanted state. 
To show the existence of·a fixed point z* of F consider first 
. 
the mapping F:X + X • 
F(z) = i + (1 - IT1)LNz(·) 
for z = (z(:),zf) € X , where i is given by .. 
We have that 
II F ( z) - F ( Z I) II X~ . R," L N Z ( .) - L Nz I ( .) /I X 
~ KII z(·) - Zl(.)" S 
H 
~ KII z-z I Ilx 
(6.8.15) 
-for all z, Zl € 01 X ZI • Now, since K < 1 and F(O) = z, we have 
that (see Contraction Mapping Principle, p.114 of [26J) F has a fixed 
point z* if the ball 
is contained in 0 1 x ZI • This will be the case if 
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( 1 + K/ ( 1 - K) ) II z ,,~ a 
and this is guaranteed if 
So F has a fi xed poi nt ·'z*., Now we show that any fi xed poi nt z* of 
Fis also a fixed point of F, Let z* = F{z*) , then 
= (z - IT 2z*) + (I-n)LNz* , 
-Now, since z and rr 2z* € R(LB) = R(rr) , we have that 
Now, since the system is exactly controllable to Z' , R(L(T)B)J. = {.O} 
and therefore 
z* = LNz* + n~(z*{,),zd) = F{z*) , 
This concludes the proof. Q.E.D. 
Remarks: 
The conditions of the above theorem are-more relaxed than in the 
corresponding theorems in the papers mentioned, However, the advantage 
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we would like to point out is that here we can have smooth spaces U 
(unlike [35J where U had to be enlarged including distributions). 
Now we consider another class of nonlinearities, compact operators. 
Suppose 
LN:Hs(O,T;Z') + MS(O,T;Z') is completely continuous (6.8.16) 
- -(see §2.2.1 for definition). Also note that, for cl and c2 defined 
in §2.2.3, LN satisfies 
\I LNz(·) II ~ c II z(·) II s 
MS H 
(6.8.17) 
for all z(·) E 0' = Ba(O) in HS where c = ;fc~ + c~ (see §2.2.7). 
We shall also assume, for the sake of simplicity, that 
N(O) = 0 and z(O) = zo = 0 • 
6.8.6 - Theorem: 
Let the linear part of the system (6.8.10) be exactly controllable 
to Z' , the spaces U, Z' and X = MS(O,T;Z') be adju~ted such that 
. (5.10.4) holds and the nonlinearity N satisfy the above compactness 
property. Define 
K = R,C and _ a(l-K) r - R,I 
If 'K < 1 and zd € 0" = Br(O) in ZI then the mapping F:X + X 
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has at least one fixed point z* E 0 1 X 011 • Moreover, if z* is any 
fixed point of F, then the control u* given by 
u* = (LB)t~(z*) 
drives.the system to zd at t = T • 
Proof: 
Consider the mapping F given by (6.8.15). We can show, similarly 
to the proof of theorem 6.8.5, that if z* is a fixed point of F then 
.' 
z* is also a fixed point of F:X ~ X given by (6.4.16) with P = TI and 
Pd:Z I ~ ZI the projection zf~ zd onto' {zd} • Then, if there exists 
such z*, it is a wanted state. So, we only have to show that such z* 
exists, that is, F has a fixed point. Clearly 
II F(z) IIx ~ II z IIx + til LNz(·) Ilx 
~ till zd II zl + KII z(·) tI s 
. H 
for all z ( .) E 0 I 
and therefore, for zd € Br(O) in ZI we have that 
II F(z) Ilx ~ a • 
in X , II z(·) II s ~ a 
H 
So, F maps Ba(O) in X into itself. Now, using Schauder fixed point 
theorem (see-section 2.6), we have that, by the compactness condition, F 
has .fixed point. Q.E.D. 
The same remarks of §6.8.5 apply here. 
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Next we consider the case U
ad f U • This is obviously a general-
ization which was not permitted in any of the previous work and only the 
approach of the pair trajectory-final state and the projections allow us 
to do this here. However, now the mappings F may not have necessary 
conditions (see §6.l.2) in cases such as 
Uad is bounded. 
Nevertheless, we may still have sufficient conditions for F, that is, 
any wanted state z* (and hence any wanted control u*) can be achieved 
via the fixed points of F. (See §6.l.2.) 
We have seen examples of projection onto a set S in chapter 4 and 
also in §5.l0.6 for the case 
A more specific example: if 
U d = B (0) in L2(0,T;U) =" {u € L2(0,T;U) : II u II ~ a} 
a a 
then the projection 
(Pad being a-radical retraction on L2(O,T;U)) 
is a continuo'us projection onto S = LB(Uad ) and \I pz II ~ II z II 
Alternatively, since S is bounded, closed and convex, the projection 
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(see §4.l.6) 
pz = the closest element to z in S 
is a 1 so a conti nuous projecti on onto S wi th 1/ pz II s II z II 
Similarly we could construct continuous projections Ponto 
S = LB(Uad ) with II pz II s II·z II for other types of Uad • For example 
. 2 U
ad = {u € L (O,T;U) 
P = (LB) Pad(LB)t 
=.{ oU(t) (Pad u)(t) 
(assuming 0 € Uad ). 
u(t) € Uad C U a.e.} 
if U (t)€ Uad 
if u(t) t Uad 
If U
ad is bounded, closed and convex then so is Uad and again we have 
the alternative of the projection (see §4.l.6) 
pz = the closest element to z in S. 
Another example: 
Uad =' {u = ~. ukek € U 
P = (LB)Pad(LB)t 
if lukl s Pk 
if I Uk I > Pk • 
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If . {Pk} ;s bounded then so;s Uad and again we can use the projection 
(see §4.1.6) 
pz = the closest element to z in S. 
In the sequel we shal.l assume that U, ZI and X = MS(O,T;ZI) have 
been adjus ted, Uad oS U and Pis a conti nuous projecti on wi th 
II pz II s /I z " 
Let us consider first the linear case, that is N = 0 , 
z(t) = Az(t)'+ Bu(t) , z(o) = Zo • (6.8.18) 
6.8.7 - Theorem: 
If U
ad is bounded, SzO € X and. zd € ZI then the mapping 
F ( z ) = s Zo + P ~ ( z ( · ) , z d ) ( ~ .8. 1 9 ) 
has at least one fixed point. Every fixed point z* = (Z*(e)'Zf) of 
F which satisfies 
Z:f = zd 
is a wanted state, that is (see §6.l.l), the control u* € Uad given by 
u*" = (LB) t ~ (z*) 
drives system (6.8.18) from Zo at t = a to. zd at t = T . 
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Moreover, every wanted control u* of the system can be achieved 
via the fixed points of F by the above procedure. 
Proof: 
Clearly F given by (6.8.19) is the same mapping F given by 
(6.4.12) with N = 0 and ~ Pd the projection Zft4 zd onto' {zd} 
So we .. only have to show that F has at least one fixed point. First, 
" F{z) - F(z') 1/ ~ /I P~{z{·) ,zd) - P~{z' (.) ,zd) II 
~ If Z - Z I ". 
So, F is a non-expansive mapping. Now observe that if D is the set 
D = SzO + S 
then F maps 0 into D. Thus, since Uad is bounded, D is bounded 
and therefore (see section 2.6) F has a fixed point. 
Q.E.D. 
Remarks: 
;) The boundedness condition on Uad in the ahove theorem cannot be 
removed since we must have D bounded to guarantee a fixed point of F. 
If ' F -r ..• was a contractlon D could be unbounded. (See section 2.6.) 
However' F here is only non-expansive and therefore D must be bounded 
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(see section 2.6) for us to be able to prove existence of a fixed point 
of F. (A typical example is f: m +ffi, f(x) = x+l , which is non-
expansive, maps R into R but has no fixed points.) 
ii) We have already discussed in §6.4.4 that we consider F to be a 
reasonable mapping to be used in the search of a wanted state z* = (z*(:),z;), 
in spite of the fact that fixed points of F will have to satisfy the a 
. 
posteriori test 
z* = z f· d 
F has sufficient conditions, that is, every wanted state (and therefore 
every wanted control), if there exists any, can be reached via its fixed 
points. However, some states z* which happen to satisfy 
~(z*) = P~(z*(·),zd) , 
if there exists any, will also be a fixed point of F and will be eliminated 
by the above test. 
To illustrate take the extreme case where Uad has only one admissible 
control uad ' 
and Ponto S = LB(Uad ) is the projection 
pz = LBu d 
' a 
for a 11 z. 
Then F becomes .. 
F(z) = SzO + LBuad for all z 
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which has one unique fixed point z* given by 
z* = SzO + LBuad · 
Here z* will be a wanted state if 
z*(T) = S(T)zo : L(T)Buad = zd 
. (i.e.,. if uad drives the system, to zd on [O,TJ). Otherwise z* 
fails the a posteriori test and we can conclude that there is no u € U
ad 
which drives the system to zd on [O,TJ. 
Now let us consider the nonlinear case. 
i(t) = Az(t) + Nz(t) + Bu(t) z(O) = Zo 
Here we can have similar results to theorem 6.8.7 if the nonlinearity 
satisfies, for example, the Lipschitz-type ~ondition (6.8.12) or, .if the 
nonlinearity satisfies the compactness condition (6.8.16) and (6.8.17) for 
some C ~ 1. We illustrate with the following theorem. 
6.8.8 - Theorem: 
If U
ad is bounded, zd € Z' , N satisfies (6.8.16) and ·for 
some 0' c X' bounded NzCo) € 0' for all zC-); then the mapping 
(6.8.20) 
has at least one fixed point. Every fixed point z* = (z*(.),z;) of F 
. which satisfies 
z* - z f - d 
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is a wanted state, that is, the control u* € Uad given by 
u* = (LB)t~(z*) 
drives the system from Zo at t = 0 to zd at t = T . 
Moreover, every wanted control u* of the system can be achieved l 
via the fixed points of F by the above procedure., 
Proof: 
Clearly F in (6.8.20) is the same mapping' F given by (6.4.12) 
with Pd being the projection zf~ zd onto {zd} . So we only need to 
show that F has a fixed point. Set 
and 
then Fl is completely continuous, F2 is non-expansive and if -0 is 
the set 
o = SzO + 0' + S ; 
then, since 0 is bounded, the mapping F = Fl + F2 maps 0 into 0 and 
therefore (see section 2.6) F has at least one fixed point. 
Q.E.O. 
6.8.9 - Final Remark: 
We have also developed, in section 6:4, mappings F which have 
necessary conditions, that is, no a posteriori test to be satisfied. 
However, when Uad is bounded those mappings will not, in general, satisfy 
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conditions on most fixed point theorems which require F to map D into 
D for some bounded set D. 
For example, consider F given by 
F(z) = (0, zl - zd) + SzO + LNz(·) + Pg(z) (6.8.21) 
for al! Z = (z(.),zl) EX, where g:X + X is any continuous function. 
This mapping is similar to F in (6.4.9) but more flexible since we can 
choose g(.) whereas in (6.4.9) we had ~(z(·),zd) in the place of g(z) 
Similarly to §6.4.2 we can show that F here' in (6.8.21) has necessary 
conditions. (Unlike F in (6.4.9) however, F ~ere in (6.8.21) does not 
have sufficient conditions.) Observe, if z* = (z*(.),zi) is a fixed 
point of F in (6.8.21), we have 
(Z*(.),Zi) = (0, zi - zd) + SzO + LNz*(.) + Pg(z*) 
and thus, since P is a projection onto LB(Uad ) , 
(Z*(·),Zi) - (0, zi - zd) = SzO + LNz*(·) + LBu* 
for some u* E Uad • Thus, 
(Z*(-),Zd) = SzO + LNz*(-) + LBu* 
tha tis . 
z*(·) = S(e)zO + L(.)Nz*(e) + L(e)Bu* and 
zd ~ S(T)zO + L(T)Nz*(e) + L(T)Bu* = z*(T) e 
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i.e., (z*(.),zd) is a wanted state. Summarizing, if we can find a 
fixed point z* = (z*(·),zi) for the mapping F in (6.8.21) above 
then 
(z*(·),zd) is a wanted state. 
Using the terminology of §6.4.2,. (z*(·),zd) = f(z*) where f is the 
operative function 
So, if for a particular system and a particular choice of g we 
can prove that F in (6.8.21) has a fixed point this implies that the 
system is controllable to zd and the control u* € Uad given by 
will drive the system from Zo at t = 0 to zd at t = T . 
In general however it is very difficult to prove existence of a 
fixed point of F in (6.8.21) because it is difficult to find a bounded 
set 0 in X for which F maps 0 into D. 
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CHAPTER 7. 
STATE ESTIMATION. 
7.1 - INTRODUCTION. 
7.1.1 - The problem of ·state estimation 
• The problem of state estimation which we· study here is: for a 
given output y € Y and a given e ~ 0 we want to determine whether 
. e 
there is a pair initial state-trajectory (zO,z(·)) such that 
z = (zO,z(.)) satisfies the dynamical equation (3.2.9) and the output 
equation (3~2.10) with a maximum error E , that is 
z = SzO + LNz(.) (7.1.1) 
In the terminology of chapter 3 this is the same to say that z is an 
e-estimated state of the system. In particular, when we set E = 0 , 
(7.1.1) becomes the output equation 
y = Cz(·) e 
and in this case z will be an estimated state. 
Let X = MP(O,T;Z) where p = 0 or 1-~ p < 00 
that is 
X = Z x C(O,T;Z) if P = 0 
or 
.. X = Z x LP(O,T;Z) if 1 ~ p < 00 
(7.1.3) 
(see §2.2.6), 
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with II· \I 0 and 11·11 p given in (2.2.24) and (2.2.25) respectively. 
M ~1 
Consider the subspace SeX defined by (4.2.4), namely (see example 
4.2.7) 
We have seen in example 4.2.7 that P:X + X given by (4.2.3), namely 
(7.1.4) 
is a continuous projection onto S. By theorem 4.1.3 this implies that 
t S is closed and hence S E~(X,Z) • Therefore, 
p = sts (7.1.5) 
is the orthogonal projection onto S . 
Clearly, by definition, z = (zO,z(·)) E X is an E-estimated 
s ta te if and 0 n 1 y if 
z - LNz ( .) E S (7.1.6) 
and (7.1.2) hold. 
Observe that the statement is also valid when we substitute (7.1.6) 
by 
. z(·) - L(·)Nz(·) € R(S(·)) . 
However, in this case R(S(·)) would not necessarily be a closed subspace 
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of LP(O,T;Z) (or C(O,T;Z)), whereas S = R(S) is always a closed 
subspace of X = MP(O,T;Z). For this reason it will be more convenient 
to look at the pair (zO,z(.)) initial state-trajectory in a space 
X = MP(O,T;Z) rather than to the trajectory ,z(·) only. Also, this 
approach will bring some anologies, though not many, with the problem 
of £-controllability studied in chapter 6 in the case Uad = U . 
Actually one can see this by comparing (7.1.6)-(7.1.2) with (6.1.4)-(6.1.5). 
Let P and Pe be mappings P:X + X and Pe:Y + Y 
P .= any continuous projection onto S ,and 
The simplest example for Pe is the translated £-radial retraction 
(see example 4.1.5(i}). For P we have already seen the following examples: 
P = P in (7.1.5), P = P in (7.1.4) and also P = ~I in (4.2.6) which 
is a uniform projection in the first component (se §4 7 1) e .. . 
Many other examples of P could be defined and we consider here an 
interesting particular case. Suppose that 
R(CS(.)) is closed in Y. (7.1.7) 
From the results of chapter 5 we know that if this is not the case it 
can be achieved by adjusting the spaces Z and/or Y. In this case the 
mapping .rr1:~ + X 
(7.1.8) 
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is a continuous projection onto the subspace 51 given by 
(7.1.9) 
Now if we define IT2:X + X by 
.. 
for any P continuous projection onto 5, then IT:X + X 
(7.1.10) 
is also a continuous projection onto 5'. 
Observe that, in general, we do not require (7.1.7) to hold since 
we can obtain projections Ponto S without having to impose this 
condition. However, in the particular case P = IT assumption (7~1.7) 
is necessary. 
We also define ~:X + X by 
~(z) = z - LNz(·) (7.1.11) 
and hence (7.1.6) can be written as 
~(z) € 5 .' (7.1.12) 
We denote 
E~ = the set of the e-estimated states, 
and for ~ = 0 , E~ becomes 
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EO = the set of the estimated states. 
s 
7.1.2 - The mappings F. 
Similarly to chapter 6 we shall present here some mappings 
F:X 7 X together with an operative function f:X 7 X which in most 
of the caSes is the identity on X, (i.e., f = I) and information 
about.e1ements in f{v{F)) may give us information about the E-estimated 
states. 
Ideally F would be such that 
E~ = f{v{F)) 
• 
which is the same as 
X E f{v{F)) <=> x E E~ 
that is, the mapping F provides necessary and sufficient condition for 
us to obtain the E-estimated states from its fixed points. This is not 
the case in general, specially for mappings F obtained in earlier 
attempts to solve state estimation via fixed points~ We say that F has 
necessary conditions (to obtain the E-estimated states) if 
X E f{v{F))=> x E E~ 
which is equivalent to f{v{F)) c E~. We say that F has sufficient 
conditions (to obtain the E-estimated states) if 
X E f{v{F)) <= x E E~ 
which is equivalent to f{v(F)) ~ EE s 
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If necessity does not hold then an a posteriori test must be 
given in order to check whether each element of f(v(F)) is an 
€-estimated state or not. Clearly the set 
represents the elements of f(v(F)) which will fail in the a posteriori 
test and the set 
JS(F) = E~ \ f(v(F)) 
represents the €-wanted states which cannot be obtained by the fixed 
points of F. If F has necessary conditions then IN(F) = ~ and if 
F has sufficient conditions, JS(F) = ~. 
6.1.3 - Desired properties of F . 
Firstly, we would like that 
(a) F has necessary conditions, 
(b) F has sufficient conditions. 
We remember that the nicest feature of property (a) is that, when 
it holds we can determine existence of €-wanted states by determining 
exi s te nce of fi xed poi nts of F. 
We·also.want that 
(c) ~ includes the approach of €-estimated states, € ~ 0 , 
rather than only the case of estimated states only, to allow the 
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possibility of an error in the measurements. 
Finally, consider the subspace R(CS(.)) c Y. We shall look for 
mappings F which satisfies 
(d) F do not impose conditions on R(CS(·)~ . 
We shall see in the next section mappings F = ~ which do not 
satisfy (d) because they impose condition (7.1.7) or, more restrictive 
than tha t, 
R ( CS ( · )) = Y . (7.1.13) 
7.2 - HISTORICAL VIEW OF PREVIOUS WORK. 
The first paper to use the approach of fixed points to state 
estimation, [8), came shortly after [25J, the first paper to use fixed 
points in control. After this [9, 35 and 15J also dealt with this problem. 
We shall write the result of these papers using our terminology. In this 
section f = I, so that the operative set 
f{v{F)) = v{F) = the fixed points of F 
and E = 0, since the approach of E-estimated states were not considered 
in the above papers. 
The first three papers, [8, 9 and 35J utilized mappings ~ to obtain 
z*(·) , an estimation of the trajectory of the system. In both [8J and [9J 
the mapping employed was 
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-1 
cpz(·) = S(.) H (Ye - CL(·)Nz(·))+ L(·)Nz(·) 
where H = CS(.). I t was ass umed tha t the system formed by the 
linear part, that is 
(7.2.1) 
is continuously initially observable and this is equivalent to (7.1.13), 
i . e. , 
R( CS( • )) = Y 
and tha t 
H- 1:y + Z exists and is continuous. (7.2.3) 
Now observe that (7.2.2) => (CS(.))t = Ht = H-1 € L(Y,Z) and 
he nce II1 gi ven by (7. 1 .8) is a conti nuo us projecti on onto 51 - defi ned 
i'n (7.1.9). Moreover, (7.2.3) => N(CS(·)) = N(H) =' {O} => N(C~(·))J. = Z , 
and this implies that 'in this case 
51 = 5 • 
Defi ne ~:X + X 
~(z) = «cpz(·))(O) , cpz(·)) • (7.2.4) 
It is easy to verify that ~ can be expressed in the form of F in 
(6.3.1 ) with, 
n = ~ ,. , P = II, 5' = 5" = 5, = 5 
and 
- 313 -
-1 Q(z) = SH (y - Cz(·)) . 
e 
Clearly Q is active under TIl since R(Q) c R(S) = S (see section 4.5). 
Applying theorem 6.3.1 we obtain 
and since 
<=>{ 
~(z*) = 0 
z* = ~(z*) 
Q(z*) = 0 
Q(z*) = 0 <=> Ye = Cz*(·) 
we have that 
z* € v(~) <=> z* € EO 
s 
thus ~ has necessary and sufficient conditions. So, the mapping 
~ satisfies both (a) and (b). This was achieved by conditions (7.2.2)-
(7.2.3) i.e., continuous initial observability of the linear part. 
Summarizing, ~ satisfies (a) and (b) but it does not satisfy (c) and 
(d). 
In [35] A.J. Pritchard considered the mapping ~ modified to 
~z(.) = SHt(Ye -,CL(.)Nz(·)) + L(·)Nz(·) . (7.2.5) 
.. 
The assumption of.continuous initial observability of the linear part 
was dropped and instead condition (7.1.7), namely 
R(CS(·)) is closed in Y 
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was introduced. It was assumed in [35J that Y and/or Z could be 
adjusted in order to the operator H = CS(.) have closed range so 
that the assumption holds. In the light of the results of chapter 5 
we now know that this adjustment is possible .. 
Unfortunately ~ in (7.2.5) do not have necessary conditions and 
the following a posteriori test had to be satisfied by z*(.) E v(~) 
(y - C L ( • ) N z * ( · )) E R (CS ( · )) . e 
This condition was called "check of consistence" in [35]. 
(7.2.6) 
If we define I as in (7.2.4) using ~ in (7.2.5) then I can 
be written in the form of F in (6.3.1) with 
and 
n = i;, P = IIl , .5' = 51 
t Q (z) = -SH (y - C z ( • ) ) 
e 
(7.2.7) 
and again Q is an active ma~ping under II1 since R(Q) n N(II1) = {a} (see 
section 4.5). Setting 5" = S and applying theorem 6.3.1 we obtain 
that (6.3.3) does not hold, which implies that I does not have 
sufficient conditions, but (6.3.2) does, that is-
=> { 
Q(z*) = 0 
z* = I(Z*) 
i;(z*) E 5 
But this implies that ~ does not have necessary conditions either, since 
Q(Z*) = 0 is not equivalent to (7.1.3) .. However, Q(z*) = 0 together 
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with the a posteriori test (7.2.6) do imply (7.1.3), that is 
z* E V(~) } 
a posteriori test (7.2.6) satisfied => 
Summarizing, ~ in (7.2.5) does not satisfy any of the 
properties (a)-(d). 
In [15] the author introduced the spaces MP(O,T;Z) and an approach 
to the problem using linear projections. We presented in [15] the class 
of mappings F:X + X (parameterized the P, the projection used) given 
by 
F(z) = ~ + (I-P)LNz(·) + pz - SHtCz(.) (7.2.8) 
where ~ is a constant term given ,by 
It was assumed the same a posteriori test used in [35], that is, 
condition (7.2.6). It was shown in [15J, and it is easy to verify, that 
when the projection P used was IT = IT1+IT2 defined in (7.1.10), then 
F could be expressed as 
F(z) = «~z(.))(O),~z(·)) + IT2(z - LNz(-)) 
where ~ was given by (7.2.5)_ Moreover, z*(·) E v(~) => (z*(O),z*(·)) E v(F) 
- 316 -
whereas the converse is not true. So, the approach of ~ in (7.2.5) 
was incorporated in the mappings F. 
Now observe that F in (7.2.8) can be written as 
F(z) = LNz(.) + P~(z) - Q(z) 
where. Q is given by (7.2.7). Setting 
n = ~, P = P, S' = S , 
then Q is active under P since R(Q) c R(P) and we can apply 
theorem 6.3.1. By (6.3.3), since z* € EO => ~(z*) € S , 
S 
z* € v(F) <= z* € EO 
s 
so F has sufficient conditions. By (6.3.2), 
__ > {Q ( z* ) = 0 
z* € v{F) 
~(z*) € s 
and this implies that 
z* € v(F) ~ 
a posteriori test (7.2.6) satisfied J -=> 
(7.2.9) 
Observe that in general we do not have to assume any condition on 
R(eS(.)) and hence F satisfies property (d). Summarizing F satisfies 
properties (b) and (d) but it does not satisfy neither (a) nor (c) . 
. The author has also shown in [15] that if (7.2.6) holds for all 
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z(·) E LP(O,T;Z) (or for all z(·) E C(O,T;Z) in the case p = 0) , 
then F provides necessary and sufficient conditions. This includes 
cases where the system formed by the linear part is continuously 
initially observable. That is, F generalizes <p in (7.2.1) too, 
when the same assumptions are imposed. 
Remark. 
The analysis of the mappings <p and F in this section was 
simpler than a similar analysis made by the author in [15J. This was 
due to theorem (6.3.1). 
The results of section 3.3 about overall observability were 
originally developed by the author to be applied when solving the joint 
problem of state a'nd parameter estimation of a system of the type (3.3.1) 
via the state estimation of the overall system (3.3.5). Assumption of 
continuous initial observabi1ity required for the mapping <p in (7.2.1) 
becomes then continuous initial overall observabi1ity of system (3.3.3). 
7.3 - NEW CLASSES OF MAPPINGS F. 
We recall that, for §7 .1.1,. z is an e:-es.timated state if and 
only if 
~(z) E S = R(S) (7.3.1) 
and 
Cz(·) E Be:(Ye) in Y (7.3.2) 
where ~:X~ X is defined by (7.1.11), namely 
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~(z) = z - LNz(·) , z = (zO,z(.)) EX. 
Also, P and Pe represent any cont~nuous projections onto Sand 
B€(Ye) respectively. If € = 0, (7.3.2) becomes the output equation 
Ye = Cz(·) . (7.3.3) 
. 
In thi s section we also use the following notation 
={ LP(O,T;Z) if . 1 ~ p <CQ 
~ 
C(O,T;Z) if p = 0 . 
Hence, 
x = Z x1' . 
'. 
Now we consider new classes of mappings F:X ~ X to be used in the 
search of €-estimated states. 
7.3.1 - All properties (a)-(d) satisfied. 
Consider the mapping F in (7.2.9) with operative function f = I 
and Q a mapping of the type (2.2.4), namely 
Q(z) = -q(z(·))x 
where xt-O, XES = R(S) is chosen arbitrarily and q:~~lR is any 
functional which satisfies 
(7.3.4) 
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Two examples of functiona1s q satisfying (7.3.4) are 
and 
q (z ( · )) = 1\ P e Cz ( .) - Cz ( 0 ) lIy 
q(z(.)) = mI\PeCz(') - cz(·)lly 
1 + 1\ P e cz ( · ) -CZ ( • ) lIy 
m 1= 0 
In the particular case E = 0 these two functiona1s have obvious 
particularizations, e.g., q in (7.3.5) becomes 
q(z(')) = ~IYe - cZ(')I~ 
1 + f1Ye -CZ ( • ) Ily 
(7.3.5) 
Now observe that, since Q(z) € S ¥ z € X, Q is active under 
any projection ponto S and, by (7.3.4), we have that 
Q(z) = 0 <=> cz(·) € B (y ) 
E e 
Thus, applying theorem 6.3.1, we get 
{ 
~ (z*) € S 
z* € v(F) <=> ---
Cz*(o) € B (y ) 
E e 
and therefore F has necessary and sufficient conditions. Also observe 
that F" satisfies (c) since it includes the case of E-estimated states. 
'. Summari zi ng, F:X + X , 
.. F ( z ) = L N z C,) + p ~ ( z) + q ( i ( · ) ) x (7.3.6) 
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satisfies all_properties (a)-(d). Moreover, 
is a completely continuous mapping and this may help when applying fixed 
point theorems. Clearly F here is the analogous to the mapping Fin, 
(6.4.8) for the problem of control. 
7.3.2 - Properties (b)-(d) satisfied. 
Let q:~-+-R be given by (7.3.5) with m = 1 • Hence, 
q(z(·)) = 0 <=> Cz(.) € B (y ) 
e: e 
o ~ q(z(·)) < 1 • 
Now set p:X -+- IR the functi ona 1 
p(z) = 1 - q(z(·)) , z = (zo,z(.)). 
Clearly p satisfies 
and 
p ( z) = 1 < = > C Z ( .) € B (y ) 
e: e 
o < p(z) ~ 1 . 
Now. we can apply theorem 6.3.6 with 
5' = S. , P = P and n = ~ • 
(7.3.7) 
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The mappings F in (6.4.19) and (6.4.23) become 
F(z) = LNz(·) + p(x) P~(x) 
F(z) = LNz(.) + P(p(x)~(x)) . 
Setting f = I we have that f(v(F)) = v(F) . By (6.4.20) and 
.. 
(7.3.7), 
< 
_
_ {~( z*) E S 
z* E v(F) 
---
Cz* ( .) E Be (Ye) 
(7.3.8) 
(7.3.9) 
which is the same as property (b), sufficiency of F. By (6.4.22) we 
have tha t 
z* E v(F) L => 
~ (z*) F 0 J 
and this implies that F does not have necessary conditions. However, 
Ee = {z* E v(F):~(z*) I O} U {z* E v(F):~(z*) = 0 and Cz*(·) E B (y )} • see
So, we can obtain the e-estimated states E~ once we have obtained the 
fixed point~ of F, v(F) • For the a posteriori test we can set (7.3.2), 
tha tis 
(7.3.10) 
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since every z* E v(F) satisfies (7.3.1). Observe that the fixed 
points z* € v(F) which will fail in the a posteriori test are the 
elements of the set 
~(z*) = 0 and Cz*(·) i B (y )} . 
e: e 
Summarizing, both mappings F in (7.3.8) and (7.3.9) with a 
posteriori test (7.3.10) satisfy properties (b)-(d). These mappings 
are analogous to F in (6.4.29) and (6.4.30) for the problem of control. 
7.3.3 - The projection Pe • 
Further mappings F can be obtained if we consider the set 
S = C-1(B (y )) c ~ • 
e e: e 
If C:'f-r Y is continuous then Se is closed and convex. Note that 
C is continuous if and only if C:Z -r Y (see section 3.1) is continuous. 
Also observe that (7.3.2) can be substituted by 
z(·) € S 
e 
In the sequel we shall use P: 'f-rr 
e 
P e = any conti nuous projection onto Se 
to obtain the analogous mappings to 'F in (6.4.10), (6.4.12) and 
(6.4.16). 
(7.3.11) 
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7.3.4 - All properties (a)-(d) satisfied. 
Here we consider the analogous mapping to F in (6.4.10). 
Consider F:X + X given by 
F(z) = (O,z(·)-P z(·)) + LNz(·) + P~(zO,P z(·)) 
e / e (7.3.12) 
and operative function f:X + X given by 
Clearly F satisfies properties (c) and (d). Wi.th a similar analysis 
to §6.4.3 we can verify that 
f(v(F)), = E~ 
and th ere fore Fin (7. 3 • 12) sat i sf i e s properties (a) and (b). 
In summary, F satisfies all properties (a)-(d). 
7.3.5 - Properties (b)-(d) satisfied. 
Here we consider the analogous to F in (6.4.12). Let F be . 
given by 
l 
(7.3.13) 
and the operative set f = I . 
Now F has a simpler form than in the previous paragraph but 
necessity does not hold anymore. The following a posteriori test must 
.-
be satisfied by the fixed points of F in order to be £-estimated states, 
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Cz ( .) € B (y') • 
e: e 
By doing a similar analysis to §6.4.4 we can verify that F satisfies 
properties (b)-(d). Moreover, the set IN(F) of the fixed points of 
F which will fail the a posteriori test is expected to be negligible 
comparing with the actual e:-estimated states E~. 
7.3.6.- All properties satisfied using uniform projections. 
Suppose that pl:X + X is a continuous projection onto S which 
satisfies 
pi is uniform in the first component. 
We have seen in §4.7.2 that we can easily obtain such projections pi 
by using characteristic functionals ~s. As a matter of fact an example 
" 
is given by pi = ~I in (4.2.6) . 
Now consider the following mapping F:X + X which is the analogous 
to F in (6.4.16) for the problem of control 
with operative function f = I 
By doing a similar analysis to §6.4.5 we can verify that 
v(F) = f(v(F)) = Ee: 
s 
and' F satisfies·all properties (a)-(d). 
(7.3.14) 
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