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Abstract
The Neumann and Chaplygin systems on the sphere are simultaneously separable in
variables obtained from the standard elliptic coordinates by the proper Ba¨cklund trans-
formation. We also prove that after similar Ba¨cklund transformations other curvilinear
coordinates on the sphere and on the plane become variables of separations for the system
with quartic potential, for the He´non-Heiles system and for the Kowalevski top. It allows
us to say about some analog of the hetero Ba¨cklund transformations relating different
Hamilton-Jacobi equations.
1 Introduction
The classical Neumann system describes the dynamics of a particle constrained to move on the
sphere under the influence of a quadratic potential
V (x) = a1x
2
1 + a2x
2
2 + a3x
2
3,
where (x1, x2, x3) are Cartesian coordinates in three-dimensional Euclidean space [25]. Gen-
erally the Neumann model represents a harmonic oscillator restricted on (n − 1)-dimensional
sphere in n dimensional Euclidean space. A fairly large body of literature has been devoted
to this system, which is studied well in the framework of the dynamical system [23, 24], of the
symplectic geometry [9, 13], of the algebraic geometry [22], of the representation of the infinite
Lie algebra [1], of the quantum mechanics [3, 5, 14], etc.
In 1859 Carl Neumann showed that the equations of motion could be solved using the Jacobi
theory of separation of variables [25]. More than one century later, this separability result was
generalized to the arbitrary n-dimensional case by Moser [23]. The starting point to solve the
problem was the ingenious introduction of a special set of coordinates called spheroconical or
elliptical coordinates on the sphere. Later on it was shown that these coordinates could be
framed within the formalism of Lax pairs, r-matrices (see, e.g., [2, 3]) and also within the
bi-Hamiltonian formalism [4].
In this article we calculate other variables of separation for the Neumann system using
the notions of bi-Hamiltonian geometry, generalizing and refining the approach described in
[16, 35, 36, 37]. We will start with the given integrals of motion H1,2 and look at the bi-
involution condition
{H1, H2} = {H1, H2}′ = 0
as an equation to determine the second Poisson bracket {., .}′ and, hence, the separation co-
ordinates. We shall see that it is indeed possible and, actually easy, to solve such an equation
by means of a couple of natural Ansa¨tze, thus arriving to induce the separation coordinates
directly from Hamiltonians H1,2.
The crucial observation is that these variables of separation for the Neumann system co-
incide with the well-known variables of separation for the Chaplygin system which describes
the dynamics of a rigid body moving by inertia in an infinitely extended ideal incompressible
1
fluid [8]. In the Chaplygin case the second integral of motion is a polynomial in the momenta
of degree four in contrast with the Neumann system where both integrals of motion H1,2 are
the second order polynomials in momenta.
Then we identify canonical transformation of the elliptic coordinates to the Chaplygin
variables with the special Ba¨cklund transformation, which can be easily described using 2×2 Lax
representation for the Neumann system. It allows us to obtain similar Ba¨cklund transformations
for other curvilinear coordinate systems and to prove that known variables of separation for
the system with quartic potential [28], for the He´non-Heiles system [26] and for the Kowalevski
top [12, 35] are the standard curvilinear coordinates (elliptic, parabolic) after the Ba¨cklund
transformations.
This paper is organized as follows. In Section 2 we will calculate two different families
of variables of separation for the Neumann system in the framework of the bi-Hamiltonian
geometry. Section 3 contains the main results on simultaneous separation for the Neumann
and Chaplygin systems, whereas in Section 4 other curvilinear coordinates and their Ba¨cklund
transformations are considered.
1.1 Separation of variables in the Hamilton-Jacobi equation
Let us consider an integrable Hamiltonian system on the phase space M with coordinates
x = (x1, . . . , , xn) and px = (px1 , . . . pxn). It consists of the necessary number of independent
functions H1, . . . Hn in the involution
{Hi, Hj} = 0 , i, j = 1, . . . , n .
Canonical coordinates q = (q1, . . . , , qn) and p = (p1, . . . pn) are variables of separation if the
stationary Hamilton-Jacobi equations
Hi
(
q,
∂S
∂q
)
= 0
can be collectively solved by the additive complete integral
S(q1, . . . , qn;α1, . . . , αn) =
n∑
i=1
Si(qi, α1, . . . , αn) , det
∥∥∥∥ ∂2S∂qi∂αj
∥∥∥∥ 6= 0 ,
where αi are values of Hi [15]. In this case we can find solutions qi = qi(t, α, β) and pi =
pi(t, α, β) of the initial Hamilton equations of motion using the Jacobi equations
βi = −∂S(q, α)
∂αi
, pi =
∂S(q, α)
∂qi
, i = 1, . . . , n.
Second Jacobi equations
pi =
∂S
∂qi
=
∂Si(qi, α1, . . . , αn)
∂qi
,
and their more symmetric forms
Φi(qi, pi, H1, . . . , Hn) = 0 , i = 1, . . . , n ,
usually call the separated relations [30].
In [15] Jacobi wrote: “The main difficulty in integrating a given differential equation lies in
introducing convenient variables, which there is no rule for finding. Therefore, we must travel
the reverse path and after finding some notable substitution, look for problems to which it can
be successfully applied.”
Namely, after finding notable canonical variables
qi = qi(x1, . . . , qn, px1 , . . . , pxn) , and pi = pi(x1, . . . , qn, px1 , . . . , pxn)
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we can substitute these functions into the other separated relations
Φ˜i(qi, pi, H˜1, . . . , H˜n) = 0 , i = 1, . . . , n ,
and solve these relations with respect to H˜i(x, px). It is easy to see that the Hamilton-Jacobi
equations for initial Hamiltonians H1, . . . , Hn and new Hamiltonians H˜1, . . . , H˜n are simulta-
neously separable in variables q and p.
For instance, standard definition of the elliptic coordinates on the sphere allows us to
construct an infinite family of potentials Vj(x), which are simultaneously separable with the
Neumann potential [41]. More complicated example of simultaneously separable integrable
systems may be found in [17].
So, the Jacobi theory consists of the direct methods of finding variables of separation q
and p as functions on initial physical variables and of the inverse methods of finding separated
relations, generating Hamiltonians H˜i that have a physical meaning in physical variables x and
px.
2 Direct method
Let us start with a unit sphere S2 embedded in the three dimensional space R3 with Cartesian
coordinates x = (x1, x2, x3). The corresponding vector of momenta is p = (p1, p2, p3).
On the six-dimensional phase space T ∗R3 equipped with canonical Poisson brackets
{xi, pi} = δij , (2.1)
we introduce the angular momentum vector
J = x× p ,
and integrals of motion for the Neumann system
H1 = J
2
1 + J
2
2 + J
2
3 + a1x
2
1 + a2x
2
2 + a3x
2
3 ,
(2.2)
H2 = a1J
2
1 + a2J
2
2 + a3J
2
3 − a2a3x21 − a1a3x22 − a1a2x23 .
In order to realize the motion of a particle on the sphere S2 we have to impose two constraints
F1 = x
2
1 + x
2
2 + x
2
3 = 1 , F2 = x1p1 + x2p2 + x3p3 = 0 ,
which allows us to get the desired phase space M = T ∗S2 equipped with the Dirac-Poisson
bracket defined by
{f, g}D = {f, g} − {F1, f}{F2, g} − {F2, f}{F1, g}{F1, F2} .
The Dirac-Poisson brackets of the coordinate functions are:
{xi, xj}D = 0 , {xi, pj}D = δij − xixj , {pj, pj}D = pixj − xipj . (2.3)
Note that the Dirac-Poisson structure and the Hamiltonian flow z˙ = {H1, z}D are defined not
only on T ∗S2, but on the whole R6 without x = 0.
In order to identify the Dirac-Poisson bracket with a canonical Poisson bracket on the
cotangent bundle T ∗S2 we will use the standard spherical coordinate system and the conjugated
momenta
x1 = sinφ sin θ, x2 = cosφ sin θ, x3 = cos θ ,
J1 =
sinφ cos θ
sin θ
pφ − cosφpθ , J2 = cosφ cos θ
sin θ
pφ + sinφpθ , J3 = −pφ ,
(2.4)
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so that
{φ, θ}D = {pφ, pθ}D = 0 , {φ, pφ}D = {θ, pθ}D = 1 . (2.5)
In these coordinates integrals of motion have the following form
H1 =
p2φ
sin2 θ
+ p2θ + (a1 sin
2 φ+ a2 cos
2 φ) sin2 θ + a3 cos
2 θ,
(2.6)
H2 =
(
a1 sin
2 φ+ a2 cos
2 φ
tan2 θ
+ a3
)
p2φ −
(a1 − a2) sin 2φ
tan θ
pφpθ
+ (a1 cos
2 φ+ a2 sin
2 φ)(p2θ − a3 sin2 θ)− a1a2 cos2 θ .
Recall that every Poisson bracket on a manifold M , dim M = k, with coordinates z1, . . . , zk is
defined by the Poisson bivector P by the rule
{f, g} =
k∑
ij=1
Pij
∂f
∂zi
∂g
∂zj
.
In our case canonical brackets (2.1) and (2.5) are defined by the canonical Poisson bivector
P =
(
0 I
−I 0
)
(2.7)
where I is a unit matrix.
2.1 Second Poisson brackets
Bi-Hamiltonian manifold M is a smooth manifold endowed with a pair the Poisson bivectors P
and P ′
[P, P ] = 0 , [P ′, P ′] = 0 , (2.8)
which are compatible to each other
[P, P ′] = 0. (2.9)
Here [., .] is a Schouten bracket defined by
[A,B]ijk = −
k∑
m=1
(
Bmk
∂Aij
∂zm
+Amk
∂Bij
∂zm
+ cycle(i, j, k)
)
.
Integrable systems on M are bi-integrable if the corresponding integrals of motion H1, . . . , Hn
are in the bi-involution
{Hi, Hj} = {Hi, Hj}′ = 0 , i, j = 1, . . . , n, (2.10)
with respect to the pair of compatible Poisson brackets {., .} and {., .}′ defined by P and P ′.
In order to find the second bivector P ′ on T ∗S2 we can take integrals of motion H1,2 (2.6)
and view (2.9) and (2.10) as equations to determine P ′. Obviously enough, the conditions on
P ′ coming from (2.8,2.9) and (2.10), in their full generality, are too difficult to be solved.
A couple of Ansa¨tze which will enable us to solve them for the Neumann case are the
following. Recall that for the natural Hamiltonian system
X = PdH , H = T + V =
∑
gij(q)pipj + V (q1, . . . , qn)
on the cotangent bundle M = T ∗Q with coordinates z = (q1, . . . , qn, p1, . . . , pn) we can search
for the Lie derivative
P ′ = LY P
4
of the canonical Poisson bivector (2.7)
P =
n∑
i=1
∂
∂qi
∧ ∂
∂pi
.
which satisfies (2.9) for any Y . Here LY is a Lie derivative of P along vector field Y defined by
(
LY P
)
ij
=
2n∑
k=1
(
Yk
∂Pij
∂zk
− Pkj ∂Yi
∂zk
− Pik ∂Yj
∂zk
)
The first Ansa¨tze for the vector field Y is associated with the Turiel deformation of the canonical
Poisson bivector on cotangent bundle [39]. In this case entries of Y are some linear functions
in momenta
Yi =
n∑
j=1
Lij(q)pj , i = 1, . . . , 2n. (2.11)
The second Ansa¨tze is a natural generalisation of the previous one
Yi =
n∑
jk=1
Πijk(q)pjpk +
n∑
j=1
Λij(q)pj , i = 1, . . . , 2n. (2.12)
Some examples of the corresponding Poisson bivectors and bi-integrable systems on T ∗S2 are
discussed in [36, 37].
Below we use spherical coordinates q = (φ, θ) and the corresponding momenta p = (pφ, pθ)
for the Neumann system. In these variables the first solution of (2.8) and (2.10) looks like
Y (1) =


0
0
(a1 cos
2 φ+ a2 sin
2 φ) pφ − b sin 2φ sin 2θ2 pθ
− b sin 2φ cos θsin θ pφ +
(
a3 sin
2 θ + (a1 sin
2 φ+ a2 cos
2 φ) cos2 θ
)
pθ

 , (2.13)
where b = (a2 − a1)/2. The corresponding Poisson bivector is discussed in [4].
The second solution has the following form
Y (2) =
(
YT
YV
)
, (2.14)
where
YT =


2pφpθ
tan 2θ
cot θp2φ − tan θp2θ

 YV = −b

 cos 2φpφ + sin 2φ tan θpθ
sin 2φ cot θpφ − cos 2φpθ

 .
This second trivial deformation P ′2 = LY (2) P of the canonical bivector P on T ∗S2 was obtained
in [34] as a solution of the same equations (2.8) and (2.10) for the Chaplygin system.
2.2 Variables of separation
In the previous section we found two solutions P ′1,2 = LY1,2 P of equations (2.9) and (2.10).
According to [4, 21] the desired coordinates of separation are eigenvalues λi of the recursion
operator
N = P ′P−1.
For the Neumann system we have two distinct eigenvalues for both solutions of (2.9) and (2.10).
We begin this section by stating, for the sake of completeness, the well-known definitions of the
elliptic coordinates on T ∗S2.
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For the first vector field Y (1) (2.13) the coordinates of separation satisfy the equation
e(λ) ≡ x
2
1
λ− a1 +
x22
λ− a2 +
x23
λ− a3 = 0 , with x
2
1 + x
2
2 + x
2
3 = 1 , (2.15)
whereas their conjugate momenta pu1,2 are given by values of the function
h(λ) =
1
2
(
p1x1
λ− a1 +
p2x2
λ− a2 +
p3x3
λ− a3
)
, (2.16)
for λ = u1,2. Inverse transformation reads as
xi =
√
(u1 − ai)(u2 − ai)
(aj − ai)(ak − ai) , i 6= j 6= k , p = J × x
Ji =
2εijkxjxk(aj − ak)
u1 − u2
(
(ai − u1)pu1 − (ai − u2)pu2
)
,
(2.17)
where εijk is a completely antisymmetric tensor.
These coordinates were introduced by Neumann [25] and generalized by Moser [24] for
arbitrary n. Like the elliptic coordinates in R2, the elliptic coordinates on S2 are also orthogonal
and only locally defined. They take values in the intervals
a1 < u1 < a2 < u2 < a3
Substituting these well-known defining relations for xi and Ji (2.17) in H1,2 one gets separated
relations
Φ(λ, µ) = 4(λ− a1)(λ− a2)(λ − a3)µ2 + λ2 + λ(H1 − a1 − a2 − a3)−H2 = 0 , (2.18)
for λ = u1,2 and µ = pu1,2 .
For the second vector field Y (2) (2.14) the eigenvalues s1,2 of recursion operator N2 satisfy
the equation
fˆ(λ) ≡ 1
b2 − λ2
(
λ2 −
(
J21 + J
2
2
x23
)
λ+
b(J21 − J22 )
x23
− b2
)
= 0 (2.19)
and their conjugate momenta ps1,2 are given by values of the function
hˆ(λ) =
(x2J1 − x1J2)λ− (x2J1 + x1J2)b
2x3(b2 − λ2) (2.20)
for λ = s1,2. Coordinates s1,2 take values in the intervals
s1 < b < s2 , b =
a2 − a1
2
,
and the inverse transformation is
J3 = −x1J1 + x2J2
x3
, x3 =
√
1− x21 − x22 ,
J1 = x3
√
(b+ s1)(s2 + b)
2b
, J2 = x3
√
(b− s1)(s2 − b)
2b
,
x1 =
√
2(s2 − b)(b− s1)
b(s2 − s1)2
(
ps1(s1 + b)− ps2(s2 + b)
)
,
x2 =
√
2(s2 + b)(b+ s1)
b(s2 − s1)2
(
ps1(s1 − b)− ps2(s2 − b)
)
.
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Substituting variables xi and Ji in the Neumann integrals of motion H1,2 one gets the same
separated equations Φ(λ, µ) = 0 (2.18) at
λ = −s1,2 + a1 + a2
2
, and µ = ps1,2 .
In [8] Chaplygin showed that the Hamilton-Jacobi equation of the system defined by the fol-
lowing integrals of motion
H˜1 = J
2
1 + J
2
2 + 2J
2
3 − 2b(x21 − x22) , H˜2 =
(
J21 − J22 − 2bx23
)2
+ 4J21J
2
2 (2.21)
is additively separable at the same coordinates
s1,2 =
J21 + J
2
2 ±
√
H˜2
2x23
.
It allows us to say that coordinates s1,2 are separation coordinates for the Neumann and Chap-
lygin systems simultaneously.
3 Inverse method
Before applying the notable substitution from the previous section to other problems, let us
make some comments on their relation with the well-known elliptic coordinates. Of course,
on the cotangent bundle T ∗S2 there is a canonical transformation relating elliptic coordinates
u1,2 and their momenta pv1,2 with the Chaplygin coordinates s1,2 and momenta ps1,2 . This
transformation can be defined explicitly, for instance
u1 + u2 =
4(a2−a3−b)
(
(b2−s21)p2s1−(b
2−s22)p2s2
)
s1−s2 +
8(b2−s21)(b2−s22)ps1ps2
(s1−s2)2
− 4(b
2−s1s2)
(
(b2−s21)p2s1+(b
2−s22)p2s2
)
(s1−s2)2 + 2(a2 − b) ,
u1u2 =
4
(
a22−a2a3−2a2b+a3b
)(
(b2−s21)p2s1−(b
2−s22)p2s2
)
s1−s2 +
8a3(b
2−s21)(b2−s22)ps1ps2
(s1−s2)2
− 4a3(b
2−s1s2)
(
(b2−s21)p2s1+(b
2−s22)p2s2
)
(s1−s2)2 + 2a2(a2 − b) .
In fact this transformation is the special Ba¨cklund transformation of the elliptic coordinates for
the Neumann system.
3.1 Ba¨cklund transformations
The Ba¨cklund transformations arose as certain transformations between surfaces in 1875. In
the modern theory of integrable PDEs, they are usually interpreted as:
• relations between solutions of the same PDE (auto-BT)
• relations between solutions of different PDEs (hetero-BT)
• differential-difference equations, which commutativity leads to the systems of difference
equations.
All the necessary references may be found in the recent books [27, 6, 20].
For finite dimensional integrable systems Ba¨cklund transformations are canonical transfor-
mations of coordinates
(u, pu)→ (v, pv) , {ui, puj} = {vi, pvj} = δij , (3.1)
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which preserve form of the Hamiltonians H1, . . . , Hn [40].
If u-variables and v-variables (3.1) are variables of separation, these Ba¨cklund transforma-
tions preserve the form of the separated relations
Φ(ui, pui , H1, . . . , Hn) = 0→ Φ(vi, pvi , H1, . . . , Hn) = 0 ,
i.e. they change coordinates on an algebraic invariant manifold without changing the mani-
fold itself [18]. In this case Ba¨cklund transformations are relations between common additive
solutions
S(q1, . . . , qn;α1, . . . , αn) =
n∑
i=1
Si(qi, α1, . . . , αn) , q = u, v
of a couple of the same PDEs
Hi
(
q,
∂S
∂q
)
= αi , q = u, v . (3.2)
Thus, in this case we have finite dimensional analog of the auto Ba¨cklund transformations.
Second standard point of view suggests to consider variables (v, pv) as the variables (u, pu),
but computed at the next time step, so Ba¨cklund transformations (3.1) are discretisations of
the continuous model, see [7, 18, 42] and the references within.
We want to discuss the third standard point of view and to consider hetero Ba¨cklund
transformations, which are relations between additive solutions of two different systems of
PDEs
Hi
(
u,
∂S
∂u
)
= 0 , and H˜i
(
v,
∂S˜
∂v
)
= 0 . (3.3)
Namely, substituting variables (v, pv) into the separated relations
Φ˜(vi, pvi , H˜1, . . . , H˜n) = 0
we can get an integrable system with Hamiltonians H˜k, which do not separable in the initial
coordinates (u, pu) As usual, hetero Ba¨cklund transformations are relations between equations
rather then relations between their solutions
3.2 Neumann and Chaplygin systems
Let us take 2× 2 Lax matrix for the Neumann system
L(λ) =


1
2
n∑
k=1
xkpk
λ− ak
n∑
k=1
x2k
λ− ak
−1
4
(
1 +
n∑
i=1
p2k
λ− ak
)
−1
2
n∑
k=1
xkpk
λ− ak


, (3.4)
for instance see [1]. A separation of variables is recovered in this formalism noticing that zeroes
ui, i = 1, . . . , n− 1 of the matrix entry
e(λ) =
n∑
k=1
x2k
λ− ak =
∏n−1
i=1 (λ− ui)∏n
k=1(λ− ak)
define the elliptic (spheroconical) coordinates, and their conjugate momenta pui are given by
the values of the rational function L11(λ) for λ = ui.
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Remark 1 According to [33] function e(λ) completely defines this Lax matrix
L(λ) =


{H0, e(λ)}D
2
e(λ)
−1
4
− {H0, {H0, e(λ)}D}D
2
+ eH0 −{H0, e(λ)}D
2

 , (3.5)
where {., .}D is a canonical Poisson bracket on T ∗Sn−1 (2.3)
{ui, puk}D = δik , {ui, uk}D = {pui , puk}D = 0
and
H0 =
n−1∑
i=1
Res|λ=ui e−1(λ) p2ui .
We are now ready to introduce a second family of the variables of separation.
Proposition 1 Let us make the similarity transformation
Lˆ = V LV −1 (3.6)
with matrix
V =
(
L12 0
4
(
L11 − Lˆ11(λ)
)
4L12
)
,
where
Lˆ11(λ) =
an − λ
2
{
Hˆ0, e(λ)
}
D
and Hˆ0 =
n−1∑
i=1
Res|λ=ui e−1(λ)
an − ui p
2
ui
.
The Lax matrix Lˆ(λ) has two off-diagonal elements with (n− 1) zeroes
Lˆ12(λ) =
∏n−1
i=1 (λ− ui)
4
∏n
k=1(λ− ak)
and Lˆ21(λ) = −
∏n−1
i=1 (λ− vi)∏n−1
k=1 (λ− ak)
, (3.7)
which are separation coordinates for the Neumann system.
It is easy to see that coordinates ui, i = 1, . . . , n − 1 are standard elliptic (spheroconi-
cal) coordinates on Sn−1, whereas coordinates vi, i = 1, . . . , n − 1 are some new variables of
separation for the Neumann system. Indeed, the corresponding momenta pui and pvi are the
eigenvalues of the Lax matrix Lˆ for λ = ui and λ = vi and, therefore, each pair of canonical
variables ui, pui and vi, pvi satisfy the common separated equation
C : µ2 + detL(λ) = 0 , λ = ui, µ = pui or λ = vi, µ = pvi , (3.8)
which defines the genus (n− 1) hyperelliptic curve C.
At n = 3 this standard Lax matrix (3.6) looks like
Lˆ =


(p1x3 − p3x1)x1
2x3(λ− a1) +
(p2x3 − p3x2)x2
2x3(λ− a2)
1
4
(
n∑
i=1
x2i
λ− ai
)
−1− (p1x3 − p3x1)
2
x23(λ − a1)
− (p2x3 − p3x2)
2
x23(λ− a2)
− (p1x3 − p3x1)x1
2x3(λ− a1) +
(p2x3 − p3x2)x2
2x3(λ− a2)

 .
The crucial observation is that v-coordinates (3.7) coincide with the Chaplygin variables of
separation s1,2 up to the shift
vi = −si + a1 + a2
2
. (3.9)
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Namely, substituting v-variables in a couple of the equations
8(λ− a1)(λ− a2)µ2 + 2λ+ H˜1 ±
√
H˜2 − a1 − a2 = 0 (3.10)
and solving the resulting system with respect to H˜1,2, we obtain Chaplygin’s integrals of motion
(2.21). The conjugated momenta psi from the Chaplygin paper [8] coincides with the momenta
pvi up to canonical transformation
psi = pvi + fi(vi) ,
which changes the form of the separated relations (3.10).
Proposition 2 The Hamilton-Jacobi equations for the Neumann system with Hamiltonian
H1 = J
2
1 + J
2
2 + J
2
3 + a1x
2
1 + a2x
2
2 + a3x
2
3 ,
and for the Chaplygin system with Hamiltonian
H˜1 = J
2
1 + J
2
2 + 2J
2
3 − 2b(x21 − x22) , b =
a2 − a1
2
are simultaneously separable in v-variables, which can be obtained from the standard elliptic
coordinated on the sphere using Ba¨cklund transformation.
At n > 3 we can get v-variables from the elliptic variables as well, but we do not know suitable
separated relations, generating physically interesting systems on T ∗Sn−1.
Remark 2 Using elliptic coordinates, we can get separable potentials V (x) related to each
other by the recurrence relation [41]. It would be interesting to obtain similar relations for v-
variables. For instance, let us consider an integrable system on the sphere with quartic potential
separable in elliptic coordinates associated with the Lax matrix
L˜(λ) = L(λ) + a

 0 0
λ−∑nk=1 akx2k 0

 , a ∈ R .
Here L(λ) is given by (3.4) and a is an arbitrary number. In order to get the necessary
number of zeroes in both off-diagonal elements of the Lax matrix we can make the similarity
transformation (3.6) with
Lˆ11 =
an − λ
2
{
Hˆ0, e
}
D
+
√
a (λ − an) e(λ) .
At n = 3 the corresponding spectral curve
C : µ2(λ− a1)(λ − a2)(λ− a3)− aλ3 −
(
1
4
+ a(a1 + a2 + a3)
)
λ2 −H1λ+H2 = 0
is a genus-2 hyperelliptic curve at any value of a. At a = 0 we have the separated relations
(3.10), which yield integrals of motion for the Chaplygin system. At a 6= 0 we do not know
their suitable generalizations, which allow us to get generalization of the Chaplygin system.
According to [32] at n = 3 this integrable system with quartic potential on the sphere
is equivalent to the Steklov-Lyapunov integrable case of rigid body motion. In this case u-
variables are the so-called Ko¨tter variables, while the second v-variables were found in [38]
using the direct bi-Hamiltonian method discussed in the previous Section.
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3.3 The r-matrix structures
Roughly speaking, after the similarity transformation (3.6) zeroes of the two off-diagonal matrix
elements
Lˆ12(λ = ui) = 0 and Lˆ21(λ = vi) = 0
form two families of separation variables with different properties. Below we want to discuss
other differences between Lax matrices L(λ) (3.4) and Lˆ(λ) (3.6).
Let us rewrite the Poisson brackets of the Lax matrix entries in a specific algebraic form
involving classical r-matrix depending on parameters λ and µ
{L1(λ), L2(µ)} = [r12(λ, µ), L1(λ)] − [r21(λ, µ), L2(µ)] . (3.11)
Here we use the familiar notation for the tensor product of L and unit matrix I
L1(λ) = L(λ)⊗ I , L2(µ) = I⊗ L(µ), r21(λ, µ) = Πr12(µ, λ)Π ,
and Π is the permutation operator: Πx⊗ y = y ⊗ x, ∀x, y [30].
Canonical Poisson brackets (2.1) on T ∗R3 between the entries of the first Lax matrix L(λ)
(3.4) for the Neumann system have the form (3.11) at
r12(λ, µ) =
1
λ− µ


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 . (3.12)
The Dirac reduction procedure shifts this r-matrix by dynamical term
rD12(λ, µ) =
1
λ− µ


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

+


0 0 0 0
0 0 L12(µ) 0
0 0 0 0
− 14 − L21(µ) 0 0 0

 , (3.13)
which depends on dynamical variables via entries of the Lax matrix (3.4).
Canonical Poisson brackets (2.1) on T ∗R3 between the entries of the second Lax matrix
Lˆ(λ) (3.6) have the form (3.11) at
rˆ12(λ, µ) =
1
λ− µ


1 0 0 0
0 0 λ−an
µ−an 0
0 1 0 0
0 0 0 1

 . (3.14)
In contrast with the previous case the Dirac modification of the Poisson structure does not
change this r-matrix
rˆD12(λ, µ) = rˆ12(λ, µ) . (3.15)
It is the main visible difference between L(λ) (3.4) and Lˆ(λ) (3.6). We have to underline that
the classical r-matrix associated with the second Lax matrix is a non-dynamical matrix on
T ∗S2. Hence, the new separation stands a good chance to be quantized.
The second Poisson brackets, associated with vector fields Y (1) (2.13) and Y (2) (2.14), also
have the linear r-matrix form (3.11) and the corresponding classical r-matrices read as
rˆ
(1)
12 (λ, µ) =
1
λ− µ


µ 0 0 0
0 0 µ λ−an
µ−an 0
0 λ 0 0
0 0 0 µ

+4(an−λ)


0 0 0 0
0 0 Lˆ12(µ) 0
ρ1
2(an−λ) 0 0 0
1− Lˆ21(µ) 0 0 0

 (3.16)
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and
rˆ
(2)
12 (λ, µ) =
1
λ− µ


µ 0 0 0
0 0 λ λ−an
µ−an 0
0 µ 0 0
0 0 0 µ

+


0 0 ρ2
an−µ
1
4(an−µ) − Lˆ12(µ)
0 0 0 0
0 Lˆ21(µ) 0 0
0 0 0 0

 .
(3.17)
Functions ρ1,2 are defined by entries of Lˆ:
ρ1 =
[
Lˆ11(λ)
Lˆ12(λ)
]
and ρ2 =
[
(an − λ)Lˆ11(λ)
Lˆ21(λ)
]
,
where[X/Y ] is a quotient of the polynomials X and Y in variable λ over a field.
4 Other pairs of simultaneously separable systems
In previous Section we identify Chaplygin’s variables with the standard elliptic coordinates after
the Ba¨cklund transformation. Recall, that using elliptic coordinates on the two-dimensional
sphere we can construct a family of integrable systems with integrals of motion, which are the
second order polynomials in momenta [41]. The obtained Ba¨cklund transformation allows us
to extend this family and to consider integrable system with quadratic Hamilton function and
second integral of motion, which is a polynomial in the momenta of degree four. In order to
generalize this single exercise to an empirical rule, we present a sufficient set of similar facts for
other curvilinear coordinate systems in T ∗S2 and T ∗R2.
4.1 Neumann-Rosochatius system
It was noticed by Rosochatius[29] that the potential given by the sum of the inverses of the
squares of the Cartesian coordinates can be added to the quadratic Neumann potential without
losing its separability property. The system so obtained is customarily called the Neumann-
Rosochatius system.
According to [1], the 2× 2 Lax matrix for the Neumann-Rosochatius system is
L(λ) =


1
2
n∑
k=1
xkpk
λ− ak +
i
2
n∑
k=1
bk
λ− ak
n∑
k=1
x2k
λ− ak
−1
4
(
1 +
n∑
i=1
p2k + b
2
k/x
2
k
λ− ak
)
−1
2
n∑
k=1
xkpk
λ− ak +
i
2
n∑
k=1
bk
λ− ak


, i =
√−1 .
(4.1)
We are looking for matrix Lˆ = V LV −1 (3.6), which satisfies the r-matrix equation (3.11) with
the r-matrix given by (3.14). For instance, we can take
Lˆ11(λ) =
an − λ
2
{
Hˆ0, e(λ)
}
D
+
i
2
n−1∑
k=1
bk
λ− ak −
ibn
2x2n
(
e(λ)− x
2
n
λ− an
)
.
In this case, both off-diagonal elements of Lˆ have the necessary number of zeroes
Lˆ12(λ = ui) = 0 and Lˆ21(λ = vi) = 0 , i = 1, . . . , n− 1, (4.2)
which are the coordinates of separation for the Neumann-Rosochatius system associated with
the spectral curve
C : 4
n∏
k=1
(λ− ak)
(
µ2 − µ
n∑
k=1
ibk
λ− ak
)
+ λn−1 + λn−2H1 + . . .+Hn−1 = 0 . (4.3)
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As usual the corresponding momenta pu1,2 and pv1,2 are given by the values of the function
Lˆ11(λ) for λ = ui and λ = vi, respectively.
At n = 3 zeroes of both off-diagonal elements of Lˆ are the coordinates of separation for
the Hamilton-Jacobi equation associated with the Hamilton function
H1 = J
2
1 + J
2
2 + J
2
3 + a1x
2
1 + a2x
2
2 + a3x
2
3 +
b21
x21
+
b22
x22
+
b23
x23
. (4.4)
For u-variables the inverse transformation is given by (2.17). For v-variables the inverse trans-
formation is
x21 =
4
(
(a2−v1)pv1−(a2−v2)pv2
)2
(a1−v1)(a1−v2)
(a1−a2)(v1−v2)2 −
4i
(
(a2−v1)pv1+(a2−v2)pv2
)
b1
v1−v2 ,
x22 = −
4
(
(a1−v1)pv1−(a1−v2)pv2
)2
(a1−v1)(a1−v2)
(a1−a2)(v1−v2)2 −
4i
(
(a2−v1)pv1+(a2−v2)pv2
)
b1
v1−v2 ,
p1 =
2(a1−v1)(a2−v1)
x1(a1−a2)(v1−v2)
(
(a1x
2
1 − a2x21 − a1 + v1)pv2 − (a1x21 − a2x21 − a1 + v2)pv1
)
+ i
(
b1 + b2 + b3)x1 − ib1x1 ,
p2 =
2(a1−v1)(a2−v1)
x2(a1−a2)(v1−v2)
(
(a1x
2
2 − a2x22 + a2 − v1)pv2 − (a1x22 − a2x22 + a2 − v2)pv1
)
+ i(b1 + b2 + b3)x2 − ib2x2 ,
x3 =
√
1− x21 − x22 , p3 = −x1p1+x2p2x3 .
Remark 3 It is easy to see that we can put b3 = 0 in the Lax matrix Lˆ(λ) using canonical
transformation
J1 → J1 + ib3x2
x3
and J2 → J2 − ib3x1
x3
,
because
Lˆ11 =
x1 (J2 − ib3x1/x3)
2x3(λ− a1) −
x2 (J1 + ib3x2/x3)
2x3(λ− a2) +
ib1
2(λ− a1) +
ib2
2(λ− a2)
and
Lˆ21 = −1− 1
λ− a1
(
(J2 − ib3x1/x3)2
x23
+
b21
x21
)
− 1
λ− a2
(
(J1 + ib3x2/x3)
2
x23
+
b22
x22
)
.
Let us put b3 = 0 and substitute variables λ = v1,2 and µ = pv1,2 into the separated
equation
C˜ :
(
8(λ− a1)(λ − a2)µ2 + 8i
(
b1(λ − a2) + b2(λ − a1)
)
µ+ 2λ+ H˜1 +
√
H˜2
)
×
(
8(λ− a1)(λ − a2)µ2 + 8i
(
b1(λ − a2) + b2(λ − a1)
)
µ+ 2λ+ H˜1 −
√
H˜2
)
− 4b4λ− 16b5(λ− a1)(λ − a2)µ+ 8ib5
(
b1(λ− a2) + b2(λ− a1)
)
= 0 (4.5)
defining genus three non-hyperelliptic curve C˜. In this case solving the resulting separated
relations with respect to H˜1 and H˜2 we obtain the following Hamilton function
H˜1 = J
2
1 + J
2
2 + 2J
2
3 −
2b5(J1x2 − J2x1)
x33
− (a2 − a1)(x21 − x22) +
b4
x23
+ (2− x23)
(
b21
x21
+
b22
x22
)
.
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This Hamiltonian after the canonical transformation
J1 → J1 + b5x2
x33
and J2 → J2 − b5x1
x33
,
has a natural form, which we describe in the following Proposition.
Proposition 3 The Hamilton-Jacobi equations associated with Hamilton functions
H1 = J
2
1 + J
2
2 + J
2
3 + a1x
2
1 + a2x
2
2 + a3x
2
3 +
b21
x21
+
b22
x22
+
b23
x23
and
H˜1 = J
2
1 + J
2
2 + 2J
2
3 − (a2 − a1)(x21 − x22) +
b4
x23
+ b25
(
1
x63
− 1
x43
)
+ (2 − x23)
(
b21
x21
+
b22
x22
)
(4.6)
are simultaneously separable in v-variables, which can be obtained from the standard elliptic
coordinated on the sphere using Ba¨cklund transformation.
The separated relation (4.5) was found in [12] using the direct bi-Hamiltonian method
discussed in the previous Section. Substituting Lˆ(λ) into the linear r-matrix equation (3.11)
with r-matrices (3.16) or (3.17) we can recover the corresponding Poisson bivectors P ′1 and P
′
2.
4.2 Elliptic coordinates in Rn
All orthogonal separable coordinate systems can be viewed as an orthogonal sum of certain basic
coordinate systems, which can be obtained as a proper degeneration of the elliptic coordinate
system introduced by Jacobi. Recall that elliptic coordinate system uk in R
n with parameters
a1 < a2 < · · · < an is defined through the equation
e(λ) =
n∏
k=1
λ− uk
λ− ak = 1 +
n∑
k=1
x2k
λ− ak . (4.7)
A thorough discussion of its general properties as well as its use for separation of variables in
the Hamilton-Jacobi equation can be found in [15].
Let us consider the following well-known Lax matrix associated with a quartic potential
separable in elliptic coordinates
L(λ) =


1
2
n∑
k=1
xkpk
λ− ak −
i
2
n∑
k=1
bk
λ− ak 1 +
n∑
k=1
x2k
λ− ak
aλ− a
n∑
k=1
x2k −
1
4
n∑
k=1
p2k + b
2
kx
−2
k
λ− ak −
1
2
n∑
k=1
xkpk
λ− ak −
i
2
n∑
k=1
bk
λ− ak

 , (4.8)
which satisfies the linear r-matrix equation (3.11) with the classical r-matrix
r12(λ, µ) =
1
λ− µ


1 0 0 0
0 0 1 0
0 1 0 0
a(λ− µ) 0 0 1

 . (4.9)
After similarity transformation Lˆ = V LV −1 (3.6) with
Lˆ11(λ) =
an − λ
2
{
Hˆ0, e(λ)
} − i
2
n−1∑
k=1
bk
λ− ak +
ibn
2x2n
(
e(λ)− x
2
n
λ− an
)
.
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one gets Lax matrix Lˆ satisfying the r-matrix equation (3.11) with the classical r-matrix (3.14).
Here {., .} means the canonical Poisson bracket on T ∗Rn and
Hˆ0 =
n∑
i=1
Res|λ=ui e−1(λ)
an − ui p
2
ui
.
For instance, at n = 2 we have
Lˆ11(λ) =
x1(p1x2 − p2x1)− (λ− a1)p2
2x2(λ− a1) −
ib1
2(λ− a1) +
ib2
2x22
(
1 +
x21
λ− a1
)
.
In this case zeroes of both off-diagonal elements of Lˆ are the coordinates of separation for the
Hamilton-Jacobi equation associated with the following Hamilton function
H1 = p
2
1 + p
2
2 + 4a
(
(x21 + x
2
2)
2 − a1x21 − a2x22
)
+
b21
x21
+
b22
x22
. (4.10)
Both families of variables of separation (u, pu) and (v, pv) are associated with a common spectral
curve
C : 4(λ− a1)(λ− a2)
(
µ2 − µ
n∑
k=1
ibk
λ− ak
)
+ 4aλ3 − 4a(a1 + a2)λ2 + λH1 −H2 = 0 . (4.11)
The first coordinates are elliptic coordinates on the plane u1,2 (4.7), whereas the second v-
coordinates are the zeroes of the second off-diagonal element
Lˆ21 = 4aλ−4a(x21+x22)+
(b2 + ip2x2)
2
x42
+
1
λ− a1
((
ix2(p1x2 − p2x1)− b2x1
)2
x42
− b
2
1
x21
)
. (4.12)
The corresponding momenta are values of the function
Lˆ11 =
ib2 − x2p2
2x22
+
−i(b1x22 − b2x21) + x1x2(p1x2 − p2x1)
2x22(λ− a1)
for λ = u1,2 and λ = v1,2, respectively.
The crucial observation is that these v-variables coincide with the variables of separation for
another integrable system with quartic potential [28] up to canonical transformation. Namely,
let us take two copies of the equation
C˜ :
(
4(λ− a1)µ2 + 4ib1µ− 4aλ2 + H˜1 +
√
H˜2
)
× (4.13)(
4(λ− a1)µ2 + 4ib1µ− 4aλ2 + H˜1 −
√
H˜2
)
+ 4ab23λ− 8ab4(λ− a1)µ = 0
defining genus three non-hyperelliptic curve C˜, at λ = v1,2 and µ = pv1,2 and solve the resulting
system of separated relations with respect to H˜1,2. As a result, we obtain the well-known
Hamiltonian
H˜1 = p
2
1 + p
2
2 + a
(
4x41 + 3x
2
1x
2
2 +
x42
2
− 8a1x21 − 2a1x22
)
+
b21
x21
+
b23
x22
− b
2
4
x62
(4.14)
after canonical transformation
x2 → x2 =
√
2x22 − 4a1
2
, p2 → p2 =
√
2x2 − 4a1p2
x2
−
√
2x22 − 4a1(ib2x42 − b4x22 + 2a1b4)
x42(2a1 − x22)
.
A suitable separated relation (4.13) was found in [11] together with the variables of separation
and bi-Hamiltonian structure, see also [31].
Summing up, we prove the following
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Proposition 4 The Hamilton-Jacobi equations associated with Hamilton functions
H1 = p
2
1 + p
2
2 + 4a
(
(x21 + x
2
2)
2 − a1x21 − a2x22
)
+
b21
x21
+
b22
x22
.
and
H˜1 = p
2
1 + p
2
2 + a
(
4x41 + 3x
2
1x
2
2 +
x42
2
− 8a1x21 − 2a1x22
)
+
b21
x21
+
b23
x22
− b
2
4
x62
are simultaneously separable in the v-coordinates (4.12) obtained from elliptic coordinates by
using Ba¨cklund transformation.
4.3 Parabolic coordinates in Rn
It is possible to degenerate the elliptic coordinate system (4.7) in a proper way by letting two
or more of the parameters ak coincide. Then, the ellipsoid will become a spheroid, or even a
sphere if all of the parameters coincide.
On the other hand, if we substitute new Cartesian coordinates x′i defined by
xi =
x′i√
an
, i = 1, . . . , n− 1, xn = x
′
n − an√
an
in (4.7), let a2 tend to infinity and drop the primes, then we obtain a parabolic coordinate
system defined by equation
e(λ) =
n∏
k=1
(λ− uk)
n−1∏
j=1
(λ− aj)
= λ− 2xn −
n−1∑
i=1
x2i
λ− ai .
This transformation changes the form of the Lax matrix L(λ) (4.8), but it preserves the classical
r-matrix (4.9). It is easy to prove that the corresponding Lax matrix Lˆ = V LV −1 (3.6) satisfies
the r-matrix equation (3.11) with the classicalr-matrix (3.14) at an = 0.
For instance, if n = 2 we have the following Lax matrix
L(λ) =


p2
2
+
p1x1 + ib1
λ− a1 λ− 2x2 −
x21
λ− a1
aλ2 + 2ax2λ+ a(x
2
1 + 4x
2
2) +
p21 + b
2
1x
−2
2
4(λ− a1) −
p2
2
− p1x1 − ib1
λ− a1

 . (4.15)
Using canonical transformations we can always put a1 = 0 without loss of generality. In this
case the equation for the spectral curve of L(λ)
C : µ2 − ib1µ
λ
− aλ3 − 4H1 + H2
λ
= 0 (4.16)
contains the Hamilton function
H1 = p
2
1 + p
2
2 − 16ax2(x21 + 2x22) +
b21
x21
(4.17)
for the well-studied He´non-Heiles system separable in parabolic coordinates [10].
After the similarity transformation Lˆ = V LV −1 (3.6) with
Lˆ11(λ) =
p2
2
+
(x1p1 + ib1)(λ − 2x2)
2x21
16
one gets two families of coordinates of separation for the He´non-Heiles system defined by the
Hamilton function (4.17). The first variables u1,2 are parabolic coordinates on the plane,
whereas the second pair of variables v1,2 is defined by equation
Lˆ21 = 4aλ
2 +
(8ax21x2 − p21)λ
x21
+ 4a(x21 + 4x
2
2) +
2p1(p1x2 − p2x1)
x21
(4.18)
− 2i(λp1 − 2p1x2 + p2x1)b1
x31
+
(λ− 2x2)b21
x41
= 0 .
The corresponding momenta are values of the function Lˆ11(λ) for λ = u1,2 and λ = v1,2, respec-
tively. The proposed Ba¨cklund transformation is different from the Ba¨cklund transformation
for the He´non-Heiles discussed in [18].
As above the main result is that these v-variables coincide with variables of separation in-
troduced in [26] for other He´non-Heiles up to canonical transformation. Namely, if we substitute
variables v1,2 and pv1,2 into the following equation
C˜ : (4µ2 − 4aλ3 − H˜1 −
√
H˜2)(4µ
2 − 4aλ3 − H˜1 +
√
H˜2) + 8b2µ+ 4ab3λ = 0 (4.19)
and solve these separation relations with respect to H˜1,2, then we obtain the well-known Hamil-
ton function
H˜1 = p
2
1 + p
2
2 − 2ax2(3x21 + 16x22)−
b22
x61
+
b3
x21
(4.20)
after canonical transformation
p1 →
√
2p1 +
i
√
2(iab2 − b1x21)
x31
, x1 → x1√
2
.
The separated relation (4.19) defines the genus-3 non-hyperelliptic curve C˜ which was found in
[11] together with the variables of separation and the bi-Hamiltonian structure.
Proposition 5 The Hamilton-Jacobi equations associated with two He´non-Heiles systems de-
fined by Hamilton functions
H1 = p
2
1 + p
2
2 − 16ax2(x21 + 2x22) +
b21
x21
and
H˜1 = p
2
1 + p
2
2 − 2ax2(3x21 + 16x22)−
b22
x61
+
b3
x21
are simultaneously separable in the v-coordinates (4.18) obtained from parabolic coordinates by
using Ba¨cklund transformation.
4.4 Kowalevski system
Let us consider the non-orthogonal curvilinear coordinates u1,2 on S
2 defined through an equa-
tion
e =
(λ− u1)(λ− u2)
λ(λ2 − a2) =
2 sin θ(1 + sinφ)
λ− a +
2 sin θ(1− sinφ)
λ+ b
− 1 + 4 sin θ
λ
.
Starting with this function e(λ) we can get the 2× 2 Lax matrix (3.5), which satisfies the linear
r-matrix equation (3.11) with the classical r-matrices (3.12) or (3.13), see [33].
In similar manner we can directly construct a representation of the r-matrix algebra (3.11)
associated with the classical r-matrix (3.14). In our case an = 0 and entries of the corresponding
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Lax matrix read as
Lˆ11 =
a cosφ pφ
λ2−a2
+
tan θ(λ+a sinφ)pθ
λ2−a2
− i
√
b1−b2
2(λ−a)
− i
√
b1+b2
2(λ+a)
, Lˆ12 =
e
4
,
Lˆ21 =
(ab1−b2λ) sinφ+ab2−b1λ
sin θ cos2 φ(λ2−a2)
+
(a sinφ−λ)p2
φ
sin θ(λ2−a2)
− 2a cos φ pθpφ
cos θ(λ2−a2)
− tan θ(a sinφ+λ)p
2
θ
cos θ(λ2−a2)
−1 ,
Lˆ22 = −
a cos φ pφ
λ2−a2
+
tan θ(λ+a sinφ)pθ
λ2−a2
− i
√
b1−b1
2(λ−a)
− i
√
b1+b2
2(λ+a)
As above, zeroes of the both off-diagonal elements of Lˆ(λ) are the coordinates of separation for
the Hamilton-Jacobi equation associated with the Hamilton function
H1 =
p2φ
sin θ
+
tan θ(4 sin θ + 1)p2θ
cos θ
− 4a sinφ sin θ + b1
sin θ cos2 φ
+
b2 sinφ
sin θ cos2 φ
which is a coefficient in the equation defining the spectral curve
C : 4λ(λ2 − a2)µ2 + λ3 −H1λ+H2 = 0 . (4.21)
If we substitute zeroes v1,2 of the entry Lˆ21(λ) and the corresponding momenta
pv1,2 = Lˆ11(v1,2)
into the two copies of the separated relation
C˜ :
(
2(λ2 − a2)µ2 + 2i(√b1 + b2(λ − a) +√b1 − b2(λ+ a))µ+ H˜1 +√H˜2 + b21 − b22)
×
(
2(λ2 − a2)µ2 + 2i(√b1 + b2(λ − a) +√b1 − b2(λ+ a))µ+ H˜1 −√H˜2 + b21 − b22)
−4λ2 + 4b3λ− 8
√
b4(λ
2 − a2)µ = 0 .
(4.22)
and solve the resulting equations we get the Hamilton function for the generalized Kowalevski
top
H˜1 = J
2
1 + J
2
2 + 2J
2
3 + 2ax1 −
b4
x23
+
b3√
x21 + x
2
2
+
2− x23
x22
(
b1 +
b2x1√
x21 + x
2
2
)
(4.23)
after the following canonical transformation
J1 = J1 +
√
b4 x2
x3
√
x21 + x
2
2
, J2 = J2 −
√
b4 x1
x3
√
x21 + x
2
2
.
As above the separated relation (4.22) defines genus 3 non-hyperelliptic curve.
These v-variables and separated relation (4.22) were obtained in [12, 35] in the frame-
work of bi-Hamiltonian geometry. Substituting Lˆ(λ) into the linear r-matrix equation (3.11)
with r-matrices (3.16) or (3.17) we can recover the corresponding Poisson bivectors P ′1 and P
′
2
compatible with the canonical bivector P in T ∗S2.
5 Conclusion
In this note we present a special set of variables on T ∗S2 which are the variables of separation
for the Neumann and Chaplygin systems simultaneously. These Chaplygin variables can be ob-
tained from the standard elliptic coordinates on the sphere using the Ba¨cklund transformation.
Then we prove that similar Ba¨cklund transformations for other curvilinear coordinates
on T ∗S2 and T ∗R2 yield variables of separation for the system with quartic potential, for the
18
He´non-Heiles system and for the Kowalevski top. The corresponding separated relations are
associated with the genus-3 non-hyperelliptic curves, which bear a great resemblance to each
other.
Thus, we start with a lot of isolated known examples of two-dimensional separable systems
and prove that variables of separation for different systems may be related by the Ba¨cklund
transformation. It allows us to say about some analog of the hetero Ba¨cklund transformations
relating different Hamilton-Jacobi equations. Of course, on the next step we have to explain
the phenomenology described in this paper.
This work was partially supported by RFBR grant 13-01-00061.
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