ABSTRACT A variable gain feedback PD α -type iterative learning control (ILC) update rate is proposed for the fractional-order nonlinear systems with time delay. The learning update rate combines the open-loop and closed-loop strategy, in which the system's current tracking error and the previous iterative control of the tracking error are simultaneously used to correct the control effect. So, the proposed method could both speed up the convergence rate along the iteration direction and reduce the tracking error along the time direction. Furthermore, the algorithm ensures that the system has good learning efficiency and control performance at the different running time and iterative batches due to the time-iteration-variable learning gain. The sufficient condition for the convergence of the proposed algorithm is analyzed. Finally, the validity of the proposed method is verified on a numerical example and a wind power generation system.
I. INTRODUCTION
Iterative learning control (ILC) is one of the important research directions in the field of intelligent control and it also widely used in practice [1] . The advantages of ILC can be reflected in complex systems with nonlinear characteristic and the uncertain structural information. The basic ILC scheme takes full advantage of the previous implementation information. The repeated control trajectory is modified according to the tracking or performance errors obtained from the previous iterations. Then the desired trajectory is ultimately achieved, and the perfect control is completed [2] - [5] .
The ILC strategy has developed tremendously in the integer order systems and has been widely used in many fields, such as industrial robot, medical system [6] , [7] . However, some real systems are essentially described as the fractional order models in order to better characterize the dynamic process. So we should pay close attention to the fractional order system and its related control problem based on the fractional
The associate editor coordinating the review of this manuscript and approving it for publication was Youqing Wang. calculus theory. It includes the iterative learning control algorithm and the initial value problem of fractional linear system [8] - [10] . Fractional calculus originates in the 17th century and has been widely applied to physical and engineering practice now [11] - [17] . The fractional controllers also have been widely used to improve the performance and robustness of control systems [18] . The fractional calculus control theory is studied [19] - [21] .
The fractional order iterative learning control (FOILC) is first proposed in 2001, and the ILC strategy is applied to the fractional system has become a new research hotspot [22] - [26] . Many FOILC problems are proposed in order to improve the control performance of linear or nonlinear systems [19] - [21] , [27] . A D α -type ILC update rate is first proposed and the detailed analysis was carried out [28] , [29] . The PD α -type ILC is studied in the linear time invariant system [30] . The time domain analysis of FOILC is discussed [31] , [32] .
Many industrial processes have time-lag, so it is necessary to study the stability and convergence of FOILC control systems with time-delay. Here the FOILC for the fractional nonlinear systems with time-lag is considered. How to deal with the trajectory tracking control problem for fractional nonlinear system with time-lag? To answer this question, a variable gain feedback PD α -type ILC update rate is proposed and the sufficient condition of convergence for tracking errors are discussed in this paper. The main innovation is that for fractional nonlinear system with time-delay, the variable gain feedback structure is adopted on the basis of the closedloop PD α -type ILC algorithm. The closed-loop strategy aims to introduce the information of the current iteration which will improve the stability and convergence [33] . So the proposed ILC algorithm can realize the good tracking performance and the fast convergence. Another highlight of the proposed control algorithm lies on its variable gain strategy in which the learning gains are varied with the iterations k and time t. The variable gain are adjusted based on the system errors.
The structure of this paper is as follows. Section II introduces some of the basic definitions of the fractional calculus and the vector norms. Section III proposes the variable gain feedback PD α -type ILC update rate for a class of fractionalorder nonlinear systems with time-delay, and the system convergence are proved. Section IV gives two experiments, a numerical example and a wind power generation system, to verify the proposed method. Section V draws the conclusions and puts forward the future work.
II. PRELIMINARIES
First, we give some classical definitions of the fractional calculus and the vector norms [34] - [36] , which will be used in the following sections of this paper.
Definition 1: The Caputo fractional-order integral with order α ∈ (0, 1) is defined as
The λ-norm of a function e(t) is defined as
where the maximum norm of e(t) is defined as e(t) ∞ = max 0≤t≤T {|e(t)|} .
III. THE VARIABLE GAIN FEEDBACK PD α -TYPE ILC
The fractional-order nonlinear system with time-delay can be expressed as
where α ∈ (0, 1), y k (t) ∈ R and u k (t) ∈ R, · (α) represents the α th -order Caputo derivative of t, g k (t) is a continuous function defined on [−τ, 0] , and the function f satisfies
where a, b, and c are constants greater than zero, respectively. Assume that, for a given trajectory function y d (t), there exists an unique u d (t) satisfies
Here u d (t) and y d (t) denote the desired system control input and reference system output, respectively. The tracking error of the system is e k (t)
The variable gain feedback PD α -type ILC update rate is proposed for fractional nonlinear systems with time-delay. The sufficient condition for the convergence of the proposed algorithm is analyzed and given by introducing the λ-norm. The fractional-order variable gain feedback PD α -type ILC update rate is as follows, (4) where
are the variable gain functions that vary with the number of iterations k and time t, respectively.
where K p1 (0) and K d1 (0) are the initial values of the learning gains, and 0 < r(k) < 1 is a monotonically decreasing function about the number of iterations
where K p2 (0) and K d2 (0) are the initial values of the learning gains, 0 < σ < 1. From a batch perspective, K p1 (k + 1) and K d1 (k + 1) are related to k. At the beginning of the iteration, e k (t) is relatively large and K p1 (k + 1) is relatively large. The control effect of the learning law is more obvious. When the iteration error e k (t) is gradually reduced with the iteration k increasing, K p1 (k + 1) becomes greater. It is found that the control correction effect remains steady as a condition as possible along the iteration direction. This ensures that the iterative process is gradually amended until stable. From the time point of view, K p2 (t) and K d2 (t) are related to e k+1 (t). At the initial time, e k+1 (t) is relatively large and K p2 (t) is relatively small. As t tends to T , K p2 (t) increases properly, K d2 (t) decreases appropriately, y gradually approaches y d . Therefore, the proposed ILC strategy can adaptively adjust the control law and significantly obtain a fast convergence rate and high tracking precision.
The basic structure of variable gain feedback PD α -type ILC algorithm is shown in Figure 1 . The proposed ILC algorithm consists of two parts that simultaneously introduce the information from the current and history iterations. Their learning gains are varying with the number of iterations k and the system time t, respectively. Therefore, these two strategies, close-loop and variable gain, can significantly improve the system convergence, compared to the traditional openloop iterative learning control.
Lemma 1: For the system (1) and the reference system (3), the tracking error e 
where f is a continuous differentiable function,
Directly from the system (1) and its reference (3), we have 
where
Linking Eq. (5) and Eq. (6), we have
where λ is large enough such that
Define
Lemma 3: For the system(1) and the variable gain feedback PD α -type ILC scheme (4) and reference system (3), suppose u k+1
Taking the maximum norm on both sides of (7) yields
Multiplied the inequality (8) by e −λt and applying λ-norm, it is obvious that
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Because 0 < r(k) < 1, we choose the appropriate K d1 (0) such that
where Link it with Eq. (9),
According to Lemma 3.2 and the inequality (10), we have
Let λ is sufficiently large, (2) , and
It can be known that the convergence conditions ρ only depend on K d1 (0) but not K p1 (0) according to Theorem 1. So we just need to determine the initial values of the learning gains K d1 (0) to assure ρ < 1.
Proof: As long as yield ρ < 1, there is a large enough
In other words, lim
According to the existence and uniqueness theorem of fractional-order differential equation, it is obtained that
IV. SIMULATIONS
Example 1: Consider the fractional-order nonlinear system with time-delay as follows
The closed-loop PD α -type ILC law with fixed gains is
Furthermore, two kinds of variable gain feedback PD α -type ILC law are given,
and
In addition, K p1 (0) = 1, K d1 (0) = 1/2, the control input initial value is u 0 (t) = 0, the initial system output is y(0) = 0, T = 1 and the reference trajectory function is y d (t) = 12 t 2 (1 − t). Under the control of ILC update rate (13) , it is easy to get ρ = |1 + 1/2| −1 |1 + 1/4| = 5/6 < 1. Under the control of ILC update rate (14) , K d2 (t) ∈ (2, 4), ρ ∈ (5/12, 5/8), which satisfies all ρ < 1. Figure 2 and Figure 3 are the simulation results of the closed-loop PD α -type, the variable gain feedback PD α -type ILC update rate (13) and (14). (12)- (14), respectively. Where iteration k = 1, 2, · · · , the reference trajectory function is y d (t) = 12 t 2 (1 − t) and T = 1. Figure 3 is the two norm of y d (t) − y k (t) while fractionalorder nonlinear system with time-delay (11) under the action of ILC update rate (12)- (14), respectively. And the reference trajectory function is as follows:
For fractional-order system with time-delay (11) and the closed-loop PD α -type, the variable gain feedback PD α -type (13) and the variable gain feedback PD α -type (14) ILC update rate, the reference trajectory y d (t) is a segmentation function Figure 4 and Figure 5 show the corresponding simulation results of system (11), reference (16). Example 2: Give an example of wind power generation. Because the actual electrical and capacitive electrical properties are essentially fractional facts, the use of fractional descriptions is more receptive to their intrinsic characteristics and engineering values [21] , [31] , [37] , [38] .
the expression of each parameter is
FIGURE 4. System output: System(11), reference(16).
FIGURE 5.
Tracking error: System(11), reference (16) . Under the control of ILC update rate (14) , K d2 (t) ∈ (2, 4), ρ ∈ (0.79, 0.89), which satisfies all ρ < 1 and convergence condition of Theorem 1. Figure 6 and Figure 7 show the corresponding simulation results of system(17), reference (18) .
It can be seen from Figure 2 and Figure 7 that the iterative number of variable gain feedback PD α -type ILC update rate is smaller than the iterative number of closed-loop PD α -type ILC update rate when the tracking error of fractional nonlinear time-delay system (11) and (17) . At the same time, through the data in Table 1, Table 2 and Table 3 , it can be seen that the two norms of the tracking error with the variable gain feedback PD α -type ILC update rate are smaller than the two norms of the tracking error with closed-loop PD α -type ILC update rate after each iteration. Therefore, compared with the closed-loop PD α -type ILC update rate, the variable gain feedback PD α -type ILC update rate has a better convergence effect.
V. CONCLUSION
For a class of fractional-order nonlinear systems with timedelay, a variable gain feedback controller is added on the basis of the traditional closed-loop PD α -type ILC algorithm. By introducing the λ-norm, we get the sufficient condition that the system tracking error is bounded convergence. The simulation results show that the variable gain feedback PD α -type ILC system has faster convergence speed and better tracking effect. However, the time-delay is not considered separately when designing the controller in this paper. The time-delay does not affect the stability of the system on the iteration axis when k tends to infinity. But the system convergence along the time axis cannot be guaranteed within one batch due to the effect of time-delay. Then designing the controller and simultaneously considering the time-delay in one batch should be the further research topic. The appropriate iteration learning controller should guarantee the systemaŕs stability both in iteration direction and time direction.
