ABSTRACT. -In this paper we consider the following nonlinear elliptic problem (P):
Introduction and the main results
We prove in this paper a version of a Morse Lemma at infinity for Yamabe-type problems on domains in R n , n 4. These problems are related to the study of the equation The problem (P) is delicate from a variational viewpoint because the functional J does not satisfy the Palais-Smale condition (P.S. for short). This means that there exist sequences along which J is bounded, its gradient goes to zero and which do not converge. The P.S. condition fails for J on + = {u ∈ s.t. u 0}.
Its failure has been analyzed throughout the works of [13, 14, 16] . The analysis carried out in [11] and [15] comes out here virtually without any change. These various studies have led to the characterization of the sequences failing the Palais-Smale condition. In order to describe this characterization, we need to introduce some notations. Let, for a ∈ and λ > 0 given δ (a,λ) (x) = c 0 λ 1 + λ 2 |x − a| 2 (n−2) 2 (1.1) c 0 is chosen so that δ (a,λ) is the family of solutions of the Yamabe problem on R n . Let P be the projection from H 1 ( ) onto H 1 0 ( ) i.e. u = Pf is the solution of u = f in , u = 0 on ∂ .
Let, for ε > 0, p ∈ N * and w either a solution of (P) or zero V (p, ε, w) = u ∈ s.t. where, for i = j ,
The failure of Palais-Smale condition can be described as follows. Thinking of these sequences which do not satisfy the (P.S.) condition as "critical points", a natural idea is to try to find suitable parameters in order to complete a Morse Lemma at infinity. For manifolds without boundary, this program has been completed in [4] and [9] . We would here extend the proof of the existence of a Morse Lemma at infinity to the case of Dirichlet boundary conditions. We introduce the following parameterization of the set V (p, ε, w) (where w is a solution of (P)). We denote by W u (w) the unstable manifold of w for a decreasing pseudogradient of J . If a function u belongs to V (p, ε, w) then, for ε > 0 small enough, the minimization problem min u − α 0 (w + h) − has an unique solution, up to permutation (see [4] [5] [6] ). Therefore, for ε > 0 sufficiently small, any u in V (p, ε, w) can be uniquely written as We denote by G the Green's function of the Laplacian with Dirichlet boundary condition on and by H its regular part i.e.
G(x, y) = |x − y| 2−n − H (x, y) for (x, y) ∈ 2 ,
x H = 0 in 2 , G= 0 on ∂( 2 ).
For q ∈ N * , and x = (x 1 , . . . , x q ) ∈ q , such that x i = x j ∀i = j , we denote by M(x) = (m ij ) 1 by ρ(x) its least eigenvalue and by e(x) the eigenvector corresponding to ρ(x) whose norm is 1 and whose components are strictly positive (see [8] and [9] ).
In this paper we assume that zero is a regular value of ρ for each q p (such assumption is true if, for example, is a thin or a large annuli (see [1, 2] 
The proof of these theorems is of course quite difficult and extremely technical. In principle, it relies on the construction of a suitable pseudogradient Z at infinity, as in [4, 5, 9] , which in turn relies on very delicate expansion of J and ∂J near infinity.
This construction is even more difficult when there is a boundary, because the distance to the boundary appears (in the denominator) in the expansion (see Section 2). We need to complete much more delicate and careful expansion.
However, these Theorems are useful. They should be useful for the study of the existence of multiple solutions to (P). At this point, we will illustrate their usefulness through the following three results. We also give a new proof, based on these theorems, of the formula for the difference of topology between the sets W p and W p−1 where
. This formula was stated in [6] and a proof was provided in [8] . Namely, we prove PROPOSITION 1.6. -We assume that J has no critical point in
where
The remainder of the present paper is organized as follow. Section 2 will be devoted to the expansion of J and its gradient. In Section 3 we will study the v-part of u. In Section 4 we will construct a suitable pseudogradient and then we will prove Theorem 1.2, Proposition 1.5 and Proposition 1.6. The proof of Theorem 1.3 and Proposition 1.4 are given in Section 5. Lastly, the proofs require some technical estimates which may be found in appendices.
The expansion of the functional and its gradient
In this section, we will give the expansion of J (
where c 1 is a positive constant,
Proof. -
From Lemmas A.1 and A.3 (in Appendix A), we obtain
where R 2 satisfies
We are left for D. Observe that, for q = 2n/(n − 2), we have
We have also
Using Lemmas A.2, A.3 and A.4, and the fact that 4/(n − 2) 2, we get 
where R 2 is defined in (2.2).
Proof. -We have
Observe that, since n 4
Combining (2.6), (2.5), Lemmas A.5-A.9 and the following facts:
where R 3 satisfies 
As in the proof of Proposition 2.2, we get (2.5) but with λ i ∂P δ i /∂λ i changed by λ −1 i ∂P δ i /∂a i . Thus, using Lemmas A.10-A.14, the proposition follows.
, using (2.4) and the fact that
we need to estimate
10) where ⊂ B = B(a i , R).
The function h belongs to T w (W u (w)) which has a dimension equal to the index of w. Thus
Thus the result follows. ✷
We also have, for n 5, using Holder's inequality Observe also, using Holder's inequality, we obtain 
where R 3 is defined in Proposition 2.3.
We consider now the term
Observe that, we have the following estimates .
For n 6, we have 2n/(n + 2) n/(n − 2), thus
By the same way, 3 and
Using Lemmas A.10-A.14, A.17, A.18, the result follows. ✷
The v-part of u
In this section we deal with the v-part of u, in order to show that it is negligible to the concentration phenomenon.
and we have the following estimate
and therefore it is a quadratic positive form on v (see [3] ). Sincev minimize J in the v-space, it is easy to check the following claim (see [3] )
Thus, it is sufficient to estimate |f | where f is defined in Proposition 2.1. We have
Observe that and
See also
If n 6, we have If n 5, we have 1
Thus the estimate of |f | follows. ✷
We have the following estimate
The proof is similar to the proof of Lemma 3.1. So we will omit it.
Construction of a pseudogradient
In this section we construct a pseudogradient Z near infinity as in the Proposition A.2 of [4] . The new fact here comes from the boundary. We need a new technical point showing:
(1) how the expansion behave due to the boundary. We will show that terms of the type O ((λ i d i ) 2−n ) are added. (2) we can construct Z so that, on decreasing flow-lines, the minimal distance to the boundary only increases if it is small enough.
This new property requires a careful study of the behavior of the Green's function and its regular part near the boundary.
We begin by giving the following main result. where X = (a 1 , . . . , a p ).
We will prove Theorem 4.1 at the end of the section. We now prove Theorem 1.2 and Proposition 1.5.
Proof of Theorem 1.2. -Using Theorem 4.1, the proof is similar to some argument in Appendix 2 [4] (see also [9] ). ✷ Proof of Proposition 1.5. -On the one hand, from the normal forme of J and claims (ii) and (vi) of Theorem 4.1, we immediately derive (i) and (ii) of Proposition 1.5. On the other hand, since is bounded, we easily deduce claim (iii) of Proposition 1.5. ✷ Next we will prove some technical results needed for the proof of Theorem 4.1. 
This vector-field satisfies
Proof. -Using Proposition 2.2, we derive
Observe that 
where c 1 is a constant chosen small enough. Proof. -The lower-bound of the estimate of Lemma 4.2 is limited to the indices of T 2 , thus if T 2 ∩ I 1 = ∅, we can make the term (λ 1 d 1 ) −(n−2) appears in this lower-bound and therefore we can also make all the (λ i d i ) −(n−2) appear in this formula. For i ∈ T 1 (i.e. i satisfies (4.1)), we have
Therefore, from (λ 1 d 1 ) −(n−2) , we can make the term i∈T 1 ε ij appear in this lower bound. Hence, the proof of the corollary. ✷ If I 1 = {1, −, p}, we change the vector-field X 1 , so that along its flow-lines, I 1 is defined continuously even though there could be a switch in the relative ordering of the λ i d i 's. To this effect, let i 1 = min{i s.t. i ∈ T 2 }, we define
. . , p}, the following vector-field
satisfies the condition (i) of Theorem 4.1.
Proof. -Using Proposition 2.2, we obtain (4.2) but with indices in T 2 ∪ F i 1 . Since I 1 = {1, . . . , p}, we have for each i = k
and the result follows. In the other case i.e. 
Therefore, using the fact that the Green's function is positive, thus we derive
Using the fact that T 2 ∩ I 1 = ∅, the result follows as in the Proof of Corollary 4.3. ✷ Now, let us define, for c 2 a fixed small constant
For i ∈ L, we denote i 0 the index such that 
This vector-field satisfies
Proof. -Using Proposition 2.2, we derive (4.2) (for s = 1). The terms with j ∈ T 2 can be seen like O(ε ij ). We are interesting now with the indices j ∈ T 1 . Observe that, for
and the result follows. In the other case i.e. 1 2 d k d i 2d k , using that i, k ∈ T 1 , we have, as in (4.5)
and we use the same argument for (λ i |a i − a k |) −2 . Thus we obtain (4.9) with the indices j ∈ T 1 . Using the fact that the Green's function is positive and that H (a i , a i ) d Proof. -Since i belongs to I 1 and the term (λ i d i ) (2−n) appears in the lower-bound of the estimate of Lemma 4.5, as in the proof of Corollary 4.3, we can make all the (λ k d k ) (2−n) and k∈T 1 ε kr appear in this lower-bound. Thus, using Lemma 4.2 and Lemma 4.5, for m 1 a fixed large constant, the corollary follows. ✷ For d 0 a fixed small constant, we introduce the set 
where λ j 0 = max{λ i , i ∈ I 1 } and n i is the outward normal to
where R 3 is defined in Proposition 2.3 and
t. i and j satisfy (4.11) .
Proof. -Using the Proposition 2.3, we derive
where R 3 is the remainder term in Proposition 2.3. For i ∈ I 1 and j ∂n i )(a i , a j ) provided in the Appendix B and proved in the appendix of [8] , we derive (∂H /∂n i )(a i , a j ) > 0. In the other case, we have
and therefore
(4.15)
We also have for i ∈ I 1 (see Lemma B.2)
if we choose c 1 and c 2 so that c
(4.17)
Indeed, since T 2 ∩ I 1 = ∅, then i and j belong to T 1 . Using (4.8) and the fact that (4.11) is not satisfied, thus 
and our claim follows. Thus
Observe that, for i ∈ I 1 and j ∈ I 1 \ I 1 we have d i d j then, using Lemma B.3, −∂G(a i , a j )/∂n i > 0. For i, j ∈ I 1 , using the fact that (4.11) does not satisfied, thus (2−n) ) and therefore, since d i and d j are small, we have 
Proof. -For i ∈ I 1 and j ∈ L i , using Lemma 4.5, we can find a vector-field X 3 (i, j ) depending on the indices i and j and satisfying the estimate of Lemma 4.5. The vectorfield X 5 will be defined as follows
The result follows. ✷ Proof. -For m 1 and m 2 two fixed large constant, we derive by Lemma 4.2, Lemma 4.7 and Lemma 4.8
As in the proof of Corollary 4.3, we can make i∈T 1 ε (n−1)/(n−2) ij appears in the lowerbound of (4.18). Therefore the corollary follows. ✷ 
Proof. -Since I 1 = ∅, thus, for each i ∈ I 1 we have d i d 0 . We denote by M = M(a i , i ∈ I 1 ) the matrix defined in (1.5), by ρ its least eigenvalue and by e the eigenvector associated to ρ. Let η > 0 be such that for any x belongs to a neighborhood C(e, η) of e, where and for each x ∈ C(e, η) c we have
. If belongs to the set C(e, η) c , then we move the vector to C(e, η), as in [9] , along
Using Proposition 2.2, we derive
(4.20)
As in [9] , we have
For i ∈ I 1 , j ∈ T 1 \ I 1 , using (4.1), we obtain If |ρ | > ρ 0 and ρ > −ρ 0 , then we move the points a i 's along λ j 0ȧ i = −∂ρ/∂a i for each i ∈ I 1 where λ j 0 = max{λ i , i ∈ I 1 }. Using Proposition 2.3, we derive
where R 3 is defined in Proposition 2.3. For i ∈ I 1 and j
is not satisfied and therefore we have
where D is the diameter of . As in (4.16)
We can choose the constants c 1 and c 2 so that
(4.23)
Using that belongs to C(e, η), thus (4.19) is satisfied. Therefore (4.22) and (4.23) imply
Therefore, the lemma follows. ✷ 1. Now, we are going to prove claim (ii). We follow the argument of [4] and [9] .
We need to prove that the terms containedv are o( ε
and Q E (respectively Q F ) be the orthogonal projection onto E (respectively F ). Sincē
Sincev satisfies (V 0 ) then (v, P δ i ) = 0 and therefore
Using Propositions 2.2 and 2.3, we get
Using the estimate ofv (see Lemma 3.1) and that |Z| c, we derive
We, now, left for (∂J (ū), Z) . Observe that 
Observe that, for n 6 and k = j , 
Using the same argument than (3.2), we have
Since Z belongs to F thus
(4.24)
We now prove Theorem 1.3. variables (a, λ, h) → (ã,λ,h ) such that
From Lemma 5.2, we deduce that there is a change of variables h −h → H such that
Arguing as in the proof of Lemma 3.1, we obtain the following estimate
Thus, by the same argument used to prove Theorem 1.2, we can find another change of variables (a, λ) → (ã,λ) such that In T 2 ∪ T 3 , we order the λ i 's: λ i 1 λ i 2 · · · λ i s . On these variables, we define a vector-field as follows ( We need to add some more terms in our lower-bound. Thus, we will define another vector field using the set T 1 .
First, we order the λ i d i 's for i ∈ T 1 (for simplicity, we will assume that T 1 = {1, . . . , q}): λ 1 d 1 λ 2 d 2 · · · λ q d q and we define the set
where c 1 is a fixed small constant. For i ∈ I 1 , we introduce
where c 2 is a fixed small constant. We define the following two vector-fields using the variables a i 's and λ i 's, for i ∈ T 1 X 2 = − 
