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ADDING REVERSIBLE REACTIONS INVOLVING NEW SPECIES PRESERVES
OSCILLATION IN CHEMICAL REACTION NETWORKS
MURAD BANAJI∗
Abstract. We show that if a chemical reaction network (CRN) admits nondegenerate (resp., linearly stable)
oscillation, and we add new reversible reactions involving new species to this CRN, then the new CRN so created
also admits nondegenerate (resp., linearly stable) oscillation provided certain mild and easily checked conditions are
met. This claim that the larger CRN “inherits” oscillation from the smaller one, provided it is built from the smaller
CRN in an appropriate way, follows an analogous result involving multistationarity. It also adds to a number of
prior results on the inheritance of oscillation; these collectively often allow us to determine the capacity of a given
network for oscillation based on an analysis of its subnetworks.
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1. Introduction and statement of the main result. A mathematically interesting and
practically important question is when we can infer some dynamical behaviour in a network model
based on knowledge that this behaviour occurs in some model of a subnetwork. Results in this area
focussed on chemical reaction networks (CRNs), for example in [1, 2, 3, 4, 5, 6], have illustrated
that this is a rather subtle question. Some intuitively plausible claims turn out to be hard to prove,
or to be false. This paper contributes to this literature. The dynamical behaviour of interest here
is oscillation, and the main result to be proved (Theorem 1 below) was conjectured to hold in the
concluding sections of [6]; however the proof turned out to be somewhat harder than expected.
Theorem 1 states, roughly, that we can build a new oscillatory netork by adding into an existing
oscillatory network new reversible reactions involving both old and new species. There is a caveat:
the new species must figure nondegenerately in the new reactions. This condition is made precise
later, but can easily be illustrated in the special case of a single added reaction, when it becomes:
“there must be a net change in at least one new species in the added reaction”. Example 1.1
provides a simple illustration of the result in the special case of one added reaction. Meanings of
the terms, and assumptions about reaction kinetics, will follow later.
Example 1.1. Suppose that we have a CRN R on chemical species X1, . . . , Xn admitting linearly
stable oscillation. We now build a larger CRN R′ by adding to R a reaction R0 involving some
new species. Then, for example:
(i) If R0 is X1 + Xn+1 
 2Xn+1 then R′ also admits linearly stable oscillation: there is a
net change in the new species Xn+1 in the added reaction.
(ii) If R0 is X1 +Xn+1 
 Xn+1 +Xn+2 then R′ admits linearly stable oscillation: there is a
net change in the new species Xn+2 in the added reaction.
(iii) If R0 is X1 + Xn+1 
 Xn+1 then we cannot conclude from Theorem 1 that R′ admits
oscillation: there is a new species involves, but the added reaction does not cause any net
change in this new species.
It is little surprise that perturbation theory (both regular and singular) forms the backbone of the
proof of Theorem 1. The challenge which takes up the majority of our effort here is to recast the
problem as a perturbation problem in an appropriate way.
This paper contributes to the literature on oscillation in CRNs. This literature has a considerable
history and includes theoretical, numerical, and algorithmic work, focussed on both ruling out
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oscillation, and finding oscillation or bifurcations which give rise to oscillation. It would be hard to
compile a complete list of papers about, or with important implications for, oscillations in CRNs.
Instead, the following is a small sample, illustrating both numerical and applied work, and some key
strands of classical and modern theory: [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22].
Inheritance results of the kind here provide an important theoretical tool for guaranteeing the
occurrence of oscillation in CRNs without resorting to numerical investigation.
Presenting a detailed introduction to the mathematical theory of CRNs can often take up a con-
siderable chunk of a paper, and a minimal approach is adopted here: we intersperse key definitions
into the text without much discussion. The reader is referred to some of the papers referenced
above and to [23] for a more thorough background using notation and conventions close to those
adopted here.
We now turn to statement of the main result. Consider a chemical reaction network R involving
n species X1, . . . , Xn collectively termed X. Let species Xi have concentration xi (i = 1, . . . , n).
We are interested in positive concentrations, namely x := (x1, . . . , xn)
t ∈ Rn0 := {x ∈ Rn : xi >
0 for all i}. Suppose that we have r0 chemical reactions involving X, and that the ith reaction
has reaction vector Γi and reaction rate vi(x). We assume only that vi : Rn0 → R is C2. v(x) :=
(v1(x), . . . , vr0(x))
t is termed the reaction rate vector for the system, and Γ := [Γ1| · · · |Γr0 ] is
termed the stoichiometric matrix of the system. Then the following system of ODEs on Rn0
describes the evolution of the concentration vector x.
(1) x˙ = Γv(x) ,
Note that the RHS of (1) belongs to im Γ, a linear subspace of Rn termed the stoichiometric
subspace of the system, and consequently cosets of im Γ are invariant under the local flow defined by
(1) on Rn0. The intersection of these cosets of im Γ with Rn0 are termed the positive stoichiometry
classes of the system.
Now let m ≥ 1 and k ≥ 0 be integers and suppose that we add to the system m new reversible
reactions involving m + k new species Y1, . . . , Ym+k, collectively termed Y . The new CRN ob-
tained from R by adding in the new reversible reactions will be termed R′. In order to state a
nondegeneracy condition on the added reactions we need to describe these reactions, and for this
we introduce some notation.
Given a list of species, say X1, . . . , Xn, and a nonnegative integer vector of the same length, say
c = (c1, . . . , cn)
t, we write c · X for the formal sum (i.e., complex in CRN terminology) c1X1 +
c2X2 + · · · + cnXn. We simply write “0” for the zero complex 0 ·X. Using this notation, let the
new reactions be:
(2) ai ·X + bi · Y 
 a′i ·X + b′i · Y, (i = 1, . . . ,m) .
Here ai, a
′
i, bi and b
′
i are nonnegative integer vectors of length n, n, m+ k and m+ k respectively.
Define a = (a1|a2| · · · |am) ∈ Rn×m, with a′ ∈ Rn×m, b ∈ R(m+k)×m and b′ ∈ R(m+k)×m defined
similarly. Define α = a′ − a ∈ Rn×m and β = b′ − b ∈ R(m+k)×m. α records the net stoichiometric
changes of the old species X in the added reactions. β records the net stoichiometric changes of
the new species Y in the added reactions and occurs in a nondegeneracy condition in Theorem 1
below. Let yi denote the concentration of Yi (i = 1, . . . ,m+k), and define y := (y1, . . . , ym+k)
t. If
the new reactions have reaction rate vector q : Rn0 × Rm+k0 → Rm, then R′ evolves according to:
(3)
(
x˙
y˙
)
=
(
Γ α
0 β
)(
v(x)
q(x, y)
)
on Rn0 × Rm+k0 . We are now ready to state our main result, although some of the definitions to
make it precise will follow.
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Theorem 1. Suppose the CRN R with evolution described by (1) has a nondegenerate (resp.,
linearly stable) positive periodic orbit. Let R′ be the CRN with evolution described by (3), obtained
by adding in the reactions of (2) to R. Suppose (i) β has rank equal to m, its number of columns,
and (ii) the added reactions are given mass action kinetics. Then rate constants can be chosen
for the added reactions in such a way that R′ has a nondegenerate (resp., linearly stable) positive
periodic orbit.
By a positive periodic orbit, we mean a periodic orbit that lies in the (strictly) positive orthant. By
a nondegenerate periodic orbit, we mean one that is hyperbolic relative to its stoichiometry class.
Linearly stable is also taken to mean linearly stable relative to its stoichiometry class. Precise
statement of these latter conditions is deferred to Section 3.
Theorem 1 is exactly analogous (including the condition that β has rank m) to Theorem 5 in [5],
replacing “multiple positive nondegenerate (resp., linearly stable) equilibria” with “a nondegener-
ate (resp., linearly stable) positive periodic orbit”. The proof draws heavily both on techniques
developed in [5], and on singular perturbation theory approaches which formed the basis for the
proof of Theorem 4 in [6]. It is hoped that the proof of Theorem 1 provides a template for the
proof of further inheritance results on CRNs.
2. An example. The proof of Theorem 1 is constructive: it not only tells us about inheritance
of oscillation, but also gives information about parameter regions at which oscillation occurs. Before
the proof, we present an example illustrating the result, including how to choose parameter values
at which we can observe inherited oscillation.
In [6], the following was presented as an example of a CRN which admits stable oscillation with
mass action kinetics:
(R1) X + Z k1−→ 2Y k2−→ X + Y, 0
k3

k4
X, 0
k5

k6
Y, 0
k7

k8
Z .
This is an example of a so-called fully open CRN on three species X,Y and Z, as it includes the
inflow-outflow reactions 0 
 X, 0 
 Y and 0 
 Z. The reactions are labelled with their rate
constants. In numerical simulations we easily find parameter regions where the CRN admits a stable
periodic orbit. For example, setting k1 = 4, k2 = 3, k3 = 0.2, k4 = 2, k5 = 0.3, k6 = 2.5, k7 = 2.5
and k8 = 0.2, and choosing initial conditions X0 = Y0 = Z0 = 1 we find the system settles, after
initial transients, onto the periodic orbit shown in Figure 1 below. We assume that the system
does indeed have a positive, linearly stable periodic orbit at these parameter values.
Fig. 1. Simulation of the CRN R1 with mass action kinetics and rate constants as given in the text. Left.
Evolution of the concentrations of X, Y and Z. Right. The projection of the periodic orbit onto X-Y coordinates.
Now suppose that we add in two further reversible reactions Y 
 U + V and U + X 
 2V + W
3
involving three new species U, V and W to obtain the system
(R2) X + Z k1−→ 2Y k2−→ X + Y, 0
k3

k4
X, 0
k5

k6
Y, 0
k7

k8
Z, Y
k9

k10
U + V, U +X
k11

k12
2V +W .
The matrix β representing the net stoichiometric changes of the new species in the added reactions
is, in this case  1 −11 2
0 1

which clearly has rank 2. Thus the nondegeneracy condition in Theorem 1 is satisfied, and the
theorem tells us that R2 admits stable oscillation with mass action kinetics.
The proof of Theorem 1 also tells us how to find oscillation in R2. We define two parameters  and
η, set k9 = 
−1, k10 = −1η−2, k11 = −1η−1 and k12 = −1η−2, and leave all other rate constants
as before; then the proof of Theorem 1 tells us that by choosing and fixing η > 0 sufficiently small,
and subsequently choosing and fixing  > 0 sufficiently small, we can ensure that R2 has a positive
periodic orbit which is linearly stable relative to its stoichiometry class. Moreover, with these
choices, variation in the values of U , V and W on the periodic orbit will be small; the values of U
and V on the periodic orbit will be small; the values of W on the periodic orbit can be controlled
by the choice of initial data; and the values of X, Y and Z on the periodic orbit will be close
to their original values in the absence of the added reactions. Some plots of the periodic orbit
(omitting transient behaviour) in the case  = η = 0.2, and with initial values of the new variables
U0 = V0 = 0, W0 = 1 are shown in Figure 2 below. Note that R2 now has a conserved quantity
3W + U − V .
Fig. 2. Simulation of the CRN R2 with mass action kinetics and rate constants as given in the text. Left.
Evolution of the concentrations of U , V and W . Right. The projection of the periodic orbit onto U -V coordinates.
3. Technical preliminaries. Before presenting the proof of Theorem 1 we need some nota-
tional and mathematical preliminaries from analysis and the theory of differential equations.
3.1. Basic notation, conventions, and definitions. We draw heavily on [5] and [6] here.
Definition 3.1 (Positive subsets of Rn). We refer to a subset of Rn as positive if it is a subset of
Rn0 := {x ∈ Rn : xi > 0 (i = 1, . . . , n)} .
Given x ∈ Rn, we write x 0 to mean x ∈ Rn0. We also define
Rn≥0 := {x ∈ Rn : xi ≥ 0 (i = 1, . . . , n)} .
Notation 3.2 (Vector of ones, identity matrix). 1 denotes a vector of ones whose length is inferred
from the context. If η is any real constant, then η denotes a vector whose entries are all η and
whose length is inferred from the context. In refers to the n× n identity matrix.
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Definition 3.3 (Empty vectors and matrices). In order to simplify some arguments, we formally
allow vectors and matrices to be empty. An empty matrix is one with zero rows, zero columns, or
both: when we define a matrix to be n×m, one or both of n or m is allowed to be zero. An empty
vector, for example, is a 0×1 matrix. Empty vectors and matrices obey the following natural rules.
(i) If A is an n×m matrix and B is an m× k matrix, then AB is defined and is an n× k matrix,
even if some of n,m or k are zero. If m = 0, but n and k are nonzero, then AB is defined to be
the n× k zero matrix. (ii) Any equation, inequality, or claim involving empty vectors or matrices
is vacuously satisfied (provided that it makes sense, dimensionally). (iii) Given an empty vector y
and a k × 0 matrix A, yA is defined to be 1, a vector of ones of length k.
Notation 3.4 (Sum of a point and a set). Given a point x0 ∈ Rn and a set A ⊆ Rn, x0 + A
means, naturally, the following subset of Rn: {x0 + y : y ∈ A}.
Notation 3.5 (Open ball in Rn). For any x ∈ Rn and r > 0, let Br(x), be the open ball in Rn of
radius r with centre x, namely Br(x) := {y ∈ Rn : |y − x| < r}. If the argument x is omitted, it is
taken to be zero. The dimension n is to be inferred from the context.
Notation 3.6 (Hausdorff distance). Given two nonempty sets A and B in Rn with the Euclidean
metric, dH(A,B) denotes the Hausdorff distance between A and B.
Notation 3.7 (Monomials, vector of monomials). Given x = (x1, . . . , xn)
t and a = (a1, . . . , an),
xa is an abbreviation for the (generalised) monomial
∏
i x
ai
i . If A is an m × n matrix with rows
A1, . . . , Am, then x
A means the vector of (generalised) monomials (xA1 , xA2 , . . . , xAm)t.
Notation 3.8 (Entrywise product and entrywise functions). Given two matrices A and B with
the same dimensions, A◦B will refer to the entrywise (or Hadamard) product of A and B, namely
(A ◦ B)ij = AijBij. When we apply functions such as ln(·) and exp(·) with a vector or matrix
argument, we mean entrywise application. Similarly, if x = (x1, . . . , xn)
t and y = (y1, . . . , yn)
t,
then x/y means (x1/y1, x2/y2, . . . , xn/yn)
t.
Definition 3.9 (Mass action kinetics, rate constants). A chemical reaction a ·X → b ·X is said
to have mass action kinetics if the rate of reaction is kxa
t
for some positive constant k termed the
rate constant of the chemical reaction.
Notation 3.10 (Preimages of sets). Given a function f : A→ B, and any B ⊆ B, f−1(B) refers,
naturally, to {a ∈ A : f(a) ∈ B}.
Remark 3.11 (Differentiability of functions). When we refer to a function f as being Cr on some
set U ⊆ Rn, not necessarily open, we mean that there exists a function fˆ defined and Cr on an
open set V ⊆ Rn containing U and such that fˆ coincides with f on U .
Notation 3.12 (Derivatives of functions). Given a differentiable function f : U ⊆ Rn → Rm, Df
refers both to the derivative of f and also its matrix representation where the bases on Rn and
Rm are the standard bases or are to be inferred from the context. Given a set of positive integers
n1, . . . , nm, k, variables xi ∈ Rni (i = 1, . . . ,m) and a differentiable function f : Rn1×· · ·×Rnm →
Rk, Dxif refers to the derivative of f w.r.t. the variable xi and also its matrix representation.
We may also write Dif for the derivative of a function f w.r.t. its ith argument, or the matrix
representation of this derivative.
The following three examples, reproduced or adapted from [6], demonstrate how entrywise and
monomial notation greatly abbreviate otherwise lengthy calculations.
Example 3.13 (Rules of exponentiation). Let x, y ∈ Rm0, A,B ∈ Rn×m and C ∈ Rk×n. Let O
refer to the n×m matrix of zeros. Then (i) xO = 1, (ii) xA+B = xA ◦xB, (iii) xA ◦ yA = (x ◦ y)A
and (iv) (xA)C = xCA.
Example 3.14 (Logarithm of monomials). Suppose x ∈ Rm0, yi ∈ Rni0 (i = 1, . . . , k) and Ai ∈
Rm×ni (i = 1, . . . , k). If w = x ◦ yA11 ◦ · · · ◦ yAkk , then lnw = lnx+A1 ln y1 + · · ·+Ak ln yk.
Example 3.15 (Differentiation of monomials). Suppose k ∈ Rm0, x ∈ Rn0, A ∈ Rm×n. Let
w : Rn0 → Rm0 be defined by w(x) := k ◦ xA. Then Dw = diag(w)Adiag(1/x).
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3.2. Periodic orbits. We need a number of standard results on periodic orbits and Floquet
theory largely as described in Section 2 of [6]. We summarise these here, but the reader is referred
to [6] and the original sources ([24] for example) for more detail.
Consider some system of ODEs x˙ = F (x) on an open set U ⊆ Rn, satisfying conditions for existence
and uniqueness of solutions and hence defining a local flow Φt : U → U . For each x ∈ U , t belongs
to an open interval including 0 which in general depends on x, and Φt(x) is the point that initial
condition x “reaches” at time t. Given some T > 0 the orbit of a nontrivial T -periodic solution
of the ODE system is termed a periodic orbit of the system. Associated with any such periodic
orbit are its Floquet multipliers (or characteristic multipliers), namely eigenvalues of DΦT (x0)
where x0 is any point on the periodic orbit, and DΦT (x0) refers to the derivative of ΦT w.r.t.
x evaluated at x0. Here DΦt(x0) can be regarded as the fundamental matrix solution of the T -
periodic variational equation y˙ = DF (Φt(x0))y satisfying y0 = In. The choice of x0 does not affect
the Floquet multipliers.
Any periodic orbit always has one Floquet multiplier of 1 corresponding to the direction tangential
to the periodic orbit; the remaining Floquet multipliers are termed the nontrivial Floquet multi-
pliers of the periodic orbit. If none of the nontrivial Floquet multipliers lie on the unit circle in the
complex plane, then the periodic orbit is hyperbolic, and, in our terminology here, nondegenerate.
If, further, all of the nontrivial Floquet multipliers lie inside the unit circle in the complex plane,
then the periodic orbit is linearly stable and attracts a neighbourhood of itself.
Given any nondegenerate (resp., linearly stable) periodic orbit, by regular perturbation theory
arguments involving, for example, the construction of a Poincare´ map, a nearby nondegenerate
(resp., linearly stable) periodic orbit (with nearby period) exists for all ODEs on U C1-close to
x˙ = F (x). More precisely, we have the following result, which appears as Lemma 2.1 in [6]. A
proof can be found in Section IV of [25].
Lemma 3.16. Let U ⊆ Rr be open, ′ > 0 and F : U × (−′, ′) → Rr be C1. Consider the
-dependent family of ODEs on U
(4) x˙ = F (x, ) .
Suppose that x˙ = F (x, 0) has a nontrivial hyperbolic (resp., linearly stable) T -periodic orbit O ⊆ U .
Then there exists 0 ∈ (0, ′] s.t. for  ∈ (−0, 0) (4) has a hyperbolic (resp., linearly stable) periodic
orbit O satisfying lim→0 dH(O,O) = 0 and with period T satisfying lim→0 T = T .
An important basic observation that we will frequently need is that the Floquet multipliers of a
periodic orbit are invariant under C1-diffeomorphisms, and hence the notions of “nondegeneracy”
and “linear stability” of a periodic orbit are invariant under C1-diffeomorphisms. To be more
precise:
Lemma 3.17 (Invariance of Floquet multipliers). Suppose we have a C1 local flow Φt on an open
set U ⊆ Rn with a periodic orbit O ⊆ U . Let h : U → h(U) := V ⊆ Rn be a C1 diffeomorphism,
so that we have a new local flow Ψt = h ◦ Φt ◦ h−1 on V , and let O′ := h(O) be the corresponding
periodic orbit of Ψt. Then O and O′ have the same Floquet multipliers.
Proof. Given any point x0 ∈ O and the corresponding point y0 = h(x0) ∈ O′, DΦt(x0) and
DΨt(y0) are linear operators from Tx0U
∼= Rn to TΦt(x0)U ∼= Rn, and Ty0V ∼= Rn to TΨt(y0)V ∼= Rn
respectively. They are defined for all t ∈ R (since Φt(x0) is periodic in t), and clearly satisfy
DΦ0 = id and DΨ0 = id. Applying the chain rule to Ψt = h ◦ Φt ◦ h−1 gives
DΨt(h(x0)) = Dh(Φt(x0)) DΦt(x0) [Dh
−1(h(x0))] .
Setting t = T , and observing that h(x0) = y, ΦT (x0) = x0 and Dh
−1(h(x0)) = [Dh(x0)]−1 gives:
DΨT (y0) = [Dh(x0)] DΦT (x0) [Dh(x0)]
−1 .
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Now the Floquet multipliers of O are the eigenvalues of DΦT (x0) and the Floquet multipliers of
O′ are the eigenvalues of DΨT (y0). Since the final equation shows that DΦT (x0) and DΨT (y0)
are similar, the two sets of Floquet multipliers are equal.
Remark 3.18 (Floquet multipliers relative to a given set). Let Φt be a local flow on an open
set U ′ ⊆ Rn, let U ⊆ U ′ be locally invariant under Φt, and let O ⊆ U be a periodic orbit of
Φt. Let V ⊆ Rm be open and suppose that h : U → V is a C1-diffeomorphism. In the light of
Lemma 3.17 it makes sense to refer to the Floquet multipliers of O relative to U . We mean the
Floquet multipliers of h(O) for the derived flow Ψt = h ◦ Φt ◦ h−1 on V , which, by Lemma 3.17,
do not depend on V or h.
Nondegenerate/linearly stable periodic orbits for a CRN. Suppose now that we have a
chemical reaction network with stoichiometric matrix Γ defining a system of ODEs x˙ = Γv(x) as in
(1). Since cosets of im Γ are invariant under the local flow defined by such a system, any periodic
orbit must belong to one of these sets. If Γ has rank r, less than its number of rows n, then it is
easily seen that no periodic orbit can be nondegenerate or linearly stable in the sense described
above since any periodic orbit has n− r nontrivial Floquet multipliers with value 1 corresponding
to directions transverse to the coset of im Γ on which it lies. In this situation, we follow [6] and
overload the terms nondegenerate and linearly stable as follows. We say that a periodic orbit O
is nondegenerate (resp., linearly stable) if it has r − 1 Floquet multipliers which are disjoint from
(resp., inside) the unit circle, or equivalently if it is nondegenerate (resp., linearly stable) relative
to the coset of im Γ on which it lies in the sense of Remark 3.18. This abuse of terminology should
cause no confusion.
3.3. Some results from analysis. We need the following form of the implicit function
theorem (IFT):
Lemma 3.19 (Implicit Function Theorem). Let W ⊆ Rn × Rm be open and F : W → Rm be Cr
(r ≥ 1). Suppose F (a, b) = 0 for some (a, b) ∈W and the Jacobian matrix D2F (a, b) (namely with
respect to the second variables) is nonsingular. Then there exist U ⊆ Rn, V ⊆ Rm both open, with
(a, b) ∈ U × V ⊆W , and a Cr function φ : U → V satisfying φ(a) = b, and such that
{(x, y) ∈ U × V : F (x, y) = 0} = {(x, φ(x)) : x ∈ U} ,
namely, the zero set of F in U × V is precisely the graph of φ.
Proof. See, for example, Chapter 5 of [26].
The reader may easily verify that the sets U and V in the statement of the IFT may, without loss
of generality, be chosen to be open balls with centres a and b in Rn and Rm respectively.
We need the following consequence of the IFT.
Lemma 3.20 (IFT extended to a compact set). Let W ⊆ Rn × Rm be open and F : W → Rm be
Cr (r ≥ 1). Let X be a compact set in Rn such that X × {0} ⊆ W . Suppose that, for all x ∈ X,
F (x, 0) = 0 and the Jacobian matrix D2F (x, 0) is nonsingular for each x ∈ X. Then there exist
an open set U ⊆ Rn containing X, t > 0 such that U × Bt ⊆ W , and a Cr function φ : U → Bt
whose graph is precisely the zero-set of F in U ×Bt, namely,
{(x, y) ∈ U ×Bt : F (x, y) = 0} = {(x, φ(x)) : x ∈ U} .
Proof. We apply the IFT at (x, 0) for each x ∈ X. For each x ∈ X, there exist sx > 0 and tx > 0
such that Bsx(x)×Btx ⊆W , and a Cr function φx : Bsx(x)→ Btx such that the zero set of F in
Bsx(x)×Btx is precisely the graph of φx, namely,
{(x, y) ∈ Bsx(x)×Btx : F (x, y) = 0} = {(x, φx(x)) : x ∈ Bsx(x)} .
We now choose a finite set {xi} ⊆ X such that U ′ := ∪Bsxi (xi) forms an open cover of X. We
define the function φˆ : U ′ → Rm via φˆ(x) = φxi(x) where xi is chosen as any element such that
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x ∈ Bsxi (xi). φˆ is a well defined function since if x ∈ Bsxi (xi) ∩ Bsxj (xj), then φxi(x) = φxj (x)
(as φxi(x) and φxj (x) must certainly both lie in one of Btxi or Btxj ). It is also clear that φˆ is
Cr since it coincides with the Cr functions {φxi}. Let t := min{txi}. Since φˆ is continuous, X is
compact, and φˆ(x) = 0 for x ∈ X, there exists an open neighbourhood U ⊆ U ′ of X such that
x ∈ U implies |φˆ(x)| < t. Define φ := φˆ
∣∣∣
U
. Clearly φ satisfies the claims of the lemma, and in
particular {(x, y) ∈ U ×Bt : F (x, y) = 0} = {(x, φ(x)) |x ∈ U} .
We will need the following technical lemma in order to make uniform estimates on compact sets.
Notation is fixed to be consistent with those proofs where Lemma 3.21 is used.
Lemma 3.21. Let Z ⊆ Rr be compact, m a positive integer, and η′ > 0 a positive constant. Let
θ : Z × [−η′, η′]→ Rm satisfy
• θ is C1 with Lipschitz continuous derivative on its domain of definition (see Remark 3.11).
For example, if θ is C2, then this condition certainly holds.
• θ(z, 0) = 0 for all z ∈ Z.
Then θ/η : Z × [−η′, η′]\{0} → Rm has a continuous extension to Z × [−η′, η′]. In particular,
θˆ : Z × [−η′, η′]→ Rm defined by
θˆ(z, η) :=
{
θ(z, η)/η (η 6= 0)
Dηθ(z, 0) (η = 0)
is continuous on Z × [−η′, η′]. Consequently R(z, η) := θˆ(z, η) −Dηθ(z, 0) is continuous on Z ×
[−η′, η′].
Proof. It is trivial that θˆ is continuous (in fact, C1) at points in its domain where η 6= 0. So we need
to show that it is continuous at an arbitrary point of Z×{0}. Define R(z, η) := θˆ(z, η)−Dηθ(z, 0)
on Z × [−η′, η′]. Then R(z, 0) = 0 and θ(z, η) = η[Dηθ(z, 0) +R(z, η)] is an identity; on the other
hand, Taylor’s theorem tells us that limη→0R(z, η) = 0. We would like to show that given any
z0 ∈ Z, |θˆ(z, η)− θˆ(z0, 0)| → 0 as (z, η)→ (z0, 0). If η = 0, then
|θˆ(z, η)− θˆ(z0, 0)| = |θˆ(z, 0)− θˆ(z0, 0)| = |Dηθ(z, 0)−Dηθ(z0, 0)|
which, by continuity of Dηθ at (z0, 0) can be made arbitrarily small by choosing |z−z0| sufficiently
small. So now consider the case η 6= 0. We assume that η > 0; the case η < 0 requires minor
modifications below. By the triangle inequality:
|θˆ(z, η)− θˆ(z0, 0)| ≤ |θˆ(z, η)− θˆ(z0, η)|+ |θˆ(z0, η)− θˆ(z0, 0)|
=
1
η
|θ(z, η)− θ(z0, η)|+ |θˆ(z0, η)− θˆ(z0, 0)| .(5)
The final term is simply the magnitude of the remainder R(z0, η) in the Taylor expansion:
(6) |θˆ(z0, η)− θˆ(z0, 0)| = |θ(z0, η)/η −Dηθ(z0, 0)| = |R(z0, η)| .
On the other hand, using the fundamental theorem of calculus, we get
|θ(z, η)− θ(z0, η)| =
∣∣∣∣∫ η
0
(Dηθ(z, σ)−Dηθ(z0, σ)) dσ
∣∣∣∣ ≤ ∫ η
0
|Dηθ(z, σ)−Dηθ(z0, σ)| dσ .
Lipschitz continuity of Dηθ means that |(Dηθ(z, σ)−Dηθ(z0, σ))| ≤ K|z − z0|, where K is the
Lipschitz constant of Dηθ on Z × [−η′, η′]. Thus
(7)
|θ(z, η)− θ(z0, η)|
η
≤ 1
η
∫ η
0
K|z − z0|dσ ≤ K|z − z0| .
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We thus have from (5), (6) and (7):
|θˆ(z, η)− θˆ(z0, 0)| ≤ K|z − z0|+ |R(z0, η)| .
The first term on the RHS can be made small by choosing |z−z0| sufficiently small; the second term
can be made small by choosing η sufficiently small. This completes the proof that θˆ is continuous
on Z × {0} and hence on its entire domain. As θˆ is continuous and Dηθ(z, 0) is continuous (as θ
is C1), R is continuous as the difference of two continuous functions.
4. Proof of Theorem 1. The proof is presented with some surrounding explanation and,
for readability, several subclaims are separated from the main proof into “subproofs”. This is to
allow the reader to follow the main argument without necessarily digressing into the details of each
technical claim. We break the proof into numbered points which can be referred back to.
1. The basic set-up. We suppose that the original CRN R described by (1), namely, x˙ = Γv(x),
admits a nondegenerate (resp., linearly stable) positive periodic orbit O. Recall that Γ is an
n× r0, and that v : Rn0 → Rr0 is assumed to be C2. Define SO to be the coset of im Γ which
contains O, namely SO = x0 + im Γ for some x0 ∈ O. Let Zo be some connected subset of
SO containing O, relatively open w.r.t. SO, and whose closure, Z, is compact and lies in Rn0.
We do not need to introduce local coordinates on SO explicitly, although this can be done (see
Remark 4.1).
Recall the definitions of the matrices a, a′, b, b′, α and β. Given the assumption that the
(m+ k)×m matrix β has rank m, we can assume without loss of generality (i.e., by reordering
the added species Y if necessary) that β =
(
βˆ
β¯
)
, where βˆ is a nonsingular m ×m matrix,
and β¯ is a k ×m matrix. If k = 0, then β¯ is empty. yˆ ∈ Rm, y¯ ∈ Rk, bˆ ∈ Rm×m, bˆ′ ∈ Rm×m,
b¯ ∈ Rk×m and b¯′ ∈ Rk×m are defined in the natural way (y¯, b¯, and b¯′ are empty if k = 0).
The stoichiometric matrix of R′ is
Γ′ :=
(
Γ α
0 β
)
.
Let S∗ denote the coset of im Γ′ which includes the point (x, yˆ, y¯) = (x0, 0,1). (In the case
k = 0, this just means that (x, yˆ) = (x0, 0).) Let S
∗
+ denote the positive part of S
∗, namely
S∗+ := S
∗∩ (Rn0×Rm+k0 ). Our goal is to show that we can choose rates for the added reactions
from the class of mass action kinetics, such that R′ admits a periodic orbit on S∗+ which is
nondegenerate (resp., linearly stable) relative to S∗.
2. A coordinate transformation to simplify the geometry. With the ultimate aim of setting
up a singular perturbation problem, we now carry out a number of steps. The first is to define
a new variable z = x−αβˆ−1yˆ. More precisely, we define the linear bijection φ0 : Rn ×Rm+k →
Rn × Rm+k by
φ0
(
x
y
)
=
(
x− αβˆ−1yˆ
y
)
, so that φ−10
(
z
y
)
=
(
z + αβˆ−1yˆ
y
)
.
We refer to the domain of φ0 as (x, y)-space and its codomain as (z, y)-space. It is easily shown
that φ0 takes cosets of(
Γ α
0 β
)
in (x, y)-space to cosets of
(
Γ 0
0 β
)
in (z, y)-space.
(See Subproof 4.2.) In (z, y)-space, (3) becomes
(8)
z˙ = Γv(z + αβˆ−1yˆ) ,
y˙ = βq(z + αβˆ−1yˆ, y) ,
(8) defines a local flow on φ0(Rn0 × Rm+k0 ) = {(z, y) ∈ Rn × Rm+k : z + αβˆ−1yˆ  0, y  0}.
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3. Removing the variables y¯. We now carry out a further transformation to eliminate the
variable y¯ from (8). Define δ := −(β¯βˆ−1)t. Then δtyˆ + y¯ is constant along trajectories of (8).
(See Subproof 4.3.) We fix the value of δtyˆ + y¯ as 1 (this choice is arbitrary: any fixed vector
in Rk0 would do) and define the hyperplane
H := {(z, y) ∈ Rn × Rm+k : δtyˆ + y¯ = 1} .
Note that according to our conventions, H := Rn×Rm if k = 0. H is invariant under (8), being
a union of cosets of im Γ× imβ in Rn×Rm+k. Define the affine bijection φ1 : H → Rn×Rm by
φ1(z, (yˆ,1 − δtyˆ)) = (z, yˆ). φ1 is the restriction of the projection (z, yˆ, y¯) 7→ (z, yˆ) to H and is
just the identity on Rn × Rm if k = 0. Define S := SO × Rm, and observe that
(9) φ−10 ◦ φ−11 (S) = S∗ .
(See Subproof 4.4.) The action of the transformations φ0 and φ1 is summarised in Figure 3.
(x, y)-space
δtyˆ + y¯ = 1
S∗
(z, y)-space
δtyˆ + y¯ = 1
(H)
(z, yˆ)-space
S
φ0
φ0 φ1
φ1 ◦ φ0
Fig. 3. The bijections φ0 and φ1 take (x, y)-space to (z, y)-space, and the affine subspace H of (z, y)-space
defined by δtyˆ + y¯ = 1 to (z, yˆ)-space respectively. φ1 ◦ φ0 is defined on φ−10 (H), namely, the affine subspace of
(x, y)-space defined by δtyˆ+ y¯ = 1, and is an affine bijection between this subspace and (z, yˆ)-space. Its restriction
to S∗ is an affine bijection between S∗ and S.
The claim that φ−10 ◦ φ−11 (S) = S∗ is consistent with the following notational convention which
we now adopt: given a set X in (z, yˆ)-space, X∗ refers to the corresponding set in (x, y)-space,
namely X∗ = φ−10 ◦φ−11 (X). Notice that if X ⊆ S, then X∗ ⊆ S∗. In the other direction, given
a function F on (x, y)-space, F∗ refers to the corresponding function on (z, yˆ)-space, namely
F∗ = F ◦ φ−10 ◦ φ−11 .
4. The system in (z, yˆ)-space. Define
W+ := {(z, yˆ) ∈ Rn × Rm : φ−10 ◦ φ−11 (z, yˆ) ∈ Rn0 × Rm+k0 },
or explicitly W+ = {(z, yˆ) ∈ Rn × Rm : z + αβˆ−1yˆ  0, yˆ  0, 1− δtyˆ  0}. Similarly, define
S+ := {(z, yˆ) ∈ S : φ−10 ◦ φ−11 (z, yˆ) ∈ Rn0 × Rm+k0 },
namely, S+ := {(z, yˆ) ∈ S : z+αβˆ−1yˆ  0, yˆ  0, 1−δtyˆ  0}. Note that S∗+ = φ−10 ◦φ−11 (S+)
as expected from our notational conventions.
Define q∗ = q ◦ φ−10 ◦ φ−11 , namely, q∗(z, yˆ) = q(z + αβˆ−1yˆ, (yˆ,1 − δtyˆ)). As q is defined on
Rn0 × Rm+k0 , q∗ is defined on W+. The restriction of (8) to H, followed by projection by φ1,
gives the following system on W+:
(10)
z˙ = Γv(z + αβˆ−1yˆ) ,
˙ˆy = βˆq∗(z, yˆ) .
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We now take steps to restrict attention to a more convenient domain than W+. We observe
that there exists ypos > 0 such that
Z+ := {(z, yˆ) : z ∈ Z, yˆ  0, |yˆ| ≤ ypos}
lies in S+, namely,
(11) Z∗+ := φ−10 ◦ φ−11 (Z+) ⊆ Rn0 × Rm+k0 .
(See Subproof 4.5.) Since Z+ ⊆ S+, it follows that Z∗+ ⊆ S∗+. Thus (10) defines a local flow on
Zo+, the relative interior of Z+ in S, and applying φ−10 ◦ φ−11 we get a corresponding local flow
on a relatively open subset of S∗+.
5. Choosing the rates for the new reactions. The rate function q of the new reactions has
so far been left undetermined. q will be chosen from some class of rate functions depending on
two parameters  and η taking the form
1

f(x, y, η) .
f will be chosen shortly, but for the moment we assume that f is defined and C2 on Rn0 ×
Rm+k0 × R>0. The reason for introducing the two parameters is that, roughly speaking, we
need to be able to make both rates of each reversible reaction arbitrarily large (via ) while
independently controlling the ratio of forward and backward rates (via η).
In arguments below we sometimes extend φ0 and φ1 to (x, y, η)-space and (z, y, η)-space respec-
tively, namely we let φ0 and φ1 refer to φ0 × id and φ1 × id. This should cause no confusion.
Define f∗ := f ◦ φ−10 ◦ φ−11 , or more explicitly f∗(z, yˆ, η) = f(z + αβˆ−1yˆ, (yˆ,1 − δtyˆ), η). By
construction f∗ is defined and C2 on W+ × R>0 which includes Z+ × R>0. (10) now takes the
form of a typical singular perturbation problem:
(12)
z˙ = Γv(z + αβˆ−1yˆ) ,
 ˙ˆy = βˆf∗(z, yˆ, η) .
When we study (12) we restrict attention to Zo+.
We have left fixing of the kinetics of the added reactions to this late stage in order to facilitate
generalisation of the results. But now we assume mass action kinetics for the added reactions
(2), and set
(13) f(x, y, η) := η−bˆ
t ◦ xat ◦ ybt − η−bˆ′t ◦ xa′t ◦ yb′t .
6. The positive zero-set of f . For reasons which will become apparent, we are interested in
the positive zero-set of f . Let γ := −(α βˆ−1)t and recall that we defined δ = −(β¯ βˆ−1)t. With
some manipulation we find that for each fixed η > 0, solutions to f(x, y, η) = 0 on Rn0×Rm+k0
are precisely solutions to
g(x, y, η) := yˆ − ηxγ ◦ y¯δ = 0
on Rn0 × Rm+k0 (see Subproof 4.6.) Note that, for any γ and δ, g is defined on Rn0 × (Rm ×
Rk0) × R (this is to be interpreted as Rn0 × Rm × R if k = 0). Define g∗ := g ◦ φ−10 ◦ φ−11 ,
namely,
g∗(z, yˆ, η) = yˆ − η(z + αβˆ−1yˆ)γ ◦ (1− δtyˆ)δ .
g∗ is defined and C2 provided z+αβˆ−1yˆ  0 and 1−δtyˆ  0, and so the domain of g∗ includes
an open neighbourhood of Z×Bypos×R (recall Point 4). It is important in constructions below
involving the IFT that the domain of g∗ includes Z × {0} × {0}.
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7. An upper bound on η. We need to put a number of upper bounds on η. The first of these
ensures (via the implicit function theorem) that a portion of the zero set of g∗, and hence f∗, is
the graph of a function. Let E be the zero set of g∗ on its domain, namely
E := {(z, yˆ, η) ∈ Rn × Rm × R : z + αβˆ−1yˆ  0, 1− δtyˆ  0, g∗(z, yˆ, η) = 0} .
We now claim that there exists ymax ∈ (0, ypos] and η1 > 0 such that the zero-set of g∗ in
Z ×Bymax × (−η1, η1) is the graph of a C2 function θ : Z × (−η1, η1)→ Rm, namely,
E ∩ (Z ×Bymax × (−η1, η1)) = {(z, yˆ, η) : z ∈ Z, η ∈ (−η1, η1), yˆ = θ(z, η)} .
(See Subproof 4.7.) It is also clear that θ must satisfy θ(z, 0) = 0. For each fixed η ∈ (−η1, η1)
we then have
Eη := {(z, yˆ) ∈ Z ×Bymax : g∗(z, yˆ, η) = 0} = {(z, yˆ) : z ∈ Z, yˆ = θ(z, η)} .
The geometry of the situation is illustrated schematically in Figure 4.
Z
(−η
1
, η
1
)
Bymax E = graph of θ =
zero set of g∗
hyperplane η = η′
Eη′
z
yˆ
η
Fig. 4. The graph of θ coincides with the zero set of g∗ inside Z × Bymax × (−η1, η1). By choosing η1 to be
sufficiently small we can ensure that ymax is as small as we like. For each η′ ∈ (−η1, η1), Eη′ is the intersection
of this graph with the hyperplane η = η′.
8. A second upper bound on η. This is needed to ensure that the function θ just constructed
is strictly positive for positive η. In other words, we claim that there exists η2 ∈ (0, η1], such
that (z, η) ∈ Z × (0, η2) implies θ(z, η)  0 (see Subproof 4.8.) Recall, additionally, (point 7
above) that (z, η) ∈ Z × [0, η1) implies that |θ(z, η)| < ymax. Thus (z, η) ∈ Z × (0, η2) implies
that (z, θ(z, η)) ∈ Z+. As a result, provided η ∈ (0, η2), Eη ⊆ Z+ ⊆ S+ (see Point 4), and
consequently, defining E∗η := φ−10 ◦ φ−11 (Eη),
(14) E∗η ⊆ Z∗+ ⊆ S∗+ .
9. A third upper bound on η. This is needed to ensure that the differential algebraic system
obtained in a singular limit has a nondegenerate (resp., linearly stable) periodic orbit. Fix any
η ∈ (0, η2) and consider the following system
(15) z˙ = Γv(z + αβˆ−1θ(z, η)) ,
on Zo. We will see that the vector field F (z, η) := Γv(z + αβˆ−1θ(z, η)) occurring on the right
of (15) can be regarded as the so-called “reduced vector field” associated with (12). Note that
F is C2 on Z × (0, η2) and, by assumption, z˙ = F (z, 0) = Γv(z) has a periodic orbit O in Zo,
nondegenerate relative to SO. By regular perturbation theory arguments (Lemma 3.16) there
exists η3 ∈ (0, η2] such that provided η ∈ (0, η3) (15) has a periodic orbit O′η in Zo close to O,
and such that the number of Floquet multipliers of O′η relative to SO inside and outside the
unit circle is the same as that of O. Consequently if O is nondegenerate (resp., linearly stable)
relative to SO, then so is O′η.
12
10. A fourth upper bound on η. We need one more upper bound on η, connected with
ensuring that normal hyperbolicity conditions needed to apply results in [25] hold. For each
(z, η) ∈ Z × (0, η3) define W (z, η) := βˆDyˆf∗(z, θ(z, η), η), namely W (z, η) is the Jacobian
matrix of βˆf∗(z, yˆ, η) w.r.t. yˆ, evaluated at Eη. Since f∗ is defined and C2 on Z+ × R>0, Dyˆf∗
is defined and C1 on Z+ × R>0. Since, additionally, θ is C2 on Z × (0, η3), W is defined and
C1 on Z × (0, η3). We claim that there exists η4 ∈ (0, η3], such that (z, η) ∈ Z × (0, η4) implies
that W (z, η) is Hurwitz stable, namely the eigenvalues of W (z, η) lie in the open left half of the
complex plane. The calculations are fairly lengthy and are presented in Subproof 4.9.
11. Singular perturbation theory: completing the argument. We have done the prelim-
inary work and are ready to apply perturbation theory results of Fenichel [25]. We fix some
η ∈ (0, η4), and return to system (12) on Zo+, and the equivalent “fast time” system obtained
by rescaling time. These are
(A)
z˙ = Γv(z + αβˆ−1yˆ) ,
 ˙ˆy = βˆf∗(z, yˆ, η) ,
and (B)
z˙ = Γv(z + αβˆ−1yˆ) ,
˙ˆy = βˆf∗(z, yˆ, η),
with their respective limiting systems in the limit → 0+:
(A0) z˙ = Γv(z + αβˆ−1θ(z, η)) , and (B0)
z˙ = 0,
˙ˆy = βˆf∗(z, yˆ, η) .
At this point, it may help to visit Remark 4.1: we could, if we chose, identify SO with Rr and
hence S = SO × Rm with Rr+m via a linear change of coordinates, in which case Zo would be
identified with an open subset of Rr and Zo+ would be identified with an open subset of Rr+m.
However, instead, we choose to keep our current coordinate system and bear in mind that we
are restricting attention to the locally invariant set Zo+. Claims about “nondegeneracy” and
“linear stability” are relative to SO or S as appropriate.
(i) Note that Eoη := {(z, yˆ) : z ∈ Zo, yˆ = θ(z, η)} is an invariant manifold of (B0) consisting
entirely of equilibria. Our computation showing that W (z, η) = βˆDyˆf∗(z, θ(z, η), η) is Hurwitz
(point 10 above) means that the eigenvalues associated with these equilibria corresponding to
directions within S but transverse to Eoη all have negative real parts. The situation is illustrated
schematically in Figure 5.
yˆ
Z
z 7→ (z, θ(z, η))
Eη
Fig. 5. The bijection z 7→ (z, θ(z, η)) takes Z to Eη and hence Zo to Eoη . Eoη consists of equilibria of (B0), and
these equilibria have real, negative eigenvalues in directions traverse to Eη.
(ii) (A0) arises from the differential-algebraic system z˙ = Γv(z+αβˆ
−1yˆ), 0 = βˆf∗(z, yˆ, η) bearing
in mind that βˆ is nonsingular and that solutions to yˆ = θ(z, η) satisfying (z, η) ∈ Z × (0, η4)
form a portion of the zero set of f∗(z, yˆ, η) (points 6 and 7 above). For each fixed η ∈ (0, η4),
(A0) defines a local flow on Zo which includes the periodic orbit O′η which is nondegenerate
(resp., linearly stable) relative to SO (recall point 9 above). The projection of the vector field
of (A0), namely Γv(z + αβˆ
−1θ(z, η)), onto the tangent space of Eoη is the reduced vector field
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associated with this system in the terminology of [25]. The reduced vector field has the periodic
orbit
Oη := {(z, yˆ) : z ∈ O′η, yˆ = θ(z, η)} ,
on Eoη . Oη is nondegenerate (resp., linearly stable) relative to Eoη because O′η is nondegenerate
(resp., linearly stable) relative to SO and z 7→ (z, θ(z, η)) is a C1 diffeomorphism taking Zo ⊆ SO
to Eoη (see Remark 3.18). The situation is illustrated in Figure 6.
yˆ
Z
z 7→ (z, θ(z, η))
O′η
EηOη
Fig. 6. The bijection z 7→ (z, θ(z, η)), which takes Z to Eη, lifts the periodic orbit O′η to Oη.
According to Theorem 13.1 in [25], (i) and (ii) together tell us that the periodic orbit Oη
“survives” perturbation namely, given any ζ > 0, we can choose 0 > 0 such that for  ∈ [0, 0),
(A) has a periodic orbit Oη, satisfying dH(Oη,Oη,) < ζ. In particular, we choose 0 > 0 such
that  ∈ [0, 0) implies that dH(Oη,Oη,) < dH(Oη, ∂Z+), and hence Oη, ⊆ Zo+.
Moreover, according to Theorem 13.2 in [25], as Oη is nondegenerate (resp., linearly stable)
relative to S, 1 ∈ (0, 0] can be chosen such that for all  ∈ [0, 1), Oη, is nondegenerate (resp.,
linearly stable) relative to S as a periodic orbit of (A). The claim about linear stability follows
because the nontrivial eigenvalues of (B0) relative to S at points of Eη all have negative real
parts (point 10 above).
We now fix  ∈ (0, 1) and return to (x, y)-space. Let O∗η, := φ−10 ◦ φ−11 (Oη,). Explicitly,
O∗η, = {(x, (yˆ, y¯)) : (z, yˆ) ∈ Oη,, y¯ = 1− δtyˆ, x = z + αβˆ−1yˆ} .
Since Oη, ⊆ Z+, it follows that O∗η, ⊆ Z∗+ ⊆ S∗+ (recall (14)), namely, O∗η, is a positive
periodic orbit on S∗ for the enlarged CRN R′ governed by (3).
On the other hand, nondegeneracy (resp., linear stability) of Oη, for (A) relative to S, is
equivalent (since φ−10 ◦φ−11 is a C1 diffeomorphism taking S to S∗ – recall (9) and Lemma 3.17)
to nondegeneracy (resp., linear stability) of O∗η, relative to S∗.
We have thus constructed a family of nondegenerate (resp., linearly stable) periodic orbits of
R′ as desired. This completes the proof.
4.1. Remarks and subproofs.
Remark 4.1. In previous work [6], we introduced local coordinates on SO as follows. Let r be the
rank of Γ, let Γ0 be a matrix whose columns form a basis of im Γ, and define the r × r0 matrix
Q with rank r by Γ = Γ0Q. Choose an arbitrary point x0 ∈ SO and define h : Rr → SO by
h(w) = x0 + Γ0w. Then w ∈ Rr defines a local coordinate on SO which evolves according to the
differential equation
(16) w˙ = Qv(x0 + Γ0w) .
We can work with (16) rather than (1) as our starting point. However, explicitly introducing local
coordinates is not strictly necessary here and can obscure the fundamental geometrical meaning
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of calculations, so we avoid it. Instead, the reader may find it helpful to bear in mind that we can
identify SO with Rr, Z with a compact subset of Rr, and Zo with an open subset of Rr, all via
some linear bijection such as h.
Subproof 4.2. Given any z0 ∈ Rn, y0 ∈ Rm+k, t ∈ Rr0 and s ∈ Rm,
φ−10
[(
z0
y0
)
+
(
Γ 0
0 β
)(
t
s
)]
=
(
z0 + Γt+ αβˆ
−1(yˆ0 + βˆs)
y0 + βs
)
=
(
z0 + αβˆ
−1yˆ0
y0
)
+
(
Γ α
0 β
)(
t
s
)
= φ−10
(
z0
y0
)
+
(
Γ α
0 β
)(
t
s
)

Subproof 4.3. The claim that δtyˆ + y¯ is constant along trajectories of (8) is vacuously true in
the case k = 0. So, suppose that k > 0. Let P := [−β¯βˆ−1|Ik] ∈ Rk×(m+k). By a quick calculation,
Pβ = 0, and since P has rank k and dim(kerβt) = k by the rank-nullity theorem, the rows of
P must form a basis of kerβt. Multiplying y˙ = βq(x, y) by P on the left gives P y˙ = 0, namely
Py = −β¯βˆ−1yˆ + y¯ is constant along trajectories. Thus, the value of y¯ along a trajectory at any
point is specified by the value of yˆ on the trajectory at that point, and an additional parameter,
δtyˆ + y¯ ∈ Rk. 
Subproof 4.4. Let x0 be some arbitrary point on SO. Note that
φ−10 ◦ φ−11 (S) = {(x, y) : x− αβˆ−1yˆ ∈ SO, δtyˆ + y¯ = 1} .
Thus (x, y) ∈ φ−10 ◦ φ−11 (S), implies that x − αβˆ−1yˆ = x0 + Γt for some t ∈ Rr0 , namely x =
x0 + Γt+ αβˆ
−1yˆ, and y¯ = 1− δtyˆ, so that xyˆ
y¯
 =
 x00
1
+
 Γ α0 βˆ
0 β¯
( t
βˆ−1yˆ
)
∈
 x0
1
+ im Γ′ .
Thus (x, y) ∈ φ−10 ◦ φ−11 (S) ⇒ (x, y) ∈ S∗. On the other hand, (x, y) ∈ S∗ means, by definition,
that  xyˆ
y¯
 =
 x00
1
+
 Γ α0 βˆ
0 β¯
( t
s
)
,
for some t ∈ Rr0 and s ∈ Rm, from which we see that x−αβˆ−1yˆ = x0+Γt (namely, x−αβˆ−1yˆ ∈ SO),
and δtyˆ + y¯ = 1. Thus (x, y) ∈ S∗ ⇒ (x, y) ∈ φ−10 ◦ φ−11 (S), confirming the claim. 
Subproof 4.5. Let D = dH(Z, ∂Rn≥0), and let ‖ · ‖ refer to the matrix norm induced by the
Euclidean norm. If k = 0, then define ypos := D/(2‖αβˆ−1‖) . Otherwise, set
ypos := min
{
D
2‖αβˆ−1‖ ,
1
2‖δt‖
}
.
Then (z, yˆ) ∈ Z+ implies that (i) z+αβˆ−1yˆ  0 and (ii) δtyˆ  1 and, consequently, 1− δtyˆ  0 .
Consequently,
φ−10 ◦ φ−11 (Z+) = {(z + αβˆ−1yˆ, (yˆ,1− δtyˆ)) : z ∈ Z, yˆ  0, |yˆ| ≤ ypos} ⊆ Rn0 × Rm+k0 .

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Subproof 4.6. Solving f(x, y, η) = 0 with the assumption that x  0 and y  0 gives yβt =
ηβˆ
t ◦ x−αt . This can be written yˆβˆt = ηβˆt ◦ x−αt ◦ y¯−β¯t . Taking logs gives:
βˆt ln yˆ = βˆt ln(η)− αt lnx− β¯t ln y¯ .
Multiplying through by (βˆt)−1 and exponentiating again gives the result. 
Subproof 4.7. First, we calculate that g∗(z, 0, 0) = 0 for any z in the domain of g∗, and that
Dyˆg∗(z, 0, 0) = id .
We now apply the extension of the IFT in Lemma 3.20. Note that given any neighbourhood V
of Z × {0} in Rn × R, there exists η1 > 0 such that Z × (−η1, η1) ⊆ V . Consequently, since
g∗ is C2, according to Lemma 3.20 there exists η1 > 0, ymax ∈ (0, ypos] and a C2 function
θ : Z × (−η1, η1) → Bymax whose graph is precisely the zero-set of g∗ in Z × Bymax × (−η1, η1),
namely,
{(z, yˆ, η) ∈ Z ×Bymax × (−η1, η1) : g∗(z, yˆ, η) = 0} = {(z, θ(z, η), η) : (z, η) ∈ Z × (−η1, η1)} .

Subproof 4.8. We find η2 ∈ (0, η1], such that θ(z, η)  0 for (z, η) ∈ Z × (0, η2). Consider the
function θˆ : Z × (−η1, η1) defined by
θˆ(z, η) =
{
θ(z, η)/η (η 6= 0),
Dηθ(z, 0) (η = 0).
Since θ is C2 on its domain and θ(z, 0) = 0 for all z ∈ Z we have, by Lemma 3.21, that θˆ is continu-
ous on its domain. On the other hand θ(Z, 0) ⊆ Rm0: implicitly differentiating g∗(z, θ(z, η), η) = 0
w.r.t. η, evaluating at (z, 0) for any z ∈ Z, recalling that Dyˆg∗(z, 0, 0) = id, and using the fact
that θ(z, 0) = 0 gives
θˆ(z, 0) = Dηθ(z, 0) = −(Dyg∗(z, 0, 0))−1Dηg∗(z, 0, 0) = −Dηg∗(z, 0, 0) = zγ  0 .
If θˆ(z, η) 0 on Z × (−η1, η1), then θ(z, η) 0 on Z × (0, η1) and we define η2 = η1. Otherwise,
we define
η2 := inf{η ∈ (0, η1) : (z, η) ∈ θ−1(∂Rm≥0)} = inf{η ∈ (0, η1) : (z, η) ∈ θˆ−1(∂Rm≥0)} > 0 .
The last inequality follows by continuity of θˆ: the pre-image of the closed set ∂Rm≥0 under θˆ is
closed, and would otherwise have to include a point in Z × {0}, contradicting θˆ(Z, 0) ⊆ Rm0. 
Subproof 4.9. We can rewrite f as a function of four variables x, yˆ, y¯ and η, namely
f(x, yˆ, y¯, η) := η−bˆ
t ◦ xat ◦ yˆbˆt ◦ y¯b¯t − η−bˆ′t ◦ xa′t ◦ yˆbˆ′t ◦ y¯b¯′t .
Noting that f∗(z, yˆ, η) = f(z + αβˆ−1yˆ, yˆ,1− δtyˆ, η), we get
W (z, η) = βˆD1f(z + αβˆ
−1θ(z, η), θ(z, η),1− δtθ(z, η), η)αβˆ−1
+βˆD2f(z + αβˆ
−1θ(z, η), θ(z, η),1− δtθ(z, η), η)
−βˆD3f(z + αβˆ−1θ(z, η), θ(z, η),1− δtθ(z, η), η)δt .
W : Z × (0, η3) → Rm×m is defined and continuous. We want to show that ηW has a continuous
extension to Z × [0, η3), namely, there exists a continuous function W : Z × [0, η3)→ Rm×m which
coincides with ηW on Z × (0, η3). Further, W (z, 0) has real, negative eigenvalues for each fixed
z ∈ Z. By continuity of W and compactness of Z, it will follow that there exists η4 ∈ (0, η3]
such that for (z, η) ∈ Z × (0, η4), eigenvalues of W (z, η) lie in the open left half of the complex
16
plane. The same must hold for W (z, η) whose eigenvalues are positive multiples of those of W (z, η).
Note first that f∗(z, θ(z, η), η) = 0 for (z, η) ∈ Z × (0, η3), implying that
T ′(z, η) := η−bˆ
t ◦ (z + αβˆ−1θ(z, η))at ◦ θ(z, η)bˆt ◦ (1− δtθ(z, η))b¯t
= η−bˆ
′t ◦ (z + αβˆ−1θ(z, η))a′t ◦ θ(z, η)bˆ′t ◦ (1− δtθ(z, η))b¯′t .
T ′ : Z × (0, η3)→ Rm has a continuous extension to Z × [0, η3). To see this note, via Lemma 3.21
and Subproof 4.8, that
θ(z, η) = η(zγ +R(z, η))
where R(z, η) is continuous on Z× [0, η3) and satisfies R(z, 0) = 0. Moreover θˆ(z, η) := zγ+R(z, η)
is continuous and positive on Z × [0, η3) (see Subproof 4.8). So
T (z, η) := (z + αβˆ−1θ(z, η))a
t ◦ θˆ(z, η)bˆt ◦ (1− δtθ(z, η))b¯t
is defined and continuous on Z × [0, η3) and clearly extends T ′(z, η). Simple evaluation gives
T (z, 0) = za
t ◦ zbˆtγ  0 .
We are now ready to compute W (z, η). Differentiating f w.r.t. its first argument (see Exam-
ple 3.15) gives
D1f(x, yˆ, y¯, η) = diag(T1)a
tdiag(1/x)− diag(T2)a′tdiag(1/x)
where T1 and T2 are abbreviations for the first and second terms in f respectively. But when
yˆ = θ(z, η) and y¯ = 1− δtθ(z, η), then f = 0, and T1 = T2 = T (z, η). Define Dz,η := diag(T (z, η))
on Z × [0, η3). We calculate:
ηD1f(z + αβˆ
−1θ(z, η), θ(z, η),1− δtθ(z, η), η) = −ηDz,ηαtdiag(1/(z + αβˆ−1θ(z, η))) .
This quantity is defined and continuous on Z × [0, η3) since (z, η) ∈ Z × [0, η3) implies that
(z, θ(z, η)) ∈ Z+ and consequently z + αβˆ−1θ(z, η) 0 (see Subproof 4.5). Similarly,
ηD2f(z + αβˆ
−1θ(z, η), θ(z, η),1− δtθ(z, η), η) = −Dz,ηβˆtdiag(1/θˆ(z, η)) .
This is again defined and continuous on Z × [0, η3) (we have already observed in Subproof 4.8 that
θˆ is continuous and positive on Z × [0, η3).) Finally,
ηD3f(z + αβˆ
−1θ(z, η), θ(z, η),1− δtθ(z, η), η) = −ηDz,ηβ¯tdiag(1/(1− δtθ(z, η))) .
(Note that if k = 0, then according to our conventions D3f is a zero matrix.) Again, this quantity
is defined and continuous on Z × [0, η3) since (z, η) ∈ Z × [0, η3) implies that (z, θ(z, η)) ∈ Z+ and
consequently 1− δtθ(z, η) is positive (see Subproof 4.5). We thus have that
W (z, η) := −ηβˆDz,ηαtdiag(1/(z + αβˆ−1θ(z, η)))αβˆ−1 − βˆDz,ηβˆtdiag(1/θˆ(z, η))
+ ηβˆDz,ηβ¯
tdiag(1/(1− δtθ(z, η)))δt
is defined and continous on Z × [0, η3) and coincides with ηW (z, η) on (0, η3). Moreover, as
calculated in Subproof 4.8, θˆ(z, 0) = zγ  0, and so
W (z, 0) = −βˆDz,0βˆtdiag(1/zγ) .
Defining Yz := diag(1/z
γ), we have
W (z, 0) = −Y −1/2z [Y 1/2z βˆDz,0βˆtY 1/2z ]Y 1/2z = −Y −1/2z (MzM tz)Y 1/2z ,
where Mz := Y
1/2
z βˆ(Dz,0)
1/2 is nonsingular as each of its factors is nonsingular. From this we see
that W (z, 0) is similar to a negative definite matrix, and so its eigenvalues are real and negative
as claimed. 
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5. Final remarks. We remark, first, that giving the added reactions mass action kinetics
was convenient and simplified many calculations, but was not fundamental to the techniques of
proof of Theorem 1. The motivated reader could, with some effort, reprove the result with the
added reactions having kinetics from other classes than mass action. Key to the proof is scalability
of the reaction rates, and the characterisation of the equilibrium set of the added reactions as a
graph over Z.
The techniques of the proof of Theorem 1 also provide an alternative proof of Theorem 5 in [5].
The set-up requires only minor and formal modifications: Z is now a compact subset of some
stoichiometry class of R containing two nondegenerate (resp., linearly stable) equilibria (rather
than a periodic orbit), and we need to apply Theorems 12.1 and 12.2 of [25] (rather than Theo-
rems 13.1 and 13.2). Using the same approach and the very general and powerful Theorem 9.1 in
[25], essentially any compact limit set of (1), hyperbolic relative to its stoichiometry class, survives
for (3) under the assumptions of Theorem 1.
The condition that β has rank m can be rephrased, roughly, as “the new species feature nondegen-
erately in the new reactions”. Although this condition is essential to our proof, we have been unable
to find a counterexample to illustrate that it is necessary for the result to hold. The difficulty arises
partly because techniques for proving the nonexistence of periodic orbits are limited.
In Theorem 6 of [5] we proved that nondegenerate (resp., linearly stable) multistationarity is
preserved by “splitting” reactions and adding in intermediate complexes involving new species,
provided this is done in a way satisfying a nondegeneracy condition very similar to the condition
on the rank of β in Theorem 1. We believe an analogous result for periodic orbits to hold, and
certain special cases are easily proved. However, the result in full generality cannot be proved
using the arguments in the proof of Theorem 1 here. Theorem 6 of [5] does not afford sufficient
freedom to control reaction rates to apply the techniques of proof used in Theorem 1 here: the
construction involving two independently controlled parameters, η and  cannot be simply reused,
and an alternative approach needs to be found. This task will be undertaken in future work.
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