We prove that the Heighway dragon is a countable union of closed geometrically similar disk-like planar sets which intersect each other in a linear order: any two of them intersect at no more than one cut point and for any three disks there exist at least two with an empty intersection. Consequently, the interior of the Heighway dragon is a countable union of disjoint open disk-like planar sets. We determine all the cut points of the dragon and show that each disk-like subset between two cut points is a graph self-similar set defined by a graph-directed iterated function system consisting of four seed sets. Our results describe a fairly complete picture of the topological and geometric structure of the Heighway dragon.
Introduction
The nth Heighway dragon curve P n is a planar curve obtained by an n-fold iteration of the unit vertical line segment P 0 := {(0, y): 0 ≤ y ≤ 1} ⊂ R 2 . The iteration is defined as follows (see Fig. 1 (a)): P 1 is obtained by replacing P 0 with two line segments of equal length 1/ √ 2 joined at a right angle, with P 1 on the left of P 0 , and with the same two ends as P 0 . P n is obtained by iterating P n−1 left and right alternately, starting with left, counting from the lower endpoint (0, 0). {P n } is a Cauchy sequence of compact sets in R 2 in the Hausdorff metric (see, e.g., [F] ). It is well known that the space of nonempty compact sets in R d equipped with the Hausdorff metric is complete. The limit (in the Hausdorff metric) of {P n } as n → ∞, denoted by D throughout this paper, is called the Heighway dragon (see Fig. 1(b) ).
The Heighway dragon D was discovered by physicist John E. Heighway and was later analyzed by Harter, Heighway, and Banks in the 1960s (see [G] ). In was studied rigorously by Davis and Knuth [DK] in connection with number systems and paperfolding. They proved that copies of D tile the plane; therefore D has a nonempty interior. In fact, the well-known twin dragon is a union of two Heighway dragons (see [E] ); this fact is used in Section 4 of the paper. The twin dragon is a topological disk (see, e.g., [BW] ).
The Heighway dragon D is an interesting fractal set (see [M] and [E] ). In fact it is the self-similar set invariant under the iterated function system (IFS) (see [H] and [F] ) ϕ 1 , ϕ 2 : R 2 → R 2 defined as
where R(θ ): R 2 → R 2 is the counterclockwise rotation by θ. Thus, D satisfies the self-similar identity
It is known (see [E] ) that the Hausdorff dimension of the boundary of D is equal to 2 log λ/log 2 = 1.5236270862 . . . , where λ is the largest real zero of λ 3 − λ 2 − 2. More recently the Heighway dragon arises naturally in the study of self-similar tilings (see [B] , [BP] , [SW] , and [NSVW] ). It is a well-known 2-reptile. Benedek 
and Panzone
The Heighway Dragon Revisited 605 [BP] showed that its Lebesgue measure is equal to 1 2 and determined its convex hull. Topologically, it is known that all 2-repsets in R d are connected and therefore D is connected (see [KL] and [NSVW] ); moreover, it is the closure of its interior.
Much work has been carried out regarding the topological structure of self-similar tiles and more generally self-affine tiles, especially in determining conditions under which a self-affine tile is a topological disk (see [BG] , [Ge1] , [Ge2] , [BW] , and [LRT] ). However, few results on the structure of non-disk-like tiles are available, and this partly motivates our work. Out of the six rational 2-reptiles (assuming that no reflections are involved) found in [NSVW] , the Heighway dragon and the Lévy dragon are the only two that are not topological disks. Recently, the structure of the Lévy dragon was explored by Bailey et al. [BKS] .
Despite the above investigations, there are still interesting unanswered questions concerning the topological structure of the Heighway dragon. It is convincing from the picture that its interior is disconnected and consists of countably infinite simply connected components. The main purpose of this paper is to prove these observations, and more, rigorously.
Theorem 1.1 (Main Theorem). The Heighway dragon D is the closure of a countable union of geometrically similar closed disk-like planar sets which intersect each other in a linear order: any two of them intersect at no more than one point and for any three disks there exist at least two with an empty intersection.
Corollary 1.2. The interior of D is a countable union of disjoint open disk-like planar sets.
A point c in a connected set E ⊆ R 2 is a cut point of E if E\{c} is disconnected. We say that two cut points a, b ∈ D are consecutive if they divide D into three mutually disjoint connected parts in such a way that the part containing both a and b in its closure does not have any cut points. We study the structure of D by analyzing the central piece C of D (see Section 3), which is the largest connected subset of D without cut points, together with the convex hull H of C. We show in Section 4 that C is the attractor of a graph-directed IFS with four seed sets: a twin dragon, a contracted copy of C itself by a linear factor 1 2 , and two contracted copies of C by a linear factor 1 4 . We will also show that H is a 10-sided polygon and determine all its vertices {e i : i = 1, . . . , 10} (Proposition 3.4), where e 4 = c 0 := (− 1 3 , 1 3 ) and e 8 = c 1 := (0, 2 3 ) are cut points of D (Proposition 3.2).
Throughout this paper we let C 0 := C, C −∞ := {(0, 0)}, C ∞ := {(0, 1)}, H 0 := H , and for all n ≥ 1 define
Theorem 1.3. Let C n , H n , and c n be defined as above. The following statements hold:
The set of all cut points in D is the countable set {c n } ∞ n=−∞ . (c) For each n ∈ Z, H n (resp. C n ) has nonempty intersection only with H n−1 (resp. C n−1 ) and H n+1 (resp. C n+1 ) at c n and c n+1 , respectively. Moreover, the four boundary sides of H n and H n−1 intersecting c n align to form two line segments. (d) The precise Cartesian coordinates of c n are
Moreover, c n and c n+1 , n ∈ Z, are "consecutive" in the sense of the above definition.
Theorem 1.4. The region between any two consecutive cut points in D is a closed topological disk.
This paper is organized as follows. Section 2 establishes some basic properties of the dragon curves P n . We prove, among other results, that two nearest vertices of P n must be connected by a curve in P n consisting of at most three edges of P n (Proposition 2.2). Section 3 studies the central piece C. We show that it is the attractor of a graph-directed IFS and find its convex hull. In Section 4 we show that the interior of C is an open topological disk. Section 5 is devoted to the proof of the main results.
Heighway Dragon Curves and Their Iterations
The line segments in P n are called the edges of P n , and the endpoints of the edges are called the vertices of P n . Let E(P n ) and V (P n ) denote respectively the set of edges and the set of vertices of P n . Each edge of P n is of length 2 −n/2 . Any two edges in P n are either parallel or perpendicular. Also, V (P n ) ⊂ V (P n+1 ) for all n ≥ 0.
For each n ≥ 0, P n lies on a uniquely determined 2 −n/2 -mesh of R 2 consisting of parallel and perpendicular lines. We denote this mesh by M n . The definitions of edges and vertices generalize naturally to M n ; we use the analogous notation E (M n 
The initial vertex of P n is the lower endpoint (0, 0) and the terminal vertex is the upper endpoint (0, 1). The edges containing the initial and terminal vertices are called the initial edge and terminal edge, respectively. The directed graph from the initial vertex to the terminal vertex obtained by the iteration process is called the principal path of P n . We denote an edge in E(P n ) with endpoints a, b ∈ V (P n ) by [a, b] or [a → b] if we need to indicate the direction of the principal path.
Observe that the principal path visits all edges of P n without crossing any edge or visiting an edge twice (see Proposition 1.5.7 of [E] ). Therefore it must turn left or right The Heighway Dragon Revisited 607 at every corner. It follows that P n consists of 2 n edges, divided into two groups each consisting of 2 n−1 edges. Members in the same group are parallel and those in different groups are perpendicular. Since the nth iteration starts by iterating the initial edge of P n to the left, it must end by iterating the terminal edge to the right. All edges parallel to the initial edge iterate to the left, and all edges perpendicular to the initial edge iterate to the right. We denote these two groups of edges by E (P n ) and E r (P n ), respectively.
For each subset E ⊆ R d , we denote by E • ,Ē, ∂ E, and diam(E) the interior, closure, boundary, and diameter of E, respectively. Besides the Hausdorff metric the following distance d (E, F) between two sets E, F ⊆ R d will also be used frequently throughout the paper:
( 2.1)
Observation 2.1.
(a) A vertex in V (P n ) cannot intersect exactly three edges or exactly two collinear edges in E(P n ). If it intersects four edges in E(P n ), then two collinear edges must point toward and the other two must point away from the vertex.
where p and q are non-negative integers. (c) If [a, b] ∈ E(P n ), n ≥ 1, then one of the ends a or b must be a vertex of P n−1 and the other must be a vertex in V (P n )\V (P n−1 ).
Proof. (a) Observe, by induction, that the initial and terminal vertices lie only on the initial and terminal edges, respectively. Consequently, if a vertex in P n intersects exactly three edges in P n , then one of these edges would be traversed by the principal path more than once, which is impossible. Since the principal path must turn left or right at every corner, a vertex of P n cannot intersect exactly two collinear edges. For the last assertion we first observe that if more than two edges point toward or away from a vertex, then one of them would have to be an initial or terminal edge, which is impossible. Now suppose a collinear pair of the four edges belong to, say, E (P n ), and have the same direction. (The other pair must belong to E r (P n ).) Then upon a further iteration, one of the edges in P n+1 would be traversed more than once, which is again impossible.
(b) Since all edges of P n lie on a mesh of squares of side length 2 −n/2 , (2.2) follows from the Pythagorean Theorem.
(c) Assume without loss of generality that
We call a connected curve P n consisting of finitely many edges in P n a subcurve of P n . By a small square in P n we mean a square in P n formed by exactly four edges of P n . Subcurves and small squares of M n are defined similarly. We denote the vertices and edges in a subcurve C by V (C) and E(C), respectively. ([a, b] , [c, d]) = 2 −n/2 , then there exists a subcurve of P n consisting of at most three edges connecting [a, b] and [c, d] . Moreover, if [a, b] and [c, d] are parallel and noncollinear, then they are connected by exactly one edge of P n .
Proof. By induction it is easy to see that the proposition holds if one of [a, b] or [c, d] is an initial or terminal edge. So we assume that this is not the case. We prove the proposition by induction on n. It holds obviously for n = 0, 1, . . . , 5 and even larger n (see Fig. 1(a) ). Assume that it holds for n − 1. By replacing the edges if necessary, it suffices to consider the case when [a, b] and [c, d] are parallel and noncollinear.
Without loss of generality we may assume that [a, b] and [c, d] are vertical line segments with a, d on the top and b, c on the bottom. Then either [a, b] Fig. 2 (a). Since two vertices of P n−1 must be at least 2 −(n−1)/2 apart, it follows that c ∈ V (P n−1 ), and a − c = 2 −(n−1)/2 . Thus by induction assumption either [a, c] is an edge of P n−1 or a and c can be connected by three edges of P n−1 . In the former case the two edges in P n arising from iterating [a, c] would connect either a to d or b to c. The same conclusion holds in the latter case after iterating the three edges and using Observation 2.1(a) if necessary.
for some non-negative integers p and q, which is clearly impossible.
We now turn to iterations of the P n . If C is a subcurve of P n , let σ k (C) denote the part of P n+k obtained by iterating C for k times, with
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Lemma 2.3. Let S, T be subcurves of P n and let E ⊆ R 2 be nonempty. We have:
Then the part of the Heighway dragon obtained by iterating S is bounded by the rectangle determined by the four straight lines: two are parallel to S and of distances 2 −n/2+1 /3 and 2 −n/2 /3 from the left and right of S, respectively; the other two are perpendicular to S and of distances 2 −n/2 /3 and 2 −n/2−1 /3 from the bottom and top of S, respectively. If S ∈ E r (P n ), then the bounding rectangle of S can be determined as above by first reversing the direction of S.
Proof. We prove (a). Parts (b) and (c) can be proved similarly. Observe that after the first four iterations we have (see Fig. 1 
In general, for every k ≤ 4m + 4 we have
Consequently for every k ≥ 0,
This proves (a) and the lemma is proved.
Proposition 2.4. Let S and T be two subcurves of P n such that σ ∞ (S) ∩ σ ∞ (T ) = ∅. Then for every integer k ≥ 0 there exists a subcurve of P n+k consisting of at most three edges connecting σ k (S) with σ k (T ).
Proof. Since any two edges of P n are either parallel or perpendicular, the distance between σ k (S) and σ k (T ) is actually the distance between some two vertices of P n+k . Therefore from Observation 2.1(b) we get
It follows that p 2 + q 2 ≤ 4 3 . Therefore p 2 + q 2 equals 0 or 1. In the former case σ k (S) ∩ σ k (T ) = ∅. In the latter case the assertion follows from Proposition 2.2.
For a simple closed curve γ in R 2 , we let (γ ) denote the closed topological disk enclosed by γ (Jordan Curve Theorem). A simple closed curve C in P n (or M n ) will be called a circle in P n (or M n , respectively). Let C be a circle in M n and let L be a subcurve of P n or M n . L is said to be inside C if it is enclosed by C and intersects C at no more than a finite number of points. L is strictly inside C if it is inside C and has an empty intersection with C.
Proof. We first note that d(C, C) ≥ 2 −n/2 and thus by Lemma 2.3(a),
Hence, for any k ≥ 0, (C) lies in the interior of the region bounded by some circle C n+k in P n+k obtained by iterating C, with d(C, C n+k ) ≥ 2 −n/2 /3. Next, since each edge in M n enclosed by C belongs to P n by assumption, it is easy to see that the analog holds for C n+k . In particular, each point in
The assertion now follows by letting k → ∞.
We strengthen Lemma 2.5 in Section 4 (see Lemma 4.6).
The Central Piece of the Heighway Dragon
We begin by showing that c 0 = (− 1 3 , 1 3 ) is a cut point of D. Denote by R the filled rectangle bounding D (Lemma 2.3(c)) and denote the intersections of R with the lines passing through c 0 and parallel to the coordinate axes by Fig. 3(a) ). For any x, y ∈ R 2 , let [x, y] be the line segment connecting x and y, and let (x, y] := [x, y]\{x}. Define [x, y) and (x, y) similarly.
Proposition 3.1. Let [a, b] and [d, e] be the edges of P 4 shown in Fig. 3(a) and let Q denote the small square in Fig. 3(a) having d as one of its vertices. Then:
(a) For any k ≤ ∞, σ k ([a, b] ) cannot hit the line segment (c 0 , g] from below, and ([ p, b] ), [c 0 , g]) = ( 1 3 )2 −2m for k = 0, 1, 2, 3. 
The part of P 8 near the point c 0 (magnified). Only those edges generated by [a, b] , [b, d], and [d, e] are shown.
Applying Lemma 2.3(a) with n = 4m + 4 we get Fig. 3(b) ) we get a scaled copy (by a linear factor of 1 2 ) of Fig. 3(a) near c 0 , with c 0 as a fixed point. Continuing this process, we see that c 0 is a cut point of D.
To see that c 1 is also a cut point we need only observe that c 1 = ϕ 2 (c 0 ) and ϕ 1 (R) intersects only one of the two components of ϕ 2 (D\{c 0 }).
It follows from Proposition 3.2 that c 0 and c 1 divide D into three closed sets that are otherwise mutually disjoint. We call the one that contains both c 0 and c 1 the central piece of D, and denote it throughout the rest of the paper by C. We now show that C is a graph self-similar set and find a graph-directed IFS (see [MW] and [E] ) defining C. Fig. 4 . The parts of P 5 that generate the four components of C. Proposition 3.3. C is a graph self-similar set. It is a union of a twin dragon, a contracted copy of itself by a (linear) factor 1 2 , and two contracted copies of itself by a factor of 1 4 .
Proof. We examine the subcurve of P 5 whose iterations generate C (see Fig. 4 ). By comparing with P 2 , we see that iterations of the subcurve
converge to a contracted Heighway dragon (by a linear factor of 1 4 ). Similarly, iterations of [c, d] 
yield another Heighway dragon of the same size but rotated by an angle π . The union of these two Heighway dragons forms a twin dragon (see [E] ). See Fig. 5 .
Definec 0 = c 0 + 2 −3/2 (1, 1) andc 1 = c 1 − 2 −3/2 (1, 1). Comparing P 5 with P 1 shows that the portion of σ ∞ ([a, b] ∪ [b, c] ) between c 0 andc 0 is a contracted copy of C. Similarly, the portion of σ ∞ ([i, l] ∪ [i, j]) between c 1 andc 1 is also a contracted copy of C. Both copies are contracted by a factor of 1 4 . Lastly, comparing P 5 with P 3 shows that the portion of σ ∞ ([b, c] 
∪[c, k]∪[k, l]∪[l, i])
betweenc 0 andc 1 is a contracted copy of C by a linear factor of 1 2 .
We now give a precise description of the graph-directed IFS defining C. Throughout The Heighway Dragon Revisited 613 the rest of the paper, G 1 denotes the twin dragon, G 2 denotes the 1 2 -contracted copy of C, and G 3 and G 4 denote respectively the lower and upper 1 4 -contracted copies of C. C is a graph self-similar set with G 1 , G 2 , G 3 , G 4 as seed sets. The similitudes are specified as follows: ψ 1 , ψ 2 :
. Let H denote the convex hull of C. Since the ψ i defining C have different linear parts, it does not seem possible to modify the technique in [SW] to determine H . We use a more elementary method instead. Let e i , i = 1, . . . , 10, denote the points (see Figure 5 )
3 ), e 6 = (− 1 12 , 5 12 ), e 7 = ( 1 12 , 1 2 ), e 8 = (0, 2 3 ), e 9 = (− 1 6 , 5 6 ), e 10 = (− 1 2 , 5 6 ).
Proposition 3.4. E := {e i } 10 i=1 is the set of all extreme points of C. Therefore H is the convex hull of E and is a 10-sided polygon.
Proof. Because all extreme points of D are known (see [BP] ), it is easy to see that E ⊂ C. It suffices to show that each line segment [e i , e i+1 ] belongs to ∂ H for i = 1, . . . , 10 (with e 11 := e 1 ). [e 10 , e 1 ] ⊆ ∂ H because it is a side in the boundary of the convex hull of D. Similarly, [e 1 , e 2 ] ⊆ ∂ H . Since e 3 , e 5 , e 6 lie on the boundary of the convex hull of ϕ 2 (D), [ Some additional properties of C will be proved after all cut points of D are determined (see Proposition 5.3).
Interior of the Central Piece
We will prove the proposition that C • is arcwise connected. It follows from the proof of Proposition 3.1 that, for each n, there exists a unique edge E n ∈ E(P n ) intersecting the line y = 1 3 . Similarly, there exists a unique edge F n ∈ E(P n ) intersecting the line y = −x + 2 3 . In fact, {c 0 } = lim n→∞ E n and {c 1 } = lim n→∞ F n in the Hausdorff metric.
Definition 4.1. Three consecutive edges of P n are said to be dependent if there exists a square (not necessarily a small square of P n ) having these three edges as its edges. Three consecutive edges of P n are said to be independent if they are not dependent.
For n ≥ 5, let u n denote the vertex of the small square in P n which is first visited by the principal path right after passing the edge E n and let v n denote the vertex of the small square in P n which is last visited by the principal path right before going to F n ; see Fig. 6 . Let D n denote the part of P n between u n and v n . Let U n (resp. V n ) be the union of E n (resp. F n ) with its two neighboring edges. Claim 4.1 justifies the existence of u n , v n , U n , V n .
Claim 4.1. For any n ≥ 5 the points u n and v n are well defined. Moreover, both U n and V n consist of three independent edges.
Proof. Clearly the claim is true for n = 5. We will only prove it for u n and U n . Assume that it holds for some n ≥ 5. We notice by Observation 2.1(a) that each of the two endpoints of U n must intersect four edges of P n . Therefore there are only two possible patterns for iterating U n ; both are shown in Fig. 7.   Fig. 6 . The vertices u n , v n and the edges E n , F n , drawn for n = 7. The subcurves U n and V n are enclosed by dashed boxes. The intersection of the dotted lines is the cut point c 0 . D n is the part "between" u n and v n .
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In both cases, among the six edges of σ (U n ), three are independent and three are dependent. The three independent edges form the subcurve U n+1 in P n+1 , and the three dependent ones are joined with σ (P n ) to create a new small square of P n+1 . The claim is proved. Proof. Note that the claim is true for n = 5. To see that it holds for all n ≥ 5 let Q(σ (U n , D n )) denote the new small square of P n+1 created by joining σ (U n ) with σ (D n ). Define Q(σ (V n , D n )) analogously. Then
By the proof of Claim 4.1 the subcurve Q(σ (U n , D n )) ∪ Q(σ (V n , D n )) consists only of at most two small squares of D n+1 ; see Figure 7 . Consequently, to complete the proof of the claim by induction it suffices to observe that if a subcurve C ⊂ P n consists only of connected small squares, then so does σ (C). Case 1: a and b are diagonally opposite vertices of S. In (I), iterating L five times generates a circleC n+5 in P n+5 enclosing [a, b] properly and is strictly inside a circle C n+5 in P n+5 . (The iteration is a little tedious but straightforward.) Moreover, each edge of M n enclosed by C n+5 is an edge of P n . Hence by Lemma 2.5, (C n+5 ) ⊆ D • . In (II) we iterate L twice and let c be the mid-point between a and b. Note that now a, c, and b are vertices in P n+2 exactly as in (I). Hence [a, c] 
Upon iteration (III) and (IV) yield the same subcurves as (I) and (II) do, respectively, with the directions of the edges being reversed. Thus the lemma holds in this case. Case 2: a and b are not diagonally opposite. In (V), upon iterating L once, a and b become diagonally opposite, and we can apply the same argument of Case 1. In (VI) we iterate L twice and let c be the mid-point between a and b. Then by (V), [a, c] 
Iterations of (VII) and (VIII) yield the same subcurves as those generated by (V) and (VI), respectively. The lemma is proved. Proof. Observe that C = lim k→∞ D n in the Hausdorff metric. Let a, b ∈ C • . Since a and b lie in the closure of ∞ n=0 V (D n ), using Claim 4.2 we can choose two sequences {a n } and {b n } of vertices of connected small squares in D n which converge to a and b, respectively. Using Lemma 4.3 and taking subsequences of {a n } and {b n } if necessary, we can find two curves γ a , γ b : [0, 1] → D • connecting {a n } and {b n }, respectively. More precisely, γ a (1/n) = a n , γ a (0) = a
Now we can use the same argument to construct a curve in D • connecting a 1 and b 1 .
It follows from the tiling property that any component of the interior of a connected reptile or self-affine tile in R 2 is an open topological disk (see [BW] and [LRT] ). Thus Proposition 4.4 yields (a) Let C,C be circles in D n withC lying strictly inside C.
Then all edges in E (M n 
Proof. We prove (a); the proof of (b) is similar. Using Lemma 2.5 it suffices to show that each edge of M n inside C is an edge in E(P n ). Suppose on the contrary that there exists an edge E ∈ E(M n )\E(P n ) inside C.
Case 1: C encloses a vertex v ∈ V (M n )\V (P n ). By Lemma 2.3(a), v / ∈ C. However, by Claim 4.2 and Lemma 4.3, there exists a curve γ ⊆ C • enclosing v, contradicting Corollary 4.5.
Case 2: Each vertex enclosed by C is in V (P n ). By Observation 2.1(a), each endpoint of E must be connected to another edge in E(M n )\E(P n ). Denote them by F and G. First, observe that E, F, G must be dependent. Otherwise, Proposition 2.2 would force E to be an edge in P n connecting two parallel and noncollinear edges in P n . Next, by Proposition 2.2 again, the fourth edge of the small square formed by E, F, G must also be an edge of E(M n )\E(P n ). Now, a similar argument as that in Case 1, with v replaced by the center of the small square, yields a contradiction.
Proof of the Main Results
The following key lemma determines the composition and the cut points of D.
Lemma 5.1. The Heighway dragon D is the union of the geometrically similar contracted copies C n , n ∈ Z, of C, together with C −∞ and C ∞ . Moreover, for each n ∈ Z, C n has nonempty intersection only with C n−1 and C n+1 . More precisely, D = n∈Z∪{−∞,∞} C n and for each n ∈ Z,
otherwise.
(5.1)
Proof. By Proposition 3.2, the cut points c 0 and c 1 divide D into three pieces, i.e., (5.2) where D −1 := ϕ 1 (D)\C and D 1 := ϕ 2 (D)\C. We claim that for each k ≥ 1,
moreover, {C n : −k < n < k} satisfies (5.1). Substituting the first equality in (5.2) into the self-similar identity (1.2) and comparing both sides leads to
Using these equalities, we can rewrite D as
It is now easy to see that the claim holds for k = 1. It follows by induction that it holds for all k ≥ 1. The lemma follows immediately from the claim.
We can get analogous results for the convex hulls H n . We label the four boundary sides of H n that intersect the cut points. Define 
Part (a) of the following lemma strengthens Lemma 5.1.
Lemma 5.2.
(a) For each n ∈ Z, H n has nonempty intersection only with H n−1 and H n+1 . More precisely, for all m, n ∈ Z,
For any measurable subset E ⊆ R 2 , we let m(E) denote the area (i.e., Lebesgue measure) of E. It is known that m(D) = 1 2 (see [BP] ). We use this result to find the area C and show that the graph-directed IFS defining C satisfies the graph open set condition (see, e.g., [S] ). It is well known that the maps ψ 1 , ψ 2 (see Section 3) defining the twin dragon G 1 satisfy the open set condition. Proof. By summing up the areas of the C n in Lemma 5.1, we have
which yields the area m(C). This and Proposition 3.3 together imply that the sum of the areas of the fours seed sets G 1 , G 2 , G 3 , G 4 making up C is equal to m(C). Thus the four seed sets must be essentially disjoint, and therefore the graph open set condition holds.
We now prove that C is a closed topological disk. Let T be a self-similar or self-affine set defined by an IFS satisfying the open set condition. It is known that if T • = ∅ and T • is connected, then T is a topological disk (see [LRT] and [BW] ). Unfortunately the analogous statement for graph self-similar sets is false and the proof in [LRT] cannot be generalized. As a counterexample, divide any square into nine equal subsquares, and let T be the compact set obtained by removing the central subsquare and any of the corner ones.
Our proof uses an argument of Bandt and Wang. The key is to show that each point x ∈ ∂C is simple (see Chapter 14 of [R] ). To each sequence {x k } ⊂ C • converging to x, we will construct a curve in γ ⊂ C • connecting the x k which also converges to x, i.e.,
where γ x k denotes the "tail" of γ starting from x k . This will show that x is simple. For each n sufficiently large, let D n be defined as in Section 4. We first prove:
Lemma 5.4. For any two sequences {a n } and {b n } of vertices of D n we have
where L[a, b] denotes a shortest subcurve of D n from a to b.
Proof. Suppose the lemma is false. Then we can find two subsequences {a n k } and {b n k } of vertices of D n k such that lim k→∞ a n k = lim k→∞ b n k = u ∈ D, and (5.7)
diam(L[a n k , b n k ]) > δ > 0 for every k. Fix k 0 such that
Observe that [a k , a k ] and [b k , b k ] depend on k. However, since the number of edges of D n k 0 is finite, by passing to a subsequence if necessary, we may assume that
for every k.
By Lemma 2.3(c) we have, for every m ≥ 0, diam(σ m ([a k 0 , a k 0 ])) ≤ √ 13 2 a k 0 − a k 0 ≤ 2(2 −n k 0 /2 ); diam(σ m ([b k 0 , b k 0 ])) ≤ 2(2 −n k 0 /2 ).
From (5.7) we get
Therefore by Proposition 2.4, for k ≥ k 0 there is a subcurve L k ⊂ D n k consisting of at most three edges connecting σ n k −n k 0 ([a k 0 , a k 0 ]) with σ n k −n k 0 ([b k 0 , b k 0 ]). Hence the set
contains a subcurve connecting a n k with b n k , and from (5.9) we get diam(L[a n k , b n k ]) ≤ diam(S k ) ≤ diam(σ n k −n k 0 ([a k 0 , a k 0 ])) + diam(σ n k −n k 0 ([b k 0 , b k 0 ])) + diam(L k ) ≤ 2(2 −n k 0 /2 ) + 2(2 −n k 0 /2 ) + 3(2 −n k /2 ) ≤ 7(2 −n k 0 /2 ) < δ.
This contradicts (5.8) and so the lemma is proved.
Theorem 5.5. Each point x ∈ ∂C is simple. Consequently, C is a closed topological disk.
Proof. Let {x k } be a sequence in C • which converges to x ∈ ∂C. Using Corollary 4.5 and Lemma 4.6, we can find a sequence of circles C n k ⊂ D n k such that:
(a) { (C n k )} is an increasing sequence (i.e., (C n k ) ⊂ (C n k+1 ) for all k) of closed disks with (C n k ) ⊂ C • for every k. (b) x k ∈ (Q n k ) for every k, where Q n k is a small square in D n k inside C n k .
We first define a curveγ connecting the following sequence of points in the given order:
where a k and b k are vertices of Q n k which are closest to Q n k−1 and Q n k+1 respectively, the curve a k → x k → b k is the union of the two line segments [a k , x k ] ∪ [x k , b k ] ⊆ (Q n k ), and the curve b k → a k+1 is a shortest subcurve L[b k , a k+1 ] of D n k+1 described by Lemma 5.4. (Observe that both b k and a k+1 are vertices of D n k+1 .)
Next, note that L[b k , a k+1 ] need not lie in C • . However, from Claim 4.2 and Lemma 4.3 there exists a curve γ k ⊂ C • connecting b k and a k+1 with diam(γ k ) ≤ diam(L[b k , a k+1 ]).
(5.10)
Lastly, we let γ be the curve obtained fromγ by replacing L[b k , a k+1 ] with γ k for all k ≥ 1. Then γ ⊂ C • .
To prove that γ converges to x we first observe that
Thus from Lemma 5.4 and (5.10) we get
Now, let γ x m denote the "tail" of γ starting from x m and let y ∈ γ x m . It follows from definition that either y ∈ (Q n k ) or y ∈ γ k for some k with n k ≥ m. In the former case,
in the latter case,
Consequently, sup{ x − y : y ∈ γ x m } → 0 as m → ∞. This proves that x is simple. To prove the second assertion, we first recall from Corollary 4.5 that C • is an open disk. Therefore there exists a conformal one-to-one Riemann mapping h from C • onto the open unit disk U := {x: x < 1}. Since each x ∈ ∂C is simple, h can be extended to a homeomorphism from C ontoŪ (see Chapter 14 of [R] ). This completes the proof.
Proof of Theorem 1.1. Theorem 1.4 follows immediately by combining Lemma 5.1 with Theorem 5.5. The theorem now follows by combining Theorems 1.3 and 1.4.
