PGASモデルに基づく大規模並列クラスタ向け高生産並列プログラミングモデルに関する研究 by 津金 佳祐
PGASモデルに基づく大規模並列クラスタ向け高生産
並列プログラミングモデルに関する研究
著者 津金 佳祐
発行年 2018
学位授与大学 筑波大学 (University of Tsukuba)
学位授与年度 2017
報告番号 12102甲第8518号
URL http://doi.org/10.15068/00152391
PGASϞσϧʹجͮ͘େن໛ฒྻΫϥελ޲͚
ߴੜ࢈ฒྻϓϩάϥϛϯάϞσϧʹؔ͢Δݚڀ
2018೥3݄
௡ۚՂ༞
PGASϞσϧʹجͮ͘େن໛ฒྻΫϥελ޲͚
ߴੜ࢈ฒྻϓϩάϥϛϯάϞσϧʹؔ͢Δݚڀ
௡ۚՂ༞
γεςϜ৘ใ޻ֶݚڀՊ
ஜ೾େֶ
2018೥3݄
i ֓ཁ
֓ཁ
ߴੑೳܭࢉͷ෼໺Ͱ͸ɼΤΫαεέʔϧʹ޲͚ͯܭࢉػ؀ڥͷେن໛Խ΍ɼ࢖༻Մೳͳిྗྔͷ੍ݶ͔
Βফඅిྗੑೳൺͷྑ͍ϝχʔίΞϓϩηοαͷ࠾༻͕ਐΜͰ͍Δɽܭࢉػ؀ڥ͸ෳࡶ͞Λ૿͢ҰํͰɼ
ϢʔβʹٻΊΒΕΔϓϩάϥϛϯάίετ΋૿Ճ͓ͯ͠Γɼߴੑೳ͔ͭߴੜ࢈ͳฒྻϓϩάϥϛϯάϞ
σϧ͕ඞཁͱ͞ΕΔɽ෼ࢄϝϞϦ؀ڥͰͷฒྻϓϩάϥϛϯάϞσϧ͸ MPI͕ීٴ͍ͯ͠Δ͕ɼͦͷه
ड़ͷෳࡶ͔͞Βੜ࢈ੑͷ௿͕͞໰୊ͱ͞Ε͍ͯΔɽۙ೥Ͱ͸ɼPartitioned Global Address SpaceʢPGASʣ
Ϟσϧ͕ొ৔͠ɼ෼ࢄϝϞϦ؀ڥʹ͓͚ΔେҬతͳ໊લۭؒʹΑΔ؆қͳฒྻॲཧ΍௨৴هड़ΛՄೳͱ͠
͍ͯΔɽPGAS Ϟσϧ͸άϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷ 2 छྨͷϓϩάϥϛϯάϞσϧʹ෼ྨ͞
ΕΔɽάϩʔόϧϏϡʔ͸ɼ؆қͳࢦࣔʹΑΔฒྻ࣮૷ΛՄೳͱ͢ΔϞσϧͰ͋Γɼஞ࣍ͷ࣮૷ʹରͯ͠
ࢦࣔΛૠೖ͢ΔͷΈͰͷฒྻԽΛ࣮ݱ͢Δɽ·ͨɼ࣮૷͞ΕͨϓϩάϥϜ͸ஞ࣮࣍૷ͷΠϝʔδΛҡ࣋͠
͓ͯΓɼΞϓϦέʔγϣϯͷੜ࢈ੑΛߴΊΔ͜ͱ͕ՄೳͰ͋Δɽ͔͠͠ɼϓϩάϥϛϯάͷ੍໿΋ଟ͘య
ܕతͳ௨৴΍ԋࢉʹ͔͠ద༻Ͱ͖ͳ͍৔߹͕ଟ͍ɽҰํͰɼϩʔΧϧϏϡʔͰ͸ɼ؆қͳهड़ʹΑΔยଆ
௨৴ͱ֤ϊʔυݻ༗ͷ໊લۭؒΛ༻͍ͨϓϩάϥϛϯάʹΑΓଟ͘ͷϓϩάϥϜʹద༻ՄೳͰ͋Δɽ͔͠
͠ɼσʔλ෼ࢄ΍ฒྻ࣮૷ͷͨΊͷهड़͸ MPIͱಉ༷ཅʹهड़͢Δඞཁ͕͋ΓɼϓϩάϥϜશମͰͷੜ
࢈ੑ͕ߴ͍ͱ͸ݴ͑ͳ͍ɽ·ͨɼۙ೥஫໨ΛूΊ͍ͯΔϝχʔίΞϓϩηοαͷ୅දྫͰ͋Δ Intel Xeon
PhiͰ͸ɼOpenMPͷϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯάΛ༻͍࣮ͨ૷͕ओྲྀͰ͋Δɽ͔͠͠ɼίΞ਺
ͷ૿ՃʹΑΓϩʔυΠϯόϥϯε͕ൃੜ͠΍͘͢ɼϫʔΫγΣΞϦϯά͕಺แ͢Δશମಉظͷίετ͕૿
Ճ͢ΔͳͲͷੑೳ௿Լ͕໰୊ͱͳ͍ͬͯΔɽOpenMPͰ͸࢓༷ 4.0ΑΓσʔλґଘʹΑΔλεΫฒྻϞσ
ϧΛఏڙ͓ͯ͠ΓɼσʔλґଘʹΑΔλεΫؒͷࡉཻ౓ͳಉظʹΑΓɼେྔͷίΞΛ࣋ͭϝχʔίΞͳ؀
ڥʹ͓͍ͯੑೳ޲্͕ظ଴͞ΕΔɽ͔͠͠ɼOpenMP͸୯ҰϊʔυΛର৅ͱ͓ͯ͠Γɼ෼ࢄϝϞϦ؀ڥʹ
͓͚ΔϊʔυΛލΔґଘؔ܎ͷ؆қͳهड़ํ๏͕ٻΊΒΕΔɽͦ͜ͰɼຊݚڀͰ͸େن໛ฒྻΫϥελʹ
͓͚ΔϓϩάϥϜͷੜ࢈ੑΛ޲্ͤ͞ΔͨΊɼPGASݴޠ XcalableMPʢXMPʣΛର৅ͱ͠ɼPGASϞσ
ϧͷάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ߹ΘͤͨϋΠϒϦουϏϡʔΛఏҊ͢ΔɽఏҊϞσϧͰ֩
༥߹γϛϡϨʔγϣϯίʔυ GTC-PΛ࣮૷͠ɼΦϦδφϧͷMPI࣮૷ͱൺֱΛ͢Δ͜ͱͰɼఏҊϞσϧ
ʹΑΔ࣮૷ͷੑೳͱੜ࢈ੑΛࣔ͢ɽ·ͨɼϋΠϒϦουϏϡʔ͸ϊʔυؒͰͷ௨৴ɼσʔλ෼ࢄ΍ฒྻ࣮
ߦΛ؆қʹهड़Մೳͱ͢ΔϞσϧͰ͋ΓɼϝχʔίΞγεςϜͰ͸ϊʔυؒฒྻʹՃ͑ͯɼϊʔυ಺ฒྻ
ͷੑೳɼੜ࢈ੑ΋ߟྀʹೖΕΔඞཁ͕͋Δɽͦ͜ͰɼϝχʔίΞγεςϜ্Ͱͷߴੑೳɼߴੜ࢈Λཱ྆͞
ͤΔϓϩάϥϛϯάΛՄೳͱ͢΂͘ɼPGAS ϞσϧʹΑΔλεΫฒྻϓϩάϥϛϯάϞσϧͷఏҊΛߦ
͏ɽXMPΛର৅ʹϊʔυ಺/ؒΛؚΉλεΫґଘʹجͮ͘ฒྻ࣮ߦΛՄೳͱ͢ΔࢦࣔจΛఏҊ͠ɼఏҊࢦ
ࣔจʹΑΔϕϯνϚʔΫϓϩάϥϜΛ༻͍ͯϝχʔίΞγεςϜ্ͰධՁΛ͢Δ͜ͱͰɼఏҊϞσϧʹΑ
ii
Δ࣮૷ͷੑೳɼੜ࢈ੑΛࣔ͢ɽϋΠϒϦουϏϡʔʹΑΔ GTC-Pͷ࣮૷Ͱ͸ɼάϩʔόϧϏϡʔʹΑΔ
؆қهड़Ͱஞ࣮࣍૷Λҡ࣋ͭͭ͠ɼϩʔΧϧϏϡʔʹΑΔεέʔϥϒϧͳ௨৴هड़ʹΑΓɼΦϦδφϧ
MPI ࣮૷ʹ͍ۙੑೳͰߴ͍ੜ࢈ੑΛࣔͨ͠ɽҰํɼPGAS Ϟσϧʹجͮ͘λεΫฒྻϞσϧ͸ɼϊʔυ
಺/ؒΛؚΉλεΫґଘΛࢦࣔจʹΑΔ؆қͳه๏Ͱ࣮ݱՄೳͱͨ͠ɽ·ͨɼैདྷͷϧʔϓฒྻʹΑΔ࣮
૷ͱͷൺֱͰ͸ɼXMPʹΑΔλεΫฒྻʹΑΔ࣮૷ͷߴ͍ੑೳͱੜ࢈ੑΛࣔͨ͠ɽ
iii ໨࣍
໨࣍
֓ཁ i
ୈ 1ষ ং࿦ 1
1.1 ݚڀഎܠ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 ෼ࢄϝϞϦ؀ڥʹ͓͚ΔฒྻϓϩάϥϛϯάϞσϧ . . . . . . . . . . . . . . . . . . . . 1
1.2.1 Partitioned Global Address SpaceʢPGASʣϞσϧ . . . . . . . . . . . . . . . . . 2
1.2.2 ੜ࢈ੑͱ໰୊఺ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 ϝχʔίΞ؀ڥʹ͓͚ΔฒྻϓϩάϥϛϯάϞσϧ . . . . . . . . . . . . . . . . . . . . 4
1.3.1 Knights LandingʢKNLʣϝχʔίΞϓϩηοα . . . . . . . . . . . . . . . . . . 4
1.3.2 ϧʔϓฒྻͱλεΫฒྻ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.3 ௨৴ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 PGASݴޠ XcalableMP (XMP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.1 άϩʔόϧϏϡʔϞσϧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.2 ϩʔΧϧϏϡʔϞσϧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.5 ໨త . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 ຊ࿦จͷߏ੒ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά 15
2.1 ϋΠϒϦουϏϡʔϞσϧ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 ֩༥߹γϛϡϨʔγϣϯίʔυ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Particle-In-CellʢPICʣγϛϡϨʔγϣϯ . . . . . . . . . . . . . . . . . . . . . . 16
2.2.2 GTC-P . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 XMPϋΠϒϦουϏϡʔ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 ࣮૷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.1 ϩʔΧϧϏϡʔ࣮૷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.2 ϋΠϒϦουϏϡʔ࣮૷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 ධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5.1 ௨৴ੑೳͷධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5.2 ໰୊αΠζɼ෼ׂํ๏ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.3 ੑೳධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
iv
2.5.4 ੜ࢈ੑͷධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.6 ؔ࿈ݚڀ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.7 ·ͱΊ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά 39
3.1 λεΫฒྻϓϩάϥϛϯά . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.1 OpenMPͷλεΫฒྻϓϩάϥϛϯά . . . . . . . . . . . . . . . . . . . . . . . 39
3.1.2 ෼ࢄϝϞϦ؀ڥͰͷ OpenMPλεΫฒྻϓϩάϥϛϯάϞσϧ . . . . . . . . . 41
3.2 XMPͷλεΫฒྻϓϩάϥϛϯάϞσϧ . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 ઃܭ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.2 ίʔυྫ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 MPI+OpenMPʹΑΔ࣮૷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.1 άϩʔόϧϏϡʔ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.3.2 ϩʔΧϧϏϡʔ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.4 ArgobotsʹΑΔ࣮૷ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5 ௨৴ੑೳͷධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.1 ࣮ݧ؀ڥ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.2 ϚϧνεϨου؀ڥͰͷ௨৴ੑೳͷ༧උධՁ . . . . . . . . . . . . . . . . . . . . 58
3.5.3 ௨৴ҕৡʹΑΔ௨৴࠷దԽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.6 ධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.1 ؀ڥม਺ɼ࣮ߦ࣌ύϥϝʔλ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.2 ϒϩοΫίϨεΩʔ෼ղͷੑೳධՁ . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.6.3 ϥϓϥειϧόͷੑೳධՁ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.6.4 ੜ࢈ੑ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.7 ؔ࿈ݚڀ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.8 ·ͱΊ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
ୈ 4ষ ݁࿦ͱࠓޙͷ՝୊ 85
4.1 ݁࿦ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.2 ࠓޙͷ՝୊ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
ँࣙ 89
ࢀߟจݙ 91
෇࿥ A ެද࿦จϦετ 97
v ਤ໨࣍
ਤ໨࣍
1.1 KNLʢKnights Landingʣϓϩηοαͷߏ੒ɽ . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 tlogʹΑΔϒϩοΫίϨεΩʔ෼ղͷλΠϜϥΠϯɽ . . . . . . . . . . . . . . . . . . . 6
1.3 OpenMP parallel forɼtaskࢦࣔจͷΦʔόϔουɽ . . . . . . . . . . . . . . . . 7
1.4 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢσʔλ෼ࢄɼฒྻ࣮ߦʣɽ . . . . . . . . . 10
1.5 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢshadowɼreflectࢦࣔจʣɽ . . . . . 11
1.6 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢgmoveࢦࣔจʣɽ . . . . . . . . . . . . . 11
2.1 2࣍ݩϒϩοΫ෼ׂʹΑΔ 2࣍ݩ PICγϛϡϨʔγϣϯͷ؆қਤɽ . . . . . . . . . . . . 16
2.2 GTCɼGTC-Pͷ 3࣍ݩτʔϥεۭؒͷ؆қਤ [34]. . . . . . . . . . . . . . . . . . . . . 18
2.3 ϙϩΠμϧஅ໘ͷ֓ཁɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 ௨৴ੑೳͷධՁʢHA-PACS Base Clusterʣɽ . . . . . . . . . . . . . . . . . . . . . . . . 26
2.5 ΢ΟʔΫεέʔϦϯάͷੑೳධՁʢτϩΠμϧํ޲ͷ෼ׂ਺Λมಈʣɽ . . . . . . . . . . 28
2.6 ΢ΟʔΫεέʔϦϯάͷੑೳධՁʢܘํ޲ͷ෼ׂ਺Λมಈʣɽ . . . . . . . . . . . . . . . 29
2.7 ΢ΟʔΫεέʔϦϯάͷੑೳධՁʢཻࢠ਺ͷ෼ׂ਺Λมಈʣɽ . . . . . . . . . . . . . . . 29
2.8 MPI࣮૷ͷ 512ϓϩηε࣮ߦ࣌ʹ͓͚Δܘํ޲෼ׂ࣌ͷԋࢉ࣌ؒͷ಺༁ɽ . . . . . . . . 31
2.9 ΢ΟʔΫεέʔϦϯάʹ͓͚Δ෼ׂ਺มಈ࣌ͷ௨৴ճ਺ͷมԽɽ . . . . . . . . . . . . . 32
2.10 ετϩϯάεέʔϦϯάͷੑೳධՁʢܘํ޲ͷ෼ׂ਺Λมಈʣɽ . . . . . . . . . . . . . . 33
2.11 ετϩϯάεέʔϦϯάͷੑೳධՁʢཻࢠ਺ͷ෼ׂ਺Λมಈʣɽ . . . . . . . . . . . . . . 34
2.12 ετϩϯάεέʔϦϯάʹ͓͚Δ෼ׂ਺มಈ࣌ͷ௨৴ճ਺ͷมԽɽ . . . . . . . . . . . . 34
2.13 XMP/MPI+OpenMP࣮૷ͷධՁɽ෼ׂ਺Λ 2× 8× 2ɼ2× 2× 8ͱͨ͠৔߹ͷ࣮ߦ࣌ؒɽ 35
3.1 OpenMP taskࢦࣔจͷྫɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2 MPI+OpenMPʹΑΔ෼ࢄϝϞϦ؀ڥʹ͓͚ΔλεΫґଘͷϓϩάϥϛϯάྫɽ . . . . . 41
3.3 taskletɼtaskletwaitɼtaskletsࢦࣔจͷγϯλοΫεɽ . . . . . . . . . . . . 43
3.4 tasklet gmoveɼtasklet reflectࢦࣔจͷγϯλοΫεɽ . . . . . . . . . . . 44
3.5 taskletࢦࣔจͷ putɼput readyɼgetٴͼ get readyઅͷγϯλοΫεɽ . . 45
3.6 tasklet gmoveࢦࣔจͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ . . . . . . . . . . . . . 46
3.7 tasklet reflectࢦࣔจͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ . . . . . . . . . . . . 47
3.8 taskletࢦࣔจͷ putɼput readyઅͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ . . . . 48
3.9 taskletࢦࣔจͷ getɼget readyઅͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ . . . . 48
vi
3.10 Argobotsͷ࣮ߦϞσϧɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.11 ௨৴ੑೳͷධՁʢOakforest-PACSʣɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.12 ௨৴ੑೳͷධՁʢCOMAʣɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.13 ௨৴࠷దԽͷ࣮૷ɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.14 4×4ϒϩοΫΛ࣋ͭϒϩοΫίϨεΩʔ෼ղͷλεΫϑϩʔɽ . . . . . . . . . . . . . . 63
3.15 Send/Recv௨৴ʹΑΔϒϩοΫίϨεΩʔ෼ղͷੑೳධՁʢOakforest-PACSʣɽ . . . . . 67
3.16 Send/Recv௨৴ʹΑΔϒϩοΫίϨεΩʔ෼ղͷੑೳධՁʢCOMAʣɽ . . . . . . . . . . 68
3.17 Put௨৴ʹΑΔϒϩοΫίϨεΩʔ෼ղͷੑೳධՁʢOakforest-PACSʣɽ . . . . . . . . . 69
3.18 Put௨৴ʹΑΔϒϩοΫίϨεΩʔ෼ղͷੑೳධՁʢCOMAʣɽ . . . . . . . . . . . . . . 70
3.19 Send/Recv௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢOakforest-PACSʣɽ . . . . . . . . . . 76
3.20 Send/Recv௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢCOMAʣɽ . . . . . . . . . . . . . . . 77
3.21 Put௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢOakforest-PACSʣɽ . . . . . . . . . . . . . . 78
3.22 Put௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢCOMAʣɽ . . . . . . . . . . . . . . . . . . . 79
vii ද໨࣍
ද໨࣍
2.1 ࣮ݧ؀ڥʢHA-PACS Base Clusterʣɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 ֤࣍ݩͷ෼ׂ਺ʢNt ×Nr ×Nrpʣ=ʢτϩΠμϧํ޲ ×ܘํ޲ ×ཻࢠ਺ʣɽ . . . . . . 27
2.3 ΢ΟʔΫεέʔϦϯάධՁ࣌ͷ GTC-Pͷ໰୊αΠζΛܾఆ͢Δ֤ύϥϝʔλͷ஋ɽ . . 27
2.4 τϩΠμϧํ޲ɼܘํ޲ٴͼཻࢠ਺ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷ࣮ߦ࣌ؒɽ . . . . . . . 30
2.5 GTC-PͷMPIɼXMP࣮૷ͷ Delta-SLOCɽ . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 ࣮ݧ؀ڥʢOakforest-PACSʣɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 ࣮ݧ؀ڥʢCOMAʣɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.3 ϒϩοΫίϨεΩʔ෼ղʹ͓͚Δ֤࣮૷ͷ Delta-SLOCɽ . . . . . . . . . . . . . . . . . 80
3.4 ϥϓϥειϧόʹ͓͚Δ֤࣮૷ͷ Delta-SLOCɽ . . . . . . . . . . . . . . . . . . . . . . 81
viii
ix ιʔείʔυ໨࣍
ιʔείʔυ໨࣍
1.1 ϩʔΧϧϏϡʔϞσϧͷϓϩάϥϛϯάྫɽ . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 XMPʹΑΔ PICγϛϡϨʔγϣϯίʔυͷ࣮૷ྫɽ . . . . . . . . . . . . . . . . . . . 17
2.2 MPIʹΑΔ GTC-Pͷྡ઀֨ࢠ఺ͷߋ৽ɽ . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 XMPϩʔΧϧϏϡʔʹΑΔ GTC-Pͷྡ઀֨ࢠ఺ͷߋ৽ɽ . . . . . . . . . . . . . . . . 21
2.4 MPIʹΑΔ GTC-PͷཻࢠҠಈɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 XMPϩʔΧϧϏϡʔʹΑΔ GTC-PͷཻࢠҠಈɽ . . . . . . . . . . . . . . . . . . . . . 22
2.6 XMPϋΠϒϦουϏϡʔʹΑΔ GTC-Pͷσʔλ෼ࢄͱฒྻ࣮ߦɽ . . . . . . . . . . . 24
2.7 XMPϋΠϒϦουϏϡʔʹΑΔྡ઀֨ࢠ఺ͷߋ৽ɽ . . . . . . . . . . . . . . . . . . . . 25
3.1 λεΫฒྻʹ͓͚Δ௨৴ͱಉظɽ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2 ਤ 3.6ͷ tasklet gmoveࢦࣔจͷίʔυม׵ྫɽ . . . . . . . . . . . . . . . . . . . 51
3.3 ਤ 3.7ͷ tasklet reflectࢦࣔจͷίʔυม׵ྫɽ . . . . . . . . . . . . . . . . . . 52
3.4 ਤ 3.8ͷ putɼput readyઅͷίʔυม׵ྫɽ . . . . . . . . . . . . . . . . . . . . . . 53
3.5 ਤ 3.9ͷ getɼget readyઅͷίʔυม׵ྫɽ . . . . . . . . . . . . . . . . . . . . . . 54
3.6 tasklet gmoveࢦࣔจʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫɽ . . . . . . . . . . . 64
3.7 getɼget readyઅʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫɽ . . . . . . . . . . . . . 65
3.8 tasklet reflectࢦࣔจʹΑΔϥϓϥειϧόͷ࣮૷ྫɽ . . . . . . . . . . . . . . 73
3.9 putɼput readyઅʹΑΔϥϓϥειϧόͷ࣮૷ྫɽ . . . . . . . . . . . . . . . . . . 74
x
1 ୈ 1ষ ং࿦
ୈ 1ষ
ং࿦
1.1 ݚڀഎܠ
ܭࢉՊֶͷ෼໺Ͱ͸ɼؾ৅ɼӉ஦෺ཧɼྔ ࢠ෺ੑ΍ૉཻࢠ෺ཧͳͲ༷ʑͳ෼໺ʹ͓͍ͯɼγϛϡϨʔγϣ
ϯ΍࣮ݧσʔλͷղੳʹεʔύʔίϯϐϡʔλ͕༻͍ΒΕ͓ͯΓɼॲཧ࣌ؒͷ୹ॖ΍େن໛ͳ໰୊Λղ͘
ͨΊʹଟ͘ͷܭࢉϦιʔεʹՃ͑ͯߴ͍ԋࢉੑೳ͕ඞཁͱ͞ΕΔɽͦ͏ͨ͠ཁٻ͔ΒɼHigh Performance
ComputingʢHPCʣͷ෼໺Ͱ͸ɼ2020೥͋ͨΓΛ໨ඪʹ 1ExaFLOPSʹ޲͚ͨେن໛ͳܭࢉػ؀ڥͷ։ൃ
͕ਐΊΒΕ͍ͯΔɽεʔύʔίϯϐϡʔλͷੑೳϥϯΩϯάͰ͋Δ Top500[1]ΑΓݱࡏՔಇதͷεʔύʔ
ίϯϐϡʔλΛݟΔͱɼͦͷ্Ґ͸਺ઍϊʔυΛ௒͑Δେن໛ͳγεςϜ͕઎ΊΔɽ͔͠͠ɼ1γεςϜ
͋ͨΓ͕࢖༻Մೳͳిྗྔʹ͸੍ݶ͕͋ΔͨΊɼࠓޙ΋୯७ͳϊʔυ਺ͷ૿ՃʹΑΔߴੑೳԽͷ࣮ݱ͸
ࠔ೉Ͱ͋ΔɽͦͷΑ͏ͳ໰୊͔Βۙ೥Ͱ͸ɼ1ϓϩηοα͋ͨΓͷফඅిྗੑೳൺ͕ྑ͍ϝχʔίΞϓϩ
ηοα͕஫໨ΛूΊ͍ͯΔɽIntel Xeon Phi΍ PEZY-SCɼਃҖ 26010ͳͲ༷ʑͳछྨͷϝχʔίΞϓϩ
ηοα͕։ൃ͞Ε͓ͯΓɼੑೳ΍ফඅిྗཁٻʹΑΓࠓޙ΋ϝχʔίΞΛ౥ࡌ͢ΔγεςϜ͸૿Ճ͢Δͱ
ߟ͑ΒΕΔɽ͔͠͠ɼ1ϊʔυʹ਺ेɼ਺ඦίΞΛ࣋ͭϓϩηοαΛ౥ࡌ͠਺ສϊʔυن໛Ͱߏ੒͞ΕΔ
ͳͲܭࢉػ؀ڥͷෳࡶԽ͸ਐΈɼΞϓϦέʔγϣϯ։ൃͷͨΊͷϢʔβʹٻΊΒΕΔϓϩάϥϛϯάίε
τ͸૿Ճ܏޲ʹ͋Δɽैͬͯɼେن໛ͳ෼ࢄϝϞϦ؀ڥ΍ϝχʔίΞϓϩηοαΛ౥ࡌͨ͠γεςϜʹ޲
͚ͨߴੑೳɼߴੜ࢈ͳฒྻϓϩάϥϛϯάϞσϧ͕ٻΊΒΕΔɽ
1.2 ෼ࢄϝϞϦ؀ڥʹ͓͚ΔฒྻϓϩάϥϛϯάϞσϧ
෼ࢄϝϞϦ؀ڥͷฒྻϓϩάϥϛϯάϞσϧ͸ɼMessage Passing InterfaceʢMPIʣ͕σϑΝΫτελ
ϯμʔυͱͳΓͭͭ͋Δɽ͔͠͠ɼMPI͸ϓϩηεຖͷσʔλͷ෼ࢄ഑ஔ΍ෳࡶͳ௨৴هड़ͳͲɼฒྻԽ
ͷͨΊͷ༷ʑͳॲཧखॱΛશͯ໌ࣔతʹهड़͢Δඞཁ͕͋Γɼϓϩάϥϛϯάͷֶशίετ͕ߴ͘ιʔ
είʔυ͕൥ࡶʹͳΓ΍͍͢ͱ͍͏ੜ࢈ੑͷ௿Լ͕େ͖ͳ໰୊ͱ͞Ε͍ͯΔɽͦ͜Ͱɼ෼ࢄϝϞϦ؀ڥ
্ͰͷฒྻϓϩάϥϛϯάΛΑΓ༰қʹ͢ΔͨΊʹఏҊɼ։ൃ͕ਐΊΒΕ͍ͯΔͷ͕ Partitioned Global
Address SpaceʢPGASʣϞσϧ [2]Ͱ͋ΔɽPGASϞσϧ͸ɼ෼ࢄϝϞϦ؀ڥʹ͓͍֤ͯϓϩηεʹ෼ׂ
͞ΕͨσʔλΛ୯Ұͷ໊લۭؒͱͯ͠Ϣʔβʹఏڙ͢Δ͜ͱʹΑΓɼϓϩηεؒ௨৴΍ฒྻॲཧΛ༰қʹ
هड़Մೳͱ͢ΔϞσϧͰ͋ΔɽϊʔυશମΛࢀরՄೳͳେҬతͳ໊લۭؒΛ༻͍ͨϓϩάϥϛϯάͱͳΔ
1.2 ෼ࢄϝϞϦ؀ڥʹ͓͚ΔฒྻϓϩάϥϛϯάϞσϧ 2
ͨΊɼڞ༗ϝϞϦ޲͚ͷϓϩάϥϛϯάΛ͢ΔΑ͏ʹɼ֤ϊʔυͷہॴੑΛҙ࣮ࣝͨ͠૷͕ՄೳͱͳΔɽ
PGASϞσϧͷಛੑ্ɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷ 2छྨͷϓϩάϥϛϯάϞσϧʹ෼ྨ͞Ε
ΔɽܭࢉՊֶͷ෼໺ʹ͓͚ΔΞϓϦέʔγϣϯͷେ൒͸ C΍ FortranʹΑΓ։ൃ͕ਐΊΒΕ͍ͯΔͨΊɼ
ຊઅͰ͸ CɼFortranΛϕʔεͱͨ͠ PGASϞσϧΛྫʹڍ͛ɼ2छྨͷϓϩάϥϛϯάϞσϧͱͦͷੜ
࢈ੑʹؔͯ͠ड़΂Δɽ
1.2.1 Partitioned Global Address SpaceʢPGASʣϞσϧ
Unified Parallel CʢUPCʣ[3]/UPC++[4]ɼChapel[5]ɼGlobal ArraysʢGAʣ[6]ɼX10[7]ɼHigh Performance
FortranʢHPFʣ[8]ٴͼ XcalableMPʢXMPʣ[9, 10, 11]ͳͲΛ୅දͱ͢ΔάϩʔόϧϏϡʔ͸ɼ֤ϓϩη
εʹ෼ׂ͞ΕͨσʔλΛେҬతͳ໊લۭؒʹϚοϓ͠ɼͦΕΛ༻͍ͯฒྻϓϩάϥϛϯάΛߦ͏ϞσϧͰ
͋ΔɽϢʔβ͔Β͸࣮ߦϓϩηε਺΍σʔλ෼ׂํ๏ͳͲΛࢦࣔ͢Δ͜ͱͰɼஞ࣮࣍૷Λҡ࣋ͨ͠··Ͱ
σʔλ෼ࢄ΍ฒྻ࣮ߦɼϞσϧʹΑͬͯ͸҉໧ͷ௨৴·Ͱ΋࣮ݱ͢Δɽ
άϩʔόϧϏϡʔͷ UPCΛྫʹϓϩάϥϛϯάϞσϧͷৄࡉΛࣔ͢ɽUPC͸ Cͷݴޠ֦ுʹΑΓ෼
ࢄϝϞϦ؀ڥ΁ͱରԠͨ͠ PGAS ݴޠͰ͋Δɽthread Λ࣮ߦ୯Ґͱ͓ͯ͠ΓɼMPI ͱ OpenMP ͷ૊Έ
߹ΘͤͷΑ͏ʹϊʔυ಺/֎Ͱϓϩηε/εϨουͱɼผϞσϧʹΑΔҟͳΔ࣮ߦ୯ҐͰهड़͢ΔͷͰ͸
ͳ͘ɼγεςϜશମͰ౷Ұతʹѻ͏ɽ੩తʹهड़͞Εͨ഑ྻΛ thread ؒͰ෼ࢄ͢Δ৔߹͸ɼఆٛ࣌ʹ
shared म০ࢠΛࢦఆ͢ΔͷΈͰ͋Γɼprivate म০ࢠ͔Կ΋هड़͕ͳ͚Ε͹ threadݻ༗ͷఆٛͱͳ
Δɽsharedम০ࢠ͕هड़͞Εͨ഑ྻ͸େҬతͳ໊લ্ۭؒʹ഑ஔ͞Εɼผ thread͕࣋ͭྖҬ΋ؚΊͯ
ڞ༗ϝϞϦΛѻ͏Α͏ʹΞΫηε͢Δ͜ͱ͕ՄೳͰ͋Δɽσʔλ෼ࢄͷܗঢ়͸جຊతʹετϥΠυ෼ׂ͕
ద༻͞ΕΔ͕ɼsharedम০ࢠͱσʔλܕͷؒʹ []Λهड़͠஋Λࢦఆ͢Δ͜ͱͰɼࢦఆαΠζͷϒϩο
ΫαΠΫϦοΫ෼ׂͱͳΓɼ“*”Λࢦఆ͢Δ͜ͱͰϒϩοΫ෼ׂͱͳΔɽ෼ࢄ͞Εͨ഑ྻ͸ɼࣗ thread͕
࣋ͨͳ͍஋ͷࢀর΍ߋ৽΋ՄೳͰ͋Γɼϊʔυ಺Ͱ͋Ε͹୯७ͳϝϞϦͷ read/writeɼϊʔυؒͷ৔߹͸
҉໧ͷ௨৴͕ϥϯλΠϜʹΑͬͯੜ੒ɼ࣮ߦ͞ΕΔɽ·ͨɼUPCͰ͸ upc memcpy()ͷΑ͏ʹେҬతͳ໊
લۭؒʹجͮ͘໌ࣔతͳ௨৴΋هड़ՄೳͰ͋Δɽϧʔϓͷฒྻ࣮ߦʹ͸ɼஞ࣮࣍૷ͷ forϧʔϓ͕ԋࢉ͢
ΔൣғΛҡ࣋ͨ͠·· upc forallͱॻ͖׵͑ affinityΛࢦఆ͢Δɽaffinityʹهड़͞Εͨ৚݅ͱࣗ thread͕
ॴ༗͢Δൣғ͕߹க͢ΔՕॴΛ࣮ߦ͢ΔͨΊɼϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯά͕࣮ߦՄೳͰ͋Δɽ
Coarray FortranʢCAFʣ[12]ɼOpenSHMEM[13]ٴͼ Advanced Communication PrimitivesʢACPʣ[14]
ͳͲΛ୅දͱ͢ΔϩʔΧϧϏϡʔͰ͸ɼ֤ϊʔυ͕࣋ͭϩʔΧϧͳ໊લۭؒʹΑΔ MPIͱಉ༷ͷσʔλ
෼ࢄ΍ฒྻ࣮ߦͷهड़͕ٻΊΒΕΔ͕ɼϊʔυؒͷ௨৴͸ยଆ௨৴Λ࠾༻͓ͯ͠Γɼଞϊʔυ͕࣋ͭݻ༗
ͷ໊લۭؒʹରͯ͠௚઀ϝϞϦͷ read/writeʢGet/PutʣΛߦ͏͜ͱ͕ՄೳͰ͋Δɽ·ͨɼMPIͷ௨৴هड़
ͱൺֱͯ͠ΑΓεέʔϥϒϧͳهड़Λఏڙ͢ΔϞσϧ͕ଟ͍ɽ
ϩʔΧϧϏϡʔͷ CAF ΛྫʹϓϩάϥϛϯάϞσϧͷৄࡉΛࣔ͢ɽCAF ͸ Fortran ͷݴޠ֦ுͰ͋
Γɼ഑ྻ୅ೖจܗࣜʹΑΔยଆ௨৴ػೳʢPutɼGetʣΛఏڙ͢Δɽ࣮ߦ୯Ґ͸ΠϝʔδͰ͋Γ MPIͷϓ
ϩηεͱಉ༷ʹѻΘΕΔɽFortranͷจ๏ʹ []ͷ֓೦͕௥Ճ͞Ε͓ͯΓɼยଆ௨৴ʹ͓͚Δର৅ͷ഑ྻ΍
Πϝʔδͷࢦఆʹ༻͍ΒΕΔɽϦϞʔτΠϝʔδ͔Β Put΍ Get͢Δ഑ྻ͸ɼఆٛ࣌ʹ []Ͱ࣮ߦ͢ΔΠ
ϝʔδू߹Λࢦఆ͢Δɽ·ͨɼ1 ࣍ݩͰશ࣮ߦΠϝʔδΛର৅ͱ͢Δ৔߹͸ “*” Λࢦఆ͢Δɽยଆ௨৴
͸ɼ഑ྻ୅ೖจʹରͯ͠ []Λ௥Ճ͠ɼΠϝʔδ൪߸ͷهड़͕ඞཁͱͳΔɽӈลʹΠϝʔδ൪߸ͷࢦఆ͕
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͋Ε͹ PutɼࠨลͰ͋Ε͹ Get͕هड़͞ΕͨΠϝʔδʹର࣮ͯ͠ߦ͞ΕΔɽ௨৴͢ΔσʔλαΠζ͸ίϩ
ϯΛ༻͍ͨηΫγϣϯͰهड़͞ΕɼϢʔβ͸ൣғΛࢦఆ͢Δɽ·ͨɼMPIͷΑ͏ʹ௨৴هड़ʹλάɼσʔ
λܕ΍ίϛϡχέʔλͳͲͷهड़͸ඞཁͳ͘ɼશͯϥϯλΠϜ͕ࣗಈతʹܾఆ͠௨৴ͷ੔߹ੑΛͱΔɽͦ
ͷͨΊɼஞ࣍ͷ഑ྻ୅ೖจͱ΄΅ಉ౳ͷهड़Ͱยଆ௨৴͕هड़ՄೳͰ͋Δɽ
1.2.2 ੜ࢈ੑͱ໰୊఺
ܭࢉՊֶͷ෼໺ʹ͓͚ΔϓϩάϥϜͷੜ࢈ੑ͸ɼΞϓϦέʔγϣϯͷ։ൃ࣌ؒɼੑೳνϡʔχϯά΍σ
όοάͷ͠΍͢͞ɼίʔυ֦ு΍࠶ར༻ੑɼฒྻϓϩάϥϛϯάϞσϧͷֶशίετͳͲ༷ʑͳཁҼ͔Β
ධՁΛ͢Δඞཁ͕͋ΔɽຊઅͰ͸ɼͦΕΒͷ؍఺͔Β PGASϞσϧͷੜ࢈ੑʹ͍ͭͯड़΂ΔɽPGASϞ
σϧ΍ MPIͳͲΛ༻͍ͯฒྻϓϩάϥϜΛ࣮૷͢Δ৔߹ɼͦͷଟ͘͸ஞ࣍ͷϓϩάϥϜΛ࣮૷͠ɼͦͷ
ίʔυΛجʹฒྻԽΛߦ͏ɽͦͷͨΊɼάϩʔόϧϏϡʔʹΑΔ࣮૷͸ɼେҬతͳ໊લۭؒʹΑΔϓϩά
ϥϛϯάΛՄೳͱ͢Δ؆қͳࢦࣔʹΑΔ࣮૷Ͱ͋ΔͨΊɼஞ࣍ϓϩάϥϜ͔Βஈ֊తɼ෦෼తͳฒྻ࣮૷
͕ՄೳͰ͋Γɼσόοάͷ༰қ͞ʹΑΔΞϓϦέʔγϣϯͷ։ൃ࣌ؒͷ୹ॖ͕ՄೳͰ͋Δͱݴ͑Δɽ·
ͨɼ࣮૷͞ΕͨฒྻϓϩάϥϜ͸ஞ࣍ͷهड़ͱ΄΅ಉ౳Ͱ͋ΔͨΊɼฒྻ࣮૷ޙͰ͋ͬͯ΋ίʔυ֦ு΍
࠶ར༻͕༰қͰ͋Δ఺΋ར఺ͱݴ͑Δɽ͞Βʹɼ؆қͳࢦࣔʹΑΔ࣮૷Ͱ͋ΔͨΊɼϓϩάϥϛϯάϞσ
ϧࣗମͷֶशίετ΋௿͍ɽϩʔΧϧϏϡʔʹΑΔ࣮૷Ͱ͸ɼ֤ϊʔυݻ༗ͷ໊લۭؒʹΑΔϓϩάϥϛ
ϯάʹΑΓɼطʹ MPI࣮૷͞ΕͨΞϓϦέʔγϣϯ΋ؚΉଟ͘ͷ࣮૷ʹରͯ͠ద༻͕ՄೳͰ͋Δɽ͞Β
ʹยଆ௨৴͸ɼ௨৴όοϑΝ΁ͷίϐʔ΍૒ํ޲ͰͷಉظΛഉআͨ͠ɼΑΓϋʔυ΢ΣΞϨϕϧʹ͍ۙ௨
৴ͱ͍ͯ͠ΔͨΊɼP2P௨৴ͱൺֱͯ͠ߴ଎ͳ௨৴Λ࣮ݱՄೳͳ؀ڥ͕ଟ͍ɽ·ͨɼCAFͷΑ͏ͳ഑ྻ
୅ೖจʹΑΔهड़Λαϙʔτ͍ͯ͠ΔͳͲɼMPIͱൺֱͯ͠ΑΓՄಡੑͷߴ͍هड़Λఏڙ͓ͯ͠ΓɼϢʔ
βͷϓϩάϥϛϯάϛεΛݮΒ͢ɽ
PGAS Ϟσϧʹ͸ੜ࢈ੑʹؔ͢Δଟ͘ͷར఺͕͋ΔҰํͰɼϓϩάϥϛϯάͷ੍໿΍໰୊΋ଟ͍ɽά
ϩʔόϧϏϡʔͰ͸ɼXMP ʹΑΔ֨ࢠ QCD ͷ࣮૷ [15, 16] ΍ HPF ʹΑΔ਺஋ྲྀମྗֶͷγϛϡϨʔ
γϣϯίʔυ [17]ɼUPC++ ͷϚϧνάϦου๏΁ͷద༻ [18] ͳͲɼ༷ʑͳΞϓϦέʔγϣϯ͕։ൃ͞
Ε͍ͯΔɽ͔͠͠ɼͦͷଟ͘͸యܕతͳεςϯγϧ໰୊͕ओͳԋࢉͰ͋Γɼ௨৴΋ྡ઀ϊʔυؒͷڥք
ཁૉಉ࢜ͷ௨৴Ͱ͋ΔକྖҬ௨৴Λओͱ͢Δɼൺֱత୯७ͳΞϧΰϦζϜ΁ͷద༻Ͱ͋Δɽάϩʔόϧ
Ϗϡʔͷಛੑ্ɼσʔλ෼ࢄ͸֤ PGAS Ϟσϧ͕ఏڙ͢Δయܕతͳ෼ࢄܗঢ়ʹݶΒΕΔͨΊɼྫ͑͹ɼ
NAS Parallel BenchmarksʢNPBʣͷ Block Tri-diagonal solverʢBTʣ΍ Scalar Penta-diagonal solverʢSPʣ
Ͱ༻͍ΒΕΔ Multipartitioning๏ʹΑΔ෼ׂ [17]ͷΑ͏ʹɼϩʔυόϥϯεվળͷͨΊͷෆۉҰͰෳࡶ
ͳ෼ࢄͷ৔߹ʹద༻Ͱ͖ͣɼಉҰΞϓϦέʔγϣϯͰ͋ͬͯ΋άϩʔόϧϏϡʔ޲͚ͷσʔλ෼ࢄΞϧΰ
ϦζϜʹΑΔ࣮૷͕ٻΊΒΕΔɽ·ͨσʔλ෼ࢄͷهड़Ҏ֎ʹ΋ɼશͯͷ௨৴͕େҬతͳ໊લ্ۭؒͰޮ
཰తʹهड़Ͱ͖ΔΘ͚Ͱ͸ͳ͍ɽྫ͑͹ɼ௨৴ର৅ͷඇ࿈ଓྖҬΛ෼ׂ͠ɼ෦෼తͳσʔλύοΩϯάͱ
ยଆ௨৴ΛύΠϓϥΠϯతʹ࣮ߦ͢Δ࣮૷ [19]΍ɼ෦෼తͳू߹௨৴ͷ࣮૷ [20]ͳͲɼେҬతͳ໊લۭ
্ؒͰ௨৴࠷దԽΛద༻͢Δ͜ͱ͸೉͍͠ɽ·ͨɼ҉໧ͷ௨৴ͷ৔߹͸ɼฒྻϓϩάϥϜΛ؆қʹ࣮૷͢
Δ͜ͱ͸ՄೳͱͳΔ͕ɼϢʔβ͔Β͸ϓϩάϥϜͷͲͷՕॴͰ௨৴͕࣮ߦ͞Ε͍ͯΔ͔Λ೺Ѳ͢Δͷ͸೉
͘͠ɼੑೳνϡʔχϯάΛࠔ೉ʹ͢ΔɽҰํͰϩʔΧϧϏϡʔ͸ɼยଆ௨৴ʹΑΔ௨৴ੑೳͷ޲্Λ໨త
ͱͨ͠ΞϓϦέʔγϣϯͷ։ൃ͕ਐΊΒΕ͍ͯΔɽྫ͑͹ɼOpenSHMEMʹΑΔ Graph500ϕϯνϚʔ
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Ϋͷ࣮૷ [21]ɼCAFʹΑΔ஍ԼͷΠϝʔδϯάख๏Ͱ͋ΔϦόʔελΠϜϚΠάϨʔγϣϯͷ࣮૷ [22]
ͳͲ༷ʑ͋Δɽ௨৴هड़͸ɼMPIͱൺֱͯ͠؆қͳهड़Ͱ࣮૷͞Ε͓ͯΓɼP2P௨৴ͱൺֱͯ͠ยଆ௨৴
ʹΑΔߴ଎ԽΛୡ੒͍ͯ͠Δ࣮૷΋ଟ͍ɽ͔͠͠ɼσʔλ෼ࢄ΍ฒྻ࣮ߦ͸ґવͱͯ͠ MPIͱಉ༷ʹશ
ͯ໌ࣔతʹهड़͢Δඞཁ͕͋ΓɼϓϩάϥϜશମͷੜ࢈ੑ͕ߴ͍ͱ͸ݴ͑ͳ͍ɽҎ্ͷΑ͏ʹ֤Ϟσϧʹ
ΑΔ໰୊఺΋ଟ͍ͨΊɼϢʔβʹͱͬͯΑΓੑೳ΍ੜ࢈ੑΛߴΊΔ͜ͱ͕༰қͳϓϩάϥϛϯάϞσϧ͕
ٻΊΒΕΔɽͦ͜ͰຊݚڀͰ͸ɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷ྆ํΛఏڙ͢Δ XMPΛ༻͍ͯɼ
άϩʔόϧϏϡʔͷ؆қͳهड़ʹΑΔσʔλ෼ࢄ΍ฒྻ࣮ߦٴͼ௨৴هड़Λ࢒ͭͭ͠ɼ௨৴࠷దԽͷΑ͏
ͳෳࡶͳهड़Λඞཁͱ͢Δ௨৴࣮૷ʹϩʔΧϧϏϡʔΛ༻͍ΔɼϋΠϒϦουͳϓϩάϥϛϯάΛՄೳͱ
͢Δ৽ͨͳϞσϧΛఏҊ͢Δɽ
1.3 ϝχʔίΞ؀ڥʹ͓͚ΔฒྻϓϩάϥϛϯάϞσϧ
PGASϞσϧͷϓϩάϥϛϯάϞσϧͷվળΛߦ͏͜ͱͰɼ෼ࢄϝϞϦ؀ڥͰͷϓϩάϥϜͷੜ࢈ੑΛ
޲্ͤ͞Δ͜ͱ͸Մೳ͕ͩɼۙ೥ొ৔͍ͯ͠ΔϝχʔίΞϓϩηοαΛ౥ࡌ͢ΔγεςϜʹ͓͍ͯ͸ϊʔ
υؒฒྻʹՃ͑ͯɼϊʔυ಺ฒྻͷੑೳɼੜ࢈ੑ΋ߟྀʹೖΕΔඞཁ͕͋ΔɽϝχʔίΞϓϩηοαͱ͠
ͯ͸ɼTop500ϦετΑΓ Intel Xeon Phi͕஫໨ΛूΊ͍ͯΔ͜ͱ͕Θ͔Δɽ
Xeon Phiʹ͓͚Δϓϩάϥϛϯάʹ͸ɼOpenMPͷϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯάΛ༻͍࣮ͨ
૷͕ଟ͘ߦΘΕ͓ͯΓɼͦͷଟ͕͘ϧʔϓͷฒྻ࣮ߦऴྃޙʹશମಉظΛඞཁͱ͢ΔɽϝχʔίΞϓϩ
ηοαͰ͸ɼίΞ਺૿ՃʹΑΓҙਤ͠ͳ͍ϩʔυΠϯόϥϯε͕ൃੜ͠΍͘͢ɼશମಉظͷίετ͕େ෯
ʹ૿Ճ͢ΔՄೳੑ͕͋Δɽ·ͨɼಉظࣗମͷίετ΋େ͖͍ [23]ͨΊɼϢʔβ͸ग़དྷΔݶΓશମಉظΛ
͠ͳ͍ฒྻϓϩάϥϛϯά͕ٻΊΒΕΔɽ
OpenMPͰ͸࢓༷ 3.0ΑΓλεΫฒྻ͕هड़ՄೳͱͳΓɼ࠶ؼతߏ଄΍ whileϧʔϓͳͲͷ֤εϨου
Ͱͷԋࢉ͕ಈతʹܾఆ͢Δ৔߹ͷฒྻ࣮૷͕Մೳͱͳͬͨɽ·ͨɼ࢓༷ 4.0͔Β͸λεΫґଘ͕هड़Մೳ
ͱͳΓɼґଘؔ܎ʹΑΔλεΫؒͰͷҰରҰಉظͱ͢Δ͜ͱ͕Ͱ͖ΔɽλεΫؒͷσʔλґଘΛهड़͢
Δ͜ͱͰɼैདྷͷϫʔΫγΣΞϦϯάʹΑΔશମಉظΛഉআͨ͠λεΫ୯ҐͰͷࡉཻ౓ͳಉظΛ࣮ݱ͠ɼ
ϩʔυόϥϯεͷվળʹΑΔੑೳ޲্͕ظ଴͞ΕΔɽຊઅͰ͸ɼIntel Xeon PhiϓϩηοαͰ͋Δ Knights
LandingʢKNLʣ[24]ͷ֓ཁΛࣔ͢ɽ·ͨɼϝχʔίΞϓϩηοα্Ͱͷฒྻϓϩάϥϛϯάख๏ʹؔ͠
ͯ·ͱΊɼݱঢ়ͷϝχʔίΞ؀ڥʹ͓͚Δϓϩάϥϛϯάͷ໰୊఺Λࣔ͢ɽ
1.3.1 Knights LandingʢKNLʣϝχʔίΞϓϩηοα
KNL͸ Intel Xeon Phiͷୈ 2ੈ୅ϓϩηοαͰ͋ΓɼKnights CornerʢKNCʣͷޙܧػͰ͋ΔɽKNC
͸ GPUͱಉ༷ʹ PCI Express઀ଓͷΞΫηϥϨʔλܕͰɼIntel XeonͳͲͷϗετϓϩηοαΛඞཁͱ
͢Δ͕ɼKNL͸ࣗ਎͕ϒʔτՄೳͱͳͬͨͨΊ KNLͷΈΛϗετϓϩηοαͱ͢ΔγεςϜΛߏஙՄ
ೳͱͳͬͨɽ·ͨɼߴόϯυ෯ͳ 3D ੵ૚ϝϞϦͰ͋Δ MCDRAM ͷ౥ࡌ΍ AVX512 ໋ྩͷαϙʔτɼ
͞ΒʹίΞؒ͸Ϧϯάόε઀ଓ͔Β 2࣍ݩϝογϡωοτϫʔΫʹͳΔͳͲɼKNC͔Βଟ͘ͷมߋ఺͕
͋Δɽ
ਤ 1.1 ʹ KNL ͷνοϓ಺ߏ੒Λࣔ͢ɽKNL ͸ 2 ίΞΛ 1 λΠϧͱͯ͠ѻ͏ɽλΠϧ͸ 1MB ͷ L2
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ਤ 1.1 KNLʢKnights Landingʣϓϩηοαͷߏ੒ɽ
ΩϟογϡͱίΞຖʹ 2ͭͷ Vector Processing UnitʢVPUʣͰߏ੒͞ΕɼλΠϧؒ͸ 2࣍ݩϝογϡωο
τϫʔΫͰ઀ଓ͞ΕΔɽ֤ίΞ͸ϋΠύʔεϨοσΟϯάʹΑΓ࠷େ 4εϨου·Ͱಈ࡞͢Δ͜ͱ͔Βɼ
Oakforest-PACSɼCoriγεςϜͳͲͰ༻͍ΒΕ͍ͯΔ Intel Xeon Phi 7250Ͱ͸ 34λΠϧɼ68ίΞͰ࠷
େ 272εϨουʹΑΔ࣮ߦ͕ՄೳͰ͋ΔɽMCDRAM͸ 2GBͣͭ߹ܭͰ 16GB͕νοϓ಺ʹ౥ࡌ͞Εɼ
νοϓ྆୺ʹ͸ DDR4ϝϞϦνϟωϧ͕ 3ͭͣͭ߹ܭ 6νϟωϧ͋Δɽ
KNL ͸ 2 ࣍ݩϝογϡωοτϫʔΫͷѻ͍ʹ All-to-AllɼQuadrantɼSub-NUMA ClusteringʢSNC4ʣ
ͷ 3छྨͷΫϥελϦϯάϞʔυΛఏڙ͍ͯ͠ΔɽAll-to-AllϞʔυ͸ɼνοϓ಺ͷશͯͷίΞΛ୯Ұϓ
ϩηοαͱͯ͠ѻ͏ͨΊɼϝϞϦΞΫηεʹΑͬͯ͸ίΞͱϝϞϦؒͷύε͕௕͘ͳΔɽQuadrantϞʔ
υ͸ɼAll-to-AllϞʔυͱಉ༷ʹ୯Ұϓϩηοαͱͯ͠ίΞΛѻ͏͕ɼωοτϫʔΫ͸Ծ૝తʹ 4෼ׂ͞
Ε֤ྖҬʹ࠷΋͍ۙϝϞϦʹσʔλ͕഑ஔ͞ΕΔɽैͬͯɼϢʔβ͸σʔλͷϝϞϦ഑ஔΛҙࣝ͢Δ͜
ͱͳ͘ϓϩάϥϛϯά͢Δ͜ͱ͕ՄೳͰ͋ΔɽSNC4 Ϟʔυ͸νοϓΛԾ૝తʹ 4 ෼ׂ͠ɼ4 ιέοτ
ͷ XeonϓϩηοαͷΑ͏ʹ 4ͭͷ NUMAϊʔυͱͯ͠ѻ͏ɽجຊతʹ෼ׂ͞Ε֤ͨྖҬʹดͨ͡ϝϞ
ϦΞΫηεͱͳΔͨΊɼnumactl ίϚϯυͰ NUMA ϊʔυΛѻ͏खؒ͸͋Δ͕ߴ͍ੑೳ͕ظ଴͞ΕΔɽ
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ਤ 1.2 tlogʹΑΔϒϩοΫίϨεΩʔ෼ղͷλΠϜϥΠϯɽ্͸ϧʔϓฒྻɼԼ͸λεΫฒྻʹΑΔ
࣮૷Λද͠ɼ12εϨουʹΑΔ࣮ߦΛࣔ͢ɽ
͞Βʹ KNL ͸ɼMCDRAM ͱ DDR4 ϝϞϦͷѻ͍ͷͨΊʹ 3 छྨͷϝϞϦϞʔυʢFlatɼCache ٴͼ
HybridʣΛఏڙ͍ͯ͠ΔɽFlatϞʔυ͸ɼMCDRAMͱ DDR4ϝϞϦ͕ҟͳΔϝϞϦΞυϨε্ʹ഑ஔ
͞ΕɼnumactlίϚϯυͳͲʹΑΓ໌ࣔతʹׂΓ౰ͯΔɽCacheϞʔυ͸ɼMCDRAMΛ DDR4ϝϞϦͷ
L3ΩϟογϡͷΑ͏ʹѻ͏ɽͦͷͨΊɼ໌ࣔతʹMCDRAMΛར༻͢Δ͜ͱ͸Ͱ͖ͳ͍͕ɼMCDRAM
ͷϝϞϦྔ 16GB Λ௒͑ΔϓϩάϥϜͰ͋ͬͯ΋ɼϓϩάϥϜʹมߋΛՃ͑Δ͜ͱͳ࣮͘ߦ͕ՄೳͰ͋
ΔɽHybridϞʔυ͸ɼMCDRAMΛ෼ׂ͠ FlatɼCacheϞʔυͷͦΕͧΕΛར༻Մೳͱ͢Δɽ
1.3.2 ϧʔϓฒྻͱλεΫฒྻ
ϝχʔίΞϓϩηοαʹ͓͍ͯߴ͍ੑೳΛಘΔͨΊʹ͸ɼͦͷലେͳίΞΛ࢖͍੾Δ͜ͱ͕Մೳͳߴ͍
ฒྻੑ΍ɼద੾ͳϩʔυόϥϯγϯάʹΑΓΞΠυϧεϨουΛൃੜͤ͞ͳ͍͜ͱ͕ɼϚϧνίΞϓϩ
ηοαҎ্ʹॏཁͱ͞ΕΔɽXeon PhiϓϩηοαʢKNLʣͷϓϩάϥϛϯάʹ͸ɼOpenMPͷ parallel
forɼforࢦࣔจΛ༻͍ͨϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯάͷ࣮૷͕ଟ͘ߦΘΕ͓ͯΓɼͦͷଟ͘͸
ϧʔϓฒྻ࣮ߦऴྃޙʹεϨουશମͷಉظΛඞཁͱ͢ΔɽϝχʔίΞϓϩηοαͰ͸ɼίΞ਺૿ՃʹΑ
Δҙਤ͠ͳ͍ϩʔυΠϯόϥϯε͕ൃੜ͠΍͘͢ɼશମಉظͷίετ͕େ෯ʹ૿Ճ͢ΔՄೳੑ͕͋Δɽ·
ͨɼಉظࣗମͷίετ΋େ͖͘ [23]ɼϢʔβʹ͸ग़དྷΔݶΓશମಉظΛ͠ͳ͍ฒྻϓϩάϥϛϯά͕ٻΊ
ΒΕΔɽ
OpenMP Ͱ͸ɼ࢓༷ 3.0 ΑΓ task ࢦࣔจͰλεΫฒྻ͕هड़ՄೳͱͳΓɼ࠶ؼతߏ଄΍ while ϧʔ
ϓͳͲͷ֤εϨουͰͷԋࢉ͕ಈతʹܾఆ͢Δ৔߹ͷฒྻ࣮૷͕Մೳͱͳͬͨɽ·ͨɼ࢓༷ 4.0 ͔Β͸
dependઅʹΑΔλεΫґଘͷهड़Λఏڙ͠ɼґଘؔ܎ʹΑΔλεΫؒͰͷҰରҰಉظ͕Մೳͱͳͬͨɽ
ͦ͜ͰɼϧʔϓฒྻͱλεΫฒྻͷͦΕͧΕΛ༻͍ͯಉҰͷϕϯνϚʔΫϓϩάϥϜΛ࣮૷͠ɼಉظํ๏
ͷҧ͍͕ੑೳʹ༩͑ΔӨڹΛௐࠪ͢Δɽਤ 1.2ʹ OpenMPͷ parallel forࢦࣔจʹΑΔϧʔϓฒྻ
࣮૷ͱɼtaskࢦࣔจͱ dependઅʹΑΔλεΫฒྻ࣮૷ͷλΠϜϥΠϯΛࣔ͢ɽର৅͸ϒϩοΫίϨ
εΩʔ෼ղͰ͋Γɼ1ϊʔυʹ Intel Xeon E5-2680 v2Λ 2ιέοτʢ10ίΞ ×2ʣ࣋ͭ؀ڥʹ͓͍ͯ 12
εϨουͰ࣮ߦ͢ΔɽίϯύΠϥ͸ Intel Compiler 17.0.1ͱ͠ɼλΠϜϥΠϯͷදࣔʹ͸ϓϩϑΝΠϦϯ
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ਤ 1.3 OpenMP parallel forɼtaskࢦࣔจͷΦʔόϔουɽ
άπʔϧͰ͋Δ tlogΛ༻͍Δɽॎ͕࣠εϨου਺ɼԣ͕࣠࣌ؒΛද͓ͯ͠Γɼࠇ͍ྖҬ͸εϨου͕ΞΠ
υϧঢ়ଶͰ͋Δ͜ͱΛද͠ɼͦͷଞͷྖҬ͸ԋࢉ͕࣮ߦ͞Ε͍ͯΔ۠ؒΛද͢ɽ
ϧʔϓฒྻʹΑΔ࣮ߦͰ͸ɼ0.015ɼ0.03sͳͲʹ͓͍ͯશମಉظʹΑΓଟ͘ͷεϨου͕ΞΠυϧঢ়ଶ
Ͱ͋Δ͜ͱ͕Θ͔ΔɽҰํͰɼλεΫฒྻͰ͸શମಉظ͔ΒҰରҰಉظͱͳͬͨ͜ͱͰΞΠυϧঢ়ଶͷε
Ϩου͕ݮΓɼੑೳ͕޲্͍ͯ͠Δ͜ͱ͕Θ͔ΔɽΑͬͯɼλεΫؒͷσʔλґଘΛهड़͠λεΫ୯Ґͷ
ࡉཻ౓ͳಉظͱ͢Δ͜ͱͰɼैདྷͷϫʔΫγΣΞϦϯάʹΑΔશମಉظΛഉআ͠ɼϩʔυόϥϯεͷվળ
ʹΑΔੑೳ޲্͕ظ଴͞ΕΔɽ͔͠͠ɼOpenMP͸ϊʔυ಺هड़ͷΈΛαϙʔτ͍ͯ͠ΔͨΊɼ෼ࢄϝϞ
Ϧ؀ڥͰͷλεΫґଘ͕هड़ՄೳͳϓϩάϥϛϯάϞσϧ͕ඞཁͱ͞ΕΔɽ
OpenMPͷ࢓༷ 4.0Ҏ্Λαϙʔτ͢ΔίϯύΠϥ͸ GNU΍ IntelͳͲ༷ʑ͋Δ͕ɼλεΫฒྻʹؔ
͢Δ࣮૷͸ະͩվળͷ༨஍͕͋Δɽਤ 1.3ʹ EPCC OpenMP micro-benchmark suite[25]ʹΑΔ OpenMP
ͷ parallel forɼtaskࢦࣔจͷΦʔόϔουΛࣔ͢ɽίϯύΠϥʹ͸ Intel Compiler 17.0.1Λ࢖༻
͠ɼIntel Xeon E5-2680 v2ͱ Intel Xeon Phi 7250ͷ 2छྨͷ؀ڥΛ༻͍ͯɼϚϧνɾϝχʔίΞϓϩηο
αͰͷ܏޲ͷҧ͍Λࣔ͢ɽ·ͣɼparallel forࢦࣔจͷϚϧνɾϝχʔίΞϓϩηοαʹ͓͚Δੑೳ
Λൺֱ͢ΔͱɼͲͪΒͷϓϩηοαʹ͓͍ͯ΋εϨου਺૿Ճͱͱ΋ʹੑೳ͕؇΍͔ʹ௿Լ͠ɼશମͱ͠
ͯ͸ϝχʔίΞϓϩηοαͰͷੑೳ͕௿͍͜ͱ͕Θ͔Δɽ࣍ʹ taskࢦࣔจͷੑೳ͸ɼ16εϨου·Ͱ
͸ϚϧνίΞϓϩηοαͰͷΦʔόϔου͕େ͖͘ɼεϨου਺ͷ૿Ճͱͱ΋ʹϝχʔίΞϓϩηοαͰ
ͷੑೳ͕ۃ୺ʹ௿Լͨ͠ɽ·ͨɼϚϧνɾϝχʔίΞϓϩηοαͷͲͪΒʹ͓͍ͯ΋ parallel forࢦ
ࣔจͱൺֱͯ͠ taskࢦࣔจͷΦʔόϔου͕େ͖͍͜ͱ͕Θ͔ͬͨɽ
λεΫ࣮ߦதʹσουϩοΫ͕ى͖͏ΔՕॴͰɼผͷ࣮ߦՄೳλεΫ΁ͱεΠονΛଅ͢ taskyield
ࢦࣔจͷڍಈͷௐࠪ΋ߦ͕ͬͨɼGNUʢ6.4ʣɼIntelʢ17.0.1ʣίϯύΠϥͱ΋ʹґଘ෇͖λεΫͷ৔߹ͷ
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ڍಈ͕ෆఆͰ͋ͬͨɽ෼ࢄϝϞϦ؀ڥͰͷλεΫฒྻ࣮ߦͰ͸ɼλεΫ಺Ͱ௨৴Λ࣮ߦ͢Δ͜ͱ͕ߟ͑
ΒΕΔɽͦͷͨΊɼσουϩοΫͷ๷ࢭ΍εϨου಺Ͱͷ௨৴ͱԋࢉλεΫͷΦʔόϥοϓͷͨΊʹ΋
taskyieldࢦࣔจʹΑΔλεΫͷεΠον͸ඞཁͰ͋Δɽͦ͜ͰɼλεΫੜ੒΍ίϯςΩετεΠον
ͷίετ͕ൺֱతখ͍ܰ͞ྔεϨουϥΠϒϥϦΛ༻͍ͯɼߴ଎ͳλεΫੜ੒΍Ұఆಈ࡞͢ΔλεΫε
ΠονϯάػೳΛ࣋ͭλεΫฒྻͷ࣮૷͕ඞཁͱ͞ΕΔɽ
1.3.3 ௨৴
෼ࢄϝϞϦ؀ڥʹ͓͚Δੑೳ޲্ͷख๏ͷҰͭͱͯ͠ɼ௨৴ͱԋࢉΛΦʔόϥοϓ͢Δ͜ͱ͕ڍ͛ΒΕ
ΔɽMPI௨৴ͷ৔߹ɼMPI Isend/Irecv()ͷϊϯϒϩοΩϯά௨৴Λ։࢝͠ɼଞͷԋࢉΛ࣮ߦ͢Δ͜ͱͰ௨
৴ͱԋࢉΛΦʔόϥοϓͤ͞Δɽͦͷޙɼ௨৴ର৅ͷσʔλͷ read/write͕ى͖Δ௚લͰ MPI Wait()ʹ
ΑΓ௨৴׬ྃΛอূ͢Δ࣮૷͕ҰൠతͰ͋Δɽ͔͠͠ɼෳࡶͳԋࢉ΍෦෼తʹ௨৴Λ࣮ߦ͢Δ৔߹ɼ௨৴
ͱԋࢉΛ׬શʹΦʔόϥοϓ͢Δ͜ͱ͸ࠔ೉Ͱ͋Γɼฒྻ౓ͷߴ͍ϝχʔίΞϓϩηοαͰ͸ϓϩάϥϜ
શମͱͯ͠ݟͨͱ͖ʹੑೳϘτϧωοΫͱͳΓ΍͍͢ɽ·ͨɼϢʔβ͕ϓϩάϥϜதͷಉظՕॴΛ೺Ѳ
͠ɼ௨৴ͱԋࢉͷΦʔόϥοϓΛهड़͢Δඞཁ͕͋ΔͨΊɼϓϩάϥϛϯάίετ΋େ͖͍ɽ
OpenMPͷσʔλґଘʹجͮ͘λεΫฒྻϞσϧͰ͸ɼλεΫ಺ͰMPIͷΑ͏ͳ௨৴Λهड़͢Δ͜ͱ
͕ՄೳͰ͋Δɽ௨৴ର৅Λԋࢉͱಉཻ͡౓ͷσʔλґଘͱͯ͠هड़͢Δ͜ͱͰɼͦͷσʔλ͕ඞཁͱͳΔ
࣌఺Ͱ OpenMPϥϯλΠϜ͕ґଘؔ܎ʹج͖࣮ͮߦॱংΛܾఆ͢ΔͨΊɼϢʔβ͕ಉظՕॴΛ໌ࣔతʹ
ܾఆ͢Δඞཁ͕ͳ͍ɽैͬͯɼ௨৴ͱԋࢉͷΦʔόϥοϓ཰Λ޲্ͤ͞ɼ͞ΒʹσʔλґଘͷΈͷ؆қͳ
هड़͕࣮ݱͰ͖Δͱߟ͑ΒΕΔɽ
෼ࢄϝϞϦ؀ڥͰλεΫฒྻϞσϧΛ࣮ߦ͢Δ৔߹ɼલड़ͨ͠ͱ͓Γ֤ϊʔυ͕࣋ͭεϨο
υͷλεΫ্Ͱ௨৴͕࣮ߦ͞ΕΔɽεϨου্Ͱ MPI ͷ௨৴ API ΛݺͿ৔߹ɼϚϧνεϨου
Ͱͷ௨৴ΛڐՄ͢Δ MPI THREAD MULTIPLE Λ MPI ͷॳظԽ࣌ʹࢦఆ͢Δඞཁ͕͋Δɽ͔͠
͠ɼMPI THREAD MULTIPLE Ͱͷ௨৴͸ɼҰൠతͳϓϩηεϨϕϧʢMPI THREAD SINGLEɼ
MPI THREAD FUNNELEDʣͷ௨৴ͱൺֱͯ͠ੑೳ͕௿͘ɼͦͷ௨৴ੑೳΛվળ͢ΔͨΊʹଟ͘ͷݚ
ڀ͕ߦΘΕ͖ͯͨɽH. Dang Β͸จݙ [26] ʹͯɼMPICH ͷ࣮૷Λϕʔεͱ͠ϚϧνεϨου௨৴࣌ͷ
lock/unlock ͷ࠷దԽΛߦ͏͜ͱͰɼΫϦςΟΧϧηΫγϣϯΛݮΒ͠ MPI THREAD MULTIPLE Ͱͷ
௨৴ੑೳΛ޲্ͤͨ͞ɽ·ͨɼM. SiΒ͸จݙ [27]ʹͯɼ௨৴ͷΈΛ࣮ߦ͢ΔΰʔετϓϩηεΛϢʔβ
ʹࢦఆͤ͞ɼͦͷϓϩηεͷΈ͕௨৴Λ࣮ߦ͢Δ࣮૷ͱͨ͠ɽϢʔβ͸εϨου্Ͱ࣮ߦ͢ΔΑ͏ʹ௨৴
Λهड़͢Δ͚ͩͰɼࣗಈతʹΰʔετϓϩηε͕௨৴Λ࣮ߦ͢ΔɽK. VaidyanathanΒ͸จݙ [28]ʹͯɼ
௨৴༻ͷεϨουΛఆٛ͠ଞͷεϨου্Ͱ࣮ߦ͞ΕΔ௨৴Λ௨৴༻εϨουʹࣗಈͰΦϑϩʔυ͢Δ͜
ͱͰੑೳ޲্ΛߦͬͨɽैͬͯɼMPI THREAD MULTIPLE؀ڥͰͷ௨৴ੑೳͷ޲্ͷͨΊʹ͸ɼMPI
ίϯύΠϥͷ࣮૷Λमਖ਼͠MPI THREAD MULTIPLEࣗମͷੑೳΛ޲্ͤ͞Δ͔ɼϢʔβ͔Β͸Ϛϧν
εϨουʹ௨৴͍ͯ͠ΔΑ͏ʹݟ͑Δ͕ϥϯλΠϜ͕ࣗಈతʹ 1ͭͷ࣮ߦ୯Ґʹ௨৴Λू໿͢Δ 2छྨ
ͷํ๏͕ߟ͑ΒΕΔɽ͔͠͠ɼ্هͷݚڀͰ͸ MPIίϯύΠϥͷ࣮૷ґଘͱͳΔ͜ͱ΍ɼ௨৴ू໿༻ͷ
ϥΠϒϥϦ͕ผ్ඞཁͱͳΔɽͦ͜ͰຊݚڀͰ͸ɼΑΓ൚༻తͳ௨৴࠷దԽͷ࣮૷Λߦ͏ͨΊɼOpenMP
ϨϕϧͰจݙ [28]ͷ௨৴༻εϨουͷੜ੒ͱͦͷεϨου΁ͷࣗಈతͳ௨৴ͷू໿ػߏΛ࣮૷͠ɼ௨৴
ੑೳ޲্Λ໨ࢦ͢ɽ
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1.4 PGASݴޠ XcalableMP (XMP)
ຊݚڀͰ༻͍Δ PGASݴޠ XMPͷ֓ཁΛड़΂ΔɽXMP͸ɼ࣍ੈ୅ฒྻϓϩάϥϛϯάݴޠݕ౼ҕһ
ձٴͼ PC ΫϥελίϯιʔγΞϜฒྻϓϩάϥϛϯάݴޠ XcalableMP ن֨෦ձ [29] ʹΑΓɼ࢓༷ݕ
౼ٴͼࡦఆ͕ߦΘΕ͍ͯΔ෼ࢄϝϞϦܕ Single Program Multiple DataʢSPMDʣΛ࣮ߦϞσϧͱ͢Δ Cɼ
FortranରԠͷ PGASݴޠͰ͋ΔɽϦϑΝϨϯε࣮૷Ͱ͋Δ Omni XcalableMP Compiler͸ɼཧԽֶݚڀ
ॴܭࢉՊֶݚڀػߏϓϩάϥϛϯά؀ڥݚڀνʔϜͱஜ೾େֶ HPCSݚڀࣨʹΑΔ Omni Compilerϓϩ
δΣΫτ [30]ʹΑΓ։ൃ͕ਐΊΒΕ͓ͯΓɼXMPࢦࣔจ͕ૠೖ͞Εͨ CɼFortranίʔυΛMPIͰهड़
͞ΕͨϥϯλΠϜݺͼग़͠΁ͱม׵͢Δ source-to-sourceͳτϥϯεϨʔλͰ͋ΔɽMPI͸ 0ΦϦδϯͰ
“ϓϩηε”Λ࣮ߦ୯Ґͱ͍ͯ͠Δ͕ɼXMP͸ 1ΦϦδϯͰ “ϊʔυ”ͱ͍ͯ͠ΔɽXMP͸ϓϩάϥϛϯ
άϞσϧͱͯ͠άϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷ 2छྨΛఏڙ͍ͯ͠ΔɽάϩʔόϧϏϡʔϞσϧ͸
యܕతͳσʔλ෼ࢄ΍௨৴ΛࢦࣔจͰఏڙ͓ͯ͠ΓɼϩʔΧϧϏϡʔϞσϧ͸ Fortran 2008ΑΓਖ਼ࣜ࠾༻
͞Εͨ coarrayͱޓ׵ੑ͕͋Δยଆ௨৴Λαϙʔτ͍ͯ͠Δɽ
1.4.1 άϩʔόϧϏϡʔϞσϧ
άϩʔόϧϏϡʔϞσϧ͸ɼ໰୊Ͱѻ͏άϩʔόϧͳ഑ྻΛ֤ϊʔυʹ෼ࢄ͢ΔࢦࣔจΛૠೖ͢Δ͜
ͱͰฒྻ࣮ߦΛՄೳͱ͢ΔϓϩάϥϛϯάϞσϧͰ͋Δɽैͬͯɼجຊతʹஞ࣍ϓϩάϥϜʹࢦࣔจΛ
ૠೖ͢ΔͷΈͰฒྻϓϩάϥϜΛ࣮૷Ͱ͖ΔɽάϩʔόϧϏϡʔͰ͸ςϯϓϨʔτͱݺ͹ΕΔԾ૝తͳ
ΠϯσοΫεۭؒΛ༻͍ͯσʔλ΍ॲཧͷ෼ࢄΛهड़͢Δɽਤ 1.4 ʹάϩʔόϧϏϡʔϞσϧͷϓϩά
ϥϜྫΛࣔ͢ɽҎ߱ͷάϩʔόϧϏϡʔʹΑΔϓϩάϥϜͷઆ໌͸ɼશͯαΠζ 16 ͷ഑ྻ A Λ 4 ϊʔ
υͰϒϩοΫ෼ׂͨ͠৔߹ͷσʔλ෼ࢄɼฒྻ࣮ߦٴͼ௨৴ɾಉظͷྫͱͳΔɽ·ͣɼnodesࢦࣔจʹ
ΑΓ࣮ߦϊʔυू߹Λఆٛ͢Δɽ਺஋ͷهड़ʹΑΓ੩తʹ࣮ߦϊʔυ਺ΛࢦఆͰ͖Δ΄͔ɼ“*” ͱͨ͠
৔߹͸Ϣʔβ͕࣮ߦ࣌ʹࢦఆͨ͠ϊʔυ਺ΛجʹɼXMP ϥϯλΠϜ͕ࣗಈతʹ࣮ߦϊʔυ਺Λ൑அ͢
Δɽtemplateࢦࣔจ͸ςϯϓϨʔτΛఆٛ͢Δɽਤ 1.4Ͱ͸෼ࢄ͢Δ഑ྻ AͷαΠζʹ߹Θͤͯςϯ
ϓϨʔτ௕Λࢦఆ͍ͯ͠Δɽ࣍ʹɼςϯϓϨʔτʹରͯ͠ distributeࢦࣔจͰ෼ׂํ๏ʢϒϩοΫɼ
αΠΫϦοΫɼϒϩοΫαΠΫϦοΫٴͼෆۉ౳ϒϩοΫʣΛࢦఆ͠ɼalignࢦࣔจʹΑΓର৅ͷ഑ྻ
ͱ෼ࢄ͞ΕͨςϯϓϨʔτΛରԠ෇͚Δ͜ͱͰɼ֤ϊʔυ΁ͱσʔλ෼ࢄΛߦ͏ɽ෼ࢄ͞ΕͨσʔλΛ༻
͍Δ forจʹରͯ͠ loopࢦࣔจΛૠೖ͢Δ͜ͱͰɼϢʔβ͸֤ϊʔυ΁ͱ෼ࢄ͞Εͨσʔλͷ഑ஔΛҙ
ࣝ͢Δ͜ͱͳ͘ɼฒྻ࣮ߦ͕ՄೳͰ͋ΔɽجຊతʹάϩʔόϧϏϡʔʹΑΔฒྻϓϩάϥϜ͸ࢦࣔจ௥Ճ
ʹΑΔ࣮૷Ͱ͋ΔͨΊɼXMPίϯύΠϥ͕ແ͍؀ڥͰ͸ஞ࣮࣍૷ͷ CɼFortranͷϓϩάϥϜͱ࣮ͯ͠ߦ
Ͱ͖Δɽ
XMP ͸෼ࢄ഑ྻʹର͢Δ௨৴Λαϙʔτ͢ΔͨΊ shadowɼreflect ٴͼ gmove ࢦࣔจΛఏڙ͠
͍ͯΔɽshadowɼreflectࢦࣔจ͸ɼεςϯγϧԋࢉͳͲͰ޿͘༻͍ΒΕ͍ͯΔକྖҬ௨৴Λ࣮ߦ͢
ΔࢦࣔจͰ͋Δɽਤ 1.5͸ɼάϩʔόϧϏϡʔʹΑΓϒϩοΫ෼ׂ͞Εͨ 1࣍ݩ഑ྻʹର͢ΔକྖҬ௨৴
ͷྫͰ͋ΔɽshadowࢦࣔจʹΑΓɼ֤ϊʔυʹ෼ࢄ͞Εͨ഑ྻͷ্୺ɾԼ୺ʹ೚ҙ෯ͷକྖҬΛ֬อ͢
Δɽྫͷ৔߹͸ “A[1:1]”ͱهड़͞Ε͍ͯΔͨΊɼ෼ࢄ഑ྻ Aͷ্୺ɾԼ୺ʹͦΕͧΕ 1ཁૉͣͭྖҬ͕
1.4 PGASݴޠ XcalableMP (XMP) 10
template	TT :
0 15
node1 node2 node3 node4T :
0 15
node1 node2 node3 node4T :
0 15
node1 node2 node3 node4A[16] :
int A[16], res;
#pragma xmp nodes P(4)
#pragma xmp template T(0:15) 
#pragma xmp distribute T(block) onto P
#pragma xmp align A[i] with T(i)
#pragma xmp loop(i) on T(i) reduction(+:res)
for (int i = 0; i < 16; i++) {
A[i] = func(i);
res += A[i];
}
ਤ 1.4 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢσʔλ෼ࢄɼฒྻ࣮ߦʣɽ
֬อ͞ΕΔɽshadow ࢦࣔจͰࢦఆ͞Εͨ഑ྻΛ reflect ࢦࣔจͰࢦఆ͢Δ͜ͱͰ֤ϊʔυ͕࣋ͭକ
ྖҬͷ஋Λߋ৽͢Δɽ
gmove ࢦࣔจ͸෼ࢄ഑ྻʹର͢Δ༷ʑͳ௨৴͕࣮ߦՄೳͳࢦࣔจͰ͋Δɽgmove ࢦࣔจʹ͸ม਺΍
෼ࢄ഑ྻʹΑΔ୅ೖจ͕هड़͞Εɼࠨลͱӈลͷॴ༗ϊʔυ͕ҟͳΔ৔߹ʹ௨৴͕ൃੜ͢Δɽ͞Βʹɼ
gmoveࢦࣔจʹରͯ͠ in/outΛࢦఆ͢ΔͱɼϊʔυؒͰͷ௨৴͸ยଆ௨৴ʢPutɼGetʣͱͳΔɽਤ 1.6
ʹ gmove ࢦࣔจʹΑΓهड़Մೳͳ௨৴ύλʔϯͷҰ෦Λࣔ͢ɽࠨลͱӈลͷ྆ํʹ഑ྻηΫγϣϯΛ
ؚΉ෼ࢄ഑ྻΛࢦఆͨ͠৔߹ɼਤதͷ send-recvͷΑ͏ʹϊʔυؒͰͷσʔλίϐʔ͕࣮ߦ͞ΕΔɽෳ਺
ϊʔυʹލΔ഑ྻηΫγϣϯΛهड़ͨ͠৔߹΋ಉ༷ʹ࣮ߦ͕ՄೳͰɼରԠ͢Δϊʔυશ͕࣮ͯߦର৅ͱͳ
ΔɽࠨลʹϩʔΧϧม਺͕هड़͞Εͨ৔߹͸ਤதͷ broadcastͷΑ͏ʹɼϊʔυ 1͕࣋ͭ A[0]ͷ஋Λ֤
ϊʔυ͕࣋ͭϩʔΧϧม਺ Bʹରͯ͠୅ೖ͢ΔϒϩʔυΩϟετͱͳΔɽӈลʹϩʔΧϧม਺͕هड़͞
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#pragma xmp shadow A[1:1]
A[16] : node1 node2 node3 node4
#pragma xmp reflect (A)
A[16] : node1 node2 node3 node4
ਤ 1.5 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢshadowɼreflectࢦࣔจʣɽ
int B;  /* B is a local variable */
/* send-recv */
#pragma xmp gmove
A[12:4] = A[0:4];
0 15
node1 node2 node3 node4A[16] :
/* broadcast */
#pragma xmp gmove
B = A[0:1]; 
0 15
node1 node2 node3 node4A[16] :
B :
/* local copy */
#pragma xmp gmove
A[0:16] = B; 
0 15
node1 node2 node3 node4A[16] :
B :
ਤ 1.6 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢgmoveࢦࣔจʣɽ
1.4 PGASݴޠ XcalableMP (XMP) 12
ιʔείʔυ 1.1 ϩʔΧϧϏϡʔϞσϧͷϓϩάϥϛϯάྫɽ
1 int A[25]:[∗], B[25], tag, mype, status;
2 #pragma xmp nodes P(4)
3 mype = xmp node num();
4
5 /∗ Example of coarray Get ∗/
6 if (mype == 4) {
7 B[0:25] = A[0:25]:[1];
8 }
9 xmp sync all(&status);
10
11 /∗ Example of coarray Put ∗/
12 if (mype == 1) {
13 A[0:25]:[4] = B[0:25];
14 xmp sync memory(&status);
15 #pragma xmp post (P(4), tag)
16 }
17 if (mype == 4) {
18 #pragma xmp wait (P(1), tag)
19 }
Εͨ৔߹͸ local copy ͕࣮ߦ͞ΕΔɽ෼ࢄ഑ྻ Aͷશͯͷཁૉ͕ࢦఆ͞Ε͍ͯΔͨΊɼ֤ϊʔυ͕࣋ͭ
ϩʔΧϧม਺ BΛ෼ࢄ഑ྻ AͷશͯΠϯσοΫεʹରͯ͠୅ೖ͢Δɽ
1.4.2 ϩʔΧϧϏϡʔϞσϧ
ϩʔΧϧϏϡʔϞσϧ͸ɼ֤ϊʔυ͕࣋ͭϩʔΧϧσʔλʹରͯ͠௨৴Λߦ͏ϓϩάϥϛϯάϞσϧͰ
͋ΔɽXMP Ͱ͸ɼFortran2008 ͔Βਖ਼ࣜ࠾༻͞Εͨ CAF Λϕʔεͱͨ͠ coarray ه๏Λఏڙ͍ͯ͠Δɽ
XMP/Fortranʹ͓͚Δ coarray͸ Fortran2008ͷ্Ґޓ׵Ͱ͋ΓɼXMP/Cʹ͓͚Δ coarray͸ XMPͷಠ
֦ࣗுͰ͋Δɽcoarrayͷ࣮ߦ୯Ґ͸ΠϝʔδͰ͋Δɽ֤ϊʔυ͕࣋ͭݻ༗ͷ໊લۭؒʹରͯ͠ɼ഑ྻ୅
ೖจܗࣜͰΠϝʔδ൪߸ɼ௨৴ཁૉ਺Λࢦఆ͢ΔͷΈͰยଆ௨৴ʢPutɼGetʣΛ࣮ߦՄೳͰ͋ΔͨΊɼMPI
ͷΑ͏ʹϩʔΧϧσʔλͷৼΔ෣͍Λৄࡉʹهड़Ͱ͖Δɽยଆ௨৴ͷର৅ͱͳΔ഑ྻ͸ɼ഑ྻએݴ࣌ʹ֯
ׅހͰ࣮ߦର৅ͷΠϝʔδू߹Λهड़͢Δɽෳ਺ׅ֯ހʹΑΓଟ࣍ݩΠϝʔδʹର͢Δׂ෇΋ՄೳͰ͋
Δɽ1࣍ݩۭؒͷશ࣮ߦΠϝʔδΛର৅ͱ͢Δ৔߹͸ׅ֯ހʹ “*”Λࢦఆ͢Δɽยଆ௨৴͸ඇಉظʹ࣮ߦ
͞ΕΔͨΊɼϢʔβ͕ಉظΛ໌ࣔతʹهड़͢Δඞཁ͕͋ΔɽXMP/Fortran͸ CAFͱಉ౳Ͱ͋ΓɼXMP/C
Ͱ͸શମಉظͷ xmp sync all()ɼ࣮ߦओମʹ͓͚Δ௨৴׬ྃΛอূ͢Δ xmp sync memory()ɼҰରҰಉظ
͕هड़Մೳͳ xmp sync image()ͳͲΛఏڙ͍ͯ͠Δɽ
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ιʔείʔυ 1.1ʹ XMP/Cͷ coarrayΛ༻͍ͨยଆ௨৴ͷྫΛࣔ͢ɽ഑ྻ AΛยଆ௨৴ͷର৅ͷ഑ྻ
ͱ͢ΔͨΊɼ1ߦ໨ͷΑ͏ʹׅ֯ހʹΑΔࢦఆΛߦ͏ɽྫͰ͸ɼ1࣍ݩۭؒͷશ࣮ߦΠϝʔδΛର৅ͱ͢
Δɽ7ɼ13 ߦ໨͕ͦΕͧΕ coarray GetɼPut Λද͓ͯ͠Γɼ഑ྻهड़ޙํͷίϩϯҎ͕߱௨৴ର৅ͷΠ
ϝʔδΛࣔ͢ɽ7ߦ໨Ͱ͸ϊʔυ 4͕࣮ߦओମͰ͋Γɼϊʔυ 1͕࣋ͭ഑ྻ AͷΠϯσοΫε 0͔Β 25
ཁૉʹରͯ͠ GetΛ࣮ߦ͢Δɽยଆ௨৴͸ඇಉظʹ࣮ߦ͞ΕΔͨΊɼ9ߦ໨ͷ xmp sync all()ʹͯશମಉ
ظʹΑΓยଆ௨৴ͷ׬ྃΛอূ͢Δɽ13ߦ໨Ͱ͸ϊʔυ 1͕࣮ߦओମͰ͋Γɼϊʔυ 4͕࣋ͭ഑ྻ Aͷ
ΠϯσοΫε 0͔Β 25ཁૉʹରͯ͠ PutΛ࣮ߦ͢Δɽ͜ͷྫ͸ɼશମಉظͰ͸ͳ͘ post/waitࢦࣔจ
ʹΑΔҰରҰͷಉظΛࣔ͢ɽ14ߦ໨ͷ xmp sync memory()ʹΑΓɼ࣮ߦओମʹ͓͍ͯยଆ௨৴ͷ׬ྃΛ
อূ͠ postࢦࣔจͰର৅ϊʔυΛىಈ͢Δɽϊʔυ 4Ͱ͸ waitࢦࣔจʹΑΓ postࢦࣔจ͕࣮ߦ͞
ΕΔ·Ͱ଴ػ͢ΔͷͰɼϊʔυ 4ʹ͓͍ͯϊʔυ 1Ͱ࣮ߦ͞Εͨยଆ௨৴ͷ׬ྃΛอূ͢Δ͜ͱ͕Մೳͱ
ͳΔɽ
1.5 ໨త
ຊݚڀͰ͸ɼେن໛ͳ෼ࢄϝϞϦγεςϜʹ͓͚ΔฒྻϓϩάϥϜͷੑೳͱੜ࢈ੑͷ޲্Λओͳ໨తͱ
͢Δɽͦͷ໨తΛୡ੒͢ΔͨΊʹ 2ͭͷݚڀ՝୊ʹऔΓ૊Ήɽ·ͣ 1ͭͱͯ͠ɼPGASϞσϧͷάϩʔό
ϧϏϡʔͱϩʔΧϧϏϡʔͷܽ఺Λิ͏৽ͨͳϓϩάϥϛϯάϞσϧͷఏҊΛߦ͏ɽఏҊϞσϧʹΑΔ࣮
ΞϓϦέʔγϣϯ΁ͷద༻Λ௨ͯ͠ɼ࣮ΞϓϦέʔγϣϯͷΑ͏ͳෳࡶͳϓϩάϥϜʹର͢Δ PGASϞ
σϧద༻ʹΑΔ஌ݟΛࣔ͢ͱͱ΋ʹɼΦϦδφϧͷฒྻ࣮૷ͱͷൺֱʹΑΔੑೳͱੜ࢈ੑͷධՁΛߦ͏ɽ
ຊݚڀͰ͸ PGASݴޠ XMPΛର৅ʹɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ߹ΘͤͨϞσϧͰ͋Δ
ϋΠϒϦουϏϡʔΛఏҊ͢ΔɽϋΠϒϦουϏϡʔϞσϧʹΑΓɼ࣮ΞϓϦέʔγϣϯͰ͋Δ֩༥߹γ
ϛϡϨʔγϣϯίʔυ GTC-P[31, 32]Λ࣮૷͠ɼఏҊϞσϧ͕ MPIͱಉ౳ͷੑೳ͕ಘΔ͜ͱ͕ՄೳͰ͋
Γɼ͞Βʹੜ࢈ੑͷߴ͍࣮૷Ͱ͋Δ͜ͱΛࣔ͢ɽ·ͨɼϋΠϒϦουϏϡʔ͸ϊʔυؒͰͷ௨৴ɼσʔλ
෼ׂ΍ฒྻ࣮ߦΛ؆қʹهड़Մೳͱ͍ͯ͠ΔϞσϧͰ͋ΓɼϝχʔίΞϓϩηοαΛ౥ࡌ͢ΔγεςϜʹ
͓͍ͯ͸ϊʔυؒฒྻʹՃ͑ͯɼϊʔυ಺ฒྻͷੑೳɼੜ࢈ੑ΋ߟྀʹೖΕΔඞཁ͕͋Δɽͦ͜Ͱ 2ͭ໨
ͷ՝୊ͱͯ͠ɼϝχʔίΞγεςϜ্Ͱߴ͍ੑೳ΍ੜ࢈ੑΛཱ྆ͤ͞ΔϓϩάϥϛϯάΛՄೳͱ͢΂͘ɼ
PGASϞσϧʹΑΔλεΫฒྻϞσϧͷఏҊΛߦ͏ɽXMPΛର৅ͱͯ͠ϊʔυ಺/ؒʹ͓͚ΔλεΫґଘ
Λ౷Ұతʹهड़Մೳͱ͢ΔࢦࣔจΛఏҊ͠ɼఏҊࢦࣔจʹΑΔϕϯνϚʔΫϓϩάϥϜͷ࣮૷ɼධՁʹΑ
ΓɼϝχʔίΞΫϥελ্Ͱੑೳɼੜ࢈ੑΛࣔ͢ɽ
ຊݚڀͷߩݙ͸ҎԼͷ௨ΓͰ͋Δɽ
• XMPͷϋΠϒϦουϏϡʔϞσϧʹΑΓɼैདྷͰ͸ෳࡶͳ௨৴΍ԋࢉʹΑΓάϩʔόϧϏϡʔ͕
ద༻Ͱ͖ͳͬͨϓϩάϥϜʹରͯ͠ɼ෦෼తʹάϩʔόϧϏϡʔ͕ద༻ՄೳͱͳΓɼੜ࢈ੑͷߴ͍
࣮૷͕Մೳͱͳͬͨɽ·ͨɼ௨৴͸ϩʔΧϧϏϡʔʹΑΔ؆қͳه๏ʹΑΔ࣮૷ͱͳΓɼ௨৴هड़
ͷՄಡੑ͸ߴ͍ɽ
• XMPͷλεΫฒྻϞσϧʹΑΓɼैདྷͷϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯάͷશମಉظΛഉআ
͠ɼσʔλґଘʹجͮ͘λεΫؒͷࡉཻ౓ͳಉظΛ෼ࢄϝϞϦ؀ڥͰ࣮ݱͨ͠ɽ·ͨɼϕϯνϚʔ
ΫϓϩάϥϜ΁ఏҊख๏ͷద༻ʹΑΓϝχʔίΞγεςϜ্Ͱͷߴੑೳɼߴੜ࢈ੑΛࣔͨ͠ɽ
1.6 ຊ࿦จͷߏ੒ 14
1.6 ຊ࿦จͷߏ੒
ຊ࿦จͷ֤ষͷߏ੒͸ҎԼͷ௨ΓͰ͋Δɽୈ 2 ষͰ͸ϋΠϒϦουϏϡʔϞσϧʹΑΔ֩༥߹γϛϡ
Ϩʔγϣϯίʔυ GTC-Pͷ࣮૷ͱධՁΛࣔ͢ɽάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷܽ఺Λิ͏৽͍͠
ϓϩάϥϛϯάϞσϧͰ͋ΔϋΠϒϦουϏϡʔͷఏҊΛߦ͏ɽఏҊϞσϧʹΑΓ࣮ΞϓϦέʔγϣϯΛ
࣮૷͠ධՁΛ͢Δ͜ͱͰɼΦϦδφϧͷ MPI࣮૷ͱͷੑೳ΍ੜ࢈ੑͷൺֱʹΑΔϋΠϒϦουϏϡʔͷ
༗༻ੑΛࣔ͢ɽGTC-P͸ GPU΍ Intel Xeon Phiͷద༻ʹΑΔੑೳ໘Ͱͷվળ͸සൟʹߦΘΕ͖͕ͯͨɼ
ϓϩάϥϜͷੜ࢈ੑͷ؍఺͔ΒධՁΛߦ͏͜ͱ͸ຊݚڀ͕ॳΊͯͰ͋Δɽୈ 3ষͰ͸ɼϝχʔίΞ؀ڥʹ
͓͚Δߴੑೳɼߴੜ࢈ੑΛಘΔ͜ͱ͕ՄೳͳϓϩάϥϛϯάϞσϧͷఏҊΛߦ͏ɽຊݚڀͰ͸λεΫฒྻ
Ϟσϧʹ஫໨͠ɼϝχʔίΞ؀ڥͰͷλεΫฒྻهड़ͷར఺Λड़΂Δͱͱ΋ʹɼैདྷͷϧʔϓฒྻʹΑΔ
ϫʔΫγΣΞϦϯάͷ࣮૷ͱͷൺֱΛࣔ͢ɽ·ͨɼPGASϞσϧʹλεΫฒྻػೳΛऔΓೖΕΔ͜ͱͰɼ
ϝχʔίΞ؀ڥͰͷੑೳɼੜ࢈ੑͷཱ྆Λ໨ࢦ͢ɽ࠷ޙʹୈ 4 ষͰຊݚڀશମͷ·ͱΊͱࠓޙͷ՝୊Λ
ࣔ͢ɽ
15 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ୈ 2ষ
ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓ
ϩάϥϛϯά
2.1 ϋΠϒϦουϏϡʔϞσϧ
PGASϞσϧͷΞϓϦέʔγϣϯ΁ͷద༻ྫΛ༻͍ͯɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷར఺΍ܽ
఺Λड़΂ΔɽܭࢉՊֶͷΞϓϦέʔγϣϯͷ෺ཧγϛϡϨʔγϣϯͰΑ͘༻͍ΒΕΔख๏ͱͯ֨͠ࢠ๏ͱ
ཻࢠ๏͕͋Δɽࠩ෼๏΍༗ݶཁૉ๏Λ୅දͱ͢Δ֨ࢠ๏Ͱ͸ɼԋࢉྖҬ͕֨ࢠ্ʹׂΓ౰ͯΒΕͨεςϯ
γϧԋࢉΛओͳԋࢉͱ͍ͯ͠ΔͨΊɼάϩʔόϧϏϡʔʹΑΔయܕతͳσʔλ෼ࢄ΍ฒྻ࣮ߦ͕దͯ͠
͍ΔɽҰํͰཻࢠ๏͸ɼԋࢉ͸֨ࢠʹґΒͣܭࢉ఺͕෺ཧྔͱͱ΋ʹۭؒΛࣗ༝ʹҠಈՄೳͰ͋ΔͨΊɼ
ϊʔυΛލΔ௨৴͸σʔλαΠζ΍ର৅ϊʔυ͕ಈతʹมߋ͞ΕΔΑ͏ͳෳࡶͳ௨৴هड़͕ඞཁͱͳΔɽ
ͦͷͨΊɼϩʔΧϧϏϡʔͷยଆ௨৴ʹΑΔ؆қͳ௨৴هड़͕ద͍ͯ͠Δɽ
άϩʔόϧϏϡʔʹΑΔ࣮૷͸ɼஞ࣮࣍૷Λҡ࣋ͨ͠··Ͱɼ͔ͭ؆қͳࢦࣔΛ༩͑Δ͚ͩͰฒྻ࣮૷
͕ՄೳͰ͋ΔͨΊɼΞϓϦέʔγϣϯશମͷੜ࢈ੑΛߴΊΔ͜ͱ͕ՄೳͰ͋Δɽ͔͠͠ɼϓϩάϥϛϯά
ͷ੍໿΋ଟ͘ɼཻࢠ๏ͷΑ͏ͳෳࡶͳ௨৴ΛؚΉΞϧΰϦζϜʹ͸ద༻Ͱ͖ͣɼ֨ࢠ๏ͷΑ͏ͳయܕతͳ
σʔλ෼ࢄ΍௨৴Λߦ͏ΞϓϦέʔγϣϯʹ͔͠ద༻Ͱ͖ͳ͍৔߹͕ଟ͍ɽҰํͰɼϩʔΧϧϏϡʔʹΑ
Δ࣮૷͸ɼ؆қͳهड़ʹΑΔยଆ௨৴ͱ֤ϊʔυݻ༗ͷ໊લۭؒʹ͓͚ΔϓϩάϥϛϯάͰ͋ΔͨΊɼཻ
ࢠ๏ͷΑ͏ͳෳࡶͳ௨৴ύλʔϯʹ΋ରԠՄೳͰ͋Δɽ͔͠͠ɼσʔλ෼ࢄ΍ϧʔϓͷฒྻ࣮ߦ͸ MPI
ͱಉ༷ཅʹهड़͢Δඞཁ͕͋ΓɼϓϩάϥϜશମͰͷੜ࢈ੑ͕ߴ͍ͱ͸ݴ͑ͳ͍ɽ֤࣮ߦϞσϧʹ͓͍ͯ
໰୊఺΋ଟ͍ͨΊɼMPIͱಉ౳ͷੑೳ͕ಘΔ͜ͱ͕ՄೳͰɼΑΓੜ࢈ੑΛߴΊΔ͜ͱ͕༰қͳϓϩάϥϛ
ϯάϞσϧ͕ٻΊΒΕΔɽຊݚڀͰ͸ɼάϩʔόϧϏϡʔͷ؆қͳهड़ʹΑΔσʔλ෼ࢄ΍ฒྻ࣮ߦٴͼ
௨৴هड़Λ࢒ͭͭ͠ɼཻࢠ๏ʹ͓͚Δ௨৴ͷΑ͏ͳෳࡶͳهड़Λඞཁͱ͢ΔՕॴΛϩʔΧϧϏϡʔͰ࣮૷
͢ΔɼϋΠϒϦουʹهड़ՄೳͳϓϩάϥϛϯάϞσϧΛఏҊ͢Δɽ
2.2 ֩༥߹γϛϡϨʔγϣϯίʔυ
֩༥߹ϓϥζϚதͷཚྲྀݱ৅ͷγϛϡϨʔγϣϯΛߦ͏୅දతͳख๏ͱͯ͠ɼParticle-In-CellʢPICʣ๏
ͱϞϯςΧϧϩ๏͕ڍ͛ΒΕΔɽ͜ͷͲͪΒͷख๏΋ՙిཻࢠͷू߹ମͱͯ͠ϓϥζϚΛѻ͏ཻࢠతඳ૾
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Rank 0 Rank 1 Rank 2
Rank 3 Rank 4 Rank 5
Rank 8Rank 7Rank 6
(B)
(C)
(A)
ਤ 2.1 2࣍ݩϒϩοΫ෼ׂʹΑΔ 2࣍ݩ PICγϛϡϨʔγϣϯͷ؆қਤɽʢAʣ͸ཻࢠ͕࣋ͭిՙͷ
ۙ๣֨ࢠ఺΁ͷ෼഑ɼʢBʣ͸ϙΞιϯํఔࣜΛղͨ͘Ίͷཅղ๏ʹΑΔεςϯγϧԋࢉɼʢCʣ͸ཻࢠ
يಓܭࢉΛͦΕͧΕද͢ɽ
ʹΑΔ͕ɼPIC๏͸֎෦ి࣓৔Ҏ্ʹϓϥζϚࣗ਎͕࡞Γग़͢ి࣓৔ͷӨڹ͕ڧ͍ݱ৅ʹద͓ͯ͠ΓɼϞ
ϯςΧϧϩ๏͸ϓϥζϚཻࢠ΍ෆ७෺ΠΦϯͳͲͷ༌ૹݱ৅ͷղੳʹ޿͘༻͍ΒΕ͍ͯΔɽຊݚڀͰ͸ɼ
PIC๏ʹΑΔ࣮ΞϓϦέʔγϣϯͰ͋Δ GTC-PΛର৅ͱͨͨ͠ΊɼPIC๏ͷઆ໌ͷΈΛࣔ͢ɽ
2.2.1 Particle-In-CellʢPICʣγϛϡϨʔγϣϯ
PIC๏͸ɼ৔ͷܭࢉΛߦ͏ܭࢉ֨ࢠͱۭؒΛࣗ༝ʹಈ͖ճΔ֨ࢠʹΑΒͳཻ͍ࢠيಓܭࢉͷ૊Έ߹Θͤ
Ͱߏ੒͞ΕΔɽҎԼʹ PIC๏ͷγϛϡϨʔγϣϯΛࣔ͢ [33]ɽ
1. ཻ֤ࢠ͕࣋ͭిՙΛۙ๣֨ࢠ఺ʹ෼഑͠ɼՃࢉΛߦ͏ɽ
2. ϙΞιϯํఔࣜʹΑΓɼۙ๣֨ࢠ఺্ͷిՙີ౓͔Β֨ࢠ఺্ͷ੩ిϙςϯγϟϧΛٻΊɼͦΕΛ
جʹి৔ΛٻΊΔɽ
3. ཻ֤ࢠͷۙ๣֨ࢠ఺͔ΒݸʑͷཻࢠͷݱࡏҐஔͰͷి৔ΛٻΊɼ1εςοϓཻࢠͷҐஔΛਐΊΔɽ
ਤ 2.1ʹ 2࣍ݩ PICγϛϡϨʔγϣϯίʔυʹରͯ͠ 2࣍ݩϒϩοΫ෼ׂʹΑΔฒྻԽΛࢪͨ͠ྫΛࣔ
͢ɽਤதͷʢAʣɼʢBʣ͸ྡ઀֨ࢠ఺৘ใΛ༻͍ͨ৔ͷܭࢉΛද͠ɼʢCʣ͸ཻࢠͷيಓܭࢉΛද͢ɽ৔ͷ
ܭࢉ͸େ͖͘෼͚ͯ 2छྨʹ෼ྨ͞ΕɼʢAʣ͸֨ࢠ಺ͷཻࢠ͕࣋ͭిՙΛۙ๣֨ࢠ఺΁ͷ෼഑ɼʢBʣ͸
ϙΞιϯํఔࣜΛղͨ͘Ίཅղ๏ʹΑΔ 5఺εςϯγϧԋࢉΛද͢ɽMPIͳͲΛ༻͍ͯฒྻ࣮૷Λߦͬ
ͨ৔߹ʹ௨৴͕ൃੜ͢Δεςοϓͱͯ͠ɼʢAʣɼʢBʣͰ͸ɼܭࢉʹ༻͍Δྡ઀֨ࢠ఺͕ผϓϩηεͷ࣋ͭ
ྖҬʹ͋Δ৔߹ɼʢCʣ͸ཻࢠͷҠಈઌ͕ผϓϩηεͷ࣋ͭྖҬͷ৔߹͕ڍ͛ΒΕΔɽ
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ιʔείʔυ 2.1 XMPʹΑΔ PICγϛϡϨʔγϣϯίʔυͷ࣮૷ྫɽ
1 double f[X][Y], p[N]; /∗ Electric field and particle data ∗/
2 double send[N], recv[N]:[∗];
3 int status;
4
5 #pragma xmp nodes P(3, 3)
6 #pragma xmp template T(0:X−1, 0:Y−1)
7 #pragma xmp distribute T(block, block) on P
8 #pragma xmp align f[i][j] with T(i, j)
9 #pragma xmp shadow f[1][1]
10
11 for (int t=0; t<TIME; t++){
12 /∗ Calculate the grid−related work ∗/
13 #pragma xmp loop(i, j) on T(i, j)
14 for (int i = 0; i < X; i++) {
15 for (int j = 0; j < Y; j++) {
16 f[i][j] = func(i, j);
17 }
18 }
19 #pragma xmp reflect(f) /∗ Update the halo region ∗/
20 /∗ Calculate the particle−related work ∗/
21 /∗ Pack the communication elements from array ‘‘p’’ to array ‘‘send’’ ∗/
22 /∗ Calculate the destination node ‘‘pe’’ and communication size ‘‘icount’’ ∗/
23 recv[0:icount]:[pe] = send[0:icount];
24 xmp sync all(&status); /∗ Synchronization ∗/
25 /∗ Unpack the particle data from array ‘‘recv’’ to array ‘‘p’’ ∗/
26 }
PGASϞσϧʹΑΓ PIC๏ͷ࣮૷Λߦ͏৔߹ɼܭࢉ֨ࢠͷΑ͏ʹ෼ׂ͞ΕͨྖҬͷαΠζ͕มߋ͞Ε
ͣɼεςϯγϧԋࢉ΍ྡ઀֨ࢠؒͰͷ௨৴͕ओͳ৔߹͸άϩʔόϧϏϡʔϞσϧʹΑΔ࣮૷͕ద͍ͯ͠
Δɽ͔͠͠ɼཻࢠيಓܭࢉͷΑ͏ͳԋࢉεςοϓຖʹ֤ϓϩηε͕ड͚࣋ͭσʔλαΠζ͕ಈతʹมߋ
͞ΕΔԋࢉ΍ͦΕʹ൐͏௨৴ͷάϩʔόϧϏϡʔ࣮૷͸ࠔ೉Ͱ͋ΓɼϓϩάϥϜશମΛ MPI΍ϩʔΧϧ
ϏϡʔͰ࣮૷͢Δํ๏͕ߦΘΕ͖ͯͨɽϩʔΧϧϏϡʔʹΑΔ࣮૷Ͱ͸ɼMPIͱൺֱͯ͠؆қͳه๏ʹΑ
Δยଆ௨৴Ͱ࣮૷͕Մೳ͕ͩɼσʔλ෼ࢄ΍ฒྻ࣮ߦ͸ MPIಉ༷ʹهड़͢Δඞཁ͕͋ΓɼϓϩάϥϜશ
ମͷੜ࢈ੑ͕ߴ͍ͱ͸ݴ͑ͳ͍ɽͦ͜ͰɼPGASϞσϧͷάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ߹Θ
ͤͯಉҰͷϓϩάϥϜͰهड़͢ΔϋΠϒϦουϏϡʔΛ༻͍Δ͜ͱͰੑೳΛҡ࣋ͭͭ͠ɼੜ࢈ੑ͕޲্Մ
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1 #pragma xmp nodes p2(NX,NY)
2 // 総プロセス数はNX∗NY
3 double f[NX][NY]; // electric field data
4 double myp[2,2∗NP]; // 自プロセスが持つ粒子の座標
5 // NP は 1 プロセスが担当する粒子数（初期値）
6 // 粒子移動があるのでやや大きめにとる
7 double sendr[NP], sendl[NP]; // sendbuf
8 double recvr[NP], recvl[NP]; // recvbuf
9 // 1step ごとの通信量が NP より十分小さいとする
10 #pragma xmp distribute t(block,block) onto p2
11 #pragma xmp align f[i][j] with t(i,j)
12 #pragma xmp shadow f[1:1][1:1]
13 #pragma xmp coarray recvl:[∗]
14 #pragma xmp coarray recvr:[∗]
15 ...
16 for(istep=0; istep<TIME; istep++){ // 時間発展
17 .../∗ 1’−1, 1’−2の計算 ∗/
18 #pragma xmp reduction(sum:rho) //rho は電荷密度
19 .../∗ 2’−1, 2’−2の計算 ∗/
20 #pragma xmp reflect(f)
21 .../∗ 3’−1, 3’−2の計算 ∗/
22 #pragma xmp reduction(sum:qE)
23 .../∗ 3’−3の計算 ∗/
24 //以下 3’−4
25 .../∗ myp のうち，X 方向の隣接プロセスへ出て行く粒子を
26 判定しsendl, sendr に詰め込む．
27 送信要素数icountr, icountl を求める
28 送信先プロセスleft pe, right pe を求める ∗/
29 recvl[0:icountr]:[left pe] = sendr[0:icountr];
30 recvr[0:icountl]:[right pe] = sendl[0:icountl];
31 #pragma xmp sync all
32 .../∗ Y 方向も同様に行う ∗/
33 //ここまで 3’−4
34 }
図 2 PIC シミュレーションを XMP で実装した場合のイメージ．
各部分の記述に関しては 4節に詳述するが，上記のよう
に，PICシミュレーションの並列化は XMPのグローバル
ビュー，ローカルビューの両方を用いたプログラミングの
典型例となりうる．
3. 核融合プラズマシミュレーション
トカマクを始めとする磁場閉じ込め核融合装置において，
プラズマの閉じ込め性能に重大な影響を及ぼす異常輸送や
不安定性といった現象は，非常に時間・空間スケールの小
さい現象である微視的乱流現象によって駆動される．これ
らの現象は一般的にジャイロ運動論 [12]によって記述され
るが，この計算には高い次元数（5次元位相空間）と高い
空間解像度が必要となる．このため，核融合プラズマ中の
乱流現象のシミュレーションには，膨大な計算機資源が必
要とされる．また，実験装置の大型化に応じて必要な計算
機資源量も増大する．*2 従って，核融合プラズマ中の乱流
*2 ５次元ジャイロ運動論コードである GT5D[13] に対して，JT-
60U[14] のサイズで 750TFlops×1day，ITER[1] のサイズで
7PFlops×1day の計算量が必要であると試算されている [15]．
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図 3 トロイダル座標系の概念図 [17]．主軸 Z を回る方向をトロイ
ダル方向，磁気軸を回る方向をポロイダル方向，磁気軸からの
距離の方向を径方向と呼ぶ．また，トーラスを縦に切った断面
（図の破線円）をポロイダル断面と呼ぶ．
現象シミュレーションには高い並列性，高いスケーラビリ
ティが要求される．そして，これらの目的と要求を満たす
数多くのコードがこれまで開発されてきた（[4], [13], [16]
など）．
3.1 GTCならびにGTC-Pコード
GTC (Gyrokinetic Toroidal Code) コード [16]は，磁場
閉じ込め装置における核融合プラズマ中の微視的乱流現象
の解析を目的として米国 Princeton大学で開発された，三
次元ジャイロ運動論的 PICコードである．言語は Fortran
である．GTCでは多数の荷電粒子を一つの粒子とみなし
た超粒子の粒子軌道計算と，格子点上のデータとして与え
られる静電ポテンシャルとの相互作用を，自己無撞着に計
算することで，荷電粒子の速度分布関数を求めている．計
算手順は (1) 超粒子の電荷密度を格子点上に分配する (2)
Poisson方程式から格子点上での静電ポテンシャルを求め
る (3) 超粒子が静電場から受ける力を計算する (4) 超粒子
を移動させる，の繰り返しとなる．
本研究で扱う GTC-P[4]コードは GTCコードの発展版
であり，C言語版と Fortran版が存在する．本研究では C
言語版を用いる．GTCではMPIによる領域分割が 1次元
だけであったが，GTC-Pでは 2次元で分割され，さらに
各領域内の粒子数も分割される．
3.2 格子点と領域分割
図 3に一般的なトロイダル座標系を示す．GTC-Pでは
MPIによって計算領域がトロイダル方向に nt 分割，径方
向に対して nr 分割され，さらに 2次元分割された各領域
内の粒子数を nrp に分割している．従って，総プロセス数
np は np = nt × nr × nrp として与えられる．このうち nt
は，トロイダル方向のグリッド数 Nt と等しくなければな
らない，という制限がある．
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ਤ 2.2 GTCɼGTC-Pͷ 3࣍ݩτʔϥεۭؒͷ؆қਤ [34].
ೳͰ͋Δͱߟ͑ΒΕΔɽ
XMPʹΑΓ PICγϛϡϨʔγϣϯΛ࣮૷ͨ͠ྫΛιʔείʔυ 2.1ʹࣔ͢ɽ֨ࢠσʔλΛ֨ೲ͢Δ഑
ྻ fΛάϩʔόϧϏϡʔͷࢦࣔจʹΑΓ෼ࢄ͢ΔɽྫͰ͸ɼ5ߦ໨ͷ nodesࢦࣔจʹΑΓ 2࣍ݩͷ 3×3
ϊʔυʹΑΔ࣮ߦΛࣔ͢ɽ৔ͷܭࢉͰ͋Δ֨ࢠܭࢉ͸εςϯγϧԋࢉΛؚΉయܕతͳϧʔϓͰߏ੒͞ΕΔ
ͨΊɼ14͔Β 18ߦ໨ͷ forϧʔϓʹରͯ͠ 13ߦ໨ͷ loopࢦࣔจΛ௥Ճ͢Δ͜ͱͰɼ֤ϊʔυʹ෼ࢄ͞
Εͨσʔλʹରͯ͠ฒྻ࣮ߦ͢Δ͜ͱ͕ՄೳͰ͋Δɽ·ͨɼ֨ࢠܭࢉͰ͸ྡ઀ϊʔυ͕࣋ͭ֨ࢠ৘ใ͕ඞ
ཁͱͳΔͨΊɼ9ߦ໨ͷ shadowࢦࣔจʹΑΓ 2࣍ݩۭؒͷ্ԼࠨӈͷକྖҬΛ֬อ͢Δɽ֬อ͞Εͨ
କྖҬ͸ɼ֨ࢠܭࢉऴྃޙʹ͋Δ 19ߦ໨ͷ reflectࢦࣔจʹΑΓɼྡ઀ϊʔυؒͷ௨৴Ͱ֨ࢠ৘ใ͕
ߋ৽͞ΕΔɽPICγϛϡϨʔγϣϯͷ৔߹͸ɼಉҰΞϓϦέʔγϣϯ಺ʹཻࢠيಓԋࢉͷΑ͏ͳϩʔΧϧ
ͳ໊લۭؒͰͷهड़Λཁٻ͢Δ௨৴ؚ͕·ΕΔɽͦ͜Ͱ 23ɼ24ߦ໨ͷΑ͏ʹɼϩʔΧϧϏϡʔͷ coarray
ʹΑΔ௨৴ΛάϩʔόϧϏϡʔͷϓϩάϥϜͱ૊Έ߹Θͤͯهड़͢Δɽ͜ͷΑ͏ͳϋΠϒϦουϏϡʔͷ
هड़ʹΑΓɼैདྷͰ͸άϩʔόϧϏϡʔʹΑΔੜ࢈ੑͷߴ͍࣮૷͕ෆՄೳͰ͋ͬͨΞϓϦέʔγϣϯʹର
ͯ͠΋ɼάϩʔόϧϏϡʔʹΑΔهड़ΛอͪͭͭϩʔΧϧϏϡʔͷ؆қͳ௨৴Ͱ࣮૷͕ՄೳͰ͋Δɽ
2.2.2 GTC-P
Gyrokinetic Toroidal CodeʢGTCʣ[36]͸ɼ࣓৔ด͡ࠐΊܕ֩༥߹૷ஔʹ͓͚Δ֩༥߹ϓϥζϚதͷඍࢹ
తཚྲྀݱ৅ͷղੳΛ໨తͱͯ͠ɼถࠃDoE SCiDACɼUC IrvineͳͲͰ։ൃ͕ਐΊΒΕ͍ͯΔ 3࣍ݩδϟΠ
ϩӡಈ࿦త PICγϛϡϨʔγϣϯίʔυͰ͋ΔɽຊݚڀͰର৅ͱ͢Δ࣮ΞϓϦέʔγϣϯͷ Gyrokinetic
Toroidal Code - PrincetonʢGTC-Pʣ[31, 32]͸ɼPrinceton University΍ Princeton Plasma Physics Laboratory
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radial direction 
poloidal angle 
radial interval 
ਤ 2.3 ϙϩΠμϧஅ໘ͷ֓ཁɽࠨ: ϙϩΠμϧஅ໘্ͷ֨ࢠ఺ [35]ɼӈ: ϙϩΠμϧஅ໘Ͱͷܘํ޲෼ׂ.
Ͱ։ൃ͕ਐΊΒΕ͍ͯΔࠃࡍ೤֤༥߹࣮ݧ࿍ ITERʢInternational Thermonuclear Experimental Reactorʣ
[37] ن໛ΛγϛϡϨʔτՄೳͳ࣮ΞϓϦέʔγϣϯͰ͋ΔɽGTC ͸ Fortran Ͱ։ൃ͞Ε͍ͯΔͷʹର͠
ͯɼGTC-P͸ CɼFortranͰ։ൃ͞Ε͍ͯΔɽຊݚڀͰ͸ CʹΑΔ࣮૷Λର৅ͱͨ͠ɽ
ਤ 2.2͸ɼGTC΍ GTC-PͷԋࢉྖҬΛදͨ͠ 3࣍ݩτʔϥεۭؒͷ؆қਤΛࣔ͢ɽओ࣠ ZΛճΔτ
ϩΠμϧํ޲ɼ࣓ؾ࣠ΛճΔϙϩΠμϧํ޲ɼ࣓ؾ͔࣠Βτʔϥεͷ֎΁৳ͼΔํ޲Λܘํ޲ͱͦΕͧΕ
ݺͿɽ·ͨɼτϩΠμϧํ޲ʹྖҬ෼ׂΛͨ͠ࡍͷτʔϥεͷ໘ΛϙϩΠμϧஅ໘ͱݺͿɽ
GTC-P͸γϛϡϨʔγϣϯͷେن໛ԽʹରԠ͢΂͘։ൃ͞Εͨ GTCͷฒྻΞϧΰϦζϜͷվྑ൛Ͱ͋
ΔɽGTCͰ͸ɼMPIʹΑΔϓϩηεϨϕϧͰͷτϩΠμϧํ޲ͷ 1࣍ݩ෼ׂͱ෼ׂ͞ΕͨྖҬཻ͕࣋ͭ
ࢠ਺ͷ෼ׂʹՃ͑ɼ֤ ϓϩηε͕࣋ͭྖҬ಺Ͱͷ OpenMPʹΑΔϧʔϓͷεϨουฒྻʹΑΔ 3૚Ϩϕϧ
ͰͷฒྻԽ͕ࢪ͞Ε͍ͯΔɽҰํͰɼGTC-PͰ͸ྖҬ෼ׂ͕τϩΠμϧํ޲ͱܘํ޲ͷ 2࣍ݩ΁ͱ֦ு͞
Εɼશମͱͯ͠ 4૚ϨϕϧͰͷฒྻ࣮૷ͱͳͬͨɽैͬͯɼτϩΠμϧํ޲ͷ෼ׂ਺ΛNtɼܘํ޲ΛNrɼ
෼ׂ͞ΕͨྖҬ͕࣋ͭ֨ࢠ্ͷཻࢠ਺Λ Nrp ͱ෼ׂ͢Δͱɼ૯MPIϓϩηε਺͸ N = Nt ×Nr ×Nrp
ͱͳΔɽ
ਤ 2.3ʹ GTC-PͷϙϩΠμϧஅ໘্ͷ֨ࢠ఺ͷ෼෍ͱྖҬ෼ׂͷํ๏Λࣔ͢ɽਤ 2.3ͷࠨͷ໘͕ࣔ͢
Α͏ʹ GTC-PͷϙϩΠμϧஅ໘্ͷ֨ࢠ఺͸ɼ౳ϙϩΠμϧํ޲ڑ཭Ͱ͸ͳ͘౳ܘํ޲ڑ཭ʹ෼෍͢Δɽ
ͦͷͨΊɼGTC-PͰ͸ϙϩΠμϧํ޲Ͱ͸ͳ͘ܘํ޲ͷྖҬ෼ׂΛ࠾༻͍ͯ͠Δɽ·ͨɼτϩΠμϧํ
޲ʹରͯ͠౳τϩΠμϧ֯Ͱͷ෼ׂ͸ՄೳͳҰํͰɼܘํ޲ʹରͯ͠౳ִؒʹ෼ׂΛߦͬͨ৔߹͸ɼτϩ
Πμϧஅ໘্ͷ֨ࢠ఺ͷ෼෍͸ҰఆͰ͸ͳ͍ͨΊϓϩηεຖͷԋࢉྔʹେ͖ͳ͕ࠩੜ͡ϩʔυΠϯόϥ
ϯε͕ൃੜ͢ΔɽGTC-PͰ͸ɼܘํ޲ͷ෼ׂʹ͓͍֤ͯϓϩηε͕࣋ͭ֨ࢠ఺਺ͷภΓΛݮΒͨ͢Ίʹɼ
ਤ 2.3ͷӈͷ໘͕ࣔ͢Α͏ʹܘํ޲ͷத৺ͷྖҬͷ෯Λ޿͘ɼ֎ଆ΁޲͔͏ʹͭΕͯ෯Λڱ͘෼ׂ͢Δ͜
ͱͰɼ֨ࢠ఺਺Λۃྗଗ͍͑ͯΔɽ
GTC-P͸ chargeɼpoissonɼfieldɼsmoothɼpushٴͼ shiftͷ 6छྨͷԋࢉΧʔωϧͰߏ੒͞ΕΔɽcharge
͸֨ࢠ಺ͷཻࢠ͕࣋ͭిՙΛۙ๣ͷ֨ࢠ఺ʹ෼഑͢Δɽpoisson͸ϙΞιϯํఔࣜΛղ͖ͦͷ݁ՌΛجʹɼ
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fieldʹͯి৔Λܭࢉ͠ɼsmoothʹΑͬͯి৔্Ͱిՙͱ੩ిϙςϯγϟϧ͕ฏ׈Խ͞ΕΔɽpush͸ཻ֤
ࢠͷۙ๣֨ࢠ఺͔ΒݸʑͷཻࢠͷݱࡏҐஔͰͷి৔ΛٻΊɼ1εςοϓཻࢠͷҐஔΛਐΊΔɽ͜ͷཻ࣌ࢠ
ͷҠಈઌ͕ผͷϓϩηε͕࣋ͭྖҬͷ৔߹ɼshiftʹཻͯࢠҠಈͷ௨৴͕ൃੜ͢Δɽpoissonɼsmoothٴͼ
field ͕ओʹ֨ࢠ఺ʹΑΔ৔ͷԋࢉͱͳΓɼchargeɼpush ٴͼ shift ཻ͕ࢠԋࢉͱͳΔɽͨͩ͠ɼchargeɼ
push͸֨ࢠʹΑΔԋࢉ΋ؚΉɽ
2.3 XMPϋΠϒϦουϏϡʔ
XMP ͷάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ߹ΘͤͨϋΠϒϦουϏϡʔͷઆ໌Λࣔ͢ɽXMP
Ͱ͸࢓্༷ɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷಉҰϓϩάϥϜ্Ͱͷهड़ΛՄೳͱ͍ͯ͠Δɽάϩʔ
όϧϏϡʔͱϩʔΧϧϏϡʔΛಉ࣌ʹѻ͏ͨΊʹ͸ɼάϩʔόϧϏϡʔ͕ఆٛ͢Δ෼ࢄ഑ྻΛϩʔΧϧͳ
໊લۭؒͰͲͷΑ͏ʹѻ͏͔Λߟྀ͢Δඞཁ͕͋ΔɽXMPͰ͸Լهͷ 3छྨͷํ๏͕ߟ͑ΒΕΔɽ
• ؔ਺ͷҾ਺ʹ෼ࢄ഑ྻΛࢦఆ͢Δɽؔ਺ΛݺͿଆ͸෼ࢄ഑ྻͰ͋Δ͕ɼؔ਺಺Ͱ͸ϩʔΧϧ഑ྻͱ
ͯ͠ѻΘΕΔɽ
• taskࢦࣔจͷϒϩοΫ಺Ͱ഑ྻ୅ೖจʹΑΓɼࣗϊʔυ͕࣋ͭ෼ࢄ഑ྻͷཁૉΛϩʔΧϧม਺΍
഑ྻ΁ͱίϐʔΛ͢Δɽ
• XMP/C Ͱ͸ xmp array laddr()ɼXMP/Fortran ͸ local alias ࢦࣔจΛ༻͍ͯɼ֤ϊʔυ͕࣋
ͭ෼ࢄ഑ྻͷϩʔΧϧྖҬΛऔಘ͢Δɽ
1ͭ໨ͷํ๏ͷৄࡉΛࣔ͢ɽXMPͰ͸ؔ਺಺Ͱ෼ࢄ഑ྻΛѻ͏৔߹ɼҾ਺ʹ෼ࢄ഑ྻΛࢦఆؔ͠਺಺Ͱ
alignࢦࣔจͳͲΛهड़͢Δ͜ͱͰɼ෼ࢄ഑ྻͱͯ͠࠶ఆٛΛ͢Δඞཁ͕͋Δɽ࠶ఆٛΛ͠ͳ͍৔߹͸ɼ
ϊʔυϩʔΧϧͳ഑ྻͱͯ͠ѻΘΕΔͷͰɼ͜ͷػೳΛར༻͠ϩʔΧϧϏϡʔϓϩάϥϛϯάΛߦ͏͜
ͱ͕ՄೳͰ͋Δɽ2ͭ໨ͷ৔߹͸ɼࣗϊʔυ͕࣋ͭ෼ࢄ഑ྻͷཁૉΛ௚઀ϩʔΧϧม਺΍഑ྻ΁ͱ୅ೖ͢
ΔɽXMPͰ͸ gmoveࢦࣔจΛهड़͠ͳ͍ݶΓɼଞϊʔυ͕࣋ͭ෼ࢄ഑ྻͷཁૉͷࢀরΛڐ͍ͯ͠ͳ͍
ͨΊɼඞͣࣗϊʔυ͕࣋ͭྖҬͷΈΛهड़͢Δඞཁ͕͋Δɽͦ͜ͰɼXMPͷ taskࢦࣔจͱ onઅͰɼ഑
ྻ୅ೖจΛ࣮ߦ͢ΔϊʔυΛϊʔυू߹΍ςϯϓϨʔτΛ༻੍͍ͯݶ͢Δ͜ͱͰهड़͕Մೳͱ͋Δɽ3ͭ
໨͸ɼXMPͷϥϯλΠϜؔ਺΍ࢦࣔจΛ༻͍ͨྫͰ͋ΔɽXMP/C͸ xmp array laddr()ʹ෼ࢄ഑ྻΛࢦ
ఆ͢Δ͜ͱͰɼ෼ࢄ഑ྻͷϩʔΧϧྖҬΛࢦ͢ϙΠϯλΛऔಘͰ͖ΔɽXMP/FortranͰ͸ local alias
ࢦࣔจʹܗঢ়ແࢦఆ഑ྻͱ෼ࢄ഑ྻΛࢦఆ͢Δ͜ͱͰɼ෼ࢄ഑ྻͷϩʔΧϧྖҬΛΞΫηε͢ΔͨΊͷΤ
ΠϦΞεΛఆٛ͢Δɽ͜ͷख๏ͷ৔߹ɼҰ౓ͷࢦఆͰϓϩάϥϜதԿ౓Ͱ΋෼ࢄ഑ྻͷϊʔυϩʔΧϧͳ
ཁૉΛ௚઀ѻ͏͜ͱ͕ՄೳͰ͋Δɽ
2.4 ࣮૷
GTC-P ͷ XMP ࣮૷ͷํ਑Λࣔ͢ɽXMPɼMPI ͷ࣮ߦ୯ҐΛϓϩηεͱ౷Ұͯ͠ࠓޙͷઆ໌Λࣔ
͢ɽGTC-P ͷஞ࣮࣍૷Λϕʔεͱͯ͠ఏҊख๏Ͱ͋ΔϋΠϒϦουϏϡʔʹΑΔ࣮૷Λߦ͏ɽσʔλ
ͷ෼ࢄ഑ஔ΍ԋࢉϧʔϓͷฒྻ࣮ߦ͸άϩʔόϧϏϡʔͷࢦࣔจʹΑΓ࣮૷͠ɼྡ઀֨ࢠ఺ؒͷ௨৴͸
reflectࢦࣔจʹΑΔକྖҬ௨৴ͱͯ͠هड़͢Δɽ·ͨɼཻࢠͷҠಈʹ൐͏ϓϩηεؒ௨৴͸ coarray
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ιʔείʔυ 2.2 MPIʹΑΔ GTC-Pͷྡ઀֨ࢠ఺ͷߋ৽ɽ
1 double ∗sendr, ∗recvl;
2
3 for (i = 0; i < nloc over; i++) {
4 sendr[i] = phitmp[i ∗ (mzeta + 1) + mzeta];
5 }
6
7 MPI Sendrecv(sendr, nloc over, MPI DOUBLE, right pe, isendtag,
8 recvl, nloc over, MPI DOUBLE, left pe, irecvtag, toroidal comm, &istatus);
ιʔείʔυ 2.3 XMPϩʔΧϧϏϡʔʹΑΔ GTC-Pͷྡ઀֨ࢠ఺ͷߋ৽ɽ
1 double sendr[nloc over], recvl[nloc over]:[∗];
2
3 for (i = 0; i < nloc over; i++) {
4 sendr[i] = phitmp[i ∗ (mzeta + 1) + mzeta];
5 }
6
7 recvl[0:nloc over]:[right pe] = sendr[0:nloc over];
8 xmp sync memory(NULL);
9 #pragma xmp post(P1(right pe), mype+1)
10 #pragma xmp wait(P1(left pe), left pe)
ʹΑΓ࣮૷͠ɼಈతʹมԽ͢ΔσʔλαΠζʹରԠ͢ΔɽGTC-PͷΦϦδφϧͷMPI࣮૷ͱൺֱ͠ɼಉ
౳ͷੑೳͰߴ͍ੜ࢈ੑ͕ಘΒΕΔ͜ͱΛࣔ͢ɽ·ͨɼൺֱͱͯ͠ϩʔΧϧϏϡʔͷΈΛ༻͍࣮ͯ૷Λߦ
͍ MPI࣮૷ͱൺֱΛ͢Δ͜ͱͰɼϩʔΧϧϏϡʔʹΑΔ௨৴ੑೳͱ coarrayͷهड़ੑͷߴ͞΋߹Θͤͯ
ࣔ͢ɽ
XMP ͷ࣮྆૷ͱ΋ʹ MPI Bcast() ΍ MPI Allreduce() ͷΑ͏ͳશମ௨৴͸ɼάϩʔόϧϏϡʔ͕ఏڙ
͢Δ bcastɼreductionࢦࣔจΛͦΕͧΕ༻͍Δɽ·ͨɼGTC-P͸ OpenMPʹΑΔεϨουϨϕϧ
ͰͷฒྻԽ΋ߦΘΕ͍ͯΔͨΊɼຊ࣮૷ʹ͓͍ͯ΋ XMPͱ OpenMPΛ૊Έ߹Θͤͯهड़͠ɼͦͷ࣮૷
ͷੑೳධՁ΋ߦ͏ɽ
2.4.1 ϩʔΧϧϏϡʔ࣮૷
GTC-PͷϩʔΧϧϏϡʔʹΑΔ࣮૷Λࣔ͢ɽGTC-Pʹ͓͚ΔϓϩηεؒͰͷྡ઀֨ࢠ఺ͷߋ৽΍ཻࢠ
ͷҠಈʹ൐͏௨৴͸ MPI Sendrecv()·ͨ͸ɼMPI Isend/Irecv()ʹΑΓهड़͞ΕΔɽ௨৴ઌ͸ৗʹಉҰͰ
͋ΓɼҰ෦Λআ͖ྡ઀ϓϩηεؒͰͷ௨৴ͱͳΔɽϩʔΧϧϏϡʔ࣮૷Ͱ͸ɼશମ௨৴Λআ͖શͯͷ௨৴
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ιʔείʔυ 2.4 MPIʹΑΔ GTC-PͷཻࢠҠಈɽ
1 /∗ Send # of particles to right neighbor and receive from left neighbor ∗/
2 MPI Sendrecv(&nsendright, 1, MPI INT, right pe, sendtag,
3 &nrecvleft, 1, MPI INT, left pe, recvtag, toroidal comm, &istatus);
4 /∗ Send particles to right neighbor and receive from left neighbor ∗/
5 MPI Sendrecv(sendright, nsendright, MPI DOUBLE, right pe, sendtag,
6 recvleft, nrecvleft, MPI DOUBLE, left pe. recvtag, toroidal comm, &istatus);
ιʔείʔυ 2.5 XMPϩʔΧϧϏϡʔʹΑΔ GTC-PͷཻࢠҠಈɽ
1 /∗ Put # of particles to right neighbor ∗/
2 nrecvleft:[right pe] = nsendright;
3 /∗ Put particles to right neighbor ∗/
4 recvleft[0:nsendright]:[right pe] = sendright[0:nsendright];
5 /∗ Synchronization ∗/
6 xmp sync memory(&status);
7 #pragma xmp post(P1(right pe), mype+1)
8 #pragma xmp wait(P1(left pe), left pe)
Λ coarray/PutʹΑΔยଆ௨৴ͱ͢Δɽ
ιʔείʔυ 2.2ʹMPI࣮૷ʹΑΔྡ઀֨ࢠ఺ͷߋ৽Λࣔ͢ɽ഑ྻ sendrɼrecvl͸௨৴ʹ༻͍Δૹ৴ɼ
ड৴༻ͷόοϑΝͰ͋Γɼ༧ΊαΠζ nloc over ෼ྖҬ͕֬อ͞Ε͍ͯΔɽMPI Ͱ௨৴Λ͢ΔྖҬ͸ 3
͔Β 5ߦ໨ΑΓɼ֨ࢠ఺৘ใΛอ࣋͢Δ഑ྻ phitmp͔Βྡ઀ϓϩηε΁ͱૹ৴͢ΔྖҬΛ഑ྻ sendr΁
ύοΩϯά͢Δɽ7ߦ໨Ҏ߱ͷMPI Sendrecv()ʹΑΓ഑ྻ sendrͷ nloc over෼Λϓϩηε right pe΁ૹ
৴͠ɼϓϩηε left peΑΓૹ৴͞Εͨྡ઀֨ࢠ఺͸഑ྻ recvlʹड৴͞ΕΔɽड৴ͨ͠഑ྻ recvlΑΓΞ
ϯύοΩϯάΛߦ͍֨ࢠ఺Λ഑ྻ phitmp΁ͱ໭͕͢ɼGTC-PͰ͸ΞϯύοΩϯά࣌ʹԋࢉΛߦ͍ͳ͕Β
όοϑΝ΁୅ೖ͍ͯ͠ΔͨΊৄࡉͳίʔυ͸লུ͢Δɽ
ιʔείʔυ 2.3 ʹϩʔΧϧϏϡʔͷ coarray ʹΑΔྡ઀֨ࢠ఺ͷߋ৽Λࣔ͢ɽOmni XMP Compiler
ͷ coarray࣮૷͸ɼcoarrayͷର৅ͱͳΔόοϑΝΛάϩʔόϧྖҬʹ੩తʹ֬อ͓ͯ͘͠ඞཁ͕͋Δͨ
Ίɼ1ߦ໨ͷΑ͏ʹૹ৴ɼड৴༻ͷόοϑΝΛ੩తʹఆٛͨ͠ɽຊݚڀͰ͸ coarray/PutʹΑΔ࣮૷ͱͨ͠
ͨΊɼड৴༻όοϑΝͷ഑ྻ recvlΛ coarray༻ͷ഑ྻͱͯ͠એݴͨ͠ɽྡ઀ϓϩηε΁ͱૹ৴͢Δόο
ϑΝ΁ͷύοΩϯά͸ MPI ࣮૷ͱಉ༷ʹߦ͏ɽ௨৴͸ 7 ߦ໨ͷ഑ྻ୅ೖจͰ͋Γɼ഑ྻ sendr ͷΠϯ
σοΫε 0͔ΒαΠζ nloc overΛϓϩηε right peͷ഑ྻ recvlͷΠϯσοΫε 0͔ΒαΠζ nloc over
΁ PutΛ࣮ߦ͢Δɽcoarrayߏจޙ͸ϩʔΧϧͰͷ௨৴׬ྃͷΈอূ͞ΕΔͨΊɼxmp sync memory()ʹ
ΑΓ௨৴ର৅ͷϓϩηε΁ͷ౸ୡͷอূ͕ඞཁͱͳΔɽ·ͨɼPut͕࣮ߦ͞ΕΔϓϩηε͸ɼPut͕׬ྃ
͔ͨ͠Ͳ͏͔Λ஌Δ͜ͱ͸Ͱ͖ͳ͍ͨΊɼXMPͷ postɼwaitࢦࣔจʹΑΓยଆ௨৴ͷ׬ྃ௨஌Λه
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ड़͢Δඞཁ͕͋Δɽιʔείʔυ 2.3ͷ৔߹ɼ9ߦ໨Ͱ௨৴ର৅ͷϓϩηε right peʹରͯ͠ postࢦࣔ
จΛ࣮ߦ͠ɼϓϩηε left peΑΓ࣮ߦ͞ΕΔ Put͕׬ྃ͢Δ·Ͱ 10ߦ໨ͷ waitࢦࣔจͰ଴ػ͢Δɽ
ιʔείʔυ 2.4ʹ MPI࣮૷ʹΑΔཻࢠҠಈͷ࣮૷Λࣔ͢ɽཻࢠҠಈͷ࣮૷͸ϓϩηε right peʹର
ͯ͠഑ྻ sendright ͷཻࢠσʔλΛૹ৴͠ɼϓϩηε left pe ΑΓ഑ྻ recvleft ʹཻࢠσʔλΛड৴͢Δɽ
௨৴͞ΕΔཻࢠαΠζ͸ΠςϨʔγϣϯຖʹҟͳΔͨΊɼGTC-PͰ͸ 1ճͷཻࢠҠಈʹରͯ͠ 2छྨͷ
௨৴ʹΑΔ࣮૷͕औΒΕ͍ͯΔɽ·ͣɼ2ߦ໨ͷ௨৴ʹΑΓϓϩηε left pe͔Βૹ৴͞ΕΔཻࢠσʔλͷ
αΠζ nrecvleftͷΈΛड৴͠ɼ5ߦ໨ͷ௨৴Ͱड৴ཻͨ͠ࢠαΠζΛجʹϓϩηε left peΑΓཻࢠσʔ
λΛ഑ྻ recvleftʹड৴͢Δɽૹ৴͢Δσʔλ͸௨৴૬खʹґΒͣσʔλαΠζ͕ܾఆ͞ΕΔͨΊɼ௨৴
͢ΔཻࢠσʔλͷαΠζ nsendrecvͱཻࢠσʔλͷ഑ྻ sednrightΛͦΕͧΕૹ৴͢Δɽ
ยଆ௨৴ͷ৔߹͸ɼ௨৴ର৅ʹґΒͣʹ௨৴Λ௚઀࣮ߦՄೳͰ͋ΔͨΊɼର৅ʹ௨৴αΠζΛલ΋ͬͯ
஌ΒͤΔιʔείʔυ 2.4ͷ 2ߦ໨ͷ௨৴͸ඞཁͳ͍ɽ͔͠͠ɼGTC-Pͷ৔߹͸ड৴͢ΔཻࢠαΠζΛ
༻͍ͨԋࢉ͕ߦΘΕΔͨΊɼMPI࣮૷ͱಉ༷ʹ 2ճͷ௨৴ʹΑΔ࣮૷ͱͨ͠ɽιʔείʔυ 2.5ʹϩʔΧ
ϧϏϡʔͷ coarrayʹΑΔཻࢠҠಈͷ࣮૷Λࣔ͢ɽ2ߦ໨ͰཻࢠαΠζ nsendrightΛϓϩηε right peͷ
nrecvleft΁ Put͠ɼ4ߦ໨ͰཻࢠσʔλͰ͋Δ഑ྻ sendrightͷΠϯσοΫε 0͔ΒαΠζ sendrightΛϓ
ϩηε right peͷ഑ྻ recvleftͷΠϯσοΫε 0͔ΒαΠζ nsendright΁ Put͢Δɽ௨৴ͷಉظ͸ྡ઀֨
ࢠ఺ͷߋ৽ͱಉ༷ʹ xmp sync memory()ɼpostɼwaitࢦࣔจΛ༻͍ͨྡ઀ಉ࢜ͷϓϩηεʹΑΔಉظ
ͱͨ͠ɽ
2.4.2 ϋΠϒϦουϏϡʔ࣮૷
GTC-PͷϋΠϒϦουϏϡʔʹΑΔ࣮૷Λࣔ͢ɽGTC-PͷτϩΠμϧํ޲ɼܘํ޲ͷྖҬ෼ׂ͸ 2.2.2
અΑΓτϩΠμϧํ޲͸౳ִؒʹ෼ׂ͞ΕΔ͕ɼܘํ޲ʹରͯ͠͸֨ࢠ఺਺Λۃྗଗ͑ΔͨΊʹॳظ֨
ࢠ఺ԋࢉ࣌ʹෆۉҰʹ෼ׂ͞ΕΔɽXMP Ͱ͸ɼάϩʔόϧϏϡʔ͕ఏڙ͢Δ distribute ࢦࣔจͷ
gblockʹΑΔσʔλ෼ࢄΛߦ͏ɽgblock͸֤ϓϩηε͕ड͚࣋ͭσʔλྖҬͷαΠζΛϢʔβ͕ࢦ
ఆ͢Δ͜ͱ͕ՄೳͰ͋ΓɼϓϩηεຖʹෆۉҰʹσʔλΛ෼ࢄ഑ஔ͢Δ͜ͱ͕ՄೳͰ͋Δɽιʔείʔ
υ 2.6 ͸ɼԋࢉྖҬʹରͯ͠ gblock ෼ׂΛ༻͍ͨ৔߹ͷάϩʔόϧϏϡʔʹΑΔ GTC-P ͷσʔλ෼
ࢄͱฒྻ࣮ߦͷ࣮૷Ͱ͋Δɽ18ߦ໨ͷ distributeࢦࣔจͰ gblockࢦఆͷࡍʹɼ֤ϊʔυ͕࣋ͭ෼
ׂྖҬͷαΠζ͕֨ೲ͞Εͨ഑ྻʢྫͰ͸ 11ߦ໨ͷ഑ྻ bΛࢦ͢ʣΛࢦఆ͢Δ͜ͱͰෆۉҰͳ෼ׂΛߦ
͏ɽMPI࣮૷Ͱ͸ɼ֤ϓϩηε͕࣋ͭ഑ྻαΠζ͸ಈతʹ֬อ͞ΕΔ͕ɼϋΠϒϦουϏϡʔ࣮૷Ͱ͸શ
ͯ੩తʹهड़͍ͯ͠ΔɽXMP ͷ࢓༷Ͱ͸ಈతʹςϯϓϨʔτ΍෼ࢄ഑ྻΛఆٛ͢Δ͜ͱ͕ՄೳͰ͋Γɼ
Omni XMP Compilerʹ͸ͦΕΒͷػೳ͕طʹ࣮૷͞Ε͍ͯΔɽͦ͜Ͱɼࠓޙͷ՝୊ͱͯ͠ಈతʹςϯϓ
Ϩʔτɼ෼ࢄ഑ྻΛ֬อ͢Δ࣮૷Λߦ͏͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼforϧʔϓͷԋࢉൣғ͸֤ϓϩηε͕
࣋ͭ഑ྻαΠζʹΑͬͯ։࢝ɼऴྃΠϯσοΫεΛࢦఆ͢Δඞཁ͸ͳ͘ɼ27 ͔Β 31 ߦ໨ͷஞ࣮࣍૷ͷ
for ϧʔϓʹରͯ͠ XMP ͷ loop ࢦࣔจ΍ OpenMP ͷ parallel for ࢦࣔจʹΑͬͯϓϩηεؒͰ
ͷฒྻ࣮ߦɼϓϩηε಺ͰͷεϨουฒྻΛهड़ՄೳͰ͋Δɽ
ྡ઀֨ࢠ఺ؒͷ௨৴ʹ͸άϩʔόϧϏϡʔͷ reflect ࢦࣔจΛ༻͍Δɽιʔείʔυ 2.7 ͸ɼ
reflectࢦࣔจʹΑΔ࣮૷Ͱ͋Γɼιʔείʔυ 2.2ɼ2.3ͱಉ༷ͷ௨৴Λද͢ɽwidthઅʹΑΓɼఆ
ٛ͞ΕͨକྖҬͷยଆͷΈΛର৅ͱͨ͠௨৴ͱ͠ɼperiodicࢦఆʹΑΓۃ࠲ඪܥͷΑ͏ͳपճσʔλ
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ιʔείʔυ 2.6 XMPϋΠϒϦουϏϡʔʹΑΔ GTC-Pͷσʔλ෼ࢄͱฒྻ࣮ߦɽ
1 #define n t 2
2 /∗ Number of the toroidal domain decomposition ∗/
3 #define n r 4
4 /∗ Number of the radial domain decomposition ∗/
5 #define n rp 2
6 /∗ Number of the particle decomposition ∗/
7
8 #define nloc all 107722
9
10 double phitmp[nloc all][2∗n t];
11 int b [n r∗n rp] = {10967,10967,14086,14086,16164,16164,12644,12644};
12 /∗ Block size of each nodes in the ‘‘gblock’’ distribution ∗/
13
14 #pragma xmp nodes P2(n r ∗ n rp, n t)
15 /∗ Number of processes (nodes) ∗/
16 #pragma xmp template T(0:nloc all−1, 0:2∗n t−1)
17 /∗ Template length ∗/
18 #pragma xmp distribute T(gblock(b), block) onto P2
19 /∗ Distribution format of the template ∗/
20 #pragma xmp align phitmp[i][j] with T(i, j)
21 /∗ Alignment of an array with a template ∗/
22 #pragma xmp shadow phitmp[0][1:0]
23 /∗ Assignment of the halo region ∗/
24
25 #pragma xmp loop (i, j) on T(i, j)
26 #pragma omp parallel for
27 for (int i = 0; i < nloc all; i++) {
28 for (int j = 0; j < 2 ∗ n t − 1; j++) {
29 phitmp[i][j] = func(i, j);
30 }
31 }
25 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ιʔείʔυ 2.7 XMPϋΠϒϦουϏϡʔʹΑΔྡ઀֨ࢠ఺ͷߋ৽ɽ
1 #pragma xmp reflect (phitmp) width (0, /periodic /1:0)
ද 2.1 ࣮ݧ؀ڥʢHA-PACS Base Clusterʣɽ
CPU Intel Xeon E5-2670 ʷ 2 (2.6GHz)
CPU (8 cores/CPU) ʷ 2 = 16 cores
Memory 128GB, DDR3 1600MHz
Interconnect Mellanox Connect-X3 Dual-port QDR
Software GNU 4.4.7
MVAPICH2 2.0
Omni Compiler 0.9.0
GASNet 1.24.0
ʹରͯ͠ɼ຤୺ϓϩηεಉ࢜ͷକྖҬͷߋ৽Λߦ͏͜ͱΛද͢ɽକྖҬͱͯ͠ྡ઀֨ࢠ఺ؒͷ௨৴Λߦ͏
͜ͱͰɼMPIɼϩʔΧϧϏϡʔ࣮૷Ͱߦ͍ͬͯͨ௨৴ͷͨΊͷύοΩϯά/ΞϯύοΩϯά͸ɼXMPϥϯ
λΠϜ಺Ͱࣗಈతʹ࣮ߦ͞ΕΔɽҰํͰɼཻࢠҠಈʹΑΔ௨৴͸ coarrayͰ࣮૷Λߦ͏ɽ2.3અʹهड़͞
Εͨख๏Λ༻͍ͯ෼ࢄ഑ྻΛϓϩηεϩʔΧϧͳ഑ྻͱͯ͠ѻ͏ɽGTC-Pͷܭࢉ͸ؔ਺ຖʹ෼͚ͯهड़
͞Ε͍ͯΔͨΊɼຊݚڀͰ͸ɼؔ਺ͷҾ਺ͱͯ͠෼ࢄ഑ྻΛ౉͠ɼؔ਺಺ͰϩʔΧϧ഑ྻͱͯ͠ѻ͏ํ๏
ͱɼxmp array laddr()ʹΑΔ෼ࢄ഑ྻͷϩʔΧϧྖҬΛࢦ͢ϙΠϯλʹΑΔ࣮૷ͷ 2छྨͷํ๏Λ༻͍
ͨɽͦͷͨΊɼάϩʔόϧϏϡʔͰهड़͞Ε࣮ͨ૷ʹରͯ͠ϩʔΧϧϏϡʔ͕࢖༻ՄೳͰ͋ΓɼཻࢠҠಈ
ʹΑΔ௨৴͸ϩʔΧϧϏϡʔ࣮૷Ͱ͋Διʔείʔυ 2.5ͱશ͘ಉ͡Ͱ͋Δɽ
2.5 ධՁ
GTC-PͷΦϦδφϧͷMPI࣮૷ͱຊݚڀͰఏҊ͢ΔϋΠϒϦουϏϡʔʹΑΔ࣮૷Λ෼ࢄϝϞϦ؀ڥ
্Ͱ࣮ߦɼൺֱΛ͢Δ͜ͱͰɼϋΠϒϦουϏϡʔʹΑΔ࣮૷ͷੑೳͱੜ࢈ੑΛࣔ͢ɽ·ͨɼϩʔΧϧ
ϏϡʔͷΈʹΑΔ࣮૷ͷධՁ΋ߦ͍ɼϩʔΧϧϏϡʔ͕ఏڙ͢Δ coarrayͱMPIΛൺֱͨ͠ͱ͖ͷੑೳͱ
ੜ࢈ੑ΋߹Θͤͯࣔ͢ɽશͯͷ࣮૷ʹ͓͍ͯετϩϯάɾ΢ΟʔΫεέʔϦϯάͷ 2छྨͷख๏Ͱੑೳධ
ՁΛߦ͏ɽ
2.5.1 ௨৴ੑೳͷධՁ
2015೥ 3݄ݱࡏɼOmni XMP Compilerͷ XMP/Cͷ coarray͸ɼϥϯλΠϜϥΠϒϥϦͷ࣮૷ʹMPI
Ͱ͸ͳ͘ GASNet[40]͕༻͍ΒΕ͍ͯΔɽຊݚڀͰ͸ɼϋΠϒϦουϏϡʔɼϩʔΧϧϏϡʔʹΑΔ࣮૷
Λߦ͏ʹ͋ͨΓɼMPI Send/Recv()ͳͲʹΑΔҰରҰ௨৴Λ coarrayʹΑΔยଆ௨৴ͷ Put΁ͱมߋΛߦ
͏ɽ௨৴ํ๏ͷҧ͍΍ GASNetͷ࠷దԽͳͲʹΑΓɼΞϓϦέʔγϣϯͷੑೳʹӨڹΛ༩͑ΔՄೳੑ͕͋
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ਤ 2.4 ௨৴ੑೳͷධՁʢHA-PACSBase ClusterʣɽMPIʢMPI Send()/MPI Recv()ʣͱXMPʢcoarray/Putʣ
ͷ௨৴ੑೳͷൺֱɽ
Δ͜ͱ͔ΒɼPing-PongϓϩάϥϜʹΑΔ௨৴ੑೳͷධՁΛࣔͨ͠ͷͪʹΞϓϦέʔγϣϯͷධՁΛߦ͏ɽ
࣮ݧ؀ڥͱͯ͠ɼஜ೾େֶܭࢉՊֶݚڀηϯλʔͷ௒ฒྻ GPU ΫϥελͰ͋Δ HA-PACS Base Cluster
෦ [39]Λ༻͍ΔɽHA-PACSͷ 1ϊʔυͷܭࢉػ؀ڥ΍࢖༻ͨ͠ιϑτ΢ΣΞͷόʔδϣϯΛද 2.1ʹࣔ
͢ɽ1ϊʔυ͸ɼIntel Xeon E5-2670ͷ 2ιέοτߏ੒Ͱ͋ΔͨΊ 16ίΞΛར༻ՄೳͰ͋ΔɽΠϯλʔί
ωΫτͱͯ͠ Mellanox Connect-X3 Dual-port QDR Λ࠾༻͓ͯ͠Γཧ࿦ϐʔΫόϯυ෯͸ 40Gb/s×2 Ͱ
͋Δɽ1ϊʔυʹ 4GPUΛ౥ࡌ͍ͯ͠Δ͕ɼຊݚڀͰ͸ϗετ CPUͷΈΛର৅ͱ͢ΔɽXMPʹ͸ Omni
Compiler 0.9.0Λར༻͠ɼXMPͷόοΫΤϯυ΍ΦϦδφϧͷ MPI࣮૷ͷ࣮ߦͷͨΊͷ MPIίϯύΠ
ϥʹ͸ɼΦϋΠΦभཱେֶ͕ݚڀ։ൃΛਐΊ͍ͯΔMVAPICH2[41] 2.0Λ࢖༻͢Δɽ
MPI ௨৴ͷධՁͷͨΊͷ Ping-Pong ϓϩάϥϜ͸ɼΦϋΠΦभཱେֶ͕ఏڙ͢Δ OSU Micro-
Benchmarks[38] Λ࢖༻͠ɼcoarray ͷධՁʹ͸ OSU Micro-Benchmark Λϕʔεʹยଆ௨৴ʹ
ΑΔ Ping-Pong ϓϩάϥϜΛ࣮૷ͨ͠ɽHA-PACS ͷ InfiniBand ͸ 2 ϙʔτΛ࣋ͭ HCA Χʔ
υΛ࠾༻͍ͯ͠ΔɽͦͷͨΊɼMPI ΍ GASNET ͷ؀ڥม਺Λ MV2 NUM PORTS=2ɼGAS-
NET IBV PORTS=“mlx4 0:1+mlx4 0:2”ͱ͠ɼMPIͱ XMPͱ΋ʹ 2ϙʔτΛ࢖༻͢Δઃఆͱͨ͠ɽਤ
2.4ʹMPIʢMPI Send/Recv()ʣͱ XMPʢcoarrayʣͷ௨৴ੑೳΛࣔ͢ɽ݁Ռͱͯ͠ɼ௨৴αΠζ͕ 64KB
·Ͱ͸ GASNet࣮૷ʹΑΔ coarrayͷ௨৴ੑೳ͕ྑ͘ɼͦΕҎ߱͸MPI Send/Recv()ʹΑΔ௨৴͕༗རͱ
ͳΓɼ࠷େͰ 2GB/sͷ͕ࠩੜ͡Δ͜ͱ͕Θ͔ͬͨɽ
27 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ද 2.2 ֤࣍ݩͷ෼ׂ਺ʢNt ×Nr ×Nrpʣ=ʢτϩΠμϧํ޲ ×ܘํ޲ ×ཻࢠ਺ʣɽ
Processes Toroidal Radial Particle
16 2× 2× 4 2× 4× 2 2× 2× 4
32 4× 2× 4 2× 8× 2 2× 2× 8
64 8× 2× 4 2× 16× 2 2× 2× 16
128 16× 2× 4 2× 32× 2 2× 2× 32
256 32× 2× 4 2× 64× 2 2× 2× 64
512 64× 2× 4 2× 128× 2 2× 2× 128
ද 2.3 ΢ΟʔΫεέʔϦϯάධՁ࣌ͷ GTC-Pͷ໰୊αΠζΛܾఆ͢Δ֤ύϥϝʔλͷ஋ɽ
Problem Size A Default Toroidal Radial Particle
mstep 100 20 20 20
mpsi 90 90 90–2880 90
mzetamax 64 2–64 2 2
micell 100 100 100 100–3200
2.5.2 ໰୊αΠζɼ෼ׂํ๏
GTC-P ͷσʔλ෼ׂ΍ϓϩηεϚοϐϯάɼ໰୊αΠζΛࣔ͢ɽGTC-P ͸ MPI ʹΑΓτϩΠμϧํ
޲ɼܘํ޲ٴͼ෼ׂ͞ΕͨྖҬ಺ͷཻࢠ਺ͷ 3࣍ݩ෼ׂΛߦ͍ͬͯΔɽͦ͜Ͱɼ2ͭͷ࣍ݩͷ෼ׂ਺Λݻ
ఆ͠ɼ1࣍ݩͷΈͷ෼ׂ਺Λมಈͤͨ͞ධՁΛߦ͏ɽετϩϯάɾ΢ΟʔΫεέʔϦϯάͰͷධՁΛߦ͏
ʹ͋ͨΓɼද 2.2ͷΑ͏ʹ෼ׂ਺Λܾఆͨ͠ɽදͷࠨͷྻ͔Β૯ϓϩηε਺ɼτϩΠμϧํ޲ͷ෼ׂ਺Λ
มಈͨ͠৔߹ͷ֤࣍ݩͷϓϩηε਺ɼܘํ޲ٴͼཻࢠ਺ͷ৔߹ͱฒͿɽ2ͭͷ࣍ݩͷ෼ׂ਺ΛͦΕͧΕ 2
ϓϩηεʹݻఆ͠ɼ1࣍ݩͷ෼ׂ਺Λ 4͔Β 128ϓϩηεͱ૿Ճͤ͞Δɽྫ͑͹ɼཻࢠ਺ͷ෼ׂ਺Λ 4͔
Β 128ϓϩηε΁ͱ૿Ճͤ͞Δ৔߹ɼτϩΠμϧํ޲ͱܘํ޲෼ׂ਺͸ͦΕͧΕ 2ϓϩηεͱͳΔɽ͠
͔͠ɼτϩΠμϧํ޲͸τϩΠμϧ໘ຖʹ֨ࢠ఺Λอ࣋͢ΔͨΊɼ෼ׂ਺ͷ૿Ճຖʹԋࢉྔ΋૿Ճ͢Δɽ
ैͬͯɼτϩΠμϧํ޲ʹݶΓ΢ΟʔΫεέʔϦϯάͷΈͷධՁͱͳΔɽ·ͨɼཻࢠ਺΍ܘํ޲ͱಉ༷
ʹ෼ׂΛߦͬͨ৔߹ɼ16ϓϩηεͰͷ෼ׂ਺Λ 4 × 2 × 2ͱ 2 × 2 × 4ͱͨ͠৔߹ʹԋࢉྔ͕ഒҟͳΔɽ
ͦͷͨΊɼଞͷ෼ׂํ๏ͱԋࢉྔΛଗ͑ΔͨΊɼτϩΠμϧํ޲ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷධՁʹݶ
ΓɼτϩΠμϧํ޲ͷ෼ׂ਺Λ 2͔Β 64ϓϩηε·Ͱͱ͠ɼܘํ޲ͷ෼ׂ਺͸ 2ϓϩηεɼཻࢠ਺ͷ෼
ׂ਺͸ 4ϓϩηεͱ͢ΔɽධՁʹ͸ 1ϊʔυ͋ͨΓ 16ϓϩηεΛ഑ஔ͠ɼ࠷େ 32ϊʔυ 512ϓϩηε
Λ༻͍ͯܭଌΛߦͬͨɽXMP/MPI+OpenMP࣮૷ͷධՁʹ͸ɼ1ϊʔυ 1ϓϩηεͱͯ͠ 32ϊʔυΛ࢖
༻͠ɼ1ϓϩηε͋ͨΓͷεϨου਺Λ 1͔Β 16΁ͱมಈͤ͞Δɽ෼ׂํ๏͸ɼτϩΠμϧํ޲ɼܘํ
޲ٴͼཻࢠ਺ͷ෼ׂ਺ΛͦΕͧΕ 2× 8× 2ɼ2× 2× 8ͱͨ͠ɽ
GTC-Pʹ͸ԋࢉྔΛܾఆ͢Δύϥϝʔλͱͯ͠ɼԋࢉεςοϓΛද͢ mstepɼܘํ޲ͷ֨ࢠ਺ mpsiɼ࠷
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ਤ 2.5 ΢ΟʔΫεέʔϦϯάͷੑೳධՁʢτϩΠμϧํ޲ͷ෼ׂ਺Λมಈʣɽ
֎֪ͰͷϙϩΠμϧ֨ࢠ਺ mthetamaxɼτϩΠμϧ֨ࢠ਺ mzetamaxٴͼ֨ࢠ఺͋ͨΓͷཻࢠ਺ micell͕
͋ΔɽGTC-P͸໰୊αΠζ A͔Β Dͷ 4छྨΛఏڙ͓ͯ͠Γ A͕࠷খͷ໰୊αΠζͱͳΔɽຊݚڀͰ
͸ mstep Λ 20 ͱ͠ɼmpsiɼmzetamaxɼmicell ͸໰୊αΠζ A Λجʹ෼ׂ਺୯ҐͰ஋Λมߋ͠ɼετϩ
ϯάɾ΢ΟʔΫεέʔϦϯάͷධՁΛߦ͏ɽ໰୊αΠζ΍֤ύϥϝʔλͷ஋Λද 2.3ʹࣔ͢ɽ΢ΟʔΫε
έʔϦϯάධՁ࣌ʹ͸֤෼ׂ਺Λ૿Ճͤ͞ΔຖʹύϥϝʔλΛ૿Ճͤ͞Δɽྫ͑͹ɼཻࢠ਺ͷ෼ׂ਺Λ૿
Ճͤ͞Δ৔߹ɼmpsiɼmzetamaxͷ஋Λݻఆ͠ɼmicellͷ஋Λ 100͔Β 3200΁ͱ૿Ճ͠ධՁΛߦ͏ɽε
τϩϯάεέʔϦϯάධՁ࣌ʹ͸ɼmstepɼmpsiɼmzetamaxٴͼ micellΛͦΕͧΕɼ20ɼ90ɼ2ɼ100ͱ
ͨ͠ɽ
2.5.3 ੑೳධՁ
΢ΟʔΫεέʔϦϯάͷධՁ
ਤ 2.5ɼ2.6ٴͼ 2.7ʹτϩΠμϧํ޲ɼܘํ޲ɼཻࢠ਺ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷ΢ΟʔΫεέʔϦ
ϯάʹΑΔධՁΛࣔ͢ɽ๮άϥϑ͸࣮ߦ࣌ؒɼંΕઢάϥϑ͸MPI࣮૷ͷੑೳΛ 1ͱͨ͠ͱ͖ͷϩʔΧ
ϧϏϡʔɼϋΠϒϦουϏϡʔ࣮૷ͷ૬ରੑೳΛද͠ɼXMP-L͸ϩʔΧϧϏϡʔɼXMP-H͸ϋΠϒϦο
υϏϡʔʹΑΔ࣮૷ͷੑೳΛࣔ͢ɽϩʔΧϧϏϡʔʹΑΔ࣮૷͸ਤ 2.5ɼ2.7ΑΓɼτϩΠμϧํ޲ͱཻࢠ
਺ͷ෼ׂ਺มಈ࣌ʹ MPI࣮૷ͱ΄΅ಉ౳ͷੑೳ͕ಘΒΕͨɽҰํͰɼਤ 2.6ͷܘํ޲෼ׂ࣌Ͱ͸࠷େͰ
8%ͷੑೳ͕ࠩੜͨ͡ɽϋΠϒϦουϏϡʔʹΑΔ࣮૷͸ɼϩʔΧϧϏϡʔͱಉ༷ʹτϩΠμϧํ޲ɼཻ
ࢠ਺ͷ෼ׂ਺มಈ࣌͸΄΅ಉ౳ͷੑೳ͕ಘΒΕ͕ͨɼܘํ޲෼ׂ࣌ʹ͸ 6͔Β 25%ੑೳ͕௿Լͨ͠ɽ
τϩΠμϧํ޲ɼཻࢠ਺ͷ෼ׂ਺Λมಈͤͨ͞৔߹͸ɼMPIɼXMP࣮૷ͱ΋ʹੑೳ͕εέʔϧ͍ͯ͠
Δ͕ɼܘํ޲෼ׂ࣌ʹ͸ϓϩηε਺͕૿Ճ͢Δຖʹશͯͷ࣮૷ʹ͓͍ͯੑೳ͕௿Լ͍ͯ͠Δɽ͜ͷ໰୊ͷ
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ਤ 2.6 ΢ΟʔΫεέʔϦϯάͷੑೳධՁʢܘํ޲ͷ෼ׂ਺Λมಈʣɽ
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ਤ 2.7 ΢ΟʔΫεέʔϦϯάͷੑೳධՁʢཻࢠ਺ͷ෼ׂ਺Λมಈʣɽ
2.5 ධՁ 30
ද 2.4 MPI࣮૷ʹ͓͚ΔτϩΠμϧํ޲ɼܘํ޲ٴͼཻࢠ਺ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷ࣮ߦ࣌ؒɽ
දͷ஋͸௨৴࣌ؒΛআ͍֤ͨϓϩηεͷ࠷େͱ࠷খͷԋࢉ࣌ؒɼׅހͷ஋͸ͦͷϓϩηε͕࣋ͭ֨ࢠ
఺਺Λࣔ͢ɽ
Toroidal
Processes Minimum Maximum
16 8.408406 (19805) 8.548204 (19916)
32 8.440145 (19805) 8.541321 (19916)
64 8.44846 (19805) 8.631631 (19916)
128 8.511492 (19805) 8.718713 (19916)
256 8.6418 (19805) 8.853517 (19916)
512 8.865397 (19805) 9.109388 (19916)
Radial
Processes Minimum Maximum
16 8.114932 (10967) 8.270015 (16164)
32 8.083982 (12104) 8.539186 (24200)
64 8.075058 (14130) 9.487029 (33462)
128 8.070919 (17422) 11.014277 (74745)
256 8.232447 (23198) 12.686402 (141700)
512 8.763279 (34522) 16.508915 (270844)
Particle
Processes Minimum Maximum
16 8.408406 (19805) 8.548204 (19916)
32 8.406107 (19805) 8.558563 (19916)
64 8.394203 (19805) 8.565195 (19916)
128 8.394159 (19805) 8.562974 (19916)
256 8.393343 (19805) 8.591214 (19916)
512 8.390172 (19805) 8.641762 (19916)
ݪҼΛௐࠪ͢΂͘ɼϓϩηε୯ҐͰͷ࣮ߦ࣌ؒͷௐࠪΛߦͬͨɽද 2.4ʹ֤࣍ݩͷ෼ׂ਺Λมಈͤͨ͞৔
߹ͷ௨৴࣌ؒΛআ͍࣮ͨߦ࣌ؒͷதͰɼ࠷খͱ࠷େͷԋࢉ࣌ؒͰ͋ͬͨϓϩηεΛࣔ͢ɽ·ׅͨހ಺ͷ஋
͸ɼͦͷϓϩηε͕ԋࢉΛߦͬͨ֨ࢠ఺਺Λࣔ͢ɽ݁Ռͱͯ͠ɼτϩΠμϧํ޲΍ཻࢠ਺ͷ෼ׂ਺Λมಈ
ͤͨ͞৔߹͸ɼ֤ϓϩηε͕ԋࢉ͢Δ֨ࢠ఺਺ʹࠩ͸ͳ͘ɼͦΕͧΕͷϓϩηεͷԋࢉ࣌ؒ͸΄΅ಉ͡Ͱ
͋Δɽ͔͠͠ɼܘํ޲ͷ෼ׂ਺Λมಈͤͨ͞৔߹ʹ͸ɼϓϩηε਺ͷ૿Ճͱͱ΋ʹ֤ϓϩηε͕ԋࢉ͢Δ
֨ࢠ఺਺ʹେ͖ͳ͕ࠩੜ͍ͯ͡Δɽਤ 2.8ʹܘํ޲ͷ෼ׂ਺૿Ճ࣌ͷ 512ϓϩηε࣮ߦʹ͓͚Δɼԋࢉ࣌
ؒͷ࠷খͱ࠷େͷϓϩηεͷ಺༁Λࣔ͢ɽਤ 2.8ΑΓ smoothɼfieldɼpoissonɼpushٴͼ chargeͷ࣮ߦ࣌
͕ؒ૿Ճ͍ͯ͠Δ͜ͱ͕Θ͔Δɽ͜ΕΒͷԋࢉ͸ 2.2.2અΑΓ֨ࢠ఺ʹؔ܎͢ΔԋࢉΛߦ͏ؔ਺Ͱ͋Δ͜
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ਤ 2.8 MPI࣮૷ͷ 512ϓϩηε࣮ߦ࣌ʹ͓͚Δܘํ޲෼ׂ࣌ͷԋࢉ࣌ؒͷ಺༁ɽ
ͱ͔Βɼ֨ࢠ఺਺ͷ૿ՃʹΑΓԋࢉ͕࣌ؒ૿Ճ͍ͯ͠Δͱݴ͑ΔɽैͬͯɼGTC-PͷΞϓϦέʔγϣϯ
ͷઃܭͱͯ͠ɼ֨ࢠ఺਺ͷۉ౳ͳ෼ׂ͕Ͱ͖͓ͯΒͣɼ֤ϓϩηεͰͷԋࢉྔͷҧ͍ʹΑΔϩʔυΠϯό
ϥϯεͷൃੜʹΑΓੑೳ͕௿Լ͍ͯ͠Δ͜ͱ͕Θ͔ͬͨɽ
ܘํ޲෼ׂ࣌ͷશͯͷ࣮૷ʹ͓͍ͯੑೳ͕௿Լ͍ͯ͠Δ͕ɼͦΕҎ্ʹ XMPϩʔΧϧϏϡʔɼϋΠϒ
ϦουϏϡʔ࣮૷ͷ௨৴͕࣌ؒ௕͘ͳ͍ͬͯΔ͜ͱ͕ਤ 2.6ΑΓΘ͔Δɽਤ 2.9ʹ֤࣍ݩͷ෼ׂ਺Λมಈ
ͤͨ͞৔߹ͷϓϩηε 0ͷ௨৴ճ਺Λࣔ͢ɽਤ 2.4ΑΓ 64KBΛڥʹ MPIͱ XMPͷ௨৴ੑೳʹ͕ࠩੜ
͡ΔͨΊɼ64KBΛڥքͱͨ͠௨৴ճ਺Λࣔ͢ɽਤ 2.9ΑΓɼτϩΠμϧํ޲ͱཻࢠ਺ͷ෼ׂ਺มಈ࣌͸
ϓϩηε਺૿ՃʹΑΓ௨৴෼෍ʹมԽ͸ͳ͍͕ɽܘํ޲෼ׂ࣌ʹ͸ϓϩηε਺૿Ճͱͱ΋ʹ௨৴ճ਺͕
૿Ճ͍ͯ͠Δɽܘํ޲෼ׂ࣌ʹ͓͍ͯ 64KB Λڥͱͨ྆͠ํͷ௨৴ճ਺͕૿Ճ͍ͯ͠Δ͕ɼਤ 2.4 ΑΓ
64KBҎ্ͷMPIͱ XMPͷ௨৴ੑೳͷ͕ࠩେ͖͍ͨΊɼXMPϩʔΧϧϏϡʔɼϋΠϒϦουϏϡʔͱ
MPI࣮૷Ͱ௨৴࣌ؒʹ͕ࠩͰ͍ͯΔͱߟ͑ΒΕΔɽ
XMPͷϩʔΧϧϏϡʔͱϋΠϒϦουϏϡʔ࣮૷ʹ͓͍ͯ΋ਤ 2.6ΑΓɼ௨৴࣌ؒʹ͕ࠩ͋Δ͜ͱ͕
Θ͔ΔɽGTC-PͰ͸ɼεςϯγϧԋࢉΛߦ͏֨ࢠ఺ʹ͓͍ͯɼྡ઀ϓϩηε͕࣋ͭ֨ࢠ఺Λอ࣋͢Δକ
ྖҬͷҰ෦෼ͷΈΛߋ৽͢Δ௨৴͕ଘࡏ͢Δɽ͔͠͠ɼϋΠϒϦουϏϡʔͰ༻͍ΒΕ͍ͯΔάϩʔόϧ
Ϗϡʔͷ reflectࢦࣔจͰ͸ɼ࣍ݩ୯Ґɼ΋͘͠͸֤࣍ݩͷยଆҰํͷΈΛ௨৴͢Δ͜ͱ͸Մೳ͕ͩɼ
֤࣍ݩͷยଆҰํ಺ͷҰ෦෼ͷΈΛߋ৽͢Δ͜ͱ͸Ͱ͖ͳ͍ɽͦͷͨΊɼMPI΍ϩʔΧϧϏϡʔ࣮૷ͱൺ
ֱͯ͠ଟ͘ͷ௨৴Λߦ͍ͬͯΔɽҎ্ͷ͜ͱ͕ϩʔΧϧϏϡʔͱϋΠϒϦουϏϡʔ࣮૷ͷ௨৴࣌ؒͷࠩ
Ͱ͋Δͱߟ͑ΒΕΔɽ
2.5 ධՁ 32
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ਤ 2.9 ΢ΟʔΫεέʔϦϯάʹ͓͚Δ෼ׂ਺มಈ࣌ͷ௨৴ճ਺ͷมԽɽ
ετϩϯάεέʔϦϯάͷධՁ
ਤ 2.10ɼ2.11ʹܘํ޲ɼཻࢠ਺ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷετϩϯάεέʔϦϯάʹΑΔධՁΛࣔ
͢ɽτϩΠμϧํ޲ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷετϩϯάεέʔϦϯάͷධՁ͸ɼτϩΠμϧํ޲ͷ෼
ׂ਺Λ૿Ճͤ͞Δͱԋࢉྔ΋૿Ճ͢Δͱ͍͏ΞϓϦέʔγϣϯͷಛੑ্ɼධՁΛ͢Δ͜ͱ͕ෆՄೳͰ͋Δ
ͨΊɼ2छྨͷධՁͱͨ͠ɽ΢ΟʔΫεέʔϦϯάʹΑΔධՁͱಉ༷ʹɼ๮άϥϑ͸࣮ߦ࣌ؒɼંΕઢά
ϥϑ͸MPI࣮૷ͷੑೳΛ 1ͱͨ͠ͱ͖ͷϩʔΧϧϏϡʔɼϋΠϒϦουϏϡʔ࣮૷ͷ૬ରੑೳΛද͢ɽ
ϩʔΧϧϏϡʔɼϋΠϒϦουϏϡʔʹΑΔ࣮૷͸ɼਤ 2.11ΑΓͲͪΒͷ࣮૷ʹ͓͍ͯ΋ɼཻࢠ਺ͷ
෼ׂ਺Λมಈͤͨ͞৔߹͸ɼMPIͱ΄΅ಉ౳ͷੑೳ͕ಘΒΕ͍ͯΔɽҰํͰɼਤ 2.10ͷܘํ޲ͷ෼ׂ਺
Λมಈͤͨ͞৔߹͸ɼ64 ϓϩηεҎ্Ͱ࣮ߦϓϩηε਺Λ૿Ճͤ͞Δຖʹ MPI ࣮૷ΑΓ΋ੑೳ͕޲্
͍ͯ͠Δɽ࣮ߦ࣌ؒͷ಺༁ΑΓܭࢉ࣌ؒ͸ MPIͱ΄΅ಉ౳͕ͩɼ௨৴͕࣌ؒ୹͘ͳ͍ͬͯΔ͜ͱ͕Θ͔
Δɽ΢ΟʔΫεέʔϦϯάͷϓϩηε 0 ͷ௨৴ճ਺ͷௐࠪͱಉ༷ʹɼετϩϯάεέʔϦϯάʹ͓͍ͯ
΋ 64KBΛڥͱͨ͠௨৴ճ਺Λ֤࣍ݩͷ෼ׂ਺૿Ճ࣌ͷͦΕͧΕͷ৔߹ʹ͓͍ͯௐࠪΛߦͬͨɽ݁ՌΛਤ
2.12ʹࣔ͢ɽਤ 2.12ΑΓɼཻࢠ਺ͷ෼ׂ਺มಈ࣌͸ϓϩηε਺Λ૿Ճͯ͠΋௨৴ճ਺ͷ෼෍ʹࠩ͸ͳ͍ɽ
͔͠͠ɼܘํ޲ͷ෼ׂ਺૿Ճ࣌͸ɼϓϩηε਺ͷ૿Ճͱͱ΋ʹ 64KBҎԼͷ௨৴ճ਺͕େ෯ʹ૿Ճ͍ͯ͠
Δɽਤ 2.4ΑΓɼXMPͷ௨৴ੑೳ͸MPIͱൺֱͯ͠ 64KBҎԼͷ৔߹ʹੑೳ͕ྑ͍ͨΊɼ௨৴͕࣌ؒ୹
͘ͳΓੑೳ͕޲্ͨ͠ͱߟ͑ΒΕΔɽ
XMP/MPI+OpenMP࣮૷ͷධՁ
ਤ 2.13ʹɼXMP/MPI+OpenMP࣮૷ʹΑΔੑೳධՁΛࣔ͢ɽ෼ׂ਺͸ 2× 8× 2ɼ2× 2× 8ͷ 2छྨͰ
͋Δɽܘํ޲ͷ෼ׂ਺͕ 8ͷ৔߹ɼϩʔΧϧϏϡʔ͸ 10%ɼϋΠϒϦουϏϡʔͰ͸ 17%ఔ౓MPIʹΑ
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ਤ 2.10 ετϩϯάεέʔϦϯάͷੑೳධՁʢܘํ޲ͷ෼ׂ਺Λมಈʣɽ
ද 2.5 GTC-PͷMPIɼXMP࣮૷ͷ Delta-SLOCɽ
Serial MPI
XMP
localview hybridview
SLOC 4110 5427 5398 5179
modified - 170 168 158
added - 1319 1303 1112
deleted - 2 15 43
Total Delta-SLOC - 1491 1486 1313
Δ࣮૷ͱੑೳ͕ࠩ͋Δɽ·ͨɼཻࢠ਺ͷ෼ׂ਺͕ 8ͷ৔߹ɼϩʔΧϧϏϡʔ͸ 2%ɼϋΠϒϦουϏϡʔ
Ͱ͸ 15%ͷੑೳࠩͰ͋ΔɽҎ্ΑΓɼXMP+OpenMP࣮૷͸ɼ֤ํ޲ͷ෼ׂ਺Λ૿Ճͤͨ͞৔߹ʹ͓͍
ͯ΋ɼϩʔΧϧϏϡʔɼϋΠϒϦουϏϡʔͱ΋ʹੑೳ͕ۃ୺ʹ௿Լ͢Δ͜ͱ͸ͳ͘ɼMPI+OpenMP࣮
૷ͱಉ༷ʹεέʔϧ͢Δ͜ͱ͕Θ͔ͬͨɽ
2.5.4 ੜ࢈ੑͷධՁ
1.2.2અͰड़΂ͨ௨ΓɼPGASϞσϧͷάϩʔόϧϏϡʔʹΑΔฒྻ࣮ߦΛߦ͏͜ͱͰɼஞ࣍ϓϩάϥ
Ϝ͔Βͷগͳ͍มߋͰฒྻϓϩάϥϛϯάΛ͢Δ͜ͱ͕ՄೳͰ͋Δɽ·ͨɼஞ࣍ϓϩάϥϜͷܗঢ়Λ࢒͠
ͨ··Ͱϓϩάϥϛϯά͕ՄೳͳͨΊɼσʔλ෼ࢄ΍ฒྻ࣮ߦʹΑΔϧʔϓΠϯσοΫεͳͲͷมߋ͕ඞ
ཁͳ͘ɼ௨৴΋҉໧΋͘͠͸άϩʔόϧͳ໊લ্ۭؒͷσʔλίϐʔهड़ͱͳΔɽैͬͯɼฒྻ࣮૷ͷͨ
2.5 ධՁ 34
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ਤ 2.11 ετϩϯάεέʔϦϯάͷੑೳධՁʢཻࢠ਺ͷ෼ׂ਺Λมಈʣɽ
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N	>	65536	(Byte)	 N	≤	65536	(Byte)	
ਤ 2.12 ετϩϯάεέʔϦϯάʹ͓͚Δ෼ׂ਺มಈ࣌ͷ௨৴ճ਺ͷมԽɽ
35 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
0"
0.2"
0.4"
0.6"
0.8"
1"
1.2"
1.4"
0"
1"
2"
3"
4"
5"
6"
7"
8"
9"
1" 2" 4" 8" 16" 1" 2" 4" 8" 16"
radial"dimension" par8cle"dimension"
Re
la
8v
e"
pe
rf
or
m
an
ce

El
ap
se
d"
8m
e"
[s
ec
]
Number"of"threads
MPI" XMPIlocalview"
XMPIhybridview" Rela8ve"Perf."[MPI/XMPIlocalview]"
Rela8ve"Perf."[MPI/XMPIhybridview]"
ਤ 2.13 XMP/MPI+OpenMP࣮૷ͷධՁɽ෼ׂ਺Λ 2× 8× 2ɼ2× 2× 8ͱͨ͠৔߹ͷ࣮ߦ࣌ؒɽ
Ίʹஞ࣍ϓϩάϥϜࣗମͷมߋ͸࠷খݶͰ͋ΔͨΊɼϓϩάϥϜͷ։ൃίετ΍όάͷൃੜΛ௿͘͢Δ͜
ͱ͕Ͱ͖Δɽ͔͠͠ɼܭࢉՊֶͷ෼໺Ͱ࣮૷͞ΕΔ࣮ΞϓϦέʔγϣϯ͸ෳࡶͰ͋ΓɼશͯͷϓϩάϥϜ
ʹରͯ͠άϩʔόϧϏϡʔΛద༻͢Δ͜ͱ͸೉͍͠ɽͦͷ৔߹ɼग़དྷΔݶΓάϩʔόϧϏϡʔͰ࣮૷͠ɼ
άϩʔόϧͳ໊લ্ۭؒͰͷ࣮૷͕ࠔ೉ͳՕॴͷΈϩʔΧϧͳ໊લۭؒΛ༻͍࣮ͯ૷Λ͢Δ͜ͱͰੜ࢈ੑ
ͷߴ͍࣮૷ͱ͢Δ͜ͱ͕ՄೳͰ͋Δͱߟ͑Δɽ·ͨɼϩʔΧϧͳ໊લۭؒͰ࣮૷͕ඞཁͳՕॴʹ͓͍ͯ͸
σʔλ෼ࢄ΍ฒྻ࣮ߦ͸ MPIͱಉ༷ͷهड़͕ඞཁͱͳΔ͕ɼPGASϞσϧͷϩʔΧϧϏϡʔΛ࢖͏͜ͱ
Ͱ௨৴هड़ͷੜ࢈ੑΛ޲্ͤ͞Δ͜ͱ͕ՄೳͰ͋ΔɽैͬͯɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ
߹ΘͤͨϋΠϒϦουϏϡʔʹΑΔهड़͕ඞཁͱͳΔɽ
GTC-Pͷ XMP࣮૷ʹ͓͚Δੜ࢈ੑͷߟ࡯Λड़΂ΔɽఏҊϞσϧͰ͋ΔϋΠϒϦουϏϡʔʹΑΔ࣮
૷Ͱ͸ɼԋࢉྖҬͷ෼ׂΛ XMPάϩʔόϧϏϡʔͷࢦࣔจͰ࣮૷Λߦ͍ɼฒྻ࣮ߦ͢Δ forϧʔϓʹ͸
ஞ࣍ϓϩάϥϜʹରͯ͠ loopࢦࣔจͷ௥ՃͷΈͷ࣮૷ͱͨ͠ɽ·ͨɼྡ઀ϓϩηε͕࣋ͭ֨ࢠ఺ͷࢀর
ʹ͸ɼྡ઀֨ࢠ఺Λอ࣋͢ΔόοϑΝΛ shadowࢦࣔจΛ༻͍ͯକྖҬͱͯ֬͠อ͠ɼreflectࢦࣔจ
ʹΑΔࢦࣔจ 1ߦͰͷକྖҬ௨৴Λߦ͏࣮૷ͱͨ͠ɽ͜ͷΑ͏ʹɼࢦࣔจ͸ೖΔ΋ͷͷஞ࣍ϓϩάϥϜʹ
͸େ͖ͳมߋ͕ͳ͍ͨΊɼϓϩάϥϜͷՄಡੑ͸ߴ͍ͱݴ͑Δɽ·ͨɼάϩʔόϧϏϡʔͷࢦࣔจʹΑΔ
σʔλ෼ࢄͱͨͨ͠Ίɼσʔλ෼ࢄͷൣғ΍෼ࢄํ๏ͷมߋʹΑΔੑೳνϡʔχϯάΛ؆қʹ࣮ݱՄೳ
ͱͨ͠ɽXMP͸ࢦࣔจϕʔεͳϓϩάϥϛϯάϞσϧͰ͋ΔͨΊɼ෦෼తɼஈ֊తͳฒྻ࣮ߦ͕ՄೳͰ
͋Γɼσόοά͕༰қͱݴ͑ΔɽreflectࢦࣔจʹΑΔ௨৴Ͱ͸ɼෆ࿈ଓྖҬʹରͯ͠௨৴Λ࣮ߦ͢Δ
৔߹ɼXMPϥϯλΠϜ಺Ͱ MPI Type vector()ʹΑΔ೿ੜσʔλܕ͔ύοΩϯά/ΞϯύοΩϯάʹΑΔ
௨৴͕ࣗಈͰߦΘΕΔɽैͬͯɼϢʔβ͸ࢦࣔจ 1ߦΛهड़͢Δ͚ͩͰକྖҬ௨৴͕࣮ߦ͞ΕɼXMPϥ
ϯλΠϜ͕ࣗಈͰσʔλ΍௨৴ͷ੔߹ੑΛͱΔͨΊɼ௨৴ͷϓϩάϥϛϯάϛεΛݮΒ͢͜ͱ͕ՄೳͰ
͋Δɽ
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ཻࢠيಓܭࢉͰ͸ɼ֤ϓϩηε͕࣋ͭ֨ࢠ಺Λࣗ༝ʹಈ͖ճΔཻࢠԋࢉΛ൐͏ͨΊɼάϩʔόϧͳ໊
લۭؒΛ༻͍࣮ͨ૷͕ࠔ೉Ͱ͋Δɽͦ͜ͰɼཻࢠيಓԋࢉͷΈΛϩʔΧϧͳ໊લۭؒͰͷ࣮૷ͱ͠ɼMPI
ͱಉ༷ʹσʔλ෼ࢄ΍ฒྻ࣮ߦΛهड़͢Δ࣮૷ͱͨ͠ɽཻࢠ͕ผϓϩηε΁ͱҠಈ͢Δ௨৴͸ɼϩʔΧ
ϧϏϡʔͷ coarray ʹΑΔยଆ௨৴ͱͨ͜͠ͱͰɼ഑ྻ୅ೖจܗࣜͰͷݟ௨͠ͷྑ͍௨৴هड़ͱͨ͠ɽ
coarrayΛ༻͍Δ͜ͱͰɼMPIͷΑ͏ʹ௨৴ϚονϯάͷͨΊͷλάͷ؅ཧ΍σʔλܕͷࢦఆɼίϛϡχ
έʔλ΍௨৴৘ใͷ؅ཧͷͨΊͷม਺Λ XMPϥϯλΠϜ͕ࣗಈͰੜ੒ɼ؅ཧΛߦ͏ͨΊɼϓϩάϥϜ͔
Β൥ࡶͳهड़Λഉআ͠ϢʔβʹٻΊΒΕΔ௨৴ͷͨΊͷม਺؅ཧίετΛݮΒ͢͜ͱ͕ՄೳͰ͋Δɽ
ϋΠϒϦουϏϡʔʹΑΔ GTC-P࣮૷ͷੜ࢈ੑΛఆྔతʹධՁ͢ΔͨΊɼ֤ϓϩάϥϛϯάϞσϧʹ
ΑΔ࣮૷ͷίʔυߦ਺Λൺֱ͢Δɽൺֱख๏ͱͯ͠ஞ࣍ϓϩάϥϜ͔Βͷࠩ෼ʢमਖ਼ɼ௥Ճٴͼ࡟আͷ
ߦ਺ʣͰධՁΛߦ͏ Delta-SLOC ํࣜ [42] Λ༻͍Δɽද 2.5 ʹͦΕͧΕͷϓϩάϥϛϯάϞσϧʹΑΔ
GTC-Pͷߦ਺ͱஞ࣍ϓϩάϥϜ͔Βͷࠩ෼Λࣔ͢ɽશମͷߦ਺ΛMPIͱൺֱ͢ΔͱɼϩʔΧϧϏϡʔ࣮
૷ͱ͸΄΅ࠩ͸ͳ͘ɼϋΠϒϦουϏϡʔ࣮૷Ͱ͸໿ 250ߦ࡟ݮͨ͠ɽ͜ͷཧ༝ͱͯ͠ɼϩʔΧϧϏϡʔ
࣮૷͸ MPIͷ௨৴Λ coarrayͱ͚ͨͩ͠Ͱ͋ΓɼϋΠϒϦουϏϡʔ࣮૷͸ࢦࣔจʹΑΔσʔλ෼ࢄ΍
reflectࢦࣔจ 1ߦʹΑΔକྖҬ௨৴ʹΑΔ࣮૷ͱͨͨ͠ΊͰ͋ΔɽDelta-SLOCͷධՁΑΓɼϋΠϒ
ϦουϏϡʔ࣮૷Ͱ͸άϩʔόϧϏϡʔͷࢦࣔจʹΑΔ࣮૷ʹΑΓɼमਖ਼ɼ௥Ճߦ਺͕ݮগ͍ͯ͠Δ͜ͱ
͕Θ͔Δɽ͔͠͠ɼґવͱͯ͠௥Ճߦ਺͕ଟ͍ཧ༝ͱͯ͠ɼϩʔΧϧͳ໊લۭؒͰهड़͞Εཻͨࢠيಓԋ
ࢉ͕௥Ճߦ਺ͷଟ͘Λ઎Ί͍ͯΔͨΊͰ͋Δɽ·ͨɼද 2.5ΑΓϩʔΧϧϏϡʔͱϋΠϒϦουϏϡʔ࣮
૷ͷ࡟আߦ਺͕૿Ճ͍ͯ͠Δ͜ͱ͕Θ͔ΔɽϩʔΧϧϏϡʔ΍ϋΠϒϦουϏϡʔͰ༻͍ΒΕΔ coarray
ͷόοϑΝ͸ɼXMPͷ࢓্༷ɼ੩తʹάϩʔόϧྖҬʹ֬อ͓ͯ͘͠ඞཁ͕͋Δɽ͔͠͠ɼMPI࣮૷Ͱ
͸ಈతʹ֬อ͍ͯ͠ΔͨΊɼόοϑΝຖʹ֬อͱղ์ͷߦ਺͕࡟আ͞Ε͍ͯΔͨΊͰ͋ΔɽϋΠϒϦου
Ϗϡʔʹ͓͍ͯ͸෼ࢄ഑ྻ΋੩తͳ֬อͱ͍ͯ͠ΔͨΊϩʔΧϧϏϡʔͱൺֱͯ͠࡟আߦ਺͕૿Ճ͍ͯ͠
Δɽ෼ࢄ഑ྻ͸ςϯϓϨʔτ΍෼ࢄ഑ྻΛಈతʹ֬อՄೳͳ template fixࢦࣔจ΍ xmp malloc()͕
࣮૷͞ΕͨͨΊɼࠓޙͷ՝୊ͱͯ͠ಈత֬อͨ͠෼ࢄ഑ྻʹΑΔ࣮૷ͱධՁΛߦ͏༧ఆͰ͋Δɽ
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PGAS ϞσϧʹΑΔ PIC ๏ͷ࣮૷ྫΛࣔ͢ɽR. Preissl Β͸จݙ [43] ʹͯɼ3 ࣍ݩ PIC ίʔυͰ͋Δ
Gyrokinectic Tokamak SimulationʢGTSʣΛ PGAS+OpenMPͰ࣮૷͠ɼΦϦδφϧͷ࣮૷ͱൺֱͯ͠ߴ
͍ੑೳΛࣔͨ͠ɽGTS͸MPI+OpenMPͰ࣮૷͞Ε͓ͯΓɼMPI௨৴ͷҰ෦Λ CAFʹΑΔยଆ௨৴ͷ࣮
૷ͱͨ͠ɽର৅͸ཻࢠҠಈ࣌ͷ௨৴Ͱ͋ΓɼΦϦδφϧͷ P2P௨৴ʹΑΔ࣮૷͔Βยଆ௨৴΁ͷมߋͱ
௨৴ΞϧΰϦζϜͷ࠷దԽΛ௨ͯ͠ߴ଎ԽΛߦͬͨɽCAFͷίϯύΠϥͱͯ͠ Cray Fortran 2008Λ࢖༻
͠ɼOpteron 6172Λ౥ࡌ͢Δ Cray XE6্Ͱ࠷େ 13056ϓϩηεΛ༻͍ͨධՁʹΑΔͱɼΦϦδφϧͷ
࣮૷ͱൺֱͯ͠ 52%ੑೳ͕޲্ͨ͠ͱใࠂ͞Ε͍ͯΔɽMPI࣮૷ͷҰ෦ΛϩʔΧϧϏϡʔͷ CAFͰ෦
෼తʹ࣮૷͍ͯ͠ΔͨΊɼCAFͷ഑ྻ୅ೖจܗࣜͷݟ௨͠ͷྑ͍هड़ʹΑΔ௨৴࣮૷Ͱ͸͋Δ͕ɼσʔ
λ෼ࢄ΍ฒྻ࣮ߦ͸MPIͱಉ༷ཅʹهड़͞Ε͍ͯΔͨΊɼϓϩάϥϜશମͷੜ࢈ੑ͕ߴ͍ͱ͸ݴ͑ͳ͍ɽ
H. SakagamiΒ͸จݙ [44]ʹͯɼ2࣍ݩ PICίʔυͰ͋Δ ESPAC2Λ HPFʹΑΔ࣮૷ͱੑೳධՁΛࣔ
͍ͯ͠Δɽσʔλ෼ࢄ͸ཻࢠͱి࣓৔ͷ 2࣍ݩ෼ࢄͱ͓ͯ͠Γɼཻࢠ৘ใ͸ϒϩοΫ෼ׂ͕ͩి࣓৔͸֤
ϓϩηε͕σʔλΛॏෳͯ࣋ͭ͠ɽ֤ϓϩηε͕ߋ৽͢Δཻࢠ৘ใʹΑΓԋࢉ͞Εͨి࣓৔Λɼू߹௨৴
37 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ʹΑΓσʔλΛू໿͠શϓϩηεͷ஋Λߋ৽͢ΔɽͦͷͨΊɼσʔλ෼ࢄ΍௨৴͸୯७ͳϒϩοΫ෼ׂ΍
ू߹௨৴ͱͳΔͨΊɼάϩʔόϧϏϡʔʹదͨ͠ΞϧΰϦζϜͱݴ͑ΔɽVPP800ɼSR8000ɼSX-4ٴͼ
SX-5্Ͱ֤ϕϯμʔ͕ఏڙ͢Δ HPFίϯύΠϥʹΑΔੑೳධՁΛߦ͓ͬͯΓɼίϯύΠϥͷόʔδϣϯ
ʹΑΔ௨৴ੑೳͷ௿Լ͸ݟΒΕ͕ͨɼ֓Ͷ 8ϓϩηε·Ͱ͸ྑ͍ੑೳ͕ಘΒΕ͍ͯΔͱใࠂ͞Ε͍ͯΔɽ
άϩʔόϧϏϡʔϞσϧͰ͋Δ HPFΛ༻͍࣮ͨ૷ʹΑΓɼେҬతͳ໊લۭؒʹΑΔஞ࣮࣍૷ͱ΄΅ಉ౳
ͷهड़Ͱฒྻ࣮૷͕ࢪ͞Ε͍ͯΔɽ͔͠͠ɼάϩʔόϧϏϡʔͰ࣮૷͢ΔͨΊʹॏෳͨ͠σʔλྖҬ͕ඞ
ཁͱͳΔͳͲɼେن໛࣮ߦ࣌ͷεέʔϥϏϦςΟʹ໰୊͕ੜ͡ΔՄೳੑ͕͋Δɽͦ͜ͰɼεέʔϥϏϦ
ςΟΛ޲্ͤͭͭ͞΋ϓϩάϥϜͷੜ࢈ੑΛҡ࣋͢ΔͨΊʹɼຊݚڀͰఏҊ͢ΔϋΠϒϦουϏϡʔͷ
Α͏ʹɼ෦෼తʹάϩʔόϧϏϡʔΛ༻͍Δ͜ͱ͕ՄೳͳϓϩάϥϛϯάϞσϧ͕ඞཁͰ͋Δͱߟ͑Β
ΕΔɽ
GTC΍ GTC-P͸༷ʑͳϓϥοτϑΥʔϜ޲͚ͷ࣮૷ɼ࠷దԽ͕ߦΘΕ͍ͯΔɽԼࡔΒ͸จݙ [45]ʹ
ͯژίϯϐϡʔλ্Ͱͷ GTC-Pͷେن໛࣮ߦ΍ੑೳղੳπʔϧ ScalascaʹΑΔίʔυղੳ݁ՌΛࣔͯ͠
͍ΔɽژίϯϐϡʔλʹΑΔੑೳධՁͰ͸ɼຊݚڀͱ͸ҟͳΓશͯͷ෼ׂ࣍ݩ਺Λಉ࣌ʹ૿Ճͤͨ͞৔
߹ͷධՁͰ͋Γɼ߹ܭͰ 512ɼ2048ɼ8192ٴͼ 32768ϊʔυΛ༻͍ͨ 4छྨͷ΢ΟʔΫεέʔϦϯάͷ
ੑೳΛ͍ࣔͯ͠Δɽ݁Ռͱͯ͠ɼຊݚڀͰͷੑೳධՁͱಉ༷ʹੑೳ͕εέʔϧ͍ͯ͠ͳ͍ɽScalasca ʹ
ΑΔίʔυղੳͷ݁ՌʹΑΔͱɼϊʔυຖʹϩʔυόϥϯε͕औΕ͓ͯΒͣɼ௨৴଴ͪ࣌ؒʹΑΓੑೳ
͕௿Լ͍ͯ͠Δͱใࠂ͞Ε͓ͯΓɼຊݚڀͷߟ࡯Ͱ΋ಉ༷ʹࣔ͞Ε͍ͯΔɽX. Liao Β͸จݙ [46] ʹͯ
Tianhe-2্Ͱ༷ʑͳ HPCΞϓϦέʔγϣϯͷ࣮૷ɼੑೳධՁΛใࠂ͍ͯ͠ΔɽGTC͕ͦͷதͷҰͭͰ͋
ΓɼTianhe-2͕࣋ͭ Intel Xeon PhiʢKNCʣ޲͚ʹΦϦδφϧͷMPI+OpenMPͷ࣮૷ΛɼΦϑϩʔυϞ
σϧʹΑΔ࣮૷΁ͱमਖ਼ΛߦͬͨɽTianhe-2ͷ 1ϊʔυ͸ 2ιέοτߏ੒ͷ Intel Xeon E5-2692v2ͱ 3
ຕͷ KNCʹΑΓߏ੒͞Ε͓ͯΓɼੑೳൺֱ͸ 2ιέοτͷ Xeonର KNCͱ͍ͯ͠Δɽ݁Ռͱͯ͠ 2ι
έοτͷ Xeonͱ 3ຕͷ KNCΛൺֱ͢Δͱɼ1.67ഒͷੑೳ޲্͕ใࠂ͞Ε͍ͯΔɽK. MadduriΒ͸จ
ݙ [47]ʹͯ GPU޲͚ͷ GTCͷ࣮૷ͱੑೳධՁΛ͍ࣔͯ͠ΔɽFermiੈ୅ͷ GPUʢTesla C2050ʣ޲͚
ʹ CUDAΛ༻͍࣮ͨ૷͕ߦΘΕɼΦϦδφϧͷMPI+OpenMPͷ࣮૷ͱൺֱͯ͠ 1.34ഒͷੑೳ޲্Λใ
ࠂ͍ͯ͠Δɽஜ೾େֶͱཧԽֶݚڀॴͰ͸ XMPͱσόΠε޲͚ࢦࣔจϕʔεϞσϧ OpenACCΛਨ௚౷
߹ͨ͠ XcalableACCʢXACCʣ[48]ͷ࢓༷ݕ౼ٴͼϓϩτλΠϓ࣮૷͕ਐΊΒΕ͍ͯΔɽࠓޙͷ՝୊ͱ͠
ͯɼXACCΛ༻͍ͯσόΠε޲͚ͷ࣮૷Λߦ͍ɼGPU΍ Intel Xeon Phiʹ͓͚Δੑೳ΍ੜ࢈ੑͷධՁΛ
ߦ͏͜ͱ͕ڍ͛ΒΕΔɽ
2.7 ·ͱΊ
େن໛ฒྻΫϥελʹ͓͚ΔฒྻϓϩάϥϜͷੜ࢈ੑͷ޲্Λ໨తͱͯ͠ɼPGASϞσϧΛجʹͨ͠ϋ
ΠϒϦουϏϡʔͷఏҊΛߦͬͨɽϋΠϒϦουϏϡʔ͸ɼάϩʔόϧϏϡʔͷ؆қͳσʔλ෼ࢄɼฒྻ
࣮ߦٴͼ௨৴ɾಉظΛهड़Մೳͱͭͭ͠ɼϩʔΧϧͳ໊લۭؒͰͷϓϩάϥϛϯά͕ٻΊΒΕΔΑ͏ͳෳ
ࡶͳ௨৴ʹରͯ͠͸ϩʔΧϧϏϡʔͷ؆қͳهड़ʹΑΔยଆ௨৴Λهड़Մೳͱ͢ΔɽఏҊϞσϧʹΑΓɼ
ैདྷͰ͸άϩʔόϧϏϡʔͷద༻͕ࠔ೉ͳϓϩάϥϜʹରͯ͠΋෦෼తʹద༻ՄೳͱͳΓɼϓϩάϥϜશ
ମͱͯ͠ͷੜ࢈ੑΛ޲্ͤ͞Δ͜ͱ͕ՄೳͱͳͬͨɽຊݚڀͰ͸ɼPGAS ݴޠ XMP Λର৅ͱ͠ɼXMP
ͷάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ߹ΘͤͨϋΠϒϦουϏϡʔΛ༻͍ͯ֩༥߹γϛϡϨʔγϣ
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ϯίʔυ GTC-P ͷ࣮૷Λߦ͍ɼΦϦδφϧͷ MPI ࣮૷ͱൺֱΛ͢Δ͜ͱͰੑೳͱੜ࢈ੑͷධՁΛߦͬ
ͨɽϋΠϒϦουϏϡʔʹΑΔ࣮૷Ͱ͸ɼΦϦδφϧͷ࣮૷ΛؚΉϩʔυΠϯόϥϯε͕ൃੜ͢ΔҰ෦ͷ
ධՁΛআ͖ɼMPI࣮૷ʹ͍ۙੑೳΛୡ੒ͨ͠ɽੜ࢈ੑͷ؍఺͔Β͸ɼάϩʔόϧϏϡʔʹΑΔྖҬ෼ׂʹ
ΑΓɼஞ࣍ϓϩάϥϜʹࢦࣔจΛ௥Ճ͢ΔͷΈͰͷฒྻԽ΍ɼྡ઀֨ࢠ఺ؒͷ௨৴Λ reflectࢦࣔจ 1
ߦͰهड़͢Δ͜ͱ͕ՄೳͰ͋ΔͨΊ؆қͳ࣮૷ͱݴ͑Δɽ·ͨɼϩʔΧϧϏϡʔͷ coarray͸ɼ഑ྻ୅ೖ
จܗࣜͰ௨৴Λهड़Մೳͳ͜ͱ͔ΒɼMPIͱൺֱͯ͠ΑΓ௚ײతͳͨΊՄಡੑ͕ߴ͘ɼXMP͕ࣗಈͰ௨
৴ͷ੔߹ੑΛͱΔͨΊ௨৴هड़΋༰қͰ͋ΔɽҎ্ͷ͜ͱ͔ΒɼPIC๏ʹؚ·ΕΔ֤ϓϩηεͷԋࢉྔ͕
ಈతʹมԽ͢ΔཻࢠيಓԋࢉͷΑ͏ͳɼάϩʔόϧϏϡʔͷΈͰ࣮૷͢Δ͜ͱ͕ࠔ೉ͳෳࡶͳΞϧΰϦζ
Ϝʹରͯ͠΋ɼXMPͷϓϩάϥϛϯάϞσϧΛ૊Έ߹ΘͤΔ͜ͱͰ࣮૷͕ՄೳʹͳΓɼ͞ΒʹɼҰఆͷ
ੑೳΛอͪͭͭɼ؆ศ͔ͭεέʔϥϒϧʹهड़Ͱ͖Δࣄ͕ࣔ͞Εͨɽ
ࠓޙͷ՝୊ͱͯ͠ɼXMP/Cͷ coarrayͷϥϯλΠϜϥΠϒϥϦͷ࣮૷ʹผͷยଆ௨৴ϥΠϒϥϦΛ༻͍
࣮ͯ૷͠ɼੑೳධՁΛ͢Δ͜ͱ͕ڍ͛ΒΕΔɽOmni XMP CompilerͰ͸ɼ2018೥ 1݄ݱࡏ coarrayͷϥ
ϯλΠϜϥΠϒϥϦͷ࣮૷ʹMPIΛ༻͍࣮ͨ૷͕௥Ճ͞Ε͓ͯΓɼͦΕΛ༻͍ͨධՁ΍ɼGASPI[49]΍
ComEx[50]ͳͲͷଞͷ PGAS޲͚ͷ௨৴ϥΠϒϥϦΛ༻͍࣮ͯ૷͢Δ͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼຊݚڀ
Ͱ͸ɼ෼ࢄ഑ྻ͸શͯ੩తʹ֬อ͞Εͨ഑ྻΛର৅ͱͨͨ͠Ίɼtemplate fixࢦࣔจ΍ xmp malloc()
Λ༻͍ͨಈతͳ෼ࢄ഑ྻΛ༻͍࣮ͨ૷Λߦ͏͜ͱ͕ڍ͛ΒΕΔɽੑೳධՁͰ༻͍ͨαΠζ͸ Aͱখن໛
Ͱ͋ͬͨͨΊɼITERͷΑ͏ͳେن໛ͳ֩༥߹૷ஔʹରԠͨ͠໰୊αΠζΛղ͍ͨ৔߹ͷධՁ΍ɼXACC
Λ༻͍ͨ GPUΫϥελ޲͚ͷ࣮૷Λߦ͏͜ͱ͕ߟ͑ΒΕΔɽ
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ୈ 3ষ
PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩά
ϥϛϯά
3.1 λεΫฒྻϓϩάϥϛϯά
ຊݚڀͰ͸ OpenMPͷλεΫฒྻϞσϧʹج͖ͮɼXMPʹ͓͚Δ෼ࢄϝϞϦ؀ڥ޲͚ͷλεΫฒྻϞ
σϧΛఏҊ͢ΔɽຊઅͰ͸ɼOpenMPͷσʔλґଘʹجͮ͘λεΫฒྻϞσϧͷৄࡉΛઆ໌͠ɼ෼ࢄϝϞ
Ϧ؀ڥʹ͓͚ΔϊʔυΛލΔλεΫؒͷґଘؔ܎ͷ࣮ݱํ๏ʹ͍ͭͯड़΂Δɽ
3.1.1 OpenMPͷλεΫฒྻϓϩάϥϛϯά
OpenMP ʹ͸༷ʑͳϊʔυ಺ฒྻԽ΍σόΠεར༻ͷͨΊͷػೳ͕ࢦࣔจʹΑΓఏڙ͞Ε͍ͯΔ͕ɼ
ຊઅͰ͸ຊݚڀͰ༻͍Δ taskࢦࣔจͷ֓ཁͱͦͷهड़ํ๏ͷΈΛࣔ͢ɽtaskࢦࣔจ͸ OpenMPͷ࢓
#pragma omp parallel
#pragma omp single
{
int A, B, C;
#pragma omp task depend(out:A)
A = 1;          /* taskA */
#pragma omp task depend(out:B)
B = 2;          /* taskB */
#pragma omp task depend(in:A, B) depend(out:C) 
C = A + B;  /* taskC */
#pragma omp task depend(out:A)
A = 3;          /* taskD */
}
taskA taskB
taskC
taskD
flow dep.output dep.
anti dep.
ਤ 3.1 OpenMP taskࢦࣔจͷྫɽ
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༷ 3.0 ͔Βొ৔ͨ͠λεΫฒྻΛهड़Մೳͱ͢ΔࢦࣔจͰ͋Γɼ࠶ؼతߏ଄ʢϑΟϘφον਺ͷܭࢉ΍
෼ׂ౷࣏๏ͳͲʣ΍ whileϧʔϓͳͲͷ֤εϨουͰͷԋࢉ͕ಈతʹܾఆ͢Δ৔߹ʹ༻͍ΒΕΔɽ·ͨɼ
࢓༷ 4.0 ͔Βొ৔ͨ͠ depend અʹΑΓɼλεΫ͕༻͍ΔԋࢉσʔλΛجʹͨ͠σʔλґଘΛهड़͢
Δ͜ͱͰɼશମಉظͰ͸ͳ͘λεΫؒͷࡉཻ౓ͳಉظΛهड़͢Δ͜ͱ͕Մೳͱͳͬͨɽdepend અʹ͸
dependence-typeͱͯ͠ inɼoutٴͼ inoutͷ 3छྨ͕ࢦఆՄೳͰ͋Γɼ߹Θͤͯม਺·ͨ͸഑ྻηΫγϣ
ϯΛࢦఆ͢ΔɽҎԼʹ OpenMPʹΑΔλεΫґଘϞσϧͷಛ௃Λࣔ͢ɽ
• ഑ྻηΫγϣϯΛهड़ͨ͠৔߹͸ɼ഑ྻηΫγϣϯͱͦͷൣғ಺ͷ୯Ұʹهड़͞Εͨཁૉશͯͱґ
ଘؔ܎͕͋ΔͷͰ͸ͳ͘ɼ׬શҰக͢Δ഑ྻηΫγϣϯಉ࢜Ͱґଘؔ܎͕ൃੜ͢Δɽ
• ഑ྻηΫγϣϯ͸ґଘؔ܎ຖʹಠཱͨ͠ൣғΛهड़͢Δඞཁ͕͋ΓɼൣғΛॏͶͨґଘؔ܎Λ࣋ͭ
λεΫΛهड़ͯ͠͸͍͚ͳ͍ɽ
• ґଘؔ܎Λࣔ͢ม਺΍഑ྻηΫγϣϯ͸ඞͣ͠΋λεΫϒϩοΫ಺Ͱ༻͍Δඞཁ͸ͳ͍ɽ
• λεΫͷґଘؔ܎͸ܑఋλεΫؒͰͷΈߟྀ͞Εɼ਌ࢠλεΫؒͰ͸ແࢹ͞ΕΔɽ
dependઅʹΑΓੜ੒͞ΕΔґଘؔ܎ʹ͸ɼϓϩάϥϜͷஞ࣮࣍ߦʹجͮ͘ 3छྨͷσʔλґଘ͕ଘࡏ
͢Δɽ
• ϑϩʔґଘ: ಉҰม਺ʹର͢Δॻ͖ࠐΈޙͷಡΈࠐΈʢRAW: read-after-writeʣɽdependઅͷ out
ͱ inͷؒʹൃੜ͢Δɽ
• ൓ґଘ: ಉҰม਺ʹର͢ΔಡΈࠐΈޙͷॻ͖ࠐΈʢWAR: write-after-readʣɽdependઅͷ inͱ out
ͷؒʹൃੜ͢Δɽ
• ग़ྗґଘ: ಉҰม਺ʹର͢Δॻ͖ࠐΈޙͷॻ͖ࠐΈʢWAW: write-after-writeʣɽdepend અͷ out
ͱ outͷؒʹൃੜ͢Δɽ
ຊݚڀͰ༻͍ΔλεΫฒྻϞσϧ͸ɼOpenMPͷ parallel + single/masterࢦࣔจϒϩοΫ಺
Ͱ taskࢦࣔจ͕࣮ߦ͞ΕΔϞσϧͰ͋Γɼ͋ΔεϨου͕λεΫΛੜ੒࣮͠ߦ଴ػதͷεϨου͕ੜ੒
͞ΕͨλεΫΛฒྻʹ࣮ߦ͢ΔɽparallelɼsingleࢦࣔจϒϩοΫͷग़ޱͰ͸҉໧ͷಉظ͕ೖΔ͕ɼ
೚ҙ஍఺ͰͷλεΫͷಉظ΍ɼsingleࢦࣔจͰ͸ͳ͘ masterࢦࣔจͷ৔߹͸ɼ໌ࣔతͳλεΫಉظ
Λ࣮ߦ͢Δ taskwaitࢦࣔจ͕ඞཁͱͳΔɽ
ਤ 3.1 ʹ task ࢦࣔจͷྫΛࣔ͢ɽtaskAɼtaskBɼtaskC ٴͼ taskD ͕ task ࢦࣔจʹΑΓੜ੒͞Εɼ
λεΫຖʹ dependઅͰࢦఆ͞Εͨґଘؔ܎Λ࣋ͭɽdependઅʹΑΔґଘؔ܎ͷهड़͸جຊతʹλε
Ϋ಺Ͱ࢖༻͞ΕΔม਺΍഑ྻʹରͯ͠هड़͞ΕΔͷ͕ҰൠతͰ͋Δɽྫ͑͹ taskAͱ taskBͷ৔߹͸ɼม
਺ A ͱ B ʹରͯ͠ॻ͖ࠐΈΛߦ͏ͨΊ depend અʹͯ “out:A”ɼ“out:B” ͱࢦఆ͢ΔɽtaskC ͸ม਺ A
ͱ Bʹରͯ͠ಡΈࠐΈΛߦ͍ɼͦΕΒͷ஋ͷՃࢉ݁ՌΛม਺ Cʹରͯ͠ॻ͖ࠐΉͨΊɼdependઅʹͯ
“in:AɼB”ɼ“out:C”ͱهड़͢Δɽ͜ͷΑ͏ʹґଘؔ܎Λهड़ͨ͠৔߹ɼtaskAͱ taskBͷؒʹ͸ґଘؔ܎
͕ແ͍ͨΊฒྻʹ࣮ߦ͞ΕΔɽtaskBͱ taskCͷؒʹ͸ม਺ BʹΑΔϑϩʔґଘɼtaskCͱ taskDͷؒʹ
͸ม਺ AʹΑΔ൓ґଘɼtaskAͱ taskDͷؒʹ͸ม਺ AʹΑΔग़ྗґଘ͕ͦΕͧΕൃੜ͠ɼ֤ґଘؔ܎͕
ղফ͞ΕΔ·ͰޙଓͷλεΫͷ࣮ߦ͸։࢝͞Εͳ͍ɽ
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int A[2];
if (proc == 0) {
#pragma omp task depend(out:A[0])
funcA(A[0]); /* taskA */
#pragma omp task depend(in:A[0])
MPI_Send(A[0], ... 1, ...);   /* taskB */
} else if (proc == 1) {
#pragma omp task depend(out:A[0])
MPI_Recv(A[0], ... 0, ...);   /* taskC */
#pragma omp task depend(in:A[0]) depend(out:A[1])
funcB(A[0], A[1]); /* taskD */
}
out(A[0])
proc 0 proc 1
taskA
taskB
taskC
in(A[0]) out(A[0])
in(A[0])
out(A[1])
dependency
communication taskD
ਤ 3.2 MPI+OpenMPʹΑΔ෼ࢄϝϞϦ؀ڥʹ͓͚ΔλεΫґଘͷϓϩάϥϛϯάྫɽ
3.1.2 ෼ࢄϝϞϦ؀ڥͰͷ OpenMPλεΫฒྻϓϩάϥϛϯάϞσϧ
OpenMP͸ڞ༗ϝϞϦ޲͚ͷϓϩάϥϛϯάϞσϧͰ͋Γɼ෼ࢄϝϞϦ؀ڥͰ࣮ߦ͢Δ৔߹ʹ͸ MPI
ͳͲଞͷϓϩάϥϛϯάϞσϧͱ૊Έ߹Θͤͨهड़͕ඞཁͱͳΔɽOpenMP ͷλεΫฒྻϞσϧΛ෼ࢄ
ϝϞϦ؀ڥ΁ͱ֦ு͢Δ৔߹ɼϊʔυΛލΔλεΫͷґଘؔ܎ΛͲͷΑ͏ʹهड़͢Δ͔Λߟྀ͢Δඞཁ͕
͋ΔɽOpenMPͷ৔߹ɼλεΫґଘͷॲཧ͸ஞ࣮࣍ߦʹج͍ͮͨσʔλͷ read/writeʹΑΔσʔλґଘͰ
͋ΔͨΊɼ෼ࢄϝϞϦ؀ڥʹ͓͚ΔҟͳΔϊʔυͷεϨου্Ͱฒྻ࣮ߦ͞Ε͍ͯΔλεΫؒͰґଘؔ܎
Λߏங͢Δ͜ͱ͸ࠔ೉Ͱ͋Δɽͦ͜ͰɼຊݚڀͰ͸MPIͷ P2P௨৴Λ OpenMPͷλεΫ಺͔Β࣮ߦ͠ɼ
MPIͷ௨৴Λґଘؔ܎ͱ͢Δख๏Λ༻͍Δ [52]ɽૹ৴ଆͰ͸ MPI Send()ͷ௨৴ର৅Λ dependઅͰ in
ͱ͠ɼड৴ଆͰ͸ MPI Recv()ͷ௨৴ର৅Λ outͱͯ͠σʔλґଘΛࢦఆ͢Δɽૹ৴ଆͰ͸൓ґଘ͕ൃੜ
͢ΔͨΊૹ৴׬ྃ·Ͱσʔλͷॻ͖׵͑͸Ͱ͖ͣɼड৴ଆͰ͸ϑϩʔɼग़ྗґଘ͕ൃੜ͢ΔͨΊର৅σʔ
λΛ༻͍ΔλεΫͷ࣮ߦ͸଴ػ͞ΕΔɽ
ਤ 3.2 ʹ෼ࢄϝϞϦ؀ڥʹ͓͚Δ MPI ͱ OpenMP Λ༻͍ͨλεΫґଘʹΑΔϓϩάϥϛϯάྫΛࣔ
͢ɽྫͰ͸ɼfuncA()ʹΑΓ A[0]Λॻ͖׵͑ɼͦͷ஋Λ༻͍ͯ funcB()ʹͯ A[1]Λߋ৽͢Δɽ࣮ߦϓϩ
ηε਺͸ 2Ͱ͋ΓɼfuncA()Λϓϩηε 0ɼfuncB()Λϓϩηε 1͕࣮ߦ͢ΔͨΊɼA[0]ΛϓϩηεؒͰ௨
৴͢Δඞཁ͕͋ΔɽλεΫ͸ 4छྨੜ੒͞ΕɼfuncA()ʹͯ A[0]Λߋ৽͢Δ taskAɼA[0]Λϓϩηε 1΁
ૹ৴͢Δ taskBɼϓϩηε 0ΑΓ A[0]Λड৴͢Δ taskCٴͼ funcB()Ͱ A[0]Λ༻͍ͯ A[1]Λߋ৽͢Δ
taskD Ͱ͋Δɽϓϩηε 0 ͸ɼtaskA ͕ A[0] Λॻ͖׵͑ΔͨΊ depend અʹ out Ͱࢦఆ͢ΔɽtaskB ͸
MPI Send()Ͱૹ৴͕׬ྃ͢Δ·Ͱର৅Ͱ͋Δ A[0]΁ͷॻ͖ࠐΈΛ๷͙ͨΊɼinʹࢦఆ͢Δ͜ͱͰޙଓλ
εΫͱͷؒʹ൓ґଘΛੜ੒͢Δɽϓϩηε 1͸ɼtaskCʹͯϓϩηε 0͔Β A[0]ΛMPI Recv()Ͱड৴͢
ΔͨΊɼड৴όοϑΝͰ͋Δ A[0]΁ͷॻ͖ࠐΈ͕͋Δͱͯ͠ outΛࢦఆ͢Δ͜ͱͰɼޙଓλεΫͱͷؒ
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ʹϑϩʔɼग़ྗґଘ͕ੜ੒͞ΕΔɽtaskDͰ͸ड৴ͨ͠ A[0]Λ༻͍ͯ A[1]Λߋ৽͢ΔͨΊɼinʹ A[0]ɼ
outʹ A[1]Λࢦఆ͢ΔɽҎ্ΑΓɼ௨৴͕׬ྃ͢Δ·Ͱϓϩηε 0Ͱ͸ A[0]͸ߋ৽͞Εͣɼϓϩηε 1
͸ϓϩηε 0͕࣋ͭ A[0]ͷड৴͕ऴΘΔ·Ͱɼͦͷ஋Λ༻͍ΔԋࢉλεΫͷ࣮ߦ͸։࢝͞Εͳ͍ɽͭ·
Γɼ௨৴ର৅Λґଘؔ܎ͱͨ͠ P2P௨৴ΛλεΫ಺Ͱ࣮ߦ͢Δ͜ͱͰɼϓϩηεؒͷλεΫͷґଘؔ܎
Λهड़͢Δ͜ͱ͕ՄೳͰ͋Δɽ
MPIͱ OpenMPΛ૊Έ߹ΘͤΔ͜ͱͰϓϩηεؒͷλεΫґଘΛهड़͢Δ͜ͱ͕Ͱ͖ΔҰํͰɼMPI
ʹΑΔσʔλͷ෼ࢄΛߟྀͨ͠ෳࡶͳ௨৴ͱλεΫͷґଘؔ܎Λ߹Θͤͨهड़͕ඞཁͱ͞ΕΔɽਤ 3.2ͷ
ྫΛݟͯ΋ɼ࣮ߦϓϩηεࢦఆͷͨΊͷ if จ΍ MPI ͷ௨৴هड़͕͋ΓɼΦϦδφϧͷஞ࣍ϓϩάϥϜ
͔Βֻ͚཭Εͨهड़ͱͳ͍ͬͯΔɽ·ͨɼ͜ͷྫͰ͸഑ྻ A͸શͯͷϊʔυͰॏෳͯ֬͠อ͞Ε͍ͯΔ
͕ɼҰൠతͳ MPIʹΑΔฒྻϓϩάϥϛϯάͰ͸σʔλ͸෼ࢄ഑ஔ͞ΕΔͨΊɼϩʔΧϧΠϯσοΫε
ʹΑΔԋࢉهड़΍௨৴༻ͷϩʔΧϧόοϑΝ͕ඞཁͱͳΔͳͲɼϓϩάϥϜ͸͞ΒʹෳࡶʹͳΔɽ·ͨɼ
OpenMPͱMPI͸جຊతʹ͸ผͷ࣮૷ͱͳ͓ͬͯΓɼOpenMPϥϯλΠϜଆ͔Β͸λεΫ಺Ͱ࣮ߦ͞Ε
ΔԋࢉͱMPI௨৴Λ۠ผ͠ͳ͍ɽͦͷͨΊɼλεΫ಺ͰMPIͷϒϩοΩϯά௨৴΍ಉظॲཧΛߦͬͨ৔
߹ɼOpenMPϥϯλΠϜ͕ґଘؔ܎͸ແ͍ͱ൑அ͢Ε͹௨৴λεΫ͕େྔʹ࣮ߦ͞ΕɼσουϩοΫΛҾ
͖ى͜͢Մೳੑ͕͋ΔɽैͬͯɼσουϩοΫΛى͜͞ͳ͍௨৴λεΫͷ࣮૷΋ඞཁͱ͞ΕΔɽ
3.2 XMPͷλεΫฒྻϓϩάϥϛϯάϞσϧ
෼ࢄϝϞϦ؀ڥʹ͓͚ΔλεΫฒྻϓϩάϥϜΛ؆қʹهड़Մೳͱ͢΂͘ɼPGAS ݴޠ XMP ʹ֦ு
Λߦ͏ɽXMPʹλεΫฒྻϞσϧΛऔΓೖΕΔ͜ͱͰɼPGASϞσϧͷάϩʔόϧϏϡʔʹΑΔ؆қͳ
σʔλ෼ࢄɼฒྻ࣮ߦٴͼ௨৴ɾಉظ΍ɼϩʔΧϧϏϡʔͷεέʔϥϒϧͳهड़ʹΑΔ௨৴ΛλεΫฒྻ
ʹ͓͍ͯ΋هड़Մೳͱ͠ɼϓϩάϥϜશମͰͷੜ࢈ੑΛ޲্ͤ͞Δ͜ͱ͕໨తͰ͋Δɽ·ͨɼैདྷͷϧʔ
ϓฒྻͱλεΫฒྻʹΑΔ࣮૷ΛϝχʔίΞ؀ڥͰൺֱ͢Δ͜ͱͰɼϝχʔίΞ؀ڥʹ͓͚ΔλεΫฒྻ
࣮૷ͷ༏Ґੑ΋ࣔ͢ɽ
3.2.1 ઃܭ
XMPʹ͓͚ΔλεΫฒྻΛαϙʔτ͢Δࢦࣔจͱͯ͠ɼطʹ taskࢦࣔจ͕࢓༷ʹ͋Δɽtaskࢦࣔ
จ͸ɼϒϩοΫ಺ʹهड़͞ΕͨԋࢉΛ onઅͰࢦఆ͞ΕͨϊʔυͷΈ͕࣮ߦ͢Δɽ͜ͷࢦࣔจ͸ϊʔυϨ
ϕϧͰ࣮ߦ͞ΕɼtasksࢦࣔจϒϩοΫ಺ʹ taskࢦࣔจ͕هड़͞Εͳ͍ݶΓɼෳ਺ͷ taskࢦࣔจʹ
ΑΔॲཧ͸ผϊʔυ্ͷ࣮ߦͰ͋ͬͯ΋ฒྻʹ࣮ߦ͞Εͳ͍ɽຊݚڀͰ͸ɼ֤ϊʔυ͕࣋ͭεϨου্Ͱ
࣮ߦ͞ΕΔࡉཻ౓ͳλεΫΛ૝ఆ͓ͯ͠ΓɼϊʔυؒͰฒྻʹ࣮ߦ͞ΕΔͷ͸΋ͪΖΜɼεϨουϨϕ
ϧͰͷฒྻ࣮ߦ΋ٻΊΒΕΔɽͦ͜ͰɼຊݚڀͰ͸ࡉཻ౓λεΫΛ࣮ߦ͢ΔͨΊͷ৽ͨͳࢦࣔจͱͯ͠ɼ
taskletࢦࣔจΛఏҊ͢Δɽ
ਤ 3.3ʹ taskletɼtaskletwaitٴͼ taskletsࢦࣔจͷγϯλοΫεΛࣔ͢ɽtaskletࢦࣔ
จ͸֤ϊʔυͷεϨου্ʹλεΫΛੜ੒͢ΔࢦࣔจͰ͋Δɽ࣮ߦϊʔυ͸ onઅʹهड़͞ΕΔϊʔυू
߹΍ςϯϓϨʔτʹΑܾͬͯఆ͞Εɼࢦఆ͕ͳ͍৔߹͸શͯͷϊʔυͰಉҰͷλεΫ͕ੜ੒͞ΕΔɽ࣮ߦ
Ϟσϧͱͯ͠ OpenMPͷλεΫґଘϞσϧΛ࠾༻͓ͯ͠Γɼinɼoutٴͼ inoutઅͱ߹Θͤͯม਺·
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#pragma xmp tasklet [clause[, clause] ... ] [on { node-ref | template-ref } ]
(structured-block)
#pragma xmp taskletwait [on { node-ref | template-ref } ]
#pragma xmp tasklets
(structured-block)
where clause is :
{in | out | inout} (variable[, variable] ... ])
ਤ 3.3 taskletɼtaskletwaitɼtaskletsࢦࣔจͷγϯλοΫεɽ
ͨ͸഑ྻηΫγϣϯΛهड़͢Δ͜ͱͰλεΫґଘΛهड़͢Δɽґଘؔ܎͕ͳ͍λεΫ͸ࢦࣔจʹ౸ୡ௚ޙ
ʹ࣮ߦ͕։࢝͞ΕΔ͕ɼґଘؔ܎͕͋Δ৔߹͸ 3.1.1અͰࣔͨ͠ϑϩʔɼ൓ٴͼग़ྗґଘΛ࣋ͭઌߦλε
Ϋͷ࣮ߦ͕ऴྃ͢Δ·ͰɼλεΫͷ࣮ߦ͸։࢝͞Εͳ͍ɽinɼoutٴͼ inoutઅʹهड़͞ΕΔλεΫґ
ଘ͸ϊʔυ಺ʹด͡ΒΕ͓ͯΓɼάϩʔόϧϏϡʔͷ෼ࢄ഑ྻͰࣗϊʔυ͕࣋ͨͳ͍ྖҬ͕ґଘؔ܎ͱ͠
ͯࢦఆ͞Εͨ৔߹΋ɼશͯϊʔυ಺ґଘͱͯ͠ॲཧ͞ΕΔɽ
taskletsࢦࣔจ͸ɼͦͷϒϩοΫ಺ʹهड़͞ΕͨλεΫΛεϨουϨϕϧͰฒྻ࣮ߦ͢Δ͜ͱΛࣔ
͢ࢦࣔจͰ͋ΔɽtaskletsࢦࣔจϒϩοΫ಺ʹهड़͞Εͨ taskletࢦࣔจͷΈੜ੒͞ΕͨλεΫ͕
ฒྻʹ࣮ߦ͞Εɼtasklets ࢦࣔจ͕هड़͞Ε͍ͯͳ͍৔߹ɼλεΫ͸֤ϊʔυͰஞ࣍ʹ࣮ߦ͞ΕΔɽ
taskletwaitࢦࣔจ͸ɼੜ੒͞ΕͨλεΫͷ࣮ߦ׬ྃΛอূ͢ΔࢦࣔจͰ͋Δɽ͜ͷߏจ͸ϊʔυຖ
ʹੜ੒͞ΕͨλεΫͷಉظΛͱΔࢦࣔจͰ͋ΔͨΊɼ࣮ߦϊʔυશମͰಉظΛͱΔ৔߹͸ barrierࢦࣔ
จͱ߹Θͤͯهड़͢Δඞཁ͕͋Δɽ·ͨɼtaskletsࢦࣔจͷϒϩοΫͷग़ޱʹ֤ͯϊʔυ಺ʹ͓͚Δ
λεΫͷ҉໧ͷಉظΛؚΉ࢓༷ͱͨ͠ɽ
ϊʔυؒͷλεΫͷґଘؔ܎͸ɼ3.2 અΑΓ P2P ௨৴ʹΑΓද͞ΕΔɽXMP Ͱ͸άϩʔόϧϏϡʔɼ
ϩʔΧϧϏϡʔͱ΋ʹ༷ʑͳ௨৴ߏจʢࢦࣔจɼcoarrayʣΛఏڙ͍ͯ͠ΔɽຊݚڀͰ͸ɼͲͪΒͷϞσϧ
ʹ͓͍ͯ΋ϊʔυؒͷλεΫґଘͷهड़ΛՄೳͱ͢ΔͨΊɼ֤Ϟσϧʹ͓͚Δ௨৴ߏจΛλεΫ࣮ߦ޲͚
ʹ֦ுΛߦ͏ɽຊݚڀͰࣔ͢ taskletࢦࣔจ΍ XMPͷ௨৴ࢦࣔจͷ֦ு͸ɼXMPͷ࣍ظ࢓༷Ͱ͋Δ
XMP2.0ʹ޲͚ͯɼݱࡏ PCΫϥελίϯιʔγΞϜ XMPن֨෦ձʹΑͬͯݕ౼͕ਐΊΒΕ͍ͯΔɽຊ
ݚڀʹ͓͚Δ֦ு͸ͦͷఏҊͷҰͭͰ͋Δɽ
άϩʔόϧϏϡʔͰͷϊʔυؒλεΫฒྻهड़
άϩʔόϧϏϡʔϞσϧͰ͸ɼ෼ࢄ഑ྻʹର͢Δ௨৴Λهड़Մೳͳ gmoveɼreflectࢦࣔจΛλεΫ
ฒྻͰهड़Մೳͱ͢΂֦͘ுΛߦ͏ɽਤ 3.4 ʹλεΫ্Ͱ࣮ߦ͞ΕΔ gmoveɼreflect ࢦࣔจͰ͋Δ
tasklet gmoveɼtasklet reflectࢦࣔจͷγϯλοΫεΛࣔ͢ɽ
tasklet gmoveࢦࣔจ͸ onઅʹΑΓ࣮ߦϊʔυ͕ܾఆ͞Εɼهड़͞Εͨ഑ྻ୅ೖจʹݱΕΔ෼ࢄ
഑ྻʹΑͬͯ௨৴ର৅͕ܾఆ͞ΕΔɽ·ͨɼonઅ͕ແ͍৔߹͸ɼ഑ྻ୅ೖจʹهड़͞Εͨ෼ࢄ഑ྻΛ࣋
3.2 XMPͷλεΫฒྻϓϩάϥϛϯάϞσϧ 44
#pragma xmp tasklet gmove [clause[, clause] ... ] [on { node-ref | template-ref } ]
(an assignment statement)
#pragma xmp tasklet reflect (array-name[, array-name] ... )
[chunksize (reflect-chunksize[, reflect-chunksize] ... ) ]
where clause is :
{in | out | inout} (variable[, variable] ... ])
ਤ 3.4 tasklet gmoveɼtasklet reflectࢦࣔจͷγϯλοΫεɽ
ͭϊʔυͷΈ͕࣮ߦର৅ͱͳΓɼϊʔυϩʔΧϧͳ஋͕ࢦఆ͞Εͨ৔߹͸શͯͷϊʔυ͕࣮ߦର৅ͱͳ
ΔɽλεΫґଘ͸ɼtaskletࢦࣔจಉ༷ʹ inɼoutٴͼ inoutઅͰґଘؔ܎Λهड़͢Δ͜ͱ͕Մೳ
Ͱ͋Δɽtaskletɼtasklet gmoveࢦࣔจʹΑΓੜ੒͞ΕͨλεΫ͸ܑఋλεΫͱͳΓɼϢʔβ͕ه
ड़ͨ͠ґଘؔ܎ʹΑΓ࣮ߦॱং͕ܾఆ͞ΕΔɽ
gmoveࢦࣔจ͸ɼ࣮ߦϊʔυू߹શମ͔ taskࢦࣔจͰࢦఆ͞Ε࣮ͨߦϊʔυू߹಺ʹ͓͍ͯɼ഑ྻ
୅ೖจ΍࣮ߦϊʔυू߹Λجʹ௨৴Λ࣮ߦ͢Δϊʔυ͕ܾఆ͞ΕΔɽ1.4અͷਤ 1.6ͷ௨৴͕࣮ߦՄೳͰ
͋Γɼ௨৴׬ྃޙʹ͸࣮ߦϊʔυू߹શମͰ҉໧ͷಉظ͕ͱΒΕΔɽ࣮ߦϊʔυू߹શମͰͷಉظ͸ɼ
P2P௨৴Ͱ͋Ε͹໰୊͸ͳ͍͕ɼϒϩʔυΩϟετ΍ϦμΫγϣϯͷΑ͏ͳूஂ௨৴ͷ৔߹͸ɼσʔλΛ
ड৴ͨ͠ϊʔυͰ͋ͬͯ΋શମͰ௨৴͕׬ྃ͢Δ·Ͱ࣮ߦ͕ࢭ·ΔɽεϨου্ͷλεΫͰ gmoveࢦࣔ
จΛ࣮ߦ͢Δ৔߹ɼશͯͷ௨৴͕׬ྃ͢Δ·ͰλεΫ͕εϨου্ʹ࢒Γଓ͚Δɽ௨৴λεΫ͕εϨου
Λઐ༗͢ΔͨΊɼґଘؔ܎͕ղ͔ΕͨλεΫͷ࣮ߦ͕஗Εɼ݁Ռͱͯ͠ϓϩάϥϜͷੑೳʹӨڹΛ༩͑Δ
Մೳੑ͕͋Δɽͦ͜Ͱɼtasklet gmoveࢦࣔจͰ͸ͦͷ੍໿Λ֎͠ɼ௨৴͕׬ྃͨ͠λεΫ͔Β࣮ߦ
Λऴྃ͢Δ࢓༷ͱͨ͠ɽ
tasklet reflectࢦࣔจ͸ɼshadowࢦࣔจʹΑͬͯକྖҬ͕ࢦఆ͞Εͨ෼ࢄ഑ྻʹରͯ͠ɼλε
Ϋ಺Ͱྡ઀ϊʔυؒͷ௨৴Λ࣮ߦ͢Δ͜ͱͰକྖҬΛߋ৽͢ΔɽXMPͰ͸ɼσʔλ෼ࢄ͸ࢦࣔจʹΑΓ
ࢦఆ͞Εͨ෼ࢄύλʔϯͰࣗಈతʹ֤ϊʔυ΁ͱ෼ࢄ഑ஔ͞ΕΔɽͭ·ΓɼϢʔβ͔Β͸෼ࢄ͞Εͨσʔ
λͷڥքΠϯσοΫεΛ஌Δ͜ͱ͸Ͱ͖ͣɼ௨৴͞ΕΔକྖҬʹରͯ͠ґଘؔ܎Λ໌ࣔతʹࢦఆ͢Δ͜ͱ
͸ෆՄೳͰ͋Δɽͦ͜Ͱɼtasklet reflectࢦࣔจͰ͸ tasklet gmoveࢦࣔจͱҟͳΓɼσʔλ
ґଘ͸ XMPϥϯλΠϜʹΑͬͯࣗಈతʹੜ੒͞ΕΔ࢓༷ͱͨ͠ɽ
εςϯγϧԋࢉͷ࠷దԽख๏ͷҰͭͱͯ͠ΩϟογϡϒϩοΩϯά͕͋ΔɽΩϟογϡϒϩοΩϯά
͸ɼԋࢉྖҬΛϒϩοΫԽ͠σʔλΞΫηεൣғΛڱΊΔ͜ͱͰΩϟογϡϛε཰ΛݮΒ͠ੑೳΛ޲
্ͤ͞Δख๏Ͱ͋ΔɽXMP ϓϩάϥϜʹΩϟογϡϒϩοΩϯάΛద༻͢ΔͱɼXMP ͷάϩʔόϧ
ϏϡʔʹΑΔࢦࣔจͰ෼ࢄ͞ΕͨϧʔϓΛ͞ΒʹϢʔβࢦఆͷϒϩοΫαΠζͰ෼ׂ͢Δɽͦͷ৔߹ɼ
tasklet reflectࢦࣔจʹΑΓ௨৴͞ΕΔକྖҬ͸ϒϩοΫԽ͞Ε͓ͯΒͣɼϒϩοΫ୯ҐͰͷԋࢉ
ͱࣗಈͰੜ੒͞ΕΔକྖҬ௨৴ͷґଘؔ܎͕੒ཱ͠ͳ͍ɽͦ͜Ͱɼtasklet reflectࢦࣔจͷઅͱ͠
ͯ chunksizeઅΛఏҊ͢Δɽchunksizeઅ͸ґଘؔ܎ͱͯ͠هड़͞Εͨԋࢉͷཻ౓ʢ͜ͷྫͰ͸ϒ
ϩοΫαΠζΛࣔ͢ʣΛνϟϯΫαΠζͱͯ͠ࢦఆՄೳͱ͠ɼXMPϥϯλΠϜʹରͯࣗ͠ಈతʹ෇༩͞
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#pragma xmp tasklet clause[, clause[, ...]] on {node-ref | template-ref}
(structured-block)
where clause is :
{in | out | inout} (variable[, variable, ...])
or
{put | get} (tag)
or
{put ready | get ready} (variable, {node-ref | template-ref}, tag)
ਤ 3.5 taskletࢦࣔจͷ putɼput readyɼgetٴͼ get readyઅͷγϯλοΫεɽ
ΕΔґଘؔ܎͕νϟϯΫαΠζͰ෼ׂ͞Ε͍ͯΔ͜ͱΛ஌ΒͤΔɽ
ϩʔΧϧϏϡʔͰͷϊʔυؒλεΫฒྻهड़
ϩʔΧϧϏϡʔͰ͸ɼ௨৴ߏจͱͯ͠ coarrayΛఏڙ͍ͯ͠Δɽcoarray͸ยଆ௨৴Ͱ͋ΔͨΊɼ௨৴ର
৅ͷόοϑΝͷঢ়گʹґΒͣ௨৴Λ׬ྃ͢Δ͜ͱ͕ՄೳͰ͋Δɽͭ·Γɼϊʔυؒͷσʔλͷґଘؔ܎ͱ
ͯ͠ coarray୯ମͰ࢖༻͢Δ͜ͱ͸ෆՄೳͰ͋ΔɽҰൠతʹยଆ௨৴Λ࣮ߦ͢Δ৔߹ɼ2छྨͷಉظํ๏
͕ߟ͑ΒΕΔɽҰͭ͸ยଆ௨৴ͷ࣮ߦલޙʹશମಉظΛͱΔํ๏Ͱ͋Δɽ΋͏Ұͭ͸ɼยଆ௨৴ͷ࣮ߦओ
ମ͸௨৴ର৅ϊʔυΑΓ࣮ߦՄೳͰ͋Δͱ͍͏௨஌Λड͚ɼยଆ௨৴Λ࣮ߦ͢Δɽͦͷޙɼยଆ௨৴ͷ׬
ྃΛอূͨ͠ޙʹ׬ྃ௨஌Λ௨৴ର৅ϊʔυʹૹ৴͢ΔɼMPI ͷΞΫςΟϒϞσϧʹΑΔಉظํ๏Ͱ͋
Δ PSCWʢPost-Start-Complete-WaitʣϞσϧʹجͮ͘ํ๏Ͱ͋ΔɽຊݚڀͰ͸λεΫฒྻʹΑΔશମಉ
ظͷ࡟ݮΛ໨ඪͱ͍ͯ͠ΔͨΊޙऀͷํ๏ΛͱΔɽྫ͑͹ɼλεΫ಺Ͱ coarray/PutΛ࣮ߦ͢Δ৔߹ɼPut
ͷ௨৴ର৅ϊʔυ͔Βͷ௨৴Մೳ௨஌ɼPutɼPutͷ׬ྃ௨஌ͷ 3छྨͷ௨৴Λهड़͢Δඞཁ͕͋Δɽ͜Ε
Βશͯͷ௨৴ΛϢʔβ͕໌ࣔతʹهड़͢Δͷ͸ඇৗʹࠔ೉Ͱίʔυ΋൥ࡶʹͳΓ΍͍͢ɽͦ͜ͰຊݚڀͰ
͸ɼยଆ௨৴Λ࣮ߦ͢ΔͨΊͷ௨஌Λ؆қʹهड़Մೳͳ putɼput readyɼgetٴͼ get readyઅΛ
taskletࢦࣔจͷઅͱͯ͠ఏҊ͢Δɽยଆ௨৴޲͚ͷ taskletࢦࣔจͷ֦ுͷͨΊɼϩʔΧϧϏϡʔ
ͷ coarray͚ͩͰ͸ͳ͘ɼάϩʔόϧϏϡʔͷ gmove in/outࢦࣔจʹରͯ͠΋ಉ༷ʹ࢖༻ՄೳͰ͋Δ
ͱߟ͑ΒΕΔɽͦ͜Ͱɼ3.6અͷϕϯνϚʔΫͷ࣮૷ͱධՁͰ͸ɼcoarrayʹՃ͑ͯ gmove in/outࢦ
ࣔจͰهड़࣮ͨ͠૷ྫ΋ࣔ͢ɽ
put readyઅ͸ Putͷ࣮ߦओମͷ௨৴ର৅ϊʔυ্Ͱ࣮ߦ͞Εɼઅʹ͸ PutΛ࣮ߦ͞ΕΔม਺·ͨ͸
഑ྻηΫγϣϯɼ௨৴ର৅ϊʔυɼλάΛهड़͢ΔɽPutʹΑͬͯ஋ͷߋ৽͕ى͖ΔͨΊɼ͜ͷઅʹΑΓ
ੜ੒͞ΕΔλεΫ͸ୈҰҾ਺ʹରͯ͠ outͷґଘؔ܎Λ࣋ͭɽ௨৴ର৅ϊʔυ͸ onઅͱಉ༷ʹ࣮ߦϊʔ
υू߹·ͨ͸ςϯϓϨʔτ͕هड़ՄೳͰ͋Δɽput readyઅ͕هड़͞ΕͨλεΫ͸ɼ௨৴ର৅ϊʔυͱ
λάʹΑΓࢦఆ͞ΕͨϊʔυͷλάͱҰக͢Δ putઅ͕هड़͞ΕͨλεΫʹରͯ͠ Putͷ࣮ߦՄೳ௨஌
ΛૹΓɼ௨৴͕׬ྃ͢Δ·Ͱ଴ػ͢Δɽ௨৴׬ྃ௨஌Λ put અ͕هड़͞ΕͨλεΫΑΓड͚औͬͨޙɼ
taskletࢦࣔจϒϩοΫ಺ʹهड़͞Εͨԋࢉͷ࣮ߦΛ։࢝͢Δɽ
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int A[2], B;
#pragma xmp nodes P(2)
#pragma xmp template T(0:1)
#pragma xmp distribute T(block) onto P
#pragma xmp align A[i] with T(i)
#pragma xmp tasklets
{
#pragma xmp tasklet out(A[0]) on P(1)
A[0] = 0; /* taskA */
#pragma xmp tasklet gmove in(A[0]) out(A[1]) on P(1:2)
A[1] = A[0];   /* taskB */
#pragma xmp tasklet gmove in(A[1]) out(B) on P(2)
B = A[1]; /* taskC */
}
out(A[0])
Node 1 Node 2
taskA
taskB
taskC
in(A[0])
out(A[1])
in(A[0])
out(A[1])
in(A[1])
out(B)
dependency
communication
ਤ 3.6 tasklet gmoveࢦࣔจͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
putઅ͸ Putͷ࣮ߦओମͷϊʔυ্Ͱ࣮ߦ͞Εɼઅʹ͸λάͷΈΛهड़͢ΔɽλάͱҰக͢Δϊʔυ্
ͷ put readyઅ͕هड़͞ΕͨλεΫΑΓɼ௨৴Մೳ௨஌Λड͚औΔ·ͰλεΫͷ࣮ߦ͸։࢝͞Εͳ͍ɽ
௨৴Մೳ௨஌Λड͚औΓޙɼtaskletࢦࣔจϒϩοΫ಺ʹهड़͞Εͨยଆ௨৴ͷ PutΛ࣮ߦ͠ɼยଆ௨
৴ͷ׬ྃ௨஌Λ௨৴Մೳ௨஌͕ૹΒΕ͖ͯͨ put readyઅ͕هड़͞ΕͨλεΫʹରͯ͠ૹΔɽ
get readyઅ͸ Getͷ࣮ߦओମͷ௨৴ର৅ϊʔυ্Ͱ࣮ߦ͞Εɼઅʹ͸ GetΛ࣮ߦ͞ΕΔม਺·ͨ͸
഑ྻηΫγϣϯɼ௨৴ର৅ϊʔυɼλάΛهड़͢ΔɽGetʹΑͬͯ஋ͷಡΈࠐΈ͕ߦΘΕΔͨΊɼ͜ͷઅ
ʹΑΓੜ੒͞ΕΔλεΫ͸ୈҰҾ਺ʹରͯ͠ inͷґଘؔ܎Λ࣋ͭɽ௨৴ର৅ϊʔυ͸ put readyઅͱ
ಉ༷ʹ࣮ߦϊʔυू߹·ͨ͸ςϯϓϨʔτ͕هड़ՄೳͰ͋Δɽget readyઅ͕هड़͞Εͨ taskletࢦ
ࣔจϒϩοΫ಺ͷॲཧͷ࣮ߦޙʹɼࢦఆ͞ΕͨϊʔυͷλάͱҰக͢Δ getઅ͕هड़͞ΕͨλεΫʹର
ͯ͠ Getͷ࣮ߦՄೳ௨஌ΛૹΓɼ௨৴͕׬ྃ͢Δ·Ͱ଴ػ͢Δɽ௨৴׬ྃ௨஌Λ getઅ͕هड़͞Εͨλ
εΫΑΓड͚औΔ͜ͱͰλεΫͷ࣮ߦ͕ऴྃ͢Δɽ
getઅ͸ Getͷ࣮ߦओମͷϊʔυ্Ͱ࣮ߦ͞Εɼઅʹ͸λάͷΈΛهड़͢ΔɽλάͱҰக͢Δϊʔυ
্ͷ get ready અ͕هड़͞ΕͨλεΫΑΓɼ௨৴Մೳ௨஌Λड͚औΔ·ͰλεΫͷ࣮ߦ͸։࢝͞Εͳ
͍ɽ௨৴Մೳ௨஌Λड͚औΓޙɼtaskletࢦࣔจϒϩοΫ಺ʹهड़͞Εͨยଆ௨৴ͷ GetΛ࣮ߦ͠ɼย
ଆ௨৴ͷ׬ྃ௨஌Λ௨৴Մೳ௨஌͕ૹΒΕ͖ͯͨ get readyઅ͕هड़͞ΕͨλεΫʹରͯ͠ૹΔɽ
3.2.2 ίʔυྫ
άϩʔόϧϏϡʔ
ਤ 3.6͸ tasklet gmoveࢦࣔจʹΑΔϓϩάϥϛϯάྫͱλεΫϑϩʔͰ͋Δɽ2ཁૉΛ࣋ͭ഑ྻ
A͕ 2ϊʔυͰϒϩοΫ෼ׂ͞Ε͓ͯΓɼϊʔυ 1͕ A[0]ɼϊʔυ 2͕ A[1]ΛͦΕͧΕอ͍࣋ͯ͠Δɽ
3छྨͷλεΫ͕ੜ੒͞ΕɼA[0]Λߋ৽͢Δ taskAɼtasklet gmoveࢦࣔจʹΑΓ A[1]͔Β A[0]΁
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int A[4];
#pragma xmp nodes P(2)
#pragma xmp template T(0:3)
#pragma xmp distribute T(block) onto P
#pragma xmp align A[i] with T(i)
#pragma xmp shadow A[1] 
#pragma xmp tasklets
{
#pragma xmp loop (i) on T(i)
for (int i = 0; i < 4; i++) {
#pragma xmp tasklet out(A[i]) on T(i)
A[i] = i;  /* taskA */
}
#pragma xmp tasklet reflect(A)
/* taskB */
}
Node 1 Node 2
out(A[0]) out(A[1])
in(A[1])
out(A[2])
out(A[2]) out(A[3])
in(A[2])
out(A[1])
taskA
taskB
dependency
communication
ਤ 3.7 tasklet reflectࢦࣔจͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
ͱσʔλίϐʔΛߦ͏ taskBٴͼ A[1]Λ༻͍ͯม਺ BΛߋ৽͢Δ taskCͰ͋Δɽtaskletࢦࣔจ͸ on
અʹΑΓ࣮ߦϊʔυ͕ܾఆ͞ΕΔͨΊɼϊʔυ 1͸ taskAͱ taskBɼϊʔυ 2͸ taskBͱ taskC͕ੜ੒͞
ΕΔɽtasklet gmoveࢦࣔจͷ഑ྻ୅ೖจͰࢦఆ͞Ε͍ͯΔ෼ࢄ഑ྻ͸ͦΕͧΕϊʔυ 1ͱϊʔυ 2
͕อ͍࣋ͯ͠ΔͨΊɼgmoveࢦࣔจͷ௨৴ύλʔϯͷҰͭͰ͋Δ send-recvʹΑΔ P2P௨৴͕ൃੜ͢Δɽ
ϊʔυ 1Ͱ௨৴Λߦ͏ taskBͱ taskAͷؒʹ͸ A[0]ʹΑΔϑϩʔґଘ͕͋ΔͨΊ taskA͕ऴྃ͢Δ·Ͱ
taskBͷ࣮ߦ͸଴ػ͞Εɼϊʔυ 2Ͱ͸ A[1]ʹΑΔϑϩʔґଘ͕͋ΔͨΊ taskBͷ௨৴͕׬ྃ͢Δ·Ͱ
taskCͷ࣮ߦ͸଴ػ͞ΕΔɽ
ਤ 3.7 ʹ tasklet reflect ࢦࣔจʹΑΔϓϩάϥϛϯάྫͱλεΫϑϩʔΛࣔ͢ɽ4 ཁૉΛ࣋ͭ
഑ྻ A ͕ 2 ϊʔυͰϒϩοΫ෼ׂ͞Ε͍ͯΔͨΊɼϊʔυ 1 ͕ A[0]ɼA[1]ɼϊʔυ 2 ͕ A[2], A[3] Λ
อ࣋͢Δɽ·ͨɼshadow ࢦࣔจͷࢦఆʹΑΓ֤ϊʔυͰ 1 ཁૉͣͭକྖҬ͕֬อ͞ΕΔɽ2 छྨͷλ
εΫ͕ੜ੒͞Εɼloop ࢦࣔจʹΑͬͯ෼ࢄ࣮ߦ͞ΕΔϧʔϓ͕ੜ੒͢Δ഑ྻ A ͷ஋Λߋ৽͢Δ taskA
ͱ tasklet reflect ࢦࣔจΛ࣮ߦ͢Δ taskB Ͱ͋Δɽਤ 3.7 ͷλεΫϑϩʔͷΑ͏ʹ 1 ࣍ݩ഑ྻͷ
tasklet reflectࢦࣔจʹΑΔକྖҬަ׵Λߦ͏৔߹ɼϊʔυ 1ɼ2͕ͦΕͧΕ࣋ͭྖҬΛૹ৴͢Δ
λεΫͱɼକྖҬʹ஋Λड৴͢ΔλεΫͷ 4छྨ͕ੜ੒͞ΕΔɽैͬͯɼtaskAͷதͰ΋ྡ઀ϊʔυͱ઀
͢ΔྖҬΛԋࢉ͢ΔλεΫʢϊʔυ 1Ͱ͸ A[1]ɼϊʔυ 2͸ A[2]Λߋ৽͢ΔλεΫʣͷ࣮ߦ͕ऴྃ࣍ୈɼ
ྡ઀ϊʔυͱͷ௨৴Λ։࢝͢Δ͜ͱ͕ՄೳͰ͋Δɽ
ϩʔΧϧϏϡʔ
ਤ 3.8͸ taskletࢦࣔจͷ putɼput readyઅʹΑΔϓϩάϥϛϯάྫͱλεΫϑϩʔͰ͋Δɽ2
ϊʔυͰ࣮ߦ͞Εɼϊʔυ 2ͷ taskB͔Βϊʔυ 1ͷ coarrayએݴ͞Εͨม਺ Aʹର͢Δ coarray/PutΛ
࣮ߦ͢Δɽϊʔυ 1Ͱ͸ɼม਺ AΛಡΈࠐΉ taskAͷ࣮ߦޙʹ Put͕࣮ߦ͞Εɼ࠶౓ม਺ AΛಡΈࠐΉ
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#pragma xmp nodes P(2)
int A:[*], B, C, tag;
#pragma xmp tasklets
{
#pragma xmp tasklet in(A) out(B) on P(1) 
B = A;         /* taskA */
#pragma xmp tasklet out(A) put(tag) on P(2)
A:[1] = 1;    /* taskB */
#pragma xmp tasklet in(A) out(C) ¥
put_ready(A, P(2), tag) on P(1)
C = A;         /* taskC */
}
in(A)
out(A)
Node 1 Node 2
in(A)
taskA
taskB
taskC
out(A)
post
Put
start
complete
wait
dependency
communication
ਤ 3.8 taskletࢦࣔจͷ putɼput readyઅͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
#pragma xmp nodes P(2)
int A:[*], B, tag;
#pragma xmp tasklets
{
#pragma xmp tasklet out(A) ¥
get_ready(A, P(2), tag) on P(1)
A = 0;           /* taskA */
#pragma xmp tasklet in(A) out(B) get(tag) on P(2)
B = A:[1];    /* taskB */
#pragma xmp tasklet out(A) on P(1)
A = 1;          /* taskC */
}
out(A)
in(A)
Node 1 Node 2
out(A)
in(A)
post
Get
start
complete
wait
taskA
taskB
taskC
dependency
communication
ਤ 3.9 taskletࢦࣔจͷ getɼget readyઅͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
taskCΛ࣮ߦ͢ΔྫͱͳΔɽϊʔυ 1ͷ taskCʹ͓͍ͯ put readyઅͰม਺ A͕ࢦఆ͞Ε͍ͯΔͨΊɼ
ґଘؔ܎ͱͯ͠ out ͷλεΫ͕ੜ੒͞Εɼઌߦ͢Δ taskA ͱͷ൓ґଘΛੜ੒͢Δ͜ͱͰλεΫͷ࣮ߦॱ
ংΛ੍ޚ͢Δɽput readyઅʹهड़͞Εͨϊʔυू߹ͱλάΑΓɼϊʔυू߹ʹࢦఆ͞Εͨϊʔυ্ͷ
λάͱҰக͢Δ put અ͕هड़͞ΕͨλεΫʹରͯ͠ Put ͷ࣮ߦՄೳ௨஌ΛૹΓɼPut ͷ׬ྃ௨஌Λड͚
औΔ·Ͱ଴ػ͢Δɽ׬ྃ௨஌ͷड৴ޙ͸ taskC ͷϒϩοΫ಺ʹهड़͞ΕͨԋࢉΛ࣮ߦ͢Δɽਤ 3.8 ͷ৔
߹ɼtaskC͕ϊʔυ 2ͷ taskBʹର࣮ͯ͠ߦՄೳ௨஌ΛૹΓɼͦͷλεΫΑΓ׬ྃ௨஌Λड͚औΔɽϊʔ
υ 2 ͷ put અ͕هड़͞Εͨ taskB ͸ɼλεΫ࣮ߦ։࢝ޙʹ Put ͷ࣮ߦՄೳ௨஌Λड৴͢Δ·Ͱ଴ػ͢
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Δɽputઅʹهड़͞ΕͨλάʹҰக͢ΔλεΫΑΓ Putͷ࣮ߦՄೳ௨஌Λड৴ޙʹλεΫ಺ʹهड़͞Ε
ͨ coarray/PutΛ࣮ߦ͢ΔɽPutͷ௨৴׬ྃΛอূͨ͠ޙ͸ɼ࣮ߦՄೳ௨஌Λड৴ͨ͠ϊʔυʹରͯ͠ Put
ͷ׬ྃ௨஌ΛૹΓλεΫͷ࣮ߦΛऴྃ͢Δɽ
ਤ 3.9ʹ taskletࢦࣔจͷ getɼget readyઅʹΑΔϓϩάϥϛϯάྫΛࣔ͢ɽਤ 3.8ͱಉ༷ʹ 2
ϊʔυͰ࣮ߦ͞Εɼϊʔυ 2ͷ taskB͔Βϊʔυ 1ͷ coarrayએݴ͞Εͨม਺ Aʹର͢Δ coarray/GetΛ
࣮ߦ͢Δɽϊʔυ 1Ͱ͸ɼม਺ AΛߋ৽͢Δ taskAͷ࣮ߦޙʹ Get͕࣮ߦ͞Εɼ࠶౓ม਺ Aͷߋ৽Λߦ
͏ taskCΛ࣮ߦ͢Δɽϊʔυ 1ͷ taskAʹ͓͍ͯ get readyઅͰม਺ A͕ࢦఆ͞Ε͍ͯΔͨΊɼґଘ
ؔ܎ͱͯ͠ inͷλεΫ͕ੜ੒͞Εɼޙଓͷ taskCͱͷ൓ґଘΛੜ੒͢Δ͜ͱͰλεΫͷ࣮ߦॱংΛ੍ޚ
͢ΔɽtaskAͷϒϩοΫ಺ͷॲཧͷ࣮ߦޙʹɼget readyઅʹهड़͞Εͨϊʔυू߹ͱλάΑΓɼϊʔ
υू߹ʹࢦఆ͞Εͨϊʔυ্ͷλάͱҰக͢Δ getઅ͕هड़͞ΕͨλεΫʹରͯ͠ Getͷ࣮ߦՄೳ௨஌
ΛૹΓɼGetͷ׬ྃ௨஌Λड͚औΔ·Ͱ଴ػ͢Δɽ׬ྃ௨஌ͷड৴ޙ͸λεΫͷ࣮ߦΛऴྃ͢Δɽਤ 3.9
ͷ৔߹ɼtaskA ͕ϊʔυ 2 ͷ taskB ʹର࣮ͯ͠ߦՄೳ௨஌ΛૹΓɼͦͷλεΫΑΓ׬ྃ௨஌Λड͚औΔɽ
ϊʔυ 2ͷ getઅ͕هड़͞Εͨ taskB͸ɼλεΫ࣮ߦ։࢝ޙʹ Getͷ࣮ߦՄೳ௨஌Λड৴͢Δ·Ͱ଴ػ
͢Δɽgetઅʹهड़͞ΕͨλάʹҰக͢ΔλεΫΑΓ Getͷ࣮ߦՄೳ௨஌Λड͚औΓޙʹλεΫ಺ʹه
ड़͞Εͨ coarray/GetΛ࣮ߦ͢ΔɽGetͷ௨৴׬ྃΛอূͨ͠ޙ͸ɼ࣮ߦՄೳ௨஌Λड৴ͨ͠ϊʔυʹର
ͯ͠ Getͷ׬ྃ௨஌ΛૹΓλεΫͷ࣮ߦΛऴྃ͢Δɽ
ਤ 3.8ɼ3.9ͷྫΑΓ put readyɼget readyઅͷͲͪΒʹ͓͍ͯ΋ɼϒϩοΫ಺ʹهड़͞Εͨԋࢉ
ͷ࣮ߦͱ௨৴௨஌Λґଘؔ܎ͷಈతੜ੒ʹΑΓ 2 छྨͷλεΫʹ෼཭͢Δ͜ͱ͕Մೳͳ࢓༷ͱͨ͠ɽਤ
3.8ͷλεΫϑϩʔதͷ఺ઢͷΑ͏ʹɼPutͷ։࢝௨஌Λग़͢λεΫʢਤதͷάϨʔͷλεΫʣΛલ΋ͬͯ
࣮ߦ͢Δ͜ͱͰɼPutͷ࣮ߦ։࢝ΛૣΊΔ͜ͱ͕ՄೳͰ͋ΓɼଞͷԋࢉλεΫͱ௨৴ͷΦʔόϥοϓ͕Մ
ೳͱͳΔɽಉ༷ʹਤ 3.9ͷλεΫϑϩʔதͷ఺ઢͰ͸ɼGetͷ׬ྃ௨஌͸ଞͷ൓ґଘΛ࣋ͭλεΫͷ࣮ߦ
ͷ௚લ·Ͱʹࡁ·͓͚ͤͯ͹ྑ͍ͨΊɼ׬ྃ௨஌ͷͨΊͷ௨৴Λ஗ΒͤΔ͜ͱ͕ՄೳͰ͋Δɽࠓޙͷ՝୊
ͱͯ͠͸ɼλεΫεέδϡʔϦϯάΛվળ͠ɼput readyɼget readyઅʹΑΓੜ੒͞ΕΔยଆ௨৴ͷ
։࢝௨஌Λग़͢λεΫͷεέδϡʔϦϯάΛߦ͍ɼ௨৴ͱܭࢉͷΦʔόϥοϓ཰ͷ޲্ʹΑΔੑೳ޲্Λ
ߦ͏͜ͱ͕ڍ͛ΒΕΔɽ
3.3 MPI+OpenMPʹΑΔ࣮૷
taskletࢦࣔจͷ࣮૷Λࣔ͢ɽtaskletࢦࣔจΛ࣮૷͢Δ XMPίϯύΠϥΛ Omni XMP Compiler
ͱ͢ΔɽOmni XMP Compiler ͸ɼXMP ࢦࣔจ͕هड़͞ΕͨίʔυΛ MPI+OpenMP Ͱ࣮૷͞Εͨϥϯ
λΠϜݺͼग़͠΁ͱม׵͢Δ source-to-sourceͳτϥϯεϨʔλͰ͋ΔɽैͬͯɼຊݚڀͰ͸ Omni XMP
CompilerΛվྑ͢Δ͜ͱͰɼtaskletࢦࣔจΛରԠ͢Δ MPIͷ௨৴ API΍ OpenMPࢦࣔจ΁ͱม׵
͢Δ࣮૷Λߦ͏ɽ͔͠͠ɼOmni XMP CompilerʹΑΔϥϯλΠϜݺͼग़͠΁ͷม׵نଇΛ͚ࣔͩ͢Ͱ͸ɼ
ϥϯλΠϜ಺ͷڍಈ͕ݟ͑ͳ͍ɽͦ͜ͰɼຊઅͰ͸ taskletࢦࣔจ͕ Omni XMP CompilerʹΑΔίʔ
υม׵ͰͲͷΑ͏ͳڍಈΛ͢ΔMPI+OpenMPίʔυ΁ͱม׵͞ΕΔ͔ΛٖࣅίʔυͰࣔ͢ɽ
ఏҊ͢Δ taskletࢦࣔจͷม׵ޙͷMPIͷ௨৴ API΍ OpenMPࢦࣔจΛࣔ͢ɽtaskletsࢦࣔจ
͸ OpenMP parallelɼsingleࢦࣔจͱ͠ɼtaskletwaitࢦࣔจ͸ OpenMP taskwaitࢦࣔจ΁
ͱม׵͢Δɽ·ͨɼtaskletࢦࣔจͱ inɼoutٴͼ inoutઅ͸ OpenMP taskࢦࣔจͱ dependઅ
3.3 MPI+OpenMPʹΑΔ࣮૷ 50
ιʔείʔυ 3.1 λεΫฒྻʹ͓͚Δ௨৴ͱಉظɽ
1 int comp;
2 /∗ Communication ∗/
3 MPI Isend( ... );
4
5 /∗ Synchronization ∗/
6 MPI Test( &comp, ... );
7 while (! comp) {
8 #pragma omp taskyield
9 MPI Test( &comp, ... );
10 }
ͷ inɼout ٴͼ inout ͱ͢ΔɽϢʔβ͕هड़͢Δยଆ௨৴ͷ coarray ΍ gmove in/out ࢦࣔจΛআ͖ɼ
tasklet ࢦࣔจʹΑΓੜ੒͞ΕΔ௨৴͸ɼιʔείʔυ 3.1 ͷΑ͏ʹม׵͢Δɽιʔείʔυ 3.1 ͸ɼ
MPI Isend()ʹΑΔૹ৴ଆͷΈͷྫ͕ͩɼड৴ଆ΋ಉ༷ʹ MPI Irecv()ͱಉظॲཧ΁ͱม׵͢Δɽϓϩη
εϨϕϧͷ௨৴هड़Ͱ͸ɼMPI Send/Recv()ʹΑΔϒϩοΩϯά௨৴΍ɼMPI Isend/Irecv()ʹΑΓϊϯϒ
ϩοΩϯά௨৴Λ։࢝͠MPI Wait()΍MPI Waitall()ͰಉظΛͱΔهड़͕ҰൠతͰ͋Δɽ͔͠͠ɼλεΫ
಺Ͱ௨৴Λ࣮ߦ͢Δ৔߹ɼ௨৴Ҏ֎ʹԋࢉΛߦ͏λεΫ͕େྔʹ࣮ߦ͞ΕΔ͜ͱΛߟྀʹೖΕΔඞཁ͕
͋Δɽྫ͑͹ɼλεΫ಺ͰϒϩοΩϯά௨৴΍ MPI Wait()ͳͲʹΑΔಉظॲཧΛߦͬͨ৔߹ɼ௨৴͕׬
ྃ͢Δ·ͰͦͷλεΫ͸εϨουΛઐ༗͢Δɽͭ·Γɼଞͷґଘؔ܎͕ղফ͞Ε࣮ͨߦՄೳͳλεΫ͕
ଟ਺͋Δʹ΋ؔΘΒͣɼ௨৴׬ྃ·ͰλεΫͷ࣮ߦ͕଺Γੑೳ௿ԼΛҾ͖ى͜͢͜ͱ͕ߟ͑ΒΕΔɽͦ
͜Ͱɼιʔείʔυ 3.1 ͷΑ͏ʹ MPI Test() ͱ OpenMP taskyield ࢦࣔจΛ༻͍Δಉظํ๏ͱ͢Δɽ
MPI Test()͸௨৴׬ྃΛඇಉظతʹ֬ೝՄೳͳMPIͷ APIͰ͋Δɽtaskyieldࢦࣔจ͸ɼଞʹ࣮ߦՄ
ೳͳλεΫ͕͋Δ৔߹ʹ taskyieldࢦࣔจΛ࣮ߦͨ͠λεΫΛҰ࣌ఀࢭͤ͞ɼଞͷλεΫͷ࣮ߦΛ༏ઌ
͢ΔࢦࣔจͰ͋ΓɼϩοΫ΍௨৴ͳͲσουϩοΫ͕ൃੜ͠͏ΔՕॴͰ༻͍ΒΕΔɽ͜ͷ 2छྨͷߏจΛ
༻͍ͯɼMPI Test()ʹΑΓ௨৴͕׬͍ྃͯ͠ͳ͚Ε͹ taskyieldࢦࣔจʹΑΓผͷ࣮ߦՄೳλεΫ΁
ͱεΠον͢Δ͜ͱͰɼσουϩοΫ΍௨৴λεΫ͕εϨουΛઐ༗͢ΔͷΛ๷͗ɼεϨου಺ʹ͓͍ͯ
΋௨৴ͱܭࢉͷΦʔόϥοϓΛ࣮ݱ͢ΔɽࠓޙͷάϩʔόϧϏϡʔɼϩʔΧϧϏϡʔʹ͓͚Δ tasklet
ࢦࣔจͷม׵ޙͷίʔυʹ͋Δ P2P௨৴͸ɼશͯιʔείʔυ 3.1ͷΑ͏ʹίʔυม׵͞ΕΔ͕ɼίʔυ
දࣔͷ؆ུԽͷͨΊશͯ MPI Send/Recv()ͱهड़͢Δɽ
3.3.1 άϩʔόϧϏϡʔ
άϩʔόϧϏϡʔ͕ఏڙ͢Δ tasklet gmoveɼtasklet reflectࢦࣔจͷίʔυม׵ྫΛࣔ͢ɽ
ιʔείʔυ 3.2͸ɼਤ 3.6ͷ tasklet gmoveࢦࣔจʹΑΔίʔυΛMPI+OpenMPίʔυ΁ͱม׵
ͨ͠ྫͰ͋Δɽਤ 3.6ͷ taskAͱ taskC͸ɼґଘؔ܎ͱ onઅ͕هड़͞Εͨ taskletࢦࣔจʹΑΓੜ੒
͞ΕΔͨΊɼ4 ͔Β 7ɼ18 ͔Β 21 ߦ໨ͷΑ͏ʹλεΫ಺ͷهड़Λҡ࣋ͭͭ͠ OpenMP task ࢦࣔจͱ
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ιʔείʔυ 3.2 ਤ 3.6ͷ tasklet gmoveࢦࣔจͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 if (my node num is 1) {
5 #pragma omp task depend(out:A[0])
6 /∗ ... ∗/
7 } /∗ taskA ∗/
8 if (my node num is 1 or 2) {
9 if (I have the variable of rhs) {
10 #pragma omp task depend(in:A[0]) depend(out:A[1])
11 MPI Send( ... ); /∗ Send A[0] to the node of lhs ∗/
12 }
13 if (I have the variable of lhs) {
14 #pragma omp task depend(in:A[0]) depend(out:A[1])
15 MPI Recv ( ... ); /∗ Receive A[0] from the node of rhs in A[1] ∗/
16 }
17 } /∗ taskB ∗/
18 if (my node num is 2) {
19 #pragma omp task depend(in:A[1]) depend(out:B)
20 /∗ ... ∗/
21 } /∗ taskC ∗/
22 }
depend અɼon અΛ࣋ͭϊʔυ͔Ͳ͏͔ͷ if จ΁ͱม׵͞ΕΔɽtaskB Λੜ੒͢Δ tasklet gmove
ࢦࣔจ͸ɼ഑ྻ୅ೖจʹهड़͞Εͨ෼ࢄ഑ྻ΍ϊʔυϩʔΧϧͳ஋Λ࣋ͭϊʔυ͕௨৴Λߦ͏ɽ഑ྻ୅ೖ
จͷࠨลͱӈลͷཁૉͱ onઅʹΑΓ tasklet gmoveࢦࣔจΛ࣮ߦ͢Δϊʔυ͸ɼ௨৴ͷ࣮ߦର৅ͷ
શͯͷϊʔυ͕൑அՄೳͳͨΊMPIͷ P2P௨৴΁ͱม׵Ͱ͖Δɽίʔυม׵Ͱ͸ɼ8ߦ໨͔Βͷ ifจͰ
onઅͰࢦఆ͞Ε࣮ͨߦϊʔυͷΈͱ͠ɼ9͔Β 12ߦ໨ͷ ifจͰӈลɼ13͔Β 16ߦ໨ͷ ifจͰࠨลͷ
࣮ߦϊʔυΛܾఆ͠ɼͦΕͧΕλεΫͰ௨৴͕࣮ߦ͞ΕΔɽ
ιʔείʔυ 3.3͸ɼਤ 3.7ͷ tasklet reflectࢦࣔจʹΑΔίʔυΛMPI+OpenMPίʔυ΁ͱ
ม׵ͨ͠ྫͰ͋Δɽਤ 3.7Ͱ͸ɼloopࢦࣔจͰฒྻ࣮ߦ͞ΕΔϧʔϓ಺Ͱ taskletࢦࣔจʹΑΔґଘ
ؔ܎Λ࣋ͭλεΫͰ͋Δ taskAΛੜ੒͢Δɽίʔυม׵ʹΑΓ taskA͸ɼ5ߦ໨ͷ෼ࢄ͞Εͨϧʔϓ಺Ͱ
λεΫ಺ͷهड़Λҡ࣋ͭͭ͠ OpenMP taskࢦࣔจͱ dependઅɼonઅΛ࣋ͭϊʔυ͔Ͳ͏͔ͷ ifจ
΁ͱม׵͞ΕΔɽtaskBΛੜ੒͢Δ tasklet reflectࢦࣔจͷ৔߹͸କྖҬ௨৴ΛλεΫͰ࣮ߦ͢Δ
ͨΊɼૹ৴͢ΔྖҬͱྡ઀ϊʔυ͔Βड৴͢ΔྖҬ͕ґଘؔ܎ͱͳΔɽਤ 3.7ͷ৔߹ɼ1࣍ݩͷ෼ࢄ഑ྻ
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ιʔείʔυ 3.3 ਤ 3.7ͷ tasklet reflectࢦࣔจͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 /∗ loop length is distributed by loop directive ∗/
5 for (int i = local begin; i < local end; i++) {
6 if (I have template T[i]) {
7 #pragma omp task depend(in:A[i])
8 /∗ ... ∗/
9 } /∗ taskA ∗/
10 }
11 /∗ It is assumed that this example of code translation is executed by two nodes ∗/
12 if (my node num is 1) {
13 #pragma omp task depend(in:A[upper])
14 MPI Send( ... ); /∗ Send A[upper] for updating lower halo region of node 2 ∗/
15 #pragma omp task depend(out:A[upper+1])
16 MPI Recv( ... ); /∗ Receive A[upper+1] from node 2 ∗/
17 }
18 if (my node num is 2) {
19 #pragma omp task depend(in:A[lower])
20 MPI Send( ... ); /∗ Send A[lower] for updating upper halo region of node 1 ∗/
21 #pragma omp task depend(out:A[lower−1])
22 MPI Recv( ... ); /∗ Receive A[lower−1] from node 1 ∗/
23 } /∗ task B ∗/
24 }
ͷ্୺Լ୺ʹ 1ཁૉͣͭକྖҬΛ࣋ͭͨΊɼ12ͱ 18ߦ໨͔Βͷ ifจʹΑΓϊʔυ 1ɼ2ʹ͓͚Δڥքྖ
Ҭͷૹ৴ͱକྖҬͷड৴ΛͦΕͧΕλεΫͰ࣮ߦ͢ΔɽڥքྖҬ΍କྖҬͷґଘؔ܎͸άϩʔόϧϏϡʔ
ͷσʔλ෼ࢄʹج͖ͮɼϥϯλΠϜ͕ڥքΠϯσοΫεΛܭࢉࣗ͠ಈͰ dependઅΛ෇༩͢Δɽ
3.3.2 ϩʔΧϧϏϡʔ
ϩʔΧϧϏϡʔ͕ఏڙ͢Δ taskletࢦࣔจͷ putɼput readyɼgetٴͼ get readyઅͷίʔυ
ม׵ྫΛࣔ͢ɽຊݚڀʹ͓͍ͯɼλεΫ಺Ͱͷยଆ௨৴Λ࣮ݱ͢ΔͨΊͷ։࢝௨஌ͱ׬ྃ௨஌͸ɼϝο
ηʔδ௕ 0 ͷ P2P ௨৴ʹΑΔ࣮૷ͱ͢Δɽैͬͯɼ1 ճͷยଆ௨৴Λ࣮ߦ͢ΔͨΊʹ͸ɼ࣮ߦओମ͸
MPI Recv()Ͱ։࢝௨஌Λड͚औͬͨޙɼยଆ௨৴Λ࣮ߦɼยଆ௨৴ͷ׬ྃอূޙʹMPI Send()Ͱ׬ྃ௨
஌ΛૹΔ 3छྨͷ௨৴͕ඞཁͱͳΔɽ·ͨɼOmni XMP Compilerͷ coarray΍ gmove in/outࢦࣔจ
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ιʔείʔυ 3.4 ਤ 3.8ͷ putɼput readyઅͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 if (my node num is 1) {
5 #pragma omp task depend(in:A) depend(out:B)
6 /∗ ... ∗/
7 } /∗ taskA ∗/
8 if (my node num is 2) {
9 #pragma omp task depend(out:A)
10 {
11 MPI Recv( ... ); /∗ Receive zero element msg from any source with tag ∗/
12 MPI Put( ... ); /∗ Put the data to the node ∗/
13 MPI Win flush( ... ); /∗ Completion of one−sided communication ∗/
14 MPI Send( ... ); /∗ Send zero element msg to the node with tag ∗/
15 }
16 } /∗ taskB ∗/
17 if (my node num is 1) {
18 #pragma omp task depend(out:A)
19 {
20 MPI Send( ... ); /∗ Send zero element msg to P(2) with tag ∗/
21 MPI Recv( ... ); /∗ Receive zero element msg from P(2) with tag ∗/
22 }
23 #pragma omp task depend(in:A) depend(out:C)
24 /∗ ... ∗/
25 } /∗ taskC ∗/
26 }
ͷϥϯλΠϜ࣮૷͸ɼMPIͷยଆ௨৴ͷύογϒϞσϧʹΑΔಉظΛ༻͍͓ͯΓɼϓϩάϥϜͷ։࢝ͱऴ
ྃ࣌ʹ MPI Win lock all()ɼMPI Win unlock all() Λݺͼɼશͯͷϊʔυʹର͢Δยଆ௨৴ͷ࣮ߦΛՄೳ
ͱ͠ɼಉظ͸ MPI Win flush()ͳͲ௨৴ओମଆͷΈ׬ྃอূΛ͢Δ࣮૷Ͱ͋ΔɽͦͷͨΊɼຊݚڀʹ͓͍
ͯ΋ಉ༷ͷϞσϧʹΑΔ࣮૷ͱ͢Δɽ
ιʔείʔυ 3.4 ͸ɼਤ 3.8 ͷ putɼput ready અʹΑΔίʔυΛ MPI+OpenMP ίʔυ΁ͱม׵
ͨ͠ྫͰ͋Δɽਤ 3.8 ͷ taskA ͸ɼґଘؔ܎ͱ on અ͕هड़͞Εͨ tasklet ࢦࣔจʹΑΓੜ੒͞ΕΔ
ͨΊɼ4 ͔Β 7 ߦ໨ͷΑ͏ʹλεΫ಺ͷهड़Λҡ࣋ͭͭ͠ OpenMP task ࢦࣔจͱ depend અɼon અ
Λ࣋ͭϊʔυ͔Ͳ͏͔Λ൑அ͢Δ if จ΁ͱม׵͞ΕΔɽtaskB ͸ put અ͕هड़͞Ε͍ͯΔͨΊɼtag ͱ
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ιʔείʔυ 3.5 ਤ 3.9ͷ getɼget readyઅͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 if (my node num is 1) {
5 #pragma omp task depend(out:A)
6 /∗ ... ∗/
7 #pragma omp task depend(in:A)
8 {
9 MPI Send( ... ); /∗ Send zero element msg to P(2) with tag ∗/
10 MPI Recv( ... ); /∗ Receive zero element msg from P(2) with tag ∗/
11 }
12 } /∗ taskA ∗/
13 if (my node num is 2) {
14 #pragma omp task depend(in:A) depend(out:B)
15 {
16 MPI Recv( ... ); /∗ Receive zero element msg from any source with tag ∗/
17 MPI Get( ... ); /∗ Get the data from the node ∗/
18 MPI Win flush( ... ); /∗ Completion of one−sided communication ∗/
19 MPI Send( ... ); /∗ Send zero element msg to the node with tag ∗/
20 }
21 } /∗ taskB ∗/
22 if (my node num is 1) {
23 #pragma omp task depend(out:A)
24 /∗ ... ∗/
25 } /∗ taskC ∗/
26 }
Ұக͢Δ put ready અΛ࣋ͭλεΫΑΓ։࢝௨஌Λ଴ͪɼ௨஌ͷड৴ޙ͸ coarray/Put Λ࣮ߦ͠௨৴
׬ྃΛอূ͢Δɽͦͷޙɼ։࢝௨஌Λड৴ͨ͠ϊʔυʹରͯ͠׬ྃ௨஌ΛૹΔɽ11 ߦ໨͕։࢝௨஌Λ
ड৴͢ΔͨΊͷ MPI Recv()ɼ12 ߦ໨͕ tasklet ࢦࣔจ಺ͷϒϩοΫʹهड़͞Εͨ coarray/Put Λม׵
ͨ͠ MPI Put()ɼ13 ߦ໨͕ยଆ௨৴ͷ׬ྃอূΛ͢Δ MPI Win flush()ɼ14 ߦ໨͕׬ྃ௨஌Λૹ৴͢Δ
MPI Send() ΛͦΕͧΕද͢ɽtaskC ͸ put ready અ͕هड़͞Ε͍ͯΔͨΊɼ͜ͷλεΫ͕࣮ߦՄೳͱ
ͳͬͨ࣌఺Ͱ put ready અʹهड़͞Εͨର৅ϊʔυͷ tag ͱҰக͢ΔλεΫʹରͯ͠ɼยଆ௨৴ͷ։
࢝௨஌ΛૹΔɽ։࢝௨஌Λૹ৴ޙ͸׬ྃ௨஌Λड৴͢Δ MPI Recv()ͷಉظ଴ͪΛ͠ɼ׬ྃ௨஌Λड৴ޙ
ʹ taskletࢦࣔจʹهड़͞Εͨॲཧͷ࣮ߦΛ։࢝͢Δɽ18ߦ໨͔Βͷ taskࢦࣔจ͕ยଆ௨৴ͷ։࢝ɼ
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ਤ 3.10 Argobotsͷ࣮ߦϞσϧɽ
׬ྃ௨஌ͷૹड৴Λ͢ΔλεΫͰ͋Γɼ20ߦ໨͕։࢝௨஌Λૹ৴͢ΔMPI Send()ɼ21ߦ໨͕׬ྃ௨஌Λ
ड৴͢Δ MPI Recv()ΛͦΕͧΕද͢ɽ͜ͷλεΫ͸ put readyઅʹهड़͞ΕͨཁૉΛجʹࣗಈੜ੒͞
ΕΔɽ23ߦ໨Ҏ߱͸ɼtaskAͱಉ༷ʹ taskletࢦࣔจΑΓม׵͞ΕΔɽ
ιʔείʔυ 3.5͸ɼਤ 3.9ͷ getɼget readyઅʹΑΔίʔυΛMPI+OpenMPίʔυ΁ͱม׵͠
ͨྫͰ͋Δɽਤ 3.9ͷ taskA͸ɼget readyઅ͕هड़͞Ε͍ͯΔͨΊɼtaskletࢦࣔจ಺ʹهड़͞Ε
ͨॲཧΛ࣮ߦޙʹɼยଆ௨৴ͷ Get͕ get readyઅʹهड़͞ΕͨϊʔυΑΓ࣮ߦ͞ΕΔɽର৅ϊʔυͷ
tagͱҰக͢ΔλεΫʹยଆ௨৴ͷ։࢝௨஌Λૹ৴͠ɼ׬ྃ௨஌Λड৴͢Δ MPI Recv()ͷಉظ଴ͪΛ͢
Δɽ9ߦ໨ͷ MPI Send()͕։࢝௨஌ͷૹ৴ɼ10ߦ໨ͷ MPI Recv()͕׬ྃ௨஌ͷड৴Λද͢ɽ5ߦ໨ͷ
taskࢦࣔจ͸ taskletࢦࣔจͱґଘؔ܎ʹΑΓม׵͞Εɼ7ߦ໨ͷλεΫ͸ get readyઅʹΑΓࣗ
ಈੜ੒͞ΕΔɽtaskB͸ getઅ͕هड़͞Ε͍ͯΔͨΊɼget readyઅ͕هड़͞Ε͍ͯΔ tagͱҰக͢Δ
λεΫΑΓยଆ௨৴ͷ։࢝௨஌Λड৴͠ɼcoarray/Getͷ࣮ߦޙʹ௨৴׬ྃΛอূ͢Δɽͦͷޙɼ։࢝௨஌
Λड৴ͨ͠ϊʔυʹରͯ͠׬ྃ௨஌ΛૹΔɽgetઅͷม׵͸ɼputઅͱ΄΅ಉ౳ͷม׵͕ߦΘΕɼ16ߦ
໨͕։࢝௨஌Λड৴͢ΔMPI Recv()ɼ17ߦ໨͕ taskletࢦࣔจ಺ͷϒϩοΫʹهड़͞Εͨ coarray/Get
Λม׵ͨ͠ MPI Get()ɼ18ߦ໨͕ยଆ௨৴ͷ׬ྃอূΛ͢Δ MPI Win flush()ɼ19ߦ໨͕׬ྃ௨஌Λૹ৴
͢Δ MPI Send()ΛͦΕͧΕද͢ɽtaskC͸ɼґଘؔ܎ͱ onΛ࣋ͭ taskletࢦࣔจͰ͋ΔͨΊɼ22͔
Β 25ߦ໨ͷΑ͏ʹ taskࢦࣔจͱ dependઅٴͼ onઅͷ৚݅Λຬͨ͢ϊʔυ͔Ͳ͏͔Λ൑அ͢Δ ifจ
΁ͱม׵͞ΕΔɽ
3.4 ArgobotsʹΑΔ࣮૷ 56
3.4 ArgobotsʹΑΔ࣮૷
λεΫੜ੒ͷߴ଎Խ΍ɼҰఆಈ࡞Λ͢ΔλεΫεΠονϯάػߏΛ࣮ݱ͢ΔͨΊͷܰྔεϨουϥΠϒ
ϥϦ ArgobotsʹΑΔλεΫฒྻ࣮ߦͷ࣮૷Λࣔ͢ɽຊઅͰ͸ɼArgobotsͷ֓ཁΛࣔͨ͠ޙɼArgobotsʹ
ΑΔλεΫฒྻ࣮ߦͷ࣮૷Λࣔ͢ɽArgobots͸ Argonne National LaboratoryʢANLʣͷΤΫαεέʔϧ
ίϯϐϡʔςΟϯάʹ޲͚ͨݚڀϓϩδΣΫτ Argo[53]ͷҰ෦ͱͯ͠ݚڀ։ൃ͕ਐΊΒΕ͍ͯΔɼϢʔ
βϨϕϧͷεϨουϥΠϒϥϦͰ͋Δɽେྔͷࡉཻ౓λεΫʹΑΔฒྻॲཧΛ࣮ݱ͢ΔͨΊͷϑϨʔϜ
ϫʔΫͱͯ͠ɼεϨου੍ޚػߏ΍λεΫͷεέδϡʔϦϯάͷͨΊͷ APIΛఏڙ͍ͯ͠Δɽਤ 3.10ʹ
Argobots ͷ࣮ߦϞσϧΛࣔ͢ɽArgobots ͷ࣮ߦ୯ҐͰ͋Δ Working UnitʢWUʣ͸ɼUser Level Thread
ʢULTʣͱ Taskletͷ 2छྨ͕͋ΔɽULT͸طଘͷεϨουϥΠϒϥϦͱಉ౳ͷػೳΛϢʔβϨϕϧͰఏڙ
͓ͯ͠Γɼmutex΍৚݅ม਺ͳͲͷഉଞ੍ޚ΍ಉظػߏʹՃ͑ɼߴ଎ͳλεΫੜ੒ɾίϯςΩετεΠο
νΛಛ௃ͱ͍ͯ͠ΔɽTasklet͸ؔ਺Λந৅Խͨܰ͠ྔ࣮ߦϢχοτͰ͋Γɼߴ଎ʹ࣮ߦՄೳ͕ͩ ULT͕
࣋ͭഉଞ੍ޚ΍ಉظػߏΛ࣋ͨͣɼίϯςΩετεΠον΋Ͱ͖ͳ͍ͳͲ੍໿΋ڧ͍ɽ
֤WU͸௚઀ίΞʹׂΓ౰ͯΒΕ࣮ͯߦ͞ΕΔͷͰ͸ͳ͘ɼWUΛೖΕΔͨΊͷΩϡʔͰ͋Δϓʔϧʹ
ೖΕΒΕɼϓʔϧ಺ͷWUΛ Execution StreamʢESʣ͕࣮ߦ͢Δɽਤ 3.10Ͱ͸ɼCPUͷ֤෺ཧίΞʹର
ͯ͠Ұͭͷ ES ׂ͕Γ౰ͯΒΕ͍ͯΔɽES ʹඥ෇͚ΒΕͨϚελʔεέδϡʔϥʹΑΓϓʔϧ͔Β WU
͕औΓग़͞Ε ES্Ͱஞ࣍తʹ࣮ߦ͞ΕΔ͕ɼͦΕͧΕͷ ES͸ฒྻʹಈ࡞͢ΔͨΊฒྻ࣮ߦ͕ՄೳͰ͋
Δɽϓʔϧʹ͸ WU ͷଞʹεέδϡʔϥΛೖΕΔ͜ͱ΋ՄೳͰ͋Δɽਤ 3.10 ͷίΞ 0 ͷϚελʔεέ
δϡʔϥʹׂΓ౰ͯΒΕͨϓʔϧ಺ʹ͋Δεέδϡʔϥ͕࣮ߦՄೳʹͳͬͨ৔߹͸ɼͦͷεέδϡʔϥ͕
࣋ͭϓʔϧ಺ͷ WU͕࣮ߦ͞ΕΔɽ·ͨɼίΞ 1ͷϓʔϧͷΑ͏ʹϚελʔεέδϡʔϥʹෳ਺ͷϓʔ
ϧΛׂΓ౰ͯΔ͜ͱ΍ɼίΞ 0ɼ1 Ͱڞ༗ͷϓʔϧΛઃఆ͢Δ͜ͱ΋ՄೳͰ͋ΓɼES ؒͰͷλεΫͷε
ςΟʔϦϯά΍ϚΠάϨʔγϣϯ΋Ϣʔβ͕࣮૷ՄೳͰ͋Δɽ
Argobotsͷ֤ػೳͱλεΫɼεϨουͱͷରԠ෇͚ͱλεΫฒྻ࣮ߦͷ࣮૷ͷઆ໌Λࣔ͢ɽεϨου
ͱ Argobots ͷ ES ͸ҰରҰͷରԠͱ͠ɼϢʔβ͕ࢦఆ͢Δ࣮ߦεϨου਺ʹΑͬͯ ES ͷ਺ΛࢦఆՄೳ
ͱ͢Δɽ֤෺ཧίΞʹରͯ͠ ESͱϓʔϧΛҰׂͭͣͭΓ౰ͯΔ͕ɼશͯͷ ES͕શͯͷϓʔϧ΁ͱΞΫ
ηεՄೳͱ͢Δɽجຊతʹ͸ɼ֤ ES ͕࣋ͭϚελʔεέδϡʔϥʹΑͬͯࣗ෼ʹׂΓ౰ͯΒΕͨϓʔ
ϧ͔ΒλεΫΛऔΓग़͠ ES্Ͱ࣮ߦ͢Δ͕ɼϓʔϧʹλεΫ͕ͳ͍৔߹͸ଞͷ ES͕࣋ͭϓʔϧΑΓλ
εΫͷεςΟʔϦϯάΛ࣮ߦ͢Δ࣮૷ͱ͢ΔɽλεΫͷੜ੒͸ϚελʔεϨουʹΑͬͯஞ࣍తߦΘΕɼ
taskletࢦࣔจʹΑͬͯੜ੒͞ΕΔλεΫΛҰͭͷ ULTͱͯ͠ѻ͏ɽinɼoutٴͼ inoutઅΛ࣋ͨ
ͳ͍৔߹΍طʹґଘؔ܎͕ຬͨ͞Ε͍ͯΔ৔߹͸ɼλεΫ͸௚ͪʹੜ੒͞Εϓʔϧ΁ͱೖΕΒΕΔɽϚε
λʔεϨου͸ɼtaskletwaitࢦࣔจ͔ taskletsࢦࣔจʹΑΔϒϩοΫͷग़ޱ·Ͱ౸ୡͨ͠ͱ͖ͳ
ͲɼϢʔβʹΑͬͯࢦఆ͞ΕͨಉظϙΠϯτ·ͰͷશͯͷλεΫͷੜ੒Λऴ͑ͨͷͪʹɼλεΫͷ࣮ߦΛ
։࢝͢Δɽ
ґଘؔ܎Λ࣋ͭλεΫͷ࣮ߦ৚݅Λࣔ͢ɽinઅ͕ࢦఆ͞ΕͨλεΫͷ৔߹ɼґଘؔ܎͸ϑϩʔґଘͷ
ΈͰ͋ΔͨΊɼ௚લͷ outઅΛ࣋ͭλεΫͷऴྃʹΑΓ࣮ߦ͕։࢝͞ΕΔɽoutઅΛ࣋ͭλεΫͷ৔߹ɼ
ग़ྗґଘͱ൓ґଘͷ 2छྨͷґଘؔ܎͕͋ΔͨΊɼ௚લͷ outઅΛ࣋ͭλεΫͱͦͷλεΫҎ߱ʹੜ੒
͞Εͨ inઅΛ࣋ͭશͯͷλεΫͷऴྃʹΑΓ࣮ߦ͕։࢝͞ΕΔɽҎ্ͷ࣮ߦ৚݅Λදͨ͢ΊɼຊݚڀͰ
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ද 3.1 ࣮ݧ؀ڥʢOakforest-PACSʣɽ
CPU Intel Xeon Phi 7250 1.4 GHz 68 cores
Memory 16GB (MCDRAM) + 96GB (DDR4)
Interconnect Intel Omni-Path Architecture
Compiler Intel Compiler 17.0.1
Intel MPI Library 2017 Update 1
͸Χ΢ϯλʹΑΔ࣮૷Λߦͬͨɽinɼoutٴͼ inoutઅʹهड़͞Εͨม਺΍഑ྻηΫγϣϯ͸ɼͦΕΒ
ͷΞυϨεΛجʹϋογϡ஋͕ੜ੒͞Εϋογϡςʔϒϧͷόέοτ্Ͱ؅ཧ͞ΕΔɽόέοτ͸Ϧετ
ʹΑΔ࣮૷ͱͨ͠ɽλεΫੜ੒࣌ʹࣗλεΫͱґଘؔ܎Λ࣋ͭλεΫ͕طʹ͋ΓɼͦͷλεΫͷ࣮ߦ͕։
࢝͞Ε͍ͯͳ͍৔߹ɼΧ΢ϯλͷ஋Λ૿Ճͤ͞ϋογϡςʔϒϧͷόέοτʹ௥Ճ͢ΔɽλεΫͷ࣮ߦऴ
ྃ࣌ʹɼࣗλεΫ͕࣋ͭґଘͱಉҰͷґଘΛϋογϡ஋ΑΓϋογϡςʔϒϧ͔Β୳ࡧ͠ɼ֨ೲ͞Ε͍ͯ
ΔλεΫͷΧ΢ϯλͷ஋ΛݮΒ͢ɽ͜ͷ࣌ɼΧ΢ϯλͷ஋͕ 0ͱͳͬͨ৔߹ɼλεΫͷґଘؔ܎͕ղফ͠
ͨͱ͠όέοτ͔ΒऔΓग़ͨ͠ޙɼULTΛੜ੒͠ϓʔϧ΁ૠೖ͢Δɽ
OpenMPͷ taskyieldࢦࣔจͰ࣮ߦ͞ΕΔλεΫͷεΠονϯά͸ɼArgobots͕ఏڙ͢ΔλεΫε
Πονϯάؔ਺Λ༻͍ΔɽULT಺Ͱ͜ͷؔ਺͕ݺ͹Εͨ৔߹ɼݱࡏ࣮ߦதͷ ULT͸ϓʔϧ΁ͱୀආͤ͞
ΒΕɼϚελʔεέδϡʔϥ͕ىಈ͞ΕΔɽϓʔϧ΁ૠೖ͞Ε͍ͯΔλεΫ͸ґଘ͕ͳ͍ɼ΋͘͠͸طʹ
ղফ͞Ε͍ͯΔλεΫͷΈͰ͋ΔͨΊɼϚελʔεέδϡʔϥ͸ϓʔϧ͔ΒλεΫΛऔΓग़͠ɼ௚ͪʹ࣮
ߦΛ։࢝͢Δɽຊݚڀʹ͓͚Δ࣮૷Ͱ͸ɼσουϩοΫ͕ى͖͏Δ௨৴ಉظʹ͓͍ͯɼ௨৴͕׬͍ྃͯ͠
ͳ͚Ε͹λεΫεΠονϯά͸ඞ࣮ͣߦ͞ΕΔ࣮૷ͱͨ͠ɽ
3.5 ௨৴ੑೳͷධՁ
1.3.3 અʹ͓͍ͯɼϓϩηεϨϕϧͰͷ௨৴ͱൺֱͯ͠ MPI THREAD MULTIPLE ͷϚϧνεϨου
؀ڥʹ͓͚Δ௨৴ੑೳ͸௿͍ͱ͍͏ط஌ͷ໰୊ʹ͍ͭͯࣔͨ͠ɽຊઅͰ͸ɼIntel Omni-Path΍ InfiniBand
ΛΠϯλʔίωΫτͱͯ࣋ͭ͠؀ڥʹͯɼ࣮ࡍͷMPI THREAD MULTIPLEͷੑೳΛࣔͨ͠ޙɼ௨৴ੑ
ೳվળͷͨΊͷ࣮૷ʹ͍ͭͯड़΂Δɽ
3.5.1 ࣮ݧ؀ڥ
Intel Omni-Path ΛΠϯλʔίωΫτͱͯ࣋ͭ͠؀ڥͱͯ͠ஜ೾େֶܭࢉՊֶݚڀηϯλʔͱ౦ژେֶ
৘ใج൫ηϯλʔڞಉͷ Joint Center for Advanced HPC :࠷ઌ୺ڞಉ HPCج൫ࢪઃʢJCAHPCʣ͕ӡ༻
͢Δ Oakforest-PACSʢOFPʣ[54] Λར༻͢Δɽ·ͨɼInfiniBand ΛΠϯλʔίωΫτͱͯ࣋ͭ͠؀ڥͱ
ͯ͠͸ɼஜ೾େֶܭࢉՊֶݚڀηϯλʔ͕ӡ༻͢Δ COMA[55]Λར༻͢Δɽ֤γεςϜͷ 1ϊʔυͷܭ
ࢉػ؀ڥ΍ιϑτ΢ΣΞͷόʔδϣϯΛͦΕͧΕද 3.1ɼ3.2ʹࣔ͢ɽOFP͸ Intel Xeon Phi 7250ʢ68ί
ΞʣΛϗετϓϩηοαͱ͠ɼΠϯλʔίωΫτ͸ཧ࿦ϐʔΫόϯυ෯ 100Gb/sΛ࣋ͭ Intel Omni-Path
ArchitectureͰ͋ΔɽCOMA͸ɼ1ϊʔυʹ Intel Xeon E5-2670v2ͷ 2ιέοτʢ10ίΞ × 2ιέοτʣ
3.5 ௨৴ੑೳͷධՁ 58
ද 3.2 ࣮ݧ؀ڥʢCOMAʣɽ
CPU Intel Xeon E5-2670v2 × 2
10 cores/CPU × 2 = 20 cores
Memory 64GB (DDR3)
Interconnect Mellanox Connect-X3 Single-port FDR
Compiler Intel Compiler 16.0.4
Intel MPI Library 5.1.3
0
2000
4000
6000
8000
10000
12000
1 2 4 8 16 32 64 12
8
25
6
51
2 1K 2K 4K 8K 16
K
32
K
64
K
12
8K
25
6K
51
2K 1M 2M 4M
Ba
nd
w
id
th
	[
M
B/
s]
Transfer	size	/	threads	[Bytes]
Send/Recv
Send/Recv	 (2	threads)
Send/Recv	 (4	threads)
Put
Put	(2	threads)
Put	(4	threads)
ਤ 3.11 ௨৴ੑೳͷධՁʢOakforest-PACSʣɽ
ͱ Intel Xeon Phi 7110PίϓϩηοαΛ 2ຕʢ61ίΞ × 2ʣ͕࣋ͭɼຊݚڀͰ͸ϗετϓϩηοαͷΈΛ
ର৅ͱ͢ΔɽΠϯλʔίωΫτͱͯ͠Mellanox Connect-X3 Single-port FDRΛ࠾༻͓ͯ͠Γɼཧ࿦ϐʔ
Ϋόϯυ෯͸ 56Gb/sͰ͋ΔɽMPI΍εϨου௨৴Λ࣮૷͢ΔͨΊͷ OpenMPͷίϯύΠϥͱͯ͠ Intel
CompilerΛ࢖༻͢Δɽ
3.5.2 ϚϧνεϨου؀ڥͰͷ௨৴ੑೳͷ༧උධՁ
3.5.1 અͰࣔͨ͠؀ڥΛ༻͍ɼ༧උධՁͱͯ͠௨৴ੑೳͷௐࠪΛߦ͏ɽλεΫฒྻͰ͸εϨου্
Ͱ࣮ߦ͞ΕΔλεΫ͔Β௨৴͕࣮ߦ͞ΕΔͨΊɼෳ਺ͷεϨου͕ಉ࣌ʹ௨৴Λߦ͏͜ͱ͕Մೳͳ
MPI THREAD MULTIPLE͕ඞཁͱͳΔɽͦ͜Ͱɼ௨৴ੑೳͷධՁʹ͸ɼ௨ৗͷϓϩηεରϓϩηεͷ
Ping-Pong ϓϩάϥϜʹՃ͑ͯɼεϨουରεϨουͰ௨৴Λ࣮ߦՄೳͳ Ping-Pong ϓϩάϥϜΛ༻͍
Δɽ·ͨɼάϩʔόϧϏϡʔͰ͸ P2P ௨৴ɼϩʔΧϧϏϡʔ͸ยଆ௨৴Ͱ͋ΔͨΊɼMPI Send/Recv()ɼ
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ਤ 3.12 ௨৴ੑೳͷධՁʢCOMAʣɽ
MPI Put() ͷͦΕͧΕΛ༻͍ͯੑೳධՁΛߦ͏ɽยଆ௨৴ͷ৔߹͸௨৴ର৅ʹґΒͣ௨৴Λ࣮ߦՄೳͰ
͋ΔͨΊɼMPI Put() Λ࣮ߦޙʹ MPI Win flush() Ͱ׬ྃΛอূ͠ɼMPI Send/Recv() ʹΑΔ 0Byte ϝο
ηʔδ௨৴Λ༻͍ͯ׬ྃ௨஌ΛૹΔ࣮૷ͱͨ͠ɽ͞Βʹɼಉ࣌ʹ௨৴͢ΔεϨου਺Λ 1ɼ2ɼ4ͱ૿Ճ͞
ͤͨ৔߹ͷධՁ΋ߦ͏ɽPing-PongϓϩάϥϜʹ͸ΦϋΠΦभཱେֶͰݚڀ։ൃ͕ਐΊΒΕ͍ͯΔ OSU
Micro-BenchmarksΛ༻͍ɼεϨουϨϕϧͰͷ௨৴ͷ৔߹͸ɼͦ ͷϓϩάϥϜΛϕʔεͱͨ͠ Ping-Pong
ϓϩάϥϜΛ࣮૷͠ɼධՁʹ༻͍ͨɽ
ਤ 3.11ɼ3.12ʹ OFPͱ COMAͰͷ௨৴ੑೳͷධՁΛࣔ͢ɽԣ࣠͸ 1εϨου͕௨৴͢ΔαΠζΛද
͠ɼॎ࣠͸εϨου͋ͨΓͷόϯυ෯Λද͢ɽྫ͑͹࣠ͷ 4KB͸ɼ1εϨουͳΒ͹ 4KBɼ2εϨου͸
8KBɼ4εϨου͸ 16KBΛ߹ܭͰૹ৴͢Δɽ·ͣɼ1εϨου࣮ߦͰͷ MPI Send/Recv()ͱ MPI Put()
Λൺֱ͢ΔɽͲͪΒͷγεςϜʹ͓͍ͯ΋ MPI Put()ΑΓ MPI Send/Recv()ͷੑೳ͕ྑ͍͜ͱ͕Θ͔Δɽ
OFP ʹ͓͚Δͦͷࠩ͸େ͖͘ɼ࠷େͰ 2GB/s Ҏ্ੑೳ͕ҟͳΔɽ·ͨɼCOMA ʹ͓͚Δ MPI Put() ͸
1MBҎ্ͷ௨৴ʹ͓͍ͯੑೳ͕ٸܹʹ௿Լ͢Δ͜ͱ͕Θ͔ͬͨɽ࣍ʹ 1εϨουͱϚϧνεϨουͰͷ
௨৴Λൺֱ͢ΔɽͲͪΒͷγεςϜʹ͓͍ͯ΋ MPI Send/Recv()ɼMPI Put()ͱ΋ʹεϨου਺૿Ճͱͱ
΋ʹੑೳ͕௿Լ͢ΔɽैͬͯɼInfiniBandɼIntel Omni-PathͷͲͪΒͷΠϯλʔίωΫτʹ͓͍ͯ΋ยଆ
௨৴ΑΓ P2P ௨৴ͷੑೳ͕ྑ͘ɼϚϧνεϨουͰ௨৴Λߦ͏ MPI THREAD MULTIPLE ΑΓ΋ 1 ε
Ϩου͕௨৴Λߦ͏ैདྷͷϓϩηε୯ҐͰͷ௨৴͕ߴ଎Ͱ͋Δ͜ͱ͕ࣔ͞Εͨɽ
3.5.3 ௨৴ҕৡʹΑΔ௨৴࠷దԽ
λεΫฒྻ࣮ߦʹ͓͚ΔϚϧνεϨουͰͷ௨৴ੑೳΛվળ͢ΔͨΊʹɼ௨৴࠷దԽΛߦ͏ɽ3.5.2અ
ΑΓɼIntel Omni-PathɼInfiniBandͱ΋ʹɼ1ϓϩηε΋͘͠͸ 1εϨου͕௨৴ͨ͠৔߹ͷੑೳ͸ྑ͍
3.5 ௨৴ੑೳͷධՁ 60
comm. thread calc. thread
global comm. queue
OpenMP	
Scheduler
create and execute 
tasks
2. enqueue comm. 
request
4. dequeue comm. 
request
5. execute
comm.
1. create comm. 
request
comm. taskcalc. task
3. spin wait
6. break out of 
spin wait
ਤ 3.13 ௨৴࠷దԽͷ࣮૷ɽ
ͨΊɼຊݚڀͰ͸ taskletࢦࣔจʹΑΔλεΫฒྻ࣮૷ʹ͓͍ͯɼϢʔβ͔Β͸ϚϧνεϨουʹ௨৴
Λ࣮ߦ͢ΔΑ͏ͳϓϩάϥϜͰɼϥϯλΠϜʹΑΓ 1εϨουʹ௨৴Λҕৡ͢Δ࣮૷ͱ͢Δɽ൚༻తͳ࣮
૷ͱ͢ΔͨΊ௨৴࠷దԽͷ࣮૷͸શͯ OpenMPͰߦ͏ɽ·ͨɼൺֱͱͯ͠ ArgobotsʹΑΔ࣮૷΋ߦ͍ੑ
ೳΛࣔ͢ɽ
ਤ 3.13 ʹ 1 εϨουʹ௨৴ҕৡΛ͢Δ௨৴࠷దԽͷ࣮૷ͷ֓ཁΛࣔ͢ɽ࣮ߦεϨουͷ 1 ͭΛ௨
৴εϨουͱ͠ɼͦͷଞͷεϨουΛܭࢉεϨουͱ͢Δɽtasklets ࢦࣔจͷม׵ʹΑΓ OpenMP
parallelɼsingleࢦࣔจ΁ͱม׵͞ΕΔ͕ɼͦͷ 2ͭͷࢦࣔจͷؒʹ masterࢦࣔจΛૠೖ͠ɼͦ
ͷࢦࣔจͰੜ੒͞ΕΔεϨουΛ௨৴εϨουͱ͢Δɽैͬͯɼsingle ࢦࣔจ಺Ͱ࣮ߦ͞ΕΔ task
ࢦࣔจ͕ masterࢦࣔจͷεϨουͰ࣮ߦ͞ΕΔ͜ͱ͸ͳ͍ɽ௨৴Λ࣮ߦ͢ΔλεΫΛؚΉશͯͷλε
Ϋ͸ܭࢉεϨουͰҰ౓࣮ߦ͞ΕΔɽ௨৴λεΫͷ৔߹͸௨৴ΛεϨουͰ௚઀࣮ߦ͢ΔͷͰ͸ͳ͘ɼ௨
৴ϦΫΤετΛੜ੒͠શͯͷεϨου͕ࢀরՄೳͳΩϡʔ΁ͱೖΕΔɽΩϡʔ΁ૠೖޙ͸௨৴׬ྃ·Ͱ
taskyieldࢦࣔจΛݺͼͳ͕Βɼ௨৴ϦΫΤετʹରͯ͠εϐϯ΢ΣΠτΛ࣮ߦ͢Δɽ௨৴ϦΫΤετ
ͷ஋ͷॻ͖׵͑Λ௨৴׬ྃͱ͠ɼεϐϯ΢ΣΠτΛൈ͚λεΫΛऴྃ͢Δɽ௨৴εϨου͸ɼΩϡʔʹϦ
ΫΤετ͕ૠೖ͞ΕΔͷΛ଴ͭɽΩϡʔʹϦΫΤετ͕͋Δ৔߹͸ɼͦͷϦΫΤετΛجʹ௨৴Λੜ੒͠
࣮ߦ͢Δɽ௨৴ͷ׬ྃ͸ MPI Test()ʹΑΓඇಉظతʹ֬ೝ͠ɼ௨৴͕׬͍ྃͯ͠Ε͹௨৴ϦΫΤετͷ
஋Λॻ͖׵͑ΔɽsingleࢦࣔจͷϒϩοΫͷग़ޱʹ౸ୡ͠ɼશͯͷλεΫ͕ऴྃͨ͠ͷͪʹ௨৴εϨο
υ͸ऴྃ͢ΔɽArgobotsʹΑΔ࣮૷ͷ৔߹ɼES0Λ௨৴λεΫΛ࣮ߦ͢ΔεϨουͱ͢ΔɽES0্ʹ͸
ৗʹ 1ͭͷλεΫ͕࣮ߦ͞Ε͓ͯΓɼ͜ͷλεΫͷΈ͕௨৴Λ࣮ߦ͢Δɽଞͷ ES্Ͱ࣮ߦ͞ΕΔλεΫ
ͷڍಈ͸ OpenMP࣮૷ͱಉ༷ʹΩϡʔʹΑΔ௨৴ϦΫΤετͷ΍ΓऔΓͰ͋ΔͨΊৄࡉ͸লུ͢Δɽ
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3.6 ධՁ
ఏҊ͢Δ XMPͷλεΫฒྻϞσϧͷੑೳධՁΛࣔ͢ɽtaskletࢦࣔจͷάϩʔόϧϏϡʔɼϩʔΧ
ϧϏϡʔΛͦΕͧΕ༻͍ͨϕϯνϚʔΫΛ࡞੒͠ɼIntel Xeon PhiϝχʔίΞϓϩηοαΛ౥ࡌ͢ΔΫϥ
ελ্ͰੑೳධՁΛߦ͏ɽ·ͨɼIntel XeonϓϩηοαΛ౥ࡌ͢ΔΫϥελ্Ͱͷ࣮ߦ΋ߦ͍ɼϚϧνί
Ξ؀ڥͰͷੑೳධՁ΋߹Θͤͯࣔ͢ɽର৅ͷϕϯνϚʔΫ͸ϒϩοΫίϨεΩʔ෼ղͱϥϓϥειϧόͱ
͢ΔɽXMP࣮૷ͱͷൺֱର৅͸ҎԼʹ࣮ࣔͨ͠૷Ͱ͋ΓɼશͯMPI+OpenMPʹΑΔ࣮૷Ͱ͋Δɽ
• ϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯάͱσʔλґଘϞσϧʹΑΔλεΫฒྻʹΑΔ࣮૷ɽ
• MPI Send/Recv()ʹΑΔ P2P௨৴ͱ MPI Put()ʹΑΔยଆ௨৴ʹΑΔ࣮૷ɽ
• OpenMPͱ Argobotsͷൺֱɽ
• ௨৴࠷దԽͷ༗ແɽ
Ҏ্ͷ࣮૷ͱͷൺֱʹΑΓɼैདྷͷϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯάͱλεΫฒྻʹΑΔ࣮૷Λൺ
ֱ͢Δ͜ͱͰɼϝχʔίΞγεςϜʹ͓͚ΔλεΫฒྻʹ༏ҐੑΛࣔ͢ɽ·ͨɼXMP ͱ MPI+OpenMP
ͷλεΫґଘʹΑΔ࣮૷ͷੑೳൺֱʹΑΓɼλεΫฒྻʹΑΔ XMPϓϩάϥϜͷੑೳ͕MPI+OpenMP
ͱಉ౳Ͱ͋Γɼੜ࢈ੑ͕ߴ͍࣮૷Ͱ͋Δ͜ͱΛࣔ͢ɽ࠷ޙʹ Argobots ʹΑΔฒྻλεΫ࣮ߦͷ࣮૷΍
௨৴࠷దԽͷద༻ʹΑΓλεΫฒྻʹΑΔ࣮૷ͷ͞ΒͳΔߴ଎ԽΛ໨ࢦ͢ɽOmni XMP Compiler ΁ͷ
tasklet ࢦࣔจͷ࣮૷͸ɼϥϯλΠϜͷΈ࣮૷͕׬͍ྃͯ͠ΔͨΊίʔυม׵͸खಈͰߦͬͨɽͨͩ
͠ɼtasklet gmoveࢦࣔจͷΈҰ෦ίʔυม׵ͷ࣮૷͕׬͓ྃͯ͠ΓɼϒϩοΫίϨεΩʔ෼ղͷΈ
XMP άϩʔόϧϏϡʔͷੑೳΛධՁ͢Δɽ·ͨɼArgobots ͷద༻͸ϒϩοΫίϨεΩʔ෼ղͷΈͰ͋
Γɼϥϓϥειϧό΁ͷద༻͸ࠓޙͷ՝୊ͱ͍ͨ͠ɽ
3.6.1 ؀ڥม਺ɼ࣮ߦ࣌ύϥϝʔλ
ධՁ؀ڥʹ͸ɼ3.5.1 અͰ༻͍ͨ OFP ͱ COMA ͷ 2 छྨͷγεςϜΛ༻͍ΔɽIntel Xeon Phi Ϋ
ϥελͱͯ͠ OFPɼIntel Xeon Ϋϥελͱͯ͠ COMA Λར༻͢ΔɽXMP ͷίϯύΠϥʹ͸ Omni
Compiler 1.0.3Λϕʔεʹ taskletࢦࣔจΛ࣮૷ͨ͠΋ͷΛ༻͍ɼόοΫΤϯυίϯύΠϥ΍ൺֱର৅
ͷ MPI+OpenMP ࣮૷ʹ͸ Intel Compiler Λ࢖༻͢ΔɽϒϩοΫίϨεΩʔ෼ղͰ༻͍ΒΕΔ BLAS ΍
LAPACKͷ࣮૷ʹ͸ Intel MKLΛ࢖༻͠ɼOFPͰ͸ 2017 Update1ɼCOMAͰ͸ 11.3.2Λ༻͍ͨɽ
࣮ߦ࣌ʹ༻͍Δ࣮ߦύϥϝʔλ΍؀ڥม਺Λࣔ͢ɽKNL ͷϝϞϦϞʔυΛ Flat ϞʔυɼΫϥελ
ϦϯάϞʔυ͸ OFP ͕ࢦఆ͢Δ Quadrant Ϟʔυͱͨ͠ɽFlat ϞʔυͰ MCDRAM Λ༻͍Δํ๏ͱ
ͯ͠ numactl ίϚϯυʹΑΔํ๏͕͋Δɽnumactl ίϚϯυʹΑΓ DDR4 ϝϞϦ͕ NUMA ϊʔυ 0ɼ
MCDRAM͕ NUMAϊʔυ 1ͱͯ͠ݟ͑Δɽͦ͜ͰɼMCDRAM্ʹશͯͷσʔλΛ഑ஔ͢Δ৔߹͸ɼ
numactl -membind 1 ͱࢦఆ͢Δɽ͔͠͠ɼຊݚڀͰ༻͍ΔϕϯνϚʔΫͰ͸ԋࢉ༻ͷόοϑΝશମ͸
MCDRAM্ʹऩ·Δ͕ɼॳظԽ΍݁ՌݕূͷͨΊͷόοϑΝΛؚΊΔͱMCDRAMͷ 16GBΛ௒͑Δɽ
ͦ͜ͰɼmemkindϥΠϒϥϦΛ༻͍ͯ MEMKIND HBW NODE=1ɼnumactl -membind 0ͱ͢Δ͜ͱͰ
DDR4ϝϞϦͷΈΛ࢖༻͢Δͱࢦఆ͠ɼԋࢉόοϑΝΛ hbw posix memalign()Ͱ֬อ͢ΔɽͦΕʹΑΓɼ
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ԋࢉόοϑΝͷΈΛMCDRAMʹɼͦͷଞΛ DDR4ϝϞϦ্ʹ֬อ͢Δ͜ͱ͕ՄೳͰ͋Δɽ
OFPͰ͸ Intel Omni-Pathͷ௨৴ελοΫͱͯ͠ Tag Matching InterfaceʢTMIʣɼOpenFabrics Alliance
ʢOFAʣٴͼ OpenFabrics InterfaceʢOFIʣ͕࢖༻ՄೳͰ͋ΓɼCOMA Ͱ͸ Direct Access Programming
LibraryʢDAPLʣͱ OFA͕બ୒Ͱ͖ΔɽI MPI FABRICSʹΑΓઃఆ͕ՄೳͰ͋ΓɼຊݚڀͰ͸ OFPͰ
͸ TMIɼCOMAͰ͸ OFAͱͨ͠ɽ
จݙ [56]ʹ͓͍ͯɼOFPͰ͸λΠϚׂΓࠐΈΛड͚ΔίΞ͕ 0ͱઃఆͯ͋͠Δͱड़΂ΒΕ͓ͯΓɼί
Ξ 0 ͷ࢖༻͕ਪ঑͞Ε͍ͯͳ͍ɽ·ͨɼKNL ͸ಉҰλΠϧʹ͓͍ͯ 2 ίΞ͕ L2 ΩϟογϡΛڞ༗͠
͍ͯΔͨΊɼL2 ΩϟογϡԚછΛߟ͑Δͱ 2 ίΞΛԋࢉʹ༻͍ͳ͍ઃఆ͕ྑ͍ͱ͞Ε͍ͯΔɽͦ͜Ͱɼ
KMP HW SUBSET=64c@2,1tͱ͢Δ͜ͱͰɼ“64c,1t”Ͱ 1ίΞ 1εϨουͷ࣮ߦΛද͠ɼ“@2”Ͱ࠷ॳ
ͷ 2ίΞΛඈ͹͢ઃఆͱͳΔɽ·ͨɼI MPI PIN PROCESSOR EXCLUDE LIST=“0, 1, 68, 69, 136, 137,
204, 205” ͱ͢Δ͜ͱͰɼࢦఆͨ͠εϨου্ʹ MPI ϓϩηε͕όΠϯυ͞Εͳ͍ઃఆͱͳΔɽKNL
͸ɼ512bit ͷ simd ௕Λ༻͍Δ͜ͱ͕Մೳͳ AVX512 Λαϙʔτ͍ͯ͠ΔͨΊɼίϯύΠϧ࣌ͷϑϥά
ʹ-axMIC-AVX512Λ௥Ճͨ͠ɽ
3.6.2 ϒϩοΫίϨεΩʔ෼ղͷੑೳධՁ
ίϨεΩʔ෼ղ͸ɼਖ਼ఆ஋ରশߦྻΛԼࡾ֯ߦྻͱͦͷసஔͷੵʹ෼ղ͢ΔίʔυͰ͋ΓɼຊݚڀͰ͸
ϒϩοΫԽͨ͠ߦྻΛղ͘ϒϩοΫίϨεΩʔ෼ղΛର৅ͱ͢ΔɽϒϩοΫίϨεΩʔ෼ղͷίʔυ͸
OmpSsͷύοέʔδ಺Ͱఏڙ͞Ε͍ͯΔίʔυΛ༻͍ΔɽOmpSsͷίʔυ͸ڞ༗ϝϞϦ޲͚ͷ࣮૷Ͱ͋
ΔͨΊɼͦͷ࣮૷Λجʹ OpenMP࣮૷Λߦ͍ɼMPIͱ૊Έ߹ΘͤΔ͜ͱͰ෼ࢄϝϞϦ؀ڥʹରԠ͢Δ࣮
૷ΛߦͬͨɽϒϩοΫίϨεΩʔ෼ղ͸ҎԼͷ 4छྨͷॲཧʹ෼͚ΒΕΔɽׅހ಺͸ BLAS΍ LAPACK
ͷϧʔνϯ໊Λද͢ɽ
1. ίϨεΩʔ෼ղʢpotrfʣ
2. ࡾ֯ߦྻΛ܎਺ߦྻͱ͢ΔߦྻํఔࣜΛղ͘ʢtrsmʣ
3. ରশߦྻͷϥϯΫΛߋ৽ʢsyrkʣ
4. ߦྻੵʢgemmʣ
্هͷॲཧ͸શͯϒϩοΫ୯ҐͰ࣮ߦ͞ΕΔɽ֤ԋࢉ͸ OpenMPͷ taskࢦࣔจͱ dependઅͰهड़͞
ΕͨλεΫ಺Ͱ࣮ߦ͞ΕɼσʔλґଘͰ࣮ߦॱং੍͕ޚ͞ΕΔɽਤ 3.14ʹϒϩοΫ਺͕ 4×4ͷߦྻΛର
৅ͱͨ͠ϒϩοΫίϨεΩʔ෼ղΛɼ1 ϊʔυͰ࣮ߦͨ͠ͱ͖ͷλεΫϑϩʔΛࣔ͢ɽϒϩοΫίϨε
Ωʔ෼ղͷͦΕͧΕͷॲཧʹ͸ґଘؔ܎͕ଘࡏ͠ɼྫ͑͹ॳճͷΠςϨʔγϣϯͷ৔߹ɼpotrf(A[0][0])
͸ɼtrsm(A[0][0], A[0][1])ɼtrsm(A[0][0], A[0][2])ٴͼ trsm(A[0][0], A[0][3])ͱ A[0][0]ʹؔ͢Δϑϩʔ
ґଘ͕͋Δɽ͔͠͠ɼtrsmؒͰ͸ґଘؔ܎͕ͳ͍ͨΊฒྻ࣮ߦ͕ՄೳͰ͋Γɼ଴ػதͷεϨου͕͋Ε͹
ॱ࣍λεΫ͕εέδϡʔϦϯά͞Ε࣮ߦΛ։࢝͢Δɽ
taskletࢦࣔจʹΑΔ࣮૷
taskletࢦࣔจʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫΛιʔείʔυ 3.6ɼ3.7ʹࣔ͢ɽιʔείʔ
υ 3.6͕ tasklet gmoveࢦࣔจɼιʔείʔυ 3.7͕ taskletࢦࣔจͷ getɼget readyઅʹΑ
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A[0][0] 
A[0][0] 
A[0][1] 
A[0][0] 
A[0][2] 
A[0][0] 
A[0][3] 
A[0][1] 
A[1][1] 
A[0][2] 
A[0][1] 
A[1][2] 
A[0][2] 
A[2][2] 
A[0][3] 
A[0][1] 
A[1][3] 
A[0][3] 
A[0][2] 
A[2][3] 
A[0][3] 
A[3][3] 
A[1][1] 
A[1][1] 
A[1][2] 
A[1][1] 
A[1][3] 
A[1][2] 
A[2][2] 
A[1][3] 
A[1][2] 
A[2][3] 
A[1][3] 
A[3][3] 
A[2][2] 
A[2][2] 
A[2][3] 
A[2][3] 
A[3][3] 
A[3][3] 
potrf 
trsm 
syrk 
gemm 
黒文字 : inout 
白文字 : in 
          : dependency 
ਤ 3.14 4×4ϒϩοΫΛ࣋ͭϒϩοΫίϨεΩʔ෼ղͷλεΫϑϩʔɽ
Δ࣮૷Ͱ͋ΔɽͲͪΒͷίʔυ΋഑ྻ AΛ෼ࢄ഑ྻͱ͠ɼ഑ྻ Bͱ CΛ௨৴όοϑΝͱͯ͠ѻ͏ɽ഑ྻ
A͸ϒϩοΫίϨεΩʔ෼ղΛ࣮ߦ͢Δ഑ྻͰ͋Γɼ1ɼ2࣍ݩ໨͕ϒϩοΫΠϯσοΫεͰ 3࣍ݩ໨͕ϒ
ϩοΫͷཁૉΛද͢ɽશͯͷԋࢉ͸ϒϩοΫ୯ҐͰߦΘΕΔͨΊɼσʔλґଘهड़͸ 1ɼ2࣍ݩͷϒϩοΫ
ΠϯσοΫεͰશͯهड़͞ΕΔɽͲͪΒͷίʔυʹ͓͍ͯ΋ 3͔Β 5ߦ໨ͷ templateɼdistribute
ٴͼ alignࢦࣔจʹΑΓɼ഑ྻ Aͷ 2࣍ݩ໨ʹରͯ͠αΠΫϦοΫ෼ׂ͕ࢦఆ͞Ε͍ͯΔɽ
tasklet ࢦࣔจ΍ on અ͸ɼ1 ճͷ BLAS ΍ LAPACK ͷϧʔνϯݺͼग़͠ʹରͯ͠هड़͞ΕΔɽ
BLAS΍ LAPACKͷϧʔνϯͷԋࢉ಺༰ʹΑΓσʔλґଘΛܾఆ͠ɼ࣮ߦϊʔυ͸ͦΕΒͷԋࢉʹΑΔ
ߋ৽͕ൃੜ͢ΔྖҬΛ࣋ͭϊʔυͷΈ͕λεΫΛੜ੒ɼ࣮ߦ͢Δ࣮૷ͱͨ͠ɽྫ͑͹ɼsyrkͷ৔߹ɼࠨล
Λ༻͍ͯӈลͷϒϩοΫ͕ߋ৽͞ΕΔͨΊɼinઅʹ A[k][i]ɼoutઅʹ A[i][i]Λهड़͠ɼA[i][i]Λ࣋ͭ
ϊʔυΛද͢ςϯϓϨʔτ T(i)Λ onઅʹهड़͢Δɽ
potrf͔Β trsmɼtrsm͔Β gemmͱ syrkʹ͓͍ͯϑϩʔґଘ͕ଘࡏ͢ΔͨΊɼσʔλ෼ࢄʹΑ֤ͬͯԋ
ࢉͷؒͰ௨৴͕ඞཁͱͳΔɽ͜͜Ͱ͸ɼpotrfͱ trsmؒͷ௨৴࣮૷ͷΈΛઆ໌͢Δɽιʔείʔυ 3.6Ͱ
͸ɼ12ߦ໨ͷ tasklet gmoveࢦࣔจʹΑΓ potrfͰԋࢉ͞Εͨ A[k][k]Λ֤ϊʔυ͕࣋ͭϩʔΧϧ഑
ྻ B΁ͱ௨৴͢Δɽैͬͯɼґଘهड़͸ inઅʹ A[k][k]ɼoutઅʹ BͱͳΔɽtrsmΛԋࢉ͢Δϊʔυ͸
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ιʔείʔυ 3.6 tasklet gmoveࢦࣔจʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫɽ
1 double A[nt][nt][ts∗ts], B[ts∗ts], C[nt][ts∗ts];
2 #pragma xmp nodes P(∗)
3 #pragma xmp template T(0:nt−1)
4 #pragma xmp distribute T(cyclic) onto P
5 #pragma xmp align A[∗][i][∗] with T(i)
6
7 #pragma xmp tasklets
8 for (int k = 0; k < nt; k++) {
9 #pragma xmp tasklet out(A[k][k]) on T(k)
10 potrf(A[k][k]);
11
12 #pragma xmp tasklet gmove in(A[k][k]) out(B) on T(k:)
13 B[:] = A[k][k][:];
14
15 for (int i = k + 1; i < nt; i++) {
16 #pragma xmp tasklet in(B) out(A[k][i]) on T(i)
17 trsm(B, A[k][i]);
18
19 #pragma xmp tasklet gmove in(A[k][i]) out(C[i]) on T(i:)
20 C[i][:] = A[k][i][:];
21 }
22 for (int i = k + 1; i < nt; i++) {
23 for (int j = k + 1; j < i; j++) {
24 #pragma xmp tasklet in(A[k][i], C[j]) out(A[j][i]) on T(j)
25 gemm(A[k][i], C[j], A[j][i]);
26 }
27 #pragma xmp tasklet in(A[k][i]) out(A[i][i]) on T(i)
28 syrk(A[k][i], A[i][i]);
29 }
30 }
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ιʔείʔυ 3.7 getɼget readyઅʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫɽ
1 double A[nt][nt][ts∗ts], B[ts∗ts], C[nt][ts∗ts];
2 #pragma xmp nodes P(∗)
3 #pragma xmp template T(0:nt−1)
4 #pragma xmp distribute T(cyclic) onto P
5 #pragma xmp align A[∗][i][∗] with T(i)
6
7 #pragma xmp tasklets
8 for (int k = 0; k < nt; k++) {
9 #pragma xmp tasklet out(A[k][k]) get ready(A[k][k], T(k:), k∗nt+k) on T(k)
10 potrf(A[k][k]);
11
12 #pragma xmp tasklet in(A[k][k]) out(B) get(k∗nt+k) on T(k:)
13 #pragma xmp gmove in
14 B[:] = A[k][k][:];
15
16 for (int i = k + 1; i < nt; i++) {
17 #pragma xmp tasklet in(B) out(A[k][i]) get ready(A[k][i], T(i:), k∗nt+i) on T(i)
18 trsm(B, A[k][i]);
19 }
20
21 for (int i = k + 1; i < nt; i++) {
22 #pragma xmp tasklet in(A[k][i]) out(C[i]) get(k∗nt+i) on T(i:)
23 #pragma xmp gmove in
24 C[i][:] = A[k][i][:];
25
26 for (int j = k + 1; j < i; j++) {
27 #pragma xmp tasklet in(A[k][i], C[j]) out(A[j][i]) on T(j)
28 gemm(A[k][i], C[j], A[j][i]);
29 }
30 #pragma xmp tasklet in(A[k][i]) out(A[i][i]) on T(i)
31 syrk(A[k][i], A[i][i]);
32 }
33 }
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forจͷԋࢉൣғʢk+1ΑΓ nt·ͰʣΑΓςϯϓϨʔτ T(k+1:)Ͱࣔ͞ΕΔ͕ɼಉҰϊʔυ಺ʹ͓͍ͯ
΋ trsm Ͱ഑ྻ B Λ༻͍͍ͯΔͨΊɼࣗϊʔυΛؚΉ T(k:) Λ on અͰهड़͢Δɽιʔείʔυ 3.7 Ͱ
͸ɼ9ɼ12ߦ໨ͷ taskletࢦࣔจͷ get readyɼgetઅٴͼ 13ߦ໨ͷ gmove inࢦࣔจͰยଆ௨৴
ͱϊʔυؒʹ͓͚ΔλεΫͷಉظΛهड़͢Δɽ௨৴͢Δൣғ͸ιʔείʔυ 3.6ͱಉҰ͕ͩɼยଆ௨৴ͷ
ͨΊ potrfͱ௨৴λεΫͷؒͰ getɼget readyઅʹΑΔಉظ͕ඞཁͱͳΔɽpotrfԋࢉޙʹยଆ௨৴͕
࣮ߦՄೳͱͳΔͨΊɼpotrfͷλεΫʹ get readyઅ͕هड़͞ΕΔɽยଆ௨৴Λ࣮ߦ͢Δͷ͸ trsmΛ࣮
ߦ͢ΔϊʔυͰ͋ΔͨΊɼ࣮ߦϊʔυ͸ςϯϓϨʔτ T(k:)ͱදͤΔɽยଆ௨৴Λ࣮ߦ͢ΔλεΫʹର
ͯ͠͸ getઅ͕هड़͞Εɼget readyઅͱϚονͤ͞ΔλάʢྫͰ͸ k*nt+kʣΛࢦఆ͢Δɽ
ੑೳධՁ
ϒϩοΫίϨεΩʔ෼ղͷධՁʹ༻͍Δ഑ྻ͸ɼഒਫ਼౓ුಈখ਺఺਺ܕͰ 32768×32768ɼ1ϒϩοΫ
αΠζ͸ 512×512ͱ͠ɼ2࣍ݩͷαΠΫϦοΫ෼ׂʹΑΔධՁΛࣔ͢ɽOmni XMP Compilerͷίʔυม
׵෦͸Ұ෦ະ࣮૷Օॴ͕͋ΔͨΊɼXMPͷධՁ͸άϩʔόϧϏϡʔΛআ͖खಈม׵ͷίʔυʹΑΔੑೳ
ධՁͱͳΔɽOFPͰ͸ɼ1ϊʔυ 1ϓϩηεɼ1ϓϩηε͋ͨΓͷεϨου਺Λ 64ͱ͠ɼ࠷େ 32ϊʔ
υΛ༻͍ΔɽCOMAγεςϜͰ͸ɼ1ϊʔυ 1ϓϩηεɼ1ϓϩηε͋ͨΓͷεϨου਺Λ 16ͱ͠ɼ࠷
େ 16ϊʔυΛ༻͍ͯධՁΛߦ͏ɽੑೳධՁͱͯ͠ FLOPS஋ͱ࠷େϊʔυ਺Λ༻͍ͨ৔߹ͷ࣮ߦ࣌ؒͷ
಺༁Λࣔ͢ɽϒϩοΫίϨεΩʔ෼ղͷ৔߹͸ɼϓϩηε 0ʹ͓͚ΔԋࢉλεΫʢpotrfɼtrsmɼgemmٴ
ͼ syrkʣɼ௨৴࣌ؒʢcommʣͱεϨουͷΞΠυϧঢ়ଶͷ࣌ؒʢwaitʣΛશεϨουͰͷॲཧຖͷฏۉ஋
Λࣔ͢ɽλεΫ࣮ߦͷ৔߹ɼϓϩάϥϜͷ࣮ߦຖʹεϨουͰ࣮ߦ͞ΕΔԋࢉ͕มΘΔͨΊɼϚελʔε
ϨουͷΈͷ࣮ߦ࣌ؒͷ಺༁Ͱ͸ൺֱͱͳΒͳ͍ɽͦ͜ͰɼຊݚڀͰ͸શεϨουͰͷॲཧຖͷฏۉ࣌ؒ
ʹΑΔੑೳൺֱͱͨ͠ɽ
ਤ 3.15ɼ3.16ʹ OFPɼCOMAͰͷ Send/Recv௨৴ʹΑΔϒϩοΫίϨεΩʔ෼ղͷੑೳͱɼ࠷େϊʔ
υ࣮ߦ࣌ͷ࣮ߦ࣌ؒͷ಺༁Λࣔ͢ɽ·ͣɼਤ 3.15(a)ɼ3.16(a) ͷ MPI+OpenMP Ͱهड़ͨ͠ϧʔϓฒྻ
ʢMPI+OMP, Parallel LoopʣͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔɽλεΫฒ
ྻ࣮૷͸ϧʔϓฒྻ࣮૷ͱൺֱͯ͠ɼOFPͰ͸ 30%ɼCOMA͸ 32%ੑೳ͕޲্͍ͯ͠Δɽਤ 3.15(b)ɼ
3.16(b)ΛݟΔͱεϨουͷΞΠυϧ࣌ؒΛද͢ wait͕େ෯ʹݮগ͍ͯ͠Δͷ͕Θ͔Δɽ͜Ε͸ɼϧʔϓ
ฒྻ࣮૷Ͱهड़͞ΕͨશମಉظΛλεΫฒྻʹΑΓσʔλґଘʹΑΔҰରҰಉظͱͨ͜͠ͱͰɼಉظ଴ͪ
ঢ়ଶͷεϨου͕ݮগ͠ԋࢉλεΫͷ࣮ߦ͕ଅ͞Εͯੑೳ͕޲্ͨ͠ͱݴ͑Δɽ·ͨɼOFPɼCOMAͷ
྆γεςϜʹ͓͍ͯ΋ಉ༷ʹੑೳ͕޲্͓ͯ͠ΓɼϚϧνɼϝχʔίΞγεςϜͷͲͪΒʹ͓͍ͯ΋λε
ΫฒྻʹΑΓੑೳ޲্͕ݟࠐΊΔ͜ͱ͕Θ͔ͬͨɽ
λεΫฒྻϞσϧͷ XMPʢXMP globalviewʣͱMPI+OpenMPʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳ
Λൺֱ͢Δɽਤ 3.15(a)ɼ3.16(a)ΑΓɼXMP͸ MPI+OpenMP࣮૷ͱൺֱͯ͠ɼOFPͰ͸ 5%ɼCOMA
͸ 30% ੑೳ͕௿Լ͍ͯ͠ΔɽXMP ͱ MPI+OpenMP ࣮૷ͷҟͳΔ఺ͱͯ͠௨৴͕͋Δɽpotrf ͱ trsm
ؒͷ௨৴Λྫʹڍ͛ΔͱɼMPI+OpenMP ࣮૷Ͱ͸ࣗϊʔυ͕ potrf ͷԋࢉ݁ՌΛอ͍࣋ͯ͠Δ৔߹͸ɼ
trsm Ͱ͸ͦͷ஋Λ༻͍ͯԋࢉ͢Δ͕ɼXMP ࣮૷ͷ৔߹͸ tasklet gmove ࢦࣔจʹͯࣗϊʔυΛؚ
Ή trsmΛԋࢉ͢Δશͯͷϊʔυͱ௨৴Λ࣮ߦ͢ΔɽͦͷͨΊɼԋࢉ݁ՌΛอ͍࣋ͯ͠Δϊʔυͷ৔߹Ͱ
͋ͬͯ΋ MPI Send/Recv() ʹΑΓϊʔυ಺ͰϝϞϦίϐʔ͕ൃੜ͢Δɽਤ 3.15(b)ɼ3.16(b) ͷ XMP ͱ
MPI+OpenMP࣮૷ΛݟΔͱɼXMP࣮૷ͷ௨৴͕࣌ؒ૿Ճ͓ͯ͠Γɼtasklet gmoveࢦࣔจʹΑΔෆ
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ඞཁͳྖҬͷ௨৴ʹΑͬͯੑೳ͕௿Լ͍ͯ͠Δͱݴ͑Δɽ·ͨɼOFP ͱൺֱͯ͠ COMA Ͱͷ XMP ࣮
૷ͷ௨৴࣌ؒ͸େ͖͘௿Լ͍ͯ͠ΔɽXMP࣮૷Ͱ͸ϊʔυ಺ͷϝϞϦίϐʔΛؚΊͯ MPI Send/Recv()
ʹΑΔ௨৴ͱ࣮ͯ͠ߦ͍ͯ͠ΔͨΊɼ௨৴ճ਺ࣗମ͕ MPI+OpenMP ࣮૷ͱൺֱͯ͠૿Ճ͍ͯ͠Δɽ௨
৴ಉظͷ࣮૷Ͱ༻͍ͨ taskyieldࢦࣔจͷڍಈ͸ OpenMPͰ͸ෆఆͰ͋ΔͨΊɼ௨৴ಉظ͕ඞཁͳλ
εΫ਺͕૿Ճ͢Δͱ௨৴͕ऴྃ͢Δ·ͰεϨουΛઐ༗͢ΔλεΫ͕૿Ճ͢Δɽ·ͨɼOFPͱൺֱͯ͠
COMA͸࣮ߦεϨου਺͕গͳ͍ͨΊɼଟ͘ͷεϨου͕௨৴λεΫʹΑͬͯઐ༗͞Εͨ͜ͱͰɼԋࢉ
λεΫͷ࣮ߦ͕஗Εੑೳ͕௿Լͨ͠ͱߟ͑ΒΕΔɽ
λεΫฒྻϞσϧͷ OpenMPʢMPI+OMP, Taskʣͱ ArgobotsʢMPI+ABT, TaskʣʹΑΔ࣮૷ͷੑೳΛ
ൺֱ͢Δɽਤ 3.15(a)ɼ3.16(a)ΑΓɼArgobots͸ OpenMPͱൺֱͯ͠ɼOFPͰ͸ 3%ɼCOMA͸ 7%ੑ
ೳ͕޲্͍ͯ͠ΔɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣʹΑΔ࣮૷ͱͷൺֱͰ͸ɼ
Argobots͸ OFPͰ͸ 34%ɼCOMA͸ 41%ͷੑೳ޲্͕ݟΒΕͨɽਤ 3.15(b)ɼ3.16(b)ͷ࣮ߦ࣌ؒͷ಺
༁ΑΓɼ྆γεςϜʹ͓͚Δ Argobots࣮૷ͷ௨৴͕࣌ؒݮগ͍ͯ͠Δ͜ͱ͕Θ͔ΔɽArgobotsΛ༻͍ͨ
͜ͱͰɼOpenMPͰ͸ෆఆͩͬͨ taskyieldࢦࣔจʹΑΔλεΫͷεΠονϯά͕ඞ࣮ͣߦ͞Εɼε
Ϩου಺ʹ͓͍ͯ΋௨৴ͱܭࢉͷΦʔόϥοϓ͕ՄೳͱͳΓੑೳ͕޲্ͨ͠ͱߟ͑ΒΕΔɽ
OpenMPɼArgobots ʹΑΔ࣮૷ʹରͯ͠ɼ௨৴ҕৡʹΑΓ 1 εϨου͕௨৴Λ࣮ߦ͢Δ௨৴࠷దԽΛ
ࢪ࣮ͨ͠૷ʢMPI+OMP, Task (opt) ͱ MPI+ABT, Task (opt)ʣͷੑೳΛൺֱ͢Δɽ௨৴࠷దԽΛߦ͏͜
ͱͰɼOFP Ͱ͸ OpenMP Ͱ 7%ɼArgobots Ͱ 9% ੑೳ͕޲্͠ɼಉ༷ʹ COMA Ͱ΋ OpenMP Ͱ 7%ɼ
ArgobotsͰ 10%ੑೳ͕޲্͍ͯ͠ΔɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣʹΑΔ࣮
૷ͱൺֱΛ͢ΔͱɼOFPͰ͸ OpenMPͰ 38%ɼArgobotsͰ 45%޲্͠ɼCOMAͰ͸ OpenMPͰ 41%ɼ
ArgobotsͰ 55%ͷੑೳ޲্Λୡ੒ͨ͠ɽ1εϨουʹ௨৴Λҕৡ͠ MPI THREAD MULTIPLE͔Βٖ
ࣅతʹMPI THREAD FUNNELEDͱ͢Δ͜ͱͰɼਤ 3.15(b)ɼ3.16(b)ʹࣔ͞Εͨ௨৴࣌ؒ commΛ࡟ݮ
͠ੑೳ͕޲্ͨ͠ɽ
Put ௨৴ʹΑΔ OFPɼCOMA ͰͷϒϩοΫίϨεΩʔ෼ղͷੑೳͱɼ࠷େϊʔυ࣮ߦ࣌ͷ࣮ߦ࣌ؒ
ͷ಺༁Λਤ 3.17ɼ3.18ʹࣔ͢ɽਤ 3.17(a)ͷ MPI+OpenMPͰهड़ͨ͠ϧʔϓฒྻʢMPI+OMP, Parallel
LoopʣͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔͱɼλεΫฒྻ࣮૷͸ϧʔϓฒྻ
࣮૷ͱൺֱͯ͠ɼOFPͰ͸ 5%ੑೳ͕޲্͍ͯ͠Δɽ͔͠͠ɼCOMAͰ͸λεΫ࣮ߦ͕ऴྃͤͣɼੑೳ
ධՁΛߦ͏͜ͱ͕Ͱ͖ͳ͔ͬͨɽ͜ͷཧ༝ͱͯ͠ɼλεΫ಺ʹ͓͚Δ௨৴ಉظͷ࣮૷ʹ༻͍ͨ OpenMP
taskyieldࢦࣔจͷಈ࡞͕ෆఆͰ͋Γɼґଘؔ܎͕ͳ͍௨৴λεΫ͕ଟ͘ͷεϨουͰಉ࣌ʹىಈͨ͠
͜ͱʹΑΔ௨৴ͷσουϩοΫ͕ൃੜͨ͜͠ͱ͕ڍ͛ΒΕΔɽOFPͱൺֱͯ͠ COMA͸࣮ߦεϨου਺
͕গͳ͍ͨΊɼଟ͘ͷεϨου͕௨৴λεΫʹઐ༗͞Εͯ͠·͍ɼCOMAͷΈσουϩοΫ͕ൃੜͨ͠
ͱߟ͑ΒΕΔɽ
λεΫฒྻϞσϧͷ OpenMPʢMPI+OMP, Taskʣͱ ArgobotsʢMPI+ABT, Taskʣʹ ΑΔ࣮૷ͷੑೳΛൺ
ֱ͢Δɽਤ 3.17(a)ɼ3.18(a)ΑΓɼArgobots͸ OpenMPͱൺֱͯ͠ɼOFPͰ͸ 3%ੑೳ͕޲্͠ɼCOMA
Ͱ͸গͳ͍࣮ߦεϨου਺ʹ͓͚ΔεϨουϨϕϧͰͷ௨৴͕ଟൃ͢ΔϓϩάϥϜʹ͓͍ͯ΋҆શʹ࣮
ߦՄೳͰ͋Δ͜ͱΛࣔͨ͠ɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣʹΑΔ࣮૷ͱͷൺ
ֱͰ͸ɼArgobots ͸ OFP Ͱ͸ 8%ɼCOMA ͸ 34% ͷੑೳ޲্͕ݟΒΕͨɽArgobots Λ༻͍ͨ͜ͱͰɼ
OpenMPͰ͸ෆఆͩͬͨ taskyieldࢦࣔจʹΑΔλεΫεΠον͕ඞ࣮ͣߦ͞ΕɼSend/Recv௨৴ʹ
ΑΔ࣮૷ͱಉ༷ʹεϨου಺ʹ͓͍ͯ΋௨৴ͱܭࢉͷΦʔόϥοϓ͕ՄೳͱͳΓੑೳ͕޲্ͨ͠ͱߟ͑Β
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OpenMPɼArgobotsʹΑΔ࣮૷ʹରͯ͠ɼ௨৴ҕৡʹΑΓ 1εϨου͕௨৴Λ࣮ߦ͢Δ௨৴࠷దԽΛࢪ
࣮ͨ͠૷ʢMPI+OMP, Task (opt)ͱMPI+ABT, Task (opt)ʣͷੑೳΛൺֱ͢ΔɽCOMAͷ৔߹͸ɼOpenMP
ʹΑΔ࣮ߦ͸σουϩοΫΛىͨͨ͜͠ΊɼArgobotsͷΈͷൺֱΛࣔ͢ɽ௨৴࠷దԽΛߦ͏͜ͱͰɼOFP
Ͱ͸ OpenMPͰ 33%ɼArgobotsͰ 32%ੑೳ͕޲্͠ɼಉ༷ʹ COMAͰ΋ Argobots͸ 25%ੑೳ͕޲্
͍ͯ͠ΔɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣͱൺֱΛ͢ΔͱɼOFPͰ͸ OpenMP
Ͱ 39%ɼArgobotsͰ 49%޲্͠ɼCOMAͷ ArgobotsͰ͸ 68%ͷੑೳ޲্Λୡ੒ͨ͠ɽSend/Recvͱ
ಉ༷ʹ Put௨৴ͷ৔߹Ͱ΋ɼยଆ௨৴࣮ߦͷͨΊͷ௨஌ʹΑΔ௨৴ͱ PutΛ 1εϨου্Ͱ࣮ߦ͢Δ͜ͱ
Ͱੑೳ͕޲্͢Δ͜ͱΛࣔͨ͠ɽ
3.6.3 ϥϓϥειϧόͷੑೳධՁ
ϥϓϥειϧό͸ɼ2࣍ݩϥϓϥεํఔࣜΛϠίϏ๏Λ༻͍ͯղ͘ϓϩάϥϜͰ͋Δɽయܕతͳεςϯ
γϧ໰୊Ͱ͋Γɼ2࣍ݩ֨ࢠঢ়ʹ͓͚Δۙ๣ 4఺ͷฏۉʹΑΔ஋ͷߋ৽͕ओͳԋࢉͰ͋Δɽ෼ࢄϝϞϦ؀
ڥͰ࣮ߦ͢Δ৔߹͸ɼ෼ࢄڥքͷ஋ͷߋ৽ʹྡ઀ϓϩηε͕࣋ͭྖҬ͕ඞཁͱͳΔɽ͜ͷྖҬ͸କྖҬͱ
࣮ͯ͠૷͞ΕɼΠςϨʔγϣϯຖʹߋ৽͞ΕΔεςϯγϧԋࢉͷ݁ՌΛྡ઀ϓϩηεؒͰ௨৴͢Δ͜ͱ
Ͱɼ࣍ΠςϨʔγϣϯͰԋࢉʹ༻͍Δ஋Λอ࣋͢ΔɽϠίϏ๏Ͱ͸ۭؒશମͷҰ੪ߋ৽͕͋ΔͨΊɼΠς
Ϩʔγϣϯຖʹ஋ΛҰ࣌తʹอ࣋͢Δඞཁ͕͋ΔɽैͬͯϥϓϥειϧόͰ͸ɼҰ࣌తͳσʔλอ࣋ͷͨ
ΊͷσʔλίϐʔʢcopyʣɼକྖҬΛ༻͍ͨྡ઀ϓϩηεؒͰͷ௨৴ʢcommʣٴͼ 4 ఺εςϯγϧԋࢉ
ʢcalcʣͷ 3छྨͰߏ੒͞ΕΔɽ·ͨɼຊݚڀͰ༻͍Δϥϓϥειϧό͸MPI+OpenMPͷϧʔϓฒྻʹΑ
Δ࣮૷͕͞Ε͓ͯΓɼൺֱͷͨΊλεΫฒྻʹΑΔ࣮૷Λ৽ͨʹߦͬͨɽ࣮྆૷ʹ͓͍ͯɼԋࢉྖҬΛԾ
૝తʹϒϩοΫԽ͠ɼϒϩοΫ୯ҐͰԋࢉΛߦ͏͜ͱͰϝϞϦΞΫηεͷ࠷దԽΛߦ͏Ωϟογϡϒϩο
ΩϯάΛద༻ͨ͠ɽ
taskletࢦࣔจʹΑΔ࣮૷
ιʔείʔυ 3.8ɼ3.9 ʹ tasklet ࢦࣔจʹΑΔϥϓϥειϧόͷ࣮૷ྫΛࣔ͢ɽιʔείʔυ 3.8
͸ɼάϩʔόϧϏϡʔʹΑΔσʔλ෼ࢄͱ taskletɼtasklet reflect ࢦࣔจʹΑΔλεΫฒྻ
࣮૷Ͱ͋Δɽ3 ͔Β 5 ߦ໨ͷ templateɼdistribute ٴͼ align ࢦࣔจʹΑΓɼαΠζ XSIZE ×
YSIZE ͷ 2 ࣍ݩ഑ྻ uɼuu ͷ 2 ࣍ݩϒϩοΫ෼ࢄ͕ߦΘΕΔɽ·ͨɼ1 ΠςϨʔγϣϯલͷεςϯγϧ
ԋࢉͷ݁ՌΛอ࣋͢Δ഑ྻ uu ʹ͸ɼshadow ࢦࣔจʹΑΓକྖҬ͕ࢦఆ͞Ε͓ͯΓɼ20 ߦ໨ͷΑ͏ʹ
tasklet reflectࢦࣔจʹΑΔକྖҬ௨৴͕࣮ߦՄೳͰ͋ΔɽλεΫฒྻΛ࣮ߦ͢Δԋࢉൣғ͸ 9ߦ
໨͔Β࢝·Δ forϧʔϓͰ͋ΔͨΊɼͦͷϧʔϓʹରͯ͠ taskletsࢦࣔจΛࢦఆ͢Δɽ1λεΫ͕࣮
ߦ͢Δԋࢉͷཻ౓͸ɼΩϟογϡϒϩοΩϯά͞ΕͨϒϩοΫαΠζͱ͢ΔɽΑͬͯɼ10ɼ22ߦ໨ʹද
͞ΕΔ loop ࢦࣔจʹΑΓ֤ϊʔυͰ for ϧʔϓͷ෼ࢄ࣮ߦ͕։࢝͞Εɼϊʔυ಺Ͱ͸ 13ɼ25 ߦ໨ͷ
taskletࢦࣔจʹΑΓ 1ϒϩοΫͷԋࢉ͕λεΫͱ࣮ͯ͠ߦ͞ΕΔɽtaskletࢦࣔจͷ࣮ߦϊʔυ͸
ର৅ϒϩοΫΛอ࣋͢ΔϊʔυͷΈͰ͋ΔͨΊɼonઅͰ͸ର৅ϒϩοΫͷ։࢝ΠϯσοΫεΛද͢ςϯ
ϓϨʔτΛࢦఆ͢ΔɽϒϩοΫ୯ҐͰͷԋࢉͰ͸ྡ઀ϊʔυ͕࣮ଶΛ࣋ͭକྖҬͱಉ༷ʹɼϒϩοΫڥք
ͷ஋ͷߋ৽ʹྡ઀͢ΔϒϩοΫ͕࣋ͭ஋͕ඞཁͱͳΔɽͦͷͨΊɼ30͔Β 32ߦ໨ͷεςϯγϧԋࢉΛ࣮
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ιʔείʔυ 3.8 tasklet reflectࢦࣔจʹΑΔϥϓϥειϧόͷ࣮૷ྫɽ
1 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
2 #pragma xmp nodes P(∗, ∗)
3 #pragma xmp template T(0:YSIZE−1, 0:XSIZE−1)
4 #pragma xmp distribute T(block, block) onto P
5 #pragma xmp align [i][j] with T(j, i) :: u, uu
6 #pragma xmp shadow uu[1][1]
7
8 #pragma xmp tasklets
9 for (int k = 0; k < n; k++) {
10 #pragma xmp loop (by, bx) on T(by, bx)
11 for (int bx = 0; bx < XSIZE; bx+=bs)
12 for (int by = 0; by < YSIZE; by+=bs)
13 #pragma xmp tasklet in(u[bx:bs][by:bs]) \
14 out(uu[bx:bs][by:bs]) on T(by, bx)
15 /∗ Calculate begin and end indices of the block from bx and by ∗/
16 for (int x = x begin; x < x end; x++)
17 for (int y = y begin; y < y end; y++)
18 uu[x][y] = u[x][y];
19
20 #pragma xmp tasklet reflect(uu) chunksize(bs, bs)
21
22 #pragma xmp loop (by, bx) on T(by, bx)
23 for (int bx = 0; bx < XSIZE; bx+=bs)
24 for (int by = 0; by < YSIZE; by+=bs)
25 #pragma xmp tasklet in(uu[bx:bs][by:bs], \
26 uu[bx−bs:bs][by:bs], uu[bx+bs:bs][by:bs], \
27 uu[bx:bs][by−bs:bs], uu[bx:bs][by+bs:bs]) \
28 out(u[bx:bs][by:bs]) on T(by, bx)
29 /∗ Calculate begin and end indices of the block from bx and by ∗/
30 for (int x = x begin; x < x end; x++)
31 for (int y = y begin; y < y end; y++)
32 u[x][y] = (uu[x−1][y] + uu[x+1][y] + uu[x][y−1] + uu[x][y+1])/4.0;
33 }
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ιʔείʔυ 3.9 putɼput readyઅʹΑΔϥϓϥειϧόͷ࣮૷ྫɽ
1 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE]:[∗];
2 #pragma xmp nodes P(∗)
3
4 #pragma xmp tasklets
5 for (int k = 0; k < n; k++) {
6 for (int bx = 0; bx < XSIZE; bx+=bs)
7 for (int by = 0; by < YSIZE; by+=bs)
8 #pragma xmp tasklet in(u[bx:bs][by:bs]) out(uu[bx:bs][by:bs])
9 /∗ Calculate begin and end indices of the block from bx and by ∗/
10 for (int x = x begin; x < x end; x++)
11 for (int y = y begin; y < y end; y++)
12 uu[x][y] = u[x][y];
13
14 for (int by = 0; by < YSIZE; by+=bs) {
15 #pragma xmp tasklet in(uu[0:bs][by:bs]) put(by)
16 uu[xmax−1][by∗bs:bs]:[upper] = uu[1][by∗bs:bs];
17 #pragma xmp tasklet out(uu[XSIZE/bs−bs:bs][by:bs]) \
18 put ready(uu[XSIZE/bs−bs:bs][by:bs], P(lower), by)
19
20 #pragma xmp tasklet in(uu[XSIZE/bs−bs:bs][by:bs]) put(by + offset)
21 uu[0][by∗bs:bs]:[lower] = uu[xmax−2][by∗bs:bs];
22 #pragma xmp tasklet out(uu[0:bs][by:bs]) \
23 put ready(uu[0:bs][by:bs], P(upper), by + offset)
24 }
25
26 for (int bx = 0; bx < XSIZE; bx+=bs)
27 for (int by = 0; by < YSIZE; by+=bs)
28 #pragma xmp tasklet in(uu[bx:bs][by:bs], \
29 uu[bx−bs:bs][by:bs], uu[bx+bs:bs][by:bs], \
30 uu[bx:bs][by−bs:bs], uu[bx:bs][by+bs:bs]) \
31 out(u[bx:bs][by:bs])
32 /∗ Calculate begin and end indices of the block from bx and by ∗/
33 for (int x = x begin; x < x end; x++)
34 for (int y = y begin; y < y end; y++)
35 u[x][y] = (uu[x−1][y] + uu[x+1][y] + uu[x][y−1] + uu[x][y+1])/4.0;
36 }
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ߦ͢ΔλεΫͷґଘؔ܎͸ɼ25͔Β 28ߦ໨ͷΑ͏ʹԋࢉ͢ΔϒϩοΫͷଞʹྡ઀ 4ϒϩοΫͷԋࢉൣғ
Λґଘؔ܎ͱͯ͠هड़͢Δɽ20ߦ໨ͷ tasklet reflectࢦࣔจʹΑΓɼྡ઀ϊʔυ͕࣋ͭڥք஋Λ
ࣗϊʔυ͕࣋ͭକྖҬ΁ͱߋ৽Λߦ͏କྖҬ௨৴ΛλεΫͱ࣮ͯ͠ߦ͢Δɽ͜͜Ͱɼґଘؔ܎͸શͯϒ
ϩοΫαΠζຖʹهड़͞Ε͍ͯΔ͕ɼକྖҬ௨৴͸࠷֎ϒϩοΫ͕࣋ͭཁૉͷҰ෦ͷΈͰ͋ΔͨΊɼϢʔ
βهड़ͱ XMPϥϯλΠϜ͕ੜ੒͢Δґଘؔ܎͕Ϛον͠ͳ͍ɽͦ͜Ͱɼtasklet reflectࢦࣔจʹ
͓͍ͯԋࢉͷґଘؔ܎͕ͲͷΑ͏ʹهड़͞Ε͍ͯΔ͔Λ XMPϥϯλΠϜ΁ͱ஌ΒͤΔ chunksizeઅ
Λ༻͍ͯґଘهड़͕ϒϩοΫ୯ҐͰ͋Δ͜ͱΛࢦఆ͢Δ͜ͱͰɼ࠷֎ϒϩοΫͷԋࢉͱକྖҬ௨৴ͷؒͷ
ґଘؔ܎Λࣔ͢ɽ
ιʔείʔυ 3.9 ͸ɼϩʔΧϧϏϡʔͷ coarray/Put ͱ tasklet ࢦࣔจɼputɼput ready અʹΑ
Δ࣮૷ྫͰ͋Δɽιʔείʔυ؆ུԽͷͨΊ 1࣍ݩϒϩοΫ෼ׂͷྫΛࣔ͢ɽ·ͨ༧Ίɼ഑ྻ uɼuuͷ
αΠζ XSIZE͕෼ࢄ͞Εͨ஋ͱ͢Δɽσʔλίϐʔ΍εςϯγϧԋࢉ෦ͷ taskletࢦࣔจʹΑΔλε
Ϋฒྻ࣮૷͸ɼϧʔϓྖҬͷશମ͕ࣗϊʔυͷԋࢉൣғͱͳΔͨΊ onઅ͸ඞཁͳ͍ɽͦΕҎ֎͸ιʔε
ίʔυ 3.8 ͱಉ౳Ͱ͋ΔͨΊઆ໌͸লུ͢Δɽ௨৴͸ 16ɼ21 ߦ໨ͷ coarray/Put Ͱهड़͞Εɼྡ઀ϊʔ
υ upperɼlower ಉ࢜ͰϒϩοΫ୯Ґͷڥքཁૉͷަ׵Λߦ͏ɽ18 ߦ໨ͷ put ready અʹΑΓϊʔυ
lowerʹରͯ͠ uu[0:bs][by:bs]΁ͷ Put͕ՄೳͰ͋Δ͜ͱΛ஌ΒͤɼPut׬ྃ·ͰλεΫ͸อ࣋͞ΕΔɽ
ϊʔυ lowerͰ͸ɼ15ߦ໨ͷ putઅͰϊʔυ upper͔Βͷ௨৴Մೳ௨஌Λड͚औΓɼ16ߦ໨ͷ PutΛ࣮
ߦ͠ɼ࠷ऴతʹϊʔυ upper΁ͷ׬ྃ௨஌Λग़͢͜ͱͰλεΫͷ࣮ߦ͸ऴྃ͢Δɽ
ੑೳධՁ
ϥϓϥειϧόͷධՁʹ༻͍Δ഑ྻ͸ɼഒਫ਼౓ුಈখ਺఺਺ܕͰ 32768×32768ɼ1ϒϩοΫαΠζ͸
512×512ͱ͠ɼ2࣍ݩͷϒϩοΫ෼ׂʹΑΔධՁΛࣔ͢ɽXMP࣮૷ɼArgobotsͷద༻ʹΑΔධՁ͸׬ྃ
͓ͯ͠ΒͣɼධՁ͸खಈม׵ʹΑΔMPI+OpenMPίʔυͷੑೳධՁͷΈͱͳΔɽϒϩοΫίϨεΩʔ෼
ղͰͷධՁͱಉ༷ʹɼOFP γεςϜͰ͸ 1 ϊʔυ 1 ϓϩηεɼ1 ϓϩηε͋ͨΓͷεϨου਺Λ 64 ͱ
͠࠷େ 32 ϊʔυΛ༻͍ΔɽCOMA γεςϜͰ͸ 1 ϊʔυ 1 ϓϩηεɼ1 ϓϩηε͋ͨΓͷεϨου਺
Λ 16 ͱ͠࠷େ 16 ϊʔυΛ༻͍ͯධՁΛߦ͏ɽੑೳධՁͱͯ͠ FLOPS ஋ɼ࠷େϊʔυ਺Λ༻͍ͨ৔߹
ͷ࣮ߦ࣌ؒͷ಺༁Λࣔ͢ɽϥϓϥειϧόͷ৔߹͸ɼϓϩηε 0ʹ͓͚Δԋࢉʢcopyͱ calcʣɼ௨৴࣌ؒ
ʢcommʣͱεϨουͷΞΠυϧঢ়ଶͷ࣌ؒʢwaitʣͷશεϨουͰͷॲཧຖͷฏۉ஋Λࣔ͢ɽ
ਤ 3.19ɼ3.20 ʹ OFPɼCOMA Ͱͷ Send/Recv ௨৴ʹΑΔϥϓϥειϧόͷੑೳͱɼ࠷େϊʔυ࣮ߦ
࣌ͷ࣮ߦ࣌ؒͷ಺༁Λࣔ͢ɽਤ 3.19(a)ɼ3.20(a)ͷMPI+OpenMPʹΑΔϧʔϓฒྻʢMPI+OMP, Parallel
LoopʣͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔͱɼOFP Ͱ͸λεΫฒྻʹΑΓ
18%ੑೳ͕޲্͕ͨ͠ɼCOMAͰ͸ 13%ੑೳ͕௿Լͨ͠ɽਤ 3.19(b)ʹࣔ͞ΕΔ OFPͷ࣮ߦ࣌ؒͷ಺
༁Ͱ͸ɼεϨουͷΞΠυϧ࣌ؒΛද͢ wait͕େ෯ʹݮগ͍ͯ͠Δ͜ͱ͕Θ͔ΔɽϒϩοΫίϨεΩʔ
෼ղͷධՁͱಉ༷ʹɼϧʔϓฒྻͰهड़͞ΕͨશମಉظΛσʔλґଘʹΑΔλεΫฒྻͷҰରҰಉظͱ͠
ͨ͜ͱͰɼಉظ଴ͪঢ়ଶͷεϨουΛݮগͤ͞ੑೳ͕޲্ͨ͠ͱݴ͑Δɽ͔͠͠ɼਤ 3.20(b)ͷ COMAͰ
ͷ࣮ߦ࣌ؒͷ಺༁Ͱ͸ɼλεΫฒྻʹΑΓ waitͷ࣌ؒ͸ݮগ͍ͯ͠Δ͕ waitࣗମͷ࣮ߦ࣌ؒ͸୹͘ɼͦ
΋ͦ΋ͷ࣮ߦʹ͓͍ͯϩʔυΠϯόϥϯε͕ൃੜ͍ͯ͠ͳ͍͜ͱ͕Θ͔ΔɽͦͷͨΊɼλεΫ࣮ߦʹΑΔ
Φʔόϔου΍ϚϧνεϨου௨৴ʹΑΔ௨৴࣌ؒͷ૿ՃʹΑΓੑೳ͕௿Լͨ͠ɽ࣍ʹɼMPI+OpenMP
ͷλεΫฒྻʢMPI+OMP, Taskʣͱɼͦͷ࣮૷ʹରͯ͠௨৴࠷దԽΛߦ࣮ͬͨ૷ʢMPI+OMP, Task (opt)ʣ
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ਤ 3.19 Send/Recv௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢOakforest-PACSʣɽ
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ਤ 3.20 Send/Recv௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢCOMAʣɽ
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ਤ 3.21 Put௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢOakforest-PACSʣɽ
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ਤ 3.22 Put௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢCOMAʣɽ
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ද 3.3 ϒϩοΫίϨεΩʔ෼ղʹ͓͚Δ֤࣮૷ͷ Delta-SLOCɽ
Serial OMP MPI+OMP XMP
SLOC 318 330 582 338
modified - 0 13 2
added - 12 264 20
deleted - 0 0 0
Total Delta-SLOC - 12 277 22
ͱͷൺֱΛࣔ͢ɽOFPɼCOMAͷ྆γεςϜʹ͓͍ͯ௨৴࠷దԽͷલޙͰੑೳࠩ͸ΈΒΕͳ͔ͬͨɽϥ
ϓϥειϧόͷ 1ΠςϨʔγϣϯ͋ͨΓͷ௨৴͸ϒϩοΫίϨεΩʔ෼ղͱൺֱͯ͠ɼ2࣍ݩۭؒʹ͓͚
Δ্Լࠨӈͷྡ઀ 4 ϊʔυͱͷକྖҬ௨৴ͷΈͱগͳ͍ɽਤ 3.19(b)ɼ3.20(b) ͷ௨৴࣌ؒ comm Λݟͯ
΋ɼશͯͷ࣮૷ʹ͓͍ͯ௨৴࣌ؒʹେ͖ͳࠩ͸ͳ͘ɼϚϧνεϨου࣮ߦʹ͓͍ͯ௨৴ੑೳ͕௿Լ͠ͳ
͔ͬͨ͜ͱ͕ཧ༝ͱͯ͠ڍ͛ΒΕΔɽ
ਤ 3.21ɼ3.22ʹ OFPɼCOMAͰͷ Put௨৴ʹΑΔϥϓϥειϧόͷੑೳͱɼ࠷େϊʔυ࣮ߦ࣌ͷ࣮ߦ
࣌ؒͷ಺༁Λࣔ͢ɽਤ 3.21(a)ɼ3.22(a) ͷ MPI+OpenMP ʹΑΔϧʔϓฒྻʢMPI+OMP, Parallel Loopʣ
ͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔͱɼOFP Ͱ͸λεΫฒྻʹΑΓ 14% ੑ
ೳ͕޲্͕ͨ͠ɼCOMA Ͱ͸ 13% ੑೳ͕௿Լͨ͠ɽSend/Recv ௨৴ʹΑΔධՁͱಉ༷ͰɼOFP Ͱ͸ਤ
3.21(b)ΑΓɼεϨουͷΞΠυϧ࣌ؒ wait͕ݮগ͓ͯ͠Γɼϧʔϓฒྻͷશମಉظ͔ΒλεΫฒྻʹΑ
ΔҰରҰಉظͱͨ͜͠ͱͰੑೳ͕޲্ͨ͠ɽ͔͠͠ɼਤ 3.22(b)ͷ COMAͰ͸ɼλεΫฒྻʹΑΓ wait
ͷ࣌ؒ͸ଟগݮগ͍ͯ͠Δ͕ waitࣗମͷ࣮ߦ࣌ؒ͸୹͘ɼͦ΋ͦ΋ͷ࣮ߦʹ͓͍ͯϩʔυΠϯόϥϯε
͕ൃੜ͍ͯ͠ͳ͍͜ͱ͕Θ͔Δɽ࣍ʹɼMPI+OpenMPͷλεΫฒྻʢMPI+OMP, Taskʣͱɼͦͷ࣮૷ʹ
ରͯ͠௨৴࠷దԽΛߦ࣮ͬͨ૷ʢMPI+OMP, Task(opt)ʣΛൺֱ͢Δɽ݁Ռͱͯ͠ɼOFPɼCOMAͷ྆γ
εςϜʹ͓͍ͯ௨৴࠷దԽͷલޙͰੑೳࠩ͸ΈΒΕͳ͔ͬͨɽ͜ͷཧ༝ʹ͍ͭͯ΋ Send/Recv ௨৴ʹΑ
Δ࣮૷ͱಉ༷ʹɼ1ΠςϨʔγϣϯ͋ͨΓͷ௨৴͕֤ྡ઀ϊʔυʹର͢Δ 1ճͷ௨৴Ͱ͋ΓɼϒϩοΫί
ϨεΩʔ෼ղͱൺֱͯ͠গͳ͔ͬͨͨΊʹɼ1εϨουʹ௨৴Λҕৡ͢Δ࠷దԽʹΑͬͯੑೳ͕޲্͠ͳ
͔ͬͨͱߟ͑ΒΕΔɽ
3.6.4 ੜ࢈ੑ
ϝχʔίΞγεςϜΛؚΉ෼ࢄϝϞϦ؀ڥͰλεΫฒྻϓϩάϥϛϯάΛ͢Δ৔߹ɼϊʔυ಺͸
OpenMPɼϊʔυؒ͸ MPIͱҟͳΔϝϞϦۭؒ޲͚ͷϓϩάϥϛϯάϞσϧΛ૊Έ߹Θͤͯهड़͢Δඞ
ཁ͕͋ΔɽMPIʹΑΔ൥ࡶͳσʔλ෼ࢄ΍ฒྻ࣮ߦͷهड़͕ඞཁͱͳΓɼ͞ΒʹϊʔυؒͰͷλεΫґଘ
Λ࣮ݱ͢ΔͨΊʹϊʔυ಺ͷλεΫґଘهड़ͱෳࡶͳ௨৴هड़Λ૊Έ߹Θͤͨ௨৴λεΫͷهड़͕ඞཁͱ
ͳΔɽ·ͨɼλεΫґଘͷهड़ʹΑͬͯ͸ɼલޙͰهड़͞ΕͨλεΫͷ࣮ߦॱং͕ٯʹͳΔͳͲɼϓϩά
ϥϜͷϑϩʔʹґΒͳ͍هड़΋ՄೳͰ͋ΔͨΊɼϓϩάϥϜͷόάΛݮΒͨ͢Ίʹ΋௨৴ͱλεΫґଘΛ
૊Έ߹Θͤͨ௚ײతͰ؆қͳهड़͕ٻΊΒΕΔɽ
ຊݚڀͰఏҊ͢Δ XMPʹ͓͚ΔλεΫฒྻϞσϧͰ͸ɼάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔͷͦΕͧ
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ද 3.4 ϥϓϥειϧόʹ͓͚Δ֤࣮૷ͷ Delta-SLOCɽ
Serial OMP MPI+OMP XMP
SLOC 119 138 245 146
modified - 0 16 2
added - 19 126 27
deleted - 0 0 0
Total Delta-SLOC - 19 142 29
Εͷ௨৴ʹجͮ͘௨৴λεΫͷهड़ํ๏Λఏڙ͍ͯ͠ΔɽάϩʔόϧϏϡʔʹΑΔ tasklet gmoveɼ
tasklet reflectࢦࣔจͷ৔߹͸ɼஞ࣍ϓϩάϥϜͷσʔλίϐʔͷΑ͏ͳ഑ྻ୅ೖจܗࣜͰͷ௨৴
΍ɼ෼ࢄ഑ྻΛࢦఆ͢Δ͚ͩͷକྖҬ௨৴ΛλεΫ্Ͱ࣮ݱ͍ͯ͠Δɽtasklet gmove ࢦࣔจͰ͸ɼ
௨ৗͷλεΫґଘهड़ͱಉ༷ʹ഑ྻ୅ೖจͰࢦఆͨ͠഑ྻΛґଘͱͯ͠هड़͢Δ͚ͩͰ͋Γɼtasklet
reflectࢦࣔจͷ৔߹͸ XMPϥϯλΠϜ͕ࣗಈతʹґଘؔ܎Λࢦఆ͢ΔɽैͬͯɼOpenMPͷλεΫ
ฒྻϞσϧͷΑ͏ʹɼλεΫ಺Ͱهड़͞Εͨ୅ೖจΛґଘؔ܎ͱͯ͠هड़͢Δͷͱಉ༷ͷهड़Ͱɼ෼ࢄϝ
ϞϦ؀ڥʹ͓͚ΔλεΫґଘ͕هड़ՄೳͱͳͬͨɽϩʔΧϧϏϡʔʹΑΔ putɼput readyɼgetٴͼ
get readyઅͷ৔߹͸ɼλεΫ಺Ͱͷยଆ௨৴Λ࣮ߦ͢ΔͨΊͷಉظߏจΛఏڙ͍ͯ͠Δɽยଆ௨৴ͷ
PutɼGetΛλεΫ಺Ͱ࣮ߦ͢Δ৔߹ͷ 3छྨͷ௨৴ΛϢʔβ͕શͯهड़͢Δͷ͸ࠔ೉Ͱ͋Γɼهड़΋൥
ࡶͰ͋Δɽͦ͜ͰɼϢʔβهड़ͷλάϚονϯάʹΑΓ 2ϊʔυؒͰͷ௨৴ͷ੔߹ੑΛࣗಈͰͱΔ࢓༷ͱ
ͨ͜͠ͱͰɼϢʔβ͕શͯͷ௨৴Λ໌ࣔతʹهड़͢Δෛ୲Λܰݮ͍ͯ͠Δɽ
tasklet ࢦࣔจʹΑΔ࣮૷ͷੜ࢈ੑΛఆྔతʹධՁ͢ΔͨΊɼ֤ϓϩάϥϛϯάϞσϧʹΑΔ࣮૷
ͷίʔυߦ਺Λൺֱ͢Δɽൺֱख๏ͱͯ͠ 2.5.4અͷ GTC-Pͷੜ࢈ੑͷධՁͱಉ༷ʹ Delta-SLOCํࣜ
Λ༻͍Δɽද 3.3 ʹϒϩοΫίϨεΩʔ෼ղɼද 3.4 ʹϥϓϥειϧόͷͦΕͧΕͷ࣮૷ͷߦ਺ͱஞ࣍
ϓϩάϥϜ͔Βͷࠩ෼Λࣔ͢ɽද 3.3ʹ͓͚Δ XMP͸ tasklet gmoveࢦࣔจʹΑΔ࣮૷ɼද 3.4Ͱ
͸ tasklet reflectࢦࣔจʹΑΔ࣮૷Λද͢ɽશମͷߦ਺ͱͯ͠ɼ྆ϕϯνϚʔΫͷMPI+OpenMP
࣮૷͸ஞ࣍ϓϩάϥϜͱൺֱͯ͠਺ඦߦҎ্૿Ճ͍ͯ͠Δͷʹରͯ͠ɼXMP ͸ OpenMP ࣮૷ͱ΄΅ಉ
౳ͷߦ਺૿ՃͰ࣮૷ΛՄೳͱ͍ͯ͠Δɽ͜ͷཧ༝ͱͯ͠ɼσʔλ෼ࢄ΍ฒྻ࣮ߦ͕άϩʔόϧϏϡʔͷ
ࢦࣔจͷΈͰ࣮ߦ͕Մೳʹͳͬͨ͜ͱ΍ɼ௨৴ର৅ͷܾఆ΍ιʔείʔυ 3.1 ͷΑ͏ͳ௨৴ͱಉظΛࢦ
ࣔจม׵Ͱ XMP ϥϯλΠϜ͕ٵऩ͍ͯ͠Δ఺͕ڍ͛ΒΕΔɽ·ͨɼϥϓϥειϧόͷ XMP ࣮૷Ͱ͸
tasklet reflect ࢦࣔจʹΑΓɼෆ࿈ଓྖҬͷ௨৴ʹ͓͚ΔσʔλͷύοΩϯά/ΞϯύοΩϯάΛ
ؚΉ 2࣍ݩۭؒͷ 4ํ޲ͷକྖҬ௨৴Λ 1ߦͰද͢͜ͱ͕Ͱ͖Δ఺͕ίʔυߦ਺࡟ݮͷଟ͘Λ઎Ί͍ͯ
ΔɽDelta-SLOCͷධՁΛݟͯ΋ɼXMP͸ OpenMP࣮૷ͱಉ౳ͷίʔυมߋྔͰϒϩοΫίϨεΩʔ෼
ղɼϥϓϥειϧόͱ΋ʹ࣮૷Ͱ͖͍ͯΔ͜ͱ͕Θ͔ΔɽXMPͷϩʔΧϧϏϡʔʹΑΔ࣮૷͸ 2.5.4અ
ͷϩʔΧϧϏϡʔͷੜ࢈ੑͷධՁͱಉ༷ʹɼcoarrayʹ༻͍Δ഑ྻએݴ࣌ʹ͓͍ͯϓϩάϥϜͷॻ͖׵͑
͕ى͜Δɽ·ͨ tasklet࣮૷ʹ͓͍ͯ͸ɼϊʔυϩʔΧϧͷ௨৴όοϑΝΛԋࢉʹ༻͍Δ࣮૷ͱͨͨ͠
Ίɼͦͷ 2఺ͷΈ͕ஞ࣮࣍૷͔Βͷมߋ఺Ͱ͋Δɽ͔͠͠ɼยଆ௨৴Λ࣮ߦ͢ΔͨΊͷ 2ճͷಉظΛࢦࣔ
จͷઅͱͨ͜͠ͱͰͷߦ਺ͷ࡟ݮ΍ɼఏҊࢦࣔจ಺Ͱยଆ௨৴ͷಉظ͕ࣗಈతʹऔΒΕΔͳͲɼMPIͱൺ
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3.7 ؔ࿈ݚڀ
෼ࢄϝϞϦ؀ڥʹ͓͚ΔλεΫฒྻΛهड़Մೳͳϓϩάϥϛϯάݴޠ΍ϥϯλΠϜϥΠϒϥϦ͸༷ʑ
։ൃ͕ਐΊΒΕ͍ͯΔɽStarPU[57]͸ɼInstitut National de Recherche en Informatique et en Automatique
ʢINRIAʣͰ։ൃ͕ਐΊΒΕ͍ͯΔ CPU΍ԋࢉՃ଎ػߏΛର৅ʹλεΫฒྻ΍ෛՙ෼ࢄΛهड़Մೳͳϥϯ
λΠϜϥΠϒϥϦͰ͋Δɽهड़ํ๏ͱͯ͠ codeletͱݺ͹ΕΔߏ଄ମΛ࢖༻͠ɼ࣮ ߦؔ਺ɼ࣮ ߦϦιʔε΍
ґଘؔ܎ͳͲΛ༧Ίهड़͠ɼλεΫੜ੒࣌ʹ༻͍Δํ๏ΛͱΔɽ࣮ߦϞσϧ͸ OpenMPಉ༷ʹσʔλґଘ
ʹΑΔλεΫฒྻϞσϧΛ࠾༻͓ͯ͠Γɼஞ࣮࣍ߦʹجͮ͘σʔλͷ read/writeʢSTARPU RɼSTARPU W
ٴͼ STARPU RWΛࢦఆʣͰґଘؔ܎Λߏங͢Δɽ෼ࢄϝϞϦ؀ڥͰ࣮ߦ͢Δ৔߹ʹ͸ɼStarPUͱMPI
Λ૊Έ߹Θͤͯ໌ࣔతʹ௨৴Λهड़͢Δɽ·ͨ StarPUʹରͯ͠ɼ࣮ߦ࣌ʹશͯͷϊʔυ͕શͯͷλεΫ
ʹ౸ୡ͢Δͱ͍͏੍໿Λ෇͚ͯσʔλ෼ࢄΛ༧Ίࢦఆ͓ͯ͘͜͠ͱͰɼશϊʔυ͕શ͘ಉ͡λεΫάϥϑ
Λੜ੒͢Δ͜ͱ͕ՄೳͱͳΓɼͦͷάϥϑΛجʹ StarPU͕ϊʔυؒͰͷσʔλґଘΛ൑அ͠ɼ௨৴Λࣗ
ಈੜ੒͢Δ͜ͱ΋ՄೳͰ͋ΔɽQueuing and Runtime for Kernels on DistributedʢQUARK-Dʣ[58]͸ςω
γʔେֶʹΑΓ։ൃ͕ਐΊΒΕ͍ͯΔ෼ࢄϝϞϦ؀ڥΛର৅ͱͨ͠λεΫฒྻॲཧΛهड़ՄೳͳϥϯλΠ
ϜϥΠϒϥϦͰ͋ΔɽઌߦݚڀͰ͋Δ QUARK[59]͸ڞ༗ϝϞϦ؀ڥͷΈΛରԠͱ͍͕ͯͨ͠ɼQUARK
ͷλεΫهड़ʹରͯ͠λεΫͷ ID΍λεΫ಺ͷԋࢉͰ༻͍Δ෼ࢄσʔλΛ࣋ͭϊʔυ൪߸Λ໌ࣔ͢Δ͜
ͱͰɼ෼ࢄϝϞϦ؀ڥʹରԠ͍ͯ͠Δɽ࣮ߦϞσϧ͸ StarPUɼOpenMPͱಉ༷ʹσʔλґଘʹجͮ͘λ
εΫฒྻϞσϧΛ࠾༻͓ͯ͠ΓɼINPUTɼOUTPUT ٴͼ INOUT ͰσʔλґଘΛهड़͢ΔɽStarPU*1΍
QUARK-D ͸ͲͪΒ΋ϥϯλΠϜϥΠϒϥϦͰ͋ΓɼλεΫͱ࣮ͯ͠ߦ͢Δؔ਺ɼσʔλґଘɼ࣮ߦϦ
ιʔεͳͲଟ͘ͷ੍ޚߏจΛؔ਺ܗࣜͰશͯ໌ࣔతʹهड़͢Δඞཁ͕͋ΔɽຊݚڀͰఏҊ͢ΔλεΫฒྻ
Ϟσϧ͸ɼPGAS ϞσϧΛجʹͨ͠ࢦࣔจϕʔεͷهड़Λఏڙ͢Δɽैͬͯɼஞ࣍ͷ࣮૷Λҡ࣋ͭͭ͠
෼ࢄϝϞϦ؀ڥʹ͓͚Δϓϩάϥϛϯά͕ՄೳͰ͋ΓɼλεΫґଘ΋ࢦࣔจʹΑΔ؆қͳهड़ͱͳͬͯ
͍Δɽ
UPC++[4]͸ɼUPC++ Specification Working GroupʹΑͬͯఏҊ͞Ε͍ͯΔ C++ϕʔεͷ PGASݴޠ
Ͱ͋ΓɼͦͷػೳͷҰͭͱͯ͠λεΫฒྻ࣮ߦΛఏڙ͍ͯ͠ΔɽUPC++Ͱ͸෼ࢄϝϞϦ؀ڥͰͷλεΫ
ฒྻهड़ͷͨΊʹ event-drivenͱ finish-asyncͷ 2छྨͷϓϩάϥϛϯάϞσϧΛ࠾༻͍ͯ͠Δɽevent-
driven Ϟσϧ͸ Phalanx[60]ɼfinish-async Ϟσϧ͸ X10[7] ͷϓϩάϥϛϯάϞσϧΛ౿ऻ͍ͯ͠Δɽ
event-drivenϞσϧ͸ eventʹΑΓλεΫґଘΛهड़͢ΔɽUPC++͕ఏڙ͢Δ async()ɼasync after()ʹɼ
ؔ਺Ͱهड़͞ΕͨλεΫͱ eventΛهड़͢Δ͜ͱͰɽasync()ʹهड़͞ΕͨλεΫͷ࣮ߦޙʹ async after()
ͷλεΫͷ࣮ߦ͕։࢝͞ΕΔɽҰํͰɼfinish-asyncϞσϧ͸ finishߏจ಺ʹෳ਺ͷλεΫ͕هड़͞Εɼߏ
จ಺ʹهड़͞ΕͨλεΫ͸ฒྻʹ࣮ߦ͞ΕΔɽfinishߏจ͸׬ྃಉظ΋ؚΜͰ͓ΓɼશͯͷλεΫͷऴྃ
ޙʹ finishߏจΛൈ͚Δɽevent-drivenɼfinish-asyncϞσϧͱຊݚڀͰఏҊ͢ΔλεΫฒྻϞσϧͷൺֱ
Λࣔ͢ɽfinish-asyncϞσϧ͸λεΫͷґଘؔ܎Λهड़ՄೳͳϞσϧͰ͸ͳ͍ɽ·ͨɼevent-drivenϞσϧ
͸ґଘؔ܎͸هड़Մೳ͕ͩɼґଘهड़͸σʔλґଘͰ͸ͳ͘ผ్ eventΛ༻ҙ͠λεΫϑϩʔΛهड़͢Δ
*1 StarPU͸ C޲͚ʹσʔλґଘΛهड़Մೳͳࢦࣔจ΋ఏڙ͍ͯ͠Δ͕ɼ෼ࢄϝϞϦ؀ڥʹ͸ରԠ͍ͯ͠ͳ͍ɽ
83 ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά
ඞཁ͕͋ΔɽλεΫ಺Ͱ࣮ߦ͞ΕΔԋࢉͱ͸ؔ܎ͷͳ͍ eventͷࢦఆ͕ඞཁͱͳΔͨΊɼσʔλґଘͰه
ड़͢ΔఏҊϞσϧͱൺֱ͢Δͱґଘهड़Λ௚ײతʹهड़͢Δ͜ͱ͸೉͍͠ͱߟ͑ΒΕΔɽ
OmpSs[61] ͸ɼBarcelona Supercomputing CenterʢBSCʣ͕ݚڀ։ൃΛਐΊ͍ͯΔڞ༗ϝϞϦ΍σό
Πε޲͚ͷσʔλґଘʹجͮ͘λεΫฒྻϓϩάϥϛϯάϞσϧͰ͋ΔɽOmpSs Ͱ͸σʔλґଘΛ
dependઅͰ͸ͳ͘ inɼoutٴͼ inoutઅͰهड़͢ΔҎ֎͸ɼ3.1.1અͷ OpenMPʹΑΔσʔλґଘ
ͱಉ౳ͷهड़Ͱ͋ΔɽOpenMP ͱҟͳΔ఺ͱ࣮ͯ͠ߦϞσϧ͕ڍ͛ΒΕΔɽOpenMP ͸ parallel ࢦ
ࣔจʹΑΔ fork-joinϞσϧͰ͋Δ͕ɼOmpSs͸ thread-poolϞσϧΛ࠾༻͍ͯ͠Δɽfork-joinϞσϧͰ
͸ parallel ࢦࣔจΛهड़͢Δ͜ͱͰεϨου͕ੜ੒͞ΕɼͦͷϒϩοΫ಺ͰεϨου͕ฒྻʹ࣮ߦ
͞ΕΔɽҰํͰ thread-pool ϞσϧͰ͸ɼϓϩάϥϜ࣮ߦ։࢝࣌ʹશεϨου͕ੜ੒͞ΕɼϚελʔε
Ϩου͕ϓϩάϥϜΛ࣮ߦ͢ΔɽͦͷଞͷεϨου͸ɼϚελʔεϨου͕ϫʔΫγΣΞϦϯά͕ࢦఆ͞
Εͨϧʔϓ΍λεΫʹ౸ୡ͠ɼฒྻ࣮ߦ͕ඞཁͱͳΔ·Ͱ଴ػ͢ΔɽैͬͯɼOpenMP ͷΑ͏ʹ໌ࣔత
ʹ parallelࢦࣔจΛهड़͢Δඞཁ͕ͳ͍ɽ෼ࢄϝϞϦ؀ڥͰ࣮ߦ͢Δ৔߹ʹ͸ OmpSsͷλεΫ಺Ͱ
MPIͷ P2P௨৴Λهड़͢Δํ๏͕औΒΕΔ [52]ɽMPIͷ௨৴Λϊʔυؒͷґଘؔ܎ͱ͠ɼ௨৴ͷ׬ྃΛ
ϊʔυؒͷґଘؔ܎͕ղফͨ͠ͱ͍ͯ͠Δɽ͜ͷ৔߹ɼ࣮ߦϞσϧ͸ຊݚڀͰͷఏҊϞσϧͱಉ౳Ͱ͋
Δɽ͔͠͠ɼهड़͸ OmpSs+MPI͕ඞཁͱͳΓɼOmpSsͷσʔλґଘهड़ʹՃ͑ͯɼϊʔυؒͷσʔλ
ґଘΛMPI௨৴Ͱશͯ໌ࣔతʹ؅ཧ͢Δඞཁ͕͋ΔɽఏҊϞσϧͰ͸ϊʔυ಺/ؒͷґଘؔ܎Λ XMPͰ
౷Ұతʹهड़Մೳͱ͢Δɽ
OmpSs[62]Ͱ͸͞Βʹɼmaster-slaveϞσϧʹΑΔ෼ࢄϝϞϦ؀ڥʹରԠͨ͠λεΫฒྻϞσϧ΋ఏҊ
͍ͯ͠Δɽ͜ͷϞσϧͰ͸ɼOmpSsͷ taskࢦࣔจ͕هड़͞ΕͨλεΫʹ targetࢦࣔจΛ௥Ճ͢Δͷ
ΈͰ෼ࢄϝϞϦ؀ڥͰ࣮ߦՄೳͱͳΔɽ࣮ߦϊʔυ͸ɼϚελʔϊʔυͱεϨʔϒϊʔυʹ෼ྨ͞ΕɼϚ
ελʔϊʔυ͕શͯͷλεΫΛల։͠εϨʔϒϊʔυʹରͯ͠ɼόοϑΝ֬อɼσʔλίώʔϨϯγΛͱ
ΔͨΊͷ௨৴ٴͼλεΫ࣮ߦͷͨΊͷγάφϧΛૹΔɽैͬͯɼϓϩάϥϜશମͰ࢖༻ՄೳͳϝϞϦྔ͸
ϚελʔϊʔυͷϝϞϦྔͱಉ౳ͱͳΓɼσʔλ෼ࢄ΍௨৴͸શͯ OmpSsϥϯλΠϜ͕ܾఆ͠҉໧ʹ࣮
ߦ͞ΕΔɽฒྻϓϩάϥϛϯάͷܦݧ͕গͳ͍Ϣʔβʹͱͬͯɼ҉໧ͷσʔλ෼ࢄ΍௨৴͸؆қʹฒྻ࣮
ߦ͕࣮ݱՄೳͰ͋Γ༗༻Ͱ͋Δɽ͔͠͠ɼ҉໧ʹ࣮ߦ͞ΕΔϓϩάϥϜͷڍಈΛ௥͏͜ͱ͸೉͘͠ɼੑೳ
ղੳ΍νϡʔχϯάΛࠔ೉ʹ͢ΔɽຊݚڀͰఏҊ͢Δ PGASݴޠ XMPʹجͮ͘λεΫฒྻϞσϧͰ͸ɼ
σʔλ෼ࢄ΍ฒྻ࣮ߦɼ௨৴ɾಉظ͸؆қͳهड़ͷࢦࣔจͰશͯ໌ࣔతʹࣔ͢ඞཁ͕͋ΔɽͦΕ͸ࢦࣔจ
Λهड़͠ͳ͚Ε͹ҙਤ͠ͳ͍ಈ࡞͕ى͜Βͳ͍͜ͱΛࣔ͢ɽैͬͯɼϓϩάϥϜͷڍಈ͕௥͍΍͘͢ɼσ
όοά΍ੑೳνϡʔχϯά͕͠΍͍͢ͱ͍͏ಛ௃͕͋Δɽ
λεΫฒྻΛهड़Մೳͳڞ༗ϝϞϦ޲͚ͷϓϩάϥϛϯάϞσϧ͸ɼOpenMPɼThread Building Blocks
ʢTBBʣ[63]ɼCilk Plus[64]΍ Chapel[5]ͳͲ༷ʑ͋ΔɽຊݚڀͰ͸ɼλεΫґଘϞσϧʹΑΔ PGASݴ
ޠ΁ͷରԠΛ໨తͱ͍ͯ͠ΔͨΊɼଟ͘ͷϓϩάϥϛϯάϞσϧͷதͰ΋ OpenMPΛ࠾༻ͨ͠ɽ
3.8 ·ͱΊ
ϝχʔίΞϓϩηοαΛ࣋ͭେن໛ͳฒྻγεςϜʹ͓͚ΔฒྻϓϩάϥϜͷੑೳɼੜ࢈ੑͷ޲্Λ໨
తͱͯ͠ɼPGASϞσϧʹΑΔσʔλґଘʹجͮ͘λεΫฒྻϞσϧͷఏҊΛߦͬͨɽσʔλґଘʹΑΔ
λεΫฒྻ࣮૷Λ͢Δ͜ͱͰɼै དྷͷ OpenMPͷϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯά͕಺แ͢Δશମಉ
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ظΛഉআ͠λεΫؒͷҰରҰಉظʹΑΔߴ଎Խ΍ɼϊʔυΛލΔλεΫؒͷґଘؔ܎Λ௨৴Ͱද͠ɼPGAS
ϞσϧʹΑΔ؆қͳ௨৴هड़Ͱϊʔυ಺/ؒͷλεΫґଘΛ౷Ұతʹهड़Մೳͱ͢Δ͜ͱʹΑΔੜ࢈ੑͷ
޲্Λ໨తͱͨ͠ɽຊݚڀͰ͸ɼPGASݴޠ XMPΛର৅ͱ͠λεΫฒྻΛهड़Մೳͳ taskletࢦࣔจ
ʹՃ͑ɼλεΫ಺Ͱͷ෼ࢄ഑ྻʹର͢Δ௨৴Λهड़Մೳͳ tasklet gmoveɼtasklet reflectࢦ
ࣔจͱยଆ௨৴Λ࣮ߦՄೳͱ͢Δ putɼput readyɼgetٴͼ get readyઅΛఏҊͨ͠ɽ·ͨɼλε
Ϋੜ੒ࣗମͷੑೳ޲্΍Ұఆಈ࡞Λ͢Δ taskyieldࢦࣔจΛ࣮ݱ͢ΔͨΊʹܰྔεϨουϥΠϒϥϦ
ArgobotsʹΑΔฒྻλεΫ࣮ߦͷ࣮૷΍ɼMPI THREAD MULTIPLEʹΑΔϚϧνεϨουͰͷ௨৴ੑ
ೳ௿ԼΛվળ͢ΔͨΊͷ 1εϨου΁ͷ௨৴ҕৡʹΑΔ௨৴࠷దԽΛߦͬͨɽఏҊࢦࣔจʹΑΓϒϩοΫ
ίϨεΩʔ෼ղͱϥϓϥειϧόΛ࣮૷͠ɼैདྷͷϧʔϓฒྻͱλεΫฒྻɼOpenMPͱ Argobotsɼ௨
৴࠷దԽͷ༗ແͷൺֱΛߦͬͨɽϒϩοΫίϨεΩʔ෼ղɼϥϓϥειϧόͱ΋ʹϧʔϓฒྻͱൺֱ͠
ͯλεΫฒྻʹΑΔੑೳ޲্Λ֬ೝͨ͠ɽ·ͨɼArgobotsʹΑΔ࣮૷ͱ͢Δ͜ͱͰɼOpenMPͰ͸ෆఆ
ͩͬͨ taskyieldࢦࣔจʹΑΔλεΫεΠονϯά͕Ұఆಈ࡞Λ͢ΔΑ͏ʹͳΓɼ௨৴Λ࣮ߦ͢Δλ
εΫ͕௨৴׬ྃ·ͰεϨουΛઐ༗ͤͣɼεϨου಺ʹ͓͍ͯ΋௨৴ͱԋࢉͷΦʔόϥοϓΛ࣮ߦՄೳͱ
ͨ͠ɽ௨৴࠷దԽͰ͸ɼϥϓϥειϧό͸௨৴ճ਺͕গͳ͍ͨΊϚϧνεϨου௨৴ʹΑΔେ͖ͳੑೳ௿
Լ͕ى͖ͣɼ௨৴ҕৡʹΑΔ࠷దԽͷޮՌ͸ಘΒΕͳ͔͕ͬͨɼϒϩοΫίϨεΩʔ෼ղʹ͓͍ͯ͸λε
Ϋฒྻ࣮૷Ҏ্ͷੑೳ޲্Λ֬ೝͨ͠ɽ·ͨɼੜ࢈ੑͷ؍఺͔Β΋άϩʔόϧϏϡʔͰ͸ɼஞ࣍ϓϩάϥ
ϜͷσʔλίϐʔͷΑ͏ͳهड़Ͱͷ௨৴΍ɼ෼ࢄ഑ྻΛࢦఆ͢Δ͚ͩͷକྖҬ௨৴ΛλεΫ্Ͱ؆қʹه
ड़Մೳͱͨ͠ɽϩʔΧϧϏϡʔͰ͸ɼยଆ௨৴Λ࣮ߦ͢ΔͨΊͷෳ਺ճͷಉظΛ taskletࢦࣔจͷઅͱ
ͯ͠هड़Մೳͱ͠ɼϢʔβ͕શͯͷ௨৴Λ໌ࣔతʹهड़͢Δෛ୲Λܰݮ͍ͯ͠Δɽ݁Ռͱͯ͠ɼXMPʹ
ΑΔλεΫฒྻϞσϧʹΑΓɼैདྷͷϧʔϓฒྻͱൺֱͯ͠ߴ͍ੑೳ͕ಘΒΕɼMPI+OpenMPهड़ͱൺ
ֱͯ͠ΑΓ؆қͳ࣮૷ΛՄೳͱͨ͠ɽ
ࠓޙͷ՝୊ͱͯ͠ɼOmni XMP Compiler ͷ tasklet ࢦࣔจͷτϥϯεϨʔλ෦ͷ࣮૷Λ׬ྃͤ͞ɼ
ϒϩοΫίϨεΩʔ෼ղ΍ϥϓϥειϧόͷ XMP࣮૷ͷੑೳධՁΛߦ͏͜ͱ΍ɼϋΠϒϦουϏϡʔಉ
༷ʹ࣮ΞϓϦέʔγϣϯͳͲͷෳࡶͳ࣮૷΁ͷద༻Λߦ͏͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼยଆ௨৴ʹΑΔλε
Ϋฒྻ࣮ߦͷੑೳ޲্ͷͨΊʹɼยଆ௨৴࣮ߦͷͨΊͷ௨৴ճ਺Λ࡟ݮՄೳͳ௨৴ํ๏ͷ࣮ݱ͕ڍ͛ΒΕ
Δɽจݙ [65]Ͱ͸ɼยଆ௨৴ࣗମʹ notifyΛ෇͚ɼยଆ௨৴ͱ׬ྃ௨஌Λ 1ճͷ௨৴ͱ͢Δ͜ͱͰ௨৴
ੑೳΛ޲্Λ͍ͤͯ͞Δɽ͜ͷख๏ΛλεΫฒྻʹ͓͚Δยଆ௨৴ʹ΋ಋೖ͢Δ͜ͱͰɼ௨৴ճ਺࡟ݮʹ
ΑΔੑೳ޲্͕ظ଴͞ΕΔɽ
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4.1 ݁࿦
ຊݚڀͰ͸ɼେن໛ͳ෼ࢄϝϞϦγεςϜʹ͓͚ΔฒྻϓϩάϥϜͷੑೳͱੜ࢈ੑͷ޲্Λ໨తͱ͠
ͨɽ·ͣɼੜ࢈ੑͷ޲্Λ໨తͱͯ͠ɼPGASϞσϧΛجʹͨ͠ϋΠϒϦουϏϡʔͷఏҊΛߦͬͨɽϋ
ΠϒϦουϏϡʔ͸ɼάϩʔόϧϏϡʔͷ؆қͳσʔλ෼ࢄɼฒྻ࣮ߦٴͼ௨৴ɾಉظΛهड़Մೳͱͭ͠
ͭɼϩʔΧϧͳ໊લۭؒͰͷϓϩάϥϜΛٻΊΒΕΔΑ͏ͳෳࡶͳ௨৴ʹରͯ͠͸ϩʔΧϧϏϡʔͷ؆қ
ͳهड़ʹΑΔยଆ௨৴Λهड़Մೳͱ͢ΔɽఏҊϞσϧʹΑΓɼैདྷͰ͸άϩʔόϧϏϡʔͷద༻͕ࠔ೉ͳ
ϓϩάϥϜʹରͯ͠΋෦෼తʹద༻ՄೳͱͳΓɼϓϩάϥϜશମͱͯ͠ͷੜ࢈ੑΛ޲্ͤ͞Δ͜ͱ͕Մೳ
ͱͳΔɽຊݚڀͰ͸ɼPGASݴޠ XMPΛର৅ͱ͠ɼXMPͷάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ
߹ΘͤͨϋΠϒϦουϏϡʔΛ༻͍ͯ֩༥߹γϛϡϨʔγϣϯίʔυ GTC-Pͷ࣮૷Λߦ͍ɼΦϦδφϧ
ͷ MPI࣮૷ͱൺֱΛ͢Δ͜ͱͰੑೳͱੜ࢈ੑͷධՁΛߦͬͨɽϋΠϒϦουϏϡʔʹΑΔ࣮૷Ͱ͸ɼΦ
Ϧδφϧͷ࣮૷ΛؚΉϩʔυΠϯόϥϯε͕ൃੜ͢ΔҰ෦ͷධՁΛআ͖ɼMPI ࣮૷ʹ͍ۙੑೳΛୡ੒͠
ͨɽੜ࢈ੑͷ؍఺͔Β͸ɼάϩʔόϧϏϡʔʹΑΔྖҬ෼ׂʹΑΓɼஞ࣮࣍૷ʹࢦࣔจΛ௥Ճ͢ΔͷΈͰ
ͷฒྻԽ΍ɼྡ઀֨ࢠ఺ؒͷ௨৴Λ reflectࢦࣔจ 1ߦͰهड़͢Δ͜ͱ͕ՄೳͰ͋ΔͨΊ؆қͳ࣮૷ͱ
ݴ͑Δɽ·ͨɼϩʔΧϧϏϡʔͷ coarray͸ɼ഑ྻ୅ೖจܗࣜͰ௨৴Λهड़Մೳͳ͜ͱ͔ΒɼMPIͱൺֱ
ͯ͠ΑΓ௚ײతͳͨΊՄಡੑ͕ߴ͘ɼXMP͕ࣗಈͰ௨৴ͷ੔߹ੑΛͱΔͨΊ௨৴هड़΋༰қͰ͋ΔɽҎ
্ͷ͜ͱ͔ΒɼPIC๏ʹؚ·ΕΔ֤ϓϩηεͷԋࢉྔ͕ಈతʹมԽ͢ΔཻࢠيಓԋࢉͷΑ͏ͳɼάϩʔό
ϧϏϡʔͷΈͰ࣮૷͢Δ͜ͱ͕ࠔ೉ͳෳࡶͳΞϧΰϦζϜʹରͯ͠΋ɼXMPͷϓϩάϥϛϯάϞσϧΛ
૊Έ߹ΘͤΔ͜ͱͰ࣮૷͕ՄೳʹͳΓɼ͞ΒʹҰఆͷੑೳΛอͪͭͭɼ؆ศ͔ͭεέʔϥϒϧʹهड़Ͱ͖
Δࣄ͕ࣔ͞Εͨɽ
ͨͩ͠ɼϋΠϒϦουϏϡʔ͸ϊʔυؒͰͷ௨৴ɼσʔλ෼ׂ΍ฒྻ࣮ߦΛ؆қʹهड़Մೳͱ͍ͯ͠Δ
ϞσϧͰ͋Γɼۙ೥ొ৔͍ͯ͠ΔϝχʔίΞϓϩηοαΛ౥ࡌ͢ΔγεςϜʹ͓͍ͯ͸ϊʔυؒฒྻʹՃ
͑ͯɼϊʔυ಺ฒྻͷੑೳɼੜ࢈ੑ΋ߟྀʹೖΕΔඞཁ͕͋Δɽͦ͜ͰɼϝχʔίΞϓϩηοαΛ࣋ͭେ
ن໛ͳฒྻγεςϜʹ͓͚ΔฒྻϓϩάϥϜͷੑೳɼੜ࢈ੑͷ޲্Λ໨తͱͯ͠ɼPGAS ϞσϧʹΑΔ
σʔλґଘʹجͮ͘λεΫฒྻϞσϧͷఏҊΛߦͬͨɽσʔλґଘʹΑΔλεΫฒྻ࣮૷Λ͢Δ͜ͱͰɼ
ैདྷͷ OpenMPͷϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯά͕಺แ͢ΔશମಉظΛഉআ͠ɼλεΫؒͷҰର
ҰಉظʹΑΔߴ଎ԽΛ࣮ݱ͢Δɽ·ͨɼϊʔυΛލΔλεΫؒͷґଘؔ܎Λ௨৴Ͱද͠ɼPGAS Ϟσϧ
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ʹΑΔ؆қͳ௨৴هड़Ͱϊʔυ಺/ؒͷλεΫґଘΛ౷Ұతʹهड़Մೳͱ͢ΔɽຊݚڀͰ͸ɼPGASݴޠ
XMPΛର৅ͱ͠ taskletࢦࣔจΛఏҊ͠ɼఏҊࢦࣔจʹΑΔϒϩοΫίϨεΩʔ෼ղͱϥϓϥειϧ
όͷ࣮૷Λߦ͍ɼैདྷͷϧʔϓฒྻʹΑΔ࣮૷ͱͷੑೳɼੜ࢈ੑͷൺֱΛߦͬͨɽ݁Ռͱͯ͠ɼ྆ϕϯν
ϚʔΫʹ͓͍ͯλεΫฒྻͰهड़͢Δ͜ͱͰɼϧʔϓฒྻʹΑΔ࣮૷ΑΓ΋ߴ͍ੑೳΛୡ੒ͨ͠ɽ·ͨɼ
ੜ࢈ੑͷ؍఺͔Β΋ɼάϩʔόϧϏϡʔͰ͸ɼ෼ࢄ഑ྻʹରͯ͠഑ྻ୅ೖจܗࣜͰͷஞ࣍ϓϩάϥϜͷ
σʔλίϐʔͷΑ͏ͳهड़Ͱͷ௨৴΍ɼ෼ࢄ഑ྻΛࢦఆ͢Δ͚ͩͷକྖҬ௨৴ΛλεΫ্Ͱ؆қʹهड़Մ
ೳͱͨ͠ɽϩʔΧϧϏϡʔͰ͸ɼยଆ௨৴Λ࣮ߦ͢ΔͨΊͷෳ਺ճͷಉظΛ tasklet ࢦࣔจͷઅͱ͠
ͯهड़Մೳͱ͠ɼϢʔβ͕શͯͷ௨৴Λ໌ࣔతʹهड़͢Δෛ୲Λܰݮ͍ͯ͠ΔɽϓϩάϥϜશମͱͯ͠ɼ
OpenMP ͱ΄΅ಉ౳ͷهड़Ͱ෼ࢄϝϞϦ؀ڥ্ͰͷλεΫฒྻΛՄೳͱͨ͜͠ͱ͔Βੜ࢈ੑͷߴ͞΋ࣔ
ͨ͠ɽੑೳ࠷దԽʹؔͯ͠͸ɼλεΫੜ੒ͷܰྔԽ΍Ұఆಈ࡞Λ͢Δ taskyieldࢦࣔจΛ࣮ݱ͢Δͨ
ΊʹܰྔεϨουϥΠϒϥϦ ArgobotsʹΑΔฒྻλεΫ࣮ߦͷ࣮૷΍ɼϚϧνεϨου؀ڥͰͷ௨৴ੑ
ೳ௿ԼΛվળ͢ΔͨΊͷ௨৴࠷దԽΛߦͬͨɽ݁Ռͱͯ͠ɼ௨৴ճ਺͕গͳ͍ϥϓϥειϧόʹ͓͍ͯ͸
௨৴࠷దԽͷޮՌ͸ಘΒΕͳ͔͕ͬͨɼϒϩοΫίϨεΩʔ෼ղʹରͯ͠͸ޮՌ͕͋Γੑೳ޲্Λ֬ೝ
ͨ͠ɽ
4.2 ࠓޙͷ՝୊
ࠓޙͷ՝୊ͱͯ͠ɼϋΠϒϦουϏϡʔϞσϧʹΑΔ֩༥߹γϛϡϨʔγϣϯίʔυ GTC-Pͷ࣮૷Ͱ
͸ɼXMP/Cͷ coarrayͷϥϯλΠϜϥΠϒϥϦΛผͷยଆ௨৴ϥΠϒϥϦʹΑΓ࣮૷͠ɼੑೳධՁΛߦ
͏͜ͱ͕ڍ͛ΒΕΔɽOmni XMP CompilerͰ͸ɼ2018೥ 1݄ݱࡏ coarrayͷϥϯλΠϜϥΠϒϥϦͷ࣮
૷ʹMPIΛ༻͍࣮ͨ૷͕௥Ճ͞Ε͓ͯΓɼͦΕΛ༻͍ͨධՁ΍ɼGASPI΍ ComExͳͲͷଞͷ PGAS޲
͚ͷ௨৴ϥΠϒϥϦΛ༻͍࣮ͯ૷͢Δ͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼຊݚڀͰ͸ɼ෼ࢄ഑ྻ͸શͯ੩తʹ֬อ
͞Εͨ഑ྻΛର৅ͱͨͨ͠Ίɼtemplate fix ࢦࣔจ΍ xmp malloc() Λ༻͍ͨಈతͳ෼ࢄ഑ྻΛ༻͍
࣮ͨ૷Λߦ͏͜ͱ͕ڍ͛ΒΕΔɽੑೳධՁͰ༻͍ͨαΠζ A͸໰୊εέʔϧͱͯ͠খن໛Ͱ͋ͬͨͨΊɼ
ITERͷΑ͏ͳେن໛ͳ֩༥߹૷ஔʹରԠͨ͠໰୊αΠζΛղ͍ͨ৔߹ͷධՁ΍ɼXACCΛ༻͍ͨ GPU
Ϋϥελ޲͚ͷ࣮૷Λߦ͏͜ͱ͕ߟ͑ΒΕΔɽ
PGASϞσϧʹΑΔϝχʔίΞγεςϜ޲͚λεΫฒྻϓϩάϥϛϯάϞσϧͷఏҊͰ͸ɼOmni XMP
Compilerͷ taskletࢦࣔจͷτϥϯεϨʔλ෦ͷ࣮૷Λ׬ྃͤ͞ɼϒϩοΫίϨεΩʔ෼ղ΍ϥϓϥ
ειϧόͷ XMP࣮૷ͷੑೳධՁΛߦ͏͜ͱ΍ɼϋΠϒϦουϏϡʔಉ༷ʹ࣮ΞϓϦέʔγϣϯͳͲͷෳ
ࡶͳ࣮૷΁ͷద༻Λߦ͏͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼยଆ௨৴ʹΑΔλεΫฒྻ࣮ߦͷੑೳ޲্ͷͨΊʹɼ
ยଆ௨৴࣮ߦͷͨΊͷ௨৴ճ਺Λ࡟ݮՄೳͳ௨৴ํ๏ͷ࣮ݱ͕ڍ͛ΒΕΔɽจݙ [65]Ͱ͸ɼยଆ௨৴ࣗ
ମʹ notifyΛ෇͚ɼยଆ௨৴ͱ׬ྃ௨஌Λ 1ճͷ௨৴ͱ͢Δ͜ͱͰ௨৴ੑೳΛ޲্Λ͍ͤͯ͞Δɽ͜ͷख
๏ΛλεΫฒྻʹ͓͚Δยଆ௨৴ʹ΋ಋೖ͢Δ͜ͱͰɼ௨৴ճ਺࡟ݮʹΑΔੑೳ޲্͕ظ଴͞ΕΔɽ
·ͨɼTop500ΛݟΔͱ GPU Λ୅දͱ͢ΔԋࢉՃ଎ػߏΛ౥ࡌ͢ΔγεςϜ΋ϝχʔίΞϓϩηοα
Ҏ্ʹଟ͘ొ৔͍ͯ͠ΔɽԋࢉՃ଎ػߏʹର͢Δϓϩάϥϛϯά͸ CUDA΍ OpenCLɼࢦࣔจϕʔεͳ
Β OpenACC΍ OpenMP͕୅දతͳݴޠ΍ϞσϧͰ͋Γɼϗετϓϩηοα͔ΒԋࢉΛΦϑϩʔυ͢Δ
ܗͰϓϩάϥϜΛهड़͢ΔɽOpenMPͷ࢓༷ 4.0΍ OmpSs[66]Ͱ͸ɼtargetࢦࣔจͰԋࢉΛΦϑϩʔ
υ͢Δ͜ͱ͕ՄೳͰ͋ΓɼͦͷϒϩοΫ಺Ͱϧʔϓฒྻ΍λεΫฒྻ͕هड़ՄೳͰ͋ΔɽຊݚڀͰ΋༻͍
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ͨ OpenMPͷσʔλґଘʹجͮ͘λεΫฒྻ͸ԋࢉՃ଎ػߏ্Ͱ࣮ߦՄೳͰ͋ΓɼϝχʔίΞϓϩηο
αͱಉ༷ʹશମಉظͰ͸ͳ͘λεΫؒͷࡉཻ౓ͳಉظʹΑΔߴ଎Խ͕ݟࠐΊΔɽԋࢉՃ଎ػߏΛ౥ࡌ͢Δ
Ϋϥελ͸ɼϝχʔίΞγεςϜಉ༷ͷMPI+OpneMPهड़ʹՃ͑ͯɼtargetࢦࣔจʹΑΔԋࢉՃ଎ػ
ߏ΁ͷσʔλసૹ·Ͱߟྀͨ͠ϓϩάϥϛϯά͕ඞཁͱͳΓɼهड़͸͞ΒʹෳࡶͱͳΔɽͦ͜Ͱɼຊݚڀ
ͰఏҊͨ͠ taskletࢦࣔจΛԋࢉՃ଎ػߏ޲͚ʹ֦ு͠ɼGPUͳͲͷԋࢉՃ଎ػߏΛ౥ࡌ͢ΔΫϥε
λʹ͓͍ͯ΋ɼσʔλґଘʹجͮ͘λεΫฒྻΛ༻͍ͯߴ଎ԽΛߦ͍ɼԋࢉՃ଎ػߏΛؚΊͯλεΫґଘ
Ͱ౷Ұతʹهड़Մೳͱ͠ੜ࢈ੑΛ޲্ͤ͞Δ͜ͱ͕ɼࠓޙͷ՝୊ͱͯ͠ڍ͛ΒΕΔɽ
ۙ೥Ͱ͸ɼϨΠςϯγॏࢹͷ CPUͱɼεϧʔϓοτॏࢹͷԋࢉՃ଎ػߏʢGPUͳͲʣͷؒΛຒΊΔத
ؒͷσόΠεͱͯ͠ Field Programmable Gate ArrayʢFPGAʣ͕஫໨ΛूΊ͍ͯΔɽFPGAʹΑΔฒྻΫ
ϥελͷ։ൃ΋ਐΊΒΕ͓ͯΓɼஜ೾େֶͰ͸ Accelerator in SwitchʢAiSʣ[67]ͱ͍͏ɼ௨৴ػߏΛؚΉ
FPGA্ʹΞϓϦέʔγϣϯಛԽͷԋࢉػߏΛ૊ΈࠐΉίϯηϓτͰ࣍ੈ୅ฒྻΫϥελͷݚڀ։ൃ͕ਐ
ΊΒΕ͍ͯΔɽFPGA ͸ Verilog HDL ʹΑΔϓϩάϥϛϯά͕Ұൠత͕ͩɼΑΓ্ҐͷݴޠΑΓ FPGA
ͷճ࿏Λੜ੒͢ΔߴҐ߹੒ͷٕज़ͷීٴʹΑΓɼۙ೥Ͱ͸ OpenCLͰͷϓϩάϥϛϯά͕Մೳͱͳͬͨɽ
͔͠͠ɼOpenCLͰͷهड़΋؆қͱ͸ݴ͑ͣɼ͞Βʹ OpenMP΍ OpenACCͷࢦࣔจϕʔεͰͷهड़Λ
Մೳͱ͢Δݚڀ΋ߦΘΕ͍ͯΔ [68]ɽ·ͨɼOpenMPͷλεΫϞσϧΛ FPGAʹద༻͢Δݚڀ [69]΋ਐ
ΊΒΕ͓ͯΓɼFPGAΛ౥ࡌ͢ΔΑ͏ͳ࣍ੈ୅ฒྻΫϥελʹ͓͚Δੑೳ΍ੜ࢈ੑͷ޲্ͷͨΊʹɼຊݚ
ڀͰఏҊͨ͠෼ࢄϝϞϦ؀ڥͰಈ࡞Մೳͳ taskletࢦࣔจΛద༻͠ɼධՁΛߦ͏͜ͱ͕ࠓޙͷ՝୊ͱ͠
ͯڍ͛ΒΕΔɽ
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ຊ࿦จΛࣥච͢Δʹ͋ͨΓɼ5೥ؒͱ͍͏௕͍ظؒɼஸೡͰ೤৺ͳ͝ࢦಋΛͯ͠௖͖·ͨ͠ஜ೾େֶγ
εςϜ৘ใ޻ֶݚڀՊڭतʢ࿈ܞେֶӃʣɾࠤ౻ࡾٱઌੜʹ৺͔ΒײँΛਃ্͛͠·͢ɽ·ͨɼ͓๩͍͠
தɼຊ࿦จͷ෭ࠪΛҾ͖ड͚ͯ௖͖·ͨ͠ஜ೾େֶܭࢉՊֶݚڀηϯλʔڭतɾ๿ହ༞ઌੜɼஜ೾େֶγ
εςϜ৘ใ޻ֶݚڀՊڭतɾُࢁ޾ٛઌੜɼ౦๺େֶαΠόʔαΠΤϯεηϯλʔڭतɾୌ୔׮೭ઌੜɼ
ஜ೾େֶγεςϜ৘ใ޻ֶݚڀՊ।ڭतɾલాರ࢘ઌੜʹਂ͘ײँக͠·͢ɽ೔ࠒΑΓ͓ੈ࿩ʹͳΓ·͠
ͨஜ೾େֶܭࢉՊֶݚڀηϯλʔڭतɾߴڮେհઌੜɼಉڭतɾݐ෦मݟઌੜɼಉ।ڭतɾ઒ౡӳ೭ઌੜɼ
ಉॿڭɾଟా໺׮ਓઌੜɼಉॿڭɾখྛྒฏઌੜɼஜ೾େֶγεςϜ৘ใ޻ֶݚڀՊ।ڭतɾࢁޱՂथઌ
ੜɼཧԽֶݚڀॴܭࢉՊֶݚڀػߏɾࣇۄ༞ӻത࢜ʹײँͷҙΛද͠·͢ɽ
ຊݚڀͷ਱ߦʹ͋ͨΓ PGASݴޠ XcalableMPʹؔͯ͠਺ʑͷॿݴΛ௖͖·ͨ͠ಉػߏɾଜҪۉത࢜ɼ
ಉػߏɾதඌণ޿ത࢜ɼಉػߏɾཥ௝ൻത࢜ɼגࣜձࣾ෋࢜௨ɾؠԼӳढ़ࢯʹޚྱਃ্͛͠·͢ɽ֩༥߹
γϛϡϨʔγϣϯίʔυ GTC-Pͷ XcalableMPʹΑΔ࣮૷Ͱ͸ɼίʔυఏڙ΍࣮૷ʹؔ͢Δ਺ʑͷ͝ॿ
ྗΛ௖͖·ͨ͠ PrincetonେֶڭतɾWilliam TangઌੜɼಉେֶɾBei Wangത࢜ɼݪࢠྗݚڀ։ൃػߏɾ
ౕլलஉത࢜ʹײँΛਃ্͛͠·͢ɽPGAS Ϟσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯάʹؔ͢ΔݚڀͰ
͸ɼHoustonେֶ΁ͷΠϯλʔϯγοϓΛड͚ೖΕͯͩ͘͞Γɼࢲͷ੿͍ӳޠʹ΋ؔΘΒͣਏ๊ڧٞ͘࿦
ͯ͠௖͖·ͨ͠ɼStoney BrookେֶڭतɾBarbara ChapmanઌੜɼIntel Corp. Dounia Khaldiത࢜ɼCray,
Inc. Deepak Eachempatiത࢜ʹਂ͘ײँΛ͢Δͱͱ΋ʹɼܰྔεϨουϥΠϒϥϦ Argobotsʹؔ͢Δଟ
͘ͷॿݴΛ௖͖·ͨ͠ཧԽֶݚڀॴܭࢉՊֶݚڀػߏɾཥ௝ൻത࢜ɼגࣜձࣾιχʔɾΠϯλϥΫςΟϒ
ΤϯλςΠϯϝϯτɾਿࢁେีࢯʹײँக͠·͢ɽຊݚڀͷҰ෦͸ JST-CRESTݚڀྖҬʮϙετϖλε
έʔϧߴੑೳܭࢉʹࢿ͢ΔγεςϜιϑτ΢ΣΞٕज़ͷ૑ग़ʯɼݚڀ՝୊ʮϙετϖλεέʔϧ࣌୅ʹ޲
͚ͨԋࢉՃ଎ػߏɾ௨৴ػߏ౷߹؀ڥͷݚڀ։ൃʯͱཧԽֶݚڀॴܭࢉՊֶݚڀػߏͱஜ೾େֶܭࢉՊֶ
ݚڀηϯλʔͷڞಉݚڀʮϙετژͷฒྻϓϩάϥϛϯά؀ڥ͓ΑͼωοτϫʔΫʹؔ͢ΔݚڀʯʹΑΔ
΋ͷͰ͢ɽ
ւ֎ग़ு΍ݚڀੜ׆ʹ͓͚Δ༷ʑͳ໘ʹ͓͍ͯେม͓ੈ࿩ʹͳΓ·ͨ͠ઌഐͰ͋Δஜ೾େֶܭࢉՊֶݚ
ڀηϯλʔɾ౻ాయٱത࢜ɼཧԽֶݚڀॴܭࢉՊֶݚڀػߏɾখాౢ఩࠸ത࢜ɼגࣜձࣾ෋࢜௨ݚڀॴɾ
େ௰߂وത࢜ɼϠϑʔגࣜձࣾɾୋ௡ౙকത࢜ʹޚྱਃ্͛͠·͢ɽ೔ࠒͷݚڀ΍ੜ׆໘Ͱେม͓ੈ࿩ʹ
ͳΓ·ͨ͠ PAνʔϜɾాᔹথେࢯΛ࢝ΊɼޙഐͰ͋Δגࣜձࣾ೔ཱ੡࡞ॴɾӉ઒੪ࢤࢯɼ೔ຊిؾגࣜ
ձࣾɾେ઒ઍ૱ࢯɼHPCSݚڀࣨͷօ༷ʹ͜ͷ৔ΛआΓͯײँΛड़΂͍͖ͤͯͨͩ͞·͢ɽ࠷ޙʹେֶੜ
׆ 9೥ؒΛࢧ͍͑ͯͩ͘͞·ͨ྆͠਌ʹਂ͘ޚྱਃ্͛͠·͢ɽ
90
91 ࢀߟจݙ
ࢀߟจݙ
[1] “Top500 Supercomputer Sites”, https://www.top500.org/
[2] M. De Wael, S. Marr, B. De Fraine, T. Van Cutsem, W. De Meuter, “Partitioned Global Address Space
Languages”, ACM Computing Surveys (CSUR), Vol. 47 No. 4, pp. 62:1–62:27 (2015).
[3] UPC Consortium, “UPC Language Specifications Version 1.3”, https://upc-lang.org/assets/Uploads/spec/
upc-lang-spec-1.3.pdf (2013).
[4] Y. Zheng, A. Kamil, M. B. Driscoll, H. Shan, K. Yelick, “UPC++: A PGAS Extension for C++”, 2014
IEEE 28th International Parallel and Distributed Processing Symposium, pp. 1105–1114, Phoenix, AZ,
USA (2014).
[5] B. L. Chamberlain, D. Callahan, H. P. Zima, “Parallel Programmability and the Chapel Language”, Inter-
national Journal of High Performance Computing Applications, Vol. 21, No. 3, pp. 291–312 (2007).
[6] J. Nieplocha, R. J. Harrison, R. J. Littlefield, “Global Arrays: a portable “shared-memory” programming
model for distributed memory computers”, Proceedings of Supercomputing ’94, pp. 340–349, Washing-
ton, DC, USA (1994).
[7] P. Charles, C. Grothoff, V. Saraswat, C. Donawa, A. Kielstra, K. Ebcioglu, C. von Praun, V. Sarkar, “X10:
An Object-oriented Approach to Non-uniform Cluster Computing”, Proceedings of the 20th Annual ACM
SIGPLAN Conference on Object-oriented Programming, Systems, Languages, and Applications (OOP-
SLA ’05), pp. 519–538, San Diego, CA, USA (2005).
[8] C. H. Koelbel, M. E. Zosel. “The High Performance FORTRAN Handbook”, MIT Press, Cambridge,
MA, USA (1993).
[9] XcalableMP Specification Working Group, “XcalableMP Website”, http://www.xcalablemp.org/
[10] J. Lee, M. Sato, “Implementation and Performance Evaluation of XcalableMP: a Parallel Programming
Language for Distributed Memory Systems”, 2010 39th International Conference on Parallel Processing
Workshops, pp. 413–420, San Diego, CA, USA (2010).
[11] M. Nakao, J. Lee, T. Boku, M. Sato, “Productivity and Performance of Global-view Programming with
XcalableMP PGAS Language”, 2012 12th IEEE/ACM International Symposium on Cluster, Cloud and
Grid Computing (CCGRID 2012), pp. 402–409, Ottawa, ON, Canada (2012).
[12] J. Reid, “Coarrays in the next Fortran Standard”, ISO/IEC JTC1/SC22/WG5 N1824 (2010).
[13] B. Chapman, T. Curtis, S. Pophale, C. Koelbel, J. Kuehn, S. Poole, L. Smith, “Introducing OpenSH-
MEM, SHMEM for the PGAS Community”, Proceedings of the Fourth Conference on Partitioned Global
92
Address Space Programming Model (PGAS ’10), pp. 2:1–2:3, New York, USA (2010).
[14] S. Sumimoto, Y. Ajima, K. Saga, T. Nose, N. Shida, T. Nanri, “The Design of Advanced Communication
to Reduce Memory Usage for Exa-scale Systems”, VECPAR 2016: 12th International Conference, pp.
149–161, Porto, Portugal (2016).
[15] ౔Ҫ३, “XcalableMPʹΑΔ֨ࢠ QCDͷฒྻԽͱ Blue Gene/Qʹ͓͚ΔੑೳධՁ”,৘ใॲཧֶձݚ
ڀใࠂ, Vol. 2014-HPC-148, No. 28, pp. 1–8 (2014).
[16] M. Nakao, H. Murai, H. Iwashita, A. Tabuchi, T. Boku, M. Sato, “Implementing Lattice QCD Appli-
cation with XcalableACC Language on Accelerated Cluster”, 2017 IEEE International Conference on
Cluster Computing (CLUSTER), pp. 429–438, Honolulu, HI, USA (2017).
[17] M. Frumkin, H. Jin, J. Yan, “Implementation of NAS Parallel Benchmarks in High Performance For-
tran”, NAS Technical Report NAS-98-009, pp. 1–25 (1998).
[18] H. Shan, S. Williams, Y. Zheng, A. Kamil, K. Yelick, “Implementing High-Performance Geometric
Multigrid Solver with Naturally Grained Messages”, 2015 9th International Conference on Partitioned
Global Address Space Programming Models, pp. 38-46, Washington, DC, USA (2015).
[19] H. Shan, S. Williams, Y. Zheng, W. Zhang, B. Wang, S. Ethier, Z. Zhao, “Experiences of Applying
One-Sided Communication to Nearest-Neighbor Communication”, 2016 PGAS Applications Workshop
(PAW), pp. 17–24, Salt Lake City, UT, USA (2016).
[20] A. Tabuchi, M. Nakao, H. Murai, T. Boku, M. Sato.“Implementation and Evaluation of One-sided PGAS
Communication in XcalableACC for Accelerated Clusters”, 2017 17th IEEE/ACM International Sympo-
sium on Cluster, Cloud and Grid Computing (CCGRID), pp. 625–634, Madrid, Spain (2017).
[21] M. Pritchard, H. P. Jr, B. Zoran, S. Vivek, “Graph 500 on OpenSHMEM: Using a Practical Survey of
Past Work to Motivate Novel Algorithmic Developments”, Los Alamos National Laboratory Technical
Report, LA-UR–16-29614, pp. 1–16 (2016).
[22] D. Eachempati, A. Richardson, T. Liao, H. Calandra, B. Chapman, “A Coarray Fortran Implementation
to Support Data-Intensive Application Development”, 2012 SC Companion: High Performance Comput-
ing, Networking Storage and Analysis, pp. 771–776, Salt Lake City, Utah, USA (2012).
[23] ് හത, ੕໺ ఩໵, தౡ ݚޗ, େౡ ૱࢙, ҏా ໌߂, “Xeon Phi+OmniPath ؀ڥʹ͓͚Δ OpenMP,
MPIੑೳ࠷దԽ”,৘ใॲཧֶձݚڀใࠂ, Vol. 2017-HPC-158, No. 21, pp. 1–8 (2017).
[24] A Sodani, “Knights Landing (KNL): 2nd Generation Intel Xeon Phi Processor”, IEEE
Hot Chips 27 Symposium, https://www.hotchips.org/wp-content/uploads/hc archives/hc27/HC27.25-
Tuesday-Epub/HC27.25.70-Processors-Epub/HC27.25.710-Knights-Landing-Sodani-Intel.pdf (2015).
[25] EPCC, “EPCC OpenMP micro-benchmark suite”, https://www.epcc.ed.ac.uk/research/computing/
performance-characterisation-and-benchmarking/epcc-openmp-micro-benchmark-suite
[26] M. Si, P. Balaji, “Process-based Asynchronous Progress Model for MPI Point-To-Point Communica-
tion”, 2017 19th IEEE International Conference on High Performance Computing and Communications,
pp. 1–7, Bangkok, Thailand (2017).
[27] HV. Dang, S. Seo, A. Amer, P. Balaji, “Advanced Thread Synchronization for Multithreaded MPI Im-
plementations”, 2017 17th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing,
93 ࢀߟจݙ
pp. 314–324, Madrid, Spain (2017).
[28] K. Vaidyanathan, D. D. Kalamkar, K. Pamnany, J. R. Hammond, P. Balaji, D. Das, J. Park, B. Joo´, “Im-
proving Concurrency and Asynchrony in Multithreaded MPI Applications Using Software Offloading”,
Proceedings of the International Conference for High Performance Computing, Networking, Storage and
Analysis (SC’15), pp. 30:1–30:12, Austin, Texas, USA (2015)
[29] PC Cluster Consortium, “PC Cluster Consortium”, https://www.pccluster.org/en/
[30] RIKEN AICS, University of Tsukuba, “Omni Compiler Project”, http://omni-compiler.org/
[31] S. Ethier, M. Adams, J. Carter, L. Oliker, “Petascale Parallelization of the Gyrokinetic Toroidal Code”,
Proceedings of 9th International Conference of High Performance Computing for Computational Science,
Berkeley, CA, USA, pp. 1–9 (2010).
[32] B. Wang, S. Ethier, W. Tang, K. Z. Ibrahim, K. Madduri, S. Williams, L. Oliker, “Modern Gyrokinetic
Particle-In-Cell Simulation of Fusion Plasmas on Top Supercomputers”, ArXiv e-prints, pp. 1–20 (2015).
[33] ಺౻༟ࢤ,ࠤ஛ਅհ, “5.ཻࢠγϛϡϨʔγϣϯͷίʔσΟϯάٕ๏ (֩༥߹ϓϥζϚγϛϡϨʔγϣ
ϯͷٕ๏ -େن໛ฒྻܭࢉ؀ڥͷ׆༻-)”,ϓϥζϚɾ֩༥߹ֶձࢽ, Vol. 89, No. 4, pp. 245–260 (2013).
[34] H. Nuga, “Kinetic Modeling of the Heating Processes in Tokamak Plasmas”, PhD Thesis, Kyoto Uni-
versity, pp. 1–109 (2011).
[35] S. Ethier, W. M. Tang, Z. Lin, “Gyrokinetic Particle-in-cell Simulations of Plasma Microturbulence on
Advanced Computing Platforms”, Journal of Physics:Conference Series, Vol. 16, No. 1, pp. 1–15 (2005).
[36] DoE SCiDAC, UC Irvine, etc., “GTC: Gyrokinetic Toroidal Code”, http://phoenix.ps.uci.edu—/GTC/
[37] Y. Shimomura, R. Aymar, V. Chuyanov, M. Huguet, R. Parker, ITER Joint Central Team, “ITER
Overview”, Nuclear Fusion, Vol. 39, No. 9Y, p. 1295 (1999).
[38] The Ohio State University, “OSU Micro-Benchmarks”, http://mvapich.cse.ohio-state.edu/benchmarks/
[39] Center for Computational Sciences, University of Tsukuba, “HA-PACS/TCA”, https://
www.ccs.tsukuba.ac.jp/eng/supercomputers/#HA-PACS
[40] LBNL FTG, U.C. Berkeley, “GASNet Specification Version 1.8.1”, http://gasnet.lbl.gov/dist/docs/
gasnet.pdf
[41] W. Huang , G. Santhanaraman , H. Jin , Q. Gao , D. K. Panda, “Design and Implementation of High
Performance MVAPICH2: MPI2 over InfiniBand”, 2016 Sixth IEEE International Symposium on Cluster
Computing and the Grid, pp. 43–48, Singapore (2006).
[42] A. Stone, J. Dennis, M. Strout, “Evaluating Coarray Fortran with the CGPOP Miniapp”, Proceedings of
5th Conference on Partitioned Global Address Space Programming Models, pp. 1–10, Galveston Island,
TX, USA (2011).
[43] R. Preissl, N. Wichmann, B. Long, J. Shalf, S. Ethier, A. Koniges, “Multithreaded Global Address
Space Communication Techniques for Gyrokinetic Fusion Applications on Ultra-Scale Platforms”, 2011
International Conference for High Performance Computing, Networking, Storage and Analysis, Seattle,
pp. 78:1–78:11, Seatle, WA, USA (2011).
[44] H. Sakagami, T. Mizuno, “Compatibility comparison and performance evaluation for Japanese HPF
compilers using scientific applications”, Concurrency Computation Practice and Experience. Vol. 14, pp.
94
679–689 (2002).
[45] Լࡔ ݈ଇ, ࠤ౻ ࡾٱ, ๿ ହ༞, William Tang, “ژ଎ίϯϐϡʔλʮژʯʹ͓͚Δ֩༥߹γϛϡϨʔ
γϣϯίʔυ GTC-PͷධՁ”,৘ใॲཧֶձݚڀใࠂ, Vol. 2013-HPC-139, No. 2, pp. 1–6 (2013).
[46] X. Liao, L. Xiao, C. Yang, Y. Lu, “MilkyWay-2 supercomputer: system and application”, Frontiers of
Computer Science. Vol. 8, No. 3, pp. 345–356 (2014).
[47] K. Madduri, K. Z. Ibrahim, S. Williams, E. J. Im, S. Ethier, J. Shalf, L. Oliker, “Gyrokinetic Toroidal
Simulations on Leading Multi- and Manycore HPC Systems”, 2011 International Conference for High
Performance Computing, Networking, Storage and Analysis, pp. 23:1–23:12, Seatle, WA, USA (2011).
[48] M. Nakao, H. Murai, T. Shimosaka, A. Tabuchi, T. Hanawa, Y. Kodama, T. Boku, M. Sato, “Xcal-
ableACC: Extension of XcalableMP PGAS Language Using OpenACC for Accelerator Clusters”, 2014
First Workshop on Accelerator Programming using Directives, pp. 27–36, NewOrleans, LA, USA (2014).
[49] Fraunhofer ITWM, “Gaspi: Global Address Space Programming Interface, Specification of a PGAS
API for communication”, http://www.gaspi.de/
[50] J. Daily, A. Vishnu, B. Palmer, H. van Dam, D. Kerbyson“On the suitability of MPI as a PGAS run-
time”, 2014 21st International Conference on High Performance Computing, pp. 1–10, Dona Paula, India
(2014).
[51] S. Seo, A. Amer, P. Balaji, C. Bordage, G. Bosilca, A. Brooks, A. Castell, D. Genet, T. Herault, P.
Jindal, L. V. Kal, S. Krishnamoorthy, J. Lifflander, H. Lu, E. Meneses, M. Snir, Y. Sun, P. Beckman,
“Argobots: A Lightweight, Low-Level Threading and Tasking Frame- work”, ANL/MCS-P5515-0116,
pp. 1–12 (2016).
[52] A. Fernandez, V. Beltran, X. Martorell, R. M. Badia, E. Ayguade, J. Labarta, “Task-Based Programming
with OmpSs and Its Application”, Euro-Par 2014: Parallel Processing Workshops, pp. 25–26, Porto,
Portugal (2014).
[53] Argonne National Laboratory, “Argo: An exascale operating system”, http://www.mcs.anl.gov/project/
argo-exascale-operating-system
[54] JCAHPCʢJoint Center for Advanced HPCɿ࠷ઌ୺ڞಉ HPCج൫ࢪઃʣ, http://jcahpc.jp/
[55] Center for Computational Sciences, University of Tsukuba, ʠCOMA (PACS-IX)ʡ, https://
www.ccs.tsukuba.ac.jp/eng/supercomputers/#COMA
[56] T. Boku, “Interconnection and I/O System on Oakforest-PACS: World Largest KNL+OPA Cluster”,
Third International Workshop on Communication Architectures for HPC, Big Data, Deep Learning and
Clouds at Extreme Scale, Frankfurt, Germany, http://nowlab.cse.ohio-state.edu/static/media/workshops/
presentations/exacomm17/exacomm17-invited-talk-taisuke-boku.pdf (2017)
[57] A. Cedric, T. Samuel, N. Raymond, W. Pierre-Andre, “StarPU: a unified platform for task scheduling
on heterogeneous multicore architectures”, Concurrency and Computation: Practice and Experience, Vol.
23, No. 2, pp. 187–198 (2011).
[58] A. YarKhan, “Dynamic Task Execution on Shared and Distributed Memory Architectures”, PhD Dis-
sertation, Major Advisor: J. Dongarra, University of Tennessee, pp. 1–120 (2012).
[59] A. YarKhan, J. Kurzak, J. Dongarra, “QUARK Users’ Guide: QUeueing And Runtime for Kernels”,
95 ࢀߟจݙ
University of Tennessee Innovative Computing Laboratory Technical Report, ICL-UT-11-02, pp. 1–18
(2011).
[60] M. Garland, M. Kudlur, Y. Zheng, “Designing a Unified Programming Model for Heterogeneous Ma-
chines”, International Conference on High Performance Computing, Networking, Storage and Analysis,
SCʟ12, pp. 67:1–67:11, Salt Lake City, Utah, USA (2012).
[61] D. Alejandro, A. Eduard, B. Rosa M, L. Jesus, M. Luis, M. Xavier, P. Judit, “OmpSs: A Proposal for
Programming Heterogeneous Multi-Core Architectures”, Parallel Processing Letters, Vol. 21, pp. 173–
193 (2011).
[62] J. Bueno, L. Martinell, A. Duran, M. Farreras, X. Martorell, R. M. Badia, E. Ayguade, J. Labarta,
”Productive Cluster Programming with OmpSs”, Euro-Par 2011 Parallel Processing, Bordeaux, France,
pp. 555–566 (2011).
[63] “Intel Threading Building Blocks”, https://www.threadingbuildingblocks.org/
[64] “Intel CilkPlus”, https://www.cilkplus.org/
[65] R. Belli, T. Hoefler, “Notified Access: Extending Remote Memory Access Programming Models for
Producer-Consumer Synchronization”, 2015 IEEE International Parallel and Distributed Processing Sym-
posium, pp. 871–881, Hyderabad, India (2015).
[66] J. Bueno, J. Planas, A. Duran, R. M. Badia, X. Martorell, E. Ayguade, J. Labarta, “Productive Program-
ming of GPU Clusters with OmpSs”, 2012 IEEE 26th International Parallel and Distributed Processing
Symposium, pp. 557–568, Shanghai, China (2012).
[67] T. Boku, “Next Generation Interconnection For Accelerated Computing”, http://nowlab.cse.ohio-
state.edu/static/media/workshops/presentations/ExaComm16-Invited-Talk-7-Taisuke-Boku.pdf (2016).
[68] S. Lee, J. Kim, J. S. Vetter, “OpenACC to FPGA: A Framework for Directive-Based High-Performance
Reconfigurable Computing”, 2016 IEEE International Parallel and Distributed Processing Symposium,
pp. 544–554, Chicago, IL, USA (2016)
[69] D. Cabrera, X. Martorell, G. Gaydadjiev, E. Ayguade, D. Jimenez-Gonzalez, “OpenMP extensions for
FPGA accelerators”, 2009 International Symposium on Systems, Architectures, Modeling, and Simula-
tion, pp. 17–24, Samos, Greece (2009)
96
97 ෇࿥ A ެද࿦จϦετ
෇࿥ A
ެද࿦จϦετ
࿦จࢽ
1. Keisuke Tsugane, Taisuke Boku, Hitoshi Murai, Mitsuhisa Sato, William Tang, Bei Wang, ”Hybrid-
view Programming of Nuclear Fusion Simulation Code in the PGAS Parallel Programming Language
XcalableMP”, Parallel Computing, Vol. 57, pp. 37–51, Sep. 2016.
ࠪಡ෇͖ࠃࡍձٞ࿦จ
1. Keisuke Tsugane, Hideo Nuga, Taisuke Boku, Hitoshi Murai, Mitsuhisa Sato, William Tang, Bei
Wang, ”Hybrid-view Programming of Nuclear Fusion Simulation Code in the PGAS Parallel Program-
ming Language XcalableMP”, The 20th IEEE International Conference on Parallel and Distributed
Systems (ICPADS 2014), pp. 640–647, Hsinchu, Taiwan, Dec. 2014.
2. Keisuke Tsugane, Jinpil Lee, Hitoshi Murai, and Mitsuhisa Sato.ʠMulti- tasking Execution in PGAS
Language XcalableMP and Communication Optimization on Many-core Clusters. In HPC Asia 2018:
International Conference on High Performance Computing in Asia-Pacific Region, pp. 75–85, Tokyo,
Japan, Jan. 2018.
ࠪಡ෇͖ࠃ಺ձٞ࿦จ
1. ௡ۚՂ༞, ๿ହ༞, ଜҪۉ, ࠤ౻ࡾٱ, William Tang, Bei Wang, ”PGAS ݴޠ XcalableMP ͷϋΠϒ
ϦουϏϡʔʹΑΔ֩༥߹γϛϡϨʔγϣϯίʔυͷ࣮૷ͱධՁ”, 2015೥ϋΠύϑΥʔϚϯεί
ϯϐϡʔςΟϯάͱܭࢉՊֶγϯϙδ΢Ϝ࿦จू, pp. 54–63,౦ژ, 2015೥ 5݄
98
ݚڀձൃද
1. ௡ۚՂ༞,ౕլलஉ,๿ହ༞,ଜҪۉ,ࠤ౻ࡾٱ, William Tang, ”ฒྻݴޠ XcalableMPʹΑΔ֩༥߹
γϛϡϨʔγϣϯίʔυͷ࣮૷ͱධՁ”, ৘ใॲཧֶձݚڀใࠂ, Vol. 2014-HPC-145, No. 37, pp.
1–7,৽ׁ, 2014೥ 7݄
2. ௡ۚՂ༞,தඌণ޿,ཥ௝ൻ,ଜҪۉ,ࠤ౻ࡾٱ, ”PGASݴޠ XcalableMPʹ͓͚ΔಈతλεΫػೳͷ
ఏҊ”,৘ใॲཧֶձݚڀใࠂ, Vol. 2015-HPC-151, No. 5, pp. 1–7,ԭೄ, 2015೥ 10݄
3. ௡ۚՂ༞,தඌণ޿,ཥ௝ൻ,ଜҪۉ,ࠤ౻ࡾٱ, ”ܰྔεϨουϥΠϒϥϦ ArgobotsʹΑΔ PGASݴ
ޠ XcalableMPͷಈతλεΫฒྻػೳͷઃܭ”,৘ใॲཧֶձݚڀใࠂ, Vol. 2016-HPC-155, No. 29,
pp. 1–8,௕໺, 2016೥ 8݄
4. ௡ۚՂ༞, ాᔹথେ, ཥ௝ൻ, ଜҪۉ, ๿ହ༞, ࠤ౻ࡾٱ, ”KNL ϝχʔίΞɾϓϩηοαʹ͓͚Δ
PGAS ݴޠ XcalableMP ΞϓϦέʔγϣϯͷੑೳධՁ”, ৘ใॲཧֶձݚڀใࠂ, Vol. 2017-HPC-
158, No. 17, pp. 1–9,೤ւ,੩Ԭ, 2017೥ 3݄
ϙελʔൃද
1. Keisuke Tsugane, Masahiro Nakao, Jinpil Lee, Hitoshi Murai, Mitsuhisa Sato, ”Proposal for Dynamic
Task Parallelism in PGAS Language XcalableMP”, The 6th AICS International Symposium, p. 57,
Kobe, Hyogo, Japan, Feb. 2016.
