Reinforcement Learning with Non-Markovian Rewards by Agarwal, Mridul & Aggarwal, Vaneet
ar
X
iv
:1
90
9.
02
94
0v
1 
 [c
s.L
G]
  6
 Se
p 2
01
9
A Reinforcement Learning Based Approach for Joint Multi-Agent Decision
Making
Mridul Agarwal and Vaneet Aggarwal
Purdue University, West Lafayette, IN, email: {agarw180,vaneet}@purdue.edu
Abstract
Reinforcement Learning (RL) is being increasingly applied
to optimize complex functions that may have a stochastic
component. RL is extended to multi-agent systems to find
policies to optimize systems that require agents to coordi-
nate or to compete under the umbrella of Multi-Agent RL
(MARL). A crucial factor in the success of RL is that the
optimization problem is represented as the expected sum of
rewards, which allows the use of backward induction for the
solution. However, many real-world problems require a joint
objective that is non-linear and dynamic programming can-
not be applied directly. For example, in a resource allocation
problem, one of the objective is to maximize long-term fair-
ness among the users. This paper addresses and formalizes
the problem of joint objective optimization, where not only
the sum of rewards of each agent but a function of the sum
of rewards of each agent needs to be optimized. The pro-
posed algorithms at the centralized controller aims to learn
the policy to dictate the actions for each agent such that the
joint objective function based on average per step rewards of
each agent is maximized. We propose both model-based and
model-free algorithms, where the model-based algorithm is
shown to achieve O˜(
√
K
T
) regret bound for K agents over a
time-horizon T , and the model-free algorithm can be imple-
mented using deep neural networks. Further, using fairness in
cellular base-station scheduling as an example, the proposed
algorithms are shown to significantly outperform the state-of-
the-art approaches.
1 Introduction
Many fields are increasingly adopting reinforcement
learning for optimizing sequential decision making.
These fields range from the operation of cyber-physical
systems (e.g., cooperative robots in the production
factories (Nguyen, Nguyen, and Nahavandi 2019),
to optimizing communication networks
(Mao, Netravali, and Alizadeh 2017), and neural networks
(Li and Malik 2016)). These problems may include more
than one agent, and the environment interlinksthe decisions
of the different agents. This mandates the use of multi-agent
learning (Bus¸oniu, Babusˇka, and De Schutter 2010) to yield
the best results. (Zhang and Shah 2014a) considered max-
imin fairness in multi-agent systems, which is an example
of a joint function optimization based on the individual
rewards of the agents. This paper aims to provide a novel
formulation for joint decision making among multiple
agents using reinforcement learning approaches and to
analyze the performance of the proposed algorithms.
We consider a setup where we want to optimize a pos-
sibly nonlinear joint objective function of long-term re-
wards of all the agents. Some examples include fairness
optimization and optimizing neural networks. For fairness
optimization, agents jointly want to optimize a fairness ob-
jective among the different agents, e.g., proportional fair-
ness, α-fairness, or improve the worst-case average reward
of the users (Altman, Avrachenkov, and Garnaev 2008). In
such situations, the overall joint objective function cannot be
written as sum utility at each time instant. This prohibits the
application of the standard single-agent reinforcement learn-
ing based policies as the backward induction step update
cannot be directly applied here. For example, if a process
has 2 agents and T > 1 steps, and all the resource was allo-
cated to the first agent till T − 1 steps. Then, at T th step the
resource should be allocated to the second agent to ensure
fairness. This requires the need to track past allocation of all
the resources and not just the current state of the system. We
define a novel multi-agent formulation, making several prac-
tical assumptions, which optimizes the joint function of the
average per-step rewards of the different agents to alleviate
the need for maintaining history.
We further note that even though multi-agent rein-
forcement learning algorithms have been widely stud-
ied, (Tan 1993; Shoham, Powers, and Grenager 2003;
Bus¸oniu, Babusˇka, and De Schutter 2010;
Ono and Fukumoto 1996), there are no convergence
proofs to the optimal joint objective function without the
knowledge of the transition probability, to the best of our
knowledge. This paper assumes no knowledge of the state
transition probability of the agents and aims to provide
algorithms for the decision making of the different agents.
We provide two algorithms; The first is a model-based algo-
rithm that learns the transition probability of the next state
given the current state and action. The second algorithm is
model-free, which uses policy gradients to find the optimal
policy.
The proposed model-based algorithm uses posterior sam-
pling with Dirichlet distribution. We show that the proposed
algorithm converges to an optimal point when the joint ob-
jective function is Lipschitz continuous. In addition, we
show that the proposed algorithm achieves a regret bound
sub-linear in the number of time-steps and number of agents.
This regret bound characterizes the gap between the optimal
objective and the objective achieved by the algorithm in T
time-steps. We show a regret bound of O˜(
√
K
T
), whereK,T
denotes the number of agents, and time steps, respectively.
The proposed model-free algorithm can be easily imple-
mented using deep neural networks for any differentiable
objective function. Further, we note that the reward func-
tions of the different agents can be very different, and can
optimize different metrics for the agents. As long as there
is a joint objective function, the different agents can make
decisions to optimize this function and achieve the optimal
decision at convergence.
We also present evaluation results for both the algorithms
for optimizing proportional fairness of multiple agents con-
necting to a cellular base station. We compare the obtained
policies with existing heuristics of optimizing proportional
fairness for wireless networks (Margolies et al. 2016) and
SARSA based RL solution proposed by (Perez et al. 2009).
We developed a simulation environment for wireless net-
work for multiple number of agents and states for each
agent. Our results beat the existing heuristics by a signifi-
cant margin.
Key contributions of our paper are:
• A structure for joint function optimization with multiple
agents based on average per-step rewards.
• A model-based algorithm using posterior sampling with
Dirichlet distribution, and its regret bounds.
• A model-free policy gradient algorithm which can be ef-
ficiently implemented using neural networks.
• Evaluation results and comparisonwith existing heuristics
for optimizing proportional fairness in cellular networks.
The rest of the paper is organized as follows. Section 2 de-
scribes related works in the field of RL and MARL. Section
3 describes the problem formulation. The proposed model
based algorithm and model free algorithm are described in
Sections 4 and 5, respectively. In Section 6, the proposed al-
gorithms are evaluated for cellular scheduling problem. Sec-
tion 7 concludes the paper with some future work directions.
2 Related Work
Reinforcement learning for single agent has been exten-
sively studied in past (Sutton and Barto 2018). Dynamic
Programming was used in many problems by finding cost
to go at each stage (Puterman 1994; Bertsekas 1995). These
models optimize linear additive utility and utilize the power
of Backward Induction.
Following the success of Deep Q Net-
works (Mnih et al. 2015), many new algorithms
have been developed for reinforcement learn-
ing (Schulman et al. 2015; Lillicrap et al. 2015;
Wang et al. 2015; Schulman et al. 2017). These papers fo-
cus on single agent control, and provide a framework for im-
plementing scalable algorithms. Sample efficient algorithms
based on rate of convergence analysis have also been studied
for model based RL algorithms (Agrawal and Jia 2017;
Osband, Russo, and Van Roy 2013), and for model free
Q learning (Jin et al. 2018). However, sample efficient
algorithms use tabular implementation instead of a deep
learning based implementation.
In most applications such as financial markets, swarm
robotics, wireless channel access, etc., there are multiple
agents that make a decision (Bloembergen et al. 2015), and
the decision of any agent affects the others agents. This
requires extending single agent reinforcement learning
to multi-agent learning, where the joint action of the
agents must be optimized. In early work on multi-agent
reinforcement learning (MARL) for stochastic games
(Littman 1994), it was recognized that no agent works in
a vacuum. In his seminal paper, Littman (Littman 1994)
focused on only two agents that had opposite and opposing
goals. This means that they could use a single reward
function which one tried to maximize and the other tried
to minimize. The agent had to work with a competing
agent and had to behave to maximize their reward in the
worst possible case. In MARL, the agents select actions
simultaneously at the current state and receive rewards
at the next state. Different from the algorithm that can
solve for a Nash equilibrium in a stochastic game, the
goal of a reinforcement learning algorithm is to learn
equilibrium strategies through interaction with the environ-
ment (Tan 1993; Shoham, Powers, and Grenager 2003;
Bus¸oniu, Babusˇka, and De Schutter 2010;
Ono and Fukumoto 1996; Shalev-Shwartz, Shammah, and Shashua 2016).
(Zhang and Shah 2014b; Zhang and Shah 2015) studied
the issue of fairness with multiple agents. They considered
maximin fairness and used Linear Programming to obtain
optimal policies. For general functions, linear programming
based approach provided by (Zhang and Shah 2014b) will
not directly work. This paper also optimizes joint action of
agents using a centralized controller and propose a model
based algorithm to obtain optimal policies. Based on our as-
sumptions, maximin fairness becomes a special case of our
formulation and optimal policies can be obtained using the
proposed model based algorithm. We also propose a model
free reinforcement learning algorithm that can be used to
obtain optimal policies for any general differentiable func-
tions.
3 Problem Formulation
We consider an infinite horizon discounted Markov
decision process (MDP) M defined by the tuple(
S,A, P,K, r1, r2, · · · , rK , γ, ρ0, D, f
)
. S denotes a
finite set of state space, and A denotes a finite set of
actions. P : S × A → S denotes the probability
transition distribution. K denotes the number agents
and [K] = {1, 2, · · · ,K} is the set of K agents.
rk : S × A → [0, 1] denotes reward generated by
agent k ∈ [K]. γ is the discount factor and ρ0 : S → [0, 1]
is the distribution of initial state. f : RK :→ R denotes
the joint objective function. D is the diameter of the MDP,
which is the maximum expected number of steps needed to
reach any state s′ ∈ S from some state s ∈ S. We assume
that the diameterD ofM is bounded.
If each agent k maintains state space Sk , then the joint
state space will become S = S1 × · · · × SK . The same also
holds true when each agent k maintains action space Ak.
The joint action space here is A = A1 × · · · × AK
We use a joint stochastic policy π : S ×A → [0, 1] which
returns the probability of selecting action a ∈ A for any
given state s ∈ S. The expected long term reward and ex-
pected per step reward of the agent k are given by Jkpi and λ
k
pi,
respectively, when the joint policy π is followed. Formally,
Jkpi and λ
k
pi are defined as
J
k
pi = Es0,a0,s1,a1,···
[
lim
τ→∞
τ∑
t=0
γ
t
r
k(st, at)
]
(1)
s0 ∼ ρ0(s0), at ∼ π(at|st), st+1 ∼ P (st+1|st, at) (2)
λ
k
pi = Es0,a0,s1,a1,···
[
lim
τ→∞
1
τ
τ∑
t=0
r
k (st, at)
]
(3)
= lim
γ→1
(1− γ)Jkpi (4)
Equation (4) follows from the Laurent series expansion
of Jkpi (Puterman 1994). For brevity, in the rest of the paper
Est,at,st+1;t≥0[·] will be denoted as Eρ,pi,P [·], where s0 ∼
ρ0(s0), at ∼ π(st|at), st+1 ∼ P (st+1|st, at).
The agents aim to collaboratively optimize the joint objec-
tive function f , which is defined over the long-term rewards
of the individual agents. We make certain practical assump-
tions on this joint objective function f , which are listed as
follows:
Assumption 1. The objective function f is concave. Hence
for any arbitrary distribution D, the following holds.
f (Ex∼D [x]) ≥ Ex∼D [f (x)] ; x ∈ R
K (5)
The objective function f represents the utility obtained
from the expected per step reward of each agent. These util-
ity functions are often concave to reduce variance when the
agents are risk averse (Pratt 1964). To model this concave
utility function, we assume the above form of Jensen’s in-
equality.
Assumption 2. The function f is assumed to be differen-
tiable everywhere. Further, we let f be a L− Lipschitz func-
tion, or
|f (x)− f (y)| ≤ L ‖x− y‖2 ; x,y ∈ R
K (6)
Assumption 2 ensures that for a small change in long run
rewards of any agent does not cause drastic changes in the
objective.
In Appendix C, we provide an additional assumption us-
ing which we can show that the proposed algorithms lead to
Pareto optimal strategy when applied for fairness optimiza-
tion problems.
Based on Assumption 1, we maximize the function of ex-
pected sum of rewards of agents. Further to keep the for-
mulation independent of time horizon or γ, we maximize
the function over expected per-step rewards of each agent.
Hence, our goal is to find the optimal policy as the solution
for the following optimization problem.
π∗ =argmax
pi
f(λ1pi, · · · , λ
K
pi ) (7)
Any online algorithmA starting with no prior knowledge
will require to obtain estimates of transition probabilities P
and obtain rewards rk, ∀ k ∈ [K] for each state action pair.
Initially, when algorithm A does not have good estimates
of the model, it accumulates a regret for not working as
per optimal policy. We define a time dependent regret RT
to achieve an optimal solution defined as the difference be-
tween the optimal value of the function and the value of the
function at time T , or
RT =
∣∣∣∣∣f (λ1pi∗ , · · · , λKpi∗)−
f
(
1
T
T∑
t=0
r
1(st, at), · · · , 1
T
T∑
t=0
r
K(st, at)
) ∣∣∣∣∣ (8)
In the following section, we present a model-based algo-
rithm to obtain this policy π∗, and regret accumulated by the
algorithm.We will present a model-free algorithm in Section
5 which can be efficiently implemented using Deep Neural
Networks.
4 Model-based Algorithm
Single-agent problem can be optimally solved using back-
ward induction on the expected rewards due to additive func-
tion over time (Puterman 1994). However, since our con-
troller is optimizing a joint non-linear function of the in-
dividual long-term rewards of the agents, only optimizing
what is ahead does not yield an optimal algorithm. Our goal
is to find the optimal policy as solution of Equation (7). Us-
ing average per-step reward and infinite horizon allows to
use Markov policies as there is always infinite time avail-
able to make the system fair.
The individual long-term reward for each agent is still lin-
early additive ( 1
τ
∑τ
t=0 γ
trk(st, at)). Thus, the value func-
tion for individual agents can be obtained using backward
induction. For infinite horizon optimization problems (or
τ → ∞), we can use steady state distribution of the state
to obtain expected cumulative rewards. For all k ∈ [K], we
define
V
k
pi (s) = Epi,P
[
∞∑
j=t
γ
j−t
rk(sj , aj)|st = s
]
(9)
V¯
k
pi = (I − γPpi)−1r¯kpi, (10)
where Ppi is the state transition probability matrix
for the policy π, r¯kpi = [r
k
pi(1), · · · , r
k
pi(|S|)]
⊺, V¯ kpi =
[V kpi (1), · · · , V
k
pi (|S|)]
⊺, and superscript (·)⊺ denotes trans-
pose. Thus, we have
J
k
pi =
∑
s∈S
dpi(s)V
k
pi (s) (11)
λ
k
pi = (1− γ)Jkpi , (12)
where dpi is the steady state distribution of policy π. The op-
timal policy is solution of the Equation (7) with λkpi defined
according to Equation (12). Equation (11) and Equation (12)
form the key structure for our model based algorithm.
The proposed model-based algorithm estimates the tran-
sition probabilities by interacting with the environment. We
need the steady state distribution dpi exists for any policy
π. We ensure this by sampling transition probability from
Dirichlet distribution. Proposition 1 formalizes the result of
the existence of a steady state distribution when the transi-
tion probability is sampled from a Dirichlet distribution.
Proposition 1. For MDP M̂ with state space S and action
spaceA, let the transition probabilities Pˆ come fromDirich-
let distribution. Then, any policy π for M̂ will have a steady
state distribution dˆpi given as
dˆpi(s
′) =
∑
s∈Ŝ
dˆpi(s)
∑
a∈Â
π(a|s)P (s, a, s′)
 ∀s′ ∈ Ŝ
(13)
Proof. Transition probabilities P (s, a, ·) follow Dirichlet
distribution, and hence they are strictly positive. Further, as
the the policy π(a|s) is a probability distribution on actions
conditioned on state, π(a|s) ≥ 0,
∑
a π(a|s) = 1. So, there
is a non zero transition probability to reach from state s ∈ Ŝ
to state s′ ∈ Ŝ. Since the single step transition probability
matrix is strictly positive for any policy π, a steady state dis-
tribution exists for any policy π.
Algorithm 1 Policy search algorithm
1: procedure POLICY SEARCH(P,N, rk, [K], γ, f ) ⊲ Current
estimate of the model parameters
2: for π ∈ Π do ⊲ search from the set of all policies Π
3: Ppi(s, s
′) =
∑
a
π(a|s)P (s, a, s′)∀ (s, s′)
4: for k ∈ [K] do
5: r¯k(s) =
∑
a
π(a|s) rk(s,a)∑
s′ N(s,a,s
′)
⊲ Vector of
expected rewards for all states
6: V kpi = (I − γPpi)−1 r¯k
7: λkpi = (1− γ)
∑
s dpi(s)V
k(s)
8: end for
9: Calculate steady state distribution dpi(s) from Ppi
10: Evaluate Policy
fpi = f
(
λ
1
pi, · · · , λKpi
)
(14)
11: end for
12: Return π∗ = argmax fpi
13: end procedure
4.1 Algorithm Description
The proposed algorithm to search for optimal policy is de-
scribed in Algorithm 1. Policy Search algorithm uses the
state transition probabilities P , and reward function rk for
each agent k ∈ [K] of the infinite horizonMDPM as input.
The algorithm then evaluates the state transition probabil-
ity matrix for policy π (Line 3). In Line 5-6, for each agent,
we calculate the expected reward for each state and the value
function vector using Equation (10) for policy π. Further, the
steady state distribution dpi is calculated from the estimated
state transition distribution matrix, and the value of the joint
objective function is obtained for the policy using Equation
14. The steps in Line 3-9 are repeated for all the policies
(outer loop in Line 2), and the policy that maximizes the
joint objective function is returned.
Algorithm 1 uses an estimate of the MDP, which is not
available apriori. Algorithm 2 describes the overall proce-
dure that estimates the transition probabilities and the reward
functions. The algorithm takes as input the state space S, ac-
tion space A, set of agents [K], discount factor γ, and the
objective function f . It initializes the next state visit count
for each state-action pair N(s, a, s′) by one for Dirichlet
sampling. The reward estimate for each agent k, rk(s, a), is
initialized by zero. For initial exploration, the policy uses a
uniform distribution over all the actions. The algorithm pro-
ceeds in epochs, we assume that the controller is optimizing
for the infinite horizon and thus there is no stopping condi-
tion for epoch loop in Line 3. For each time index t in epoch,
the controller observes the state, samples and plays the ac-
tion according to π(·|s), and observes the rewards for each
agent and next state (Line 5-7). It then updates the state visit
count for the observed state and played action pair. Also,
the reward for each agent is updated in Line 7. In Line 10,
we use sampling using the updated posterior and update the
policy using Algorithm 1 in Line 11. The updates in Line 10-
11 are made after completing an epoch; the condition after
which an epoch is marked as complete (line 9) is described
in Section 4.2.
4.2 Regret
We first state and prove a regret bound for Algorithm 2
which depends on the the epoch complete condition in Line
9. Let the regret till time T of Algorithm 2 for N = 1, ob-
jective function f as identity (i.e., f(x) = x), and some
particular epoch update condition be defined as,
RT = λpi∗ − 1
T
T∑
t=1
rt (15)
Then, the regret of Algorithm (2) for N > 1, and a L-
Lipschitz function f satisfying Equation 6 is given in fol-
lowing theorem
Theorem 1. Let the regret RT of Algorithm 2, for N = 1
and f(x) = x, be bounded byR with probability 1−δ. Then
implementing Algorithm 2 for multiagent MDPM to solve
for policy π∗, given in Equation (7), will incur a regret RT
given as:
RT ≤ L
√
KR w.p. 1−Kδ (16)
Proof. The definition of regret RT in Equation 8 gives
RT =
∣∣∣∣∣f (· · · , λkpi∗ , · · ·)− f
(
· · · , 1
T
T∑
t=0
r
k(st, at), · · ·
)∣∣∣∣∣
(17)
≤ L
 K∑
k=1
(
λ
k
pi∗ − 1
T
T∑
t=0
r
k(st, at)
)2
1
2
(18)
≤ L
√
Kmax
k
∣∣∣∣∣λkpi∗ − 1T
T∑
t=0
r
k(st, at)
∣∣∣∣∣ (19)
Equation (18) follows from Assumption 2 stated in Equa-
tion (6). Equation (19) follows from the fact that the mean
of K values is bounded by the maximum of the K values.
Now, regret for Algorithm 2 for any single agent k ∈ [K] is
defined as,
Rk = λkpi∗ − 1
T
T∑
t=0
r
k(st, at) (20)
Using union bound on Equation (19), we obtain Equation
(16) with probability at least 1−Kδ.
This analysis shows that the regret of joint function opti-
mization only scales as square root of the number of agents
for any online algorithm.
We now discuss the effect of epoch update condition (line
9, Algorithm 2). One approach for epoch update condition
is to choose fixed effective horizon τ of O
(
(1− γ)−1
)
and update policy after every τ steps, as mentioned in
(Osband, Russo, and Van Roy 2013). They obtain a regret
bound of O˜
(
τS
√
A/T
)
forN = 1 and f(x) = x.
Another common approach, as mentioned in
(Agrawal and Jia 2017), is to use dynamic effective horizon
and update policy after every horizon. The epoch is updated
only when the total visits to any state-action pair is doubled.
That is, the number of visits to state-action pair (s, a) in
epoch e, Ne(s, a) satisfies Ne(s, a) ≥
∑
e′<eNe′(s, a) for
some state-action pair (s, a). Their algorithm also uses an
ExtendedMDP approach that generatesO(|S|) independent
samples from the posterior. The policy is then optimized for
the extended MDP. Using these tricks, they obtain a regret
bound of O˜(D
√
SA/T ) forN = 1 and f(x) = x.
Thus, a corollary of Theorem 1 is obtained when we mod-
ify epoch update condition in Line 9 of Algorithm 2, and
use an extendedMDP formulation fromOptimistic Posterior
Sampling (OPS) algorithm from (Agrawal and Jia 2017).
This corollary is given as follows.
Corollary 1. Choosing the update condition based on dou-
bling epoch trick in Line 9 of Algorithm 2 and using an
Extended MDP formulation from Optimistic Posterior Sam-
pling algorithm (Agrawal and Jia 2017) onM achieves the
following regret bound to find a policy satisfying Equation
(7) with probability 1−Kδ
RT ≤ O˜
(
LD
√
KSA
T
)
for T > S
5
A (21)
where O˜ hides the logarithmic factors in S,A, T, δ, and ab-
solute constants.
5 Model Free Algorithm
In the previous section, we developed a model based tab-
ular algorithm for joint function optimization. However, as
the state space, action space, or number of agents increase
the tabular algorithm becomes infeasible to implement. In
this section, we consider a policy gradient based algorithm
which can be efficiently implemented using (deep) neural
networks thus alleviating the requirement of a tabular solu-
tion for large MDPs.
For the model free policy gradient algorithm, we will
use finite time horizon MDP, or T < ∞ in our MDP
M. This is a practical scenario where communication net-
works optimize fairness among users for finite duration
(Margolies et al. 2016). We now describe a model free con-
struction to obtain the optimal policy. We use a neural net-
work parameterized by θ. The objective thus becomes to find
optimal parameters θ∗, which maximizes,
argmax
θ
f
(
(1− γ)J1piθ , · · · , (1− γ)JKpiθ
)
(22)
Algorithm 2 Model-based Algorithm for Joint Decision
Making with Multiple Agents
1: procedureMODEL BASED ONLINE(S ,A, [K], γ, f )
2: Initialize N(s, a, s′) = 1 ∀(s, a, s′) ∈ S × A ×
S , rˆk(s, a) = 0 ∀ (s, a, k) ∈ S × A × [K], π(a|s) =
1
|A|
∀ (a, s) ∈ A× S
3: for epoch e = 1, 2, · · · do
4: for te = 1, 2, · · · do
5: Observe state s
6: Play action a ∼ π(·|s)
7: Observe rewards rk and next state s′
8: N(s, a, s′)+ = 1, rˆk(s, a)+ = rk
9: if epoch complete condition met then
10: Pˆ (s, a, s′) ∼ Dir(N(s, a, s′)) ∀ (s, a, s′)
11: π=POLICY SEARCH(Pˆ , N, rˆk, [K], γ, f )
12: break epoch
13: end if
14: end for
15: end for
16: end procedure
Gradient estimation for Equation (22) can be obtained using
chain rule:
∇θf =
∑
k∈[K]
∂f
∂Jkpi
∇θJkpi (23)
= (∇J¯pif)T (∇θJ¯pi) where J¯pi = (J1pi , · · · , JKpi )⊺ (24)
Note that, J¯pi is the expected cumulative reward. J¯pi
can be replaced with averaged cumulative rewards over
N trajectories for the policy at ith step, where a trajec-
tory τ is defined as the tuple of observations, or τ =
(s0, a0, r
1
0 , · · · , r
K
0 , s1, a1, r
1
1 , · · · , r
K
1 , · · · ). Further,∇θJ¯pi
can be estimated using REINFORCE algorithm proposed in
(Williams 1992; Sutton et al. 2000), and is given as
∇̂θJ¯pi = 1
N
N∑
j=1
T∑
t=0
log π(at,j|st,j)
T∑
t′=t
r¯(st′,j , at′,j). (25)
Further, J¯pi is estimated as
ˆ¯J =
1
N
T∑
t=0
r¯(st,j , at,j) (26)
For a learning rate η, parameter update step to optimize the
parameters becomes
θi+i = θi + η
(
∇J¯pif
(
ˆ¯J
))T (
∇̂θJ¯pi
)
(27)
The proposed Model Free Policy Gradient algorithm for
joint function optimization is described in Algorithm 3. The
algorithm takes as input the parameters S,A, [K], T, γ, f
of MDP M, number of sample trajectories N , and learn-
ing rate η as input. The policy neural network is initialized
with weights θ randomly. It then collectsN sample trajecto-
ries using the policy with current weights in Line 4. In Line
5, the gradient is calculated using Equations (24), (25), and
(26) on theN trajectories. In optimization step of Line 6, the
weights are updated using gradient ascent.
Algorithm 3Model Free Joint Policy Gradient
1: procedure JOINT POLICY GRADIENT
(S ,A, [K], T, γ, f,N, η)
2: Initialize πθ0(a, s) ⊲ Initialize the neural network with
random weights θ
3: for i = 0, 1, · · · , until convergence do
4: Collect N trajectories using policy πθi
5: Estimate gradient using Equation (24), (25), (26)
6: Perform Gradient Ascent using Equation (27)
7: end for
8: Return πθ
9: end procedure
6 Evaluations
We evaluate both the proposed model-based algorithm
( Algorithm 2) and the proposed model-free algorithm
( Algorithm 3) for maximizing fairness among agents
in a cellular network where multiple users are con-
nected to a base station. The fairness maximization
has also been at the heart of many other resource
allocation problems such as cloud resource manage-
ment, manufacturing optimization, etc. (Perez et al. 2009;
Zhang and Shah 2015). The problem of maximizing wire-
less network fairness has been extensively studied in the past
by (Margolies et al. 2016; Kwan, Leung, and Zhang 2009;
Bu, Li, and Ramjee ; Li et al. 2018). With increasing num-
ber of devices that need to access wireless network and ever
upgrading network architectures, this problem still remains
of practical interest.
6.1 Problem Setup
Proportional Fair (PF) scheduling algorithms are the de
facto standard for opportunistic schedulers in cellular net-
works (Holma and Toskala 2005). They aim to provide high
throughput while maintaining fairness among the users. The
problem of maximizing finite horizon proportional fairness
for multiple agents attached to a base station is defined as
C = max
{αk,t}K×T
K∑
k=1
log
(
1
T
T∑
t=1
αk,trk,t
)
(28)
s.t.
K∑
k=1
αk,t = 1∀t ∈ {1, 2, · · · , T} (29)
αi,j ∈ 0, 1 (30)
where, αk,t = 1 if the agent k obtains the network resource
at time t, and 0 otherwise. Further, rk,t denotes the rate at
which agent k can transmit at time t if allocated network
resource. We use T = 1000 for the simulations and K ∈
{2, 4, 6}. We note that rk,t is only known causally limiting
the use of offline optimization techniques and making the
use of learning-based strategies for the problem important.
The state space of each agent comes from its channel con-
ditions. We assume that the channel for a agent can only be
in two conditions {good, bad}, where the good and bad con-
ditions for each agent could be different. At each time, the
scheduler gives all the resources to a single agent. Thus, the
action at each time is a one-hot vector with the entry corre-
sponding to the agent receiving the resources set to one. This
gives |S| = 2K (corresponding to the joint channel state of
all agents), and |A| = K (K actions correspond to the agent
that is selected in a time slot). Based on the channel state
of agent, the scheduling decision determines the agent that
mudt be picked in the time-slot. Rate rk,t, for agent k at time
t, is dependent on the state of the agent sk,t and is mentioned
in Table 1. Each agent remain in the same state with prob-
ability of 0.8, and move to a different state s ∼ U(S) with
probability 0.2. The state transition model becomes,
∀ k, sk,t+1 =
{
sk,t, w.p. 0.8
s ∼ U({good, bad}) w.p. 0.2 (31)
Agent state r1,t r2,t r3,t r4,t r5,t r6,t
good 1.50 2.25 1.25 1.50 1.75 1.25
bad 0.768 1.00 0.384 1.12 0.384 1.12
Table 1: Agent rate rk,t (in Mbps) based on agent state sk,t.
Rate values are practically observable data rates over a wire-
less network such as 4G-LTE.
6.2 Evaluated Algorithms
We compare our model-based and model-free algorithms
with practically implemented algorithm of Blind Gradient
Estimation (Margolies et al. 2016; Bu, Li, and Ramjee ) in
network schedulers, SARSA based algorithm devised by
(Perez et al. 2009). We first describe the algorithms used in
evaluations.
• Blind Gradient Estimation Algorithm (BGE): This
heuristic allocates the resources based on the previously
allocated resources to the agents. Starting from t = 1,
this policy allocates resource to agent k∗t at time t, where
k
∗
t = arg max
k∈[K]
rk,t∑t−1
t′=0 αk,t′rk,t′
;αk,t′ =
{
1, k = k∗t′
0, k 6= k∗t′
(32)
In this policy, an agent gets the resource if it can uti-
lize to maximum potential when all the other agents
have been allocated sufficient resources in past, or if
it is currently the most starved agent. BGE is used
as de facto standard for scheduling in cellular systems
(Holma and Toskala 2005).
• SARSA Algorithm: This algorithm based on SARSA
(Sutton and others ). The reward at each time t is the fair-
ness of the system at time t, or
ft =
K∑
k=1
log
(
1
t
t∑
t′=1
αk,t′rk,t′
)
(33)
We use γ = 0.9, ǫ = 0.05, and learning rate η = 0.01 for
SARSA implementation.
• Proposed Model Based Algorithm: We describe the al-
gorithm for infinite horizon, so we maximize the policy
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Figure 1: Proportional Fairness ft v/s t (Best viewed in color)
for infinite horizon proportional fairness problem by dis-
counting the rewards as
lim
T→∞
K∑
k=1
log
(
1
T
T∑
t=1
γtαk,trk,t
)
(34)
The learned policy is evaluated on finite horizon en-
vironment of T = 1000. We keep γ = 0.99
for implementation of Algorithm 2. We use a fixed
episode length of O
(
1
1−γ
)
= O (100) as mentioned
in (Osband, Russo, and Van Roy 2013) and update policy
after every τ = 100 steps.
In Algorithm 1, we use gradient ascent to find a locally
optimal policy π(·|s) with step size of η = 0.1 for each
state s ∈ S. For small change in the stochastic policy,
change in average per-step rewards of agents are small.
From Assumption 2, the change in function value is also
small, hence the direction for steepest ascent exists. The
policy obtained after applying gradient ascent is projected
back to the probability simplex to satisfy the probability
axioms.
• Proposed Model Free Algorithm: The proposed algo-
rithm uses the reward metric C from Equation (35). Since
log(·) is differentiable, the gradient in Equation (24) is
evaluated using Equation (35).
∇ˆθf =
∑
k∈[K]
N∑
j=1
T∑
t=0
∇θ log π(at,j|st,j)
T∑
τ=t
γτrk(sτ,j, aτ,j)
N∑
j=1
T∑
t=0
γtrk(st,j, at,j)
(35)
The neural network consists of a single hidden layer with
200 neurons, each having ReLU activation function. We
use Adam optimizer with β1 = 0.9, and β2 = 0.999 to
train the network. The value of other hyperparameters are
γ = 0.99, η = 1× 10−3, and batch size N = 100.
6.3 Simulation Results
We trained the SARSA algorithm and the model based Al-
gorithm 2 for 5000 time steps for each value of K . To train
model free Algorithm 3, we used 2 × 104 epochs, and each
epoch consists of 1000 time steps. Note that the Blind Gra-
dient Estimation algorithm doesn’t need training as it selects
the agent based on observed rewards.
We show the performance of policies implemented by
each of the algorithm. Each policy is run 100 times and me-
dian and interquartile range is shown in Figure 1 for each
policy. The policy performance for K = 2, K = 4, and
K = 6 is shown in Figure 1(a), Figure 1(b), and Figure 1(c),
respectively.
We note that SARSA based solution performs signifi-
cantly worse than other algorithms. The performance of
SARSA significantly decrease forK = 4 andK = 6, hence
we exclude the plots for the same to keep the plots compre-
hensible.
We note that the performance of model-based algo-
rithm (Algorithm 2) and that of the model-free algorithm
(Algorithm 3) are almost overlapping. For K = 2, the
model-based algorithm outperforms the model-free algo-
rithm. However, for K ∈ {4, 6}, the model-free algorithm
performs marginally better. We believe that this difference
in the performance of model-based algorithm is because we
used convex approximation in Algorithm 1. The proposed
algorithms (model-based as well as model-free) consistently
outperform BGE algorithm for K ∈ {2, 4, 6} which is the
de-facto standard in cellular networks. Further, the gap be-
tween the performance of BGE algorithm, and the proposed
algorithms increase considerably as the number of agents in-
crease.
We present the percentage improvements of proportional
fairness obtained by the proposed model-based and the
model-free algorithms as well as SARSA algorithm over
BGE algorithm in Appendix A, where we see that the pro-
posed algorithms are about 17% better than BGE forK = 6.
We also show the convergence rate of model based and
model free algorithms in Appendix B, where we see that the
model-based approach converges faster.
7 Conclusion
This paper presents a novel average per step reward based
formulation for optimizing joint objective function of long-
term rewards of each agent for infinite horizon multi-agent
systems. In case of finite horizon, Markov policies may not
be able to optimize the joint objective function, hence an
average reward per step formulation is considered. A tab-
ular model based algorithm which uses Dirichlet sampling
to obtain regret bound of O˜
(√
K
T
)
for K agents over a
time horizon T is provided. Further, a model free algo-
rithm which can be efficiently implemented using neural
networks is also proposed. The proposed algorithms outper-
form standard heuristic currently in use by a significant mar-
gin for maximizing proportional fairness in cellular schedul-
ing problem.
Possible future works include modifying the framework
to obtain actions from policies instead of probability values
for infinite action space, and obtaining decentralized policies
by introducing a message passing architecture.
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A Numerical Comparison of Performance
The performance improvement at t = 1000 for Algorithm 2
and Algorithm 3 over the Blind Gradient Estimation based
algorithm is presented in Table 2. Table 2 also shows the
decrease in performance when using the policy obtained by
SARSA algorithm. We calculate the performance improve-
ment of any algorithm as per the following equation,
Calgorithm − CBGE
|CBGE |
× 100 (36)
Algorithm K = 2 K = 4 K = 4
Algorithm 2 10.382% 6.859% 16.885%
Algorithm 3 2.745% 7.96% 17.626%
SARSA −576.17% −208.79% −119.40%
Table 2: Performance gaps in median fairness of RL algorithms
over the BGE algorithm
B Convergence Rate Results
Figure 2 shows the convergence rates of the proposed
model-based and model-free algorithms forK = 2,K = 4,
andK = 6 respectively. We ran 20 independent instances of
Algorithm 2 and show the median and interquartile range.
We observe that the model based algorithm converges much
faster than the model free algorithm.
C Applications to Fairness maximization
Manymulti-agent reinforcement learning problems focus on
optimizing fairness in the system. Many such examples can
be found in (Zhang and Shah 2014b). We now provide an
extra assumption on the fairness function, and show that the
optimal policy satisfying Equation (7) is Pareto optimal.
Assumption 3. If f is an element-wise monotonically
strictly increasing function. Or, ∀ k ∈ [K], the function sat-
isfies,
x
k
> y
k =⇒ f
(
· · · , xk, · · ·
)
> f
(
· · · , yk, · · ·
)
(37)
Element wise increasing property motivates the agents to
be strategic as by increasing its per-step average reward,
agent can increase the joint objective. Based on Equation
(37), we notice that the solution for Equation (7) is Pareto
optimal.
Definition 1. A policy π∗ is said to be Pareto optimal if and
only if there is exists no other policy π such that the average
per-step reward is at least as high for all agents, and strictly
higher for at least one agent. Or
∀ k ∈ [K], λkpi∗ ≥ λ
k
pi and ∃ k, λ
k
pi∗ > λ
k
pi (38)
Theorem 2. Solution of Equation (7), or the optimal policy
π∗ is Pareto Optimal
Proof. We will prove the result using contradiction. Let π∗
be the solution of Equation 7 and not be Pareto optimal.
Then there exists some policy π for which the following
equation holds,
∀ k ∈ [K], λkpi ≥ λkpi∗ and ∃ k, λkpi > λkpi∗ (39)
From element-wise monotone increasing property in Equation
(37), we obtain
f(· · · , λkpi, · · · ) > f(· · · , λkpi∗ , · · · ) (40)
= argmax
pi
f(λ1pi, · · · , λKpi ) (41)
This is a contradiction. Hence, π∗ is a Pareto optimal solution.
This result shows that algorithms presented in this paper
can be used to optimally allocate resources among multiple
agents using average per step allocations.
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Figure 2: Rate of Convergence of Model Based algorithm and
Model Free algorithm (Best viewed in color)
