Abstract
The Classical Linear Regression Model (CLRM)
Let the column vector x k be the T observations on variable x k , k = 1, · · · , K, and assemble these data in an T × K data matrix X. In most contexts, the first column of X is assumed to be a column of 1s:
so that β 1 is the constant term in the model. Let y be the T observations y 1 , · · · , y T , and let ε be the column vector containing the T disturbances. The Classical Linear Regression Model (CLRM) can be written as
. . .
or in matrix form X is a T × K matrix with rank K.
Assumptions of the CLRM
(3) Exogeneity of the independent variables: E[ε i |x j1 , x j2 , · · · , x jK ] = 0. This states that the expected value of the disturbance at observation i in the sample is not a function of the independent variables observed at any observation, including this one. This means that the independent variables will not carry useful information for prediction of ε i .
E[ε|X] = 0.
(4) Homoscedasticity and nonautocorrelation: Each disturbance, ε i has the same finite variance, σ 2 , and is uncorrelated with every other disturbance, ε j .
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(5) Data generation: The data in (x j1 , x j2 , · · · , x jK ) may be any mixture of constants and random variables.
X may be fixed or random.
(6) Normal distribution: The disturbances are normally distributed.
ε|X ∼ N (0, σ 2 I).
In order to obtain estimates of the parameters β 1 , β 2 , · · · , β K , the residual sum of squares (RSS)
is minimised so that the coefficient estimates will be given by the ordinary least squares (OLS) estimator
In order to calculate the standard errors of the coefficient estimates, the variance of the errors, σ 2 , is estimated by the estimator
where we recall K is the number of regressors including a constant. In this case, K observations are "lost" as K parameters are estimated, leaving T − K degrees of freedom. Then the parameter variance-covariance matrix is given by
And the coefficient standard errors are simply given by taking the square roots of each of the terms on the leading diagonal. In summary, we have (Brooks [1, page 91-92] )
The OLS estimator is the best linear unbiased estimator (BLUE), consistent and asymptotically normally distributed (CAN), and if the disturbances are normally distributed, asymptotically efficient among all CAN estimators.
Hypothesis Testing: The t-test and The F-test
The t-statistic for hypothesis testing is given bŷ
SE(β i ) ∼ t(T − K)
where SE(β i ) = √ Var(β) ii , and is used to test single hypotheses. The F -test is used to test more than one coefficient simultaneously.
Under the F -test framework, two regressions are required. The unrestricted regression is the one in which the coefficients are freely determined by the data, and the restricted regression is the one in which the coefficients are restricted, i.e. the restrictions are imposed on some βs. Thus the F -test approach to hypothesis testing is also termed restricted least squares.
The F -test statistic for testing multiple hypotheses about the coefficient estimate is given by
where U RSS is the residual sum of squares from unrestricted regression, RRSS is the residual sum of squares from restricted regression, m is the number of restrictions 1 , T is the number of observations, and K is the number of regressors in the unrestricted regression.
To see why the test centres around a comparison of the residual sums of squares from the restricted and unrestricted regressions, recall that OLS estimation involved choosing the model that minimised the residual 1 Informally, the number of restrictions can be seen as "the number of equality signs under the null hypothesis". sum of squares, with no constraints imposed. Now if, after imposing constraints on the model, a residual sum of squares results that is not much higher than the unconstrained model's residual sum of squares, it would be concluded that the restrictions were supported by the data. On the other hand, if the residual sum of squares increased considerably after the restrictions were imposed, it would be concluded that the restrictions were not supported by the data and therefore that the hypothesis should be rejected.
It can be further stated that RRSS ≥ U RSS. 2 Only under a particular set of very extreme circumstances will the residual sums of squares for the restricted and unrestricted models be exactly equal. This would be the case when the restriction was already present in the data, so that it is not really a restriction at all.
Finally, we note any hypothesis that could be tested with a t-test could also have been tested using an
Violation of Assumptions: Multicollinearity
If the explanatory variables were orthogonal to one another, adding or removing a variable from a regression equation would not cause the values of the coefficients on the other variables to change. Perfect multicollinearity will make it impossible to invert the (X ′ X) matrix since it would not be of full rank. Technically, the presence of high multicollinearity doesn't violate any CLRM assumptions. Consequently, OLS estimates can be obtained and are BLUE with high multicollinearity. The larger variances (and standard errors) of the OLS estimators are the main reason to avoid high multicollinearity.
Causes of multicollinearity include
• You use variables that are lagged values of one another.
• You use variables that share a common time trend component.
• You use variables that capture similar phenomena.
Detection of multicollinearity
Testing for multicollinearity is surprisingly difficult. Correlation matrix is one simple method, but if the relationship involves more variables that are collinear, then multicollinearity would be very difficult to detect.
Rule of thumb for identifying multicollinearity. Because high multicollinearity doesn't violate a CLRM assumption and is a sample-specific issue, researchers typically don't use formal statistical tests to detect multicollinearity. Instead, they use two sample measurements as indicators of a potential multicollinearity problem.
• Pairwise correlation coefficients. The sample correlation of two independent variables, x k and x j , is calculated as
As a rule of thumb, correlation coefficients around 0.8 or above may signal a multicollinearity problem.
Other evidence you should also check include insignificant t-statistics, sensitive coefficient estimates, and nonsensical coefficient signs and values. Note the pairwise correlation coefficients only identify the linear relationship of two variables. It does not check linear relationship among more than two variables.
• Auxiliary regression and the variance inflation factor (VIF). A VIF for any given independent variable is calculated by
where R 2 k is the R-squared value obtained by regressing independent variable x k on all the other independent variables in the model. As a rule of thumb, VIFs greater than 10 signal a highly likely multicollinearity problem, and VIFs between 5 and 10 signal a somewhat likely multicollinearity issue. Remember to check also other evidence of multicollinearity (insignificant t-statistics, sensitive or nonsensical coefficient estimates, and nonsensical coefficient signs and values). A high VIF is only an indicaotr of potential multicollinearity, but it may not result in a large variance for the estimator if the variance of the independent variable is also large.
Consequence of ignoring near multicollinearity
First, R 2 will be high but the individual coefficients will have high standard errors, so that the regression "looks good" as a whole, but the individual variables are not significant. This arises in the context of very closely related explanatory variables as a consequence of the difficulty in observing the individual contribution of each variable to the overall fit of the regression.
Second, the regression becomes very sensitive to small changes in the specification, so that adding or removing an explanatory variable leads to large changes in the coefficient values or significance of the other variables. The intuition is that, if the independent variables are highly collinear, the estimates must emphasize small differences in the variables in order to assign an independent effect to each of them.
Third, nonsensical coefficient signs and magnitudes. With higher multicollinearity, the variance of the estimated coefficients increases, which in turn increases the chances of obtaining coefficient estimates with extreme values.
Finally, near multicollinearity will thus make confidence intervals for the parameters very wide, and significance tests might therefore give inappropriate conclusions, and so make it difficult to draw sharp inferences.
Dealing with multicollinearity
A number of alternative estimation techniques have been proposed that are valid in the presence of multicollinearity -for example, ridge regression, or principal components. Many researchers do not use these techniques, however, as they can be complex, their properties are less well understood than those of the OLS estimator and, above all, many econometricians would argue that multicollinearity is more a problem with the data than with the model or estimation method.
Ad hoc methods include:
• Ignore it, if the model is other wise adequate, i.e. statistically and in terms of each coefficient being of a plausible magnitude and having an appropriate sign. The presence of near multicollinearity does not affect the BLUE properties of the OLS estimation. However, in the presence of near multicollinearity, it will be hard to obtain small standard errors.
• Drop one of the collinear variables, so that the problem disappears. This may be unacceptable if there were strong a priori theoretical reasons for including both variables in the model. Also, if the removed variable was relevant in the data generating process for y, an omitted variable bias would result (see later).
• Transform the highly correlated variables into a ratio and include only the ratio and not the individual variables in the regression. This may be unacceptable by financial theory.
• Increase the sample size, e.g. by using a pooled sample. This is because near multicollinearity is more a problem with the data than with the model.
• Use a new model.
First-differencing.
Its use is limited to models utilizing time-series or panel data. It also has its cost: 1) losing observations; 2) losing variation in your independent variables (resulting in insignificant coefficients); 3) changing the specification (possibly resulting in misspecification bias).
The composite index variable. But never combine variables into an index that would, individually, be expected to have opposite signs.
Violation of Assumptions: Heteroscedasticity

Detection of heteroscedasticity
This is the situation where E[ε 2
i |X] is not a finite constant.
The Goldfeld-Quandt test
The Goldfeld-Quandt test is based on splitting the total sample of length T into two sub-samples of length T 1 and T 2 . The regression model is estimated on each sub-sample and the two residual variances are calculated as s
The null hypothesis is that the variances of the disturbances are equal, against a two-sided alternative. The test statistic, denoted GQ, is simply
with s
under the null hypothesis, and the null of a constant variance is rejected if the test statistic exceeds the critical value.
The GQ test is simple to construct but its conclusions may be contingent upon a particular, and probably arbitrary, choice of where to split the sample. An alternative method that is sometimes used to sharpen the inferences from the test and to increase its power is to omit some of the observations from the centre of the sample so as to introduce a degree of separation between the two sub-samples.
The White's general test
The White's general test for heteroscedasticity is carried out as follows.
(1) Assume that the regression model estimated is of the standard linear form, e.g.
To test Var(ε t ) = σ 2 , estimate the model above, obtaining the residualsε t . (2) Run the auxiliary regression
The squared residuals are the quantity of interest since Var(
The reason that the auxiliary regression takes this form is that it is desirable to investigate whether the variance of the residuals varies systematically with any known variables relevant to the model. Note also that this regression should include a constant term, even if the original regression did not. This is as a result of the fact thatε 2 t will always have a non-zero mean. (3) Given the auxiliary regression, the test can be conducted using two different approaches.
(i) First it is possible to use the F -test framework. This would involve estimating the auxiliary regression as the unrestricted regression and then running a restricted regression ofε 2 t on a constant only. The RSS from each specification would then be used as inputs to the standard F -test formula.
(ii) An alternative approach, called Lagrange Multiplier (LM) test, centres around the value of R 2 for the auxiliary regression and does not require the estimation of a second (restricted) regression. If one or more coefficients in the auxiliary regression is statistically significant, the value of R 2 for that equation will be relatively high, while if none of the variables is significant, R 2 will be relatively low. The LM test would thus operate by obtaining R 2 from the auxiliary regression and multiplying it by the number of observations,
where m is the number of regressors in the auxiliary regression (excluding the constant term), equivalent to the number of restrictions that would have to be placed under the F -test approach.
(4) The test is one of the joint null hypothesis that α 2 = α 3 = α 4 = α 5 = α 6 = 0. For the LM test, if the χ 2 -test statistic from step (3) is greater than the corresponding value from the statistical table then reject the null hypothesis that the errors are homoscedastic.
The Breusch-Pagan test
The Breusch-Pagan test can be seen as a special case of White's general test. See [11] for a summary.
The Park test
The Park test assumes that the heteroscedasticity may be proportional to some power of an independent variable x k in the model: 
Consequences of using OLS in the presence of heteroscedasticity
When the errors are heteroscedastic, the OLS estimators will still give unbiased (and also consistent) coefficient estimates, but they are no longer BLUE. The reason is that the error variance, σ 2 , plays no part in the proof that the OLS estimator is consistent and unbiased, but σ 2 does appear in the formulae for the coefficient variances.
If OLS is still used in the presence of heteroscedasticity, the standard errors could be wrong and hence any inferences made could be misleading. In general, the OLS standard errors will be too large for the intercept when the errors are heteroscedastic. The effect of heteroscedasticity on the slope standard errors will depend on its form.
Dealing with heteroscedasticity
The generalised least squares method
The generalised least squares (GLS) method supposes that the error variance was related to z t by the expression Var(ε t ) = σ 2 z 2 t . All that would be required to remove the heteroscedasticity would be to divide the regression equation
where ν t = εt zt is an error term. GLS can be viewed as OLS applied to transformed data that satisfy the OLS assumptions. GLS is also known as weighted least squares (WLS) since under GLS a weighted sum of the squared residuals is minimised, whereas under OLS it is an unweighted sum. Researchers are typically unsure of the exact cause of the heteroscedasticity, and hence this technique is usually infeasible in practice.
Transformation
A second "solution" for heteroscedasticity is transforming the variables into logs or reducing by some other measure of "size". This has the effect of re-scaling the data to "pull in" extreme observations.
The White-corrected standard errors
A third "solution" for heteroscedasticity is robust standard error (White-corrected standard errors, heteroscedasticity-corrected standard errors) following White [9] . In a model with one independent variable, the robust standard error is
Generalizing this result to a multiple regression model, the robust standard error is
where theω 2 tk 's are the squared residuals obtained from the auxiliary regression of x k on all the other independent variables. Here's how to calculate robust standard errors:
(1) Estimate your original multivariate model, 
The effect of using the correction is that, if the variance of the errors is positively related to the square of an explanatory variable, the standard errors for the slope coefficients are increased relative to the usual OLS standard errors, which would make hypothesis testing more "conservative", so that more evidence would be required against the null hypothesis before it would be rejected.
The results of Fabozzi and Francis [4] strongly suggest the presence of heteroscedasticity in the context of the single index market model. Numerous versions of robust standard errors exist for the purpose of improving the statistical properties of the heteroskedasticity correction; no form of robust standard error is preferred above all others.
Violation of Assumptions: Autocorrelation
Detection of autocorrelation
When you' re drawing conclusions about autocorrelation using the error pattern, all other CLRM assumptions must hold, especially the assumption that the model is correctly specified. If a model isn't correctly specified, you may mistakenly identify the model as suffering from autocorrelation. Misspecification is a more serious issue than autocorrelation.
Graphical test
Graphical test. The first step is to consider possible relationships between the current residual and the immediately previous one via a graphical exploration. Thusε t is plotted againstε t−1 , andε t is plotted over time. Under positive autocorrelation, most of the dots (ε t−1 ,ε t ) are in the first and third quadrants, while under negative autocorrelation, most of the dots (ε t−1 ,ε t ) are in the second and fourth quadrants. In a graph whereε t is plotted against time, a positively autocorrelated series of residuals will not cross the time-axis very frequently, while a negatively autocorrelated series of residuals will cross the time-axis more frequently than if they were distributed randomly.
The run test (the Geary test)
The run test (the Geary test). You want to use the run test if you're uncertain about the nature of the autocorrelation.
A run is defined as a sequence of positive or negative residuals. The hypothesis of no autocorrelation isn't sustainable if the residuals have too many or too few runs.
The most common version of the test assumes that runs are distributed normally. If the assumption of no autocorrelation is sustainable, with 95% confidence, the number of runs should be between µ r ± 1.96σ r where µ r is the expected number of runs and σ r is the standard deviation. These values are calculated by
where r is the number of observed runs, T 1 is the number of positive residuals, T 2 is the number of negative residuals, and T is the total number of observations. If the number of observed runs is below the expected interval, it's evidence of positive autocorrelation; if the number of runs exceeds the upper bound of the expected interval, it provides evidence of negative autocorrelation.
The Durbin-Watson test
The Durbin-Watson (DW) test is a test for first order autocorrelation. One way to motivate the test and to interpret the test statistic would be in the context of a regression of the time-t error on its previous value
where
The DW test statistic has as its null and alternative hypotheses
It is not necessary to run the regression given by (6) since the test statistic can be calculated using quantities that are already available after the first regression has been run
whereρ is the estimated correlation coefficient that would have been obtained from an estimation of (6). The intuition of the DW statistic is that the numerator "compares" the values of the error at times t − 1 and t. If there is positive autocorrelation in the errors, this difference in the numerator will be relatively small, while if there is negative autocorrelation, with the sign of the error changing very frequently, the numerator will be relatively large. No autocorrelation would result in a value for the numerator between small and large.
In order for the DW test to be valid for application, three conditions must be fulfilled: (i) There must be a constant term in the regression.
(ii) The regressors must be non-stochastic.
(iii) There must be no lags on dependent variable in the regresion. 
The Breusch-Godfrey test
The Breusch-Godfrey test is a more general test for autocorrelation up to the rth order, whereas DW is a test only of whether consecutive errors are related to one another. The model for the errors under the Breusch-Godfrey test is
The null and alternative hypotheses are:
The Breusch-Godfrey test is carried out as follows:
(1) Estimate the linear regression (8) using OLS and obtain the residuals,ε t .
(2) Obtain R 2 from the auxiliary regression
(3) Letting T denote the number of observations, the test statistic is given by
r . Note that (T − r) pre-multiplies R 2 in the test for autocorrelation rather than T . This arises because the first r observations will effectively have been lost from the sample in order to obtain the r lags used in the test regression, leaving (T − r) observations from which to estimate the auxiliary regression.
One potential difficulty with Breusch-Godfrey is in determining an appropriate value of r. There is no obvious answer to this, so it is typical to experiment with a range of values, and also to use the frequency of the data to decide. For example, if the data is monthly or quarterly, set r equal to 12 or 4, respectively.
Consequences of ignoring autocorrelation if it is present
The consequences of ignoring autocorrelation when it is present are similar to those of ignoring heteroscedasticity. The coefficient estimates derived using OLS are still unbiased, but they are inefficient, even at large sample sizes, so that the standard error estimates could be wrong.
In the case of positive serial correlation in the residuals, the OLS standard error estimates will be biased downwards relative to the true standard errors. Furthermore, R 2 is likely to be inflated relative to its "correct" value if autocorrelation is present but ignored, since residual autocorrelation will lead to an underestimate of the true error variance (for positive autocorrelation).
The following example illustrates the statement above. We assume the autocorrelation is represented by a first-order autocorrelation:
where −1 < ρ < 1 and ν t is a random variable that satisfies the CLRM assumptions; namely E[ν t |ε t−1 ] = 0, Var(ν t |ε t−1 ) = σ 2 ν , and Cov(ν t , ν s ) = 0 for all t ̸ = s. By repeated substitution, we obtain
Therefore,
The stationarity assumption (|ρ| < 1) is necessary to constrain the variance from becoming an infinite value. OLS assumes no autocorrelation; that is, ρ = 0 in the expression σ
Consequently, in the presence of autocorrelation, the estimated variances and standard errors from OLS are underestimated.
Dealing with autocorrelation
The Cochrane-Orcutt procedure
The Cochrane-Orcutt (CO) procedure works by assuming a particular form for the structure of the autocorrelation, and it is carried out as follows:
(1) Assume that the general model is of the form
Estimate the equation using OLS, ignoring the residual autocorrelation.
(2) Obtain the residuals, and run the regression
(3) Obtainρ and construct y *
, etc., so that the original model can be written as
Cochrane and Orcutt [2] argue that better estimates can be obtained by repeating steps (2)- (4) until the change inρ between one iteration and the next is less than some fixed amount (e.g. 0.01). In practice, a small number of iterations (no more than 5) will usually suffice. We also note assumptions like (9) should be tested before the Cochrane-Orcutt or similar procedure is implemented. 
The Newey-West standard errors
The Newey-West (NW) standard errors. Estimating the model using OLS and adjusting the standard errors for autocorrelation has become more popular than other correction methods. There are two reasons for this: (1) The serial correlation robust standard errors can adjust the results in the presence of a basic AR(1) process or a more complex AR(q) process, and (2) only the biased portion of the results (the standard errors) are adjusted, while the unbiased estimates (the coefficients) are untouched, so no model transformation is required.
The White variance-covariance matrix of the coefficients is appropriate when the residuals of the estimated equation are heteroscedastic but serially uncorrelated. Newey and West [7] developed a variance-covariance estimator that is consistent in the presence of both heteroscedasticity and autocorrelation. 
, where g represents the number of lags determined in Step 3.
(5) Calculate the serial correlation robust standard error. For variable x 2 ,
Steps (2) through (5) for independent variables x 3 through x K .
Dynamic models
Dynamic models. In practice, assumptions like (9) are likely to be invalid and serial correlation in the errors may arise as a consequence of "misspecified dynamics". Therefore a dynamic model that allows for the structure of y should be used rather than a residual correction on a static model that only allows for a contemporaneous relationship between the variables.
First difference
First differences. Another potential "remedy" for autocorrelated residuals would be to switch to a model in first differences rather than in levels.
Miscellaneous issues
Why might lags be required in a regression? Lagged values of the explanatory variables or of the dependent variable (or both) may capture important dynamic structure in the dependent variable. Two possibilities that are relevant in fiance are as follows.
• Inertia of the dependent variable. Often a change in the value of one of the explanatory variables will not affect the dependent variable immediately during one time period, but rather with a lag over several time periods. Many variables in economics and finance will change only slowly as a result of pure psychological factors. Delays in response may also arise as a result of technological or institutional factors.
• Over-reactions.
Autocorrelation that would not be remedied by adding lagged variables to the model.
• Omission of relevant variables, which are themselves autocorrelated, will induce the residuals from the estimated model to be serially correlated.
• Autocorrelation owing to unparameterised seasonality.
• If "misspecification" error has been committed by using an inappropriate functional form.
Problems with adding lagged regressors to "cure" autocorrelation.
• Inclusion of lagged values of the dependent variable violates the assumption that the explanatory variables are non-stochastic. In small samples, inclusion of lags of the dependent variable can lead to biased coefficient estimates, although they are still consistent.
• A model with many lags may have solved a statistical problem (autocorrelated residuals) at the expense of creating an interpretational one.
Note that if there is still autocorrelation in the residuals of a model including lags, then the OLS estimators will not even be consistent.
Autocorrelation in cross-sectional data. Autocorrelation in the context of a time series regression is quite intuitive. However, it is also plausible that autocorrelation could be present in certain types of cross-sectional data.
Violation of Assumptions: Non-Stochastic Regressors
The OLS estimator is consistent and unbiased in the presence of stochastic regressors, provided that the regressors are not correlated with the error term of the estimated equation. However, if one or more of the explanatory variables is contemporaneously correlated with the disturbance term, the OLS estimator will not even be consistent. This results from the estimator assigning explanatory power to the variables where in reality it is arising from the correlation between the error term and y t .
Violation of Assumptions: Non-Normality of the Disturbances
The Bera-Jarque test statistic is given by
where T is the sample size, b 1 is the coefficient of skewness
and b 2 is the coefficient of kurtosis
The test statistic W asymptotically follows a χ 2 (2) under the null hypothesis that the distribution of the series is symmetric and mesokurtic, properties that a standard normal distribution has. b 1 and b 2 can be estimated using the residuals from the OLS regressionε. The null hypothesis is of normality, and this would be rejected if the residuals from the model were either significantly skewed or leptokurtic/platykurtic (or both).
Issues of Model Specification
Omission of an important variable
The consequence would be that the estimated coefficients on all the other variables will be biased and inconsistent unless the excluded variable is uncorrelated with all the included variables. Even if this condition is satisfied, the estimate of the coefficient on the constant term will be biased, and the standard errors will also be biased (upwards). Further information is offered in Dougherty [3] , Chapter 7.
Inclusion of an irrelevant variable
The consequence of including an irrelevant variable would be that the coefficient estimators would still be consistent and unbiased, but the estimators would be inefficient. This would imply that the standard errors for the coefficients are likely to be inflated. Variables which would otherwise have been marginally significant may no longer be so in the presence of irrelevant variables. In general, it can also be stated that the extent of the loss of efficiency will depend positively on the absolute value of the correlation between the included irrelevant variable and the other explanatory variables.
When trying to determine whether to err on the side of including too many or too few variables in a regression model, there is an implicit trade-off between inconsistency and efficiency; many researchers would argue that while in an ideal world, the model will incorporate precisely the correct variables -no more and no less -the former problem is more serious than the latter and therefore in the real world, one should err on the side of incorporating marginally significant variables.
Functional form: Ramsey's RESET
Ramsey's regression specification error test (RESET) is conducted by adding a quartic function of the fitted values of the dependent variable (ŷ The logic of using a quartic of your fitted values is that they serve as proxies for variables that may have been omitted -higher order powers of the fitted values of y can capture a variety of non-linear relationships, since they embody higher order powers and cross-products of the original explanatory variables.
The test consists of the following steps:
1. Estimate the model you want to test for specification error. E.g.
2. Obtain the fitted values after estimating your model and estimate :
3. Test the joint significance of the coefficients on the fitted values of y t terms using an F -statistic, or using the test statistic T R 2 , which is distributed asymptotically as χ 2 (p − 1) (the value of R 2 is obtained from the regression (10)). If the value of the test statistic is greater than the critical value, reject the null hypothesis that the functional form was correct.
A RESET allows you to identify whether misspecification is a serious problem with your model, but it doesn't allow you to determine the source.
Parameter stability / structural stability tests
The idea is essentially to split the data into sub-periods and then to estimate up to three models, for each of the sub-parts and for all the data and then to "compare" the RSS of each of the models. There are two types of test: the Chow (analysis of variance) test and predictive failure tests.
The Chow test
To apply a Chow test for structural stability between any two groups (A and B): 1. Estimate your model combining all data and obtain the residual sum of squares (RSS r ) with degrees of freedom T − 2K.
2. Estimate your model separately for each group and obtain the residual sum of squares for group A, RSS ur,A , with degrees of freedom T A − K and the residual sum of squares for group B, RSS ur,B , with degrees of freedom T B − K.
3. Compute the F -statistic by using this formula:
The null hypothesis for the Chow test is structural stability. The larger the F -statistic, the more evidence you have against structural stability and the more likely the coefficients are to vary from group to group. If the value of the test statistic is greater than the critical value from the F -distribution, which is an F (K, T − 2K), then reject the null hypothesis that the parameters are stable over time.
Note the result of the F -statistic for the Chow test assumes homoskedasticity. A large F -statistic only informs you that the parameters vary between the groups, but it doesn't tell you which specific parameter(s) is (are) the source(s) of the structural break.
Predictive failure tests
A problem with the Chow test is that it is necessary to have enough data to do the regression on both sub-samples. An alternative formulation of a test for the stability of the model is the predictive failure test, which requires estimation for the full sample and one of the sub-samples only. The predictive failure test works by estimating the regression over a "long" sub-period (i.e. most of the data) and then using those coefficient estimates for predicting values of y for the other period. These predictions for y are then implicitly compared with the actual values. The null hypothesis for this test is that the prediction errors for all of the forecasted observations are zero.
To calculate the test: 1. Run the regression for the whole period (the restricted regression) and obtain the RSS. 2. Run the regression for the "large" sub-period and obtain the RSS (called RSS 1 ). Note the number of observations for the long estimation sub-period will be denoted by T 1 . The test statistic is given by
where T 2 is the number of observations that the model is attempting to "predict". The test statistic will follow an F (T 2 , T 1 −K) distribution.
Forward predictive failure tests are where the last few observations are kept back for forecast testing. Backward predictive failure tests attempt to "back-cast" the first few observations. Both types of test offer further evidence on the stability of the regression relationship over the whole sample period
The Quandt likelihood ratio (QLR) test
The Chow and predictive failure tests will work satisfactorily if the date of a structural break in a financial time series can be specified. But more often, a researcher will not know the break date in advance. In such circumstances, a modified version of the Chow test, known as the Quandt likelihood ratio (QLR) test, can be used instead. The test works by automatically computing the usual Chow F -test statistic repeatedly with different break dates, then the break date giving the largest F -statistic value is chosen.
While the test statistic is of the F -variety, it will follow a non-standard distribution rather than an Fdistribution since we are selecting the largest from a number of F -statistics rather than examining a single one. The test is well behaved only when the range of possible break dates is sufficiently far from the end points of the whole sample, so it is usual to "trim" the sample by (typically) 5% at each end.
Recursive least squares (RLS): CUSUM and CUSUMQ
An alternative to the QLR test for use in the situation where a researcher is unsure of the date is to perform recursive least squares (RLS). The procedure is appropriate only for time-series data or crosssectional data that have been ordered in some sensible way (e.g., a sample of annual stock returns, ordered by market capitalisation).
Recursive estimation simply involves starting with a sub-sample of the data, estimating the regression, then sequentially adding one observation at a time and re-running the regression until the end of the sample is reached.
It is to be expected that the parameter estimates produced near the start of the recursive procedure will appear rather unstable, but the key question is whether they then gradually settle down or whether the volatility continues through the whole sample. Seeing the latter would be an indication of parameter instability.
It should be evident that RLS in itself is not a statistical test for parameter stability as such, but rather it provides qualitative information which can be plotted and thus gives a very visual impression of how stable the parameters appear to be.
The CUSUM test is based on a normalised (i.e. scaled) version of the cumulative sums of the residuals. Under the null hypothesis of perfect parameter stability, the CUSUM statistic is zero. A set of ±2 standard error bands is usually plotted around zero and any statistic lying outside the bands is taken as evidence of parameter instability.
The CUSUMSQ test is based on a normalised version of the cumulative sums of squared residuals. The scaling is such that under the null hypothesis of parameter stability, the CUSUMSQ statistic will start at zero and end the sample with a value of 1. Again, a set of ±2 standard error bands is usually plotted around zero and any statistic lying outside these is taken as evidence of parameter instability.
For full technical details of CUSUM and CUSUMQ, see Greene [5] , Chapter 7.
The Generalized Linear Regression Model (GLRM)
The generalized linear regression model is     
where Ω is a positive definite matrix. In this model, heteroscedasticity usually arises in volatile high frequency time-series data and in crosssection data where the scale of the dependent variable and the explanatory power of the model tend to vary across observations. Autocorrelation is usually found in time-series data. Panel data sets, consisting of cross sections observed at several points in time, may exhibit both characteristics.
Convention on notation:
Throughout this section, we shall use n in place of T to stand for the number of observations. This is to be consistent with popular textbooks like Greene [5] .
Properties of OLS in the GLRM
Recall under the assumptions of CLRM, the OLS estimator
is the best linear unbiased estimator (BLUE), consistent and asymptotically normally distributed (CAN), and if the disturbances are normally distributed, asymptotically efficient among all CAN estimators. In the GLRM, the OLS estimator remains unbiased, consistent, and asymptotically normally distributed. It will, however, no longer be efficient and the usual inference procedures based on the F and t distributions are no longer appropriate. 
where Φ = will converge to a constant matrix. But (σ 2 /n)(X ′ ΩX/n) need not converge at all.
Theorem 2 (Consistency of OLS in the GLRM).
If Q = p lim(X ′ X/n) and p lim(X ′ ΩX/n) are both finite positive definite matrices, thenβ is consistent for β. Under the assumed conditions, p limβ = β.
