Search for R-parity violating supersymmetry in pp collisions at √ s = 13 TeV using b jets in a final state with a single lepton, many jets, and high sum of large-radius jet masses
Introduction
Searches for physics beyond the standard model (SM) are motivated by several considerations, including theoretical problems associated with explaining the observed mass of the Higgs boson in the presence of quantum corrections (the hierarchy problem) [1] , and astrophysical evidence for dark matter [2] . While the SM has been successful in describing a vast range of phenomena, its inability to address these theoretical and experimental issues makes it an incomplete description of fundamental particles and their interactions.
Supersymmetry (SUSY), a proposed extension of the SM, provides possible solutions to these problems [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . The hierarchy problem can be addressed by SUSY models with a sufficiently low-mass top squark and gluino, and the lightest supersymmetric particle (LSP), if stable, is a potential dark matter candidate [1, [13] [14] [15] [16] . That stability is assured in R-parity conserving (RPC) SUSY models, where the R-parity of a particle is defined as (−1) 2s+3(B−L) with s, B, and L denoting the spin, baryon number, and lepton number of the particle, respectively [17] .
Recent searches at the CERN LHC have set stringent limits on RPC SUSY production, as mass limits for the models studied are reaching ∼1 TeV for the top squark [18] [19] [20] and ∼2 TeV [21] [22] [23] [24] [25] [26] for the gluino. Due to these limits, there is mounting tension in the ability of RPC SUSY models to explain the hierarchy problem with little fine tuning. These RPC SUSY searches, however, typically require signatures with significant missing transverse momentum (p miss T ) resulting from the undetected LSPs, while in R-parity violating (RPV) SUSY, the LSP is not stable and decays to SM particles, which removes the large p miss T signature. Though this disfavors the LSP as a dark matter candidate, it allows RPV SUSY models to evade constraints from typical RPC SUSY searches.
Given that there is no fundamental theoretical reason for R-parity conservation, RPV SUSY yields an important class of models that can ease the tension between natural solutions to the hierarchy problem and current experimental limits. In addition, the absence of a p miss T requirement can allow RPV SUSY searches to be sensitive to a parameter space of RPC SUSY where only a small amount of p miss T is expected, such as in models where the mass splitting between the supersymmetric particles is small. Therefore, RPV SUSY searches help to complete the coverage of SUSY parameter space.
The additional R-parity violating terms in the superpotential are
Here L i , Q j , and H u are SU(2) doublets corresponding to leptons, quarks, and the Higgs boson, respectively. The fields e k , u i , and d j are the charged lepton, up-type quark, and down-type quark SU(2) singlets, while the various λ and µ factors denote the coupling strengths for their corresponding interaction. Color indices are suppressed and letters i, j, k denote generation indices. More details on RPV SUSY can be found in Ref.
[27].
This search is motivated by a particular model of R-parity violation, minimal flavor violating (MFV) SUSY [28] , in which the R-parity violating couplings arise from the SM Yukawa couplings. This makes the third generation RPV couplings large and those of the first two generations small, which is consistent with the strong experimental constraints from proton decay searches on baryon and lepton number violation involving the lightest two generations [27] . The coupling λ ijk must be antisymmetric in the last two indices because of gauge invariance, which requires λ tbb to be 0. Therefore, the largest allowed MFV coupling is λ tbs . Due to the high g g cross section and large value of λ tbs , a search for the pair production of gluinos that decay via g → t t → tbs is well motivated. The simplified model [29, 30] that is used in the interpretation makes several assumptions about the SUSY mass spectrum. It is assumed that squarks other than the top squark are much heavier than the gluino, so they do not affect the gluino decay, and the branching ratio of g → t t → tbs is 100%. The top squark is assumed to be virtual in its decay. This results in a three-body decay, so searches for dijet resonances, i.e., t → bs, are not applicable in this scenario. It is further assumed that the gluinos decay promptly. An example diagram for this simplified model is shown in Fig. 1 . Although this benchmark is used for interpreting results, the search is structured to be generically sensitive to high-mass signatures with large jet and bottom quark jet multiplicities and either little or no p miss T , which are potential features of other models of physics beyond the SM. This analysis searches in a single-lepton (electron or muon) final state for an excess of events with a large number of identified bottom quark (b-tagged) jets in regions determined as a function of the jet multiplicity and the sum of masses of large-radius jets, M J . Signal events are expected to contribute to this final state through the leptonic decay of one of the top quarks while populating the high jet multiplicity and high M J kinematic regions due to the hadronic decay of the second top quark and the additional bottom and strange quark jets. The four b quarks, two from the top quark decays and two from the top squark decays, provide a high b-tagged jet multiplicity signature. The quantity M J was proposed in phenomenological studies [35] [36] [37] and was first used for RPC SUSY searches by the ATLAS Collaboration in all-hadronic final states [38, 39] and by the CMS Collaboration in single-lepton events [26, 40] .
The CMS detector, samples, and event selection
This search uses a sample of proton-proton collision data at a center-of-mass energy of √ s = 13 TeV corresponding to an integrated luminosity of 35.9 fb −1 , which was collected by the CMS experiment during 2016. The central feature of the CMS detector is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are the charged particle tracking systems, composed of silicon-pixel and silicon-strip detectors,
The reconstruction of objects in an event proceeds from the candidate particles identified by the particle-flow (PF) algorithm [60] , which uses information from the tracker, calorimeters, and muon systems to identify the candidates as charged or neutral hadrons, photons, electrons, or muons. Charged-particle tracks are required to originate from the event primary vertex (PV), which is the reconstructed vertex with the largest value of summed physics-object squared transverse momentum (p T ). The physics objects used for the PV reconstruction are those returned by a jet finding algorithm [61, 62] with the tracks assigned to the vertex as inputs, and the associated missing transverse momentum, taken as the negative vector sum of the p T of those objects.
Electrons are reconstructed by pairing a charged-particle track with an ECAL supercluster [63] . The resulting electron candidates are required to have p T > 20 GeV and |η| < 2.5, and to satisfy identification criteria designed to remove hadrons misidentified as electrons, photon conversions, and electrons from heavy-flavor hadron decays. Muons are reconstructed by associating tracks in the muon system with those found in the silicon tracker [64] . Muon candidates are required to satisfy p T > 20 GeV, |η| < 2.4, and identification criteria designed to select a highpurity muon sample.
To preferentially select leptons that originate in the decay of W and Z bosons, leptons are required to be isolated from other PF candidates. The relative isolation of a particle I rel is quantified using an optimized version of the mini-isolation variable I mini . Mini-isolation is computed as the scalar sum of the p T of charged hadrons from the PV, neutral hadrons, and photons that are within a cone of radius R mini-iso surrounding the lepton momentum vector p in η-φ space [65] . The cone radius R mini-iso varies with 1/p T according to
The p T -dependent cone size reduces the rate of accidental overlaps between the lepton and jets in high-multiplicity or highly Lorentz-boosted events, particularly overlaps between bottom quark jets and leptons originating from a boosted top quark. Relative isolation is computed as I rel = I mini /p T after subtraction of the average contribution from additional proton-proton collisions in the same bunch-crossing (pileup). To be considered isolated, electrons and muons must satisfy I rel < 0.1 and 0.2, respectively, where the different thresholds account for purity differences between electrons and muons.
The combined efficiency for the electron reconstruction, identification, and isolation requirements is about 50% at p T of 20 GeV, increasing to 65% at 50 GeV, and reaching a plateau of 80% above 200 GeV. The corresponding efficiency for muons is about 70% at p T of 20 GeV, increasing to 80% at 50 GeV, and reaching a plateau of 95% for p T > 200 GeV. Data-to-simulation corrections (scale factors) are applied for both electrons and muons to correct the simulated lepton selection efficiency to match that observed in data.
The charged PF candidates associated with the PV and the neutral PF candidates are clustered into jets using the anti-k T algorithm [61] with distance parameter R = 0.4, as implemented in the FASTJET package [62] . The estimated contribution to the jet p T from neutral PF candidates produced by pileup is removed with a correction based on the area of the jet and the average energy density of the event [66] . The jet energy is calibrated using p T -and η-dependent corrections; the resulting calibrated jets are selected if they satisfy p T > 30 GeV and |η| ≤ 2.4. Each jet must also meet loose identification requirements [67] to suppress, for example, calorimeter noise. Finally, jets that have PF constituents matched to the selected lepton are removed from the jet collection. These resulting jets are considered to be "small-R" jets.
The combined secondary vertex algorithm [68, 69] is applied to each small-R jet to create a subset of b-tagged jets. The tagging efficiency for b jets in the range p T = 30 to 50 GeV is 60-67% (51-57%) in the barrel (endcap) and increases with p T . Above p T ≈ 150 GeV the efficiency decreases to ≈50%. The probability to misidentify jets arising from c quarks is 13-15% (11-13%) in the barrel (endcap), while the misidentification probability for light-flavor quarks or gluons is 1-2%. Data-derived scale factors for the b tag efficiency and mistag rate are applied to simulation such that the simulated b tagging performance matches that observed in data.
"Large-R" (R = 1.2) jets are created by clustering small-R jets and the selected lepton using the anti-k T algorithm. Leptons are included to encompass the full kinematics of the event.
Clustering small-R jets instead of PF candidates incorporates the jet pileup corrections, thereby reducing the dependence of the large-R jet mass on pileup. This technique of clustering small-R jets into large-R jets has been used previously, e.g. Refs. [18, 40, 70] . The variable M J is defined as the sum of all large-R jet masses, where m(J) is the mass of a single large-R jet:
The quantity M J is used as a measure of the mass-scale of an event. Signal events tend to have large M J as the large-R jets capture the kinematic information of the high-mass gluinos.
Comparatively, SM background processes tend to have smaller values of M J due to their lower mass-scales. SM events, however, can have large values of M J in the presence of significant initial-state-radiation (ISR). For example, in tt events, ISR jets can either overlap with tt daughter jets or boost the tt system such that the system is collimated, both of which result in highmass large-R jets and, correspondingly, high M J . The M J distributions for tt and signal are shown in Fig. 2 , which uses events with N jet ≥ 8 to ensure similar N jet distributions for both tt and signal.
Events are selected with triggers [71] that require either at least one jet with p T > 450 GeV or the scalar sum of the p T of all small-R jets (H T ) above 900 GeV. Trigger efficiencies are over 99% for signal events passing the analysis selection defined below.
These events are further selected with a baseline requirement of exactly one electron or muon, M J > 500 GeV, H T > 1200 GeV, that the number of small-R jets (N jet ) be at least 4, and that the number of those jets that are tagged as bottom quark jets (N b ) be at least 1.
Background prediction
After the baseline selection, the dominant background contribution is from the tt process, with small contributions from W+jets and QCD events with a misidentified lepton. Rare background contributions, classified below as "Other", come from single top quark, ttW, ttZ, ttH, tttt, and Drell-Yan production.
To search for signal events arising from new high-mass particles decaying with large jet and b-jet multiplicities, the N b distribution is examined in different kinematic regions based on N jet and M J . The N jet bins are defined to be 4-5, 6-7, and ≥ 8. The M J bins are 500 < M J ≤ 800 GeV, 800 < M J ≤ 1000 GeV, and M J > 1000 GeV, with the two highest M J bins merged for the 4 ≤ N jet ≤ 5 case due to the limited data sample size in the M J > 1000 GeV region. The low-N jet , low-M J bins are expected to be background-dominated and are used as control regions to constrain systematic uncertainties, while the high-N jet , high-M J bins are used as signal regions. A diagram representing this binning is shown in Figure 3 . The N b distribution is separated into N b = 1, 2, 3, and ≥4 bins for each region. The two highest N b bins are the most sensitive to
N jet 4-5 6-7 ≥8 500-800 CR CR SR 800-1000 CR SR SR >1000 SR SR Figure 3 : Illustration depicting the (N jet , M J ) binning after the baseline selection, with control and signal region bins denoted by "CR" and "SR", respectively.
signal due to larger signal-to-background ratios, while the lower N b bins provide constraints on the background normalizations and systematic uncertainties. The signal efficiency for the bin requiring N jet ≥ 8 and M J > 1000 GeV is 2% and 8% for m g = 1000 GeV and 1600 GeV, respectively.
A global maximum-likelihood fit is performed to obtain predictions for the SM background processes. This fit is carried out both for a background-only hypothesis and for signal-plusbackground hypotheses, in which an additional signal contribution is extracted. The model is constructed using the poisson probabilities of the bin contents of the N b distribution for all N jet , M J regions, while systematic uncertainties are applied as nuisance parameters. The N b shape for each process is taken from simulation, but varied to assess the impact of mismodeling of relevant parameters, including the rate of gluon splitting to bb and tagging efficiencies for heavy-and light-flavor jets [68, 69] . The appropriate ranges for these parameters are determined based on measurements in dedicated control samples and then constrained by a simultaneous fit across all bins of N jet and M J in a correlated manner. Various studies with simulated pseudo-experiments were conducted to validate the likelihood model and to confirm that signal contamination effects are negligible.
Because the kinematic tails of the N jet and M J variables are difficult to model reliably, the tt and QCD normalizations are individually allowed to freely vary in each (N jet , M J ) bin. The tt normalizations are constrained in each bin by the background-dominated N b ≤ 2 bins, while the QCD normalizations are constrained by control regions with no identified leptons (N lep = 0). These N lep = 0 control regions follow the same kinematic binning as the N lep = 1 bins, but are integrated in N b for N b ≥ 1 and use offset N jet bins of 6-7, 8-9, and ≥10 to account for differences in the N jet distributions between the N lep = 1 and N lep = 0 samples. The QCD contribution in a particular N lep = 1 bin is then constrained by the corresponding N lep = 0 bin. To avoid biasing the normalization measurement, the small contribution of tt background to the N lep = 0 control regions is included using the normalization from the corresponding N lep = 1 bins, while contributions from other processes are taken from simulation.
The N jet shape of the W+jets background is taken from simulation and allowed to vary based on the data-to-simulation agreement in a kinematically similar Z+jets sample selected with N lep = 2 (ee or µµ), H T > 1200 GeV, M J > 500 GeV, N b = 1, and 80 < m < 100 GeV, where m is the invariant mass of the two leptons. The N jet distribution and data/simulation yields ratio for this sample are shown in Fig. 4 . The W+jets background is then determined in the fit with one global normalization parameter and two parameters to adjust the bin-to-bin normalization based on the difference between the ratios in adjacent N jet bins -17% between 4 ≤ N jet ≤ 5 and 6 ≤ N jet ≤ 7 and 62% between 6 ≤ N jet ≤ 7 and N jet ≥ 8. After correcting the N jet spectrum, the residual M J mismodeling is expected to be small, so no further correction is applied.
The "Other" component is estimated from simulation. Its contribution is less than 20% of the total backgrounds in all kinematic regions considered. 
Systematic uncertainties

Background systematic uncertainties
The nominal simulated shape of the N b distribution is allowed to vary by the inclusion of systematic uncertainties. Each uncertainty is incorporated in the fit with template N b histograms to account for the effects of the systematic variation and a nuisance parameter θ to control the variation amplitude. The nuisance parameters are subject to Gaussian constraints, normalized so that θ = 0 corresponds to the nominal N b shape and θ = ±1 corresponds to ±1 standard deviation (s.d.) variation of the systematic uncertainty. These uncertainties affect only the N b shape for tt, QCD, and W+jets backgrounds, because their normalizations are determined from data, while for the other (subleading) backgrounds the uncertainties affect both the N b shape and normalization.
The primary source of systematic uncertainty is the modeling of the gluon splitting rate, which can produce additional b quarks in events and may not be properly simulated. To account for this, a nuisance parameter controlling the gluon splitting rate is included in the likelihood. The size of the ±1 s.d. variation for this nuisance parameter is estimated using a fit to the ∆R bb distribution in a control sample, where ∆R bb is defined as the ∆R between two b-tagged jets in the event. This control sample is selected by requiring N lep = 0, H T > 1500 GeV, N b = 2, N jet ≥ 4, and M J > 500 GeV, as the gluon splitting signal in a N lep = 1 control region is contaminated by b quarks from the decay of top quarks. To ensure that these measurements in the QCD-dominated N lep = 0 region are applicable to the ttbar-dominated N lep = 1 region, both processes are simulated with the same procedure and settings. Furthermore, the N lep = 0 control sample is formed from a subset of the data that is selected to be most stable in the b tagging algorithm performance, since the precision of the ∆R bb fit is not limited by the data sample size. This choice isolates the physical effects of gluon splitting from the potential time dependence of the b tagging performance due to variations in experimental conditions, which are separately incorporated by the b-tag scale factor uncertainties. The nuisance parameter obtained from this control sample is allowed to vary in the full likelihood fit and further constrained by the observed data in the N lep = 1 regions.
Events where both of the b-tagged jets originate from one gluon splitting populate the low-∆R bb region, while events without a gluon splitting or where the splitting yields one or no b-tagged jets populate both the low-and high-∆R bb regions roughly equally. Gluon splittings can sometimes be reconstructed with fewer than two b-tagged jets either because the quarks are collimated into a single jet, one of the b jets is not tagged, or because one of the quarks is not within the kinematic acceptance.
A fit to the ∆R bb distribution is used to extract the relative contributions of events with and without gluon splitting and is performed in four equal bins in the range 0 ≤ ∆R bb < 4.8. This binning is chosen to avoid relying on the fine details of the simulated ∆R bb shape. The instances of gluon splitting in simulation are identified by requiring a gluon with p T > 30 GeV that decays to b quarks. Three categories are then defined: events with gluon splitting resulting in two b-tagged jets (denoted GSbb), with gluon splitting resulting in one or fewer b-tagged jets (GSb), and without any gluon splitting (no GS). In the fit, the GSbb and GSb contributions are varied together with a single normalization parameter.
The ∆R bb fit extracts a weight of 0.77 ± 0.09 for gluon splitting events and a weight of 1.21 ± 0.08 for non-gluon splitting events. The post-fit distributions are shown in Figure 5 . The GSbb and GSb categories are plotted separately to demonstrate the difference in shapes. The discrepancy in the last bin does not significantly impact the fit because the higher yield bins at lower values of ∆R bb constrain the fit. The deviations of these weights from unity, summed in quadrature with their post-fit uncertainty, are used to form the ±1 s.d. variations of the gluon splitting rate nuisance parameter by applying weights of 1 ± 0.25 to gluon splitting events and 1 ∓ 0.22 to non-gluon splitting events in an anti-correlated manner. The fit results are used as a measure of the uncertainty on modelling of the GS rate as opposed to a correction to the central value, since the ∆R bb variable may not be a perfect proxy for the GS rate.
Various tests are conducted to assess the stability of the fit results. To test the dependence of the gluon splitting weights across kinematic regions, the fit is repeated both with a higher M J threshold and with different N jet bins. Additionally the fit is conducted with finer binning to test the dependence of the results on the binning of the ∆R bb distribution. The resulting weights are all consistent with those of the nominal fit.
Another significant systematic uncertainty is the uncertainty in the data-to-simulation scale factors (SF) for b tagging efficiency and mistag rates. These scale factors are derived from data in various QCD and tt control samples and are binned in jet p T and jet flavor (light + g, c, and b) [72] . The ±1 s.d. N b templates for these scale factors are assessed by varying them according to the uncertainties in their measurements.
Other experimental uncertainties are small and include lepton selection efficiency, lepton misidentification rate, jet energy scale, jet energy resolution, and integrated luminosity. The uncertainty associated with lepton selection efficiency is determined by varying the efficiency to select a lepton within its uncertainty determined from data. The N lep distribution for QCD events may not be simulated well because it relies on modeling the tail of the fragmentation function and various detector effects. To account for this, an uncertainty of 20% is assigned to the relative normalization of QCD events in the 0-and 1-lepton bins, which is motivated by datato-simulation studies of lepton isolation distributions. Jet energy scale uncertainties [67, 73] are assessed by varying the p T of small-R jets as a function of p T and η. The uncertainty arising from jet energy resolution [67, 73] is determined by applying an |η|-dependent factor to the jet p T to match the jet energy resolution observed in data. The integrated luminosity is varied according to its uncertainty of 2.5% [74] , affecting only the backgrounds estimated from simulation. No uncertainty is applied for the amount of pileup as studies have shown its effect to be negligible in this high-H T selection. The uncertainties due to the limited size of simulation samples are incorporated as uncorrelated nuisance parameters in the fit.
Theoretical systematic uncertainties are applied and include independent and correlated variations of the renormalization and factorization scales. Additionally, uncertainties on the PDF are incorporated by considering variations in the NNPDF 3.0 scheme [48] . The size of these uncertainties is typically small as the effect of these variations is largely to modify the cross section of processes, which for the main backgrounds are constrained by data.
The background systematic uncertainties that affect the N b shape are shown in Fig. 6 (left) for the most sensitive search bin.
Signal systematic uncertainties
Several of the systematic uncertainties affecting the signal yield are evaluated in the same way as the background yield. These are the uncertainties due to gluon splitting, lepton selection efficiency, jet energy scale, jet energy resolution, b tagging scale factors, simulation sample size, integrated luminosity, and theoretical uncertainties. All systematic variations affect both the N b shape and normalization, except for the gluon splitting uncertainty, which is taken to affect only the N b shape.
The number of jets from ISR produced in the signal simulation is reweighted based on comparisons between data and simulated tt samples. The reweighting factors vary between 0.92 and 0.51 for the number of ISR jets between 1 and ≥6. One half of the deviation from unity is taken as the systematic uncertainty in these reweighting factors.
The systematic uncertainties affecting the signal N b shape are shown in Fig. 6 (right) for the most sensitive bin in a model with m g = 1600 GeV. The dominant signal systematic uncertainties arise from the limited simulation sample size, the b tagging efficiency scale factors, and the ISR modeling. There is no systematic uncertainty taken for pileup reweighting, as the signal efficiency is found to be insensitive to the number of pileup interactions.
Results
The results of a background-only fit of the observed N b distributions are shown in Figs. 7 and 8. These figures separately show the N lep = 1 control and signal regions, although the fit includes all bins simultaneously. The N b distributions in data are well described by the fit, and examination of the nuisance parameters shows that none of them are significantly changed by the fit. The post-fit yields are presented in Table 1 .
A signal-plus-background fit is performed for gluino masses ranging from 1000 to 2000 GeV. For all masses, the post-fit N b distribution describes the data well, and the fit extracts at most a small and insignificant signal contribution. For example, with a 1600 GeV gluino, the extracted signal yield relative to the model prediction is r = 0.18
−0.18 . The change of nuisance parameters by the fit is small and consistent with those of the background-only fit. Limits on the signal production cross section are calculated at 95% confidence level (CL) using the asymptotic approximation of the CL s criterion [75] [76] [77] [78] and shown in Fig. 9 . Comparing the observed limit to the gluino pair production cross section [59] , gluino masses below 1610 GeV are excluded in the benchmark g → tbs model. regions, while the most important systematic uncertainties arise from the modeling of gluon splitting and the bquark tagging efficiency and mistag rate. The observed data are consistent with the background-only hypothesis. An upper limit of approximately 10 fb is determined for the gluino-gluino production cross section using a benchmark R-parity violating supersymmetry model of gluino pair production with a prompt three-body decay to tbs quarks, as predicted in minimal flavor violating models. 
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