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Dg analogues of the Zuckerman functors and the
dual Zuckerman functors I
Takuma Hayashi∗
Abstract
We study the category of dg Harish-Chandra modules (over an ar-
bitrary commutative ring) and construct dg analogues of the induction
functor, the production functor, the Zuckerman functor and the dual
Zuckerman functor.
1 Introduction
1.1 Background
The notions of weak Hairsh-Chandra pairs and of weak Harish-Chandra mod-
ules were introduced by [BB2], and those of dg Harish-Chandra pairs (A,K), dg
Harish-Chandra modules ((A,K)-modules) were introduced by [BL2]. The no-
tions of triples (A,K,D), weak (A,K,D)-modules and (A,K,D)-modules were
introduced by [P1]. In this series of papers, we give a fundamental study on
them. There are three subjects. The first subject is to review the definitions
of dg Harish-Chandra pairs, dg Harish-Chandra modules, triples, modules over
triples and their weak analogues in view of the theory of monoidal categories
(we abbreviate the terminology dg of them from 1.2), and to study fundamental
properties and relations of their categories. The second subject is to give dg
analogues of the Zuckerman functor, the dual Zuckerman functor, the induction
functor and the production functor of Harish-Chandra modules ([KV]) over a
general commutative ring (except the dual Zuckerman functor). This is the
main theme in this paper. The analogues of the Zuckerman functor, the in-
duction functor and the production functor are generalizations of those in [P1]
and of the latter two in [BL2]. The third subject is to define their unbounded
derived functors. Our goals in this paper are to achieve the second subject and
a part of the first subject.
In algebraic representation theory of real reductive Lie groups, one of the im-
portant problems is to study (g,K)-modules where (g,K) is a Harish-Chandra
pair. A Harish-Chandra pair (g,K) consists of a complex (reductive) linear al-
gebraic group K, a complex Lie algebra g with a K-action and a K-equivariant
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Lie algebra homomorphism ψ : k → g, where k is the Lie algebra of K with
the adjoint representation of K. A (g,K)-module is a K-module with a K-
equivariant g-action such that the two actions of k agree. In the late seventies,
G. Zuckerman proposed a homological construction of (g,K)-modules. In gen-
eral, for a pair (g,K) and a subpair (h, L), there is a natural forgetting functor
F
h,L
g,K from the category of (g,K)-modules to that of (h, L)-modules. This func-
tor admits a right adjoint functor Ig,Kh,L ([KV] Proposition 2.21). In case g = h,
it is called the Zuckerman functor. The cohomology of its right derived func-
tor provides many important algebraic representations of real reductive groups.
Meanwhile, if K = L the functor Ig,Kh,K is called the production functor. Note
that if we are given maps (i,M) → (h, L) → (h,K), the corresponding functor
Ig,Ki,M is decomposed into I
h,L
i,M and I
g,K
h,L , i.e., there is an isomorphism
Ig,Ki,M
∼= I
g,K
h,L ◦ I
h,L
i,M
([KV] Proposition 2.19). This is called production-in-stages. In the late sev-
enties, D. Flath and P. Deligne introduced the Hecke algebra R(g,K) for a
Harish-Chandra pair (g,K) to realize (g,K)-modules as (approximately unital)
modules over R(g,K). As a consequence, the right adjoint functor is defined
as a Hom type change-of-ring functor. On the other hand, J. Bernstein in-
troduced a preliminary definition of the dual Zuckerman functor Π changing
groups. In 1986, A. Knapp and D. Vogan introduced Π as a tensor-product
type change-of-ring functor. More generally, the functor P g,Kh,L is defined for a
map of Harish-Chandra pairs. This functor is called the induction functor if
K = L. We note that a similar decomposition principle to production-in-stages
holds for P g,Kh,L ([KV] Proposition 2.19), and it is called induction-in-stages.
For an approach to study the category of (g,K)-modules, A. Beilinson and
J. Bernstein gave an algebro-geometric approach called the localization the-
ory ([BB1]). Let (g,K) be the Harish-Chandra pair associated to a connected
real semisimple Lie group with finite center. According to A. Beilinson and
J. Bernstein, the abelian categories of (g,K)-modules with trivial infinitesimal
character and K-equivariant D-modules on the flag variety of g are equivalent.
We can rephrase the former category. Let I be the two-sided ideal generated
by the kernel of the trivial character of the center Z(g) of the enveloping al-
gebra U(g). A K-module with a K-equivariant U(g)/I-module structure such
that the two actions of k agree is called a (U(g)/I,K)-module. Then it is ob-
vious that the categories of (g,K)-modules with trivial infinitesimal character
and (U(g)/I,K)-modules are equivalent. More generally, it is useful to consider
a pair (A,K) consisting of a complex (reductive) linear algebraic group K,
an algebra A with a K-action and a K-equivariant Lie algebra homomorphism
k→ A. Here we regard A as a Lie algebra via the commutator. Furthermore, H.
Hecht, D. Milicˇic´, V. Schmid and A. Wolf gave a geometric realization of “stan-
dard” Zuckerman modules in terms of the cohomology of some Harish-Chandra
sheaves on the flag variety ([HMSW]).
On the other hand, it is difficult to relate the derived functor of Ig,Kh,L with
the geometric six operations of equivariant D-modules. In fact, the difficulty
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lies in bad behavior of the derived categories of equivariant D-modules for func-
toriality. Around 1990, A. Beilinson and V. Ginzburg introduced the notions of
weak (g,K)-modules, equivariant (g,K)-complexes and equivariant complexes
of D-modules ([BB2],[G], see also [BL2]). Furthermore, they defined the derived
categories of equivariant (g,K)-complexes and of equivariant complexes of D-
modules. They are called the equivariant derived categories of (g,K)-modules
and of D-modules respectively. These notions give a solution for the functorial-
ity problem of equivariant D-modules. The localization theory for equivariant
derived categories also works ([BB2], [BL2]). The definition of a weak (g,K)-
module is given by dropping the compatibility condition of the representations of
k. Namely, a weak (g,K)-module is a K-module with a K-equivariant g-action.
An equivariant complex is a cochain complex V of weak (g,K)-modules with a
K-equivariant map i• from k to graded g-equivariant linear endomorphisms of
degree −1 of V satisfying the following conditions:
(1) For any ξ, η ∈ k, iξiη + iηiξ = 0.
(2) For every ξ ∈ k, dV ◦ iξ + iξ ◦ dV = dν(ξ) − π ◦ ψ(ξ).
Here dV (resp. dν, π) denotes the differential of V (resp. the differential repre-
sentation of K, the representation of g), and ψ denotes the corresponding map
from k to g. Note that we can replace g by a K-equivariant algebra A in this
definition. Equivariant complexes of D-modules are defined in a similar way.
Two more general equivalent views to study the equivariant derived cate-
gories of Harish-Chandra modules are known. The first one is to consider dg
analogues of Harish-Chandra pairs and of Harish-Chandra modules by [BL2].
For simplicity, we also call them Harish-Chandra pairs and Harish-Chandra
modules. Using the dg algebra U(k) (see [BL2]), they showed that the cat-
egories of equivariant (A,K)-complexes and of dg (A ⊗ U(k),K)-modules are
equivalent. They also introduced the notions of the induction functor and the
production functor (called the coinduction functor in [BL2]) in loc. cit. In other
words, they defined the forgetting functors, and they defined their left and right
adjoint functors when the corresponding map of algebraic groups of pairs is the
identity map. On the other hand, P. Pandzˇic´ introduced the notions of triples
(A,K,D), weak (A,K,D)-modules and (A,K,D)-modules in [P1] to separate
the algebra A and the dg algebra U(k), which enables one to stress that some
constructions occurring in [P1] depend only on one of them and not on the
other ([P1] 5.1.3, the induction functors for example). Indeed, the categories
of (A,K,D)-modules and of (A ⊗ D,K)-modules are equivalent in the sense
of Pandzˇic´ ([P1] Proposition 5.1.3). In particular, the categories of equivari-
ant (A,K)-complexes and of (A,K, U(k))-modules are equivalent. Using this
idea, he introduced the equivariant analogue of the Zuckerman functor, called
the equivariant derived Zuckerman functor in [P1]. Furthermore, he defined
“forgetting” functors and their right adjoint functors in an explicit way ([P1]
5.4.2, 5.7.4, 5.7.5 and 5.7.7). The equivariant Zuckerman functor is obtained as
an example of these right adjoint functors. He also constructed the induction
functors for (A,K,D)-modules ([P1] 5.4.1, 5.7.7, [P3] 2.5). Using the theory
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of triangulated categories, he proved that the derived functor of the equivari-
ant Zuckerman functor is well-defined on the derived category of equivariant
(A,K)-modules bounded below. In fact, the homotopy category of the category
of equivariant complexes bounded below is a triangulated category, and it has
enough K-injectives ([BL2] 1.15.3). More generally, he proved that (the homo-
topy category of) the category of (A,K,D)-modules bounded below has enough
K-injectives if D is concentrated in nonpositive degrees ([P1] 5.6.3). In loc. cit.,
a concrete K-projective resolution of the trivial equivariant (g,K)-complex were
provided in case K is reductive. Using this resolution, he defined the derived
functor of the equivariant Zuckerman functor from the (unbounded) derived
category of equivariant (A,K)-modules to that of equivariant (A, L)-modules
if K is reductive. He also proved that the homotopy category of (unbounded)
(A,K,D)-modules has enough K-projectives if K is reductive ([P1] 5.6.5). D.
Milicˇic´ and P. Pandzˇic´ realized the equivariant derived Zuckerman functor (for
special algebras A) as a right adjoint functor of the derived functor forgetting
the group action of (twisted) D-modules on the flag variety via localization
([MP]). In [P1] 5.7, weak (A,K,D)-modules were introduced.
1.2 Contents of this paper
At first we review the notions of Harish-Chandra modules, weak (A,K,D)-
modules and (A,K,D)-modules over an arbitrary commutative ring k, and we
study relations of their categories. Here for simplicity, we assume that k is a field.
A study of this direction has been already done by F.Januszewski ([Ja]). He has
studied Harish-Chandra (g,K)-modules over a field of characteristic zero, where
g is an ordinary Lie algebra. We extend the definition of a weak Harish-Chandra
pair (a weak pair for short) (A,K). The key point is to allowA to be a dg algebra
as in [BL2]. A weak pair is an algebraic groupK over k with a K-equivariant dg
algebra A. A Harish-Chandra pair (a pair for short) (A,K) consists of a weak
pair (A,K) with a K-equivariant dg Lie algebra homomorphism k → A, where
k denotes the Lie algebra of K. For a weak pair (A,K), an (A,K)-module is
a cochain complex of K-modules with a K-equivariant dg A-module structure,
and let
(A,K)-modw
denote the category of weak (A,K)-modules. Its morphisms are (closed) ho-
momorphisms of cochain complexes (of degree 0) preserving actions of A and
K. For a pair (A,K) a weak (A,K)-module is called an (A,K)-module if the
differential representation of K coincides with the representation of k obtained
by restricting the action of A. Let
(A,K)-mod
denote the category of (A,K)-modules. These definitions are straightforward
generalizations of those in [BL2]. Sometimes pairs and modules over pairs (and
also those for triples below) are said to be non-weak analogues of weak ones in
this paper for the sake of convenience. We next introduce their triple analogues.
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A weak triple (A,K,D) consists of a linear algebraic group K over k and two
weak pairs (A,K) and (D,K). A triple (A,K,D) consists of a linear algebraic
group K over k and two pairs (A,K) and (D,K). For a weak triple (A,K,D)
a weak (A,K,D)-module is a cochain complex of K-modules with a dg (A,D)-
bimodule structure, and let
(A,K,D)-modw
denote the category of weak (A,K,D)-modules. For a triple (A,K,D) a weak
(A,K,D)-module is called an (A,K,D)-module if the actions of A and D are
K-equivariant and that the differential representation of K coincides with the
difference of the representations of k obtained by restricting the actions of A
and D. Let
(A,K,D)-mod
denote the category of (A,K,D)-modules. Our definitions of a weak (A,K,D)-
module and an (A,K,D)-module are equivalent to Pandzˇic´’s except the follow-
ing four points. The first point is that we allow A to be a dg algebra. This
enables us to give an equal treatment of A and D. We also allow the base ring
to be an arbitrary commutative ring. This gives, for example, a method to
construct representations defined over the ring of integers. The third point is
the side of actions of D. In [P1], both A and D act from the left side. However,
the right side is the better side of an action of D in a view from the theory
of bimodules as mentioned in [P1]. Hence we adopt this definition because we
use techniques of functoriality to transfer fundamental categorical properties
from easier categories to the category of (A,K,D)-modules, where (A,K,D) is
any triple in our sense. The final point lies in the equality of the compatibility
condition of the actions of k. Our equality looks different from Pandzˇic´’s in
signatures. This difference comes only from the choice of the side of an action
of D. With these points in mind, our definition is essentially same as that in
[P1]. A merit to introduce weak concepts above in this paper is that this is
defined in a completely categorical language from K-mod the closed symmet-
ric monoidal category of cochain complexes of K-modules so that we can use
general theories of monoidal categories (or monads). For example, a weak pair
(A,K) is a monoid object A of K-mod, and a weak (A,K)-module is just a
module over A in the sense of monoidal category theory. Since K-mod is a sym-
metric monoidal category, the notions of the opposite weak pair ,the opposite
weak triple, the weak tensor pair, and the weak tensor triples are well-defined.
We can also define their non-weak analogues in a standard way. Furthermore,
regarding the category of (A,K)-modules as a full subcategory of the category
of weak (A,K)-modules, we can study properties and relations of our categories
easily. In particular, our arguments in subsections 2.2 and 2.3 go without much
calculation. The following theorem is typical.
Theorem 1.2.1. (1) For a weak triple (A,K,D), we have a canonical equiv-
alence
(A,K,D)-modw ≃ (A⊗D
op,K)-modw.
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Here Dop is the opposite dg algebra (with the same action of K), and the
pair (A⊗Dop,K) is the weak tensor pair of (A,K) and (D,K).
(2) For a triple (A,K,D), we have a canonical equivalence
(A,K,D)-mod ≃ (A⊗Dop,K)-mod.
Here the pair (A⊗Dop,K) is defined in a similar way to (1).
This is a part of the first subject. Henceforth we consider weak (A,K)-
modules and (A,K)-modules only. The rest of results in this series of papers
hold for weak (A,K,D)-modules and (A,K,D)-modules via Theorem 1.2.1 (or
similar arguments). For a morphism of weak pairs (A,K) → (B, L), we can
define the “forgetting functor”
F
A,K
B,L,w : (B, L)-modw → (A,K)-modw.
The following functors naturally arise from a general context of monoidal cate-
gory theory:
Theorem 1.2.2. (1) For a morphism (A,K)→ (B,K) of weak pairs, whose
corresponding endomorphism of K is the identity map, the functor FA,K
B,K,w
admits a left adjoint functor PB,K
A,K,w.
(2) For a morphism (A,K)→ (B, L) of weak pairs, the functor FA,K
B,L,w admits
a right adjoint functor IB,K
A,K,w.
The functor PB,K
A,K,w is a generalization of the induction functor in [KV],
[BL2] and [P1], and the functor IB,K
A,K,w is a generalization of a weak analogue of
the Zuckerman functor, the equivariant Zuckerman functor and the production
functor in loc. cit. We next consider their non-weak analogues. For a morphism
of pairs (A,K)→ (B, L), we also have the “forgetting functor”
F
A,K
B,L : (B, L)-mod→ (A,K)-mod.
The next result generalizes the induction functor of [KV], [BL2], [P1], and [Ja].
This is obtained by an easy computation.
Corollary 1.2.3. Let (A,K) → (B,K) be a morphism of pairs, whose corre-
sponding endomorphism of K is the identity map. Then the image of an (A,K)-
module under the functor PB,K
A,K,w is a (B,K)-module. In particular restriction
of PB,K
A,K,w defines a left adjoint functor P
B,K
A,K of F
A,K
B,K .
We next construct a right adjoint functor of FA,K
B,L . We reduce this problem
to Proposition 1.2.2 (2) by giving relations of categories of weak (A,K)-modules
and (A,K)-modules.
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Proposition 1.2.4. Let (A,K) be a pair. Then the full subcategory (A,K)-mod
of (A,K)-modw is both a localization and a colocalization, i.e., the embedding
JA,K : (A,K)-mod→ (A,K)-modw
admits both a left adjoint functor (−)k and a right adjoint functor (−)k. More-
over, the adjoint functors depend only on K in the sense that we have the fol-
lowing isomorphisms for a map (A,K)→ (B,K) of pairs, whose corresponding
map K → K is the identity map:
(−)k ◦ FA,K
B,K,w
∼= F
A,K
B,K,w ◦ (−)
k;
(−)k ◦ F
A,K
B,K,w
∼= F
A,K
B,K,w ◦ (−)k.
Corollary 1.2.5. For a morphism (A,K)→ (B, L) of pairs, we set
IB,L
A,K = (−)
k ◦ IB,L
A,K,w|(A,K)-mod : (A,K)-mod→ (B, L)-mod.
Then IB,L
A,K is a right adjoint functor of F
A,K
B,L,w.
This is a generalization of the Zuckerman functor, the equivariant Zuckerman
functor and the production functor. The functors of Corollary 1.2.5 coincide
with those in [Ja] in the cases where the base field is of characteristic zero and
the dg algebras are the enveloping algebras of ordinary Lie algebras. Notice that
the principle of production-in-stages still holds by construction of the functors
above. These results are a half of the second subject of this paper.
In the subsections 2.4 and 2.5 we achieve the other half of the second subject.
In these subsections we assume the base field k to be C the field of complex
numbers, and all algebraic groups here are supposed to be reductive. The main
result of this part is to construct a dg analogue of the dual Zuckerman functor.
The notion of weak modules play an essential role here. The problem is that
the forgetting functors FA,K
B,L,w and F
A,K
B,L do not have left adjoint functors unless
the corresponding map K → L is an isomorphism since they do not preserve
infinite limits. We review the classical case ([KV]). Let (g,K) → (g, L) be a
map of pairs such that the corresponding map g→ g is the identity map. Then
we recall that the dual Zuckerman functor P g,Lg,K and its right adjoint functor
(F∨)g,Kg,L are constructed by using the Hecke algebras. Let R(K) (resp. R(L))
be the Hecke algebra of (k,K) (resp. (l, L)). From [KV] Proposition 2.69, the
functor P g,Lg,K is defined as the maximal quotient (g, L)-module of the weak (g, L)-
module R(L)⊗R(K) − (Proposition 1.2.4). Hence the main part of our task is
to define the dual Zuckerman functor for weak modules. More precisely, for a
weak (A,K)-module V and a morphism of weak pairs (A,K) → (A, L) where
the corresponding map A→ A is the identity map we put a weak (A, L)-module
structure on R(L)⊗R(K)V . We also construct a right adjoint functor (F
∨)A,K
A,L,w
of R(L)⊗R(K) −. The key idea to achieve them is to develop a dg analogue of
the theory of Hecke algebras for weak pairs ([KV] chapter I).
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Theorem 1.2.6. Let f : (A,K)→ (A, L) be a morphism of weak pairs, whose
corresponding map A→ A is the identity map.
(1) There is a functor
PA,L
A,K,w : (A,K)-modw → (A, L)-modw,
which is given by R(L)⊗R(K) − as a dg vector space.
(2) The functor PA,L
A,K,w admits an exact right adjoint functor (F
∨)A,K
A,L,w.
(3) Suppose that f is a morphism of pairs. Then restriction of (F∨)A,K
A,L,w
defines an exact functor
(F∨)A,K
A,L : (A, L)-mod→ (A,K)-mod.
(4) Suppose that f is a morphism of pairs. Then the functor (F∨)A,K
A,L admits
a left adjoint functor PA,L
A,K .
Combining these functors with FB,K
A,K,w, F
B,K
A,K and their left adjoint functors
(Theorem 1.2.2 (1) and Corollary 1.2.3), we obtain functors
PB,L
A,K,w, P
B,L
A,K , (F
∨)A,K
B,L,w, (F
∨)A,K
B,L .
Finally, We show that the principle of induction-in-stages holds for our functors.
1.3 Further directions
We give some comments on further directions. As mentioned before, the derived
functors of the Zuckerman functors and the dual Zuckerman functors produce
many important representations. Motivated by this fact, we want to define the
derived functors of our new functors. Since we consider general dg algebras (in
particular, those without conditions on boundedness), it is a natural problem to
construct the derived functors on the “derived categories” of (A,K)-modules.
An approach to this problem is to use the theory of triangulated categories and
this was done in [P1] (for the cases of [P1]). For example, he constructed an
explicit K-projective resolution for an (A,K,D)-module where the base field is
C and K is reductive in [P1] 5.6.5 (and [P2] Theorem 3.1). Another approach is
to use the theories of model categories and ∞-categories. In the ongoing paper
[H1], we put the model structure so called the injective model structure on the
category of (A,K)-modules. We also put another model structure so called the
projective model structure on that category in case the base field is algebraically
closed of characteristic 0 and K is reductive. As a consequence of this result
and a general result of model categories, we obtain the desired derived functors.
Moreover, we obtain the corresponding functors on the underlying∞-categories.
These ∞-categories will be studied in [H2]. For example, it is proved that the
underlying ∞-categories are stable (and presentable) in the sense of [L2] (and
[L1]) in order to relate this approach with the one by the theory of triangulated
categories. The stability means an “∞-enhancement” of a triangulated category
structure.
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2 Foundations on dg Harish-Chandra modules
2.1 Notations
Before starting our arguments, we summarize some notations. Throughout this
paper, we assume that there exists a sufficiently large strongly inaccessible car-
dinal and fix a Grothendieck universe U. Let k be a (U-)small commutative
ring, and we assume that k is an algebraically closed field of characteristic 0 (or
k is the field C of complex numbers) in the subsections 2.4, 2.5 and 3.3. We also
let Z denote the ring of integers. For an object X of a category, let idX denote
the identity map of X .
For a commutative algebra k, k-mod denotes the category of cochain com-
plexes of (small) k-modules. Its morphisms are closed homomorphims of degree
0. For a cochain complex M of k-modules (or a graded module) and a homo-
geneous element m, m¯ denotes the homogeneous degree of m. We also let dM
denote the differential of M and we frequently omit the symbol M if there is
no risk of confusion. Hereafter, we adopt the same notations for mathematical
objects with a graded k-modules as an underlying object. For example, for a ho-
mogeneous element a of a dg k-algebra (see below), a¯ denotes the homogeneous
degree of a. The category k-mod is closed symmetric monoidal for the tensor
product ([ML] Chapter VII); For cochain complexesM and N of k-modules, we
define a new cochain complex M ⊗N by
(M ⊗N)n =
⊕
i+j=n
M i ⊗k N
j
d(m⊗ n) = dMm⊗ n+ (−1)
m¯m⊗ dNn
for any homogeneous element m ∈M and any element n ∈ N . The unit object
is k, the complex concentrated in degree 0 with k0 = k. We also define a cochain
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complex Map(M,N) of k-modules, called the inner Hom object by
Map(M,N)n :=
∏
i
Hom(M i, N i+n)
d({f i}) := {d ◦ f i − (−1)f¯f i+1 ◦ d}i
for a homogeneous element f = {f i} ∈ Map(M,N). In other words,
Map(M,N)n = {graded maps from M to N [n]}
where N [n] ∈ k-mod is defined by
(N [n])i = N i+n
dN [n] = (−1)
ndN
with the same k-action with N as a k-module for each integer n. The adjunction
structure is given as follows: For a cochain complex map ϕ : M ⊗N → L, we
define α(ϕ) ∈ Hom(M,Map(N,L)) by
α(ϕ)(m)(n) = ϕ(m⊗ n)
for elements m ∈ M and n ∈ N . Finally, we put the symmetry structure
CMN :M ⊗N
∼
→ N ⊗M by
m⊗ n 7→ (−1)m¯n¯n⊗m
where m ∈M and n ∈ N are homogeneous elements.
A monoid object of k-mod is called a (unital) dg (k-)algebra ([ML] VII.3).
That is, a dg algebra is an object A ∈ k-mod with two maps
mA : A⊗A→ A, a⊗ b 7→ ab
jA : k → A
such that the diagrams
A⊗A⊗A
idA⊗mA //
mA⊗idA

A⊗A
mA

A⊗A
mA
// A
k ⊗A
jA⊗idA//
$$❏
❏❏
❏❏
❏❏
❏❏
❏
A⊗A
mA

A⊗ k
idA⊗jAoo
zztt
tt
tt
tt
tt
A
commute, where the diagonal arrows are the canonical isomorphisms. In other
words, a dg algebra is given by the following data:
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(1) A graded k-algebra A♯ =
⊕
iA
i.
(2) A differential of A♯ of degree 1 d, i.e., a k-module homomorphism d : A♯ →
A♯ such that
(a) d2 = 0;
(b) d(Ai) ⊂ Ai+1;
(c) d(ab) = (da)b + (−1)a¯a(db) for all homogeneous elements a, b ∈ A♯.
When it is obvious where the structure morphisms of the multiplication map
mA and the unit map jA come from, we freely abbreviate the subscript A.
Namely, they are simply denoted by m and j respectively. We will use similar
notations for other algebraic structures. For a dg algebra A, a dg left A-module
is an object M ∈ k-mod with a map πM : A⊗M →M,a⊗m 7→ am, such that
the diagrams
A⊗A⊗M
idA⊗πM //
mA⊗idM

A⊗M
πM

A⊗M
πM
// M
and
k ⊗M
jA⊗πM//
%%❑❑
❑❑
❑❑
❑❑
❑❑
A⊗M
πM

M
commute. In other words, a left dg A-module consists of a graded left A♯-module
M ♯ and a differential d of M ♯ of degree 1, i.e., a k-module homomorphism
d :M ♯ →M ♯ satisfying the following conditions:
(1) d2 = 0;
(2) d(M i) ⊂M i+1;
(3) d(am) = (da)m + (−1)a¯a(dm) for any homogeneous element a ∈ A and
any element m ∈M .
Right dg A-modules are similarly defined. A morphism of dg modules is defined
as a homomorphism of k-mod respecting the action maps of A. For a dg algebra
A, A-mod denotes the category of left dg A-modules. Similarly, a dg Lie algebra
(g, [−,−]) is a dg k-module g with a graded bilinear form [−,−] satisfying the
following conditions for any three homogeneous x, y, z ∈ g:
(1) [x, y] = (−1)x¯y¯ [y, x];
(2) [x, [y, z]] = [[x, y] , z] + (−1)x¯y¯; [y, [x, z]]
(3) d [x, y] = [dx, y] + (−1)x¯ [x, dy].
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For example, a Lie algebra over k is regarded as a dg Lie algebra concentrated
in degree 0.
We next consider an affine group scheme K over k. Then the category
K-mod of cochain complexes of (U-small) representations of K forms a closed
symmetric monoidal category. We sometimes call its object a dg K-module
or a dg representation of K. Furthermore, if K is flat over k, K-mod is a
Grothendieck category (i.e., a locally small cocomplete abelian category with a
generator such that filtered colimits are exact and that every object is small),
and its monomorphisms are just (degreewise) injective homomorphisms. Here
the notion of Grothendieck categories was introduced in [Gro].
Finally, we consider affine group schemes K and L over k. Then we obtain
their Lie algebras k and l respectively. When we are given a dg K-module
(M, ν), the cochain complex of the differential representations of k is denoted
by dν. We call it the differential dg representation of M . We also suppose that
we are given an affine group scheme homomorphism f : K → L. Then the
differential of f is denoted by df . This is a Lie algebra homomorphism from k
to l.
2.2 (A, K)-modules, (A, K,D)-modules and their weak ana-
logues
Firstly we review the definitions of a weak Harish-Chandra pair, a Harish-
Chandra pair and a Pandzˇic´ triple (A,K,D), and we introduce weak Pandzˇic´
triples. Our approach in the subsections 2.2 and 2.3 are based on the the-
ory of monoidal categories, which enables us to give conceptual proofs and to
avoid some explicit computations. A weak Harish-Chandra pair is a pair of a
flat affine group scheme K and a monoid object of K-mod. That is, a weak
Harish-Chandra pair consists of a flat affine group scheme K and a dg k-algebra
(A,mA, jA) with a K-action φ. Here an action φ means a dg K-module struc-
ture on A such that the following diagrams commute:
K × (A⊗A)
idK×mA //
φA⊗A

K ×A
φ

A⊗A
mA
// A
K × k
pr2

idk×jA// K ×A
φ

k
jA
// A.
Notation 2.2.1. When we want to specify the notation of the structure map
φ, we denote it by (A,K, φ) and call it a weak Harish-Chandra tuple (or a weak
tuple if we do not have any confusion). We also apply this convention to tuples
defined below.
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For weak pairs (A,K) and (B, L), a weak map from (A,K) to (B, L) is a
pair f = (fa, fk) consisting of a dg algebra homomorphism fa : A → D and a
group scheme homomorphism fk : K → L such that fa is K-equivariant via fk.
A weak Pandzˇic´ triple consists of a flat affine group scheme K and two monoid
objects of K-mod. In other words, a weak Pandzˇic´ triple is a triple of a flat
affine group scheme K over k and two weak Harish-Chandra tuples (A,K, φ)
and (D,K, χ). This is denoted by (A,K,D). In this paper, we call it a weak
triple. As mentioned in Notation 2.2.1, it is also denoted by (A,K,D, φ, χ) and
it is called a weak tuple when we specify the structure morphisms φ and χ. For
weak triples (A,K,D) and (B, L,E), a weak map (A,K,D) → (B, L,E) is a
triple f = (fa, fk, fd) consisting of dg algebra homomorphisms fa : A→ B, fd :
D → E and a group scheme homomorphism fk : K → L such that fa, fd are
K-equivariant via fk.
Before we define their non-weak variants, we consider the following condition
for an affine group scheme K:
Condition 2.2.2 ([DG]). The k-module Ie/I
2
e is projective and finitely gener-
ated, where Ie denotes the kernel of the counit map of the coordinate ring of
K.
This is a condition to define the adjoint representation Ad of K. We recall
how the adjoint “representation” is constructed. For any commutative k-algebra
R, we have a homomorphism
R [ǫ] /(ǫ2)→ R
defined by a + bǫ 7→ a. Using this map, we define a functor k(−) from the
category of commutative k-algebras to that of groups as
k(R) = Ker(K(R [ǫ] /(ǫ2))→ K(R)).
Furthermore, k(R) admits a natural R-module structure. For example, the Lie
algebra k of K is defined as k = k(k). We now define an action Ad of K(R) on
k(R) by conjugation via the map
R→ R [ǫ] /(ǫ2)
given by a 7→ a+ 0ǫ for each R. Hence we obtain a functor
Ad : K → Aut(k(−)).
Lemma 2.2.3 ([DG] II.4.8). Let K be an affine group scheme. Then the R-
module homomorphism
R⊗k k(k)→ k(R)
is an isomorphism for any commutative k-algebra R if and only if K satisfies
Condition 2.2.2.
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Thus we conclude that the adjoint representation ofK is defined ifK satisfies
Condition 2.2.2. We are now ready to define pairs and triples. Let (A,K, φ)
be a weak tuple such that K satisfies Condition 2.2.2, and let ψ : k → A be
a K-equivariant dg Lie algebra homomorphism. Here k is the Lie algebra of
K, regarded as a dg Lie algebra concentrated in degree 0, and dφ denotes the
differential dg representation of k (2.1). Then (A,K) is called a Harish-Chandra
pair (or a pair) if the following equality holds for any ξ ∈ k:
dφ(ξ) = [ψ(ξ),−] : A→ A.
When we want to specify the structure maps, this is denoted by (A,K, φ, ψ),
and we call it a tuple. Similarly, let (A,K, φ, ψ) and (D,K, χ, ρ) be tuples. Then
we call (A,K,D) a Pandzˇic´ triple or a triple. This notion was introduced by P.
Pandzˇic´ ([P1]). When we want to specify the structure maps, this is denoted
by (A,K,D, φ, ψ, χ, ρ), and we call it a Pandzˇic´ tuple or a tuple.
We next define a map of Harish-Chandra tuples
(A,K, φA, ψA)
and
(B, L, φB, ψB)
as a weak map f = (fa, fk) respecting ψ, that is, they satisfy the equality
fa ◦ ψA = ψB ◦ dfk : k→ B.
Here dfk : k → l denotes the differential of fk. A map of Pandzˇic´ tuples
(A,K,D, φA, ψA, χD, ρD) and (B, L,E, φB, ψB, χE, ρE), proposed by P. Pandzˇic´
is a weak map f = (fa, fk, fd) : (A,K,D)→ (B, L,E) respecting ψ and ρ, that
is, they satisfy the equalities
fa ◦ ψA = ψB ◦ dfk : k→ B;
fd ◦ ρD = ρE ◦ dfk : k→ E.
Example 2.2.4. Let K be a flat affine group scheme.
(1) We put A = k with the trivial action. This naturally gives a weak pair
(k,K). We call it the trivial weak pair. The trivial Lie algebra homomor-
phism k→ k defines a structure of a pair on (k,K) if K satisfies Condition
2.2.2.
(2) Let (A,K) be a weak pair. Then we have a unique weak map f = (fa, idK)
from the trivial weak pair (k,K) to (A,K).
(3) Two copies of a trivial weak pair give a triple (k,K, k). We call it the
trivial weak triple. As in the case of (1), this naturally admits a structure
of a triple if K satisfies Condition 2.2.2.
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(4) Suppose that K satisfies Condition 2.2.2. We set A as the enveloping
algebra U(k) with the adjoint action. Then (U(k),K) forms a pair by the
canonical Lie algebra homomorphism k→ U(k). We call it the trivial pair.
(5) Let (A,K) be a pair. Then we have a unique map f = (fa, idK) from the
trivial pair (U(k),K) to (A,K).
(6) Two copies of a trivial pair give a triple (U(k),K, U(k)). We call it the
trivial triple.
(7) For a weak pair (A,K), (Aop,K) is a weak pair where Aop denotes the
opposite dg algebra to A with the same K-action. We call it the opposite
weak pair to (A,K). This is the opposite monoid to (A,K) in the sense of
monoidal category theory. Similarly, for a weak triple (A,K,D) we define
the opposite weak triple (Dop,K,Aop).
(8) For a tuple (A,K, φ, ψ), (Aop,K, φ,−ψ) is a tuple. We call it the opposite
tuple to (A,K, φ, ψ). It is sometimes denoted by (Aop,K) and it is called
the opposite pair. For a triple, we can define its opposite triple in a similar
way.
(9) For two weak pairs (A,K) and (B,K), (A⊗B,K) naturally forms a weak
pair by a general context of monoids of a symmetric monoidal category.
(10) For two tuples (A,K, φA, ψA) and (B,K, φB, ψB),
(A⊗B,K, φA ⊗ φB, ψA ⊗ 1 + 1⊗ ψB)
is a tuple. We usually denote it by (A⊗B,K).
Then we introduce the notion of weak (A,K)-modules, (A,K)-modules,
weak (A,K,D)-modules and (A,K,D)-modules. Weak (A,K)-modules (resp.
(A,K,D)-modules and weak (A,K,D)-modules) were introduced by A. Beilin-
son and V. Ginzburg (resp. in [P1]).
For a weak pair (A,K), the category of (left) weak (A,K)-modules is defined
as the category of left modules over (A,K) in the sense of monoidal category
theory. Its objects will be called (left) weak (A,K)-modules. Explicitly, a weak
(A,K)-module is a dg k-module M with a left dg A-module structure π and a
K-module structure ν satisfying the condition that π is K-equivariant, i.e., the
following diagram commutes:
K ×A⊗M
idK×π //
φ⊗ν

K ×M
ν

A⊗M
π
// M.
For a pair (A,K), we define an (A,K)-module as a weak (A,K)-module M
satisfying π(ψ(ξ)) = dν(ξ) for every ξ ∈ k. We note that (A,K)-modules
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form a full subcategory of the category of weak (A,K)-modules. Similarly, for
a weak triple (A,K,D) we define the category of weak (A,K,D)-modules as
the category of ((A,K), (D,K))-bimodules in the sense of monoidal category
theory. Equivalently, a weak (A,K,D)-module is a dg k-module M with a left
dg A-module structure π, a dg K-module structure ν and a right dg D-module
structure ω satisfying the following conditions:
(1) The actions π and ω define a dg (A,D)-bimodule structure on M . That
is, the equality
(π(a)m)ω(d) = π(a)(mω(d))
holds for any a ∈ A, d ∈ D and m ∈M .
(2) The actions π, ω are K-equivariant. Namely, the following diagrams com-
mute:
K ×A⊗M
idK×π //
φ⊗ν

K ×M
ν

A⊗M
π
// M.
K ×M ⊗D
idK×ω //
ν⊗χ

K ×M
ν

M ⊗D
ω
// M.
We next let (A,K,D, φ, ψ, χ, ρ) be a tuple. A weak (A,K,D)-module M is
called an (A,K,D)-module if π − ω = dν on k, i.e., the following equality holds
for any ξ ∈ k and m ∈M :
π(ψ(ξ))m −m(ω(ρ(ξ))) = dν(ξ).
A homomorphism between weak (A,K,D)-modules is a dg k-module homomor-
phism respecting the actions of A,K and D.
Then we compare our categories (the categories of weak (A,K)-modules,
(A,K)-modules, weak (A,K,D)-modules and (A,K,D)-modules).
Notation 2.2.5. In this paper, (A,K)-modw (resp. (A,K)-mod) denotes the
category of weak (A,K)-modules (resp. (A,K)-modules).
Lemma 2.2.6 ([P1] 5.1.3). (1) For a weak triple (A,K,D), there is a canon-
ical equivalence
(A,K,D)-modw ≃ (A⊗D
op,K)-modw.
Here the weak pair (A⊗Dop,K) is obtained by Example 2.2.4 (7) and (9).
(2) For a triple (A,K,D), there is a canonical equivalence
(A,K,D)-mod ≃ (A⊗Dop,K)-mod.
Here the pair (A⊗Dop,K) is obtained by Example 2.2.4 (8) and (10).
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proof. The first assertion is obvious since K-mod is a symmetric monoidal cate-
gory. Restricting this equivalence (under the condition of (2)), we obtain (2) by
definition of the corresponding map k→ A⊗Dop of the pair (A⊗Dop,K).
Henceforth we consider weak (A,K)-modules and (A,K)-modules. Similar
results to ones in the rest of this paper hold for weak (A,K,D)-modules and
(A,K,D)-modules via Lemma 2.2.6.
Lemma 2.2.7. Let K be a flat affine group scheme. Then the category of weak
(k,K)-modules is canonically equivalent to K-mod.
proof. Observe that the trivial K-module k is the unit object of the monoidal
category K-mod. The assertion is now obvious.
2.3 Functors I
Our first goal is to give dg analogues of functors Fh,Lg,K , P
g,K
h,K and I
g,K
h,L ([KV]).
The first proposition below is obvious.
Proposition 2.3.1. Let f = (fa, fk) : (A,K)→ (B, L) be a weak map of weak
pairs. For a weak (B,K)-module (M,π2, ν2), the dg vector space M admits a
weak (A,K)-module structure (π1, ν1) as follows:
π1 = π2 ◦ fa
ν1 = ν2 ◦ fk.
Moreover, if f is a map of pairs and M is a (B,K)-module, the resulting weak
(A,K)-module is in fact an (A,K)-module.
As a consequence, we obtain the following two forgetting functors:
F
A,K
B,L,w : (B, L)-modw → (A,K)-modw;
F
A,K
B,L : (B, L)-mod→ (A,K)-mod.
We construct their right adjoint functors. For a pair (A,K), let
JA,K : (A,K)-mod→ (A,K)-modw
denote the natural fully faithful embedding. The next lemma reduces this prob-
lem to the cases of weak Harish-Chandra modules (see Theorem 2.3.4).
Lemma 2.3.2 ([P1] 5.7.3). Let (A,K) be a pair. Then the full subcategory
(A,K)-mod of (A,K)-modw is both a localization and a colocalization, i.e.,
JA,K admits both a left adjoint functor (−)
k and a right adjoint functor (−)k.
Moreover, the adjoint functors only depend on K in the sense that we have the
following isomorphisms for a map (A,K)→ (B,K) of pairs, whose correspond-
ing map K → K is the identity map:
(−)k ◦ FA,K
B,K,w
∼= F
A,K
B,K,w ◦ (−)
k;
(−)k ◦ F
A,K
B,K,w
∼= F
A,K
B,K,w ◦ (−)k.
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proof. Let (A,K, φ, ψ) be a tuple, and let (M,π, ν) be a weak (A,K)-module.
We set
ω(ξ) = dν(ξ)− π(ψ(ξ))
for ξ ∈ k. Then this defines a dg representation of k from [MP] 2.1. More-
over, this action commutes with those of A and K from loc. cit. Hence the dg
submodule
N := {ω(ξ)m ∈M : ξ ∈ k,m ∈M} ⊂M
inherits an (A,K)-module structure, and this is stable under the action ω.
Hence the quotient dg module Mk = M/N defines a left adjoint functor of
JA,K . Similarly, we set M
k ⊂ M as the k-invariant part of M with respect
to the ω-action. Again, this defines a right adjoint functor of JA,K since k is
finitely generated and ω commutes with the actions of A andK. Indeed, we take
a surjective map kn → Ie/I
2
e (see Condition 2.2.2), which has a section since
Ie/I
2
e is projective. Taking the duals of these two maps, we obtain a retract
sequence
k→ kn → k.
In particular, the second map kn → k is surjective. Hence k is finitely generated.
We next construct a right adjoint functor of FA,K
B,L,w. To imitate the classical
construction and the classical arguments, we need an explicit construction of
right adjoint functors of M ⊗ − for dg K- (or L-)modules M . However, this
is difficult since we are discussing modules over an arbitrary commutative ring.
Instead, let us adopt an approach by the theory of monoidal categories as men-
tioned at the beginning of the subsection 2.2. Recall that all the notions here
for weak modules are described in terms of the theory of monoidal categories.
Lemma 2.3.3. Let F : C → D be a left adjoint monoidal functor between
monoidal categories such that D is a closed symmetric monoidal category with
equalizers. We also suppose that we are given monoid objects B ∈ C and A ∈ D,
and that we are given a monoid morphism A→ F(B). Then the functor F and
the monoid morphism induce a functor from the category of B-modules to that
of A-modules. It admits a right adjoint functor.
proof. For a monoid object R of a monoidal category, let R-mod denote the
category of R-modules in this proof.
Consider the setting as in the statement. Then the functor F induces a
functor
B-mod→ F(B)-mod,
and the given map A→ F(B) induces a functor
F(B)-mod→ A-mod
by restriction. The second functor admits a right adjoint functor by the condi-
tions of D. Hence it will suffice to construct a right adjoint functor of the first
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one. Let G be a right adjoint functor of F. For an F(B)-module M , we give an
B-module structure on G(M) adjuntionally as follows:
F(B⊗G(M)) ∼= F(B) ⊗ F ◦G(M)→ F(B)⊗M →M,
where the second map is induced from the counit, and the final map is the
action. The first isomorphism follows since F is a monoidal functor. This gives
the desired right adjoint functor.
Theorem 2.3.4 ([BL2] 1.12). (1) For a weak map
(A,K)→ (B, L)
of weak pairs, the functor FA,K
B,L,w admits a right adjoint functor I
B,L
A,K,w.
(2) For a map (A,K)→ (B, L) of pairs, FA,K
B,L admits a right adjoint functor
IB,L
A,K .
proof. We apply Lemma 2.3.3 to
C = L-mod;
D = K-mod;
F = Fk,Kk.L,w;
A = (A,K);
B = (B, L).
The functor Fk,Kk.L,w admits a right adjoint functor by the adjoint functor theo-
rem. In fact, K-mod and L-mod are Grothendieck categories, whose colimits are
computed in k-mod. Thus we obtain a right adjoint functor IB,L
A,K,w of F
A,K
B,L,w.
Suppose that we are given a map (A,K)→ (B, L) of pairs. We set
IB,L
A,K = (−)
k ◦ IB,L
A,K,w ◦ JA,K .
Then this is a right adjoint functor of FA,K
B,L by Proposition 2.3.1, Lemma 2.3.2
and (1).
Proposition 2.3.5 (production-in-stages). Let
f : (A,K)→ (B, L)
and
g : (B, L)→ (C,M)
be weak maps. Then the following isomorphisms exist:
(1) FA,K
B,L,w ◦ F
B,L
C,M,w
∼= F
A,K
C,M,w;
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(2) IC,M
B,L,w ◦ I
B,L
A,K,w
∼= I
C,M
A,K,w;
(3) FA,K
B,L ◦ F
B,L
C,M
∼= F
A,K
C,M if f and g are maps;
(4) IC,M
B,L ◦ I
B,L
A,K
∼= I
C,M
A,K if f and g are maps.
proof. The assertions (1) and (3) are obvious. Part (2) (resp. (4)) follows from
(1) (resp. (3)).
On the other hand, we can reasonably construct their left adjoint functors
if K = L and fk is the identity map. In fact, a left adjoint functor P
B,K
A,K,w of
F
A,K
B,K,w can be constructed in a general context of modules over monoids. Let
f = (fa, idK) : (A,K)→ (B,K)
be a weak map of weak pairs and (M,πM , νM ) be a weak (A,K)-module. Then
we define
PB,K
A,K,wM = B⊗A M
by the following coequalizer sequence of K-mod:
B⊗k A⊗k M ⇒ B⊗k M → B⊗A M.
Here one of the first two arrows is given by the multiplications of A and B via fa.
The other map is given by the actions of A on M . Then we define the actions
of B by multiplying them from the left side. Moreover, restricting PB,K
A,K,w to
(A,K)-mod, we obtain a functor
PB,K
A,K : (A,K)-mod→ (B,K)-mod
if f is a map of pairs. In fact, we letM be an (A,K)-module andX := PB,K
A,K,wM .
Then we denote the corresponding action maps on X by πX and νX . Then for
ξ ∈ k and b⊗m ∈ X , we obtain
dνX(ξ)(b ⊗m) = [ψ2(ξ), b]⊗m+ b ⊗ dνM (ξ)m
= ψ2(ξ)b ⊗m− b⊗ πM (ψ1(ξ))m+ b⊗ dνM (ξ)m
= ψ2(ξ)b ⊗m
= πX(ψ2(ξ))(b ⊗m).
As a consequence, the following proposition is obtained:
Proposition 2.3.6 ([BL2] 1.12). For a weak map f = (fa, idK), the forgetting
functor FA,K
B,L,w admits a left adjoint functor P
B,K
A,K,w. Moreover, if f is a map
of pairs, FA,K
B,L admits left adjoint functor P
B,K
A,K .
Remark 2.3.7. For a (weak) map f , left adjoints of FA,K
B,L,w and F
A,K
B,L do not
always exist since they do not preserve infinite limits in general. More precisely,
they have left adjoint functors if and only if the corresponding map fk of group
is an isomorphism.
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Remark 2.3.8. In [P1], P. Pandzˇic´ proved similar results to ones in this sub-
section for (A,K,D)-modules (with k = C). See [P1] 5.4.1, 5.4.2, 5.7.4, 5.7.5,
and 5.7.7. We can recover his results by combining ours in this subsection with
Lemma 2.2.6.
Finally, we put a linear structure on the category of weak (A,K)-modules.
Notice that each Hom set of the category of weak (A,K)-modules is a k-
submodule of the k-module of morphisms as k-modules. The resulting linear
structure makes (A,K)-modw a linear category. The next result is a conse-
quence of Lemma 2.3.3.
Corollary 2.3.9. (1) For a weak pair (A,K), the category (A,K)-modw is a
(locally small) bicomplete abelian category, whose colimits and finite limits
are computed in the category of dg k-modules.
(2) For a pair (A,K), the category (A,K)-mod is a (locally small) bicom-
plete abelian category, whose colimits and finite limits are computed in the
category of dg k-modules.
proof. Let (A,K) be a weak pair. According to [Bor] Proposition 4.3.1, Propo-
sition 4.3.2, (A,K)-modw has small limits and colimits that are computed in
K-mod since K-mod is a bicomplete closed monoidal category. Moreover, col-
imits and finite limits are computed in k-mod since K is flat over the base ring
k. Then we notice that the zero dg k-module admits the trivial weak (A,K)-
module structure, which is a zero object of (A,K)-modw. Finally, suppose that
we are given a map of weak (A,K)-modules f : M → N . Let Ker f (resp. Im f)
denote the kernel of f (resp. the image of f). Then we have a natural map
M/Ker f → Im f,
which is an isomorphism as a map of k-mod, so that this is an isomorphism as
a map of weak (A,K)-modules. Hence (1) is proved.
We next prove (2). Let (A,K) be a pair. Lemma 2.3.2 implies that the
category (A,K)-mod is bicomplete and that its limits and colimits are com-
puted in (A,K)-modw. In particular, this category has a zero object. Since
(A,K)-modw is an abelian category, so is (A,K)-mod.
Remark 2.3.10. The equivalence of Lemma 2.2.7 preserves their linear struc-
tures.
2.4 Weak (A, K)-modules as approximately unital dg mod-
ules over the Hecke dg algebra
In this subsection, we give an analogue of the theory of Hecke algebras R(K)♯A
([KV] Definition 1.94, rather than R(g,K)) to imitate the construction of
(F∨)g,Kg,L , P
g,L
g,K .
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In the subsections 2.4 and 2.5, the base ring is assumed to be C to use results of
[KV]. An important property of R(K)♯A is that the categories of approximately
unital R(K)♯A-modules and weak (A,K)-modules (in the classical sense) are
equivalent ([KV] Proposition 1.107). Similarly, the categories of approximately
unital R(g,K)-modules and of (g,K)-modules are equivalent ([KV] the last
theorem of I.4). These results enable us to treat (weak) (A,K)-modules like
modules over a ring and give constructions of adjunctions with a good outlook.
We give its dg analogue in this subsection. The problem is that these argu-
ments in [KV] and fundamental nice properties of the functors (F∨)g,Kg,L , P
g,L
g,K
rely heavily on compactness (reductivity) of the groups. For example, we need
the (algebraic) Peter-Weyl theorem to construct the functor P g,Lg,K . We also need
complete reducibility of representations of the groups K and L to prove that
(F∨)g,Lg,K is exact ([KV] Lemma 2.28 and Proposition 2.33). Thus we assume that
all affine group schemes in the subsections 2.4 and 2.5 are reductive algebraic
groups.
At first, we give a remark on the Hecke algebra of a compact Lie group. We
fix a maximal compact subgroup KR of K. Restriction of representations of K
to KR gives an equivalence of categories of K-modules and locally finite KR-
modules. Let R(KR) be the ring of KR-finite distributions on KR. The algebra
structure is given by the convolution ([KV]). From the Peter-Weyl theorem, we
have an isomorphism of approximately unital rings
R(KR) ∼= ⊕V ∈IrrK EndV,
where IrrK denotes the set of isomorphism classes of irreducible K-modules,
and the approximate units of the right hand side are given by the identity map
idV for each component V ∈ IrrK. Let χV denote the approximate unit of
R(KR) corresponding to idV ∈ EndV for each V ∈ IrrK. Therefore the right
hand side does not depend on choice of KR and we may denote R(KR) by R(K).
Proposition 2.4.1. The category of cohain complexes of approximately unital
R(K)-modules is equivalent to K-mod as abelian categories.
proof. It suffices to prove that the categories of approximately unital R(K)-
modules and K-modules are equivalent. This is proved in [KV] Theorem 1.57.
Let (A,K, φ) be a weak tuple. As a dg vector space, we set
R(K)♯A = R(K)⊗A
where R(K) is regarded as a dg module concentrated in degree 0. Regarding
A as a C-algebra, we put the same algebra structure with [KV] Definition 1.94.
We review how the multiplication is constructed. Let C(KR) denote the com-
mutative unital algebra of KR-finite continuous functions on KR. We note that
allK-finite continuous functions onK are smooth. Moreover, this is canonically
isomorphic to the coordinate ring of K. Now R(K) is a (right) C(KR)-module
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by the standard multiplication ([KV] Lemma 1.46). We next consider a dg vec-
tor space V . Then we obtain a (left) dg C(KR)-module C(KR)⊗V by pointwise
multiplication. We sometimes regard it as a subspace of V -valued functions on
KR.
Lemma 2.4.2 ([KV] Proposition 1.47). For a dg vector space V , we have an
isomorphism
R(K)⊗ V ∼= R(K)⊗C(KR) (C(KR)⊗ V )
natural in V as dg vector spaces, the left to right being S⊗v 7→ (r⊗v(−)) where
v(−) denotes the constant function on KR with a value v. Similarly, we have
an isomorphism
V ⊗R(K) ∼= (V ⊗ C(KR))⊗C(KR) R(K)
of dg vector spaces.
proof. The proof goes in the same way as [KV] Proposition 1.47. The only point
is that we regard C-algebras R(K) and C(KR) as dg algebras concentrated in
degree 0. Since C(KR) is a unital ring, the left hand side is
∼= (R(K)⊗C(KR) C(KR))⊗C V
∼= R(K)⊗C(KR) (C(KR)⊗C V ).
The second isomorphism is proved in a similar way.
Recall the inverse map of the first map of Lemma 2.4.2. We take an element
S ⊗ v(−) ∈ R(K)⊗C(KR) (C(KR)⊗ V ),
where S ∈ R(K) and v(−) ∈ C(KR) ⊗ V . Let {vi} be a basis of a finite
dimensional subspace of V , which contains the image of v(−), and {v∗i } be its
dual basis. Then the inverse image of S ⊗ v(−) is given by
∑
i
〈v(−), v∗i 〉S ⊗ vi.
Corollary 2.4.3. For a dg K-module V , we have an isomorphism of dg vector
spaces
τV : R(K)⊗ V
∼
→ V ⊗R(K)
defined by S ⊗ v 7→ φ(−)v ⊗ S via the identification of Lemma 2.4.2, where φ
denotes the action map of K on V . Furthermore, τ is functorial in V in the
sense that for a map f : V →W of dg K-modules, the diagram
R(K)⊗ V
τV //
idR(K)⊗f

V ⊗R(K)
f⊗idR(K)

R(K)⊗W
τW // W ⊗R(K)
is commutative.
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proof. The inverse of τV is given by S⊗v 7→ φ(−)
−1v⊗S. The map τV preserves
the gradings since the actions of K respects the gradings, and it also preserves
the differential since the K-action commutes with the differential. The latter
statement follows since f commutes with the action of K.
Proposition 2.4.4. We define a multiplication on R(K)♯A by
(R(K)♯A)⊗ (R(K)♯A)
idR(K)⊗τ
−1
A
⊗idA
→ R(K)⊗R(K)⊗A⊗A→ R(K)⊗A
where the second map is given by the multiplications of R(K) and A. Explicitly,
for elements S ⊗ a and T ⊗ b of R(K)♯A, we have
(S ⊗ a)(T ⊗ b) =
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ aib
where {ai} is a basis of a finite dimensional subspace of A, which contains the
image of φ(K)a and {a∗i } is its dual basis. Then R(K)♯A is an approximately
unital dg algebra. Here an approximately unital dg algebra means a (not nec-
essarily unital) dg algebra with approximate units as an algebra. We call it the
Hecke dg algebra for a weak pair (A,K).
proof. This is an approximately unital associative algebra by [KV] Proposition
1.104 and the comments after its proof. The approximate units are given by
{χV ⊗ 1}V ∈IrrK . Furthermore, this is a graded algebra by definition. We check
that this graded algebra satisfies the Leibnitz rule. Take elements S ⊗ a and
T ⊗ b of R(K)♯A with a homogeneous. Then we have
d((S ⊗ a)(T ⊗ b))
= d(
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ aib)
=
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ (dai)b+
∑
i
(−1)a¯iS(T 〈φ(−)−1a, a∗i 〉)⊗ aidb.
Here {ai} is a basis of a finite dimensional subspace of A, which contains the
image of φ(K)a, φ(K)da such that ai is homogeneous for each i and {a
∗
i } is it
dual basis, and d denotes the differential of R(K)♯A. On the other hand,
(d(S ⊗ a))(T ⊗ b) + (−1)a¯(S ⊗ a)(d(T ⊗ b)
= (S ⊗ da)(T ⊗ b) + (−1)a¯(S ⊗ a)(T ⊗ db)
=
∑
i
S(T 〈φ(−)−1da, a∗i 〉)⊗ aib+ (−1)
a¯
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ aidb
=
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ (dai)b+ (−1)
a¯
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ aidb
=
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ (dai)b+
∑
i
(−1)a¯iS(T 〈φ(−)−1a, a∗i 〉)⊗ aidb.
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Here the third equality holds since
S ⊗ τ−1
A
(d(a⊗ T ))⊗ b = S ⊗ dτ−1
A
(a⊗ T )⊗ b
by Corollary 2.4.3 and since we have two equal correspondences
S ⊗ τ−1
A
(d(a⊗ T ))⊗ b =
∑
S ⊗ T 〈φ(−)−1da, a∗i 〉 ⊗ ai ⊗ b
7→
∑
i
S(T 〈φ(−)−1da, a∗i 〉)⊗ aib
S ⊗ dτ−1
A
(T ⊗ a)⊗ b =
∑
S ⊗ T 〈φ(−)−1a, a∗i 〉 ⊗ dai ⊗ b
7→
∑
i
S(T 〈φ(−)−1a, a∗i 〉)⊗ (dai)b.
The final equality holds since ai occurring in the second term has the same
homogeneous degree as a. Combining it with the previous equality, the Leibnitz
rule is checked.
Proposition 2.4.5. We set
A♯R(K) = A⊗R(K)
as a dg vector space. We define a multiplication on A♯R(K) by
(A♯R(K))⊗ (A♯R(K))
idA⊗τA⊗idR(K)
→ A⊗A⊗R(K)⊗ R(K)→ A⊗R(K)
where the second map is given by the multiplications of R(K) and A. Then
A♯R(K) is an approximately unital dg algebra isomorphic to R(K)♯A via τA.
proof. The map τA defines an isomorphism of dg vector spaces (Corollary 2.4.3),
and this preserves the approximately unital ring structure by [KV] Proposition
1.104.
We set χI :=
∑
V ∈I χV ∈ R(K) for a finite subset I ⊂ IrrK. A left dg
R(K)♯A-module M is approximately unital if, for any m ∈ M , there exists a
finite set of irreducible representations I of K such that
(χI′ ⊗ 1)m = m
for any finite subset I ′ of IrrK, which contains I.
Proposition 2.4.6. The categories of approximately unital left dg R(K)♯A-
modules and of weak (A,K)-modules are equivalent as abelian categories.
proof. We derive it from [KV] Proposition 1.107. Suppose that we are given a
weak (A,K)-module M . Then M admits an approximately unital left R(K)♯A-
module structure by [KV] Proposition 1.107 (see also [KV] Proposition 1.104
(a)). The action is given by
(S ⊗ a)m = S(am)
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for S ⊗ a ∈ R(K)⊗A and m ∈ M . Here the action of R(K) on M is given by
Proposition 2.4.1. This is obviously a graded action. We check that this action
satisfies the Leibnitz rule. In fact, for homogeneous elements S ⊗ a ∈ R(K)♯A
and m ∈M , we have
d((S ⊗ a)m) = d(S(am))
= S(d(am))
= S(da)m+ (−1)a¯Sadm
= (d(S ⊗ a))m+ (−1)a¯(S ⊗ a)dm.
Conversely suppose that we are given an approximately unital left dg R(K)♯A-
module M . Notice that M inherits an approximately unital left dg A♯R(K)-
module structure via the isomorphism τA (Proposition 2.4.5). ConsideringR(K)
as a subalgebra of A♯R(K), we obtain an approximately unital left dg R(K)-
module structure on M by restriction. We also put a left A-module structure
in the same way as [KV] Proposition 1.107. Let a ∈ A and m ∈M . Fix a finite
subset I ⊂ IrrK such that the following formula holds:
χIm = m.
Then am is defined as (a ⊗ χI)m. This action clearly preserves gradings, and
this is K-equivariant by [KV] Proposition 1.107. Therefore it suffices to check
that this A-module structure satisfies the Leibnitz rule. Let a ∈ A, m ∈ M be
homogeneous elements, and choose a finite subset I ⊂ IrrK such that χIm = m.
Note that χIm = m implies that χIdm = dm. We now have
d(am) = d((a⊗ χI)m)
= (d(a⊗ χI))m+ (−1)
a¯(a⊗ χI)dm
= (da⊗ χI)m+ (−1)
a¯(a⊗ χI)dm
= (da)m+ (−1)a¯adm.
Finally, we check that this correspondence gives an equivalence of abelian
categories. To prove this, it suffices to show that the equivalence of [KV] Propo-
sition 1.107 induces the desired equivalence. Suppose that we are given a map
f : M → N of approximately unital left dg R(K)♯A-modules. Then by [KV]
Proposition 1.107, f is an A-module homomorphism and a K-module homo-
morphism. The map f also respects the gradings and the differential since it
is a dg k-module homomorphism. Thus, f is a map of weak (A,K)-modules.
Conversely, if a map f :M → N of weak (A,K)-modules is given, this is a map
of left dg R(K)♯A-modules by [KV] Proposition 1.107. Again, since f is a dg
module homomorphism, it preserves the gradings and the differential. Hence
we have a natural linear isomorphism for each Hom space.
Notation 2.4.7. For a weak (A,K)-module (M,π, ν), we denote the induced
action of R(K)♯A by π (or πM ).
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We next give its right module analogue. Suppose that (A,K) is a weak pair.
Then we define a right weak (A,K)-module as a right module over (A,K) in
the sense of monoidal category theory. Notice that the category of right weak
(A,K)-modules naturally admits a linear category structure. Moreover, we can
prove that it is a bicomplete abelian category in a similar way to Corollary 2.3.9.
On the other hand, notice that the symmetric monoidal categories of left and
right dg K-modules are equivalent. Thus we sometimes consider the category
of right dg K-modules instead of left dg modules because mutually distinct two
commutative actions of K will be considered. Therefore a right weak (A,K)-
module is considered as a dg vector spaceM with a right dg A-module structure
π and a right dg K-module structure ν such that π is K-equivariant, i.e., the
following equality holds for any a ∈ A, k ∈ K and m ∈M :
(mπ(a))ν(k) = (mν(k))π(φ(k−1)a).
The facts that K-mod is a symmetric monoidal category and that the tensor
product is linear imply the following proposition.
Proposition 2.4.8. For a weak pair (A,K), the abelian categories of left weak
(A,K)-modules and right weak (Aop,K)-modules are equivalent where (Aop,K)
denotes the opposite weak pair (Example 2.2.4 (7)).
On the other hand, we have a right module analogue of Proposition 2.4.6.
Proposition 2.4.9. The categories of approximately unital right dg R(K)♯A-
modules and of right weak (A,K)-modules are equivalent as abelian categories.
proof. This equivalence comes from [KV] Proposition 1.107’. The proof goes
in a similar way to Proposition 2.4.6. We only give an construction of a
functor giving the equivalence. Let M be an approximately unital right dg
R(K)♯A-module. Regarding R(K) as a subalgebra of R(K)♯A, we obtain an
approximately unital right dg R(K)-module by restriction. Using the anti-
automorphism of K given by inversion and Proposition 2.4.1, we obtain a right
dg K-module. We next put a right A-module structure. Let m ∈ M , and take
a finite subset I ⊂ IrrK such that the following formula holds:
mχI = m.
Then we definemπ(a) asmπ(χI⊗a), where π denotes the action map ofR(K)♯A
on M .
Example 2.4.10. For a weak pair (A,K), A♯R(K) admits a weak (A,K)-
module structure by the multiplication of A♯R(K) from the left side. Similarly,
A♯R(K) admits a right weak (A,K)-module structure by the multiplication of
A♯R(K) from the right side.
We arrange formulas on the multiplication of the Hecke dg algebra and the
actions of Example 2.4.10, which will be frequently used in the subsection 2.5.
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Proposition 2.4.11 ([KV]). (1) For a⊗ S ∈ A♯R(K) and a′ ∈ A, we have
a′(a⊗ S) = a′a⊗ S.
(2) For a⊗ S ∈ A♯R(K) and a′ ∈ A, we have
a′τ−1
A
(a⊗ S) = τ−1
A
(a′a⊗ S).
(3) For S ⊗ a ∈ R(K)♯A and a′ ∈ A, we have
(S ⊗ a)a′ = S ⊗ aa′
(4) For S ⊗ 1 ∈ R(K)♯A, we have
τ(S ⊗ 1) = 1⊗ S.
(5) For a⊗ S ∈ A♯R(K) and S′ ∈ R(K),
(a⊗ S)S′ = a⊗ SS′.
(6) For a ∈ A and S ∈ R(K),
a(S ⊗ 1) =
∑
S〈φ(−)−1a, a∗i 〉 ⊗ ai
where {ai} and {a
∗
i } are taken as usual.
(7) Let S ⊗ a ∈ R(K)♯A. We write τ(S ⊗ a) =
∑
ai ⊗ S〈φ(−)a, a
∗
i 〉. Then
we have ∑
ai(S〈φ(−)a, a
∗
i 〉 ⊗ 1) = S ⊗ a.
proof. First we show (1). Let π denote the left action map of A♯R(K) on itself.
We use the same notation for the induced action map of A. Notice that we
have a natural left dg A-module structure denoted by π′ on A♯R(K) defined
by the multiplication from the left side. Let us take elements a⊗ S ∈ A♯R(K)
and a′ ∈ A. Since R(K)♯A is approximately unital, there exists a finite subset
I ⊂ IrrK such that
π(1 ⊗ χI)(a⊗ S) = a⊗ S.
Then π(a′)(a⊗ S) is computed as
π(a′)(a⊗ S) = (a′ ⊗ χI)(a⊗ S)
=
∑
a′ai ⊗ (〈φ(−)a, a
∗
i 〉χI)S
= π′(a′)(
∑
ai ⊗ (〈φ(−)a, a
∗
i 〉χI)S)
= π′(a′)(a⊗ S)
= a′a⊗ S
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where π denotes the dg A-module structure determined by Proposition 2.4.6.
The claim (2) follows from (1) since τA gives an isomorphism of weak (A,K)-
modules
R(K)♯A ∼= A♯R(K)
by Proposition 2.4.5 and Proposition 2.4.6. The claim (3) is proved in a similar
way. The claims (4) and (5) immediately follow by definition. To prove (6), let
a ∈ A and S ∈ R(K). Then we have
a(S ⊗ 1) = aτ−1(1⊗ S) = τ−1(a⊗ S)
from (1) and (4). Finally, we show (7). Let τ(S ⊗ a) =
∑
ai ⊗ S〈φ(−)a, a
∗
i 〉.
Then we have
∑
ai(S〈φ(−)a, a
∗
i 〉 ⊗ 1) =
∑
aiτ
−1(1⊗ S〈φ(−)a, a∗i 〉)
=
∑
τ−1(ai ⊗ S〈φ(−)a, a
∗
i 〉)
= S ⊗ a.
where the second equality comes from (1). Hence (7) is proved.
Finally, we give a technique to construct weak (A,K)-modules.
Proposition 2.4.12 ([KV]). The embedding functor from (A,K)-modw to the
category of left dg R(K)♯A-modules admits an exact right adjoint functor (−)K
defined by taking a largest approximately unital left dg R(K)♯A-submodule. Ex-
plicitly, for a left dg R(K)♯A-module M ,
MK = {m ∈M |χIm = m for some finite I ⊂ IrrK}.
This is called the K-finite part of M .
proof. The adjointness follows by definition. The functor (−)K is exact by [KV]
Proposition 1.55. We note that the right hand side above is stable under the
differential d since this commutes with the R(K)-action.
2.5 Functors II
Here we provide functors (F∨)A,K
A,L , (F
∨)A,K
A,L,w, P
A,L
A,K and P
A,L
A,K,w which are gen-
eralizations of (F∨)g,Kg,L and P
g,L
g,K . The same assumptions as the subsection 2.4
are assumed. Our strategy is to provide P for weak cases. Then the functors P
for non-weak cases are obtained by combining ones for weak cases with Lemma
2.3.2.
Lemma 2.5.1. Let f : (A,K) → (B, L) be a weak map of weak pairs. Then
R(L)♯B admits an approximately unital dg R(K)♯A-bimodule structure in the
sense that it is a (non-unital) dg R(K)♯A-bimodule such that the both actions
are approximately unital.
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proof. Since R(L)♯B is an approximately unital dg algebra, R(L)♯B naturally
admits an approximately unital dg R(L)♯B-bimodule structure. Thus we obtain
left and right weak (B, L)-module structures on R(L)♯B by Proposition 2.4.6
and Proposition 2.4.9. Furthermore, the two module structures are commutative
in the sense that the left actions of L and B commute with their right ones
respectively. Taking the forgetting functor for each side, we obtain left and right
weak (A,K)-module structures. In particular, these actions are commutative by
construction so that we obtain an approximately unital dg R(K)♯A-bimodule
structure on R(L)♯B.
Proposition 2.5.2. Let f = (fa, fk) : (A,K)→ (A, L) be a weak map of weak
pairs such that fa is the identity map.
(1) We have a functor
PA,L
A,K,w : (A,K)-modw → (A, L)-modw
given by (R(L)♯A)⊗R(K)♯A −.
(2) We have an isomorphism
F
C,L
A,L,w ◦ P
A,L
A,K,w
∼= P
C,L
C,K,w ◦ F
C,K
A,K,w.
(3) If K = L and fk is the identity map, P
A,L
A,K,w is isomorphic to the identity
functor.
(4) The functor PA,L
A,K,w admits an exact right adjoint functor (F
∨)A,K
A,L,w.
(5) We have an isomorphism
F
C,K
A,K,w ◦ (F
∨)A,K
A,L,w
∼= (F∨)
C,K
C,L,w ◦ F
C,L
A,L,w.
proof. First we put a weak (A, L)-module structure on (R(L)♯A) ⊗R(K)♯A M
for a weak (A,K)-module (M,π, ν). The left weak (A, L)-module structure is
induced by the natural left approximately unital dg A♯R(L)-module structure
by Lemma 2.5.1. We next provide a simpler description to prove (2). Since
R(L) is a subalgebra of R(L)♯A, we have a natural left dg R(L)-module map
R(L)⊗M → (R(L)♯A)⊗M → (R(L)♯A)⊗R(K)♯A M
Since R(K) is a subalgebra of R(K)♯A, this induces a natural left dg R(L)-
module map
R(L)⊗R(K) M → (R(L)♯A)⊗R(K)♯A M.
We claim that its inverse is given by
(R(L)♯A)⊗M = R(L)⊗A⊗M
idR(L)⊗π
→ R(L)⊗M → R(L)⊗R(K) M.
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Let S ⊗ a⊗m ∈ (R(L)♯A)⊗M and T ⊗ a′ ∈ R(K)⊗A. Then we have
(S ⊗ a)(T ⊗ a′)⊗m = (S ⊗ a)(T ⊗ 1)⊗ a′m
in (R(L)♯A)⊗M (Proposition 2.4.11) and its image is given by
S ⊗ aTa′m.
On the other hand, the image of (S ⊗ a)⊗ (T ⊗ a′)m is
S ⊗ aTa′m
by definition. In particular, the images coincide. Moreover, the induced map
gives the desired inverse map by Proposition 2.4.11 (3). Since this (natural)
isomorphism is R(L)-linear, we obtain an isomorphism of (2).
We next prove (3). Suppose that K = L and that fk is the identity map.
Then the action maps of R(K) and (R(K)♯A) induce a commutative diagram
R(K)♯A⊗R(K)♯A M // M
R(K)⊗R(K) M
88rrrrrrrrrrrr
ii❙❙❙❙❙❙❙❙❙❙❙❙❙❙
.
Since the diagonal maps are isomorphic by [KV] Lemma 2.17 and (the proof of)
(2), so is the rest.
Finally, we prove (4) and (5). We extend PA,L
A,K,w to a functor from the
category of non-unital dg R(K)♯A-modules to that of non-unital left dg R(L)♯A-
modules defined by the base change. Then this admits a right adjoint functor
MapR(L)♯A(R(L)♯A,−).
This is realized as a dg vector subspace of Map(R(L)♯A,−), the inner Hom of
R(L)♯A and (−) as dg vector spaces. From Proposition 2.5.3 below, the dg
k-module MapR(L)♯A(R(L)♯A,−)
n is given explicitly by
{graded left R(L)♯A-module homomorphisms R(L)♯A→ (−) [n]}.
Here [n] denotes the n-shift functor. The left R(K)♯A-module structure is in-
duced from the multiplication for R(L)♯A from the right side. Since PA,L
A,K,w pre-
serves approximately unital modules, we obtain a right adjoint functor (F∨)A,K
A,L,w
by taking the K-finite part of MapR(L)♯A(R(L)♯A,−) by Proposition 2.4.12. To
prove (5), we calculate MapR(K)♯A(R(L)♯A,−). Since the natural inclusion map
R(L)→ R(L)♯A is a map of dg (R(L), R(K))-bimodules, this induces a left dg
R(K)-module homomorphism
MapR(L)♯A(R(L)♯A,−)→ MapR(L)(R(L),−).
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We claim that this is an isomorphism of R(K)-modules. In particular, this im-
plies (5). Furthermore, this implies exactness of (F∨)A,K
A,L,w by [KV] Proposition
2.33. Let (M,πM , ν) be a left dg R(L)♯A-module and take
f ∈MapR(L)♯A(R(L)♯A,M)
n
K
where n ∈ Z such that its restriction to R(L) is zero. Then for any a ⊗ S ∈
A♯R(L), we have
f(τ−1(a⊗ S)) = f(aτ−1(1 ⊗ S)) = (−1)a¯naf(S ⊗ 1) = 0
from Proposition 2.4.11 (2). Thus, f is zero and the restriction map is injective.
Conversely, we take
ϕ ∈MapR(L)(R(L),M)
n
K ,
and extend it to an element of Map(R(L)♯A,M)n denoted as the same symbol
by
R(L)⊗A ∼= A⊗R(L)→M [n] .
Here the second map is given by the universality of extension of scalars. Ex-
plicitly, this is computed as
ϕ(τ−1
A
(a⊗ S)) = (−1)a¯nπM (a)f(S),
or equivalently,
ϕ(S ⊗ a) =
∑
(−1)a¯inπM (ai)ϕ(S〈φ(−)a, a
∗
i 〉)
where {ai} is taken as usual. We claim that this is R(L)♯A-linear. It suffices
to check that it is both R(L)-linear and A-linear by [KV] Proposition 107. Let
a ⊗ S ∈ A♯R(L) and a′ ∈ A be homogeneous elements. Let also πM [n] denote
the action of A on M [n]. Then we have two equalities
ϕ(a′τ−1(a⊗ S)) = ϕ(a′aτ−1
A
(1⊗ S)) = πM [n](a
′a)ϕ(S)
πM [n](a
′)ϕ(τ−1
A
(a⊗ S)) = (−1)a¯
′nπM (a
′)ϕ(τ−1
A
(a⊗ S))
= (−1)a¯
′nπM (a
′)ϕ(aτ−1
A
(1⊗ S))
= (−1)(a¯+a¯
′)nπM (a
′a)ϕ(S)
= πM [n](a
′a)ϕ(S)
(Proposition 2.4.9) so that the extended map is A-linear. For homogeneous
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elements a⊗ S ∈ A♯R(L) and T ∈ R(L), we have
ϕ(Tτ−1(a⊗ S)) = ϕ(τ−1((1⊗ T )(a⊗ S))
=
∑
ϕ(τ−1(ai ⊗ (〈φ(−)a, a
∗
i 〉T )S))
=
∑
(−1)a¯iϕ¯πM (ai)ϕ(〈φ(−)a, a
∗
i 〉T )S)
=
∑
(−1)a¯iϕ¯πM (ai)πM (〈φ(−)a, a
∗
i 〉T ⊗ 1)ϕ(S)
=
∑
(−1)a¯iϕ¯πM (ai(〈φ(−)a, a
∗
i 〉T ⊗ 1))ϕ(S)
= (−1)a¯f¯πM (T ⊗ a)ϕ(S)
= (−1)a¯f¯πM (T )πM (a)ϕ(S)
= Tϕ(τ−1
A
(a⊗ S))
where {ai} is taken as usual. The fourth equality holds since ϕ is R(L)-linear.
Thus the extended map is R(L)-linear. The sixth equality comes from Proposi-
tion 2.4.11 (7). Therefore the surjectivity follows.
The following proposition is a straightforward generalization of [KV] (C.20).
Proposition 2.5.3. Let A, B are non-unital dg algebra. Consider a right dg
module structure f of A on B such that this commutes with the multiplication
of B from the left side. Then the functor
B⊗A − : A-mod→ B-mod
admits a right adjoint functor
MapB(B,−)
given by a subfunctor of Map(B,−) defined as
MapB(B,−)
n = {graded left B-module homomorphisms B→ − [n]}.
Before defining P and F∨ for pairs, we calculate actions of A via the iden-
tifications
PA,L
A,K,w
∼= R(L)⊗R(K) −
MapR(L)♯A(R(L)♯A,−)K → MapR(L)(R(L),−)K
given in the proof of Proposition 2.4.2 to eliminate A. Let M be a weak (A,K)-
module. Let a ∈ A and S ⊗ m ∈ R(L) ⊗R(K) M be homogeneous elements.
Then via the first identification above and Proposition 2.4.11 (6),
a(S ⊗m) =a(S ⊗ 1⊗m)
=
∑
S〈φ(−)−1a, a∗i 〉 ⊗ ai ⊗m
=
∑
S〈φ(−)−1a, a∗i 〉 ⊗ aim
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where {ai} is a basis of a finite dimensional subspace of A, which contains the
image of φ(L)a. Similarly, let M be a weak (A, L)-module, and take homo-
geneous elements ϕ ∈ MapR(L)(R(L),M)K , a ∈ A and S ∈ R(L). Then we
have
(aϕ)(S) = (aϕ)(S ⊗ 1)
= (−1)f¯ a¯ϕ(τA(S ⊗ a))
= (−1)f¯ a¯
∑
ϕ(ai ⊗ S〈φ(−)a, a
∗
i 〉)
=
∑
πM (ai)ϕ(S〈φ(−)a, a
∗
i 〉)
where {ai} is a homogeneous basis of a finite dimensional subspace of A with
the single degree, which contains the image of φ(L)a. As a consequence, we
obtain a commutative diagram
HomL(R(L)⊗R(K) −,−) // HomK(−,MapL(R(L),−)K)
HomA,L(R(L)⊗R(K) −,−)
∼ //❴❴❴
OO
HomA,K(−,MapL(R(L),−)K)
OO
HomA,L(P
A,L
A,K,w−,−)
//
OO
HomA,K(−, (F
∨)A,K
A,L,w(−))
OO
where the two upper vertical maps are the set theoretic inclusion maps and the
lower two vertical maps are isomorphisms obtained by restriction. Since the
top and the bottom horizontal maps are isomorphic, we obtain the dotted map.
In particular, the adjunction map of F∨ and P depends only on K and L via
these identifications above. Hereafter we adopt these realizations of P and F∨
as their definitions instead of our first construction.
Proposition 2.5.4. Let f = (idA, fk) : (A,K) → (A, L) be a map of pairs.
Then restriction of (F∨)A,K
A,L,w defines an exact functor
(F∨)A,K
A,L : (A, L)-mod→ (A,K)-mod.
proof. Let (A,K, φK , ψK) and (A, L, φL, ψL) be tuples, and f = (idA, fk) :
(A,K)→ (A, L) be a map. By definition of a map of pairs, an equality
ψK = ψL ◦ dfk.
is obtained. LetM be an (A, L)-module. Then for ξ ∈ k, ϕ ∈MapL(R(L),M)K =:
Y and S ∈ R(L),
(πY (ψK(ξ))ϕ)(S) = ϕ(ψK(Ad(−)ξ)⊗ S)
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for ξ ∈ k, f ∈ MapL(R(L),M)K and S ∈ R(L). Thus
(πY (ψK(ξ))ϕ)(S) = ϕ(φL(−)ψK(ξ)⊗ S))
= ϕ(φL(−)ψL ◦ dfk(ξ)⊗ S)
= ϕ(ψL(Ad(−)dfk(ξ))⊗ S).
Applying K = L and f = ψL, ρL to Corollary 2.4.3, we have
= ϕ(ψL(ξi)⊗ 〈Ad(−)dfk(ξ)), ξ
∗
i 〉S)
=
∑
πM (ψL(ξi))ϕ(〈Ad(−)dfk(ξ), ξ
∗
i 〉S)
=
∑
dνM (ξi)ϕ(〈Ad(−)dfk(ξ), ξ
∗
i 〉S)
where {ξi} is a basis of l and {ξ
∗
i } is its dual basis. Thus the problem is reduced
to calculate the differential representation of (Y ′ = HomL(R(L),M
′)K , ν
′
Y ) for
an L-module (M ′, νM ′). Regarding it as (F
∨)k,Kl,L (M
′) (defined in [KV]), the
differential representation is computed by calculating the action of the algebra
part k (or U(k)). Explicitly, for ξ′ ∈ k, ϕ′ ∈ Y ′ and S′ ∈ R(L) we have
dνY ′(ξ
′)ϕ′(S′) =
∑
dνM ′ (ξ
′
i)ϕ
′(〈Ad(−)dfk(ξ
′), ξ
′
∗
i 〉S
′)
where {ξ′i} is a basis of l and {ξ
′
∗
i } is its dual basis. Thus the proof is finished.
Corollary 2.5.5. For a map f = (idA, fk) : (A,K)→ (A, L) of pairs , we set
PA,L
A,K = (−)k ◦ P
A,L
A,K,w ◦ JA,K .
Then PA,L
A,K is a left adjoint functor of (F
∨)A,K
A,L .
We are now ready to define P for general maps and weak maps. For a map
(resp. a weak map) f : (A,K)→ (B, L), f is decomposed into maps (resp. weak
maps)
(A,K)
f //
(fa,idK) $$❏
❏❏
❏❏
❏❏
❏❏
(B, L)
(B,K).
(idB,fk)
::✉✉✉✉✉✉✉✉✉
According to this decomposition, we set
(F∨)A,K
B,L,w = F
A,K
B,K,w ◦ (F
∨)B,K
B,L,w;
(F∨)A,K
B,L = F
A,K
B,K ◦ (F
∨)B,K
B,L ;
PB,L
A,K,w = P
B,L
B,K,w ◦ P
B,K
A,K,w;
PB,L
A,K = P
B,L
B,K ◦ P
B,K
A,K .
From Proposition 2.3.6, Corollary 2.3.9, Proposition 2.5.2 and Corollary 2.5.5,
the two pairs (PB,L
A,K,w , (F
∨)A,K
B,L,w) and (P
B,L
A,K , (F
∨)A,K
B,L ) are adjunctions with
exact right adjoint functors.
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Proposition 2.5.6 (induction-in-stages). Let f = (fa, fk) : (A,K) → (B, L),
g = (ga, gk) : (B, L)→ (C,M) be weak maps. Then the following isomorphisms
exist:
(1) (F∨)A,K
B,L,w ◦ (F
∨)B,L
C,M,w
∼= (F∨)
A,K
C,M,w;
(2) PC,M
B,L,w ◦ P
B,L
A,K,w
∼= P
C,M
A,K,w;
(3) (F∨)A,K
B,L ◦ (F
∨)B,L
C,M
∼= (F∨)
A,K
C,M if f and g are maps;
(4) PC,M
B,L ◦ P
B,L
A,K
∼= P
C,M
A,K if f and g are maps.
proof. It suffices to prove (1). We construct the isomorphism in the following
three stages:
(F∨)A,K
B,L,w ◦ (F
∨)B,L
C,M,w = F
A,K
B,K,w ◦ (F
∨)B,K
B,L,w ◦ F
B,L
C,L,w ◦ (F
∨)C,M
C,L,w
(i)
∼= F
A,K
B,K,w ◦ F
B,K
C,K,w ◦ (F
∨)C,K
C,L,w ◦ (F
∨)C,L
C,M,w
(ii)
∼= F
A,K
B,K,w ◦ F
B,K
C,K,w ◦ (F
∨)C,K
C,M,w
(iii)
∼= F
A,K
C,K,w ◦ (F
∨)C,K
C,M,w
= (F∨)A,K
C,M,w.
First we prove (i). Let V be a weak (C, L)-module. From the proof of Lemma
2.5.1, R(L)♯B and R(L)♯C admit (R(L)♯B, R(K)♯B)-bimodule structures. Re-
call that fa is K-equivariant and that ga is L-equivariant. Furthermore, since τ
is functorial, idR(L) ⊗ ga : R(L)♯B → R(L)♯C is both a dg (R(L)♯B, R(K)♯B)-
bimodule homomorphism and a dg algebra homomorphism. Thus we obtain a
left dg R(K)♯B-module homomorphism
MapR(L)♯C(R(L)♯C, V )→ MapR(L)♯B(R(L)♯B,F
B,L,E
C,L,FV ).
We now consider a diagram
F
B,K,E
C,K,F MapR(L)♯C(R(L)♯C, V )K

// MapR(L)♯B(R(L)♯B,F
B,L,E
C,L,FV )K

F
B,K,E
C,K,F MapR(L)(R(L), V )K MapR(L)(R(L),F
B,L,F
C,L,F V )K
.
where the equality holds as a dg vector space. Since the vertical maps are
isomorphism of dg vector spaces, so is the upper horizontal map. In particular,
since the three arrows are isomorphisms of (B,K)-modules, so is the equality.
Secondly, let us show (ii). Taking adjunctions, we check
PC,M
C,L,w ◦ P
C,L
C,K,w
∼= P
C,M
C,K,w.
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Consider a diagram
R(M)♯C⊗R(L)♯C (R(L)♯C⊗R(K)♯C (−)) // R(M)♯C⊗R(K)♯C (−)
R(M)♯C⊗R(L)♯C (R(L)⊗R(K) (−))
OO
R(M)⊗R(L) R(L)⊗R(K) (−) //
OO
R(M)⊗R(K) −
OO
where the upper horizontal map is given by the right action of R(L)♯C on
R(M)♯C and similar for the lower horizontal map. Here we note that R(M)♯C is
a dg (R(M)♯C, R(L)♯C)-bimodule and that R(L)♯C is a dg (R(L)♯C, R(K)♯C)-
bimodule from the proof of Lemma 2.5.1. Hence the horizontal map is a well-
defined left dg R(M)♯C-module homomorphism, and the lower horizontal map
is bijective from [KV] Proposition 2.19. On the other hand, the other arrows
are isomorphisms of (C,M)-modules, so is the lower horizontal map.
Finally, (iii) follows from Proposition 2.3.5 (1).
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