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Abstract
For a compact set K ⊆ Rd we present a rather easy construction of a linear extension operator
E : E (K) →C∞(Rd) for the space of Whitney jets E (K) which satisfies linear tame continuity estimates
sup{|∂αE(f )(x)|: |α|m, x ∈ Rd } Cm,ε‖f ‖(r+ε)m, where ‖ · ‖s denotes the s-th Whitney norm. The
construction turns out to be possible if and only if the local Markov inequality LMI(s) introduced by Bos
and Milman holds for every s > r on K . In particular, E (K) admits a tame linear extension operator if and
only if the local Markov inequality LMI(s) holds on K for some s  1.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
For a compact set K ⊆ Rd we denote by E n(K) and E (K) = E∞(K) the spaces of Whitney
jets of finite and infinite order, respectively, that is, families f = (f (α))|α|<n+1 of continuous
(real or complex valued) functions whose formal Taylor polynomials
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∑
|α|n
f (α)(y)
α! (x − y)
α
give the “correct” approximation as if f (α) were the partial derivative of order α (see below
for the precise definition). A celebrated result of Whitney says that each jet f ∈ E n(K) is the
restriction of a function f ∈ C n(Rd) for n ∈ N ∪ {∞}, that is f (α) = ∂αg for all α and some
g ∈ C n(Rd).
There is a vast amount of literature about the question whether one can choose the extension
to depend in a good way on the jet, we only mention the articles [1–6,8]. Whitney [9] himself
proved that one can extend jets of finite order by a continuous linear operator (if E n(K) is
endowed with its natural Banach space topology). There are thus continuous linear operators
En : E n(K) → C n(Rd) with ∂αE(f )|K = f (α) for each multi-index |α| n. Since we will use
these operators to prove our main result let us indicate Whitney’s explicit construction. For a
suitable partition of unity (ϕi)i∈N of Ω \K (where Ω is an open set containing K) such that the
supports of ϕi tend to K , and for xi ∈ K minimizing the distance to supp(ϕi) the operator En is
of the following form
En(f )(x) =
{
f (0)(x), x ∈ K,∑∞
i=1 ϕi(x)T nxi (f )(x), x /∈ K.
It is well known that the existence of an extension operator for jets of infinite order depends on
geometric properties of K . For instance, elementary Fréchet space theory yields that a finite set
K cannot have a continuous linear extension operator. More interesting examples are compact
sets with sharp outward directed cusps. For characterizations and sufficient conditions for the
existence of extension operators we refer to the literature mentioned above and the references
cited therein.
In this article we characterize the existence of even better extensions which only have a ho-
mogeneous loss in the differentiability order, that is, there are r ∈ N and constants cn  1 such
that |E(f )|n  cn‖f ‖rn for all n ∈ N0, where ‖f ‖m denote the Whitney norms on E (K) and
|g|n = sup{|∂αg(x)|: |α| n, x ∈ Rd} (we will use these norms only for test functions).
The basic idea of the construction is to replace the formal Taylor polynomials in Whitney’s
operator by a kind of interpolation provided by measures μα,i supported on K and concentrated
near xi . That is, our operator will be of the form
E(f )(x) =
∞∑
i=1
ϕi(x)
∑
|α|m(i)
1
α!
∫
f (0) dμα,i (x − xi)α
for x /∈ K and a carefully chosen sequence of “degrees” m(i) of the substitutes for the Taylor
polynomials. The proof exploits the simple idea that E will be a tame linear extension if E −En
is sufficiently small for all n ∈ N.
Following this strategy we will obtain a characterization in terms of the validity of the local
Markov inequality (LMI) on K introduced by Bos and Milman [2], that is, there exist r  1
(the exponent of the LMI) and constants cn  1 such that for each polynomial P of degree
deg(P ) n, each ε ∈ (0,1), and each x0 ∈ K we have∣∣∇P(x0)∣∣ cnε−r‖P ‖B(x ,ε)∩K0
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centered at x0). By applying the estimate n-times with 2−nε instead of ε we obtain (with different
constants cn) for all α ∈ Nd0 ∣∣∂αP (x0)∣∣ cnε−r|α|‖P ‖B(x0,ε)∩K
which is LMI(r) in the form used by Bos and Milman. It is in fact a local version of the Markov
inequality introduced by Pawłucki and Ples´niak [5,6]. Among many other things (related to res-
olution of singularities, multivariate approximation theory, or local geometry of cuspidal sets)
Bierstone and Milman proved that a strong form of LMI with cn replaced by c(knρ)|α| (for some
constants c, k, ρ) is equivalent to the Markov inequality and characterizes the existence of a tame
linear extension operator with strong bounds on the continuity estimates. In our Theorem (see
below) we do not need to assume these strong bounds, and we get a very small loss of derivatives.
A compact set K ⊂ Rd is said to satisfy a weak local Markov inequality (short: WLMI(r))
with exponent r  1 if it satisfies LMI(s) for every s > r .
We denote by [x] the floor of a real number x, i.e. the biggest integer that is smaller than or
equal to x.
We remark that the generalized Whitney norms for r not integer appearing in (2) of the fol-
lowing main theorem will be defined in the next section.
Theorem. For a compact set K ⊆ Rd and r  1 the following conditions are equivalent.
(1) K satisfies the weak local Markov inequality with exponent r .
(2) K admits an extension operator E : E (K) → C∞(Rd) such that for all m ∈ N0 and all
ε > 0 there is C > 0 such that∣∣E(f )∣∣
m
 C‖f ‖(r+ε)m, f ∈ E (K).
(3) There are p ∈ N, constants (Cm)m∈N0 and an extension operator E : E (K) → C∞(Rd) such
that |E(f )|0  C0‖f ‖0 and |E(f )|m  Cm‖f ‖[rm]+p , f ∈ E (K).
That (1) follows from (3) is essentially contained in [2].
Corollary. For a compact set K ⊂ Rd the following are equivalent.
(1) K satisfies some local Markov inequality.
(2) There are s ∈ N, constants (Cm)m∈N0 and an extension operator E : E (K) → C∞(Rd) such
that |E(f )|m  Cm‖f ‖sm for all m ∈ N0 and f ∈ E (K).
2. Whitney jets
In this section we recall the precise definition of jets and the Whitney norms where we use
standard multi-index notation for partial derivatives (including the common abuse of the same
symbol |α| = α1 + · · · + αd for the length of α and the Euclidean norm |x| of x ∈ Rd ). For a
compact set K ⊆ Rd , f = (f (α))α∈Nd0 ∈ C (K)
N
d
0 , y ∈ K , and x ∈ Rd we denote by T ny (f )(x)
the formal Taylor polynomial of order n ∈ N0 around y as defined in the introduction, and for
r ∈ [0,∞) by qr,t (f ) the local “approximation errors”
qr,t (f ) = sup
{∣∣f (α)(x) − ∂αT [r]y (f )(x)∣∣|x − y||α|−r : |α| [r], x, y ∈ K, 0 < |x − y| t}.
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‖f ‖r =
∑
|α|[r]
sup
{∣∣f (α)(x)∣∣: x ∈ K}+ sup{qr,t (f ): t > 0},
and the spaces of Whitney jets of finite and infinite order are
E r (K) = {(f (α))|α|[r]: qr,t (f ) → 0 for t → 0} and
E (K) = {(f (α))
α∈Nd0 : qr,t (f ) → 0 for t → 0 for all r ∈ [0,∞)
}
.
These definitions extend naturally the classical ones for r ∈ N0. Clearly, Taylor’s theorem implies
that for any n ∈ N0 ∪ ∞ and g ∈ C n(Ω) with an open set Ω containing K the restrictions
((∂αg)|K)|α|<n+1 are jets of order n.
As mentioned in the introduction our extension operator modifies the construction of Whit-
ney [9]. Let us thus cite precisely the properties of the partition of unity involved in definition
of En.
Lemma 1. For K ⊆ Rd compact there are a bounded open set Ω containing K and positive test
functions ϕi ∈D(Ω \ K) with the following properties.
(1) ∑∞i=1 ϕi(x) = 1 for all x ∈ Ω \ K and each point belongs to at most N supports supp(ϕi)
for some constant N ∈ N.
(2) supp(ϕi) → K for i → ∞, that is, for each ε > 0 there is k ∈ N such that supp(ϕi) ⊆ {x ∈
Rd : dist(x,K) < ε} for all i  k.
(3) diam(supp(ϕi)) 2 dist(supp(ϕi),K) (where diam is the diameter of a set).
(4) There are constants cβ such that |∂βϕi(x)|  cβ dist(x,K)−|β| for all i ∈ N, β ∈ Nd0 , and
x ∈ Rd .
For the rest of this note we fix a partition of unity as in the lemma. We set γi =
dist(supp(ϕi),K) and we choose xi ∈ K such that this distance is realized in xi .
Let us note that Whitney proved that this choice leads in fact to continuous linear extension
operators En : E n(K) → C n(Rd) as described in the introduction.
3. Construction of the tame linear extension operator
In this section we prove the implication (1) ⇒ (2) of the theorem, that is, the validity of the
local Markov inequality allows the construction of a tame linear extension operator. We will thus
assume LMI(s) for all s > r in the second (equivalent) form stated in the introduction.
The first step in the proof is the construction of the sequence (m(i))i∈N and of the measures
appearing in the definition of
E(f )(x) =
∞∑
i=1
ϕi(x)
∑
|α|m(i)
1
α!
∫
f (0) dμα,i (x − xi)α.
For this we need the following
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C
(1)
s,n such that for all x0 ∈ K , |α| n, and ε ∈ (0,1) there are regular complex Borel measures
μ = μ(s, x0, α, ε) supported in B(x0, ε) ∩ K such that for all polynomials P of degree  n we
have
∂αP (x0) =
∫
P dμ
and the total variation of μ is not bigger than C(1)s,nε−s|α|.
Proof. Let s > r and n ∈ N. Then there is C(1)s,n > 0 such that |∂αP (x0)|  C(1)s,nε−s|α| ×
‖P ‖B(x0,ε)∩K for all x0 ∈ K , ε > 0, |α| n and all polynomials P with deg(P ) n. We consider
the space of all polynomials of degree  n as a subspace L of C (B(x0, ε) ∩ K). Note that the
local Markov inequality implies that the coefficients of P(x) = ∑ ∂αP (x0)/α!(x − x0)α are
uniquely determined by P |B(x0,ε)∩K . Moreover,
ψ : L → C, P → ∂αP (x0),
is a continuous linear functional of norm  C(1)s,nε−s|α|. The Hahn–Banach theorem provides a
linear extension of the same norm which, by the Riesz representation theorem, is given by a
measure μ that satisfies the conditions of the lemma. 
To shorten the notation we will write from now on μ(f ) instead of
∫
f dμ.
Before defining the sequence m(i)i∈N appearing in the definition of the extension operator let
us prove some useful estimates. Since γi is defined as the distance between supp(ϕi) and K and
this is equal to dist(supp(ϕi), xi), condition (3) from Lemma 1 ensures that γi  dist(x,K) 
|x − xi | 3γi for all x ∈ supp(ϕi). So using the Leibniz rule and the other properties of the ϕi
we find constants C(2)k and C
(3)
m such that
sup
|β|m,x∈Rd\K
∣∣∣∣∣
∞∑
i=1
∑
0<|α|m(i)
aα,i∂
β
(
(x − xi)αϕi(x)
)∣∣∣∣∣dist(x,K)−l
 C(3)m sup
i∈N
C
(2)
m(i) sup
0<|α|m(i)
γ
|α|−m−l
i |aα,i | (1)
for all m, l ∈ N0, all sequences (m(i))i∈N of natural numbers and all families (aα,i) of complex
numbers. If n(x) := inf{i ∈ N: x ∈ supp(ϕi)} then n(x) → ∞ if x → ∂K , so we obtain by (1)
that
lim sup
x→∂K
sup
|β|m
∣∣∣∣∣
∞∑
i=1
∑
0<|α|m(i)
aα,i∂
β
(
(x − xi)αϕi(x)
)∣∣∣∣∣dist(x,K)−l
= lim sup
x→∂K
sup
|β|m
∣∣∣∣∣
∞∑
i=n(x)
∑
0<|α|m(i)
aα,i∂
β
(
(x − xi)αϕi(x)
)∣∣∣∣∣dist(x,K)−l
 C(3)m lim supC
(2)
m(i) sup γ
|α|−m−l
i |aα,i | (2)i→∞ 0<|α|m(i)
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Let now C(1)s,m be the optimal constant (for given s > r and m ∈ N) in Lemma 2. Since γi → 0
we can choose a sequence (δi)i∈N decreasing to zero with limi→∞ γ
1
2
δi
r+δi
i = 0. Then we choose
the sequence (m(i))i∈N of natural numbers with limi→∞ m(i) = ∞ in such a way that also
lim
i→∞C
(1)
r+ δi2 ,m(i)
C
(2)
m(i)γ
1
2
δi
r+δi
i = 0.
In particular, for all m ∈ N and all ε > 0,
lim
i→∞C
(1)
r+ δi2 ,m(i)
C
(2)
m(i)γ
εm
2r
i = 0.
We set ε(α, i) := γ
1
r+δi
i and then we choose according to Lemma 2 measures μα,i , supported in
B(xi, ε(α, i))∩K , such that ∂αP (xi) = μα,i(P ) for all polynomials P with deg(P )m(i) and
with total variation not bigger than
C
(1)
r+ δi2 ,m(i)
ε(α, i)−|α|(r+
δi
2 ) = C(1)
r+ δi2 ,m(i)
γ
−|α| r+
δi
2
r+δi
i .
Clearly we may assume that μ0,i = δxi . For x ∈ K we set E(f )(x) := f (0)(x) and for x ∈ Rd \K
we define
E(f )(x) =
∞∑
i=1
∑
|α|m(i)
1
α!μα,i
(
f (0)
)
(x − xi)αϕi(x).
Then E(f ) − E[rm](f ) = 0 on K (where Ek : E k(K) → C k(Rd) is the extension operator con-
structed by Whitney, see the introduction). Since m(i) tends to infinity, we get that for each
m ∈ N0 there exists j (m) ∈ N such that m(i) [rm] for i  j (m). Outside K we have
E(f )(x) − E[rm](f )(x) = T1,m(f )(x) + T2,m(f )(x)
where
T1,m(f )(x) :=
∞∑
i=j (m)
( ∑
0<|α|[rm]
1
α!
(
μα,i
(
f (0)
)− f (α)(xi))(x − xi)αϕi(x)
+
∑
[rm]<|α|m(i)
1
α!μα,i
(
f (0)
)
(x − xi)αϕi(x)
)
and
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j (m)−1∑
i=1
( ∑
0<|α|m(i)
1
α!
(
μα,i
(
f (0)
)− f (α)(xi))(x − xi)αϕi(x)
+
∑
m(i)<|α|[rm]
−f (α)(xi)
α! (x − xi)
αϕi(x)
)
.
For m = 0 we have j (0) = 1 and hence E(f ) − E0(f ) = T1,0(f ) (which consists only of the
second term). So by (1) we obtain with
C := C(3)0 sup
i∈N
C
(1)
r+ δi2 ,m(i)
C
(2)
m(i)
γ
1
2
δi
r+δi
i < ∞
that
∣∣E(f ) − E0(f )∣∣0 = sup
x∈Rd\K
∣∣E(f )(x) − E0(f )(x)∣∣
 C(3)0 sup
i∈N
C
(2)
m(i)
sup
0<|α|m(i)
γ
|α|
i
∣∣μα,i(f (0))∣∣
 C(3)0 sup
i∈N
C
(2)
m(i)
sup
0<|α|m(i)
γ
|α|
i C
(1)
r+ δi2 ,m(i)
γ
−|α| r+
δi
2
r+δi
i ‖f ‖0
 C(3)0 sup
i∈N
C
(2)
m(i)
C
(1)
r+ δi2 ,m(i)
γ
1
2
δi
r+δi
i ‖f ‖0
= C‖f ‖0.
Since ‖E0‖ = sup‖f ‖01 |E0(f )|0 < ∞, we obtain with C0 := C + ‖E0‖ < ∞ that∣∣E(f )∣∣0  C0‖f ‖0, f ∈ E (K).
We will finally show that for |β|m ∈ N we have
i) lim
x→∂K
∣∣∂βE(f )(x) − ∂βE[rm](f )(x)∣∣dist(x,K)|β|−m = 0 and
ii) sup
x∈Rd\K
∣∣∂βE(f )(x) − ∂βE[rm](f )(x)∣∣ C‖f ‖(r+ε)m,
where C depends only on m and ε > 0. Then i) implies that E(f ) ∈ C∞(Rd) and ii) ensures the
desired continuity estimates for m ∈ N with the same proof as above for m = 0.
Let therefore m ∈ N and ε > 0 be fixed. Without loss of generality we may assume that
[(r + ε)m] = [rm] + εm. To prove i) and ii) we note that for 0 < |α| [rm]m(i)
∣∣μα,i(f (0))− f (α)(xi)∣∣= ∣∣μα,i(f (0) − T [rm]xi (f ))∣∣
 C(1)
r+ δi2 ,m(i)
γ
−|α| r+
δi
2
r+δi
i
∥∥f (0) − T [rm]xi (f )∥∥ 1r+δiB(xi ,γi )∩K
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r+ δi2 ,m(i)
γ
−|α| r+
δi
2
r+δi
i
(
γ
1
r+δi
i
)(r+ε)m‖f ‖(r+ε)m
 C(1)
r+ δi2 ,m(i)
γ
−|α|
i γ
rm+εm
r+δi
i ‖f ‖(r+ε)m,
and, similarly, for [rm] < |α|m(i)
∣∣μα,i(f (0))∣∣= ∣∣μα,i(f (0) − T [rm]xi (f ))∣∣ C(1)r+ δi2 ,m(i)γ−|α|i γ
rm+εm
r+δi
i ‖f ‖(r+ε)m.
Since n(x) tends to ∞ when x approaches ∂K we have E(f ) − E[rm](f ) = T1,m(f ) near ∂K .
Using this together with the above estimates and (2), we obtain for |β|m that
lim
x→∂K
∣∣∂βE(f )(x) − ∂βE[rm](f )(x)∣∣dist(x,K)|β|−m
= lim
x→∂K
∣∣∣∣∣
∞∑
i=n(x)
∑
0<|α|[rm]
μα,i(f
(0)) − f (α)(xi)
α! ∂
β
(
(x − xi)αϕi(x)
)∣∣∣∣∣dist(x,K)|β|−m
+ lim
x→∂K
∣∣∣∣∣
∞∑
i=n(x)
∑
[rm]<|α|m(i)
μα,i(f
(0))
α! ∂
β
(
(x − xi)αϕi(x)
)∣∣∣∣∣dist(x,K)|β|−m
 C(3)|β| limn→∞ supin
C
(2)
m(i) sup
0<|α|[rm]
γ
|α|−|β|−(m−|β|)
i
|μα,i(f (0)) − f (α)(xi)|
α!
+ C(3)|β| limn→∞ supinC
(2)
m(i)
sup
[rm]<|α|m(i)
γ
|α|−|β|−(m−|β|)
i
|μα,i(f (0))|
α!
 2C(3)|β| lim
i→∞C
(2)
m(i)C
(1)
r+ δi2 ,m(i)
sup
0<|α|m(i)
γ
|α|−m
i γ
−|α|
i γ
rm+εm
r+δi
i ‖f ‖(r+ε)m
 2C(3)|β| lim
i→∞C
(2)
m(i)C
(1)
r+ δi2 ,m(i)
γ
εm−rδi
r+δi
i ‖f ‖(r+ε)m.
Since εm−rδi
r+δi 
εm
2r for large i, we obtain that the last limit is 0 and i) is proved.
Now observe that, for a fixed m, the estimates above on |μα,i(f (0))−f (α)(xi)| for |α|m(i)
and on |μα,i(f (0))| for [rm] < |α|  m(i) permit to use an analogous argument as above but
using (1) instead of (2) to get C > 0 such that |T1,m(f )|m  C‖f ‖(r+ε)m. Moreover one can get
C such that also |T2,m(f )|m  C‖f ‖[rm]. Altogether yields ii).
4. Necessity of the local Markov inequality
We prove here that (3) implies (1) in our Theorem. The proof of the necessity of WLMI(r)
seems to be essentially contained in the work of Bos and Milman [2] where it is shown that the
existence of a linearly tame extension operator with bounds on the constants implies a Sobolev-
type inequality which itself yields the Markov inequality. Nevertheless, we want to give a rather
short direct proof here. Let us thus assume that there is a (possibly non-linear) extension operator
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E(f ) ∈ C∞(Rd) with ∂αg|K = f (α) for all α ∈ Nd0 and |g|m  cm‖f ‖[rm]+p for all m ∈ N
and |g|0  c0‖f ‖0. The case p = 0 will only be relevant if r = 1. We show that under these
hypotheses WLMI(r) holds on K . Since WLMI(r) is satisfied on K if and only if WLMI(s)
holds on K for each s > r rational, we can assume r to be rational.
By multiplying with a test function which is equal to one in a neighborhood K we may assume
that the extensions always belong to D(B) for some large ball B . We will need the well-known
fact that the semi-norms |g|n = sup{|∂αg(x)|: x ∈ B, |α| n} satisfy the following “dominating
norm” inequalities, for a precise reference we refer e.g. to [3, Example 3.13]: For all n < m there
are constants C  1 such that for all g ∈D(B)
|g|n  C|g|
n
m
m |g|1−
n
m
0 .
In the course of this proof we will denote by C constants (which may increase) depending on
n and m (and the test function ϕ below) but neither on the polynomial nor on ε ∈ (0,1) nor on
x0 ∈ K .
By Taylor’s theorem, the Whitney norms ‖ · ‖n can be estimated by the classical norms | · |n
for restrictions of C n-functions on Rd , and we thus get
‖f ‖n =
∥∥E(f )∥∥
n
 C
∣∣E(f )∣∣
n
 C
∣∣E(f )∣∣ nm
m
∣∣E(f )∣∣1− nm0  C‖f ‖ nm[rm]+p‖f ‖1− nm0
for all f ∈ E (K).
We fix a test function 0 ϕ  1 with support in the cube Q(0,1) (where we define Q(y, ε) =
y + 1√
d
[−ε, ε]d ) such that ϕ equals 1 in a neighborhood of the origin. For x0 ∈ K and ε ∈ (0,1)
we then define
ϕx0,ε(x) = ϕ
(
1
ε
(x − x0)
)
so that ϕx0,ε ∈D
(
Q(x0, ε)
)
.
For each polynomial P of degree  n and |α| n we thus obtain
∣∣∂αP (x0)∣∣= ∣∣∂α(ϕx0,εP )(x0)∣∣ ‖ϕx0,εP ‖|α|  C‖ϕx0,εP ‖ |α|m[rm]+p‖ϕx0,εP ‖1− |α|m0 .
Since the Whitney norm ‖g‖0 is (up to a factor 3) the sup-norm on K , the last factor can be
estimated by the corresponding power of ‖P ‖B(x0,ε)∩K since Q(x0, ε) ⊆ B(x0, ε).
To estimate the other factor we will make use of the classical Markov inequality for the cube
(which follows easily from the one-dimensional case), see for example [7], that is,
∣∣∂αP (x0)∣∣
(
(degP)2
ε
)|α|
‖P ‖Q(x0,ε).
Together with Leibniz’ rule and ∂γ ϕx0,ε = ε−|γ |(∂γ ϕ)(ε−1(· − x0)) we see that
‖ϕx0,εP ‖[rm]+p =
∥∥∥∥ϕx0,ε ∑ ∂αP (x0)α! (· − x0)α
∥∥∥∥[rm]+p|α|n
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∑
|α|n
C|∂αP (x0)|
α!
∣∣(· − x0)αϕx0,ε∣∣[rm]+p

∑
|α|n
C|∂αP (x0)|
α!
∑
|β|[rm]+p
∑
γβ
(
β
γ
)∥∥∂γ ((· − x0)α)∂β−γ ϕx0,ε∥∥B(x0,ε)
 C max
{∣∣∂αP (x0)∣∣ε|α|−|β|: |α| deg(P ), |β| [rm] + p}
 C max
{(
(deg(P )2
ε
)|α|
ε|α|−|β|: |α| deg(P ), |β| [rm] + p
}
‖P ‖Q(x0,ε)
 Cε−([rm]+p)‖P ‖B(x0,ε).
Combined with the inequality above we obtain
∣∣∂αP (x0)∣∣ Cε −([rm]+p)m |α|‖P ‖ |α|mB(x0,ε)‖P ‖1− |α|mB(x0,ε)∩K. (∗)
For each m such that [rm]/m = r we have
‖P ‖B(x0,ε) 
∑
|α|n
|∂αP (x0)|
α!
∥∥(· − x)α∥∥
B(x0,ε)
 C max
{∣∣∂αP (x0)∣∣ε|α|: |α| n}
 C max
{
ε−(r+
p
m
−1)|α|‖P ‖
|α|
m
B(x0,ε)
‖P ‖1−
|α|
m
B(x0,ε)∩K : |α| n
}
.
For every polynomial of degree  n this last maximum is realized for |α| = n, hence we obtain
‖P ‖B(x0,ε)  Cε−
m(r+ pm −1)n
m−n ‖P ‖B(x0,ε)∩K.
Resubstituting this into (∗) we get
∣∣∂αP (x0)∣∣ Cε−s|α|‖P ‖B(x0,ε)∩K
with s = (r + p
m
+ n(r+
p
m
−1)
m−n ). If we choose m large enough and satisfying
[rm]
m
= r we obtain the
local Markov inequality on K for each exponent s > r , i.e. WLMI(r) (in case p = 0 and r = 1
we obtain LMI(1)).
5. Concluding examples and remarks
Example 3. On the compact set
K := {0} ∪
⋃
n∈N
[
bn − 12bn, bn +
1
2
bn
]
⊂ R, bn := exp
(−3n),
considered by Goncharov [4] (see also [3]), the local Markov inequality does not hold but E (K)
admits an extension operator (which therefore cannot be linear tame).
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K := {(x, y) ∈ R2: 0 x  1/2, f (x) y  4}.
Taking into account that limx→0 f (x)/x = ∞ and limx→0 f (x)/xr = 0 for 0 < r < 1, it is easy
to check that K satisfies WLMI(1) but not LMI(1).
We show now that the compact sets Kr (defined below) considered by Pawłucki and Ples´niak
in [6] satisfy a local Markov inequality. Their arguments prove that this is true for rational r .
Here, we do not need to assume r ∈ Q. We also remark that our method gives an easy proof of
Theorem 4.5 in [2].
Example 5. Let r  1. The compact subset
K := Kr :=
{
(x, y) ∈ R2: 0 x  1, 1
2
xr  y  2xr
}
of R2 satisfies LMI(r).
Proof. Let Πk(Rd) denote the space of all polynomials P on Rd with deg(P ) k. It is enough
to show that for every k ∈ N there exists C := C(k) 1 such that
∣∣P (α)(x0)∣∣ C
εr
sup
x∈B(x0,3ε)∩K
∣∣P(x)∣∣
for every P ∈ Πk(R2), |α| = 1, x0 ∈ K and 0 ε < 1/4.
We restrict ourselves to the most critical point 0 = (0,0), the other points of K can be treated
similarly (with an absolute constant C).
In the following proof, C always denotes a positive constant which may increase, but being
independent of ε and P ∈ Πk(R2). We will use the following simple fact:
(∗) supx∈[a,b] |P(x)| defines a norm in the finite dimensional space Πk(R) of polynomials of
degree no greater than k for any proper interval [a, b].
Fix q ∈ ( 34 ,1) and let Q ∈ Πk(R) be defined by
Q(t) := P (α)(tqε,0).
Then ∣∣P (α)(0,0)∣∣= ∣∣Q(0)∣∣ C sup
t∈[1, 1
q
]
∣∣Q(t)∣∣
where C only depends on k and q . Then there is a t∗ ∈ [1, 1
q
] with
sup
t∈[1, 1 ]
∣∣Q(t)∣∣= ∣∣Q(t∗)∣∣,
q
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for some x1 ∈ [qε, ε]. Now define R ∈ Πk(R) as
R(t) := P (α)
(
x1, t
1
2
xr1
)
then |P (α)(x1,0)| = |R(0)| C supt∈[1,2] |R(t)| = C supt∈[1,2] P (α)(x1, t 12xr1).
Again there is a t∗∗ ∈ [1,2] such that for y1 := t∗∗ 12xr1 ∈ [ 12xr1, xr1] we have∣∣P (α)(0,0)∣∣ C∣∣P (α)(x1, y1)∣∣.
We choose  > 0 such that q −  > 34 . Then
L(x1, y1) :=
{
(x, y): x1 − εr  x  x1, y1  y  y1 + εr
}
is contained in K ∩B(0,3ε). Applying now Markov’s inequality to P restricted to L(x1, y1) we
obtain
∣∣P (α)(0,0)∣∣ C∣∣P (α)(x1, y1)∣∣ C
εr
sup
z∈L(x1,y1)
∣∣P(z)∣∣ C
εr
sup
z∈K∩B(0,3ε)
∣∣P(z)∣∣. 
Remark 6. (i) The arguments in the example above show in fact that K ⊂ Rd satisfies LMI(r)
whenever there is 1 > ρ > 0 such that for all x0 ∈ K and all ρ > ε > 0 there is v0 ∈ B(0, ε) such
that for all x1 ∈ x0 +[(1−ρ)v0, v0] there is v1 ∈ B(0, ε) such that for all x2 ∈ x1 +[(1−ρ)v1, v1]
one has that B(x2, ρεr) ⊂ K .
Clearly, one can add more steps (. . . such that for all x2 ∈ x1 + [(1 − ρ)v1, v1] there is v2
such that for all x3 ∈ x2 + [(1 − ρ)v2, v2] one has that B(x3, ρεr) ⊂ K), and one can replace the
maps t → xk + tvk by polynomials of fixed degree, and so one gets a generalization of locally
uniformly polynomially cuspidal sets in the sense of Bos and Milman.
(ii) We do not have a single example of a compact K with LMI(r) but not satisfying the
Markov inequality with parameter r . In particular, we do not know if the compact set Kr from
Example 4 satisfies the Markov inequality with parameter r , if r is not rational.
From our Theorem we get the existence of an extension operator E : E (Kr) → C∞(R2) such
that for all m ∈ N and all ε > 0 there is C > 0 such that∣∣E(f )∣∣
m
 C‖f ‖(r+ε)m, f ∈ E (Kr).
For r > 1 is not clear if one can assume ε = 0 (the technique of Bierstone [1] cannot be applied,
because Kr does not have a Lipschitz- 1r -boundary).
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