Abstract. We study Riesz means of the eigenvalues of the Heisenberg Laplacian with Dirichlet boundary conditions on bounded domains in R 3 . We obtain an inequality with a sharp leading term and an additional lower order term, improving the result of Hanson and Laptev, [3] .
Introduction
Let Ω ⊂ R 3 be an open bounded domain. In this paper we consider the Heisenberg Laplacian on L 2 (Ω) with Dirichlet boundary condition formally given by A(Ω) := −X initially defined for u ∈ C ∞ 0 (Ω). Note that [X 2 , X 1 ] = ∂ x 3 =: X 3 .
We recall that the vector fields X 1 , X 2 , X 3 form a basis of the Lie algebra of left-invariant vector fields on the first Heisenberg group H given by R 3 and equipped with the group law (x 1 , x 2 , x 3 ) ⊞ (y 1 , y 2 , y 3 ) := x 1 + y 1 , x 2 + y 2 , x 3 + y 3 − 1 2 (x 1 y 2 − x 2 y 1 ) .
3)
The sub-elliptic estimate proved in [8] shows that Here the eigenvalues λ k are repeated according to their multiplicities and |Ω| denotes the Euclidean volume of Ω. Moreover, it is also shown in [3] that the constant 1 96 on the right hand-side of (1.6) is sharp. Indeed, this follows from the asymptotic equation The aim of this paper is to improve (1.6) by adding to its right hand-side a negative term of a lower order in λ. In other words, we are going to show that 8) where C(Ω) is a positive constant which depends only on Ω and α ∈ (0, 3). In our main result, see Theorem 2.1, we will prove inequality (1.8) with α = 2 and give an explicit expression for the constant C(Ω). This is in the spirit of Melas-type improvements of the well-known Berezin-Li-Yau inequality 9) where −∆ Ω denotes the Dirichlet Laplacian on Ω, see [7, 12] and [2, 9, 10, 21, 22] . In particular, our main result improves inequality (1.6) in a similar way in which [9] improves inequality (1.9). However, the method that we employ in the present paper is different from the one used in [9] since it does not rely on a Hardy inequality involving the distance to the boundary. In fact, as far as we know an analog of such an inequality for the Heisenberg-Laplacian with explicit constants is not known. Instead we exploit the properties of the Carnot-Carathéodory metric which is connected to the Heisenberg-Laplacian in a natural way, see sections 2.1 and 3 for details.
The paper is organized as follows. The main result is announced in section 2. In section 3, and in particular in Theorem 3.3, we present some auxiliary results concerning the properties of balls with respect to the Carnot-Carathéodory metric. The proof of the main result is given in section 4. In the closing section 5 we establish an improvement of Theorem 2.1, which reveals a better order of λ in the additional term. However for this result we need the additional Assumption that the Hardy inequality respectively the Carnot-Carathéodory metric must be valid.
Main results

2.1.
Preliminaries. For a fixed point x ∈ H we denote its Euclidean norm by x e . Now we introduce the Carnot-Carathéodory metric. We call a Lipschitz curve c : [a, b] ⊂ R → H horizontal if c(t) := (x 1 (t), x 2 (t), x 3 (t)) fulfills the following differential equation
Horizontal curves always exist because the Heisenberg group is a step two Carnot group and we can apply the Chow's theorem, se e.g. [15] . For a given pair x, y ∈ H we introduce the family of curves 
Given x, y ∈ H, the Carnot-Carathéodory metric (C-C metric in the sequel) is then defined as follows;
For a more detailed introduction to this metric we refer to [11] , [15] , [14] . Let
be the ball with radius r > 0, with respect to the C-C metric, centered at the origin. Let us introduce the distance from a fixed point x ∈ Ω to the boundary of Ω with respect to the C-C metric, which will be denoted by
When needed, we extend the function d(·) on H; for points lying in x ∈ Ω c we set d(x) = 0. In addition we introduce the in-radius of Ω, which is defined by
2.2. Main result. With the above notation at hand we can state our main result.
Theorem 2.1. Let Ω ⊂ H be a bounded domain. Then
holds true for all λ > 0.
Remark 2.2. Equation (1.7) implies that
So far the order of the remainder term in (2.8) is not known.
The upper bound (1.6) is equivalent, by means of the Legendre transform, to the Li-Yau type lower bound 9) see [3, Cor. 2.10] . In the same way Theorem 2.1 implies an improvement of (2.9):
Proof. Let us recall that if f, g : R → R are two convex non-negative functions, then the implication
holds true, where f ⋆ and g ⋆ are Legendre transforms of f and g defined by
The claim now follows by applying (2.11) to (2.7) with f (λ) = Tr(A(Ω) − λ) − and
Auxiliary results
The goal of this section is to prove a sharp lower bound on the Euclidean volume of the set
for a given β ∈ (0, R(Ω)). We start by stating some properties of the C-C metric which be needed later.
The arc joining geodesics starting from the origin were computed in [16] and [19] . The parametrization of these arcs is given by
where t ∈ [0, 2π |k| ] , θ ∈ [0, 2π) and k ∈ R\{0}. This means that for the given point γ k,θ (t) ∈ H holds d(γ k,θ (t), 0) = t. We extend this formula to the case k = 0 by taking the limit for k → 0. This gives
Thus we obtain the arcs connecting the origin with points lying in {(x 1 , x 2 , x 3 ) ∈ H | x 3 = 0}. Next we define the map
see [16, S.161 ].
For the proof of the following Proposition we refer to [16] , [1] and [17] . b) The C-C metric is invariant under left translation respectively the group law on H, which means
c) The mapping
where Φ is given in (3.4), is a homeomorphism and
e) Define the dilation r(x) := (rx 1 , rx 2 , r 2 x 3 ) for x ∈ H and r > 0. Then
To conclude this brief overview of the C-C metric we prove the continuity of d(·) with respect to the Euclidean metric. Proof. We have to show that
holds for x, y ∈ H. Once the above inequality is established, the continuity of d(·) with respect to the Euclidean distance will follow by (3.8). We recall that we set d(x) = 0 for x ∈ Ω c . Let x = y. The case x, y ∈ Ω c is trivial. For the case x ∈ Ω c and y ∈ Ω, we know that d(x) = 0. Let use denote by φ(t) the arc of a geodesic curve connecting x and y, which exists in view of Proposition 3.1. This curve is continuous and must intersect the boundary of Ω. Therefore exists b ∈ Dom(φ) such that φ(b) ∈ ∂Ω. This gives
It remains to prove the claim in the case x, y ∈ Ω. Without loss of generality we assume that d(x) > d(y). Because d is continuous, see (3.8) and ∂Ω compact, there exists a z ∈ ∂Ω such that d(y) = d(z, y). Thus we get
The last inequality follows by the triangle inequality.
After these prerequisites we can state the main result of this section. 
holds for all β ∈ (0, R(Ω)). Equality in (3.13) is achieved if Ω = B r (0) with any r > 0.
Proof of Theorem 3.3. First of all let us fix the parameter β where 0 < β ≤ R(Ω).
Because Ω is open bounded and d(·) is continuous on H, see Lemma 3.2, there exists an x ∈ Ω such that B R(Ω) (x) ⊆ Ω. We know that the Lebesgue measure and d(·, ·) are left-invariant respectively the group law of the Heisenberg group. Hence we can translate Ω in such a way that x is the origin of its translated copy. This means that
Now we fix a constant c > 0 such that 15) which is possible in view of (3.8) because Ω is bounded. Let us begin with the lower bound on |Ω β |. From (3.2) we know that x ∈ B 2c (0) if and only if there exist k ∈ [−π/c, π/c], θ ∈ [0, 2π) and 0 ≤ t < 2c such that
We want to describe the points lying in Ω β under the coordinate transformation (3.16). To this end we define the set
where
Note that the map Φ : E → H is injective, see Proposition 3.1. That means that Ω β ⊇ Ω(Φ). For a fixed k ∈ (−π/c, π/c) and θ ∈ [0, 2π) we define the curve 18) where t ∈ [0, 2c]. This curve satisfies the condition d(ϕ(t), ϕ(0)) = t for t ∈ [0, 2c), because these are the geodesic arcs described in (3.2). Now let 19) which is well-defined since ϕ(0) = 0 ∈ B R(Ω) (0) ⊆ Ω and Ω is bounded. It follows that ϕ(a) ∈ ∂Ω. We can thus use the definition of a and the inclusions
Now we consider the restriction of the curve ϕ on the interval [a − β, a]. Notice that this curve connects the point ϕ(a − β) with ϕ(a) ∈ ∂Ω. Moreover, in view of the definition of a, this curve is still a horizontal curve lying in Ω. Therefore by the definition of the C-C metric the following estimate holds
This inclusion and the formula (3.5) imply
Replacing the variables 2ck with k and t/2c with t further yields
In order to obtain a suitable lower bound on the integral on the right hand-side of (3.24) we notice that the function
is non-decreasing on [0, π]. Indeed, this follows from the fact that f (0) = f ′ (0) = 0 and We use this inequality to estimate the right hand-side in (3.24). This gives
Moreover, since B R(Ω) (0) ⊆ B c (0), we have R(Ω)/2c ≤ 1. From the formula of the geodesics, see equation (3.2), we then deduce that
This in combination with inequality (3.29) and the scaling properties of balls with respect to the C-C metric described in Proposition 3.1 thus yield the desired estimate
It remains to prove the sharpness of the lower bound above. To this end we fix an r > 0 and consider the set
In order to prove that (3.13) turns into an equality for Ω = B r (0) it suffices to show that
Inequality (3.13), which we have already proven, shows that
To prove the opposite inequality let x ∈ B r (0) β . Then d(x, 0) < r and d(x) < β. We know that there exists y ∈ ∂B r (0) such that d(x, y) = d(x), because d(·, ·) is continuous and Ω is compact. Thus by an application of the triangle inequality we get
This implies
and therefore completes the proof.
Remark 3.4. Theorem 3.3 can also be proven for the Euclidean metric in R n , considering the Euclidean in-radius. In that case the proof is much easier, because the determinant of the spherical coordinates is obviously monotonically increasing in the radial part and does not depend on an angle like in the case on H. 
is a non-increasing function of β on (0, R(Ω)), the result follows immediately from inequality (3.13).
Proof of the main result
4.1. Spectral decomposition. In order to find a representation of the spectral decomposition of the Heisenberg Laplacian we introduce the Fourier transform in the x 3 -direction;
where x ′ = (x 1 , x 2 ) and x := (x ′ , x 3 ) ∈ H. Then
where A(x ′ ) := 1 2 (−x 2 , x 1 ). Hence for each fixed ξ 3 ∈ R the right hand-side is the Landau Hamiltonian in L 2 (R 2 ) associated with the constant magnetic field ξ 3 . Its eigenvalues are given by the Landau levels {|ξ 3 |(2k − 1)} k∈N . We denote by P k,ξ 3 the orthogonal projection in L 2 (R 2 ) onto the Landau level |ξ 3 |(2k − 1) and recall the following well-known properties:
Hence for any u such that F 3 u(·, ξ 3 ) belongs to the domain of (i∇ x ′ + ξ 3 A(x ′ )) 2 we have
Proof of Theorem 2.1. We split the proof into three steps. In the first one we derive the sharp leading term with an additional negative term. The appearing negative term will be treated in the second part of the proof. The last part of the proof is dedicated to the proof of an auxiliary result needed in step two.
4.2.
The sharp leading term. In the sequel we will decompose a vector x ∈ H as
We extend the eigenfunctions v j (x) of A(Ω) by zero to x ∈ Ω c and write
We apply the spectral decomposition in (4.4) and use Fatou's lemma to obtain the following estimate for the trace:
Next we estimate the right hand-side of (4.6) further by considering the positive part of (λ − |ξ 3 |(2k − 1)). This gives
Since the sequence {v j } j∈N is an orthonormal basis in L 2 (Ω) we can use Parseval's identity to evaluate the sum over j. Taking into account (4.3) we obtain
This allows us to calculate the first term on the right-hand side of (4.7). We have
where we have used the identity
Putting together the above estimates and using (4.7) we get
On the right hand-side we thus have the sharp leading term and an additional negative term. The latter will be treated in the next step.
4.3.
The negative lower order term. The next step is to establish a suitable lower bound on
Using equation (4.8) we rewrite the series as follows;
To estimate the right hand-side form below we consider the set
Note that in view of (3.22) we have
By applying the inequality 14) and using equation (4.3) we thus obtain
(4.15)
In the end of the proof of Theorem 3.3 we have shown that
Moreover, mimicking the proof of Corollary 3.5 yields
At this point we have to estimate the negative integral from above. Note that the linear combination of v j lies in d[a]. Therefore we can use the inequality 17) which is proved in section 4.4. Assuming for the moment that (4.17) holds true we get
Integration by parts and the fact that the eigenfunctions v j are mutually orthogonal then yield
Finally we sum over all j and use (4.8) to obtain
Summarizing these estimates we arrive at the following lower bound on Q:
Now we set
We have to show that with this choice β ≤ R(Ω) holds true. By (2.9)
This inequality in combination with |B R(Ω) (0)| ≤ |Ω| yields that for any λ ≥ λ 1 (Ω) we have
From Proposition 3.1(e) and the fact that |B 1 (0)| ≤ 1, see e.g. [18] , we thus deduce that
as required. Hence we may insert (4.22) into (4.21), which yields
Finally we estimate the sum of the negative integral of (4.10)
and calculate the integral on the right hand-side by using the substitution ξ 3 (2k − 1) = s and (4.9):
This together with Proposition 3.1(e) yields inequality (2.7). It thus remains to prove (4.17).
4.4.
Proof of inequality (4.17) . Without loss of generality we can assume that u ∈ C ∞ 0 (Ω). Note that Ω ⊂ B c (0). Hence in the coordinates given by the parametrization of the ball B 2c (0) and with the help of (3.5) we obtain
where f is defined in (3.25) . Wa can assume again that k is positive. Otherwise we substitute k by −k and use that f (·) is even. We know that u(a, k, θ) = 0 for all k ∈ (−π/c, π/c) and 
Let us now turn to the coordinate system (x 1 , x 2 , x 3 ). Keeping in mind the parametrization (3.2) we get
From the differential equation of the geodesics; 2∂ t x 3 (t) = x 2 (t)∂ t x 1 (t) − ∂ t x 2 (t)x 1 (t), it further follows that
The cross terms will be estimated with the help of the Cauchy-Schwarz inequality and 2ab ≤ a 2 + b 2 , a, b, ∈ R. This gives
Now we collect all the above estimates and use the fact that the support of the function u lies in Ω to arrive at
From (3.2) we see that ∂ t x 1 = sin(kt + θ) and ∂ t x 2 = cos(kt + θ), which implies inequality (4.17) completing thus the proof of Theorem 2.1.
Improved spectral estimates
We have seen in Theorem 2.1, that for a bounded domain Ω ⊂ H we improved the sharp bound for the eigenvalue sum by adding a negative term of the form −λ 2 C(Ω), where C(Ω) is a positive constant only depending on the geometry of Ω. The order of λ can be improved if we assume the validity of a Hardy inequality with respect to the C-C metric. In particular we introduce Assumption 5.1. Let Ω ⊂ H be a bounded domain. We assume that there exists a constant c ∈ [2, ∞) independent of Ω such that
holds for all u ∈ C ∞ 0 (Ω).
Note that the sharp value of the constant is c = 2. Therefor consider the sequence g ε = d(x) 1/2+ε and using the Eikonal equation, see [13, Thm. 3 .1], i.e.
It remains to check, that d lies in the domain of the quadratic form in (1.2). Since X 1 d(x) and X 2 d(x) exist almost everywhere on Ω, see [13] , an additional application of the Eikonal equation yields that d is weakly differentiable respectively X 1 and X 2 . At that point it can be shown by standard convolution arguments that d can be approximated by C ∞ 0 (Ω) functions. Then, by a direct calculation we obtain 
for all u ∈ Dom(A(Ω)), where
Proof. Since the Eikonal equation still holds for d, see [13] , and d lies in the domain of the quadratic dorm, which was discussed in that section, the claim is proved in the same way as [6, Thm. 4, p.169].
Proof of Theorem 5.3. Since Ω satisfies the assumptions of Theorem 2.1, we can follow the proof of the latter. From section 4.2, in particular from equation (4.10), we infer that
with Q(λ, k, ξ 3 ) given by (4.11). For β ∈ (0, R(Ω)) we consider the set 
