Abstract-We study the problem of multiple-packet bundling to improve spectral efficiency in cellular networks. The packet size of real-time data, such as voice over Internet Protocol (VoIP), is often very small. However, the common use of time-division multiplexing (TDM) limits the number of VoIP users supported because a packet has to wait until it receives a time slot, and if only one small VoIP packet is placed in a time slot, capacity is wasted. Packet bundling can alleviate such a problem by sharing a time slot among multiple users. A recent revision of cdma2000 1xEV-DO has introduced the concept of the multiuser packet (MUP) in the downlink to overcome limitations on the number of time slots. However, the efficacy of packet bundling is not well understood, particularly in the presence of time-varying channels. We propose a novel quality-of-service (QoS) and channel-aware packet bundling algorithm that takes advantage of adaptive modulation and coding. We show that optimal algorithms are nondeterministic polynomial time (NP)-complete, recommend heuristic approaches, and use analytical performance modeling to show the gains in capacity that can be achieved from our packet bundling algorithms. We show that channel utilization can be significantly increased by slightly delaying some real-time packets within their QoS requirements while bundling those packets with like channel conditions. We validate this paper through extensive OPNET simulations with a complete evolution-data optimized (EV-DO) implementation.
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I. INTRODUCTION
A GROWING demand for downlink-intensive applications such as Web browsing and file transfer over wireless networks makes urgent the need to efficiently use the wireless channel. Moreover, an emerging strong demand for delaysensitive data applications such as voice over Internet Protocol (VoIP), wireless gaming, and push-to-talk over cellular networks poses challenges to a network system to support a large number of simultaneous users while meeting their desired delay requirements. Since the capacity of wireless systems is particularly constrained by the nature of location-dependent and time-varying channel conditions, careful attention needs to be paid to algorithms over wireless links to use the channel as efficiently as possible. In this paper, we study the problem of multiplepacket bundling to improve spectral efficiency in cellular networks. The packet size of real-time data, such as VoIP, is often very small. However, the use of time-division multiplexing (TDM) on the forward link limits the number of VoIP users supported because a packet has to wait until it receives its own dedicated time slot. The time slot should not be made too small, however, due to the relative media access control (MAC) layer overhead for each time slot. Packet bundling can alleviate such a problem by sharing a time slot among multiple users.
Most wireless standards define the QoS framework and various types of service flows but leave the QoS-based packet scheduling and radio resource assignment undefined. For example, a "multiuser packet" (MUP) is among the improvements and expansions of evolution-data optimized (EV-DO) Rev A. That is, a downlink permits the access network to serve multiple users with the same physical and MAC layer packet. However, there is no guideline or recommended strategy in multiple-packet bundling, and the efficacy of MUPs is not well understood, particularly in the presence of location-dependent and time-varying channels. The concept of packet bundling is illustrated in Fig. 1 . Packets from multiple users or multiple packets from a single user may be combined together in a single time slot. Intuitively, the bundling will increase channel utilization. Furthermore, it will decrease the average queuing delay of the VoIP packets since later-arriving VoIP packets do not have to wait for their own time slot.
0018-9545/$26.00 © 2010 IEEE An important aspect to consider, however, is bundling packets from mobile stations (MSs) with different channel conditions. Advanced adaptive wireless systems employ channel measurement and feedback-based rate control mechanisms such as the cdma2000 1xEV-DO system. In EV-DO, in order for the bundled packet to be received reliably, the adaptive coding rate for the entire packet should correspond to the worst channel condition among the bundled users. However, this may cause the channel utilization gain from packet bundling to deteriorate due to the lowest coding rate. One way to tackle the issue is to combine packets with the same or similar channel condition. A problem that we observe from this approach, however, is that, at the time of bundling, if there are not enough packets with the same or similar channel condition, the gain in the channel utilization may be marginal.
Our contributions are as follows. We first show that the optimal packet bundling algorithm that either maximizes channel utilization or minimizes queuing delay is a nondeterministic polynomial time (NP)-complete problem. Second, we propose a novel QoS and channel-aware packet bundling (QCB) algorithm to jointly optimize QoS requirements and channel utilization with a simple approximation. QCB may defer the bundling decision a little within the QoS requirement. In the meantime, the time slot can be used for best effort (BE) traffic, significantly increasing channel utilization.
We compare the QCB scheme with bundling algorithms for two individual objectives, namely, QoS-aware packet bundling (QAB) and channel-aware packet bundling (CAB) schemes. We show that QCB enables high throughput as well as low delay, achieving an optimal tradeoff of the two extremes.
Third, we present analytical queuing models to compare QoS-aware and channel-aware schemes in the presence of realistic channel conditions. We compare the capacity of these approaches versus an ideal bundling scenario. Capacity can grow to 175%-250% of what it would have been if packet bundling had been done in a naive manner. Finally, we validate our proposed algorithms through OPNET simulation of a complete EV-DO implementation.
The remainder of this paper is organized as follows. Section II discusses related work on scheduling algorithms for general wireless networks. Section III discusses the hardness of a packet bundling problem and proposes approximation algorithms such as QCB, QAB, and CAB. Section IV presents the background on the physical and MAC layers of the cdma2000 1x EV-DO Rev. A system relating to the issue of downlink packet bundling. Section V provides analytical analysis of performance and capacity of ideal versus realistic channel conditions for QoS-aware and channel-aware approaches. Then, EV-DO OPNET simulation setup and evaluation results are described in Section VI. Section VII concludes this paper.
II. RELATED WORK
A number of scheduling algorithms are available for wired networks, including fair queuing [30] , virtual clock [40] , and earliest deadline first (EDF) [13] . However, these are not readily applicable to the wireless environment that has locationdependent and time-varying channel characteristics. Although there have been attempts to incorporate channel-dependent features into schedulers from wired networks [7] , they cannot effectively exploit the time-varying multiuser diversity gain. Therefore, several new algorithms for wireless systems have been developed to exploit multiuser diversity [21] , but the corresponding issue of bundling that we consider here has not been fully addressed.
A great deal of research has been done for physical-and linklayer issues of wireless networks. For example, [10] proposes link-layer retransmission schemes for the code division multiple access (CDMA) channel. The work in [26] addresses the issue of bandwidth allocation with guaranteed QoS for wireless networks using a fluid version of the Gilbert-Elliott channel model. The problem of multimedia data transmission in multi-CDMA wireless systems is discussed in [8] , [22] , and [28] , where the authors proposed efficient error-recovery schemes for physical or link layers.
There are several studies on CDMA downlink scheduling. Reference [25] modifies various wireline packet scheduling algorithms for the CDMA network and discusses their performance characteristics. They found that algorithms that exploit the request size outperform those that do not, and discrete bandwidth allocation and management can degrade users' performance. The problem of CDMA downlink scheduling with a probabilistic delay requirement is considered in [4] . They showed that the largest-weighted-delay-first scheduling scheme provides good QoS for the settings of discrete rate and discrete scheduling intervals. In [32] , the authors study a scheduling rule called the exponential rule, where a scheduling selects a packet based on the current state of the channel and the queues, and prove that it is throughput optimal. A scheduling algorithm that combines channel-based and round-robin schedulings is proposed in [11] for CDMA systems.
In recent years, research and development efforts have increased on adaptive wireless systems where higher rate and power levels are allocated as the channel quality increases. This enables physical-layer adaptive modulation and coding (AMC; see [3] for example). Relying on AMC, opportunistic schedulers select the user with the best channel quality to maximize the channel utilization. However, QoS may be violated for some users in such schemes. A scheduling algorithm that takes adaptive rate control based on the reverse link feedback is proposed in [18] . The work in [19] shows that delay-marginbased scheduling nested with user-channel-based scheduling performs well both in delay and utilization metrics.
Simulation studies on EV-DO VoIP capacity are presented in [6] and [39] . Reference [34] shows the tradeoff between system throughput and delay with opportunistic scheduling with analysis and simulation of the EV-DO system. The authors in [9] developed a soft algorithm that has an additional step for VoIP packets to check the channel condition, that is, whether the current data rate is larger than or equal to the average data rate. They demonstrated that proportional fair (PF) scheduling combined with the soft PF algorithm (PFsoft) shows the best performance over MAX rate algorithms.
A forward link scheduling algorithm that supports an MUP scheme is proposed in [38] . This algorithm first selects the user's packet whose priority is the highest according to the PF algorithm. Then, only packets with the same channel quality become the candidates for bundling with a higher priority given to VoIP packets. Otherwise, a single user packet (SUP) will be sent. We name this algorithm as the PF-MUP and compare the performance of our proposed scheme with it in Section VI. The bundling ratio is limited by the available packets with the same channel condition. This paper differs from the above in that our scheduling algorithm jointly considers QoS and channel quality for packet bundling, and packets to MSs of different channel conditions may be bundled.
III. MULTIPLE-PACKET BUNDLING
Here, we first show the hardness of the bundling problem. We then discuss QAB, CAB, and QCB algorithms that approximately optimize QoS requirements, utilization, and both QoS and channel utilization, respectively. Efficient packet bundling may not always be beneficial due to diverse channel conditions that are observed at the MSs. For EV-DO, when multiple packets are bundled, the modulation is used for a destination with the worst channel condition. A modulation for a worse channel means a lower effective bit rate to compensate for a higher error rate. Thus, an MUP may sacrifice data rates for all users based on the worst channel. Therefore, bundling is not a trivial task, and careful decisions need to be made.
A. Hardness of the Problem
We show that given a set of packets, finding a packet bundling assignment with a minimal number is NP-complete.
Packet bundling assignment problem: Given a set of packets of varying size, time slot, and an integer b, is there a bundling assignment or partition of the packets into time slots with a partition size less than b? To prove that it is NP-complete, we prove that the following bin packing problem that is known to be NPcomplete [14] , [24] can be reduced to our packet bundling problem in polynomial time. Bin packing problem: Find a partition and assignment of a set of objects such that a constraint is satisfied or an objective function is minimized (or maximized). Specifically, determine how to put the most objects in the least number of fixed space bins. More formally, given a bin size V and a list a 1 , . . . , a n of sizes of the items to pack, find an integer B and a B-partition of a set
The reduction is trivial in that the object and bin sizes correspond to the packet size and time-slot interval, respectively, and the partition relates to the packet bundle assignment. Notice that this problem is easier than the problem of finding an optimal or minimal packet partition. If a minimal partition is known, simply computing its size and comparing it with B allow us to answer the question.
B. QAB
With QoS-aware scheduling, a packet with the longest delay, i.e., p * d u , will be selected for service as below, when packet bundling is not used, 1,2 i.e., 
such that
where T is the size of the time slot, L(p u ) is the size of user u's packet, and AM C(u * ) is the AMC rate of the user with the worst channel condition. The bundle set is composed of packets that the sum of their delays is the longest. The constraint is to ensure that the set of packets are bundled within a time slot when adaptive coding and modulation are applied. As discussed earlier, finding such a set of packets for bundling is an NP-complete problem. Thus, we use an approximation algorithm called QAB, as shown in Algorithm 1. The input is a queue of VoIP packets, and the output is a packet bundling assignment. The QAB algorithm is similar to the EDF algorithm. Both algorithms are designed to serve real-time applications like VoIP. When there is not a real-time packet to bundle, a BE packet will be sent along. The packet size of the BE traffic is often big enough for an entire time slot. To handle the BE traffic, we use the PF algorithm for fairness.
C. CAB
As the channel condition varies depending on the time and the location of a user, the transmission data rate that a base station (BS) can send to an MS changes, depending on the channel condition. Opportunistic scheduling that maximizes the channel utilization is to choose a packet p * c u whose channel rate CQI(u) (CQI: channel quality indication) is the maximum. That is
A natural extension of the scheme to packet bundling is to choose the set of packets B c that gives the maximum sum of CQIs within the time slot, i.e.,
Since an algorithm that finds such a set of packets is NP-complete, a heuristic algorithm can be used to approximate the maximum rate bundling. A sketch of the CAB algorithm is shown in Algorithm 2. To better utilize the channel, packets from the same or similar channel conditions are bundled together. Since the worst AMC rate of the bundled packets will be the same or similar to the users' channel condition, the bundling ratio is high, resulting in efficient channel utilization. Also, for efficient handling of small-size real-time packets, it defines a bundling threshold B thresh , which is the minimum real-time data size or the number of packets that should be bundled. By limiting B thresh to a small number, packets can be scheduled without being deferred, particularly when there are a few real-time packets to be bundled. A large B thresh forces the real-time packets to be bundled with a high bundling ratio to better share the channel with the BE traffic.
Algorithm 2 CAB
if no VoIP packet Add a BE packet to a SUP else while the queue is not empty and the MUP is not full Remove a VoIP packet from the queue and add it to the MUP with corresponding coding format foreach defined MUP format if the number of VoIP packets ≥ B thresh Create an MUP using VoIP packets if the MUP is not full add a BE packet to the MUP Exit foreach loop if no MUP created add a BE packet to a SUP Note that since the objective is only to maximize the utilization, it is impossible to provide any delay guarantees. Thus, a packet may wait for a long time for a chance to be bundled.
Real-time packets that exceed the maximum allowed delay, or packets arriving when the queue is full, will be dropped.
Algorithm 3 QCB
while delay of a VoIP packet ≥ D thresh run QAB algorithm run CAB algorithm
D. QCB
The QCB scheme seeks to gain the benefits of the QAB and CAB methods. The main objectives of the QCB scheme are, first, to satisfy delay requirements of real-time packets and then to efficiently utilize the wireless channel. We first define a maximum allowed delay D thresh that scheduling of realtime packets can be deferred in the queue without sacrificing QoS. If there are packets whose delays are greater than or equal to D thresh , those packets should be bundled first to meet the delay requirement. When the packets' delays are less than D thresh , they attempt to efficiently utilize the channel by gathering packets of similar channel conditions that can be bundled together. The deferred scheduling of real-time packets makes room for opportunistic scheduling. For our experiments in Section VI, we set D thresh to be 25 ms and B thresh to be 4. We have varied the parameters and found that those values provide a good tradeoff between QAB and CAB. When B thresh is 1, the QCB algorithm is the same as QAB. When D thresh is 0, the QCB algorithm is reduced to the CAB algorithm. The pseudocodes of the QCB algorithm are illustrated in Algorithm 3.
To fully understand the comparative benefits of QAB, CAB, and QCB, we now study them first from an analytical perspective and then from simulation results from a full EV-DO implementation.
IV. BACKGROUND ON EV-DO
Here, we give an overview of the physical and MAC layers of the cdma2000 1xEV-DO Rev. A system relating to the issue of downlink packet bundling.
In a wireless system, signal strength is location-dependent and time-varying. It is subject to slow fading, fast fading, and interference from other signals, resulting in degradation of the signal-to-interference-plus-noise ratio (SINR) [37] . A high SINR yields a high data rate and low error. A good SINR in cellular systems is achieved by using the optimum rate and power control mechanisms.
In EV-DO networks, both direct-sequence spread spectrum (DSSS) and time-division multiple access are used in the downlink, and CDMA is used in the uplink [15] , [16] . The downlink channel is a single broadband link shared by all users in a cell. One user is allowed to receive data in a single time slot. The BS estimates each user's channel condition based on the feedback from individual MS's measurements. The CQI feedback from the MS and the corresponding AMC schemes are used as in many current and future wireless standards. In time-slotted 
For example, EV-DO revision A uses a 1.25-MHz bandwidth with a DSSS. The chip rate is 1.2288 Mchips/s, and the basic timing unit is 2048 chips. The channel slot time is 1.667 ms; therefore, there are 600 slots per second. Thus, it can serve a maximum of 600 packets/s (without bundling). Suppose that a voice coder generates a VoIP packet every 20 ms (i.e., a maximum of 50 packets/s) and its average activity ratio is about 50%. Then, the maximum number of VoIP users that are supported in the EV-DO system is only 24 (= 600/(50 × 0.5)). Meanwhile, the channel may go underutilized since the VoIP packet sizes are generally small (see Table IV ) and not able to fill the entire time slot.
The CQI from the MS is called the data rate control (DRC) channel in the EV-DO system. The measured DRC value is fed back to the BS once every 1.667 ms using a reverse control channel. This slot size is short enough so that each user's channel quality stays approximately constant within one time slot, as it can be shown by computing the Doppler frequency of a mobile user at 2 GHz. In each time slot, one user is scheduled for transmission. Each user constantly reports to the BS its instantaneous channel capacity, i.e., the rate at which data can be transmitted if this user is scheduled for transmission.
Depending on the DRC feedback value, AMC schemes are adopted to support variable data rates for more reliable transmission for the channel environments of different MSs. Modulation schemes are closely related to the physical packet size. That is, if the physical packet size is less than or equal to 2048, quaternary phase-shift keying (PSK) is used, if the physical packet size is 3072, 8-PSK is used, and if the physical packet size is 4096 or 5120, 16 quadratic-amplitude modulation is used. Table I shows modulation and coding options in the EV-DO Rev. A downlink.
On the reverse link where multiple MSs concurrently send transmissions, the EV-DO system capacity is limited by the in- terference level measured by rise over thermal (RoT). The RoT value is the total received power divided by the thermal noise value. The sector RoT value should be less than a threshold (99% of the time less than 7 dB is recommended) to stabilize the system. The BS measures the sector RoT value and informs MSs with the reverse activity bit whether RoT is high so that the uplink rate can be controlled.
Speech is encoded using a variable rate vocoder via the enhanced variable rate codec (EVRC) that generates VoIP traffic depending on speech activity. Since the frame duration is fixed at 20 ms, the number of bits per frame varies according to the traffic rate. For full, half, 1/4, and 1/8 rate coding, 171, 80, 40, and 16 bits are generated, respectively [2] , [23] . A more detailed description can be found in cdma2000 specification [36] .
The MUP is a new feature of EV-DO Rev. A, and it is designed to support more users per given time period. It is very important to support more users per given time period in real-time applications like VoIP because their delay deadlines can be better met with MUPs. The VoIP application is the best fit for the MUP since the VoIP packets are generated frequently (every 20 ms), and their sizes are small. A bundled packet can be recognized by the preamble of the physicallayer packet and the MAC header. Fig. 2 shows single as well as bundled packet formats. SUP bundling of n packets [SUP multiplex; see Fig. 2(b) ] has n bytes of header for the packet lengths of individual packets. With MUP bundling [MUPmultiplex; see Fig. 2(c) ], 2 B is necessary for each packet to identify the MS within a sector and the packet length. All MSs decapsulate a frame as if it were a multicast packet to extract the packet portion that is destined to itself. To be specific, it works as follows. In an SUP (SUP simplex or SUP multiplex), a preamble of the physical-layer packet is used to hold the MAC index, which represents the destination of the packet. In an MUP, a preamble of the physical-layer packet is used to hold the modulation scheme, and the MAC header is used to hold the MAC index and the packet size of individual packets [see Fig. 2(d) ].
V. ANALYTICAL MODEL
Here, we provide several analytical tools to more fully understand an MUP system. We also show how important it is to choose an effective scheduling discipline to take advantage of the potential benefits of multiple packets per time slot when the realistic effects of channel variations are taken into account.
A. Basics on Modeling of Bundling in Realistic Channels
First, let us consider how to model the bundling of multiple packets per time slot in realistic channels. Two approaches are considered for bundling packets: QoS-aware packet bundling and channel-aware packet bundling. After these are developed, then they will be applied to determine when and how to bundle VoIP versus BE traffic.
The modeling starts from the well-known Markov models [27] , and then extensions are made to them. The system modeled here can be considered a bulk service system. In such a system, arrivals occur individually; however, service to those packets is done in a bulk manner, where b packets are processed at the same time at a rate μ and finish together. If the arrivals are assumed to be Markov, and the service times are also Markov, the system can be described by an E r /M/1 system, where the E r notation indicates an r-stage Erlangian arrival process, and r corresponds to the number of packets to be bundled (i.e., b). We do not assume that real-world traffic or service times are Markov, however, but just use these assumptions so that a model can be created to make comparisons between filling slots with single packets versus using MUPs in ideal conditions and MUPs with realistic channels. Matrix exponential methods [29] , [33] could readily be applied to extend the models to more complex realistic arrival and service processes.
To make the E r /M/1 model more practical, one would want to allow less than b packets to be bundled if only that many were present when a server became free, since it is not desirable to add delay just waiting for enough packets to arrive to fill a batch before starting service. These extensions to the E r /M/1 model are presented in [27] . An analogy of this bulk service system could be one of taxis that arrive on a regular schedule to transport groups of customers, but the customers arrive to independently wait for the taxis [31] .
Several extensions of this model have been proposed to include multiple carriers [31] , analysis of discrete-time queues [17] , and approximations for multiserver bulk systems [20] . However, bulk service analytical modeling has not been used for realistic channels where channel conditions limit bundling capacity.
The state diagram for the basic model is shown in Fig. 3 for a bulk size b = 3. When there are less than b packets in the system, a service rate of μ is indicated by an arrow that goes to state 0 and serves all available packets. When there are more than b packets in the system, a transition from state i to i − b occurs with rate μ. This means that a full batch of b packets has been bundled together.
In a realistic scenario, however, a BS would not automatically be able to bundle b packets, even if there are b packets that • Doppler spread. The channel quality will be different between users and will change from slot-to-slot, with a rate of change that depends on the Doppler spread of the channel that is related to the movement of the mobile and surrounding objects.
• Multipath. When multiple copies of the transmitted signal arrive at the receiver due to reflections, scattering, and diffraction, this will cause large variations in signal strength over small changes in the location of the receiver.
• Large-scale pathloss. The location of the mobile will affect its channel quality. Due both to the distance from the BS and shadowing from obstructions, the mobile may have a low-average signal quality. Even if short-term fading causes variations, the signal to noise and interference ratio will still have a low mean value. To adapt to the changes in the channel, adaptive modulation and coding are used. These will change the effective number of data bits that can be transmitted in a slot through lower or higher order modulation schemes and different amounts of coding.
We now proceed to present general models of packet bundling algorithms in realistic channels using EV-DO Rev. A as a specific example.
B. Average EVRC VoIP Packet Sizes
Before proceeding with modeling and performance analysis of proposed packet bundling mechanisms, the average packet size of VoIP must be determined. For this modeling work, the EVRC that is recommended for EV-DO Rev. A [36] will be used for modeling of bundling. The EVRC generates VoIP traffic depending on speech activity. Since the frame duration is fixed at 20 ms, the number of bits per frame varies according to the traffic rate. Packets of 171, 80, 40, and 16 bits are generated for full, half, 1/4, and 1/8 rate coding, respectively, [2] , [23] . For silence periods, a 1/8 rate packet is sent in 1 out of every 12 slots (i.e., every 240 ms) for background comfort noise. To find the average packet size to be used for this analysis, the IS-871 standard [1] models the EVRC as a 16-state Markov chain and provides state transition probabilities based on data from empirical studies. By solving this Markov chain, the probabilities of being in the full, half, 1/4, and 1/8 rate states are 0.2911, 0.0388, 0.0723, and 0.5978, respectively. However, since packets are only generated 1/12 of the time in the 1/8 rate state, the conditional probabilities that a certain packet size will be sent when a packet is to be sent are instead 0.6440, 0.0858, 0.1600, and 0.1102, respectively. From this, the average packet size sent of EVRC VoIP can be found to be 123.7 bits.
In Table I , in a more detailed description later in this paper, EV-DO Rev. A has 14 packet formats that we assume can handle bundles of 124-bit EVRC packets of size 0, 1, 2, 4, 4, 8, 8, 12, 16, 16, 24, 33, 20 , and 41 packets per slot, depending on the channel quality to the user, as indicated by the DRC sent from the MS to the BS. As packet loss worsens or improves, the BS changes its DRC and corresponding packet format to put packet loss at acceptable levels. EV-DO has a maximum allowed bundle size of 8, which means that nine out of the 14 formats support EV-DO's maximum bundle size. The maximum number of packets that are allowed for a bundle in EV-DO is eight packets. Two formats could support four packets, one could support two, one could support one packet per frame, and the worst DRC would not be able to transmit an average EVRC VoIP packet at all.
We denote as p 8 the probability that a mobile will report a DRC value to a BS that will support a bundle of eight packets. Similarly, p 4 , p 2 , p 1 , and p 0 are also defined. It is not so simple as to just use these values to determine performance, however. An algorithm is used to select a group of packets to bundle. This is the main focus of this paper. If a group is selected and one of the packets has channel quality that can only support two packets, then even if the others could have supported more, the current slot can only support two packets since the most robust modulation and coding must be used to cover the poorest quality channel.
C. QAB With Realistic Channel Models
The first analytical model to be considered is QAB. In QAB, the algorithm takes the packet with the longest delay and bundles it with as many other packets with the next longest delays as possible so they can be sent before they violate their deadlines. For analytical modeling purposes, this means that the head-of-line packet is chosen from the queue (assumed to most likely be the one with the longest delay) and then takes the next packets in line after it to be bundled. To send eight packets together, all of the first eight packets in the queue must have a DRC that allows for eight packets. If, in the process of building the bundle, the next packet has a DRC that cannot be accommodated, then it is necessary not to take any more packets from the queue, bundle what has already been taken out, and send the bundle.
1) Specific Model of QAB Based on EV-DO Rev. A:
Here, we find the probabilities of sending each bulk size that are denoted as P b, 8 , P b,4 , etc. The basic idea is that one needs to be able to select enough packets to fill a slot. In the descriptions, if a packet is called a "4," for example, that means it can bundle up to four packets with it in the slot.
• A bundle of 0 packets means no VoIP packet can be sent this slot: P b,0 = Pr(the first packet is a '0') = p 0 .
• A bundle of one packet:
OR (the first one is '2', '4', or '8' AND the next one after that is < '2')] = (Pr(the first one is '1' or '2' or '4' or '8')− Pr(the first one is '2' or '4' or '8')) + (Pr(the first one is '2' or '4' or '8') * Pr(the next one after that is not '2' • A bundle of two packets: P b,2 = (Pr(both of the first two are '2' or '4' or '8') − Pr(both of the first two are '4' or '8'))+(Pr(both of the first two are '4' or '8') * Pr(both of the next two are not '4' or '8') = ( Table II . DRC values 13 and 14 never occurred.
From these values, the following probabilities can be found for each bundle size:
• p 8 = 0.9042 from DRCs 6 through 14;
• p 4 = 0.0800 from DRCs 4 and 5;
• p 2 = 0.0082 from DRC 3;
• p 1 = 0.0067 from DRC 2;
• p 0 = 0.0009 from DRC 1. Using the above equations, then the probabilities for obtaining each bundle size are as follows:
• P b,8 = 0.4468; P b,6 = 0.4915; P b,2 = 0.0466; P b,1 = 0.0142; P b,0 = 0.0009. Although a DRC for a bundle size of eight occurs over 90% of all individual packets, the probability of finding eight such packets at the head of the queue is only 0.4468.
These values are then incorporated into the bulk service Markov chain. The rate leaving each state is μ 1 = (1 − P b,0 )μ = (1 − p 0 )μ, since there is a probability of not leaving a state p 0 . Figs. 4 and 5 illustrate the model from Fig. 3 , now with the realistic channel model. Fig. 4 shows the state transitions for the first few states, and the state space continues to the right to infinity. The constants used in the figure are as follows: 
2) Generalized Model of QAB:
The previous equations were for the four different bundle sizes possible with our model of EV-DO Rev. A. A general equation for the packet bundling probability, however, can be formed as follows for QAB in realistic channels.
Assume that there are K possible bundle sizes, and the ith bundle size is denoted as N i . The goal is to find the probability that a bundle size of N = N j packets will be obtained when using QAB, where j is the index of bundle size N j . The next higher possible bundle size above N j is denoted as M = N j+1 .
• If N is the maximum bundle size, then The formula becomes the following:
• If N is the maximum bundle size, then
• If N is the minimum bundle size, The formula becomes the following:
Once the Markov chain is formed, the balance equations can be derived and solved for state probabilities. If the state probability is denoted π i , then the balance equation for state i when i > 8 is as follows:
Similar to the approach in [27] , a closed-form solution can be found for these equations using a z-transform approach. After some manipulation, roots must be found for the following, which comes from the denominator of the transfer function:
There will be one root of z = 1 and one other root of |z 0 | > 1, and all other roots will cancel with the zeros in the numerator of the transfer function. The result is the following relationship for states with i > 8:
Then, there becomes no need to include the states above i = 8 in the systems of equations; one only needs to find π 8 from a system of nine equations. Then, the normalization equation for the state probabilities needs to be adjusted as follows:
This means that exact solutions can be found, instead of having inaccuracies from computational limits on the numbers of simultaneous equations that can be solved. Corresponding performance metrics, like average delay and throughput, can be found from these state probabilities.
D. CAB With Realistic Channel Models
An alternative approach to bundling instead of QAB would be to bundle together packets to maximize the usage of downlink time slots by avoiding the bundling of packets with disparate DRC values. This will minimize the amount of extra coding and lower order modulation that is needed when bundling. This is CAB that will now be modeled. The basic principle with CAB is to wait to send packets until a large-enough bundle can be formed of packets with similar DRCs. The model assumes that the bundling algorithm starts by trying to fill the slot with the most number of packets possible; but if not possible, then it goes for smaller bundles.
1) Specific Model of CAB Based on EV-DO Rev. A:
In the EV-DO Rev. A system, bundles can have possible sizes of one, two, four, or eight packets. Depending on the number of packets in the queue, it is more or less likely for such a bundle to be formed.
When the queue size Q is larger than eight, the probabilities of forming bundles of different numbers of packets are as follows:
2) Generalized Model of CAB:
The previous equations were for the four different bundle sizes that are possible with our model of EV-DO Rev. A. They are all dependent on the queue fill Q, unlike the equations for QAB.
A general equation for the packet bundling probability for CAB can be found as follows. Again, as with QAB in a previous section, assume that there are K possible bundle sizes, and the ith bundle size is denoted as N i . The goal is to find the probability that a bundle size of N j packets will be obtained when using CAB, where j is the index of bundle size N j . The next higher possible bundle size above N j is denoted as N j+1 . Therefore
From the values for p 8 , p 4 , p 2 , p 1 , and p 0 from Section V-D1 derived from simulation results, Fig. 6 shows how each P b,N j ,Q changes with queue fill. Now that the probabilities can be computed, the same principles used in Figs. 4 and 5 can be applied to form the Markov chain. In this case, however, the values for the rates between states are not constant but instead change for each queue fill.
A closed-form expression can still be found, however, for the state probabilities. From Fig. 6 , it can be seen that above a queue fill of 15 or so, the value P b,8,Q = 1, and all others equal zero. This means that the process for finding roots of the z-transform transfer function can be simplified to be
Then, the value of z 0 can be found and used the same way, as discussed previously.
E. Results and Comparisons Between QAB and CAB
Before moving to analytical models for VoIP and BE together, Fig. 7 provides a comparison of bundling approaches using the models introduced here. The plot displays the queuing delay with respect to the arrival rate λ. One can also find an indirect measurement of capacity from where the curves go above a certain threshold that would be considered an unacceptable delay. For example, if 10 ms were the threshold, the capacities for SUP, QAB, and CAB would be approximately 500, 3100, and 4400, respectively.
As for observations, first of all, it can be seen that the SUP approach has a vastly lower capacity than the other approaches. It is certainly wise to have packet bundling. Next, the performance for the ideal channel can be seen, where the ideal channel can bundle eight packets (if there are eight packets in the queue) at every time slot. Since the service rate μ is 600 slots/s, then the ideal capacity will approach 4800 packets/s.
The relative merits of CAB and QAB can be seen as well. For QAB, the average delay is less than CAB for low to moderate loads since it places priority on serving the packets at the head of the line. QAB performance in this range is close to the ideal channel. CAB at such loads suffers from not having enough packets in the queue to bundle. CAB would be even worse if we had not combined the 14 DRC values into just four possible bundle sizes.
CAB, however, performs better at higher loads because it takes advantage of bundling as much as possible. CAB achieves close to the same overall capacity as the ideal channel, but CAB achieves about 40% more capacity than QAB. QAB could waste time-slot capacity serving a packet with a low DRC just because it was at the front of the queue. In a sense, QAB could be called a naive approach (just take the packets at the front of the queue), and if that approach is used, 40% more capacity is not realized.
F. Combined VoIP and BE Traffic
This paper considers the combination of VoIP and BE traffic waiting at a BS to be sent onto the forward link to one or more MSs over realistic channels. Combined with the packet bundling approaches in the previous subsections, relative priorities in choosing between putting VoIP and BE traffic into bundles are analytically modeled as follows. In Sections V-F1 and V-F2, multiclass versions of the previously defined QAB and CAB schemes are presented. Once again, EV-DO Rev. A is used as a specific example for clarity, and a general solution can be found for bundling in any technology.
1) QAB:
Because the emphasis in QAB is to meet delay requirements for VoIP packets, this algorithm always transmits a bundle of VoIP packets if there are any VoIP packets in the queue. In our model, this means sending one or more VoIP packets in a bundle according to the QAB model that is already presented. If there is enough remaining space after a maximumsize bundle has been formed, then a BE packet can be added. Otherwise, BE packets have to wait until there are no VoIP packets enqueued, and then they can be sent.
We assume that, at most, a single BE packet can be sent in a slot. If the size of a BE packet is assumed to be a size of about 2000 bits, then from Table I , DRC values 11, 12, and 14 could support eight VoIP packets plus a BE packet. The approach for constructing the Markov chain here is exactly the same as in Section V-C for QAB, except that a new bundling probability q 8BE is added, with the following values as derived from Table II: • p 8BE = 0.1939 from DRCs 11, 12, and 14;
• p 8 = 0.7104 from DRCs 6 through 10, and 13; • p 6 = 0.0800 from DRCs 4 and 5;
• p 3 = 0.0082 from DRC 3;
• p 0 = 0.0009 from DRC 1. Using the previously presented QAB equations, then the probabilities for obtaining each bundle size are as follows:
• P b,8BE = 2.0 × 10 −6 ; P b,8 = 0.4472; P b,6 = 0.4913; P b,3 = 0.0464; P b,1 = 0.0142; P b,0 = 0.0009. The probability of bundling eight VoIP packets with a BE packet ends up being quite small.
These probabilities are used to create a Markov chain for performance analysis. The basic idea is to form a 2-D Markov chain with one dimension indicating the number of VoIP packets in the system and the other dimension indicating the number of BE packets. To represent a bundle being formed and served by the BS, vertical, horizontal, or diagonal transitions are created in the Markov chain for the number of VoIP and BE packets that are simultaneously served.
A representative part of the Markov chain is shown in Fig. 8 . The horizontal direction indicates the number of VoIP packets in the system, i.e., i, and the vertical direction indicates the number of BE packets, i.e., j. Bundles are served at a rate μ regardless of their contents, with different rates out of a state for each possible bundle size. The arrival transitions have been omitted to keep the diagram readable; however, if they were present, they would be represented by vertical transitions of (i, j) → (i, j + 1) at a rate of λ BE and horizontal transitions of (i, j) → (i + 1, j) at a rate of λ V oIP . The diagram is similar to Fig. 4 ; the complete Markov chain would have many more rows upward and many more states to the right (an infinite number). BE packets are served either at the left from states where no VoIP packets are present [i.e., from states (0, j) to (0, j − 1)] or when an "8BE" transition can occur. Fig. 9 shows the transitions that would occur for a generic internal state where i ≥ 8 and j ≥ 1. The balance equation for this state would be
2) CAB: An alternative to multiclass QAB is multiclass CAB. CAB seeks to bundle packets to improve channel utilization by combining packets of similar DRC. In the multiclass case, it also respects channel utilization for BE packets; therefore, multiclass CAB only sends VoIP packets when a bundle of B thresh packets can be formed from packets with similar DRC values. If no such bundle is possible, send a BE packet if there is one to send. The 2-D Markov chain for multiclass CAB is shown in Fig. 10 for
Arrivals of VoIP and BE packets are, again, not shown. Bundling BE and VoIP packets together in the same slot is possible for certain DRC values (as discussed above) and is also included in the model.
When there are less than B thresh = 4 packets in the queue and a BE packet is present, the BE packet is sent. If there are no BE packets present, the system reverts to the single-class CAB that was presented in Section V-F1.
As with previous Markov chains, state transitions for a generic state could be illustrated here along with the balance equation; however, these are omitted for the sake of brevity. We also have not provided a general solution, but the derivation is straightforward. For multiclass QAB and CAB, it is likely that for the recursive state relationships, although they are now 2-D, a z-transform approach could yield a closed-form solution, as was found in previous subsections; however, this has not been attempted.
G. Results and Comparisons Between Multiclass QAB and CAB
Now, the multiclass QAB and CAB approaches will be compared using these analytical models. More complete per- formance results are provided in Section VI using a full EV-DO Rev. A simulator, but these are helpful here to see general behavior from the analytical models. The key metrics to be considered are the average delay, the BE throughput, and the VoIP packet loss. In the CAB case, performance can also be tuned based on the selection of B thresh . Fig. 11 shows the packet delay for VoIP traffic using QAB and CAB with an increasing number of VoIP users (average VoIP per user arrival rate of λ VoIP = 20 packets/s = 20 ms per sample with 40% activity factor), and λ BE = 300 packets/s (i.e., saturated load). For CAB (B thresh = 8), the average VoIP delay decreases as the number of VoIP users increases because CAB becomes more likely to bundle together packets with large numbers of VoIP packets. QAB is always better than CAB, however, because it makes reduction of the VoIP delay the highest priority. Fig. 12 shows the BE throughput for different numbers of VoIP users, with a QAB curve and curves for different values of B thresh for CAB. The throughput is found as the maximum number of BE packets that can be served per second. It can be seen that CAB's approach, regardless of B thresh , provides much better service to the BE traffic than QAB, as expected. This is because CAB will send a BE packet unless there is a sufficientsize VoIP bundle that can be sent. At 30 VoIP users using CAB, the BE capacity can grow by 20%-80% more of what it would have been using the QAB approach (from 360 to 540 compared with 300). The throughput for QAB also decreases faster than CAB as the number of VoIP users increases.
The one limitation of the analytical modeling of this section was that it tacitly assumed that the likelihoods of DRC values were the same for all mobiles. This ignores, however, the effects of large-scale fading; mobiles will be at different locations and will not be able to achieve all values of the DRC. The remainder of this paper, therefore, considers MUPs using a complete EV-DO Rev. A simulation that has no such limitations. It provides a full channel model. Then, it also considers our new QCB that takes advantage of the benefits of both CAB and QAB.
VI. EVALUATION
We have implemented the complete cdma2000 1xEV-DO system recommended by the 3GPP2 evaluation methodology [35] using OPNET. To the best of our knowledge, it is the first simulation that includes both a downlink and an uplink of the EV-DO system. 3 Although this paper is focused on downlink resource allocation and scheduling, the performance of the downlink is tightly coupled with uplink feedback and control mechanisms. Therefore, our implementation provides practical insights from the interplay of both links. Here, we first describe the EV-DO simulation setup used in this paper and then discuss several prominent results of our extensive simulations.
A. Simulation Setup
As for cell interference, we implement a 19-cell wraparound model as depicted in Fig. 13 . It makes the interference environment more realistic than with a seven-cell model, as it con-siders second-level interferences and is recommended in [35] . With the wraparound model, the interference affects other cells nearby in the simulation. In Fig. 13 We also repeatedly evaluate the performance and from all the 57 sectors to provide the statistical results.
The path distance and angle used to compute the path loss and antenna gain of an MS at (x, y) to a BS at (a, b) are computed with the following, respectively, from [35] :
P ath_loss = 28.6 + 35 log 10(d) dB (9) where d is the distance between the BS and the MS in meters, and
where −180 ≤ θ ≤ 180.
The distance used in the path loss between an MS at (x, y) to the nearest BS in a group of cells centered at (a, b) is the minimum of the following:
where R is the radius of a circle that connects the six vertices of the hexagon. We used the five channel models as recommended in [35] . Channel models are randomly assigned to each MS. The probabilities that MSs take the channel models A, B, C, D, and E are 0.3, 0.3, 0.2, 0.1, and 0.1, respectively. Table III summarizes the channel models that were used.
As the effectiveness of the scheduling algorithms would depend on the traffic mix, we evaluate the algorithms under various scenarios. We vary the number of VoIP sessions from 5 to 45 users. Additionally, ten BE sessions are added to observe the interplay of VoIP and BE traffic. For VoIP traffic, the EVRC is used as mentioned in Section IV. We also use silence suppression for VoIP packets, where a 1/8 rate packet is generated every 240 ms in a silence mode. Robust header compression (RoHC) [12] is used as recommended in [36] . RoHC reduces an IP header from 40 types to just 3 B, which leads to significant bandwidth savings. For the BE traffic, file-transfer-protocol file downloads are performed for large files so that the channels would not go idle for the duration of the simulation. The uplink activity includes reverse activities of applications such as reverse-direction VoIP (two-way conversation) and transmission-control-protocol acknowledgements. Table IV summarizes other simulation parameters.
B. Simulation Results
We first discuss the delay and throughput performance of the bundling algorithms, i.e., QAB, CAB, and QCB, as well as an existing scheme, i.e., the PF-MUP, that selects a user's packet whose priority is the highest (the longest delay in our case) according to the PF algorithm and then adds other packets only with the same channel quality. QAB performs the best for VoIP delay, as it schedules based on the remaining time to meet the QoS. The BE throughput decreases as the number of VoIP users increases in all cases because the VoIP traffic receives priority over the BE traffic. Meanwhile, CAB exhibits the most throughput for BE, maximizing channel utilization.
QCB provides the best of both of the other methods. Notice that despite the extra delay due to the deferred bundling time in QCB (maximum of 25 ms), the QCB VoIP delay is a lot closer to QAB than CAB. Meanwhile, in terms of the BE throughput, our scheme shows high performance close to CAB due to bundling efficiency. Figs. 14 and 15 show a good performance tradeoff between the delay and the throughput of the QCB algorithm. In fact, if we can allow even more VoIP delay depending on the remaining time to deadline, we can get more BE throughput via exploiting better channel diversity. However, the tradeoff between the delay and the throughput is optimally achieved with around 25-ms bundling delay for the given parameters of the traffic load. Due to space limitations, we do not show the results. Fig. 16 compares the average loss rate of the bundling algorithms for VoIP packets. The loss can be due to either channel condition or drops at the queue. In general, the packet loss rate stays very small and insignificant, around the value of 0.1 ∼ 0.5%, for all the cases. We find that the impact of the small number of occasional packet loss on the average loss rate decreases as the amount of the VoIP traffic increases. Also, the more the bundling opportunities are given, the less the loss rate is achieved. Now, we consider various channel conditions and compare the performance of QAB, QCB, and CAB in Figs. 17 and 18 . As for the normal channel condition, we used the mixture of channel models A-E as specified in [35] (i.e., channel model A 30%, model B 30%, model C 20%, model D 10%, and model E 10%). For the good channel condition, we used 100% channel model E, and for the bad condition, we used 10% model A and 30% for models B, C, and D. In general, the performance is better with a good channel and worse with a bad channel condition for all schedulers. We find that regardless of the channel condition, QCB achieves an excellent tradeoff between QAB and CAB in that a little increase in the VoIP delay brings near-CAB BE throughput.
Next, we investigate the variants of QCB and observe the value of an MUP bundling (we name it the QCB-MUP or simply the MUP) over SUP bundling (SUP multiplex) or no bundling (SUP simplex). Fig. 19 shows interesting behavior for the delay cumulative distribution functions (cdf's) of VoIP packets when using QCB. We compare the SUP multiplex (i.e., bundled packets from the same user) and MUP schemes. In the SUP multiplex, the VoIP delay increases when the number of users increases. Meanwhile, with the MUP, the VoIP delay decreases as the number of users increases. This is because in the SUP multiplex, each user takes turns in the use of time slots, and the period becomes longer with the increased number of users. On the other hand, in the MUP, the more VoIP packets from the increased number of users makes the bundling easier with little need to wait, thus enhancing the multiuser diversity gain. In QCB-MUP and QCB-SUP multiplex cases, the cdf's show a longer tail for a greater number of VoIP users. The VoIP delay generally decreases when the number of VoIP users increases because the chance of bundling is higher. However, some VoIP packets have a higher delay when the number of VoIP users increases because the chance of congestion (many VoIP packets existing in the queue) is higher. Fig. 20 compares the QCB BE throughput of the SUP simplex, the SUP multiplex, and the MUP. First, the BE throughput decreases as the number of VoIP users increases, since the higher priority is given to VoIP over the BE traffic. The decrease in the BE throughput is more prominent in the SUP simplex than in bundling schemes. The throughput of packet bundling using either the SUP multiplex or the MUP gradually degrades, as they attempt to maximize channel utilization with higher rates of bundling. Particularly, the SUP multiplex shows higher BE throughput with a small number of VoIP users, and the MUP wins over the SUP multiplex with a large number of VoIP users. It shows that the efficiency of the MUP increases when the number of users grows, as it takes advantage of multiuser diversity better. As the MUP format is decided by the worst DRC values of MSs whose packets are bundled, it is more likely to find similar DRC users as the number of VoIP users increases. Table V gives the average packet drop rates while changing the number of VoIP users. It clearly shows that the SUP simplex cannot handle much VoIP traffic from around 25 users, since it has very high packet loss rates of over 10%. This table shows that bundling is required if we want to handle the VoIP traffic. The SUP multiplex and the MUP both have low drop rates.
Finally, let us consider the overhead of extra packet headers incurred by our proposed packet bundling, i.e., QCB. When SUP bundling is used [see Fig. 2(b) ] for n packets, the excess header size is 8 × n bits. With MUP bundling, it is 16 × n bits. With our simulation using 30 VoIP users and 10 BE users per sector and 25-ms delay max allowance, the average number of bundled packets in an SUP packet was 1.9, and the average size of the bundled VoIP packets was 486 bits. Meanwhile, the average number of bundled packets in an MUP was 4.3, and the average size of the bundled VoIP packets was 1429 bits. Therefore, the overheads of the SUP and the MUP are 1.9 × 8/486 = 3.1% and 4.3 × 16/1429 = 4.8%, respectively, which is a negligible increase compared with the huge utility gain.
In summary, for various operating conditions, CAB has the best BE throughput and the worst VoIP delay and loss, whereas QAB has the best VoIP delay and loss and the worst BE throughput. The existing PF-MUP has the performance that is close to but poorer than QAB. The proposed QCB achieves the best of QAB and CAB in that, with a slight increase in the VoIP delay and loss than QAB, it provides a BE throughput that is close to CAB. As for variants of QCB, an MUP bundling is more effective than single-user multiple-packet bundling, particularly with the more number of users.
VII. CONCLUSION
We have proposed a joint QCB algorithm for VoIP packets to improve spectral efficiency in cellular networks. The packet size of real-time data such as VoIP is often very small, leaving channels underutilized in TDM cellular systems. Packet bundling could improve the channel utilization in such networks. However, a careful treatment should be paid due to location-dependent and time-varying channel characteristics of wireless networks. Since the packet bundling algorithm is an NP-complete problem, we have introduced approximation algorithms, namely, QAB, CAB, and QCB. We have validated the efficacy of the approximation algorithms through analytical Markov chain modeling and extensive simulations of a complete EV-DO implementation, which is the first of its kind to the best of our knowledge. We have shown that the QCB scheme outperforms QAB and CAB, as well as an existing bundling algorithm, thus truly maximizing a multiuser/traffic diversity gain, as it achieves a high throughput for the BE traffic while keeping a low delay. We have further investigated the behavior of QCB variants and found that the QCB-MUP is more effective when there are larger numbers of VoIP users, and the QCB-SUP multiplex demonstrates more BE throughput and a lower overhead with small numbers of VoIP users.
As for future work, we plan to investigate the performance of QCB when multiple flows per node are allowed. With multiple flows per node, we expect that the BE throughput of the QCB-SUP multiplex will be improved more than the current results show. With our current work, when VoIP packets are sent in the SUP multiplex case, only VoIP packets are sent because the node has no BE traffic. When multiple flows are permitted, VoIP and BE traffic may be sent together leading to a better channel utilization in the QCB-SUP multiplex. Multiple flows, however, are not expected to make a difference in the performance of the QCB-MUP scheme. We are also working on analytical models that involve large-scale fading and on extending the current work to multicarrier wireless environments.
