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Abstract
We establish that, for a Markov semi-group, L2 hypocoercivity, i.e. contractivity for
a modified L2 norm, implies quantitative deviation bounds for additive functionals of
the associated Markov process and exponential integrability of the hitting time of sets
with positive measure. Moreover, in the case of diffusion processes and under a strong
hypoellipticity assumption, we prove that L2 hypocoercivity implies the existence of a
Lyapunov function for the generator. This is an english translation of the original article
in french.
1 Introduction
This note is primarily motivated by the comparison between two methods for obtaining
quantitative rates of convergence for ergodic Markov processes: functional inequalities
and entropy dissipation on the one hand, and the classical Meyn-Tweedie approach on
the other hand, based on a Foster-Lyapunov criterion together with a local Doeblin or
coupling condition. The link between these two kind of arguments is studied by Cattiaux,
Guillin and their co-authors in a series of works [2, 8, 9, 10], but mainly in the case of
reversible Markov processes, with an invariant measure that typically satisfies a Poincare´
(or similar) inequality (with respect to the Dirichlet form associated with the process).
Nevertheless, over the last decade, hypocoercivity methods of modified entropies have
proven to be able to handle non-reversible, non-elliptic and non-diffusive processes with
functional inequality arguments. Here we will focus on the Dolbeault-Mouhot-Schmeiser
(DMS) method [11] for L2 hypocoercivity. A very appealing feature of the latter is
that it provides a general construction for a modified L2-norm, independently from
the process. This is quite different in a Meyn-Tweedie approach where a Lyapunov
function has to be constructed based on the dynamics of the process, which can be
tricky for degenerate processes. An example is provided by the comparison of the two
works [1] and [12] that both study the so-called Bouncy Particle process, which is a
kinetic piecewise deterministic Markov process, respectively with the DMS and the Meyn-
Tweedie method. With the Meyn-Tweedie approach, the construction of the Lyapunov
function is quite intricate and this leads to not-so-nice assumptions on the log-density
of the equilibrium, while with the DMS method the construction is standard and the
conditions on the log-density are more general and quite simpler. A natural question
is thus: provided that (hypocoercive) exponential decay holds in L2, does it exists a
Lyapunov function in the sense of Meyn-Tweedie ? A positive answer is provided in [10]
in the case of elliptic reversible diffusions for which the exponential decay holds with the
usual L2 norm. The result is based on the exponential integrability of the hitting times
of the process, itself obtained from the deviation bounds on additive functionals of the
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process derived in [14, 7]. These two results are interesting by themselves; in fact, in
some cases, getting estimates on the hitting times is the main question and the Lyapunov
function is just an intermediate tool to get them. Our main result is that, if the DMS
method applies, then these two results also hold. From the exponential integrability of
hitting times, in the case of strongly hypoelliptic diffusions, we construct a Lyapunov
function for the generator, which answers our initial question. In fact, as we became
aware after the redaction of this note, the deviation bounds have been established in the
recent preprint [4]. To the best of our knowledge, the other results are new.
2 Results and proofs
Consider (Xt)t>0 a continuous-time conservative Markov process on a Polish space E,
with some invariant probability measure µ. Denote (Pt)t>0 the associated Markov semi-
group on L2(µ) and L. We suppose that L is closed and that its domain D(L) is dense
in L2(µ). Denote ‖ · ‖2 and 〈·〉 the usual norm and scalar product on L2(µ). Our main
assumption is the following:
Assumption 1. There exists ρ > 0 and a symmetric bounded linear operator S on L2(µ)
such that for all f ∈ D(L),
‖Sf‖2 6 1
2
‖f − µf‖2
〈f, Lf + SLf〉 6 −ρ‖f − µf‖22 .
The existence of such an S, which will be used in the present note as a black box
assumption, is in fact the main tool of the DMS method. More precisely, considering
ε ∈ (0, 1) and the operator A that are used to define the modified entropy H in [11],
we set S = ε(Id − µ)(A + A∗)(Id − µ)/2. It is straightforward to check that, under the
assumption (H1)− (H4) of [11], this operator S satisfies the conditions of Assumption 1.
Once such an operator S is obtained, the DMS method to obtain hypocoercive decay in
L2(µ) is the following: denote B =Id+S and consider the scalar product and Hilbertian
norm
〈f, g〉B = 〈f,Bg〉 , ‖f‖B =
√
〈f, f〉B .
The latter is equivalent to the usual norm on L2(µ), more precisely 1/2‖f‖22 6 ‖f‖2B 6
3/2‖f‖22. Assumption 1 implies that for all f ∈ D(L) with µf = 0,
〈f, Lf〉B 6 −ρ‖f‖22 6 −
2ρ
3
‖f‖2B .
In other words, (e2ρt/3Pt)t>0 is dissipative on {f ∈ L2(µ), µf = 0} endowed with the
scalar product 〈·〉B, so that by the Lumer-Philips Theorem [15, Chapter IX, p.250], for
all f with µf = 0,
‖Ptf‖B 6 e−2ρt/3‖f‖B .
This gives an hypocoercive decay in the usual norm of L2(µ):
‖Ptf − µf‖2 6
√
2‖Ptf − µf‖B 6
√
2e−2ρt/3‖f − µf‖B 6
√
3e−2ρt/3‖f − µf‖2 .
In fact, given a bounded measurable function V on E, the same argument works for
the Feynman-Kac semigroup (P Vt )t>0 on L
2(µ) given by
P Vt f(x) = Ex
(
f(Xt)e
∫
t
0
V (Xs)ds
)
,
where the subscript x denotes the starting point of the process. Indeed, denoting
Λ(V ) = sup {〈f, (L+ V )f〉B : f ∈ D(L) , ‖f‖B = 1} ,
2
we get that (e−tΛ(V )P Vt )t>0 is dissipative on (L
2(µ), 〈·〉B) and thus, for all f ∈ L2(µ),
‖P Vt f‖B 6 etΛ(V )‖f‖B . (1)
From this, following [14] and [7], we can establish the following deviation bounds:
Theorem 1. Under Assumption 1, let ν ≪ µ be a probability measure on E and V be a
bounded measurable function on E. Then, for all t > 0 and all r > 0,
Pν
(
1
t
∫ t
0
V (Xs)ds− µV > r
)
6
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
e−th(r) ,
where
h(r) =
ρr2
25‖V ‖22 + 6‖V ‖∞r
.
Of course, by changing V to −V , this provides a non-asymptotic confidence interval
for the empirical mean of bounded functions.
Since the DMS method does not yield sharp estimates, we have prefered a simple
expression for h(r) rather than the largest estimate we could obtain.
Although a similar result is already established in [4], since the proof is nice and
short, we leave it for completeness.
Proof. Without loss of generality we suppose that µV = 0. By the Chebyshev and
Cauchy-Schwarz inequalities and using (1), for all ν ≪ µ and λ > 0,
Pν
(
1
t
∫ t
0
V (Xs)ds > r
)
6 e−λtrEν
(
eλ
∫
t
0
V (Xs)ds
)
= e−λtr
∫
E
P λVt 1dν
6
√
2e−λtr
∥∥∥∥dνdµ
∥∥∥∥
2
∥∥∥P λVt 1
∥∥∥
B
6
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
e−λtr+tΛ(λV ) . (2)
We now bound Λ(λV ) in the spirit of [7]. First, from Assumption 1,
Λ(V ) 6 2 sup
{−ρ‖f − µf‖2 + 〈f, V f〉B : f ∈ D(L) , ‖f‖2 = 1}
Fix f ∈ D(L) with ‖f‖2 = 1 and let γ > 0 be given by 1 + γ2 = 1/(µf)2, so that
g :=
1
γ
(√
1 + γ2f − 1
)
=
√
1 + γ2
γ
(f − µf)
satisfies µg = 0 and
µ(g2) =
1 + γ2
γ2
(
µ(f2)− (µf)2) = 1 .
Moreover,
〈f, V f〉B =
∫
V f2dµ+ 〈A(f − µf), (V f − µ(V f))〉
=
∫
V f2dµ+ 〈A(f − µf), V (f − µf)〉+ 〈A(f − µf), (V − µV )〉µf
=
1
1 + γ2
∫
V
(
γ2g2 + 2γg + 1
)
dµ+
γ2
1 + γ2
〈Ag, V g〉+ γ
1 + γ2
〈Ag, V 〉
6
3γ2
2(1 + γ2)
‖V ‖∞ + 5γ
2(1 + γ2)
‖V ‖2 ,
3
where we used the Cauchy-Schwarz inequality and the fact that ‖Ag‖ 6 1/2. As a
consequence,
〈f, (L+ V )f〉B 6
γ
1 + γ2
(
−γρ+ 3γ
2
‖V ‖∞ + 5
2
‖V ‖2
)
,
and for all λ > 0,
Λ(V ) 6 2 sup
γ>0
{
γ
1 + γ2
(
−γρ+ 3γ
2
‖V ‖∞ + 5
2
‖V ‖2
)}
6 2 sup
γ>0
{
γ
(
−γρ+ 3γ
2
‖V ‖∞ + 5
2
‖V ‖2
)}
=
25‖V ‖22
4ρ− 6‖V ‖∞ if 3‖V ‖∞ < 2ρ , +∞ otherwise.
In particular, denoting
λ0 := 2ρ/(3‖V ‖∞) , β = 25‖V ‖
2
2
6‖V ‖∞ ,
we get
sup
λ>0
{λr − Λ(λV )} > sup
λ∈[0,λ0)
{
λr − βλ
2
λ0 − λ
}
=
λ0r
2
β
(
1 +
√
1 + r/β
)2 > λ0r
2
4(β + r)
= h(r) .
Taking the supremum over λ ∈ [0, λ0) in (2) concludes.
Let U be a measurable subset of E and TU = inf{t > 0, Xt ∈ U} be the first hitting
time of U of the process (Xt)t>0.
Theorem 2. Under Assumption 1, if µ(U) > 0, then for all θ < h(µ(U)) and all
probability measure ν ≪ µ,
Eν
(
eθTU
)
6 1 +
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
θ
h (µ(U))− θ .
Proof. Following [10] we remark that for all t > 0,
{TU > t} ⊂
{
1
t
∫ t
0
1U(Xs)ds = 0
}
.
Theorem 1 applied with V = −1U and r = µ(U) yields
Pν
(
−1
t
∫ t
0
1U (Xs)ds+ µ(U) > µ(U)
)
6
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
e−th(µ(U)) .
Then, conclusion follows from
Eν
(
eθTU
)
= 1 +
∫ ∞
0
θeθtPν (TU > t) dt 6 1 +
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
∫ ∞
0
θet(θ−h(µ(U)))dt .
In particular, Theorem 2 implies that, for all U with µ(U) > 0, W (x) := Ex
(
eθTU
)
is
finite for µ-almost every x ∈ E, and W ∈ L1(µ). In fact we can have better under some
regularity assumption.
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Assumption 2. The transition kernel pt(x, dy) of the process admits for all t > 0 and
x ∈ E a density rt with respect to µ, i.e. pt(x, dy) = rt(x, y)µ(dy), such that y 7→ rt(x, y)
is in L2(µ) for all x ∈ E with x 7→ ‖rt(x, ·)‖2 locally bounded.
Under Assumptions 1 and 2, denoting T ′U = inf{t > 1, Xt ∈ U}, then T ′U > TU and
Ex
(
eθTU
)
6 Ex
(
eθT
′
U
)
= Ep1(x,·)
(
eθTU
)
. (3)
From Theorem 2 and the assumption on x 7→ ‖rt(x, ·)‖2, W (x) is then finite for all x ∈ E
and W is locally bounded.
Assumption 3. E is a d-dimensional C∞ manifold and L = Y0 +
∑m
i=1 Y
2
i for some
m > 1 where Y0, . . . , Ym are bounded C∞ vector fields with all their derivative bounded,
and such that for some α > 0 and N ∈ N,
∀x ∈ E , y ∈ Rd ,
m∑
j=1
〈Yj(x), y〉2 +
∑
Z∈LN
〈Z(x), y〉2 > α|y|2 , (4)
where LN denotes the set of Lie brackets of Y0, . . . , Ym with length in J1, NK.
Corollary 3. Under Assumptions 1, 2 and 3, let U be a compact measurable subset
of E with µ(U) > 0 and θ ∈ (0, h(µ(U))). Set W (x) = Ex(eθTU ). Then W is in
∈ C∞(Rd) ∩ L1(µ) and solves the Dirichlet boundary problem
LW + θW = 0 on U c , W = 1 on U .
In particular, in that case, W is a Lyapunov function for L in the sense that
LW 6 −θW + C , C := sup{LW (x) + θW (x) : x ∈ U} .
Proof. The proof is based on [6, Theorem 5.14] and similar to the proof of (H2)⇒(H1)
in [10].
The strong hypo-ellipticity required by Assumption 3, which is already enforced in
the reversible case in [10], is a quite restrictive condition, especially if E is not compact
(which is the case where Corollary 3 is interesting). It should be possible to prove that
W is a Lyapunov function for L under weaker conditions, but this question exceeds the
scope of the present elementary note.
3 A few examples
The classical benchmark for hypocoercivity is the Langevin (or kinetic Fokker-Planck)
diffusion on Rd × Rd whose generator is
Lf = v · ∇xf − (∇U(x) + v) · ∇vf +∆vf
for some U ∈ C2(Rd). Assume that ∫
Rd
e−U(x)dx < +∞ and let µ be the probability
measure with Lebesgue density proportional to e−U(x)−|v|
2/2. Assume that
lim inf
|x|→+∞
(|∇U(x)|2 − 2∆U(x)) > 0
and that there exists c1 > 0, c2 ∈ [0, 1) and c3 > 0 such that, on Rd,
∆U 6 c1 +
c2
2
|∇U |2 , |∇2U | 6 c3 (1 + |∇U |) .
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Then, following the proof of [11, Theorem 10] (more precisely the construction of the
bounded operator A), Assumption 1 is satisfied, so that Theorem 1 and 2 hold. As a
comparison, the Meyn-Tweedie approach, that also yields the exponential integrability of
the hitting times, has been applied to the Langevin diffusion under various conditions on
U . For instance, due to the difficulty of constructing a suitable Lyapunov function, seven
technical conditions are required in [13, Hypothesis 1.1] on U , that involve a function R
whose existence is then checked on various examples. The conditions of [11] are arguably
more general and easier to check.
As mentioned in the introduction, the comparison between [1] and [12] for the Bouncy
Particle process is similarly at the advantage of the DMS method. Other examples where
the DMS method is successfully applied (and thus where Assumption 1 holds) can be
found in [4] and references within.
Next, consider the strongly self-interacting diffusion studied in [3], which is the pro-
cess (Xt)t>0 on the torus T
d (with T = R/(2piZ)) that solves
dXt = dBt −
∫ t
0
∇x1V (Xt,Xs)ds
where (x1, x2) ∈ Td × Td 7→ V (x1, x2) ∈ R is a C∞ potential and (Bt)t>0 is a stan-
dard d-dimensional Brownian motion. Under the additional assumption that V can be
decomposed as
V (x1, x2) =
n∑
j=1
ajej(x1)ej(x2)
where n ∈ N∗ and, for all j ∈ J1, nK, ej is an eigenfunction of the Laplacian (with
〈ej , ek〉 = 0 if j 6= k) and aj ∈ R, then the process can be extended to a finite-dimensional
Markov process by setting Uj,t =
∫ t
0 ej(Xs)ds. Indeed, (X,U1, . . . , Uj) ∈ Td × Rn then
solves the system of stochastic equations
dXt = dBt −
n∑
j=1
aj∇ej(Xt)Uj,tdt
∀j ∈ J1, nK , dUj,t = ej(Xt)dt .
The basic example is V (x1, x2) = cos(x1 − x2) = cos(x1) cos(x2) + sin(x1) sin(x2) when
d = 1, in which case the system reads
dXt = dBt + sin(Xt)U1,tdt− cos(Xt)U2,tdt
dU1,t = cos(Xt)dt
dU2,t = sin(Xt)dt .
In the general case, provided aj > 0 for all j ∈ J1, nK, the process admits a unique
invariant probability measure
µ(dx,du1, . . . ,dun) ∝ exp

−1
2
n∑
j=1
aj|λj |2u2j

 dxdu1 . . . dun
where λj is the eigenvalue of the Laplacian associated to ej. It is proven in [3, Section
5] that the DMS method, hence Assumption 1, holds. As a comparison, we are aware of
unpublished attempts to construct a Lyapunov function for the system (X,U1, . . . , Un),
that were succesful but intricate in the particular case V (x1, x2) = cos(x1 − x2) and
couldn’t be extended to the general case (which highlight again the fact that constructing
a Lyapunov function is a very ad hoc task that should be repeated for every new system).
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Finally, remark that Assumption 3 is not satisfied in the examples above (in partic-
ular, for the Langevin and the self-interacting diffusions, Y0 is not bounded). We now
give an example that ensures that the scope of Corollary 3 is not empty. Consider the
diffusion (Xt, Ut)t>0 on E = R× T that solves{
dXt = cos(Ut)dt
dUt = −V ′(Xt) sin(Ut)dt+ dBt ,
with V (x) = x2/
√
1 + x2. This is a non-elliptic, hypoelliptic diffusion on a non-compact
space. The associated generator is L = Y0 + Y
2
1 with
Y1 = ∂u , Y0 = cos(u)∂x − V ′(x) sin(u)∂u ,
which are bounded C∞ vector fields with all their derivative bounded. Consider Z1 = ∂u,
Z2 = [Y1, Y0] = − sin(u)∂x − V ′(x) cos(u)∂u
Z3 = [Y1, Z2] = − cos(u)∂x + V ′(x) sin(u)∂u .
Then for all f ∈ C∞(E) and all (x, u) ∈ E,
(Z2f(x, u))
2
>
1
2
sin2(u) (∂xf(x, u))
2 − ‖V ′‖2∞ cos2(u) (∂uf(x, u))2 ,
and similarly for Z3. Setting a1 = ‖V ′‖2∞ + 1/2 and a2 = a3 = 1, we get that
3∑
j=1
aj (Zjf(x, u))
2
>
1
2
|∇f(x, u)|2
for all f ∈ C∞(E) and all (x, u) ∈ E, and thus Assumption 3 holds.
Second, let us check that the DMS method applies here, i.e. that the conditions
(H1)− (H4) of [11] are satisfied. Let µ be the probability measure on E with Lebesgue
density proportional to exp(−V (x)). Denote Q = ∂2u and T = Y0. Then by integration
by part, we see that Q∗ = Q and T ∗ = −T , where G∗ denotes the dual in L2(µ) of an
operator G. In particular, for all f ∈ C∞c (E),∫
E
Lfdµ =
∫
E
f(Q∗ + T ∗)1dµ =
∫
E
f(Q− T )1dµ = 0 ,
which proves µ is invariant for L. The Poincare´ inequality on T states that
∫
E
(∂uf(x, u))
2e−V (x)dxdu > 4pi2
∫
E
(
f(x, u)−
∫
T
f(x, v)dv
)2
e−V (x)dxdu
for all f ∈ C∞c (E) (and thus, by density, for all f ∈ D(Q)), which is exactly the micro-
scopic coercivity Assumption (H1) of [11]. Denote Πf(x, u) =
∫
T
f(x, v)dv. Then
TΠf(x, u) = cos(u)∂x
∫
T
f(x, v)dv ,
and in particular, since
∫
T cos(u)du = 0, TΠT = 0, which is (H3) of [11]. Moreover,
integrating by part again,
(TΠ)∗f(x, u) =
∫
T
cos(v)
(
V ′(x)f(x, v) − ∂xf(x, v)
)
dv ,
so that
(TΠ)∗TΠf(x, u) =
∫
T
cos(v)2
(
V ′(x)∂x − ∂2x
) ∫
f(x,w)dwdv
=
1
2
(
V ′(x)∂x − ∂2x
)
Πf(x, u) .
7
As a consequence,
∫
E
(TΠf)2 dµ =
1
2
∫
R
(∂xΠf)
2 e−V >
1
2
CP
∫
(Πf − µf)2 dµ ,
where CP is the Poincare´ constant of the measure e
−V . This is the macroscopic coercivity
condition (H2) of [11]. In view of the expression of (TΠ)
∗TΠ, the last condition (H4) of
[11] follows from [11, Lemma 4]. As a consequence, Assumption 1 holds.
Finally, let us prove that Assumption 2 holds. Denoting U˜t = Ut + pi, remark that
{
dXt = − cos(U˜t)dt
dU˜t = V
′(Xt) sin(U˜t)dt+ dBt .
In other words (Xt, Ut+pi)t>0 is a Markov process with generator L
∗ (this is reminiscent
of the change of variable w = −v for the Langevin process). Denoting pt and p∗t the
transition kernels of L and L∗, we thus have, for all (x, u), (y,w) ∈ E,
pt ((y,w), (x, u)) = p
∗
t ((x, u), (y,w)) = pt ((x, u− pi), (y,w − pi)) .
Since µ is invariant by the transformation (x, u) 7→ (x, u − pi), the densities rt = pt/µ
and r∗t = pt/µ satisfy the same relation. From [5, Theorem 1.5], Assumption 3 implies
that pt((x, u), (y,w)) 6 C(1 ∧ t)−M for some C,M > 0 uniformly in (x, u), (y,w) ∈ E.
Then we bound
‖rt ((x, u), ·) ‖22 =
∫
E
rt ((x, u), (y,w)) rt ((y,w + pi), (x, u+ pi)) e
−V (y)dydw
6
CeV (x)
(1 ∧ t)M
∫
E
rt ((x, u), (y,w)) e
−V (y)dydw =
CeV (x)
(1 ∧ t)M ,
which establishes Assumption 2.
As a conclusion, Corollary 3 holds for the process (Xt, Ut)t>0. Moreover, Theorem 2,
Inequality (3) and the quantitative bound on ‖rt ((x, u), ·) ‖2 yield
E(x,u)
(
eθTU
)
6 Ce
1
2
V (x)
for some C > 0 for all x ∈ E all set U with µ(U) > 0 and all θ < h (µ(U)).
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Pierre Monmarche´
20 de´cembre 2019
Re´sume´
On montre que, pour un semi-groupe de Markov, l’hypocoercivite´ L2 – c’est-a`-dire la
contractivite´ d’une norme L2 modifie´e – implique des ine´galite´s de concentration quan-
titatives et l’inte´grabilite´ exponentielle des temps d’atteinte des ensembles de mesure
positive. D’autre part, pour les diffusions et sous une hypothe`se forte d’hypoellipticite´,
on e´tablit que l’hypocoercivite´ L2 implique l’existence d’une fonction de Lyapunov pour
le ge´ne´rateur associe´. Une traduction en anglais est disponible.
1 Introduction
La motivation premie`re de cette note est la comparaison entre deux me´thodes d’ob-
tention de taux de convergence a` l’e´quilibre pour les processus de Markov : d’un coˆte´, les
ine´galite´s fonctionnelles et les me´thodes d’entropie et, de l’autre, l’approche probabiliste
classique a` la Meyn-Tweedie, base´e sur un crite`re de Foster-Lyapunov et une condition
de Doeblin locale ou de couplage. Le lien entre ces deux types d’arguments est e´tudie´ par
Cattiaux, Guillin et leurs co-auteurs dans une se´rie d’articles [2, 8, 9, 10], dans un cadre
principalement restreint aux processus de Markov re´versibles, avec une mesure d’e´quilibre
qui satisfait typiquement une ine´galite´ de Poincare´ (par rapport a` la forme de Dirichlet
associe´e au processus). Ne´anmoins, dans la dernie`re de´cennie, les me´thodes hypocoer-
cives d’entropies modifie´es se sont ave´re´es tre`s efficaces pour traiter des dynamiques
non re´versibles, non elliptiques ou non diffusives avec des arguments d’ine´galite´s fonc-
tionnelles. Nous nous concentrerons ici sur la me´thode de Dolbeault-Mouhot-Schmeiser
(DMS) [11], qui fournit des re´sultats d’hypocoercivite´ en norme L2. Un des attraits de
celle-ci est qu’elle de´crit une construction ge´ne´rale et syste´matique de norme modifie´e,
inde´pendemment du processus e´tudie´. La situation est assez diffe´rente pour l’approche
Meyn-Tweedie qui ne´cessite la construction d’une fonction de Lyapunov adapte´e a` la
dynamique, ce qui se re´vle`e parfois de´licat pour des processus en un sens de´ge´ne´re´s. Une
bonne illustration en est donne´e par la comparaison des deux travaux [1] et [12], qui
s’inte´ressent tout deux a` un processus cine´tique de saut (le Bouncy Particle Sampler),
de´terministe par morceau, respectivement par l’approche DMS et Meyn-Tweedie. Avec
cette dernie`re, la construction de la fonction de Lyapunov est relativement pe´nible et
en particulier induit des hypothe`ses techniques restrictives sur la log-densite´ de la me-
sure d’e´quilibre. En revanche, dans la me´thode DMS, la construction est standardise´e et
me`ne a` un re´sultat sous des conditions plus claires et ge´ne´rales sur la log-densite´. Une
question naturelle se pose donc : dans les cas d’une convergence (hypocoercive) expo-
nentiellement rapide a` l’e´quilibre dans L2, existe-t-il toujours une fonction de Lyapunov
au sens de Meyn-Tweedie ? La re´ponse est positive dans le cas des diffusions re´versibles
elliptiques [10], pour lesquelles la de´croissance dans L2 a lieu avec la norme usuelle.
1
Ce re´sultat est base´ sur l’inte´grabilite´ exponentielle des temps d’atteinte du processus,
elle-meˆme obtenue a` partir d’ine´galite´s de concentration sur les fonctionnelles additives
du processus de´montre´e dans [14, 7]. Ces deux re´sultats sont en fait inte´ressant en eux-
meˆme ; en fait, dans certains cas, obtenir des estimations sur les temps d’atteinte est la
question principale et une fonction de Lyapunov n’est qu’un outil interme´diaire pour les
obtenir. Notre re´sultat principal est que, de`s lors que la me´thode DMS s’applique, alors
ces deux re´sultats ont cours. De plus, a` partir de l’inte´grabilite´ exponentielle des temps
d’atteinte, dans le cas d’une diffusion fortement hypoelliptique, on construit une fonc-
tion de Lyapunov pour le ge´ne´rateur associe´, ce qui re´pond a` la question initiale. En fait,
comme nous l’avons appris apre`s la re´daction de cette note, les ine´galite´s de concentra-
tion ont e´te´ e´tablies dans le preprint re´cent [4]. A` notre connaissance, les autres re´sultats
sont nouveaux.
2 Resultats et de´monstrations
Soit (Xt)t>0 un processus de Markov conservatif a` temps continu sur un espace Polo-
nais E, avec une mesure de probabilite´ invariante µ. On note (Pt)t>0 et L le semi-groupe
sur L2(µ) associe´ et son ge´ne´rateur. On suppose que L est ferme´ de domaine D(L) dense
dans L2(µ). On note ‖ · ‖2 et 〈·〉 la norme et le produit scalaire usuels dans L2(µ). Notre
hypothe`se principale est la suivante :
Hypothe`se 1. Il existe ρ > 0 et un ope´rateur line´aire symme´trique borne´ S sur L2(µ)
tel que pour tout f ∈ D(L),
‖Sf‖2 6 1
2
‖f − µf‖2
〈f, Lf + SLf〉 6 −ρ‖f − µf‖22 .
L’existence d’un tel S, que nous utiliserons dans cette note comme une boˆıte noire, est
en fait l’outil principal dans la me´thode DMS. Plus pre´cise´ment, en consie´rant ε ∈ (0, 1)
et l’ope´rateur A utilise´ pour de´finir l’entropie modifie´e H dans [11], alors nous posons
S = ε(Id − µ)(A + A∗)(Id − µ)/2. Il est alors direct de ve´rifier que, sous les hypothe`ses
(H1)−(H4) de [11], cet ope´rateur S convient pour l’Hypothe`se 1. Une fois un tel ope´rateur
S obtenu, la me´thode DMS pour obtenir une de´croissance hypocoercivie dans L2(µ) est
la suivante : notons B =Id+S et conside´rons le produit scalaire et la norme hilbertienne
〈f, g〉B = 〈f,Bg〉 , ‖f‖B =
√
〈f, f〉B .
Cette dernie`re est e´quivalente a` la norme usuelle de L2(µ), plus pre´cise´ment 1/2‖f‖22 6
‖f‖2B 6 3/2‖f‖22. L’Hypothe`se 1 implique pour pour tout f ∈ D(L) telle que µf = 0,
〈f, Lf〉B 6 −ρ‖f‖22 6 −
2ρ
3
‖f‖2B .
En d’autres termes, (e2ρt/3Pt)t>0 est dissipatif sur {f ∈ L2(µ), µf = 0} muni du produit
scalaire 〈·〉B de sorte que, par le the´ore`me de Lumer-Philips [15, Chapitre IX, p.250],
pour tout f ∈ L2(µ) telle que µf = 0,
‖Ptf‖B 6 e−2ρt/3‖f‖B .
En conclusion, on obtient la de´croissance hypocoercive de la norme usuelle de L2(µ) :
‖Ptf − µf‖2 6
√
2‖Ptf − µf‖B 6
√
2e−2ρt/3‖f − µf‖B 6
√
3e−2ρt/3‖f − µf‖2 .
En fait, e´tant donne´e une fonction mesurable borne´e V sur E, le meˆme argument
s’applique au semi-groupe de Feynman-Kac (P Vt )t>0 sur L
2(µ) de´fini par
P Vt f(x) = Ex
(
f(Xt)e
∫
t
0
V (Xs)ds
)
,
2
ou` l’indice x pre´cise la condition initiale du processus. En effet, en notant
Λ(V ) = sup {〈f, (L+ V )f〉B : f ∈ D(L) , ‖f‖B = 1} ,
on obtient que (e−tΛ(V )P Vt )t>0 est dissipatif sur (L
2(µ), 〈·〉B) et donc que, pour tout
f ∈ L2(µ),
‖P Vt f‖B 6 etΛ(V )‖f‖B . (1)
De ceci, en suivant [14] et [7], on obtient les ine´galite´s de concentration suivantes
The´ore`me 1. Sous l’Hypothe`se 1, soit ν ≪ µ une mesure de probabilite´ sur E et V une
fonction mesurable borne´e sur E. Alors, pour tout t > 0 et tout r > 0,
Pν
(
1
t
∫ t
0
V (Xs)ds− µV > r
)
6
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
e−th(r) ,
ou`
h(r) =
ρr2
25‖V ‖22 + 6‖V ‖∞r
.
E´videmment en changeant V en −V , ceci fournit des intervalles de confiance non-
asymptotiques pour la moyenne empirique des fonctions borne´es.
Dans la mesure ou` les estimations obtenues par DMS ne sont en ge´ne´ral pas optimale,
nous avons pre´fe´re´ ici donner une expression simple pour h(r) plutoˆt que la plus grande
possible.
Bien qu’un re´sultat similaire soit de´ja` e´tabli dans [4], nous en laissons la preuve, dans
la mesure ou` elle est e´le´mentaire, bre`ve et inte´ressante.
De´monstration. Sans perte de ge´ne´ralite´ on suppose que µV = 0. Par les ine´galite´s de
Chebyshev et de Cauchy-Schwarz et en utilisant (1), pour tout ν ≪ µ et λ > 0,
Pν
(
1
t
∫ t
0
V (Xs)ds > r
)
6 e−λtrEν
(
eλ
∫
t
0
V (Xs)ds
)
= e−λtr
∫
E
P λVt 1dν
6
√
2e−λtr
∥∥∥∥dνdµ
∥∥∥∥
2
∥∥∥P λVt 1
∥∥∥
B
6
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
e−λtr+tΛ(λV ) . (2)
On borne alors Λ(λV ) dans l’esprit de [7]. D’abord, par l’Hypothe`se 1,
Λ(V ) 6 2 sup
{−ρ‖f − µf‖2 + 〈f, V f〉B : f ∈ D(L) , ‖f‖2 = 1}
Fixons f ∈ D(L) avec ‖f‖2 = 1 et soit γ > 0 donne´ par 1 + γ2 = 1/(µf)2, de sorte que
g :=
1
γ
(√
1 + γ2f − 1
)
=
√
1 + γ2
γ
(f − µf)
satisfait µg = 0 et
µ(g2) =
1 + γ2
γ2
(
µ(f2)− (µf)2) = 1 .
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D’autre part,
〈f, V f〉B =
∫
V f2dµ+ 〈A(f − µf), (V f − µ(V f))〉
=
∫
V f2dµ+ 〈A(f − µf), V (f − µf)〉+ 〈A(f − µf), (V − µV )〉µf
=
1
1 + γ2
∫
V
(
γ2g2 + 2γg + 1
)
dµ+
γ2
1 + γ2
〈Ag, V g〉+ γ
1 + γ2
〈Ag, V 〉
6
3γ2
2(1 + γ2)
‖V ‖∞ + 5γ
2(1 + γ2)
‖V ‖2 ,
ou` nous avons utilise´ l’ine´galite´ de Cauchy-Schwarz et le fait que ‖Ag‖ 6 1/2. En
conse´quence,
〈f, (L+ V )f〉B 6
γ
1 + γ2
(
−γρ+ 3γ
2
‖V ‖∞ + 5
2
‖V ‖2
)
,
et pour tout λ > 0,
Λ(V ) 6 2 sup
γ>0
{
γ
1 + γ2
(
−γρ+ 3γ
2
‖V ‖∞ + 5
2
‖V ‖2
)}
6 2 sup
γ>0
{
γ
(
−γρ+ 3γ
2
‖V ‖∞ + 5
2
‖V ‖2
)}
=
25‖V ‖22
4ρ− 6‖V ‖∞ si 3‖V ‖∞ < 2ρ , +∞ sinon.
En particulier, en notant
λ0 := 2ρ/(3‖V ‖∞) , β = 25‖V ‖
2
2
6‖V ‖∞ ,
on obtient
sup
λ>0
{λr − Λ(λV )} > sup
λ∈[0,λ0)
{
λr − βλ
2
λ0 − λ
}
=
λ0r
2
β
(
1 +
√
1 + r/β
)2 > λ0r
2
4(β + r)
= h(r) .
On conclut en prenant le supremum en λ ∈ [0, λ0) dans (2).
Soit U un sous-ensemble mesurable de E et soit TU = inf{t > 0, Xt ∈ U} le premier
temps d’atteinte de U par le processus (Xt)t>0.
The´ore`me 2. Sous l’Hypothe`se 1, si µ(U) > 0, alors pour tout θ < h(µ(U)) et toute
mesure de probabilite´ ν ≪ µ,
Eν
(
eθTU
)
6 1 +
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
θ
h (µ(U))− θ .
De´monstration. En suivant [10] on remarque que pour tout t > 0,
{TU > t} ⊂
{
1
t
∫ t
0
1U(Xs)ds = 0
}
.
Le The´ore`me 1 applique´ a` V = −1U et r = µ(U) donne
Pν
(
−1
t
∫ t
0
1U (Xs)ds+ µ(U) > µ(U)
)
6
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
e−th(µ(U)) .
4
On conclut alors par
Eν
(
eθTU
)
= 1 +
∫ ∞
0
θeθtPν (TU > t) dt 6 1 +
√
2
∥∥∥∥dνdµ
∥∥∥∥
2
∫ ∞
0
θet(θ−h(µ(U)))dt .
En particulier, le The´ore`me 2 implique que, pour tout U avec µ(U) > 0, W (x) :=
Ex
(
eθTU
)
est finie pour µ-presque tout x ∈ E, et W ∈ L1(µ). En fait on peut avoir
mieux sous hypothe`se de re´gularite´.
Hypothe`se 2. Le noyau de transition pt(x, dy) du processus admet pour tout t > 0 et
x ∈ E une densite´ rt par rapport a` µ, autrement dit pt(x, dy) = rt(x, y)µ(dy), qui est
telle que y 7→ rt(x, y) est dans L2(µ) pour tout x ∈ E avec x 7→ ‖rt(x, ·)‖2 localement
borne´e.
Sous les Hypothe`ses 1 et 2, en notant T ′U = inf{t > 1, Xt ∈ U}, alors T ′U > TU et
Ex
(
eθTU
)
6 Ex
(
eθT
′
U
)
= Ep1(x,·)
(
eθTU
)
. (3)
Par le The´ore`me 2 et l’hypothe`se sur x 7→ ‖rt(x, ·)‖2, W (x) est donc finie pour x ∈ E et
W est localement borne´e.
Hypothe`se 3. E est une varie´te´ C∞ de dimension d et L = Y0 +
∑m
i=1 Y
2
i pour un
certain m > 1 ou` Y0, . . . , Ym sont des champs de vecteurs C∞ borne´s dont toutes les
de´rive´es sont borne´es et tels que, pour un certain α > 0 et un certain N ∈ N,
∀x ∈ E , y ∈ Rd ,
m∑
j=1
〈Yj(x), y〉2 +
∑
Z∈LN
〈Z(x), y〉2 > α|y|2 , (4)
ou` LN est l’ensemble des crochets de Lie de Y0, . . . , Ym de longueur dans J1, NK.
Corollary 3. Sous les Hypothe`ses 1, 2 et 3, soit U un sous-ensemble mesurable compact
de E avec µ(U) > 0 et θ ∈ (0, h(µ(U))). Soit W (x) = Ex(eθTU ). Alors W est dans
C∞(Rd) ∩ L1(µ) et est solution du proble`me de Dirichlet
LW + θW = 0 on U c , W = 1 on U .
En particulier, dans ce cas, W est une fonction de Lyapunov pour L au sens ou`
LW 6 −θW + C , C := sup{LW (x) + θW (x) : x ∈ U} .
De´monstration. La preuve est base´e sur [6, Theorem 5.14] et similaire a` la preuve de
(H2)⇒(H1) dans [10].
L’hypo-ellipticite´ forte requise par l’Hypothe`se 3, qui est de´ja` suppose´e dans l’e´tude
du case re´versible dans [10], est assez restrictive, en particulier lorsque E n’est pas
compact (ce qui est typiquement le cas ou` le Corollaire 3 est inte´ressant). Il devrait eˆtre
possible de montrer que W est une fonction de Lyapunov pour L sous des conditions
plus faibles, mais cette question de´passe le cadre e´le´mentaire de la pre´sente note.
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3 Quelques exemples
Le cobaye classique pour l’hypococercivite´ est la diffusion de Langevin (ou de Fokker-
Planck cine´tique) sur Rd × Rd de ge´ne´rateur
Lf = v · ∇xf − (∇U(x) + v) · ∇vf +∆vf
pour un certain U ∈ C2(Rd). Supposons que ∫
Rd
e−U(x)dx < +∞ et notons µ la mesure de
probabilite´ sur Rd ×Rd de densite´ par rapport a` la mesure de Lebesgue proportionnelle
a` e−U(x)−|v|
2/2. Supposons que
lim inf
|x|→+∞
(|∇U(x)|2 − 2∆U(x)) > 0
et qu’il existe c1 > 0, c2 ∈ [0, 1) et c3 > 0 tels que, sur Rd,
∆U 6 c1 +
c2
2
|∇U |2 , |∇2U | 6 c3 (1 + |∇U |) .
Alors, en suivant la preuve de [11, Theorem 10] (plus pre´cise´ment la construction de
l’ope´rateur borne´ A), l’Hypothe`se 1 est satisfaite de sorte que les The´ore`mes 1 et
2 s’appliquent. En comparaison, l’approche a` la Meyn-Tweedie, qui fournit elle aussi
l’inte´grabilite´ exponentielle des temps d’atteinte, a e´te´ applique´e a` la diffusion de Lan-
gevin sous diverses conditions sur U . Par exemple, du fait de la difficulte´ a` construire
une fonction de Lyapunov convenable, sept conditions techniques sont requises dans [13,
Hypothesis 1.1] sur U , qui mettent en jeu une fonction R dont l’existence est alors e´tablie
dans quelques cas particuliers. Les conditions de [11] sont plus ge´ne´rales et plus simples
a` ve´rifier.
Comme mentionne´ dans l’introduction, la comparaison entre [1] et[12] pour le Bouncy
Particle process est a` nouveau a` l’avantage de la me´thode DMS. D’autres exemples ou`
la me´thode DMS s’applique avec succe`s (et donc ou` l’Hypothe`se 1 est satisfaite) sont
pre´sente´s dans [4] et les re´fe´rences qui y figurent.
Autre exemple, conside´rons la diffusion fortement auto-inte´ragissante e´tudie´e dans
[3], qui est le processus (Xt)t>0 sur le T
d (avec T = R/(2piZ)) solution de
dXt = dBt −
∫ t
0
∇x1V (Xt,Xs)ds
ou` (x1, x2) ∈ Td×Td 7→ V (x1, x2) ∈ R est un potentiel C∞ et (Bt)t>0 est un mouvement
Brownien standard de dimension d. Sous l’hypothe`se supple´mentaire que V peut eˆtre
de´compose´e en
V (x1, x2) =
n∑
j=1
ajej(x1)ej(x2)
ou` n ∈ N∗ et, pour tout j ∈ J1, nK, ej est une fonction propre du laplacien (avec 〈ej , ek〉 =
0 si j 6= k) et aj ∈ R, alors le processus peut s’e´tendre en un processus de Markov de
dimension finite en posant Uj,t =
∫ t
0 ej(Xs)ds. En effet, (X,U1, . . . , Uj) ∈ Td × Rn est
solution du syste`me d’e´quations diffe´rentielles stochastiques
dXt = dBt −
n∑
j=1
aj∇ej(Xt)Uj,tdt
∀j ∈ J1, nK , dUj,t = ej(Xt)dt .
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L’exemple de base est V (x1, x2) = cos(x1−x2) = cos(x1) cos(x2)+ sin(x1) sin(x2) quand
d = 1, auquel cas le syste`me devient
dXt = dBt + sin(Xt)U1,tdt− cos(Xt)U2,tdt
dU1,t = cos(Xt)dt
dU2,t = sin(Xt)dt .
Dans le cas ge´ne´ral, sous re´serve que aj > 0 pour tout j ∈ J1, nK, le processus admet
une unique mesure de probabilite´ invariante
µ(dx,du1, . . . ,dun) ∝ exp

−1
2
n∑
j=1
aj|λj |2u2j

 dxdu1 . . . dun
ou` λj est la valeur propre du laplacien associe´e a` ej. Il est de´montre´ dans [3, Section 5] que
la me´thode DMS s’applique, et donc que l’Hypothe`se 1 est satisfaite. En comparaison,
nous sommes au courant de tentatives non publie´es de construction d’une fonction de
Lyapunov pour le syste`me (X,U1, . . . , Un), qui e´taient fructueuses mais tre`s de´licate dans
le cas particulier V (x1, x2) = cos(x1 − x2) et qui n’ont pu eˆtre e´tendues au cas ge´ne´ral
(ce qui souligne encore le fait que la construction d’une fonction de Lyapunov est une
taˆche ad hoc qui doit eˆtre re´pe´te´e a` chaque nouveau syste`me).
Enfin, remarquons que l’Hypothe`se 3 n’est satisfaite dans aucun des exemples ci-
dessus (en particulier pour les diffusions de Langevin et auto-interagissantes, Y0 n’est pas
borne´). Donnons donc maintenant un exemple pour s’assurer que le cadre d’application
du Corollaire 3 n’est pas vide. Conside´rons la diffusion (Xt, Ut)t>0 sur E = R×T solution
de {
dXt = cos(Ut)dt
dUt = −V ′(Xt) sin(Ut)dt+ dBt ,
avec V (x) = x2/
√
1 + x2. C’est une diffusion hypo-elliptique, non elliptique sur un espace
non-compact. Le ge´ne´rateur associe´ est L = Y0 + Y
2
1 avec
Y1 = ∂u , Y0 = cos(u)∂x − V ′(x) sin(u)∂u ,
qui sont des champs de vecteurs C∞, borne´s et dont toutes les de´rive´es sont borne´es.
Posons Z1 = ∂u,
Z2 = [Y1, Y0] = − sin(u)∂x − V ′(x) cos(u)∂u
Z3 = [Y1, Z2] = − cos(u)∂x + V ′(x) sin(u)∂u .
Alors pour tout f ∈ C∞(E) et (x, u) ∈ E,
(Z2f(x, u))
2
>
1
2
sin2(u) (∂xf(x, u))
2 − ‖V ′‖2∞ cos2(u) (∂uf(x, u))2 ,
et de meˆme pour Z3. En posant a1 = ‖V ′‖2∞ + 1/2 et a2 = a3 = 1, on obtient
3∑
j=1
aj (Zjf(x, u))
2
>
1
2
|∇f(x, u)|2
pour tout f ∈ C∞(E) et tout (x, u) ∈ E. L’Hypothe`se 3 est donc satisfaite.
Dans un second temps, montrons que la me´thode DMS s’applique ici, c’est-a`-dire que
les conditions (H1)− (H4) de [11] sont remplies. Soit µ la mesure de probabilite´s sur E
de densite´ par rapport a` la mesure de Lebesgue proportionnelle a` exp(−V (x)). Notons
7
Q = ∂2u et T = Y0. Alors, par inte´gration par partie, on voit que Q
∗ = Q et T ∗ = −T , ou`
G∗ de´signe le dual dans L2(µ) d’un ope´rateur G. En particulier, pour toutl f ∈ C∞c (E),∫
E
Lfdµ =
∫
E
f(Q∗ + T ∗)1dµ =
∫
E
f(Q− T )1dµ = 0 ,
ce qui montre que µ est invariante pour L. L’ine´galite´ de Poincare´ sur T donne
∫
E
(∂uf(x, u))
2e−V (x)dxdu > 4pi2
∫
E
(
f(x, u)−
∫
T
f(x, v)dv
)2
e−V (x)dxdu
pour tout f ∈ C∞c (E) (et donc, par densite´, pour tout f ∈ D(Q)), ce qui est exactement
la condition de coercivite´ microscopique (H1) de [11]. Notons Πf(x, u) =
∫
T
f(x, v)dv.
Alors
TΠf(x, u) = cos(u)∂x
∫
T
f(x, v)dv ,
et en particulier, puisque
∫
T cos(u)du = 0, TΠT = 0, qui est (H3) dans [11]. De plus, en
inte´grant derechef par partie,
(TΠ)∗f(x, u) =
∫
T
cos(v)
(
V ′(x)f(x, v) − ∂xf(x, v)
)
dv ,
de sorte que
(TΠ)∗TΠf(x, u) =
∫
T
cos(v)2
(
V ′(x)∂x − ∂2x
) ∫
f(x,w)dwdv
=
1
2
(
V ′(x)∂x − ∂2x
)
Πf(x, u) .
En consequence,∫
E
(TΠf)2 dµ =
1
2
∫
R
(∂xΠf)
2 e−V >
1
2
CP
∫
(Πf − µf)2 dµ ,
ou` CP est la constante de Poincare´ de la mesure e
−V . C’est la condition de coercivite´
macroscopique (H2) de [11]. Au vu de l’expression de (TΠ)
∗TΠ, la dernie`re condition
(H4) de [11] suit de [11, Lemma 4]. En consequence, l’Hypothe`se 1 est satisfaite.
Finalement, de´montrons que l’Hypothe`se 2 est satisfaite. En notant U˜t = Ut + pi,
remarquons que {
dXt = − cos(U˜t)dt
dU˜t = V
′(Xt) sin(U˜t)dt+ dBt .
En d’autres termes, (Xt, Ut + pi)t>0 est un processus de Markov de ge´ne´rateur L
∗ (ce
qui n’est pas sans rappeler le changement de variable w = −v pour la diffusion de
Langevin). En notant pt et p
∗
t les noyaux de transition de L et L
∗, on a donc, pour tout
(x, u), (y,w) ∈ E,
pt ((y,w), (x, u)) = p
∗
t ((x, u), (y,w)) = pt ((x, u− pi), (y,w − pi)) .
Puisque µ est invariante par la transformation (x, u) 7→ (x, u − pi), les densite´s rt =
pt/µ et r
∗
t = pt/µ satisfont la meˆme relation. D’apre`s [5, Theorem 1.5], l’Hypothe`se 3
implique que pt((x, u), (y,w)) 6 C(1 ∧ t)−M pour certains C,M > 0 uniforme´ment en
(x, u), (y,w) ∈ E. On borne alors
‖rt ((x, u), ·) ‖22 =
∫
E
rt ((x, u), (y,w)) rt ((y,w + pi), (x, u+ pi)) e
−V (y)dydw
6
CeV (x)
(1 ∧ t)M
∫
E
rt ((x, u), (y,w)) e
−V (y)dydw =
CeV (x)
(1 ∧ t)M
,
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ce qui e´tablit l’Hypothe`se 2.
En conclusion, Corollaire 3 s’applique pour le processus (Xt, Ut)t>0.De plus, le The´ore`me 2,
l’ine´galite´ (3) et la borne quantitative sur ‖rt ((x, u), ·) ‖2 donnent
E(x,u)
(
eθTU
)
6 Ce
1
2
V (x)
pour un certain C > 0 pour tout x ∈ E et tout ensemble U avec µ(U) > 0 et tout
θ < h (µ(U)).
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