This article gives a short tutorial on the MUSIC algorithm and the linear sampling method of [3] , and explains how the latter is an extension of the former.
Equation (2) is the MUSIC characterization of the range of . We note that for an operator that is not self-adjoint, MUSIC can be used with the singular value decomposition instead of the eigenvalue decomposition.
The use of MUSIC in signal processing
MUSIC is generally used in signal processing problems. In this case, we make measurements of some signal 
where the t 
The use of MUSIC in imaging
Devaney [2] has recently applied the MUSIC algorithm to the problem of estimating the locations of a number of point-like scatterers. The following is an outline of his approach.
We consider the mathematical model in which wave propagation is governed in free space by the Helmholtz equation 
For simplicity we consider only the case r j , i.e., more antennas than scatterers.
Because the Green's function is symmetric, is symmetric, but it is not selfadjoint. We form a self-adjoint matrix A A
, where the star denotes the adjoint and the bar denotes the complex conjugate (which is the same as the adjoint, since is symmetric). We note that is the frequency-domain version of a time-reversed multi-static response matrix; thus corresponds to performing a scattering experiment, time-reversing the received signals, and using them as input for a second scattering experiment [8] , [5] , [1] .
The matrix can be written
from which we see immediately that the eigenvectors of are the w y
. This means that the range of is spanned by the vectors ( y . Devaney's insight is that the MUSIC algorithm can now be used as follows to determine the location of the scatterers. Given any point and not on the particular basis V y . Kirsch [3] considers the scattering problem in which incident plane waves scatter off one or more impenetrable objects. He considers the far-field operator , which is an integral operator whose kernel is the far-field scattering amplitude. The operator satisfies a reciprocity condition but is not self-adjoint. Kirsch 
The linear sampling method

The basics of the linear sampling method
The algorithm of the linear sampling method is to plot, at each point , the quantity
. The plot will be identically zero whenever is outside all the scattering objects, and nonzero whenever is inside one of the scatterers.
Linear sampling for ± point scatterers
To see the connection between MUSIC and linear sampling, let us consider the linear sampling algorithm for the same case considered in section 1.3, namely when the scattering object is composed of weakly scattering point-like scatterers. Then, from the arguments of section 1.3, we find that the operator has a finite-dimensional range, so that the eigenvalues
are all zero. In that case, the condition (11) for V to be in the range of 
Discussion and open questions
It appears that the linear sampling method is an extension of the MUSIC imaging algorithm of [2] to the case of extended objects and infinite-dimensional scattering operators.
Many questions arise in connection with these algorithms. First, the MU-SIC algorithm uses only the null space of the operator . But we know that the eigenvectors of contain information about the scatterers. In particular, the eigenvector corresponding to the largest eigenvalue corresponds to a wave focusing on the strongest scatterer, and the eigenvalue contains information about the strength of the scatterer [8] , [1] . How can MUSIC be modified to make use of this information?
The linear sampling method, on the other hand, uses all the eigenvalues and eigenfunctions but produces only the location of the boundary of the scattering object. Yet we know that the eigenvalues and eigenfunctions contain all the information about the scatterer [9] , [4] . How can the eigenvalues and eigenfunctions be used to recover more information?
