This study presents a novel formulation of the approximate valence bond method, which can be applied as a very fast generator of the molecular potential energy function. The AVB2 model was formulated and parameterized for porphyrin and porphycene using results of quantum mechanical computations at the B3LYP/6-31G (d, p) level. The DFT potential energy, its gradients, and the Hessian-matrix elements, as well as effective atomic charges at local energy minima and transition states, were used for the parameterization of the AVB2 Hamiltonian matrix. The AVB2 method, and in particular its anharmonic version, very well reproduce the potential energy maps for all representative geometries of the studied systems, including harmonic frequencies, and possible proton translocations. For validation of the method, we performed molecular dynamics simulations for isolated molecules accounting for internal double proton transfer processes, which are strongly correlated with changes of the electronic charge density. The simulated power spectra were compared with the experimental infrared spectra. More precise simulations of IR spectra at the classical and quantum dynamics levels, as well as extensions of the AVB2 parameterization to electronic excited states, are the subject of further research.
Introduction
Most quantum-mechanical studies of larger (bio)molecular and nanosystems are carried out based on the Born-Oppenheimer approximation. This allows, in particular, to determine the quantum potential energy surface (Q-PES) for ground and/or excited states. Q-PES depends on the atomic positions (molecular geometry), that can be further applied to classical molecular dynamics simulations (MD) or to Monte Carlo (MC) sampling, to obtain time-averaged or ensembleaveraged molecular properties. We will be using the name Q-PES in order to clearly indicate its quantum origin, unlike PES, which is usually based on semi-empirical forcefield parameters, widely used in macromolecular MD or MC simulations. Q-PES, unlike PES, is not limited to a fixed topology of a molecule, it can describe the breaking of chemical bonds or the creation of new ones. Simulations of chemical reactions, including proton transfer processes, require high-level quantum mechanical calculations that are time-consuming. A typical methodological approach to such studies can be divided into two steps. The first step refers to high-level QM calculations to determine the local Q-PES shape for the selected stationary states. The second one refers to simulations of classical or quantum atomic (nuclear) motions. For simplicity, these approaches will be referred to as MD/Q-PES or QD/Q-PES. Note that analytical approximations of Q-PES can also be used in conventional MM and MD studies, and this is one of possible practical solutions for time-consuming simulations. Such approximation for smaller molecular systems can, for example, be obtained from the Shepard's interpolation of the local Taylor Q-PES expansion up to the second-order Hessian, or to higher terms [12] . The method was developed for local internal coordinates [15] , as well as for Cartesian coordinates [14] . In the latter case, PES symmetry with respect to molecular rotation has been ensured by the invariant integral method, but it substantially increases the computational cost of analytical potential derivatives. One can also design a multivariate PES approximation using other interpolation methods, see e.g., [10] and references therein. It should be noted, however, that such approaches have problems with the ability to transfer parameters from smaller molecular fragments to larger systems. For this reason, conventional databases of molecular "force-fields" typically do not contain such parameterizations. As for other practical approaches the Car-Parrinello molecular dynamics (CPMD) method should be indicated (see e.g., [11] for an overview) which, in particular, has been used to model molecular systems with intramolecular proton transfer, e.g., to porphycene and to its isotopomers [17, 20, 21] . CPMD belongs to the MD/Q-PES class, although this hybrid variational approach does not require diagonalization of the Hamiltonian matrix at each MD time-step, and is therefore faster than other conventional MD/Q-PES approaches, in particular faster than ab intio Born-Oppenheimer MD. It allows also for quantum delocalization of nuclei with the use of path-integral formalism (PIMD). However, CPMD and in particular PIMD, are not fast enough to be used for larger (bio)molecular systems and long MD or QD simulations. Therefore, when thinking of quantum-based physics of a PES and its applications for MD or QD simulations, attention should be paid to the very fast approximate valence bond (AVB) method, which was previously developed and applied for enzymatic reactions with proton transfer [2, 9, 16] and with some improvements [8] . Instead of parameterizing a Born-Oppenheimer PES to get its analytical approximation, it is much more effective to develop and apply an analytical approximation of the electronic Hamiltonian matrix, using a low-dimensional functional base, e.g., applying a valence-bond formalism. The original idea of such approach comes from A. Warshel and coworkers, see e.g., [13, 18, 19] , who formulated the empirical valence bond method (EVB). It should be noted, however, that the parameterization of Hamiltonian matrix elements using empirical parameters, which are based on ensemble averaged properties, raises some doubts. It is much safer to design a fast quantum generator of the potential energy function that is able to mimic high-level QM calculations, and take into account the influence of a molecular environment using molecular fields perturbing the quantum-domain Hamiltonian. This study further develops the AVB method for proton transfer processes [2, 9, 16] and applies it to two model systems: porphyrin and porphycene with an intramolecular double proton transfer. The aim is to accurately reproduce high-level ab initio calculations using an approximate low-dimensional Hamiltonian matrix, in particular the use of parameterization of Hessian matrix elements in stationary geometries. The method can be implemented using any coordinates, and in this study we apply a combination of internal and Cartesian coordinates. We use normal transformation [7] to ensure rotational invariance of Q-PES, without increasing the cost of analytical derivatives, for any number of atoms. The novel approach will be referred to as AVB2. The AVB2-PESes can further be used in MD, QD or QCMD simulations to reproduce and/or predict a wide range of molecular properties of these model molecules, including spectroscopic ones. Very preliminary applications of MD/AVB2-PES in the prediction of IR spectra are presented in this study. The next research will focus on more advanced simulations, including QCMD ones. It should also be emphasized that the methodology used to design these prototype AVB2-PESes, can be further applied to other molecules or molecular fragments, as well as to the design of Q-PESes of much larger molecules consisted of molecular fragments, already described by the known Q-PESes.
Model systems and DFT calculations
Our model systems are the porphyrin and porphycene molecules in their ground electronic state in vacuum. Since we have already been involved in studies of these molecules [5, 17] , this study is a natural extension of our previous analyzes. It should also be emphasized that due to the delocalization of protons in the molecular cavities of these molecules, which results in large changes in electron densities, these model molecules are difficult prototype-cases to design effective approximate AVB Hamiltonians. The Gaussian 03 program [4] was applied for DFT optimization of molecular geometries, as well as for calculations of Hessians. The spin-restricted B3LYP functional [3] and 6-31G(d,p) basis set were used. Optimized geometries are presented in Figs. 1(porphyrin), 2 and 3(porphycene). Geometry types, their symmetries, and relative energies are listed in Table 1 . In Table 1 , we also provide the number of distinct stationary points on Q-PESes, which represent geometry of the same type, but differ in the locations of individual protons with respect to the nitrogen atoms. For example, porphyrin has four stable trans geometries (Mt), which are starting points of 16 reaction paths (single proton transfers) passing through the saddle points (S1), and ending in eight stable cis points (Mc). In addition, it has eight reaction paths (double proton transfers) passing through four saddle points Table 1 . Stationary structures of porphyrin. In the upper row, the stationary states of porphyrin correspond to two minima: the trans and the cis configurations, Mt and Mc respectively; in the lower row, the saddle points of the 1st and 2nd orders, S1 and S2 respectively. The transition state S1 connects the trans and cis minima, while the transition state S2 connects two minima of the trans types, as well as two minima of the cis types In the upper row, the stationary states of porphycene correspond to two minima: the trans and the cis-a configurations, Mt and Ma, respectively; in the lower row-the saddle points of the 1st and 2nd orders, S1-at and S2-aa, respectively. The transition state S1-at connects the trans and cis-a minima while the transition state S2-aa connects two minima of the cis-a types In the upper row, the stationary states of porphycene corresponds to the cis-b minimum (it should be noted that it is the only structure that is not planar) and the saddle point of the 1st order, Mb and S1-bb respectively; in the lower row, the saddle points of the 1st and 2nd orders, S1-bt and S2-tt, respectively. These stationary states are not taking to the parameterization process because in room temperature these are not accessible (S2) and interconnecting a pair of Mt points, as well as a pair of Mc points. Porphycene is more complex because of two distinct stable cis forms (Ma and Mb). Some of these geometries are accessible at room temperature, when the total energy is of the order of 3N A kT 283 kJ/mol (N A = 38 is the total number of atoms). We are interested in the processes occurring in the low temperatures, below the total energy level of 100 kJ/mol. Porphycene has 18 stationary points in this range, but they fall into two separate domains of Q-PES, without the interconnecting paths. We further consider the dynamics in one domain with nine points only (2Mt, 2Ma, 4S1ta, S2aa), which excludes the exchange of protons in porphycene.
We also performed B3LYP/6-31G(d,p) DFT calculations of the two-dimensional Q-PES cross section for porphyrin. The molecule was fixed in the Mt geometry, with the exception of one cavity proton, which is moved on the twodimensional regular grid in the plane of the molecule. The resulting protonic map is presented in Fig. 4 .
The AVB2 potential energy
Consider a molecular system consisting of N A atoms with an approximate analytical Q-PES E(r), where r The geometry types are: M -minimum, S1(2) -saddle point of the 1st (2nd) order, t -trans, c -cis form, a, b -two distinct cis forms in porphycene is 3N A -dimensional vector of Cartesian coordinates. We assume that the system is isolated, and Q-PES should be invariant with respect to system's translations and rotations. We construct the invariant function in the form E(Rr + v), where the matrixR and vector v represent rotation and translation, respectively, of the whole system to the so-called normal orientation. The normal orientation minimizes the geometrical deviation with respect to the fixed reference geometry r 0 , The analytical expressions forR and v are known [14] , as well as their analytical first and second derivatives with respect to r [7] . The choice of r 0 is arbitrary, but for convenience we use the stationary geometry with the highest point symmetry. The standard orientation implemented in some quantum-mechanical programs is not useful here because in some cases (degenerated tensor of inertia) the corresponding geometry transformation is not continuous and not differentiable. Suppose the system has N M stable geometries, which represent the local minima of Q-PES, and are denoted r ii (i = 1, . . . , N M ). It is assumed hereafter that all stationary geometries, including the stable and saddle points, are provided in the normal orientation. We define E(r) as the lowest eigenvalue of a symmetric real-valued square electronic Hamiltonian matrixĤ (r) of the order
where c is the corresponding normalized eigenvector. The idea of parameterizing the potential through the matrixĤ is illustrated in Fig. 5 . The element H ii (r) represents a fixed electronic valence state and it is responsible for the local minimum of Q-PES at r ii , in the sense that for r r i . The local minima are parameterized up to the second order in Taylor expansion, B and C are the parameters of the matrix, vector and scalar type, respectively, and V i is an additional potential energy term which will be described later. Hereafter we consider two versions of the model. In the first one, called the local harmonic approximation (LHA), the generalized coordinates are equal to the relative Cartesian coordinates, x i = r − r ii . In the second version, called the non-harmonic approximation (NHA), we also apply the relative Cartesian coordinates for all atoms, except for the mobile protons. The proton's coordinates in NHA are,
where a and b are parameters, d and d i denote distance between the proton and its binding nitrogen atom (NH distance) in geometries r and r ii , respectively, whereas α and β are angles which describe deviation of the NH vector in r from the direction of the same vector in r ii . The angle α is measured in the plane defined by the nitrogen and its two neighbor carbon atoms (CNC plane), and the angle β is measured in the plane perpendicular to the CNC plane. This choice of the protonic generalized coordinates in NHA ensures the Morse-type potential for the protonacceptor bond and curved shape of the protonic potential well, which is more realistic than the shape resulting from LHA, compare Figs. 4 and 6. In the LHA model V i is equal to the quartic angular potential V qa , which was designed to strength stabilization of the co-planar geometry of pyrole rings and protons. It has quartic form, which does not influence the Hessian,
where θ and φ are dihedral angles, which are equal to zero in the planar stationary geometries, and B 1,2,3 denotes the parameters. The θ angles are defined by the following atoms: NCC x C in porphyrin (8 angles), or NCCC (4), (2) and C x C x CC (4), CNCC (4), CNCC x (4), NCCN (2) in porphycene (26 angles), where C x denote atoms, which interconnect the pyrrole subunits. The φ angles are improper dihedrals defined by the HNCC atoms, and describe deviation of the protons from the CNC planes. The index l runs through eight angles defined by each proton and each CNC group, so that as the potential V qa is independent on the valence state, and it is additive component of E(r). In the NHA model V i is sum of several terms, including: V qa , the non-bonding potentials V nb for proton-heavy atoms interactions, and the proton-proton interaction potential V pp . The non-bonding interactions are parametrized with the Morse function,
where d is the interatomic distance, and D, b and d o are the parameters, which depend on the type of heavy atoms. The list of non-bonding interactions depends on the valence state: the potential is applied between the proton and all heavy atoms, except the three atoms from the CNC group which binds the proton in the given valence state. The proton-proton interaction potential is,
where k is the Coulomb constant, e is the elementary charge, c is the parameter, and d is the interprotonic distance. Due to the linear term and the non-bonding potentials in Eq. 3, the minimum of H ii is usually not exactly in r ii , but this displacement is compensated by the coupling with other valence states, so that the resulting Q-PES (E = c TĤ c, where c i (r ii ) < 1), has the local minimum at r ii . The coupling is caused by the non-diagonal Hamiltonian elements, which are used to shape the Q-PES between the local minima, and are parameterized applying the following form,
where σ , B, and C are the parameters; x ij = r − r ij , r ij denotes the transition geometry (the saddle point) between r ii and r jj , x p denotes the subset of x ij with the six protonic The analytical gradient and Hessian of Q-PES can be computed based on the perturbation calculus,
where E (n) (n = 2, . . . , N M ) are higher eigenvalues ofĤ , F n is an auxiliary denotation,
and c (n) are eigenvectors ofĤ corresponding to the higher eigenvalues. The derivatives of E(Rr + v), are computed from derivatives of E(r) with help of the normal transformation formulae [7] . The AVB method describes also the atomic charges, and interaction of a molecule with an external electric field. The atomic charges are calculated from the following expression (a = 1, . . . , N A ),
where q ai are parameters, which can be selected so that q a (r ii ) are equal to the atomic charges derived from the quantum mechanical calculations, e.g., the ESP charges. The interaction of the molecule with the external electrostatic field can be described either by including the following additional terms in the AVB Hamiltonian
or by adding the following approximate term to the total AVB energy
where V a denotes the potential of the external electric field in location of atom a. In the first case, the AVB atomic charges change due to the external field, which corresponds to the molecular electronic polarization. In the second case, we account only for the static interaction, and ignore energy terms of the second-order with respect to the external electric field. 
Optimization of the parameters
where N T denotes the total number of stationary points, E ij andT ij denote the DFT energies and Hessians, respectively, in the stationary points, and k = 0, 1, 2 is a parameter that controls the fitting, see details further below. In the case of porphyrin, we have N M = 12 and N T = 32, in the case of porphycene low temperature regime N M = 4 and N T = 9. In each point in principle we have 1 + 3N A + N A (N A + 1)/2 = 6670 LHA parameters. This number can be significantly reduced taking into account molecular symmetries of the stationary geometries (see Table 1 ). We use the following expansions,
where V ij n (n = 1, . . . , 3N A ) denotes 3N A -dimensional eigenvectors ofT ij , A and B denote independent scalar parameters, and the primes indicate that the terms which violate the point symmetry of Q-PES are excluded from the sums. The above expansions allow to describe the stationary points of the same type with the same set of parameters. The total number of LHA parameters (C plus B plus A), which describe particular stationary points of porphyrin and porphycene are provided in Table 1 . In Eq. 17 we use the denotation of a special norm,
where w iin denotes the eigenvalue corresponding to the eigenvector V ij n ,w iin = w iin , with the exception of the six normal modes representing rotations and translations, for which we setw iin = 1. This special norm allows for a better reproduction of the high frequencies related to protons. We found that k = 1 (introduced in Eq. 17) is optimal to achieve the best fit in reproducing the frequencies with a minor loss of accuracy in determining the energies. We start optimization of the AVB LHA model for porphyrin by setting A ii = T ii for all i, and minimize ϒ 2 1 + ϒ 2 2 with the conjugate gradient method up to the zero value. In this stage, the Hessian parameters A are fixed and not optimized. In the next stage, we optimize all parameters including A, and we minimize the quantity ϒ 2 1 + ϒ 2 2 + ϒ 2 3 /20, until the model reproduces the energies up to 0.11 kJ/mol, the stationary geometries up to 0.002Å, and the Hessian frequencies up to 16 cm −1 . The scaling factor is set to 20 to balance the contribution of these three components. The accuracy of the AVB LHA Hessians before and after optimization is presented in Table 2 . Notice that optimization of Hessians involves only the local minima, and not the saddle points, consistently with the fact, that the off-diagonal elements of the Hamiltonian matrix are parameterized with linear expressions in the LHA model. Nevertheless, the AVB model reproduces qualitatively the DFT Hessians also in the saddle points, see Table 3 .
In the first stage of NHA optimization, we adopt and fix the parameters of the LHA model, and optimize the parameters appearing in the expressions (4) and (6) by minimization the root means square (RMS) deviation between AVB-PES and DFT-PES on the two-dimensional protonic map for porphyrin. The optimized NHA parameters are presented in Table S1 of the "Electronic supplementary material" (ESM). In the second stage, we reoptimize the parameters adopted from the LHA model, until the NHA model reproduces the energies up to 0.002 kJ/mol, the stationary geometries up to 0.0001Å, and the Hessian frequencies up to 1.3 cm −1 , see Table 2 . We use the same set of parameters from Table S1 of the ESM for all valence states of porphyrin and porphycene, except for the NH distance in non-bonding interaction (6) (1.02Å for porphyrin vs. 1.05Å for porphycene) and the exponential decay parameter in Eq. 8. The NHA model for porphycene was obtained applying the same schema as porphyrin skipping fitting the parameters appearing in expressions (4) and (6) . The accuracy of AVB NHA Hessians before and after optimization is presented in Tables 4 and 5 for the minima and saddle points, respectively. In Fig. 6 , we present the protonic maps of the AVB-PES for porphyrin in the LHA and NHA model. The relative RMS deviations between the DFT and AVB protonic maps for both porphyrin and porphycene with energies below 150 kJ/mol are in the range of 4-14% for NHA and 7-35% for LHA (see the details in Table S2 of the ESM).
In the last step, the quartic angular potential is optimized by fitting the AVB-PES to the DFT energies at geometries from random classical MD snapshots. The applied optimization procedure and in particular the nonharmonic approximation (NHA), in which the protonic generalized coordinates account for the Morse-type potentials of proton-acceptor bonds, allowed for very good reconstruction of the potential energy maps for all representative geometries of the studied systems, including possible translocations of protons (cf. Figs. 4 and 6) .
Tests of the optimized AVB2-PES
In order to examine the parametrized AVB2-PES, the two sets of MD simulations were carried out for the porphycene and porphyrin molecule. We performed the simulations in the Born-Oppenheimer approximation, applying the Verlet algorithm, with the ensuring numerical accuracy time step of 0.1 fs, in the NVE ensemble where the total energy corresponds to the room temperature (T=298 K). In order to simulate the power spectra, the dipole moment of the molecule μ tot (t) at time t was computed along the trajectories. Then, the total dipolar correlation function was computed, followed by the computation of its Fourier transformation, resulting in the spectrum function depending on frequency (see the details in the ESM). Each simulated spectrum is obtained from 45 of the 20-ps classical trajectories. For porphyrin, spectra obtained from our models are in qualitative agreement with the experimental data [1] . It should be noted that experimental peaks around 2305-2450 cm −1 are represented by the AVB2 peak around 2200 cm −1 , which does not exist in the Gaussian harmonic spectrum (see in Figs. S2 and S1 of the ESM). If the trans-cis conversion occurs in the dynamics, there should be a small, but detectable peak at 2333 cm −1 , that is "the cis fingerprint" [1] . It requires further studies, most likely with much longer MD/AVB2-PES simulations. Also in the case of porphycene, one observes a narrow peak instead of a broad band in the 400-1600 cm −1 region [5] , which possibly could appear with much longer MD/AVB2-PES simulations (see in Figs. S3 and S4 of the ESM). Then, we performed the series of MD/AVB2-PES simulations with one selected vibrational mode being excited. For porphycene, we applied the excitation along the strongest promoting normal mode (ν=182 cm −1 ) [5, 6, 17] . Starting from the trans state, we performed a series of simulations with the total energy in the range of 40-100 kJ/mol with interval 10 kJ/mol, and in the range of 51-79 kJ/mol with an interval of 1 kJ/mol. We used the Verlet algorithm in the NVE ensemble for 20-ps simulations. The time step of 0.1 fs was used to ensure numerical accuracy. As expected, the distributions of the proton transfers as a function of the initial kinetic energy is monotonically growing. A typical plot of the |c i | 2 coefficients representing Only those modes which have at least one deviation greater than 10 cm −1 are presented Table 3 Selected vibrational wave numbers (in cm −1 ) of porphyrin computed using the DFT method, implemented in the Gaussian '03 package in the S1 (upper part) and S2 (lower part) geometries, and the deviation between DFT and AVB wave numbers (see Table 2 Only those modes which have at least one deviation greater than 20 cm −1 for S1 and 30 cm −1 for S2 are presented an occupation measure of the trans minima (blue and magenta) and the cis minima (green) for porphycene is presented in Fig. 7 . We can observe many proton-transfer events in the first 5 ps, when the most excitation energy is set into the promoting normal mode, and after this time other modes gain energy of the initially excited one and the proton-transfer event is not so frequent, as already noted by Walewski [17] . Table 5 Selected vibrational wave numbers (in cm −1 ) of porphycene computed using the DFT method, implemented in the Gaussian '03 package in the S1 (upper part) and S2 (lower part) geometries, and the deviation betwxeen DFT and AVB wave numbers (see Table 4 
Conclusions
This study presents a novel theoretical model (AVB2)-a very fast quantum generator of the molecular potential energy based on the approximate valence bond method. AVB2 was parameterized using results of quantum mechanical computations at the DFT-B3LYP/6-31G (d, p) level. It should be emphasized that for the purposes of parameterization of AVB2 any other DFT or conventional ab initio method, which computes the potential energy at the BornOppenheimer method (Q-PES), Q-PES gradients and Q-PES Hessian elements, as well as effective atomic charges for local energy minima and transition states, can be used. Two difficult molecular systems were selected for the validation of the method: porphyrin and porphycene molecules. In their molecular cavities, double proton transfer processes occur, which are strongly correlated with changes of the electronic charge density. In the parameterization, the low-energy tautomeric structures of the above-mentioned systems were used. In contrast to many other methods which propose direct parameterization of Q-PESes, in the case of AVB2 we propose parameterization of the low-dimensional electronic Hamiltonian matrix elements. The AVB2 method, and in particular its nonharmonic version (NHA), very well reproduce the potential energy maps for all representative geometries of the studied systems, including possible proton translocations (compare Figs. 4 and 6 ). An additional, initial validation of the method was also performed by comparing the experimental and theoretical infrared spectra of the molecules. Qualitative agreement of spectra was obtained. It should be emphasized, however, that quantitative compliance is not yet possible, mainly for two reasons. First, conventional, classical formalism of the total dipolar correlation function and its Fourier transformation has known theoretical limitations, and in addition it would also be required to carry out much longer MD/AVB simulations to better reproduce low-frequency transitions. Secondly, it should be noted that motions of the protons are largely quantum in nature. Therefore, infrared spectra simulations have to go beyond the classical models and use quantum molecular dynamics simulations, i.e., the implementation of a QD/AVB2-PES model. This topic of research, as well as the possibility of extending the AVB2 parameterization to electronic excited states, are the subject of our further research.
