A new approach to computation of optimal policies for MDP (Markov decision process) models is introduced. The main idea is to solve not one, but an entire family of MDPs, parameterized by a weighting factor ζ that appears in the one-step reward function. For an MDP with d states, the family of value functions {h * ζ : ζ ∈ R} is the solution to an ODE,
Introduction
This paper concerns average-cost optimal control for Markovian models. It is assumed that there is a one-step reward w that is a function of state-input pairs. For a given policy that defines the input as a function of present and past state values, the resulting average reward is the limit infimum,
where X = {X(t) : t ≥ 0}, U = {U (t) : t ≥ 0} are the state and input sequences. Under general conditions, the maximum over all policies is deterministic and independent of the initial condition, and the optimal policy is state-feedback -obtained as the solution to the average-reward optimality equations (AROE) [2, 18] .
Background
In this paper the state space X on which X evolves is taken to be finite, but possibly large. It is well known that computation of a solution to the AROE may be difficult in such cases. This is one motivation for the introduction of approximation techniques such as TD-learning [3, 21] . An interesting alternative is to change the problem so that it is easily solved. In all of the prior work surveyed here, the setting is average-cost optimal control, so that the reward function is replaced by a cost function.
Brockett in [?] introduces a class of controlled Markov models in continuous time. The model and cost function are formulated so that the optimal control problem is easily solved numerically.
The present paper follows more closely the work of Todorov [22] , the similar earlier work of Kárný [11] , and the more recent sequels [10, 6] . Todorov's formulation requires dynamics that are unconstrained, in the sense that the controller can modify state transitions directly: If X(t) = x, then the input is defined by a probability mass function (pmf) on X:
Hence the input space is the simplex in R d , where d denotes the number of states. The MDP has a simple solution only under special conditions on the cost function. It is assumed in [22, 10, 6] that it is the sum two terms: The first is a cost function on X, which is completely unstructured. To define the second term in the cost function, it is assumed that a transition matrix P 0 is given, that models nominal (control-free) behavior. The second term is a "control cost", defined using Kullback-Leibler (K-L) divergence (also known as relative entropy). The only constraint on the input is through this cost function, which enforces µ( · ) ≺ P 0 (x, · ) for each t when x = X(t).
In most applications the transition matrix P 0 captures randomness from nature. For example, in a queueing model there is uncertainty in inter-arrival times or service times. An optimal solution in this framework would allow modification of arrival statistics and service statistics, which may be entirely infeasible. In this paper the K-L cost framework is extended to take into account stochastic constraints.
Contributions
The new approach to computation proposed in this paper is based on the solution of an entire family of MDP problems. Section 2 begins with a general MDP model in which the one-step reward function has the form,
where U : X → R, and c : X×U → R. For each ζ ∈ R, the solution to the average-reward optimization problem is based on a relative value function h * ζ : X → R. Under general conditions it is shown that these functions are obtained as the solution to an ordinary difference equation
Consequently, the solution to an entire family of MDPs can be obtained through the solution of a single ordinary differential equation (ODE).
Following the presentation of these general results, the paper focuses on the class of MDPs with transition dynamics given in (2) : the input space is a subset of the unit simplex in R d , and the cost function c is defined with respect to K-L divergence (see (16) and surrounding discussion). The optimal control formulation is far more general than in the aforementioned work [22, 10, 6] , as it allows for inclusion of exogenous randomness in the MDP model.
The dynamic programming equations become significantly more complex in this generality, so that in particular, the Perron-Frobenious computational approach used in prior work is no longer applicable. Nevertheless, the ODE approach can be applied to solve the family of MDP optimal control problems. The vector field V : R d → R d has special structure that further simplifies computation of the relative value functions.
Simultaneous computation of the optimal policies is essential in applications to "demand dispatch" for providing virtual energy storage from a large collection of flexible loads [1, 17, 6] . In these papers, randomized policies are designed for each of many thousands of electric loads in a distributed control architecture. In this context it is necessary to compute the optimal transition matrixP ζ for each ζ. Prior to the present work it was not possible to include any exogenous uncertainty in the load model.
In the companion paper [8] , the results of the present paper are applied to distributed control of flexible loads, including thermostatically controlled devices such as refrigerators and heating systems. This paper also contains extensions of the ODE method to generate transition matrices with desirable properties, without consideration of optimality. This research is a foundation for the recent patent application [7] .
The remainder of the paper is organized as follows. Section 2 sets the notation for the MDP models in a general setting, and presents an ODE approach to solving the AROE under minimal conditions on the model. Section 3 describes the Kullback-Leibler cost criterion. Special structure of optimal policies obtained in Theorem 3.4 leads to a simple representation of the ODE in Theorem 3.5. Conclusions and topics for future research are contained in Section 4.
ODE for MDPs

MDP model
Consider an MDP with finite state space X = {x 1 , . . . , x d }; the action space U is an open subset of R m . The state process is denoted X = (X(0), X(1), . . . ), and the input process U = (U (0), U (1), . . . ). The dynamics of the model are defined by a controlled transition matrix : for x, x ∈ X, and u ∈ U, this is defined by
where the right hand side is assumed independent of t = 0, 1, 2, . . . .
The one-step reward function is parameterized by a scalar ζ ∈ R,
where U : X → R, and c : X × U → R. Unless there is risk of confusion, dependency on ζ will be suppressed; for example, we write W rather than W ζ . In addition, there may be hard constraints: For each x ∈ X there is an open set U(x) ⊂ U consisting of feasible inputs U (t) when X(t) = x.
The optimal reward η * is defined to be the maximum of η in (1) over all policies. Under general conditions on the model, η * is deterministic, and is independent of x. Under further conditions, this value and the optimal policy are characterized by the AROE:
in which the function h * : X → R is called the relative value function. The stationary policy φ * is obtained from the AROE: φ * (x) ∈ U is a maximizing value of u in (4) for each x [2, 18] . Structure for the optimal average reward is obtained under minimal assumptions:
Suppose that for each ζ, the optimal reward η * ζ exists, is deterministic, and is independent of the initial condition. Suppose that this maximum is achieved with a stationary policy φ * ζ . Suppose moreover that these ergodic limits exist for each initial condition:
Then, η * ζ is convex as a function of ζ, with sub-derivative U ζ : For any ζ, ζ 0 ∈ R,
Proof. Convexity of η * ζ will follow from the lower bound. Alternatively, convexity is implied by the linear programming representation of average-cost optimal control, where η * ζ is defined as the maximum of linear functions of ζ [15, 4] .
To obtain the lower bound, choose any ζ, ζ 0 ∈ R, and consider the average reward for W ζ obtained using the policy φ * ζ 0 . We then have,
The first term on the right hand side is equal to η * ζ 0 . The second reduces to (ζ −ζ 0 )U ζ 0 on substituting
We next introduce an ODE that solves the AROE for each ζ.
ODE solution
To construct an ordinary differential equation for h * ζ requires several assumptions. The first is a normalization: The relative value function is not unique, since we can add a constant to obtain a new solution. We resolve this by fixing a state x • ∈ X, and assume that h * ζ (x • ) = 0 for each ζ.
For any function h : X → R, we define a new function on X × U via,
Similar notation is used for an uncontrolled transition matrixP .
Assumptions
(i) For each ζ, a solution to the AROE (h * ζ , η * ζ ) exists, with h ζ (x • ) = 0, and the pair is continuously differentiable in ζ. Moreover, the function of (x, u, ζ) defined by,
is jointly continuously differentiable in (ζ, u), with the representation
(ii) The stationary policy φ * ζ exists, and is continuously differentiable in ζ.
(iii) The optimal transition matrixP ζ is irreducible, with unique invariant pmf denoted π ζ , wherě
All of these assumptions hold for the class of MDP models considered in Section 3. These assumptions imply all of the conditions of Prop. 2.1. In addition, for each ζ there is a unique solution to Poisson's equation,
The function q * ζ is the "Q-function" that appears in Q-learning [3] . Under (i) and (ii), it follows from the AROE that for each x and ζ,
Proposition 2.2. Suppose that the assumptions of this section hold. Then, the relative value function is the solution to the ordinary differential equation,
in which the vector field V : R d → R d is obtained through the following steps: For a given function h : X → R, (i) Obtain a policy:
where the second equation follows from the definition (3).
(iii) Obtain the solution to Poisson's equation, U +P H = H + U , in which U is the steady-state mean of U under this policy. The solution is normalized so that H(x • ) = 0.
Proof. The domain of V is defined to be any h for which the solution to (i)-(iii) is possible. The domain may not include all functions h, but it is defined for any of the relative value functions {h * ζ }; this is true by the assumptions imposed in the proposition.
To establish the proposition it suffices to show that H * ζ = H ζ for each ζ, where H * ζ is given in (5) , and H ζ is the solution to Poisson's equation (6) .
The assumption that U is open and that q * ζ is continuously differentiable is used to apply the first-order condition for optimality of φ * ζ (x):
On differentiating each side of the AROE in the form (7), we obtain from the chain-rule
where in the last equation we have applied (5) . Rearranging terms leads to the fixed point equation
Example
The following simple example is used to illustrate the application of the ODE approach. Consider the scalar linear system,
with zero mean, and finite variance σ 2 W . The state space and action space are the real line, X = U = R. The ODE can be developed even in this infinite state-space setting.
The reward function is taken to be quadratic in the state variable, W(x, u) = −ζx 2 − c U (u). The cost function c U : R → R is continuously differentiable and convex, its derivative c U is globally Lipschitz continuous, and c U (0) = c U (0) = 0.
It is assumed in this example that ζ ≥ 0. It can be shown that the relative value function h * ζ is a concave function of x under these assumptions; it is normalized so that h * ζ (0) = 0 for each ζ ≥ 0 (that is, Notation is simplified if this is converted to an average-cost optimization problem, with one-step cost function C ζ (x, u) = ζx 2 + c U (u). We let g * ζ = −h * ζ , which is a convex and function on R. The AROE becomes the average-cost optimality equation,
The optimal policy is the minimizer,
The ODE is modified as follows. We let V be a function of non-negative convex functions g : R → R. Since we are minimizing cost, step (i) in the definition of V(g) becomes,
(i) Obtain a policy:
This is a convex optimization problem whose solution can be obtained numerically.
Step (ii) is obtained as follows:P
The solution to Poisson's equation in step (iii) of the proposition is more challenging. This might be approximated using a basis, as in TD-learning [3, 21] .
If the control cost is quadratic, c U (u) = u 2 , then the relative value function is also quadratic,
The optimal policy is linear, u = −kx for some gain k. The vector field in the ODE can be restricted to functions h of this form: For any b ≥ 0,
This gives u = −kx, with k = bα/(1 + b).
(ii) With a linear policy we obtain,P (x, A) = P{(α − k)x + W 1 ∈ A}.
(iii) Obtain the solution to Poisson's equation, U +P H = H + U , in which U is the steady-state mean of U under this policy. Since U = −x 2 is quadratic, it follows that H is also quadratic,
On substitution this simplifies to,
with boundary condition b * ζ | ζ=0 = 0. Fig. 1 shows the solution to this ODE for ζ ∈ [0, 1] with α = 0.95.
MDPs with Kullback-Leibler Cost
The general results of the previous section are now applied to a particular class of MDP models.
Assumptions and Notation
The dynamics of the MDP are assumed of the general form (2), where the action space consists of a convex subset of probability mass functions on X.
The definition of the cost function begins with the specification of a transition matrix P 0 that describes nominal (control-free) behavior. It is assumed to be irreducible and aperiodic. Equivalently, there is n 0 ≥ 1 such that for each x, x ∈ X,
It follows that P 0 admits a unique invariant pmf, denoted π 0 . In the MDP model we deviate from this nominal behavior, but restrict to transition matrices satisfying P (x, · ) ≺ P 0 (x, · ) for each x. In fact, the optimal solutions will be equivalent:
Under this condition it follows that P is also irreducible and aperiodic.
The following representation will be used in different contexts throughout the paper. Any function h : X × X → R is regarded as an unnormalized log-likelihood ratio: For x, x ∈ X we denote,
in which h(x | x) is the value of h at (x, x ) ∈ X × X, and Λ h (x) is the normalization constant,
For any transition matrix P , an invariant pmf is interpreted as a row vector, so that invariance can be expressed πP = π. Any function f : X → R is interpreted as a d-dimensional column vector, and we use the standard notation P f (
The fundamental matrix is the inverse,
where 1 ⊗ π is a matrix in which each row is identical, and equal to π. If P is irreducible and aperiodic, then it can be expressed as a power series:
with [P − 1 ⊗ π] 0 := I (the d × d identity matrix), and [P − 1 ⊗ π] n = P n − 1 ⊗ π for n ≥ 1.
The Donsker-Varadhan rate function is denoted,
Letting Π(x, x ) = π(x)P (x, x ) and Π 0 (x, x ) = π(x)P 0 (x, x ), we have
where D denotes K-L divergence. It is called a "rate function" because it defines the relative entropy rate between two stationary Markov chains, and appears in the theory of large deviations for Markov chains [12] . For the transition matrix P h defined in (12) , the rate function can be expressed in terms of its invariant pmf π h , the bivariate pmf Π h (x, x ) = π h (x)P h (x, x ), and the log moment generating function (13):
As in [22, 10, 6] , the rate function is used here to model the cost of deviation from the nominal transition matrix P 0 : the control objective in this prior work can be cast as the solution to the convex optimization problem,
where the maximum is over all transition matrices.
Nature & nurture In many applications it is necessary to include a model of randomness from nature along with the randomness introduced by the local control algorithm (nurture). This imposes additional constraints in the optimization problem (19) . Consider a Markov model in which the full state space is the cartesian product of two finite state spaces: X = X u × X n , where X u are components of the state that can be directly manipulated through control. The "nature" components X n are not subject to direct control. For example, these variables may be used to model service and arrival statistics in a queueing model, or uncertainty in terrain in an application to robotics.
Elements of X are denoted x = (x u , x n ). Any state transition matrix under consideration is assumed to have the following conditional-independence structure,
The matrix Q 0 is out of our control -this models dynamics such as the weather.
To underscore the generality of this model, consider a standard MDP model with finite state space S, finite action space A, and controlled transition law . Letting Φ denote the state process and U the input process, we have for any two states s, s , and any action a,
A randomized policy is defined by a function φ : A × S → [0, 1] for which φ( · | s) is a probability law on A for each s ∈ S. Proposition 3.1. Consider the MDP model with transition law and randomized policy φ. For each t ≥ 0 denote X n (t) = Φ(t) and X u (t) = U (t − 1), where X(0) = (U (−1), Φ(0)) is the initial condition. Then X = (X u , X n ) is a Markov chain on X = A × S, with transition matrix of the form (20) , where for x, x ∈ X,
Proof. From the definitions and Bayes' rule,
Recall that X(t) = (Φ(t), U (t − 1)). The pair (U (t − 1), Φ(t + 1)) are conditionally independent given (Φ(t), U (t)), so that the right hand side becomes,
This establishes the desired result:
Optimal control with Kullback-Leibler cost
We consider now the optimization problem (19) , subject to the structural constraint (20) , with Q 0 fixed. The maximizer defines a transition matrix that is denoted,
It is shown in Prop. 3.3 that this can be cast as a convex program, even when subject to the structural constraint (20) . The optimization variable in the convex program will be taken to be pmfs Π on the product space X × X u .
Define for each π and R the pmf on X × X u ,
The pmf π can be recovered from Π π,R via π(x) = x u Π π,R (x, x u ), x ∈ X, and the matrix R can also be recovered via R(x, x u ) = Π π,R (x, x u )/π(x), provided π(x) > 0.
The following result shows that we can restrict to R for which Π π,R ≺ Π π 0 ,R 0 .
Lemma 3.2. For any transition matrix P ,
Proof. If K(P P 0 ) < ∞ then P (x, · ) ≺ P 0 (x, · ) and hence also R(x, · ) ≺ R 0 (x, · ) for each x ∈ X satisfying π(x) > 0. It follows that P (x, · ) ≺ P 0 (x, · ) for such x, and thence π ≺ π 0 . Hence, if K(P P 0 ) < ∞ then for each x and x u ,
which establishes one implication: Π π,R ≺ Π π 0 ,R 0 whenever K(P P 0 ) < ∞.
Conversely, if Π π,R ≺ Π π 0 ,R 0 then K(P P 0 ) < ∞ by the definition of K, and the convention s log(s) = 0 when s = 0. Lemma 3.2 is one step towards the proof of the following convex program representation of (19): Proposition 3.3. The objective function in (19) is concave in the variable Π = Π π,R , subject to the convex constraints,
It admits an optimizer Π * (x,
Consequently, there exists an optimizerP ζ for (21), with invariant pmfπ ζ .
Proof. We first consider the constraints: (a) is by definition, and (c) is the invariance constraint for (π, P ). Constraint (b) is without loss of generality, given Lemma 3.2.
Next we turn to the objective function: The function to be maximized in (19) can be expressed
The second equation follows from the assumption that P depends on R through (20) . Multiplying each side by π(x) and summing over x we obtain a representation in terms of the variable Π π,R , with ζπ(U) − K(
The K-L divergence D is known to be jointly convex in its two arguments [9] . Since Π π,R 0 is a linear function of Π π,R , this establishes concavity. The existence of an optimizer follows from the fact that the function to be optimized is continuous as a function of Π π,R , and the domain of optimization (23a-23c) is compact.
It is shown in Theorem 3.4 that the optimal value η * ζ together with a relative value function h * ζ solve the average reward optimization equation (AROE):
Recall that the relative value function is not unique, since a new solution is obtained by adding a non-zero constant; the normalization h * ζ (x • ) = 0 is imposed, where x • ∈ X is a fixed state. The proof of Theorem 3.4 is given in the Appendix. (i) The optimizerP ζ can be obtained from the relative value function h * ζ as follows:
where for x ∈ X, x u ∈ X u ,
and Λ h ζ (x) is the normalizing constant (13) with h = h ζ .
(ii) {π ζ ,P ζ , h * ζ , η * ζ : ζ ∈ R} are continuously differentiable in the parameter ζ.
The fact that the domain of optimization (23a-23c) is compact was helpful in establishing the existence of an optimizer. However, the results in Section 2 require that the action space be an open set. To apply the results of Section 2 we can apply Theorem 3.4 (i), which justifies the restriction (11) . The restricted action space is an open subset of R m for some m < d.
Representations for the derivatives in Theorem 3.4 (ii), in particular the derivative of Λ h * ζ with respect to ζ, lead to a representation for the ODE used to compute the optimal transition matrices {P ζ }.
ODE Solution
It is shown here that the assumptions of Prop. 2.2 hold, and hence the relative value functions {h * ζ : ζ ∈ R} can be obtained as the solution to an ODE. At the start of Section 2 is is assumed that the action space is an open subset of Euclidean space, and this assumption is required in Prop. 2.2. This can be imposed without loss of generality since any optimizer satisfies (11) .
It is convenient to generalize the problem slightly here. Let {h • ζ : ζ ∈ R} denote a family of functions on X, continuously differentiable in the parameter ζ. They are not necessarily relative value functions, but we maintain the structure established in Theorem 3.4 for the family of transition matrices. Denote,
and then define as in (12),
The function Λ h ζ : X → R is a normalizing constant, exactly as in (13):
We begin with a general method to construct a family of functions {h • ζ : ζ ∈ R} based on an ODE. Using notation similar to Prop. 2.2, the ODE is expressed,
with boundary condition h • 0 ≡ 0. A particular instance of the method will result in h • ζ = h * ζ for each ζ.
Assumed given is a mapping H • from transition matrices to functions on X. Following this, the vector field V is obtained through the following two steps: For a function h : X → R, (i) Define a new transition matrix via (12) ,
in which h(x u | x) = x n Q 0 (x, x n )h(x u , x n ), and Λ h (x) is a normalizing constant.
(ii) Compute H • = H • (P h ), and define V(h) = H • . It is assumed that the functional H • is constructed so that H • (x • ) = 0 for any P .
In [8] the functional H • is designed to ensure desirable properties in the "demand dispatch" application that is the focus of that paper. It is shown here that a particular choice of the function H • will provide the solution to the collection of MDPs (19) . Its domain will include only transition matrices that are irreducible and aperiodic. For any transition matrix P in this domain, the fundamental matrix Z is obtained using (14) , and then H • = H • (P ) is defined as
The function H • is a solution to Poisson's equation,
where U (also written π(U)) is the steady-state mean of U:
The proof of Theorem 3.5 is given in the Appendix. We sketch here the main ideas of the proof of Theorem 3.5. The Implicit Function Theorem is used to establish differentiability of the relative value functions and average reward as a function of ζ, as required in Prop. 2.2.
The next step is to establish the particular form for the ODE. The statement of the theorem is equivalent to the representation H * ζ = H • (P ζ ) for each ζ, where h * ζ is the relative value function,P ζ is defined in (21) , and
The first step in the proof of (35) is a fixed point equation that follows from the AROE. The following identity is given in Prop. A.2:
A representation for the derivative of the log moment generating function is obtained in Lemma B.4,
Differentiating each side of (36) then gives,
This is Poisson's equation, and it follows thatπ ζ (U) = d dζ η * ζ . Moreover, since h * ζ (x • ) = 0 for every ζ, we must have H * ζ (x • ) = 0 as well. Since the solution to Poisson's equation with this normalization is unique, we conclude that (35) holds, and hence H * ζ = H • (P ζ ) as claimed.
Conclusions
It is surprising that an MDP can be solved using an ODE under general conditions, and fortunate that this ODE admits simple structure in the K-L cost framework that is a focus of the paper. It is likely that the ODE has special structure for other classes of MDPs, such as the "rational inattention" framework of [?, ?, 19, 20] . The computational efficiency of this approach will depend in part on numerical properties of the ODE, such as its sensitivity for high dimensional models.
Finally, it is hoped that this approach will lead to new approaches to approximate dynamic programming.
Appendices A AROE and Duality
Based on the linear programming (LP) approach to dynamic programming [15, 4] , it can be shown that the AROE is the dual of the primal problem (19) . The relative value function h * is the dual variable associated with the invariance constraint π = πP [4] . To prove Theorem 3.4 we require properties of the primal and dual.
The primal (19) is equivalently expressed,
π(x)W(x, R) : (20) holds, and π = πP (38)
The AROE becomes,
It will be shown that (39) can be interpreted as a dual of the convex program (38). We first characterize its optimizer, denotedŘ ζ . This representation is based on the convex duality between K-L divergence and the log-moment generating function recalled in Lemma A.1.
Fix a pmf µ 0 on X. For any function F : X → R, the log-moment generating function is denoted
The mean of a function F under an arbitrary pmf µ is denoted µ(F ) = x µ(x)F (x). The following lemma can be regarded as a consequence of Kullback's inequality (see eqn (4.5) of [13] ); see also Theorem 3.1.2 of [9] .
Lemma A.1. The log-moment generating function is the convex dual of relative entropy,
where the maximum is over all pmfs, and is achieved uniquely with,
The following representation forŘ ζ easily follows. The fixed point equation appearing in Prop. A.2 was previously stated in (36).
Proposition A.2. The control matrix maximizing the left hand side of (39) is given by,
Consequently, the AROE is equivalent to the fixed point equation
Proof. Using (24), the AROE becomes h *
Recalling the notation h *
For fixed
The maximization variable in (41) is µ, and the maximization problem we must solve is,
The formula for the optimizer µ * in Lemma A.1 gives the expression forŘ ζ in (40).
The fact that the optimal value is Λ(F ) implies the fixed point equation (36).
It is established next that the AROE does indeed hold, by constructing a dual of (38) obtained though a relaxation of the invariance constraint. A dual functional ϕ * ζ is defined for any function h :
where (π, R) are now independent variables, and P is obtained from R via (20) . We have ϕ * ζ (h) ≥ η * ζ for any h, and there is no duality gap:
is a solution to the AROE (25).
Proof. To show that there is no duality gap we apply Prop. 3.3, which establishes that the primal is a convex program, and hence a sufficient condition is Slater's condition [5, Section 5.3.2] . This condition holds because Π π 0 ,R 0 is in the relative interior of the constraint-set for the primal.
Since there is no duality gap, it then follows that there exists a maximizer for ϕ * ζ , denoted h * ζ , which satisfies η * ζ = ϕ * ζ (h * ζ ). To obtain the AROE, consider this representation:
The maximum over pmfs π is the same as the maximum over x:
To complete the proof we must remove the maximum over x. For this, recall that π 0 and henceπ ζ have full support (they are strictly positive on all of X). Prop. A.2 implies that the maximum over R is uniquely given byŘ ζ in (40), so that
Averaging over the optimizing pmfπ ζ gives, by invariance,
Becauseπ ζ (x) > 0 for every x, it follows that the AROE (39) holds:
B Derivatives
The proof of Part (ii) of Theorem 3.4 is obtained through a sequence of lemmas. We first obtain an alternative representation for the fixed point equation ( 
The proof of Theorem 3.4 will require the Implicit Function Theorem. The following version of this result is taken from [14, Theorem 11.5] .
Proposition B.1 (Implicit Function Theorem). Suppose that A ⊂ R n and B ⊂ R m are open, and that F : A × B → R m is continuously differentiable. Suppose moreover that there exists (x 0 , y 0 ) ∈ A × B for which the following hold: F (x 0 , y 0 ) = 0, and the matrix ∂/∂yF (x 0 , y 0 ) has rank m.
Then, there is a ball O ⊂ A about x 0 and a continuously differentiable function g : O → B such the equation F (x, y) = 0 is uniquely determined by y = g(x), for each x ∈ O.
To apply Prop. B.1, we take F = F and (x, y) = (ζ, h), so that n = 1 and m = d. We apply the result to any (ζ 0 , h * ζ 0 ) to establish that the mapping ζ → h * ζ is C 1 . For this we require a representation for the derivative of F with respect to the variable h. The derivative is represented as a d × d matrix, defined so that for any function g : X → X, 
