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1 Introduction
Animals acquire knowledge about the physical world with the help of dedicated sensory
systems. In order to support behavioral skills like orientation or communication different
aspects of physical stimuli have to be filtered and need an adequate representation in the
nervous system.
However, representation of a sensory cue by a population of neurons does not always
reflect optimal signaling of that cue. Suboptimal solutions may have arisen by evolution-
ary restraints or even by a lack of evolutionary pressure. Alternatively, these solutions
may be optimal but rather with respect to the required motor control functions (Salinas,
2006) than with respect to sensory information transmission.
The auditory systems of most vertebrates and some insects are well suited not only
for communication with or identification of the sound emitting source but also for the
localization of that source. Interaural time differences (ITDs) of acoustic signals represent
a major cue for sound localization in most animals including humans. ITDs result from
the finite propagation velocity of sound in a medium (in air ca. 343m/s) and the different
path lengths that the sound has to travel to the two ears. ITDs change with the horizontal
angle (azimuth) between the axis of the two ears and the sound source. Depending on
the head and ear morphology of the animal and the conduction velocity, ITDs are in the
range of tens or hundreds of microseconds and thus require time critical computations
by the brain.
Representation of interaural time difference (ITD) in different animals and brain struc-
tures has been discussed controversially, recently with recurrence to arguments of optimal
sensory coding (Harper & McAlpine, 2004) and evolutionary pressure (Wagner et al.,
2007). In this thesis I present data on ITD representation in the forebrain of the barn
owl which substantially differs from the ITD representation known from the barn owl
midbrain. These data underline the strong impact of behavioral function on sensory
representations, since evolutionary as well as optimal coding conditions are constant in
the same animal.
In a pioneering top down research approach by Knudsen & Konishi (1978b,a), ITD
sensitive neurons were discovered in the barn owl’s inferior colliculus (IC). These neurons
were arranged in a topographic map of space each being sensitive to a specific value of
interaural time and level difference (ITD and ILD). Since this was the first evidence for
a computed sensory map, the barn owl became a model system for the investigation of
neural mechanisms underlying sound localization.
Two complementary theoretical concepts have been proposed for algorithms suitable to
compute ITDs: The Jeffress model (Jeffress, 1948) and the rule of straightness weighting
(Stern et al., 1988). Jeffress proposed a cross-correlation like process that results in
a place code of ITD. This model can be an explanation for the measurement of time
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differences, but leaves the problem of phase ambiguities to be solved by higher processing
centers. The second important concept in sound localization, known as the “straightness
weighting rule”, was derived from psychophysical data and claimed a neural weighting
rule that favors consistency of ITD in different frequency channels (Trahiotis & Stern,
1989) and thereby resolves phase ambiguities.
Research in barn owls yielded physiological evidence for the implementation of both
concepts: the Jeffress model is realized in the barn owl’s brainstem (Carr & Konishi,
1988, 1990) and the concept of straightness weighting has its neural implementation in
the midbrain (Wagner et al., 1987; Saberi et al., 1999; Mazer, 1998). The link between the
resulting mapped representation of ITD (and ILD) in the midbrain and its behavioral
relevance in sound source localization was established convincingly in several studies
(Knudsen, 1982; Knudsen et al., 1993; Wagner, 1993).
However, in mammals the computation of ITDs is still a contentious issue. It has not
been resolved to which extent the computation of ITDs conforms with either the Jeffress
model or the straightness-weighting rule. Furthermore, it remains unclear whether dif-
ferences within mammalian species and with respect to barn owls can be explained on
grounds of evolutionary arguments, functional considerations or optimal coding.
This thesis touches central aspects of the current debate on ITD coding. ITD rep-
resentation in the auditory forebrain of the barn owl was investigated with respect to
computational mechanisms on the single unit as well as on the population level. On
both levels clear differences were found to ITD representation in the midbrain of the owl.
But my results show some similarities to the representation of ITD in the mammalian
midbrain. Differences in ITD coding between forebrain and midbrain in the owl may
be due to different cognitive or motor tasks subserved by sensory representations in the
forebrain, as the mentioned evolutionary arguments do not apply in different brain struc-
tures of the same animal. In fact, the results shed light on general aspects of task division
between forebrain and midbrain. Moreover, they emphasize the influence exerted by the
required behavioral function supported by a sensory cue on the representation of that
cue in a population of neurons.
1.1 ITD representation in the barn owl
1.1.1 The animal model
The barn owl is a nocturnal predator that strongly relies on its ability to localize sound
(Payne, 1971). Its hearing range is between 200Hz and 12 kHz with the lowest thresholds
in the range of 3-8 kHz (Dyson et al., 1998). As an auditory specialist, the owl has a
facial ruff that works as a sound collector (Payne, 1971; Coles & Guppy, 1988). The
ruff also enhances directionality for the two major cues used in sound localization, inter-
aural time difference (ITD) and interaural level difference (ILD) (von Campenhausen &
Wagner, 2006). In the owl, ITDs change with the horizontal angle of the sound source
(azimuth), while ILDs change with the vertical angle (elevation) (Moiseff, 1989a,b; Olsen
et al., 1989; Keller et al., 1998). This is contrary to mammals who use both ITDs
and ILDs to determine the azimuth of a sound source in the low and high frequency
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range, respectively (Blauert, 1997). This thesis will be concerned with the processing of
ITDs only. Neurophysiological and anatomical studies of the barn owl’s brain structures
dedicated to ITD processing substantially enlightened our understanding of the neural
mechanisms underlying sound localization (for a review see Konishi (2003)). Behavioral
studies clearly demonstrate the relevance of ITD as the prevailing cue used by the owl to
determine the azimuth of a sound source (Moiseff & Konishi, 1981a; Saberi et al., 1998;
Poganiatz et al., 2001).
1.1.2 ITD processing in the brainstem: Implementation of the Jeffress
model
Auditory nerve fibers convey information about timing through phase locking, i.e. spikes
occur only at a certain phase of the signal. Due to the filter properties of the basilar
papilla, each auditory nerve fiber can only be excited by a narrow band of frequencies.
In the barn owl phase locking has been reported up to frequencies of 9 kHz (Koppl,
1997a). The auditory nerve fibers project to two nuclei of the brainstem, the nucleus
magnocellularis (NM) and the nucleus angularis, which are the starting points of two
separate processing pathways for ITD and ILD, respectively. Projections of NM neurons
of both hemispheres converge on neurons of the nucleus laminaris (NL), which is the
first station of binaural processing. In order to compute ITD, a binaural comparison of
timing between the phase locked spikes in the same frequency channel is necessary.
Figure 1.1: Schematic drawing of the implementation of the Jeffress model in the barn owl’s
nucleus laminaris (NL). Tonotopically organized inputs from the nucleus magnocellularus (NM)
of both hemispheres reach the NL via axonal delay lines. Neurons in NL act as coincidence
detectors that generate spikes when phase locked inputs from the two ears arrive synchronously.
Processing of ITD in narrow band frequency channels leads to maps of ITD along an axis of best
frequency. Gray shading refers to tonotopy in NL. Activity of single units is indicated by the
thickness of contour lines for a sound arriving with an ITD of 0µs at the two ears.
In his place theory of sound localization (1948) Jeffress proposed that neurons could
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form a place map of ITD, if the inputs from both ears to an array of neurons were de-
layed systematically by the so called delay lines. A second claim was that the neurons
which receive the binaural input should act as coincidence detectors, i.e. they produce
spikes exclusively in response to synchronously arriving inputs from both ears. Such a
coincidence detector would respond best, if the ITD caused by the horizontal angle of
the sound source was compensated by the delay generated through the delay lines. This
arrangement would result in a mapped representation of ITD in the brain. As illustrated
in figure 1.1, NM innervation to NL neurons conforms to the Jeffress model and leads
to multiple mapped representations of ITD within each frequency band (Carr & Kon-
ishi, 1988, 1990; Sullivan & Konishi, 1986) and along the tonotopic axis of NL. However,
the Jeffress model as only explanation of ITD coding has its limitations. Individual co-
incidence detector neurons cannot signal ITD unambiguously. A response function to
changing ITDs displays periodical peaks. The best response occurs at the delay compen-
sated by the delay lines and at every additional integer multiple of the period of the units
best frequency. This phenomenon is called phase ambiguity and is behaviorally relevant
as owls may localize illusionary targets when stimulated with pure tones or narrowband
signals (Saberi et al., 1999). Similar observations have been made in psychophysical ex-
periments in humans (Trahiotis & Stern, 1989). Illusionary sound sources do not occur
if the signal bandwidth exceeds 3 kHz in the owl (Saberi et al., 1999). Integration of
information from different frequency channels is a suitable way to eliminate phase ambi-
guities. Across-frequency integration in the owl occurs in the midbrain pathway and is
well studied. It also occurs a second time in the forebrain pathway and will be the main
topic of this thesis.
1.1.3 Across-frequency integration in the midbrain: Implementation of
straightness weighting
NL projects indirectly via the dorsal lateral lemniscus and directly to the core of the
central nucleus of the owl’s inferior colliculus (ICCcore) (Takahashi & Konishi, 1988a,b).
Throughout these processing stations, the signal to noise ratio of ITD encoding improves
(Christianson & Pena, 2006), but ITD representation continues in narrowband frequency
channels with phase ambiguous ITD tuning of single units (Wagner et al., 1987, 2002).
As illustrated in figure 1.2, neurons in the ICC are arranged in tonotopic layers with low
best frequencies being represented dorsally and high best frequencies ventrally. Neurons
in a dorsoventral column are tuned to different best frequencies, but exhibit peak re-
sponses to one ITD, the so called array-specific ITD and its phase equivalents (Wagner
et al., 1987, 2007). Figure 1.2 shows simulated periodical tuning curves for each of the
neurons in an array tuned to an array-specific ITD of −60µs. Projections from units of
an ICC column converge onto neurons in the ICX (Knudsen & Knudsen, 1983; Wagner
et al., 1987). As a result ICX neurons are responsive to a broad range of frequencies.
In response to noise stimuli these neurons do not show phase ambiguity (Takahashi &
Konishi, 1986), but respond best to one single value of ITD. The axis of best ITD rep-
resentation found in the ICC is conveyed to the ICX, where ITD is mapped along one
axis and ILD along the other. Remarkably, tuning to frequencies lower than 3 kHz is
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common in ICC, but not in ICX neurons (Wagner et al., 2007). Hence, across-frequency
convergence in ICX primarily involves higher frequencies as indicated in figure 1.2. Sum-
marizing, the problem of phase ambiguity that naturally follows from the implementation
of the Jeffress model can be solved by across-frequency integration. A theoretical concept
of this solution has been proposed by Stern et al. (1988). They proposed the so called
rule of “straightness weighting”, which was thought of as a neural mechanism comparing
ITDs and phase equivalents over the frequency range and extracting the one ITD that
is consistently represented in all frequency bands. In compliance with this rule, psy-
chophysical experiments on humans indicated that correct localization was dependent on
a minimal bandwidth contained in the signal (Trahiotis & Stern, 1989). The coordinated
across-frequency integration circuit realized in the owl’s IC can be understood as a neural
implementation of the straightness weighting rule.
Figure 1.2: Schematic drawing of the implementation of straightness weighting by across-
frequency integration in the barn owl’s midbrain. Neurons in the ICCcore are arranged in
tonotopic layers and along an axis of best ITD. Individual neurons exhibit phase ambiguous
tuning to ITD, here shown for neurons sharing a best ITD at −60µs at different best frequencies
(numbers in Hz). Neurons in the ICX receive converging inputs from neurons in the ICCcore that
are tuned to different frequencies above 2 kHz but share one best ITD. ICX neurons are arranged
along an axis of best ITD. As a result of across-frequency convergence, their tuning curves to
ITD are not phase-ambiguous, while their frequency tuning is broad. This scheme corresponds
to the neural arrangement in the right midbrain of the owl where the anterior-posterior axis
represents increasing values of negative ITDs. Note that ITD sensitivity in the low frequency
range as seen in ICC does not contribute to across-frequency convergence in ICX.
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1.1.4 Aims of the thesis: ITD representation in the barn owl forebrain
This thesis aims at uncovering mechanisms of across-frequency integration in the auditory
forebrain of the barn owl. Auditory receptive fields of neurons in the forebrain of the
barn owl have been described in an early study by Knudsen et al. (1977), yet more
detailed studies of these neurons followed only about two decades later. The forebrain
receives auditory inputs via two distinct pathways: (1)Direct projections from lemniscal
neurons bypass the thalamus and reach the nucleus basalis of the forebrain (Wild et al.,
2001). (2) Projections from the ICC to thalamic nucleus ovoidalis (Ov) give rise to
the thalamofugal pathway (Cohen et al., 1998; Arthur, 2004). Ov projects to Field L
which in turn sends major projections to the auditory part of the arcopallium (AAr) and
to the lateral striatum (Cohen et al., 1998). The AAr may represent a sensory-motor
integration center as it projects back into the auditory space map of the OT as well as
to the motor nuclei in the brainstem. Head saccades can be elicited by stimulating the
auditory gaze fields, the larger brain area containing the AAr. Both auditory pathways,
the midbrain pathway ending in OT and the thalamic forebrain pathway ending in the
AAr can mediate sound localization behavior independently (Wagner, 1993; Knudsen
et al., 1993; Knudsen & Knudsen, 1996a). However, the direct projection from AAr to OT
may serve as top down control between forebrain and midbrain (Winkowski & Knudsen,
2006, 2007). ITD sensitivity is conserved in the forebrain pathway and has been described
for thalamic neurons (Proctor & Konishi, 1997; Perez & Pena, 2006), neurons of Field L
(Cohen & Knudsen, 1998), neurons of the lateral striatum (Cohen & Knudsen, 1994) and
neurons in the AAr (Cohen & Knudsen, 1995). Tonotopic arrangement of neurons was
observed in the thalamus (Proctor & Konishi, 1997) and in Field L (Cohen & Knudsen,
1996). While ITD tuning in the thalamus was described as being diverse with some units
showing phase ambiguity and others exhibiting a main peak in the ITD tuning (Proctor
& Konishi, 1997; Perez & Pena, 2006), ITD tuning in Field L was compared to that in
ICC for its phase ambiguity (Cohen & Knudsen, 1998). Most neurons in the AAr as well
as in the lateral striatum were found to exhibit unambiguous tuning to ITD and ILD
and were responsive to broad ranges of frequencies (Cohen & Knudsen, 1995, 1994). The
apparent similarity in broadening of frequency tuning and resolution of phase ambiguities
in the midbrain and the forebrain pathway, raises the question whether the mechanisms
of across-frequency integration are similar as well.
In this thesis, I present evidence for substantial differences in frequency and ITD
tuning of forebrain AAr and midbrain ICX units (chapter 3). Subsequently, I introduce
a new method based on discrete Fourier transforms to investigate mechanisms of across-
frequency integration and the linearity of this process. Using both the classical and the
new method, I finally show that the differences in ITD representation can be explained
by differences in across-frequency integration between the forebrain and the midbrain of
the owl (chapter 4). The ITD representation in the forebrain may reflect its involvement
into tasks requiring ITD discrimination for complex auditory behaviors beyond sound
localization.
2 Methods
2.1 Owl handling
Eight animals were used in this study. Owls were kept in aviaries (ca.2 × 5 × 3m3)
at natural light-dark hours and fed on one day-old chicks. The day previous to an
experiment owls did not receive any food. On experimental days, owls were transported
to the experimental room in a small dark box. After a first injection of Diazepam
(Valium, 1mg/kg), they were allowed to retire in the box for another 30 minutes until the
onset of the sedating effect. Anesthesia was initiated by the first injection of Ketamine
(30mg/kg). A single dose of Atropinesulfate (0.065mg/kg) was injected to prevent
excessive saliva production during anesthesia. Birds were wrapped into a cloth jacket
to keep body temperature constant. The jacket also served to tether the animal to the
experimental holder in an upright position similar to the owl’s natural posture. The
head was held via a metal head piece that was implanted onto each owl’s skull. After
experiments, the owls were kept in a small box so that the recovery was easy to survey.
Only when fully awake, they were returned to their aviaries. Between experiments, the
animals were given 10 to 14 days to recover. The owls’ weight ranged between 410 and
470 g and was controlled on a regular basis before experiments.
2.2 Surgery
At every surgical intervention, animals were anesthetized with an initial intramuscular
injection of Diazepam (Valium, 1mg/kg) and Ketamine (30mg/kg) as described above.
Ten minutes before the first surgical cut, the animal received Buprenorphine (Temgesic,
0.06mg/kg) as an analgesic. In a primary surgery, a metal head piece that served to fix
the head in later experiments was implanted onto each animal’s skull. For this purpose,
the head was held in a stereotactic device that fixated ears and beak and positioned
the palatine ridge in a 30 ◦ angle to the horizontal plane. The head piece was attached
to the skull with dental cement (Kulzer, Paladur). The head piece provided the zero
point in the reference frame for positioning electrodes in anterior-posterior and medial-
lateral directions. During this initial surgery, anesthesia was kept deep with regular
injections of Ketamine and Diazepam. For the electrophysiological recordings a 1 cm2
area of skull bone was removed to allow for electrode penetration into the brain at the
desired coordinates. This opening was covered with Vaseline and sealed with dental
cement after each experiment. During all electrophysiology recordings anesthesia was
kept light by applying further doses of Buprenorphine, Ketamine or Diazepam when the
owl showed signs of waking up. At the end of each experiment, the skin was sutured
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over the skull opening and treated with antibiotic ointment (Altana, Nebacetin). All
procedures were in accordance with the NIH guidelines for animal experimentation and
approved by the “Landespräsidium für Natur, Umwelt und Verbraucherschutz Nordrhein
Westfalen”, Recklinghausen, Germany.
2.3 Signal generation
Experiments were conducted in a sound attenuated chamber (Industrial Acoustic Cham-
bers, 1.8×1.8×2m). For acoustic stimulation 100ms long dichotic noise and tone signals
with 5ms cosine start and end ramps were used. The signals were computed using a
commercial software tool (50 kHz sampling rate, Brainware). After digital to analogue
conversion, the signals were attenuated by programmable attenuators, anti-alias filtered
(DA3-4, PA4, FT6, Tucker-Davis Technologies, Gainsville, FL, USA), power amplified
(Yamaha AX-590) and played via earphones (Sony MDR - E831LP) to the animal.
2.4 Data acquisition
Epoxylite insulated tungsten microelectrodes (FHC, 9 - 12MΩ ) were used for record-
ings. Electrophysiological signals were preamplified (custom built device), amplified and
filtered (M. Walsh Electronics), analogue to digital converted (25 kHz, AD1 Tucker-Davis
Technologies) and read into a PC. The data were preanalyzed and spike sorted online
(Brainware). Further analysis was done offline using self-written MatLab routines (Math-
Works, Natick, MA, USA).
2.5 Stimulation protocol
To locate auditory units in the arcopallium the optic tectum was used as a reference
point for the anterior-posterior and the medio-lateral coordinates as described in Cohen
& Knudsen (1994). Most penetrations were placed between up to 2mm anterior and
± 1mm medio-lateral to the anterior pole of the optic tectum. To discover auditory
neurons, white noise stimuli (0.1-20 kHz) were used as search stimuli. In these stimuli
ITD was varied. The highest density of auditory neurons was found 8-11mm deep from
the brain’s surface. As initial characterization of an auditory unit, ITD tuning, ILD
tuning, frequency tuning as well as binaural and monaural rate level functions were
assessed. Accordingly, I used white noise stimuli varying in ITD (-270 to 270µs in 30µs
steps), in ILD (-20 to 20 dB in 4 dB steps), or in level (10-82 dB attenuation in 4 dB
steps), respectively, while all other parameters were kept constant at the unit’s best
value. Whenever the stimulus level was not the variable parameter, it was fixed at about
20 dB above the response threshold of each unit. To assess the frequency tuning I used
pure tones (500 to 9500Hz in 500Hz steps). For further characterization of the ITD
response of the units, I presented pure tone stimuli of variable ITDs at the unit’s best
ILD. Frequencies were chosen to have a period that was an integer multiple of the ITD
sampling steps (usually 30µs). This way, equally spaced sampling of data points over
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one period of interaural phase differences of the stimulus was achieved. Thus, the most
commonly used tone frequencies were 2778, 3030, 3333, 3704, 4137, 4762, 5555, 6667,
8333Hz. To prevent adaptation effects, stimuli were presented with an interstimulus
interval of 1 second and in random order with a repetition of each stimulus of at least
five times, mostly 7 times for tone stimuli throughout a stimulation block.
2.6 Data analysis
2.6.1 Basic analysis
The basic analysis of the electrophysiological data consisted of calculating the average
spontaneous firing rate of a unit during the 400ms preceding the stimulus presentation
and the average response firing rate of a unit in a response window of 100ms after stimulus
onset plus response latency. Spontaneous activity as well as response rate were defined
as the mean firing rates over a number of trials using the same stimulus. The 100ms
response window was shifted from the stimulus onset by the response latency of the unit.
Response latency was calculated for each block of stimulus presentations conducted with
one variable parameter. In order to assess the response latency, a histogram of the
stimulus response rate over time was calculated. The response latency was defined as
the point in time after stimulus onset at which the response rate first reached the half
maximal response level. Binning of the histogram was optimized according to a bootstrap
method described by Friedman & Priebe (1998).
2.6.2 Tuning parameters
The response rates of a unit as a function of different stimulus magnitudes will be called a
tuning curve of the unit to that stimulus quality. Tuning curves can have peaked, mono-
tonic or more complex shapes. To quantify relevant features of these curves, peak values
and widths of peaks may serve as adequate measures. In the forebrain of the barn owl,
ITD as well as frequency tuning curves of many units displayed several peaks, while ILD
curves usually displayed a peak or were almost monotonic. Before the analysis of tuning
properties in ITD, ILD and frequency tuning, the spontaneous rate averaged over all
stimulus values was subtracted from the tuning curve. The stimulus value which elicited
the peak response was used as a measure of best ITD, ILD or frequency, respectively.
Some ITD tuning curves exhibited several peaks of similar height, i.e. within 80% of
the highest peak. In that case the peak closest to zero ITD was chosen as main response
peak. As an alternative measure for best ITD and best ILD, the weighted average of
stimuli eliciting 75% of the peak response was calculated. Commonly, the weighted aver-
age is calculated over the half maximal response range. However, in many units response
rates did not fall back to that level on both sides of the peak. Therefore, the average at
the 75% response range was considered more meaningful. Tuning width in ITD and ILD
tuning curves was defined as the width of the main response peak at different response
levels (25, 50, 75% of the peak response). If the critical response level was not reached
on both sides of the peak, the peak width was not calculated. In frequency tuning curves
Methods 15
the width of tuning was not constricted to the main peak. Many units were responsive
to more than one frequency range. To capture the whole extent of the frequency range,
tuning width was defined as the number of data points in the tuning curve exceeding a
critical response level (10, 25, 50 or 75% of peak response) multiplied by the frequency
step size used in stimulation (usually 500Hz). As no restriction to the main response
peak was used here, also the weighted average frequency of the half maximal range was
defined in all units.
2.6.3 Asymmetry index
Asymmetry indices were calculated as an additional parameter to characterize ITD noise
tuning curves. As described above, the mean spontaneous rate was subtracted from the
tuning curve. The peak ITD was identified and the asymmetry index was calculated as
the difference between the area under the ITD curve left from the peak and the area
under the curve right from the peak normalized by the whole area. The asymmetry was
only evaluated in a section of the curve that contained an equal number of data points
to the left and right of the main peak. With r being the response function of ITD, the
asymmetry index AsymI was defined as follows:
AsymI =
∣∣∣∣∣
∑N
i=1 r(ITDpeak−i)− r(ITDpeak+i)∑N
i=1 r(ITDpeak−i) + r(ITDpeak+i)
∣∣∣∣∣
The index can take values between zero and one, with a step function having an asym-
metry index of one and any axially symmetric curve having an asymmetry index of zero.
2.6.4 Monaural response properties
Rate level functions (RLF) of units were recorded to binaural and monaural noise stimuli
between 10 and 82 dB attenuation in steps of 4 dB. Monaural responses were categorized
as non responsive (’0’) or excitatory (’E’) and yielded all four combinations of con-
tralateral/ipsilateral response pairs (’EE’,’E0’,’0E’,’00’). Inhibitory responses were not
observed. Classification of monaural responses was based on responses to noise at at-
tenuations higher than 30 dB, as crosstalk between the ears cannot be excluded at high
intensity levels (Moiseff & Konishi, 1981b). Responses were considered excitatory, if the
monaural RLF satisfied two conditions: 1) The monaural RLF minus the standard devi-
ation had to exceed the spontaneous rate plus the standard deviation at a minimum of
three different attenuations. 2) The sum of responses had to be more than a fraction of
0.1 of the sum of responses to binaural stimulation (binaural RLF).
To investigate the match of frequency inputs from the two ears monaural and binaural
responses to pure tones were compared as well. As a precondition to the comparison of
peak responses in monaural and binaural frequency tuning, units had to show substan-
tial responsiveness to monaurally played pure tones. Monaural frequency tuning curves
were only considered for further analysis if they satisfied two conditions similar to the
conditions above: 1) The monaural frequency tuning curve minus the standard deviation
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had to exceed the spontaneous rate plus the standard deviation at a minimum of three
neighboring frequencies. 2) The sum of responses had to be more than a fraction of 0.1
of the sum of responses to binaural stimulation (binaural frequency tuning).
2.6.5 Calculation of characteristic delays and phases
Due to their periodic nature, pure tone stimuli provide only phase as time related in-
formation (aside from onset time). While the ITD of a tonal stimulus can be increased
monotonously, the IPD (interaural phase difference) that it causes reoccurs at each ITD
that is an integer multiple of the period of the stimulus frequency. Most ITD sensitive
neurons therefore show a response curve to ITD varied tone stimuli that cycles with the
period of the stimulus frequency, indicating that the cue they respond to is the corre-
sponding IPD. This cue only gives ambiguous information about the ITD of the stimulus.
However, integration over frequencies can lead to an unambiguous representation of ITD
in a neuron (cf. section 4.2). An ITD that a neuron responds to with a constant response
level independent of the stimulus frequency content is referred to as its characteristic de-
lay (CD). This delay is the ITD at which all cyclic ITD tuning curves to tone stimuli
align. The CD can be exhibited at any phase, i.e. at the peak, the trough or on the slope
of the cyclic tuning curves. This phase is called the neuron’s characteristic phase (CP).
From a neuron’s CP, inferences can be made about the processing of ITD information
(see figure 4.1 for illustration). For a calculation of the CD and the CP of a neuron, the
IPD that a neuron responds best to needs to be calculated for different stimulus frequen-
cies. I used circular statistics (Batschelet 1981) to calculate the preferred IPD. To this
end, ITD tuning curves were converted into functions of IPD values and the mean phase
(also called preferred or best IPD) was calculated as:
bestIPD = arctan
(
1
n
∑N
i=1 xi∑N
i=1 yi
)
(2.1)
with x = r(IPD) ∗ cos(IPD)
y = r(IPD) ∗ sin(IPD)
r(IPD) = r(ITD ∗ F )
The response rate at the corresponding IPD or ITD is represented by r, while F refers
to the stimulus frequency.
The Rayleigh test was performed to confirm significance of the mean phase (α =
0.001, see Yin & Kuwada (1983)). In a neuron that behaves like a coincidence detector
the inputs from the two ears are delayed by a fixed time and it responds best when
signals arrive synchronously (Jeffress, 1948). Such a coincidence detector shows a linear
relationship of mean phases to stimulus frequencies. The slope of the linear relation
corresponds to the CD and the offset to the CP. I calculated the linear regression for
mean phase data in each unit. Goodness of fit was controlled for using the MSE and a
bootstrap method (α < 0.005, see Yin & Kuwada (1983)) to assess the probability with
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which the MSE could have occurred by random phase data.
2.6.6 Discrete Fourier analysis of ITD curves
The discrete Fourier transform (DFT) of ITD curves was calculated to use the phase
spectrum as a basis for CD and CP estimation (see section 4.4.1) and to shed light on the
linearity of across-frequency integration (see section 4.4.2). Furthermore, the frequency
component with the highest amplitude, called dominant frequency of the ITD noise curve
and the corresponding phase at that frequency were analyzed on the population level in
the context of coding strategies for ITD (see section 4.6.1).
The interest in calculating the DFT of the ITD noise curve focussed exclusively on the
frequency components responsible for the modulation of the ITD curve. To eliminate
the low frequency component that was analogous to the offset of the curve, a negative
offset was added to each ITD curve so that the summed response rates were zero (i.e.
the positive and the negative area under the curve were equal). In order to obtain a
frequency resolution of the DFT of approximately 500Hz (521Hz), the ITD function
was zero padded to a signal length of 64 points. As explained in section 4.4.1 on page 51,
the frequency resolution equals the reciprocal of the number of points multiplied by the
ITD stepsize
(
∆F = 1n×∆ITD
)
in a Fourier pair. Finally, the DFT was calculated using
the MatLab Fast Fourier Transform algorithm. For the estimation of the CD and CP,
the regression of the phase spectrum was calculated and significance was tested using
the bootstrap method described earlier (2.6.5). However, as the Rayleigh test was not
applicable to test for the significance of the phase data points, phase values were only
used in CD estimation, if the corresponding amplitude in the frequency spectrum was
higher than 30% of the maximal amplitude.
2.6.7 Generation of simulated data
To test the DFT-based method of CD and CP estimation, two sets of simulated data were
generated each containing 1000 units. The first set consisted of units with strictly linear
phase-frequency relation, i.e. they exhibited a characteristic delay and phase, while the
other set of units was provided with a linear phase-frequency relationship between 0.5
and 3 kHz corresponding to one local CD and CP and a different linear phase-frequency
relation between 3.5 and 9.5 kHz corresponding to another local CD and CP, i.e. the
overall phase-frequency relation was nonlinear and the units did not exhibit a CD and
CP in the narrower sense. Data for one simulated unit consisted of a frequency tuning
curve, a phase-frequency curve and an ITD tuning curve.
Frequency tuning was simulated as the sum of two Gaussian normal distributions with
their means chosen uniformly at random chance out of the frequency range between
0.5 and 4 kHz and between 3 and 9 kHz, respectively. Their standard deviations were
chosen from a normal distribution with µ = 1500 and σ = 500Hz. Each of the Gaussian
distributions was scaled by a random scale factor (uniform distribution between 2500
and 180000). Finally, a constant offset value chosen from a normal distribution (µ = 8,
σ = 4kHz) was added as spontaneous rate. Frequency tuning was evaluated between 0.5
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and 10 kHz in steps of 500Hz. In the case of DFTs on ‘ideal’ data sets, the frequency range
was extended to 16 kHz. However, values higher than 10 kHz were set to zero, since in
the owl no phase locking occurs at frequencies above 10 kHz and these frequencies cannot
contribute to ITD tuning.
The phase-frequency relation was evaluated at the same frequencies following the linear
relation: IPD(i) = CD × F (i) + CP , where IPD is interaural phase difference, CD is
the characteristic delay and CP the characteristic phase. F is the frequency at the ith
data point. The CD was chosen from a normal distribution with µ = 30µs and σ = 50µs.
CPs had a step like distribution with values between 0 and 0.3 cycles being four times
more likely than values between 0.3 and 0.5 cycles. The sign of the CP had a probability
of 6:1 to be the same sign as the CD. As a consequence of this convention the steeper
slope of the main peak in the ITD noise resulting function would be the one close to zero
ITD.
If units were designed to have two local CDs, a second CD was used for the frequency
range below 3 kHz. This CD was chosen at random from a normal distribution centered
around 60µs with a standard deviation of 120µs. The CD was discarded and a new one
was generated until the second CD differed from the first CD by a minimum of 90µs.
The probability for the CP of low frequency range to be within 0 and 0.2 cycles was twice
as high as the probability to fall within 0.2 and 0.5 cycles. Thus, in the low frequency
range CD and CP were likely to adopt higher values than the CD and CP in the high
frequency range.
All mentioned conventions were chosen to approximate the properties of frequency
tuning, ITD noise curves and CD and CP distribution that had so far been observed in
the physiological data.
The ITD noise responses for each simulated unit were constructed as the linear sum of
the unit’s response to tones. Responses to tones were designed as cosine functions with
a phase given by the phase-frequency relation and an amplitude weighting according to
the frequency tuning. As cosine functions were offset by +1 to adopt values between
0 and 2, the summed curves representing the response rates to ITD noise stimuli had
exclusively positive values. Besides this constant offset, the construction of ITD noise
curves equaled the calculation of the inverse discrete Fourier transform from the fre-
quency tuning (corresponding to the amplitude spectrum up to the Nyquist-frequency)
and phase-frequency-relation (corresponding to the phase spectrum up to the Nyquist-
frequency). The ITD noise responses were evaluated over different ranges of ITDs: In the
control condition the method of estimating CD and CP on the basis of the DFT of the
ITD noise curve (see section 4.4.1) was applied to simulated data with an ITD function
that was the exact IDFT of the frequency tuning and phase-frequency relation. There-
fore, the number of sampling points and the resolution of ITD noise functions were linked
to the number of points and the range of the signal in the frequency domain (compare
equation 4.3). For this specific case, ITD functions were evaluated in a range between
-1000 and 968.75µs in 64 steps of 31.25µs. In the test condition, ITD tuning curves
were evaluated in the range from -270 to + 270µs in steps of 30µs. This signal can be
considered as a mis-sampled and short cut form of the signal corresponding to the IDFT,
but was equivalent in length and resolution to most measured ITD curves. This data set
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provided a way to quantify the systematic error resulting from estimating CD and CP
values using fast Fourier transforms of short ITD curves.
2.7 Histology
Electrolytic lesions (3 × 10 s current pulses of 3µA) were set at central recording sites
in the two owls of which the majority of units were recorded from. In each owl three or
more lesions were made at different depths in one penetration. Five to seven days after
lesioning the owls were deeply anesthetized with Pentobarbital (Narcoren, 0.16 g/kg)
and perfused with 4% paraformaldehyde in phosphate buffer. Brains were dissected and
taken out, sunk over three day in 30% sucrose with 4% paraformaldehyde in phosphate
buffer. Finally, brains were cut into 30µm frontal section on a slide microtom. Brain
slices were mounted on slides and Nissl stained.
3 Results: General tuning
3.1 Data basis
Recordings from auditory forebrain neurons were collected from eight owls (see table 3.1).
The major part of the data (275 units out of 290, 95%) was recorded from four owls.
After semiautomatic spike sorting, neural signals were classified as originating from a
single or multi unit based on visual judgment of the spike wave forms. Out of a total of
290 units, 253 were considered single units and 37 multi units. As the percentage of multi
units was small (13%), all units were pooled in population data analysis. My personal
observation corroborated the notion of Cohen and Knudsen 1995; 1999 that units were
organized in local clusters of similar physiological properties, so that features of single
and multi units should not differ substantially.
3.1.1 Recording sites
Auditory regions in the arcopallium were localized on the basis of their auditory respon-
siveness. Their spatial relation to units in the most anterior part of the optic tectum
that responded best to noise stimuli of 0µs ITD and 0 dB ILD was used to find them
as well. Auditory responsive forebrain units were regularly encountered in an area 0 to
1mm anterior and lateral to the anterior pole of the optic tectum and about 3mm closer
to the brain surface. Spatial relations of brain regions, skull, head piece and electrode
as encountered in my set up are depicted in a schematic in figure 3.1. The origin of
the coordinate system was fixed to the T-cross of the stereotactically placed head piece.
Electrodes penetrated the brain at about 4mm posterior to that point and about 7mm
lateral to the midline, but not beyond the ridge of the visual Wulst. Relative to the
zero point the auditory forebrain area can be described by the average coordinates of the
units recorded from as shown in figure 3.2. The average recording position was located
4.2mm posterior and 6.6mm lateral relative to the zero point and 10 136µm deep from
the surface of the brain. The mean extensions from that center location given in stan-
dard deviation of the recording coordinates were ± 1mm in the anterior posterior axis,
± 1.1mm in the medio-lateral axis and ± 1121µm on the vertical axis.
Owl ID 1 14 17 18 23 24 27 32 Total
Units 3 3 8 118 1 42 56 59 290
Table 3.1: Number of auditory forebrain units recorded in each owl. Owl ID: Numbers used to
identify owl.
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Figure 3.1: Schematic depicting spatial relations of brain, skull, head piece and electrode in
the recording set up. The reference point of the coordinate system in each owl was set to the
T-cross of the stereotactically implanted head piece. The head piece was fixed at an angle of 20◦
to the horizontal plane during experiments. To record from the auditory arcopallium electrodes
penetrated the brain about 4mm posterior and 7mm lateral to the zero point. The electrode
tip was introduced to a depth of about 10 mm from the surface. The anterior pole of the optic
tectum also served as reference to position the electrode. Elements of three photographs were
adapted and fused to construct this schematic.
In two owls electrolytic lesions were set into the center of the recording area. Photos
of frontal brain sections depicting the lesion sites can be seen in figure 3.3. Figure 3.3A
shows a Nissl stained section with traces of an electrode track. The deepest extension
of the track resided in a position slightly medial from the center of the arcopallium.
This location corresponded well to the area referred to as auditory arcopallium (AAr) by
Cohen and Knudsen (Cohen & Knudsen, 1995). Figure 3.3B shows a photo of a brain
section of a different owl. Lesions sites were placed on the border between arcopallium
with the lateral striatum (LS) close to the region described as auditory part of LS by
Cohen & Knudsen (1994). As the recording area extended over about 2 mm in the
vertical axis, it cannot be excluded that units closer to the brain surface belonged to
LS. However, as LS receives strong projections from AAr units allowing for potential
axonal recordings, these two auditory forebrain populations cannot be distinguished by
recording depth. Since no physiological criteria existed to distinguish the two regions,
the auditory forebrain units I recorded from will be called AAr units, while being aware
that the population might contain data of interspersed units from the auditory LS.
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Figure 3.2: Coordinates of recording sites of auditory forebrain units. N=290. Gray arrows
represent mean vectors in each axis. Gray numbers refer to the magnitude of the vectors, i.e. the
mean recording coordinates. Gray triangles refer to recording sites of units with a characteristic
delay as measured with the classical method (cf. section 4.3.1).
3.2 Response types
AAr units varied with respect to their spontaneous rate, their response latency and their
dynamic change in firing rate in response to auditory stimuli.
3.2.1 Spontaneous rates and response latencies
Figure 3.4 shows histograms of the mean spontaneous rates (3.4A) and mean response
latencies (3.4B) for a population of 290 units. Mean spontaneous rates were calculated
on the basis of the first 400 ms recording time before stimulus onset in each trial and
averaged over a complete set of trials with one varied stimulus parameter (mostly ITD).
Spontaneous rates ranged from 0.3 up to 70 spikes/s with a median of 8 (lower and up-
per quartiles: 3 and 18 spikes/s, respectively). Dynamic variability of the spontaneous
rate on shorter time scales was not quantified. However, figure 3.5 shows rasterplots of
representative responses that also illustrate the variability in spontaneous firing. Inter-
spike intervals varied between constant (not shown), variable (figure 3.5A, B) and bursty.
Mean latencies were calculated on the basis of the peristimulus time histogram over a
complete set of trials with one varied stimulus parameter (mostly ITD). Latencies were
between 0 and 194ms with a median of 16ms (lower and upper quartiles: 11 and 20ms,
respectively). Latencies of 0ms result from the inability to find a bin width at which
latency estimation was stable (cf. section 2.6.1). Three units responded at latencies
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Figure 3.3: Nissl-stained brain sections of lesioned recording sites. A: Frontal section of
left hemisphere in owl 24. Traces of an electrode track indicate recording site in arcopallium.
B: Frontal section of left hemisphere in owl 18. Two electrolytic lesions were placed on the
border of the lateral striatum. Arrow heads point to borders of arcopallium. Arrows point to
electrode track (A) and lesions (B). Scale bars=2mm. Ar=arcopallium, LS=lateral striatum,
OT=optic tectum.
higher than 100ms which can be interpreted as offset responses to the 100 ms long noise
stimulus. These three data points were not included into the histogram in figure 3.4B.
The response latencies calculated for the example responses shown in figure 3.5 are rep-
resented by the offset between the stimulus window and the response window plotted as
hexagrams beneath the raster diagrams.
3.2.2 Dynamic response types
In depth analysis of responses was exclusively done on the average response rate of the
neuron during a 100ms response window. However, neurons varied as well in the short
time dynamics of their responses. Four different dynamic response type categories were
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Figure 3.4: A: Histogram of the spontaneous rates of AAr units. B: Histogram of the response
latencies of AAr units. N=290.
defined on a basis of combinations of transient and sustained responses. A short onset
response followed by an immediate regain of the spontaneous rate was called phasic
response, while a spike rate that was increased over the duration of the stimulus without
systematic variance was called a tonic response. A transient increase in spike rate that
fell back to a lower but sustained rate during stimulation time was defined as phasic tonic
response type. Finally, a transient onset response followed by a brief interval without
spiking and a final interval of sustained spiking was called notch response. Templates
of the normalized instantaneous spike rate for each category are represented on top of
each raster plot in figure 3.5. As the focus of this work was not on response dynamics,
neuronal responses were assigned one of four categories by visual judgment instead of
using a template matching algorithm. Figure 3.5A-D shows examples for each response
type in a raster plot. Responses were recorded to several presentations of broadband
noise stimuli at the preferred ITD of each neuron. The most common response types
were phasic tonic and tonic responses (97 and 84 units, respectively) followed by purely
phasic (55 units) and notch responses (36 units). In 18 units response dynamics did not
fit any of the defined response categories. In three units excitatory responses to the offset
of the stimulus were observed. Many more units, however, displayed a reduced discharge
rate after the offset of the stimulus, possibly due to adaptive processes (cf. figure 3.5A).
3.2.3 Binaural response types
Since barn owls make extensive use of binaural cues, i.e. information deduced from dif-
ferences in the stimulation of the two ears, many auditory neurons on higher processing
stations are most sensitive to binaural stimulation. Still it is crucial to examine a neuron’s
sensitivity to monaural stimulation, as it may reveal or set the frame for possible com-
putational mechanisms that underly the neuron’s ITD sensitivity. I recorded rate level
function to both binaural and monaural stimulation from 92 units using noise stimuli at
different levels of attenuation. Binaural rate level functions were assessed at the unit’s
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Figure 3.5: Examples of dynamic response properties. A-D: Rasterplots of representative
responses of different AAr units to noise stimuli. The curve over each raster plot displays a
template for the instantaneous spike rate belonging to the indicated response type. E: Occurrence
of response types.
best ITD. Following the common classification, binaural response types were described in
a two symbol code, where the first symbol describes the response to monaural stimulation
from the contralateral side while the second refers to response to stimulation from the
ipsilateral side. Only responses at attenuation levels higher than 30 dB were considered
because at lower levels crosstalk between the two ears cannot be excluded. Responses
were classified as excitatory (symbol E), if they exceeded the spontaneous rate signifi-
cantly at a minimum of three different values of stimulus attenuation and the summed
response constituted more than 10% of the summed response to binaural stimulation.
If the response did not comply with these criteria, it was classified as non responsive
(symbol 0). Inhibitory responses were not observed. Figure 3.6 shows examples for each
response type. For all units reponses to binaural stimulation was more vigorous than to
monaural stimulation. Response thresholds were typically between 60 and 70 dB atten-
uation for binaural stimulation and, if responsive to monaural stimulation, about 10 dB
higher for monaural responses. The unit in figure 3.6A belonged to the EE type. It
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responded most strongly to binaural stimulation (black line), but also increased its firing
rate at contralateral (dashed black line) and ipsilateral (grey line with grey triangles)
stimulation. Only 13 units (14%) corresponded to the EE type. Most commonly units
belonged to the E0 type (n=45, 50%) and responded to contralateral, but not ipsilat-
eral stimulation (3.6B) or they were classified as 00 type (n=30, 33%) as they did not
show significant responses to either contra- or ipsilateral stimulation (3.6C). Four units
(4%) responded to ipsi- but not to contralateral stimulation and were classified as 0E
type (3.6D). In conclusion, the effect of the monaural input especially from the ipsilateral
side could in most cases not be observed by pure monaural stimulation as its effect was
conditional on binaural stimulation.
3.3 ILD tuning
3.3.1 Response shapes
The sensitivity of units to changes in the interaural level difference of a noise stimulus
was tested in 234 units. Response functions to ILD varied in the population from almost
flat as shown in figure 3.7B (right column) to a peaked shape (3.7A). Typically, units
responded well to ILDs around zero and to either the positive or negative range of ILDs.
ILD functions therefore often resembled saturation or monotonic curves (3.7C and D).
3.3.2 Quantitative analysis
Best ILD values were assessed as the peak value and for comparison as the weighted
average of ILD values that elicited a minimum of 75% of the peak response. In contrast
to calculating the more common weighted average at the half maximal response range, I
chose the 75% level, because response curves often would not fall under the half maximal
rate on one side of the peak. As shown in figure 3.8A peak ILD values were distributed
over the whole range of physiological ILDs with a median of 0 dB (lower and upper
quartiles: -8 and 8 dB). Best ILD values by the weighted average were similar with a
median of 0.3 dB (lower and upper quartiles: -4.1 and 6.0 dB) but could only be calculated
in 189 units. In the remaining 45 units the response rate did not fall under the 75%
of maximum level on at least one side of the curve, e.g. these units did not display a
peaked response curve. The detailed distribution of peak ILD values (3.8B) reveals that
about one third of the units preferentially responded to values of ILD between -2 and
6 dB. The remainder of the units responded maximally to higher absolute values of ILD.
The width of the ILD tuning was measured at 75, 50 and 25% of the maximal response
rate. Measures were only taken, if the response rate fell under the respective level on
both sides of the peak. Due to the open peaked or rather monotonic curves, the number
of measures taken decreased with the critical response level. Figure 3.8C shows the
distribution of peak width values measured at the different levels of response rate, while
figure 3.8D depicts the medians of the distributions in a scaled schematic of a peak.
Median peak width decreased with increasing proximity to the peak response. At 25%
of the maximal rate, peaks were broad with a median of 23 dB (18 and 26 dB at lower and
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Figure 3.6: Examples of binaural response properties. A-D: Rate level functions at binaural as
well as monaural stimulation and spontaneous activity are shown for each response type. Symbols
E and 0 on top of the graphs refer to the classification of the response to contralateral (first
symbol) and ipsilateral (second symbol) stimulation as excitatory or non responsive, respectively.
Black line: Responses to binaural noise stimuli at different levels of attenuation at the unit’s
best ITD and ILD. Dashed black line: Responses to contralateral stimulation. Gray line with
triangles: Responses to ipsilateral stimulation. Light gray line: Spontaneous activity. Error bars
depict standard error of the mean (SEM). E: Occurrence of binaural response types.
upper quartile, respectively). The median tuning width decreased to 17 dB (12 and 21 dB
at lower and upper quartile, respectively) at the half maximal response level and further
to 8 dB (5 and 12 dB at lower and upper quartile, respectively) at the 75% response level.
3.3.3 Comparison to ICX
ILD curves from 52 ICX units were available for comparison with the AAr data. Results of
the analysis of ILD tuning curves from ICX units are shown in white symbols in figure 3.8.
The distribution of best ILD values for ICX units was not significantly different from the
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Figure 3.7: Tuning to frequency (left column), ITD (middle column) and ILD (right column)
in four representative units (A-D). Responses are given as spike rate in a 100ms response win-
dow averaged over 5-10 trials. Dashed lines represent the average spontaneous rate of the unit
throughout the whole set of trials. Error bars display the standard error of the mean (SEM).
one for AAr units (Kolmogorov-Smirnov test, p=0.72). Also tuning width values were
largely similar at different response levels. Only at 75 % of the maximal rate ILD tuning
was broader in ICX units than in AAr units (Kolmogorov-Smirnov test, p=0.02).
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Figure 3.8: ILD tuning in AAr (gray symbols) and ICX (white symbols) units. A: Box and
whisker plot of best ILD values measured as peak ILD and as weighted average of the frequency
range that elicited responses equal or larger than 75% of the maximal rate. B: Histogram of
the distribution of peak ILD values in ICX and AAr populations. The distributions were not
significantly different by the Kolmogorov-Smirnov test, p=0.72. C: Box and whisker plots on
width of ILD tuning measured at different percentages of maximal response rate. The distribu-
tions of peak widths at different response levels (75, 50 and 25% of maximal response rate) were
significantly different between AAr and ICX units only for the 75% level (Kolmogorov-Smirnov
test, p=0.02, p=0.34, p=0.4, respectively). Numbers refer to number of data points comprised in
each box plot. Asterisk points out data distributions that were signifcantly different. D: Scaled
schematic of a tuning curve peak. Width at different response levels corresponds to the medians
of tuning widths measuerd in the AAr population (gray) and the ICX population (non colored).
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3.4 Frequency tuning
3.4.1 Response shapes
Responses of AAr units to pure tones were generally less vigorous than responses to
broadband noise. Still, in many neurons isointensity frequency tuning curves revealed
a sensitivity to a broad range of frequencies. Figure 3.7 (left column) shows four rep-
resentative examples of isointensity frequency tuning curves measured in four different
units. Responses to frequencies below 3 kHz were common (cf. figure 3.7C, D), while
peak responses mostly occurred to frequencies higher than 3 kHz (cf. figure 3.7A, B,
C). Frequency tuning curves were often of complex shape and not simply single peaked.
Isointensity frequency tuning was measured binaurally at a unit’s best ITD, which was
chosen by visual judgment as the ITD that elicited the strongest response in the unit’s
ITD noise function. Therefore, the frequency tuning measurement was based on the
assumption that the best ITD was effective throughout the whole frequency range. A
later section will deal with the validity of this assumption in more detail (4.4.2).
3.4.2 Quantitative analysis
Frequency tuning curves to binaural pure tone stimuli were assessed in 224 AAr units.
To characterize the tuning properties I recurred to common measures such as the peak
frequency, the weighted average frequency and the tuning width. Peak frequency was the
frequency that elicited the highest response. As illustrated in figure 3.9B the distribution
of peak frequencies included the whole range of tested frequencies from 500 to 9500Hz
and was bimodal with a small peak around 2500Hz and a bigger peak at 6500Hz. Its
median was at 5500Hz (3000 and 6750Hz at lower and upper quartile, respectively, fig-
ure 3.9A ). Due to the peculiarities mentioned in tuning curve shapes, the peak frequency
did not always convey reasonable information about the tuning properties, especially in
curves that were rather flat over a certain range of frequencies or were multi peaked (cf.
figure 3.7C, D). As a more robust, but less precise measure, I also used the weighted av-
erage of all frequencies that elicited a minimum of 50% of the maximal response rate (cf.
Av50 in figure 3.9A). This distribution was different from a normal distribution (Lilliefors
test, p<0.01). While the median at 5438Hz was similar to the median of peak values,
the data were scattered more narrowly around the median (lower and upper quartiles at
4014 and 6375Hz, respectively, figure 3.9A).
The width of frequency tuning was defined as the width of frequency sampling steps
(500Hz) multiplied with the number of frequencies at which the response exceeded a
certain response level given as percentage of the maximal response. Tuning width was not
restricted to peak width, since the description of the curve as unimodal was inadequate
for many units. As shown in figure 3.9C, tuning width started off narrow at a level of
75% of the maximal response rate with a median of 1 kHz. (1 and 2 kHz, lower and upper
quartiles). The median tuning width at the half maximal response level was 3 kHz (2
and 4 kHz, lower and upper quartiles). At 25 % of maximal response level, tuning width
was even broader with a median at 5 kHz (4 and 6.5 kHz, lower and upper quartiles).
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Finally, the response range was broadest at 10 % of the maximal response with a median
of 7 kHz (5.5 and 8 kHz, lower and upper quartiles).
Figure 3.9: Frequency tuning in AAr (gray symbols) and ICX (white symbols) units. A: Box
and whisker plot of best frequency values measured as peak frequency and as weighted average
of the frequency range that elicited responses equal or larger than 50% of the maximal rate.
B: Detailed histogram of the distribution of peak frequency values in ICX and AAr populations.
The distributions were significantly different by the Kolmogorov-Smirnov test, p=0.03. C: Box
and whisker plots on width of frequency tuning measured at different percentages of maximal
response rate. Distributions of tuning widths values at minimal response levels of 50, 25 and 10%
of the peak response rate differed significantly between AAr and ICX (Kolmogorov-Smirnov test,
p<0.001). Asterisk indicate that populations were significantly different. D: Scaled schematic of
tuning width. Peak width at the different response levels corresponds to the medians of tuning
widths measuerd in the AAr population (gray) and the ICX population (white).
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3.4.3 Comparison to ICX
Frequency tuning curves from 69 ICX units were analyzed in the same way as AAr units.
The white symbols in figure 3.9 represent the frequency tuning properties of ICX units.
The distribution of peak frequency values extended less to the extreme edges of the
frequency range. Except for one unit, all units had peak frequencies higher than 2 kHz.
The distribution was significantly different from the distribution of peak frequencies
of AAr units (Kolmogorov-Smirnov test, p=0.037) with a median of 5345Hz (4.2 and
7.2 kHz, lower and upper quartiles). The distribution of weighted average frequencies in
AAr units at the half maximal response level was similar to the distribution of weighted
average frequencies in ICX units (5590, 4360, 6698Hz median, lower and upper quartile,
respectively).
Frequency tuning width was significantly narrower in ICX units than in AAr units
at 10, 25 and 50% of the maximal response rate (Kolmogorov-Smirnov test, p<0.001).
At 75% of the maximal rate the median tuning width of 1Hz was not significantly
different from tuning width in AAr units, although the values for ICX units fell into a
narrower range (1 and 1.5 kHz lower and upper quartile). At 50% of the maximal rate the
tuning width values for ICX units had a lower median (2 kHz) than AAr units and were
distributed over a narrower range (1.5 and 3 kHz, lower and upper quartile). Naturally,
tuning width increased, when measured at lower response levels (3.5 kHz median, 2.5
and 4.5 kHz lower and upper quartile at 25% of maximal response and 4.5 kHz median,
3.5 and 5.625 kHz lower and upper quartile at 10% of maximal response). However, the
increment of tuning width at 25 and 10% of the maximal rate was smaller in ICX units
than in AAr units. Therefore, the difference in tuning width became larger between AAr
and ICX units the smaller the critical response level was. Figure 3.9D shows a schematic
of scaled superimposed peaks with the width at different response levels corresponding
to the median widths values of AAr units gray peak and ICX units white peak. The figure
illustrates nicely that AAr units had a broader tuning at lower response levels. It should
however be kept in mind that the peaked shape does not represent the shape of frequency
tuning curves.
3.4.4 Monaural frequency tuning
In order to compare the frequency content of monaural inputs of a unit, isointensity fre-
quency tuning curves were assessed with both binaural and monaural stimulation in 68
AAr units. As shown in section 3.2.3 monaural responses to ipsilateral stimulation with
noise were rarely observed. Since responsiveness to tones in binaural stimulation was al-
ready reduced, monaural stimulation with tones did not evoke strong responses in most
units. In 38 out of 68 units (56%) no responses to monaural stimulation were obtained.
An example is shown in figure 3.10A. The unit responded nicely to binaural stimulation
(black line) and displayed sensitivity to two separate frequency ranges centered around
3 kHz and around 6 kHz. But responses to contralateral stimulation (dashed black line)
as well as ipsilateral stimulation (dark gray line with gray triangles) fell within the range
of spontaneous activity (light gray line, no symbols). The best frequency measured as the
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Figure 3.10: Monaural frequency tuning. A-D: Each graph displays the binaural (black line),
contralateral (dashed black line)and ipsilateral (dark gray line with triangles) isointensity fre-
quency tuning curve, plus the spontaneous activity (light gray line without symbols) of four
different AAr units. Arrows point to the frequency that elicited the maximal response. The
unit in A did not respond to monaural stimulation. The unit in B displayed matched best fre-
quencies in binaural and monaural frequency tuning curves, while the units in C and D showed
major mismatches in peak frequencies of binaural and monaural tuning curves. E: Correlation
of monaural best frequencies with binaural best frequencies was low (r2=0.17), but significant
(p=0.016, T-test).
Results: General tuning 34
frequency that elicited the maximal response of monaural isointensity frequency tuning
curves was only considered significant, if a minimum of three neighbouring frequencies
elicited a response significantly higher than the spontaneous rate. As a second condition,
the sum of all responses to monaural stimulation had to be higher than 10% of the sum
of responses to binaural stimulation. In 30 units at least one of the monaural frequency
tuning curves complied with these conditions. Figure 3.10B shows the example of a
unit that is responsive to monaural stimulation from both sides. The binaural frequency
tuning curve displayed a peaked shape centered at 6.5 kHz, but was also responsive to
most low frequencies (0.5-5 kHz). Responses to ipsilateral stimulation revealed a similar
range of frequency sensitivity. Responses to contralateral stimulation displayed a peak
around 6 kHz. In this unit, the peak frequencies of the binaural frequency tuning (black
arrow) corresponded well to the peak frequencies of the contralateral frequency tuning
(dashed black arrow) as well as to the ipsilateral frequency tuning (gray arrow). Other
units showed monaural responsiveness exclusively to very high frequencies with a peak
around 9kHz, a frequency outside the range of phase locking and binaural coincidence
detection. An example for this is shown in figure 3.10C. When stimulated binaurally at
its best ITD, the unit was responsive to two broad ranges of frequencies centered around
2 and 5 kHz, but showed no responses to frequencies higher than 8 kHz. However, with
contralateral stimulation only frequencies higher than 7 kHz evoked a response. Con-
sequently the peak frequency of the monaural tuning (9.5 kHz) did not match the peak
frequency of the binaural frequency tuning (2 kHz). Figure 3.10D shows another example
of mismatch between the peak frequency in binaural and monaural tuning curves. The
unit displayed binaural sensitivity to frequencies between 4 and 8 kHz. Both the contra-
and the ipsilateral tuning curves had their peak responses at 2 kHz. Responses to ip-
silateral stimulation were even lower than spontaneous activity in the frequency range
between 4 and 8 kHz. This was the only case in which a clear inhibitory influence of one
input in a certain frequency range was observed. Figure 3.10E contrasts peak frequen-
cies of binaural and monaural tuning curves of 30 units. As three units responded to
contra- as well as ipsilateral stimulation, 33 data points are included. The correlation
between monaurally and binaurally assessed peak frequencies was weak, but significant
(coefficient of determination r2=0.17, p= 0.016, T-test).
3.5 ITD tuning
3.5.1 Response shapes
Tuning to ITD noise stimuli was assessed in 290 units. In 236 units (81%) tuning was
significant, i.e. responses varied significantly with varying ITD (Kruskal-Wallis test,
p<0.05). Figure 3.7 (center column) shows four representative examples of ITD noise
tuning curves of different AAr units. Tuning curves displayed a variety of shapes. The
unit in 3.7A had a tuning curve with a symmetric main peak and small side peaks, which
is reminiscent of typical ITD tuning curves of ICX and OT units. However, many other
units displayed asymmetric tuning curves such as the ones shown in 3.7B-D. These curves
featured by a main peak that usually occurred close to zero ITD. Response rate reached
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a minimal level on one side of the peak within about 60µs of the peak ITD, creating a
narrow slope in the curve. With further distance from the peak ITD curves showed some
fluctuations or side peaks. On the other side of the peak the decrease in response rate
was less steep and/or the minimal response rate reached was higher than on the opposite
side of the main peak. Consequently, many tuning curves had an appearance of a step
function added on a sinusoidally modulated curve.
3.5.2 Quantitative analysis
The main peak was assigned to the maximal response in the ITD tuning curve. If several
local maxima existed that reached a minimum of 80% of the peak response rate, the main
peak was the one closest to zero ITD. The ITD at which the main peak occurred was
called peak ITD. As an additional measure of best ITD, the weighted average of ITDs
that elicited a minimum of 75% of the peak response level was calculated. As illustrated
in figure 3.11A, the distribution of peak ITDs from 236 AAr units was narrow around
a median of 30µs (0 and 60µs, lower and upper quartile, respectively). The detailed
histogram of peak ITDs in figure 3.11B revealed that peak ITDs on the ipsilateral side
rarely had absolute ITD values exceeding 30µs, while on the contralateral side values
larger than 30µs were common. In 227 units the response level fell under 75% of the peak
level at both sides of the peak, so that the weighted average ITD could be calculated.
The distribution of weighted average ITDs (30.1µs median, 0 and 60µs lower and upper
quartile, respectively) was similar to the peak ITD distribution (figure 3.11A).
Peak width was measured at 75, 50 and 25% of the peak response rate. Peak width
increased with decreasing response level. As shown in figure 3.11C, for 226 AAr units
the median peak width at 75% of the peak response was 54µs (38 and 75µs, lower and
upper quartile). In 195 units the response level fell under 50% on both sides of the peak
so that the peak width could be calculated. The median peak width was 95µs (71 and
132µs lower and upper quartile). Response rates fell under 25% of the peak rate in 130
units. The median peak width at this level was largest with 136µs (101 and 186µs lower
and upper quartile). Summarizing, between 75 and 25% of the peak height, the median
peak width augmented in increments of 41µs at each quarter of peak height, while the
variability in the distribution of peak widths increased. Furthermore, with decreasing
critical response levels, the number of curves in which the response rates fell down to
that level on both sides of the peak decreased. This observation was due to the reported
asymmetry in ITD noise curves (cf. section 3.5.1). The median differences in peak width
of ITD tuning curves from AAr and ICX are illustrated in figure 3.11D.
3.5.3 Comparison to ICX
Measures of peak ITD and peak width were also obtained from 76 ICX units. Results
are represented as white symbols in figure 3.11. Both the distribution of peak ITD values
(0µs median, -30 and 30µs lower and upper quartile, respectively) and the distribution of
weighted average ITDs (0 µs median, -44 and 16µs lower and upper quartile, respectively)
was shifted to the ipsilateral side compared to best ITD values from AAr units. This
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Figure 3.11: ITD tuning in AAr (gray symbols) and ICX (white symbols) units. A: Box and
whisker plot of best ITD values measured as peak ITD and as weighted average of the ITD range
that elicited responses equal or larger than 75% of the maximal rate. B: Detailed histogram
of the distribution of peak ITD values in ICX and AAr populations. C: Box and whisker
plots on width of ITD tuning measured at different levels of maximal response rate. Asterisk
indicates that populations were significantly different by the Kolmogorov-Smirnov test, p<0.001.
D: Scaled schematic of a tuning curve peak. Width at the different response levels corresponds
to the medians of tuning widths measuerd in the AAr population (gray) and the ICX population
(white).
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difference in distribution was significant by the Wilcoxon test (p<0.001).
The peak width was significantly lower in ICX units compared to AAr units at all
response levels (Komogorov-Smirnov test, p<0.001, figure 3.11C). In all units response
rates fell under 75% of the peak response level on both sides of the peak. The median
peak width at this level was 40µs (27 and 52µs lower and upper quartile, respectively).
At 50% of the maximum response the median peak width was 67µs (53 and 84µs lower
and upper quartile, respectively) and could still be measured in 74 units. Peak width
augmented to a median of 98µs (77 and 120µs lower and upper quartile, respectively) at
25% of the peak response level and was measured in 60 units. The observation that peak
widths at low response levels could be measured in a larger proportion of tuning curves,
could be due to a higher symmetry of ITD noise curves around the peak in ICX units.
The increments in median peak width with each quarter of the peak level were about
29µs in ICX units compared to 41µs increments in AAr units. Figure 3.11D illustrates
the difference in peak width between AAr and ICX units with two superimposed peaks.
The peak widths correspond to the medians of AAr peak widths (gray peak) and ICX
peak widths (white peak) at different response levels.
3.5.4 Interaction of ITD and ILD
In the brainstem and midbrain of the barn owl ITD and ILD are processed in independent
pathways that converge on the level of the ICX. As a consequence, ITD and ILD tuning in
ICX units are independent, i.e. with changing ILD ITD tuning properties are conserved
(Pena & Konishi, 2001; Fischer et al., 2007). I recorded ITD tuning curves at different
ILDs in 48 AAr units to test for interdependencies between ITD and ILD tuning. Fig-
ure 3.12 shows the example of a unit’s ILD tuning (figure 3.12A) and ITD tuning curves
(figure 3.12B). Only ITD curves measured at ILDs that elicited responses equal or higher
than the half maximal response in ILD tuning were considered for analysis. ITD curves in
this unit differed in minimal and maximal response rates, but were modulated in a similar
way. They all displayed the main peak around −30µs and a pronounced slope crossing
zero ITD. The similarity between the curves was expressed as the correlation coefficient
r between each of the ITD curves and the ITD curve measured at the units best ILD.
Consequently, r equaled 1 at the unit’s best ILD (red line in figure 3.12D). Correlation
typically decreased with increasing distance from the unit’s best ILD. In the example
unit r reached a minimum of about 0.5 at ±10 dB from the unit’s best ILD (0 dB). If
ITD curves were smoothed with a 3 point average window as illustrated in figure 3.12C,
r was higher at most values of ITD (black line in figure 3.12D). Figure 3.12E summarizes
the results from all 48 units. Correlation coefficients were pooled and averaged from all
units according to the ILD difference to the unit’s best ILD. Correlation at best ILD was
shifted to 0 dB for all units. Between -10 and 10 dB from the best ILD mean correlation
coefficients varied between 0.6 and 0.85 for the original data and between 0.7 and 0.9 for
smoothed data. Therefore, the modulation of ITD curves was fairly stable with changing
ILD.
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Figure 3.12: Independence of ITD and ILD tuning. A-D: Data from one AAr unit. A: ILD
tuning curve. The half maximal response range is marked as gray line. B: ITD tuning curves
measured at ILDs that fell into the half maximal response range. Lighter shades of gray indicate
higher values of ILD. C: Same ITD curves as in B smoothed with a 3 point average window.
D: Correlation of the original ITD curves (gray line) and smoothed ITD curves (black line)
at different ILDs with the ITD curve at the best ILD. E: Averaged correlation of 48 units at
different ILD values. Conventions as in D. Error bars represent SEM. ILD on the x-axis refers
to ILD difference from best ILD.
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3.5.5 Asymmetry of ITD curves
As described already in section 3.5.1 the ITD curves recorded from AAr units were
remarkable by their irregular shape. Curves often displayed a main peak with a steep
and a shallow slope or besides the main peak exhibited a general increased sensitivity
mostly to ITDs leading at the contralateral side. ITD curves from ICX neurons are
known to display symmetric peaks. To find out whether this was a significant difference
in AAr and ICX neurons, the degree of asymmetry in the curve was quantified. The
asymmetry index was defined as the difference of the sums of responses left and right
of the main peak normalized by the total sum of responses. The minimal response
level was subtracted of all response rates to make the index independent of the general
responsiveness of the unit. A perfectly symmetric curve would yield an asymmetry index
of zero while a step like curve would yield an index of 1. Figure 3.13A shows an example
of an ITD curve recorded in AAr with an asymmetry index of 0.23. The curve displayed
a steep slope on the side of ipsilateral leading ITDs and a shallow slope on the side
of contralateral leading ITDs. Responses to contralateral leading ITDs were generally
elevated compared to ipsilateral leading ITDs. The example in figure 3.13B depicts an
ITD curve recorded in ICX with an asymmetry index of 0.16. Although the main peak
seemed perfectly symmetric, the side peak for contralateral leading ITDs was stronger
expressed on the side of contralateral leading ITDs. This asymmetry was also conveyed
in the index. In both AAr and ICX units, the distribution of asymmetry indices was
shifted to positive values. This means that ITDs leading on the contralateral side tended
to elicit generally elevated responses or stronger side peaks, respectively (figure 3.13C).
However, absolute values of asymmetry indices were significantly different in AAr units
and ICX units (Kruskal-Wallis test, p<0.01, figure 3.13D). Asymmetry indices in AAr
units were larger than in ICX units (percentiles at 25, 50, 75% in AAr units: 0.08, 0.15,
0.26 and in ICX units: 0.05, 0.09, 0.19).
Impact of high and low frequency bands
AAr units tended to show increased sensitivity to the frequency range below 3 kHz (cf.
section 3.4.1). The observed asymmetries in ITD noise curves could originate from
ITD tuning in the low frequency range. To test this hypothesis ITD tuning curves
were recorded with noise that was highpass filtered (finite impulse response, Cheby-
shev, 100th order,Fstop=2.5 kHz, Fpass=4 kHz) or lowpass filtered (FIR, equiripple, 100th
order,Fstop=4 kHz, Fpass=2.5 kHz) and changes in asymmetry were quantified. Signifi-
cant ITD tuning to highpass filtered noise was obtained from 53 AAr units. Additionally,
ITD tuning to lowpass filtered noise was assessed in 21 units. On a single unit basis ob-
served changes in the shape of the normalized ITD curves recorded with filtered noise
versus broadband noise were subtle and rarely significant by the Kolmogorov-Smirnoff
test (six units for highpass filtered noise and two lowpass filtered noise, p<0.05). Fig-
ure 3.14A-C shows examples of ITD curves recorded with broadband noise and filtered
noise. As obvious from the insets, all units were responsive to frequencies lower than
3 kHz. In spite of that, the ITD tuning of the unit in 3.14A did not change with the
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Figure 3.13: Asymmetry of ITD noise curves in AAr and ICX units. A, B: ITD noise curve of
AAr unit and ICX unit, respectively. Vertical dashed lines indicate peak ITD. Horizontal dashed
lines mark minimum response level. For the asymmetry index to be independent of the general
responsiveness, the minimal response level was subtracted from the responses. Sum of responses
left and right of the main peak were calculated over an equal number of points on the ITD axis.
C: Distribution of asymmetry indices for 236 AAr units (gray bars) and 76 ICX units (white
bars). Note that both distributions revealed a preference for ITDs leading at the contralateral
side. D: Box and whisker plots of the distribution of absolute values of asymmetry indices in
AAr units and ICX units. Percentiles at 25, 50, 75% for ICX data: 0.05, 0.09, 0.19 and for AAr
data: 0.08, 0.15, 0.26. Asymmetry indices were significantly different in the two populations
(Kruskal-Wallis test, p<0.01).
highpass filtered input. The unit in B responded to a narrower range of ITDs when the
noise was highpass filtered. As a consequence the ITD curve was less asymmetric. The
unit in C had an almost step-like frequency tuning when stimulated with broadband
noise. The tuning curve remained asymmetric, but lost its step-like shape when highpass
filtered noise was used. With lowpass filtered noise the peak of the curve was shifted to
more contralateral leading ITDs. The changes in the distribution of asymmetry indices
(figure 3.14D), caused by stimulating with filtered noises, were not significant by the
paired signed-rank test (paired Wilcoxon test, p=0.052 for broadband versus highpass
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filtered noise, p>0.3 for broadband versus lowpass and highpass versus lowpass filtered
noise). Yet, the distributions of asymmetry indices obtained for broadband versus high-
pass filtered noise differed significantly (Kruskal-Wallis test, p<0.01). Thus, the use of
highpass filtered noise led to less asymmetric ITD curves on the population basis, but
unitwise the shift from an asymmetric curve to a more symmetric curve was not sig-
nificant. Notably, the distribution of asymmetry indices obtained with highpass filtered
noise in AAr units was not significantly different from the one obtained with unfiltered
broadband noise in ICX units (Kruskal-Wallis test, p=0.81). Therefore, low frequencies
seemed to have an important impact on the asymmetry of ITD curves in AAr units.
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Figure 3.14: Asymmetry of ITD curves recorded with filtered noise. A-C: Examples of ITD
curves recorded with broadband noise (black line), highpass filtered noise (Fcutoff=3 kHz)(red
line) and lowpass filtered noise (Fcutoff=3 kHz) (blue line) for three AAr units. Insets display
frequency tuning curve of each unit. D: Box and whisker plots of asymmetry indices of ITD
curves collected with broadband noise (n=236), highpass filtered noise (n=53) and lowpass fil-
tered noise (n=21). Although asymmetry indices obtained with broadband noise and highpass
filtered noise differed significantly (Kuskal-Wallis test, p<0.01), there was no significant direction
of change in asymmetry using highpass filtered noise (paired Wilcoxon test, p=0.052). AsymI:
Asymmetry index.
4 Results: Characteristic delays
4.1 The concept of characteristic delays
The concept of characteristic delays emerged as a logical consequence of Jeffress’ pro-
posed model of coincidence detection 1948. Jeffress suggested that arrays of coincidence
detectors receiving systematically delayed binaural inputs resulted in a mapped repre-
sentation of ITD. In both mammals and birds, there is a stage of binaural processing,
where neurons act as coincidence detectors of phase locked binaural inputs. As those co-
incidence detector neurons are responsive to narrow bands of frequency, they do not only
respond best to the time delay that is determined by their supposed delay lines but also
to that delay plus integer multiples of the period corresponding to their best frequency.
As a consequence of their interaural phase tuning (IPD), their ITD curves are periodic or
phase ambiguous and the effect of the delay lines cannot be read directly from the ITD
curve. If ITD curves of a coincidence detector neuron are measured to tones of different
frequencies, each curve in itself is periodic and phase ambiguous, but all curves show
a common relative response strength only at the delay compensated for by the neural
delay lines. This delay is called the neuron’s characteristic delay (CD), while the relative
response strength at which the neuron responds to it is called the characteristic phase
(CP) (Rose et al., 1966; Goldberg & Brown, 1969).
Originally the measurement of characteristic delays served to estimate the time that
a signal was delayed between right ear and left ear before it arrived at the coincidence
detector neuron that was recorded from. In addition, it has also been used to analyze,
whether convergent inputs on higher stages of auditory processing conserved a specific
delay information (Yin & Kuwada, 1983; Takahashi & Konishi, 1986; McAlpine et al.,
1998).
4.2 Characteristic delays in neurons on higher levels of
binaural processing
In chapter 3 I showed that neurons in the auditory arcopallium displayed some substantial
differences in their frequency tuning properties and their ITD tuning properties compared
to neurons found in the ICX. One interesting feature of AAr ITD tuning curves was the
asymmetry of either the whole curve or the main peak. Examples are shown in figure 3.7.
How can these asymmetries of the curves be explained considering that ITD tuning curves
on lower stations of processing (NL, ICC) typically display symmetric peaks?
Changes in the shape of tuning curves over several steps of processing also occur
between ICCcore and ICX. These changes include widening of the frequency tuning
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and transition from periodic ITD tuning to ITD tuning curves with a single large peak
and smaller side peaks. These phenomena have been convincingly explained by the
convergence of several inputs of different frequency bands on single neurons in ICX.
Taking into account that frequency tuning in AAr neurons tends to be even wider than
in ICX neurons, it is plausible to think that the processing steps between ICCcore and
AAr also provide convergence of inputs of different frequency channels. Moreover, it
seems obvious that these inputs are not only responsive to a certain frequency range, but
also to certain values of ITD, since neurons sensitive to binaural cues have been found
in Ov as well as in Field L (Proctor & Konishi, 1997; Cohen & Knudsen, 1998; Perez &
Pena, 2006), the preceding stations of processing in the auditory forebrain pathway.
In ICX neurons, all convergent inputs exhibit a peak response at the same ITD. This
leads to a pronounced response to that ITD in the integrating neuron and minor re-
sponses to all other ITDs. The across-frequency convergence has been interpreted as a
step of disambiguation of the ITD tuning. There are many possible ways to combine
inputs in a structured way. Instead of sharing the ITD at which the response is maximal,
input neurons could share the ITD at which their responses are minimal or share another
common relative response level. Figure 4.1 shows how these arrangements lead to inte-
grating neurons with ITD curves displaying a trough instead of a peak or an asymmetric
peak, respectively. Therefore, asymmetry (figure 4.1B, middle and bottom plot) may be
a consequence of the arrangement of inputs of different frequency bands, i.e. the arrange-
ment of across-frequency integration. Given that the convergent inputs share an ITD at
which they exhibit the same relative response strength, this ITD is called the neuron’s
characteristic delay (CD). At this delay the response is frequency independent. The term
CD is used in analogy to the coincidence detector neurons in the brainstem. Although
neurons on higher levels of processing do not act as coincidence detectors themselves,
they can be assigned a CD, if they conserve the time information ascending from lower
levels coincidence detector neurons. The relative response level that is displayed at the
CD is referred to as the characteristic phase (CP). A CP of 1 or 0 means that the peak
response is exhibited at the CD, a CP of 0.5 refers to the minimal response being dis-
played at the CD, while an intermediate response at the CD would be expressed in CP
values between 0 and 0.5 or 0.5 and 1. While the CD is given in units of time, the CP is
a measure of cycles and will always be given as fraction of one cycle.
Figure 4.1 illustrates how convergent inputs can be arranged in different ways to yield a
neuron with a single peaked ITD tuning. Figure 4.1A is a sketch of an array of coincidence
detector neurons responsive to different best frequencies and receiving binaural inputs
of specific delays. The best frequencies of the neurons (noted to the left of the model
neurons) correspond to the typical probe frequencies used during experiments. Their
periods are integer multiples of 30µs corresponding to the ITD steps typically used to
assess ITD tuning. Each of the coincidence detectors sends an axonal projection to the
same target neuron.
Gray shaded curves in figure 4.1B show ITD tuning curves to tones of different fre-
quencies in three examples of integrator neurons that differ in the arrangement of their
inputs. The labeling of frequencies with gray shades is the same as in A. In response
to tone stimuli the integrator neurons show equivalent response characteristics as the
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respective narrow band input activated by the tone. Stimulated with a noise however,
all inputs are active. The red line in the plots depicts the integrator’s ITD response to
noise assuming the neuron would calculate a simple average over the inputs. The upper
plot shows the presumed response functions for a neuron that integrates information over
a set of coincidence detectors with an identical characteristic delay. The average of the
curves (red line) shows a single large peak and smaller side peaks. As the response of this
integrator is maximal in all frequency channels at an ITD of 30µs, it would be assigned
a CD of 30µs and a CP of 0 cycles. A neuron with an alike arrangement of inputs will
be called a ‘peak type’ neuron.
The response functions in the middle plot could be a result of different scenarios: as
all inputs show a common trough in their ITD curves, the array of coincidence detectors
could receive excitatory inputs from one ear and inhibitory inputs from the other ear while
still having delay lines causing identical time delays. In another setting, the coincidence
detectors could receive excitatory inputs from both ears, but have delay lines causing
different delays. With the delays being 30µs plus half the period of the best frequency
in each coincidence detector, convergence of those inputs would lead to a ‘trough type’
neuron with an ITD noise function exhibiting a deep trough (CP = 0.5 cycles) at its CD
(here at 30µs).
The bottom plot shows ITD tone curves that align at the slope. Here the response to
noise displays a pronounced slope on one side of its largest peak and a less steep slope
on the other side. This ‘slope type’ neuron would be as well assigned a CD of 30µs, but
a CP of 0.25 cycles. If the coincidence detectors giving rise to the convergent inputs to
this integrator neuron would have delay lines causing identical delays, logically we would
have to assume an element causing a phase delay additional to the time delay in each
frequency channel. Another valid assumption would be a set of coincidence detectors
with different delay lines causing time delays equal to 30µs plus a quarter of the period
of their best frequency.
As a summary of the last two sections it should be remembered that CD and CP
describe the time and phase delay that is introduced between the binaural inputs at the
level of a coincidence detector neuron. However, in neurons on higher level of processing
both are used as a measure of how ITD sensitive inputs from different frequency bands
converge.
4.3 Classical measures of characteristic delays
The classical way to investigate how neurons integrate inputs of different frequency bands,
is to calculate their CD from ITD responses to tones or narrow band stimuli. Judging
from the schematic ITD tone curves shown in figure 4.1B, the CD can readily be read
from the point of alignment of all curves. However, in experimental data this estimation
by eye is error prone. Instead, an analytical method is available: assuming a neuron
displays a CD and CP as well as ITD tone curves that can be approximated by cosine
functions, then for each frequency F one peak (ITDp) of the curves occurs time shifted
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Figure 4.1: Convergence of IPD tuned inputs across frequency channels. A: Schematic of a set
of coincidence detector neurons (small black circles) receiving binaural phase locked inputs (gray
circles). Inputs are responsive to different best frequencies (labels on the left side correspond
to gray shades). According to different length of delay lines (indicated as partly dashed lines)
throughout the frequency channels, the neuron receiving the converging inputs (big black circle)
may display different response characteristics. B: Examples of different response characteristic
of an integrating neuron. Gray shaded curves represent responses of the integrator neuron to
ITD tone stimuli of different frequencies. Shades of gray correspond to the same frequencies
as in A. Red lines depict average of gray curves and represent the integrator neurons response
to ITD noise stimuli. Top: Responses assuming the coincidence detectors have delay lines of
identical length. Middle: Responses assuming the coincidence detectors have delay lines of
identical length and binaural excitatory-inhibitory inputs. Alternatively, coincidence detectors
might dispose of an additional element causing a 0.5 cycles phase delay. Bottom: Responses
assuming the coincidence detectors have delay lines of identical length plus an additional element
causing a 0.25 cycles phase delay. Or alternatively, delay lines could be of different lengths to
cause systematically different delays in each frequency channel. The dashed line is set to 30µs,
the CD of all three integrators. Their CP is 0, 0.5 and 0.25 cycles respectively.
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from 0 ITD by the CD and CP:
ITDp = CD +
CP
F
⇔ ITDp = CD + CP × T , with T = 1/F (4.1)
Equation (4.1) shows that the relation of peak ITD and period of the frequency is
linear, if the neuron displays a CD and CP. Dividing both sides of the equation by the
period yields:
ITDp
T
= CP +
CD
T
⇔ IPDp = CP + CD × F , with IPDp = ITDp/F
(4.2)
IPD refers to the best interaural phase delay that the neuron responds to. (Note that
the concepts of CP and IPD both refer to phase measures of the sinusoidal ITD curves
of narrow band frequency neurons, however, the CP has its zero phase reference point
always on the peak of the curves (referenced to amplitude), while the IPD measure has
its zero phase reference point always on the point of the curve corresponding to 0µs ITD
(referenced to time). The conclusion that can be drawn from equation (4.2) is: A neuron
with a CD and CP displays a linear relationship of stimulation frequency and best IPD,
in which the CD is equal to the slope and the CP is equal to the offset of the regression
line. The latter relation has classically been used to assess CDs and CPs. I employed
this method to estimate CDs and CPs in AAr neurons.
4.3.1 CDs in the auditory forebrain
ITD tone curves to one or more different frequencies were acquired for 92 forebrain
units. The phase tuning was considered significant, if it satisfied the α < 0.001 level
of the Rayleigh test (see methods 2.6.5). In 19 units no recording showed significant
phase tuning. For the other 73 units, I obtained significant phase tuning at one or
more frequencies. Figure 4.2 shows a histogram of the number of best IPD values that
I obtained for the units. For 22 units I measured one or two significant best IPDs.
Since those data sets were too small to calculate a phase-frequency regression, they
were excluded from the classical calculation of CD and CP. The lack of sufficient best
phase data points was mostly due to a loss of units during recording. For the units of
which I obtained three or more best phase values I performed a linear regression of the
phase-frequency relation. If the mean squared error (MSE) between data and regression
line was lower than expected by pure chance (α < 0.005, Monte Carlo simulation, see
methods 2.6.5), the slope of the regression line was called the unit’s CD and the offset
was its CP. The share of units that exhibited a CD is colored in gray in figure 4.2. It is
obvious that the probability of finding a significant CD was dependent on the number
of best IPD values I obtained for that unit. If I had six or more significant best IPD
values for a unit (n=23), the phase-frequency relation always proved to be significantly
linear. Eight out of ten units with five IPD data points had a CD and only one out of
four units with four IPD data points showed significant linearity of the phase-frequency
relation. The dependency of CD on assessment of significant IPD recordings was due to
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the critical MSE being larger at higher degrees of freedom, i.e. at higher numbers of IPD
values. As a total I found 32 neurons that exhibited a significant CD.
Figure 4.2: Number of significant best IPD (BIPD) values obtained for n=73 units with a
minimum of one significant IPD value. Gray shaded areas correspond to the proportion of units
exhibiting a significant CD.
Figure 4.3A shows ITD tone curves to different stimulus frequencies recorded from
one neuron. All ITD tone curves were periodic at periods matching the inverse of the
stimulus frequency indicated at the right of the plots. The maximal response rates also
differed with stimulus frequency. Dashed lines indicate the zero spikes/second reference
for each curve. Looking across the curves conveys the impression that all curves display a
slope of the curve at a common ITD. This can be seen more clearly, when the curves are
normalized and plotted into one graph as in figure 4.3B. To calculate the CD, the same
data were transferred to a function of IPD with IPD = ITD × Frequency and plotted
in a circular diagram as exemplified in figure 4.3C for the data of four ITD tone curves.
The best IPD value defined as the phase angle of the mean vector of all data points is
indicated as gray line in the unit circle and given as decimal fraction of one cycle at the
top right of each diagram. The second number at the top right of each diagram refers
to the stimulus frequency. The decrease in best IPD values with increasing stimulus
frequency was consistent with the linearity criterion. The linearity of the relationship
is most obvious in figure 4.3D where IPD values were plotted as a function of stimulus
frequency. The black line represents the regression line. The root mean squared error
(RMSE) between data and regression line was 0.02 cycle. As read from the slope of the
regression line the neuron’s CD was shifted from zero by −20µs. Its CP, as read from the
offset of the regression line, was −0.29 cycle, indicating that the neuron responded with
an intermediate response level at the CD. Since the CD was exhibited on the slope, this
neuron belonged to the slope type (cf. figure 4.1). Its ITD noise curve should therefore
be expected to be asymmetric around the main peak. This was indeed the case as can
be seen in figure 4.5 which depicts the ITD noise curve of the same neuron.
The example shown in figure 4.3 was in several aspects typical for the population of
32 neurons that exhibited significant CDs: it displayed a CD for small values of ITD and
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Figure 4.3: Example for the classical assessment of CD and CP. A: ITD curves of one neuron
to tones of different frequencies. Frequencies are indicated in Hz to the right of each graph.
B: Same curves as in A but normalized and superimposed. Black arrow points to the CD of the
neuron. C: Data of four of the curves in A plotted in a circular plot as function of IPD. Gray
lines point to the best IPD calculated from the mean vector. Best IPD values as fraction of a
unit cycle and stimulus frequencies in Hz are noted at the top right of each plot. D: Best IPD
values of all curves shown in A plotted as function of frequency. The black line represents the
regression of the data, RMSE = 0.02 cycle. For further explanations see text.
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the CD was exhibited on the slope of the main peak that was closer to zero ITD, i.e. the
peak ITD was larger than the CD of the neuron. These phenomena were observed in a
majority of units. As shown in figure 4.4A the distribution of CDs was narrowly spread
around zero and conformed with a normal distribution (Lillifors test, p=0.046) with a
mean CD of −0.7 ± 37.6µs (mean ± SD). The CP distribution (figure 4.4B) did not
differ significantly from a von Mises distribution - the equivalent of a normal distribution
for circular data - with a mean phase φ = −0.1 cycles and a parameter of concentration
κ = 1.16 (κ = 0 would designate a flat distribution) (Kuiper’s test, p>0.05). The
black curve in figure 4.4B represents the corresponding von Mises distribution. The
CP distribution had a vector strength of 0.5 and was significantly different from a flat
distribution (Rayleigh test, p<0.001). CP values were represented with a negative sign,
if the absolute value of the CD was smaller than the peak ITD, i.e. if the CD was
exhibited on the slope facing zero ITD. Accordingly, the sign of the CP value was turned
positive, if the absolute value of the CD was larger than the peak ITD, i.e. if the CD
was exhibited on the slope facing peripheric values of ITD. The distribution of absolute
CP values is displayed in the inset of figure 4.4B. The absolute values of CPs conformed
to a von Mises distribution with φ = 0.16 cycles and κ = 2.65 (Kuiper’s Test, p>0.05)
and were different from a flat distribution (Rayleigh test, p<0.001). If peak type neurons
were defined as displaying an absolute value of CP ≤ 0.05 cycles, 7 out of 32 neurons
belonged to the peak type. Assigning the trough type to neurons with an absolute value
of CP ≥ 0.45 cycles none belonged to the trough type. So the remaining 25 neurons
were of the slope type. As can be seen in figure 4.4B, the majority of slope type neurons
displayed the CD at the slope close to center ITDs. Accordingly, their peak ITD was
larger than their absolute CD.
4.4 Characteristic delays from linear models
Up to now, I have described the across-frequency integration on the basis of ITD sen-
sitivity in single frequency channels. The question of how each of these inputs might
contribute to the neuron’s response to noise stimuli shall be tackled now.
Processing of convergent inputs in a single neuron could in principal amount to any
grade of complexity. However, the most simple and parsimonious model would be a linear
integrator. In the context of across-frequency integration, linear integration means that
the neuron’s response to a broadband stimulus is directly proportional to the sum of
the contributions of narrow frequency channel inputs. Consequently, this approach takes
into account the different weighting of contributions according to the neuron’s frequency
tuning, but leaves aside any putative interactions between frequency channels. As we
have seen in figure 4.3, ITD tuning curves to tone stimuli display sinusoidal shapes.
According to the linear-model approach, the shape of the ITD noise tuning curve should
be equal to the sum of weighted sinusoidal functions.
Figure 4.5 shows the ITD noise function of the same neuron as in figure 4.3 superim-
posed with the sum of the ITD tone curves (red line), the so called composite curve (Yin
& Kuwada, 1983). The sum of the ITD tone curves is a good match of the ITD noise
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Figure 4.4: Distribution of CDs and CPs of AAr neurons as calculated from ITD tone curves,
n = 32. A: Positive values of CD refer to interaural delays leading at the contralateral side.
Binwidth = 30µs. The CD distribution conformed with a normal distribution (Lilliefors test,
p=0.046). The mean CD was −0.7 ± 37.6µs(mean ± SD). B: The CP distribution was in
accordance with a von Mises distribution (shown as black curve: φ = −0.1 cycles, κ = 1.16,
Kuiper’s test, p>0.05) and significantly different from a flat distribution (Rayleigh test, p<0.001).
Negative values of CP refer to the CD being exhibited on the slope of the main peak closer to
zero ITD, while positive values denote CPs on the slope closer to peripheric values of ITD.
Binwidth = 0.1 cycle. Inset: Histogram of absolute values of CPs. Absolute CPs complied with
a von Mises distribution (black curve: φ = 0.16 cycles, κ = 2.65, Kuiper’s test, p>0.05) and were
significantly different from a flat distribution (Rayleigh test, p<0.001).
curve explaining 80% (r2 = 0.8) of the variance. In this example, the match was better
than for the average of the 32 neurons (r2 = 0.6 ± 0.18, mean ± SD). Yet, this does
not necessarily mean that linear integration is a poor model, but rather that the amount
of IPD curves from different frequencies was insufficient in many neurons. Obviously,
the number of ITD tone curves that had to be recorded was the main limitation not
only for judging the linearity of the frequency integration process but as well in assessing
estimates of CD and CP.
In the following, I will introduce a method that allows for these measures to be read
directly from the ITD noise curve.
4.4.1 Fourier analysis of ITD noise functions
Fourier analysis provides the mathematical theory and tools to decompose any signal
into its additive sinusoidal parts. The description of the signal in the time domain can
be transformed to the frequency domain resulting in an amplitude spectrum and a phase
spectrum that provide an exact description of each harmonic fraction. Both the descrip-
tions in the time and frequency domain hold the same information and the represent
a duality similar to Heisenberg’s duality in the description of location and impulse of
an electron. Since the signal can be transformed back and forth between the frequency
and the time domain by means of the Fourier analysis, the signal description in the two
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Figure 4.5: ITD noise function (black line) and sum of ITD tone functions (gray line), the
so called composite curve (Yin & Chan, 1990). The composite curve was scaled and off-
set to fit the ITD noise curve best. Note that the curves show fairly similar modulation
(coefficient of determination = 0.8).
domains is called a Fourier pair. If the signal is a discrete time series h(tk), then N
points of the time series can be mapped to N complex numbers containing the amplitude
and phase information at frequencies fn:
H(fn) =
N−1∑
k=0
hke
−2piifntk (4.3)
with k, n = 0, 1, 2, . . . , N − 1 fn = n
N∆t
tk = k∆t
with k being the running index of the time samples and n being the running index of
the frequency samples. H(fn) is the discrete Fourier transform (DFT) of h(tk).
Accordingly, if the linear model applies to the data, the ITD noise tuning curve on
one side and the frequency tuning curve together with the phase-frequency behavior of
a neuron on the other side should be analogues of a Fourier pair. In this case, Fourier
analysis can be used to test the hypothesis of a linear integration process. If this as-
sumption is reasonable, the Fourier transform of the ITD noise curve should yield an
amplitude spectrum commensurate to the frequency tuning curve and a phase spectrum
that corresponds to the best IPD-frequency relation. Ultimately, Fourier analysis may
represent an elegant and time saving tool to extract a neuron’s CD and CP directly from
its ITD noise curve.
In the following sections, I shall first explain the restrictions and pitfalls in using
discrete Fourier analysis for my type of data with a set of simulated data. Further, I
shall demonstrate the power of the Fourier approach in extracting CD and CP from
simulated data and in testing the linearity hypothesis. Eventually, I will present the
results of applying Fourier analysis to forebrain and midbrain data of the owl.
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DFT on simulated data under perfect conditions
Each set of simulated data consisted of a frequency tuning curve sampled in steps of
500Hz from 0.5 to 16 kHz (Nyquist frequency). The frequency response was simulated
as the sum of two normal distributions generated from random parameters. Amplitudes
at frequencies higher than 10 kHz were set to zero. A CD and CP was chosen randomly
that yielded the linear phase-frequency relation (for more details on the generation of
the curves see methods 2.6.7). The ITD curve of each unit was generated as the inverse
discrete Fourier transform (IDFT) of the frequency tuning and the phase spectrum, so
that the ITD curves were 2000µs (= 1500Hz) long signals sampled at ITD steps of 31.25µs
(= 132 kHz). It is important to note that in order to be a perfect Fourier pair, the length
of the signal in one domain has to be equal to the inverse of the sampling width in the
other domain, while the sampling width in each domain is the inverse of N times the
sampling width in the other domain (cf. equation 4.3). Therefore, length of signal and
sampling width are interlinked in time and frequency domain.
An example of a simulated ITD noise curve is given in figure 4.6A. Calculating the
DFT over the whole length of the signal, resulted in an amplitude spectrum (4.6B, blue
line) and phase spectrum (4.6C, blue line) that corresponded exactly to the simulated
frequency tuning and phase-frequency relationship (black lines in 4.6B, C). By definition,
this result was to be expected, since the ITD curve was constructed as the IDFT of the
frequency tuning and phase tuning curve. For the calculation of CD and CP of the
unit from the phase spectrum, only frequencies of an amplitude equal to or exceeding 30
percent of the maximal amplitude were considered. This threshold prevented phase data
points from having a high impact on the calculation of the regression line that actually
had a very low impact on the unit’s frequency response. The application of this rule was
important for real data, but was applied here for reasons of comparability. As the CD
and CP values were known for the simulated data, they could be compared to the values
calculated with help of the DFT of the ITD noise curve. For a set of 1000 simulated
units, there was no estimation error in CD and CP (compare table 4.1).
Although the method worked perfectly on the simulated data, these data were set up
in a different way than the experimental data. The frequency tuning curve and the ITD
curve of the simulated data were perfect Fourier pairs. This was contrary to the situation
encountered with the real data. I tried to approximate the experimental conditions in
the next step.
DFT on simulated data applying experimental conditions
Under experimental conditions the measured frequency tuning and ITD tuning were not
set up to be a perfect Fourier pair. The length of the ITD curve that was measured and
the sampling step size of the ITD curve were not matched in the above stated way to the
length and step size in the frequency tuning curve. Typically ITD tuning was measured
in the physiological range of the owl, i.e. between -270 and 270µs (instead of ±1 000µs )
and in steps of 30µs (instead of ±31.25µs). Taking the DFT of a shortened signal should
introduce systematic errors into the estimation of the amplitude and phase spectrum of
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Figure 4.6: DFT on simulated data of units with one global CD. A: Simulated ITD tuning
curves calculated as IDFT of the frequency tuning and phase-frequency relation. The blue and
red bars correspond to the length of the signal taken for DFT analysis under perfect conditions
and under experimental conditions, respectively. B, D: Simulated frequency tuning calculated
as sum of two random Gaussian functions (black line). Superimposed as blue or red line the
amplitude spectrum as result of DFT analysis on the whole and only a part of the signal (B and
D, respectively). C, E: Simulated phase-frequency relation calculated from a randomly chosen
CD and CP (black circles). The superimposed blue and red circles represent the phase spectrum
resulting from taking the DFT of the whole or only part of the ITD curve (C and E, respectively).
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Figure 4.7: DFT on simulated data of units with two local CDs. The phase-frequency relation
was composed of two linear segments, one below 3 kHz, the other starting from 3 kHz, corre-
sponding to two randomly chosen CDs and CPs for each unit. CDs differed by at least 90µs.
The red line in B and C corresponds to the results of the DFT performed on the central part
of the signal. Note that the systematic errors introduced by analyzing only a part of the signal
were substantially larger, when the unit had two local CDs as opposed to one global CD (cf.
figure 4.6D, E). Errors in the amplitude spectrum were maximal around the frequencies where
the break in CP and CD occurred. All conventions as in figure 4.6.
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the total signal. To approximate experimental conditions and quantify these errors, DFT
analysis was done only on the part of the simulated ITD curves that corresponded to
the physiological ITD range of the owl (red marked range of ITD curve in figure 4.6A).
As expected, the DFT of the shorter signal showed deviations from the frequency tuning
curve and the phase-frequency relation of the simulated neural responses as shown in
figure 4.6D and E. Naturally, the errors in the phase spectrum entailed errors in CD
and CP estimation. For a set of 1000 simulated units, the average CD estimation error
was 2 ± 3µs and CP estimation error was 0.01 ± 0.01 cycle. Thus, taking into account
the systematic errors that are introduced by the experimental conditions, the DFT was
still able to yield good estimates of CD and CP. As the CD and CP values are only a
derived measure, other measures of goodness of fit were considered as well. The mis-
matches between DFT results and frequency and phase tuning curves, can be expressed
as normalized root mean squared error (nRMSE). The average nRMSE between ampli-
tude spectrum and frequency tuning in a set of 1000 simulated units was 10.8% of the
maximal response rate. The maximal error in each amplitude spectrum was on aver-
age 31.6%. The average nRMSE of the phase spectrum (normalized to one cycle) was
comparably small with 1.1% and an average maximal deviance of 2.5% (see table 4.1 ).
So far, strengths and flaws of the DFT method have only been described for data
that had a linear phase-frequency relationship. Now the same will be done for data
that had a nonlinear phase-frequency relationship and therefore did not have a single
global CD or CP. These simulated units were constructed to have two local CDs and
CPs in the frequency range below and above 3 kHz, respectively. The CDs were different
by at least 90µs. An example of the simulated ITD curve is shown in figure 4.7A. As
before, applying DFT analysis on the whole ITD signal resulted in an amplitude spectrum
and phase spectrum equal to the unit’s simulated frequency tuning and phase-frequency
tuning. However, if the DFT was only done on the physiologically relevant part of the
ITD curve, the amplitude spectrum (red line in figure 4.7B) showed major deviations from
the frequency tuning curve (black line in figure 4.7B) around 3 kHz. This corresponded to
the frequency range where the unit’s change in local CD and CP occurred as can be seen
from the phase-frequency relation in figure 4.7C (black circles). The phase spectrum of
the DFT was still a fairly good match to the unit’s phase-frequency relation (red circles
in figure 4.7C).
As these simulated units did not have a CD or CP, only nRMSE in amplitude and
phase spectrum estimation could be taken as a measure of goodness of fit. As listed in
table 4.1, in a set of 1000 simulated units, the average nRMSE in the frequency spectrum
was 17.4% with the average maximal deviation amounting to 41.1%. Again the average
nRMSE (4%) was smaller in the phase spectrum just like the average maximal error
(10.5%). Errors of both amplitude and phase spectrum were substantially smaller on
the average for units with a linear phase-frequency relation compared to those with two
local CDs. However, in both conditions errors were substantially smaller in the phase
spectrum than in the amplitude spectrum. This makes the phase spectrum a reliable
candidate for CD and CP estimation. Yet, due to the systematic errors, the similarity
between amplitude spectrum and a measured frequency tuning appears to be less suited
to check on the assumed model of a linear neuronal integrator. I will come back to this
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one global CD nRMSEF RMSEPhase ∆CD ∆CP
[%] [%cycle] [µs] [cycles]
ideal 0 0 0 0
n=1000
experimental 10.8± 6.3 1.1± 0.8 2± 3 0.01± 0.01
n=1000 max: 31.6± 17.2 max: 2.5± 2
AAr data 34.5± 9 7.4± 4 20± 20 0.14± 0.12
max: 68.5± 15.6 max: 11.3± 5
n=225 n=32 n=30 n=30
two local CDs
ideal 0 0 - -
n=1000
experimental 17.4± 8.1 5.1± 2.9 - -
n=1000 max: 41.1± 18 max: 10.5± 6
Table 4.1: Goodness of fit measures for the DFT of ITD responses of simulated and real units
with one global CD or two local CDs.
point in section 4.4.2.
DFT of real data
Having tested the DFT method on the simulated data, I eventually examined the ap-
plicability of the method on data from AAr units. The DFT-based method was first
applied to data from units of which a CD and CP estimate was available by the classical
method as well (see section 4.3.1). ITD noise curves, consisting typically of 19 samples
taken in the physiological ITD range from -270 to 270µs were zero padded to a 64 point
signal, so that the DFT had a frequency resolution of 520.83Hz, which was close to the
step size of 500Hz used to assess the frequency tuning. Figure 4.8 shows examples of the
application of DFT analysis on ITD noise curves of four representative units. Black lines
and black symbols refer to physiologically measured data. The units in A, C, D showed
different degrees of asymmetry in the ITD noise curves. Only the unit in B exhibited
a rather symmetric ITD tuning. Except for the unit in C all units had a broad non
bell-shaped frequency tuning curve. The phase-frequency relation of the units was linear
at the given significance criterion. Interestingly, significant phase tuning in the unit in
C was still found in the lower frequency range, to which that unit was not expected to
be responsive to judging from its frequency tuning curve. Red lines and symbols display
the results of DFT analysis. The amplitude spectrum was scaled to the maximal value
of the frequency tuning curve. DFT amplitude spectra tended to display two peaks,
but corresponded roughly to the frequency tuning curves in terms of response range.
However, the amplitude spectra of C and D assigned a much higher impact to the low
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frequency range than obvious from the frequency tuning curve. In C this low frequency
range corresponded well to the range where significant IPD tuning was still found. The
black and red line in the phase plots represent the regression of the measured phase data
and DFT phase data, respectively. As the phase values given by both methods were
similar, most of the regression lines and consequently CD and CP values matched as
well. However, in spite of an almost perfect phase match in D, the regression of the data
yielded very different results due to DFT phase data points in the low frequency range,
that had no equivalents in the range of measured phases. The differences in CD and
CP estimates with the classical and the DFT-based method were not systematic (paired
Wilcoxon test, p>0.05), i.e. neither method yielded generally higher values of CD or CP
than the other.
The mismatch between measured phase data and DFT phase spectra was quantified
as normalized RMSE for a population of 32 AAr units. In 30 out of 32 both the classical
and the DFT-based estimation method resulted in a significant CD and CP. While the
normalized RMSE of 7% in the phase domain was relatively small (n=32), the mean
absolute difference in CD and CP estimates by DFT and the classical method was rather
large with 20µs and 0.14 cycle (n=30), respectively. In a population of 225 units the
amplitude spectrum of the ITD noise curve differed on average by 35% (nRMSE) from
the frequency tuning curve of the unit (cf. table 4.1). Just as in the simulated sets of
data, the mismatches in the phase spectrum and phase tuning were considerably smaller
than those between amplitude spectrum and frequency tuning. In the simulated data
the reason for this could be explicitly assigned to the systematic errors resulting from
applying the DFT to a too short signal. As another noteworthy aspect, the values of
nRMSE in phase and frequency domain of AAr units was commensurate to equivalent
values of simulated units with two local CDs much more than to those of units with one
global CD.
CD and CP estimates using a DFT-based method: AAR data
Eventually, DFT was applied on a set of 290 AAr units of which ITD noise curves were
available. In 279 units the phase spectra satisfied the linearity criterion so that CD
and CP estimates were calculated. Figure 4.9A, B shows histograms of the CD and
CP distributions. The CDs were narrowly distributed in a unimodal fashion around
−2.1µs (median, 25 to 75% percentile range = -20.3 to 26.4µs). The distribution was
insconsistent with a normal distribution (Lilliefors test, p<0.001). The distribution of
CP values was broad over the range between ± 0.4 cycles, but significantly different from
a flat distribution (Rayleigh test, p<0.001). The distribution complied with a von Mises
distribution (indicated as black curve in figure 4.9B) with a mean phase φ = −0.08 cycles
and a parameter of concentration κ = 1.01 (Kuiper’s test, p>0.05). CPs were asigned a
negative or positive sign depending on whether CD was displayed closer to zero than the
peak ITD or further from zero, respectively. Since the mean phase was different from
zero, CDs were more frequently displayed on the slope facing zero ITD than on the slope
facing more peripheric values of ITD. The inset in figure 4.9B shows a histogram of the
absolute CP values. This distribution was compatible with a von Mises distribution of
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Figure 4.8: DFTs of ITD noise curves of four AAr units. Black lines and black symbols represent
measured frequency tuning, ITD tuning and phase-frequency tuning (left, middle, right column,
respectively). The red lines and red symbols display the amplitude spectrum (left column) and
phase spectrum (right column) resulting from DFT analysis of the ITD curve. Black and red
arrows point to the CD value as result of phase measurements and DFT analysis. Note that
the DFT phases are generally a good match of the measured phases, while amplitude spectrum
and frequency tuning coincide less well. The black and red lines in the phase plots represent the
regression of the physiological and the DFT phase data, respectively.
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a mean phase φ = 0.17 cycles and a parameter of concentration κ = 3.0 at the α < 0.01
sginificance level, not at the α < 0.05 level (Kuiper’s test, 0.01<p<0.05) Both CD and CP
distributions assessed with the DFT-based method were not significantly different from
the equivalent distributions yielded by the classical method (cf. figure 4.4)(Kolmogorov-
Smirnov test, p=0.58 and Kuiper’s test, p>0.05). To illustrate a representative type
of ITD noise function in the AAr as predicted by the CD and CP distribution, an ITD
curve was simulated using 0µs as typical CD, 0.2 cycles as typical CP and a flat frequency
tuning between 500 and 9500Hz (figure 4.8C). The representative curve displayed the
pronounced slope around 0µs and a higher response to contralateral leading ITDs than
to ipsilateral leading ITDs. Both aspects were frequently observed in AAr units as the
majority of neurons belonged to the slope type.
CD and CP estimates using a DFT-based method: ICX data
The DFT-based method to assess CD and CP estimates was also applied to ITD noise
curves of 81 ICX units. Significant CD and CP estimates were obtained for 77 ICX units.
Figure 4.10A, B shows histograms of the CD and CP distribution. The CD distribution
differed from a normal distribution (Lilliefors test, α<0.001) and was skewed with data
extending hardly to the side of ipsilateral leading ITDs (25, 50, 75 percentiles: -0.4,
25.8, 53.7 µs). CP values were narrowly distributed around 0 cycles and inconsistent
with a flat distribution (Rayleigh test, α<0.001). They complied with a von Mises
distribution (black curve in figure 4.10B) of a mean phase φ = 0 cycles and a parameter
of concentration κ = 1.79 (Kuiper’s Test, p>0.05). The distribution of absolute CP
values (inset in figure 4.10B) was skewed with the most frequent value being 0 cycles and
differed significantly from a flat distribution (Rayleigh test, p<0.001) as well as from
a von Mises distribution (Kuiper’s test, p<0.001). Both, the CD and CP distribution
for ICX data were significantly different from the CD and CP distribution for AAr data
(Kolmogorov-Smirnov test, α<0.001, Kuiper’s test, p<0.001). This is also obvious from
the representative ITD noise function for ICX units that was constructed using a CD
of 0µs, a CP of 0 cycles and assuming a flat frequency tuning (figure 4.10C). The ITD
function displayed a perfectly symmetric main peak around 0 ITD, illustrating the finding
that most neurons in the ICX belonged to the peak type.
4.4.2 Assumptions on linearity
The investigation of across-frequency integration by DFT is based on two assumptions
on linearity in the system. As evident from equation 4.2, a unit only displays a CD, if its
bests phase values change linearly over the frequency range. To test for linearity we used
the classical method introduced by Yin & Kuwada (1983) comparing the MSE of the
regression to the probability of finding the same MSE in random phase data. Especially
at high degrees of freedom, such as reached using the DFT-based method, the test does
not differentiate between non random data from linear and other than linear relations.
Besides the linear model, another reasonable model would be a phase-frequency relation
with phase data displaying different linearities in different frequency ranges. Such a model
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Figure 4.9: CD and CP distributions of AAr units based on DFTs, n=279. A: CD distribution
was significantly different from normal distribution (Lilliefors test, α<0.001) (percentiles at 25,
50, 75%: -20.21, -5.74, 12.6). B: CP distribution was different from a flat distribution (Rayleigh
test, α<0.001) and in accordance with a von Mises distribution (black line, φ = −0.08 cycles,
κ = 1.01, Kuiper’s test, p>0.05). Inset: Histogram of absolute CP values. Absolute values
were compatible with a von Mises distribution only at the α < 0.01 significance level (black
line, φ = 0.17 cycles, κ = 3.0, Kuiper’s test, 0.01<p<0.05). All other conventions as in 4.4.
C: Representative ITD noise curve simulated from most frequent CD (0 µs) and CP (0.2 cycles)
values and a flat frequency tuning (500-9500Hz). Note the pronounced central slope of the main
peak an the elevated sensitivity to contralateral leading ITDs compared to ipsilateral leading
ITDs.
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Figure 4.10: CD and CP distributions of ICX units based on DFT analysis, n=77. A: CD distri-
bution was significantly different from a normal distribution (Lilliefors test, p<0.001)(percentiles
at 25, 50, 75% = -0.4, -25.8, 53.7). B: CP distribution had a peak at 0 cycles, differed from a flat
distribution (Rayleigh test, p<0.001), but conformed with a von Mises distribution (black line,
φ = 0 cycles , κ = 1.79, Kuiper’s test, p>0.05). Inset: Histogram of absolute CP values. The
distribution was different from a flat as well as a von Mises distribution (Rayleigh test, p<0.001,
Kuiper’s test, p<0.001). C: Representative ITD noise curve simulated with most frequent CD
(0µs) and CP (0 cycles) value and a flat frequency tuning. Note that the curve was symmetric
around the main peak.
could be realized by convergence over coincidence detectors. The second assumption was
on the linearity of across-frequency integration. Using DFT implies that across-frequency
integration can be modeled by a process that weights and adds up information in each
frequency channel. A processing unit of such behavior would be called a linear integrator.
In the following, the validity of both assumptions on linearity will be tested in AAr and
ICX data.
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Linearity of the phase-frequency relation
In the majority of AAr units (210 out of 279 units, 75%) the amplitude spectrum resulting
from the DFT of the ITD noise curve featured more than one peak. Typically the
amplitude spectrum displayed two local maxima (cf. figure 4.8). While in most units
(n=279), the phase spectrum was significantly linear by the significance criterion (α <
0.005 for the probability of finding the same MSE to a linear model in random phase
data), the linear regression did not always seem to be the optimal model for the data.
By visual judgment, points of discontinuity in the phase spectrum corresponded to the
points of local minima in the amplitude spectrum. Therefore, I examined how much
a model of two local CDs in separate frequency ranges would improve the fit to the
phase spectrum. Regressions of the phase data were calculated in the frequency range
smaller than the frequency at the local minimum of the amplitude spectrum as well as
in the range larger than that frequency. The advantage of the “two local CDs” model
over the “one global CD” model was measured as difference in RMSE between the two
fits. As expected, the model with two regression lines in different frequency ranges
always resulted in improved RMSE values. To illustrate the degree of discontinuity in
the phase spectrum at different ∆ RMSE values, figure 4.11 shows examples of five AAr
units displaying increasing improvement by the model of two local CDs. The first and
the second example unit (top two rows) had an almost perfect linear phase-frequency
relation. Therefore, the improvement of RMSE by the “two local CDs” model was small
(∆RMSE <= 0.01). Differences in local CDs and CPs were also negligible. This can
be seen by the colored dashed lines in the ITD noise curves indicating the absolute
values of global (red) and local (green and blue) CDs that were located close to each
other in this case. Interestingly, only in the first unit the frequency tuning was nicely
matched by the amplitude spectrum of the ITD curve, whereas in all other examples
the amplitude spectrum displayed more low frequency components than obvious from
the frequency tuning curve. This discrepancy was consistent with the hypothesis of
different CDs in separate frequency ranges: In units displaying different local CDs, the
contribution of the low frequency range would not have been measured in the frequency
tuning, because the visually chosen best ITD (the main peak in the ITD noise tuning)
used to measure responses over the whole frequency range only elicited responses in the
high frequency range. The example units in the middle rows showed mild but obvious
discontinuities in the phase spectra resulting in clear advantage of the model assuming
two local CDs (∆RMSE < 0.05) while the example in the bottom row displayed major
differences in global and local CDs and a clear superiority of the “two local CDs” model
(∆RMSE = 0.09). The ITD noise curve of this unit was of untypical shape exhibiting
two equally high peaks.
In the whole population of 210 units (figure 4.12A), the gain by the local CD model
measured as decrease in RMSE showed a positively skewed distribution (median = 0.034,
percentiles at 25 and 75%: 0.019, 0.058) that differed significantly from a normal dis-
tribution (Lilliefors test, p<0.001). A majority of units (136 out of 210, 65%) revealed
a reduction in RMSE by the local CD model smaller than 0.045 and therefore showed
only minor discontinuities in the phase spectrum. The remaining units (74, 35%) had
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Figure 4.11: Local CDs in AAr units.A-E: Five example units displaying increasing degrees
of nonlinearity in the phase spectrum (right column). A regression line (red line) was fit through
the phase data obtained by DFT analysis of the ITD noise curve as a model of one global CD. For
comparison, two regression lines were fit to the data in different frequency ranges as a model of
two local CDs (green and blue lines). Global and local CDs are indicated as color coded dashed
lines in the ITD noise curves (middle row). The difference in local CDs and CPs in the low and
high frequency range is given as ∆CD and ∆CP in each phase spectrum plot. Also the difference
in RMSE between the global CD and the “two local CDs” model is noted as ∆RMSE. Since
all the ∆RMSE values were positive, there was always an improvement by the model assuming
two local CDs. From A to E phase-frequency fits showed increasing improvement by that model.
Frequency tuning plots are shown in the left row. The superimposed amplitude spectra (red
line) resulting from DFT of the ITD noise curve typically displayed two local peaks and a local
minimum. The local minimum was used as the frequency of the assumed change in CD for
the “two local CDs” model. Note that the low frequency component in the amplitude spectrum
reflects the different sensitivity to positive and negative values of ITD (i.e. the asymmetry) in
the ITD noise curves.)
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more important discontinuities in their phase spectra, so that the reduction in RMSE
fell between 0.045 and 0.1. Another remarkable feature of the examples in figure 4.11
was that four out of the five units displayed the local minimum in their amplitude spec-
trum at a similar frequency around 4 kHz. A histogram of local minima and maxima for
the whole set of 210 units is shown in figure 4.12B. A majority of units displayed the
first maximum of the amplitude spectrum around 2 kHz. The first local minimum was
typically located around 4 kHz and the second maximum around 6 kHz. Second local
minima were rare. In most units discontinuities occurred around 4 kHz. Consequently,
for most units the local CDs were calculated for the low frequency range below 4 kHz and
the high frequency range above 4 kHz. Low and high frequency ranges could contribute
different CDs and CPs. The differences in local CDs and CPs complied with a normal
distribution (Lilliefors test, p>0.05). Subtracting the CD in the higher frequency range
from that of the lower range, the average difference in local CDs (-4±86µs, mean ± SD)
was not significantly different from zero (Student’s t-test, p=0.47). The mean CP in
the lower and the higher frequency range were similar (0.2 and 0.23 cycles, respectively).
Yet, the distributions of CPs in the low and high frequency range differed significantly,
because CPs in the low frequency range were more narrowly scattered around the mean
phase than CPs in the high frequency range (Kuiper’s test, p<0.01). This means that
low frequency contributions to ITD sensitivity were stronger restricted to the slope type
than high frequency constributions.
Figure 4.12: AAr population data on improvement of RMSE in a model of two local CDs A
and shape of amplitude spectrum B. Data of 210 units. A: Histogram of differences in RMSE
obtained by a model of one global CD and a model assuming two local CDs. B: Histogram of
first and second (gray, dark gray) local maxima (top half ) and local minima (bottom half ) of the
amplitude spectra given by the DFTs of the ITD noise curve.
In ICX units a smaller percentage of amplitude spectra featured more than one peak
(38 out of 77, 49%). The model assuming two local CDs led to a reduction in RMSE
by more than 0.045 in only 8 units (21%). The remaining 30 units (79%) showed minor
discontinuities in the phase-frequency range, so that the advantage by the “two local CDs”
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model was smaller than ∆RMSE = 0.045. However, the distribution of ∆RMSE values
between AAr units and ICX units differed not significantly (Wilcoxon test, p=0.13). The
differences in local CDs (-4 ± 85µs, mean ± SD) and CPs (0.01±0.19 cycles, mean±SD)
were consistent with a normal distribution (Lilliefors test, p>0.05) in ICX units just as
in AAr units. While the advantage of the “two local CDs” model over the “one global
CD” model was similar in both AAr and ICX units, the main difference between AAr
and ICX units consisted in the goodness of fit of the global CD model. Distributions of
RMSE values of the regression (figure 4.13) were significantly different in AAr and ICX
units (Wilcoxon test, p<0.0001). In AAr units, RMSE values were not compatible with
a normal distribution (Lilliefors test, p<0.01). The distribution had a median RMSE
of 0.061 (percentiles at 25 and 75%: 0.037, 0.1). RMSE values for ICX units were not
consistent with a normal distribution either (Lilliefors test, p=0.03). For comparison,
the median (0.042) as well as the percentiles (0.022 and 0.068 at 25 and 75%) revealed
that RMSE values tended to be smaller in ICX units than in AAr units.
Figure 4.13: Linearity of phase-frequency relation in AAr and ICX units. A: Histogram of
RMSE values obtained in AAr units with a significantly linear phase-frequency relation (n=279).
Data were not normally distributed (Lilliefors test, p<0.01). Percentiles at 25, 50, 75%: 0.037,
0.061, 0.1. B: Histogram of RMSE values obtained in ICX units with a significant linear phase-
frequency relation (n=79). The distribution was consistent with a normal distribution (Lilliefors
test, p=0.03). Percentiles at 25, 50, 75%: 0.022, 0.042, 0.068. The two distributions A, B had
significant different medians (Wilcoxon test, p<0.0001).
Linearity of the across-frequency integration
Using DFT of ITD noise curves to extract amplitude and phase spectra is based on the
assumption that across-frequency integration in the neurons is performed as a simple
weight and add up process without any nonlinear interactions between frequency chan-
nels. The validity of this assumption could be easily tested on units of which measured
frequency tuning and phase tuning were available. Ideally, deviations between DFTs and
the measured data should be due to nonlinear processes that were not accounted for in
the model. However, as shown in section 4.4.1, some discrepancies especially in frequency
Results: Characteristic delays 67
tuning were to be expected from the systematic errors introduced by using short ITD
tuning curves. To distinguish between deviations caused by presumed nonlinear processes
and the systematic errors is problematic. Another approach to test linearity consists of
calculating the IDFT of the measured frequency and phase tuning and comparing it to
the ITD noise curve. Yet, the measured phase tuning data were - if available at all -
mostly incomplete. Since deviations between phase spectrum and measured phase tun-
ing were small, data from the phase spectra were used to generate IDFTs to fit the ITD
noise curve. Similarities of the two curves are quantified as squared correlation index r2
(coefficient of determination). Figure 4.14A shows an example of an IDFT fit (blue line
in center plot) that was a good match of the ITD noise curve (r2 = 0.79). This ITD
curve fit represents the sum of cosine functions shifted by the phases contained in the
DFT phase spectrum (plot in right column) and weighted by amplitudes taken from the
unit’s frequency tuning (black line in left column plot). Amplitude spectrum and fre-
quency tuning were of comparable shape in this unit. The ITD curve in 4.14B correlates
less well with the IDFT (r2 = 0.54). Also the amplitude spectrum is a bad match of
the frequency tuning curve in the low frequency range in this unit. The two examples
from ICX units shown in 4.14C, D corroborate this notion: If the correspondence be-
tween amplitude spectrum and frequency tuning was high, the IDFT was a good match
of the ITD curve. This phenomenon is of course a direct consequence of the Fourier
theorem. As stated above, any mismatches should therefore be indicative of nonlinear
processes in across-frequency integration. Unfortunately, it cannot be ruled out that in
units responding to slightly different best ITDs in different frequency ranges, the fre-
quency tuning measured with only one ITD was a poor estimate of the real frequency
sensitivity of the unit (cf. section 4.4.2 and see example unit in figure 4.8. Another likely
example of this is the unit in figure 4.14B.
The distribution of r2 values of the IDFT fits in a population of 216 AAr units and 63
ICX units is given in figure 4.14E. While the distribution was consistent with a normal
distribution for ICX units, it differed from a normal distribution in AAr units (Lilliefors
test, α<=0.01). The medians (0.59 and 0.63, respectively) were not significantly different
from each other (Mann-Whitney U test, p=0.054). Despite the errors resulting from
imprecise frequency tuning estimates, the linear model still explained more than 50% of
the variation in 68% of AAr ITD curves and 76% of ICX ITD curves.
4.5 Correlation of CD and CP
An interesting aspect in a population of units that exhibit CDs would be a predictable
relation between CD and CP of a unit. As the CP of a unit has an impact on the overall
shape of its tuning curve (cf. section 3.5.5), a systematic relation of both parameters
could mean that certain tuning curves shapes predominate in certain regions of the ITD
range.
Figure 4.15 plots CP as function of CD for 279 AAr units (A) and 77 ICX units (B).
As obvious from figure 4.15A, in AAr units the density of data points was highest at CDs
of −30µs and CPs around 0.2 cycle. Absolute values of CP were weakly but significantly
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Figure 4.14: Linearity of across-frequency integration. If across-frequency integration was
linear, IDFTs of frequency tuning left column and phase spectrum right column should match
the ITD noise curve center column. Red lines and circles represent DFT amplitude spectra and
phase spectra of the unit’s ITD noise curves. Blue lines represent the IDFT fit to the ITD
noise curve. Recorded data are depicted as black lines. A, B: Examples of AAr units. Judging
from the coefficient of determination (r2), the assumption of linearity in the across-frequency
integration worked better for the unit shown in A than for the one in B. Since the unit were
of the slope type, mismatches between amplitude spectrum and frequency tuning in the low
frequency range could also result from stimulation with an uneffective ITD in that range. C,
D: Examples of ICX units. Both units displayed a narrow frequency tuning. As a consequence,
the IDFT was periodic. This corresponded to the recorded ITD curve in C, which displayed a
low degree of side peak suppression, but not to the ITD curve in D. The high degree of side peak
suppression seen in the peak type unit in D was not predictable by the linear model and might
hint to nonlinear processing in across-frequency integration. E: Distribution of the coefficients
of determination in AAr and ICX data (25, 50, 75% percentiles = 0.45, 0.59, 0.71 and 0.52, 0.63,
0.77, respectively). Both populations were not normally distributed (Lillifors test, α<0.01) and
not significantly different from each other (Mann-Whitney U test, α<0.01).
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Figure 4.15: Correlation of CD and CP. A, top: Absolute values of CP as function of CD for
279 AAr units. Absolute CP and CD displayed a negative correlation (r=-0.37, p<0.001, t-test).
A, bottom: Color plot of the same data. Brightest color represents maximal density of data
points. B: Absolute values of CP as function of CD for 77 ICX units. Absolute CP and CD
displayed a weak positive correlation (r= 0.25, p=0.03, t-test). Conventions as in A. r2, index
of determination.
correlated with CD values (r=-0.37, p<0.001, t-test) such that 14% of the variation in
CP was explainable by the variation in CD. Therefore, the larger the value of CD was, the
smaller the probability of a high absolute CP in a unit. As illustrated in figure 4.15B, in
ICX the highest density of data points occurred at CDs around zero ITD and CPs around
zero cycles. Correlation of CP with CD was weak and weakly significant (r=0.25, p=0.03,
t-test). Only 6% of the variation in CP was due to variation in CD. Since the correlation
was positive, the probability of a high absolute CP value increased with increasing CD.
For both populations, there seems to be a weak but opposite correlation of CP with
CD. The stronger and highly significant correlation found in AAr units suggests that
the more the CD shifts to negative values of ITD, i.e. ipsilateral leading ITDs, the more
asymmetric the tuning curve shapes should be expected to be. Since a high absolute value
of CP implies a larger difference between CD and peak ITD, a unit exhibiting the CD at
a large ipsilateral leading ITD may still display the peak ITD on the side of contralateral
leading ITDs. Therefore, the correlation between CD and CP is conform with the result
that the distribution of peak ITD values is shifted to the side of contralateral leading
ITDs (figure 3.11), while the CDs a evenly scattered around zero ITD (figure 4.9).
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4.6 ITD encoding in birds and mammals
Recent studies in mammals have shown that ITD and frequency tuning of a unit exhibit
systematic relations in a population of neurons. In the cat the range of best ITDs
represented in each frequency band increases with decreasing frequency (Joris, 2006). In
the guinea pig the same trend was observed (McAlpine et al., 1996). Also in the gerbil, a
majority of neurons displayed preferred ITDs far outside the physiological range at low
best frequencies (Brand et al., 2002). It has been suggested (McAlpine & Grothe, 2003)
that a systematic decrease in best ITD with increasing frequency would be consistent
with a constant phase value being represented by the units. Representation of a constant
phase value could be indicative of a slope coding strategy. The lower the best frequency,
the broader the ITD tuning peaks and the further the whole curve has to be shifted
to larger values of ITD in order to position the slope within the physiological range.
The slope of the tuning curve is the region that is most sensitive to changes in ITD.
In a theoretical work Harper & McAlpine (2004) suggested, that this constant phase
representation was optimal for ITD coding at a certain combination of head size and
physiological frequency range of an animal. According to model predictions constant
phase coding would be optimal for the owl in the frequency range lower than 2 kHz.
However, data from ICC and ICX in the owl were incompatible with these predictions.
Representation of best ITD was independent of best frequency in these units (Wagner
et al., 2007).
Figure 4.16: Calculation of best ITD - best frequency in AAr unit. A: Frequency tuning
curve. Dashed black line marks the peak frequency (2 kHz). Gray curve represents the amplitude
spectrum of the discrete Fourier transform (DFT) of the ITD noise curve. Amplitudes were scaled
to the maximal amplitude of the frequency tuning. Dashed gray line points to the dominant
frequency of the spectrum (1.6 kHz). B: ITD noise tuning curve. Dashed black line marks
the peak ITD value (−30µs). Gray curve in represents a sinusoid function modulated at the
dominant frequency and phase shifted from 0 ITD by the corresponding phase yielded by the
DFT. Dashed gray line marks the peak ITD of the tonal component (−125µs). While the best
frequencies found with both methods were similar, best ITD values differed substantially.
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4.6.1 Best ITD versus best frequency
To explore whether AAr units exhibited a systematic relationship in their frequency and
ITD tuning, I applied two different methods. The first method simply compared peak
frequency and peak ITD of a unit, while the second method aimed at extracting the
best ITD of the dominant frequency component contained in the ITD noise response.
Figure 4.16 shows frequency and ITD tuning curve of an AAr unit. The frequency
tuning displayed peaks at 2, 5 and 9 kHz (figure 4.16A). The ITD tuning was asymmetric
around the main peak with higher response levels being reached for negative values
of ITD (figure 4.16B). The peak frequency of this unit was 2 kHz (indicated by the
dashed black line black line) and its best ITD was at −30µs. To find the dominant
frequency contained in the ITD curve the discrete Fourier transform (DFT) of the ITD
noise response was calculated and superimposed on the frequency tuning curve of this
unit (gray line in figure 4.16A). Both curves were fairly similar in this unit. The dominant
frequency of the amplitude spectrum was 1.6 kHz. This frequency component was phase
shifted by −0.2 cycles as determined in the phase spectrum. Therefore, the peak ITD
of the dominant phase component was at −125µs as indicated by the sinusoid function
superimposed on the ITD curve as gray line in figure 4.16B. In this unit like in many
other units the best ITD of the dominant frequency component differed from the best
ITD of the complete response. In many neurons with an asymmetric ITD curve the low
frequency component prevailed in the amplitude spectrum, but was less obvious from
the measured frequency tuning. As a consequence data points were more concentrated
in the low frequency region in the DFT-based method of analysis.
Peak ITD values are plotted as a function of peak frequency values in figure 4.17A for
224 AAr neurons. Peak ITD values lay within the physiological range of ITDs (dashed
line). Some peak ITD values occurred outside the pi -limit (dotted line). The pi -limit
represents the ITD corresponding to a phase shift of 180 degrees at each frequency. The
diagram has a limited resolution due to discrete ITD and frequency steps used in the
experiments. The density of data points can be judged from the color plot in 4.17 A,
where the highest density of data points is indicated by brightest color. Most peak ITDs
fell into a range between 50µs ipsilateral and 100µs contralateral leading ITD, while
most peak frequencies were between 5 and 8 kHz. No systematic relation between a
unit’s peak frequency and peak ITD was obvious.
In figure 4.17B best ITD of the dominant frequency component of ITD noise functions
are plotted for 290 AAr units. By convention of expressing phase as value between -0.5
and 0.5 cycles and calculating the best ITD by multiplying the phase with the period of
the frequency, data points fell within the pi -limit. With few exceptions data points also
fell within the limits of the physiological range. As can be seen more clearly from the
colored plot, the units’ dominant frequency components clustered around 1.5 kHz and
6 kHz. A clear relation between ITD and frequency could be observed. For units with a
low dominant frequency the absolute value of best ITD was likely to be larger the lower
the frequency was. The distribution of absolute phase values that corresponded to all
dominant frequencies conformed with a von Mises distribution with φ = 0.17 cycles and
κ = 2.75 (Kuiper’s test, p<0.01). The gray line in figure 4.17B represents the ITD at
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Figure 4.17: Best ITD - best frequency relation in AAr and ICX units. A, top: Peak ITD
values plotted as function of peak frequency value for 224 AAr units. Dashed line marks borders
of physiological range of ITDs. Dotted line marks pi-limit, i.e. the ITD at each frequency
corresponding to 0.5 half of the period. A, bottom: Same data as in top plot but density of
data points is given by brightness of color. B: Peak ITD of dominant frequency component in
ITD noise curve as function of dominant frequency plotted for 290 AAr units. For calculation of
dominant frequencies see text (4.6.1). Gray line represents the ITD corresponding to the mean
phase of the dominant frequencies 0.17 cycles found in ITD noise curves of AAr units. Other
conventions as in A. C: Peak ITD values plotted as function of peak frequency value for 66 ICX
units. Conventions as in A. D: Peak ITD of dominant frequency component in ITD noise curve
as function of dominant frequency plotted for 81 ICX units. Conventions as in B. The brightest
color in each plot represents the highest density of data points: 14, 17, 6 and 5 data points per
bin in A, B, C and D, respectively.
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mean best phase as a function of frequency.
Figure 4.17C and D illustrate the best ITD - best frequency relation in ICX units.
ICX units had peak frequencies that clustered between 4 and 8 kHz just like AAr units,
but did not extend to the range below 2 kHz. Contralateral leading best ITDs between
-30 and 120µs were overrepresented similar to AAr units. Unlike AAr units, ICX units
displayed much fewer dominant frequencies in the low frequency range. Frequencies
around 7 kHz prevailed as dominant frequency component contained in the ICX noise
curves (figure 4.17D). However, the few units with dominant frequencies lower than 2 kHz
showed a systematic relation of best ITD and best frequency similar to the one observed
in AAr units. The distribution of absolute phase values corresponding to the best ITDs
in the dominant frequency component was compatible with a von Mises distribution
with φ = 0.15 cycles and κ = 2.08 (Kuiper’s test, 0.01<p<0.05). The high impact of low
frequencies with a phase offset of 0.18 cycles in ITD noise curves of AAr units reflects the
observed asymmetries around the main peak with enhanced sensitivity to contralateral
leading ITDs. As most ITD curves from ICX were symmetric they had their dominant
frequency in the higher frequency range.
5 Discussion
Interaural time difference is an important cue used by the barn owl and many other an-
imals for the determination of the sound source azimuth. Numerous nuclei in the brain
of the barn owl are sensitive to changes in ITD. Figure 5.1 shows a simplified version
of the ITD processing pathway. As a first step of processing (cf. introduction 1.1.2),
ITD sensitivity arises in nucleus laminaris (NL), where neurons compare binaural phase
locked information in a process consistent with the Jeffress model (Jeffress, 1948). NL
neurons are tuned to interaural phase difference and narrow bands of frequencies. On the
level of the ICC, the pathway splits into a tectofugal part and a thalamofugal part. A
second important step in the transformation of ITD representation occurs in the tectofu-
gal pathway between the ICC and ICX: phase ambiguity is resolved by convergence of
frequency channels along a consistent best ITD resulting in peak type, symmetric ITD
tuning curves. The parallel thalamofugal pathway of ITD processing consists of nucleus
ovoidalis, Field L, and the auditory arcopallium (AAr).
While the midbrain pathway of ITD processing has been studied intensively, this the-
sis’ focus lies on the processing of ITD in the auditory forebrain. I used extracellular
recordings to study response properties to binaural cues and stimuli of varying frequency
content in single neurons in the auditory arcopallium (AAr), a high level auditory and
sensorimotor integration center in the avian forebrain. Neurons were responsive to broad
ranges of frequencies. As the forebrain pathway receives input from a midbrain station
in which neurons respond to narrow bands of frequencies, across-frequency convergence
has to be performed throughout the subsequent processing steps in the forebrain. ITD
tuning curves displayed diverse shapes, but typically featured an asymmetric main peak
close to zero ITD. Asymmetric ITD tuning curves can result from the specific mecha-
nism of across-frequency integration. In neurons with a linear phase-frequency relation,
across-frequency integration can be sufficiently described by the neuron’s characteristic
delay (CD) and its characteristic phase (CP). Besides the classical method of assessing
CD and CP from ITD tone curves, I developed and applied a new method allowing
for CD and CP estimation on the basis of discrete Fourier transforms (DFTs) of the
ITD noise functions. Both methods revealed that the majority of AAr neurons integrate
ITD sensitive inputs from different frequency ranges according to the slope type model,
whereas ICX neurons integrate information from different frequency channels according
to the peak type model.
In the following, these findings will be discussed with respect to frequency and ITD
representation in other brain areas of the barn owl. Special attention will be paid to the
mechanisms of across-frequency integration which will be compared to that known from
mammalian species. The impact of the resulting ITD curve shape on coding strategies
of ITD will be considered. ITD signaling will also be viewed in the context of potential
Discussion 75
Figure 5.1: Scheme of ITD processing pathway. In the medullary brainstem, coincidence
detection on phase locked inputs is performed in NL resulting in phase ambiguous ITD tuning.
On the level of the ICC, the pathway splits into parallel processing lines: a tectofugal part and
a thalamofugal pathway. As a second important transformation, phase ambiguity is resolved
between ICC and ICX through convergence of information across frequency channels and along
a consistent best ITD. The focus of this thesis was on the convergence of information in the
forebrain pathway. Both pathways project to motor related nuclei of the midbrain and medulla.
AAr, auditory arcopallium, ICC, central nurcleus of the inferior colliculus (IC), ICX, external
nucleus of the IC, NL, nucleus laminaris, NM, nucleus magnocellularis, M motor nuclei, Ov,
nucleus ovoidalis, OT, optic tectum.
specializations for behavioral tasks that rely on ITD information.
5.1 Representation of frequency and binaural cues in the
auditory forebrain
5.1.1 Representation of frequency in the auditory forebrain
The transformation of ITD representation between the owl’s midbrain ICC and ICX
involves neurons responding to broader ranges of frequencies and displaying less phase
ambiguity. Bandwidth and degree of phase ambiguity are directly linked in a neuron
(Mazer, 1998; Pena & Konishi, 2000). This phenomenon has also been observed in
other auditory systems (rabbit, (Fitzpatrick et al., 1997) and cat (Yin et al., 1986))
and is predicted from linear filter theory. In the owl, the auditory system starts out
with narrow filter bandwidths in the auditory nerve (Koppl & Carr, 1997) and NM
(Sullivan & Konishi, 1984). The bandwidth is still narrow in the ICCcore (Knudsen,
1984; Wagner et al., 2002). The increase in bandwidth arises at the level of the ICCls and
the ICX (Mazer, 1998). Measured in isointensity frequency tuning curves and expressed
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as absolute width at 50% of the maximal response level, frequency bandwidth in the
ICCcore ranged from 0.5 kHz at best frequencies (BF) around 0.5 kHz to 1.5 kHz at BF
around 8 kHz (Wagner et al., 2002; Christianson & Pena, 2006). Absolute bandwidth
was substantially wider in ICX and ICCls neurons (2.4±0.2 kHz, mean± SEM, (Mazer,
1998)).
In the forebrain pathway, which separates from the midbrain pathway at the level of
the ICC (Proctor & Konishi, 1997; Cohen & Knudsen, 1998; Arthur, 2005), a reduction
in frequency selectivity can be observed again. I found frequency tuning width in AAr
neurons at 50% of the maximal response (also at the 75 and 25% level) to be significantly
broader than that found in ICX neurons and broader than that reported for Ov neurons
(Perez & Pena, 2006). Median width in AAr neurons was 3±1 kHz (median ± quartiles)
versus 2 kHz (1.5 and 3 kHz, lower and upper quartiles) in ICX neurons and 1.7 kHz in
Ov (Perez & Pena, 2006). My data are well in line with the tuning width reported by
Cohen & Knudsen (1994, 1995) in the two major projection targets of Field L, the AAr
(3± 1.1 kHz) and the lateral striatum (2.7± 1.3 kHz).
The distribution of peak frequencies throughout the population of AAr neurons had
a remarkable double peaked shape with a small peak at 2.5 kHz and a larger peak at
6.5 kHz. A similar representation of frequency has been reported for populations of
neurons in Ov and Field L (Proctor & Konishi, 1997; Perez & Pena, 2006; Cohen &
Knudsen, 1996). Therefore, the representation of low frequencies as seen in ICC, but not
ICX, seems to be conserved in the forebrain pathway. Interestingly, the frequency tuning
of individual AAr neurons often had a similar shape with a high probability for a local
maximum around 2 kHz and a raised probability for another local maximum at 6 kHz (cf.
figures 3.9B, 3.7D, 3.10A,C). Multiple peaks in the frequency tuning were also observed
in Ov and Field L (Proctor & Konishi, 1997; Perez & Pena, 2006; Cohen & Knudsen,
1996). Conflicting with these findings, an earlier study did not report the representation
of low frequencies (<3 kHz) by AAr neurons (Cohen & Knudsen, 1995).
5.1.2 Representation of ITD in the auditory forebrain
The distribution of best ITDs in AAr neurons was stronger shifted to the side of con-
tralateral leading ITDs than that of ICX neurons. Moreover, ITD tuning width was
broader in AAr than in ICX at 75, 50 and 25% of the maximal response (median of
95µs at 50% in AAr and 67µs in ICX). However, ITD peak width in AAr was narrower
than in Ov (median=136µs, Perez & Pena (2006)), but comparable to that reported for
Field L (85± 37.2µs, mean±SD, Cohen & Knudsen (1996)). Analogous to the midbrain
of the owl, where phase ambiguities are resolved by the convergence of frequency channels
(Takahashi & Konishi, 1986; Mazer, 1998), the broad bands of frequencies accessible to
single AAr neurons may contribute to an increased specificity to ITD compared to Ov.
Besides the narrower ITD peak width in AAr neurons, phase ambiguous ITD curves in
response to noise stimuli were only occasionally observed in AAr, but constituted 42% of
ITD tuning curves in Ov (Perez & Pena, 2006). This indicates that across-frequency con-
vergence is realized throughout several processing steps in the auditory forebrain pathway
starting at the level of Ov and continuing up to the level of the AAr.
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Another remarkable feature of ITD curves in AAr neurons was their asymmetry around
the main peak. They were significantly more asymmetric than ITD curves from ICX
neurons. Interestingly, using highpass filtered noise resulted in less asymmetric ITD
curves. Hence, low frequencies seem to have an important impact on the overall ITD
curve shape. This might also explain why the asymmetry of ITD curves in AAr was only
reported as a marginal phenomenon in earlier studies conducted by Cohen and Knudsen
(1995; 1998), who used highpass filtered noise (>4 kHz). However, some of their figures
showed clearly asymmetric ITD curves (cf. Cohen et al. (1998) figure 13A and Cohen &
Knudsen (1995) figure 6D). In the study by Cohen & Knudsen (1995), ITD peak width
in AAr was also reported to be much narrower (mean = 65µs) than that found in my
study. Depending on the best interaural phase value that the respective input is tuned
to, ITD sensitive input from low frequency channels can account for both the wider peaks
and the asymmetries observed in this study.
5.1.3 ILD tuning of AAr neurons and its impact on ITD tuning
ILD tuning of AAr neurons was similar in peak width and peak location to ICX neurons.
In both data sets more than 75% of units exhibited peak responses at small values of
ILD between ± 8 dB. Peak width was significantly smaller at the 75% response level in
AAr units but similar for AAr and ICX units at lower response levels. In both data sets
about 20% of units displayed an ILD tuning curve that did not fall under 75% response
level on one side of the peak. These curves were either sigmoid or exhibited the peak
response at a high value of ILD. Half open or asymmetric peaks in ILD tuning curves
of AAr neurons were reminiscent of tuning curves found in the lateral shell of the ICC,
which provides input to the ICX (Adolphs, 1993) and the nucleus ovoidalis (Proctor &
Konishi, 1997; Cohen et al., 1998; Arthur, 2005). ILD tuning characteristics in AAr were
similar to those reported by an earlier study except for the broader average peak width:
17 dB in my study versus 27 dB in the study by Cohen & Knudsen (1995). The study
by Cohen & Knudsen (1995) used highpass filtered noise. ILD tuning width reported
for other auditory forebrain regions such as the lateral striatum (average ILD tuning
width=24 dB Cohen & Knudsen (1994)) and Field L (average ILD tuning width=24 dB
Cohen & Knudsen (1998)) were also broader than the one found in my data and assessed
with highpass filtered noise as well. Although the attenuation between the ear channels
and hence the effective ILD value drops at lower frequencies (<4kHz) (Moiseff & Konishi,
1981b), it cannot be excluded that low frequency contributions account for the sharper
tuning to ILD found in my data.
In a more general view, sharpening of ILD tuning could be due to across-frequency
integration in the forebrain. Arthur (2005) provided evidence that ICX neurons are
selective to spectral patterns of ILD corresponding to the different ILDs arising from
one location in space in different spectral components. Using two-tone stimuli with
one tone held constant at the best ILD and the other varied across ILDs, resulted in
either excitatory or inhibitory effects of the tone at variable ILDs. In a similar way,
across-frequency integration might lead to enhanced ILD selectivity in the forebrain.
However, equivalent experiments would have to be conducted on auditory forebrain areas
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for evidence of spectral influences on ILD selectivity. Finally, a difference in the definition
of peak width, which is however not obvious from the cited literature, could account for
seemingly different findings in my study and other studies. ILD tuning characteristics
have not been reported with respect to width and peak location for Ov data. More
studies are needed to confirm a sharpening of ILD tuning throughout processing in the
forebrain.
In the brainstem, ITD and ILD are processed independently in different streams. The
merging of ITD and ILD information starts on the level of the ICCls and is completed in
ICX. It can be best described by a multiplicative process (Pena & Konishi, 2001; Fischer
et al., 2007). As a result, ICX neurons behave like an AND - gate, i.e. they only respond,
if the stimulus contains a preferable value of both ITD and ILD. Tuning properties such
as the peak location or curve shape as a function of one parameter are independent of
the other, but are only exhibited, if the other parameter is in the preferable range to
allow for responses. In the forebrain pathway, ITD and ILD processing streams merge at
least partly already on the level of Ov, where 62% of neurons were found to repond to
both parameters (Proctor & Konishi, 1997). A putative convergence of information from
neurons tuned to different values of ITD and ILD would lead to a dependence of ITD
tuning on ILD in the integrating neuron. ITD curves of AAr neurons showed increasing
deviances of ITD tuning with increasing ILD distance from the best ILD. Between ±10 dB
from the best ILD, average correlation coefficients of ITD curves at various ILDs with the
curve measured at the best ILD varied between 0.6 and 0.85. For smoothed data, which
balanced out some inter-trial noise in ITD curves, correlation ranged between 0.7 and
0.9. Low correlation at large distance from the best ILD values can be explained by an
observed overall decrease in responsiveness, which enhances the variability in the tuning
curve as spikes become less stimulus driven. A decrease in responsiveness to ITD at less
effective values of ILD is in line with a multiplication like response to ITD and ILD cues.
However, to make a confirmed statement on the nature of ITD and ILD interrelation
in the forebrain, sensitivity to these cues would have to be tested in more depth. Still,
my data suggest that ITD tuning properties are fairly independent of ILD throughout
processing in the forebrain. No important convergence of ILD channels with dissimilar
ITD tuning seems to occur up to the level of the AAr.
5.2 Mechanisms of across-frequency integration
Representation of ITD in the brain relies on two fundamental steps in the neural com-
putation: the detection of phase differences in narrow band spectral components of the
stimulus and the resolution of phase ambiguities. In the following, these two steps will
be referred to as first and second level of ITD processing. In the owl the first level of ITD
processing is realized through coincidence detection in NL and the second level of ITD
processing involves across-frequency integration in the ICX. Resolving phase ambigui-
ties is a necessary and behaviorally relevant task that depends on the bandwidth of the
stimulus. In both humans and owls, there are minimal bandwidths at which a sound can
be lateralized or respectively localized correctly: 400Hz minimal bandwidth centered at
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500Hz in humans (Stern et al., 1988; Trahiotis & Stern, 1989) and 3 kHz minimal band-
width centered at 5 kHz in owls (Saberi et al., 1999)). It has been suggested that the
brain employs a process called “straightness weighting” to filter out the ITD for which
activity is most consistent across frequency channels. In the easiest conceivable version
of this model, consistency of ITD peaks across frequency would be ‘looked up’ by higher
processing centers. Several models for sound localization mechanisms used correlograms
representing the theoretical neural activity in a map of neurons outlined according to the
effective delay and frequency. These models were provided with algorithms of centrality
and straightness weighting to explain human phsychophysical data (Stern & Colburn,
1978; Stern et al., 1988; Shackleton et al., 1992; Stem & Shear, 1996). However, the only
physiological evidence for the implementation of the ITD consistency model is found in
the barn owl’s midbrain. Neurons in the ICCcore are organized along an axis of best
frequency and an axis of best delay comparable to the proposed correlograms. ICX as
the higher processing station receives convergent inputs from neurons tuned to differ-
ent frequencies, but sharing one peak ITD (see introduction 1.1.3), which is conform
with the implementation of straightness weighting. As a result, the integrating neuron
exhibits a consistent peak at a certain ITD across all frequency channels. Hence, the
phase-frequency behavior of this neural integrator can be explained exclusively by the
impact of the characteristic delay. Characteristic phases ideally are zero. Indeed a study
by Takahashi & Konishi (1986) and my own data (figure 4.10) show that characteristic
phases in ICX neurons are narrowly distributed around zero.
However, AAr neurons in this study were best described as neural integrators with a
CD close to zero and a CP that adopted all values except for 0.5 (figure 4.9). In this case,
the higher level neurons were best defined by the characteristic delay plus the impact
of a non zero characteristic phase. Consistency of the ITD response across frequency
channels occurred at intermediate response levels, i.e. across-frequency integration in
most neurons conformed to the slope type. With the mean absolute CP of 0.17 cycles,
CPs made a substantial contribution to across-frequency integration in the forebrain and
contrasted significantly with that known from ICX neurons.
How can non zero CPs be computed by the brain?
Slope type neurons are a common phenomenon in the mammalian auditory system.
However, neural realization of a constant phase offset, has not been explained conclu-
sively. Several possible origins of non zero CPs have been proposed that involve either
the first or the second level of ITD processing, i.e. mechanisms based on ITD detection
or on across-frequency integration. In the following, I will provide a short overview on
ITD representation in mammals and subsequently discuss whether different lines of ar-
guments for the generation of non zero CPs in mammals can be applied to neurons of
the owl’s auditory forebrain pathway.
The first station of binaural interaction in the mammalian auditory system is the me-
dial and lateral part of the superior olivary complex (SOC) in the brainstem. Several
studies supplied evidence for neurons acting as coincidence detectors in the medial su-
perior olive (dog: Goldberg & Brown (1969), kangaroo rat: Crow et al. (1978), rabbit:
Batra et al. (1997b); Batra & Yin (2004), cat: Yin & Chan (1990), gerbil: Spitzer &
Semple (1995)). ITD sensitive neurons were also found in the mammalian inferior col-
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liculus, which receives major inputs from the SOC. CDs and CPs were first described by
Rose et al. (1966) and extensively studied by Yin & Kuwada (1983) and Yin et al. (1986)
for neurons in the IC of the cat. While the distribution of CDs was centered around zero
ITD, the distribution of CPs was rather flat between 0 − 0.4 cycles. Only few trough
type neurons were observed and judging from the examples shown, the CDs were mostly
exhibited on the slope closer to zero ITD (Yin & Kuwada, 1983). In the rabbit, peak and
trough type neurons were reported as most common types, but also slope type neurons
or neurons with nonlinear phase-frequency relations were described for the medial and
lateral superior olive (Batra et al., 1997a). Peak, trough and slope type neurons were
also reported for the rabbit IC with the slope type being the least represented (Kuwada
et al., 1987; Batra et al., 1993). An augmentation of the proportion of slope type units
was observed between the IC and the thalamus of the rabbit (Stanford et al., 1992).
The distribution of CPs represented in the guinea pig IC included the entire available
range with a peak around 0 cycles (McAlpine et al., 1996). Slope type neurons were also
observed in the gerbil SOC (Spitzer & Semple, 1995) and the dorsal nucleus of the lateral
lemniscus (Siveke et al., 2006).
Non zero CPs may result from computational mechanisms on the level of ITD detection.
The Jeffress model (1948) proposes that coincidence detectors receive two excitatory
inputs (EE), which automatically leads to peak type neurons. While neurons in the
MSO comply with this assumption (Goldberg & Brown, 1968; Caird & Klinke, 1983; Yin
& Chan, 1990), neurons in the LSO receive ipsilateral excitatory inputs and contralateral
inhibitory inputs (EI) (Boudreau & Tsuchitani, 1968; Caird & Klinke, 1983; Covey et al.,
1991; Moore & Caspary, 1983). EI neurons would be maximally inhibited when inputs
from both sides coincide. Indeed, neurons in the LSO have been shown to exhibit trough
type responses to binaural stimulation (Joris, 1996; Batra et al., 1997a). Peak and trough
type neurons in mammals could therefore be attributed to EE or respectively EI inputs
to the coincidence detectors in the SOC. However, this does not explain the existence of
slope type neurons in the SOC and higher auditory centers. As outlined in Batra et al.
(1997a) and Fitzpatrick et al. (2002) a third phase locked input of variable strength and
sign could account for a continuum of CPs in the MSO. There is anatomical evidence
for inhibitory inputs from the medial trapezoid body to MSO neurons (Cant & Hyson,
1992; Grothe & Sanes, 1993; Smith et al., 1998). Moreover, recent work has shown that
glycinergic inhibition in the MSO is precisely timed and shifts the ITD peaks away from
zero, while the slopes are shifted into the physiological range of ITDs (Brand et al., 2002).
If the phase offset caused by that inhibitory input was frequency specific, it would be
suited to cause a non zero CP value. This however has not been shown.
The site of coincidence detection in birds, the nucleus laminaris, contains neurons that
receive phase locked inputs from the ipsi and contralateral nucleus magnocellularis. The
synapses transmitting the phase locked signals are excitatory (Zhang & Trussell, 1994;
Reyes et al., 1994). Hence, the owl lacks the anatomical substrate for EI-type coincidence
detectors. This is in line with the absence of trough type units in the forebrain. Aside
from this, however, nucleus laminaris receives inhibitory input from the superior olive
(Takahashi & Konishi, 1988a; Carr et al., 1989; Carr & Boudreau, 1993; Lachica et al.,
1994). But this input has been proposed to function as a gain control mechanism and
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is not phase locked (Pena et al., 1996; Bruckner & Hyson, 1998; Yang et al., 1999).
Although the effects of inhibition on ITD sensitivity were the focus of several studies
on the IC (Wagner, 1990; Fujita & Konishi, 1991; Albeck, 1997; Mori, 1997; Kautz &
Wagner, 1998), there is no physiological evidence for phase locked inhibition on the
level of the owl’s brainstem. Phase locking ability is lost throughout processing in the
brainstem and time information is transformed into a rate code (Christianson & Pena,
2007). Therefore, it seems improbable that phase locked inhibition in the owl could occur
on a higher level of processing, build a parallel station of ITD detection and account for
the prevalence of non zero CPs in the forebrain.
As another mechanism on the first level of ITD processing, the generation of non zero
CPs may be accounted for by the stereausis hypothesis (Schroeder, 1977; Shamma et al.,
1989). As the existence of neuronal delay lines in mammals is still an issue of debate
(Joris & Yin, 2007), this theory proposes cochlear delays as at least a partial source
of internal binaural delays. If a coincidence detector neuron receives inputs that have
a slight frequency mismatch, phase locked signals will be delayed to each other due to
different traveling times and damping constants of the traveling wave in the cochlea.
By means of a model inspired by the cat cochlear physiology, Bonham & Lewis (1999)
showed that small frequency mismatches could result in a wide range of best ITDs and
also created CPs different from zero. Yet, the example neurons still exhibited small CPs
(<0.1 cycles) and it was not investigated whether larger frequency mismatches would
result in larger CPs. While cochlear delays seem to be suited to explain the interrelations
of best delay and frequency distribution in mammals (Joris, 2006; Joris & Yin, 2007),
the most appealing aspect of the stereausis hypothesis is that frequency mismatches
have actually been reported in cat MSO neurons (Yin & Kuwada, 1983; Yin & Chan,
1990). The possibility of a contribution of cochlear delays, however, has been ruled
out in the barn owl. In nucleus laminaris neurons with a binaural frequency mismatch,
the preferred ITDs did not correlate with the ITDs predicted by the stereausis model.
Frequency mismatches were smaller than 500Hz (Pena et al., 2001).
The large mismatches in monaural and binaural frequency tuning found in AAr neurons
in this study (figure 3.10) must arise on a station of procession subsequent to nucleus
laminaris. ITD sensitivity of neurons on all higher stations relies on the outcome of
binaural interaction in NL. Therefore, monaural frequency mismatches arising on later
stations should not affect ITD sensitivity in the way proposed by Bonham & Lewis (1999),
the more so as phase locking deteriorates on higher processing stations (Christianson &
Pena, 2007). One obvious reason for the low correlation of monaural and binaural peak
frequencies in AAr units was the weak responsiveness to monaural pure tone stimulation.
Stimulation with noise showed that the large majority of neurons were unresponsive to
monaural stimuli from the ipsilateral side or both sides (figure 3.6). Moreover, due to
the typical broad and irregular binaural frequency tuning, the peak response was not
a reliable measure of comparison in all neurons. Finally, a number of neurons showed
exclusive responses to very high frequencies (>9 kHz) in monaural stimulation which was
suppressed in binaural stimulation (figure 3.10C). As phase locking dramatically declines
at these frequencies (Koppl, 1997b), these high frequency responses cannot contribute
to the neurons’ ITD sensitivity. Concluding, the observed frequency mismatches in AAr
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neurons reflect the neurons’ low excitability to monaural pure tone stimuli and may
reveal inputs that are not related to ITD sensitivity. But they are not suited to explain
the occurrence of non zero CPs in the ITD tuning curves of auditory forebrain neurons
according to the stereausis hypothesis.
A third mechanism, by which non zero CPs may arise, is the integration of ITD sen-
sitive inputs not only across frequencies but as well across best ITDs. This mechanism
relates to the second level of ITD processing, on which interaural phase sensitive inputs
are combined across frequency channels. Figure 5.2A illustrates how across-ITD conver-
gence could be realized on a matrix of coincidence detectors. In the illustrated example,
coincidence detectors are aligned along an axis of best delay and an axis of best frequency
much like the neural arrangement in the owl’s ICCcore (Wagner et al., 1987). Each single
neuron in the matrix exhibits a CD according to its place on the delay axis and a CP of
zero. Integrating inputs from neurons in one best delay column would correspond to the
across-frequency integration typical for ICX neurons and lead to peak type ITD curves
with side peak suppression. Units would display a CD equal to the CDs of the input
neurons as confirmed by numerous studies (Takahashi & Konishi, 1986; Mazer, 1998;
Saberi et al., 1999; Pena & Konishi, 2001). However, combining inputs of successively
larger best delays and successively larger best frequencies in a systematic way would
result in a slope type neuron. Although the input neurons each exhibit a CP of zero
at different CDs, the resulting neural integrator would display a CP different from zero.
In the most stringent case, the best delays of the input neurons represent a fraction of
the period of their best frequency. The black line on the coincidence detector matrix in
figure 5.2A illustrates the systematic relation of across frequency and across best delay
integration (best delay(f) = 1f ∗ 0.2, f representing frequency) for a neural integrator
with a CD = 0µs and a CP = 0.2 cycles according to the most frequent type found in
AAr data. To give account of the underrepresentation of high best delays in the IC, the
best delay axis is logarithmic. Figure 5.2C plots the output of each coincidence detector
in frequency channels of 500Hz intervals. To yield a realistic estimate of the average
impact of each frequency band, the amplitude spectra of the discrete Fourier transforms
of 279 ITD noise curves recorded in AAr units were normalized to their maximum and
averaged. The resulting average amplitude spectrum is shown in figure 5.2B. The ITD
noise response of a model neural integrator (figure 5.2E) was calculated as the linear sum
of the curves shown in figure 5.2C and weighted by the average amplitude spectrum in
figure 5.2B. This model neural integrator depicts several characteristic features of the
ITD noise curves recorded in AAr neruons. As a result of its non zero CP and an im-
portant impact of the low frequency contribution, it displays an asymmetric peak and
an enhanced sensitivity for positive values of ITD. Its phase-frequency relation (5.2D) is
perfectly linear with a slope of 0µs (CD) and a offset of 0.2 cycles (CP). If the integra-
tion across ITDs would follow a less systematic relation, the phase-frequency function
would be less linear or even nonlinear to a point at which no CD could be defined. In
an elegant experimental approach using a suppressor tone at the neuron’s worst delay,
McAlpine et al. (1998) showed that slope type or nonlinear IC neurons in the guinea
pig could be attributed to the convergence of at least two ‘simple’ coincidence detectors
with different best delays and different frequency contributions. A physiologically based
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Figure 5.2: Scheme of across-frequency integration by systematic across delay convergence.
A: Circles represent a neural matrix arranged along an axis of best frequency and best delay
as present in the owl’s ICCcore. Black line depicts hypothesized convergent input following the
relation: bestdelay(f) = 1f ∗ 0.2, with f representing frequency. Gray shading refers to tonotopy
in ICCcore. B: Average of amplitude spectra from DFTs of ITD noise tuning curves from 279 AAr
units. C: Contributions of different frequency components with different best delays. D: Phase-
frequency relation of integrator neuron. Although each input contributes a different best delay,
they all correspond to a best phase of 0.2 cycles. E: Sum of spectral contributions in C weighted
by function in B. The ITD function can be interpreted as the neural integrator’s response to
noise. Note that the ITD function displays an asymmetric peak (CD=0µs, CP=0.2 cycles) and
enhanced sensitivity to positive ITDs.
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model of convergent inputs corroborates these findings (Shackleton et al., 2000).
Convergence across frequencies and best delays represents a particularly plausible ex-
planation of findings in the owl auditory forebrain pathway for several reasons. First of
all, the hypothesis does not invoke any unknown mechanisms on the level of ITD de-
tection in the owl. It builds exclusively on the existence of neurons displaying EE-type
coincidence detector behavior, which is confirmed for neurons in the nucleus laminaris of
birds (Zhang & Trussell, 1994; Reyes et al., 1994). Since the hypothesis relates to the sec-
ond level of ITD processing, i.e. the resolution of phase ambiguities by across-frequency
integration, the existence of a delay-frequency map of neurons as seen in the ICCcore
(Wagner et al., 1987) seems to be favorable for a systematic convergence mechanism,
but is no necessary requirement. Physiological evidence for across-frequency integration
in the forebrain pathway comes from this study and other studies (Perez & Pena, 2006;
Cohen & Knudsen, 1995) and has been discussed in the preceding section (5.1.1).
As another interesting aspect, ITD noise curves in AAr were typically asymmetric.
Such an asymmetry can most easily be created by adding low frequency information at a
large best delay to a neuron. In order to bias the whole ITD noise curve to the side of, for
instance, contralateral ITDs, a low frequency input is needed of a wavelength comparable
or larger than the physiological range (<2 kHz in the owl). Using highpass filtered noise,
I showed that low frequencies had a significant impact on the asymmetry of ITD noise
curves (figure 3.14) in AAr neurons. Low frequency inputs displaying sensitivity to large
delays were actually observed in some neurons for which ITD curves to tones <2 kHz
were measured.
In additional support of the idea of across-delay convergence, I found that non lineari-
ties of the phase-frequency relation were larger in AAr than in ICX neurons (figure 4.13).
These non linearities were not merely attributable to some jitter in the phase spectrum.
In 75% of AAr neurons the phase-frequency spectrum displayed two linear components
in different frequency ranges (figure 4.11). Simulated data showed that breaks in the lin-
earity of phase spectra caused conspicuous minima in the respective amplitude spectra
(figure 4.7). These minima were used to detect the break points of linearity in the phase
spectrum and calculate two local CDs and CPs. While the distribution of absolute CPs
in both the low and high frequency range had a mean phase of 0.2 cycles, the distribu-
tion of CPs in the high frequency range was much broader covering the whole range of
CPs. Neurons could be of the peak or slope type in the high frequency range, but were
mostly of the slope type in the low frequency range. This suggests that low frequency
components contributed large delays and hence can account for the asymmetry in slope
type ITD curves. This finding is corroborated by the strong relation found between low
dominant frequencies <2 kHz of the DFT and their corresponding delays (figure 4.16B)
in AAr neurons. A similar relation between low frequency contributions and delay can
be suspected for the ICX data (figure 4.16D), however the proportion of neurons with a
dominant low frequency component in the DFT was much lower than in AAr neurons.
An anatomical and physiological basis for low frequency inputs is present in the ICCcore
which contains a substantial portion of neurons tuned to frequencies <2 kHz and a wide
range of ITDs including very large ITDs (Wagner et al., 2002, 2007). Interestingly, it has
been noted in earlier studies that units with lower best frequencies in the optic tectum
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had more peripheral receptive fields than units with high best frequencies (Knudsen,
1984; Olsen et al., 1989).
In line with my own findings, Perez & Pena (2006) found that phase-frequency relations
in thalamic neurons were less linear than in ICX neurons and suggested across best delay
convergence as a possible mechanism. Interestingly Perez & Pena (2006) noted that
non linearities were no longer different from those found in ICX neurons, when the low
frequency contributions were discarded. As they did not mention a particular asymmetry
of ITD curves, the slope type curves might build over several steps of across-frequency
and -delay convergence and become most evident in AAr neurons.
Across-frequency integration by systematic across-delay convergence in the auditory
forebrain pathway provides a plausible model to explain the prevalence of slope type
neurons in the AAr. Low frequency components of large delays seem to have a major
impact on the asymmetry of the ITD noise curves of these neurons. While the auditory
midbrain pathway represents a network to filter out peak activity at consistent ITDs
across frequency, the auditory forebrain pathway detects a variety of different activity
patterns in the neural frequency-delay matrix of the owl’s ICCcore. AAr neurons display
a preference for systematic combinations of increasing delays at decreasing frequencies
resulting in slope type across-frequency integration.
5.3 Discrete Fourier transforms and the linearity of the
neuronal integrator
CD and CP estimates of a neuron were based on phase-spectra of discrete Fourier trans-
forms (DFTs) of ITD noise curves. The applicability of the method was verified by
quantifying estimation errors for sets of simulated data. On the population basis, CP
and CD estimates made with both the classical and the DFT-based method showed no
significant difference. As Fourier analysis is a linear procedure, the basic assumption
made when using DFTs is that neurons behave as linear integrators. This assumption
was tested in several ways. The sum of ITD tone curves (composite curve, Yin et al.
(1986)) was compared to the ITD noise response of neurons and yielded a mean index
of determination r2 = 0.6 ± 0.18 (n = 32), which indicated that linear summation was
a good model. This test was only used for a small number of neurons due to a lack of
ITD tone curve recordings. As a second control, inverse DFTs (IDFTs) were calculated
using the frequency tuning and the phase spectrum of a neuron. The correlation between
ITD curve and IDFT can be seen as a measure of linearity. In 68% of AAr neurons and
76% of ICX neurons the linear model could account for 50% or more of the variation
in the data, i.e. correlation indices had values of r > 0.7. Nonlinear processing such
as GABAergic inhibition involved in side peak supression is known to be relevant for
auditory processing in the owl’s midbrain (Takahashi & Konishi, 1986; Fujita & Konishi,
1991; Mori, 1997). Nonlinear spectrotemporal processing is also known from the cat IC,
where linear models work for 60% of neurons (Escabi & Schreiner, 2002). Mechanisms
of nonlinear processing in the owl’s forebrain have not been investigated so far. However,
linear as well as nonlinear processing has been reported from different auditory telen-
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cephalic structures in mammals and birds with a minimum of 50% of the neurons being
compatible with linear processing (r > 0.5 compared to predictions of linear models,
(Theunissen et al., 2000; Schnupp et al., 2001; Sen et al., 2001). In more than 90%
of both ICX and AAr data the correlation index was equal or larger than 0.5. Hence,
the assumption of linear processing is reasonable for across-frequency integration in AAr
and ICX neurons. As the calculation of the IDFT supposed that the frequency tuning
curves were reliable estimates of the neuron’s frequency response, the correlation indices
obtained for linear predictions in AAr units can only be regarded as minimal estimates:
frequency tuning was assessed by stimulating with pure tones at an ITD subjectively
judged as being the most effective. Since AAr neurons proved to be mostly of the slope
type, best delays differed throughout the frequency range. Hence, especially in the low
frequency range, potentially important responsiveness may have been missed by stimu-
lating at an inadquate ITD value. In future experiments a more accurate estimate on the
linearity of across-frequency integration may be obtained by measuring ITD curves over
a larger range and frequency tuning at all possible ITDs, for instance by using binaural
beat stimuli.
5.4 ITD coding and functional implications
The representation of ITD in different mammals has been an issue of debate for years.
To account for the representation of unphysiologically large values of ITD and for lacking
evidence for the implementation of the Jeffress model, a population code based on the
slopes of ITD curves has been proposed and was supported by physiological data from
the gerbil and guinea pig (McAlpine et al., 2001; McAlpine & Grothe, 2003; McAlpine,
2005). A population code has also been suggested based on rabbit data (Fitzpatrick
et al., 1997). Other works emphasized the importance of ITD as a cue more generally
informative about properties of the acoustic space, which sets a different frame to the
behavioral relevance of ITDs (Joris, 2006; Joris & Yin, 2007).
Contrasting to this, coding of ITD in the barn owl’s midbrain seems to be relatively
well understood. A whole line of evidence exists that demonstrates the emergence of
ITD sensitivity by binaural interaction in the auditory brainstem, the resolution of phase
ambiguity in the auditory midbrain and finally the synthesis of an auditory map of space
that feeds into multimodal maps of the optic tectum. The optic tectum in turn is suited to
convert focal neuronal activation into directed head movements (for a review see Konishi
(2003)). In that sense, ITD representation in the ICX can be understood as a sparse
coding strategy in which a small number of neurons signals the ITD by its peak activity.
A model based on the species specific physiological ranges of frequency and ITD and
following optimal coding rules was proposed to reconcile the data of different animals
(Harper & McAlpine, 2004). However, the model predictions were in conflict with data
from the cat (Joris & Yin, 2007) and the owl (Wagner et al., 2007).
My findings provide evidence that ITD representation in the AAr of the barn owl differs
in several aspects from that in the ICX. While in both ICX and AAr small values of ITD
were overrepresented, peak ITD values were more restricted to the range of contralateral
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ITDs in the AAr. Whereas both ICX and AAr contained neurons expressing peak type
symmetrical ITD tuning curves, a different tuning type prevailed in the AAr popula-
tion: ITD tuning curves were slope type, featured asymmetric peaks and often showed
enhanced sensitivity for contralateral leading ITDs. The conspicuous slopes tended to
cross zero ITD. This was evident from the distribution of CDs that clustered around
zero and CPs which were mostly different from zero. Therefore, the present data on ITD
representation in the auditory forebrain of the barn owl indicate that the barn owl uses
two different representations of ITD in the two pathways. This is a situation, in which
optimality predictions solely based on the physical framework such as the available range
of frequencies and ITDs necessarily fail. At the same time, this makes the barn owl a
perfect candidate to investigate other additional requirements for sensory representation
that may be related to behavioral specializations in parallel processing lines.
Optimal coding relates to the best way to represent information about a sensory cue in
a neural population. Quantitative approaches to detect the most informative features of
a tuning curve taking into account the response variability are available (Butts & Gold-
man, 2006) and may be applied to my data in future works. However, other approaches
stress the importance of motor brain areas, which ultimately have to be driven by the
sensory representation. Their input requirements are defined by the desired muscular
coordination. Salinas (2006) showed in a model, how different sets of motor output func-
tions biased and constrained the representation of a sensory cue in a neural network. For
instance, motor coordination that required stereotyped output at positive or negative
large values of the sensory cue but variable motor output for small values of the sensory
cue (as suggested for binaural disparity) called for a mixed population of monotonic and
unimodal sensory functions. This is reminiscent of the peaks and pronounced slopes ob-
served at small values of ITD and the general enhanced responses at large contralateral
leading ITDs in AAr units. In that sense, one can speculate which motor tasks may
be served by the ITD functions observed in the forebrain. Since the AAr has direct
projections to the brainstem motor areas, it seems reasonable to assume that sensory
representation is related to the motor functions subserved. As a fact, head saccades
mediated by the forebrain patheway, i.e. with the optic tectum (OT) inactivated, dis-
played slower dynamics than those mediated by the OT (Knudsen et al., 1993; Knudsen
& Knudsen, 1996a).
The pronounced slopes in many ITD tuning curves of AAr units might allow for a fine
discrimination of ITDs once the sound source is in the focus of eyes and ears. Another
attractive possibility is that the slopes detect moving sources, e.g. prey escaping out of
the frontal focus, by fast changes in firing rates. Such a fast transient in firing may be
an adequate signal to premotor areas or the optic tectum to initiate a head movement
and a shift in attention. Recent works showed that stimulation in AGF affected spatial
tuning in auditory OT units (Winkowski & Knudsen, 2006, 2007) hinting to a role of the
auditory forebrain in attention guidance. The enhanced sensitivity of single neurons to
contralateral ITDs may serve as a coarse detector for peripheral sound sources, which
helps to bias head saccades to one or the other side in a situation of concurring sounds.
Accordingly, auditory forebrain activity may account for a prolonged head turn latency
observed when owls received an attentional cue to the wrong side (Johnen et al., 2001). A
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shortcoming of this idea is, that the general bias to contralateral ITDs may be due to low
frequency inputs, which have been considered not to be part of the sounds generated by
prey items and used for sound localization by the owl (Payne, 1971). In fact, the sound
spectra caused by prey items have not been measured systematically to my knowledge,
so that the role of low frequency sounds caused by prey is not clear. The complex and
variable shapes of frequency tuning observed in AAr units may still represent a special-
ization to meaningful environmental sounds and help in recognition of auditory objects.
Findings in songbird auditory forebrain areas are in line with this suggestion. Highly
individual and plastic spectrotemporal tuning to familiar environmental sounds has been
reported from auditory forebrain neurons of songbirds (Margoliash, 1986; Gentner &
Margoliash, 2003; Doupe, 1997; Theunissen et al., 2004; Nagel & Doupe, 2006).
5.5 Future outlook
Besides the support of sound localization (Wagner, 1993; Knudsen et al., 1993; Knudsen &
Knudsen, 1996a), the auditory forebrain pathway is susceptible of serving more cognitive
related functions including auditory working memory (Knudsen & Knudsen, 1996b),
novelty detection (Reches & Gutfreund, 2008), object recognition, decision making and
attention guidance (Winkowski & Knudsen, 2006). The conspicuous ITD tuning curves
found in AAr units might be specialized to detect features such as movement or identity
of a sound source and to supply suitable control signals to midbrain and brainstem
motor structures in order to serve some of the mentioned functions. Future experiments
have to directly address these control functions through behavioral experiments while
simultaneously recording neural activity.
6 Summary
Interaural time differences (ITDs) of acoustic signals represent a major cue for sound
localization in most animals including humans. Due to the finite propagation velocity of
sound and the different path lengths to the two ears, ITDs change with the azimuth of
a sound source. Binaural comparison of phase locked spikes is performed in neurons of
the auditory brainstem. On this first stage of ITD processing, neurons are sensitive to
interaural phase differences (IPDs) in narrow spectral components of the signal. How-
ever, IPDs relate in an ambiguous manner to the ITD of the signal. In the barn owl’s
external nucleus of the inferior colliculus (ICX), a part of the tectofugal pathway, phase
ambiguities are resolved by integrating ITD information across frequency channels. This
thesis focusses on ITD processing in the parallel thalamofugal pathway. I report sub-
stantial differences in ITD processing in the two pathways that may reflect an impact of
behavior on sensory representations.
Extracellular recordings were obtained from neurons in the auditory arcopallium (AAr),
a high level auditory and sensorimotor integration center in the forebrain of the barn owl
(Tyto alba). Responses were characterized with focus on ITD and frequency tuning.
ITD curves to pure tones revealed the preferred interaural phase differences at specific
frequencies. In neurons with a linear phase-frequency relation, across-frequency inte-
gration was described by the neuron’s characteristic delay (CD) and its characteristic
phase (CP). The CD is the delay at which the neuron’s relative response strength was
consistent across frequencies. The CP indicates the relative response strength at which
the CD was exhibited. Besides the classical method of assessing CD and CP from ITD
tone curves, I developed a new method allowing for CD and CP estimation on the basis
of discrete Fourier transforms of ITD noise functions.
Data were collected from 290 AAr units and compared to data sets from 76 ICX units.
AAr units were responsive to broad ranges of frequencies. A variety of tuning curve
shapes was observed including single peaked curves, curves displaying multiple peaks
and curves that were flat over a range of frequencies. In comparison to frequency tuning
in ICX units, tuning width in AAr was broader and the distribution of peak values
included an important portion of frequencies lower than 3 kHz. In response to ITD noise
stimuli, most AAr units featured peak responses at contralateral leading ITDs. Peak
widths were broader than in ICX units. ITD tuning curves of AAr units displayed a
central peak and side peaks. In a majority of AAr units the main peak was asymmetric
displaying a steep slope on the side close to zero ITD and enhanced responsiveness on the
side of contralateral leading ITDs. ITD tuning curves were significantly more asymmetric
in AAr units than in ICX units. On the populational level, this difference was no longer
apparent, when tuning curves were recorded using highpass filtered noise. Hence, low
frequencies made an important contribution to the asymmetries of ITD curves in AAr
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units.
Asymmetric tuning curves may be explained by the ITD sensitivity displayed at dif-
ferent spectral components. In ICX units, peak ITDs were consistent throughout the
frequency range. This is equivalent to saying that neurons exhibited a CD equal to the
best ITD and a CP of zero. In contrast, ITD responses in a majority of AAr neurons
displayed an intermediate response level at a consistent ITD value across frequencies.
CPs had a mean absolute value of 0.17 cycles, i.e. units displayed slope type integra-
tion of ITD information across frequency channels. As linear integration of spectral ITD
sensitivity was a good model to explain ITD responses to noise, the observed asym-
metric shape of ITD noise curves can be seen as a direct consequence of the prevailing
slope type integration in AAr units. Analysis of phase-frequency relations in different
frequency ranges, showed that low frequencies contributed sensitivity to large ITDs.
Neurons displaying non zero CPs are typical of the mammalian auditory brainstem,
but have not been described in the owl before. While phase locked inhibition and cochlear
delays cannot be ruled out as reason for non zero CPs in mammalian systems, they are
an unlikely explanation in the owl. I propose that neurons in the auditory forebrain of
the owl combine ITD information from lower stages in a systematic way across frequency
and across ITD channels to yield non zero CPs. Since the tectofugal pathway seems
to subserve sound localization, the thalamofugal pathway is likely to be involved in
additional tasks such as recognition of auditory objects, decisions on importance and
novelty of sounds as well as control of attention. Therefore, the observed differences in
ITD processing in the thalamofugal pathway compared to the tectofugal pathway may
represent adaptations to behavioral requirements.
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