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We prove existence results for nonlinear two-point boundary value problems.
What sets our results apart is that we impose sufficient conditions for solvability in
terms of the (asymptotic) average values of the nonlinearities. Our solvability con-
ditions allow the nonlinear term to have significant oscillations outside the given
spectral gap as long as it remains within the interval on the average in some
sense.  1996 Academic Press, Inc.
0. INTRODUCTION
In this paper we prove existence theorems for the two-point boundary
value problem
u$$(x)+k2u(x)+g(u(x))+h(x)=0, x # (0, ?),
(1)
u(0)=u(?)=0,
where k is a positive integer, g : R  R is a continuous function with at
most linear growth, and h # L2[0, ?]. What sets our results apart is that we
impose sufficient conditions for solvability in terms of the average values of
g(t) and g(t)t for large |t|. For example, consider the result in [1], where
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it is proved that problem (1) has a weak solution for the case k=1 if the
following conditions are satisfied:
0lim inf
|t|  
g(t)
t
lim sup
|t|  
g(t)
t
#<3, (2)
and
g& |
?
0
sin x<&|
?
0
h sin x<g+ |
?
0
sin x, (3)
where g&=lim supt  & g(t) and g+=lim inft   g(t). We will
demonstrate that conditions such as (2) and (3) can be rewritten in terms
of the average values of g(t)t and g(t), respectively, for large |t|. Thus we
can prove the existence of weak solutions for a broader class of boundary
value problems. In particular our theorems will allow g to have large
oscillations as long as it is well behaved on the average.
Linear growth conditions such as (2) are standard in the current literature as
a way of limiting the possible resonance behavior of the boundary value
problem. Observe that for large |t| this condition essentially forces the term
(1+(g(t)t)) to reside in the interval [1, 1+#], where it is strictly bounded
away from the second eigenvalue of &(d 2dx2), 4, and interacts with the first
eigenvalue, 1, from only one side. For this reason such problems are usually
referred to as one-sided resonance problems. If we allow #=3 in (2), then the
problem is called a double resonance problem, because there is now significant
interaction with both eigenvalues. Although we will not consider double
resonance problems in this paper, our proofs can be modified to cover this case
by imposing a second solvability condition similar to (3) (see e.g. [16] for
detailed arguments).
Condition (3) is the well-known LandesmanLazer solvability condition,
and, since its introduction in [12] twenty five years ago, many interesting
generalizations and alternative solvability conditions have been used. In
particular, it is important to notice the similarity of our solvability condi-
tions to the density conditions at infinity used in papers such as [6] and
[15]. Recall that the results in these papers require the nonlinear term to
lie asymptotically within the closed interval between consecutive eigen-
values, [*k , *k+1], and the density condition at infinity describes how the
asymptotic limits are reached. In essence, although the asymptotic limits
(lim inft  \ (g(t)t) and lim supt  \ (g(t)t)) of the nonlinear term
might be equal to one or both eigenvalues, it must spend a significant frac-
tion of its time bounded away from the eigenvalues as those limits are
approached. Our solvability conditions will allow the nonlinear term to
have relatively large oscillations outside the given interval as long as it
remains strictly within the interval ‘‘on the average,’’ and thus our growth
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conditions will be less restrictive. Moreover, we prove results for resonance
problems, whereas density conditions at infinity are usually associated with
nonresonance problems. However, our results do not apply to certain examples
where the period of the oscillations gets larger as |t|  . An interesting
similarity is that neither set of conditions applies, in general, to resonance at the
first eigenvalue with respect to Neumann boundary data. As the reader will see,
it is important in our theorems that the eigenspace is spanned by eigenfunctions
whose set of critical points has measure zero. The exact relationship between
these solvability conditions remains to be investigated. The generalization to
the partial differential equations case is also a topic of future research.
The content of this paper is organized as follows. In Section 1 we prove
several technical lemmas relating weak convergence and average values. In
Section 2 we prove existence theorems for nonresonance problems, for one-
sided resonance problems satisfying a solvability condition similar to that
in [16], and for a class of one-sided problems satisfying an ‘‘averaged’’
LandesmanLazer condition. The proofs rely on LeraySchauder degree
arguments as in [1], [10], [13], and [16], but at points in the proof
where it is typical to apply Fatou’s Lemma or the Dominated Convergence
Theorem we will apply the results of Section 1. We are careful to point out
where our proofs differ from previous work, so that it will be clear how
similar modifications are possible for other recent existence results. Finally,
in Section 3 we present examples that demonstrate how our growth and
solvability conditions allow nonlinear terms with relatively large oscilla-
tions, and we present an example that demonstrates how our conditions
can fail if the period of the oscillations increases too quickly as |t|  .
We shall make use of the classical function spaces L2[0, ?] , C[0, ?],
and C1[0, ?] , and the Sobolev spaces H 1[0, ?] and H2[0, ?] (see e.g.,
H. Bre zis [5] for definitions and properties). We note that
&u&L2=\2? |
?
0
u2+
12
,
and that a weak solution of (1) is a function in H2[0, ?]  H 10[0, ?]=
[u # H2[0, ?] : u(0)=u(?)=0] with an absolutely continuous first
derivative and an L2 second derivative which satisfies the differential equa-
tion pointwise a.e..
1. CONVERGENCE LEMMAS
In this section we prove several technical lemmas relating the concepts
of weak convergence and average values. Before stating our first lemma it
is helpful to establish a definition for the asymptotic average values of g(t).
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Given a continuous function g : R  R we define g+ and g+ as the
maximal and minimal extended real numbers, respectively, such that,
given any sequence of intervals, [(an , bn)]/[1, ), with bn  , and
lim infn   (bn&anbn)>0, we have
g+lim inf
n  
1
bn&an |
bn
an
g(t)lim sup
n  
1
bn&an |
bn
an
g(t)g+.
Similarly, we define g& and g& to be the maximal and minimal extended
real numbers satisfying
g&lim inf
n  
1
bn&an |
&an
&bn
g(t)lim sup
n  
1
bn&an |
&an
&bn
g(t)g&.
Clearly, lim inft   g(t)g+g+lim sup t   g(t), and lim inft  &
g(t)g&g&lim supt  & g(t), where these inequalities can be strict.
A simple example worth considering is g(t)=c sin t, where c is some
positive constant. A straightforward computation shows that g\=g\=0,
but lim inft  \ g(t)=&c and lim supt  \ g(t)=c.
It will also be important to define the asymptotic average values of the
quotient G(t)=(g(t)t). Thus we define G\ and G\ by statements identical
to those given above.
Finally, in the following lemmas it is helpful to consider the example
un=n sin kx with \n=n.
Lemma 1. Let [un]/C1[0, ?] and [\n]/R+ be such that \n  
and (un \n)  u in C1[0, ?], where u has a finite set of critical points. Let
g : R  R be a continuous function that is bounded below. Then, given any
interval [a, b]/[x : u(x)>0], we have
lim inf
n   |
b
a
g(un)g+(b&a), (4)
and, given any interval [a, b]/[x : u(x)<0], we have
lim inf
n   |
b
a
g(un)g&(b&a). (5)
Proof. Clearly, we may assume that g0, else we could replace g by
g+d for an appropriate constant d in all of the following arguments. We
will prove (4) and remark that (5) follows by a similar argument.
Let = # (0, 1) be given, and let [a, b]/[x : u(x)>0]. Moreover, suppose
for the moment that u$(x){0 in [a, b] with 1&(=2)(u$(x1)u$(x2)) for
every x1 , x2 # [a, b]. Since (un\n)  u in the C1-norm, we know that
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1&=(un $(x1)un $(x2)) for every x1 , x2 # [a, b] and all n large enough.
Thus, using an elementary change of variables and the Mean Value
Theorem,
|
b
a
g(un(x))=|
un(b)
un(a)
g(t)
u$n(u&1n (t))
, where t=un(x)
=
1
un(b)&un(a) |
un(b)
un(a)
g(t) \un(b)&un(a)u$n(u&1n (t)) +
=
b&a
un(b)&un(a) |
un(b)
un(a)
g(t) \ u$n(c)u$n(u&1n (t))+ ,
for some c # (a, b),
(1&=)(b&a) \ 1un(b)&un(a) |
un(b)
un(a)
g(t)+ ,
for large n.
Applying the definition of g+ , with an=un(a) and bn=un(b) if u$>0 in
[a, b], or with an=un(b) and bn=un(a) if u$<0 in [a, b], we get
lim inf
n   |
b
a
g(un)(1&=)(b&a) g+.
Now suppose that [a, b] is an arbitrary closed interval in [x : u(x)>0].
Since u has only finitely many critical points it is clear that, by using a
compactness argument, there is a finite collection of disjoint subintervals of
[a, b], call them [ai , bi] for i=1, ..., m, where each subinterval satisfies the
conditions of the special case described above, and where
:
m
i=1
(bi&ai)(b&a&=).
Thus
lim inf
n   |
b
a
g(un)lim inf
n  
:
m
i=1
|
bi
ai
g(un)
(1&=) :
m
i=1
(bi&ai) g+
(1&=)(b&a&=) g+ .
Hence, letting =  0 finishes the proof of (4).
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An examination of the proof above reveals that if g is bounded above,
then similar inequalities can be proved involving the quantities g\.
Now we use Lemma 1 as a tool to derive two more lemmas that will be
helpful later on in describing the weak convergence of a sequence
[g(un)&un &L2], and in deriving a LandesmanLazer type condition, respec-
tively.
Lemma 2. Let [un]/C1[0, ?] and [\n]/R+ be such that \n  
and (un\n)  u in C1[0, ?], where u has only finitely many critical points.
Let g : R  R be a continuous function with at most linear growth. Then there
is a bounded measurable function G , and a subsequence of [un], relabeled as
[un] again, such that (g(un)\n) ( G u in L2[0, ?], G+G G+ a.e. in
[x : u(x)>0], and G&G G& a.e. in [x : u(x)<0].
Proof. It is clear that [un \n] must be uniformly bounded, and thus,
since | g(t)|a |t|+b for some constants a and b, [g(un)\n] must also
be uniformly bounded. Hence [g(un)\n] is bounded in L2[0, ?], and,
without loss of generality, is weakly convergent to some bounded
measurable function F in L2[0, ?].
We remark that on the set [x : u(x)=0] we know that (un\n)  0
uniformly, and so | g(un)\n|(a |un |+b\n)  0 uniformly as well. Thus
F#0 on this set and F=G u for any choice of G . However, the set of zeros
for u must be finite, else the set of critical points would be infinite, so the
values of G at these points will not be important.
Consider an interval [x1 , x2]/[x : u(x)>0]. Given any r>0 we have
un(x)r in [x1 , x2] for large n. Thus we can write
|
x2
x1
F= lim
n   |
x2
x1
g(un)
un
un
\n
.
Once again, applying the linear growth condition, [g(un)un] is bounded
for x # [x1 , x2] and, without loss of generality, weakly convergent to some
G in L2[x1 , x2], and so (g(un)\n)=(g(un)un)(un\n) ( G u=F. By
Lemma 1 we conclude that for every subinterval [a, b] of [x1 , x2] we have
G+(b&a)|
b
a
G G+(b&a).
Hence G+G G+ a.e. in [x1 , x2]. Indeed, observe that the set
[x # [x1 , x2] : G &G+<0]=n=1 An where An=[x # [x1 , x2] :G &G+<
&1n]. We claim that meas An=0 for each n # N. For that purpose, let
n # N be fixed. By Proposition 15 (vi) in [18], p. 63, we have that for every
=>0 there is a finite union of (disjoint) open intervals U=mi=1 Ii/
[x1 , x2] such that meas(An2U )<=. Therefore,
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&
meas An
n
|
An
(G &G+)
=|
U
(G &G+)&|
U"An
(G &G+)+|
An"U
(G &G+)
0&&G &G+ & meas(An2U )
&= &G &G+&,
which implies that meas Ann= &G &G+& . Letting =  0+, we deduce
that meas An=0.
Finally, since [x1 , x2] was chosen arbitrarily in [x : u(x)>0], the first
inequality in the lemma follows. The second inequality follows by a similar
argument. The proof is complete.
The next lemma will replace Fatou’s Lemma in the existence proofs of
Section 2. Notice that the key hypothesis is that the integrands are
bounded below, just as in Fatou’s Lemma, but the conclusion is somewhat
better.
Lemma 3. Let [un]/C1[0, ?] and [\n]/R+ be such that \n  
and (un \n)  u in C1[0, ?], where u has a finite set of critical points. Let
g : R  R be a continuous function with at most linear growth such that
[g(un) u] is bounded below by a function in L1[0, ?]. Then
lim inf
n   |
b
a
g(un) ug+ |
u>0
u+g& |
u<0
u.
Proof. As in Lemma 1 we assume without loss of generality that
g(un) u0 for all n, else we can replace g(un) u by g(un) u+ f for an an
appropriate choice of f # L1[0, ?] in the following arguments.
Let [a, b]/[x : u(x)>0] and let /[a, b] be the characteristic function
over the interval. By Lemma 1 we know that
lim inf
n   |u>0 g(un) /[a, b]g+ |u>0 /[a, b] .
If ,=ni=1 :i /[ai, bi] is a step function such that 0,u in [x : u(x)>0],
and such that each [ai , bi]/[x : u(x)>0], then
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lim inf
n   |u>0 g(un) ulim infn   |u>0 g(un) ,
=lim inf
n  
:
n
i=1
:i |
bi
ai
g(un)
 :
n
i=1
:i g+(bi&ai)
=g+ |
u>0
,.
The supremum of the right hand side over all such step functions , is
g+ u>0 u, and hence
lim inf
n   |u>0 g(un) ug+ |u>0 u.
Similarly,
lim inf
n   |u<0 g(un) ug
& |
u<0
u,
and the lemma follows.
It is interesting to notice that several well-known theorems follow as easy
corollaries of these lemmas. For example if g is T-periodic we find that
g(un) converges weakly to the constant g =(1T) T0 g. Also, these lemmas
suffice for the problems in this paper, but it is possible to generalize them.
For example, it suffices to assume that the set [x : u$(x)=0] has measure 0.
Similar technical lemmas have been used in other recent papers. (See [14]
and references therein.)
2. EXISTENCE THEOREMS
In this section we prove existence theorems for problem (1) by carefully
working through the steps of a LeraySchauder degree argument and
applying the convergence theorems of the previous section at the
appropriate points. This discussion complements the excellent presentation
in papers such as [1], and we hope to make it clear where our proof dif-
fers, so that similar modifications can be used to improve other recent
existence results.
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We begin with the statements that are common to the proofs of each
theorem. The first condition that we impose on g is a linear growth condi-
tion similar to (2). We assume that there are real numbers l\ , l \ such that
l\=lim inf
t  \
g(t)
t
and l \=lim sup
t  \
g(t)
t
. (6)
Observe that l+G+G+l + and l&G&G&l &, where these
inequalities can be strict.
It is a standard fact that problem (1) has a weak solution if there is an
L2 a priori bound on the weak solutions of the family of equations
u"+(#+t(k2&#)) u+t(g(u)+h)=0, x # (0, ?), t # [0, 1)
u(0)=u(?)=0,
where #=((k+1)2+k2)2. Observe that at t=0 we have a linear equation
which is uniquely solvable, by the Fredholm alternative, and at t=1 we
have problem (1).
We argue by contradiction, so suppose that there are sequences
[un]/H 2[0, ?] and [tn]/(0, 1) such that
u"n+(#+tn(k2&#)) un+tn(g(un)+h)=0, x # (0, ?),
(7)
un(0)=un(?)=0,
and such that &un&L2  . Dividing (7) through by &un&L2 we get
\ un&un&L2+
"
+(#+tn(k2&#)) \ un&un&L2+
+tn \ g(un)&un &L2+
h
&un&L2+=0, x # (0, ?),
\ un&un&L2+ (0)=\
un
&un&L2+ (?)=0,
By the growth condition (6) the sequence [g(un)&un&L2] is L2-bounded,
and thus the quantity
(#+tn(k2&#)) \ un&un&L2++tn \
g(un)
&un &L2
+
h
&un&L2+
is L2-bounded. Therefore, [un &un&L2] is bounded in H 2[0, ?], and, by
passing to an appropriate subsequence, we have that un&un&L2 ( u in
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H 2[0, ?] for some nontrivial u. (&u&L2=1.) But H 2[0, ?] embeds com-
pactly in C1[0, ?], so un&un&L2  u with respect to the usual C1-norm. We
may also assume that the bounded sequence [ g(un)&un &L2] converges
weakly in L2[0, ?]. (In fact we know that this sequence is bounded in
C[0, ?].) By arguments similar to those in Lemma 2 with \n=&un &L2 ,
there is a bounded measurable function G such that g(un)&un&L2 ( G u,
where
G =0 in [x : u(x)=0],
(8)
l+G l + in [x : u(x)>0],
and
l&G l & in [x : u(x)<0].
(It is important to remark that, although it was convenient at this point to
cite Lemma 2, we have not yet made significant use of average values, and
the proof does not yet differ significantly from those in the references.)
Finally, it is clear that h&un&L2  0 in L2[0, ?], and that, without loss of
generality, tn  { # [0, 1]. Hence, u must be a nontrivial weak solution of
u"+Ku=0, x # (0, ?),
(9)
u(0)=u(?)=0,
where K=#+{(k2&#)+{G .
At this point we would like to use problem (9) to derive some useful
information about the function u. Since K is bounded and u is nontrivial,
a standard uniqueness argument shows that u$(x){0 when u(x)=0, so the
zeros of u are isolated. Moreover, a standard comparison theorem estab-
lishes a minimum distance between the zeros of u, so u has only finitely
many zeros.
In order to derive more useful information than this we will have to
impose further conditions on g. These conditions will lead to a more
precise description of K, and thus to a better description of the solutions
of (9). In particular we would like to know that k2K<(k+1)2, and so,
by standard comparison theorems, any nontrivial solution of (9) would
have exactly k+1 zeros, including the boundary points. In fact we could
deduce that u is a nontrivial solution of (9) iff K=k2 a.e. and u=: sin(kx)
for some :{0. Moreover, we would know that :=\1, because &u&L2=1.
(see e.g. [10] for a detailed and more general argument).
The common assumption here, which we will not adopt, is that 0l\ ,
l \<(k+1)2&k2. An immediate application of (8) would then give us the
desired information about the functions K and u.
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In the following arguments we will assume the less restrictive condition
0G\, G\<(k+1)2&k2, (10)
and will then derive information about K via an application of Lemma 2.
However, this requires that we first examine the set [x : u$(x)=0], and
determine under what conditions it is finite. The following lemmas provide
two options.
Lemma 4. If l\> &k2, then [x : u$(x)=0] is finite.
Proof. Observe that l\>&k2 implies that K>0 a.e., and, in fact, there
is an =>0 such that K= a.e.. Now let a, b be distinct critical points of u.
Since u # H 2[0, ?], we know that u$ is absolutely continuous and we can
write u$(x)=xa u"(t)=&
x
a K(t) u(t). Thus 0=u$(b)=&
b
a K(t) u(t). But K
is strictly positive, so u must change sign in (a, b). Thus distinct critical
points are separated by zeros. Since [x : u(x)=0] is finite, the set
[x : u$(x)=0] must be finite. The proof is complete.
Lemma 5. If g is globally Lipschitz continuous and G\>&k2, then
[x : u$(x)=0] is finite.
Proof. We already knew that [ g(un)&un &L2] is uniformly bounded in
C[0, ?]. Since | g(un(x))&g(un( y))|M |un(x)&un( y)| for some M>0,
and [un &un &L2] is bounded in C1[0, ?], we can conclude that
[ g(un)&un &L2] is equicontinuous. Thus, by the ArzelaAscoli Theorem, we
may assume that g(un)&un&L2  G u uniformly. Thus G u is continuous and
so is Ku. Further, we know that u is a classical solution in C 2[0, ?].
Now let (a, b) be an interval in [x : u$(x){0], such that
u$(a)=u$(b)=0. Lemma 2 is applicable within the interval (a, b), so there
is an =>0 such that G G\&k2+= a.e. in (a, b), and thus K= a.e. in
(a, b). Since u(a){0 we know that u"(a)=u(a) K(a){0 and thus a must
be an isolated critical point. Similarly, b is an isolated critical point. The
proof that (a, b) must contain a point where u is zero is identical to the
proof in the previous lemma, and so it follows once again that
[x : u$(x)=0] must be finite. The proof is complete.
In all that follows we will assume conditions (6) and (10) with l\>&k2,
but will keep in mind that the theorems can be rewritten using the smooth-
ness condition on g rather than the lower bound on l\ .
Thus we know that [x : u$(x)=0] is finite, and so the lemmas of Sec-
tion 1 are applicable to the sequence [un] with \n=&un &L2 . Hence, by
Lemma 2,
0G+G G+<(k+1)2&k2 a.e. in [x : u(x)>0],
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and
0G&G G&<(k+1)2&k2 a.e. in [x : u(x)<0].
Therefore k2K<(k+1)2 a.e., and so, as before, K=k2 a.e. and
u=\sin kx . We remark for later reference that K=k2 a.e. implies that
{=1 and G =0 a.e., i.e. that tn  1 and g(un)&un&L2 ( 0 in L2[0, ?]. Also,
we can write un=vn+cn sin kx, where ?0 vn sin kx=0, |cn |  , and
vncn  0 with respect to the C1-norm.
We are now ready to prove the existence theorems. In each case the
proof simply continues the previous discussion until a subsequence of [un]
is found whose properties imply a contradiction.
We begin with the nonresonance case, which puts no restriction on the
function h. It generalizes previous work by allowing l\<0 and
l \>(k+1)2&k2.
Theorem 1. Suppose g satisfies (6) and (10) with l\>&k2 and G\>0.
Then problem (1) has at least one weak solution.
Proof. The strict inequality KG\+k2>k2 contradicts the previous
conclusion that K=k2 a.e. Therefore there exists an a priori bound on the
solutions of (7), and problem (1) has at least one solution.
An interesting variation on Theorem 1 is possible if the resonance is near
higher eigenvalues, k>1, where the eigenfunctions necessarily change sign.
In this case we can relax the conditions to require that only one of G& and
G+ needs to be strictly positive. This would still result in K>k2 on a set
of positive measure, so a similar contradiction would be reached.
Theorem 2. Suppose k>1 and g satisfies (6) and (10) with l\>&k2,
and (G+ , G&){(0, 0). Then problem (1) has at least one weak solution.
The next theorem allows resonance at the eigenvalue k2, and so a
solvability condition involving h is necessary. The given condition will be
very general and will be similar to the one used in [17]. Once again this
generalizes previous work by allowing l\<0 and l \>(k+1)2&k2. We
use the notation _(t)=1 for t0 and _(t)=&1 for t<0.
Theorem 3. Suppose g satisfies (6) and (10) with l\> &k2. Further,
suppose that, given any sequences [wn]/C 1[0, ?] and [:n]/R such that
:n  \ and wn:n  \sin kx in C1, there is an N>0 such that
_(:n) |
?
0
(g(un)+h) sin kx0, \n>N. (11)
Then problem (1) has at least one weak solution.
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Proof. Consider the case u=sin kx, so cn   and _(cn)=1 for
large n. (The case u=&sin kx, cn  & can be dealt with similarly).
The sequences [un] and [cn] satisfy the hypotheses for [wn] and [:n].
However, if we multiply both sides of the differential equation in (7) by
sin kx and then integrate we get
|
?
0
u"n sin kx+(#+tn(k2&#)) |
?
0
un sin kx+tn |
?
0
(g(un)+h) sin kx=0.
This can be simplified by substituting the expression given above for un , by
integrating the first term by parts twice, and then by collecting terms to get
(1&tn)(#&k2) |
?
0
sin2 kx=&tn |
?
0
(g(un)+h) sin kx.
Recall that tn # (0, 1) and #>k2, so
|
?
0
(g(un)+h) sin kx<0, \n,
which contradicts (11). Thus there exists an a priori bound on the solutions
of (7), and so problem (1) has at least one solution.
Theorem 3 has an abstract appeal, because it generalizes the Fredholm
Alternative to a class of nonlinear problems. However, it would have little
practical value unless more easily computed solvability conditions could be
derived as corollaries. Fortunately, this is indeed the case as has been
demonstrated in [16], [17] and [19].
In our our next theorem we prove that an ‘‘averaged’’ version of the
LandesmanLazer condition is sufficient for the solvability of problem (1).
The proof shows that condition (11) is satisfied by applying Lemma 3 to
the sequence [_(cn) g(un) sin kx]. However, we cannot apply this lemma
until we know that this sequence is bounded below. Thus we need
the following estimates, which are a modification of the estimates in
[10], [11] and [15], although with a somewhat different proof. Recall
that H 10[0, ?]=[w # H
1[0, ?]: w(0)=w(?)=0] has norm &w&H 10=
((2?) ?0 (w$)
2)12.
Lemma 6. Assume that g satisfies (6) and (10), and suppose that g is
bounded below on [0, ) and is bounded above on (&, 0]. If we write
un=vn+cn sin (kx), as before, then there is a constant M>0 such that
&vn&2H01M &un &L2 for all n.
Proof. Observe that g satisfies l\0>&k2, so all previous arguments
apply. As before we assume that u=sin(kx) and cn  , and remark that
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the other case can be dealt with similarly. Fix n for the moment, and write
vn=u&n +u
+
n , where
u&n = :
k&1
m=1
:m sin mx and u+n = :

m=k+1
:m sin mx.
The following argument is simply a careful examination of the L2 inner
product of the differential equation in (7) with the quantity
(u&n +cn sin kx&u
+
n ). We will examine this inner product in several parts,
and collect the information together later. For convenience we let
#n=#+tn(k2&#).
It is straightforward to compute
2
? |
?
0
(u"n+#nun)(u&n +cn sin kx&u
+
n )
= :
k&1
m=1
:2m(#n&m
2)+c2n(#n&k
2)+ :

m=k+1
:2m(m
2&#n).
Recall that tn  1. Therefore #n  k2, and so k2<#n<# for large n. It
follows that c2n[#n&k
2]>0, and that there is a d>0, independent of n,
such that
:
k&1
m=1
:2m[#n&m
2]d :
k&1
m=1
:2m m
2,
and
:

m=k+1
:2m[m
2&#n]d :

m=k+1
:2mm
2.
Choosing such a d for the finite sum is simple. For the infinite sum
choose d # (0, 12) so that (k+1)
2>#+d(k+1)2. Since m2&#&dm2 is
increasing in m we have m2&#nm2&#dm2 for m(k+1). But for any
w=m=1 ;m sin mx in H
1
0[0, ?], we have
&w&2H 01=
2
? |
?
0
(w$)2= :

m=1
;2m m
2.
Therefore
2
? |
?
0
(u"n+kn un)(u&n +cn sin (kx)&u
+
n )
d(&u&n &
2
H 10
+&u+n &
2
H 10
)=d &vn &2H 10 .
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Next we consider the inner product
2
? |
?
0
(g(un)+h)(u&n +cn sin(kx)&u
+
n ).
Because g is bounded below on [0, ) and above on (&, 0], it is
straightforward to show that there are bounded continuous functions p(t)
and f (t) such that g(t)=p(t) t+ f (t) and p(t)0 (see e.g. [15] for details).
Notice that
|
?
0
( p(un) un)(u&n +cn sin kx&u
+
n )
=|
?
0
p(un)(u&n +cn sin kx)
2&|
?
0
p(un)(u+n )
2,
and thus
|
?
0
(g(un)+h)(u&n +cn sin kx&u
+
n )
|
?
0
( f (un)+h)(u&n +cn sin kx&u
+
n )&|
?
0
p(un)(u+n )
2.
We argue that the integral on the far right is small as follows: [u+n &vn&H 10]
is bounded and thus, without loss of generality, weakly convergent in
H 10[0, ?]. But H
1
0[0, ?] embeds compactly in C[0, ?], so the given
sequence converges uniformly. Thus [(u+n &vn&H10)
2] is also uniformly con-
vergent. We know that g(un)&un&L2 ( G =0, and thus p(un) ( 0 in
L2[0, ?]. Therefore
|
?
0
p(un) \ u
+
n
&vn&H 10+
2
 0,
and thus
2
? |
?
0
(g(un)+h)(u&n +cn sin kx&u
+
n )

2
? |
?
0
( f (un)+h)(u&n +cn sin kx&u
+
n )&
d
2
&vn&2H10 ,
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for large n. Assembling the results so far we get
0=
2
? |
?
0
(u"n+#nun+tn(g(un)+h))(u&n +cn sin kx&u
+
n )

d
2
&vn &2H 10&
2
? |
?
0
( f (un)+h)(u&n +cn sin kx&u
+
n )

d
2
&vn &2H 10&A &un&L2 ,
where A is a constant such that & f (w)+h&L2A for all w # L2[0, ?], and
we have used the fact that &un&L2=&u&n +cn sin kx&u+n &L2 . The lemma is
now proved.
Lemma 7. Assume that g satisfies (6) and (10), and suppose that g is
bounded below on [0, ) and above on (&, 0]. Then [_(cn)
(g(un)+h) sin kx] is bounded below by a function in L1[0, ?].
Proof. Once again we assume that u=sin kx so that cn  + and
_(cn)=1 for large n, and remark that a similar argument applies to the
other case. Write g(t)=p(t) t+ f (t) as in the previous lemma. Clearly
( f (un)+h) sin kx is bounded below by an L1 function, and by substituting
un sin kx=(12cn)(u2n+c
2
n sin
2 kx&v2n) we have
p(un) un sin kx=
1
2
p(un) \u
2
n+c
2
n sin
2 kx
cn +&
1
2
p(un) \ vn- cn+
2
&
1
2
p(un) \ vn- cn+
2
.
Recall that cn &un &L2  1, so &vn &2H 102Mcn for all n large, where M is
given in Lemma 6. As before it follows that [(vn- cn)2] is uniformly con-
vergent, and thus bounded. Therefore p(un) un sin kx is bounded below,
and the lemma follows.
By Lemma 7 we can apply Lemma 3 to the integrands
[_(cn)(g(un)+h) sin kx]. Thus if cn   and (un cn)  sin kx, then
lim inf
n  
_(cn) |
?
0
(g(un)+h) sin kx=lim inf
n   |
?
0
(g(un)+h) sin kx
|
P
(g++h) sin kx+|
N
(g&+h) sin kx,
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where P=[x : sin kx>0] and N=[x : sin kx<0]. Similarly, if cn  &
and uncn  &sin kx, then
lim inf
n  
_(cn) |
?
0
(g(un)+h) sin kx=lim inf
n   |
?
0
(g(un)+h)(&sin kx)
|
N
(g++h)(&sin kx)
+|
P
(g&+h)(&sin kx).
Hence, as a corollary to Theorem 3, we can prove the following theorem,
which generalizes previous work by allowing l \>(k+1)2&k2, and by
replacing the quantities lim inft   g(t) and lim supt  & g(t) by g+ and
g&, respectively.
Theorem 4. Assume that g satisfies (6), (10), and that g is bounded
below on [0, ) and above on (&, 0]. Then problem (1) has at least one
weak solution if
g+ |
N
sin kx+g& |
P
sin kx<&|
?
0
h sin kx
<g+ |
P
sin kx+g& |
N
sin kx, (12)
where P=[x : sin kx>0] and N=[x : sin kx<0].
We remark that under the additional assumption that g is bounded,
Theorem 3 can be proved as a corollary of the main result in [3]. It is also
interesting to note that if g+=maxR g(t) and g
&=minR g(t), then (12) is
both necessary and sufficient for the weak solvability of the problem. This
follows by the same simple argument used in [12], where the differential
equation is multiplied through by sin kx, the resulting equation is
integrated and simplified using integration by parts, and, finally, the result
is estimated in terms of the maximum and minimum values of g.
3. EXAMPLES
In this section we analyze examples that clarify the earlier comments that
our theorems allow relatively large oscillations in the nonlinear term, but
do not allow nonlinear terms whose period of oscillation increases too
quickly.
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Example 1. Consider the problem
u"+4u+u(2.5+c sin u)+h=0, x # (0, ?),
(13)
u(0)=u(?)=0,
where c is a real constant. Observe that g(t)=t(2.5+c sin t ) is not globally
Lipschitz continuous, so the restriction l\>&4 is necessary, and thus
we assume c>&6.5. Also, for arbitrary choice of c, we have that
G\=G\=2.5.
Thus our nonresonance theorems show that, for c>&6.5, problem (13)
is solvable for all h. Observe that if c=2.5 then this example is identical to
the one discussed in [6].
Example 2. Consider the problem
u"+k2u+c1 u(1&sin u)+c2 sin u+arc tan u+c3=0, x # (0, ?),
(14)
u(0)=u(?)=0,
where c1 , c2 and c3 are real constants. Observe that if k=1 and c1=c2=0,
then (14) reduces to the example originally discussed in [12].
If 0c1<(k+1)2&k2, then 0c1 t(1&sin t)2((k+1)2&k2) t for
t>0, and 2((k+1)2&k2) tc1 t(1&sin t)0 for t<0. Since the other
terms are bounded, we now know that g(t)=c1 t(1&sin t)+
c2 sin t+arc tan t satisfies 0=l\ and l \=2((k+1)2&k2). Notice that the
limits l \ are well outside the range allowed by previous results. However,
since the term sin t contributes nothing to the average values we get
0G\, G\<(k+1)2&k2. Thus g satisfies conditions (6) and (10). Also,
g is bounded below on [0, ) and above on (&, 0].
It is intuitively obvious, and easy to compute, that the average values for
the function f (t)=c2 sin t+arc tan t are f+= f +=?2 and f&= f &=
&?2. Observe that the constant c2 has no effect on this computation,
because the average values of c2 sin t are all zero. Sustituting into (12) with
h=c3 gives
&
?
2 |
?
0
|sin kx|<&c3 |
?
0
sin kx<
?
2 |
?
0
|sin kx|,
which simplifies to
&?<0<?, if k is even,
and
&?<&
2c3
k
<?, if k is odd.
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We conclude that if k is even, then problem (14) is solvable for
0c1<(k+1)2&k2 and arbitrary c2 , c3 . If k is odd, then (14) is solvable
for 0c1<(k+1)2&k2, arbitrary c2 , and c3 # (&k?2, k?2). (Note that,
if 0<c1<(k+1)2&k2, then our nonresonance theorems show that
problem (14) is solvable for arbitrary c2 and c3 .)
Most results in the current literature, including those relying on den-
sity conditions at infinity, would have limited the growth of g by
0c1<((k+1)2&k2)2. Also, most current results require lim supt  &
g(t)0lim inft   g(t), which is not the case when |c2 |>?2.
Finally, for completeness, we present an example which satisfies a density
condition at infinity, but does not satisfy the conditions of this paper. This
example makes it clear why our theorems do not apply to nonlinear terms
where the period of oscillation grows too quickly as |t|  .
Example 3. Consider the problem
u"+k2u+g(u)+h=0, x # (0, ?),
(15)
u(0)=u(?)=0,
where g is continuous such that g#0 on [0, 1], [2, 4], [8, 16], ..., g(t)#t
on [1+=, 2&=], [4+=, 8&=], ..., 0g(t)t for t>0, and g(t)=&g(&t)
for t<0, where 0<=R1. It is easy to see that lim infn  (1n)
meas[t # [0, n]: (g(t)t)1]=14, and thus g satisfies a density condition
at infinity. However, if we examine our definition of averages with the par-
ticular choice of intervals [a1 , b1]=[0, 1], [a2 , b2]=[2, 4], [a3 , b3]=
[8, 16], ... it quickly follows that the essential averages in our theorems are
zero, and so the results of this paper do not apply to this example.
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